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Abstract
We study the manifold of clusters of nonintersecting congruent solid
bodies, all touching the central ball B ⊂ R3 of radius one. Two main
examples are clusters of balls and clusters of infinite cylinders. We
introduce the notion of critical cluster and we study several critical
clusters of balls and of cylinders. For the case of cylinders some of our
critical clusters are new. We also establish the criticality properties of
clusters, introduced earlier by W. Kuperberg.
1 Introduction
In this paper we will study manifolds C comprised by configurations of col-
lections of solid bodies Λ¯1, . . . , Λ¯k ⊂ R3, k > 1, touching the central unit ball
B ⊂ R3. That is, the point G of our manifold C will be a configuration of
non-intersecting solid bodies, G = {Λ1, . . . ,Λk}, where each Λi is congruent
to the corresponding shape Λ¯i and is touching the unit ball B. It is allowed
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that some distances between bodies of G are zero. Any collection of such
type we will call a cluster with a core B or just a cluster.
Evidently, the group SO (3) acts on each C. So it is natural to study these
manifolds mod (SO (3)) .
For the examples of various clusters see pictures below.
By a deformation of the cluster G we mean a continuous curve G (t) in
the space of clusters, with G (0) = G. That means that each Λi touches the
central ball B during the process of the deformation.
We call a cluster G rigid, if any deformation G (t) of G has a form
G (t) = g (t)G ,
where g (t) ∈ SO (3) is a curve of rotations of R3, g (0) = e. In other words,
the only deformation of G available is the global rotation of G as a solid
body.
We call a cluster G flexible, if it is not rigid, but during each deformation
G (t) some distances dist (Λi,Λj) which were zero at t = 0 remain zero at
later moments t (at least up to a moment t0 > 0 which might depend on the
deformation G (∗)).
We say that G can be unlocked, if there exists a continuous deformation
G (t) of G, such that for any t > 0 all the distances between the members
Λi in the cluster G (t) are positive (while each Λi always touches the central
ball during the move).
An example of rigid cluster is the icosahedral cluster of balls, see section
2.1 below (note that the dodecahedral cluster of balls can be unlocked).
An example of a flexible cluster is the arrangement of 5 balls of radius
1 +
√
2 around central unit ball B, one touching B at the North pole, one
at the South pole, the other three touching along the equator. For another
example see section 3.1.
Finally, we call a cluster G critical, if for any smooth deformation G (t)
of G all the distances dist (Λi (t) ,Λj (t)) between the solids Λi which were
zero at t = 0 – i.e. dist (Λi (0) ,Λj (0)) = 0 – obey the estimate
dist (Λi (t) ,Λj (t)) = o (t) as t→ 0 . (1)
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If a critical cluster G can be unlocked, then it is called a saddle cluster.
Other critical clusters are called (local) maxima, for obvious reasons.
In the present review we consider two types of solid bodies arrangements.
One type consists of arrangements of balls Λi of equal radius r, around B.
Another type consists of arrangements of (infinite, right, circular) congruent
cylinders around B. For balls, we present some results of the paper [KKLS].
For cylinders, we review the results of our recent studies [OS1, OS2, OS3,
OS4].
2 Critical clusters of balls
2.1 Maximal clusters of balls
The icosahedral cluster I12 of 12 equal balls gives an example of a maximal
cluster. In 1943 Fejes-To´th has shown that
(1) The maximum radius of 12 equal spheres touching a central sphere
of radius 1 is
rmax(12) =
1√
5+
√
5
2
− 1
≈ 1.1085085 .
(2) An extremal cluster achieving this radius is formed by the balls cen-
tered at 12 vertices of a regular icosahedron.
One can call therefore the icosahedral cluster the globally maximal.
There are other maximal clusters of 12 equal spheres. One of them, A6,6,
is given by equal balls centered at the vertices of a uniform 6-antiprism (note
that the radii of these balls are less than 1). In general, for every n, the
cluster of 2n equal spheres centered at the vertices of a uniform n-antiprism,
is locally maximal. For n = 2, 3, 4 they are, in fact, global maxima.
It is conjectured in [KKLS] that for the case of 12 balls there are other
(sharp) locally maximal clusters of balls of radius r, 1 < r < rmax(12). The
three candidate clusters are explicitly described there, and the proof requires
just a computation, which, however, is too cumbersome.
Both maximal clusters I12 and A6,6 are PL-maximal (piecewise-linear
maximal). To explain this statement as well as to introduce the connection
with the Morse theory, let Pn be the manifold of n-tuples of points on S2. To
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every cluster of n balls we associate a point in Pn: it is the cluster of n points
at which the balls of the cluster are touching the central ball. Consider the
function δ on Pn:
δ (p) = min
i 6=j
dist (xi, xj) where p = {x1, ..., x12} ∈ Pn.
Define also the metric d˜ (p′, p′′) on Pn to be the Hausdorff distance between
the two subsets of S2. To take into account the SO (3)-symmetry, which we
want to factor out, we put also
d (p′, p′′) = inf
g∈SO(3)
d˜ (p′, gp′′) .
The criticality of the cluster is translated into the criticality of δ at the
corresponding point: the point p is called critical, if
δ (p)− δ (p′) ≤ o (d (p, p′)) .
The critical point pI12 ∈ P12 – i.e. the set of 12 vertices of the icosahedron I12
– is the point of the global maximum of the function δ. The PL-maximality
of pI12 is the property that for some constant cI12 > 0 we have
δ (pI12)− δ (p) ≥ cI12d (pI12 , p) , provided d (pI12 , p) is small enough. (2)
In words, the condition (2) means that the function δ decays linearly with
distance as we move away from pI12 . The same holds at the point pA6,6 , with
a different constant cA6,6 > 0. In fact, the relation (2) holds at the point pI12
without the smallness assumption; at pA6,6 the relation (2) holds only locally.
We conjecture that the same PL-maximality holds for any local maximum
of the function δ on Pn, i.e. for any locally maximal cluster of n equal balls,
provided n ≥ 6.
Note that the maximal cluster T3 of 3 balls of radius
√
3
2−√3 touching the
central unit ball is not PL-maximal; there exists a curve p (t) ⊂ P3, p (0) =
pT3 , such that d (pT3 , p (t)) = t, while the decay of δ is only quadratic:
δ (pT3)− δ (p (t)) ∼ cT3t2 , cT3 > 0 .
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2.2 Saddle clusters of 12 balls
The smallest value of r for which there exists a critical cluster of 12 equal
balls around the unit ball B is r =
√
3−1
2
√
2−√3+1 ≈ 0.3492. The saddle cluster of
balls of radius r =
√
3−1
2
√
2−√3+1 is a necklace of 12 balls all touching B at the
equator, each touching two others.
The most famous 12 ball clusters are the FCC (Face Centered Cubic)
and the HCP (Hexagonal Closed Packed) clusters of unit balls. Each of
them can be part of a densest unit ball packing in R3. The statement that
the maximal density of a sphere packing in 3-dimensional space is attained
by the FCC packing, is called the Kepler Conjecture. It was proven by Hales
and Ferguson, [HF].
Figure 1: FCC cluster (left) and its layers (right)
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Figure 2: HCP cluster (left) and its layers (right)
The paper [KKLS] contains detailed explanation of the fact that both
FCC and HCP can be unlocked.
The fact that the cluster FCC can be unlocked is mentioned in Chap-
ter VII, § 2 in [T] and is used, for example, in [CS], Appendix to Ch.
1. There it is built on the Coxeter constructions, see the book [C]. The
visualisation of this unlocking procedure can be also read out from the
movement of Buckminster Fuller’s “jitterbug” [BF], see the animation at
https://www.youtube.com/watch?v=FfViCWntbDQ. Note that the anima-
ted figure always has the symmetry group A4 although it is not immediately
clear; this animation is related to the δ- rotation process discussed in Section
6.1 below.
Chapter VII, § 2 of [T] contains also a claim (without proof) that the
HCP cluster is rigid: “Dagegen ist die andere doppelwabenartige Anordnung
stabil”. But in fact the HCP cluster can be unlocked as well, see [KKLS] for
a proof.
As an indirect illustration of these claims one can consider the following
triangulations of the FCC and HCP polyhedrons (the first one is taken from
[C]). It is easy to see that both of them have the combinatorial type of the
icosahedron.
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Figure 3: FCC triangulation
Figure 4: HCP triangulation
It is interesting to note that if G′ (t) , G′′ (t) are two smooth unlocking
deformations of FCC then the tangent vectors to the paths G′ (t) , G′′ (t) at
t = 0, i.e. at the point FCC coincide (up to a scalar factor); the same holds
for HCP. In words, that means that there is just one single vector, along
which one can unlock the cluster FCC (and HCP). See [KKLS] for details.
The unlocking deformation for FCC can be chosen in such a way that 6
out of 12 balls do not move. For HCP the minimal number of fixed balls
during the unlocking deformation is 3.
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3 Critical clusters of cylinders
We denote by CL the space, modulo SO(3), of clusters of L infinite, right,
circular congruent cylinders, by CL(r) the level subspace of CL consisting of
clusters of cylinders of radius r, and by CL(≥ r) the subspace of CL consisting
of clusters of cylinders of radius ≥ r.
3.1 Clusters of four cylinders
Consider the ‘manifold’ C4(r) of clusters of four cylinders of radius r. At the
value r = 1 we find a critical cluster comprised by two vertical cylinders
interlaced with two horizontal cylinders. It can be visualized by removing
two vertical cylinders on Figure 12. It is easy to see that the resulting cluster
can be unlocked, so it is a saddle.
The level manifold C4
(
1 +
√
2
)
(consisting of clusters of 4 cylinders of
radius r = 1 +
√
2,) contains a cluster of 4 parallel cylinders:
Figure 5: Initial position
This cluster is flexible:
Figure 6: Motion of four cylinders
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We conjecture that the manifold C4
(
1 +
√
2
)
has no other points, i.e. it
is a circle mod (SO (3)) , while the levels C4 (r) with r > 1 +
√
2 are empty.
3.2 Clusters of six cylinders
The six cylinders case (and the corresponding ‘manifold’ C6) turns out to be
even more interesting.
The question: - How many non-intersecting unit right circular cylinders
of infinite length can touch a unit ball? - was asked by W. Kuperberg, [K].
Kuperberg presented several arrangements of clusters of 6 unit cylinders;
it is difficult to imagine that there are clusters of 7 unit cylinders, though
no proof of this statement is known; see [HS] for the proof that 8 unit non-
intersecting cylinders of infinite length cannot touch the unit ball.
The two pictures below might suggest that the cluster C6 of six parallel
unit cylinders is maximal and flexible, and that the clusters of 6 cylinders
with r > 1 do not exist:
Figure 7: Cluster C6
9
Figure 8: Non-rigidity of C6
This, however, is not the case, and an example was presented by M.
Firsching in his thesis, [F]. In his example the radius r of cylinders equals
1.049659. This example was obtained by a numerical exploration of the cor-
responding 18-dimensional configuration manifold.
One of the main results of our paper [OS1] claims that in fact the cluster
C6 is critical; – in other words, it can be unlocked. To explain this statement
we first introduce notations, borrowed from [OS1].
Let S2 ⊂ R3 be the unit sphere, centered at the origin. For every x ∈ S2
by TLx we denote the set of all (unoriented) tangent lines to S2 at x. The
manifold of tangent lines to S2 we denote by M , and we represent a point in
M by a pair (x, τ), where τ is a unit tangent vector to S2 at x, though such a
pair is not unique: the pair (x,−τ) is the same point in M. We shall use the
following coordinates on M . Let x,y, z be the standard coordinate axes in
R3. Let Rαx, Rαy and Rαz be the counterclockwise rotations about these axes
by an angle α, viewed from the tips of axes. We call the point N = (0, 0, 1)
the North pole, and S = (0, 0,−1) – the South pole. By meridians we mean
geodesics on S2 joining the North pole to the South pole. The meridian in
the plane xz with positive x coordinates will be called Greenwich. The angle
ϕ will denote the latitude on S2, ϕ ∈ [−pi
2
, pi
2
]
, and the angle κ ∈ [0, 2pi) –
the longitude, so that Greenwich corresponds to κ = 0. Every point x ∈ S2
can be written as x = (ϕx,κx) . Finally, for each x ∈ S2, we denote by Rαx the
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rotation by the angle α about the axis joining (0, 0, 0) to x, counterclockwise
if viewed from its tip, and by (x, ↑) we denote the pair (x, τx) , x 6= N, S,
where the vector τx points to the North. We also abbreviate the notation
(x,Rαx ↑) to (x, ↑α).
Let u = (x′, τ ′) , v = (x′′, τ ′′) be two lines in M . We denote by duv the
distance between u and v; clearly duv = 0 iff u ∩ v 6= ∅. If the lines u, v are
not parallel then the square of duv is given by the formula
d2uv =
det2[τ ′, τ ′′, x′′ − x′]
1− (τ ′, τ ′′)2 ,
where (∗, ∗) is the scalar product. The cylinders Cu (r) and Cv (r), touching
S2 at x′, x′′, having directions τ ′, τ ′′, and radius r, touch each other iff
r =
duv
2− duv . (3)
Indeed, when the cylinders touch each other, we have the proportion:
d
1
=
2r
1 + r
. (4)
We denote by M6 the manifold of 6-tuples
m = {u1, ..., u6 : ui ∈M, i = 1, ..., 6} . (5)
We will study the function D on M6:
D (m) = min
1≤i<j≤6
duiuj . (6)
We are especially interested in knowing its maximum, since it defines, via
(3) , the maximum radius of 6 non-intersecting equal cylinders touching the
unit ball.
The generators of the cylinders in C6 touching the ball define a point in
M6, shown on Figure 9. We denote it by the same symbol C6. Note that
D (C6) = 1.
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Figure 9: Cluster C6 of tangent lines
Now we are in the position to describe the ‘good’ clusters m with high
values of the function D (m) . We obtain them by deforming the cluster C6,
which in our notation can be written as
C6 ≡ C6 (0, 0, 0) =
{[(
0, pi
6
)
, ↑] , [(0, pi
2
)
, ↑] , [(0, 5pi
6
)
, ↑] ,[(
0, 7pi
6
)
, ↑] , [(0, 3pi
2
)
, ↑] , [(0, 11pi
6
)
, ↑]} .
Namely, we will explore the 6-tuples C6 (ϕ, δ,κ), of the form
C6 (ϕ, δ,κ) =
{
A =
[(
ϕ, pi
6
− κ) , ↑δ] , D = [(−ϕ, pi2 + κ) , ↑δ] ,
B =
[(
ϕ, 5pi
6
− κ) , ↑δ] , E = [(−ϕ, 7pi6 + κ) , ↑δ] ,
C =
[(
ϕ, 3pi
2
− κ) , ↑δ] , F = [(−ϕ, 11pi6 + κ) , ↑δ]} .
(7)
In words, the three points
[(
0, pi
6
)
, ↑] , [(0, 5pi
6
)
, ↑] and [(0, 3pi
2
)
, ↑] go upward
by ϕ, then ‘horizontally’ by −κ, and then the three vectors ↑ are rotated by
δ, while the three remaining points go downward by ϕ, then ‘horizontally’ by
κ, and, finally, the three vectors ↑ are rotated by δ.
For all ϕ, δ,κ these clusters possess D3 ≡ Z3 × Z2 symmetry. The group
D3 is generated by the rotations R120
◦
z and R
180◦
x . We denote by C3 ∈M6 the
3-dimensional submanifold formed by 6-tuples (7).
We claim that there exists a curve γ in the manifold C3,
γ(ϕ) = C6
(
ϕ, δ (ϕ) ,κ (ϕ)
)
, ϕ ∈
[
0;
pi
2
]
, (8)
which starts at C6 (0, 0, 0) for ϕ = 0,
γ(0) = C6 (0, 0, 0) , (9)
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such that the function D
(
γ(ϕ)
)
is unimodal on γ, with maximum value
√
12
11
,
which corresponds to the value
rm =
1
8
(
3 +
√
33
)
≈ 1.093070331 . (10)
of the radii of the touching cylinders. This is summarized by the main result
of our paper [OS1].
Theorem 1 The cluster C6 (0, 0, 0) can be unlocked. Moreover,
i. There is a continuous curve γ, see (8) and (9), on which the function
D
(
γ(ϕ)
)
increases for ϕ ∈ [0, ϕm] and decreases for ϕ > ϕm, with ϕm =
arcsin
√
3
11
. The explicit description of γ is given by the relations (11)-(13)
below.
ii. At the point ϕm, δm = δ (ϕm) ,κm = κ (ϕm) we have
D
(
C6 (ϕm, δm,κm)
)
=
√
12
11
,
so the radius of the corresponding cylinders is equal to
rm =
1
8
(
3 +
√
33
)
.
The record cluster Cm = C6 (ϕm, δm,κm) is shown on Figure 10 below.
There is an animation, on the page of Yoav Kallus [Ka], demonstrating
the motion of the cluster of 6 cylinders along the curve γ(ϕ).
Figure 10: Record cluster, the equator is yellow, the north pole is white
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Figure 11: Two clusters of cylinders: the cluster C6 of six parallel
cylinders of radius 1 (on the left) and the cluster Cm of six cylinders
of radius ≈1.0931 (on the right)
3.3 Rigidity of the cluster Cm
The main result of the paper [OS2] claims that the cluster Cm is rigid. In
other words, any small perturbation (apart of the global rotation) of the
line cluster shown on Figure 10 results in a smaller value of the function D,
defined in (6) .
Theorem 2 The cluster Cm is a point of a sharp local maximum of the
function D: for any point m in a vicinity of Cm we have
D (m) <
√
12
11
= D (Cm) .
Remark 3 There exists a 4-dimensional subspace Lquadr in the tangent space
of M6 at Cm, such that for any l ∈ Lquadr we have
−cu ‖l‖ t2 ≤ D (Cm + tl)−D (Cm) ≤ −cd ‖l‖ t2
for t small enough. Here cd and cu are some constants, 0 < cd ≤ cu < +∞
and Cm + tl ∈ M6 stands for the exponential map applied to the tangent
vector tl.
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For each tangent vector l outside Lquadr we have
−c′u (l) t ≤ D (Cm + tl)−D (Cm) ≤ −c′d (l) t
for t small enough, where now c′d (l) and c
′
u (l) are some positive valued func-
tions of l, 0 < c′ (l) ≤ c′′ (l) < +∞.
Note i). The Remark above does not imply the maximality claim of our
Theorem, as the following example shows:
Let f be a function of two variables defined by
f := min{u1, u2} where u1 = −y + 3x2, u2 = y − x2 .
The function f equals 0 at the origin. Consider an arbitrary ray l starting
at the origin. Clearly, for some time this ray evades the ‘horns’ – the region
between the parabolas y = 3x2 and y = x2. But outside the horns the
function f is negative. Indeed, inside the the narrow parabola y = 3x2 we
have u1 < 0, u2 > 0 so f is negative there; outside the wide parabola y = x
2
we have u1 > 0, u2 < 0 so f is negative there as well. Therefore the origin
is a local maximum of f restricted to l, for any l. Yet the origin is not a
local maximum of the function f on the plane, because inside the horns the
functions u1 and u2 are positive so f there is positive as well.
Note ii). The cluster Cm is not centrally symmetric, so its image −Cm
under central symmetry produces a different point of the manifold C6. Hence,
the last theorem implies that the submanifold C6 (≥ d) ⊂ C6 of clusters m
with D (m) ≥ d has at least two connected components for d >
√
12
11
−ε once
ε > 0 is small enough. We believe that these two connected components
stay disjoint for all d > 1; more precisely, the rigid clusters Cm and −Cm
can communicate only via the saddle point cluster C6. Notwithstanding, the
submanifold C6 (≥ 1) ⊂ C6 (and also C6 (≥ 1− ε) ⊂ C6 with small ε) is still
not connected, as the next section shows.
3.4 Galois symmetry
While proving Theorem 2 we revealed a hidden symmetry of the formulas
for the coefficients of the Taylor expansions of distances between the tangent
lines at points of the curve γ. Here we shortly describe this symmetry.
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The curve γ admits the following parameterization:
sin
(
ϕ(x)
)
= 2
√
(1− x)x(1 + x)
1 + 7x+ 4x2
, (11)
tan
(
δ(x)
)
=
√
(1− x)(1 + 3x)
x(1 + 7x+ 4x2)
, (12)
and
tan
(
κ(x)
)
=
x− 1√
(1 + x)(1 + 3x)
. (13)
where x ranges from 1 to 0. The record cluster Cm corresponds to the value
x = 1/2.
We reserve the same letters {A,B,C,D,E, F}, see Figure 9, for the tan-
gent lines of the cluster C6
(
ϕ (x) , δ (x) ,κ (x)
)
. At each value of x the cluster
C6
(
ϕ (x) , δ (x) ,κ (x)
)
has the symmetry group D3 generated by the per-
mutations (A,B,C)(D,E, F ) and (A,D)(B,F )(C,E). The group D6, un-
der which the initial cluster C6 is invariant, has the additional generator
ς = (B,C)(D,F ).
The perturbed position of a line J ∈ {A,B,C,D,E, F} in the cluster
C6
(
ϕ (x) , δ (x) ,κ (x)
)
is
J = J
(
κ(x) + ϑκ · Jκ , ϕ(x) + ϑϕ · Jϕ , δ(x) + ϑδ · Jδ
)
,
where Jκ, Jϕ and Jδ are the perturbation parameters. We introduced the
normalization constants ϑκ, ϑϕ and ϑδ needed to formulate the result.
Let
px =
√
(1 + x)(1 + 3x)
3
.
Proposition 4 Let x be a rational number between 0 and 1 such that px is
not rational.
(i) There exists a choice of the normalization constants ϑκ, ϑϕ and ϑδ such
that the Taylor coefficients of the squares of distances belong to Q[px].
(ii) The permutation ς, composed with the Galois conjugation px → −px of
Q[px], restores the D6 symmetry of the cluster C6
(
ϕ (x) , δ (x) ,κ (x)
)
.
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Note. Let, for example, the angle δ be varied. The required normalization
factor is
ϑδ =
√
1 + x
3x(1− x)(1 + 7x+ 4x2) .
3.5 Rigidity of the cluster O6
In [K] W. Kuperberg suggested another cluster of six unit non-intersecting
cylinders touching the unit sphere and asked whether it can be unlocked. It
is the cluster O6 shown on Figure 12.
Figure 12: Cluster O6 of cylinders
The main result of our paper [OS3] claims that this cluster cannot be
unlocked.
Theorem 5 The cluster O6 is a point of local maximum of the function D:
for any point m in the vicinity of O6 we have
D (m) < 1 = D (O6) .
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Remark 6 There exists a 6D subspace Lquadr in the tangent space of M
6 at
O6, such that for any l ∈ Lquadr, ‖l‖ = 1 we have
−c′′ (l) t2 ≤ D (O6 + tl)−D (O6) ≤ −c′ (l) t2
for t small enough, where O6+tl ∈M6 stands for the exponential map applied
to the tangent vector tl, and 0 < c′ (l) ≤ c′′ (l) < +∞. For each tangent vector
l outside Lquadr we similarly have
−c′′ (l) t ≤ D (O6 + tl)−D (O6) ≤ −c′ (l) t
for t small enough, with 0 < c′ (l) ≤ c′′ (l) < +∞.
Note: the Note i) after the Theorem 2 applies here as well.
4 Towards the theory of the critical points
and critical values of the MIN functions
The proofs of the above theorems boil down to the study of the ‘critical’
points of the function D on the manifold C6. The difficulty here lies in the
fact that the function D, being a minimum of several analytic functions, is
not smooth – so is not at all a Morse function. We do not have a complete
version of the theory needed here. Rather, we present few results which cover
a small part of a general picture.
Let F1 (x) , . . . , Fm (x) be analytic functions in a neighborhood of 0 ∈ Rn
such that Fu(0) = 0, u = 1, . . . ,m, and let
F (x) := min {F1 (x) , . . . , Fm (x)} . (14)
Let us consider the differentials lu and second differentials qu of the functions
Fu at 0 ∈ Rn :
Fu(x) = lu (x) + qu (x) + o(2) . (15)
Here lu-s and qu-s are linear and, respectively, quadratic forms on the
tangent space T0Rn and o(2) stands for higher order terms.
We call the function
∆ (x) := min {l1 (x) , . . . , lm (x)}
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the PL-differential of F. The range of the differential ∆ can be either a whole
line R1, or the negative half-line. In the second case we say that 0 ∈ Rn is a
critical point of F, and that 0 ∈ R1 is a critical value. The same definition of
course works if we replace Rn by a smooth manifold.
Lemma 7 Let l1, ..., lm be linear functionals on Rn. The two conditions are
equivalent:
1. The function ∆ (x) = mini li (x) is non-positive on Rn.
2. There is a convex linear relation between li, i.e. for some λ1, ..., λr > 0
and some 1 ≤ i1 < i2 < ... < ir ≤ m
λ1li1 + ...+ λrlir = 0 .
Proof. 2 ⇒ 1. If λ1li1 + ... + λrlir = 0 then, evidently, for every x ∈ Rn
there is an index ij such that lij (x) ≤ 0.
1 ⇒ 2. It is helpful to introduce an Euclidean structure on Rn with a
scalar product 〈, 〉, so that each functional li (∗) can be written as 〈vi, ∗〉,
with a nonzero vector vi. Let Hi ⊂ Rn be the halfspace defined by Hi =
{x | 〈vi, x〉 ≤ 0}. The condition ∆ (x) ≤ 0 for all x means that ∪iHi = Rn.
Let P be the convex envelope of the tips of the vectors v1, ..., vm. We
claim that 0 ∈ P proving the implication. Indeed, in the opposite case there
is an affine hyperplane N ⊂M separating 0 from P. Let n be the normal to
N, pointing into the halfspace containing P. The scalar products 〈vi, n〉 are
all positive which is a contradiction.
All the critical clusters of balls which were considered in previous sections
were critical points of the function D in the above sense.
Let 0 ∈ Rn be a critical point of F. Define the subset V 0 ⊂ T0Rn by
V 0 := {x |∆ (x) = 0}.
Lemma 8 The set V 0 is convex.
Proof. For linear functionals l1, . . . , lm on Rn, let ∆ (x) := mini li (x) and
V ≥ = {x |∆ (x) ≥ 0}. The set V ≥ = ∩i {x | li (x) ≥ 0} is evidently convex.
In our case the function ∆ is non-positive, so V 0 = V ≥ is convex.
Let 0 ∈ Rn be a critical point of F. Let E = ∩i {x | li (x) = 0} ⊂ V 0.
We claim that E is the maximal linear subspace contained in the set V 0.
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Indeed suppose y ∈ V 0 \E. Then for some j either lj (y) < 0 or lj (−y) < 0.
Therefore the linear space E ⊕ Ry is not contained in V 0.
The number N (0) := dimE we call null-index of the critical point 0.
For example, NFCC = NHCP = 1, NCm = 4, NO6 = 6 – if understood
mod (SO (3)). For m = 1 the space E is the whole tangent space T0Rn.
We shall now establish a sufficient condition which ensures that the point
0 ∈ Rn is a sharp local maximum of the function F, see (14).
We assume that the family {F1 (x) , . . . , Fm (x)} of m analytic functions
in n variables, m ≤ n, possesses the following properties.
(A) The linear space, generated by the linear forms l1, . . . , lm, is (m − k)
dimensional, with k positive.
(B) The collection {l1, . . . , lm} of linear forms can be split into k subcollec-
tions {l1, . . . , lm1} , {lm1+1, . . . , lm2} , . . . ,
{
lmk−1+1, . . . , lm
}
with non-
intersecting spans, with exactly one linear relation between the func-
tionals in each subcollection.
(C) For each p = 1, . . . , k the linear relation, from the property (B), between
the functionals
{
lmp−1+1, . . . , lmp+1
}
is strictly convex:
λ1plmp−1+1 + . . .+ λ
mp
p lmp = 0 , (16)
with λsp > 0 , mp−1 + 1 ≤ s ≤ mp, 1 ≤ p ≤ k.
(D) For
Ep =
mp⋂
u=mp−1+1
ker lu , E =
k⋂
p=1
Ep ,
and k quadratic forms Qp, 1 ≤ p ≤ k, defined by
Qp = λ
1
pqmp−1+1 + . . .+ λ
mp
p qmp , (17)
the inequality
min {Q1(ξ), ..., Qk(ξ)} |ξ∈E ≥ 0 (18)
admits only the trivial solution ξ = 0.
Theorem 9 ([OS3]) Under the conditions (A) – (D), the origin 0 ∈ Rn is
a strict local maximum of the function F(x).
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In [OS2] we were using a special case of this theorem, with k = 1, which
is simpler. It then becomes an ‘if and only if’ statement.
Note. If m = 1 we have the situation of a Morse function F1. Indeed, k
must be equal to 1 by the property (A) and, by (B), the linear functional l1
vanishes.
5 Proof of Theorem 9
In this section we present a proof, having a more geometric flavor than the
one given in [OS3], of Theorem 9. In the first subsection we recall the proof,
taken from [OS2], for the special case k = 1, since in this case the notation
is lighter. The general case is treated in the second subsection.
5.1 Case k = 1
The key object of the proof is the set
E = {x ∈ Rn : F1 (x) = . . . = Fm (x)} . (19)
We assume that all occurring real vector spaces are equipped with a
Euclidean structure. For a vector v we denote by vˆ the unit vector in the
direction of the vector v.
Our proof will use the following observation.
Lemma 10 Let λ = {λ1, . . . , λm} be a collection of m positive real numbers,
λj > 0, j = 1, . . . ,m. LetWλ be the space of m-tuples {v1, . . . , vm} of vectors
in Rm−1, generating the space Rm−1 and such that
λ1v1 + . . .+ λ
mvm = 0 . (20)
Then there exists a continuous positive-valued function δ : Wλ → R>0 such
that for any unit vector s ∈ Rm−1 we have
min
i
〈s, vˆi〉 < −δ (v1, . . . , vm) . (21)
Proof. For an angle α, 0 ≤ α < pi, let Dj (α), j = 1, . . . ,m, denote the open
spherical cap, centered at (−vˆj), on the unit sphere Sm−2, consisting of all
the points s ∈ Sm−2 such that the angle ] (s, vˆj) > α.
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For any unit vector s there exists an index i such that 〈s, vi〉 < 0. Indeed,
since the vectors v1, . . . , vm span the whole space Rm−1, some of the scalar
products 〈s, vj〉, j = 1, . . . ,m, are nonzero. Taking the scalar product of the
relation (20) with the vector s we see that at least one of the scalar products
〈s, vi〉 has to be negative. Therefore
m⋃
i=1
Di
(pi
2
)
= Sm−2 .
Thus,
α0 (v1, . . . , vm) >
pi
2
,
where the function α0 (v1, . . . , vm) is defined by
α0 (v1, . . . , vm) = sup
{
α :
m⋃
i=1
Di (α) = Sm−2
}
.
Let
α¯ (v1, . . . , vm) :=
1
2
[
α0 (v1, . . . , vm) +
pi
2
]
.
Clearly,
⋃m
i=1Di (α¯) = Sm−2. Define the function δ by
δ (v1, . . . , vm) = − cos α¯ (v1, . . . , vm) .
With this choice of the function δ the relation (21) clearly holds. The posi-
tivity and the continuity of the function δ are straightforward.
We return to the consideration of our analytic functions.
Lemma 11 If the point y ∈ Rn happens to be away from the set E, see (19),
and the norm ‖y‖ is small enough then one can find a point x on E such that
F (y) < F (x) .
Moreover, there exists a constant c > 0 such that for y /∈ E , and x =
x (y) ∈ E being the point in E closest to y we have
F (y) < F (x)− c ‖x− y‖ , (22)
provided, again, that the norm ‖y‖ is small enough.
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Proof. Since there is only one linear dependency between the differentials
l1, . . . , lm of the functions F1(x), . . . , Fm(x), the set E is a smooth manifold
in a vicinity of the origin, of dimension n−m+ 1.
We introduce the tubular neighborhood Ur (E) of the manifold E , which
is comprised by all points y of Rn which can be represented as (x, sx) , where
x ∈ E and sx is a vector normal to E at x, with norm less than r. Let Er′ ⊂ E
be the neighborhood of the origin in E , comprised by all x ∈ E with norm
‖x‖ < r′, and Ur (Er′) be the part of Ur (E) formed by points hanging over
Er′ . If both r and r′ are small enough then every y ∈ Ur (Er′) can be written
as (x, sx) with x ∈ Er′ in a unique way. Note that x is the point on E closest
to y. Also, for any r, r′ > 0 the set Ur (Er′) evidently contains an open
neighborhood of the origin.
Now we are going to show that if y = (x, sx) ∈ Ur (Er′) , sx 6= 0, and both
r and r′ are small enough then F (y) < F (x). To this end, let Nx be the plane
normal to E at x (so that sx ∈ Nx). We identify Nx with the linear space
Rm−1, so that x corresponds to 0 ∈ Rm−1.
Now we will use Lemma 10, applied not to a single space, but to the
whole collection of the (m− 1)-dimensional spaces Nx, x ∈ Er′ . To do this,
we equip each Nx with m vectors v
x
1 , . . . , v
x
m ∈ Nx, which generate Nx and
which satisfy the same convex linear relation. All this data is readily supplied
by the linear functionals l1, . . . , lm, restricted to Nx. Indeed, each restricted
functional lxj ≡ lj|Nx can be uniquely written as lxj (∗) =
〈∗, vxj 〉 , with vxj ∈
Nx. Here the scalar product on Nx is the one restricted from Rn. Clearly, for
every x we have
λ1vx1 + . . .+ λ
mvxm = 0 ,
since for every vector s ∈ Nx we have λ1l1 (s) + . . .+λmlm (s) = 0 (as for any
other vector). Moreover, lj (s) < 0 for some j = j(s), 1 ≤ j ≤ m, see the
proof of Lemma 10.
Since the space Nx=0 is orthogonal to the null-space E, the m vectors
v01, . . . , v
0
m do generate N0. Because the spaces Nx depend on x continuously,
all of them are transversal to E, provided r′ is small. Thus, the vectors
vx1 , . . . , v
x
m do generate the spaces Nx for all x ∈ Er′ , provided again that r′
is small enough. Lemma 10 provides us now with a collection of functions
δx on the spaces Wxλ of m-tuples of vectors from Nx. It follows from the
continuity, in x, of the spaces Nx and the m-tuples {vx1 , . . . , vxm}, and from
the Lemma 10 that the functions δx can be chosen in such a way that the
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resulting positive function ∆(x) := δx (vx1 , . . . , v
x
m) on Er′ is continuous in x
and also is uniformly positive, that is,
∆(x) > 2c for all x ∈ Er′ ,
for some c > 0, provided r′ is small enough.
In virtue of Lemma 10, for every x ∈ Er′ and each vector s ∈ Nx there
exists an index j (s) for which the value lj(s) (s) of the functional lj(s) is not
only negative but, moreover, satisfies
lj(s) (s) < −2c ‖s‖ . (23)
Hence for y = (x, sx) ∈ Ur (Er′) we have
Fj(sx) (y) < Fj(sx) (x)− c ‖sx‖ (24)
provided both r and r′ are small. Therefore
min
j
{Fj (y)} ≤ Fj(sx) (y) < Fj(sx) (x)− c ‖sx‖ = min
j
{Fj (x)} − c ‖sx‖ ,
where the last equality holds since F1 (x) = . . . = Fm (x), so we are done.
Theorem 9 is a straightforward consequence of the next Proposition.
Proposition 12 The point x = 0 is a sharp local maximum of the function
F if the form
m∑
u=1
λuqu (25)
is negative definite on E.
In the special case when all the functions Fu(x), u = 1, . . . ,m, are linear-
quadratic, i.e. Fu are sums of linear and quadratic forms,
Fu(x) = lujx
j + qujkx
jxk , (26)
the if statement becomes the iff statement.
Proof. In view of Lemma 11 we can restrict our search of the maximum of
the function F to the submanifold E .
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Note that the plane E is the tangent plane to E at the point 0 ∈ E , so
the coordinate projection of E to E introduces the local coordinates on E in
a vicinity of 0. As a result, E can be viewed as a graph of a function Z on
E, Z (x) ∈ Rm−1 :
E = {x, z : x ∈ E, z = (z1 (x) , . . . , zm−1 (x))} .
This is an instance of the implicit function theorem. The point x = 0 is a
critical point of all the functions zl (x) .
Denote by M the restriction of any of the functions Fi to E . Clearly,
it is a smooth function, and the differential dM vanishes at 0 ∈ E . So our
proposition would follow once we check that the second quadratic form of
M at 0 is twice the form (25) . To see that, let us compute the derivative
d2M
dx21
at the origin; the computation of other second derivatives repeats this
computation. We have
d
dx1
M (x, z (x)) =
(
∂
∂x1
M
)
(x, z (x))
+
(
∂
∂xn−m+2
M
)
(x, z (x))
∂
∂x1
z1 (x) + . . .+
(
∂
∂xn
M
)
(x, z (x))
∂
∂x1
zm−1 (x) ,
and then
d2
dx21
M (x, z (x)) |x=0 = 2 [q1]1,1 + [l1]1 · 0 (since all
∂
∂x1
zl (0) = 0)
+ [l1]n−m+2 ·
∂2
∂x21
z1 (0) + . . .+ [l1]n ·
∂2
∂x21
zm−1 (0) .
Let us introduce the vector
∆ =
(
0, . . . ,
∂2
∂x21
z1 (0) , . . . ,
∂2
∂x21
zm−1 (0)
)
.
Then we have
d2
dx21
M1 (x, z (x)) |x=0 = 2 [q1]1,1 + l1 (∆) .
Since we have m− 1 identities
M1 (x, z (x)) = M2 (x, z (x)) = Mm (x, z (x)) ,
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we can write also
d2
dx21
M (x, z (x)) |x=0 = 2 [ql]1,1 + ll (∆) , l = 2, . . . ,m .
By (16) we then have
d2
dx21
M (x, z (x)) |x=0 = 2
(∑
l
λl [ql]1,1
)
,
so our claim follows.
5.2 General case
Let us introduce the functions
Fp (x) := min
{
Fmp−1+1 (x) , . . . , Fmp (x)
}
and the manifolds
Ep =
{
x ∈ Rn : Fmp−1+1 (x) = · · · = Fmp (x)
}
.
In the vicinity of the origin 0 ∈ Rn the manifolds Ep meet in general position,
due to the conditions (A), (B), so their intersection
E =
k⋂
p=1
Ep ,
is a smooth manifold as well, of dimension n−m+k. As we know from the pre-
vious section, the point 0 ∈ Ep is a critical point of the restriction of the func-
tion Fp to Ep, and its second differential equals to the form Qp, p = 1, ..., k.
Hence it follows from (C) that the function F (x) = min {F1 (x) , . . . ,Fk (x)} ,
restricted to E , is negative in the vicinity W ⊂ E of the point x = 0, except
at the point 0, where F (0) = 0 (see the end of the first proof in the previous
section).
As for k = 1, it would be nice to show that if a point y ∈ Rn happens to
be away from E , while ‖y‖ is small enough, then one can find a point x in
W such that for all z ∈ [x, y] we have
Fu (z) < Fu (x)< 0 (27)
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for some u = 1, ...,m. Then we would be done. It seems, however, that it
is not necessarily the case. We will establish a weaker property, which is
also sufficient for our purposes. Let E(r′) ⊂ E be a ball, centered at the
origin, of radius r′ in E , and let Ur (E(r′)) be a tubular neighborhood of
E(r′), with both r and r′ being small enough. Let us represent Ur (Er′) as a
union of segments of the form [(x, 0) , (x, sx) [ , which do not intersect outside
E , where each vector sx is normal to E at x. We will show that for each x, sx
and t ∈ (0, 1) one can find and index u = u (x, sx, t) such that Fu (x, tsx) < 0.
The normal vector sx is an element of the normal vector space Nx. Nx
can be decomposed into direct sum of k vector spaces, Nx = ⊕kp=1Npx ,
where each space Npx is generated by the gradients, at x, of the functions
Fmp−1+1 (x) , . . . , Fmp (x). Without loss of generality we can suppose that the
subspaces Npx are orthogonal, by changing the Euclidean structure. Due to
(18) , we can suppose the existence of a value v > 0 such that
min {Q1(ξ), ..., Qk(ξ)} |ξ∈E ≤ −v ‖ξ‖2 .
Therefore, given x ∈ E with ‖x‖ = ε, we can suppose without loss of gener-
ality that
F1 ((x, 0)) ≤ −v
2
ε2 . (28)
We will proceed in five steps.
1. In the easy case when our vector sx ∈ Nx is a vector from the subspace
N1x , we are done, as in the previous section, since we know from relation (24)
that for some h ∈ {1, ...,m1} the function Fh satisfies (24), and so
F1 ((x, sx)) < F1 ((x, 0))− c1 ‖sx‖ , (29)
where the value c1 > 0 is determined by the functionals l1, . . . , lm1 .
2. Consider a more general case, when the vector sx is not in N
1
x , but its
first coordinate s1x in the decomposition
sx =
∑
p
spx , s
p
x ∈ Npx ,
satisfies the relation: ‖s1x‖ ≥ r ‖sx‖ with some r > 0. Let us denote the set
of all such vectors sx by Cr (N
1
x) ⊂ Nx, this is the r-cone around N1x . The
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smaller the constant r is, the bigger is the cone Cr (N
1
x). For sx ∈ Cr (N1x)
the relation (29) still holds, but with c1 replaced by rc1.
3a. The delicate case therefore is when sx is in N
2
x , say, because we do
not have the relation (29) anymore. The only thing we know is that among
the differentials dxF1, . . . , dxFm1 , computed at the point x (which is indicated
by the subscript in dx), there is at least one, dxFh, 1 ≤ h ≤ m1, for which
dxFh (s
p
x) ≤ 0 (30)
– that follows from the condition (A); hence the estimate (29) might not
hold. For all we know the function Fh might even grow along the segment
[(x, 0) , (x, sx)] , since we have no information about the forms q1, ..., qm1 out-
side E. But we stress that the possible increase of the function Fh is not
linear, due to (30), so it is at least of the second order in t. Hence, the func-
tion Fh at the points (x, tsx) is still negative, provided ‖tsx‖ < 1C ε, once C is
big enough, because of the above mentioned at least quadratic in t behavior
of the function Fh along the direction sx, and due also to (28) .
3b. In order to treat the remaining part of the segment [(x, 0) , (x, sx)] we
will use the functions Fm1+1, . . . , Fm2 . Note that at the point x the quadratic
forms qm1+1, . . . , qm2 – even being positive – do not get above the level
(
C˜ε
)2
,
while (at least) one of the differentials dxFm1+1, . . . , dxFm2 – say, dxFh′ –
decays linearly along the direction of sx :
dxFh′ (tsx) < −2c2 ‖tsx‖ ,
where the value c2 is determined by the linear functionals lm1+1, . . . , lm2 ,
compare with (29). In particular, for ‖tsx‖ ≥ 1C ε we have dxFh′ (tsx) <
−2 c2
C
ε, which beats
(
C˜ε
)2
once ε is small enough. Therefore the function
Fh′ is negative on the segment [(x, tsx) , (x, sx)] once ‖tsx‖ ≥ 1C ε, provided
(x, sx) ∈ Ur (E(r′)) with r, r′ small.
4. The same argument applies to the case when sx is not in N
2
x , but
belongs to the cone Cr (N
2
x), see step 2 above.
5. Since the union of the cones coincides with Nx,
k⋃
p=1
Cr (N
p
x) = Nx ,
provided r is small enough, the proof is over.
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6 Platonic clusters
6.1 δ-rotation process
The δ-rotation process was introduced in [OS4]. Here is its description, for
the case of the cluster O6. Consider the cluster of the six tangent lines to
the unit sphere, which contain the edges of the regular tetrahedron. The
points of the sphere at which tangent lines pass are the edge middles of the
regular tetrahedron. The initial position of the edges of the tetrahedron in
our δ-rotation process are shown in blue on Figure 13.
Figure 13: Sphere tangent to tetrahedron edges
Then each edge is rotated around the diameter of the unit sphere, passing
through the middle of the edge, by an angle δ. On Figure 13 the point A
(in green) is the middle of the edge UV . The line, passing through the point
A and rotated by the angle δ, is shown in red. The lines passing through
other middles of edges are rotated according to A4 symmetry. This is our
δ-process. For δ = pi/4 this is exactly the cluster O6.
The distance function d becomes the function of δ, see Figure 14.
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Figure 14: Graph of d2(T ), T = tan δ
It gets its maximal value at δ = pi/4, i.e. at the cluster O6.
A similar construction can be performed for each pair of dual Platonic
bodies. Namely, let a unit sphere touch the edge middles of a Platonic body
P . We can rotate all the edges of P around the axes passing through the
center of the sphere and tangency points by the angle δ. When δ reaches the
value pi/2, the edges form the Platonic body dual to P .
For the pair octahedron-cube (respectively, icosahedron-dodecahedron)
the function d (δ) is shown on Figure 15 (respectively, Figure 16).
Figure 15: Graph of the square of the minimal distance for the pair
octahedron-cube
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Figure 16: Graph of the square of the minimal distance for the pair
icosahedron-dodecahedron
The resulting maximal clusters (of twelve cylinders, at the angle δO, for
the pair octahedron-cube, and of thirty cylinders, at the angle δmax, for the
pair icosahedron-dodecahedron) are shown on Figures 17 and 18 respectively.
Figure 17: Octahedron/cube maximal configuration of cylinders, view from
a vertex of the cube
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Figure 18: Maximal cluster, view from the tip of a 5-fold axis
6.2 Minimal clusters of tangent lines
The clusters where the function d vanishes are also quite interesting.
For the pair octahedron-cube the minimum happens at the angle δ =
arctan
(√
2
)
. The resulting figure, formed by four triangles of edge length
2
√
3, is shown on Figure 19.
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Figure 19: Octahedron/cube minimum
For the pair icosahedron-dodecahedron there are several minima, see
Graph 16. For example, the second minimum happens at δ = pi
4
. The thirty
edges split into five one-skeletons of the tetrahedron. Thus we get the cluster
of one-skeletons of the five tetrahedra of edge length 2
√
2, inscribed in the
dodecahedron. It is shown on Figure 20.
Figure 20: Second minimum
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7 Conjectures and questions
In this last section we formulate some open problems.
Let C be a cluster of solid bodies Γ1, . . . ,ΓL, touching the unit sphere
Sn−1 ⊂ Rn. Then the solid bodies Γj×R, j = 1, . . . , L, touch the unit sphere
Sn ⊂ Rn+1. We denote the so defined cluster by K(C); this construction is
due to Kuperberg, hence our notation. For example, if C is a cluster of six
unit discs touching the central unit disc, then K(C) is the cluster C6 of unit
cylinders touching the unit sphere S2 ⊂ R3.
Let D be the distance function; D(C) is the value of the distance func-
tion on C. In case the cluster K(C) can be unlocked to (maybe several)
locally maximal clusters in Rn+1, choose the cluster with maximal value of
distance function among them and denote this value by D1(C). Otherwise,
put D1(C) = D(C). Similarly, denote by Dj(C) the corresponding value of
the distance function for the cluster Kj(C) in Rn+j, j = 1, 2, . . .
q1. Let C in Rn. We believe that under some conditions on D(C) the
cluster K(C) can be unlocked. Plausibly, there exists a function d(n) such
that if D(C) is bounded from above by d(n) then K(C) is unlockable. Note
that a restriction on the value of D(C) is needed. For example, if C is the
maximal cluster of two, or even three, congruent circles in R2 then K(C) is
rigid.
q2. Let bd(n) be the maximal possible value of the function d(n), from
q1, for clusters of a certain class, say clusters of a congruent balls. We believe
that (i) the function bd(n) does not decrease in n; (ii) given a cluster C, the
function Dj(C) does not decrease in j. What is upper limit of Dj(C) when
j →∞?
q3. Twelve unit spheres S2 can touch the central unit sphere in R3.
Motivated by (q1) and (q2) we believe that more and more space opens
when we iterate the operation K. Therefore the following question arises:
what is the minimal j such that thirteen bodies S2×Rj can touch the central
unit sphere S2+j? Plausibly, j = 1.
q4. What are possible generalizations of the cluster O6 to higher dimen-
sions? Here a cylinder can be replaced by Ca,b := Sa × Rb in Ra+b+1. A
more precise question: for which a and b are there obvious clusters of bod-
ies congruent to Ca,b, having the distance function equal to 1? Can such
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clusters be obtained by some higher dimensional generalizations of the δ-
rotation process (see Section 6.1) applied to faces of certain dimension of
higher simplices/octahedra/cubes?
q5. Let I4 and D4 be four-dimensional analogues of the exceptional
platonic bodies in R3. Is there a version of the δ-rotation process which
produces the analogue of five tetrahedra inscribed into a dodecahedron?
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