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Chapter 2
Linear relations and forms
The goal of this chapter is to provide certain useful material concerning linear rela-
tions and forms in Hilbert spaces. The results in this chapter are at a general level;
more precise results will be presented when needed.
2.1 Linear relations in linear spaces
Let H, H′, and H′′ be linear spaces. All linear spaces in this thesis are assumed to be
complex. Denote by H × H′ the Cartesian product of H and H′. A typical element
of H×H′ is an ordered pair {f, f ′}, f ∈ H and f ′ ∈ H′. A linear relation, or relation
for short, H from the linear space H to the linear space H′ is a linear subspace of
the linear space H × H′. The notations domH and ranH denote the domain of H
and the range of H, respectively. They are defined by
domH = { f ∈ H : {f, f ′} ∈ H for some f ′ ∈ H′ },
and by
ranH = { f ′ ∈ H′ : {f, f ′} ∈ H for some f ∈ H },
respectively. With the projections p : H × H′ → H and p′ : H × H′ → H′ given by
p{f, f ′} = f and p′{f, f ′} = f ′ for {f, f ′} ∈ H it follows that
domH = p(H), ranH = p′(H),
so that domH and ranH are linear subspaces of H and H′, respectively, because p
and p′ are linear mappings. Furthermore, ker H and mulH denote the kernel of H
and the multivalued part of H, respectively. They are defined by
ker H = { f ∈ H : {f, 0} ∈ H },
and by
mulH = { f ′ ∈ H′ : {0, f ′} ∈ H },
respectively. Note that
ker H = dom (H ∩ (H× {0})),
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and that
mulH = ran (H ∩ ({0} × H′)).
A relation H is called a null operator if its range is trivial (ranH = {0}), and purely
multivalued if its domain is trivial (domH = {0}), respectively. Furthermore, a
relation H is the graph of an linear operator if and only if mulH = {0}. The inverse
of H is denoted by H−1 and is given by:
H−1 = { {f ′, f} : {f, f ′} ∈ H },
so that
domH−1 = ranH, ranH−1 = domH, ker H−1 = mulH, mulH−1 = ker H.
For relations H1 and H2 from H to H′, the operator-like sum H1+H2 is the relation
from H to H′ defined by
H1 +H2 = { {f, f ′1 + f ′2} : {f, f ′1} ∈ H1, {f, f ′2} ∈ H2 },
and the componentwise sum H1 +̂ H2 is the relation from H to H′ defined by
H1 +̂ H2 = { {f1 + f2, f ′1 + f ′2} : {f1, f ′1} ∈ H1, {f2, f ′2} ∈ H2 };
this last sum is direct when H1 ∩H2 = {{0, 0}}.
For λ ∈ C define the relation λH from H to H′ by
λH = { {f, λf ′} : {f, f ′} ∈ H }.
It is easy to see that
domλH = domH, ranλH = ranH,
and that
mulλH = mulH, ker λH = ker H (2.1.1)
for all λ ∈ C \ {0}.
Now letH andK be linear relations from H to H′ and from H′ to H′′, respectively.
Then the product of K and N is the linear relation KH from H to H′′ defined by
KH = { {f, g} ∈ H× H′′ : {f, ϕ} ∈ H, {ϕ, g} ∈ K for some ϕ ∈ H′ }.
This definition agrees with the usual one for operators. For λ ∈ C the notation λH
agrees in this sense with (λI)H. The product of relations is clearly associative.
For H a relation from H to H′ observe that
HH−1 = IranH +̂ ({0} ×mulH), H−1H = IdomH +̂ ({0} × ker H).
Consider H a relation in H (i.e., choose H′ = H). For any λ ∈ C, H − λ stands for
H − λI, where I is the identity operator on H. Therefore,
H − λ = { {f, f ′ − λf} : {f, f ′} ∈ H },
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so that
ker (H − λ) = { f : {f, λf} ∈ H }.
Furthermore, ker (H − λ)−1 = mulH for λ ∈ C. Hence,








, λ ∈ C \ {0}, (2.1.2)
in the sense of relations, as is easy to verify. A complex number λ ∈ C is said to be
an eigenvalue of H when there is a nontrivial element f ∈ ker (H−λ). Similarly, ∞
is said to be an eigenvalue when there is a nontrivial element f ′ ∈ mulH. The point
spectrum σp(H) is the set of all eigenvalues λ ∈ C∪ {∞} of H. It may happen that
σp(H) = C ∪ {∞}. For instance, if ker H ∩mulH 6= {0}, then there is a nontrivial
h ∈ H such that {0, h}, {h, 0} belong to H, which implies that {h, λh} ∈ H for any
λ ∈ C. When λ ∈ C the identity mul (H − λ)−1 = ker (H − λ) implies that
λ /∈ σp(H)⇔ (H − λ)−1 is an operator,
in which case (H − λ)−1(f ′ − λf) = f , {f, f ′} ∈ H. A direct consequence of (2.1.2)
is the following spectral mapping result
λ ∈ σp(H)⇔ 1
λ
∈ σp(H−1), λ ∈ C ∪ {∞}. (2.1.3)
2.2 Closed linear relations in Hilbert spaces
Now let H, and H′ be Hilbert spaces. The notation [H,H′] stands for the bounded
linear operators from H to H′; moreover [H] = [H,H]. Furthermore, H ⊕ H′ stands
for the orthogonal sum of H and H′, i.e., the Cartesian product H×H′ provided with
the usual inner product:
({f, f ′}, {g, g′})H×H′ = (f, g)H + (f ′, g′)H′ ,
for all {f, f ′}, {g, g′} ∈ H × H′. The closures of domH and ranH are denoted by
domH and ranH, respectively. A relation H is closed if it is closed as a subspace
of the Hilbert space H⊕H′, in which case ker H and mulH are closed subspaces of
H and H′, respectively.
Let H be a closed linear relation from H to H′ and let P ′ be the orthogonal pro-
jection from H′ onto (mulH)⊥. Then each {f, f ′} ∈ H can be uniquely decomposed
as
{f, f ′} = {f, P ′f ′}+ {0, (I − P ′)f ′}.
The linear relation
Hs = { {f, f ′} : {f, f ′} ∈ H, f ′ = P ′f ′ } = { {f, P ′f ′} : {f, f ′} ∈ H }
is called the (orthogonal) operator part of H: it is the graph of an operator from H
to P ′H′ ⊂ H′. In the sense of multiplication of relations, Hs and H are related by
Hs = P ′H. Define the linear relation H∞ by
H∞ = H ∩ ({0} × H′).
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Then the linear relation H admits the orthogonal decomposition
H = Hs ⊕H∞,
where the orthogonal sum is with respect to the inner product on H× H′. Observe
that
(H−1)s = { {g, f} : {f, g} ∈ H, f ⊥ ker H },
which is sometimes called a generalized inverse or Moore-Penrose inverse . Clearly
H(H−1)s = HH−1, but
(H−1)sH = { {f, P0f} : f ∈ domH },
where P0 is the orthogonal projection from H onto ker H. In particular, when H is
a closed linear operator, then
H(H−1)s = IranH , (H−1)sH = P0domH. (2.2.1)
2.3 The resolvent set
Assume that H is a Hilbert space. The resolvent set of a closed linear relation H in
H – denoted by ρ(H) – is defined by:
ρ(H) = {λ ∈ C : (H − λ)−1 ∈ [H] },
where (H − λ)−1 is identified with its graph. The identity (2.1.2) shows that for a
closed linear relationH and λ ∈ C\{0} one has λ ∈ ρ(H) if and only if 1/λ ∈ ρ(H−1).
Observe that for λ ∈ ρ(H),
(H − λ)−1(f ′ − λf) = f, {f, f ′} ∈ H.
Hence, it is straightforward to check that for each λ ∈ ρ(H):
H = { {(H − λ)−1h, (I + λ(H − λ)−1)h} : h ∈ H }. (2.3.1)
Sometimes it is useful to define the resolvent set as a subset of the extended complex
plane , by saying that ∞ ∈ ρ(H) if H ∈ [H].
Let H be a closed relation in H. If domH ⊂ (mulH)⊥ it is natural to consider
Hs as an operator in the space (mulH)⊥. In this case it follows from (2.3.1) that
Hs = { {(H − λ)−1h, (I + λ(H − λ)−1)h} : h ∈ domH }, (2.3.2)
since (I + λ(H − λ)−1)h ∈ domH ⊂ (mulH)⊥.
Note that by means of (2.1.2) the operator I + λ(H − λ)−1 which appears in
(2.3.1) and (2.3.2) can be rewritten as
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2.3.1 Linear relations with nonempty resolvent set
Let T be a linear relation in a Hilbert space H. For λ ∈ C the ”eigenspaces” Nλ(T )
and N̂λ(T ) associated to T are defined by
Nλ(T ) = ker (T − λ) = { f : {f, λf} ∈ T },
and by
N̂λ(T ) = { {f, f ′} ∈ T : f ′ = λf },
respectively. If, in particular, T is closed, then also the eigenspaces Nλ(T ) and
N̂λ(T ) are closed for every λ ∈ C. The following lemma can be seen as a motivation
for these notions.
Lemma 2.3.1. Let T be a linear relation in H, let H be a restriction of T with a
nonempty resolvent set, and assume that λ ∈ ρ(H). Then H is closed and
T = H +̂ N̂λ(T ), (2.3.4)
where +̂ stands for the componentwise sum in H× H.
Proof. Closedness of H is guaranteed by the assumption ρ(H) 6= ∅, since (H −λ)−1
as a bounded everywhere defined operator is automatically closed. Moreover, the
inclusionH +̂ N̂λ(T ) ⊂ T is clear. It remains to prove the reverse inclusion. Assume
that {f, f ′} ∈ T . Then {f, f ′ − λf} ∈ T − λ, and, since λ ∈ ρ(H), there exists an
element h ∈ H such that {h, f ′−λf} ∈ H−λ ⊂ T−λ. This implies {h, f ′−λ(f−h)} ∈
H and {f − h, 0} ∈ T − λ, so that
{f, f ′} = {h, f ′ − λ(f − h)} +̂ {f − h, λ(f − h)} ∈ H +̂ N̂λ(T ),
and (2.3.4) is proved.
Let A, B, S, and T be linear relations in a Hilbert space H such that
S ⊂ A ⊂ T, S ⊂ B ⊂ T. (2.3.5)
Then clearly S ⊂ A ∩ B and A +̂ B ⊂ T . The next lemma gives simple criteria to
check whether these inclusions are actually equalities.
Lemma 2.3.2. Let the linear relations A, B, S, and T in H satisfy the inclusions
(2.3.5) and, moreover, assume that ρ(A) ∩ ρ(B) 6= ∅. Then:
(i) S = A ∩B if and only if for some (equivalently for every) λ ∈ ρ(A) ∩ ρ(B),
ran (S − λ) = ker ((B − λ)−1 − (A− λ)−1) ; (2.3.6)
(ii) T = A +̂ B if and only if for some (equivalently for every) λ ∈ ρ(A) ∩ ρ(B),
ker (T − λ) = ran ((B − λ)−1 − (A− λ)−1) . (2.3.7)
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Proof. (i) It suffices to show that A ∩B ⊂ S if and only if with λ ∈ ρ(A) ∩ ρ(B)
ker
(
(B − λ)−1 − (A− λ)−1) ⊂ ran (S − λ). (2.3.8)
Assume that (2.3.8) holds for some λ ∈ ρ(A) ∩ ρ(B). If {h, h′} ∈ A ∩ B, then
(A − λ)−1(h′ − λh) = h and (B − λ)−1(h′ − λh) = h, so that by (2.3.8) h′ − λh ∈
ran (S − λ), i.e., {h, h′} ∈ S. Hence A ∩B ⊂ S.
Now assume that A ∩ B ⊂ S. Let ϕ ∈ ker ((B − λ)−1 − (A− λ)−1). Then
with ψ = (A − λ)−1ϕ = (B − λ)−1ϕ it follows that {ψ,ϕ + λψ} ∈ A ∩ B ⊂ S.
Consequently, ϕ ∈ ran (S−λ) and therefore (2.3.8) holds for every λ ∈ ρ(A)∩ ρ(B).
(ii) It suffices to show that T ⊂ A +̂ B if and only if with λ ∈ ρ(A) ∩ ρ(B)
ker (T − λ) ⊂ ran ((B − λ)−1 − (A− λ)−1) . (2.3.9)
Assume that (2.3.9) holds for some λ ∈ ρ(A)∩ρ(B). Then for each f ∈ ker (T−λ)
there is h ∈ H such that f = β − α with α = (A − λ)−1h and β = (B − λ)−1h.
Then {α, h+ λα} ∈ A, {β, h+ λβ} ∈ B, and {f, λf} = {β −α, λ(β −α)} ∈ A +̂ B.
Therefore, N̂λ(T ) ⊂ A +̂ B. Now (2.3.4) with H = A or H = B implies that
T ⊂ A +̂ B.
Conversely, assume that T ⊂ A +̂ B. Let f ∈ ker (T − λ), then {f, λf} ∈ T .
Hence there exist {α, α′} ∈ A and {β, β′} ∈ B such that
{f, λf} = {β, β′} − {α, α′},
which implies that
β′ − α′ = λ(β − α) or, equivalently, β′ − λβ = α′ − λα.
It follows from {α′ − λα, α} ∈ (A − λ)−1 and {β′ − λβ, β} ∈ (B − λ)−1, that
f = β − α = ((B − λ)−1 − (A− λ)−1)h with h = β′ − λβ = α′ − λα. Therefore,
f ∈ ran ((B − λ)−1 − (A− λ)−1) and thus (2.3.9) holds for every λ ∈ ρ(A) ∩ ρ(B).
2.4 The adjoint relation
Let H be a linear relation from H to H′. The adjoint of H is the linear relation
H∗ from H′ to H, defined by H∗ = JH⊥, where J : H × H′ → H′ × H is given
by J{f, f ′} = {f ′,−f}, {f, f ′} ∈ H × H′, and the orthogonal complement is with
respect to the inner product on the Cartesian product. Therefore, the adjoint H∗
can also be written as
H∗ = { {f ′, f} ∈ H′ × H : 〈{f ′, f}, {h, h′}〉 = 0, {h, h′} ∈ H },
where
〈{f ′, f}, {h, h′}〉 = (f, h)− (f ′, h′), {f, f ′}, {h, h′} ∈ H× H′.
The adjoint H∗ is automatically closed and linear. The following two results will be
useful. They can be found for instance in [23] (see also references therein) and in
[3], respectively.
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Lemma 2.4.1. Let H be a closed relation in a Hilbert space H. Then ranH is
closed if and only if ranH∗ is closed.
Lemma 2.4.2. Let H be a closed linear relation from the Hilbert space H to the
Hilbert space H′. Then,
(i) mulH = (domH∗)⊥;
(ii) domHs = domH is dense in (mulH∗)
⊥;
(iii) ranHs ⊂ (mulH)⊥.
2.4.1 Domain and range descriptions
The following general domain and range descriptions of the adjoint of a linear relation
will be useful.
Lemma 2.4.3. Let T be a linear relation from a Hilbert space H to a Hilbert space
K. Then
(i) g ∈ domT ∗ if and only if g ∈ K and there exists a nonnegative number γg such
that
|(h′, g)K| ≤ γg‖h‖H for all {h, h′} ∈ T. (2.4.1)
In this case the smallest γg satisfying (2.4.1) is γg = ‖g′‖H with {g, g′} ∈ T ∗
and g′ ∈ domT .
(ii) g′ ∈ ranT ∗ if and only if g′ ∈ K and there exists a nonnegative number γg′
such that
|(h, g′)H| ≤ γg′‖h′‖K for all {h, h′} ∈ T. (2.4.2)
In this case the smallest γg′ satisfying (2.4.2) is γg′ = ‖g‖K with {g, g′} ∈ T ∗
and g ∈ ranT .
The results in this lemma can be found in [33]; clearly the statements (i) and
(ii) are dual (by interchanging domain and range). In the setting of densely defined
operators such results go back at least to Yu.L. Shmul’yan [61].
2.4.2 Adjoint operations
The operations to be considered in the thesis concern linear relations of a special
form (containing a bounded linear operator component). Let H1, H2, K1, and K2 be
Hilbert spaces, and let X and Y be closed linear subspaces of H2. Let A ∈ [H1,K1],
B ∈ [K1,H1], and let C and D be linear relations from H1 to K2 and from K2 to H1,











: f ∈ H1, η ∈ X, {f, f ′} ∈ C
}
, (2.4.3)
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: h ∈ K1, ψ ∈ Y, {ϕ,ϕ′} ∈ D
}
. (2.4.4)
Lemma 2.4.4. Let the linear relations A and B be given by (2.4.3) and (2.4.4).











: h ∈ K1, ψ ∈ H2 ª X, {ϕ,ϕ′} ∈ C∗
}
, (2.4.5)











: f ∈ H, η ∈ X, {f, f ′} ∈ C∗∗
}
. (2.4.6)











: f ∈ H1, η ∈ H2 ªY, {f, f ′} ∈ D∗
}
, (2.4.7)











: h ∈ K1, ψ ∈ Y, {ϕ,ϕ′} ∈ D∗∗
}
. (2.4.8)
Proof. One only needs to apply the definition of the adjoint of a linear relation to
obtain these results.
Clearly
mulA∗ = mulC∗ ⊕ (H2 ª X), mulB∗ = {0} ⊕mulD∗. (2.4.9)
Observe that the closures of the relations in (2.4.3) and (2.4.4) are given by (2.4.6)
and (2.4.8), respectively. In particular,
mulA∗∗ = {0} ⊕mulC∗∗, mulB∗∗ = mulD∗∗ ⊕Y, (2.4.10)
so that the linear relation A is closable if and only if the linear relation C is closable,
and the linear relation B is closable if and only if the linear relation D is closable
and Y = {0}.
The situation described in this subsection will be developed in the next subsection
for a particular case.
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2.4.3 Adjoint relations depending on the space
Let A be a linear relation from a Hilbert space H to a Hilbert space K. Assume that
H is a closed linear subspace of the Hilbert space X and that K is a closed linear
subspace of the Hilbert space Y. Then the relation A can be considered as a relation





















with respect to the orthogonal decompositions X = H ⊕ H⊥ and Y = K ⊕ K⊥,
respectively. Of course A, Al, and Ar will be identified for all practical purposes.
However, the definition of the adjoint relation of A depends on the spaces involved.




















: {h, h′} ∈ A∗, k ∈ Yª K
}
,


















: {f, f ′} ∈ A∗∗
}
.
The identities (2.4.13)express the fact that the the relation A is the same, indepen-
dent of the space. It will be shown in Chapter 4 that the product relations A∗A∗∗
and A∗∗A∗ are nonnegative selfadjoint relations in H and K, respectively. The next
result will be useful in Chapter 7.
Lemma 2.4.5. Let A be a linear relation from H to K, and assume that H is a
closed linear subspace of the Hilbert space X and that K is a closed linear subspace
of the Hilbert space Y. Let the relations A, Al, and Ar be related by (2.4.11), then






Lemma 2.4.5 admits the following generalization whose usefulness will be seen
in Chapter 8.
Lemma 2.4.6. Let A be a linear relation from H to K, and assume that H is a
closed linear subspace of the Hilbert space X and that K is a closed linear subspace of
the Hilbert space Y. Let B a bounded operator in X and let C be a bounded operator
in Y. Furthermore, assume that H is an invariant subspace of B and that K is an
invariant subspace of C, respectively. Let the relations A, Al, and Ar be related by
(2.4.11), then
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Proof. Clearly, A∗ ⊂ A∗l and A∗∗ = A∗∗l imply that
A∗∗BA∗ ⊂ A∗∗l BA∗l . (2.4.15)
Conversely, assume that {f, g} ∈ A∗∗l BA∗l , so that {f, h} ∈ A∗l and {Bh, g} ∈ A∗∗l =
A∗∗. Thus, Bh ∈ H. Since H is an invariant subspace of B it follows that h ∈ H, so
that {f, h} ∈ A∗. This implies that {f, g} ∈ A∗∗BA∗. Therefore,
A∗∗l BA
∗
l ⊂ A∗∗BA∗. (2.4.16)
A combination of (2.4.15) and (2.4.16) leads to the former equality in (2.4.14). The
later one can be proved using similar arguments.
2.4.4 Adjoints of products
Let T be a relation from H to R and let S be a relation from D to H. Then TS is a
relation from D to R and
(TS)∗ ⊃ S∗T ∗. (2.4.17)
It is possible to give rather general statements concerning the equality. However,
for the present purposes only the following situation will be considered. Let A be a
linear relation from the Hilbert space H to the Hilbert space K. Let U be a unitary
operator from the Hilbert space D onto H, and let V be a unitary operator from K
onto a Hilbert space R. Define the relation T from H to R and the relation S from
D to H, by
T = V A, S = AU. (2.4.18)
Lemma 2.4.7. The adjoints of T and S are given by
T ∗ = A∗V ∗, S∗ = U∗A∗, (2.4.19)
and the double adjoints of T and S are given by
T ∗∗ = V A∗∗, S∗∗ = A∗∗U. (2.4.20)
Proof. The inclusion A∗V ∗ ⊂ T ∗ is clear. To show the reverse inclusion, let {f, f ′} ∈
T ∗. Then (f ′, h) = (f, h′) for all {h, h′} ∈ T = V A, or, in other words,
(f ′, h) = (f, V ψ) for all {h, ψ} ∈ A.
For f ∈ domT ∗ ⊂ R there is a unique f0 ∈ K such that f = V f0. Hence
(f ′, h) = (f0, ψ) for all {h, ψ} ∈ A,
which shows that {f0, f ′} ∈ A∗, while {f, f0} ∈ V −1 ⊂ V ∗. This implies that
{f, f ′} ∈ A∗V ∗. Therefore the first identity in (2.4.19) holds.
The second identity in (2.4.19) is obtained from the first identity by applying it
to the inverse of S.
The identities (2.4.20) are special cases of (2.4.19).
In the context of relations the general inclusion result in (2.4.17) goes back to
R. Arens [3]. Results as in Lemma 2.4.7 exist in various degrees of generality, cf.
[38].
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2.5 The numerical range of a linear relation
Let H be a linear relation in a Hilbert space H. The numerical range of H – denoted
by W(H) – is by definition {0} ⊂ C if H is purely multivalued (domH = {0}) and
W(H) = { (f ′, f) : {f, f ′} ∈ H, ‖f‖ = 1 } ⊂ C,
otherwise. The following lemma collects certain well-known results concerning the
numerical range.
Lemma 2.5.1. Let H ⊂ H ′ be two linear relations in a Hilbert space H. Then
(i) W(H) ⊂ W(H ′);
(ii) σp(H) ⊂ W(H) ⊂ W(closH) ⊂ closW(H);
(iii) the numerical range W(H) is a convex set in C.
The fact that for any linear relation H the numerical rangeW(H) is convex leads
to the following alternative:
1. either W(H) = C;
2. or W(H) is contained in P a closed halfplane.
The first case may occur for instance when σp(H) = C ∪ {∞}. In particular, this
is possible when there exists a non–zero vector h ∈ H such that {0, h}, {h, 0} ∈ H,
cf. Section 2.1. In the second case closW(H) is contained in P. In particular,
W(closH) is also contained in P.
Lemma 2.5.2. Let H be a linear relation in a Hilbert space H. Assume that
W(H) 6= C and that λ /∈ closW(H) for some λ ∈ C, and denote by d the following
positive number:
d = dist (λ, closW(H)).
Then,
(i) (H − λ)−1 is a bounded linear operator with
‖(H − λ)−1‖ ≤ 1/d; (2.5.1)
(ii) if additionally ker (H∗ − λ¯) ⊂ domclosH then λ ∈ ρ(H);
(iii) ker H ⊂ ker closH ⊂ (ranH)⊥ = ker H∗;
(iv) mulH ⊂ mul closH ⊂ (domH)⊥ = mulH∗;
(v) if additionally H is densely defined then H is closable (closH is an operator).
In particular, H itself is an operator.
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Proof. (i) Let {f, f ′} ∈ H with ‖f‖ = 1. Then,
‖f ′ − λf‖ ≥ |(f ′ − λf, f)| = |(f ′, f)− λ| ≥ d,
which shows that (H − λ)−1 is a bounded operator and that (2.5.1) holds true.
(ii) Assume additionally that ker (H∗− λ¯) ⊂ domclosH. Assume also that there
exists f ∈ ker (H∗− λ¯) with ‖f‖ = 1. Thus, f ∈ domclosH, so that {f, f ′} ∈ closH
for some f ′ ∈ H. Since {f, f ′} ∈ closH and {f, λ¯f} ∈ H∗ it follows that
(f, λ¯f) = (f ′, f). (2.5.2)
Furthermore, using (2.5.2) one has
λ = (f, λ¯f) = (f ′, f) ∈ W(closH) ⊂ closW(H),
which is a contradiction. Therefore, ker (H∗ − λ¯) = {0}, so that
ran (H − λ) = (ker (H∗ − λ¯))⊥ = H. (2.5.3)
Now, the assertion in (ii) follows from (i) and (2.5.3).
(iii) Assume that h ∈ ker closH, i.e., {h, 0} ∈ closH. Thus,
{f + ξh, f ′} = {f, f ′}+ ξ{h, 0} ∈ closH
for all {f, f ′} ∈ H with ‖f‖ = 1 and for all ξ ∈ C, so that
(f ′, f) + ξ¯(f ′, h) ∈ W(closH). (2.5.4)
Since W(closH) 6= C it follows from (2.5.4) that (f ′, h) = 0, which shows that
h ∈ (ranH)⊥.
(iv) The proof of this item is similar with the one of (iii).
(v) Assume that H is densely defined. It follows from (iv) that
{0} ⊂ mul closH ⊂ (domH)⊥,
so that mul closH = {0}. This completes the proof.
Definition 2.5.3. Let H be a linear relation in a Hilbert space H, and let θ be a
closed subset of C with W(H) ⊂ θ. The linear relation H is said to be maximal with
respect to θ if for any extension H ′ of H with W(H ′) ⊂ θ it follows that H ′ = H.
Lemma 2.5.4. Let H be a linear relation in a Hilbert space H. Assume that
W(H) 6= C and let θ be a closed subset of C such that W(H) ⊂ θ 6= C. If
ran (H − λ) = H for some λ /∈ θ, then H is maximal with respect to θ.
Proof. Assume that H ⊂ H ′ withW(H ′) ⊂ θ. Then the fact that H = ran (H−λ) ⊂
ran (H ′ − λ) shows that
ran (H − λ) = ran (H ′ − λ) = H. (2.5.5)
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Now let {f, f ′} ∈ H ′. By (2.5.5) there exists {g, g′} ∈ H such that g′−λg = f ′−λf .
This further implies that
{g − f, λ(g − f)} = {g, g′} − {f, f ′} ∈ H ′. (2.5.6)
Since λ /∈ θ it follows from (2.5.6) that f = g, which leads to f ′ = g′. Thus
{f, f ′} ∈ H, so that H = H ′. This completes the proof.
Lemma 2.5.5. Let H be a linear relation in a Hilbert space H and let θ be a closed
subset of C such that W(H) ⊂ θ.
(i) If H is maximal with respect to θ then H is closed and
mulH∗ = (domH)⊥ = (domH∗)⊥ = mulH. (2.5.7)
Moreover, H can be decomposed as
H = Hs ⊕ ({0} ×mulH),
where Hs is a maximal operator with respect to θ in the Hilbert space Hs =
HªmulH.
(ii) Assume that θ 6= C. If H is maximal with respect to θ, λ /∈ θ, and ker (H∗ −
λ¯) ⊂ domH then λ ∈ ρ(H).
Proof. (i) Since H ⊂ closH, W(closH) ⊂ θ and H is maximal with respect to θ,
it follows that closH ⊂ H, which shows that H is closed. Next define the linear
relation H ′ in H by
H ′ = H +̂ {{0, g′} : g′ ∈ mulH∗},
which is an extension of H with W(H ′) = W(H). The maximality of H leads to
H = H ′, which further implies that
(domH)⊥ = mulH∗ ⊂ mulH = (domH∗)⊥. (2.5.8)
Clearly, (2.5.7) follows from (2.5.8) and Lemma 2.5.2 (iv). Furthermore, it follows
from (2.5.7) that the operator part Hs of H has the same numerical range as H, so
that Hs is a maximal operator with respect to θ in the Hilbert space Hs = HªmulH.
Finally, the statement in (ii) is a direct consequence of Lemma 2.5.2 (ii).
2.6 Forms in Hilbert spaces
This section collects some basic facts concerning forms in Hilbert spaces. The ma-
terial in this section can be found for instance in [40].
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2.6.1 General definitions
Let H be a Hilbert space and let D be a subspace (not necessarily closed or densely
definite) of H. A form t = t[·, ·] is a complex–valued mapping whose domain is D×D,
and is linear in the first argument and anti–linear in the second one. D is called
the domain of t and it is denoted by dom t. The form t is densely defined if dom t
is dense in H. Furthermore, t[u] = t[u, u], u ∈ D will be called the quadratic form
associated with t. Two forms t and t′ are equal, t = t′, if they have the same domain
D and t[u, v] = t′[u, v] for all pairs {u, v} ∈ D ×D. Extensions and restrictions of
forms (t′ ⊃ t or t ⊂ t′ in symbol) are defined as in the case of operators:
dom t ⊂ dom t′, t[h] = t′[h], h ∈ dom t.
The sum of two forms t1 and t2 - denoted by t = t1 + t2 - is defined by
(t1 + t2)[u, v] = t1[u, v] + t2[u, v], u, v ∈ dom (t1 + t2) = dom t1 ∩ dom t2. (2.6.1)
The product of a form by a scalar λ - denoted by λt - is given by
(λt)[u, v] = λt[u, v], dom (λt) = dom t.
With each form t is associated another form t∗ defined by
t∗[u, v] = t[v, u], dom t∗ = dom t,
which is called the adjoint form of t. A form t is said to be symmetric if t∗ = t.
Clearly, t is symmetric if and only if t[u] is real–valued. For any form t, the two







are symmetric and the next equality is satisfied
t = tR + itI .
The forms tR and tI are called the real part of t, and the imaginary part of t,
respectively.
2.6.2 Semibounded and sectorial forms
Let t be a form in a Hilbert space H. The set
W(t) = {t[u] : u ∈ dom t, ‖u‖ = 1}
is called the numerical range of t. As in the case of relations, W(t) is a convex set
in the complex plane.
A symmetric form t is said to be bounded from below if its numerical range
W(t) is a finite or semi–infinite interval of the real axis bounded from the left or,
equivalently
t[u] ≥ γ‖u‖2, u ∈ dom t.
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The largest number γ with this property is called the lower bound of t. If t ≥ 0, t
is said to be nonnegative . Furthermore, t is said to be sectorial with vertex at the
origin and semi-angle α if W(t) is a subset of the following sector of the complex
plane:
θ(α) = {z ∈ C : | arg z| ≤ α, α ∈ [0, pi/2)}
This means that tR ≥ 0 and
|tI [u]| ≤ tanα tR[u], u ∈ dom t.
The inequalities in the next result have been stated in [40] without proofs. For
completeness, a proof of this result is also included.
Lemma 2.6.1. Let t be a sectorial form with vertex at the origin and semi-angle α
in a Hilbert space H. The following inequalities
|tR[u, v]| ≤ tR[u]1/2tR[v]1/2, (2.6.2)
|tI [u, v]| ≤ tanα tR[u]1/2tR[v]1/2, (2.6.3)
|t[u, v]| ≤ (1 + tanα) tR[u]1/2tR[v]1/2 (2.6.4)
hold true for all u, v ∈ dom t.
Proof. The proof of (2.6.2) follows as in the proof of the Cauchy inequality for inner
products. In order to prove (2.6.3) let β ∈ R be such that tI [eiβu, v] = eiβtI [u, v] ∈ R.
Then,
|tI [u, v]| =












tanα (tR[u] + tR[v]) .
Now there are three possible situations:
1. Both tR[u] and tR[v] are zero. In this case the result is obvious.
2. Both tR[u] and tR[v] are nonzero. With x = tR[u]−1/2tR[v]1/2, the inequality
(2.6.3) follows from (2.6.5) by replacing u by
√




3. One and only one of tR[u] and tR[v] is zero. Assume - for instance - that
tR[u] = 0 and tR[v] 6= 0. It follows from (2.6.5) that
|tI [u, v]| ≤ 12 tanα tR[v].
Let λ > 0. Replacing v by λv in the above inequality one has (after dividing
by λ):
|tI [u, v]| ≤ 12λ tanα tR[v].
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Now let λ → 0 in the above inequality. This implies that tI [u, v] = 0, so that
(2.6.3) has been completely proved.
Finally, (2.6.4) is a direct consequence of (2.6.2) and (2.6.3). This completes the
proof.
2.6.3 Closed and closable forms
Let t = t[·, ·] be a form in the Hilbert space H with domain dom t. The form t is said
to be closed if
hn → h, t[hn − hm]→ 0, hn ∈ dom t, h ∈ H, m, n→∞, (2.6.6)
imply that h ∈ dom t and t[hn − h] → 0. The form t is closable if it has a closed
extension; in this case the closure of t is the smallest closed extension of t. For two
forms t1 and t2 observe that the form t1 + t2 is closed if t1 and t2 are closed.
Finally, the inequality t1 ≥ t2 for semibounded forms t1 and t2 is defined by
dom t1 ⊂ dom t2, t1[h] ≥ t2[h], h ∈ dom t1. (2.6.7)
In particular, t1 ⊂ t2 implies t1 ≥ t2. If the forms t1 and t2 are closable, the
inequality t1 ≥ t2 is preserved by their closures.
Conclusions
This thesis deals with linear relations and forms in Hilbert spaces. In this chapter
these notions have been introduced and some basic properties concerning these no-
tions have been also proved. The case of closed linear relations in Hilbert spaces has
been investigated; for linear relations with nonempty resolvent set certain properties
have been pointed out. Domain and range descriptions for the adjoint of a linear
relation have been presented and certain adjoint operations have been investigated.
The numerical range of a linear relation has been introduced and certain properties
concerning both the linear relation itself and its adjoint have been proved. The
concept of maximal linear relation with respect to a sector of the complex plane
has been introduced (this notion turns out to be useful in the study of accretive
and sectorial relations). Basic notions concerning forms in Hilbert spaces have been
briefly recalled. Certain inequalities involving sectorial forms have been presented
with full proofs.
