We study the problem of dynamically trading a futures contract and its underlying asset under a stochastic basis model. The basis evolution is modeled by a stopped scaled Brownian bridge to account for non-convergence of the basis at maturity. The optimal trading strategies are determined from a utility maximization problem under hyperbolic absolute risk aversion (HARA) risk preferences. By analyzing the associated Hamilton-Jacobi-Bellman equation, we derive the exact conditions under which the equation admits a solution and solve the utility maximization explicitly. A series of numerical examples are provided to illustrate the optimal strategies and examine the effects of model parameters.
used for identifying profitable trades. Among related studies on basis trading, Brennan and Schwartz (1988) and Brennan and Schwartz (1990) assumed that the basis of an index futures follows a scaled Brownian bridge and that trading the assets is subject to position limits and transaction costs. They calculated the value of the embedded timing options to trade the basis, and used the option prices to devise open-hold-close strategies involving the index futures and the underlying index. Also under a Brownian bridge model, Dai et al. (2011) provided an alternative strategy and specification of transaction costs. Another related work by Liu and Longstaff (2004) assumed that the basis follows a scaled Brownian bridge and the investor is subject to a collateral constraint. They derived the closed-form strategy that maximizes the expected logarithmic utility of terminal wealth, and showed the optimality of taking smaller arbitrage positions well within the collateral constraint.
In the aforementioned studies on optimal basis trading, the market model contains arbitrage. Indeed, it is assumed that the basis, which is a tradable asset, converges to zero at a fixed future time. In this paper, we consider a different scenario where the basis does not vanish at maturity. More precisely, we model the stochastic basis by a scaled Brownian bridge that is stopped before its achieves convergence. Our proposed model is motivated by the market phenomenon of non-convergence as well as the possibility of traders closing their futures positions prior to maturity. It also has the added advantage that it generates an arbitrage-free futures market (see Proposition 2.5 below).
We consider a general class of risk preferences by using hyperbolic absolute risk aversion (HARA) utility functions which includes power (CRRA) and exponential (CARA) utilities. We exclude, however, the case of decreasing risk-tolerance functions and, in particular, the quadratic utility function. Among our findings, we derive in closed form the optimal dynamic basis trading strategy maximizing the expected utility of terminal wealth. In solving our portfolio optimization problem, the critical question of well-posedness arises. To that end, we find the exact conditions under which the maximum expected utility is finite. For the case where the expected utility explodes, we derive the critical investment horizon at which the explosion happens. See Section 3 for further details. Note that achieving infinite expected utility has been observed in the following contexts: infinite horizon portfolio optimization (Merton (1969) ), optimal execution (Bulthuis et al. (2017) ), and finite horizon optimal trading of assets with mean-reverting return (Kim and Omberg (1996) ; Korn and Kraft (2004) ). The latter studies, respectively, have coined the terms "nirvana strategies" and "I-unstable" for investment strategies that yield infinite expected utility in finite investment horizon.
Our model is related to a number of studies in finance involving Brownian bridges. Applications include modeling the flow of information in the market. For example, Brody, Hughston, and Macrina (2008) used a Brownian bridge as the noise in the information about a future market event, and derived option pricing formulae based on this asset price dynamics and market information flow. Cartea, Jaimungal, and Kinzebulatov (2016) utilized a randomized Brownian bridge (rBb) to model the mid-price of an asset with a random end-point perceived by an informed trader, and determined the optimal placements of market and limit orders. Leung, Li, and Li (2018) also applied a rBb model to investigate the optimal timing to sell different option positions.
Basis trading involves trading a single futures contract along with its spot asset. A similar alternative strategy is to trade multiple futures with the spot but different maturities. For instance, Yan (2018, 2019) considered futures prices generated from the same two-factor stochastic spot model and optimize dynamic trading strategies. In optimal convergence trading, asset prices or their spreads are often modeled by a stationary mean-reverting process. See, for example, Kim and Omberg (1996) , Korn and Kraft (2004) , Mudchanatongsuk et al. (2008) , Chiu and Wong (2011) , Liu and Timmermann (2013) , Tourin and Yan (2013) , , Lee and Papanicolaou (2016) , Leung and Li (2016) , Kitapbayev and Cartea et al. (2018) . In these studies, however, prices or spreads are not scheduled to converge at a future time. Using a scaled Brownian bridge, we can control the basis's tendency to converge towards the expiration date.
The rest of the paper is organized as follows. In Section 2, we introduce our market model and formulate the dynamic basis trading problem. In Section 3, we solve the associated Hamilton-Jacobi-Bellman partial differential equation. Section 4 contains our results on the optimal basis trading strategy, along with a series of illustrative numerical examples. Section 5 concludes. Longer proofs are included in the Appendix.
Problem setup
We consider an investor who trades a riskless asset, a futures contract F with maturity T and its underlying asset S, over a period [0, T] . For simplicity, we assume that S does not pay dividends and has no storage cost. We also assume that the interest rate is zero, by taking the riskless asset as the numeraire. Under these assumptions, the futures price, the forward price, and the spot price should be equal. In practice, however, market frictions and inefficiencies may render futures price different from the spot or forward price.
As discussed above, the futures price may not even converge to the spot price at maturity.
Motivated by these market imperfections, we propose a stochastic model that incorporates the comovements of the futures and spot prices, and captures the tendency of the basis to approach zero but not necessarily vanish at maturity. In essence, the spot and futures prices are drive by correlated Brownian motions and the stochastic basis is represented by scaled Brownian bridge, as we will show in Lemma 2.2 below.
To describe our model, we assume that the volatility normalized 1 futures price (F t ) t ∈[0,T] and the volatility normalized spot price (S t 
where (Z t ) 0≤t ≤T is the log-value of the stochastic basis defined by
Here, W t = (W t ,1 , W t ,2 ) is a standard Brownian motion in a filtered probability space Ω, F, P, (F t ) t ≥0
where (F t ) t ≥0 is generated by the Brownian motion and satisfies the usual conditions. The parameters, µ 1 and µ 2 , with µ 1 , µ 2 ∈ R, represent the Sharpe ratios of S and F respectively (see Remark 2.1 below). As specified in (2.2), the futures price has the tendency to revert around S. Indeed, if F t is significantly higher than S t , then Z t becomes negative. Consequently, the drift of F t can also be negative, and thus driving the value of F t downward to be closer to S t . The opposite will hold if F t is significantly lower than S t . The speed of this mean reversion is reflected by the constant κ > 0. On the other hand, the two prices need not coincide at maturity. The level of non-convergence is controlled by the parameter ε > 0. A smaller ε means that at maturity S T and F T tend to be closer. In fact, if ε = 0, S T and F T will be exactly the same. Lastly, we incorporate correlation between the two price processes through the parameter |ρ| < 1.
Remark 2.1. Let ( S t ) satisfying
be the quoted price of an asset. The "volatility normalized price" of the asset (S t ) is given by
such that the volatility of (S t ) is 1.
Furthermore, let ( π t ) be the amount invested in the asset. The "volatility adjusted position" in asset S is given by π t := σ t π t such that
In other words, when working with volatility normalized prices, volatility adjusted positions should be used.
To find the $ positions, we only need to divide the volatility adjusted positions by volatility, i.e.
For the rest of the article, we use the terms prices and positions in place of volatility normalized prices and volatility adjusted positions.
As we show in the following lemma, the price dynamics (2.1) and (2.2) imply that the stochastic basis (Z t ) is a scaled Brownian bridge that converges to zero at T + ε. This implies that S and F converge at T + ε, i.e. lim t →T+ε (F t /S t ) = 1, P-almost surely. However, since the futures contract expires at T and T + ε is past maturity, such a convergence is not realized in the market. In a limiting case of our model where ε → 0 + , the spot and future prices converge at T and the market model admits arbitrage. In contrast, for any ε > 0, the market is arbitrage-free. See Proposition 2.5 and Remark 2.6 below.
Lemma 2.2. The stochastic basis (Z t ) 0≤t ≤T satisfies and Shreve (1991) , the unique strong solution of (2.4) is
where we have defined
Since κ > 0, taking limits in (2.6) yields lim t →T+ε A(t ) = 0. From (2.5), it follows that P(Z T+ε = 0) = 1.
Remark 2.3. Lemma 2.2 provides an alternative representation of our model. Indeed, one can define the underlying asset S by (2.1) and the basis Z by (2.4). It will then follows that the futures price defined by
As a corollary, we now describe the distribution of the basis (Z t ) t ≥0 .
Corollary 2.4. Assume that Z 0 is deterministic. Then, the basis (Z t ) 0≤t ≤T is a Gauss-Markov process with mean function
and covariance function
Here, A(t ) is given by (2.6).
Proof. This result follows from direct calculations using (2.5).
From Corollary 2.4, it follows that Z T ∼ N (m(T), σ(T, T)). Furthermore, as ε → 0, we have E(Z T ) = m(T) → 0 and Var(Z T ) = σ(T, T) → 0. Using Lemma 2.2 and its corollary, it is straightforward to devise a time-discretization scheme to simulate the paths of S, F, and Z, as shown in Figure 1 . As a confirmation, we Simulated paths of (S t ), (F t ), and (Z t ) The parameters are: r = 0.0, µ 1 = 0.1, µ 2 = 0.12, κ = 1.0, T = 0.08, ε = 0.004, ρ = 0.95 Next, we prove that our market model is arbitrage-free. Let us first define the market price of risk 9) for 0 ≤ t ≤ T, where
Proposition 2.5. The market model in (2.1)-(2.3) is arbitrage-free. In particular, the risk-neutral measure Q is given by the Radon-Nikodym derivative dQ dP = Y T , where the process
and is a P-martingale.
Proof. See Appendix A.
Proposition 2.5 shows the importance of having ε > 0. For ε = 0, the market model (2.1)-(2.2) is not arbitrage-free. Indeed, setting ε = 0 in the proof of Lemma 2.2 yields that P(S T = F T ) = P(Z T = 0) = 1.
Therefore, if there is a risk-neutral measure Q, then we must have
which contradicts (2.1)-(2.2).
Remark 2.6. With reference to the proof of Proposition 2.5 in Appendix A, we can point out which part would fail if ε = 0. Specifically, for ε = 0, the key inequality (A.6) does not hold in the proof.
We now discuss the dynamic trading problem faced by the investor. Let π t ,1 be the cash amount invested in S, and π t ,2 the notional value 2 invested in F, for t ∈ [0, T]. Define the volatility adjusted positions 3
, where (σ 1,t ) and (σ 2,t ) are the volatilities of the spot and futures prices, respectively. Then, the trading wealth (X t ) 0≤t ≤T follows
for 0 ≤ t ≤ T, and with X 0 = x .
Next, we define the set of admissible trading strategies.
Definition 2.7. For constants x * , γ ≥ 0, define the set D ⊆ R as follows
(iii) (X t ) 0≤t ≤T is uniformly bounded from below, P-a.s.
redundant. For γ = 0, Condition (ii) is redundant since the corresponding utility imposes no constraint on the wealth process. Therefore, for γ = 0, Condition (iii) is needed to exclude doubling strategies.
In order to maximize the expected utility of terminal wealth, the investor solves the stochastic control
2 That is, the number of futures contracts held multiplied by the futures price.
3 See Remark 2.1.
utility function whose risk tolerance function admits the form:
(2.13)
We furthermore assume that, for γ = 1,
(2.14)
Note that any HARA utility, except the logarithmic utility (i.e. γ = 1), can be shifted by a constant such that (2.14) is satisfied. This result is trivial for γ = 0 (i.e. exponential utility). The following lemma makes precise this observation for γ ∈ (0, 1) ∪ (1, +∞). Hence, condition (2.14) results in no loss in generality.
Proof. Since U also satisfy (2.13), integration by parts yields
for all x ∈ D. Therefore,
and the result follows since, by (2.15), we have (γ -1)U( (0, 1) ∪ (1, ∞) corresponds to power utilities, γ = 1 leads to the logarithmic utility, γ = 0 yields the exponential utility, and γ = -1 yields the quadratic utility. Note that we have excluded from our model the case of HARA utility functions with decreasing risk tolerance function, such as quadratic utility.
HJB equation
As we will show in Section 4, the value function V in (2.12) coincides with the classical solution v (t , x , z ) of the following terminal value problem on [0, T] × D × R:
Figure 2: HARA utility functions for different values of γ. Specifically, γ ∈ (0, 1) ∪ (1, ∞) yields power utilities, γ = 1 yields the logarithmic utility, γ = 0 yields the exponential utility, and γ = -1 yields the quadratic utility. Note that we exclude the case of γ < 0 from our analysis.
where the differential operator L π is given by
for any π ∈ R 2 and any function ϕ(t , x , z ) with continuous derivatives ϕ xx and ϕ xz .
Well-posedness Conditions
For the rest of this section, we derive the solution for the nonlinear Hamilton-Jacobi-Bellman (HJB) equation (3.1). As it turns out, this equation does not admit a solution for all parameter values. This leads us to determine and study the exact conditions under which (3.1) has a solution. To prepare for our results, we define the constant
, and γ ≥ 1 since we have assumed that κ > 0 and |ρ| < 1. We now identify the following cases:
(i) For γ > γ, (3.1) is "ill-posed" in the sense that it has a solution only if T < T * (γ), where T * (γ) is given below.
(ii) For γ ∈ [0, 1], (3.1) is "well-posed" in the sense that it has a unique solution for all values of T.
(iii) For γ ∈ (1, γ], (3.1) is "ill-posed" (resp. "well-posed") if 0 < κ < 1 2 (resp. κ > 1 2 ). For κ = 1 2 , we have γ = 1 and the interval (1, γ] is empty.
These cases are derived from Theorem 3.3 below.
Achieving infinite expected utility (EU) has been observed in the context of infinite horizon portfolio choice problem (e.g. Merton (1969) ), optimal execution (e.g. Bulthuis et al. (2017) ), and finite horizon optimal trading of assets with mean-reverting returns (e.g. Kim and Omberg (1996) and Korn and Kraft (2004) ). The last two studies, respectively, have coined the terms "nirvana strategies" and "I-unstable" for investment strategies that yield infinite expected utility over a finite horizon.
In reality, however, investors don't achieve infinite EU; otherwise they would drive the prices out of equilibrium. This implies that either: (1) there is no investor with risk tolerance parameter γ that leads to infinite EU; (2) such an investor exists but the market parameters (that is, κ and ρ) are such that those investors don't have enough time to achieve infinite EU (i.e. T < T * (γ) for all agents); or (3) market imperfections (such as transaction cost or parameter ambiguity) prevent investors from achieving infinite EU.
Value Function
Our solution to the HJB equation (3.1) will involve the solution of the following Riccati equation
There is an explicit solution to (3.3), as summarized in Lemma 3.1 below. To prepare for the result, we introduce the following notations. We define the "discriminant" ∆ as follows
Furthermore, the "escape time" T * (γ) ∈ (0, +∞] is given by:
(ii) If γ = γ and 0 < κ < 1 2 , then
(iv) T * (γ) = +∞ for all other values of γ.
The escape time plays a critical role in the Riccati equation (3.3).
Lemma 3.1. The Riccati equation (3.3) has a solution only if T < T * (γ). In particular, if γ > γ, then ∆(γ) < 0 and the solution is
The proof is by direct substitution, and thus omitted.
Remark 3.2. Note that as ε → 0 + , we have T * (γ) → 0 + for cases (i)-(iii). This is consistent with the scenario where there is arbitrage in the limit ε → 0 + . Now, we present the value function in explicit form.
Theorem 3.3. Assume T < T * (γ). The solution of the HJB equation
is the solution of (3.3) given by Lemma 3.1, and g(t ) and f (t )
are given by
Proof. See Appendix B.
Next, we verify that the value function coincides with the solution of the HJB equation (3.1) from Theorem 3.3. We also identify the optimal trading strategy.
Theorem 3.4. Assume T < T * (γ). The value function V in (2.12) is equal to the function v given in Theorem 3.3. Furthermore, the optimal trading strategy, denoted by π * (t , X * t , Z t ), is in feedback form, where
is the risk tolerance function defined in (2.13).
Proof. See Appendix C. behaviors, g appears to have similar properties to h, although the values and variations of g is significantly less. In all three scenarios, f moves monotonically to zero over time.
In Figure 4 , we consider two ill-posed scenarios. Specifically, we plot h(t ) over time for γ > γ (the left panel) and 1 < γ < γ and 0 < κ < 0.5 (the right panel). In each plot, h(t ) is plotted for three choices of T, which are, respectively, 80% (dotted curve), 95% (dashed curve), and 99% (solid curve) of the escape time T * (γ). As expected for these ill-posed cases, we see that lim T→T * (γ) -|h(0)| = +∞, leading the expected utility to reach +∞ over a finite investment horizon.
From Figures 3 and 4 , we observe that h is positive for γ > 1, and negative for 0 ≤ γ < 1. 4 This motivates us to end the section by showing it analytically. The proof is provided in Appendix.
Lemma 3.5. Consider h(t ), the solution of (3.3), given by Lemma 3.1. If γ < 1 (resp. γ > 1), then h(t ) < 0 (resp. h(t ) > 0), for all t ∈ [0, T).
Optimal basis trading strategy
Let us examine the optimal trading strategy π * in (3.7). Recall from Remark 2.1 that π * (t , X * t , Z t ) is the volatility adjusted position. The actual position value is given by π t = (
), where (σ 1,t ) and (σ 2,t ) are the volatility of the spot and futures prices, respectively.
4 Recall that γ = 1 corresponds to the logarithmic utility which we have excluded from our analysis. Our first observation is that π * is directly proportional to the risk-tolerance function δ(x ), as has been observed in other studies such as Shreve (1998) and Zariphopoulou (2001) . In other words, the larger the risk-tolerance, the larger the optimal positions in (3.7). If we consider the special case with κ = 0, then it follows that g ≡ h ≡ 0, and the optimal strategy π * reduces to
This simple strategy does not depend on z . This makes sense because, when κ = 0, Z t disappears in the SDE for F t (see (2.2)). One can loosely interpret π M as the Merton strategy. More generally, when κ = 0, the incorporation of the scaled Brownian bridge Z t in F t makes the optimal strategy π * dependent on the time varying functions g(t ) and h(t ) as well as the stochastic factor Z t .
According to (3.7), for fixed values of x and t , π * 1 (t , x , z ) and π * 2 (t , x , z ) are affine functions of z , with the slopes given by h(t ) -κ ρ 1-ρ 2 and -h(t ) + κ 1-ρ 2 respectively. The slope of this function has an interesting interpretation. Note that a positive log basis Z t = log(S t /F t ) means that the spot is priced higher than the futures. To take advantage of the anticipated convergence, our strategy is to take a short position in S and a long position in F. The optimal strategy implies that for larger basis Z t , the position in S becomes more negative while the position in F becomes more positive. Similarly, for negative values of Z t (i.e. F t > S t ), one expects to take a short position in F and a long position in S.
For π * to be a convergence trading strategy, we expect that h(t ) -
(4.1)
Let's assume that ρ ≥ 0, that is, the futures and spot prices are non-negatively correlated. Then, (4.1) is always satisfied near maturity, since lim t →T -h(t ) = 0. In other words, the optimal strategy always becomes a convergence trading strategy once we are close enough to maturity. It may also be the case that (4.1) is satisfied for all values of t ∈ [0, T]. One sufficient condition is γ ≤ 1 (and ρ ≥ 0), since Lemma 3.5 yields that h(t ) ≤ 0 for all t . On the other hand, it is also possible for (4.1) to be violated for some parameter values or for t far enough from maturity. We show an example of such a case below. Figure 5 illustrates the optimal value function and optimal trading strategies for the HARA utility U(x ) = -1 x (i.e. γ = 0.5). Setting x = 1, we consider the contour plot of the value function for different values of (t , z ). It is decreasing in t and increasing as z deviates from zero. This is intuitive since a longer time to maturity or larger basis implies more potential for making profits. The 95% confidence region of (Z t ), i.e. {(t , z ) : |z -m(t )| ≤ 1.96 * σ(t , t )}, shows that (Z t ) has larger variance near the midpoint of the trading horizon.
The top and bottom right plot of Figure 5 illustrate the optimal positions π * 1 (t , x , z ) and π * 2 (t , x , z ) over values of (t , z ) in the 95% confidence region. Note that for fixed z and x and as t → T, position sizes (i.e. |π * i (t , x , z )|, i = 1, 2) increase and then decrease. The reason for this behavior can be seen from the corresponding function h in Figure 3 , where |h(t )| reached a maximum before vanishing at T. Furthermore, note that for fixed x and t , π * 1 (t , x , z ) is decreasing in z , while π * 2 (t , x , z ) is increasing in z . As mentioned above, this is because h(t ) < 0 and (4.1) is satisfied. To be added The parameters are: r = 0.0, µ 1 = 0.1, µ 2 = 0.12, κ = 1.0, ε = 0.004, ρ = 0.95, γ = 0.5, γ = −2.66, γ = 3.66 Figure 5 : The value function and optimal trading strategy, with the HARA utility function U(x ) = -1 x (i.e. γ = 0.5; top left). Bottom left: contour plot of the value function V(t , x , z ) over (t , z ) with x = 1.0, shaded in the 95% confidence region of (Z t ), i.e. {(t , z ) : |z -m(t )| ≤ 1.96 * σ(t , t )} (see Figure 1 ). Top and bottom right panels are the respective contour plots of π * 1 (t , 1, z ) and π * 2 (t , 1, z ) in the 95% confidence region of (Z t ). Figure 6 corresponds to the case with exponential utility (i.e. γ = 0). Note that the value function and optimal positions are much less sensitive to t up till near maturity. Furthermore, the positions appear to change monotonically as time approaches maturity. This is in contrast to the power utility case where position sizes first peak then decrease towards maturity.
In the previous two examples with γ = 0.5 and γ = 0, the optimal strategies implies convergence trading in that π * 1 is decreasing and π * 2 is increasing in z . This was expected since ρ ≥ 0 and γ ≤ 1 and (4.1) was satisfied.
Next, we consider a case where (4.1) does not hold for all values of t . With the utility function U(x ) = 2 √ x (i.e. γ = 2), the chosen parameter values, κ = 1 and ρ = 0.95, imply that κ ρ 1-ρ 2 ≈ 9.74. Thus, h(t ) does not satisfy (4.1) (see also Figure 3 ). From Figure 7 , we observe that at time t away from maturity (say, t = 0.0799), π * 1 (t , x , z ) is increasing in z while π * 2 (t , x , z ) is decreasing. In particular, for large positive values of z , meaning that the spot is higher priced than the futures, it is optimal to long S and short F. This is in contrast to a typical convergence trading strategy. Nevertheless, the optimal strategy from our model eventually becomes convergence trading as time approaches maturity. Figure 8 illustrates the optimal positions in S and F, along with the corresponding portfolio value, based on the simulated paths and parameters from Figure 1 . In this well-posed scenario with U(x ) = -1 x (γ = 0.5), the optimal positions take opposite signs and tend to move in opposite directions. Moreover, whenever the basis Z is negative, the position in S is positive and position in F is negative. The positions are reversed when Z is positive. Furthermore, the optimal positions fluctuate increasingly more rapidly and more sensitive to the basis near maturity. To be added The parameters are: r = 0.0, µ 1 = 0.1, µ 2 = 0.12, κ = 1.0, ε = 0.004, ρ = 0.95, γ = 0.0, γ = −2.66, γ = 3.66 Figure 6 : The counterpart of Figure 5 for the exponential utility function U(x ) = -e -x (i.e. γ = 0). Plot of π * 2 (t,
To be added The parameters are: r = 0.0, µ 1 = 0.1, µ 2 = 0.12, κ = 1.0, ε = 0.004, ρ = 0.95, γ = 2.0, γ = −2.66, γ = 3.66
Figure 7: Surface plots of the optimal trading strategies, π * 1 (t , 1, z ) (left) and π * 2 (t , 1, z ) (right), for 0.0799 ≤ t ≤ 0.08 = T and |z -m(t )| ≤ 1.96 * σ(t , t ) under the utility U(x ) = 2 √ x (γ = 2). At time 0.08 (maturity), the strategy trading on convergence in the sense that π * 1 is decreasing in z , while π * 2 is increasing in z . However, at t = 0.0799, the strategy is not convergence trading, as π * 1 is increasing in z while π * 2 is decreasing in z .
In Figure 8 we also see the optimal portfolio value over time. Note that portfolio experience significant drawdowns as Z diverges from equilibrium. This is a common characteristic of convergence trading strategies.
The bottom right plot of Figure 8 shows the empirical density of the optimal terminal wealth X * T , based on 200 simulated paths, all of which started with the initial wealth X * 0 = 1. The estimated expected value of terminal wealth is E (X * T ) = 1.57, with an standard deviation of 0.12. Since the trading horizon is 20/250 = 0.08 year (i.e. one month), the annualized net expected return is 0.57/0.08 ≈ 7.1 and the annualized volatility is 0.12/ √ 0.08 ≈ 0.42. This leads to a Sharpe ratio of 7.1/0.42 ≈ 17 for this simulated example. Turning to the value function, we show in Figure 9 its sensitivity with respect to κ and ρ. For simplicity, we keep t = 0.07 and x = 1.0 fixed and show V(0.07, 1, z ) as a function of z . All other parameters (including the utility function) are as in Figure 5 . The value function tends to reach its minimum value at z = 0, and a higher κ means a higher value function in the figure. This is intuitive since a higher speed of mean reversion indicates higher profitability from trading the basis at any given level. On correlation increases, the expected utility improves in case of a large mispricing in the assets (i.e. large values of |z |) and it decreases when mispricing is small (i.e. for values |z | near zero). This also makes sense. Note that by (2.4), the volatility of the basis (Z t ) is 2(1 -ρ), which is decreasing in ρ. Therefore, large correlation indicates less noise in the basis. If there is no mispricing, less noise means less probability of mispricing which lowers the profitability of basis trading. However, if there is a large mispricing, then less noise means that the mispricing will be corrected faster, which increases the profitability and the expected utility. Figure 10 shows the sensitivity of the optimal spot position with respect to the parameters κ and ρ. For different values of κ and ρ, we see that π * 1 is a decreasing function of z . A higher mean-reversion rate κ or higher correlation ρ makes π * 1 more downward sloping in z , which means that the investor will take a larger long (resp. short) position when z is negative (resp. positive). The financial intuition is as follows.
A higher κ means that the basis tends to converge to zero faster. This represents a more profitable trade, leading the investor to take a larger position in the basis. When the basis is negative, the spot price is below the futures price, so the optimal strategy is to long the spot. The opposite holds when the basis is positive.
Increasing ρ decreases the random fluctuations in the basis, which also implies that the basis will show a stronger tendency to converge. Hence, it is optimal to take a larger position. Sensitivity of the value function w.r.t. κ and ρ The parameters are: r = 0.0, µ 1 = 0.1, µ 2 = 0.12, ε = 0.004, γ = 0.5 
Concluding Remarks
In summary, we have analyzed dynamic trading problem in which a risk-averse investor trades the stochastic basis to maximize expected utility. We describe the non-convergent basis process by a stopped scaled Brownian bridge. This leads us to solve analytically and numerically the associated HJB equation and illustrate the optimal trading strategies.
There are a number of directions for future research. In addition to basis trading, one can analyze other futures trading strategies, including futures rolling, and futures portfolios. Futures are also commonly used in many exchange-traded funds (ETFs) for tracking the spot price (see e.g. Leung and Ward (2015) ). It would also be interesting to consider variations of our model. For example, in (2.1) and (2.2), one could interpret that the spot price is instantaneously leading the futures price in that the futures does not have any feedback on the spot. This is a question of price discovery, and we refer to the empirical studies, Chan (1992), Kawaller et al. (1987), and Stoll and Whaley (1990) 
A Proof of Proposition 2.5
From (2.1) and (2.2), we have
Therefore, by Girsanov's theorem, Q is a risk-neutral measure if (Y t ) 0≤t ≤T given by (2.10) is a P-martingale.
It only remains to show that (Y t ) 0≤t ≤T is a P-martingale.
Define the processes ( W t ,1 , W t ,2 ) t ≥0 as follows,
and note that ( W t ,1 , W t ,2 ) t ≥0 is a 2-dimensional standard Brownian motion. By substituting W t ,i with W t ,i , i ∈ {1, 2}, in (2.10) and noting (2.9), one obtains
where µ i and κ i , i ∈ {1, 2}, are some appropriately defined constants.
Next, consider the (deterministic) time change Using Knight's time-change theorem (see Theorem 3.4.13 on page 179 of Karatzas and Shreve (1991) ), the processes (B ,1 , B ,2 ) 0≤ ≤ T defined by
are independent standard Brownian motions. Furthermore, from (2.5), it follows that 
where we have defined the functional
for any continuous function x : [0, T] → R. Note that,
is progressively measurable in the sense of Definition 3.5.15 on page 199
of Karatzas and Shreve (1991) ; and,
(ii) for any 0 ≤ w ≤ T, there exists a constant K > 0 such that
This follows from (A.5), since ε > 0 and A(t ) and t ( ) are continuous (and, thus, bounded) With conditions (i) and (ii) above, we now apply Corollary 3.5.16 on page 200 of Karatzas and Shreve (1991) to conclude that ( Y ) 0≤ ≤ T is a martingale. Hence, (Y t ) 0≤t ≤T is also a martingale, as we set out to prove.
B Proof of Theorem 3.3
Applying the operator L π in (3.2) to the function v (t , x , z ) in (3.1), we get
for all t ∈ [0, T] and z ∈ R. To obtain this equation, we have used the identity
which follows directly from (2.13) and (2.14). Furthermore, substituting (B.4) in the terminal condition v (T, x , z ) = U(x ) yields f (T) = g(T) = h(T) = 0. As a result, h, g, and f are given by
Note that (B.5) is the Riccati equation (3.3), which we have solved in Lemma 3.1. Now that we obtained h, we can find g using (B.6), and then find f using (B.7). The latter equations yield (3.5) and (3.6) respectively.
C Proof of Theorem 3.4
Let v be the solution of (3.1), given by Theorem 3.3. We prove the following two assertions:
(a) For all (t , x , z ) ∈ [0, T] × D × R, we have
where X π T is the terminal wealth generated by an admissible strategy π ∈ A.
(b) There exists an admissible strategy π * ∈ A i such that the corresponding wealth process (X * t ) t ∈[0,T] satisfies v (t , x , z ) = E t ,x ,z (U(X * T )) ; (t , x , z ) ∈ [0, T] × D × R.
(C.1)
As a consequence, (a) implies v ≥ V and (b) implies v ≤ V. Hence, if these assertions hold, we obtain V ≡ v as desired.
We consider two cases, namely, 0 ≤ γ < 1 and γ > 1.
Case 1 (0 ≤ γ < 1): In this case, by Lemma 3.5, the function h is negative. Therefore, v which is of the form v (t , x , z ) = U(x ) exp f (t ) + g(t ) z + 1 2 h(t ) z 2 , is bounded in z . Since v has polynomial growth in x , standard verification results such as Theorem 3.8.1 on page 135 of Fleming and Soner (2006) yield assertions (a) and (b) above. Furthermore, the optimal control is given by (B.2) which, in turn, yields (3.7).
Case 2 (γ > 1): For these values of γ, Lemma 3.5 shows that h is positive. Thus, v , the solution of the HJB equation, has exponential growth in z . For this case, we provide our own verification result by checking assertions (a) and (b) above.
To show (a), for all n > 0, define the stopping times τ n := inf t ∈ (0, T] : max{ t 0 π u 2 du, |X π t |, |Z t |} > n , and note that lim n→+∞ τ n = T, P-almost surely. By Itô's formula, we have
where Σ is given by (B.1). The first integral on the right side is non-positive because v solves (3.1).
Furthermore, by the definition of τ n , the integrands of the second integral is uniformly bounded, therefore, taking the conditional expectation on both sides of (C.2) yields
Note that for γ > 1, (2.14) yields that U > 0. Thus, v (t , X t , Z t ) = U(X t ) exp f (t ) + g(t ) Z t + 1 2 h(t ) Z 2 t > 0.
Finally, by letting n → +∞, Fatou's lemma yields that E t ,x ,z U(X T ) ≤ v (t , x , z ).
To show (b), define π * by (3.7), namely, π * (t , x , z ) = (x -x * )α * (t , z ); (t , = v (t , X * t , Z t ) 1 -1 γ α * (t , Z t ) + g(t ) + h(t )Z t 1 -1 Σ dW t = Y t α(t ) + β(t )Z t dW t , for t ∈ [0, T], where we have defined α(t ) and β(t ) such that α(t ) + β(t )z = 1 -1 γ α * (t , z ) + g(t ) + h(t )z 1 -1 ; 0 ≤ t ≤ T, z ∈ R.
Note, in particular, that α(t ) and β(t ) are bounded on [0, T] since g(t ) and h(t ) are continuous on [0, T].
We can then repeat the argument in the proof of Proposition 2.5 in Appendix A to show that, for the time change (t ) in (A.2), the time-changed processes ( Y := Y t ( ) ) 0≤ ≤ T is a martingale. Thus, (Y t := v (t , X * t , Z t ) 0≤t ≤T is a martingale, as we set out to prove.
D Proof of Lemma 3.5
We first show that, for γ > 1, h(t ) > 0 for all t ∈ [0, T). With γ > 1, ODE (3.3) yields h (T) = (1 -γ)κ 2 ε 2 (1 -ρ 2 ) < 0.
Since h(T) = 0, we must have h(t ) > 0 in a left neighborhood of T, say t ∈ [s, T) for some 0 ≤ s < T. For h(t ) > 0 for all t ∈ [0, T), we show that h(t ) = 0 for all t ∈ [0, s).
Assume otherwise, that is, h(t 0 ) = 0 for some t 0 ∈ [0, s). Then, it follows from (3.3) that h (t 0 ) = (1 -γ)κ 2 (1 -ρ 2 )(T + ε -t 0 ) 2 < 0.
This implies that h(t ) < 0 in a right neighborhood of t 0 , say t ∈ (t 0 , s ], for some s < s. Now, since the smooth function h increases from h(s ) < 0 to h(s) > 0 on the interval [s , s] , there must be a point τ ∈ (s , s) such that h(τ ) = 0 and h (τ ) ≥ 0. However, by (3.3), h (τ ) =
(1 -γ)κ 2 (1 -ρ 2 )(T + ε -τ ) 2 < 0, which is a contradiction. Therefore, there cannot be such t 0 , as desired. The proof for the case with 0 ≤ γ < 1 follows from a similar argument and is thus omitted.
