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                                      Abstract 
      
      The research work reported in this thesis deals with the solution 
of a mathematical model for the flow of gas through circular pipes 
The study resulted in finding an extract solution of the governing 
equations by a suitable transformation of coordinates. 
     The analytical solution of the model was tested against the 
data collected from the ministry of Energy and Mining which 
included wireless logging of the testing target. Reasonable 
agreement was observed between the analytical solution of the 
model and the results from the collected data which shows that 
the model is satisfactory. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
vi 
 
 
 
 
 
 
 
  اﻟﻤﻠﺨﺺ
  
ﺿѧﻲ ﻟﺠﺮﻳѧﺎن           إن اﻟﺒﺤﺚ اﻟﺬي ﺗﻢ ﻓѧﻲ هѧﺬﻩ اﻷﻃﺮوﺣѧﺔ ﻳﺘﺤѧﺪث ﻋѧﻦ ﺣѧﻞ ﻧﻤѧﻮذج رﻳﺎ 
اﻟﻐѧﺎز ﻓѧﻲ اﻷﻧﺎﺑﻴѧﺐ ذات اﻟﻘﻄѧﺎع اﻟﻌﺮﺿѧﻲ اﻟѧﺪاﺋﺮي وﻗѧﺪ ﺗﻮﺻѧﻠﺖ اﻟﺪراﺳѧﺔ إﻟѧﻲ ﺣѧﻞ آﺎﻣѧﻞ 
  .ﻟﻠﻤﻌﺎدﻻت اﻟﺤﺎآﻤﺔ ﻋﻦ ﻃﺮﻳﻖ ﺗﺤﻮﻳﻞ اﻟﻤﺤﺎور
          وﻗﺪ ﻗﻤﻨﺎ ﺑﺎﺧﺘﺒﺎر اﻟﻨﺘﺎﺋﺞ ﺑﺎﻟﻤﻘﺎرﻧﺔ ﻣﻊ اﻟﺒﻴﺎﻧﺎت اﻟﺤﻘﻴﻘﻴﺔ اﻟﺘﻲ ﺗﻢ ﺗﺠﻤﻴﻌﻬﺎ ﻣѧﻦ وزارة 
  . ﺴﺠﻴﻼت اﻟﻼﺳﻠﻜﻴﺔ ﻟﻠﻬﺪف اﻟﻤﻌﻨﻲاﻟﻄﺎﻗﺔ واﻟﺘﻌﺪﻳﻦ اﻟﺴﻮداﻧﻴﺔ واﻟﺘﻲ ﺗﺸﻤﻞ اﻟﺘ
  .ﻴًﺎﺿ          إن اﻻﺗﻔﺎق ﺑﻴﻦ اﻟﺤﻞ اﻟﺘﺤﻠﻴﻠﻲ واﻟﻨﺘﺎﺋﺞ  آﺎن ﻣﻨﺎﺳﺐ ﻣﻤﺎ ﻳﺠﻌﻞ اﻟﻨﻤﻮذج ﻣﺮ
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CHAPTER ONE 
INTRODUCTION 
1.1. Applied Mathematics Defined 
    There is no consensus of what the various branches of applied mathematics 
are. Such categorizations are made difficult by the way mathematics and science 
change over time, and also by the way universities organize departments, 
courses, and degrees. 
    Historically, applied mathematics consisted principally of applied analysis, 
most notably differential equations, approximation theory (broadly construed, to 
include representations, asymptotic methods, variation methods, and numerical 
analysis), and applied probability. These areas of mathematics were intimately 
tied to the development of Newtonian Physics, and in fact the distinction 
between mathematicians and physicists was not sharply drawn before the mid-
19th century. This history left a legacy as well; until the early 20th century 
subjects such as classical mechanics were often taught in applied mathematics 
departments at American universities rather than in physics departments, and 
fluid mechanics may still be taught in applied mathematics departments. 
    Today, the term applied mathematics is used in a broader sense. It includes 
the classical areas above, as well as other areas that have become increasingly 
important in applications. Even fields such as number theory that are part of 
pure mathematics are now important in applications (such as cryptology), 
though they are not generally considered to be part of the field  
of applied mathematics. Sometimes the term applicable mathematics is used to 
distinguish between the traditional field of applied mathematics and the many 
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more areas of mathematics that are applicable to real-world problems. 
     Mathematicians distinguish between applied mathematics, which is 
concerned with mathematical methods, and applications of mathematics within 
science and engineering. A biologist using a population model and applying 
known mathematics would not be doing applied mathematics, but rather using 
it. However, nonmathematicians do not usually draw this distinction. 
    The success of modern numerical mathematical methods and software has led 
to the emergence of computational mathematics, computational science, and 
computational engineering, which use high performance computing for the 
simulation of phenomena and solution of problems in the sciences and 
engineering. These are often considered interdisciplinary programs. 
    Some mathematicians think that statistics is a part of applied mathematics. 
Others think it is a separate discipline. Statisticians in general regard their field 
as separate from mathematics, and the American Statistical Association has 
issued a statement to that effect Mathematical statistics provides the theorems 
and proofs that justify statistical procedures and it is based on probability 
theory, which is in turn based on measure theory. 
    The line between applied mathematics and specific areas of application is 
often blurred. Many universities teach mathematical and statistical courses  
outside of the respective departments, in departments and areas including 
business and economics, engineering, physics, psychology, biology, computer 
science, and mathematical physics. Sometimes this is due to these areas having 
their own specialized mathematical dialects. Often this is the result of efforts of 
those departments to gain more student credit hours and the funds that go with 
them. 
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1.2 Importance of Applied Mathematics 
Historically, mathematics was most important in the natural sciences and 
engineering. However, in recent years, fields outside of the physical sciences 
have spawned the creation of new areas of mathematics, such as game theory, 
which grew out of economic considerations, or neural networks, which arose 
out of the study of the brain in neuroscience, or bioinformatics, from the 
importance of analyzing large data sets in biology. 
The advent of the computer has created new applications, both in studying and 
using the new computer technology itself (computer science, which uses 
combinatorics, formal logic, and lattice theory), as well as using computers to 
study problems arising in other areas of science (computational science), and of 
course studying the mathematics of computation (numerical analysis). Statistics 
is probably the most widespread application of mathematics in the social 
sciences, but other areas of math are proving increasingly useful in these 
disciplines, especially in economics and management science. 
1.3 Research Problem 
     This research is of paramount importance due to the significance of gas as an 
energy source, that is vital for the overall development of the country. Gas in 
the Sudan has recently been produced, which requires more studies to be 
conducted using applied mathematics as a tool. 
1.4 Research Objectives 
• To reflect the importance of applied mathematics in the field of gas flow. 
• To review the equations that are related to gas flow. 
• To assess the degree of correlations between the factors governing gas 
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flow. 
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CHAPTER TWO 
LITERATURE REVIEW 
    In this part of the thesis we will try to give a background information about 
gas, compressibility, viscosity and stress-strain relation in a gas. In addition we 
will give a survey of the literature to what hitherto known about flow of gas in 
pipes.  
2.1 Gases and their Properties:  
    Gases have various properties that we can observe with our senses, including 
the gas pressure, temperature (T), mass, and the volume (V) that contains the 
gas. Careful, scientific observation has determined that these variables are 
related to one another and that the values of these properties determine the state 
of the gas. All matter is made from atoms with the configuration of the atom 
(number of protons, number of neutrons ...) determining the kind of matter 
presents (oxygen,   silver, neon ...). Individual atoms can combine with other 
atoms to form molecules. Oxygen and nitrogen, which are the major 
components of air on Earth, occur in nature as diatomic (2 atom) molecules. The 
atmosphere of Mars is mostly composed of carbon dioxide, a molecule with one 
carbon atom and two oxygen atoms. Under normal conditions, matter exists as 
either a solid, a liquid, or a gas. Atmospheres are composed of gases. In any gas, 
we have a very large number of molecules that are only weakly attracted to each 
other and are free to move about in space.  
    When studying gases, we can investigate the motions and interactions of  
individual molecules, or we can investigate the large scale action of the gas as a 
whole. Scientists refer to the large scale motion of the gas as the macro scale 
and the individual molecular motions as the micro scale. Some phenomenons 
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are easier to understand and explain based on the macro scale, while other 
phenomenon are more easily explained on the micro scale. Macro scale 
investigations are based on things that we can easily observe and measure. But 
micro scale investigations are based on rather simple theories because we 
cannot actually observe an individual gas molecule in motion. Macro scale and 
micro scale investigations are just two views of the same thing.  
    The atmosphere is treated as a uniform gas with properties that are averaged 
from all the individual components (oxygen, nitrogen, water vapor...). On the 
macro scale, we are dealing with large scale effects that we can measure, such 
as the gas velocity, the pressure exerted on the surroundings, or the temperature 
of the gas. A gas does not have a fixed shape or size but will expand to fill any 
container. Because the molecules are free to move about in a gas, the mass of 
the gas is normally characterized by the density. Density is the mass per volume 
of a substance. On the macro scale, the properties of the gas can change with 
altitude and depend on the thermodynamic state of the gas. The state of the gas 
can be changed by thermodynamic processes. Mathematical equations have 
been developed which describe the relations of the pressure, density, 
temperature, and velocity of a moving gas. The equations are very hard to solve 
in general. Some simplified versions of the equations can be solved to model 
certain fluids problems.  
    On the micro scale, a gas is modeled by the kinetic theory. The model 
assumes that the molecules are very small relative to the distance between 
molecules. The molecules are in constant, random motion and frequently collide 
with each other and with the walls of any container. The molecules have the 
standard physical properties of mass, momentum, and energy. And these 
properties are related to the macro properties of density, pressure, and 
temperature. The interactions of the molecules introduce some other properties 
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that we normally do not encounter when dealing with solids. In a solid, the 
location of the molecules relative to each other remains almost constant. But in 
a fluid, the molecules can move around and interact with each other and with 
their surroundings in different ways. As mentioned above, there is always a 
random component of molecular motion. But the entire fluid can be made to 
move as well in an ordered motion. As the molecules move, the properties of 
the fluid move as well. If the properties are transported by the random motion, 
the process is called diffusion. (An example of diffusion is the spread of an odor 
in a perfectly still room). If the properties are transported by the ordered motion, 
the process is called convection. An example of convection is a blast of cold 
weather brought down from one place to another. If the flow of a gas produces a 
net angular momentum, we say the flow is rotational. No net angular 
momentum in the fluid is called irrotational.  
2.2 Compressibility of Gas:  
    As an object moves through a gas, the compressibility of the gas also 
becomes important. Gas molecules move around an object as it passes  
through. If the object passes at a low speed (typically less than 200 mph), the 
density of the fluid remains constant. But for high speeds, some of the energy of 
the object goes into compressing the fluid, moving the molecules closer together 
and changing the gas density, which alters the amount of the resulting force on 
the object. This effect is more important as speed increases. Near and beyond 
the speed of sound (about 700 mph), shock waves are produced that affect both 
the lift and drag of an object.  
    Compressibility expresses how much a gas is behaving like an ideal gas 
under any conditions. If the compressibility equals one, then the gas is behaving 
exactly like an ideal gas. If the compressibility deviates much from one, then 
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the ideal gas equation will not accurately model the real gas under those 
conditions. This script uses the Beattie-Bridgeman equation to calculate the 
behavior of the gas, even when not acting ideally.  
2.3 Gas Compressibility factor (Z)  
    The compressibility factor (Z) is used to alter the ideal gas equation to 
account for the real gas behavior. The compressibility factor is usually obtained 
from the compressibility chart. Mathematically, it is defined as,  
 
Where, P is the pressure,  
V is the volume occupied by the gas; T is the temperature; R is the gas constant.  
For ideal gas behavior, Z = 1. Ideal gas behavior occurs when, 
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(Except when )  
Where,    
cr
R P
PP =     is the reduced pressure and,  
cr
R T
TT =    is the reduced 
temperature  . crP  and  crT  are the critical pressure and temperature of the 
fluid, respectively.  
The deviation from ideal gas behavior is largest in the vicinity of the critical 
point, where Z can be as low as 0.2.  
     Compressibility describes the difference between ideal and actual behavior 
of a gas. The Pressure/Volume/Temperature relationship for a non-ideal gas 
becomes: 
  PV=ZnRT  
    Where Z is the compressibility factor and n is a measure of non-ideal gas. In 
fact, Z should be written as Z(P,T), as it is a function of both pressure and 
temperature.  
    For pressures close to atmospheric, it is common to use a value of Z set to 
1.0, and similarly, when the pressure is controlled very close to design setpoint, 
it is usually adequate to use the fixed design compressibility.  
     IF, however, the pressure and temperature can vary during normal operating 
conditions, then there can be a significant variation in the compressibility factor 
for a gas. The following plot shows the compressibility factor of a gas typically 
used for gas lift, varying with pressure for a number of different temperatures.  
Figure 2.1. Compressibility Curves for a Typical Lift Gas 
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    In Figure 1, it can be seen that at typical subsea conditions of 200 bar and 
7°C (280 K) the compressibility is varying considerably with both pressure and 
temperature.  
The compressibility of a gas, Z=
nRT
PV , is an effective method for comparing the 
behavior of real gases to that of an ideal gas. For an ideal gas z is always equal 
to one, therefore, deviations from one are a measure of the non-ideality of the 
gas. Z factors can then be written back to the control system to allow more 
accurate calculation of gas flow rate (#Fine and Millero, 1973).  
Table 1. Material properties  
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Specific heat  
 
Compressibility  
 
Thermal expansion  
 
 
    In thermodynamics and fluid mechanics, compressibility is a measure of the 
relative volume change of a fluid or solid as a response to a pressure (or mean 
stress) change.  
 
    where V is volume and p is pressure. The above statement is incomplete, 
because for any object or system the magnitude of the compressibility  
depends strongly on whether the process is adiabatic or isothermal. Accordingly 
we define the isothermal compressibility as:  
 
    Where the subscript T indicates that the partial differential is to be taken  
 
at constant temperature. The adiabatic compressibility as:  
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    Where S is entropy. For a solid, the distinction between the two is usually 
negligible. The inverse of the compressibility is called the bulk modulus, often 
denoted K (sometimes B). The term "compressibility" is also used in 
thermodynamics to describe the deviance in the thermodynamic properties of a 
real gas from those expected from an ideal gas.  
    The deviation from ideal gas behavior tends to become particularly 
significant (or, equivalently, the compressibility factor strays far from unity) 
near the critical point, or in the case of high pressure or low temperature. In 
these cases, a generalized Compressibility chart or an alternative equation of 
state better suited to the problem must be utilized to produce accurate results.  
    The compressibility factor of natural gases is necessary in many petroleum 
engineering calculations. Some of these calculations are the following: 
evaluation of a newly discovered formation, pressure drop from flow of gas 
through a pipe, pressure gradient in gas wells, gas metering, gas compression, 
and processing. Typically, the gas compressibility factor is measured by 
laboratory experiments. These experiments are expensive and time-consuming. 
Occasionally, experimental data became unavailable and the gas compressibility 
factor is estimated from correlations using gas composition or gas gravity. New 
methods are presented for calculating the gas compressibility factors for gas 
condensates at any temperature and pressure . When the gas composition is 
known, this study presents a simple mixing rule to calculate the pseudo-critical 
properties of the gas condensate. The new mixing rule accounts for the presence 
of the heptanes plus fraction and none hydrocarbons. In case the gas 
composition is unavailable, the study presents a new gas gravity correlation to 
estimate pseudo-critical properties of the gas condensate. This study also 
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presents an evaluation of eight methods to characterize the plus fraction; three 
widely used mixing rules, and six methods to calculate the gas compressibility 
factor. Thus, this study presents an evaluation of one hundred forty-four 
possible methods of calculating the gas compressibility factor for gas 
condensates. The accuracy of the new mixing rule and the gas gravity 
correlation has been compared to other published methods. The comparison 
indicates that the proposed methods are consistent and provide accurate results.  
    The elastic anisotropy factor, isothermal compressibility, and Gruneisen 
parameters of Gas single crystals are determined in the range 80–410 K. With 
increasing temperature, the anisotropy factor and volume compressibility of Gas 
increase, while its Gruneisen parameters decrease. The results are interpreted in 
terms of the an harmonicity of lattice vibrations (Farajov et al., 2005).  
    Stankevich and Petrazhitskii (1978) studied the effect of compressibility on 
the flow and free-convection heat transfer in a spherical layer of compressible 
gas. The mechanism responsible for generating the convective flow in the field 
of external forces is uniform heating of the inner and outer spherical surfaces. 
The stated problem has spherical symmetry, and the gas filling the spherical 
layer is ideal. The effect is assessed by numerical solution of equations in terms 
of three physical variables with allowance for compressibility and dissipation. 
The flow and temperature fields over the compressibility ratio range 0.01-0.5 
are examined. It is shown that the heat transfer rate increases with the 
compressibility ratio  .  
    Both analytical results and numerical simulations for the compressible flow 
in a circular micro tube show that the flow compressibility affects the velocity 
profile not only in amount, but also in shape. The latter depends on the ratio of 
characteristic times of diffusion and acceleration, which is a function of local 
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Mach number only (Guo Z. Y., Wu X. B. , 1998).  
2.4 Viscosity:  
    As an object moves through a gas, the viscosity (stickiness) of the gas  
becomes very important. Gas molecules stick to any surface, creating a layer of 
air near the surface, called a boundary layer that, in effect, changes the shape of 
the object. To make things more confusing, the boundary layer may lift off or 
"separate" from the body and create an effective shape much different from the 
physical shape of an object. And to make it even more confusing, the flow 
conditions in and near the boundary layer are often unsteady (changing in time) 
and may become randomly turbulent. The boundary layer is very important in 
determining both the drag and lift of an object. The kinetic-theory explanation 
of viscosity can be simplified by examining it in qualitative terms. Viscosity is 
caused by the transfer of momentum between two planes sliding parallel to one 
another but at different rates, and this momentum is transferred by molecules 
moving between the planes (Matthews et al., 1997).  
2.5 Stress-strain relationship  
    Stress (∑) is defined as a force per unit and the law of motion for an element 
of mass of the fluid. In a fluid at rest, only normal stresses are exerted, the 
normal stress is independent of the direction of the normal to the surface 
element across which it acts, and the stress tensor has the form:  
σ ij = -P ijδ   
    where the parameter P is the static-fluid a pressure and may be a function of 
position in the fluid and ijδ  is the kronecker delta. There is no reason to expect 
these results to be valid for a fluid in motion, and it is clear from observation 
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that they are not; the tangential stresses are then non-zero, in general, and the 
normal component of the stress acting across a surface element  
depends on the direction of the normal to the element (Batchelor, 1967).    
According to the tensor theory 1/3 σii is an invariant under rotation of the axes 
of reference, and a physical interpretation of 1/3 σii which doesn’t involve any 
particular axes can also be given. The average value of the normal component 
of the stress on a surface element at position x over the directions of the normal 
n to the element is:  
Π
4
1  σij ∫ ni nj dΩ (n), = 3
1 σij δij = 3
1 σii  
    Where dΩ (n) is an element of solid angle about n; an equivalent 
interpretation is that 1/3 σii is the average value of the normal component of 
stress over the surface of a small sphere centered on x. Thus the quantity -1/3 
σii,, which reduces to the static-fluid pressure when the fluid at rest, has a 
mechanical significance which makes it an appropriate generalization of the 
elementary notion of pressure for a situation in which the normal component of 
stress is not independent is not independent of direction of the normal to the 
surface element; we therefore define the pressure at a point in a moving fluid to 
be the mean normal stress with sign reverse, and denoted it by: 
iip σ3
1−=   
    The stress tensor is regarded as the sum of an isotropic part, having the same 
form as the stress tensor in a fluid at rest (although the value of p for a moving 
fluid is not necessarily the same as in the same fluid at rest), and a remaining 
non-isotropic part, dij say, contributing the tangential stresses and also diagonal 
elements whose sum is zero:  
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σ ij = -р ijδ +dij  
    The non-isotropic part dij may be termed the deviatoric stress tensor, and has 
the distinctive property of being due entirely to the existence of the motion of 
the fluid.  
    Strain is the geometrical expression of deformation caused by the action of 
stress on a physical body. Strain is calculated by first assuming a change 
between two body states: the beginning state and the final state. The (relative) 
strain, ε, is given by : 
 
Where  
 is strain in measured direction.  
 is the original length of the material.  
lδ  is the change in length or deformation.  
    The three diagonal components of ijδ  are normal stresses in the sense that 
each of them gives the normal component of surface acting across a plane 
surface element parallel to one of the co-ordinate planes. The six diagonal 
components of ijδ  are tangential stresses, sometimes called shearing stresses, 
since in both fluids and solids they are set up by a shearing motion or 
displacement in which parallel layers of matter slide relatives to each other 
(Batchelor, 1974). 
2.6 The relation between deviatoric stress and rate-of-strain for a Newtonian 
fluid  
        The part of the flux of momentum across a material surface element which 
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results from frictional interaction of the matter in relative motion on the two 
sides of the element and which is represented by the deviatoric stress is assumed 
to depend only on the instantaneous distribution of fluid velocity in the 
neighborhood of the element, or more precisely, on the departure from 
uniformity of that distribution. The local velocity gradient, of which a typical 
component is 
jx
iu
∂
∂
, is thus the parameter of the flow field with most relevance 
to the deviatoric stress and since 
jx
iu
∂
∂
 is normally uniform over distances large 
compared with distances characteristic of the mechanism of molecular transport 
of momentum we assume it is the only relevant parameter. Furthermore, dij is 
zero in a stationary fluid and so vanishes with 
jx
iu
∂
∂
.  
lx
ku
ijklAij
d ∂
∂
=  
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
∂
∂−∂
∂=
∂
∂+∂
∂=
−=
kx
lu
lx
ku
mklm
kx
lu
lx
ku
kle
where
mklmijklAkleijklAijd
ω
ω
ε
ε
2
1
2
1
 
    In this equation, dij is approximately a linear function of the various 
components of the velocity gradient for sufficiently small magnitudes of those 
components. The fourth order tensor coefficient Aijkl depends on the local state 
of the fluid, but not directly on the velocity distribution, and is necessarily 
  
18
symmetrical in the indices i and j like dij.  
    The tensor coefficient Aijkl takes a simple form when the molecular structure 
of the fluid is statistically isotropic, that is, when the deviatoric stress generated 
in an element of the fluid by a given velocity gradient is independent of the 
orientation of the element. All gases have isotropic structure, and so do simple 
liquids, although suspensions and solution containing very long chain-like 
molecules may exhibit some directional preferences owing to alignment of these 
molecules in a manner which depends o the past history of the motion 
(Batchelor, 1974).  
     It is shown that the basic isotropic tensor is the Kronecker delta tensor, and 
that all isotropic tensor of even order can be written as the sum of products of 
delta tensor. Thus    
klijjkiljlikijklA δδµδδµδµδ ′′+′+= , 
Where µ , µ′ , and µ ′′ are scalar coefficients, and since Aijkl is symmetrical in I 
and j we require µ′  = µ .  
     It will be observed that Aijkl is now symmetrical in the indices k and l also, 
and that as consequence  
dij = 2µeij + µ ′′ ∆δij; 
 where ∆ denotes the rate of expansion; for may fluids the viscosity (µ) depends 
significantly on the temperature . 
    By definition dij makes zero contribution to the mean normal stress, where  
dij = (2µ+3µ ′′ )∆ = 0  
For all values of∆, implying that  
2µ+3µ ′′  = 0  
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    On choosing µ as the one independent scalar constant, we obtain for the 
deviatoric stress tensor the expression: 
dij = 2 µ (eij- 3
1   ∆ ij); 
 the quantity within brackets is simply the non-isotropic part of the rate of strain 
tensor. This expression for dij was obtained by Saint-Venant (1843) and Stokes 
(1845) in essentially  the above way, after having been derived by Navier 
(1822) and Poisson (1829) from specific assumptions concerning the molecular 
mechanism of internal friction. Fluids for which the linear relation between the 
non-isotropic parts of the stress and rate-of-strain tensor does hold accurately 
are usually said to be Newtonian (in recognition of the fact that the simple 
relation for a simple shearing motion was proposed by Newton (Batchelor, 
1974).  
    The Navier-Stokes equations consist of a time-dependent continuity equation 
for conservation of mass, three time-dependent conservation of momentum 
equations and a time-dependent conservation of energy equation.  
    There are four independent variables in the problem, the x, y, and z spatial 
coordinates of some domain, and the time t. There are six dependent variables; 
the pressure p, density ρ , and temperature T (which is contained 
in the energy equation through the total energy Et) and three components of the 
velocity vector; the u component is in the x direction, the v component is in the 
y direction, and the w component is in the z direction, All of the dependent 
variables are functions of all four independent variables. The differential 
equations are therefore partial differential equations  
The set of equations are:  
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Energy:    
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    Where: Re is the Reynolds number which is a similarity parameter that is the 
ratio of the scaling of the inertia of the flow to the viscous forces in the flow. 
The q variables are the heat flux components and Pr is the Prandtl number. 
Maxwell stress tensor is the stress tensor of an electromagnetic field. In cgs 
units, it is given by:  
⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +−+= αββαβααβ δπσ 222
1
4
1 HEHHEE ,  
     Where E is the electric field, H is the magnetic field and δ is Chronicler's 
delta.  
     The hierarchy of moment equations derived from the nonlinear Boltzmann 
equation is solved for a gas of Maxwell molecules undergoing a stationary 
Poiseuille flow induced by an external force in a pipe. The solution is obtained 
as a perturbation expansion in powers of the force (through third order). A 
critical comparison is done between the Navier–Stokes theory and the 
predictions obtained from the Boltzmann equation for the profiles of the 
hydrodynamic quantities and their fluxes (Sabbanea et al., 2002). The Navier–
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Stokes description fails to first order and, especially, to second order in the 
force. Thus, the hydrostatic pressure is not uniform, the temperature profile 
exhibits a non-monotonic behavior, a longitudinal component of the flux exists 
in the absence of longitudinal thermal gradient, and normal stress differences 
are present. On the other hand, comparison with the Bhatnagar–Gross–Krook 
model kinetic equation shows that the latter is able to capture the correct 
functional dependence of the fields, although the numerical values of the 
coefficients are in general between 0.38 and 1.38 times the Boltzmann values. A 
short comparison with the results corresponding to the planar Poiseuille flow is 
also carried out. The Poiseuille flow, first studied by Hagenan d Poiseuille 
towards the half of the 19th century, is still one of the classical examples in 
fluid dynamics . It describes the steady flow in a slab or in a pipe under the 
action of a longitudinal pressure gradient, what produces a longitudinal 
macroscopic velocity with a typical parabolic profile in the transverse 
directions. Essentially the same effect is generated when the longitudinal 
pressure difference is replaced by a uniform external force mg (e.g. gravity) 
directed longitudinally.  
     The first study of the Poiseuille flow driven by an external force we are 
aware of was carried out by Kadano et al. (1987), who simulated the flow with 
the FHP lattice gas automaton  to confirm the validity of a hydrodynamic 
description for lattice gas automata. In the context of a dilute gas, Esposito et al. 
(1994) studied the Boltzmann equation and found that if the force is sufficiently 
weak there is a solution which converges, in the hydrodynamic limit, to the 
local equilibrium distribution with parameters given by the stationary solution 
of the Navier–Stokes (NS) equations. A generalized Navier–Stokes theory was 
seen to give a reasonable account of a fluid composed of molecules with spin 
when compared with molecular dynamics simulations   .  
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     The first kinetic theory analysis of the Poiseuille flow clearly exhibiting non-
Newtonian behavior was carried out by Alaoui and Santos (1992), who found 
an exact solution of the Bhatnagar–Gross–Krook (BGK) model kinetic equation 
for a particular value of g. The general solution of the BGK model under the 
form of an expansion in powers of g through fifth order   . The most interesting 
outcome of the solution,  , was the presence of a positive quadratic term in the 
temperature profile to second order in g, in addition to the negative quadratic 
term predicted by the NS description. As a consequence of this new term, the 
temperature profile exhibits a bimodal shape, namely a local minimum at the 
middle of the channel surrounded by two symmetric maxima at a distance of a 
few mean free paths. In contrast,  
the continuum hydrodynamic equations predict a temperature profile with a 
(flat) maximum at the middle. The Fourier law is dramatically violated since in 
the slab enclosed by the two maxima the transverse component of the heat flux 
is parallel (rather than anti-parallel) to the thermal gradient. This phenomenon is 
not an artifact of the BGK model since the same results, except for the 
numerical values of the coefficients, were derived from an exact solution of the 
Boltzmann equation for Maxwell molecules through second order, as well as 
from approximate solutions of the Boltzmann equation for hard spheres by 
Grad’s moment method. It is interesting to note that this correction to the NS 
temperature profile is not captured by the next hydrodynamic description, 
namely the Burnett equations. Therefore, in order to describe a non-monotonic 
temperature field (which is an O(g2)-order effect) from a hydrodynamic 
description one needs to go at least to the super-Burnett equations . 
     It is worth mentioning that when the Poiseuille flow is driven by a 
longitudinal pressure gradient rather than by an external force, the NS 
description is in much better agreement with Monte Carlo simulations of the 
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Boltzmann equation (Zheng et al. 2002). Practically all the studies about the 
Poiseuille flow driven by an external force have considered the planar 
geometry, i.e., the fluid is assumed to be enclosed between two parallel, infinite 
plates orthogonal to the y-direction, the force acting along the z-direction. In the 
stationary laminar flow the physical quantities have a unidirectional dependence 
on the y coordinate only. While the planar geometry is the simplest one to study 
the Poiseuille flow, it is much more realistic to consider that the fluid is 
enclosed in a cylindrical pipe, the  
external force being directed along the symmetry axis z. In that case, the 
quantities depend on the distance 22 yxr +=  from the axis and the fluxes have 
in general both radial and tangential components. Two of us have recently 
solved the BGK model for the cylindrical Poiseuille flow through fourth order 
in g (Cordero and Risso, 2001).  
     Comparison with the BGK solution for the planar geometry shows that the 
differences between the kinetic theory results and the NS predictions are in 
general more pronounced in the planar case than in the cylindrical case. As is 
well known, in the BGK model kinetic equation the complicated nonlinear 
structure of the Boltzmann collision operator is replaced by a single relaxation-
time term to the local equilibrium distribution (Cercignani, 1988). This is 
usually sufficient to account for many of the non-equilibrium properties of the 
underlying Boltzmann equation. 
     However, the existence of only one effective collision frequency does not 
allow the BGK model to describe quantitatively those states where momentum 
and heat fluxes coexist and are inextricably intertwined, as happens in the 
Poiseuille flow. This limitation of the BGK model is responsible for an in 
correct value Pr =1 of the Prandtl number   in contrast to the Boltzmann value . 
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In the planar Poiseuille flow, it is possible to assess the validity of the BGK 
solution by comparing it with the results derived from the Boltzmann equation 
for Maxwell molecules and hard spheres .  
     Sabbanea et al. (2003) confirm the correctness of the functional dependence 
of the hydrodynamic and flux profiles obtained from the BGK  
model. On the other hand, the numerical values of the coefficients are in general 
different in both kinetic theories, as expected.  
     The Navier–Stokes (NS) theory remains unable to envisage the correct 
hydrodynamic profiles, even at a qualitative level, for distances smaller than or 
of the order of the mean free path. The most important limitation of the NS 
description is that it predicts a monotonically decreasing temperature as one 
move apart from the cylinder axis. In contrast, our solution to the Boltzmann 
equation shows that the temperature has a local minimum (T =T0) at the axis (r 
=0) and reaches a maximum value  
T = T max at a distance from the center r = r max of the order of the mean free 
path. In addition, a longitudinal component of the heat flux exists (qz _= 0) in 
the absence of gradients along the longitudinal direction and normal stress 
differences (Prr ,Pyy,Pzz) are present (Sabbanea et al., 2003). 
      Not with standing this, the profiles predicted by the BGK model require 
some corrections from a quantitative point of view, as expected. In particular, 
the BGK model underestimates the maximum value Tmax of the temperature, 
as well as its location rmax. From that point of view, one might say that the 
BGK model deviates from the NS predictions less than the Boltzmann equation, 
at least for Maxwell molecules (Sabbanea et al., 2003).  
Stability of a compressed fluid conveying pipe is analyzed. It is assumed that 
the pipe is fixed at one end and free at the other. At the free end the pipe is 
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loaded with a concentrated force of constant intensity and fixed direction. The 
constitutive equations for the pipe are taken in a form that allows pipe axis 
extensibility and takes into account the influence of shear stresses. It is  
 
shown that the pipe could lose stability either by divergence or by flutter. Both 
flutter and divergence stability boundaries are determined for several values of 
parameters. Consider a pipe fixed at one end and free at the other end 
(cantilever pipe). Suppose that pipe axis in the undeformed state is straight and 
that at the free end the pipe is loaded with a concentrated force of fixed intensity 
having the action line that remains parallel to the pipe axis in the initial 
(undeformed) state. We assume that the pipe is conveying fluid with a constant 
velocity that is uniform throughout the cross-section (plug flow assumption) 
(Guran and Atanackovic, 1998).  
     For the case where the pipe is described as an elastic rod with Bernoulli-
Euler constitutive equations and for the case when the compressive force is 
absent, the problem of determining the stability boundary, i.e. the fluid velocity 
for which the pipe loses stability, has been treated by #Bolotin (1963) and by 
Gregory and Paidoussis (1966), for example. It was concluded that the pipe 
loses stability through flutter, i.e. it oscillates with increasing amplitude . First, 
initially curved pipes are analyzed (this results in the spatial motion of the pipe 
when the fluid flows through it) and the second generalization is dealt with in 
the Timoshenko beam model for the pipe material. Another important aspect of 
the fluid conveying pipe problem is the influence of the shear stresses at the 
pipe-fluid interface on  
the motion of the pipe. In their classic paper, Gregory and Paidoussis have 
shown that, within the approximation used, the dynamical problem is 
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independent of the pipe-fluid friction . In the case of initially spatially deformed 
pipes it is shown that dynamics of the pipe is “not always axial-friction 
independent” . Finally we mention the work of Yoshizawa, Ito, Suzuki and 
Yabuno (1995) where nonlinear dynamics of elastically constrained pipe is 
studied. Our intention in this work is to analyze the fluid-conveying pipe 
problem that, as far as classical analysis is concerned, differs in three aspects. 
First, we shall follow the work of Guran and Plaut (1994) and assume that an 
axial force is acting on the free end of the pipe.  
     The second generalization consists of using Haringx’s type of constitutive 
equations to describe the pipe, allowing both extensibility of the pipe axis and 
taking into account the influence of shear stresses on the pipe deformation. It is 
known   that Haringx type of constitutive equations is suitable for describing 
behavior of short rods (small slenderness ratio). Thus our model is intended for 
short pipes. Also the compressibility of the pipe axis is of central importance in 
the case when the pipe (rod) is loaded by concentrated force at the free end. 
Finally, we shall consider the rotary inertia of the pipe element in writing the 
equations of motion. In this respect our analysis is basically the generalization 
of the model used by Guran and Plaut (1994) with the exception that simplified 
boundary conditions are used, i.e., we shall not, for simplicity reasons, use the 
boundary conditions that correspond to flexible support. For the fluid conveying 
pipe with flexible support whose stiffness is velocity or load  
dependent, see recent work by Guran and Plaut (1994)  . The classical case  will 
follow, from our analysis, as the special case.  
     There are three unique experimental methods used to determine the pressure-
volume temperature behavior of gases. One method requires the measurement 
of the temperature, pressure, volume, and mass of the gas; the mass is held 
constant and the volume may or may not be varied. A second method requires 
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the measurement of only temperature and pressure; both the mass and volume 
are allowed to vary. The third method requires the measurement of only the 
temperature and a differential pressure; in this case a comparison is made 
between an unknown gas and a carefully stated reference gas. The second 
method, due to Burnett, will be used in this experiment. The experimental 
aspects of Burnett's method consist of alternately expanding a gas isothermally 
from a chamber of volume V1, initially at high pressure, into a chamber of 
volume V2 and evacuating the second chamber. Initially, the first chamber is 
filled with an inert gas and the second chamber is evacuated. The pressure 
inside the first chamber is recorded. Gas is allowed to isothermally expand from 
the first chamber into the second. This is allowed to proceed until equilibrium is 
established, i.e. net gas flow from the first chamber into the second will 
naturally stop. The pressure inside the chambers is then recorded and the second 
chamber is evacuated. This process is repeated until pressures too low for 
accurate measurement are reached.  
     National Institute of Standards and Technology (NIST) in USA has refined 
techniques to produce reference values for the viscosity and thermal  
conductivity of argon with a standard uncertainty of only 0.08%. The viscosity 
of hydrogen, methane, and xenon will be obtained with similarly small 
uncertainties. The low uncertainty of these results also advances the 
fundamental models of intermolecular Potentials (Hurly et al., 2006). The 
manufacturers of semiconductor devices and producers and consumers of 
natural gas rely upon accurate measurements of gas flow rates for equitable 
transfer in markets. The range of requirements differ by factors as large as 109. 
Improved gas flow rate measurements increase confidence in market 
transactions and are enabled by gas property data of improved accuracy. NIST’s 
quantum mechanical calculations of the viscosity of helium (Hurly and 
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Moldover, 2000) were combined with measurements made with two, newly 
developed viscometers. One viscometer (Hurly et al., 2006) used a coil of quartz 
capillary tubing of high uniform diameter.  
     The second viscometer (May et al., 2006) used two capillaries in a series 
configuration, one maintained at 25 °C, and the other at temperatures ranging 
from 200 K to 400 K. Important features of the two-capillary viscometer 
include (1) electroformed nickel tubing with an extremely smooth internal 
surface, (2) voltage controlled piezoelectric leak valves, (3) pressure transducers 
maintained in thermostatically controlled enclosures, and (4) in situ calibration 
with helium at each temperature and time of use. The two-capillary viscometer 
determined the ratio of the each gas’s viscosity to that of helium, which is 
known with an. uncertainty smaller than 0.1 %. For the noble gases argon and 
xenon, the measured viscosities were combined with calculations of the Prandtl 
number to yield the thermal conductivities with uncertainties of 0.08 %. Both 
viscometers used a  
hydrodynamic model for capillary flow, also developed recently at NIST. By 
incorporating the six most important corrections to the Hagen- Poiseuille 
equation for capillary gas flow, the model added negligible uncertainty to the 
final result. The consistency of the measurements, and their agreement with the 
most accurate calculations of the viscosities of helium and argon, verified the 
accuracy of both viscometers. This improved measurement method has resulted 
in improvement in the accuracy of argon’s thermal conductivity that is 30 times 
better than prior knowledge of this quantity .  
     Oil-gas pipe flows are expected to exhibit significantly different behavior at 
high oil viscosities. Effects of high viscosity oil on flow pattern, pressure 
gradient and liquid holdup are experimentally observed and differences in flow 
behavior of high and low viscosity oils are identified. The experiments are 
  
30
performed on a flow loop with a test section of 50.8-mm ID and 18.9-m long 
horizontal pipe. Superficial liquid and gas velocities vary from 0.01 to 1.75 m/s 
and from 0.1 to 20 m/s, respectively. Oil viscosities from 0.181 to 0.587 Pa·s are 
investigated. The experimental results are used to evaluate the performances of 
existing models for flow pattern and hydrodynamics predictions. Comparisons 
of the data with the existing models show significant discrepancies at high oil 
viscosities. Possible reasons for these discrepancies are carefully examined. 
Some modifications are identified and implemented to the closure relationships 
employed in the  Gokcal et al  (2006) model. After these modifications, the 
model predictions provide better agreement with experimental results for flow 
pattern transition, pressure gradient and liquid holdup.  
Gas-liquid two-phase flow in pipes is a common occurrence including the 
petroleum, chemical, nuclear and geothermal industries. In the petroleum 
industry, it is encountered in the production and transportation of oil and gas. 
Accurate prediction of the flow pattern, pressure drop and liquid holdup is 
imperative for the design of production and transport systems. High viscosity 
oils are discovered and produced all around the world. High viscosity or “heavy 
oil” has become one of the most important future hydrocarbon resources with 
ever increasing world energy demand and depletion of conventional oils.  
     Almost all flow models have viscosity as an intrinsic variable. Two-phase 
flows are expected to exhibit significantly different behavior for higher 
viscosity oils. Many flow behaviors will be affected by the liquid viscosity, 
including droplet formation, surface waves, bubble entrainment, slug mixing 
zones, and even three-phase stratified flow. Furthermore, the impact of low 
Reynolds number oil flows in combination with high Reynolds number gas and 
water flows may yield new flow patterns and concomitant pressure drop 
behaviors. The literature is awash with two-phase studies addressing mainly the 
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flow behavior for low viscosity liquids and gases. However, very few studies in 
the literature have addressed high viscosity multiphase flow behavior. In this 
literature review, the state-of-the-art of two-phase flow is first summarized. 
Then, the studies addressing the effects of liquid viscosity on two-phase oil-gas 
flow behavior are reviewed.  
     Gato and Henriques (2005) examined the numerical modelling of the 
dynamic behaviour of high-pressure natural-gas flow in pipelines. The 
numerical simulation was performed by solving the conservation equations,  
for one-dimensional compressible flow, using the Runge–Kutta discontinuous 
Galerkin method, with third-order approximation in space and time. The 
boundary conditions were imposed using a new weak formulation based on the 
characteristic variables. The occurrence of pressure oscillations in natural gas 
pipelines was studied as a result of the compression wave originated by the 
rapid closure of downstream shut-off valves. The effect of the partial reflection 
of pressure waves was also analyzed in the transition between pipes of different 
cross-sectional areas.  
     In the analysis of unsteady flow in gas pipelines we observe the occurrence 
of rapid and slow disturbances. In general, slow disturbances are originated by 
pressure and mass-flow fluctuations as a result of the cyclic variation in the gas 
demand along the day. These disturbances are associated with the compression 
and expansion of the gas in the pipeline and they are usually studied with 
simplified computational models, which neglect the variation of the fluid kinetic 
energy (ignoring the convection term in the momentum equation) . Rapid 
disturbances are associated with wave effects caused by events such as the sharp 
closure of a shut-off valve, the system startup or the pipeline rupture.  
      Numerical simulation of fast transients have been performed by using the 
  
32
method of characteristics , the finite difference  and the finite volume methods   
and, more recently, the total variation diminishing (TVD) finite volume method 
. The accuracy of the above methods was restricted to second-order. High-order 
methods can provide a way to significantly improve the accuracy of the 
numerical solution of rapid  
transient flow in gas pipelines due to their ability to capture strong gradients of 
the exact solution without producing spurious oscillations. Comprehensive 
reviews of high-order accurate methods for the numerical solution of 
compressible fluid flow are presented in  Abgrall et al. (1999).    The Runge–
Kutta discontinuous Galerkin (RKDG) method has an important advantage over 
other high-order methods: the discontinuous Galerkin space-discretization 
permits simple generalization of the degree of approximation to nth-order, since 
no special treatment of the boundary conditions is required to achieve uniform 
high-order accuracy (Cockburn, 1999).  
     The dynamic behaviour of high-pressure natural-gas flow in pipelines was 
computed with third-order accuracy in space and time, by solving the one-
dimensional time-dependent compressible-flow equations with the Runge–Kutta 
discontinuous Galerkin method. The boundary conditions were imposed using a 
new weak formulation based on the characteristic variables. This formulation 
allowed the prediction of accurate results for both steady and transient flow 
conditions. The extension of the boundary conditions to two- and three-
dimensional flows is straightforward by considering the eigenvectors associated 
with the perturbations propagated in the direction normal to the boundary. The 
occurrence of pressure oscillations in natural-gas pipelines was studied as a 
result of the compression wave originated by the rapid closure of downstream 
shut-off valves. The effect of the partial reflection of pressure waves was also 
analyzed in the transition between pipes of different cross-sectional areas. The 
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numerical results show that the value of maximum pressure in the pipeline is 
mainly dependent on the dynamic characteristics of the pressure regulator and 
the shut-off valves, the  
pipeline volume, and on the change in the duct cross-sectional area.  
     The transient flow of gas in pipes can be adequately described by a one-
dimensional approach. Basic equations describing the transient flow of gas in 
pipes are derived from an equation of motion (or momentum), an equation of 
continuity, equation of energy and state equation. In much of the literature, 
either an isothermal or an adiabatic approach is adopted. For the case of slow 
transients caused by fluctuations in demand, it is assumed that the gas in the 
pipe has sufficient time to reach thermal equilibrium with its constant-
temperature surroundings. Similarly, when rapid transients were under 
consideration, it was assumed that the pressure changes occurred 
instantaneously, allowing no time for heat transfer to take place between the gas 
in the pipe and the surroundings. For many dynamic gas applications, this 
assumption of a process having a constant temperature or is adiabatic is not 
valid. In this case, the temperature of the gas is a function of distance and is 
calculated using a mathematical model, which includes the energy equation 
(Osiadacz and Chaczykowski, 2001).  
     It is a well-established fact that flow in gas pipelines is unsteady. Conditions 
are always changing with time, no matter how small some of the changes may 
be. When modeling systems, however, it is sometimes convenient to make the 
simplifying assumption that flow is steady. Under many conditions, this 
assumption produces adequate engineering results. On the other hand, there are 
many situations where an assumption of steady flow and its attendant 
ramifications produce unacceptable results. Dynamic models are just a 
particular class of a differential equation model in which time derivatives are 
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present. During transport of gas in pipelines, the gas  
stream loses a part of its initial energy due to frictional resistance which results 
in a loss of pressure. This is compensated for by compressors installed in 
compressor stations. Compression of the gas has the undesired side effect of 
heating the gas. The gas may have to be cooled to prevent damage to the main 
transmission pipeline. If the cooler is installed, heat from the gas is passed to the 
air in a force draught heat exchanger in which one or more fans operate, 
depending on the number of compressors in service. Cooling of the gas is 
desirable because it improves the efficiency of the overall compression process. 
As always, it is a matter of balancing capital and maintenance costs against 
operating costs.  
     It is clear that cooling of the gas improves the efficiency of the overall 
compression process. There exists a significant difference in the pressure profile 
along the pipeline between isothermal and non-isothermal process. This 
difference increases when the quantity of gas increases. This shows that, in the 
case when gas temperature does not stabilize, the use of an isothermal model 
leads to significant errors. The problem of choosing the correct model is a 
function of network structure and network complexity.  
     A double-pipe helical heat exchanger was numerically studied to determine 
the effects of thermally dependent viscosity and non-Newtonian flows on heat 
transfer and pressure drop for laminar flow. Thermally dependent viscosities 
were found to have very little effect on the Nusselt number correlations for 
Newtonian fluids; however significant effects on the pressure drop in the heat 
exchanger were predicted. Changing the flow rate in the annulus can 
significantly affect the pressure drop in the inner tube, since the average 
viscosity of the fluid in the inner tube would change due to  
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the change in the average temperature. The effects of non-Newtonian power law 
fluids on the heat transfer and the pressure drop were determined for laminar 
flow in the inner tube and in the annulus. The Nusselt number was correlated 
with the Pe´clet number for heat transfer in the inner tube. For the annulus, the 
Nusselt number was found to correlate best with the Pe´clet number and the 
curvature ratio. Pressure drop data were compared by using ratios of the 
pressure drop of the non-Newtonian fluid to a Newtonian fluid at identical mass 
flow rates and consistency indices (Timothy et al., 2007).  
     Heat treatment of biological fluids can be difficult to model as material 
properties are often complex in nature. Product temperature changes can affect 
fluid properties such as density and viscosity.. In many cases, the viscosity 
decreases significantly while these products are being heated. This makes the 
prediction of pressure drops in a heat exchanger during the heat up phase more 
difficult. For design purposes, it is necessary to understand how the thermal and 
hydrodynamic characteristics of fluids with complex hydrodynamic properties 
effect heat transfer and pressure drop in heat exchangers.. The stress tensor for 
an incompressible Newtonian fluid is expressed as Bird and Stewart (1960)  
CS µ=                                                                            (1) 
      Non-Newtonian fluids do not have a linear relationship between the stress 
tensor, s, and the rate-of-strain tensor, c. For non-Newtonian fluids, the 
viscosity, µ , is replaced by the apparent viscosity, g, in Eq. (1)  and is often 
express the viscosity as a function of the magnitude of the rate-of strain tensor, 
c. A common formulation is with a power law expression:  
1−= nkcg                                                                              (2) 
     Where K is the consistency index and n is the flow behaviour index. Values 
of n < 1 are pseudo-plastic and those with n > 1 are dilatant substances. Many 
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food products are pseudo-plastic, for example, some reported flow behaviour 
indices in the literature are 0.645, 0.458, 0.68, and 0.475, for applesauce, banana 
puree, orange juice, and tomato paste, respectively (Wilhelm et al., 2004). Many 
studies involving non-Newtonian viscous power law fluids define a generalized 
Reynolds number, Re*, that takes into account the consistency index and flow 
behaviour Index: For a circular geometry, the values of a and b are 0.25 and 
0.75, respectively .  
     Very few studies focus on thermally dependent viscosities and non-
Newtonian fluids in double-pipe helical heat exchangers. However, some 
studies have been performed with non-Newtonian fluids in helical coils. Helical 
coils offer several advantages as heat exchangers over straight tubes including 
compactness and enhanced heat transfer coefficients due to secondary flows 
induced by curvature (Prabhanjan et al., 2002). showed that the angular distance 
required for fluid particles to cross from the inner wall to the outer wall was 
dependent on the properties of the non-Newtonian fluid, and could be longer or 
shorter in comparison with a Newtonian fluid. Visco-elastic liquids were 
numerically studied by Thomas and Walters (1963) for the flow through a 
helical coil. The general motion of the fluid was similar to Newtonian fluids; 
however, increasing the elasticity of the fluid resulted in a decrease in the 
curvature of the streamlines. Rajasekaran et al. (1966) studied the secondary 
flow of non-Newtonian  
fluids in helical coils by measuring the diametrical pressure drop at different 
locations along the coil.  
     To achieve improved performance double-pipe helical heat exchangers, it is 
important to determine the effects of thermal dependent viscosities and non-
Newtonian fluids on the heat transfer characteristics and pressure drop relations 
in the entrance region (heating phase/cooling phase) of the heat exchanger. Due 
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to the significant changes in the fluid properties in this region, the objectives of 
this study are to determine what effect these properties have on the pressure 
drop and the heat transfer in the heating phase of a double-tube helical heat 
exchanger.  
2.7 Non-Newtonian flow  
     The results for the inner Nusselt number uN  of the non- Newtonian flow was 
correlated with the Pe´clet number eP  based on the following expression:  
21 )ln( cPecNu += •  
The results for the constants, c1 and c2, for each of the 
 
Values n are presented in (Figs. 2.2 and 2.3) along with the plots 
of the inner Nusselt number versus the Pe´clet number for 
the small tube and large tube, respectively. 
 
     Fig. 2.2. Inner Nusselt number versus inner Pe´clet number (function of 
                   geometryand flow behaviour index) for non-Newtonian fluids for 
the  
                   small tube.                                                                                                  
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Fig. 2.3. Inner Nusselt number versus inner Pe´clet number (function of 
        geometry and flow behaviour index) for non-Newtonian fluids for the 
        large tube. 
      The Pe´clet number used in these calculations is a function of the geometry 
of the coil. Usually, the Pe´clet number is the product of the Reynolds number 
and the Prandtl number, resulting in a quantity that is independent of the 
viscosity, and one correlation should be adequate for all values of the flow 
behaviour index. However, using the Prandtl number and the Reynolds number, 
the Pe´clet number becomes a function of the geometrical correction factor and 
the flow behaviour index. The values for c1 remain fairly constant over the 
whole range of n values in the smaller tube. Increasing the value of n tends to 
increase the value of c2. For the larger tube, the fluid behavior index effects both 
the c1 and c2 values. Though Hsu and Patankar (1982) defined the Prandtl 
number, they also stated that the appropriate characteristic viscosity for tube 
flow is the flow consistency index multiplied by the geometrical correction 
factor. Thus, if this characteristic viscosity were to be used in the both the 
Prandtl and Reynolds number expressions it should cancel out. The calculation 
of the Pe´clet number, Pe, would then result in the following form, which is the 
general form for flow of a non-Newtonian fluid:  
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Pe= (Re)( Pr)   
      Fluid flow and heat transfer in a double-pipe helical heat exchanger were 
solved numerically for two cases of interest; thermally dependent viscosity and 
non-Newtonian fluids. For the thermally dependent viscosity, there were little 
effects on the Nusselt number correlations. However, there can be a significant 
increase or decrease in the fluid viscosity as it heats or cools, and  
 
though it may not have a great effect on the heat transfer rates, it can affect the 
pressure drop. Changing the flow velocity in the annulus significantly affected 
the pressure drop in the entrance region of the inner tube.  
For non-Newtonian flows, the Nusselt number was correlated with the Pe´clet 
number as above. These correlations were performed with two different 
versions of the Pe´clet number, one that was a function of the flow behavior 
index and the other was not a function of this parameter. The data were better 
correlated with the latter Pe´clet number, which is also the general Pe´clet 
number used for non-Newtonian flows. Separate correlations were performed 
for the different tube sizes for the Nusselt number in the inner tube. However, 
the Nusselt number in the annulus was correlated to the Pe´clet number and the 
curvature ratio, with a single correlation for all the data. Pressure drop data were 
presented for the non-Newtonian flow for both the inner tube and the annulus. 
For the inner pipe, increasing the flow rate resulted in the ratio of the pressure 
drops to diverge from unity. This divergence was much stronger for the flow 
behavior index of 1.5. In the annulus the strain rate ranged from below unity to 
above unity.  
     The equations of motion for straight gas filled pipes are greatly simplified. 
For frequencies below a third of the ring frequency, the radial-axial waves in 
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cylinders area as is the circumferential motion were in extensional. This is 
fundamental assumption for the analysis. The derivation is also based on the 
assumption of long axial wavelengths, resulting in the axial inertia of the fluid 
and the axial flexural stiffness of the pipe was being negligible. The formulation 
is restricted, to the frequencies well below the cut-on of higher order fluid 
modes. For such frequencies, the compressibility  
of the fluid is neglected and the internal fluid loading, on the pipe, is 
approximated as an increase in the radial inertia. Upon this basis, the equation 
of motion, for each circumferential mode, is similar to those for a Timoshenkp 
beam on a Walker foundation .  
     The Darrieus Landau instability of propagating fronts, such as the flame 
front in combustion and ablation front in inertial confinement fusion, was 
analyzed with considering compressibility effect . The flame velocity is 
constant, relative to both the burned and unburned gas, cannot be applied to 
determine correctly the compressibility effect because it violates the 
conservation equations (Ranskine-Hugoniot relation). The author use the jump 
conditions from this relation, a dispersion relation for the growth rate in terms 
of the wave number, the Mach number, and the density ratios of the burned to 
unburned gas. The growth rate first increases and then decreases with the Mach 
number and that the Champan-Jouguet deflagration appears neutrally stable .  
        A version of the discrete-ordinates method is used by Siewert (2000) to 
solve, for the case of flow in a cylindrical tube, the classical Poiseuille and 
thermal-creep problems based on the Bhatnagar, Gross, and Krook model in the 
theory of rarefied-gas dynamics. In addition to the development of a discrete-
ordinates solution that is valid for a wide range of Knudsen number, the solution 
is evaluated numerically for selected cases to yield results, thought to be correct 
to many significant figures, for the slip velocities, the macroscopic velocity 
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profiles, and the flow rates (Siewert, 2000).  
        The general governing equations of motions (which include such effects as 
particulate phase stresses, magnetic force, and finite particle-phase volume 
fraction) are non-dimensionalized and solved in closed form in terms of Fourier 
cosine and Bessel functions and the energy equations for both phases are solved 
numerically since they are non-linear since they are non-linear and are difficult 
to solve analytically. The author performed a comprehensive parametric study 
to show the effects of the Hartmann magnetic number, the particle loading, the 
viscosity ratio, and the temperature inverse Stokes number on the solutions.  
      The effects of viscosity on flow regimes in bubble columns were 
investigated by Ruzicka et al. (2003). The critical point where the homogenous-
heterogeneous regime transition begins was determined by the  
drift-flux plot of the primary data. The homogenous regime stability was 
expressed by the critical values of the gas holdup and gas flow rate.   Moderate 
viscosity (3-22 mPa s) destabilizes regime and advance the transition. Low 
viscosity (1-3 mPa s) could destabilize the homogenous regime. The 
destabilizing effects of the column height proved previously for air-water 
applied also to viscous batches (Ruzicka et al., 2003).  
     Herrera-Velarde et al. (2001) present an experimental investigation of the 
temperature increase due to viscous dissipation in an oscillating pipe flow. The 
bulk temperature of the fluid at the exit of the oscillating section was found to 
increase with the oscillating frequency and amplitude. The temperature increase 
predicted using a linear visco-elastic model agrees well with the experiments for 
low oscillation speeds.  
     The effects of magma properties (viscosity and volatile content) and 
geological conditions (radius and length of conduit) on the dynamics of 
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explosive eruptions are analytical on the basis of a simplified model for one 
dimensional steady flow in a volcanic conduit (Koyaguchi, 2005). The conduit 
flow is characterized by bubbly flow before magma fragmentation and by gas-
pyroclast flow after magma fragmentation. The features of the flow are largely 
determined by the balance of viscous effects of the bubbly flow and expansion 
of the gas-pyroclast flow under a given boundary condition. Those effects are 
described by two non-dimensional numbers, alpha and beta. The parameter 
alpha represents the ratio of the effects of wall friction and gravity in the bubbly 
flow; the length of the bubbly flow region decreases s alpha increases. The 
parameter beta represents the ratio of pressures at the vent and at fragmentation 
level; the length of the gas- 
pyroclast flow region decreases as beta increases (Koyaguchi, 2005). Three 
regions of conduit flow are defined according to beta/alpha. When this ratio is 
smaller than a certain value determined by initial volatile content and length of 
conduit, the conduit flow is composed mainly of the gas-pyroclast flow region 
(Regime 1). On the other hand, when this ration is greater than 10, the conduit 
flow is composed mainly of the bubbly flow region (Regime 3). Regime 2 is the 
intermediate regime between 1 and 3. The flow variables such as level of 
fragmentation and magma discharge rate are sensitive to magma tic properties 
and geological conditions in Regime 2.  
     Melnik et al. (2005) developed a new generic model that considers 
occurrence between pressure buildup in the bubbles due to the viscous 
resistance to their growth and gas escape through the bubble network as they 
become interconnected. When the pressure difference between bubbles and 
magma reaches the strength of the material fragmentation occurs. The effect of 
grain size distribution on the flow in gas-particle dispersion is modeled by two 
populations of particles which strongly influence the velocity of sound in the 
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mixture. Solutions to the steady-state boundary value problem show non-
uniqueness. There are at least two regimes for the fixed parameters in the 
magma chamber. In the low discharge rate regime, fragmentation doesn’t occur 
and magma rises with partial gas escape. This regime corresponds to extrusive 
activity. The upper regime corresponds to explosive activity (Malnik et al., 
2005). The simulation using the parameters defined at the workshop produced 
the following results for a ryholitic magma composition: discharge rate 5.5x107 
kg/s; fragmentation at depth of 2585 m with magma vesicularity of 0.74; exit 
gas velocity varies from 200 to 450 m/d depending  
on the mass fraction of small particles in the fragmented mixture; exit pressure 
is in the range 1.5 to 3 MPa. Variation of conduit diameter d in the range of 40 
to 70 m gives a mass flow rate Q which depends on the diameter as 2.8 d, less 
strongly than for the case of viscous flow of Newtonian liquid in a cylindrical 
pipe where Q=4d. With the increase in conduit diameter, fragmentation happens 
later in the flow and conduit resistance remains high. Changes in magma 
temperature from 700 to 9500C lead to increase in discharge rate by a factor of 
4 whereas viscosity decreases by more than 8000 times (Melnick et al., 2005).  
     In another study, Leger and Askovic (2006) examined the effect of the 
viscosity on the hydrodynamic flow fields past the interface of a spherical 
deforming gas bubble impulsively started at a constant velocity in a viscous 
liquid of large extent at rest. Exact solutions for the unsteady inner and outer 
flow fields within the boundary layers are obtained making appropriate scaling 
on the position, velocity and time variables in the non-linear Navier-Stockes 
equations. These theoretical results apply to any slowly deforming sphere, 
whatever the time-dependence of its radius, provided the internal circulation is 
complete, the flow separation is negligible, the Reynolds numbers are large and 
the bubble retains its spherical shape.  
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       According to Barry et al. (2007) a non linear model for single-phase fluid 
flow in slightly compressible porous media is presented. In their model, the 
authors assume state equations for density, porosity, viscosity and permeability 
that are exponential functions of the fluid (either gas or liquid) pressure. The 
governing equation is transformed into a nonlinear diffusion equation. It is 
solved for a semi-infinite domain for either constant pressure  
or constant flux boundary conditions at the surface. The solutions obtained, 
although, approximate, and are extremely accurate as demonstrated by 
comparisons with numerical results.  
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CHAPTER THREE 
THE M 
     In this part of the thesis we will try to put more emphasis on the equations 
governing the gas flow in cylindrical tubes. These namely are the equation of 
continuity; the Navier-Stockes equations of motion and the energy equation. 
3.1 The Equation of Continuity 
     Now we apply the principle of mass conservation. Since there is no flow 
through the side walls of the duct, what mass comes in over A1 goes out of A2, 
(the flow is steady so that there is no mass accumulation). Over a short time 
interval Delta t,  
 
     This is a statement of the principle of mass conservation for a steady, one-
dimensional flow, with one inlet and one outlet. This equation is called the 
continuity equation for steady one-dimensional flow. 
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     In fluid dynamic continuity equation is an equation of conservation of mass 
in differentiation form. 
∫∫∫∫∫ =+∂∂ av dAudvt 0.ρρ  
By using divergence theorem we obtain 
∫∫∫∫∫∫ =∇+∂∂ 0).( dvudvtv ρρ  
then 
 
 
 
 
0).( =∇+∂
∂ u
t
ρρ  
0).).( =∇+∇+∂
∂ uu
t
ρρρ                                             (1) 
Where ρ  is a density,  t is time, and u is a fluid velocity. 
            All the examples of continuity equations below express the same idea.  
Continuity equations are the (stronger) local form of conservation laws.  
      For a steady flow 
t∂
∂  must be zero, where inflows are negative and outflows 
are positive. 
3.2 The Navier-Stokes Equations 
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     The Navier-Stokes (NS) equations, named after Claude-Louis Navier and 
George Gabriel Stokes, describe the motion of fluid substances such as liquids 
and gases. 
     These equations establish that changes in momentum in infinitesimal 
volumes of fluid are simply the sum of dissipative viscous forces (similar to 
friction),changes in pressure, gravity, and other forces acting inside the fluid: an 
application of Newton's second law. They may be used to model weather, ocean 
currents, gas flow in a pipe, flow around an airfoil (wing), and motion of stars 
inside a galaxy. 
     The NS equations are differential equations which, unlike algebraic 
equations, do not explicitly establish a relation among the variables of interest 
(e.g. velocity and pressure), rather they establish relations among the rates of 
change. 
           Contrary to what is normally seen in classical mechanics, the NS 
equations dictate not position but rather velocity. A solution of the NS equations 
is called a velocity field or flow field, which is a description of the velocity of 
the fluid at a given point in space and time. Once the velocity field is solved for, 
other quantities of interest (such as flow rate, drag force, or the path a "particle" 
of fluid will take) way be found. 
     The NS equation are nonlinear partial differential equations in almost any 
real situation ( an exception is creeping flow). The nonlinearity makes most 
problems difficult or impossible to solve and is part of the cause of turbulence. 
     The NS equations assume that the fluid being studied is a continuum. At 
very small scales or under extreme conditions, real fluids made out of discrete 
molecule will produce results different from the continuous fluids modeled by 
the NS equations. Time tested formulations exist for common fluid families, but 
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the application of the NS equations to less common families tends to result in 
very complicated formulations which are an area of current research. For this 
reason, the NS equations are usually written for Newtonian fluids. The 
derivation of the NS equations begins with the conservation of mass, 
momentum, and energy being energy being written for an arbitrary control 
volume. The most general form of the NS equations ends up being in the 
standard notation: 
ρ fTPuu
t
u +∇+−∇=⎟⎠
⎞⎜⎝
⎛ ∇+∂
∂ ..  
     This is a statement of the conservation of momentum in a fluid; it is an 
application of Newton's second law to a continuum. This equation is often 
written using the substantive derivative, making it more apparent that this is a 
statement of Newton's law: 
Dt
uDρ = fTP +∇+∇−  
     The right side of the equation is a summation of body forces. P∇  is a 
pressure gradient and arises from normal stresses that turn up in any flow. T∇  is 
representative of shear forces in the fluid; normally viscous effects f represents 
"other" forces, such as gravity.  
     The shear stress term T∇  contains too many unknowns: hence the general 
form above isn’t directly applicable to any problem. For this reason, 
assumptions on the specified shear stress behavior of a fluid are made (based on 
natural observations) and applied in order to specify this quantity in terms of 
familiar variables, such as velocity. 
     The NS equations are strictly a statement of the conservation of momentum. 
Regardless of the flow assumption, a statement of the conservation of mass is 
nearly always necessary. This is achieved through the continuity equation, given 
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is its most general form as: 
0).( =∇+∂
∂ u
t
ρρ  
     The cylindrical Poisecuille flow studies in this research refers to a 
monatomic dilute gas enclosed in a long pipe of radius R, Let us take the Z- axis 
as the symmetry axis of the cylinder. The gas particles are subjected to the 
action of a constant external force per unit mass g = g ' Z (e.g gravity) parallel to 
Z. After a certain transient stage, the system reaches a steady laminar flow. This 
non equilibrium state is characterized by gradients of the hydrodynamic 
variables along the directions x and y orthogonal to the cylinder axis. 
     By symmetry, the hydrodynamic fields are expected to depend on x and y 
through the distance 22 yxr +=  from the z-axis. In our analysis, we are 
interested in the bulk region of the flow. This means that the radius R of the 
cylinder is assumed to be large enough (as compared with the means free path) 
to allow for the existence of such a region.  
     The steady-state balance equations expressing the conservation of 
momentum and energy are: 
gP ρ=∇        (3.2.1) 
0. =∇⋅+∇ ρρ uu       (3.2.2) 
      Where ρ is the mass density, zuu = is the flow velocity, P is the pressure 
tensor and q is the heat flux vector. The geometry of the problem suggests the 
use of cylindrical coordinates ( zr ,,θ ) with 0=∂
∂
θ  Using Eqs. (3.2.1) and (3.2.2) 
yield. 
0=∂
∂
z
P        (3.2.3) 
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g
r
P
r
ρ=∂
∂1                 (3.2.4) 
0=∂
∂+∂
∂
zz u
u
z
z ρρ       (3.2.5) 
Eqs.(3.2.3)-(3.2.5) are exact, but they do not constitute a closed set. In the 
Navier-Stokes (NS) description, the momentum and heat fluxes are assumed to 
be linear functions of the hydrodynamic gradients. In the geometry of the 
Cylindrical Poiseuille flow the NS constitutive equations are written as: 
PPPP zzrr === φφ       (3.2.6) 
r
uP zrz ∂
∂−= µ       (3.2.7) 
r
TKqr ∂
∂−=        (3.2.8) 
0=qz        (3.2.9) 
     In Eq. (3.2.6) trPp
3
1=  is the hydrostatic pressure Eq.(3.2.7) is Newton's 
friction law, being the shear viscosity. In addition, Eq .(3.2.8) is Fourier's law, 
where – is the thermal conductivity and T is the temperature. The latter is 
related to the number density n=p/m (where m is the mass of a particle) and the 
pressure p by the (local) equilibrium equation of state. In particular, for a dilute 
gas, p=nkT, k being the Boltzmann constant. Eq. (3.2.6) implies the absence of 
normal stress differences in a sheared Newtonian fluid, while Eq. (3.2.9) means 
that the heat flux is parallel to the thermal gradient in a fluid obeying Fourier’s 
Law. 
     The Navier Stocks equations with the expression ( )
3
1(2 δµ ijijij ed ∆−= ) for 
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deviatoric stress tensor, the total stress dijijij P +−= δσ  becomes 
)
3
1(2 δδσ µ ijijijij eP ∆−+−=      (3.2.10) 
And is denoted above by T, 
where  
)(
2
1
x
u
x
ue
i
j
j
i
IJ ∂
∂+∂
∂=  and  eii=∆      (3.2.11) 
substitution in the equation of motion then gives 
)
3
1(2{ δµρρ ijij
ji
i
i exxF
Du P
Dt
∆−∂
∂+∂
∂−=    (3.2.12) 
     This usually called the Navier Stokes equation of motion. For many fluid, 
the viscosity µ  depend significantly on the temperature and when appreciable 
temperature differences exist in the flow it is necessary to regard µ  as a 
function of position. However it happens often that the differences in 
temperature are small enough for µ  to be taken as uniform over the fluid, in 
which case (3.2.12) becomes 
)(
3
1
2
2
z
u
rr
uP
Dt
Du
∂
∂
∂
∂+∂
∂+−∇= µµρ     (3.2.13) 
Where ).( uu
t
u
Dt
Du ∇+∂
∂=  
Dividing (3.2.13) by ρ , then 
r
z
u
v
r
uv
r
P
Dt
Du zz
∂
⎟⎠
⎞⎜⎝
⎛
∂
∂∂
+∂
∂+∂
∂−=
3
11
2
2
ρ                                           (3.2.14) 
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ρ
µ=v
where
 
v  is called the kinematical viscosity 
3.3 Flow of Gas through a circular pipe: 
     In the steady flow of gas through a pipe under a uniform pressure gradient 
velocity has the distribution 
u  = (0, 0, uz(r,z)) 
then the equation of continuity becomes 
0,0).().( =∂
∂=∇+∇
t
uu ρρρ                                                       (3.3.1) 
or 
)(022 uuu zzzz ρρ
ρ
∂
∂==∂
∂+∂
∂                                                    (3.3.2) 
dividing (3.3.2) parts by uzρ  we set 
011 =∂
∂+∂
∂
zz
p u
u
z
zρ
 
= 0lnln =∂
∂+∂
∂ uzzz ρ , 
by integrating we obtain 
)(ln)ln(lnln rhuu zz ==+ ρρ  
hence 
)(rhuz =ρ  ,         
for some function )(rh . 
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     The equation of motion in (r,φ , z) coordinates: 
r component:- 
).(
3
)(0 2 udp
r uz ∇∇++∂
∂−= ∇∫ µµρ  
or 
2
22
2
2
3
)1)()(0
zzrrr
udp
r
uuu zzzz
∂+∂+∂
∂+∂
∂+∂
∂−= ∂∂∫ µµρ   (3.3.3) 
(2) φ component:- 
0)(0 +∂
∂−= ∫ ρφ dp  
hence ),( zrfdp =∫ ρ  
hence ),( zruu zz =          
(3) z-component:- 
2
2
2
3
)(
z
dp
zz
uuuu zzzz ∂++∂
∂−=∂
∂ ∂∇∫ µµρρ     (3.3.4) 
If ⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂
ρ
dp
z
= 0  
we have 
2
2
2
3 zz
uuuu zzzz ∂+−=∂
∂ ∂∇ µµρ 2
2
3 zzr
uu zz
∂+∂
∂
∂
∂−= ∂µµ                        (3.3.5)  
 
 
If  ρ
µν = , then 
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))(3(
3 2
2
zrzz
uuuu zzzz ∂
∂
∂
∂−∂−=∂
∂ ∂ν                                    (3.3.6) 
or 
)3(
3
2
1
rzzz
uuu zzz
∂
∂−∂
∂
∂
∂−=∂
⎟⎠
⎞⎜⎝
⎛∂ ν       (3.3.7) 
By integration we get, 
)3(
32
1 2
rzz
uuu zz ∂
∂−∂
∂−= ν + g(r)  
or    
rzz
uuu zz ∂
∂−∂
∂−= νν 2
3
22  + g(r)                                                     (3.3.8) 
Then the separated momentum equations are 
λνν 22 2)(32 =∂∂−=∂∂− rrgzz uuu zz                     (3.3.9) 
or 
λν 22 32 =∂∂− zz uu z                                  (3.3.10) 
λν −=∂∂− 22)( rrg uz               (3.3.11) 
 
 
 
or 
λρµ 22 32 =∂∂− zz uu z                                                                           (3.3.12) 
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and 
λρµ −=−∂∂ 2)(2 rgzuz                                                                          (3.3.13) 
For same constant of separate λ 2 . 
Introduce the new coordinates 
∫= r drzrX 0 ),(ρ ,                                             (3.3.14) 
∫= z dzzrY 0 ),(ρ ,                                              (3.3.14) 
then 
Yyz
y
z ∂
∂=∂
∂
∂
∂=∂
∂ ρ  
Xxr
x
r ∂
∂=∂
∂
∂
∂=∂
∂ ρ  
Then (8), (9)are rendered in X and Y and hence writing 
 Uz(X,Y) = Z(Y)R(X) these two equations becomes:- 
λµ 22 32 =∂∂− yzZ          (3.3.16) 
λµ 2)(2 −=−∂∂ XgXR         (3.3.17) 
λ 2  Constant, 
Together with the equation of continuity 
0)( =∂
∂ uzY ρ                                                                                      (3.3.18) 
We take ρφµ = , φ =1 and 0=λ , 
[Following Ting zhang, Daoyuan Fang (2007)] Focusing on the case where the 
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viscosity coefficient vanishes on vacuum. 
     The equation of continuity(3.3.18) integrates at once to give  
)(Xhuz =ρ                                                                             (3.3.19) 
And the separated momentum equations are 
λµ 22 32 =− dYdZZ                                                                     (3.3.20) 
λµ 2)(2 −=− XgdXdR                                                                (3.3.21) 
With boundary conditions, 
1) 0→Z  as ∞→Y  
2) 0→u  as aX →   (a is the radius of the pipe) 
3) U →  a finite value at r =0  
04) UYZ 0)( → as 0→Z   
With 0=λ  (3.3.20) reduces to  
0
3
22 =−
dY
dZZ µ                                                                       (3.3.22) 
 
0
3
2
2
=−
dYdz
Z µ  
µ
dY
Z
dz
2
3
2 =  
By integral we obtain 
CY
Z
+=− µ2
31                                                                            (3.3.23) 
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Where C is a constant of integration. 
When Y →0 Z →  u0  
Therefore C = 
u0
1−  
Hence 
 µ
µ
32
3
0
0
+−= Yu
UZ                                                                  (3.3.24) 
Next integrates (3.3.21) , with 0=λ , 
( )Xg  modeled by 22 Xa + , and ( )ag =0 which satisfies )(aR =0, 
µ2
3
1 32 XXaC
R
−+
=                                                       (3.3.25) 
R = 0 when X =±a , C= 3
3
2 a−   and hence  
µ2
3
1
3
2 323 XXa a
R
−+−
=                                                     (3.3.26) 
RZu =∴                                                                            (3.3.27) 
Then the equation of continuity 
0)( =uzdY
d ρ  
)(Xhuz =ρ                                                             (3.3.28) 
zz u
Xh
RZ
XhXh
u
)(
.
)()( ===ρ  
Therefore the flow is essentially parabolic i.e O(r2). 
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     Equation of motion and continuity reveal at once that both the pressure and 
temperature are also parabolic. 
     Thus we have obtained an exact solution for the case of steady gas flow in a 
circular pipe under a uniform pressure gradient when the velocity has one 
component along the pipe or Z-direction and is taken as function of both r and z. 
3.4 Energy Equation 
     The ideal compressible fluid is therefore endowed with a pressure P,density 
ρ , a temperature T and velocity q . The state does not depend upon q  since the 
value of q depends upon the coordinate system with respect which it is 
measured. P - .T, are related by an equation of state and it can be shown that in a 
perfect gas this relation has the form: 
P = TRρ  , (R constant of gas)     (3.4.1) 
Or 
ρνν
1, == RTP , is specific volume. The first law of the thermodynamic is 
νρddEdQ +=   (3.4.2) 
     Where dQ is a heat per unit mass supplied to fluid element. That is to say, 
the heat energy, supplied by conduction or radiation, or by viscosity. 
The entropy a gas in equilibrium is defined to be the limiting value to the 
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ratio
T
Q∂
, 
      Where Q∂  is the heat supplied to unit mass in the raising its temperature by 
T. There are two ways of supplying the heat Q∂ either at constant pressure 
0=∂P or at constant volume 0=∂V  . 
It follows from (3.4.2) that 
dtdE
dt
dE cc vv =⇒=       (3.4.3) 
      Since E is a function of T only, so is vC  , but if we assume, as we may in 
case of a perfect gas, that vC  is constant, we obtain 
 E = vC T                                            (3.4.4) 
When the pressure is kept constant, the equation of state yields  
Pdv = RdT                                            (3.4.5) 
Substituting in (3.4.2) we obtain 
 
RR
dt
dE cc vp +=+=       (3.4.6) 
then 
R = Cp- vC = ( )1−γvC  ,     
 
c
c
p
v=γ                                                         (3.4.7) 
From the ideal gas equation 
ρR
PT =  
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then 
ρρ )( cc
cc
vp
vv p
R
p
E −==             dividing by vC  
Yields 
 EP =− ργ 1
1         (3.4.8) 
     In the case of adiabatic flow on non – viscous fluid dQ = 0. Then the relation 
Pν  = RT for perfect gas yields  
PdV + Vdp = RdT                  (3.4.9) 
From first low with dQ=0,   
vC dT+pdV = 0                   (3.4.10)  
Substituting (3.4.10) into (3.4.9) we get 
γγ ρkkVP =−=                                                           (3.4.11) 
We define the speed of the sound in the gas by 
ρ∂
∂= PC 2                                                                       (3.4.12) 
ρ
γργ γ PkC ==∴ −12                                                    (3.4.13) 
Upon using the equation of state P=ρ RT we obtain immediately  
RTC γ=2                                                                     (3.4.14) 
Hence with 4.1=γ , 
4.1
11
⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=
k
P
k
P γρ                                                          (3.4.15) 
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From the equation and state again we get  
1−== γρρ R
k
R
PT                                                            (3.4.16) 
Or using    ρ
γPC =2   ,   
R
CT γ
2
=                                                                          (3.4.17)  
Using standard values for R and γ  and temperature Ko300  we get  
C=1100 k.m/hr.                                                           (3.4.18)  
     This relation between P and ρ  (namely ρρ γ 2CkP ==  ) is called the equation 
of motion and reduce the set of equations describing the flow of a gas to four 
variables and may be solved in a similar manner to incompressible flow.               
 
       CHAPTER FOUR 
DATA COLLECTION 
 
     The data was collected from the ministry of  Energy and Mining (Khartoum) 
in March 2008. The data consisted of the following: 
Wireline Logging Result of Testing Target 
The overall Testing Objective & Request 
Perforation Parameters 
Sample Analysis Data 
PVT Analysis Report 
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Detailed data is presented below 
 
4.1 General information  
4.1.1 Well Data       
Company CNPCIS   
Seismic Location Fula North 
Structure, Block 6, 
SUDAN 
  
Well Name Fula North 21 Well Type Vertical 
exploration 
Latitude 28 27’ 44.9199” Longitude 11 18’16.2025” 
Elevation 558.8m   
Kelly Bushing 
(KB) 
6m Ground level 
(GL) 
552.86m 
KB-Ground level 558.86m   Spud-in Date September 
04,2002 
Completion Date Nov,2002   Total Depth 3278.20mKB 
PBTD 2500.17mKB   Test Date Dec 28,2002-Jan 
06,2003 
Test intervals 
(mKB) 
2362.00-2365.om 
KB  
 
formation Abu Gabra 
Testing Kind MFE+TCP Thickness 3.0m 
Net Pay 3.0m porosity 19.4% 
4.1.2 Bit & Casing Program 
Bit Details Casing Details Cement 
Top 
Quality 
of 
Cementin
g  
O.D (mm) Dept
h 
(mK
B) 
O.D.(mm) I.D. 
(mm) 
Grad
e 
Setting 
Depth 
(mKB) 
  
444.50  339.70   669.54   
311.10  244.47 224.4 1938.00  
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215.90 
 139.70 124.6  3261.30   
4.1.3 Wireline Logging Result of Testing Target  
Formation  Intervals 
(mKB) 
Thickness 
(m) 
Net 
Pay 
(m) 
Pore. 
(φ % 
) 
Perm. 
(md) 
Sw 
(%) 
Lithology Remark
Abu 
Gabra 
2362.00-
2365.00 
3.0 3.0 19.4 / 34.6 Sand OIL 
4.1.4 The overall Testing Objective & Request  
• The objective of well testing is to verity Mud logging and Wireline 
logging interpretation results & determine the formation fluid type. 
• Determine the productivity of the well. 
• Measure reservoir pressure and temperature. 
4.1.5 Perforation Parameters 
Formatio
n  
Date  Intervals 
(mKB) 
Gun O.D 
(mm) 
Charge 
Type 
Density/ 
Total Shots 
(SPM) 
Firing 
Ratio 
Abu 
Gabra  
Dec 29 
09:42,2002 
2362.00-
2365.00 
102 DP44RD×-
3 
16/ 100% 
 
4.2 Testing Summary  
4.2.1. General Testing Data  
Drilling Rig : GWDC50 Tester CNLCDEP 
Differential Pressure 1044.58 Psi   Cushion Volume 29.00/Water bbl 
Cushion Height 1525.17 m Liquid Level 734.35 mKB 
 
 
4.2.2. Testing String  
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Description  Thread  ID (mm) OD (mm) Length (m) Depth (m) 
2-7/8"Tubing (dry) 2-7/8"EUE B×P 62 73 730.44 734.35 
2-7/8"Tubing  2-7/8"EUE B×P 62 73 1461.92 2196.27 
R/Aub 2-7/8"EUE B×P 62 102 0.32 2196.59 
2-78"Tubing/2joints 2-7/8"EUE B×P 62 73 19.25 2215.84 
Reverse Tool  2-7/8"EUE B×P 33 95 0.33 2216.17 
2-78"Tubing/2joints 2-7/8"EUE B×P 62 73 19.24 2235.41 
Reverse Tool 2-7/8"EUE B×P 45 110 0.34 2235.75 
2-78"Tubing/2joints 2-7/8"EUE B×P 62 73 19.26 2255.01 
Crossover  2-7/8"EUE B×231 68 98 0.84 2255.85 
Multiflow Evaluator 
Valve  
230×231 19 95 3.67 2259.52 
Hydraulic Bias  230×231 19 95 0.84 2260.36 
Crossover  230×231 32 96 0.21 2260.57 
Drill collar  210×211 54 105 72/13 2332.70 
Sub joint  210×2-
7/8"EUE×P 
62 73 0.68 2333.38 
Gauge Carrier  2-7/8"EUE B×P 62 95 0.57 2333.95 
Crossover  2-7/8"EUE B×231 33 110 0.36 2334.31 
Safety Joint  230×231 30  95 0.47 2334.78 
Crossover  230×2-7/8"EUE P 32 96 0.21 2334.99 
Pressure transfer sub 2-7/8"EUE B×P 80 94 0.12 2335.11 
Crossover  2-7/8"EUE B × 2-
3/8"EUEP 
48 98 0.20 2335.31 
Packer  2-3/8"EUE B × P 38 119 1.20 2336.51 
Crossover  2-38"EUE B × 2-
7/8"EUEP 
68 98 0.20 2336.71 
Screen adapter  2-7/8"EUE B×P 80 94 0.12 2336.83 
2-7/8"Tubing/2joints  2-7/8"EUE B×P 62 73 19.22 2356.05 
Shock absorber  2-7/8"NUB×P 58 102 2.60 2358.65 
Firing head    102 0.22 2358.87 
Safety spacer    102  3.13 2362.00 
TCP Gun Assy    102 3.00 2365.00 
Bull plug   102  0.19 2365.19 
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4.2.3 Killing Fluid & Cushion Date  
Killing Cushion Date 
Type Density 
(g/cm3) 
Chloride 
(PPM) 
Type Density Chloride 
Fresh 
water 
1.0  Fresh 
water 
1.0 / 
4.2.4 Recovered Fluid Date 
Oil (bbl) Gas 
(MMSCF) 
Water 
(bbl) 
Killing 
Fluid 
(bbl) 
Sand 
(SCF) 
Chloride 
(PPM) 
717.10 17.35 / / / / 
4.2.5 Sampling Date 
Point Oil (ml) Gas (ml) Water (ml) Mud (ml) 
Well site 18 130000 / / 
Pressure 
(psia) 
Chloride 
(mg/l) 
Gas-oil 
Ratio 
(SCF/bbl) 
Water-oil 
Ratio 
(bbl/bbl) 
Oil Gravity 
6 / / / / 
4.2.6 Gauge Date 
Type/NO Press. 
Range 
(psi) 
Max-
Battery 
Life 
(sets/1cell)
Temp 
Range 
( ° F) 
Setting 
Depth 
(mBK) 
Actual 
max. 
Temp ( ° F) 
EMP/19213 10,000 696 K -77-302 2333.95 87.25 
EMP/19214 10,000 696 K -77-302 2333.95 87.25 
4.2.7 Critical Time VS. Pressure Date 
Description Item Preeure 
(psia) 
Time (hr.)   
Gauge 
Battery 
connection 
RIH 11.16   194.87 
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Initial 
Hydrostatic 
Pressure 
A 3278.02    
Beginning 
of the 1st 
flow 
B1 2892.67    
Beginning 
of the 1st 
shut-in 
C1 2930.32 0.05 0.02 Production 
Time 
End of the 
1st shut-in 
D1 3096.18 5.0 5.032  
Beginning 
of the 2nd 
flow 
B2 2975.84   93.88 
Beginning 
of the 2nd 
shut-in 
C2 3096.05 7.88 7.87  
End of the 
2nd shut-in 
D2 3096.09 3.33 3.35 Build-up 
Time 
Beginning 
of the 3rd 
flow 
B3 2800.80    
Beginning 
of the 3rd 
shut-in 
C3 2836.50 86.53 85.99 81.04 
End of 3rd 
shut-in 
D3 3111.64 72.17 72.66  
Beginning 
of the 4th 
flow 
B4    RIH/POOH 
Time 
Beginning 
of the 4th 
shut-in 
C4     
End of the 
4th shut-in 
D4    19.95 
Final 
Hydrostatic 
Pressure 
E     
Gauge 
Over 
Running 
POOH 11.26    
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4.2.8 Sample Analysis Data  
Sample Oil Gas Water Character 
Ite
m  
 
 
Liq
uid  
API 
Gravity 
(60 ° F) 
Vis.(40 ° C) 
@shear Cp 
Water Cut 
(Vol%) 
Bottom 
Sediment 
(Vol%) 
Total 
BS&W 
(Vol%) 
Pour 
Point 
( ° C) 
Gas –Oil Ratio 
(SCF/STB) 
44.28 / / / / / / 
Initial 
Boiling 
Point ( ° C) 
Fraction % 
 
 
Oil 
Relative 
Density  
(g/cm3) 
 100 ° C 160 ° C 200 ° C 260 ° C 300 ° C 
 0.805 / / / / / / 
 
Ite
m  
 
 
Liq
uid 
CO2
% 
N2
% 
CH4
% 
C2H6 
% 
C3H8 
% 
i-
C4H10 
% 
n-C4H10 
% 
i-
C5H12 
% 
n-C5H12 
% 
C6H14 % 
Gas / / / / / / / / / / 
Gra
vity  
0.674 Pseudo-
Critical T 
/ Pseudo-Critical P / 
 
 
Item 
 
 
Liqu
id 
Densit
y 
CI 
(PPM) 
p
H 
Total 
Salinity 
(PPM) 
Water 
Type 
Na++K+ 
(PPM) 
Mg2+ 
(PPM) 
/ / / / / / / 
Ca2+ 
(PPM) 
So42- (PMM) 
 
HCO3-
(PMM) 
I- (PMM) Br- (PMM) B3- (PPM) 
 
Wat
er 
/ / / / / / 
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4.2.9 PVT Analysis Report  
Properties Oil Gas Water Remark 
API Gravity @ 60 ° F  44.28  
Compressibility, Pasig-1  
 
2.847E-
4 
 
Bubble Point Pressure, 
Psig 
   
Formation Voulme Factor, 
B/STB 
 0.0052  
Gas-Oil Ratio, SCF/STB    
Pour Point, ° F    
Viscosity @ Tres, cp  0.0203  
Formation compr . psig-1  3E-6  
Total Compr . 10-6 psig-1  1.891E-
4 
 
The PVT parameter of gas have been 
calculated by the Saphir software for 
welltest date interpretation (as shown in 
4.2 and main results.). 
4.3 Summary of Operations: 
Date Operation Detail 
Dec 28, 2002  
21:20 RIH MFE + TCP Tools 
Dec 29,2002  
06:30 RIH with GR to Correct the depth 
09:38 Rotate the test string to set the packer. 
09:42 Pressure anuules 9.0 MPa to perforate, the bubble shows 
strongly. 
09:45 Close MFE valve for the first shut-in 
14:45 Open MFE valve for the second flow, the bubble shows 
strongly. 
15:20 Remove control wellhead and istall swabbing wellhead. 
15:44 Swabbing 11 runs, swabbing depth: 380-750mKB. 
17:46 Remove swabbing wellhead and install control wellhead. 
22:38 Close MFE valve for the second shut-in 
22:40 Remove control wellhead and install swabbing wellhead. 
RIH swab cup 9 times. 
Dec, 30, 2002  
01:40 Remove swabbing wellhead and install control wellhead. 
01:58 Open MFE valve for the third flow, the bubble shows 
strongly. 
02:10 Choke size: 4.763mm; tubing pressure: 7-14.7MPa; 
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05:30 Choke size: 6.35mm; tubing pressure: 14.5-15.7MPa; 
13:30 Choke size: 9.525mm; tubing pressure: 13.5-14.5MPa; 
temperature: 28-30oC 
19:00 Start deliverability test. Choke No 1L4.763mm; tubing 
pressure: 17.5-17MPa; temperature:26-28oC. start 
measuring the flowrate. 
Dec, 31 2002  
15:00 Choke No. 2:9.525mm; tubing pressure: 16.5-15MPa; 
temperature: 29-30oC 
15:45 Choke No 2:9.525mm( continue); orifice: 66.675mm; 
tubing pressure: 15-15.1MPa; temperature: 30-32oC 
10:00 Choke No. 3:12.7; orifice : 66.675mm; tubing pressure: 
11.8-12.6MPa; temperature: 36-38oC 
Jan, 02, 2003  
00:00 Choke NO. 4: 15.081mm; orifice: 73.025mm; 
16:30 Close MFE valve for the third shut-in. 
Jan 05, 2003  
16:00 Fill tubing with 6.23m3 of fresh water, Apply 7 MPa of 
pressure  
16:13 Use 5% SC-1 solution fluid (10m3) to reverse circulation. 
16:35 Release packer. 
16:40 Use 5% SC-1 solution fluid (80m3) to reverse circulation. 
18:80 POOH 
4.4 Interpretation of Results 
4.4.1 Production Rate 
PRoduction Rate Duration 
(Hr) 
Choke 
Size 
(mm) 
TBG 
Press. 
(psia) 
TBG 
Temp. 
(oC) 
Oil 
Cumu. 
(bbl) 
Gas 
Cumu. 
(MMSCF)
Ave. 
flowoing 
pressure 
(psia) 
Differ 
press 
(psia) 
Oil 
(bbI/day)
Gas 
(MMSCF/d)
19.92 4.763 2466.05 29 35.537 1.2978 3085.30 27.74 58.873 1.662 
18.92 9.525 2190.67 34 213.92 4.5064 2962.96 150.07 218.885 5.800 
13.92 12.7 1827.98 38 229.641 5.0685 2853.74 259.29 355.121 8.360 
1216 15.081 1566.84 39 221.653 6.4746 2836.50 276.53 271.720 9.985 
4.4.2 Primary Data used in Build-up analysis 
Porosity Phi, ∅(%) 19.4 Gas Density (sp. Gr.) 0.674 
Reservior tem., T (oC) 87.25 Oil Density (sp. Gr) 0.805 
  
70
Reservior Pre. , 
P*(psia) 
3132.56 Volume factor, B 
(cf/scf) 
0.0052 
Well Radius, rw (m) 0.0623 Viscosity,µ (mPa.s) 0.0203 
Pay zone, h (m) 3 Rock Compr., Cr 
(1/psi) 
3E-6 
Water Satur., Sw (%) 34.9 Total compr., Ct (1/psi) 1.891 E-4
4.4.3 Pressure Data 
4.4.3.1. Build-up pressure (Gauge depth: 2333.95mKB) 
Pressure at the end of first Build-up (Pwb):  3096.18  psia 
Pressure at the end of third Build-up (Pwb):  3111.64  psia 
 
Extrapolated pressure of third build-up (P*3):  3113.36 
 psia 
4.4.3.2 Flowing pressure (Guage depth: 2333.95mKB) 
Pressure at the end of initial flow (Pwf):  2930.32  psia 
Pressure at the end of Final flow (Pwf): 2863.50  psia 
Average Flowing pressure (12.70mm choke):  2853.74 
 psia 
4.4.4 Temperature Date (Gauge depth: 2333.95mKB) 
Maximum static temperature 
(TMax): 
87.25    oC 
Static temperature Gradient (TG) 2.477   oC/100m 
4.4.5 Formation Parameter 
4.4.5.1 Result of Log-Log Analysis 
Formation flow coefficient 
(Kgh/µg): 
1.96E+5   
md.m/(mPa.s) 
Formation Capacity (Kgh): 2670        md.m 
Mobility (kg/µ g): 65400 
Effective permeability (kg)  889         md 
Pseudo skin factor (S):  81.8 
Pressure drop due to skin (∆Ps):
  
245.25     psi 
Well Bore storage coefficient (C): 0.164       bbl/psi 
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The distance from the well to 
interface (L1) 
277          m 
Investigation Radius (Rinv): 2100        m 
4.4.5.2 Results of Semi-log Log Analysis 
Slope of the first semi-log straight 
line: 
-3.41            
Psi/cycle 
Slope of the second semi-log 
straight line 
                    psi/cycle 
Formation Flow coefficient (Kg h/µ 
g): 
1.94E+5      
md.m/(mPa.s) 
Formation capacity (kgh):  2640           md.m 
Mobility (Kg/µ g):  64788 
Effective Permeability (Kg): 881             md 
Skin Factor (S):  82.4 
Pressure Drop Due To Skin (∆PS): 245.052      psi 
The distance from the well to 
interface (L): 
                   m 
4.5 Evaluation & Suggestion  
4.5.1 Well Testing Summarization  
     The interval from 2362.00 to 2365.OOmKB (1 zone, total 3.Om, net pay 
3.Om) was perforated by MFE+TCP combination at 09:42, Dec 29, 2002. Table 
1.5 shows some information about perforation. The testing string consists of 2-
7/8” tubing with MFE tools and two Electric Memory Pressure gauges (EMP) 
etc. The data of gauge 19213  2333.95mK3 shows that all three flows and three 
build-ups were performed and a productivity test was run in the test (see 
Fig.4.1.1). Total testing time was 194.87 hours, 93.88 hours of which was for 
flow, 81.04 hours for build-up, 19.95 hours for others (see table 2.7). Swabbing 
was conducted 20 runs totally in the second flow period and the second build-up 
period.  
     The two memory gauges worked well during the whole test period, the data 
acquired by them are complete and reliable. The well-test operations were 
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successful.  
4.5.2 Results Analysis  
4.5.2.1 Fluid Property and Productivity  
     During the third flow period, four different sizes of chokes were chosen for 
productivity test. The accumulative fluids recovered included 717.lobbl of oil 
and 17.35MMSCF0f gas. Table 4.1 shows production result in detail, from 
which the deliverability curve is obtained as (Fig.4.1.6), and the obtained 
deliverability equation of the formation is:  
q=1 .5365x10 -4 (PR2-Pwf2)0.76917  
where PR = formation pressure, psia;  
 
Pwf = flowing pressure, psia.  
     The AOFP=36.3367MMSCF/d (1028940m3/d) is also obtained from the 
deliverability curve or the deliverability equation.  
The IPR curve is shown in (Fig. 4.1.7)  
     The oil and gas samples were analyzed on well site, the analysis report 
indicated that the oil density is 0.872g/cm3 and the special gravity of the gas 
samples is 0.674.  
     In conclusion, the tested formation is an oil-gas zone.  
4.5.2.2 Model Option  
     The log-log diagnostic plot of the third build-up shows that the pressure 
derivative curve is divided into three distinct sections. At early time, response is 
under the influence of changing well-bore storage and skin. Then the derivative 
curve appears a short approximate horizontal line. And it goes upward and 
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forms a second approximate horizontal line at last, which is probably caused by 
an impermeable boundary. According to the pressure behavior of the model 
diagnosis plot, we selected homogenous model with changing well-bore storage 
and skin effect and one no-flow boundary to interpret the test data and calculate 
formation parameters, which gave us quite good verifications (See Fig.4.1.4 and 
4.1.5) 
4.55.2.3 Pressure & Pressure Coefficient 
     At the end of the third build-up period, the highest build-up pressure at the 
measured depth 2339.95mKB is 3111.64psi. The extrapolated pressure of the 
third build-up is 3113.36psi by semi-log analysis (see Fig. 4.1.2). The  
 
formation pressure coefficient is 0.9377. The tested formation belongs to 
normal pressure system. 
4.5.2.4 Temperature & Temperature Gradient 
    The temperature data attached at the back of this dissertation  were recorded 
during the test period. The highest static temperature at the measured depth 
2339.95mKB is 87.25 oC. The temperature gradient is 2.477oCI100m according 
to local mean surface temperature of 29.44 oC. 
4.5.2.5 Effective Permeability 
     Comparing the effective permeabilities from semi-log and log-log analysis, 
they are consistent. The gas effective permeability of the formation is 881md 
that means that the formation belongs to high permeable type. 
According to the slope of Homer plot (m=-3.41 psi/cycle), the formation flow 
coefficient for oil is 5423 md.m/cP, and the oil effective permeability is 
2896md. 
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     From Log-Log analysis the distance from the well to the impermeable 
boundary is 120m. The investigation radius is 908m. 
4.5.2.6Skin Factor 
     The result of semi-log analysis suggests that the skin factor is 82.4, which is 
pseudo-skin factor including the skin caused by non-Darcy flow and that caused 
by mechanical damage.  
4.5.3 Conclusion and Suggestion 
     In conclusion, the well testing has acquired accurate data. The interval from 
2362.00 to 2365.OOmKB of Abu Gabra zone of Well Fula North 21  
 
has a high permeability (kg=88l md, K0=2896md), and produces oil and gas. 
Note: In this report, PVT parameters were calculated by Saphir software. These 
parameters affect the interpretation results directly. 
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Point 
No. 
Z 
Direction Pressure Temp 
1 -0.0010 3278.02 188.76 
2 0.0000 2892.67 188.76 
3 0.0014 2902.44 188.81 
4 0.0028 2902.78 188.83 
5 0.0056 2909.45 188.91 
6 0.0083 2917.79 189.06 
7 0.0111 2918.34 189.47 
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8 0.0125 2914.75 189.74 
9 0.0139 2930.32 190.02 
10 0.0153 2982.90 190.32 
11 0.0458 3094.89 191.52 
12 0.0875 3096.99 191.31 
13 0.1708 3098.96 190.75 
14 0.4208 3098.94 190.16 
15 0.6708 3098.29 189.89 
16 0.9208 3096.14 189.71 
17 1.1708 3096.13 189.58 
18 1.4208 3096.15 189.48 
19 1.6708 3096.15 189.39 
20 1.9208 3096.15 189.33 
21 2.1708 3096.13 189.30 
22 2.4208 3096.15 189.25 
23 2.6708 3096.13 189.22 
24 2.9208 3096.18 189.19 
25 3.1708 3096.16 189.16 
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26 3.4208 3096.17 189.13 
27 3.6708 3096.17 189.10 
28 3.9208 3096.18 189.08 
29 4.1708 3096.18 189.06 
30 4.4208 3096.15 189.04 
31 4.6708 3096.16 189.03 
32 4.9208 3096.16 189.02 
33 5.0458 3096.18 189.02 
34 5.0819 2975.84 188.99 
35 5.1486 3098.56 189.24 
36 5.2597 3098.81 189.24 
37 5.3708 3098.10 189.20 
38 5.4819 3095.57 189.15 
39 5.5931 3095.61 189.16 
40 5.7042 3095.73 189.16 
41 5.8153 3096.08 189.15 
42 5.9264 3096.11 189.13 
43 6.0375 3096.17 189.11 
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44 6.1486 3096.11 189.09 
45 6.2597 3096.13 189.08 
46 6.3708 3095.45 189.07 
47 6.4819 3095.36 189.09 
48 6.5931 3095.37 189.12 
49 6.7042 3095.40 189.13 
50 6.8153 3095.42 189.14 
51 6.9264 3095.45 189.16 
52 7.0375 3095.45 189.17 
53 7.1486 3096.03 189.17 
54 7.2597 3096.06 189.15 
55 7.3708 3096.09 189.13 
56 7.4819 3096.07 189.11 
57 7.5931 3096.13 189.11 
58 7.7042 3096.06 189.08 
59 7.8153 3096.16 189.08 
60 7.9264 3096.09 189.06 
61 8.0375 3096.13 189.06 
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62 8.1486 3096.14 189.05 
63 8.2597 3096.14 189.05 
64 8.3708 3096.13 189.04 
65 8.4819 3096.09 189.03 
66 8.5931 3096.09 189.02 
67 8.7042 3096.19 189.02 
68 8.8153 3096.18 189.02 
69 8.9264 3096.14 189.01 
70 9.0375 3096.11 189.00 
71 9.1486 3096.13 189.99 
72 9.2597 3096.15 188.99 
73 9.3708 3096.11 188.98 
74 9.4819 3096.12 188.98 
75 9.5931 3096.08 188.97 
76 9.7042 3096.12 188.97 
77 9.8153 3096.11 188.97 
78 9.9264 3096.13 188.97 
79 10.0375 3096.14 188.97 
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80 10.1486 3096.14 188.95 
81 10.2597 3096.18 188.96 
82 10.3708 3096.15 188.95 
83 10.4819 3096.13 188.95 
84 10.5931 3096.13 188.95 
85 10.7042 3096.16 188.95 
86 10.8153 3096.11 188.94 
87 10.9264 3096.15 188.94 
88 11.0375 3096.13 188.94 
89 11.1486 3096.10 188.93 
90 11.2597 3096.11 188.93 
91 11.3708 3096.19 188.93 
92 11.4819 3096.13 188.92 
93 11.5931 3096.16 188.92 
94 11.7042 3096.13 188.92 
95 11.8153 3096.08 188.91 
96 11.9264 3096.20 188.92 
97 12.0375 3096.13 188.91 
  
84
98 12.1486 3096.15 188.91 
99 12.2597 3096.10 188.90 
100 12.3708 3096.13 188.91 
101 12.4819 3096.11 188.90 
102 12.5931 3096.12 188.90 
103 12.7042 3096.14 188.90 
104 12.8153 3096.16 188.90 
105 12.9264 3096.16 188.90 
106 12.9514 3096.13 188.90 
107 12.9528 3096.09 188.89 
108 12.9542 3061.43 188.89 
109 12.9556 3061.90 188.89 
110 12.9569 3089.27 188.90 
111 12.9583 3093.53 188.90 
112 13.0236 3096.39 188.96 
113 13.0931 3096.44 188.96 
114 13.1625 3096.47 188.96 
115 13.2319 3096.46 188.95 
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116 13.3014 3096.16 188.94 
117 13.3708 3096.16 188.94 
118 13.4403 3096.13 188.93 
119 13.5097 3096.18 188.94 
120 13.5792 3096.18 188.93 
121 13.6486 3096.16 188.93 
122 13.7181 3096.15 188.93 
123 13.7875 3096.12 188.92 
124 13.8569 3096.16 188.92 
125 13.9264 3096.19 188.91 
126 13.9958 3096.20 188.92 
127 14.0653 3096.19 188.92 
128 14.1347 3096.19 188.91 
129 14.2042 3096.15 188.91 
130 14.2736 3096.15 188.90 
131 14.3431 3096.18 188.91 
132 14.4125 3096.16 188.91 
133 14.4819 3096.17 188.90 
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134 14.5514 3096.13 188.90 
135 14.6208 3096.17 188.91 
136 14.6903 3096.15 188.90 
137 14.7597 3096.15 188.90 
138 14.8292 3096.14 188.90 
139 14.8986 3096.19 188.91 
140 14.9681 3096.14 188.89 
141 15.0375 3096.18 188.90 
142 15.1069 3096.14 188.90 
143 15.1764 3096.20 188.90 
144 15.2458 3096.17 188.89 
145 15.3153 3096.15 188.90 
146 15.3847 3096.13 188.89 
147 15.4542 3096.10 188.83 
148 15.5236 3096.13 188.88 
149 15.5931 3096.16 188.89 
150 15.6625 3096.12 188.89 
151 15.7319 3096.13 188.88 
  
87
152 15.8014 3096.17 188.89 
153 15.8708 3096.15 188.88 
154 15.9403 3096.16 188.89 
155 16.0097 3096.19 188.89 
156 16.0792 3096.17 188.88 
157 16.1486 3096.15 188.88 
158 16.2181 3096.18 188.88 
159 16.2875 3096.17 188.89 
160 16.2986 3096.63 188.88 
161 16.3000 3096.65 188.87 
162 16.3014 2800.87 188.86 
163 16.3028 2781.25 188.82 
164 16.3097 2828.01 188.86 
165 16.3236 2839.70 189.15 
166 16.3375 2856.67 189.40 
167 16.3514 2870.51 189.57 
168 16.3653 2886.53 189.70 
169 16.3792 2906.67 189.79 
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170 16.3931 2995.84 189.89 
171 16.4069 3064.61 190.02 
172 16.5597 3082.40 190.05 
173 16.5806 3040.61 190.02 
174 16.7917 3091.99 190.31 
175 16.8611 3092.88 190.26 
176 16.9306 3093.12 190.24 
177 17.0000 3093.64 190.23 
178 17.0694 3092.37 190.23 
179 17.1389 3091.93 190.23 
180 17.2083 3089.09 190.23 
181 17.2778 3088.79 190.26 
182 17.3472 3088.76 190.27 
183 17.4167 3087.55 190.30 
184 17.7250 3088.89 190.29 
185 17.7944 3085.33 190.31 
186 17.8639 3084.39 190.33 
187 17.9333 3085.37 190.36 
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188 18.0028 3085.10 190.36 
189 18.0722 3085.84 190.37 
190 18.1417 3082.99 190.37 
191 18.2111 3084.98 190.38 
192 18.2806 3084.56 190.40 
193 18.3500 3084.90 190.39 
194 18.4194 3085.86 190.40 
195 18.4889 3085.30 190.39 
196 18.5583 3085.34 190.40 
197 18.6278 3085.82 190.39 
198 18.6972 3087.36 190.39 
199 18.7667 3089.31 190.40 
200 18.8361 3089.71 190.39 
201 18.9056 3088.46 190.38 
202 18.9750 3089.00 190.38 
203 19.0444 3089.57 190.38 
204 19.1139 3089.66 190.38 
205 19.1833 3089.23 190.38 
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206 19.2528 3089.96 190.37 
207 19.3222 3089.09 190.38 
208 19.3917 3088.89 190.37 
209 19.4611 3089.34 190.38 
210 19.5306 3090.14 190.38 
211 19.6000 3088.70 190.38 
212 19.6694 3089.79 190.37 
213 19.7389 3090.70 190.38 
214 19.8083 3089.61 190.37 
215 19.8778 3098.88 190.38 
216 19.9472 3093.73 190.37 
217 20.0167 3092.25 190.40 
218 20.0861 3091.54 190.39 
219 20.1556 3093.77 190.39 
220 20.2250 3093.69 190.38 
221 20.2542 3092.17 190.39 
222 20.3667 3032.57 190.39 
223 20.5750 3069.95 190.47 
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224 20.7833 3077.38 190.47 
225 20.9917 3064.24 190.48 
226 21.2000 3067.73 190.48 
227 21.4083 3069.31 190.49 
228 21.6167 3071.05 190.49 
229 21.8250 3074.81 190.48 
230 22.0333 3079.67 190.48 
231 22.2417 3085.86 190.48 
232 22.4500 3086.57 190.47 
233 22.6583 3086.93 190.46 
234 22.8667 3080.77 190.47 
235 23.0750 3086.69 190.50 
236 23.2833 3086.50 190.47 
237 23.4917 3086.54 190.48 
238 23.7000 3084.36 190.48 
239 23.9083 3085.95 190.49 
240 26.7417 3083.70 190.51 
241 26.8806 3084.49 190.51 
  
92
242 27.0194 3075.36 190.52 
243 27.1583 3077.00 190.55 
244 27.2972 3077.43 190.55 
245 27.4361 3076.84 190.56 
246 27.5750 3077.66 190.57 
247 27.7139 3079.67 190.56 
248 27.8528 2988.26 190.43 
249 27.9917 2981.36 190.35 
250 28.1306 2974.08 190.30 
251 28.2694 2972.76 190.26 
252 28.5236 2970.06 190.22 
253 28.6625 2971.84 190.21 
254 28.8014 2971.07 190.21 
255 28.9403 2971.02 190.19 
256 29.0792 2970.93 190.18 
257 29.2181 2970.38 190.18 
258 29.3569 2969.66 190.18 
259 29.4958 2967.89 190.16 
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260 29.6347 2967.72 190.15 
261 29.7736 2967.05 190.14 
262 29.9125 2965.53 190.13 
263 30.0514 2965.52 190.12 
264 30.1903 2964.12 190.11 
265 30.3292 2965.00 190.09 
266 30.4681 2963.82 190.08 
267 30.6069 2963.97 190.08 
268 30.7458 2963.37 190.06 
269 30.8847 2963.17 190.08 
270 31.0236 2963.36 190.06 
271 31.1625 2963.03 190.05 
272 31.3014 2962.86 190.05 
273 31.4403 2962.41 190.04 
274 31.5792 2962.43 190.04 
275 31.7181 2962.00 190.04 
276 31.8569 2961.95 190.04 
277 31.9958 2961.42 190.03 
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278 32.1347 2961.40 190.03 
279 32.2736 2961.36 190.03 
280 32.4125 2961.38 190.03 
281 32.5514 2961.14 190.02 
282 32.6903 2961.05 190.02 
283 32.8292 2960.87 190.02 
284 32.9681 2960.76 190.02 
285 33.1069 2960.92 190.02 
286 33.1486 2960.79 190.03 
287 33.1986 3072.01 190.22 
288 33.3097 3100.64 190.37 
289 33.4208 3107.43 190.34 
290 33.5319 3110.56 190.24 
291 33.6431 3092.93 190.14 
292 33.7542 3083.86 190.27 
293 33.8653 3084.21 190.39 
294 34.8653 3084.06 190.58 
295 38.1986 3084.01 190.71 
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296 41.5319 3084.89 190.79 
297 44.8653 3083.87 190.84 
298 48.1986 3084.77 190.90 
299 51.5319 3085.13 190.95 
300 53.1986 3084.71 190.97 
301 53.2819 3085.28 190.97 
302 53.2833 3085.30 190.97 
303 53.2847 3087.20 190.97 
304 53.2861 3085.04 190.97 
305 53.2875 3083.28 190.97 
306 53.2889 3081.67 190.97 
307 53.7000 2974.89 190.52 
308 54.5333 2970.63 190.43 
309 55.3667 2969.61 190.43 
310 56.2000 2969.62 190.41 
311 57.0333 2968.62 190.38 
312 57.8667 2967.82 190.36 
313 58.7000 2965.98 190.35 
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314 59.5333 2965.21 190.34 
315 60.3667 2964.09 190.34 
316 61.2000 2963.73 190.33 
317 62.0333 2963.49 190.35 
318 62.8667 2963.33 190.35 
319 63.7000 2963.11 190.36 
320 64.5333 2962.89 190.36 
321 65.3667 2962.68 190.36 
322 66.2000 2962.64 190.37 
323 67.0333 2962.54 190.37 
324 67.8667 2962.46 190.37 
325 68.7000 2962.54 190.37 
326 69.5333 2962.60 190.38 
327 70.3667 2962.44 190.38 
328 71.2000 2962.59 190.38 
329 72.0333 2962.93 190.38 
330 72.2111 2962.93 190.38 
331 72.2125 2962.96 190.39 
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332 72.2139 2963.34 190.38 
333 72.2153 2969.08 190.38 
334 72.2167 2973.98 190.39 
335 72.2181 2979.37 190.39 
336 72.2194 2979.65 190.39 
337 72.2208 2980.80 190.40 
338 72.2222 2982.03 190.39 
339 72.2236 2982.59 190.40 
340 72.2250 2983.83 190.40 
341 72.2264 2984.59 190.41 
342 72.2278 2984.95 190.41 
343 72.2292 2985.50 190.41 
344 72.2306 2986.52 190.40 
345 72.2319 2986.75 190.41 
346 72.2333 2986.99 190.42 
347 72.2347 2987.47 190.42 
348 72.2361 2987.98 190.42 
349 72.2375 2988.56 190.43 
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350 72.2389 2988.89 190.43 
351 72.2403 2989.40 190.43 
352 72.3806 2895.41 190.28 
353 72.5889 2850.51 189.67 
354 72.7972 2847.98 189.56 
355 73.0056 2846.66 189.51 
356 73.2139 2847.51 189.48 
357 73.4222 2848.77 189.47 
358 73.6306 2848.76 189.45 
359 73.8389 2848.88 189.43 
360 74.0472 2848.11 189.40 
361 74.2556 2849.19 189.39 
362 74.4639 2849.14 189.38 
363 74.6722 2849.26 189.35 
364 74.8806 2849.02 189.34 
365 75.0889 2848.88 189.33 
366 75.2972 2848.84 189.31 
367 75.5056 2848.74 189.29 
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368 75.7139 2848.81 189.29 
369 75.9222 2847.87 189.27 
370 76.1306 2847.77 189.26 
371 76.3389 2847.50 189.25 
372 76.5472 2847.92 189.24 
373 76.7556 2847.88 189.25 
374 76.9639 2848.18 189.24 
375 77.1722 2848.42 189.23 
376 77.3806 2848.51 189.24 
377 77.5889 2848.58 189.23 
378 77.7972 2848.25 189.23 
379 78.0056 2848.04 189.22 
380 78.2139 2848.70 189.22 
381 78.4222 2848.81 189.21 
382 78.6306 2849.03 189.22 
383 78.8389 2848.76 189.21 
384 79.0472 2848.66 189.20 
385 79.2556 2848.57 189.20 
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386 79.4639 2848.64 189.19 
387 79.6722 2848.42 189.19 
388 79.8806 2848.65 189.20 
389 80.0889 2849.24 189.19 
390 80.2972 2849.06 189.19 
391 80.5056 2849.82 189.18 
392 80.7139 2850.23 189.19 
393 80.9222 2850.03 189.19 
394 81.1306 2850.90 189.19 
395 81.3389 2850.55 189.19 
396 81.5472 2851.01 189.19 
397 81.7556 2850.51 189.19 
398 81.9639 2850.80 189.18 
399 82.1722 2850.81 189.18 
400 82.3806 2851.54 189.19 
401 82.5889 2851.48 189.18 
402 82.7972 2850.99 189.17 
403 83.0056 2851.78 189.18 
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404 83.2139 2851.68 189.18 
405 83.4222 2851.68 189.17 
406 83.6306 2852.27 189.18 
407 83.8389 2852.27 189.17 
408 84.0472 2852.62 189.18 
409 84.2556 2852.92 189.17 
410 84.4639 2853.38 189.17 
411 84.5278 2853.49 189.18 
412 84.5292 2853.74 189.18 
413 84.5306 2854.26 189.17 
414 85.0708 2874.70 189.36 
415 86.1819 2876.78 189.38 
416 87.2931 2824.00 188.91 
417 88.4042 2825.11 188.88 
418 89.5153 2828.09 188.85 
419 90.6264 2828.76 188.85 
420 91.7375 2829.60 188.84 
421 92.8486 2830.62 188.82 
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422 93.9597 2830.15 188.80 
423 95.0708 2831.45 188.80 
424 96.1819 2832.14 188.79 
425 97.2931 2833.64 188.79 
426 98.4042 2834.08 188.78 
427 99.5153 2835.29 188.78 
428 100.6264 2835.97 188.77 
429 101.7375 2836.54 188.76 
430 102.2889 2836.57 188.75 
431 102.2903 2836.50 188.76 
432 102.2917 2962.28 188.77 
433 102.2931 2979.23 188.81 
434 102.2944 2989.12 188.85 
435 102.5278 3098.08 188.98 
436 103.3611 3104.35 188.97 
437 104.1944 3105.14 189.00 
438 105.0278 3105.63 189.01 
439 105.8611 3106.11 189.03 
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440 106.6944 3106.45 189.03 
441 107.5278 3106.84 189.05 
442 108.3611 3107.06 189.05 
443 109.1944 3107.32 189.06 
444 110.0278 3107.54 189.06 
445 110.8611 3107.78 189.07 
446 111.6944 3107.96 189.07 
447 112.5278 3108.09 189.07 
448 113.3611 3108.25 189.07 
449 114.1944 3108.40 189.07 
450 115.0278 3108.58 189.08 
451 115.8611 3108.70 189.07 
452 116.6944 3108.81 189.08 
453 117.5278 3108.96 189.08 
454 118.3611 3109.08 189.08 
455 119.1944 3109.14 189.07 
456 120.0278 3109.23 189.08 
457 120.8611 3109.37 189.08 
  
104
458 121.6944 3109.45 189.08 
459 122.5278 3109.49 189.08 
460 123.3611 3109.60 189.08 
461 124.1944 3109.63 189.07 
462 125.0278 3109.75 189.07 
463 125.8611 3109.80 189.08 
464 126.6944 3109.92 189.08 
465 127.5278 3109.97 189.08 
466 128.3611 3110.00 189.07 
467 129.1944 3110.03 189.08 
468 130.0278 3110.13 189.07 
469 130.8611 3110.21 189.08 
470 131.6944 3110.26 189.08 
471 132.5278 3110.32 189.07 
472 133.3611 3110.37 189.07 
473 134.1944 3110.39 189.07 
474 135.0278 3110.44 189.08 
475 135.8611 3110.53 189.08 
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476 136.6944 3110.49 189.07 
477 137.5278 3110.61 189.08 
478 138.3611 3110.69 189.08 
479 139.1944 3110.66 189.07 
480 140.0278 3110.70 189.08 
481 140.8611 3110.72 189.07 
482 141.6944 3110.77 189.07 
483 142.5278 3110.85 189.08 
484 143.3611 3110.85 189.08 
485 144.1944 3110.88 189.07 
486 145.0278 3110.95 189.08 
487 145.8611 3110.99 189.08 
488 146.6944 3111.01 189.07 
489 147.5278 3111.05 189.08 
490 148.3611 3111.01 189.07 
491 149.1944 3111.07 189.07 
492 150.0278 3111.10 189.07 
493 150.8611 3111.17 189.07 
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494 151.6944 3111.14 189.07 
495 152.5278 3111.18 189.07 
496 153.3611 3111.22 189.07 
497 154.1944 3111.22 189.07 
498 155.0278 3111.21 189.07 
499 155.8611 3111.33 189.08 
500 156.6944 3111.33 189.08 
501 157.5278 3111.31 189.07 
502 158.3611 3111.37 189.07 
503 159.1944 3111.41 189.07 
504 160.0278 3111.45 189.07 
505 160.8611 3111.41 189.07 
506 161.6944 3111.42 189.07 
507 162.5278 3111.46 189.07 
508 163.3611 3111.47 189.06 
509 164.1944 3111.47 189.06 
510 165.0278 3111.53 189.07 
511 165.8611 3111.55 189.07 
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512 166.6944 3111.55 189.06 
513 167.5278 3111.60 189.07 
514 168.3611 3111.60 189.07 
515 169.1944 3111.61 189.06 
516 170.0278 3111.63 189.07 
517 170.8611 3111.65 189.08 
518 171.6944 3111.64 189.07 
519 172.5278 3111.65 189.07 
520 173.3611 3111.68 189.07 
521 174.1944 3111.70 189.07 
522 174.9458 3111.62 189.06 
523 174.9472 3111.63 189.05 
524 174.9486 3111.64 189.05 
525 174.9872 3266.35 189.05 
 
  Z Direction Pressure Temp 
Z Direction 1   
Pressure -0.094722634 1  
  
108
Temp -0.232951183 -0.023186399 1 
 
      These figures and the corresponding   graphs show that the dependence of 
both pressure and temperature on   r   ( X and Y) are in good agreement with our 
finding that both quantities are parabolic with in experimental errors. 
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                            CHAPTER FIVE 
GRAVITY OSCILLATIONS IN FLOW IN PIPELINE 
     There are variety of wave phenomena occurring in gases such as the 
atmosphere having the horizontal space and time scales as shown in Table 5.1. 
The tropics and middle latitudes are presented separately and the horizontal 
scales are divided into five parts: planetary scale, synoptic scale, meso-scale, 
convective scale, micro scale. This chapter investigates the type of wave 
solutions that can be obtained from the linearized atmosphere 
 
5.1 LINEARIZED EQUATIONS: 
     The linear wave motion in gases is extremely complex. It is desirable first to 
isolate and analyze some simple types of motion in this chapter. For this 
purpose consider motion only in x-z direction plane. Assume uniformity in the 
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lateral direction (y) and also neglect any rotation friction and adiabatic heating. 
The Newtonian momentum equations, thermodynamic equation and continuity 
equation are then expressible in the form  
ραγ
αα
αγα
α
α
1,
0.
0
0
0
==
=−∇
=+
=+∂
∂+
=∂
∂+
v
p
c
c
where
dt
dV
dt
dp
dt
dp
g
z
p
dt
dw
x
p
dt
du
        (5.1.1)    
     These equations will be linearized by the so-called perturbation method. For 
simplicity assume a constant basic current U and basic state thermodynamic 
variables )()( zandzp α  in hydrostatic balance: .g
z
p −=∂
∂α  
     The dependent variables are expressed as the sum of the basic or undisturbed 
value plus a perturbation (e.g., uUu ′+=  ) , and substitute these expressions into 
the system 5.1.1.  
     After subtracting the equations for the basic flow only and neglecting the  
 
products of perturbation quantities, the resulting linear equations for the 
perturbation quantities are: 
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0
0
0
0
2
1
=′′−⎟⎠
⎞⎜⎝
⎛ ′+′−⎟⎠
⎞⎜⎝
⎛ ′+′
=⎟⎠
⎞⎜⎝
⎛ ′+′+′+′−⎟⎠
⎞⎜⎝
⎛ ′+′
=′−∂
′∂+⎟⎠
⎞⎜⎝
⎛
∂
′∂+∂
′∂
=∂
′∂+∂
′∂+∂
′∂
dz
dw
dx
dU
dt
d
dz
wd
dx
ud
dz
dw
dx
dU
dt
dpwg
dx
pdU
dt
pd
g
z
p
x
wU
t
w
x
p
x
uU
t
u
αααδα
αααγα
α
ααδ
α
  (5.1.2) 
     The samples 1δ  and 2δ merely identify certain vertical acceleration and the 
compressibility terms during the subsequent analysis and will take on values of 
either unity or zero according to whether the terms are omitted or included. 
5.2 PURE SOUND WAVES: 
     Sound waves are compression waves that can be isolated by setting g = 0 and 
1δ = 2δ =1, and by letting p  and α  be constants. Now assume the perturbation 
equations are harmonic i.e. x, z and t with constant coefficients as follows: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞⎜⎜⎝
⎛
−+=′
−+=′
−+=′
−+=′
vtkzxi
Ae
vtkzxi
Pep
vtkzxi
Wew
vtkzxi
Seu
µα
µ
µ
µ
        (5.2.1)  
     These are plane waves with µ  and k  as wave numbers in x and z directions 
and with υ  as frequency. The actual physical quantities are obtained by taking 
the real part of solutions. Since the equations (5.1.2) are linear. Substituting the 
functions (5.2.1) into (5.1.2) leads to a system of homogeneous algebraic 
equations for the amplitudes S, W, P and A as follows: 
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0)(
0)()(
0)(
0)(
=−−+
=−+−
=+−
=+−
AUkWS
AUpPU
kPWU
PSU
υµαµα
υµγυµα
αυµ
µαυµ
      (5.2.2) 
The foregoing system may be written in matrix form as: 
 0
)(0
)()(00
0)(0
00)(
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−
−−
−
−
A
P
W
S
Uk
UpU
kU
U
υµααµ
υµγυµα
αυµ
µαυµ
  (5.2.3) 
     Non-zero value for the amplitudes S, W, P and A, are possible only if the 
determinant of the set of homogeneous equations vanishes. When the 
determinant is expanded the following frequency equation is obtained: 
 ( ) ( ) ( )[ ] 02222 =++−−− µαγυµυµα kpUU     (5.2.4) 
It is of fourth order and hence has four solutions: 
Uµυ ±=          (5.2.5a) 
Which correspond to simple advection, and 
( ) TRkU γµµυ 2122 +±=        (5.2.5b) 
         Where, the mean equation of the state has been used. The presence of a 
mean wind adds U to the propagation in the x-direction. The phase speed ω  is 
the velocity of the phase lines ( =+ kzxµ constant) in the normal direction,  
and it is related to the frequency as follows: 
π
υω
2
l=          (5.2.6) 
     Where l  is the wave length normal to the phase lines. The expression 
( ) 21222 −+= µπ kl  can be divided (with trigonometry) with the use of 12 −= πµl  
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and 12 −= kπl  with this relation for l , (5.2.6) can be written    
( ) 2122 −+= µυω k         (5.2.7) 
Setting U=0 and using (5.2.5b)in (5.2.7) gives:  
cTR =±= γω        (5.2.8) 
     Which is the well known formula for the speed of the sound. The speed is 
independent of the direction of the propagation.  
5.3 INTERNAL GRAVITY WAVES 
     Gravity waves arise from the differential effects of gravity on air parcels of 
different density at the same level. When gravitational effects are included it is 
necessary to consider the height dependence of p  and α  as governed by the 
hydrostatic and state equations: 
 
TRp
g
z
p
=
−∂
∂−=
α
α0
                                                                      (5.3.1) 
For an isothermal atmosphere the solution of these equations gives  
 
( )
( ) Hz
H
z
e
epp
−
−
=
=
0
0
αα
         (5.3.2) 
     Where gTRH =  is called the scale height. Under these conditions simple 
wave solutions of the form: 
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( )
( )
( )
( )tkzxi
tkzxi
tkzxi
tkzxi
eA
ePp
eWw
eSu
υµ
υµ
υµ
υµ
αα
α
α
α
−+
−+
−+
−+
=
=′
=′
=′
2
3
2
1
2
1
2
1
        (5.3.3) 
lead to the matrix equation  
0
0
2
0
2
0
00
2
1
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
∂
∂+
⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂+−
∂
∂+−
−
A
P
W
S
z
ik
TRi
z
TRg
ig
z
ik
υδααµ
υγυαα
γ
α
αυδ
µυ
   (5.3.4) 
with elements that are not functions of position or time. Here U is omitted since 
it merely adds to the propagation in the x-direction. 
 Next introduce (5.3.2) into (5.3.4) and set the determinant equal to zero, which 
give the following frequency equation; 
( ) ( ) ( )[ ] ( )( )
( ) 01
111212
4
22
2
2221
224
21
=−+
⎭⎬
⎫
⎩⎨
⎧ −−+−+−++−
γµ
υδγδγδδµγυδδ
g
ikg
H
gkTR
 
     The g term in the 2υ  coefficient may be dropped in comparison to 2kTRγ   
when the vertical wave length kπ2  is smaller than Hπ4  with the almost always 
the case. Also, the last term can be rewritten with the potential temperature, 
which gives: 
 ( ) 022122421 =∂∂++− zgTRkRT θθγµυδµγυδδ     (5.3.5) 
     The four roots of this equation correspond to a pair sound waves and a pair 
of internal gravity waves. The gravity waves can be excluded by setting g to 
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zero. To isolate the gravity waves take 02 =δ (incompressibility) and 11 =δ , 
which gives: 
 22
2
2
µ
θ
θµω +
∂
∂
=
k
z
g
        (5.3.6) 
Using (5.2.7), the phase speed becomes 
  
2
1
22
2
2 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
+±= z
g
k
θ
θµ
µω        (5.3.7) 
     This formula can also be derived without the isothermal condition. These 
gravitational oscillations are stable if the lapse rate is sub adiabatic (i.e. 
if 0〉∂∂ zθ ), but an amplified disturbance occurs if the lapse rate is super 
adiabatic (i.e. if 0〈∂∂ zθ ).If the depth of the disturbance is large compare to the 
horizontal scale, 22 k〉〉µ , then from (5.3.6) 
N
z
g =⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂±= 2
1
θ
θυ        (5.3.8) 
     This is the Brunt-Vaisala frequency for essentially vertical oscillations.  
     On the other hand when the vertical scale is much smaller than the horizontal 
scale, the hydrostatic approximation is valid and 1δ  may be set to zero in 
(5.3.5).in this case, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂=
z
g
k
θ
θ
µω 2
2
2  
which follows from (5.3.6) when 22 k〉〉µ . A horizontally propagating solution 
with vertical variation can be constructed by adding solutions with +k and –k as 
follows: ( )tkzxie υµ −+ + ( )tkzxie υµ −− =2cos kz ( )txie υµ − This can be done as long as υ  is 
independent of the sign of k. Here the propagation is horizontal so that  
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R
N
z
g
k
v ±=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂±== 2
1
1 θ
θµω        (5.3.9) 
where 0〈
〉
k  give the same pair ofυ ’s. The sound and gravity waves solutions to 
(5.3.5)can also be isolated by assuming that 2υ  is large for sound waves and 
small for gravity waves. There are no meteorological phenomena in which 
sound waves play a significant dynamical role, and it is often desirable to 
eliminate them from the equation. It can be seen from (5.3.5) that the sound 
waves are excluded if the hydrostatic approximation ( 01 =δ ) or the 
incompressibility condition ( 02 =δ ) is used. Internal gravity waves are 
important for smaller scale atmosphere motion such as thermal convection and 
mountain lee wave phenomena. Under proper conditions internal gravity waves 
may propagate energy high into the atmosphere as indicated by the 2
1α  
dependence of the velocity amplitudes in the solutions 
 (5.3.5).   
 Equation (5.1.2) has an additional set of wave solutions for the isothermal 
atmosphere that are not of the form (5.3.3).These waves have no vertical 
velocity and they propagate horizontally with the speed of sound. It can be 
shown by direct substitution that (5.1.2) is satisfied by the following solutions: 
( ) ( )
( )
( ) ( )ctxiHz
ctxiHz
ctxiHz
eAe
ePep
w
eSeu
−−
−−
−−
=′
=′
=′
=′
µγγ
µγ
µγγ
α 12
1
0        (5.3.10) 
     where TRc γ±= . This solution is called the Lamb wave. The wave 
automatically satisfies a 0=w  condition at a boundary. This solution is very 
similar to the external gravity wave. The Lamb wave carries very little energy in 
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the atmosphere, but it is important in numerical weather prediction because it 
places a severe restriction on the maximum time step that may be used during 
numerical integration of the hydrostatic equation. 
5.4 SURFACE GRAVITY WAVES 
     The troposphere will be replaced by a one-layer, homogeneous in-
compressible fluid. The mathematically and physically simpler solutions 
enhance the understanding of more complex atmospheric processes, as well as 
describing surfaces ocean waves. Since the fluid is incompressible and 
homogeneous, 0≡′α , and an upper surface will exist that will be permitted to be 
free, the linearized equations of motion (5.1.2) are (dropping primes) as follows: 
 
)1.4.5(0
)1.4.5(01
)1.4.5(01
c
z
w
x
u
b
z
p
x
wU
t
w
a
x
p
x
uU
t
u
=∂
∂+∂
∂
=∂
∂+⎟⎠
⎞⎜⎝
⎛
∂
∂+∂
∂
=∂
∂+∂
∂+∂
∂
ρδ
ρ
  
     The hydrostatic equation applies to the undisturbed flow ρg
z
p −=∂
∂ Integrating 
this equation from z=0 to the top of the undisturbed fluid H gives  
0pHg =ρ          (5.4.2) 
      Next assume the perturbation quantities to be of the harmonic form   
( ) ( )
( ) ( )
( ) ( )ctxi
ctxi
ctxi
ezPp
ezw
ezu
−
−
−
=
Φ=
Ψ=
µ
µ
µ
ρ
        (5.4.3) 
Substituting (5.4.3)into (5.4.1) and simplifying leads to 
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( ) ( ) ( )
( ) ( ) ( )
( ) ( ) 0
0
0
=Φ′+Ψ
=′+Φ−
=+Ψ−
zzi
zPzcUi
zPzcU
µ
µδ        (5.4.4) 
     Eliminating )(zP  from the first two equations of (5.4.4) and then further 
elimination of ( )zΨ  between the resulting equation and the last equation of 
(5.4.4) gives  
( ) ( ) 02 =Φ−Φ ′′ zz δµ         (5.4.5) 
Consider two cases: 1=δ , in which vertical accelerations are permitted 
and 0=δ , where the perturbations are hydrostatic. The solutions are 
respectively, 
( )
( ) 0
1
21
21
=′+′=Φ
=+=Φ −
δ
δµµ
azaz
eaeaz zz
 
     where are a’s are arbitrary constant to be determined by the boundary 
conditions. At the lower boundary, which is assumed to be horizontal, the 
vertical velocity vanishes. Hence aaa ≡= 21  when vertical accelerations are 
present: 
( 1=δ ) an ( ) 1)( =+=Φ − δµµ zz aeeaz      (5.4.6) 
Expanding the exponential terms as power series leads to the approximation 
( ) ⋅⋅⋅⋅+=Φ zaz µ2 In the hydrostatic case ( 0=δ ), 02 =′a , and placing aa =′1  gives: 
                           (5.4.7) 
     The second boundary condition is that the total pressure of a surface particle 
(which must remain at the boundary) remains unchanged. Hence 
( ) 0=+ dtppd at the free surface. This may be approximated by linearizing and 
applying this condition at z=H. Thus, 
( ) azz =Φ
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Hzat
z
pw
x
pU
t
p ==∂
∂+∂
∂+∂
∂ 0     (5.4.8) 
     Utilizing the solutions (5.4.6) and (5.4.7) and the system (5.4.4) gives the 
following results: 
Case 1, Nonhydrostatic  
( 1=δ ): ( ) ( )( ) ( )( )zz
zz
eecUiazP
eeiaz
µµ
µµ
−
−
+−−=
+=Ψ      (5.4.9) 
     Substituting (5.4.6) and (5.4.9) into (5.4.8) and simplifying yields thee roots 
of the frequency equation: 
 2
1
2tanh
2
⎟⎠
⎞⎜⎝
⎛±= l
HgLU ππω        (5.4.10) 
Case 2. Hydrostatic: 
( 1=δ ): 
( )
( ) ( )µ
µ
cUaizP
iaz
−′−=
′=Ψ
       (5.4.11) 
     Substituting (5.4.7) and (5.4.11) into (5.4.8) and simplifying gives: 
( )gHU ±=ω         (5.4.12) 
      Waves traveling with the phase velocity given by (5.4.12) are generally 
referred to as “shallow water” waves. When the ratio lH  in (5.4.10)is 
relatively large (about 0.5 is sufficient), the phase velocity approximately  
πω 2
lgU ±= The waves are then called “deep water” waves, and the fluid 
particles trajectories are nearly circular. On the other hand, for small values of 
lH  ( 04.0≤ ),(5.4.10) reduces to (5.4.12), and the particles trajectories are very 
elongated ellipses and thus nearly horizontal lines. If one assumes a 
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homogeneous atmosphere, the hydrostatic equation gives RTpgH == ρ0 , and 
(5.4.12) may be written: 
RTU ±=ω          (5.4.13) 
     Thus the speed of “long” gravity waves is nearly the speed of sound waves 
given by (5.2.8)and the Lamp waves. The phase velocity for the so called long 
gravity waves given by (5.4.12) was obtained when vertical accelerations were 
omitted, that is, when the perturbations are hydrostatic. This result could have 
been obtained in a somewhat more direct manner as follows. Assuming 
hydrostatic equilibrium, it follows immediately that for any point in the 
fluid, ( ) pzhg =−ρ , where h is the height of the free surface. Placing hHh ′+=  
and ppp ′+=  leads to phg ′=′ρ , and thus to (dropping primes) 
x
p
x
hg ∂
∂=∂
∂
ρ
1 etc. 
Thus the first equation in (5.4.1) may be written as: 
0=∂
∂+∂
∂+∂
∂
x
hg
x
uU
t
u        (5.4.14) 
 where u and h are now the perturbation quantities. 
     A second equation in u and h is obtainable by integrating the continuity 
equation (5.4.1c) in the vertical. However, this mass conservation equation may 
be easily derived directly in terms of h as follows (see Figure (4-2)): 
( ) ( )
x
uh
t
h
∂
∂−=∂
∂ ρρ  
Linearizing and simplifying yields  
0=∂
∂+∂
∂+∂
∂
x
uH
x
hU
t
h        (5.4.15) 
where u and h are now perturbation quantities. Since h and hence u are not 
functions of z they may be taken to be of the form 
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( ) ( )ctxictxi ehheuu −− == µµ 00  where 0u  and 0h are constant. Substituting the  
expressions into (5.4.14) and (5.4.15) and setting the determinant of the 
homogeneous system to zero again gives the phase velocity for “shallow water” 
waves, ghUc ±=  which is identical to (5.4.12), as might have been expected. 
     The gravity waves just described are usually termed external, since their 
maximum amplitude is at the boundary of the fluid. There are also internal 
gravity waves that may develop on interfaces of density or when the density 
varies continuously as in section 4-4. The propagation speeds of such internal 
gravity waves may be quite different from those mentioned earlier. For 
example, the in simple case of two semi-infinite layer separated by a zero-order 
discontinuity of both density and velocity, the wave speed is given by (see 
Haltiner and Martin, 1957).  
( )
( )
( )
( )
2
1
2
2
2 ⎥⎦
⎤⎢⎣
⎡
′+
′−′−′+
′−±′+
′′+= ρρ
ρρ
ρρπ
ρρ
ρρ
ρρ UUgLUUc   
     where the primes denote the parameters of the upper layer. To obtain this 
result the perturbations were assume to vanish at ∞± . The phase velocity of the 
“deep-water” waves discussed earlier may be obtained as a special case include 
non-shearing waves, ( UU ′= ), and pure shearing waves ( ρρ ′= ). Note that, if 
the quantity under the radical sign becomes negative, the phase velocity is:  
complex and unstable waves occur. These growing solutions are called Kelvin 
Helmholtz waves. 
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Figure5-1 illustrating mass continuity  
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               CONCLUSIONS AND RECOMMENDATIONS 
     Gas movement in pipeline was reported in this trial. 
     Mathematical equations were derived and an exact solution was found 
through the transformation of coordinates and under the usual assumption that 
µ (the gas viscosity) is constant the results found were  compared with the data 
obtained for Sudanese transport pipe line and with data obtained from the 
ministry of energy, these are presented in chapter three. 
      Future vision to extend usage of gas in domestic household by mean pipe 
networking among accommodation and dwelling facilities in Sudan urban and 
rural area. Design of such pipe network will take in   account, especially in 
building, height, fittings..etc. and that to ensure safe transporting and continuous 
gas supply. Mathematical modules to be used there to acquire more accurate 
cost estimation, since such projects described as long term scheme and dose 
require more precise feasibility study various methods of gaseous transport were 
obtained from literature available, and compared with those available from the 
ministry of Energy, Khartoum Sudan. 
     The problems which face gas transports from productive areas to the red sea 
are numerous. They include temperature changes and also the bumpy nature and 
the pipeline path. Viscosity of crude oil is also problem and all theses could 
provide new fields of research for undergraduates as well as post graduate 
students.  
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