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a b s t r a c t
The extragradient type methods are a class of efficient direct methods. For solving
monotone variational inequalities, these methods only require function evaluation, and
therefore are widely applied to black-box models. In this type of methods, the distance
between the iterate and a fixed solution point decreases by iterations. Furthermore, in each
iteration, the negative increment of such squared distance has a differentiable concave
lower bound function without requiring any solution in its formula. In this paper, we
investigate some properties for the lower bound. Our study reveals that the lower bound
affords a steplength domain which guarantees the convergence of the entire algorithm.
Based on these results, we present two new steplengths. One involves the projection onto
the tangent cone without line search, while the other can be computed via searching the
positive root of a one dimension concave lower bound function. Our preliminary numerical
results confirm and illustrate the attractiveness of our contributions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let Ω be a nonempty closed convex set in Rn and F : Rn → Rn be a continuous mapping. The variational inequality
problem (denoted by VI(Ω, F)) is as follows:
Find an x∗ ∈ Ω, such that (x− x∗)T F(x∗) ≥ 0, ∀x ∈ Ω. (1.1)
There are numerous applications of variational inequalities not only in mathematics but also in many equilibrium problems
arising from economics, transportation, engineering and other areas in real life [1–5]. The variational inequality is called
monotone if the mapping F is monotone, i.e.,
(x1 − x2)T (F(x1)− F(x2)) ≥ 0, ∀x1, x2 ∈ Ω. (1.2)
In this paper, we focus on the monotone variational inequality and make the following assumptions:
Assumption 1.1. The VI(Ω, F ) (1.1) is solvable, and its solution set is denoted byΩ∗.
Assumption 1.2. The mapping F in VI(Ω, F ) (1.1) is Lipschitz continuous inΩ , i.e.,
‖F(x1)− F(x2)‖ ≤ L‖x1 − x2‖, ∀x1, x2 ∈ Ω, (1.3)
where L > 0 is the Lipschitz constant.
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Let ‖ · ‖ be the Euclidean norm. We denote PΩ [x] = argminz∈Ω ‖z − x‖2 as the projection of x onto Ω with respect
to the Euclidean norm. For solving monotone variational inequalities, the extragradient method and its modified versions
[6–9] have sound numerical performance. In particular, only function evaluation is used in these methods. This makes them
widely applicable for those problems involving black-box oracles. In this paper, we focus our attention on using less function
evaluation, since in general the function evaluation of a black-box oracle is difficult and expensive to compute.
The general form of the extragradientmethod takes the following recursion (see [6]). For ν < 1 being a positive constant,
0 < inf+∞k=0 βk ≤ sup+∞k=0 βk < +∞ and αk > 0, let the iteration be defined by
Prediction : x˜k = PΩ [xk − βkF(xk)], (1.4a)
s.t. βk‖F(xk)− F(x˜k)‖ ≤ ν‖xk − x˜k‖. (1.4b)
Correction : xk+1 = xk(αk) = PΩ [xk − αkβkF(x˜k)]. (1.4c)
For any x∗ ∈ Ω∗, letΘk(α) be the negative increment of the squared distance to x∗, i.e.
Θk(α) = ‖xk − x∗‖2 − ‖xk(α)− x∗‖2. (1.5)
It has been proved in [6,9] that for any given xk and βk,
Θk(α) ≥ Υ k(α) ≥ Q k(α), (1.6)
where
Υ k(α) = ‖xk(α)− xk‖2 + 2αβk(xk(α)− x˜k)T F(x˜k), (1.7)
Q k(α) = 2α(xk − x˜k)Tdk(x)− α2‖dk(x)‖2, (1.8)
dk(x) = (xk − x˜k)− βk[F(xk)− F(x˜k)]. (1.9)
In the following, we will ignore the index k for the convenience of the coming analysis. As inequality (1.6) shows, Q (α)
is a quadratic lower estimate for Θ(α), whose maximal point can be computed easily. So, in [6], for fixed γ ∈ (0, 2), α =
γ ·argmaxQ (α) is taken as the steplength in the correction step (1.4c). Obviously,Υ (α) is a better lower bound. Its properties
are subsequently studied. In [9], Υ (α) is proved to be differentiable and concave. Furthermore, Υ (α) = 0 has a unique
positive solution if x˜ 6∈ Ω , see [10]. In this paper, we investigate some new properties for Υ (α) and explore the relationship
between Υ (α) and Q (α). Following our investigations, two new steplengths in the correction step (1.4c) are proposed.
The rest of the paper is organized as follows. In Section 2, we briefly state some preliminary properties for the projection
and function Υ (α). In Section 3, we investigate the properties of function Υ (α) via function Υ (α)/α. Two new steplength
criteria are proposed in Section 4. Our preliminary numerical results are reported in Section 5. Finally, some concluding
remarks are drawn in Section 6. An Appendix is provided at the end for the calculation of two special projections.
2. Preliminaries
Projection mapping has many interesting and nice properties. We draw briefly some of its properties in this section.
Properties (2.2)–(2.3) and Proposition 2.2 can be seen in classical books, e.g. see [11,12], while a simple proof of (2.4)–(2.5)
can be seen in [13]. For x ∈ Rn, d ∈ Rn and t > 0, let
e(x, d, δ) = x− PΩ [x− δd].
It is well known that VI(Ω, F ) is equivalent to the natural mapping equation
e(x, F(x), δ) = 0, δ > 0. (2.1)
Proposition 2.1. Let Ω ⊆ Rn be a nonempty closed convex set. Then ∀x ∈ Rn,
(y− PΩ [x])T (PΩ [x] − x) ≥ 0, ∀y ∈ Ω, (2.2)
‖PΩ [x] − PΩ [y]‖ ≤ ‖x− y‖, ∀y ∈ Rn. (2.3)
Furthermore, ∀x, d ∈ Rn and 0 < δ1 < δ2
‖e(x, d, δ1)‖ ≤ ‖e(x, d, δ2)‖, (2.4)
‖e(x, d, δ1)‖/δ1 ≥ ‖e(x, d, δ2)‖/δ2. (2.5)
Proposition 2.2. Let K be a nonempty closed convex cone, K ◦ be its polar. Then p = PK [x] if and only if
p ∈ K , x− p ∈ K ◦, and 〈x− p, p〉 = 0.
In addition, PK [δx] = δ · PK [x] for δ > 0.
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Let T(x) and N(x) denote the tangent cone and normal cone toΩ at x, respectively. Note thatΩ is a closed convex set. In
this case, T(x) is the closure of the cone generated byΩ − {x}, while N(x) is its polar and vice versa. It is known (e.g., [14])
that the projection operator is directionally differentiable at x ∈ Ω .
Theorem 2.3. If x ∈ Ω , then PΩ [·] is directionally differentiable at x and the corresponding directional derivative is
lim
δ↓0
PΩ [x+ δd] − PΩ [x]
δ
= PT(x)[d]. (2.6)
Furthermore, from (2.5) and (2.6), we have ‖e(x, d, 1)‖ ≤ ‖PT(x)[−d]‖, if x ∈ Ω .
If x 6∈ Ω , the directional differentiability of PΩ [·] at x is guaranteed only under certain conditions on smoothness of the
boundary ofΩ (e.g., see [15] and references therein). The following result shows the differentiable property of ‖x−PΩ [x]‖2,
and it can be seen in, e.g., [2,12].
Theorem 2.4. For x ∈ Rn, f (x) = ‖x− PΩ [x]‖2 is differentiable with gradient ∇f (x) = 2(x− PΩ [x]).
Finally, we present a property of Υ (α), see [10].
Proposition 2.5. Υ (α) is differentiable concave, and its derivative is given by
Υ ′(α) = 2β(x(α)− x˜)T F(x˜). (2.7)
Furthermore, Υ (α) = 0 has a unique positive solution if x˜ 6∈ Ω∗.
3. Analysis of the lower bound
From Proposition 2.5, Υ (α) is concave. Note that x(0) = x. So, Υ (0) = 0 and Υ ′(0) = 2β(x− x˜)T F(x˜). It is interesting to
investigate the properties of function
K(α) =
{
Υ (α)/α, α > 0,
2β(x− x˜)T F(x˜), α = 0. (3.1)
Clearly, for α > 0, Υ (α)/α is the slope of the secant which passes through (0,Υ (0)) and (α,Υ (α)). So, K(α) is decreasing
on (0,+∞). Moreover, it has the following properties.
Theorem 3.1. For x ∈ Ω , K(α) is continuously differentiable, decreasing and convex on [0,+∞). Furthermore, its derivative is
given by
K ′(α) =
−‖x(α)− x‖
2
α2
, α > 0,
−‖PT(x)[βF(x˜)]‖2 = −β2‖PT(x)[F(x˜)]‖, α = 0.
(3.2)
Proof. Since limα↓0 Υ (α) = Υ (0) = 0, from (2.7), we have
lim
α↓0 K(α) = limα↓0
Υ (α)
α
= lim
α↓0
Υ ′(α)
1
= K(0).
So K(α) is continuous on [0,+∞). For α > 0, it holds that
K ′(α) = αΥ
′(α)− Υ (α)
α2
= 2αβ(x− x˜)
T F(x˜)− ‖x(α)− x‖2 − 2αβ(x− x˜)T F(x˜)
α2
= −‖x(α)− x‖
2
α2
.
Note that x ∈ Ω . Therefore, applying (2.6), we have
lim
α↓0
x(α)− x
α
= lim
α↓0
PΩ [x+ α · (−βF(x˜))] − x
α
= PT(x)[−βF(x˜)]. (3.3)
It follows that
lim
α↓0 K
′(α) = −‖PT(x)[−βF(x˜)]‖2 = −β2‖PT(x)[−F(x˜)]‖2, (3.4)
where the last equality is implied by the property of the projection onto a convex cone, see Proposition 2.2. Now we focus
on the right-derivative of K(α) at the origin. Due to (3.3), it holds that
lim
α↓0
−βF(x˜)T [x− x(α)]
α
= −[−βF(x˜)]TPT(x)[−βF(x˜)]. (3.5)
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From Proposition 2.2, it holds that
− βF(x˜) = PT(x)[−βF(x˜)] + PN(x)[−βF(x˜)] (3.6)
and
PT(x)[−βF(x˜)]TPN(x)[−βF(x˜)] = 0. (3.7)
Therefore, substituting (3.6)–(3.7) into (3.5), we have
lim
α↓0
−βF(x˜)T [x− x(α)]
α
= −‖PT(x)[−βF(x˜)]‖2. (3.8)
Denote x¯(α) = x− αβF(x˜), since x(α) = PΩ [x¯(α)], applying Theorem 2.4 and Eq. (3.8), we have
lim
α↓0
‖PΩ [x¯(α)] − x¯(α)‖2
α2
= lim
α↓0
−2βF(x˜)T [x− αβF(x˜)− x(α)]T
2α
= lim
α↓0
−βF(x˜)T [x− x(α)]T + αβ2‖F(x˜)‖2
α
= −‖PT(x)[−βF(x˜)]‖2 + β2‖F(x˜)‖2. (3.9)
Consequently, from (3.9) we obtain the right-derivative of K(α) at the origin
K ′+(0) = lim
α↓0
K(α)− K(0)
α
= lim
α↓0
‖x(α)− x‖2/α + 2β(x(α)− x˜)T F(x˜)− 2β(x− x˜)T F(x˜)
α
= lim
α↓0
‖PΩ [x¯(α)] − x¯(α)‖2 − ‖αβF(x˜)‖2
α2
= −‖PT(x)[−βF(x˜)]‖2. (3.10)
Combining (3.4) and (3.10), we complete the proof of the continuous differentiability of K(α). The deceasing property comes
from K ′(α) ≤ 0 directly. From (2.5), it holds that K ′(α) is increasing on [0,+∞). So, the convexity of K(α) is a direct
corollary. 
Note that Υ (α) is concave, see Proposition 2.5. So, for α∗ ∈ {argmaxα>0 Υ (α)}, it holds that
max
α>0
Υ (α) = Υ (α∗) ≤ Υ (0)+ (α∗ − 0)Υ ′(0) = 2α∗β(x− x˜)T F(x˜). (3.11)
For α0 > 0 being the unique positive solution of Υ (α) = 0, it is implied by (2.5) that
‖x(α∗)− x‖2
‖x(α0)− x‖2 ≥
(
α∗
α0
)2
. (3.12)
In fact, according to Theorem 3.1, we can still improve (3.11)–(3.12) and obtain some relevant inequalities. But first, we
present the following lemma.
Lemma 3.2. Let x ∈ Ω , x˜ 6∈ Ω∗, and α∗ ∈ argmaxα>0 Υ (α), then α∗ > 0, Υ (α∗) > 0, and PT(x)[−βF(x˜)] 6= 0.
Proof. If Υ (α∗) = 0, from the concavity of Υ (α) and Υ (0) = 0, it holds that Υ ′(0) = 2β(x − x˜)T F(x˜) ≤ 0. On the other
hand, the following relation holds
β(x− x˜)T F(x˜) = ‖x− x˜‖2 + (x− x˜)T [x˜− (x− βF(x))] + β(x− x˜)T [F(x˜)− F(x)].
Notice that x˜ = PΩ [x− βF(x)], see (1.4a), from condition (1.4b) and property (2.2), we have
β(x− x˜)T F(x˜) ≥ ‖x− x˜‖2 − ‖x− x˜‖ · β‖F(x˜)− F(x)‖ ≥ (1− ν)‖x− x˜‖2. (3.13)
As a consequence,we obtain ‖x−x˜‖ = 0. Therefore, it follows from (1.4a) that e(x, F(x), β) = x−PΩ [x−βF(x)] = x−x˜ = 0.
Noting that inf+∞k=0 βk > 0, we have x = x˜ ∈ Ω∗, which is a contradiction. So, Υ (α∗) > 0 and α∗ > 0 is a direct corollary.
Now, if PT(x)[−βF(x˜)] = 0, it follows from (3.6) that −βF(x˜) ∈ N(x). As a consequence, for any α ≥ 0, we obtain the
identity x ≡ PT(x)[x− αβF(x˜)]. Then, it follows that Υ (α∗) ≡ ‖x− PT(x)[x− α∗βF(x˜)]‖2 = 0, which is also a contradiction.
So, PT(x)[−βF(x˜)] 6= 0 holds. The proof is completed. 
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Proposition 3.3. Let x ∈ Ω , x˜ 6∈ Ω∗, α∗ ∈ argmaxα>0 Υ (α), and α0 > 0 be the unique positive solution of Υ (α) = 0, then
the following inequalities hold
Υ (α∗) = ‖x(α∗)− x‖2 ≤ α∗β(x− x˜)T F(x˜), (3.14)
α0 ≥ 2α∗ ≥ 2β(x− x˜)
T F(x˜)
‖PT(x)[−βF(x˜)]‖2 , (3.15)
‖x(α∗)− x‖2
‖x(α0)− x‖2 ≥ 1−
α∗
α0
≥ 1
2
≥ 1
4
+
(
α∗
α0
)2
. (3.16)
Proof. From the definition ofα∗ and Theorem3.1, it holds thatK ′(α∗) = −‖x(α∗)−x‖2/(α∗)2. Sinceα∗ ∈ argmaxα>0 Υ (α),
it holds that
Υ ′(α∗) = 2β(x(α∗)− x˜)T F(x˜) = 0.
Then, K(α∗) = Υ (α∗)/α∗ = ‖x(α∗)− x‖2/α∗. From the convexity of K(α), see Theorem 3.1, we have the inequality
K(α) ≥ K(α∗)+ K ′(α∗) · (α − α∗) = 2‖x(α
∗)− x‖2
α∗
− ‖x(α
∗)− x‖2α
(α∗)2
. (3.17)
Setting α = 0 in (3.17), we obtain
2β(x− x˜)T F(x˜) ≥ 2‖x(α
∗)− x‖2
α∗
,
which is inequality (3.14). Also, setting α = α0 in (3.17) and noticing K(α0) = Υ (α0)/α0 = 0, we obtain
0 ≥ 2‖x(α
∗)− x‖2
α∗
− ‖x(α
∗)− x‖2α0
(α∗)2
.
From Lemma 3.2, it follows that α0 ≥ 2α∗, which is the first inequality in (3.15). Similar to (3.17), it holds that
K(α) ≥ K(0)+ αK ′(0) = 2β(x− x˜)T F(x˜)− α‖PT(x)[−βF(x˜)]‖2. (3.18)
Setting α = α∗ in (3.18), we have
‖x(α∗)− x‖2 ≥ 2α∗β(x− x˜)T F(x˜)− (α∗)2 · ‖PT(x)[−βF(x˜)]‖2. (3.19)
Substituting (3.14) into (3.19), we obtain
(α∗)2 · ‖PT(x)[−βF(x˜)]‖2 ≥ α∗β(x− x˜)T F(x˜),
which implies the second inequality in (3.15) from Lemma 3.2. Now, taking the tangent line of Υ (α) at α0 into account, we
have
Υ (α) ≥ Υ (α0)+ Υ ′(α0)(α − α0) = 2β(x(α0)− x˜)T F(x˜) · (α − α0) = −‖x(α
0)− x‖2
α0
(α − α0). (3.20)
Setting α = α∗ in (3.20), we obtain
‖x(α∗)− x‖2 ≥ ‖x(α
0)− x‖2
α0
(α0 − α∗).
Therefore, the first inequality in (3.16) holds since ‖x(α0) − x‖2 ≥ ‖x(α∗) − x‖2 = Υ (α∗) > 0. The other inequalities in
(3.16) hold directly from α0 ≥ 2α∗. The proof is completed. 
Similar to (3.17) and (3.18), indeed, there is a cluster of tangent lines of K(α) in [0, α0], i.e.,
K(α) ≥ l(α, λ) = K(λ)+ K ′(λ) · (α − λ), ∀λ ∈ [0,+∞), (3.21)
where
l(α, λ) =
−‖x(λ)− x‖
2
λ2
· α + ‖x(λ)− x‖
2 + Υ (λ)
λ
, λ > 0,
−‖PT(x)[−βF(x˜)]‖2 · α + 2β(x− x˜)T F(x˜), λ = 0.
For any fixed λ ≥ 0, l(α, λ) is the best linear approximation to K(α). Note that K(α) = Υ (α)/α. So, it holds that
Υ (α) ≥ q(α, λ) = K(λ) · α + K ′(λ) · α(α − λ), ∀λ ∈ [0,+∞), (3.22)
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where
q(α, λ) =
−‖x(λ)− x‖
2
λ2
· α2 + ‖x(λ)− x‖
2 + Υ (λ)
λ
· α, λ > 0,
−‖PT(x)[−βF(x˜)]‖2 · α2 + 2β(x− x˜)T F(x˜) · α, λ = 0.
Therefore, for any fixed λ ≥ 0, q(α, λ) is the best quadratic approximation to Υ (α) in the form of aα2 + bα. Reconsider the
inequality (1.6), Q (α) is also in the form of aα2 + bα. If we define
L(α) = Q (α)
α
= −‖d(x)‖2 · α + 2(x− x˜)Td(x), (3.23)
in general, L(α) does not belong to the tangent line cluster {l(α, λ)}+∞λ=0 (as is confirmed by the numerical experiment in
Section 5), so, Q (α) is not a good enough quadratic approximation to Υ (α). With straightforward manipulations, we have
l(0, 0)− L(0) = K(0)− L(0) = 2(x− x˜)T [x˜− (x− βF(x))] ≥ 0 (3.24)
according to (2.2). So, if we assume
‖d(x)‖2 ≥ ‖PT(x)[−βF(x˜)]‖2, (3.25)
i.e., the slope of L(α) is not larger than the slope of l(α, 0), combining (3.24) and (3.25), we have
K(α) ≥ l(α, 0) ≥ L(α), α ≥ 0
which implies that q(α, 0) is better than Q (α) in view of the lower quadratic bounds to Υ (α), i.e.,
Υ (α) ≥ q(α, 0) = −‖PT(x)[−βF(x˜)]‖2 · α2 + 2β(x− x˜)T F(x˜) · α ≥ Q (α). (3.26)
Furthermore, let
α∗Q = argmax
α>0
Q (α) = (x− x˜)
Td(x)
‖d(x)‖2 (3.27a)
and
α∗q0 = argmaxα>0 q(α, 0) =
β(x− x˜)T F(x˜)
‖PT(x)[−βF(x˜)]‖2 , (3.27b)
it follows that Q (2α∗q0) ≤ q(2α∗q0 , 0) = 0, which implies 2α∗q0 ≥ 2α∗Q . Applying inequality (3.15), we have α∗ ≥ α∗q0 ≥ α∗Q .
It is proved in [6] that α∗Q ≥ 1/2. As a conclusion, we obtain the following proposition.
Proposition 3.4. Let x ∈ Ω , x˜ 6∈ Ω∗, and α∗ ∈ argmaxα>0 Υ (α). If condition ‖d(x)‖2 ≥ ‖PT(x)[−βF(x˜)]‖2 holds, then
inequality (3.26) holds and α∗ ≥ α∗q0 ≥ α∗Q ≥ 1/2, where α∗q0 and α∗Q are defined in (3.27).
Unfortunately, in general, {α∗
qk0
} does not definitely have a positive lower bound. However, this result holds under some
mild conditions. Thus, we propose another sufficient condition as follows.
Proposition 3.5. For {xk} ⊆ Ω \ Ω∗, {x˜k} ∈ Ω \ Ω∗ generated by (1.4a) satisfy condition (1.4b). In addition, limk→∞ xk =
x∗ ∈ Ω∗. Furthermore, if
∞
inf
k=0
βk(xk − x˜k)T F(xk)
‖PT(xk)[−βkF(xk)]‖2
> 0,
then, inf∞k=0 α∗qk0
> 0.
Proof. Clearly, α∗
qk0
can be rewritten as
α∗
qk0
= βk(x
k − x˜k)T F(x˜k)
‖PT(xk)[−βkF(x˜k)]‖2
= sk,1 · sk,2 · βk(x
k − x˜k)T F(xk)
‖PT(xk)[−βkF(xk)]‖2
where
sk,1 = ‖PT(xk)[−βkF(x
k)]‖2
‖PT(xk)[−βkF(x˜k)]‖2
and sk,2 = βk(x
k − x˜k)T F(x˜k)
βk(xk − x˜k)T F(xk) .
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So, according to the assumption, we only need to prove that both sk,1 and sk,2 have positive lower bounds. First, for sk,1, it
holds that
√
sk,1 = ‖PT(xk)[−βkF(x
k)]‖
‖PT(xk)[−βkF(x˜k)] − PT(xk)[−βkF(xk)] + PT(xk)[−βkF(xk)]‖
≥ ‖PT(xk)[−βkF(x
k)]‖
‖PT(xk)[−βkF(x˜k)] − PT(xk)[−βkF(xk)]‖ + ‖PT(xk)[−βkF(xk)]‖
≥ ‖PT(xk)[−βkF(x
k)]‖
‖[−βkF(x˜k)] − [−βkF(xk)]‖ + ‖PT(xk)[−βkF(xk)]‖
≥ 1
ν‖xk − x˜k‖/‖PT(xk)[−βkF(xk)]‖ + 1
,
where the second inequality is deduced from (2.3) while the last inequality is guaranteed by condition (1.4b). According to
Theorem 2.3, ‖xk − x˜k‖/‖PT(xk)[−βkF(xk)]‖ ≤ 1. Therefore, we have
sk,1 ≥
(
1
ν + 1
)2
. (3.28)
For sk,2, it holds that
sk,2 = βk(x
k − x˜k)T F(x˜k)
βk(xk − x˜k)T F(x˜k)+ βk(xk − x˜k)T (F(xk)− F(x˜k))
= 1
1+ βk(xk−x˜k)T (F(xk)−F(x˜k))
βk(xk−x˜k)T F(x˜k)
≥ 1
1+ ν‖xk−x˜k‖2
(1−ν)‖xk−x˜k‖2
= 1− ν (3.29)
where the inequality holds because of (1.4b) and (3.13). Combining (3.28) and (3.29), we obtain the result of this
proposition. 
Remark 3.6. No doubt, for all x∗ ∈ Ω∗ and β > 0, it holds that PT(x∗)[−βF(x∗)] = 0, see [16]. However, due to the
discontinuity of function f (x) = ‖PT(x)[d]‖, limx→x∗ ‖PT(x)[−F(x)]‖ may not equal to ‖PT(x∗)[−F(x∗)]‖ which is zero. Note
that limx→x∗(xk − x˜k) = 0. As a consequence, the condition in Proposition 3.5 may not hold, and thus α∗qk0 may fail to have a
positive lower bound in this case.
4. Two new kinds of steplengths for the correction step
As shown in (3.21)–(3.22), there is a cluster of quadratics which are tangentially lower bounds to Υ (α). Among these
quadratics, the initial one q(α, 0) is very special, since its expression involves the tangent cone T(x) other than the set
Ω . In this section, we utilize q(α, 0) to design one of the two new kinds of steplength for the correction step (1.4c).
The performance of the two new kinds of steplength will be compared in the next section. For the purpose of numerical
computation, we should investigate how to compute the projection PT(x)[·]. Fortunately, it is easy to compute in many
common cases. We list some examples used in this paper in the Appendix.
Now, we present the first new steplength for the correction step (1.4c). As Proposition 3.5 and Remark 3.6 show, the
positive lower bound of α∗
qk0
exists only under some mild conditions. In practice, a steplength sequence tending to 0 implies
a slow convergence. Sowe define the steplength as follows thanks toα∗Q k > 1/2 ([6]). Let γ ∈ (0, 1) be a relaxation constant.
Using (3.27), the αk in (1.4c) is defined by
αk =

γ · 2α∗
qk0
= γ 2βk(x
k − x˜k)T F(x˜k)
‖PT(xk)[−βkF(x˜k)]‖2
, α∗
qk0
≥ α∗Q k ,
γ · 2α∗Q k = γ
2(xk − x˜k)Td(xk)
‖d(xk)‖2 , α
∗
qk0
< α∗Q k .
(4.1)
The convergence of iteration (1.4) with steplength (4.1) is stated in the following proposition.
Proposition 4.1. Let {xk} be generated by iteration (1.4) with steplength (4.1). Then, {xk} converges to a solution of (1.1).
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Proof. Clearly, there are three cases for {αk}. The first case is that ∃ an N , such that ∀k > N, αk = γ · 2α∗Q k . The second one
is just the opposite, i.e., ∃ an N , such that ∀k > N, αk = γ · 2α∗qk0 . Hence, the last one is that ∀N > 0, ∃k1, k2 > N , such that
αk1 = γ · 2α∗Q k while αk2 = γ · 2α∗qk0 . For the first case, the convergence is proved in [6].
Now we focus on the second case. From (1.5), (1.6), (1.4c) and (3.26), it holds that
‖xk − x∗‖2 − ‖xk+1 − x∗‖2 = Θk(αk) ≥ Υ k(αk) ≥ qk(αk, 0).
With a straightforward computation, we have
qk(αk, 0) = −‖PT(xk)[−βkF(x˜k)]‖2 · (αk)2 + 2βk(xk − x˜k)T F(x˜k) · αk = γ (1− γ )
[2βk(xk − x˜k)T F(x˜k)]2
‖PT(xk)[−βkF(x˜k)]‖2
.
Therefore,
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − γ (1− γ ) [2βk(x
k − x˜k)T F(x˜k)]2
‖PT(xk)[−βkF(x˜k)]‖2
. (4.2)
So, {‖xk − x∗‖} is bounded above and decreasing, which implies that {‖xk − x∗‖} converges and
lim
k→+∞ γ (1− γ )
[2βk(xk − x˜k)T F(x˜k)]2
‖PT(xk)[−βkF(x˜k)]‖2
= 0. (4.3)
Since {‖xk−x∗‖} is bounded above and F(x) is Lipschitz continuous, it follows that {‖F(xk)‖} is also bounded above. Applying
property (2.3), we have
‖xk − x˜k‖ = ‖xk − PΩ [xk − βkF(xk)]‖ ≤ βk‖F(xk)‖.
Note that, in iteration (1.4), sup∞k=0 βk < +∞. Then the set {x˜k} is also bounded, which implies that {‖F(x˜k)‖} is bounded
above because of the Lipschitz continuity of F(x). So, according to (4.3),
lim
k→+∞
[2βk(xk − x˜k)T F(x˜k)]2
‖PT(xk)[−βkF(x˜k)]‖2
· (βk)2 · ‖ − F(x˜k)‖2 = 0. (4.4)
Note that
‖ − F(x˜k)‖2 = ‖PT(xk)[−F(x˜k)]‖2 + ‖PN(xk)[−F(x˜k)]‖2
and PT(xk)[−βkF(x˜k)] = βkPT(xk)[−F(x˜k)], see Proposition 2.2. Using inequality (3.13), we have
[2βk(xk − x˜k)T F(x˜k)]2
‖PT(xk)[−βkF(x˜k)]‖2
· (βk)2 · ‖ − F(x˜k)‖2 ≥ 4(1− ν)2‖xk − x˜k‖4.
As a consequence of (4.4), we obtain
lim
k→+∞ 4(1− ν)
2‖xk − x˜k‖4 = 0,
which implies
lim
k→+∞ ‖x
k − x˜k‖ = lim
k→+∞ ‖x
k − PΩ [xk − βkF(xk)]‖ = 0. (4.5)
Denote βL = inf+∞k=0 βk. Therefore, from property (2.4),
‖xk − PΩ [xk − βkF(xk)]‖ ≥ ‖xk − PΩ [xk − βLF(xk)]‖.
Then, from (4.5) we have
lim
k→+∞ ‖x
k − PΩ [xk − βLF(xk)]‖ = 0. (4.6)
Since {xk} is bounded, let x∞ be an accumulation point of {xk}. By substituting x∞ into (4.6), the natural mapping equation
(2.1) holds at x∞, and thus x∞ ∈ Ω∗. Substituting x∗ in (4.2) by x∞, it holds that {‖xk − x∞‖} is decreasing. Therefore {xk}
converges to x∞.
Finally, for the last case, we have two subsequences being complement of each other, i.e., {αk1} and {αk2}, where αk1 =
γ · 2α∗
Q k1
and αk2 = γ · 2α∗qk20 . According to the above discussions and [6], we obtain limk1→+∞maxα>0 Q
k1(α) = 0 and
(4.3) (with k being k2) for these two subsequences. So, the convergence is a direct consequence by combining the above
discussions and [6]. As the result, the iterates generated by (1.4) with steplength (4.1) converge to a solution of (1.1) 
X. Wang et al. / Journal of Computational and Applied Mathematics 233 (2010) 2925–2939 2933
Now, let’s reconsider the deceasing convex property of K(α), see Theorem 3.1. If we apply Newton’s method initialized
by 0 to computeα0, the first iteration generates 2α∗q0 . It is an approximate calculation ofα
0 through the linearization of K(α).
The first kind of steplength defined by (4.1) can be hereby viewed as an estimate of γα0. We now introduce the second kind
of steplength for the correction step. Let γ ∈ (0, 1) be a relaxation constant. The αk in (1.4c) is defined by
αk = γα0k , (4.7)
where α0k is the unique positive solution to both K
k(α) = 0 and Υ k(α) = 0. According to the concavity of Υ k(α), αk can be
computed via Newton’s method very fast. The convergence of iteration (1.4) with steplength (4.7) is stated as follows.
Proposition 4.2. Let {xk} be generated by iteration (1.4) with steplength (4.7), then {xk} converges to a solution of (1.1).
Proof. Let α∗k = argmaxα>0 Υ k(α). Note that Υ (0) = Υ (α0k ) = 0. If αk = γα0k ≥ α∗k , then from the concavity of Υ k(α)we
have
Υ k(αk) ≥ α
0
k − αk
α0k − α∗k
· Υ k(α∗k ) =
(1− γ )α0k
α0k − α∗k
· Υ k(α∗k ) =
1− γ
1− α∗k /α0k
· Υ k(α∗k ) ≥ (1− γ ) · Υ k(α∗k ). (4.8)
Otherwise, αk = γα0k < α∗k . Also from the concavity of Υ (α) and inequality (3.15) we have
Υ k(αk) ≥ αk
α∗k
· Υ k(α∗k ) =
γα0k
α∗k
· Υ k(α∗k ) ≥ 2γ · Υ k(α∗k ). (4.9)
Therefore, combining (1.6) and (4.8) with (4.9), we have
‖xk − x∗‖2 − ‖xk+1 − x∗‖2 ≥ Υ k(αk) ≥ min{1− γ , 2γ } · Υ k(α∗k )
≥ min{1− γ , 2γ } ·max
α>0
qk(α, 0)
= min{1− γ , 2γ } · [βk(x
k − x˜k)T F(x˜k)]2
‖PT(xk)[−βkF(x˜k)]‖2
. (4.10)
So, from the proof of Proposition 4.1, {xk} converges to a solution of (1.1). 
Remark 4.3. Reconsider that α0 ≥ 2α∗, see Proposition 3.3, in (4.7), if the constant γ ≥ 1/2, then only the first case namely
inequality (4.8) holds.
5. Numerical experiment
Most recently, He et al. [17] proposed a unified framework for the approximate proximal point algorithms. The extragra-
dient method [8] is grouped into the primary methods. In line with this classification, we describe briefly the extragradient
type methods as follows.
Algorithm 5.1 (Extragradient Type Methods).
Step 1. Given x0, β0, and 0 < ν < 1. Set k := 1.
Step 2. Compute x˜k and the self-adjust parameter βk implemented by Procedure 5.1 in [17].
Step 3. With the computed steplength αk, set xk+1 = PΩ [xk − αkβkF(x˜k)].
Step 4. Set k := k+ 1 and go to Step 2, until some stopping criterion is satisfied.
In this section, we shall implement Algorithm 5.1 with three kinds of steplength, i.e.,
(i) γ · 2α∗Q k which is recommended under the unified framework, see Section 6 in [17].
(ii) γ · 2max{α∗Q k , α∗qk0}which is our first newly proposed steplength, see (4.1).
(iii) γ · α0k which is our second newly proposed steplength, see (4.7).
Algorithm 5.1 with the above three kinds of steplength are abbreviated as EG-G, EG-L, and EG-S (where ‘‘-G’’ stands for
the general method under the unified framework, ‘‘-L’’ refers to α∗
qk0
obtained by the linearization of K k(α) at 0, and ‘‘-S’’ refers
to α0k being the positive solution to Υ
k(α) = 0). In our numerical experiment, the parameters are initialized with β0 = 1
and ν = 0.9. The initial point is set at x0 = 0. We terminate the computation once the relative error
‖xk − PΩ [xk − F(xk)]‖∞
‖x0 − PΩ [x0 − F(x0)]‖∞ ≤ 10
−6
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Table 5.1
Ω = Rn+ and q ∈ (−1000, 1000)n .
n γ EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
100 0.9 169 365 149 325 93 206
0.5 329 674 304 629 236 482
200 0.9 239 516 222 482 137 300
0.5 471 969 450 931 312 658
500 0.9 259 559 237 512 131 285
0.5 505 1031 464 939 322 662
800 0.9 210 452 190 414 110 244
0.5 419 846 385 798 263 547
1000 0.9 226 489 203 443 111 245
0.5 441 905 401 806 271 567
is satisfied. All codes are written in Matlab R2007a and run on a MacBook. As mentioned in Section 1, we focus on using
less function evaluation which is difficult and expensive to compute in black-box models. On the other hand, in all of our
numerical experiment, computing F(x) involves the multiplication of an n × nmatrix and an n-dimensional vector whose
flops are O(n2), whereas other computations such as adjusting βk, computing inner-products, computing projections, etc.
take at most O(n) flops. Therefore, the total computational load relies almost entirely on the numbers of the function
evaluation. Therefore, we only report the numbers of iterations and function evaluation, abbreviated as No. It and No. F
respectively, in our numerical results.
We now describe our test experiment. We form 5 groups of experiments for the computational test. Similar to the test
problems in [18,17,6,19], in our first group of numerical experiment,Ω = Rn+ and the nonlinear mapping is
F(x) = D(x)+Mx+ q,
where (D(x))j = dj ∗ arctan(xj), M ∈ Rn×n, and q ∈ Rn. In the numerical tests, d, M , and q are generated as described
in [6]. Two kinds of q, i.e., q ∈ (−1000, 1000)n and q ∈ (−1000, 0)n are implemented in our numerical tests. We report the
numerical results in Tables 5.1 and 5.2.
The second group of experiment is modified from the first group of experiment by changing the constraint set Ω into
the second order cone (abbreviated as SOC). The projection onto SOC is shown in Example A.1 of the Appendix, while the
tangent cone to SOC is shown in Example A.5, also in the Appendix. Theoretically, in the iterative sequence, there exists at
most one k such that xk = 0. So, for the projection onto the tangent cone to SOC, PSOC[·] should be computed at most once,
see Example A.5. The numerical results are reported in Tables 5.3 and 5.4.
For the third group of experiment, we change the constraint set Ω into B(0, 10) = {x ∈ Rn | ‖x‖ ≤ 10} and
B(0, 100) = {x ∈ Rn | ‖x‖ ≤ 100}. In this case, derived from Examples A.2 and A.4, both PT(x)[·] and PΩ [·] do not involve
any matrix-vector multiplication (since A = I). Due to the better performance of γ = 0.9 over γ = 0.5 in the previous
numerical experiment, we implement Algorithm 5.1 with only γ = 0.9. The numerical results are reported in Tables 5.5
and 5.6.
The fourth group of experiment is also based on the first group of experiment but changingM into the Hilbert matrix H .
We also implement Algorithm 5.1 with only γ = 0.9. The numerical results are reported in Tables 5.7 and 5.8.
We complete the numerical experiment by testing two more traffic equilibrium problems. The first problem is Example
7.5 in [20]; and the second one is the problem in [21]. We implement Algorithm 5.1 with γ = 0.9. The numerical results
are reported in Table 5.9.
From these numerical results, we can see that EG-L is better than EG-G, while EG-S is much more effective than the
other two. Very surprisingly, in the first, the fourth, and the last groups of experiments in which Ω = Rn+, the condition
‖d(x)‖2 ≥ ‖PT(x)[−βF(x˜)]‖2 always holds in each iteration. Therefore, the method EG-L always takes the steplength
αk = γ · 2max{α∗Q k .α∗qk0} = γ · 2α
∗
qk0
.
Among these three case, EG-L is obviously better than EG-G. In certain situation, EG-L could be as good as EG-S (see Tables 5.7
and 5.8) without the extra computation of the projection for α0 in EG-S. The average ratios between the numbers of function
evaluation of EG-L and EG-G in the first, the fourth, and the last groups of experiments are 0.93, 0.70, and 0.82, respectively.
However, in the second group of experiment in whichΩ = SOC , α∗Q k is always larger than α∗qk0 in every iteration. Therefore,
EG-L is just EG-G. For the third group of experiment, similar to the second group, α∗
qk0
> α∗Q k seldom holds. Thus, EG-L is
only a little bit better than EG-G. Nevertheless, no matter what the setΩ is, it can be seen from Tables 5.1–5.9 that EG-S is
always better. For each row of Tables 5.1–5.9, we set
r = No. F of EG-S
No. F of EG-G
.
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Table 5.2
Ω = Rn+ and q ∈ (−1000, 0)n .
n γ EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
100 0.9 373 806 353 766 245 531
0.5 735 1512 708 1463 526 1105
200 0.9 455 983 436 946 254 557
0.5 911 1873 865 1786 595 1254
500 0.9 585 1264 554 1201 318 700
0.5 1155 2375 1112 2297 743 1570
800 0.9 564 1219 531 1152 288 634
0.5 1107 2281 1069 2211 702 1485
1000 0.9 605 1307 573 1243 324 706
0.5 1194 2459 1153 2383 787 1661
Table 5.3
Ω =SOC and q ∈ (−1000, 1000)n .
n γ EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
100 0.9 181 378 181 378 121 260
0.5 353 763 353 763 250 536
200 0.9 164 334 164 334 108 230
0.5 304 659 304 659 205 441
500 0.9 153 320 153 320 103 218
0.5 297 645 297 645 197 425
800 0.9 121 269 121 269 80 166
0.5 218 475 218 475 143 308
1000 0.9 180 375 180 375 100 216
0.5 311 677 311 677 203 437
Table 5.4
Ω =SOC and q ∈ (−1000, 0)n .
n γ EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
100 0.9 209 443 209 443 136 297
0.5 417 893 417 893 294 628
200 0.9 178 365 178 365 121 251
0.5 337 729 337 729 231 498
500 0.9 163 344 163 344 118 244
0.5 321 695 321 695 214 462
800 0.9 123 258 123 258 81 172
0.5 238 516 238 516 155 336
1000 0.9 180 381 180 381 116 245
0.5 358 776 358 776 231 496
Table 5.5
Ω = B(0, R), q ∈ (−1000, 1000)n and γ = 0.9.
R n EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
10 100 64 139 55 121 34 78
200 122 263 119 252 95 200
500 164 354 153 330 91 200
800 224 482 215 463 147 311
1000 312 672 306 660 178 380
100 100 1827 3938 1815 3913 1154 2457
200 2942 6340 2918 6290 1599 3432
500 3545 7642 3512 7575 1963 4216
800 5177 11158 5081 10960 2724 5834
1000 10508 22649 9985 21539 4827 10342
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Table 5.6
Ω = B(0, R), q ∈ (−1000, 0)n and γ = 0.9.
R n EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
10 100 60 130 55 120 36 81
200 87 188 77 167 53 116
500 149 322 135 293 125 265
800 234 504 228 492 184 391
1000 252 542 247 532 157 332
100 100 1302 2805 1288 2776 886 1886
200 1742 3754 1731 3732 1032 2211
500 3102 6686 3080 6641 1861 3974
800 5506 11868 5425 11689 2961 6316
1000 5648 12173 5572 12017 3081 6613
Table 5.7
Ω = Rn+ , q ∈ (−1000, 1000)n ,M = H and γ = 0.9.
n EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
100 465 958 345 731 340 723
200 661 1400 465 1007 451 982
500 533 1097 350 717 322 661
800 684 1407 474 983 466 965
1000 775 1605 538 1109 534 1104
Table 5.8
Ω = Rn+ , q ∈ (−1000, 0)n ,M = H and γ = 0.9.
n EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
100 402 833 303 640 296 620
200 537 1130 400 861 392 838
500 577 1204 382 794 391 817
800 875 1825 523 1108 641 1341
1000 807 1671 585 1221 576 1195
Table 5.9
Transportation problems with γ = 0.9.
Traffic problem EG-G EG-L EG-S
No. It No. F No. It No. F No. It No. F
1 307 669 249 552 119 270
2 185 401 150 330 113 249
Then we have the following statistical data
min(r) ≈ 0.404, max(r) ≈ 0.823, E(r) ≈ 0.636, and σ(r) ≈ 0.078,
where E(r) and σ(r) are the mean value and the standard deviation of r respectively, i.e.,
E(r) = 1
n
n∑
i=1
ri, σ (r) =
[
1
n− 1
n∑
i=1
(ri − E(r))2
]1/2
.
These numbers clearly demonstrate the superiority of EG-S.
6. Concluding remarks
The extragradient type methods are a class of efficient algorithms for solving monotone variational inequalities. By
focusing on the increment of the squared distance to a solution point, we present some analysis on the lower bounds of
the negative increment. A cluster of tight quadratic lower bounds in the form of aα2 + bα can be constructed. In general,
this cluster does not include the quadratic lower bound proposed in [6], and demonstrates an improvement numerically
by choosing a better steplength. We hereby propose two new criteria for the steplength with promising numerical results.
As expected, the convergence is improved significantly by applying our new steplengths. Note that, for EG-G, EG-L, and
EG-S, the steplengths are sequentially enlarged. With tiny additional computational load, the numerical results imply that,
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in the domain (0, α0), the larger steplength will result in better numerical performance. According to our computational
experiment, the numerical performance could be still improved by setting the steplength larger thanα0k (e.g.,αk = γα0k , γ >
1), further investigation on this issue appears to be attractive.
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Appendix. Projection onto the revolution cone and the elliptical cylinder
In general, the projection is computed by solving the convex optimization problem min{‖z − x‖2 | z ∈ Ω}. For some
simple cases of Ω (e.g., the orthant, the ball and the box) it has closed formulas. In this appendix, we present the explicit
expressions for the projections onto two other kinds of sets, i.e., the revolution cone and the elliptical cylinder.
Example A.1. Let ‖ · ‖ be the Euclidean norm andΩ be the revolution cone:
Kd(θ) = {x ∈ Rn | 〈d, x〉 ≥ ‖x‖ cos θ},
where ‖d‖ = 1 and θ ∈ [0, pi/2]. The polar of Kd(θ) is K−d(pi/2 − θ). The projection of x onto the revolution cone can be
divided into three cases. First, if x ∈ Kd(θ), then PΩ [x] = x. Second, if x ∈ K−d(pi/2− θ), then PΩ [x] = 0, which fulfills the
condition in Proposition 2.2 obviously. Finally, for x ∈ [Kd(θ)∪K−d(pi/2− θ)]c , let p lie in the conic hull generated by d and
x, and
〈d, p〉 = ‖p‖ cos θ,
〈x− p, p〉 = 0.
From the plane geometry, it is clear that the angle between−d and x− p is pi/2− θ , which implies x− p ∈ K−d(pi/2− θ).
Therefore, the point p fulfills the condition in Proposition 2.2, and thus is PΩ [x]. Clearly, d and x are linearly independent. So
p can be uniquely written as
p = α1d+ α2x, α1, α2 > 0.
Now, let θ˜ denote the angle between d and x, i.e., θ˜ = arccos(dT x/‖x‖), and θ0 = θ˜ − θ . Again from the plane geometry, we
can divide the following discussion into two subcases, i.e., pi/2+ θ > θ˜ > pi/2 and pi/2 ≥ θ˜ > θ . If pi/2+ θ > θ˜ > pi/2,
then we have
α2 = ‖x‖ · cos θ0 · cos(pi/2− θ)‖x‖ · cos(θ˜ − pi/2) =
cos θ0 · sin θ
sin θ˜
,
and thus
α1 = ‖x‖ · cos θ0 · sin(pi/2− θ)+ α2‖x‖ · sin(θ˜ − pi/2)
= ‖x‖ · cos θ0 · cos θ + cos θ0 · sin θ
sin θ˜
· ‖x‖ · (− cos θ˜ )
= ‖x‖ · cos θ0
sin θ˜
· [cos θ sin θ˜ − sin θ cos θ˜ ]
= ‖x‖ · cos θ0
sin θ˜
· sin θ0.
Otherwise, i.e., pi/2 ≥ θ˜ > θ , then α2 has the same expression as the above one, and thus
α1 = ‖x‖ · cos θ0 · sin(pi/2− θ)− α2‖x‖ · sin(pi/2− θ˜ )
= ‖x‖ · cos θ0 · cos θ − cos θ0 · sin θ
sin θ˜
· ‖x‖ · (cos θ˜ )
= ‖x‖ · cos θ0
sin θ˜
· sin θ0.
So, the expression forms of α1 and α2 are the same in these two subcases. As a result, we have
PΩ [x] =

x, x ∈ Kd(θ),
0, x ∈ K−d(pi/2− θ),‖x‖ · cos θ0 · sin θ0
sin θ˜
· d+ cos θ0 · sin θ
sin θ˜
· x, otherwise.
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Indeed, the second order cone, i.e.,
S = {x ∈ Rn | xn ≥
√
x21 + · · · + x2n−1}
is a special revolution cone whose d = (0, . . . , 0, 1)T and θ = pi/4. Therefore, we can obtain the projection onto the second
order cone via the above formula.
Example A.2. We consider the projection onto an elliptical cylinder, i.e.,
min ‖z − x‖2
s.t. z ∈ Ω = {z ∈ Rn | zTAz ≤ 1},
where A is a symmetric positive semi-definite matrix. If A = I , Ω is just a ball, onto which the projection is PΩ [x] =
x/max{1, ‖x‖}. Otherwise, let the singular value decomposition of A be A = V TDV , where D = diag{d1, . . . , dr , 0, . . . , 0}
and d1 ≥ · · · ≥ dr > 0. Consequently, for z˜ = Vz and x˜ = Vx, we obtain the following equivalent optimization problem
min ‖z˜ − x˜‖2
s.t. z˜ ∈ Ω˜ = {z˜ ∈ Rn | z˜TDz˜ ≤ 1},
or in the form of entries
min
{
n∑
i=1
(z˜i − x˜i)2 |
r∑
i=1
diz˜2i ≤ 1
}
.
By introducing the Lagrange multiplier λ, the KKT condition of the problem is
2(z˜i − x˜i)− 2λdiz˜i = 0, i = 1, . . . r,
2(z˜i − x˜i) = 0, i = r + 1, . . . n,
λ ≤ 0,
r∑
i=1
diz˜2i ≤ 1, λ
(
r∑
i=1
diz˜2i − 1
)
= 0.
So, z˜i = x˜i, i = r + 1, . . . n. If λ = 0, it follows that z˜i = x˜i, i = 1, . . . r . From the constraint∑ri=1 diz˜2i ≤ 1, it must hold
that
∑r
i=1 dix˜
2
i ≤ 1. In other words, if
∑r
i=1 dix˜
2
i ≤ 1, we have z˜ = x˜ and λ = 0. Otherwise, i.e.,
∑r
i=1 dix˜
2
i > 1, it holds that
λ < 0, which implies
∑r
i=1 diz˜
2
i = 1. Then, applying 2(z˜i − x˜i) − 2λdiz˜i = 0, i = 1, . . . r , we have z˜i = x˜i/(1 − diλ). Thus,
we need only to compute the negative solution of
f (λ) =
r∑
i=1
dix˜2i
(1− diλ)2 − 1 = 0.
Note that for di > 0, i = 1, . . . , r and λ < 0
f ′(λ) =
r∑
i=1
2d2i x˜
2
i (1− diλ)−3 > 0 and f ′′(λ) =
r∑
i=1
6d3i x˜
2
i (1− diλ)−4 > 0.
Thus, f (λ) is convex on (−∞, 0]with a unique solution to f (λ) = 0, which can be obtained very fast via Newton’s method,
i.e.,
λk+1 = λk −
(
r∑
i=1
2d2i x˜
2
i (1− diλk)−3
)−1
·
(
r∑
i=1
dix˜2i
(1− diλk)2 − 1
)
, k ∈ N,
initialized with λ0 = 0. Finally, z˜ is computed from z˜i = x˜i/(1− diλ), and the solution of the original problem is z = V T z˜.
Example A.3. LetΩ = Rn+. For x ∈ Ω , it can be easily checked that
T(x) = T1 × T2 × · · · × Tn where Ti =
{
R xi > 0,
R+ xi = 0, i = 1, . . . , n.
Consequently, for any v ∈ Rn, the entries of PT(x)[v] have the following expression
(PT(x)[v])i =
{
vi xi > 0,
max{vi, 0} xi = 0, i = 1, . . . , n,
and thus PT(x)[v] = ((PT(x)[v])1, . . . , (PT(x)[v])n)T .
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Example A.4. LetΩ = {x ∈ Rn | xTAx ≤ 1}, where A ∈ Sn+. For x ∈ Ω , it is clear that
T(x) =
{
Rn xTAx < 1,
{y ∈ Rn | yTAx ≤ 0} xTAx = 1.
Consequently, for any v ∈ Rn,
PT(x)[v] =
v x
TAx < 1 or xTAx = 1, vTAx ≤ 0,
v − v
TAx
‖Ax‖2 · Ax x
TAx = 1, vTAx > 0.
In this case, PT(x)[·] is much easier to compute than PΩ [·], see Example A.2.
Example A.5. LetΩ be the second order cone, i.e.,
S = {x ∈ Rn | xn ≥
√
x21 + · · · + x2n−1}.
Denote Nr =
√
x21 + · · · + x2n−1. It is easy to check that the tangent cone to S at x ∈ S has the following expression
T(x) =
R
n, xn > Nr ,
S, xn = Nr = 0,
{y ∈ Rn | yT (d− x) ≥ 0}, xn = Nr > 0,
where d = [0, . . . , 0, 2xn]T . Therefore, the projection PT(x)[v] can be computed by
PT(x)[v] =

v xn > Nror xn = Nr > 0, vT τ ≥ 0,
v − v
T τ
‖τ‖2 · τ xn = Nr > 0, v
T τ < 0,
PS[v] xn = Nr = 0,
where τ = d− x and PS[v] is shown in Example A.1.
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