Abstract-In signal equalization, a technique that allows reduction of the number of states of the Viterbi detector is the Delayed Decision Feedback !hquence Detector (DDFSD). In order to achieve good performance, it is esseptial to operate, before the DDFSD, an appropriate pdtering of the received sequence. This paper is devoted to performance evaluation of the DDFSD when the feedforward filter of a minimum mean square error d e cision feedback equalizer is adopted as a prefilter. A truncated version of the union bound is used to approximate the bit error rate. The analysis includes a method for determiuiug the error events that dominate the bound.
I. INTRODUCTION
The Delayed Decision Feedback Sequence Detector (DDFSD) is an equalization scheme based on a sampled matched filter, a prefilter, and a Viterbi algorithm where the channel memory is truncated. The performance loss due to memory truncation is mitigated by a per-swivor processing [l] . where the past history of each survivor is used in a DFE scheme. In the DDFSD originally proposed in [2] , the Eront-end was the Whitened Matched Filter (WMF) of [3] . In [4] it was proposed to adopt the FIR feedfonvard filter of a Minimum Mean Square Error Decision Feedback Equalizer (MMSE-DFE). When no restrictions are imposed on the number of taps of the FIR, the frontend turns out to be the Mean Square Whitened Matched Filter (MSWMF) of [5] . In [6] it was shown that, without complexity reduction in the Viterbi algorithm, the MSWMF leads to Maximum Likelihood Sequence Detection (MLSD) with minimum number of states, and that, when the DDFSD is considered, the M S W allows to improve over the WME In this paper, perfommce evaluation of the MSWMF-DDFSD is addressed. The outline of the paper is as follows. In section II the system model and the MSW-DDFSD are described. Section III is devoted to perfonnance evaluation. In section IV, the accuracy of the approximation is demonstrated by comparing it to simulation results.
SYSTEM DESCRIPTION
We consider the model of a binary uncoded data sequence transmitted over a baseband linear channel conupted by additive white Gaussian noise. The received signal is passed through the hnt-end filter and is detected by the DDFSD. The block diagram of the system is reported in Fig. 1 where the notation [f(z)]o = fo has been adopted.
PERFORMANCE EVALUATION
Performance evaluation is carried out by using the analysis developed in [8] , where, neglecting error propagation, the BEEt (Bit Error Rate) is approximated as:
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In (7) e(.) is the input error event, E is the set of error events having the form (. . . , v -zeros, eo,. . . el-1, p -zeros,. . .) (EM is the subset of E that contains the M events that dominate the sum) and we = [e(z-')e(z)]o/4 is the Hamming weight of the error event. In the trellis of the DDFSD, the error event diverges at t i m e -1 (eo # 0). and merges for the first time at t i m e I + p -1 (el-1 # 0). hence the error polynomial has no moE than p -1 consecutive zeros between 0 and 1 -1. In (7) P(?i(z) w 6(z) + e(z)) is the error probability in the binary test between &(z) and &(z) + e ( z ) , which is hereafter called painvise e m r probability. Hereafter two issues are considered: computation of P(;i(z) H &(z) + e(z)) and search for the error events that form the subset EM.
A.
the binary test
Computation of the Painvise E m r Pmbability
The painvise error probability is the probability of error in where the 'notation [z(z)lf+j = ~t~i ' j X k Z -k is adopted.
Note that, in contrast to MLSD, here the time spanning of the output error is reduced from 1 + v to 1 + p. The squared Euclidean distance between the competitors is l+jb-l,
Using the z-transform, the binary test takes the form where U ( . ) is the z-transform of the distortion sequence (3) in the decision space:
The binary test (10) is rewritten as
The LHS of (1 1) is the projection of the distortion along the output error. The error occurs when such a projection, which exceeds half the Euclidean distance between the competitor sequences. The painvise error probability is
where f#,(z) is the probability density function of 4. The calculation of f&) proceeds by considering the distortion as the sum of Intersymbol Interference (ISI) and noise. Specifically, the projection of the noise along the output error is where n(z) is zero mean Gaussian noise with autocorrelation u2r(z). The probability density function f&) is Gaussian, with mean mc = 0,
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and variance
The projection of the IS1 along the output error is 
where c ( z ) is the polynomial of the coefficients of the ISI. The probability density function f+ (z) can be computed from the coefficients of the ISI. In the section devoted to the experimental results, we adopt the method 191. Since IS1 and noise are independent random variables, the probability density function of 4 is fd4 = f q ( 4 QD f&),
.
(16) where 8 denotes the convolution.
B. Search for the Ermr Events that Dominare the Union

Bound
In performance evaluation, one should select those error events that dominate the sum, and to compute (16) and (12) only for the selected error events. To an efficient selection, one has to establish a sensible figure of merit. One such figure is the SDR (Signal to Distortion Ratio) relevant to e(z), which is defined as SDR, = (6, -2~)~ 4u; * Actually, at intermediate-to-high SNR, the sum (7) will be dominated by the terms corresponding to the error events at lower SDR. Our main result is that the SDR of the M S W -DDFSD can be written in the fonn (17)
The derivation of (18) is in the appendix. The beauty of (18) is that the denominator is independent of e(z), therefore the algorithms that are used for the search of the emr events that dominate the performance of MLSD and of the WMF-DDFSD, where the SDR has the form (19). can be applied to the MSWMF-DDFSD as well. Elaborating upon the specific algorithm is out of the scope of the present paper, hence we consider the popular algorithm reported in '[ 101 for the search of the error event at minimum SDR in MLSD. The algorithm can be applied only to noncatastrophic channels, and works as follows. Let be the minimum SDR The algorithm is based on the observation that the search for the error sequence that leads to SDLi, is the search for the error sequence at minimum squared distance from the all-zeros error, here the squared distance being the numerator of (18). Since the error is ternary, such a search can be operated by a Viterbi algorithm with 3" states and three branches diverging from and merging in each state. Applying the numerator of (18) to this trellis, the metric of the branch that diverges at time k -1 from state (ek-,,, . . . , ek-1) and merges at time k in state (ek+,+l,. . . , ek) is   bk(ek,,, . . . , e k ) = ( C d j e k -j l 2 - 
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The transitions that diverge from state 0 = v -zeros are deleted from the trellis, excepting the first step. Note that, since e(.) and -e(.) have the same squared distance, the search can be limited to the set of error events that begin with eo = -2, hence only one transition diverges from state 0 at the first step. Then, at each step in the trellis, the metrics of the sequences that merge in state 0 are compared to the minimum metric up to that step, and the lower one is kept as the minimum squared distance found up to that step. The algorithm terminates when 0 is the unique state visited by the survivors.
We have determined the M 6rst terms by extending this al- In the DDFSD, the error event terminates with a sequence of p zeros. (Recall that error propagation is neglected.) Hence the algorithm is easily adapted to the DDFSD by deleting from the complete trellis all the transitions that diverge at any time k > 0 from each one of the 3"-" states of the type (ek-,,+l,. . . , ek-", p -zeros) . The search for the M lower metrics is now canid out in the 3"-p mentioned states. Note that, due to the memory of the per-survivor DFE, the number of states of the complete trellis cannot be reduced.
IV. EXPERIMENTAL RESULTS
To substantiate the results obtained in the previous section, we adopt as a benchmark the time discrete white GaFsian channel with v = 6 studied in [ll] . The spectrum r ( e J W ) is depicted in Fig. 2 versus angular frequency w. The results obtained for the MSWMF are compared to those obtained with the WMF originally proposed in [2] as a frontend. For the WMF, it should be noted that the only contribution to the distortion is the white Gaussian noise, and that IS1 is absent. The SDR for the WMF is where e is computed from (8) and (9) using the spectral fac- Fig. 4 reports the BER versus S N R for p = 4. In the simulations, the BER is measured by a random sequence of lo7 data. The figure shows that the approximation is fairly accurate. To fit the simulation results, we find that the 6rst 18 terms contribute to the sum (7). The 18 input e m r sequences found for SNR= 20dB are listed in table I. The number of error sequences that contribute in the approximation (7) should be determined according to the specific channel and to p.
V. CONCLUSIONS
The main result of the present paper is the performance eval- 
VI. APPENDIX
The objective of the appendix is to manipulate
The mean and the variance of q 5 are: 
