We describe an approach to the classiJication of 3-0 objects using a multi-scale representation. 
Introduction
A number of algorithms and representations have been proposed for the recognition of 3-D objects in 3-D scenes. These techniques are typically demonstrated by using a single model, or a small set of models. In practice, however, one may have to contend with large libraries of objects. In that case, models are matched with the scene in a sequential manner. The difficulty is the inability to represent the notion that many objects in the library have "a similar overall shape" and that, therefore, they could be grouped together and recognized as a group.
Ideally, we would like to be able to first identify candidate objects at a coarse scale, i.e., based on their overall shapes, and to then identify the actual objects present in the scene at a finer scale, i.e., based on a detailed description of their shapes. Such a multi-resolution approach is more efficient since it attempts to match surfaces at full resolution only for those objects identified as candidates at a coarser resolution.
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1063-6919/97 $10.00 0 1997 IEEE template matching at multiple resolution and template grouping at coarse resolution is well-known. The basic idea described in this paper is to develop a similar multi-scale approach for 3-D shape matching.
Our approach starts with a simple smoothing algorithm that can be applied to surfaces in a way similar to image smoothing. This smoothing algorithm has the desired intuitive properties. In particular, as the amount of smoothing increases, the surface evolves from a complete description of the object to a coarser description in which details are omitted, and, as the amount of smoothing becomes very large, to a sphere.
This smoothing algorithm allows us to compare models in a model library at multiple scales. Given two models, the comparison is done by combining the values of a similarity measure between the two objects at different scales, i.e., different degrees of smoothing. The combination is defined in such a way that models at coarser scales contribute more to the overall similarity measure. Assuming that all the models are compared in this manner, they can be grouped into classes of similar objects. Each class is represented by a prototype object which is the "average" of all the objects in the group.
The notion of representing and comparing data sets at different degrees of smoothing instead of at a single scale is, of course, not new. The 2-D concept of scale space has been used extensively, both for representing features in images and for representing curves [ 19] [8][ 11] [7] . The difficulty is to extend this to three-dimensional surfaces in a way that is simple and computationally efficient.
At recognition time, the representation of the observed scene is first compared to the prototype objects. The class corresponding to the prototype object that is most similar to the scene is the set of candidate objects for recognition. Final recognition is performed by comparing the objects of this group with the scene at full resolution.
Examples of related approaches to 3-D shape classification include the use of global shape parameters [13], which can also support multiple scales; the use of parameterized surfaces [9]; and the use of neural networks for classification [4] [3]. Our approach differs in that we explicitly build prototype objects for each class, and that we do not require parametrization or global shape indices.
Beyond its direct application to object recognition this approach answers several challenging questions in the area of object representation. First of all, the smoothing algorithm provides a simple and intuitive way of capturing the notion of "level of detail", "scale", and "overall shape" of an object. Second, the grouping algorithm provides a way to implement the intuitive concept of the "average" shape of a group of similar objects. Finally, the multi-scale algorithm is a first step toward hierarchical representation of shape libraries.
The paper is organized as follows: In section 2, we describe the basic shape representation used in this paper. In the following sections, we describe the three components of smoothing, grouping, and matching. We conclude with some examples of real objects.
Shape Representation and Shape Similarity
The mesh models used in this paper are built up using the deformable surface technique described in [5] . The object's surface is represented by a mesh in which each vertex is of degree 3. The number of vertices is determined by the frequency of tessellation. It can be shown that, by using appropriate constraints on the relative positions of the vertices, the nodes of the mesh are distributed in a nearly uniform manner on the surface. A complete discussion of the uniformity properties can be found in [6] . A local shape measure , is computed locally at each node of the mesh, as defined in [5] . Although this measure is not a direct approximation of surface curvature, we will refer to it as "discrete curvature" in the rest of the paper for simplicity. Details on the relation between the shape measure used in [5] and other measures of surface curvature can be found in [16] .
Under the assumption that the mesh is uniform, it can be shown that a measure of similarity between the two meshes can be computed. In order to compute the similarity measure, it is convenient to introduce an intermediate representation, which is a spherical representation of the discrete curvature distribution. In this representation the discrete curvature value at each node of the surface mesh is mapped to the corresponding node on a unit sphere tessellated using the same mesh topology and number of nodes. We will refer to this representation as the "shape distribution function" or the "curvature distribution function". Therefore, for each object, there is a mesh model in 3-D space and a corresponding spherical shape representation in curvature space to represent it. Using a spherical representation is for convenience only. In particular, it does not imply that the objects are convex or star-shaped.
Given the spherical representations of two objects A and B, the shape similarity is measured by finding the rotation that minimizes the difference of discrete curvature values at corresponding nodes of the two spheres. Formally, let SA and SB be the mesh representations of A and B, respectively. Let k(SA) and k(SB) be the shape distribution functions for SA and SB, respectively. We denote by kR(sB) the shape distibution function of SB after rotation by R. The Lp distance dp(sA, SB, R ) between A and B for a given spherical rotation R is defined as 1 -dp(SA' sB?
which is the sum of local discrete curvature differences over the sphere. Then the shape similarity measure Dp(A, B ) between A and B becomes (2) which is the minimum of dp over all possible rotations R. Dp is a distance between shapes, i.e., it is symmetrical and satisfies the triangle inequality. We refer the reader to [ 141 for a complete description of the properties of this similarity measure. An efficient algorithm for implementing the minimization in rotation space is described in 161. This similarity measure is an extension of the similarity measure for 2-D curves defined in [ 11 or [ 121, which uses the turning angle along a 2-D curve as the equivalent of our discrete curvature measure. Other approaches to shape similarity are based on shape deformation metrics [2] [ 131.
So far, we have described the "forward mapping" from surface to shape representation. A critical property of this representation is that the "inverse mapping", i.e., constructing a 3-D shape from a given discrete curvature distribution, is also possible. This property is the basis of our approach for representing a group of objects by a single prototype. The inverse mapping is described in detail in [ 151.
Smoothing
There has been extensive previous work on smoothing piece-wise linear shapes of arbitrary dimension and topology. Polygonal meshes are of particular interest because of their wide application in modeling 3-D objects. The main disadvantage of mesh smoothing is the shrinkage of mesh that results from repeated averaging. Although several solutions to the shrinkage problem have been proposed [17] [10][18], most of those approaches require the use of careful design of the smoothing operator and, to the exception of [17] , are hard to extend to 3-D. In this section, mesh smoothing is studied from a new point of view. Instead of smoothing the mesh directly in 3-D space, the shape representation of the mesh is smoothed in curvature space. By reconstructing a new mesh based on the smoothed shape representation, the mesh in 3-D space is indirectly smoothed. This approach has two advantages: it does not generate shrinkage on the mesh and it does not involve direct computation on the mesh, which is an advantage when only the local discrete curvature distribution is needed.
D,(A, B ) = minRd,,(SA, SB, R )
Before describing the smoothing algorithm, we need to define a few notations: A unit discrete sphere is represented as S={ V E, C}, in which Vis a list of vertices, E is a list of edges and C is a list of local discrete curvatures. E, C are defined more clearly as follows: V = dvil 1 I i I nv9 IIvil12 = l} n, is the total number of vertices n the sphere; E = {e; 11 I k l n , , e! = (vi, vi)}, ne is the total number of edges on the sphere; C = { cil (1 S i I n,)} C is the set of local discrete curvature values.
A "unit mesh distance" is defined as the distance be-V tween two neighboring vertices:
The mesh distance dik from V k to vi is defined as the minWith those notations, the smoothed discrete curvature imum number of unit mesh distances between vi and vk value at a node vi is defined by:
In (3), dij is the mesh distance from node vj to node vi and W is the neighborhood of vi defined by 0 5 dii 5 w where w is the size of the smoothing operator. c(vj) is the local discrete curvature at node vj. cib is the smoothed local discrete curvature at vi at scale 0. In practice, the size of the operator is selected as w=40 and the normalization factor a , , , is defined by :
For a given vertex vi, the vertices which are d mesh distances away from vi can be found easily by traversing the edge list E. There is a limit to the size of the smoothing operator, w. The basic consideration here is that the sphere is a closed surface, which implies that the neighborhood W wraps around on itself if w is too large. Therefore, there is an upper limit w , , for w. Starting at a vertex, this w , , is calculated by traversing the list E until no more new vertices can be added.
Using the above definition of smoothing, the local discrete curvature distribution becomes a constant distribution as 0 becomes large. In fact, this is true for all 3-D objects which can be represented by the spherical discrete curvature function. This can be shown as follows: As indicated earlier, as CJ increases, the neighborhood will reach its maximum size w , , due to the boundedness of the sphere. The corresponding neighborhood W is the entire sphere S. At that point, the smoothed value at node vi is computed as:
As 0 increases further, the coefficients of the smoothing operator all converge to 1. Therefore, in the limit, cio converges to the average value ; of discrete curvature over the entire sphere:
This convergence property is simply the property equivalent to that of any 2-D image smoothing, which is that the continuously smoothed image converges to a constant image whose value is the average of the input image. In particular, this is independent of the shape distribution function defined on a sphere (In fact, there are many ways to represent local discrete curvature [16] ).
A consequence of (5) is that, as cs increases, all objects converge to a shape of identical discrete curvature everywhere, namely a sphere. This behavior is consistent with the intuitive behavior of smoothing: as more and more details 'are eliminated from an object surface, that object should converge to the simplest object, a sphere. For example, Figure 1 shows that, as the amount of smoothing increases, the cube gradually converges to a sphere. This sequence was obtained by smoothing the spherical distribution and by using the inverse mapping algorithm of [ 151 to construct the corresponding 3-D shapes. In practice, different objects modeled by discrete meshes of the same frequency may converge to slightly different values of c due to round-off errors, and to the fact that the sampling is not perfectly uniform. However, the differences are small enough that they do not affect the classification algorithms. For example, Table l shows the value of the mean and variance of c for four different objects for o =9.0. Those numbers show that the discrete curvature distribution does become constant as the amount of smoothing becomes large. 
Classification
The basic idea of the classification algorithm is to compute the representations of the objects in the library at different scales and to compute a new similarity measure which includes all the scales. Figure 2 shows a simple ex-ample of the comparison of two objects, a cube and a sphere. The graph shows that, as the degree of smoothing is increased, the two objects become more similar. Our goal is to combine all the values of Dp computed at different scales c~ into a single measure, which we call the "scaled shape similarity metric". The scaled shape similarity metric d , has the same properties as that of shape similarity metric Dp because d, is a linear combination of Dps In particular, d~ is symmetric and satisfies the triangle inequality.
Let us illustrate the use of the scaled shape similarity measure for grouping objects into classes using a simple example containing five synthetic objects: cube, tetrahedron, octahedron, octahedron with one indentation (referred as octahedronl) and octahedron with two indentations (referred as octahedron2). Figure 3 shows the mesh models and the corresponding spherical shape representations. In order to do shape comparison at multiple scales, the modified smoothing algorithm is applied to those five objects. Figure 4 shows the distance of each object to the octahedron as a function of scale. The scaled shape similarity metric for each of the four objects is shown in Table 3 . This example shows that the scaled shape similarity metric classified octahedronl and octahedron2 into one group, octahedron lloctahedron2. After classification, a prototype object is generated for each class so that, when compared with an object in a scene, the prototypes are used first to determine to which class the scene object belongs. A natural approach is to take the spherical representations of all the objects in a given class and to compute the average of the discrete curvature values at each node among all the objects. The resulting spherical distribution does not correspond to a physical object; rather it is the shape distribution of the "average" object of the class. Given the average shape distribution, a 3-D surface of a new object can be constructed using the inverse mapping algorithm of [15] . The resulting average object is the proto-type for the class. Note that most of the algorithms operate directly on the spherical distribution, so that the reconstruction of the prototype surface mesh is not always necessary. Figure 5 shows the prototype obtained for the class octahedronl/octahedron2. The meshes of octahedron1 and octahedron2 are also shown for comparison. 
Classification Example
objects shown in Figure 6 .
The classification algorithm was tested using the three Figure 7 shows the mesh models and the corresponding shape representations of the above objects. Each of the three meshes has 980 vertices. Figure 8 shows the smoothing results and the corresponding reconstructed meshes of object3. Figure 9 shows the multi-scale shape comparison result. Object2 is selected as the reference object. Figure 9 shows that if object3 and objectl are compared with object2 without any smoothing, then object1 is more similar to obJect2 as opposed to our intuition, which is that obJect3 i s more similar to object2. However, this is not totally surprising because, at that level of detail, object3 and object2 are sufficiently different in shape. In addition, the noise in the data is fully reflected in the model, particularly at the high curvature points which contribute the most to the matching, thus generating the wrong value for the similarity. By contrast, the correct decision is made by using the scaled shape similarity d~ More precisely, using the values of wa listed in Table 2 , the scaled similarity values are: d~(object3,object2)= 15.89, do(object1 ,object2)=21.89 Based on those values, object2 and object3 are correctly grouped in the same class. Figure 10 shows the prototype object computed for the object2-object3 class. Using the example shown in - Figure 9 , we can also verify our earlier claim that the weight w6 correctly reflects the desired contribution of different scales. Figure 11 shows the percentage of each weighted shape similarity value in the final scaled shape similarity metric:
From Figure 11 , we can see that the shape similarity value at 0=0 does not contribute much to d a This solves the classification confusion we discussed previously (object1 is more like object2). Nor do the similarity values at large os, e.g. o 2 5 , contribute much. This is reasonable because when shapes are smoothed too much, they all become similar, thus making classification difficult. The scales which contribute most are within the range of 1 4 c s 4. At those scales, the details of the shape are smoothed off effectively, while the important characteristics of the shape are pre- This example illustrates the importance of doing classification at multiple scales: When classifying objects, the objects belonging to the same class are not expected to be of identical shape. It is the similarity of their "rough" shapes that is more important for classification. By smoothing their shape representations at different scales, the different details are smoothed off and the "rough" shapes of those objects become dominant in shape comparison.
Recognition
At recognition time, a scene description is first matched to the prototypes to determine the most likely class, and then matched with the objects of the best class for final identification. Figure 12 (a) shows a scene which contains object2. A mesh model of the partially viewed object2 in the scene is built (Figure 112(b) ) and the corresponding shape representation is also obtained (Figure 12(c) ). The shape representation of object2 in the scene is then compared to the shape representations of the two classes. The following matching errors are obtained using the shape similarity Dp:
Therefore, as we expected, object2 in the scene falls into the obJect2-object3 class. The prototype for the object2-object3 is the object shown in Figure 10 . Intra-class recognition is then performed in order to determine whether object2 in the scene is actually object2 or object3. The matching errors are shown below, which indicates that the object in the scene is recognized as object2. At the final step, the transformation between object2 in the scene and object2 in the library is computed for verification. Figure 12 (d) shows the mesh of object2 in the scene overlapped on the mesh of the model.
7, Conclusion
We have proposed an algorithm for 3-D object classification. This algorithm mainly consists of three steps. The first step is the application of our modified smoothing algorithm to spherical shape representations. The second step is the computation of the scaled shape similarity metric. This metric effectively captures the overall shape of an object without being disturbed by shape details, thus making classification robust. The third step is the generation of a prototype object for each class. This is done by using an inverse mapping technique for reconstructing a 3-D shape from its representation. The proposed classification algorithm has been tested using both synthetic and real data.
Additional work is needed to extend the approach to a general classification technique for any arbitrary number of classes. Another improvement is the automatic selection of the scaled shape similarity threshold which is used to decide whether or not an object falls into the reference object's class. 
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