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Abstract
The predominant causes for transition to turbulence in wall-bounded shear flows
are transient energy growth and nonlinear interactions resulting from the governing
linear and nonlinear dynamics. This work addresses both the problem of (i) minimizing
transient energy growth (TEG) arising from non-modal dynamics and (ii) accounting
for nonlinear interactions while performing stability analysis. This work aims to delay
the transition and perform analysis to predict stability boundaries for the onset of
turbulence—both with the help of reduced-complexity modeling.
In part I, the first problem is addressed by developing control-oriented reduced-order
models (COROMs) for designing controllers that minimize maximum transient energy
growth (MTEG). The COROMs are developed on the linearized channel flow system
using proper orthogonal decomposition and balanced truncation in conjunction. The
COROMs enable the development of MTEG minimizing controllers, which otherwise
were intractable due to the large dimension of the channel flow system. The performance
of the designed controllers is investigated in response to optimal perturbations.
In part II, the second problem is addressed by accounting for the nonlinear interac-
tions for stability analysis. Typically in fluid flows, modeling the behaviour of nonlinear
interactions exactly is notoriously difficult. Here, instead of using the exact nonlin-
ear dynamics, the input-output properties of the nonlinearity are written as quadratic
constraints. The stability analysis of only the linear dynamics is subject to the afore-
mentioned quadratic constraints resulting in linear matrix inequalities (LMIs). These
LMIs enable stability analysis by estimating the region of attraction and the largest per-
missible perturbation in the nonlinear setting. The utility of the proposed framework is
demonstrated on nonlinear low-order models of transitional flows such as the Couette
flow. Further, two algorithms are developed, both these algorithms enable solving LMIs
with quadratic constraints such that the predicted stability margins can be further im-
proved. Finally, the application of the proposed framework in analyzing the stability of
reduced-order viscous Burgers equations, is demonstrated. The viscous Burgers equa-
tion is a canonical yet simple model to demonstrate the applicability of the proposed
framework. Since the viscous Burgers system has a quadratic convective nonlinearity
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which introduces transition and change in stability, similar to the Navier-Stokes. The
stability of the Burgers equation is studied using the proposed framework and its results
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Interaction between engineered systems and fluid flows (both liquid and gases) is ubiq-
uitous in the world around us, e.g., pipelines, cars, ships, airplanes, wind turbines,
medical devices, etc. The human civilization has now relied on these engineered sys-
tems for meeting essential needs such as energy generation, transportation, and health
monitoring. With an increase in dependency on systems that interact with fluids, it is
paramount to understand how these systems are affected by changes in the fluid flows
regime.
Traditionally fluid flow regimes are characterized as laminar, transitional, or turbu-
lent. A characteristic of the laminar flow regime is that the the fluid particle undergo
smooth passage with little or no mixing with adjacent layers. While in a transitional
flow, we witness the start of velocity fluctuations and the start of mixing, and in a fully
turbulent flow regime, the velocity fluctuations are large and the fluid undergoes chaotic
mixing. These flow regimes can be seen by observing water flowing from a tap; when the
tap is appropriately open, the water flows smoothly in a steady stream (almost looking
like glass); this is the laminar flow regime. When the tap is further opened, to increase
the flow rate, we see the water start to oscillate back and forth (sprinkle) intermittently,
breaking the glass-like flow—this is the transitional regime. Further increasing the flow
rate causes a jet of water sprinkling all over while undergoing chaotic mixing on many
scales; this is the turbulent flow regime. These regimes are characterized based on a
1
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dimensionless parameter called Reynolds number (Re), Re is the ratio of inertial forces
to viscosity. These flow regimes are also observed in everyday engineering systems on
large and small scales alike.
In nature, turbulent flows are the rule, and laminar flows are rare, as fluid flows
interacting with an object easily transition to turbulence due to friction or other envi-
ronmental disturbances. It has been shown that the turbulent flow regime has detri-
mental effects on engineering systems as it greatly increases skin friction drag [SH01].
In subsonic transport aircraft, skin friction drag contributes to 50% of the drag en-
countered [TRS90], leading to increased operational and maintenance costs. Given the
ubiquitous existence and nature of turbulent flows, it is important to control the fluid
flow to prevent transition to turbulence. The main motivation of this work is to enable
control and analyze stability of fluid flows.
Preventing transition through design or configuration changes is referred to as flow
control. A precursor to flow control is to have the ability to understand how the tran-
sition occurs, and this problem directly relates to studying the stability of fluid flows
and is known as stability analysis.
Flow control: is the ability to impart change in fluid flow regimes through config-
uration or design changes, to obtain benefits such as drag reduction, noise reduction,
increasing lift, etc. Control of fluid flows can be done in one of three ways [Hem06],
namely,
1. Passive flow control involves changing the flow configuration by either reshap-
ing wings/lift surfaces, adding riblets, etc. These methods do not require the
addition of external energy in the flow and are appropriately called passive flow
control methods. Due to their passive nature, these control methods are easy to
implement, but they cannot react to fluid flow changes.
2. Open-loop active flow control requires energy in the system using actuators like
fluid injectors, plasma actuators, etc. This flow control method typically operates
in an open-loop fashion by affecting change using actuators to impart energy in the
flow. However, the control method does not have the ability to react to changing
flows.
3. Feedback flow control is a type of active flow control that uses sensor data in
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feedback to react to changes in the flow. These control methods are typically more
expensive and complicated to implement as they need the information of the flow
state to implement desired changes effectively. In this work, only feedback flow
control methods will be used, which will be the focus of chapter 3.
Stability Analysis: The dynamical evolution of fluid flows are governed by infinite-
dimensional partial differential equations (PDEs) called the Navier-Stokes equations (NSE).
These equations are notoriously difficult to study primarily due to their large dimen-
sional nature and nonlinear behavior. Therefore, stability analysis is the study of the
behavior of the NSE and their response to disturbances, which provides information on
how and when the flow will change from laminar to turbulent.
Stability analysis includes identifying stability boundaries of the governing system,
and this may include (but is not restricted to) identifying the envelope in which system
trajectories will remain around an equilibrium point, identifying the size of the per-
turbations that can destabilize the system, and estimating the possible energy growth
in the system. We will see in chapters 4 and 5, as we estimate the above-mentioned
parameters to analyze the stability of nonlinear transitional flows.
1.2 Motivation and Challenges
To study stability of the fluid flows and performing feedback flow control effectively is
the main motivation of this thesis. To achieve both these tasks is non-trivial since the
NSE are infinite-dimensional and nonlinear partial differential equations. Therefore,
analyzing stability and controlling fluid flows remains an open area of research due to
the challenges involved. The NSE, in very few cases, has an analytical solution, and
hence these equations are typically solved using computational fluid dynamics (CFD)
tools such as direct numerical simulations (DNS). The DNS discretizes the domain of
interest up to the desired resolution and provides information on velocity, temperature,
pressure, and other quantities of interest at every point in the domain while resolving
small and large scale structures in the flow. The DNS requires expensive computational
resources like supercomputers running for a long duration to resolve the flow accurately.
However, using DNS for control and stability analysis of fluid flows is not reasonable
due to the computational expense involved. Hence, alternate efficient methods must be
4
identified to enable the analysis and control of fluid flows.
This work aims to address the two main challenges associated with analyzing and
controlling flows governed by the NSE, i.e., the dimensionality and nonlinearity of the
NSE, and hence the thesis is organized as two parts. In the first part of the thesis, we
address dimensionality using reduced-order modeling such that effective flow control can
be performed (see chapter 3 for more details). The second part of the thesis deals with
accounting for the complex nonlinear interactions using a reduced-complexity framework
which enables stability analysis while accounting for the nonlinear terms without their
full-complexity (see chapters 4, 5). The next few sections, briefly introduces the concept
of reduced-order modeling and reduced-complexity modeling while placing the context
of the current work in the literature.
1.3 Challenge 1: Dimensionality
The NSE are PDEs; when they are discretized in space and time, they typically result in
high-dimensional systems. Solving the resulting system is computationally intractable
in most cases as DNS generates data in order of a few 100 Gigabytes to a few 100 Terra
bytes, depending on the applications and flow geometry. This large dimensionality gets
even more challenging for applications of feedback flow control, as it is unrealistic to
expect to use models obtained from DNS for feedback control. However, early on, it
was observed that the flow phenomena could be realistically represented using certain
dominating modes instead of every mode [Lum67]. The main idea was to leverage the
use of underlying structures to obtain an equivalent low-dimensional representation.
This observation leads to the burgeoning field of reduced-order modeling for fluid flow
applications.
1.3.1 Reduced-order modeling
The idea behind reduced-order modeling (ROM) is to reduce the degrees of freedom
of a large dimensional system; the large dimensional system is often referred to as
a full-order model (FOM). The ROM with a reduced number of degrees of freedom
should capture the dynamics of the FOM. It is also important to note that apart from
a small approximation error in the dynamics, the ROM should typically also satisfy
5
important properties that are characteristic to the FOM. These properties could include
conservation of quantities, stability, passivity, etc. The ROM is typically obtained
mathematically, using an alternate set of basis to represent the system, hoping that
the alternate basis requires fewer states to represent the dynamics of the FOM while
satisfying its intrinsic properties.
The proper orthogonal decomposition (POD) is one such basis often used to obtain
ROMs in fluid systems. POD was initially introduced to the fluid dynamics community
by Lumley in 1967, where a random vector representing turbulent fluid flows was decom-
posed into a deterministic basis that captured the kinetic energy accurately—the POD
basis [Lum67]. Apart from capturing the most energetically relevant modes, the POD
basis is also attractive because it is robust while dealing with nonlinearities while being
a linear operation. An excellent overview of POD analysis can be found in [BHL93].
As with every method, the POD has its own shortcoming. Since the modes selected by
the POD procedure are shown to be the most energetic (kinetic) modes in an average
sense, these modes are not typically the most dynamically relevant.
One ROM method that can capture dynamically relevant modes is based on the
respective modes’ slow-fast decomposition (based on time scales). This method re-
tains the most relevant slowly decaying modes while modes corresponding to the fast
modes are neglected. As expected, the slow-fast decomposition tends to approximate
the system dynamics well. However, it fails to capture the input-output dynamics of the
system, which are especially important in cases where control is being used. To over-
come this drawback, a method proposed to accurately capture input-output properties
of the system was introduced by Moore [Moo81]. The author proposes to use balance
truncation—which uses information of both inputs and outputs before discarding sys-
tem states. Balance truncation uses a similarity transform to transfer the system into a
coordinate system where the most controllable and observable states are retained, prov-
ing to be an effective ROM method for control applications. An additional challenge
with balanced truncation is that even though it is readily applicable for moderate size
systems, the method becomes prohibitively expensive for large-scale systems such as
fluid flows, where the dimensions of the states are typically of the order of 103 or more.
To enable balanced model reduction for large-scale systems, Willcox and Peraire pro-
vide a method to obtain balanced model reduction via the POD [WP02]. The authors
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in [WP02] propose using the POD kernel to obtain an approximation of the associated
Grammians, thereby enabling obtaining balancing transformation for large systems with
multiple inputs. This method is demonstrated on a two-dimensional NACA 0012 airfoil
operating in unsteady motion. However, for fluid systems with many outputs, the bal-
anced model reduction via POD becomes intractable. To overcome this issue, Rowley in
[Row05] proposes calculating the balancing transformation without explicitly comput-
ing the aforementioned Grammians. Rowley proposes the method of output projection
onto POD modes; to facilitate calculation of the balancing transformations for systems
with a large number of outputs; the efficacy of this method is demonstrated on the
linearized channel flow problem.
Lastly, we briefly discuss the dynamic mode decomposition (DMD) algorithm due
to the promise of data-driven reduced-order modeling. The DMD enables the decompo-
sition of time-resolved data into Spatio-temporal modes. The DMD enables obtaining a
best-fit linear operator that approximates the infinite-dimensional Koopman operator,
enabling approximation of a finite-dimensional nonlinear system without explicit lin-
earization. The DMD method has shown promise in data-driven modeling and approxi-
mation for fluid systems like cylinder flow [HWR14, Tu13], jets in crossflow [RMB+09],
screeching supersonic jet [JSN14].
In the context of wall-bounded shear flows, which is the fluid flow model of interest in
this work, it is well established that the linear part of the NSE contributes to non-modal
amplification of perturbations leading to energy growth on transient time scales [SH01,
TE05]. In part one of this work, the first challenge of dimensionality reduction of fluid
flows is addressed by introducing control-oriented reduced-order models (COROM) for
developing special controllers—that specifically minimize the non-modal energy growth
in wall-bounded shear flows. The work proposed here uses concepts from balanced model
reduction and output projection to develop reduced-order models that can retain the
energy of the original system even after the states are truncated. The COROM detailed
in chapter 3 enables developing controllers that minimize non-modal amplification of
energy in the linearized channel flow system; developing these feedback control methods
would typically not be possible due to the large dimensionality of the channel flow
system. Lastly, DNS simulations show that even though the controllers minimize energy
growth, secondary instabilities caused by the nonlinear terms will lead the system to
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transition. Hence it is also important to account for nonlinear effects in the system.
This leads to the second challenge and will be addressed in the next section.
1.4 Challenge 2: Nonlinearity
The NSE has linear and nonlinear terms; the nonlinear term arises due to convective
acceleration due to a change in velocity over space. These nonlinear terms are respon-
sible for the transport phenomena observed in fluid flows, where energy is transported
between various scales. Most convective flows, regardless of being turbulent or not, will
contain the convective nonlinear terms. Little is known about these nonlinear terms,
even for simple geometries, especially at high Re. The TEG mechanism drives the
system trajectories to the edge of the stability, after which secondary instabilities, due
to the nonlinearity, drive the system to instability. Therefore, a simple linear anal-
ysis (where nonlinear terms are neglected) tends to over predict the critical Rec for
transition [SH01, SB14, RH93a] often failing in agreement with results obtained from
experiments and DNS. To completely understand the transition scenarios, the nonlinear
terms have to be accounted for.
The interplay between the linear and nonlinear terms has often been modeled as a
feedback mechanism, where the nonlinear block feeds into the linear block and vice versa;
this is also known as a Lur’e decomposition in robust control literature [SP05]. Many
works in the literature have leveraged this feedback mechanism (shown in Fig. 1.1) to
study the nonlinear NSE. One such method is the Resolvent analysis framework [SM13,
MS10, JB05], which treats the nonlinear terms as an implicit forcing on the linear
dynamics. This perspective greatly simplifies the resulting analysis problem, as only the
linear system, described by the input-output properties of the linear resolvent operator,
needs to be analyzed. The resolvent analysis provides information on how fluctuations
in a time-averaged flow are attenuated or amplified from nonlinear effects within the
context of turbulent flows. Resolvent analysis has been successfully employed to study
various flows[THB+19], including pipe flows [SM13], open cavity flows [SLC+19], and
flows over riblets [CL19].
Related methods have been proposed to account for the nonlinearity in NSE more
directly. The passivity framework is effective in flow control based on the nonlinear
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Figure 1.1: Illustration of the Lur‘e feedback system
NSE [HJS16, Dam16, Dam19]. In these studies, the passivity property [Kha02] of the
nonlinear terms in the incompressible NSE is leveraged to design a controller to stabilize
the linear system; however, it is shown that due to the passivity property, the controller
stabilizes the nonlinear fluid flow. Further advances have been made in input-output
methods to study performance, worst-case amplification, stability, and transition for
NSE using dissipation inequalities [AVGaP19]. Dissipation inequalities derived from
NSE can be posed as linear matrix inequality (LMI) problems, which are then solved
using convex optimization methods to analyze various wall-bounded shear flows. These
techniques generalize the classical energy-based analysis approaches [Jos76] and have
close ties with nonlinear Lyapunov stability analysis approaches developed for NSE
based on sum-of-squares (SOS) optimization [GC12].
The Lyapunov based methods for analysis are very powerful since it is still one
of the most popular methods used for analyzing a wide variety of nonlinear systems.
Additionally, the Lyapunov methods also provide guarantees and certificates on perfor-
mance, which is essential especially in fluid flows, since the exact solutions to NSE are
not available in most cases.
1.4.1 Reduced-complexity analysis
In part II of this thesis, the reduced-complexity analysis addresses the second challenge
of accounting for the nonlinear terms in stability and system analysis. The nonlinear
terms are accounted for using the input-output properties of the nonlinearities, which
are then added as constraints to Lyapunov-based linear matrix inequalities, thereby
accounting for the effects of the nonlinear terms while only using system information
from the linear part of the system.
9
This greatly reduces the complexity of the analysis problem by accounting for the
nonlinear terms without their full complexity. Accounting for the exact behavior of
the nonlinear terms is challenging as their behavior is difficult to model. The proposed
framework enables obtaining results with guarantees and does not require multiple com-
putationally expensive numerical simulations.
1.5 Overview of the Thesis
• Chapter 2 provides a control-theoretic overview of preliminaries like the stability
of linear systems around equilibrium points, transient energy growth, linear ma-
trix inequalities, Lyapunov stability, state-space representation, and overview of
feedback-control.
• Chapter 3 addresses the 1st challenge of dimensionality reduction by develop-
ing a control-oriented reduced-order modeling framework that enables developing
special controllers that minimizing the maximum transient energy growth in the
linearized channel flow system.
• Chapter 4 addresses the 2nd challenge of including nonlinear terms for stability
analysis by developing a reduced-complexity framework that uses quadratic con-
straints to account for nonlinear terms in the analysis of fluid flows.
• Chapter 5 further develops the quadratic constraints framework to improve our
predictions by generalizing the reduced-complexity framework to ellipsoidal sets.
We show that the generalization over ellipsoidal sets helps improve the accuracy
of the predictions.
• Chapter 6 demonstrates how to extend the quadratic constraints framework for
nonlinear analysis of the viscous Burgers equation.
• Chapter 7 provides concluding remarks and addresses possible avenues for future
work.
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1.6 Overview of Contributions
• Developed a control-oriented reduced-order modeling framework for fluid flows.
The framework enables approximating energy of the full-order system after states
have been truncated to reduce system size. This work resulted in the following
publications:
– A. Kalur and M. S. Hemati; Control-oriented model reduction for minimizing
transient energy growth in shear flows; AIAA Journal, 2020
– A. Kalur and M. S. Hemati; Reduced-Order Models for Feedback Control of
Transient Energy Growth; AIAA Flow Control Conference, 2018
• Developed a reduced-complexity framework that accounts for quadratic nonlin-
ear terms using quadratic constraints obtained from the nonlinear term’s lossless
property and other input-output properties. Formulated the problem of using
spherical Lyapunov sets for stability analysis, transient energy growth analysis,
and obtaining insights into flow physics using the quadratic constraints framework.
– A. Kalur, P. Seiler and M. S. Hemati; Nonlinear Stability Analysis of Tran-
sitional Flows using Quadratic Constraints, Physical Review Fluids, 2021.
– A. Kalur, P. Seiler and M. S. Hemati; Stability and Performance Analysis
of Nonlinear and Non-Normal Systems using Integral Quadratic Constraints,
accepted at AIAA Aerospace Sciences Meeting, 2020.
• Improve the proposed reduced-complexity modeling framework using constraints
generalized to ellipsoidal sets instead of spherical sets. The ellipsoidal sets problem
is solved with an iterative algorithm and a one-shot algorithm, which improve
estimates compared to previously used spherical sets.
– A. Kalur, T. Mushtaq, P. Seiler, M. S. Hemati; Estimating Regions of At-
traction for Transitional Flows using Quadratic Constraints, in press, IEEE
Control Systems Letters (L-CSS)
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– A. Kalur, T. Mushtaq, P. Seiler, M. S. Hemati; Estimating Regions of Attrac-
tion for Transitional Flows using Quadratic Constraints, IEEE Conference
on Decision and Control (accepted), 2021
• We finally test the framework on the Burgers equations, which is a nonlinear PDE,




In this work, the problem of control-oriented reduced-order modeling and stability anal-
ysis using the proposed reduced-complexity framework for fluid flows have been ap-
proached from a system theoretic standpoint. Broadly this work leverages concepts
from control and system theory and applies it to fluid flow applications. We briefly
introduce the reader to some of the control theoretic concepts in this chapter. Here,
we introduce the concept of stability analysis, linear matrix inequalities, and controller
synthesis, as we will apply these concepts to fluid flow systems.
2.2 Stability of Linear Systems
Considering a simple linear time invariant (LTI) system of the form
ẋ = Ax, (2.1)
with an initial condition x0 = x(t0). Then the system in Eq. (2.1) is globally asymp-
totically stable if the trajectories of the system x(t) → 0 as t → ∞ given any initial
condition x0. Given the linearized state-space equation in Eq. (2.1), the system response
is given by x(t) = eA(t−t0)x0. It can be seen that since the system response depends
on the exponential of A, the state matrix A being Hurwitz is a necessary and sufficient
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condition for the system to be globally asymptotically stable [Kha02].
Alternatively we also define the stability of a system around the equilibrium point
x = 0. This definition of stability helps understand how the systems solution is changing
around the origin. It should also be noted if the equilibrium point x 6= 0, then without
loss of generality, the equilibrium point can be shifted to the origin via a change of
variable [Kha02]. Therefore, we define the stability around the origin as shown in
[Kha02] below.
Definition 1. Let x = 0 be an equilibrium point of Eq. (2.1), the system is
1. is stable if for an ε > 0 there is a δ(ε) > 0 such that ‖x0‖ < δ =⇒ ‖x(t)‖ <
ε ∀t ≥ 0.
2. unstable if it is not stable.
3. asymptotically stable if it is stable and δ can be chosen such that ‖x0‖ < δ =⇒
limt→∞ x(t) = 0.
An intuitive explanation for this is as follows. If the initial conditions lie within a ball
of radius δ such that ‖x0‖ < δ, then if the system is stable the state trajectories would
remain inside a bigger ball of radius ε around the origin i.e., ‖x(t)‖ < ε. If the system
trajectory cannot remain in the ball of radius ε around the origin, then the system is
unstable. A special case of stability is asymptotic stability, where the trajectory not
only remains inside the ε ball but it guarantees that the trajectories will converge to
the origin as t→∞.
We will see in chapters 4 and 5 that determining the radius of the two balls, the one
in which the initial conditions lie (δ-ball), and the ball that encapsulates the system
trajectories (ε-ball) is important to characterize the system’s stability. This becomes
more important for systems that have nonlinear interactions that are typically hard to
model explicitly. Identifying the two balls of radius ε and δ is called the challenger-
answer problem [Kha02].
2.3 Transient Energy Growth and System Non-normality
In this section, we define the system’s energy, the notion of transient energy growth,
and non-normality. More generally, the energy E of the system in Eq. (2.1) is given by
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E := xTWx, where W = W T  0 is the weighting matrix to represent different energy
metrics such as kinetic energy. Without loss of generality, we can find a transformation
such that x̂ = W
1
2 x implying E := ‖x̂‖2. Throughout this work, we define E := xTx,
such that the states have been transformed to have a weighting matrix W = I, where
I ∈ Rn×n is the identity matrix. For conciseness of notation, we drop the notation of
using hat on the states to show the application of the transformation.
The system in Eq. (2.1) is said to have a maximum energy growth of unity if the
state matrix A is normal [WM07]. A normal matrix is defined as follows:
Definition 2. A matrix A ∈ Cn×n is normal if it commutes with its adjoint such that
AA∗ = A∗A, where A∗ denotes the conjugate transpose of the matrix.
When the state matrix A is non-normal its eigenvectors almost parallel to each
other, then the system will hold energy growth on transient times scales despite being
asymptotically stable [TE05]. This growth of energy on transient time scales is called
transient energy growth (TEG) and is characteristic in wall-bounded fluid flows [SH01,
TE05], which are the system of interest in this work. The TEGs maximum value or peak
is referred to as maximum transient energy growth (MTEG). The MTEG represented







Lemma 1. [WM07] The maximum transient energy growth, Θ, of the system in Eq. (2.1)
is unity if and only if A+AT ≺ 0.
Proof. Sufficient condition: if the rate of change of system energy with time is negative
definite i.e., d‖x‖2/dt < 0, ∀t > 0 and all {x(t) : ‖x(0‖) = 1}, then max {‖x(t)‖ : t ≥
0} = ‖x0‖ = 1. The rate of change of energy is given as:
d‖x(t)‖2
dt
= x(t)T (A+AT )x(t) (2.3)
this is negative only if A+AT ≺ 0, ∀x(t), t ≥ 0
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Necessary condition: if A+AT ⊀ 0, then there exists an x such that xT (A+AT )x >
0, which implies that there exist a x(0) such that xT (A+AT )x > 0 at t = 0. Therefore,
‖x(t)‖2 > 1 for t > 0, so it is necessary that A+AT ≺ 0
In the case of A+AT ⊀ 0, the initial perturbation that causes the MTEG is referred
to as the optimal perturbation or worst-case disturbance and is denoted by xopt0 . The
transient energy growth, which is characteristic of the linear operators in wall-bounded
shear flows, has been shown to drive the system to the edge of the stability region, after
which secondary nonlinear instabilities take over [TTRD93, Cha02]. Therefore, TEG
is necessary for transition, and minimizing the MTEG would be desirable to delay or
prevent sub-critical transition (see chapter 3 for MTEG minimizing control).
The system’s energy is another metric to characterize the stability of the system,
initially proposed by Lyapunov in his seminal work in 1890, where he proposed the
notion characterizing the system’s stability based on how some “metric” of the systems
energy changes in time. This is also known as Lyapunov’s direct method [Kha02]. This
formulation is detailed in Section 2.4.3, and since it directly leads to the concepts of
linear matrix inequalities (LMIs), we will first introduce the readers to the concept of
LMIs.
2.4 Linear Matrix Inequalities
A linear matrix inequality (LMI) has the form [BEFB94b]
F (ξ) := F0 +
m∑
i=1
ξiFi > 0, (2.4)
where, ξ ∈ Rm is the variable and Fi = F Ti ∈ Rn×n is a symmetric matrix with
i = 1, · · · ,m. The LMI in Eq. (2.4) stands for F (ξ) being positive definite, more
specifically, if there exist a nonzero vector w ∈ Rn, then wTF (ξ)w > 0. Similar,
extensions can be made for nonstrict LMIs such that F (ξ)  0. It should be noted
that any nonstrict LMI can be converted to an equivalent LMI, where the resulting
LMI has its strict version as feasible—a strictly feasible LMI [BEFB94a]. The strict
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inequality can be used to obtain feasible solutions for nonstrict inequalities under special
circumstances. In this work, we deal with non-strict LMIs.
The power of LMIs is that multiple LMIs can be expressed as a single LMI and
hence there is no distinction between a single LMI or multiple LMIs [BEFB94a]. The
formation of LMIs with variables as convex optimization problems enables solving for the
variables using algorithms like ellipsoidal and interior-point methods to obtain solutions
in polynomial time [BV04]. It can be seen that many problems in systems theory and
control can be posed as LMIs with matrix variables.
2.4.1 Schur Complement
Posing problems as LMIs is extremely powerful since nonlinear (convex) inequalities
can be converted to LMIs using the Schur complements. At the same time, additional
constraints also can be added to the LMIs. The Schur complements basic idea, inspired
from [BEFB94a], is sketched out in the next few lines as an example, e.g., given the non-
linear matrix inequalities R(x)  0 and Q(x)−S(x)TR(x)−1S(x)  0, these inequalities






More formally the Schur complement for strict inequalities for general matrices of
the form A = AT ∈ Rn×n, B ∈ Rn×m, and C = CT ∈ Rm×m is stated as the following







2. A−BC−1BT ≺ 0, C ≺ 0.
3. C −BTA−1B ≺ 0, A ≺ 0.
An illustration of using Schur complement can be seen in the following example: the
maximum singular value or 2-norm of a matrix Z(x) ∈ Rp×q, which is affinely dependent
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on x, can be upper bounded by 1, i.e., ‖Z(x)‖2 < 1 [BEFB94a]. This can be enforced






Which results in I − ZZT  0 and is equivalent to ‖Z‖2 < 1.
So far we have shown the Schur complement for strict inequalities, however, the








2. A − BC†BT  0, C  0, B(I − CC†) = 0, where C† is Moore-Penrose Pseudo
inverse of C.
3. C − BTA†B  0, A  0, BT (I − AA†) = 0, where A† is Moore-Penrose Pseudo
inverse of A.
The ability to write nonlinear (convex) inequalities as LMIs extends itself to various
applications in control theory and optimization, as will be seen in later parts of this
document.
2.4.2 Generalized Eigenvalue Problem
Another important concept we will frequently encounter is the generalized eigenvalue
problem (GEVP), which aims to determine the maximum (minimum) generalized eigen-
value of a pair of matrices that affinely depend on a variable. The GEVP can be cast as
a quasi-convex optimization problem, with convex LMI constraints and a quasi-convex
objective. The general form of the GEVP as an optimization problem is
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minimize λ (2.7)
subject to λB(x)−A(x)  0, (2.8)
B(x)  0, (2.9)
C(x)  0, (2.10)
where, A, B, C are symmetric matrices that are affine functions of x [BEFB94a].
2.4.3 LMIs in Stability Analysis
One of the first known LMIs originated in 1890 from Russian mathematician Aleksandr
Mikhailovich Lyapunov. Lyapunov, while studying the stability of dynamical systems,
determined that system stability can be studied using the notion of energy of the system;
this is also known as the direct method. Formally this result is stated as a theorem shown
below,
Theorem 1. [Kha02] Let x = 0 be an equilibrium point of Eq. (2.1). Let V : Rn → R
be a continuously differentiable function such that
V (0) = 0 and V (x) > 0 ∀x 6= 0 (2.11)
V̇ (x) ≤ 0, ∀x ∈ Rn (2.12)
then, x = 0 is stable. Moreover, if
V̇ (x) < 0, ∀x ∈ Rn (2.13)
then the x = 0 is globally asymptotically stable.
Proof. See theorem 4.1 proof in [Kha02].
Lyapunov proposed using a quadratic energy functions of the form V (x) = 12x
TPx
with P = P T  0. He showed that the system in Eq. (2.1) is globally asymptotically
stable if and only if dV (x)dt = x
T (ATP + PA)x < 0. Intuitively, the Lyapunov function
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V is a measure of energy in the system; therefore, the condition in Eq. (2.13) in the the-
orem 1 implies that the energy decreases along any system’s trajectory. This condition
gives rise to the Lyapunov inequality
ATP + PA ≺ 0. (2.14)
The above inequality is used to study the stability of systems by searching for a positive-
definite P that satisfies Eq. (2.14).
Following the proposition of the Lyapunov inequality for stability, numerous exten-
sions have used LMIs to study the system’s stability [Kha02], analysis of nonlinear
systems using quadratic constraints [MR97], design of robust control laws [JJW91], etc.
2.4.4 LMI for MTEG Analysis
Given a stable linear system of the form in Eq. (2.1), then the MTEG, Θ of the system
is unity if and only if A + AT ≺ 0 [WM07]. Conversely, if Θ > 1, i.e., a system holds
transient energy growth, then A + AT ⊀ 0. This condition can be used to study if
the linear systems hold TEG or not; however, estimating the MTEG in the system is
important.
The authors in [WM07] demonstrate that an upper bound q for θ can be found using
Lyapunov functions. The argument to obtain an upper bound q on the Θ considers using
bounding ellipsoids on system trajectories to estimate q. The argument is as follows.
Assume V (x) = xTPx is a Lyapunov function for a given system with I  P  qI.
If the initial condition x0 lies in the ellipsoid {x : xTPx ≤ 1}, then x(t) remains in
this level set for all t ≥ 0 [Bla99, WM07]. Thus x(t)TPx(t) ≤ x(0)TPx(0). Combining
this with I  P  qI yields E(t) ≤ x(t)TPx(t) ≤ x(0)TPx(0) ≤ qE(0). Therefore,
Θ ≤ q [Che84].
The least upper bound q∗ is defined as q∗ := λmax(P )λmax(P
−1) such that P = P T 
0 and P satisfies ATP + PA ≺ 0. The problem of estimating q∗ can be formulated as
that of minimizing the condition number of P and is obtained by solving the following
GEVP [WM07, BEFB94a]:
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q∗ := minimize q
subject to I  P  qI ,
ATP + PA ≺ 0.
(2.15)
Here, the bounds I  P  qI ensure that λmax(P )/λmin(P ) ≤ q. This optimization
with LMI constraints and a linear cost involving variables (P, q) is known as a semidef-
inite program (SDP). The LMI constraints imply that V (x) := xTPx is a Lyapunov
function for the system such that V (x(t)) ≤ V (x(0)) for all t ≥ 0. The bounds on
P further imply that ‖x(t)‖2 ≤ q∗‖x(0)‖2. These LMI constraints are conservative in
general, and hence q∗ is a (possibly non-tight) upper bound on the MTEG.
2.5 Sate-Space Representation
Given that the dynamics of fluid flow systems are governed by the NSE, which are
infinite-dimensional PDEs, we approximate the PDEs to a finite-dimensional linear
ordinary differential equations (ODEs) of the form,
ẋ = Ax +Bu, (2.16)
y = Cx +Du. (2.17)
Here, x ∈ Rn is the state vector of dimension n, u ∈ Rp is the control input vector of
dimension p and y ∈ Rq is the output vector of dimension q. The matrix A ∈ Rn×n
is the state matrix that maps the time evolution dynamics of the system, B ∈ Rn×p
is the input matrix that maps the control input to the respective states, C ∈ Rq×n
is the output matrix that maps the information from the states to the output, and
D ∈ Rq×p is the feed-through matrix that feeds the input to the output. In this study,
unless specified otherwise, we use full-state feedback such that the output matrix C = I,
where I ∈ Rn×n is an identity matrix of dimension, and there is no feed-through term,
i.e., D = 0 with 0 ∈ Rq×p is a matrix of zeros.
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2.6 Controller Synthesis
The system described in Eq. (2.16) can be controlled to achieve desired objectives like
stabilizing the system to disturbances, tracking reference input, etc., by appropriately
choosing the control law u. One of the most fundamental methods to classify con-
troller action is based on the information the controller will have access to, such that
the controller can formulate appropriate control action. The control laws based on in-
formation available are broadly classified as full-state feedback control, observer-based
output feedback control, and output feedback control. As the name describes, a full-
state feedback controller has access to the complete state of the dynamical system, while
the observer-based output feedback controller uses estimators to estimate the system
output to design controllers accordingly. Lastly, output feedback control techniques
will have access to the information available from the sensor suite deployed, thereby
selecting the information available to the controller.
The full-information linear quadratic regulator (LQR) has been investigated in vari-
ous capacities, and has been shown to increase transition thresholds within the channel
flow system [BL18, IR08a, MQMW11]. Observer-based output-feedback controllers have
also been invoked with some success [BL18, HBH03, JSK99]. In [JSK99], the authors
successfully design a linear quadratic Gaussian (LQG) controller on a reduced-order
Poiseuille flow system—combining the optimal LQR law with optimal state estimates
from a Kalman filter. More recently, it has been shown that observer-based feedback
strategies may exacerbate TEG in the controlled system, due to an adverse coupling
between the fluid dynamics and the control system dynamics [HY18]. As a potential
alternative, static output feedback formulations of the LQR problem have shown some
promise in overcoming the limitations of LQG strategies under certain flow conditions
within the channel flow system [YH18, YH19].
In this work, we will predominantly deal with full-state information feedback control.
The full-state feedback control law is of the form
u = −Kx, (2.18)
where, K is the control gain and x is the system state.
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Many methods exist on determining an appropriate u for the problem at hand,
e.g., proportional-integral-derivative control or a combination thereof, adaptive control
methods, LQR, etc. Once the desired control gain K has been obtained using the
appropriate control objective, the control law in Eq. (2.18) is substituted in Eq. (2.16)
to obtain the closed-loop system of the form
ẋ = (A−BK)︸ ︷︷ ︸
Acl
x. (2.19)
Here Acl is the closed-loop dynamics of the system. The idea here is to use the control
input u to achieve tasks like stabilization, tracking, disturbance rejection, etc., since now
the control input can affect the dynamics of the closed-loop system to impart desired
change. We will see in the next chapter how a state feedback control technique is used





The transition of flows from a laminar to a turbulent regime has been extensively studied
and remains a topic of continuing interest. As addressed earlier, turbulent flows exhibit
specific detrimental effects on systems, more specifically, an increase in skin friction drag
in wall-bounded shear flows [SH01]. It has been observed that transition to turbulence in
many shear flows occurs at a Reynolds number (Re) much below the criticalRe predicted
by linear (modal) stability analysis of a steady laminar base flow [PH69, RH93b]. This
sub-critical transition is associated with non-modal amplification mechanisms that cause
small disturbances to grow before undergoing an eventual modal decay, based on the
linear analysis [TTRD93, HR94, Sch07]. This TEG of disturbances can trigger non-
linear instabilities and lead to bypass transition by driving the flow state beyond the
region of attraction of the laminar equilibrium profile [TTRD93, Cha02].
Numerous investigations have considered the possibility of reducing TEG and de-
laying transition by employing feedback control techniques. Excellent reviews of past
works can be found in [Bew01, BH11, KB07]. Linear quadratic optimal control has
been a common approach for such applications and has shown success in achieving the
desired objective [BL18, IR08a, MQMW11]. Interestingly, although all of these inves-
tigations have shown the promise of feedback control for reducing TEG and delaying
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transition, in the case of linear quadratic regulators (LQR), which is a widely used opti-
mal control strategy, the objective function to be minimized is the balance of integrated
perturbation energy and input energy. It therefore stands that linear-quadratic optimal
control techniques and related synthesis approaches do not necessarily minimize—nor
even reduce—TEG. Thus, the most commonly employed controller synthesis approaches
aim to achieve an objective that does not necessarily address the TEG problem directly.
Given the central role of TEG and non-modal instabilities in the transition process,
it seems that a more appropriate objective function for transition control would be to
minimize the MTEG, as proposed in [WM07]. This objective has direct connections
with notions of worst-case or optimal perturbations, which correspond to disturbances
that result in the MTEG [BF92]. The objective also has connections with optimal
forcing functions determined from input-output analysis [JB05], though these types of
“persistent disturbances” will not be considered in the present work. The minimum-
MTEG optimal control problem—which can be specified for either full-state or output
feedback [WM07]—can be posed as an LMI. The LMI constitutes a convex optimization
problem as shown in Section 2.4, however, instead of open-loop minimization MTEG
as shown in Section 2.4.4, we use a controller to close the loop and minimize MTEG in
the closed-loop system. The LMI based MTEG minimizing control law can be solved
for using standard methods, such as interior-point methods [BEFB94b]. However, the
specific LMI problem that arises for MTEG minimization is computationally intractable
for high-order systems, such as fluid flows; the memory requirements associated with
existing solution methods scale as system order to the sixth power [MQMW11].
Despite the computational challenge, control laws that minimize the MTEG can
be desirable over linear quadratic optimal control techniques. MTEG-minimizing con-
trollers have been found to outperform LQR controllers in reducing TEG within a
channel flow configuration [MQMW11]. To achieve this, a modal truncation was per-
formed to obtain a reduced-order model (ROM) that would make controller synthesis
tractable for the linearized channel flow system [MQMW11]. Despite the noteworthy
performance reported in their study, it is well-established that modal truncation meth-
ods tend to yield ROMs that are poorly suited for controller synthesis [BSS12, JHK+15].
A demonstration of this point is given in Section 3.4. Thus, it may be possible to syn-
thesize MTEG-minimizing controllers with even better performance than those reported
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in [MQMW11] by exploiting an appropriately tailored control-oriented model reduction
strategy.
Various ROM approaches have been studied in the literature (see [TBD+, RD17]
for excellent reviews of such techniques within the context of fluid dynamics). However,
developing ROMs that facilitate the design of MTEG-minimizing controllers require
a tailored approach. Control-oriented ROMs within this context must address a dual
need: (i) approximate the perturbation energy to concisely and adequately describe the
energy-based control objective; and (ii) reduce dimensionality to faithfully represent the
input-output dynamics, as needed for computationally tractable controller synthesis.
Identifying states that contribute substantially to both the perturbation energy and
a system’s input-output properties (e.g., controllability and observability) is a non-
trivial task [Row05]. As discussed in Section 1.3.1, a projection onto proper orthogonal
decomposition (POD) modes is known to be optimal for capturing the energy of a given
signal; however, projection-based model reduction based on POD modes often fails to
capture a system’s input-output dynamics, making such models poor candidates for
controller synthesis [IR08b, RD17]. In contrast, balanced truncation can be performed
to obtain ROMs that retain a system’s input-output properties [Moo81, ASG06]. The
balanced truncation procedure can be shown to be equivalent to a Petrov-Galerkin
ROM based on a projection onto a subspace spanned by a reduced set of balanced
modes. For high-dimensional fluid flow systems, the balanced POD (BPOD) and related
methods provide efficient tools for computing these balanced modes [Row05, WP02,
ASG06]. Alternative control-oriented model reduction techniques can also be devised to
retain a system’s input-output properties, e.g., using ideas from robust control [JHK+15,
ASG06].
The ROMs in this work uses POD and balanced truncation in conjunction. First,
an output-projection of the full-state onto a set of dominant POD modes is performed.
Subsequently, a balanced truncation is performed to reduce the state dimension, while
retaining the most controllable and observable modes that contribute to the input-
output dynamics. As we will see, this dual approach results in control-oriented ROMs
that can yield effective MTEG-minimizing controllers. The resulting models can repre-
sent the perturbation energy in terms of a small number of POD modes, thus providing a
convenient approximation of the objective function. Further, state-dimension is reduced
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to a computationally tractable level while retaining the most controllable and observable
states that are critical for effective controller design. The proposed COROM method are
developed to minimize the MTEG, using dedicated controllers, in the linearized channel
flow system.
3.2 Channel Flow Model
Consider the flow between two infinitely long parallel plates separated by a distance
of 2h. We refer to the x, y, z directions as streamwise, wall-normal and spanwise
directions, respectively. The channel flow coordinate system is shown in Figure 3.1.
The dynamics of the flow are governed by the NSE and the continuity equation. The
NSE is given by:
∂u
∂t
= −u · ∇u−∇p+ 1
Re
∇2u (3.1a)
0 = ∇ · u (3.1b)
where, ∇ is the gradient operator, ∇2 is the Laplacian operator, the instantaneous
velocity (u = u(x, y, z, t)) and pressure (p = p(x, y, z, t)) are functions of the spatial
variables (x, y, z) and time (t). To study the dynamics of perturbation about a laminar
equilibrium solution we decompose the instantaneous velocity as u = Ū + u′ and p =
p̄+p′. Here, (Ū, p̄) is the base flow and (u′, p′) are the perturbations about the base flow
such that u′ = [u′ v′ w′]T . We are interested in the linear evolution of perturbations
about a steady laminar parabolic base flow Ūi = U(y)δi1, where δi1 is the Kronecker






with Ucl as the centerline
velocity. By assuming the magnitude of perturbations is small i.e., |u′|  |Ū|, non-

















































Figure 3.1: The coordinate system for the channel flow system
Taking the divergence of the continuity equation in Eq. (3.5) and using the y-
momentum equation to eliminate the pressure term, we obtain an equivalent represen-
tation for the evolution equations, now in terms of the wall-normal velocity (v) and the
wall-normal vorticity (η). A Fourier transform is applied in the streamwise and spanwise





















where ∆ = δ
δy2
− κ2. Here, κ2 = α2 + β2, and (α, β) denotes the pair of streamwise
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and spanwise wavenumbers, respectively. The no-slip boundary conditions in velocity-
vorticity form are ṽ(y = ±1) = ∂ṽ∂y |(y=±1)= η̃ = 0. The wall-normal direction is
discretized using Chebyshev polynomials of the first kind [Boy00], allowing ṽ and η̃ to
be approximated at N discrete collocation points. At each point, the approximation
uses Chebyshev basis functions Γi and the respective unknown coefficients ai. The
resulting equations of motion can be expressed in the form ẋ = Ax, where x is a vector
of Chebyshev coefficients; i.e., x = (av0 , . . . , avN , aη0 , . . . , aηN )
T .
One of the stages to bypass transition within the channel flow setting is the transient
energy growth (TEG) of flow perturbations about the base-flow due to non-modal ef-








u2 + v2 + w2
2
dV , (3.7)
where ρ is the fluid density and V is the volume of a unit streamwise length of channel.
In relation to earlier discussions, the kinetic energy density can be re-expressed as
E(t) := xTQx, where Q = QT  0 [MPW06, McK06].
To implement flow control, wall-normal blowing and suction actuation at the upper-
and lower walls is introduced —consistent with prior investigations on controlling chan-
nel flow [MQMW11, JSK99, Bew01]. Following the modeling procedure in [MPW06],
this can be modeled via the wall-transpiration boundary conditions ṽ(y = 1) = qu,
ṽ(y = −1) = ql, ∂ṽ∂y |y=±1= 0. Here, qu and ql are wall-normal velocities at the upper-
and lower-wall, respectively. The final system formulation uses q̇u and q̇l as the control
inputs, while reclassifying qu and ql as system states. This introduces two integrators—
associated with the controls—within the system model. Finally, the actuated channel
flow system can be expressed in state-space form, as in (2.16), with the state vec-
tor defined as x = (av0 , . . . , avN , aη0 , . . . , aηN , qu, ql)
T and the input vector defined as
u = (q̇u, q̇l)
T . It must be noted that the resulting system here is complex-valued, owing
to the introduction of Fourier transformations in the streamwise and spanwise directions.
As such, a final step is needed to transform the system into an equivalent real-valued
state-space realization of the form in Eq. (2.16) i.e., ẋ = Ax +Bu.
Further modeling details can be found in [MPW06].
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Figure 3.2: Schematic of the channel flow system with actuation
In the remainder, we consider this linearized channel flow model at a sub-critical
Reynolds number of Re = 3000 (unless otherwise stated) for three different wavenumber
pairs (α, β): (1, 0), (1, 1), and (0, 2). The channel flow setup with actuation for the
streamwise case is shown in Fig. 3.2. In all cases, the number of collocation points
N is chosen so that the resulting state dimension is n = 199. The optimal spanwise
disturbance to the uncontrolled system with (α, β) = (0, 2) yields the largest MTEG
among all other streamwise, spanwise, and oblique wavenumber configurations. Hence,
this spanwise disturbance is an important case to study for controller performance
evaluation; The other two wavenumber pairs considered here have also been widely
studied in the literature [MQMW11, HBH03].
3.3 Energy Minimizing Controllers
Given the linearized dynamics of flow perturbations x about a steady laminar base-flow
in the form of Eq. (2.16). Owing to the role of transient energy growth in sub-critical
transition, our aim here will be to reduce the MTEG using full-information feedback
control laws of the form u(t) = −Kx(t), where K is a gain matrix determined by an
appropriate synthesis strategy. In this study, two controller synthesis approaches will
be considered: (i) linear quadratic regulation (LQR), and (ii) MTEG minimization via
LMI-based synthesis.
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3.3.1 Linear Quadratic Regulator
LQR is an optimal control a technique that has been commonly employed in a variety
of flow control applications, including transition control. LQR controllers are designed






(xTQx + uTRu)dt (3.8)
subject to the linear dynamic constraint in (2.16) and R  0. The feedback control law
that minimizes this cost function is given by u = −Kx, where the control gain K =
R−1BTP and P = P T  0 is determined from the algebraic Riccati equation,
ATP + PA− PBR−1BTP +Q = 0. (3.9)
LQR is a widely used optimal control strategy owing to properties like guaranteed
stability margins and robustness to parameter variations. However, it must be noted
that the LQR formulation does not necessarily guarantee reductions in MTEG, let alone
its minimization. In principle, a controller that minimizes the balance of integrated
energies in (3.8) could still yield large energy peaks.
3.3.2 MTEG Minimizing Controller
A state feedback control gain for minimizing the MTEG in a closed-loop system can be
found from the solution of a linear matrix inequality (LMI), as shown in Section 2.4. The
solution approach leverages the relationship between MTEG and a system’s condition
number. From this, a control law can be devised to minimize the condition number of
the closed-loop system to minimize the associated Θ in Eq. (2.2). In what follows, it
is assumed that an appropriate transformation has been made so that Q = I in the
definition of kinetic energy E, as shown in Section. 2.3. A feedback control law that
minimizes the upper bound Θu of the MTEG can be determined from the solution to
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the LMI generalized eigenvalue problem [WM07]:
min γ
subject to I  P  γ I
P = P T  0
AP + PAT +BY + Y TBT ≺ 0.
(3.10)
This LMI problem can be solved using standard convex optimization methods, such as
those available in the cvx software package for Matlab [GB14]. Here, γ upper bounds
Θu. Thus, minimizing γ also minimizes Θu, which consequently minimizes the upper
bound on Θ. The resulting full-state feedback control law is given by u = −Y P−1x,
where Y and P are determined from (3.10).
Standard solution techniques for the LMI problem in (3.10) are presented in [BEFB94b].
However, available algorithms are computationally demanding, with memory require-
ments scaling as O(n6) [MQMW11], making controller synthesis intractable for the
high-dimensional systems of interest in flow control.
The present study aims to investigate the role of reduced-order models (ROMs) for
facilitating controller synthesis by making the solution of this LMI problem tractable.
Further, constructing reliable control-oriented ROMs requires consideration of the spe-
cific control objective. Since the LQR and MTEG-minimizing controllers to be studied
here are based on energy-based control objectives, it stands that approximating the
energy E(t) will be an important consideration for reduced-order modeling. Section 3.5
presents a method for obtaining control-oriented ROMs for LQR and MTEG-minimizing
controller synthesis. Before proceeding onto the COROM section, we will motivate the
need for COROMs using a limiting example of modal truncation.
3.4 Limitations of modal truncation for MTEG-minimizing
control
Modal truncation based on the eigendecomposition of the matrix A = V ΛV −1 in
Eq. (2.16) is a common approach for reduced-order modeling, primarily owing to its
simplicity. Since the eigenvalues λi in the diagonal matrix Λ provide information about
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the relative time-scales of the modal response, a simple strategy for modal truncation
is to omit modes using time-scale arguments. For example, when long term behavior
is of interest, then modes with fast decay rates and/or high oscillation frequencies can
be omitted. ROMs constructed time-scale based modal truncation will not necessarily
capture the input-output dynamics needed for controller synthesis. Thus, another com-






where Bi and Ci correspond to the i
th row and column of the modal representations of
the matrices B and C from Eq. (2.16) and Eq. (2.17), respectively. Modes with larger
values of ζi contribute more to the input-output dynamics and should be be retained,
whereas those with lower values of ζi can be truncated.
Here, we apply both of these modal truncation approaches to arrive at ROMs with
order r < n of the linearized channel flow system with (α, β) = (1, 0) and Re = 3000. For
truncation modal truncation by time-scale arguments, we truncate the “fastest” modes
(i.e., stable modes with relatively large |Re{λi}|). For truncation by modal control-
lability/observability, we truncate the least controllable/observable modes (i.e., stable
modes with relatively small ζi). Each of these ROMs is then used to design the LMI-
ROM and LQR-ROM controllers. The resulting performance of each of these controllers
is compared with the LQR-FOM controller in Figure 3.3. The model orders here were
chosen based on convergence of the ROM open-loop frequency-response relative to the
FOM. We note that for the results reported here, the FOM dimension is set to n = 99;
without doing so, ROMs of size r, based on modal truncation converge with r > 80,
which makes the LMI-based synthesis procedure intractable with the available computa-
tional resources. Figure 3.4 reports the resulting MTEG Θ as a function of r for ROMs
constructed by each of the modal truncation approaches. Interestingly, the truncation
of “fast modes” yields improved MTEG performance with the LMI-ROM than trunca-
tion based on ζi. These results indicate that modal truncation is a poor candidate for
designing controllers to reduce TEG. Although in some cases these models can result in
effective control laws, the model orders tend to be higher than the tailored approaches
considered in this study. The short-comings of modal truncation—and other ROM
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methods—for TEG reduction further motivates the need for control-oriented model re-
duction, like the approach presented in Section 3.5.








(a) |Re{λi}| modal truncation (r = 50)















(b) ζi modal truncation (r = 50)
Figure 3.3: Worst-case closed-loop TEG response for (α, β) = (1, 0) and Re = 3000.






(a) |Re{λi}| modal truncation











(b) ζi modal truncation
Figure 3.4: Closed-loop MTEG Θ as a function of ROM order r for (α, β) = (1, 0) atRe = 3000.
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3.5 Control-Oriented Reduced-Order Models
3.5.1 Energy Matching Using Output Projection
The aim is to minimize the systems energy, E := xTx, however, once the states are
truncated to reduce the system dimension, the definition of the systems energy is not
consistent anymore. Therefore, to retain the definition of energy of the original system,
we will redefine the system’s energy in terms of the output of the system. The basic
idea underlying the ROMs proposed here is first to append an output equation to (2.16)
to keep track of the state response in terms of r < n POD modes,
ẋ = Ax +Bu
z = ΦTr x.
(3.12)
Here, z ∈ Rr is a vector of POD coefficients and Φr ∈ Rn×r is a matrix whose columns
are the r dominant POD modes, defined with respect to an appropriate inner-product,
such that
E(t) ≈ Ẽ(t) := zT (t)z(t). (3.13)
Thus, rather than requiring full-state information to compute energy, only the r-dimensional
output of POD coefficients is needed to approximate the energy response. This ap-
proach is sometimes described as an output projection onto POD modes since the out-
put could also be viewed as projecting the full-state output onto the dominant POD
modes [Row05]. It should be noted that output projection in (3.12) does not change
the state dimension n of the model.
To find the POD modes, we use the snapshot POD approach [TBD+]. Through
heuristics, we found that POD mode obtained from snapshots of the system’s impulse
response matrix provided an adequate basis for the projection. Therefore, to compute
the POD modes (Φr), we obtain the impulse response Gi(t) from the i
th input to the full-
state output for each of the p inputs. In generating this data, we first transform the state
x into a coordinate system in which Q = I. These impulse response data are then col-
lected and arranged within a single snapshot matrixH :=
[




The POD modes are then computed by taking the singular value decomposition (SVD)
of H = UΣV T . The dominant POD modes are then determined as the leading r ≤ n
left singular vectors—i.e., Φr = [u1,u2, . . . ,ur], where ui are columns i = 1, . . . , r of
U . We note that the POD modes could also be computed analytically, though the
data-driven method of snapshots is most commonly used in practice [TBD+]. Thus,
important parameters for generating the impulse response data will be the length of the
simulation (tf ) and sampling interval (δt), which will be discussed in the results section.
3.5.2 Balanced Truncation
Up to this point, we have shown that the system energy can be approximated using
just r POD modes, with the associated POD coefficients are tracked as the system
output z. However, to make the LMI problem for MTEG-minimizing controller syn-
thesis computationally tractable, we still need to reduce the state dimension of the
system. In the study here, we will perform a balanced truncation of (3.12) and retain
only the dominant s balanced modes. Such a truncation will ensure that the input-
output dynamics are preserved, making the resulting s-dimensional ROM suitable for
controller synthesis [ASG06]. To perform a balanced truncation, we first apply a bal-
ancing. transformation x = T x̄. In the balanced coordinates x̄, the controllability
Gramian W̄c and the observability Gramian W̄o are equal and diagonal. To determine
the balanced realization, one must first compute the controllability Gramian Wc and
observability Gramian Wo from the Lyapunov equations, AWc +WcA
T −BBT = 0 and
WoA+A
TWo+C
TC = 0, respectively. Once the Gramians are computed, the balancing
transformation x = T x̄ can be found in three steps [LHPW87]: (i) compute the lower
triangular Cholesky factorizations of Wo = LoL
T
o and Wc = LcL
T
c ; (ii) compute the
SVD of the products of Cholesky factors LTo Lc = ŪSV̄
T ; and (iii) form the balancing
transformation T = LcV̄ S
1
2 and T−1 = S
1
2 ŪTLTo .
In balanced coordinates, each mode’s relative contribution to the input-output dy-
namics of the system is clear. We have W̄c = W̄o = diag(σ̄1, . . . , σ̄n), where σ̄1 ≥ σ̄2 ≥
· · · ≥ σ̄n > 0 are the system’s Hankel Singular Values (HSVs). Since the HSVs re-
lay information about relative contributions to the input-output dynamics, truncating
balanced modes with “small” HSVs provides a convenient strategy for reducing state-
dimension while preserving the input-output dynamics [ASG06]. Upon performing the
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balanced truncation, the dominant s balanced modes of the system are retained, and the
n− s modes corresponding to the lowest HSVs are truncated. The resulting state-space
realization is given by,
˙̄xs = Āsx̄s + B̄su (3.14)
z̄s = C̄sx̄s (3.15)
where x̄s ∈ Rs is the reduced state vector and the system matrices are defined as
Ās := T
−1
s ATs, B̄s := T
−1
s B, C̄s := Φ
T
r Ts. Here, Ts ∈ <n×s denotes a matrix whose
s columns are the leading s columns of T , and T−1s ∈ <s×n denotes a matrix whose s
rows are the leading s rows of T−1. Finally, the perturbation energy E(t) can now be
approximated from this control-oriented ROM as,
Ē = x̄Ts Q̄x̄s, (3.16)
where Q̄ = T Ts ΦrΦ
T
r Ts ∈ Rs×s. In this study, we take s = r, and so will solely report r
as the dimension of the reduced-order model.
To assess feedback control performance for the MTEG that can be experienced in
closed-loop, additional care must be taken when computing the optimal disturbances
in this study. Since MTEG analysis is to be performed on the full order system, feed-
back controllers designed using the ROMs described here are first “lifted” to a control
gain with compatible dimensions as the full order model. In this way, the optimal dis-
turbance for the full order closed-loop system can be computed directly. Of course,
to actually implement the resulting feedback controllers in practice, one would sim-
ply use the reduced-order gain matrix to take advantage of the reduced computational
complexity at run-time.
The procedure outlined here will enable a means of obtaining control-oriented reduced-
order models that can be used to synthesize feedback controllers, especially those aimed
at achieving certain energy-based objectives—as with MTEG-minimization. We em-
phasize that the control-oriented model reduction procedure described here and other
similar approaches have been explored in many previous studies [Moo81, Row05, WP02,
IR08a, IR08b]. The contribution of the present study is to investigate the applicabil-
ity of such model reduction techniques to minimize the MTEG using the LMI-based
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synthesis procedure proposed in [WM07, MQMW11].
3.6 Results
Next, the control-oriented reduced-order modeling approach introduced in the previ-
ous section is investigated within the context of controlling TEG in a linearized channel
flow presented in Section 3.2. In Section 3.6.1, the frequency responses of various ROMs
are analyzed to assess open-loop modeling performance. Finally, ROM-based controller
performance is investigated in Section 3.6.2 by comparing the MTEG resulting in the
closed-loop system response. The associated flow responses are also studied and dis-
cussed.
3.6.1 Frequency Response
Here, we examine how the control-oriented ROMs introduced in Section 3.5 approximate
the dynamics of the full-order model (FOM) for the linearized channel flow system, for
which n = 199. Specifically, we examine whether the ROMs developed here capture the
input-output behavior of the FOM accurately. In multi-input multi-output (MIMO)
systems, the singular values σ of the system’s transfer function over various frequencies
provide a means of characterizing the input-output behavior of the system. The singular
values provide information on the variation in the system’s principal gains in any of the
p input direction [SP05]. Here, we investigate these characteristics as a function of
ROM order r from the input q̇u to the flow-state (see Figure 3.5). In this work, the
scaled frequency is given by f∗ = ftUcl/h. The frequency response data reveal that
increasing the order r of the ROM decreases the approximation error concerning the
FOM response. Indeed, the trend is more clear from Table 3.1, which summarizes the
root mean square error (RMSE) between the ROM and FOM frequency responses. The
acceptable accuracy of a ROM in approximating a FOMs response is mostly application-
specific. For the case here, the RMSE metric suggests that ROMs of r ≥ 20 perform
moderately well. Further, even using the higher-order r = 50 models—which reflect
excellent agreement with the FOM frequency-response—will make LMI-based controller
synthesis tractable. The transfer function from input channel q̇l to the flow-state exhibits




















































(c) α = 0, β = 2
Figure 3.5: Frequency response from q̇u to the flow-state at Re = 3000.
r = 5 r = 6 r = 10 r = 20 r = 50
α = 1, β = 0 1.079 0.049 0.0033 1.340× 10−4 5.726× 10−6
α = 1, β = 1 18.765 14.135 2.990 0.0891 9.603× 10−5
α = 0, β = 2 119.19 61.0560 13.332 1.705 0.0193
Table 3.1: RMSE between the frequency-response of the FOM (n = 199) and the ROM of
order r at Re = 3000.
Finally, it should be noted that, for the ROMs presented here, the data-sampling
parameters tf and δt in the snapshot POD stage of the ROM procedure was tuned to
ensure convergence of the ROM response to the FOM response. In the Re = 3000 set-
ting, for streamwise waves and oblique waves δt = 0.01 and tf = 30 and 50 respectively.
While for spanwise waves we use δt = 1 and tf = 500 to obtain adequate models. All
times reported in this work are non-dimensionalized, and correspond to non-dimensional
convective time units tUclh .
3.6.2 Minimizing Maximum Transient Energy Growth
The synthesis of MTEG-minimizing controllers via the solution of the LMI-problem in
(3.10) is enabled by the control-oriented ROMs reported in Section 3.6.1 above. The
resulting controllers will be referred to as LMI-ROM controllers here. For benchmark-
ing, we compare MTEG performance with two sets of LQR controllers—one designed
based on the FOM (“LQR-FOM”) and one designed based on the same ROM used
for the LMI-based synthesis (“LQR-ROM”). Additionally, since the MTEG-minimizing
39
controller in the LMI-ROM was designed without constraining the control input, we
relax the penalty on the input effort within the LQR cost function in (3.8) by setting
R = 10−6I, where I denotes the identity matrix. This is done in an effort to make a
fair comparison between the LMI-ROM, LQR-ROM, and LQR-FOM controllers. Note,
this differs from the approach taken in [MQMW11], in which the authors implemented a
constrained version of the controller. All controllers are applied to the full-order channel
flow model described in Section 3.2 above, then compared based on the MTEG Θ for
each respective closed-loop system. In general, the optimal perturbation will differ be-
tween each closed-loop system and will also differ from that of the uncontrolled system.
Here we use the optimal perturbation of the respective closed-loop system to perform
MTEG analysis. In this study, each optimal perturbation is calculated using the algo-
rithm presented in [WA11]. As shown in Figure 3.6, the LMI-ROM controller reduces
the MTEG in the system relative to each of the LQR-based controllers for each of the
wavenumber pairs considered. For (α, β) = (1, 0), the LMI-ROM controller reduces Θ
by a factor of ≈ 1.88 in comparison with the LQR controllers (see Figure 3.6a). Simi-
larly, the LMI-ROM reduces MTEG by a factor of ≈ 2.6 relative to the LQR controllers
for (α, β) = (1, 1) (see Figure 3.6b). Finally, for (α, β) = (0, 2), the difference in MTEG
reduction between the LMI-ROM controller and the LQR controllers is only marginally
greater (See Figure 3.6c). This result is consistent with the findings in [MQMW11],
for which wall-normal blowing/suction was less effective for TEG control than spanwise
blowing/suction at the walls. For all controllers and all wavenumber pairs considered
here, MTEG was reduced relative to the uncontrolled flow. These results are summa-
rized in Table 3.2.
Θ
r
Uncontrolled LMI-ROM LQR-FOM LQR-ROM
α = 1, β = 0 40 20.31 2.56 4.81 4.81
α = 1, β = 1 58 107.00 7.58 20 20.28
α = 0, β = 2 40 1762 271.2 287.1 287.1
Table 3.2: MTEG Θ for the uncontrolled and controlled channel flow system at Re = 3000.
Although the LMI-ROM controller outperforms both of the LQR controllers in re-
ducing the MTEG (Θ) in the results above, these results depend on the order r of
the ROM used for controller synthesis. To investigate this influence, we vary r in the
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(a) α = 1, β = 0 with r = 40. (b) α = 1, β = 1 with r = 58 (c) α = 0, β = 2 with r = 40
Figure 3.6: Worst-case closed-loop TEG responses at Re = 3000.
ROM design, then study controller performance on the FOM for streamwise and oblique
waves—(1, 0) and (1, 1), respectively—still with Re = 3000. We only report values of
r for which the open-loop ROMs successfully converge to the FOM dynamics, and so
do not consider r smaller than these values here. Figure 3.7 shows that Θ decreases
with increasing ROM order r using the LMI-ROM controller. The same is true for the
LQR-ROM controller, but the convergence is more rapid. MTEG for the LQR-ROM
converges to that of the LQR-FOM for r = 20 for streamwise and spanwise waves and
r = 25 for oblique waves. We found that for streamwise and oblique wavenumber pairs
considered, there exists a ROM order r such that the LMI-ROM controller will out-
perform both of the LQR controllers for MTEG reduction. We note that although the
LMI-ROM yields a reduction in MTEG relative to both LQR-based controllers in the
spanwise wave case, this case was also found to be relatively insensitive to the ROM
order. Again, this finding is consistent with the results reported in [MQMW11], which
found that spanwise blowing/suction actuation was required to achieve meaningful re-
ductions in MTEG. Since the current investigation is focused on control-oriented ROM,
we continue to focus on wall-normal blowing/suction actuation. Lastly, note that the
fact that the LMI-ROM requires a larger r than the LQR-ROM for MTEG performance
to converge is to be expected; TEG is a phenomenon intimately related to Ė(t), whose
approximation requires higher-precision estimates of E(t).
It is clear that the LMI-ROM controller in the above cases outperforms both of the
LQR controllers. To investigate this further, we proceed to analyze the details of the
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(a) α = 1, β = 0.







(b) α = 1, β = 1
Figure 3.7: Closed-loop MTEG Θ as a function of ROM order r at Re = 3000.
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wall-normal actuation and its influence on the flow perturbations.
3.6.3 Inspecting the control input
To investigate this further, we proceed to analyze the details of the wall-normal actuation
and its influence on the flow perturbations. Figure 3.8 shows the actuated wall-normal
velocity at the upper- and lower-walls—qu and ql, respectively—for each controller. The
case of (α, β) = (1, 0), shown in Figure 3.8a, reveals that LMI-ROM controller results
in blowing and suction at the upper- and lower walls that are equal in magnitude but
opposite in direction. In contrast, each of the LQR-ROM and the LQR-FOM controllers
produces almost identical (both in magnitude and direction) blowing and suction at the
upper and lower walls. Interestingly, the LQR-ROM controls differ from the LQR-FOM
controls for a short period at the beginning of the response, an expected artifact of the
modal truncation. The 5% settling time on the actuation for the LMI-ROM controllers
is ≈ 43 convective time units; the LQR controllers settle in ≈ 34 convective time units,
indicating a shorter duration of control.
(a) LMI-ROM control (b) LQR-FOM control (c) LQR-ROM control
Figure 3.8: Actuated wall-normal velocity for r = 40, (α, β) = (1, 0), and Re = 3000.
In the oblique wave case of (α, β) = (1, 1), shown in Figure 3.9a, the LMI-ROM
controller results in a maximum wall-normal blowing/suction velocity that is ≈ 1.6
times lower than either of the LQR controllers. From Figure ,3.9a we find that the qu
produces a control input of larger magnitude compared to ql, i.e., the actuator on the
upper-wall is inducing a larger velocity compared to the actuator on the lower-wall. In
Figures, 3.9b and 3.9c the upper-wall and lower-wall actuators produce a velocity of
43



























Figure 3.9: Actuated wall-normal velocity for r = 58, (α, β) = (1, 1), and Re = 3000.
similar magnitude but opposite directions relative to each other. In the oblique wave
case, the 5% settling time of the actuation signal for the LMI-ROM controller is ≈ 41
convective time units, while the LQR-FOM and LQR-ROM each have a settling time
of ≈ 37 convective time units. In the spanwise waves setting, shown in Figure 3.10,
the LMI-ROM controller actuates the system similarly to both of the LQR controllers,
but with a lower initial magnitude. For all controllers, wall-normal transpiration at the
upper wall is identical to that at the lower wall (see Figure 3.10).







































Figure 3.10: Actuated wall-normal velocity for r = 40, (α, β) = (0, 2), and Re = 3000.
44
3.6.4 Investigating the resulting flow field
Next, we examine the evolution of perturbations in streamwise velocity (u) to analyze
the effect of the different controllers on the flow response. Figures 3.11 – 3.13 show
the evolution of normalized u perturbations. The initial optimal perturbation has been
normalized in these figures such that E(0) = 1. Figure 3.11 shows the response for
the case of streamwise waves. Note that the LMI-ROM controller has a streamwise
perturbation profile different from that of the LQR-ROM and the LQR-FOM. The
u perturbations die out faster with the LMI-ROM controller than with either of the
LQR controllers. The LQR-FOM and the LQR-ROM result in a similar evolution of u
perturbation, as is to be expected from the similarity in TEG profiles we noted earlier
in Figure 3.6a. In the case of oblique waves (see Figure 3.12), the LQR-ROM and LQR-
FOM again yield a similar response in u-perturbations. In contrast to these responses,
the LMI-ROM controller results in a reduced magnitude of u at the lower walls of
the channel. Again, the LMI-ROM results in a faster decay of u perturbations than
the LQR-ROM and LQR-FOM controllers. Finally, in the case of spanwise waves (see
Figure 3.13), all the three controllers yield similar responses in u.
3.6.5 Accessing ROM and controller performance at various Re
Finally, we repeat our study for other Re values to ensure that the ROMs and controllers
can be used in other settings as well. ROMs are developed and tuned to converge
for Re = 1000, 5000, and 10, 000. Then, we follow the same procedure for control
synthesis as in the Re = 3000 cases described earlier. Note that for the case of Re =
10, 000, the flow is linearly unstable; thus, the balanced truncation procedure for the
model reduction is only performed on the stable subspace of the linearized dynamics.
Figures 3.14 and 3.15 report performance results for the cases of (α, β) = (1, 0) and
(1, 1), respectively. The results clearly show that the LMI-ROM controllers reduce
TEG to a greater extent than the LQR controllers. However, with the increase in Re,
the closed-loop response to the LMI-ROM control exhibits oscillations on a transient
time scale, on the order of approximately 10−2 to 10−4 convective time units. The
transient oscillations appear to be a property of the closed-loop system, which has a
set of eigenvalues with large imaginary parts—on the order of 104—that lead to lightly
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(a) LMI-ROM control (b) LQR-FOM control (c) LQR-ROM control
(d) Uncontrolled
Figure 3.11: Evolution of streamwise velocity perturbations (u) for r = 40, (α, β) = (1, 0),
and Re = 3000.
damped oscillations. Further investigation is necessary to determine the the underlying
cause of these transient oscillations and the observed spectral properties of the closed-
loop system.
3.7 Conclusions
In this chapter, we have investigated the use of control-oriented ROMs for designing
feedback controllers that minimize the MTEG of flow perturbations within a linearized
channel flow. The ROMs were formed using an output projection onto POD modes,
followed by a balanced truncation procedure to reduce the state dimension. POD modes
were chosen to best approximate the perturbation energy, as needed for representing
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(a) LMI-ROM control (b) LQR-FOM control (c) LQR-ROM control
(d) Uncontrolled
Figure 3.12: Evolution of streamwise velocity perturbations (u) for r = 58, (α, β) = (1, 1),
and Re = 3000.
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(a) LMI-ROM control (b) LQR-FOM control (c) LQR-ROM control
(d) Uncontrolled
Figure 3.13: Evolution of streamwise velocity perturbations (u) for r = 40, (α, β) = (0, 2),
and Re = 3000.
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(a) Re = 1000 (r = 40) (b) Re = 5000 (r = 50) (c) Re = 10, 000 (r = 58)
Figure 3.14: Worst-case closed-loop TEG responses for (α, β) = (1, 0).
(a) Re = 1000 (r = 40) (b) Re = 5000 (r = 58) (c) Re = 10, 000 (r = 58)
Figure 3.15: Worst-case closed-loop TEG responses for (α, β) = (1, 1).
the objective function for control. Note that this output projection does not alter
the state dimension of the system. As such, a balanced truncation was performed to
reduce the state dimension, retaining only state variables essential to preserving the
system’s input-output dynamics. ROMs of the linearized channel flow system enabled
the synthesis of MTEG-minimizing controllers through the solution of an LMI problem
that would otherwise have been computationally prohibitive. Specifically, the dimension
of the full-order model (n = 199) was reduced to yield ROMs with order r = 40 − 60,
depending on the specific configuration. This constitutes a significant reduction in the
computational demand for the subsequent LMI-based controller synthesis, since the
computational requirements for LMI-based controller synthesis scale as O(n6). Further,
the MTEG-minimizing controllers designed using the proposed ROMs were found to
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outperform LQR controllers in suppressing TEG, even when these LQR controllers
were designed based on the full-order system model. Although not explicitly reported
here, the present investigation revealed that ROM-based MTEG-minimizing controllers
can be sensitive to Re variations, leading to linearly unstable closed-loop systems when
applied in “off-design” settings. As such, future investigations will need to focus on
addressing these fragilities. It is expected that both the model reduction and controller
synthesis approaches will need to be re-formulated to minimize MTEG robustly.
Another important takeaway observed from the DNS of the channel flow system
suggests that growth of optimal disturbance alone cannot trigger a transition. The ad-
dition of a random perturbation of 1% of initial perturbation size can lead to transitions.
Especially for oblique waves, with large perturbations, the linear feedback control strat-
egy fails to suppress the transition and the flow transitions to a turbulent state [SH19].
Therefore, a simple study of the linear part alone, both for control and analysis, will
not suffice. Therefore it is necessary to account for the nonlinear terms in the analysis
as well. This will be the focus of the next few chapters.
Chapter 4
Part II: Quadratic Constraints
Framework For Nonlinear
Analysis of Transitional Flows
As we saw in the previous chapter, reducing TEG alone cannot delay the transition. This
is predominantly due to the interplay between non-modal linear dynamics and quadratic
nonlinearity in the incompressible NSE. In wall-bounded shear flows, the high degree
of non-normality of the linearized NSE results in a transient energy growth (TEG) of
small flow perturbations [SH01, Sch07, TTRD93], even when the dynamics are linearly
asymptotically stable. As a result, TEG sends the trajectories to the stability boundary
in the phase-space, after which secondary instabilities from the nonlinear terms lead to
transition. Therefore, the linear analysis tends to over predict the critical Reynolds
number (Rec) for instability in many shear flows [Sch07, SH01, RH93b]. The fact that
the flow transitions at Reynolds numbers (Re) below the predicted linear stability limit
are partly attributed to the non-modal growth, which is necessary [Wal95b, Wal95a], but
importantly we need to account for nonlinear terms that push the flow state away from
the equilibrium base flow [TTRD93, SH01, Sch07, RH93b]. Nevertheless, non-modal
TEG alone is not sufficient to cause transition: it is the interaction of non-modal TEG
with the nonlinearity that triggers secondary instabilities and drives the state outside
the region of attraction. Without the nonlinear terms, the notion of a finite region
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of attraction would not make sense. Interestingly, although the nonlinearity is lossless
and energy-conserving [SMML11, Wal95a], it can interact with the linear dynamics in
such a way as to increase the maximum transient energy growth (MTEG) that can be
realized [Ker18]. These transition scenarios cannot be fully analyzed without accounting
for the nonlinear terms in the NSE.
Analysis methods have been proposed to account for the interplay between the lin-
ear and nonlinear terms using quadratic constraints in the context of systems with hard
nonlinearities, uncertainties, nonlinear actuator dynamics [MR97]. In the fluid dynamics
community, methods like Resolvent analysis, passivity analysis, and dissipation inequal-
ities have leveraged the feedback mechanism between the linear and nonlinear terms in
the flow. In this work, we leverage the interplay between linear and nonlinear terms to
analyze nonlinear systems’ stability. We extend the concept of quadratic constraints to
analyze transitional flows.
The main idea behind this work is to account for previously ignored nonlinear terms
and move towards a nonlinear analysis of the system. Here, we account for the nonlinear
terms using their input-output properties, which are added as constraints to linear
Lyapunov stability problem LMIs—allowing for a reduced-complexity analysis of the
nonlinear system.
4.1 System Model and Lure’ System
The Waleffe-Kim-Hamilton (WKH) model is a low-order mechanistic model for tran-
sition and sustained turbulence in shear flows. The model is based on observations
from direct numerical simulations (DNS) of a plane Couette flow [WKH93], and was
introduced to highlight the importance of nonlinear interactions with the non-normal
linear dynamics in the NSE. The WKH model was studied in greater detail by Waleffe
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Here, Re denotes the Reynolds number; u represents the amplitude of the spanwise
modulation of streamwise velocity; v represents the amplitude of the streamwise rolls;
w represents the the amplitude of the inflectional streak instability; and m represents
the amplitude of the mean shear [Wal95b]. The constants λ, µ, ν, σ are positive
parameters corresponding to viscous decay rates. The constants γ and δ represent
nonlinear interaction coefficients and should have the same sign [Wal95b].
The WKH system in Eq. (4.1) captures the processes underlying sustained turbu-
lence [Wal95b]: the rolls (v) create streaks (u) which eventually break down to maintain
the rolls. In the WKH model, the mean shear m is not frozen in time and changes due
to nonlinear interactions captured by the −vu term. A few important aspects of this
model are that the instability w grows from the streaks u via the γwu interaction term.
It can also be observed that the same instability feeds streamwise rolls by nonlinear
quadratic interactions δw2. The nonlinear couplings between w and v are important in
sustaining turbulence [Wal95b]. As we will show in Section 4.7, the importance of these
same interactions in driving instabilities can be identified from our proposed analysis
framework.
The WKH model admits a laminar equilibrium point at (u, v, w,m)e = (0, 0, 0, 1).
For the proposed stability analysis, we perform a change of coordinates to translate
the equilibrium point of Eq. (4.1) to the origin. The equilibrium point in these new
coordinates is xe = (0, 0, 0, 0) and the state is x = (u, v, w, m̄), where m̄ = m− 1. The
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which makes the non-normality of the linear dynamics explicit [Hen96]. The WKH
system in Eq. (4.2) can be represented as
ẋ = Ax +N(x), (4.3)
where the linear operator A is non-normal and asymptotically stable, and N(x) is a
quadratic nonlinearity given by N(x) = Q(x)x. Note that the nonlinear term is skew-
symmetric: i.e., Q(x) = −Q(x)T ∈ R4×4. The linear and nonlinear terms can be
partitioned into Lur’e form [Kha02], with the two systems acting in feedback with each
other (see FIG. 4.1):
ẋ = L(x, z) := Ax + z (4.4a)
z = N(x) (4.4b)
where z ∈ R4. This Lur’e decomposition of the WKH system is denoted as an upper
linear fractional transformation Fu(L,N). The advantage of writing this system in
a Lur’e form is that Eq. (4.4a) alone is a linear dynamical system with an input z.
Although z is a nonlinear forcing given by Eq. (4.4b), we can instead account for it
using input-output properties of z = N(x). In this way, we can perform a nonlinear
analysis of the WKH model through analysis of linear dynamics in Eq. (4.4a) subject
to constraints between x and z determined by Eq. (4.4b).
In all that follows, we study the proposed framework on the WKH system with
two separate sets of parameters (see TABLE 5.1). Both sets of parameters have been





Figure 4.1: Lur’e representation of the WKH system Fu(L,N).
and Trefethen (B&T) parameters in [BT97]. The W and B&T parameters each yield
different behaviors in the system dynamics. The parameters chosen in this study result
in notable differences in stability regions, permissible perturbation size, and transient
energy growth [Wal95b, BT97].
In the remainder of this work, the only parameter varied for stability and transient
energy growth analysis is Re. Other choices of parameters are possible and changing
of the nonlinear interaction coefficients will lead to different types of bifurcations and
correspondingly different stability regimes.
Parameter set Parameter Value
λ µ ν σ δ γ
W [Wal95b] 10 10 15 10 1 0.1
B&T [BT97] 1 1 1 1 1 1
Table 4.1: The two parameter sets and the value of the corresponding coefficients used in this
work.
4.2 Nonlinear Stability Analysis: Lyapunov Stability
Lyapunov stability methods [Kha02] can be used to analyze the stability of a system
given by Eq. (4.4). Here, the stability is analyzed around the equilibrium point xe = 0.
To analyze stability using Lyapunov stability methods, we define a quadratic scalar
energy function V : Rn → R. The energy function V (x) = xTPx is a candidate
Lyapunov function [Kha02]. From theorem 1, we know the equilibrium point xe = 0 is
asymptotically stable when dV (x)/dt < 0 ∀ x 6= 0, t > 0 and P  0. In other words,
the system is globally asymptotically stable around the equilibrium point xe = 0 if the
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energy continuously decreases in time. The time derivative of the Lyapunov function
for the nonlinear system in Eq. (4.4), along trajectories of the system is given by:
d
dt
V (x) = 2xTP (Ax + z)
= 2xTP (Ax +N(x)).
(4.5)
Including the effects of N(x) to analyze stability is crucial to understanding the
global asymptotic stability of the nonlinear system. However, accounting for the non-
linear term N(x) complicates the stability analysis, and a quadratic Lyapunov function
will not necessarily be a good choice as a candidate Lyapunov function. Here, we lever-
age the fact that the inputs and outputs of the nonlinearity N satisfy a set of quadratic
constraints, thereby enabling stability analysis of the whole feedback interconnection
Fu(L,N) without the full complexity involved in an explicit treatment of the nonlinear-
ity.
To do so, we first show that stability analysis benefits from consideration of the non-
linear term as energy-conserving and lossless, neither producing nor dissipating energy.
The lossless property can be represented as a quadratic constraint to represent the non-
linear term within the Lyapunov analysis. The lossless constraint captures the global
behavior of the nonlinearity. Further, we analyze the local behavior of the nonlinearity
around a neighborhood by representing its local properties as “local” constraints. We
also show that local nonlinear properties play a role in destabilizing the system, whereas
a linear stability analysis predicts the WKH system to be globally asymptotically stable
for all Re. Both global and local stability analysis and the results are discussed in the
following sections.
In this work, the condition “∀t > 0” is implied for all Lyapunov-based arguments,
even without an explicit statement. Also, the relational operators ≺ 0,  0 ( 0,  0)
denote positive and negative (semi-) definite matrices, respectively.
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4.3 Quadratic Constraints
4.3.1 Lossless Nonlinearity and Global Stability
The nonlinear term in Eq. (4.2) is skew-symmetric, therefore
xTN(x) = xTQ(x)x = 0, ∀ x. (4.6)
The physical interpretation of this property is that the nonlinearity is energy conserving,
serving only to redistribute energy between modes. This “lossless” property of the
nonlinear term is also observed in many wall-bounded shear flows [SMML11]. The
stability analysis reduces to the following question: Does the constraint in Eq. (4.6)
imply V̇ (x) < 0 in Eq. (4.5) for all x 6= 0? The answer is yes, if there exists a P  0
and a Lagrange multiplier ξ0 (positive or negative) such that
2xTP (Ax +N(x)) + 2ξ0x
TN(x) < 0, (4.7)
which essentially says that the energy function V (x) decreases for any x and N(x)
satisfying the lossless constraint in Eq. (4.6).
Consider now that the lossless property in Eq. (4.6) can be expressed equivalently as














= 0, ∀ x and z ∈ R4, (4.8)
where 0, I ∈ R4×4 denote the zero and identity matrices, respectively.














The lossless constraint zTx = 0 is captured by the block matrix M0 ∈ R8×8 defined in
Eq. (4.8). The term in braces in Eq. (4.9) must be strictly negative definite for the strict
inequality to be satisfied. However, for a matrix to be strictly negative definite, it is
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necessary for all principle sub-matrices also to be strictly negative definite [Pru86, HJ90].
The bracketed term has 0 as a principle sub-matrix and hence the strict inequality in
Eq. (4.9) cannot be satisfied. As such, we introduce a positive perturbation on Eq. (4.7)
to relax the requirement for a strict inequality as,
2xTP (Ax +N(x)) + 2ξ0x
TN(x) + 2εxTPx ≤ 0, (4.10)
where ε > 0 This new condition is equivalent to V̇ (x) ≤ −εV (x) for all x 6= 0, which
guarantees exponential stability with a minimum convergence rate of ε when satisfied.
The stability condition in Eq. (4.10) can be recast in terms of the quadratic lossless

















Unlike the stability condition in Eq. (4.9), it is possible for this new stability condition in
Eq. (4.11) to be satisfied because the inequality is non-strict. For Eq. (4.11) to hold, the
matrix in braces has to be negative semi-definite. However, from the generalized Schur’s
complement [Gal10] we know that the bracketed term will be negative semi-definite if
and only if both ATP + PA+ εP  0 and P + ξ0I = 0 for some ξ0 < 0. Note that the
condition ATP +PA+ εP  0 is the condition for verifying exponential stability of the
linear system and by itself does not account for the nonlinearity; the addition of the
quadratic constraints accounts for the lossless nonlinearity in this stability condition.
In the limit ε→ 0, this condition is equivalent to A+AT ≺ 0, which is a necessary and
sufficient condition for unity maximum transient energy growth due to linear non-modal
dynamics, as shown in Lemma 1. Thus, our analysis is consistent with the fact that
unity linear MTEG is necessary for global stability in the nonlinear system. In light of
the stability condition in (4.11), it follows that stability of the linear element L and a
lossless nonlinearity can be formulated as an LMI feasibility problem in the variables
P  0 and ξ0. In particular, the system Fu(L,N) is globally asymptotically stable if
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there exists P  0 and ξ0 such that the following LMI holds for a given ε > 0:[









The feasibility of the LMI in Eq. (4.12) is only sufficient to establish the global asymp-
totic stability of the WKH system, as it only relies on the lossless property and does
not depend on any other specific details of the nonlinearity. The condition in Eq. (4.12)
is an LMI feasibility problem that can be solved using standard numerical tools. Unless
otherwise specified, in the remainder of this work, we use CVX [GB14, GB08], which is a
package for specifying convex optimizations, combined with the commercially available
solver MOSEK [ApS19].
To analyze the global stability of the WKH system, we solve the LMI in Eq. (4.12)
with ε = 10−6 for variables P and ξ0 at different values of Re. On performing the
global stability analysis using the lossless constraint, we find that the WKH model for
the W parameter values (see TABLE 5.1) is globally asymptotically stable for Re ≤ 20.
This finding is consistent with Rec = 20 for global asymptotic stability reported by
Waleffe [Wal95b]. Similarly, we find that the WKH system with B&T parameters (see
TABLE 5.1) is globally asymptotically stable for Re ≤ 2.
Note that the linear WKH system is globally asymptotically stable for all Re, and so
the nonlinear term is destabilizing. In the nonlinear WKH system, considering only the
lossless constraint, it is shown that global stability cannot be established for Re > 20
for the W parameters and Re > 2 for the B&T parameters. To investigate this further,
we propose a set of local constraints on the nonlinearity that enable a local stability
analysis, as described in the next section.
4.3.2 Local Stability Analysis: Quadratic Constraints on Spherical
Sets
The WKH system with the lossless constraint is globally asymptotically stable for Re ≤
20 for the W parameters and for Re ≤ 2 for the B&T parameters. To analyze the
system for larger Re, we propose a “local” stability analysis as follows: Select a local
neighborhood ‖x‖2 ≤ α2 around the equilibrium point xe = 0. Local analysis restricts
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the state x to lie in a local region α, which results in “local” constraints for N(x)
within this local region. The analysis condition, given below, attempts to use these
local quadratic constraints to show that: (i) the system state remains within the local
region and (ii) it converges asymptotically back to xe = 0. These quadratic constraints
are tighter (more powerful) for smaller values of α and become looser (less powerful) as
α becomes larger. Thus, these local analysis results provide a range of results between
global asymptotic stability (roughly as α → ∞) and stability of the linearized system
(roughly as α → 0). We will show later in this section that α can be used to estimate
the region of attraction (ROA) for the equilibrium point.
Recall that the nonlinearity in the WKH model is quadratic and can be expressed
as z = xTQ(x)x (see Eq. (4.2)). To illustrate the approach, first consider the scalar
example z = x2 (green curve in FIG. 4.2). Within a given region |x| < α, the output
satisfies z2 = x4 < α2x2. Which further implies that |z| < α|x|, where α is the slope
of the line. The bound alpha restricts the quadratic function, but this bound would
graphically correspond to drawing a line of slope +α and −α (red lines in FIG. 4.2).
The slope α can have a large or small value, as illustrated in FIGs. 4.2a and 4.2b,
respectively. If x remains in the interval [−α,+α], then the nonlinear function lies
between these two linear lines with slope ±α (gray shaded region in FIGs. 4.2a and 4.2b).
The dashed blue line in both these figures represents the maximum possible value of the
pair (x, z), such that |x| ≤ α for a given slope. It can be seen that as the slope α is made
larger (FIG. 4.2a), then the pair (x, z) also gets bigger, thereby moving the blue dashed
line further away from the origin. Similarly, as the slope of α is made smaller (FIG. 4.2b),
the pair (x, z) gets smaller, thereby moving the dashed line towards the origin, which
corresponds to a reduction in the maximum value of z. Finally, note that the sector
shrinks to zero as the slope α tends to zero. Thus, α → 0 corresponds to a nonlinear
term with zero output—equivalent to a linear analysis. Conversely, as α→∞, then this
sector becomes arbitrarily large and provides essentially no information—corresponding
to a global analysis.
The sector formed by lines of slope ±α facilitates bounding the pair (x, z) to perform
analysis in a localized setting, where the value of α also determines the amount of
nonlinear behavior captured by the local constraint. The remainder of this section















(b) Small slope α forms smaller sectors
Figure 4.2: Illustration of a scalar quadratic function x = z2 (green) that lies inside the sector
formed by lines of slope −α and α (red). The blue dashed lines mark the maximum value of the
pair (x, z) for a given slope such that |x| ≤ α.
WKH model.















Here each Qi ∈ R4×4 is a symmetric matrix. Hence each Qi has real eigenvalues, and the
spectral radius ρ(Qi) denotes the largest (magnitude) of these eigenvalues [HJ90]. More-
over, quadratic terms with symmetric matrices are upper bounded as follows [HJ90]:
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|zi| = |xTQix| ≤ ρ(Qi)xTx, for i = 1 to 4. (4.14)
Next, assume the state x remains within a ball of radius α, i.e. xTx ≤ α2. We can then
square Eq. (4.14) to obtain the following constraint:
z2i ≤ ρ(Qi)2α2︸ ︷︷ ︸
κi(α)2
xTx, for i = 1 to 4. (4.15)
This is a constraint involving squares of x and zi. It can be written in a more useful
quadratic constraint form. Let ei ∈ R4 is the standard basis with ith element as 1 and
eie
T
i denotes the matrix with the diagonal (i, i) entry equal to one and all other entries















≥ 0, for i = 1 to 4. (4.16)
Throughout this work 0 and I are used to represent the zero and identity matrices of
appropriate dimensions, respectively. The above multivariable quadratic constraint in
Eq. (4.16) are the sector constraint [BEFB94a]. The above constraint provides a bound
on the nonlinear term zi that holds over the local region x
Tx ≤ α2. A local bound
can be obtained for each of the four quadratic nonlinearities in Eq. (4.16). It should be
noted that the lower right block in each Mi(α) matrix is non-zero, and so we can use
the strict inequality V̇ (x) + ξ0M0 +
∑4
i=0 ξiMi < 0. We will make use of these local
constraints to study the local stability of the WKH system in section 4.4 and show that
they can be used for transient energy growth analysis as well in Section 4.6.2.
4.4 Region of Attraction
The lossless property in Eq. (4.8) captures the global behavior of the quadratic non-
linearity. Given that the WKH system is not globally stable for Re > 20, it is still
beneficial to understand its local stability properties. The linearization around xe = 0
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is stable for all Re > 0 because A is Hurwitz. A more quantitative local stability anal-
ysis can be performed around xe = 0 using the local constraints derived in Eq. (4.16).
Specifically, our goal is to estimate the region of attraction (ROA), which corresponds
to the set of initial conditions whose trajectories converge back to xe = 0. We will
consider the local constraints on the nonlinearity that hold over the sphere ‖x‖ ≤ α.
The local stability analysis for the nonlinear system can be performed by solving the
following LMI feasibility problem:
P  I
ξi ≥ 0 (for i = 1 to 4)[








Note that the local quadratic constraints depend on the radius α as explicitly denoted
by Mi(α). If Eq. (4.17) has a feasible solution, then V (x) = x
TPx is a Lyapunov
function. Moreover, the level set Sα := {x : V (x) < α2} is an inner approximation to
the region of attraction (ROA). These facts are formally proved here.
The role of α in this analysis can be made more precise. Assume there is a feasible
solution P > 0 for the linear matrix inequality in Eq. (4.17). Then the Lyapunov
function V (x) = xTPx satisfies dV (x(t))/dt < 0 as long as x(t)Tx(t) ≤ α2. This
implies that trajectories converge back to xe = 0 if the initial conditions are sufficiently
close to the origin. In particular, the constraint P > I implies that xTx < V (x).
Theorem 2. If V (x(0)) < α2 then: (i) the trajectory x(t) remains in the local region
‖x(t)‖2 ≤ α2 and (ii) the trajectory x(t) decays to the origin. In summary, the set
Sα := {x : V (x) < α2} is a domain of attraction.
Proof. Define the set Sα := {x : V (x) < α2}. Assume x(0) ∈ Sα and let x(t) denote
the corresponding state trajectory from this initial condition. Assume there exists a
time T1 such that x(T1) /∈ Sα and let T0 be the smallest (infimum) of times such that
x(t) /∈ Sα. The solution x(t) is a continuous function of time and hence x(t) ∈ Sα for
all t ∈ [0, T0) and, moreover, x(t) is on the boundary of Sα so that V (x(T0)) = α2.
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As noted above, P > I implies that if x(t) ∈ Sα then ‖x(t)‖2 < α2. Therefore, the
local quadratic constraints are valid for all t ∈ [0, T0]. The constraints in Eq. (4.17)
imply that, for a sufficiently small ε > 0, the Lyapunov function satisfies dV (x(t))/dt ≤
−εx(t)Tx(t) ∀ t ∈ [0, T0]. Integrating yields the following bound for any x(0) 6= 0:
V (x(T0)) ≤ V (x(0)) < α2 (4.18)
This contradicts the assumption that V (x(T0)) = α
2 and hence trajectories must remain
in Sα. Moreover, the Lyapunov condition dV/dt ≤ −εx(t)Tx(t) ∀ t ∈ [0, T0] implies that
the trajectories in this region decay asymptotically back to the origin.
For a given Re and α, we solve the feasibility problem in Eq. (4.17). If the problem
is feasible for a region of size α, we know that the problem is also feasible for a region
whose size is smaller than α as well. This enables us to use bisection to obtain the lower
bound on α. However, solving the feasibility problem via bisection for numerous α can
be computationally cumbersome. Hence, we re-pose the problem for finding the largest
lower bound on α as a quasi-convex generalized eigenvalue problem (GEVP) [BG93].
To find the estimate of the largest inner approximation for the ROA, we first de-


















Now an estimate for the ROA can be obtained by using a change of variables t = −α2
and solving the GEVP,
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minimize t
subject to P  I
ξi ≥ 0 (for i = 1 to 4)[











where ξi (i = 1 to 4) are Lagrange multipliers for the local constraints. These Lagrange
multipliers also provide information on the relative contribution of each constraint in
the local region, as will be discussed in Section 4.7. In this work, the GEVPs are solved
using LMI-Lab [GN93].
The analysis condition in Eq. (5.9) can be used to estimate the largest lower bound
of α as a function of Re. The resulting relationship between Re and α is shown in
FIG. 4.3. Note that α decreases monotonically as Re tends to∞. This implies that the
local stability region shrinks as Re increases. On the other hand, α tends to ∞ as Re
decreases to 20, as shown in FIG. 4.3a for the W parameter case. In the W parameter
case, the local stability region increases in size as Re → 20. This is consistent with
the previous global stability result, where Re ≤ 20 was globally stable using only the
lossless constraint.
Similarly, we also analyze the local stability for the B&T parameters in FIG. 4.3b.
Here, the system is globally stable for Re ≤ 2, demarcated by the dashed red line in
FIG. 4.3b. The same relation between α and Re is observed with the B&T parameter
as with W parameters; that is, the size of α is decreasing with increasing Re.
4.5 Largest Permissible Perturbations
We have shown that the GEVP in Eq. (5.9) can be solved to obtain the largest lower
bound on α. Now we aim to identify the largest perturbation size R0, such that tra-
jectories originating in a sphere of radius R0 will converge back to the equilibrium.
The sphere of radius R0 is obtained by finding the largest inner approximation of the
ROA—this sphere is a sub-level set of the ellipsoid V (x) ≤ α2. The size and shape of
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Figure 4.3: As the Re is increased, the local stability region α decreases. The red dashed line
shows the Re for global stability limit. In both (a) and (b) as we approach the global stability
limit, the size of α→∞. As Re→∞, the size of region α→ 0, which corresponds to the linear
analysis of infinitesimal perturbations.
the ellipsoid depend on the energy weight matrix P found in Eq. (5.9). We will show
that the GEVP can be used to estimate the largest perturbation amplitude R0 that
drives the trajectory to the edge of stability.
Consider initial conditions inside a sphere of radius R0 around the equilibrium point
such that ||x0||2 ≤ R20. Let q := λmax(P )/λmin(P ) be the condition number of P
with λmax and λmin being the largest and smallest eigenvalues of P , respectively. The
condition number q of matrix P provides information on the skewness of the bounding
ellipsoid. To bound the skewness of the elliptical set, we can simply bound P as I  P 
qI. We now seek to determine the largest sphere of initial conditions ‖x0‖2 ≤ R20 such
that trajectories remain inside the ROA. From the inequality I  P  qI and V̇ (x) < 0,
it follows that ‖x‖2 ≤ xTPx ≤ xT0 Px0 ≤ q‖x0‖2, which implies that ‖x‖2 ≤ q‖x0‖2.
Therefore, we have ‖x‖2 ≤ qR20 = α2, and we can find the largest allowable sphere
of radius R0. To do so, we can now use the decomposition of Mi = α
2M̃i + M̂i (see
Eq. (4.19)) and the relation α2 = qR20, then solve the following GEVP
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minimize t0
subject to I  P  qI
ξi ≥ 0 (for i=1 to 4)[











where t0 = −R20. To solve for the largest permissible perturbation amplitude, we solve
Eq. (4.21) over a grid of q values, then pick the solution corresponding to the largest
R0.
4.5.1 Benchmarking results
We verify our findings by comparing the R0 obtained from the proposed quadratic
constraints (QC) framework with the nonlinear optimal perturbations obtained using
nonlinear direct-adjoint looping (DAL) and sum-of-squares (SOS) method. In the DAL
method, as detailed in [KPW14, Ker18], a so-called “minimal seed” is obtained using the
calculus of variations and a gradient method to find the nonlinear optimal perturbation
on a sphere of radius R0. If divergent trajectories are found for perturbations of size R0,
we update the upper and lower bounds on R0 via bisection. Once the upper and lower
bounds converge to some tolerance ε > 0 (here ε = 10−8) and no divergent trajectories
are found, we terminate the bisection procedure. Since DAL uses the exact nonlinear
equations of motion, it provides accurate estimates for the minimal seed of the nonlinear
system and the permissible amplitude; hence it is a good method to benchmark the QC
framework results. In addition to the DAL method, we also compare with results from
the SOS framework using quadratic energy functions [GC12]. Both the SOS and QC
framework use Lyapunov-based methods to compute the largest sphere of radius R0,
which is an inner approximation of the ROA. Hence, these methods are conservative in
their estimates of the permissible perturbation amplitude. A brief overview of the SOS
technique is provided in the appendix A. Here, SOSOPT [BPST], a Matlab toolbox for
SOS optimization problems, is used to obtain the results presented here.
In FIG. 4.4, we report the largest radius of initial conditions R∗0 versus Re using
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the three methods mentioned above. For the B&T parameters, we show results of the
DAL (4), SOS framework (), and QC framework (©) in FIG. 4.4b. However, for
the W parameters, we compare the SOS framework and QC framework results only in
FIG. 4.4a. This is because, for the W parameters, no divergent trajectories were found
using DAL. Even though there are no divergent trajectories, the SOS framework and
QC framework provide conservative estimates for R0, as expected.
For the B&T parameters, the largest allowable perturbation size for Re = 100 is
found to be R∗0 ≈ 1.5 × 10−5 using the QC framework; this is a conservative estimate
relative to R∗0 = 10
−4 in [BT97]. As seen in both figures in FIG. 4.4, we observe that
the R∗0 predicted by the QC framework is conservative. Since the QC framework does
not use detailed information of the nonlinear terms, it only uses a few constraints that
characterize the nonlinear terms’ input-output behavior– this behavior is expected. In
exchange for this conservatism, the QC framework is less computationally expensive
than the SOS and DAL methods, which are more computationally expensive and may
not be suitable for large systems.
4.6 Maximum Transient Energy Growth
This section aims to determine the least upper bound on the maximum transient energy
growth (MTEG) in the nonlinear system using the QC framework. We first review how
the MTEG bounds can be obtained for a linear system by solving a GEVP. We then
extend this GEVP to determine the MTEG in the nonlinear system using the QC
framework.
As it can be seen, the linear part of the WKH system is non-normal; the sys-
tem is stable and holds TEG due to the non-normality. Again, the system’s energy is
E := xTx. Due to the non-normality in the system, estimating the maximum possible
energy growth the system might hold is important. This problem of identifying the
MTEG in the linear system is given in Section 2.4.4. This section extends the linear
MTEG analysis presented in Section. 2.4.4 using quadratic constraints to study how the
nonlinear systems MTEG is affected.
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Figure 4.4: The maximum allowable perturbation size R0 as a function of Re for W and B&T
parameters compared against the SOS framework and DAL method.
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4.6.1 Global MTEG Analysis using Quadratic Constraints
An optimization problem similar to Eq. (2.15) can be formulated to study the MTEG
in the nonlinear WKH system. The lossless property for the nonlinear term in Eq. (4.8)
can again be used as a global constraint. Taking a similar approach as in Section 4.3.1,
we perturb the Lyapunov inequality to ensure a feasible solution can exist when only
the lossless constraint is used. This yields the following optimization for a given ε > 0:
q∗ := minimize q
subject to I  P  qI ,[










Equation (4.22) is now a SDP in the variables (P, q, ξ0). As before, the LMI constraints
imply that the Lyapunov function evaluated at the initial time upper bounds the Lya-
punov function for all t ≥ 0. The bounds on P imply that E(t) ≤ q∗E(0) and are
obtained employing a Lyapunov function that describes a trajectory bounding ellip-
soid, known as an invariant set. As with the linear MTEG analysis in Eq. (2.15), the
quadratic constraint analysis problem in Eq. (4.22) is expected to yield a conservative
upper bound on MTEG.
4.6.2 Local MTEG Analysis using Quadratic Constraints
The ability to obtain MTEG bounds is of interest even beyond the globally stable regime
considered in Section 4.6.1. Hence, we use the local properties of the nonlinearity derived
in Section 4.4 to study the “local” MTEG performance in the nonlinear system.
A formulation similar to Eq. (4.22) can be used to study the effect of nonlinearity
on MTEG in the nonlinear system. To perform the local MTEG analysis, additional
local constraints are added to the optimization problem listed in Eq. (4.22). The local
constraints that capture input-output properties of the nonlinear term are captured by
matrices Mi (for i = 1 to 4) defined in Eq. (4.19). The addition of these constraints
facilitates the study of local MTEG on the nonlinear system. The local MTEG for the
nonlinear system is computed via the following convex optimization:
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minimize q
subject to I  P  qI ,
ξi ≥ 0 (for i = 1 to 4) ,[








We will identify MTEG bounds for the system about a local equilibrium point xe = 0 by
solving this optimization for P, q, ξ0, and ξi (for i = 1 to 4). The proof in theorem 2 also
applies for Eq. (4.23), therefore ensuring the states always remain inside the invariant
set for all time t ≥ 0.
4.6.3 Results: MTEG analysis using quadratic constraints
Global MTEG analysis
By solving the SDP in Eq. (4.22) with ε = 10−6, we find that the MTEG bound is unity
for all Re < 20 using the W parameters. It is interesting to note that the linear part
of the WKH system exhibits unity MTEG for Re < 20 as well. Yet, the same MTEG
bound from Eq. (4.22) is stronger because it applies to the nonlinear system Fu(L,N)
with a lossless nonlinearity. Similarly, from global MTEG analysis of the WKH system
with B&T parameters, we find that the system is globally stable for Re ≤ 2 and the
system holds unity MTEG for Re < 2.
Local MTEG analysis
For a given Re and local region α, we solve Eq. (4.23) for the MTEG bounds for
both the W and B&T parameters. In FIG. 4.5, we compare MTEG bounds from
the QC framework with Monte Carlo simulations and the MTEG obtained from the
DAL method [KPW14, Ker18]. From FIGs. 4.5a and 4.5b, we see that MTEG bounds
obtained from Eq. (4.23) (solid blue lines) are conservative. In FIG. 4.5, the solid gray
curves correspond to the TEG from random initial conditions sampled with ‖x0‖ =
α√
q , and the red curves correspond to MTEG resulting from the nonlinear optimal
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(a) W parameter, Re = 100 (b) B&T parameter, Re = 100
Figure 4.5: 5000 Monte Carlo simulations from various initial conditions such that ‖x0‖2 ≤ α√q ,
with α = 10−2 and α = 10−4 for W parameter and B&T parameters respectively. The solid blue
line shows the MTEG upper bound for nonlinear system predicted by the quadratic constraint
framework proposed here. The solid gray curves show the Monte Carlo simulations for various
initial conditions and the red curve shows the worst case MTEG of the nonlinear system.
perturbation obtained using DAL. For the W parameters and the B&T parameters,
the MTEG bounds are reported for α = 10−2 and α = 10−4, respectively. The initial
condition for the Monte Carlo simulations are obtained using the same α value and
the corresponding q obtained from solving Eq. (4.23). Even though the QC framework
provides a conservative estimate on the MTEG bounds, it can be an effective tool in
analyzing transient energy growth in a more complex system where DAL and Monte
Carlo based estimates are computationally cumbersome or in situations where exact
information about the nonlinear terms may not be precisely known.
4.7 Lagrange Multiplier Analysis: Drawing Physical In-
sights Into Nonlinear Flow Interactions
In addition to providing a framework to analyze stability and transient energy growth,
the quadratic-constraints-based methods can be used to gain insights into the physics
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and dominating mechanisms underlying these dynamics. These insights are obtained
by analyzing the Lagrange multipliers obtained from solving the GEVP in Eq. (4.21) as
well as the SDP convex optimization problem in Eq. (4.23). The Lagrange multipliers
provide information on the marginal cost of violating the associated constraints, thus
indicating the relative importance of the corresponding constraints in the optimiza-
tion problem. This allows for a quantitative analysis that can be used for identifying
dominant nonlinear interactions. Here, we analyze the Lagrange multipliers for the W
parameters since Waleffe discusses these nonlinear interaction terms in [Wal95b], pro-
viding a basis for comparison. However, the same conclusions are obtained from the
Lagrange multiplier analysis of the B&T parameters as well.
The Lagrange multipliers obtained from solving Eq. (4.21) for R0 with the W param-
eters over various Re are shown in FIG. 4.6. In FIG. 4.6a we observe that the importance
of the nonlinear terms varies as Re is varied. In the initial phase for Re < 175, we see
the dominating Lagrange multipliers are ξ1 and ξ2 corresponding to nonlinear interac-
tion terms −γw2 +vm̄ and δw2, respectively. As Re increases, we see that the Lagrange
multipliers ξ2 (corresponding to δw
2) and ξ3 (corresponding to γwu − δwv) become
more dominant with respect to the other multipliers. In FIG. 4.6a, it can be seen that
ξ2 is approximately 100 times more dominant than ξ3 for Re > 200. Further, ξ3 is
orders of magnitude larger than the multipliers associated with the other nonlinearities.
Over all Re, the most dominant Lagrange multiplier is ξ2 (i.e., the nonlinear term δw
2),
while the least dominating Lagrange multiplier is ξ4 (i.e., nonlinear interaction −vu).
Inspecting Lagrange multipliers alone may not provide the complete picture, as the La-
grange multipliers can be influenced by the scaling of the constraint matrix Mi. Hence,
we also plot the singular values of ξiMi—denoted by σmax(ξiMi))—in FIG. 4.6b. The
singular value analysis captures the overall contribution of each nonlinear interaction
term, thereby also verifying these findings.
Similarly, in FIG. 4.7a, we show the Lagrange multipliers obtained from MTEG
analysis (Eq. (4.23)) of the W parameters for R = 0.01. Again it can be observed that
the nonlinear terms δw2 and γwu− δwv — from ξ2 and ξ3, respectively —are the dom-
inant flow interactions contributing to MTEG in the WKH system. We obtain similar
findings related to dominating flow interactions when comparing Lagrange multipliers
obtained from the R0 analysis results from Eq. (4.21). Waleffe discusses the importance
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of the nonlinearities δw2 and γwu − δwv in feeding v̇ and ẇ, thereby serving central
roles in sustaining turbulence and conserving energy, respectively. We note that this
analysis of Lagrange multipliers allowed the same dominant nonlinear flow physics to be
identified without reliance upon any prior knowledge or physical insight. Similar trends
are observed for other values of α. The same is true for the B&T parameters.
When we investigate the Lagrange multipliers for the MTEG bound from Eq. (4.23),
we observe that the Lagrange multiplier ξ3 (shown in FIG 4.7a) associated with the
nonlinear term γwu−δwv consistently increases in magnitude with increasing Re, while
Lagrange multipliers ξ0, ξ1 and ξ4 always have magnitude ≤ 1. The multiplier ξ3 has a
magnitude of ≈ 110 at Re = 150 and it steadily increases by a factor of 6 at Re = 280.
It should be noted that this increase in the magnitude of ξ3—while other multipliers
are relatively constant—shows the dominance of the associated nonlinear term. The
same can be verified by studying the maximum singular values, σmax(ξiMi) as shown
in FIG. 4.7b.
To demonstrate the dominance of these nonlinear interactions, we perform MTEG
analysis in Eq. (4.23) while retaining only the local constraints associated with the domi-
nating nonlinear interactions (ξ2, ξ3) and neglecting the other local interactions (ξ1, ξ4).
We choose α = 0.01 as before, but now use only the lossless constraint along with con-
straints associated with ξ2 and ξ3 (see green line in FIG. 4.8) and compare results with
the case where all the constraints are retained (see blue line in FIG. 4.8). The MTEG
profile is based on analysis using two dominating nonlinear interactions (δw2, γwu −
δwv), and the lossless constraint closely approximates the MTEG response of the whole
nonlinear system. We observe similar qualitative trends for any other value of α for
which the optimization problem is feasible and also for the B&T model parameters.
4.8 Conclusion
We presented a quadratic constraints framework to perform stability and transient en-
ergy growth analysis of nonlinear systems. The proposed framework facilitates stability
and transient energy growth analysis in global and local settings around a given equi-
librium point. The framework uses exact information from the linear dynamics, while
nonlinear interactions are replaced by quadratic constraints that capture input-output
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properties of the nonlinearity. The QC framework leverages the Lyapunov analysis,
which provides guarantees on the estimates obtained and also enables circumventing
the need for nonlinear simulations, which can be cumbersome for fluid systems.
We demonstrated the proposed analysis approach on the WKH model of transitional
and turbulent flow. We first study the stability of the WKH model, for which the linear
part is globally asymptotically stable for all Re. It is found that the nonlinear WKH
system with W parameters is globally stable for Re ≤ 20, consistent with previous
results found in the literature. Similarly, the global stability of the WKH system for
B&T parameters is verified for Re ≤ 2. It is also observed that the energy-conserving
nonlinear terms destabilize the system beyond the globally stable regime.
In order to assess stability and maximum transient energy growth performance be-
yond the globally stable regime, we introduced a new “local” analysis framework to
analyze local stability and transient energy growth properties. The local analysis pro-
vides an inner approximation for the region of attraction (ROA), which is determined
by solving a GEVP. In addition to the ROA analysis, the solution procedure can be
used to estimate permissible perturbation amplitudes. These analysis methods were
compared with more computationally intensive SOS and DAL methods.
We also introduced a method for estimating maximum transient energy growth
bounds when the system is either globally stable or simply locally stable. The maxi-
mum transient energy growth (MTEG) bound was found to be unity below the critical
Reynolds number for global stability. In the locally stable regime, we estimated the
bounds on the MTEG and compared our results with those obtained from Monte Carlo
simulations and DAL. Lastly, analyzing the Lagrange multipliers associated with each
local constraint provided further insights into the physics. By comparing the relative
magnitudes of the Lagrange multipliers, we were able to identify the dominating non-
linear interactions without any prior knowledge of the flow physics. The dominant non-
linear terms identified by this analysis agreed with the physical mechanisms originally
described in [Wal95a].
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Figure 4.6: Results obtained from solving R0 in Eq. (4.21) with W parameters. The dominating
nonlinear terms for stability can be identified by analyzing Lagrange multipliers ξi in (a) and
its associated singular values σmax(ξiMi) in (b).
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Figure 4.7: Results obtained from solving for q∗ in Eq. (4.23). The dominant nonlinear terms
for TEG can be identified by analyzing the dominant Lagrange multipliers ξi in (a) and its
associated singular values σmax(ξiMi) in (b).
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Figure 4.8: Local MTEG analysis for W parameters with global lossless constraint and the
two most dominant local constraints compared against the MTEG of system with global and all
local constraints for Re = 100 and α = 0.01.
Chapter 5
Quadratic Constraints
Generalized on Elliptical Sets
5.1 Introduction
The previous chapter has proposed exploiting quadratic constraints (QCs) between the
inputs and outputs of the nonlinearity to conduct global and local stability analysis
with reduced complexity. The trade-off for this computational expediency is a larger
degree of conservatism in estimating the ROA and associated bounds on permissible
perturbation amplitudes relative to more computationally demanding methods, such as
SOS [GC12] and DAL [Ker18].
This chapter extends the QC formulation generalized to spherical sets, as proposed
in the previous chapter, to ellipsoidal sets. The main idea behind this approach is
as follows. The Lyapunov set defined as V (x) = xTPx are ellipsoidal; however, in
the previous chapter, we have been using spherical sets to obtain the outer and inner
approximation of the Lyapunov sets—to obtain the ROA and largest permissible per-
turbations, respectively. The outer approximation previously used spherical sets of the
form xTx ≤ α2. The fact that we are using a spherical set to obtain an outer approxi-
mation of the Lyapunov level set, which is ellipsoidal in shape, adds conservatism in our
estimates. This is because the sphere has the same radius in all directions and will fit
the ellipse poorly (fig. 5.1 illustrates this). Therefore, in this chapter, we introduce ellip-
soidal sets of the form xTEx ≤ α2, which improve the accuracy by fitting the ellipsoidal
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Lyapunov level set more tightly, thereby reducing conservatism.
In this chapter, it is shown that these new QCs formulated on ellipsoidal sets will
reduce conservatism and improve estimates of both the ROA and the largest permissible
perturbation. Formulating the problem for ellipsoidal sets leads to a bilinearity in the
corresponding LMI; and special algorithms are necessary to solve the problem at hand.
We propose two algorithms for performing this analysis: one is an iterative algorithm
that solves a semi-definite program at each iteration to refine the ROA estimate, and
the other is based on solving a single generalized eigenvalue problem (GEVP). Using
the QCs generalized on ellipsoidal sets, we analyze ROA estimates and the largest per-
missible perturbation for system stability; the inner estimate of the ROA captures this
perturbation. As an example, we will demonstrate our approach on two low-dimensional
mechanistic transitional flow models: the 4-state Walleffe-Kim-Hamilton (WKH) model
of shear flow [Wal95b] and the 9-state model of Couette flow [MFE04]. Finally, we mea-
sure the computational run-time and show that the proposed QC method obtains im-
proved estimates over previous QC approaches as seen in previous chapter and in [LG20],
while reducing computational time over SOS and DAL methods.
5.2 Elliptical Sets
The work in [LG20] improves upon the constraint proposed in the previous chapter in
Eq. (4.19). However, the authors in [LG20] also generalize their constraints to spherical
sets while obtaining improved results. In this work, we propose using ellipsoidal sets to
obtain more refined estimates of the ROA and inner approximation of the ROA.
The next lemma generalizes the result in [LG20] by providing local constraints on
an ellipsoidal set.
Lemma 2. Let E = ET  0 be given and define the ellipsoid Eα := {x ∈ Rn : xTEx ≤












≥ 0, ∀x ∈ Eα, (5.1)
where ei ∈ Rn is the ith standard basis vector.
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Proof. Note that zTeie
T
i z = z
2
i , where zi := x
TQix is the i
th entry of z = N(x).
Define w := E
1




2 so that zi = w
T Q̂iw. The Cauchy-Schwartz
inequality yields the following bound:
z2i ≤ ‖w‖22 · ‖Q̂iw‖22. (5.2)
Note that ‖Q̂iw‖22 = xTQiE−1Qix. Moreover, if x ∈ Eα then ‖w‖22 = xTEx ≤ α2.
Combining these facts with Eq. (5.2) yields z2i ≤ xT [α2(QiE−1Qi)]x for any x ∈ Eα.
This result corresponds to Lemma 1 in [LG20] for the special case E = I. This special
case corresponds to a local constraint on a sphere of radius α. The generalization to
local constraints on arbitrary ellipsoids, by adding a weight E such that xTEx ≤ α2,
will be used to improve our estimates of the ROA.
5.3 LMI with Elliptical Constraints
We can combine Lyapunov theory with the local QCs from the previous section in order
to compute an inner estimate R̂ for the ROA. Roughly, we will define a Lyapunov
candidate V (x) = xTPx and use the QCs to show that V̇ is negative definite along
the trajectories of Eq. (4.3) in a neighborhood of the equilibrium point xe = 0. The
inner estimate of the ROA will be given by a sphere of radius R, denoted R̂R := {x ∈
Rn : xTx ≤ R2}. The next theorem gives a matrix inequality condition to estimate the
ROA using local QCs. This is based on a standard Lyapunov result (Theorem 4.1 in













Theorem 3. Let E = ET  0, α > 0, ε > 0 be given. If ∃P = P T ∈ Rn×n, R > 0, and
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ξ0, . . . , ξn ∈ R such that:[














E  P  1
R2
I, (5.5)
ξi ≥ 0, for i = 1, . . . , n (5.6)
then R̂R ⊂ R.
Proof. Define the Lyapunov function V (x) := xTPx. Note that 1
α2
E  P implies




and its transpose to obtain:
d
dt
























The second term with ξ0 and M0 is equal to zero due to the global lossless property of
N(x). Here, the scalar term ξ0 can be either positive or negative. While the quadratic
terms with ξi and Mi(α,E) (i = 1 to n) are each non-negative for any x(t) ∈ Eα by





E  P implies that if V (x) ≤ 1 then xTEx ≤ α2, i.e., {x ∈
Rn : V (x) ≤ 1} ⊂ Eα. Hence xe = 0 is locally asymptotically stable and the level set
{x ∈ Rn : V (x) ≤ 1} is contained in the ROA R (Theorem 4.1 in [Kha02]). Finally, the
constraint P  1
R2
I implies that if xTx ≤ R2, then V (x) ≤ 1. This yields the desired
set containment:
R̂R ⊂ {x ∈ Rn : V (x) ≤ 1} ⊂ R.
This theorem provides an inner estimate of the ROA characterized by a sphere of
radius R. A convex optimization can be used to compute the largest feasible R for
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given values of (E,α, ε). Define λ := 1
R2
and note that maximizing R is equivalent to
minimizing λ. Equations (5.4)-(5.6) are linear matrix inequalities (LMIs) in variables
(P, ξ, λ). The following optimization is a semidefinite program (SDP):
λ∗ := min
P,ξ,λ
λ subject to (5.4)− (5.6). (5.7)
An SDP is convex, and the global optimum λ∗ can be computed efficiently using freely
available solvers [BEFB94a, BV04]. The radius R∗ = 1√
λ∗
provides the largest spherical
inner estimate of the ROA for the given local QC region (E,α) and ε > 0. The parameter
ε > 0 is chosen to be a “small” positive number to ensure V̇ < 0. This term can be
dropped if Eq. (5.4) is feasible with a strict inequality.
The main issue with this numerical method is that it requires the choice of the local
QC region in terms of the ellipsoidal shape E and size α. If E = I, then the QCs are
enforced on a sphere of radius α as shown in Figure 5.1. A small value of α will restrict
the size of both the Lyapunov function level set and the spherical ROA inner estimate.
On the other hand, a large value of α may cause the SDP to be infeasible. This occurs
because the QC bounds on N(x) become more conservative (less tight) for larger local
regions. A one-dimensional line search can be used to compute the best value of α for
a given local ellipsoid shape E. For example, the SDP in Eq. (5.7) can be solved with
E = I on a grid of values {α1, . . . , αf}. Each solution yields an inner ROA estimate
with radius R∗(αi). The best αi is the one that yields the largest inner ROA estimate:
maxiR
∗(αi).
The inner ROA estimate can be further improved by exploiting the ellipsoid shape
as specified by E. Unfortunately Equations (5.4)-(5.6) are non-convex in (P, ξ,R,E, α).
The first approach, denoted Algorithm A, iteratively updates the ellipsoid shape based
on the Lyapunov function obtained from the previous iterate.
5.4 Algorithm A: Iterative-Refinement of R
The first step of Algorithm A is to provide an initial estimate for the SDP in Eq. (5.7),
where the initial value of E is fixed to be I. Once the E(1) = I is fixed, we solve the
SDP in Eq. (5.7) over a range of [α1, · · · , αf ]. Then the best α(1) is found for E = I;
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then their corresponding solution set (P (1), ξ(1), R(1)) are saved.
For step 2 of Algorithm A, once the initial solution set (P (1), ξ(1), R(1)) is obtained,
the solutions are used to refine the guess for shape parameter E such that E(2) = P (1).
Following this we again solve the SDP in Eq. (5.7) with E(2) over a range of [α1, · · · , αf ]
and save the (P (2), ξ(2), R(2)) corresponding to the largest α(2). It is obvious, this is
an iterative process and we keep repeating step 2 until we obtain a converged solution
such that the solutions for R converges to a chosen threshold. This process is detailed
as Algorithm A below.
Algorithm A: Iterative-Refinement for Estimating R
Initial Estimate: Define Mi(α,E) using E
(1) = I. Find the best α(1) for the
given local QCs E(1). Let (P (1), ξ(1), R(1)) be the corresponding solutions of
the SDP with (E(1), α(1)).
Refinement: Align the local QC set with the Lyapunov function solution:
E(2) = P (1). Find the best α(2) for the updated local QCs E(2). Let
(P (2), ξ(2), R(2)) be the corresponding solutions of the SDP with (E(2), α(2))
Iterate: Repeat the refinement step with E(i+1) = P (i) to yield
(α(i), P (i), ξ(i), R(i)). This can be performed a fixed number of iterations or
until the radius R(i) converges.
Note that the optimal solutions from the first step (P (1), ξ(1), R(1)) are also feasible
for the second step when α(2) = 1. The reason is that the constraint 1
α2
E ≤ P in
Eq. (5.5) holds with equality when using (P,E, α) = (P (1), P (1), 1). Hence the inner
estimate of ROA cannot shrink at the second step: R(2) ≥ R(1). Repeating this process
gives a monotonically non-decreasing sequence of spherical inner estimates for the ROA:
R(i+1) ≥ R(i). Note that each step of the iterative method has roughly the same
computational cost as the first step. We have to solve one SDP for each value of αi.
5.5 Algorithm B: One-Shot Approach for Estimating R
The second approach, denoted Algorithm B below, effectively performs only a single
refinement of the local shape parameter E. This restriction allows the single refinement
step to be formulated as a GEVP. This will typically reduce the computational cost,
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Figure 5.1: 2-D visualization of a spherical local region for the QCs corresponding to E = I
and α > 0 (yellow), Lyapunov function level set {x ∈ Rn : xTPx ≤ 1} (red), and ROA inner
estimate RR (purple).
but possibly yield more conservative results (smaller estimates for R̂R) as compared
to Algorithm A. To formulate Algorithm B, first decompose the quadratic constraint


















The first step is identical to step 1 of Algorithm A, as we solve the SDP in Eq. (5.7)
with fixed E = I over a grid of α and store the solutions from the SDP as (P (1), ξ(1), R(1)).
The second step of Algorithm B fixes both the shape E = P (1) and Lyapunov
function P = P (1). This aligns both the local QC ellipsoid shape E with the level sets
of the Lyapunov function. The local regions for both are parameterized as {x ∈ Rn :
xTP (1)x ≤ α}. A sub-problem is to find the largest local region α over which the local






subject to ξi ≥ 0 (for i = 1 to n)[











where γ = −α2 and ξi (i = 0 to n) are Lagrange multipliers for the global and local
constraints respectively. It is emphasized that P = P (1) is fixed and not a decision
variable in the optimization. This is a GEVP [BG93] in variables α2, ξ0, . . . , ξn. This
one GEVP gives the largest level set α∗ defined by P = P (1) over which the local
quadratic constraints are valid and V̇ (x(t)) < 0. Let λmax(P
(1)) denote the largest
eigenvalue of P (1). For the obtaining the inner estimate R∗, note that the sphere R̂R is
contained in {x ∈ Rn : xTP (1)x ≤ α∗2} if and only if R ≤ α∗√
λmax(P (1))
. Therefore, in
the third step, we can directly compute the largest radius of the inner ROA estimate
R̂R from the optimal α∗. This is our second method to estimate the ROA and this
second method is summarized below as Algorithm B.
Algorithm B: One-Shot Approach for Estimating R
Initial Estimate: Define Mi(α,E) using E
(1) = I. Find the best α(1) for the
given local QCs E(1). Let (P (1), ξ(1), R(1)) be the corresponding solutions of
the SDP with (E(1), α(1)).
Maximize Level Set: Fix P = E = P (1) and solve the GEVP in Eq. (5.9) to
obtain the maximal level set α∗.





We evaluate the proposed analysis methods on two low-order mechanistic models of
transitional flows that were used to demonstrate the QC analysis method in [LG20]:
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the 4-state Waleffe-Kim-Hamilton (WKH) model [Wal95b] and the 9-state reduced-
order model of a plane Couette flow [MFE04]. Both models have the form in Eq. (4.3),
with non-normal linear dynamics and a quadratic lossless nonlinearity. We note that the
linear dynamic matrix is parameterized by the Reynolds number Re: i.e., A = A(Re).
Additional details on the specific models used here can be found in [LG20].
5.6.1 9-State Model for Turbulent Shear Flows
To test the efficacy of the proposed method, we test the results on the 4-state WKH
model and also a 9-state model obtained from Galerkin-Projections on the NSE. In this
section, we briefly detail the 9-state model that has been used in this study.
The 9-state low dimensional model proposed by [MFE04] is based on Fourier modes
and describes shears flows with no-slip boundary conditions that are forced using si-
nusoidal body forcing. The model uses non-dimensionalized NSE with sinusoidal body
forcing that are projected onto a reduced sub-space using Galerkin projections resulting
in a 9-state fluid flow model. The resulting 9 modes account for mean velocity profile
and its modification, downstream vortices, streaks, instabilities of streaks and nonlinear
interactions between the modes. It is shown the sub-critical transition is observed in this
reduced-order model and the resulting model is of the form ẋ = Ax + z, as previously
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2
3




3α2 + 4β2 + 3γ2
3





Wx = N(x)c +N(c)x. (5.12)
Here, α = 2πLx , β =
π
2 , γ =
2π
Lz are the wavenumbers in the streamwise, wall-normal
and spanwise directions with Lx = 1.85π and Lz = 1.25π. The length of the do-
main are chosen such that sustained turbulence is observed from numerical simula-
tions [MFE04]. The constants kαβ =
√
α2 + β2, kαβγ =
√
α2 + β2 + γ2, kβγ =√




1 0 0 0 0 0 0 0 0
]T
. The quadratic nonlinear terms z = N(x) = Q(x)x
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(x1x6 + x6x9) (5.19)
[Q(x)x]8 =






















This gives us the complete system of equations necessary. Further modeling details can
be found in [MFE04].
5.6.2 Region of Attraction
We begin by using the GEVP in Eq. (5.9) to estimate the size α∗ of the ROA over a
range of Re. This is done by applying steps 1 and 2 of Algorithm B. Figures 5.2a and
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5.2b show the results of this analysis (light blue) for the WKH and 9-state Couette flow
models, respectively. These results are compared against ROA estimates based on the
quadratic constraints proposed in Liu and Gayme [LG20] (green), and those proposed
in the previous chapter (also published in [KSH21]) are referred to as Kalur, Seiler, and
Hemati (red). This comparison indicates that the ROA estimate based on refinement of
the local QC region in steps 1 and 2 of Algorithm B leads to less conservative estimates
on α∗. Of note here is that although the Liu & Gayme analysis reduces the conservatism
in the analysis relative to the Kalur, Seiler, & Hemati analysis (proposed in previous
chapter), the formulation based on ellipsoidal sets reduces conservatism relative to both
of these methods by a substantially larger degree for both mechanistic models.
5.6.3 Largest Permissible Perturbation
Next, we apply Algorithm A and Algorithm B to estimate the inner approximation R∗
as a function of Re. This analysis is equivalent to computing a bound on the permissible
perturbation amplitude or sphere of “safe” initial conditions. In Figure 5.3, the radius
of the largest R̂R is denoted as R∗ and is obtained from solving Algorithm A and
compared with SOS and DAL estimates for the WKH and 9-state Couette flow models,
respectively. The DAL method solves a variational problem for the nonlinear optimal
perturbation used as a benchmark for comparison. The SOS analysis uses the toolbox
available in [BPST]. To solve Eq. (5.7) for the WKH model and 9-state models, we
use 200 logarithmically spaced values of α between 10−5 and 101. We compute the
ROA estimate using the largest radius obtained on this grid, i.e., R∗ := maxiR(α
∗
i ).
The results in Figure 5.3 show that the ellipsoidal sets improve the estimates of R̂R
compared to the spherical sets given in [KSH21, LG20]. This is true even at the initial
iterate, which yields improvements of approximately 4 times and 2.5 times for the WKH
and 9-state models, respectively. Additional refinement iterations improve the results
even further; however, we set the tolerance for convergence to 10−4, and also observe
only a marginal improvement after three iterations of Algorithm A (gray curve). For the
9-state model, there is an improvement factor of roughly 2.4 and 3.3 using Algorithm
A (blue curve) over the QC methods of Liu & Gayme and Kalur, Seiler & Hemati.
Additionally, the improvement factor of R∗ is ≈ 3.38 using Algorithm A as compared
to the other two QC constraints for the WKH model.
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(b) 9-state Couette Flow Model
Figure 5.2: The ellipsoidal constraints using step 1 and 2 of Algorithm B shows significant
improvement in region of attraction (ROA) estimates.
In Figure 5.3, we also compare the results obtained using Algorithm A with SOS and
DAL methods. We find that each iteration of Algorithm A reduces the conservatism of
the QC estimates, but the inner estimate is still conservative relative to the SOS and
DAL methods. More specifically, the largest radius R∗ obtained from the SOS (black
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(b) 9-state Couette Flow Model
Figure 5.3: The inner estimates of ROA obtained using Algorithm A show improved estimates
compared to methods based on spherical sets.
dashed curve) method and Algorithm A with 1 iteration (blue curve) differ by an average
factor of ≈ 2.45 and ≈ 6.1 for the WKH and 9-state models, respectively. The differences
in the R∗ estimates become even greater for the DAL approach, with the DAL estimates
(magenta curve) being larger by a factor of ≈ 3.5 and ≈ 23 than the Algorithm A
estimates for the WKH and 9-state models, respectively. We note that SOS and DAL
methods provide superior estimates of R∗ because both of these methods use precise
information of the nonlinearity and exact equations of motion. This contrasts with the
QC-based approaches, whereby only input-output properties of the nonlinear terms are
used.
Next, we assess estimates of R∗ using Algorithm B (see Figure 5.4). The second
step in Algorithm B avoids the computationally demanding step of solving over a grid
of α, as is required in Algorithm A. Instead, Algorithm B directly determines the best
α for the given shape E and Lyapunov energy matrix P and thus provides an efficient
“one-shot” approach to estimate R∗. Since Algorithm B does not facilitate further iter-
ations, in general, it provides conservative results compared to Algorithm A. However,
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Table 5.1: Total run-time for calculating R∗ by the various methods studied.
Method
Run-time to convergence (secs)
WKH 9-state
Algorithm A (solver: Mincx Matlab) 2.89 63.48
Algorithm B (solver Mincx & gevp Matlab) 1.85 37.99
DAL 9.82 137.6
SOS 116.8 5.82×104
Algorithm B substantially reduces conservatism to prior formulations of the QC anal-
ysis presented in [KSH21, LG20]. Figure 5.4 shows that estimates from Algorithm A
and 2 differ by a factor of roughly 1.16–on average–for the 9-state Couette flow model.
Although not reported here, we made similar observations in our analysis of the WKH







Figure 5.4: The inner estimate of ROA obtained using Algorithm B for the 9-state model is
conservative compared to the refinement using Algorithm A.
Finally, we assess the computational run-time performance of the various methods
investigated in this study. All computations were performed on an ASUS ROG M15
laptop with Intel 2.6 GHz i7-10750H CPU and 16 GB RAM. Overall, both Algorithm
A and B proposed in this work require less total run-time than DAL and SOS methods.
This savings becomes especially apparent in analyzing the 9-state model. Although the
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Table 5.2: Average solver time per iteration for calculating R∗ by the various methods studied.
Method
Run-time to convergence (secs)
WKH 9-state
Algorithm A (solver: Mincx Matlab) 0.76× 10−2 0.15
Algorithm B (solver Mincx & gevp Matlab) 2.3× 10−2 0.49
DAL 8.64× 10−4 0.18× 10−2
SOS 2.9 1.45×103
SOS and DAL methods yield more accurate estimates, these methods scale poorly with
the state dimension compared to the QC analysis methods. The SOS method for WKH
has a wall-time of about 116.8 seconds compared to 5.82 × 104 seconds for the 9-state
model (as seen in table 5.1). Similarly, the solver run times for each iteration of the
WKH model is 2.9 seconds compared to 1.45 × 103 seconds for the 9-state model (see
table 5.2). Thus, in the case of the SOS method, roughly doubling the states results
in the total computation time increasing by a factor of ≈ 500. In contrast, the total
run-time of the QC-based Algorithm A increased by a factor of roughly 20 between the
4-state WKH model and the 9-state model, as seen in table 5.1. For the 9-state model,
when we compare the run-time for Algorithm A to the SOS method, we see that the
QC method is approx 900 times faster. We note that the run-time for the DAL method
appears to increase by a factor of roughly 15 when going from the 4-state WKH model
to the 9-state model, which actually seems to scale better than even the QC method;
however, it is important to note that the DAL method can be sensitive to the final
simulation time, perturbation size, tolerances, etc. Thus, tuning the DAL method can
be a time intensive process, especially when system parameters (e.g., Re) are changed.
The time required to tune the DAL process to obtain the precise estimates reported in
this study is not reflected in the times listed in Table 5.1. Overall, we conclude that
the QC-based Algorithms A and B require less end-to-end time than SOS and DAL
methods and yield R∗ solutions that are approximately within one order of magnitude
of the SOS and DAL estimates. From table 5.2, we can see that the average solver time
per iteration for Algorithm A & B is almost half of both the SOS and DAL method
when tested on both the WKH and 9-state model.
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5.7 Conclusion
This chapter proposes an improvement to the quadratic constraint (QC) framework
for nonlinear fluid flow analysis. This was done by generalizing the local QCs from
spherical sets (proposed in [KSH21, KSH20, LG20]) to ellipsoidal sets, which reduced
conservatism and improved estimates of the ROA. Additionally, two algorithms are
proposed and investigated for performing the ROA analysis. The less conservative
but more computationally demanding algorithm—Algorithm A—iteratively refines the
solution by solving a sequence of semi-definite programs. In contrast, the more com-
putationally efficient algorithm—Algorithm B—solves a single generalized eigenvalue
problem (GEVP) and yields estimates of the ROA and permissible perturbation am-
plitude in a single pass. Both Algorithms 1 and 2 were found to outperform the QC
analysis methods proposed in [KSH21] and [LG20] in terms of accuracy. Algorithm B
did so at no additional computational cost over these prior QC-based analysis methods.




stability analysis of Burgers
equations
6.1 Introduction
The previous two chapters introduce the QC formulation to generalized to spherical
and elliptical sets, respectively. This chapter establishes a proof of concept by apply-
ing the quadratic constraints framework to nonlinear PDEs like the viscous Burgers
Equations. We choose the viscous Burgers PDE as our system of choice as it closely
models turbulence exhibited in the NSE. The viscous Burgers PDE is related to the
NSE in terms of having similar characteristics. The nonlinear terms in both equations
arise from convective acceleration, and the transition phenomena are observed in both
the Burgers PDE and NSE. Albeit, the 1D viscous Burgers equation is a much simpler
system to analyze compared to the NSE. Apart from modeling fluid flows, the Burgers
PDE is also used to model traffic flow. Since the viscous Burgers PDE is representative
of many nonlinear PDEs and has multiple applications, the proposed QC framework is
applied to study the stability of the viscous Burgers equations.
The viscous Burgers PDE is first converted to a set of ODEs using finite difference
approximation techniques such as the central difference approximation. It is observed
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that the resulting set of ODEs, after the application of central difference, are still large
dimensional systems. This large dimension makes the application of the QC framework
intractable. Therefore, the set of ODEs are reduced in dimension by using proper
orthogonal decomposition (POD); we can now use this POD-based ROM with the QC
framework to analyze systems stability.
In summary, in this chapter, we combine part I (reduced-order models) and Part II
(reduced-complexity modelling) of the thesis to analyze the stability of a nonlinear PDE.
More specifically, we use reduced-order modeling techniques of POD-based model reduc-
tion on the viscous Burgers equations and then apply the proposed reduced-complexity
modeling framework to perform local stability analysis, which entails finding the largest
ROA and largest permissible perturbations.
6.2 Burgers Equation
The viscous Burgers equation is a one-dimensional nonlinear advection-diffusion partial
differential equation occurring in various areas of applied mathematics. Due to the
advective nonlinear term, which is quadratic, we also observe the phenomena of shocks
and their dissipation due to the diffusive terms. The Burgers equations’ ability to have
discontinuities (shocks) and transition makes it an appealing yet simpler prototype of










Where, u(t,x) is the velocity of the traveling wave, ν is the diffusion term, x is the
spatial domain, and t is the time. The quadratic term in Eq. (6.1) arises from convective
acceleration, as also seen in the NSE.
Since Eq. (6.1) is a partial differential equation, it has to be discretized in space
and time to obtain solutions. We use finite difference approximation, specifically the
central difference scheme, to obtain solutions. As we will see in the next section, central
difference approximation results in a set of ordinary differential equations (ODEs), which
are then solved using standard numerical integrators like ode45 in Matlab.
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6.2.1 Finite difference approximation
Finite difference approximation is used for approximating derivatives for numerical so-
lutions of partial differential equations. Let f(x) be a smooth function evaluated at x,
and h be a constant spacing between the neighbouring point and x itself, then central
difference is given by δh[f ](x) = f(x +
1
2h) + f(x −
1
2h). It can also be seen from the
Taylor series analysis that the truncation error for central difference is of O(h2). Here,
we solve Eq. (6.1) using central finite difference. Application of central difference for










(ui+1 − 2ui + ui−1)
∆x2
. (6.3)
Here, i = 0, · · · , N + 1 is the index of the ith point on the domain, ∆x is the constant
spacing between two neighbouring points xi and xi+1 in the domain. Plugging Eqs. (6.2)






(ui+1 − 2ui + ui−1)−
ui
2∆x
(ui+1 − ui−1), for i = 0, · · · , N + 1. (6.4)
It should be noted that Eq. (6.4) can be written in the form of ẋ = Ax+z ( as shown in
Eq. (4.4a)), where z is the quadratic nonlinearity (as shown previously in Eq. (4.4b)).
The quadratic nonlinear terms for the ith point are given by zi, which can be decomposed






















It should be noted that the quadratic nonlinear terms for the ith point depend of the
i, i−1, i+1 points. In this case, the boundary conditions are set to 0 i.e., u0 = uN+1 =
0. Hence, we remove the points corresponding to the boundary points from the state
such that the resulting state is given as x =
[
u1 · · · uN
]T
. The quadratic term can













Since the PDE is now converted to an ODE, we know all the necessary information
to propagate the resulting system in time. We simulate the Burgers equation on a
spatial grid of N = 129 points and use a sinusoidal initial condition. The length of the
spatial domain is 1 with ∆x = 1N−1 . The resulting advecting and diffusing waves at
different time instances is shown in fig. 6.1
We observe that resolving N = 129 gives a good approximation of the traveling wave;
however, resolving the grid more coarsely leads to errors. The dimension N = 129 is
still very large for using the quadratic constraints framework. Hence, we will have to
use reduced-order modeling to obtain a lower-dimensional representation of the Burgers
equation to apply the QC framework. This will be the topic of discussion in the next
section.
6.3 Reduced-order models using POD
This section uses proper orthogonal decomposition-based reduced-order modeling to
obtain a lower-dimensional representation of the Burgers system. As discussed in sec-
tion. 3.5, the POD basis is optimal for capturing the energy. A Galerkin projection
onto these modes has shown to be effective for reduced-order modeling of the Burgers








Figure 6.1: Burgers equation simulated with ν = 0.1 and sinusoidal initial conditions. The ad-
vecting and diffusing waves are shown at four different time instances of t = 0s, 0.01s, 0.05s, 0.1s,
respectively.
1. Create snapshot matrix X by collecting state trajectories from time t = 0, · · · , K
X =
[
x(t0) x(t1) · · · x(tK)
]
. (6.7)
2. Perform singular value decomposition of snapshot matrix X such that [U,Σ, V ] =
svd(X).
3. The POD modes Φ is given by the first r columns of the matrix U .
Here, Φ ∈ RN×r are the POD modes. Next, the transformation Φxr = x is used to
obtain the new reduced-order state xr ∈ Rr. The dynamics of the system in the POD
basis is given as
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Here, the matrix Ar = Φ
TAΦ and the matrix Q̃j =
∑N
i=1 φijΦ
TQiΦ, for j = 1, ..., r.
The resulting system has dimension r = 5, the value of r is chosen by inspecting the
singular values and retaining 99% of the system energy. Once the ROM is obtained, we
can propagate the system in time and then “lift” the system’s trajectories back to the
original basis using inverse projections. From fig. 6.2, we can see that the ROM of size
r = 5 approximates the FOM of size N = 129 accurately, such that the errors between







Figure 6.2: The full-order model (FOM) in solid lines of the Burgers equation and a reduced-
order model (ROM) with r = 5 in dashed lines are shown at 4 different instances. There is a
good agreement between the FOM and ROM, as seen in the figure.
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6.4 Results
After successfully reducing the system’s dimensionality, we can now apply the QC frame-
work introduced in chapters 4 and 5 to study the stability of the reduced-order Burgers
system. For Eq. (6.1), Re = 1ν , therefore the parameter Re of the Burgers system is
varied to study how the systems stability is changing based on variations in Re.
In this section, we study the stability of the Burgers equation by analyzing the largest
permissible perturbations. The largest permissible perturbations are studied using the
proposed spherical and ellipsoidal sets. Note that the Burgers equation does not have
a lossless nonlinearity, as seen in the previous systems’ analyzed in this thesis. Hence,
only a local stability analysis of the reduced-order Burgers equations is performed. First,
analysis is performed on how the size of the largest permissible perturbation changes
with variation to Re. Finally, we also compare the largest permissible perturbation
obtained from the QC framework with the SOS method.
6.5 Largest permissible perturbations using spherical and
ellipsoidal sets
In this section, we obtain the estimates for the largest permissible perturbation for the
Burgers system using the QC framework with constraints generalized to both spherical
and ellipsoidal constraints.
6.5.1 Largest Permissible perturbations over spherical sets
First, the spherical constraints have to be obtained for the reduced-order Burgers sys-
tem. As shown in Eq. (5.1), the local constraints for reduced-order Burgers system on







, for i = 1, · · · , r. (6.9)
The spherical constraints are used to solve Eq. (4.21), to obtain the estimate of the
largest R using spherical sets.
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6.5.2 Largest permissible perturbation over ellipsoidal sets
To improve over the estimates obtained from spherical sets, we now use the elliptical







, for i = 1, · · · , r. (6.10)























E ≤ P ≤ 1
R2
I,
ξi ≥ 0, for i = 1, · · · , r.
(6.11)
The constraints in Eq. (6.11) are different from Eq. (5.7). In that, the nonlinear
terms in the Burgers equations are not lossless, and hence the equation does not have
global lossless constraints. Therefore, we are accounting only for the local properties
of the nonlinear terms in the Burgers equations to obtain an estimate of the largest
permissible perturbations.
Algorithm A solves the SDP in Eq. (6.11) over 3 steps of (i) initial estimate, (ii) re-
finement, and (iii) iterate, as shown in Algorithm A. The algorithm terminates after the
estimate for R converges to a tolerance of 10−3. Over the 3 steps in Algorithm A, we use
200 logarithmically spaced points between α1 = 10
−1 and α200 = 10
1 to solve the SDP
in (6.11). From fig. 6.3, it can be seen that the constraints generalized on ellipsoidal
sets improve the estimates of R∗ by approximately an order of magnitude compared to
the constraints on spherical sets. In the Burgers system, it is observed that the gap
between R∗ obtained from the constraints on spherical sets and constraints on elliptical













QC-Kalur, Seiler & Hemati
Figure 6.3: The figure shows the largest permissible perturbations obtained from the quadratic
constraint framework and sum-of-squares method. It is seen that the constraints on elliptical
sets provide a significant improvement over constraints on spherical sets.
ellipsoidal sets show improved estimates than those on spherical sets. This becomes
important when analyzing the Burgers systems at larger Re, as we get much improved
estimates at higher Re. Finally, we compare the results from the QC framework with
the SOS method. The SOS method also uses Lyapunov functions of the system like the
QC framework proposed herein. The reduced-complexity modeling of nonlinear terms
via the QC framework shows an evident conservatism in the estimates of R∗ when we
compare with the SOS method. However, the SOS method requires the exact nonlinear
dynamics, while the QC framework requires only input-output constraints of the non-
linear terms. As seen earlier in chapter 5, the QC method provides improved estimates
significantly reduced computational costs compared to the SOS method, the same is
true for estimating the largest permissible perturbations on the Burgers equations.
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6.6 Conclusions
This chapter shows that we can apply the quadratic constraints framework to nonlinear
partial differential equations such as the Burgers equation. The Burgers equation is cho-
sen as it is a gateway towards more complex PDEs such as the NSE. At first, discretize
the Burgers PDE using central-difference approximations to obtain a set of represen-
tative ODEs. While we get a good approximation of the PDE using central difference
approximation, it is observed that the resulting system is still large for applying the
QC framework. Hence, we obtain reduced-order models of the Burgers system by per-
forming a Galerkin-projection onto the POD basis. The resulting reduced-order system
requires only 5 modes to capture the dynamics of the original Burgers system. After
model reduction, the system is now amenable to apply the QC framework proposed
herein.
After a ROM is obtained, a local stability analysis is performed using the QC frame-
work. The largest permissible perturbation analysis is performed using constraints gen-
eralized on spherical and ellipsoidal sets. The analysis shows us that the nonlinear
terms have a destabilizing effect as the Re increases; since the permissible perturbation
amplitude shrinks with an increase in the Re. The ellipsoidal constraints are shown to
improve the estimates in comparison to constraints generalized on spherical sets. Lastly,
the QC frameworks estimate of the largest permissible perturbation is compared with
the SOS method. As expected, the QC framework provides a conservative estimate
although at a significantly reduced computational cost.
Chapter 7
Conclusion and Future Directions
The NSE, which govern fluid flows, are high dimensional and have complex nonlin-
ear interactions (which are not well understood). The sub-critical transition has been
observed in wall-bounded shear flows, both in numerical simulations and experiments.
This sub-critical transition is attributed to both the linear and nonlinear part, which
cause non-modal growth and induces secondary instabilities, respectively. The focus of
this thesis is to delay, suppress and understand the process of transition. To enable
delaying or suppressing transition, we develop control-oriented reduced-order models
in chapter 3. These reduced-order models enable developing controllers to minimize
the MTEG caused by the non-modal growth in the linear part. These controllers that
minimize MTEG are computationally expensive and require memory of the orderO(n6,
where n is the dimension of the system. Hence, the MTEG minimizing controllers are
not readily useable on the full-order original systems, and hence reduced-order models
are necessary. Therefore, in chapter 3, we propose a reduced-order modeling method
that enables the implementation of the MTEG minimizing controllers. Developing these
ROMs is not trivial since MTEG is directly related to systems energy related to the
states.To overcome this, we use output projection, i.e., using POD coefficients as the
output and defining energy based on the output—thereby retaining energy definition af-
ter truncating states. We then later investigate the efficacy of the ROMs in modeling the
FOM and show that a ROM with 40 − 60 states (depending on specific configuration)
does a good job of mimicking the FOM of 199 states. We show that the controllers
developed using this ROM method effectively minimize MTEG compared to optimal
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control strategies like LQR. Lastly, we also analyze the flow physics by investigating
how the controller changes the flow field after minimizing MTEG. Therefore, chapter 3
addresses the problem of large dimensions by developing ROMs. Chapters 4 and 5,
addresses the challenge of accounting for the complex nonlinear terms with reduced
complexity. As mentioned earlier, these nonlinear terms introduce secondary instabil-
ities and understanding how these nonlinear terms affect the system’s stability is the
aim of the next chapters. In chapter 4, this work introduces the quadratic constraints
framework, where the stability analysis problem accounts for the nonlinear terms by
using its input-output properties as quadratic constraints appended to Lyapunov ma-
trix inequalities. In chapter 4, the quadratic constraints are generalized to spherical
sets. We estimate the region of attraction, size of the largest permissible perturbations,
MTEG the system holds, and uncover underlying physics using the Lagrange multiplier
analysis. It is also observed that the quadratic constraints generalized to spherical sets
are conservative in their estimates, and this is improved upon in chapter 5.
Chapter 5 introduces the quadratic constraints generalized to ellipsoidal sets—which
reduce conservatism. This is demonstrated by analyzing the region of attraction and
size of the largest permissible perturbations. However, generalizing these constraints
to ellipsoidal sets introduces a bi-linearity in the Lyapunov matrix inequalities. To
overcome this, we propose two algorithms that enable solving the matrix inequalities.
The algorithms proposed to solve the matrix inequalities iteratively and to use a one-shot
approach, respectively. We show that the one-shot algorithm provides estimates at a
reduced computational cost compared to the iterative algorithm, albeit offering slightly
conservative estimates compared to the iterative method. Lastly, we also compare the
performance of the proposed framework with that of the SOS method and DAL method.
It is demonstrated that the quadratic constraints framework though conservative in its
estimates (in comparison to SOS and DAL methods), the proposed method surpasses
both the SOS and DAL method in terms of computational run-time, especially for high
dimensional systems.
In Chapter 6 of this thesis, we apply the proposed quadratic framework on the vis-
cous Burgers PDE. We show how the stability of the nonlinear PDEs can be studied
using the proposed QC framework. For analyzing the stability of nonlinear PDEs, it
is found that the need to address both challenges that motivate this thesis, i.e., the
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challenge of (i) dimensionality reduction and (ii) reduced-complexity modeling so that
nonlinear terms are accounted for. First, we use finite-difference approximation tech-
niques such as central differencing to convert the PDE into a set of representative ODEs.
The resulting ODEs are still typically high dimensional in nature; this makes application
o the QC framework intractable. Therefore, we perform POD-based model reduction to
obtain a low-dimensional representation of the original system. Once the ROM of the
Burgers system is obtained, we then apply the QC framework on the ROM-Burgers sys-
tem to account for the nonlinear terms in a reduced-complexity setting. We study the
stability of the Burgers system by analyzing the ROA and largest permissible perturba-
tions of the system using both constraints generalized on spherical sets and ellipsoidal
sets. As seen earlier, we observe that the constraints generalized on the ellipsoidal sets
improve the estimates of the ROA and largest permissible perturbations compared to
the constraints on spherical sets. Finally, we compare the largest permissible pertur-
bations obtained from the QC framework with computationally cumbersome but more
accurate SOS methods. As expected, the QC framework, which uses only input-output
properties of the nonlinear terms, provides estimates at a reduced computational cost.
The estimates by the QC framework are conservative since the exact nonlinear dynamics
of the system are not used to compute the previously mentioned stability margins.
7.1 Future Directions
It may still be possible to refine the quadratic constraints method beyond what is pre-
sented in this study. Future work may benefit from incorporating additional constraints
to refine the proposed QC analysis even further. Additional constraints capture the
properties of the nonlinear terms or even exploit certain properties in terms of struc-
ture like sparsity, repeating patterns, and pathways in which energy is transferred or
exchanged between various terms.
The general QC framework proposed here shows promise in analyzing complex sys-
tems with quadratic and lossless nonlinearities, such as the incompressible NSE. The
wall-bounded shear flows, especially the channel flow problem, have been shown to have
a lossless nonlinear term. It is of great interest to extend this quadratic constraint
framework to such complex fluid flows. When extended to time-varying fluid flows, the
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quadratic constraint framework will form integral quadratic constraints [MR97]. Ex-
tending this to complex flows like the channel flow system is complicated and beyond
the scope of this work. However, it should be noted that computational challenges are
involved in generalizing this quadratic-constraint-based analysis for high-dimensional
fluids systems. The primary hurdle rests in the fact that computational demands of
general-purpose solvers for the convex optimization methods proposed here scale with
O(n6), where n is the state dimension [BV04]. Potential avenues forward may rely
upon accurate reduced-order models, dedicated solvers, or some combination thereof.
Nonetheless, the ideas proposed here establish exciting avenues for fluid flow analy-
sis that—with further development—are expected to provide valuable insights about
complex flow physics.
Many complex systems are difficult to model from first principles, e.g., combusting
and reacting flows in engines, rotating detonation engines, single-injector rocket com-
bustion, etc. Towards developing models for these complex systems, a lot of work has
been done in data-driven nonlinear reduced-order modeling to learn the system oper-
ators, especially for systems with polynomial nonlinearities. The proposed quadratic
constraints framework can be easily extended to analyze systems inferred from data-
driven approaches and also provides guaranteed stability margins for operation and
ensures robustness.
Traditionally controller verification for larges systems like fluid flows is an expensive
process, as multiple expensive high fidelity simulations in various configurations have to
be performed to ensure the controllers designed are robust to factors like various initial
conditions, a wide range of parameters, etc. The proposed quadratic constraint frame-
work has been shown to help in situations where controller verification is necessary. In
addition to the stability analysis, the quadratic constraint framework can develop con-
trollers on the nonlinear system like the incompressible NSE. The quadratic constraint
framework has shown promise for controller verification, in [MSH21] the controllers’
performance is verified over various parameter ranges in the nonlinear system using the
quadratic constraint framework. This is exciting as it helps to verify controller perfor-
mance, with guaranteed bounds, without running expensive computational simulations.
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Parillo [Par00] introduced the sum-of-squares (SOS) technique to analyze nonlinear sys-
tems using Lyapunov methods. As we have briefly discussed earlier, Lyapunov methods
are robust methods upon which nonlinear systems theory is built upon. Parillo, in his
work, identified that the SOS technique generalizes to solving LMIs, which can be solved
with existing well-known algorithms that run in polynomial time [BEFB94a]. The SOS
technique formulates the problems in terms of polynomials, which can be represented
as SDPs.
The stability problem of a system x = f(x) is taken as an example to illustrate
the SOS technique. As discussed in Theorem 1, the above system is stable if there
exists a V (x) > 0 such that V̇ (x) ≤ 0 and this is equivalent to finding a P such that
ATP+PA < 0 for a system x = Ax. The associated Lyapunov function then is given by
V (x) = xTPx and therefore both V and V̇ are SOS as seen from the definition below.
Definition 3. For x ∈ Rn, a multivariable polynomial p(x) is SOS if there exists some




When f(x) and V are polynomials, then the problem to check for non-negativity is
NP-hard [PP05]. However, the non-negativity condition can be replaced by the SOS
condition—this enables both testing and constructing a Lyapunov function—which is
solved as an SDP feasibility problem.
Proposition 1. [Par00] p(x) is SOS if and only if there exists a Q = QT ≥ 0 and a
vector w(x) such that p(x) = w(x)TQw(x)
117
118
We illustrate this with an example taken from [PP05]. To identify if p(x1, x2) =
2x41 + 2x1x







we can write p(x) in terms of w(x)TQw(x) and the goal is to find a matrix Q that
is positive semi-definite and satisfies the polynomial. This will give us a relation for





2q12 + q33 = −1.
Therefore searching for q12 and q33 that satisfies the relation is equivalent to identifying
if p(x) is SOS, which implies p(x) ≥ 0, ∀x ∈ Rn.
Conversion of SOS problems to SDPs can be performed manually; in general, they
are cumbersome, and therefore software that aid such computations are necessary to
automate this process. We use SOSOPT [BPST], a Matlab Toolbox for formulating
and solving SOS polynomial optimizations in this work. The [BPST] toolbox enables
analysis for nonlinear analysis problems such as computing regions of attractions, largest




The direct-adjoint looping or DAL is a fully nonlinear optimization technique used
to identify initial conditions that can trigger transition to another state—an optimal
perturbation. Excellent overviews of the DAL method can be found in [KPW14, Ker18].
To explain the DAL technique used in this work, the article in [KPW14] is briefly
summarized for the readers benefit.
Given perturbation dynamics of the form
dx
dt
= F (x : X0, µ). (B.1)
Here, the perturbations x is given about a stable equilibrium X0 such that x = X−X0,
and X ∈ Rn is the instantaneous state with µ as system parameter. The distance of




i . The DAL optimization
process aims to maximize distance over all perturbations that begin at a distance d such
that ‖x(0)‖ = d. This maximum distance travelled by states of Eq. (B.1) is found for
some time t = T . The problem of identifying the maximum distance and satisfying
constraints of Eq. (B.1) and constraints of ‖x(0)‖ = d is obtained by maximizing the
following Lagrangian









dt+ λ(‖x(0)‖22 − d2). (B.2)
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With ν(t) and λ as Lagrange multipliers that impose the aforementioned constraints.




= F (x : X0, µ), (B.3)
‖x‖ = d, (B.4)
dν
dt
+ ν + ν · ∂F
∂x
= 0 for t = (0, T ), (B.5)
2λx(0)− ν(0) = 2x(T ) + ν(T ) = 0. (B.6)
Since the system is nonlinear, the above conditions have to be solved iteratively. The
following steps are used to obtain the largest perturbation that destabilizes a system.
1. Propagate the primal system in Eq. (B.1) with an initial guess x(0) to produce
x(T ).
2. Perform backward integration of the dual system dνdt + ν = −ν ·
∂F
∂x from t = T to
t = 0.
3. Power-iteration method is used to find direction of maximum ascent of L.
In this work, we repeat the DAL process for various disturbance size d. If a trajectory
is found to be unstable, we perform bisection on d until we converge to a d∗ that gives
us the largest permissible perturbation to ensure that all system trajectories starting
from ‖x(0)‖ = d∗ are stable.
