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Abstract 
This paper attempts to construct a resilient sensor network model for space weather forecasting. The proposed model is based on a 
dynamic relational network. A space weather forecasting is vital for a satellite operation because an operational team needs to make 
a decision for providing its satellite service. The proposed model is resilient for failures of sensors / missing data due to the satellite 
operation. In the proposed model, the missing data of a sensor is interpolated by other sensors associated. This paper demonstrates 
an example of the space weather forecasting involving the missing of the observation in a test case. In this example, the sensor 
network of the space weather forecasting continues a diagnosis by replacing faulted sensors with imaginary ones. The 
demonstrations showed that the proposed model is resilient against sensor failures due to suspend of hardware failures or technical 
reasons. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
Satellites play an important role in social infrastructure. The satellites provide numerous kind of services: 
telecommunications, global positioning system, broadcasting and weather observations. The satellites equip with 
sensors to observe events associated with their purposes. The sensors installed on the satellites possibly would be 
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unavailable due to schedule of the satellite operations by technical reasons. Other possible situations are disturbances 
from outside of the satellites or internal troubles of the satellites1. The outages of the sensors would lead degraded 
performance in satellite networks such as space weather forecasting2. 
This paper attempts to extend a dynamic relational network2,3,4,5 which supports missing of observations. The 
dynamic relational network is composed of the sensors capable of monitoring particular subjects and processing of the 
data. Each sensor diagnoses other sensors based on relations among sensors. The faulted sensors are detected by 
distributed manner in the dynamic relational network. The dynamic relational network is applied to various kinds of 
fields: combustion systems3, detection of human behaviors5, the space weather forecasting2 and a plant system4. 
However, the faulted / unavailable sensors affect to diagnosis of the sensors since some sensors are irresponsible for 
communications. In the sensor networks, the crucial sensors would be failure due to trouble of their circuit or technical 
reasons. The compromised sensors are needed to be complemented with other surviving sensors. 
To achieve resilience of computer networks, numerous studies tackle construction of resilient computer networks / 
sensor networks6,7,8,9,10. The definition of resilience is also discussed in various papers7. The resilience of the definition 
is different depending on their objectives. In these studies, the functions of the missing nodes are recovered / 
compensated in two ways: replication and complement. For the first approach9, the functions of the nodes are fully or 
partially replicated by other nodes. For the second approach6,10, the functions of the nodes are compensated by actions 
of other nodes. In the second approach, the networks allows the missing or malicious states of the nodes, because, their 
functions are compensated by other nodes. 
This paper attempts to compensate the missing data and functions of the failure nodes in the sensor networks by 
information processing. The functions of the sensor nodes are virtually created by interactions of neighboring sensor 
nodes. Further, the data of the missing observation by the failure sensors are also interpolated by information of other 
sensor nodes. In the proposed model, the activating sensors do not require the real sensors for a substitute against to 
the faulted sensors. In simulations, this paper considers a possibility of the proposed model for construction of resilient 
sensor networks. As an example, the demonstration of the proposed model constructs the sensor network for the space 
weather forecasting. 
The remainder of this paper is organized as follows. Section 2 describes the extension of a dynamic relational 
network for spatiotemporal interpolation. Further, it also examines profiling statistical properties of observation data 
by an Support Vector machine (SVM)11. Section 3 examines the performances of the proposed model for missing 
observations. A sensor network for space weather forecasting is chosen as an example for an evaluation. This paper 
compares the simulation result with the observed data. Section 4 discussed a significance of our proposed model and 
remained issues. Section 5 provides summary and concludes this paper. 
 
Nomenclature 
ܧ High-energy electron flux 
ܧଶସ  High-energy electron flux twenty-four hours ahead 
௜ܸ Solar wind speed of sensor ݅ 
ܴ௜ Credibility of sensor node ݅ 
ݎ௜ Time variable of ܴ௜ for sensor node ݅ 
2. Extension of Dynamic Relational Network for Spatiotemporal Interpolation 
This section extends the dynamic relational network which supports the sensor failures by replacing unavailable 
sensors with imaginary sensors. The imaginary sensors are virtually created by neighboring sensors by communication 
and information processing. The real sensors would be unavailable due to technical reasons or problems of electrical 
circuits1. The imaginary sensors could compensate the faulted sensors. The observations of the particular subjects are 
interpolated by imaginary sensors. In this direction, this extension had not been investigated in the framework of the 
dynamic relational network. The related study2 on the dynamic relational network had been investigated. This study 
reported that the dynamic relational network for space weather forecasting involving the imaginary sensors for 
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prediction. In that study, the proposed model involving imaginary sensors finally was successful of prediction of the 
high-energy electron flux 24 hours ahead (>= 2MeV).  
This paper demonstrates simulations on the space weather forecasting by the proposed model in Section 3. In the 
proposed model, the sensor network for the space weather forecasting composed of four real sensors and an imaginary 
sensor. The sensor network based on the dynamic relational network model is shown in Fig. 1. The sensor network 
consists of the five sensors: four real sensors and one imaginary sensor. The sensors of ଵܸ (STEREO-A), ଶܸ (ACE) 
and  ଷܸ (STEREO-B), represent a solar wind speed. The sensor  (GOES-10) represents high-energy electron flux at 
geostationary orbit. The imaginary sensor, ܧଶସ, represents the high-energy electron flux 24 hours in advance. The real 
sensors diagnose each other. However, the diagnosis of imaginary sensors is different. The imaginary sensors for 
prediction is only diagnosed from other sensors. On the other hand, the imaginary sensors for interpolation virtually 
emerged by information processing diagnose each other. 
In the earlier study2, the sensor network for the space weather forecasting aiming to predict conditions of high-
energy electrons had been proposed with seven real sensors and one imaginary sensor: three sensors for the solar wind 
speed, three sensors for north-south component of interplanetary magnetic field (IMF) and the high-energy electron 
flux and its 24 hours ahead. However, this paper chooses four real sensors and single imaginary sensor for the space 
weather forecasting: three sensors for the solar wind speed, single sensor for the high-energy electron flux and its 24 
hours ahead. The north-south component of IMF is also crucial parameter for detecting precursor of changing of the 
space environment around the Earth. The proposed model does not involve three real sensors of IMF because to involve 
them makes the model complicated. Therefore, this paper keeps the simplicity of the proposed model so that we 
consider the main aim of possibility for spatiotemporal interpolation in sensor networks. 
For computation, three kinds of representative models had been proposed for a dynamic relational network4: black 
and white model, skeptical model, and gray model. This paper uses the gray model for the simulation. In the dynamic 
relational network, the sensor status is represented by a credibility: normal (credibility = 1) or fault (credibility = 0). 
In the gray model, the credibility can be an intermediate value between 0 and 1. The credibility of the gray model can 
reflect ambiguous states in which the status of the sensor normal / abnormal is not determined exactly. The space 
weather forecasting of high-energy electron flux also involves ambiguous situations in which the change of the flux 
is unpredictable. With gray model, the risk for changes of high-energy electron flux can be considered by a credibility. 
Fig. 1. Dynamic relational network for the space weather forecast using multiple sensors. ௜ܸ represents the sensor for solar wind speed.  and 
ܧଶସ indicate sensor nodes of present high-energy electron flux and flux twenty-four hours ahead. The rectangle represents an internal regions of 
GOES-10 which equips with couple sensors for observation. Solid line arcs represent a diagnosis flow from a source node to a target node. 
Dashed line arcs indicate a diagnosis flow involving a prediction from a source node to a target node. 
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This paper uses ܴ௜ to denote a credibility of a sensor node ݅. The credibility is a time variable, so that the value will 
be changed by mutual evaluation according to a time development. We denote the relationship between two sensors 
as ௜ܶ௝ . The value of the parameter ௝ܶ௜  is determined by the diagnosis from the source node ݅ to the target node  ݆. The 
node i evaluates the target node j based on their relation. 
The source node i evaluates the target node j based on their relation. The relation is expressed as an arc in the 
network to be constructed using the SVM. The dynamics of the dynamic relational network are described as follows:  
݀ݎ௜ሺݐሻ
݀ݐ ൌ ෍ ௝ܶ௜
ା
௝ܴሺݐሻ െ
௝
ݎ௜ሺݐሻ (1) 
where: 
ܴ௜ሺݐሻ ൌ
ͳ
ͳ ൅ ݁ݔ݌ሺെݎ௜ሺݐሻሻ
 (2) 
௜ܶ௝
ା ൌ ൜ ௝ܶ௜ ൅ ௜ܶ௝ െ ͳሺ݂݅ݐ݄݁ݎ݁ܽݎ݁ܽݎܿݏܾ݁ݐݓ݁݁݊݅ܽ݊݀݆ሻͲሺ݂݅ݐ݄݁ݎ݁݅ݏ݊݋ܽݎܿܾ݁ݐݓ݁݁݊݅ܽ݊݀݆ሻ (3) 
ݎ௜ሺݐሻ א ሺെλǡ൅λሻ is a time variable which represents an accumulation of a diagnosis result. Equation (1) describes 
the dynamics of the credibility for a sensor node ݅. Equation (2) defines a mapping function of ݎ௜ሺݐሻ to ܴ௜ሺݐሻ א ሾͲǡͳሿ. 
The time variable ݎ௜ is mapped into the credibility ܴ௜ through Equation (2).  
This paper involves statistical properties of the observation data using the SVM11. The SVM is an outstanding 
method in machine learning for classifying input data into two categories: +1 and –1. The status of normal and 
Fig. 3. Training process of a profile between two sensors. The training data set are input to an SVM. The SVM learns desired outputs from the 
training data set. 
Fig. 2 Training data generation process for two sensors. Training data of the sensors on the satellites are created from observed data. The 
training data consists of averaged values, the standard deviation, and the desired output. 
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evaluates the relation between two sensors appropriately so that the SVM classifies the input data nonlinearly into two 
categories. Further, the SVM also can be used for regression of the data. Therefore, the SVM is selected as a profiling 
method for estimating relations and interpolating data between two sensors. 
The profiles correspond to relations between two sensors shown in Fig. 2. The profiles are described by parameters 
of the SVM. The profiles are created by training of the specified data set. Two kinds of profiles are created in order to 
evaluate and interpolate relations among sensors. For former one, the profiles are used for evaluating relations between 
two sensors. For latter one, the profiles are used for interpolating missing data between two sensors. The training 
process of profiles is different. The parameters of the SVM are repeatedly adjusted to make desired outputs by training 
input data (Fig. 3 and Fig. 4).  
The training input data consists of a quadruple and a desired output value (Fig. 3). The quadruple consists of four 
values: averaged values observed past a day and their standard deviations. The averaged values and their standard 
deviations are calculated from past a day. In other words, twenty-four points of observations are used for making a 
data of the training data set. The desired output value can be binary values: normal (0) and abnormal (1). The desired 
output value is determined by classifying conditions of the high-energy electron fluxes. The high-energy electron 
fluxes are also categories into binary values: quiet (-1) and alert (1) levels. The training data set for an abnormal 
condition, solar-wind speed and high-energy electron flux, are chosen from the data set corresponding to the condition 
of an alert level flux. In this paper, the level of the high-energy electron fluxes are quantified by a threshold. The 
condition of the high-energy electron fluxes are identified as normal where the flux level is less than the threshold. 
The threshold of classifying of condition of high-energy electron flux is 3.0. This criterion is used in the space weather 
forecasting13. 
For interpolation of missing data, the sensor nodes try to complement the faulted sensors. The faulted sensors are 
replaced with imaginary sensors by actions of neighboring nodes. Eventually, the missing data in observations are 
Fig. 4. Training process of a profile between two sensors for spatiotemporal interpolation of missing data. The training data consisting of tuple data 
set are input to an SVM. The SVM learns desired outputs (interpolated value) from the training data set. This profile is used for interpolation. On 
the other hand, the profiles shown in Fig. 3 is used for evaluating relations between two sensors. 
Fig. 5. Test of observed data recorded by two sensors. The test data are input to an SVM based on the profile. The SVM classifies the condition 
of the space environment as binary values 1 (normal) or –1 (abnormal). 
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interpolated by neighboring nodes. The data set of missing are finally determined by averaging interpolated values. In 
the dynamic relational network, the evaluations of the relations are diagnosed between two sensors. 
Fig. 4 shows the generation process for profiles aiming to interpolate missing data. The quadruple data for the test 
between two sensors is unavailable if either one of two sensors is faulted. Therefore, a tuple of the data composed of 
only available sensor is used for interpolation of missing data. The input data for interpolation By interpolation of 
missing data, the test process for the sensors is also applicable without modifying the process for quadruple data. 
In test phases, the diagnosis of the relation between two sensors is executed with two sensor values shown in Fig. 
5. Similar to the training phase, the input data for the test is comprised using two sensors value of which the observed 
values are averaged in the past a day. The test data for the diagnosis is input to the SVM which represents the relation 
between two sensors. The SVM outputs the result whether the test data satisfies the predefined conditions of the space 
environment. The SVM outputs 1 where the input data for the test is contained in the profile at the quiet level of the 
high-energy electron flux, otherwise -1.  
Before the diagnosis, however, the quadruple data for tests is not always available. The missing data is interpolated 
by two sensors associated byusing the SVM if the observations data is lacking. The interpolated data is calculated 
(a) Before the ܸͳ faults. (b) After the ܸͳ faults. 
Fig. 7. Replacement process of faulted sensors in the dynamic relational network. The circles and squares indicate the real and imaginary 
sensor nodes respectively. The sensor nodes colored white (colored red) is normal (abnormal). The rectangles indicate region of the satellite. 
The two sensors of GOES-10 is shown in the regions of the rectangles. The solid lines indicate diagnosis flow of mutual diagnosis. The 
dashed line indicate diagnosis flow from real sensors to imaginary sensors for prediction. The marks plus (minus) indicate diagnosis result 
normal (abnormal) from source nodes to target nodes. 
Fig. 6. Interpolation process of missing data. The interpolation of the missing data is calculated by the data last one day of the opposite side. The 
interpolated value is calculated by the SVM with the input data and the predefined profile. 
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using the SVM with the data observed by single sensor. In Fig. 6, the data of Sensor A is interpolated by the Sensor B 
using SVM with the predefined profile. In this case, the data of Sensor A is necessary for interpolation since Sensor 
A is faulted. The diagnosis tests among sensors are done after interpolating missing data.  
Fig.7 shows the replacement process of the faulted sensor in the dynamic relational network. In the proposed model, 
the sensors are diagnosed from other sensors connected. The neighboring sensors would identify the faulted sensors 
as abnormal by the distributed manner. The faulted sensor is disjointed from the dynamic relational network where 
the sensor status identified as abnormal for 24 hours continuously. In Fig. 7(a) the solar-wind sensor of ACE is 
diagnosed as abnormal from other three nodes. In Fig. 7(b) on the other hand, the solar wind sensor of ACE is replaced 
a circle node to rectangle one. The rectangle node indicates the imaginary sensor behaving as virtual sensor created 
from information of neighboring nodes. The imaginary sensor is also diagnosed from other sensor nodes. 
In Fig.8, the imaginary sensors are constrained to diagnose from neighboring nodes. The interpolated value of the 
imaginary sensor is not reliable since the values are the results accumulated sensor values by neighbor nodes. In the 
proposed model, the diagnosis between imaginary sensors for interpolation is not allowed. The imaginary sensors ଵܰ 
and ଶܰ ( ଷܰ) are not allowed to diagnosis each other. Because imaginary sensors simultaneously need to get the data 
at that time each other. The sensor value of one sensor depends on the data of another one. Therefore, the sensor value 
of the imaginary sensor interpolated by another imaginary one is not determined simultaneously. However, the 
imaginary sensors for prediction and interpolation is allowed to diagnosis each other. 
3. Simulations 
This section examines significance of the proposed model tested by the observed data. The results of the 
demonstration for the test data shows the time development of the credibility for each sensor. Further, the 
demonstration also indicates the comparisons with the actual and predicted data of the high-energy electron flux. 
This paper uses solar wind speed data observed by different three satellites: ACE, STEREO-A and STEREO-B. 
Two satellites, STEREO-A and STEREO-B, comprise the Solar Terrestrial Relations Observatory (STEREO). 
STEREO-A and B were launched in 2006 into orbits around the Sun that cause them, respectively, to pull further 
ahead of and fall gradually behind the Earth. The solar wind data observed by STEREO-A and STEREO-B are 
obtained from the Coordinated Data Analysis Web (CDAWeb)15 in the National Space Science Data Center (NSSDC) 
of the National Aeronautics and Space Administration/Goddard Space Flight Center (NASA/GSFC). The solar wind 
data observed by the Advanced Composition Explorer (ACE) satellite are obtained from the OMNI-2 database12 in the 
National Space Science Data Center (NSSDC) of the National Aeronautics and Space Administration/Goddard Space 
Flight Center (NASA/GSFC). The electron flux data observed by the GOES-10 satellite are obtained from the National 
Geophysical Data Center (NGDC) and the National Oceanic and Atmospheric Administration (NOAA/NGDC)13. This 
paper obtained all data during the period from 2 March 2007 to 7 December 2009, approximately two years in total. 
To generate profiles among the sensors, the first three months in the dataset is used for the training of the SVM. 
 
Fig. 8. An illustrative example of a constraint on imaginary sensors in the dynamic relational network. The circles and squares indicate the 
real and imaginary sensor nodes respectively. The sensor nodes colored white is normal. The solid lines indicate diagnosis flow of mutual 
diagnosis. The dashed line indicate diagnosis flow from real sensors to imaginary sensors. The marks plus (minus) indicate diagnosis result 
normal (abnormal) from source nodes to target nodes. 
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Fig. 9 shows the time development of the observed data for five days from 1 May 2008 at 00:00:00 UTC. In Fig. 9, 
the solar wind speed of ACE is about 500 km/s for 60 hours from the beginning of the plot. The solar wind speed of 
ACE rapidly increased from about 500 km/s to 600 km/s. The solar wind speed of STEREO-A about 400 km/s for 30 
hours from the beginning of the plot. After that, the solar wind speed of STEREO-A also rapidly increases and keeps 
the speed about 500 km/s. The solar wind speed of STEREO-B also increases to about 600 km/s after 10 hours from 
the beginning of the time development. The high-energy electron flux at geostationary orbit of GOES-10 keeps at the 
quiet level because the flux level is less than 4. In Fig. 9, the daily variations of the high-energy electron flux is also 
observed. The flux level varies from 1 to approximately 4. 
The test data for the simulation consists of values observed by four sensors. For the test, sensor fault data is 
artificially created by hand. The sensor data actually observed is shown a solid line in Fig. 9, however this paper 
replaced the actual data with abnormal data. The abnormal data represents faulted status of averaged values of 
observations and their standard deviations. The range of the abnormal data is from 0.0 to absolute values discounted 
by 0.1 of the minimum observed value. The abnormal data is randomly generated and replaced the normal data with 
their values in the test data sequence. In this case study, the sensor for the solar wind speed of ACE satellite is faulted 
in the data at 48 from the beginning in the test sequence shown as a dashed line in Fig. 9. 
Fig. 10 shows the time development for the test case. The credibility of the solar wind speed observed by ACE, 
STEREO-A and STEREO-B both show rapidly decrease to less than 0.4 at the beginning of the simulation. The sensors 
of the solar wind speed also both detected because the credibility of each them indicated rapid decrease simultaneously. 
The high-energy electron flux also decreases to small values. This change of the credibility corresponds to rapid 
increases of the high-energy electron flux and solar wind speed observed by STEREO-B because the flux level grows 
to around 4.0 of the alarm level14. During this change, the imaginary sensors for interpolation is not appeared. 
Further, Fig 10 shows the same change of the credibility for the sensors of the solar wind speed. The sensor for the 
solar wind speed of ACE keeps the very small credibility because the sensor is faulted at 48 hours from the beginning. 
The sensors connected to the solar wind speed of ACE detect deviations of the predefined profiles. However, the 
credibility of STEREO-A, STEREO-B and GOES-10 grows to 1.0 again shortly.  
The credibility of the solar wind speed of ACE keeps to zero to 72 hours from the beginning of the time development. 
The sensor fault is identified if the credibility keeps the threshold for 24 hours. In this test case, the sensors connected 
to the solar wind speed ACE identify it as fault after 24 hours later the failure occurs. After detecting sensor faults, the 
solar wind speed of ACE is replaced by the imaginary sensor and its credibility is returned to 1 again. The credibility 
of the sensors keeps at 1.0 after the imaginary sensor for the solar wind speed of ACE appears.  
The sensors of the high-energy electron flux and its 24 hours ahead, the credibility of both sensors shows different 
between observed data and prediction in Fig 10. The possible reason of this difference is due to use of the imaginary 
sensor instead of the actual sensor. The sensor value of the imaginary sensor is interpolated by the sensors associated. 
Fig.9. Time development of the test case for five days from 1 May 2008 at 00:00:00 UTC. The satellite names are labeled in horizontal axes. 
The plots in the first row and left one shows time development of solar wind speed. The right plot in the second row shows the time 
development of the high-energy electron flux. The solar wind plot for ACE also shows the abnormal data for the test (dashed line). 
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The interpolated sensor value is averaged values of the estimated values from the neighboring sensors. The averaged 
value is just interpolated value, not observed value. In this test case, the solar wind speed of ACE gradually increases 
at 90 hours from the beginning. The imaginary sensor trained with the dataset is not able to follow this change of the 
solar wind speed. However, the simulation shows the different rate between observed and predicted data is 0.20. The 
prediction and interpolation of the imaginary sensors are successful in this test case. 
4. Discussion 
This paper extended the dynamic relational network involving spatiotemporal interpolation of the missing data of 
the sensors. In the earlier study2, the dynamic relational network includes real and imaginary sensors. The imaginary 
sensors in the previous model are defined for prediction. In this paper, however, the imaginary sensors are defined for 
prediction and interpolation of the missing data. The proposed model of this work handles the sensor faults and 
compensates the missing data using the sensors associated them. 
The simulations of this paper demonstrated that the missing data of the faulted sensors are interpolated by averaging 
observed values of the neighbor sensors. The sensor value estimated by single sensor is not plausible, however the 
averaged sensor values are interpolated from the several sensors. In this paper, the interpolated sensor values between 
two sensors are estimated by the SVM. The interpolation of the sensor values between two sensors involves an effect 
of time series data since the input data for the SVM is a sequence the past twenty-four hours. Other techniques for 
creating input data and interpolation methods are available and applicable for the relationships among the sensors. 
5. Conclusions 
This paper proposed the resilient sensor network model based on the dynamic relational network. The proposed 
model supports missing of observations such as sensor failures. Further, the proposed model also involve the imaginary 
Fig.10. Time development of credibility of each sensor for the test case shown in Fig. 9. The satellite names are labeled in horizontal axes. 
The plots in the first row and left one in the second row show time development of the credibility for the solar wind speed. The right plot in 
the second row (in the third row) show the time development of the high-energy electron flux (high-energy electron flux 24 hours ahead).  
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sensors capable of prediction and interpolation. In the proposed model, the missing data is interpolated by the sensors 
associated using the predefined profiles among them. This paper demonstrated an example of the space weather 
forecasting involving the missing of observation in the test case. In this example, one of five sensors faults during the 
simulation. In the simulation, the sensor network for the space weather forecasting continues a diagnosis by replacing 
the faulted sensor with imaginary one. The demonstration showed that the proposed model is resilient against sensor 
failures due to suspend of hardware failure or technical reasons of satellite operations. 
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