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Abstract. Being aware of new research topics is an important asset for anybody 
involved in the research environment, including researchers, academic publish-
ers and institutional funding bodies. In recent years, the amount of scholarly da-
ta available on the web has increased steadily, allowing the development of 
several approaches for detecting emerging research topics and assessing their 
trends. However, current methods focus on the detection of topics which are al-
ready associated with a label or a substantial number of documents. In this pa-
per, we address instead the issue of detecting embryonic topics, which do not 
possess these characteristics yet. We suggest that it is possible to forecast the 
emergence of novel research topics even at such early stage and demonstrate 
that the emergence of a new topic can be anticipated by analysing the dynamics 
of pre-existing topics. We present an approach to evaluate such dynamics and 
an experiment on a sample of 3 million research papers, which confirms our 
hypothesis. In particular, we found that the pace of collaboration in sub-graphs 
of topics that will give rise to novel topics is significantly higher than the one in 
the control group. 
Keywords: Scholarly Data, Research Trend Detection, Topic Emergence De-
tection, Topic Discovery, Semantic Web, Ontology 
1 Introduction 
Being aware of new research topics is important for anybody involved in the research 
environment and, although the effective detection of new research trends is still an 
open problem, the availability of very large repositories of scholarly data and other 
relevant sources opens the way to novel data-intensive approaches to address this 
problem. 
We can consider two main phases in the early life of a topic. In its initial stage, a 
group of scientists agree on some basic theories, build a conceptual framework and 
begin to establish a new scientific community. Afterwards, the new area enters a rec-
ognised phase in which a substantial number of authors start working on it, producing 
and disseminating results. This characterisation is consistent with Kuhn’s vision of 
scientific revolutions [1]. 
There are already several approaches capable of detecting novel topics and re-
search trends [2-4], which rely on statistical techniques to analyse the impact of either 
labels or distributions of words associated to topics. However, all these approaches 
are able to recognise topics only in the two aforementioned phases; that is, when they 
are already established and associated with a substantial number of publications and 
when the communities of researchers have already reached a consensus for a label.  
In this paper, we focus on the earlier embryonic phase, in which the topic itself has 
not yet been explicitly labelled or identified by a research community. We theorise 
that it is possible to detect topics at this stage by analysing the dynamics of existent 
topics. This hypothesis follows from a number of theories [1, 5, 6], which suggest that 
new topics actually derive from the interactions and cross-pollinations of established 
research areas. We present a method which integrates statistics and semantics for 
assessing the dynamics of a topic graph. The method was tested on a sample of 3 
million papers and the experiment confirmed our hypothesis. In particular, it was 
found that the pace of collaboration in graphs of topics that will give rise to a new 
topic is significantly higher than the one of the control group. 
This paper is organised as follows. Section 2 introduces the state of the art. In sec-
tion 3 we describe the experimental approach used to confirm our hypothesis and in 
section 4 we show and discuss the results. We conclude in section 5 by discussing the 
future directions of our research. 
2 Related Work 
Detecting topics and their trends is a task that has recently gained increased interest 
from the information retrieval community and has been applied to many contexts, 
such as social networks [7], blogs [8], emails [9] and scientific literature [2, 10-13].  
The state of the art presents several works on research trend detection, which can 
be characterised either by the way they define a topic or the techniques they use to 
detect them [14]. Latent Dirichlet Allocation (LDA) [15] is an unsupervised learning 
method to extract topics from a corpus and models topics as a multinomial distribu-
tion over words. Since its introduction, LDA has been extended and adapted in sever-
al applications. For example, He et al. [4] combined LDA and citation networks in 
order to address the problem of topic evolution. Their approach detects topics in inde-
pendent subsets of a corpus and then leverages citations to connect topics in different 
time frames. Similarly, Rosen-Zvi et al. [16] and Bolelli et al. [2] extend LDA with 
the Author-Topic model, in which authors can shape the distribution of topics, and 
claim that their approach is capable of detecting more new hidden topics than the 
standard LDA approach. However, these approaches model topics as a distribution 
over words making difficult to label them, and also the number of topics need to be 
known a priori. 
Morinaga et al. [9] employ the Finite Mixture Model to represent the structure of 
topics and analyse the changes in time of the extracted components to track emerging 
topics. This approach was evaluated on an email corpus and therefore is not clear how 
it could perform on scientific literature, especially when the full text of papers is not 
available. 
Duvvuru et al. [3, 17] analysed networks of co-occurring keywords in scholarly ar-
ticles and monitored the evolution in time of the link weights for detecting research 
trends and emerging research areas. However, as pointed out by previous works [18], 
keywords tend to be noisy and do not always represent research topics. For example, 
Osborne et al. [19] show that the use of a semantic characterisation of research topics 
yields better results for the detection of research communities. 
To alleviate this problem, Decker et al. [11] matched a corpus of publications to a 
taxonomy of topics based on the most significant words found in titles and abstracts, 
and analysed the changes in the number of publications associated with topics. Simi-
larly, Erten et al. [12] adopted the ACM Digital Library taxonomy for analysing the 
evolution of topic graphs to monitor research trends. In our experiment we adopted a 
similar solution and used an ontology of computer science generated and regularly 
maintained by the Klink-2 algorithm [20], which has the advantage of being always 
up to date. 
Jo et al. [21] have developed an approach that correlates distributions of terms with 
the distribution of the citation graph related to publications containing that term. Their 
work is based on the intuition that if a term is relevant to a particular topic, documents 
containing that term will have a stronger connection than randomly selected ones. 
However, this approach is not suitable for emerging topics since it will take time for 
the citation network of a term to become tightly connected. 
To summarise, the state of the art presents several approaches for detecting re-
search trends. However these focus on already recognised topics, associated with a 
label or, in the case of probabilistic topics models, with a set of terms. Therefore, the 
problem of detecting research trends in their embryonic phase still needs to be ad-
dressed. 
3 Experiment Design 
In order to confirm the theory that the emergence of a new topic is actually anticipat-
ed by the dynamics between already established topics, we designed the following 
experiment. We selected 50 topics debuting between 2000 and 2010 and extracted the 
sub-graphs of the n keywords most co-occurring with each topic. We then analysed 
these graphs in the five years before the topic debut year and compared them to a 
control group of graphs associated with established topics.  
The full list of topics and the results of the experiment can be found at 
http://technologies.kmi.open.ac.uk/rexplore/www2016/. In the following sections we 
will describe the dataset, the steps of the process and the metrics used to measure the 
pace of collaboration of the sub-graphs. 
3.1 Dataset 
The main input of the experiment are sixteen topic networks, derived from the 
Rexplore database [22], representing the co-occurrences of topics in the 1995-2010 
timeframe. From a practical perspective, each network can be represented as a fully 
weighted graph Gyear = (Vyear, Eyear), in which V is the set of keywords while E is the 
set of links representing co-occurrences between keywords. The node weight is given 
by the number of publications in which the keyword appears, while the link weight is 
equal to the number of publications in which two keywords co-occur together in a 
particular year. However, as pointed out in [18], the use of keywords as proxies for 
topics suffers from a number of problems. In fact some keywords tend to be noisy and 
do not represent topics (e.g., “case study”) while multiple keywords can refer to the 
same topic (e.g., “ontology mapping” and “ontology matching”). To address this is-
sue, we automatically transformed the graph of keywords into a graph of topics using 
an ontology of computer science produced by Klink-2 [20].  
Klink-2 is an algorithm which analyses keywords and their relationships with re-
search papers, authors, venues, and organizations and takes advantage of multiple 
knowledge sources available on the web in order to produce an ontology of research 
topics linked by three different semantic relationships. It was run on a sample of about 
19 million papers, yielding an ontology including about 15000 topics in the field of 
Computer Science. We converted the keyword network to a topic network by filtering 
out all the keywords that do not represent topics and by aggregating the keywords 
representing the same concept. For example, we aggregated keywords such as “se-
mantic web”, “semantic web technology” and “semantic web technologies” in a sin-
gle node and accordingly recomputed the weights of the network. 
From the topic networks we selected two initial groups of topics. The first group, 
labelled debutant topics was composed by topics that made their debut in the period 
between 2000 and 2010. The second group, labelled control group or non-debutant 
group, included topics that made their debut long before the debutant ones (at least in 
the previous decade) and thus were already established when analysed.  
As we will discuss in section 4, we firstly conducted a preliminary evaluation 
while designing the approach, with the aim of choosing the best combination of tech-
nologies for this task. We then evaluated the method on a bigger sample of topics. In 
the preliminary phase, we focused only on the Semantic Web (debuting in 2001) and 
Cloud Computing (2006) as debutant topics, because they are well-known research 
areas and this facilitated the process of validation. For the non-debutant group we 
selected twenty topics. In the second evaluation, we randomly chose 50 topics for the 
debutant group and 50 topics for non-debutant group. 
3.2 Selection phase 
The selection phase is the first step of this approach and, as already mentioned, it aims 
to select and extract portions of the collaboration networks related to topics in the two 
groups, in a few years prior to the year of analysis. 
We hypothesised that after a new topic emerges it will continue to collaborate with 
the topics that contributed to its creation for a certain time. Hence, for each debuting 
topic we extracted the portion of topic network containing its n most co-occurring 
topics and analysed them in the five years preceding its year of debut. In brief, if a 
topic A makes its debut in 2003, the portion of network containing its most related 
topics will be analysed in the 1998-2002 timeframe, as showed in Fig. 1. We repeated 
the same procedure on the topics in the control group, assigning them a random year 
of analysis within the decade 2000-2010. We performed a number of experiments 
considering different values of n (20, 40, and 60). 
At the end of the selection phase we associated to each topic in the two groups a 
graph 
topicG : 
 
5 4 3 2 1
topic topic topic topic topic topic
year year year year yearG G G G G G          (1) 
which corresponded to its collaboration network in the five years prior to its emer-
gence. This graph contained five sub-graphs topic
year iG   and each one corresponded to: 
 ( , )topic topic topicyear i year i year iG V E    (2) 
in which topic
year iV  is the set of most co-occurring topics in a particular year and 
topic
year iE  is 
the set of edges that link nodes in the set topic
year iV  .  
 
Fig. 1. Workflow representing all the steps for the selection phase.  
3.3 Analysis phase 
In this phase we evaluated the pace of collaboration between topics in the sub-graphs 
by analysing how the weights associated to nodes and links evolved in time. To this 
aim we transformed the graphs in sets of 3-cliques. A 3-clique, as shown in Fig. 2, is 
a complete sub-graph of order three in which all nodes are connected to one another 
and it is employed to model small groups of entities close to each other [23]. 
The intuition is that we can assess the sub-graphs activity by measuring the in-
crease of collaboration in these triangles of topics. In the first instance, we extracted 
the 3-cliques from the five sub-graphs associated to each topic and created timelines 
of cliques in subsequent years. In order to measure the amount of collaboration asso-
ciated to a clique we devised the index showed in Equation 3, which measures the 
collaboration of nodes {     }  by taking in consideration both node weights 
{        } and link weights {           }. It does so by computing the condi-
tional probability               that a publication associated with a topic x will 
be also associated with a topic y in a certain year. The advantage of using the condi-
tional probability over the number of co-occurrences is that the resulting value is al-
ready normalised according to the dimension of the topics.  
This approach computes the weight associated to each link between topic x and y 
by using the harmonic mean of the conditional probabilities        and        and 
then computes the final index    as the harmonic mean of all the weights of the 
clique. We tested other kind of means (e.g., arithmetic mean) in the preliminary eval-
uation, but the harmonic mean appears to work better, as we will show in section 4.1, 
since it rewards cliques in which all the links are associated with high values in both 
directions. 
 
 
 
 
 
1
2
3
1 2 3
( | ), ( | )
( | ), ( , )
( | ), ( | )
, ,
harmmean P A B P B A
harmmean P B C P C B
harmmean P C A P A C
harmmean



   




 (3) 
 
Fig. 2. An instance of a 3-clique containing both nodes, and links weights. 
 
At this stage, each clique is now reduced to a timeline of measures, as showed in 
Equation 4. We then studied the evolution of these values to determine whether the 
collaboration pace of a clique was increasing or decreasing, as showed in Fig. 3.  
 
 time ( yr 5) ( yr 4) ( yr 3) ( yr 2) ( yr 1)[ , , , , ]
clique i                 (4) 
 
 Fig. 3. Main steps of the analysis phase: from 3-cliques matching to slope processing. 
We first tried to determine the tendency of a clique by simply taking the difference 
between the first and the last values of the timeline. However, this method ignores the 
other values in the timeline and can thus ignore important information. For this rea-
son, we applied the linear interpolation method on the five indexes using the least-
squares approximation to determine the linear regression of the time series       
     . The slope α is then used to assess the increase of collaboration in a clique. 
When α is positive the degree of collaboration between the topics in the clique is in-
creasing over time, while if it is negative the topics are growing more distant. Subse-
quently, the collaboration pace of each sub-graph was assessed by computing the 
average and standard deviation of the slopes of the associated cliques. 
4 Findings and Discussion 
We will now report the results of the preliminary and full evaluation. The latter was 
performed on a dataset of 3 million publications including 100 topics initially selected 
for the analysis (50 debutant topics and 50 topics for the control group), and over 
2000 of their co-occurring topics. 
4.1 Preliminary Evaluation 
In section 3, we discussed two techniques to compute the weight of a clique (i.e., 
harmonic mean and arithmetic mean) and two methods to evaluate its trend (i.e., 
computing the difference between the first and the last values and linear interpola-
tion). We tested these four techniques on the graphs composed by the 20 most co-
occurring topics per each testing topics. In particular, we evaluated the following 
approaches: 
• AM-N, which uses the arithmetic mean and the difference between the 
two extreme values; 
• AM-CF, which uses the arithmetic mean and the linear interpolation; 
• HM-N, which uses the harmonic mean and the difference between the 
first and the last values; 
• HM-CF, which uses the harmonic mean and the linear interpolation. 
Fig. 4 reports the average pace of collaboration for the sub-graphs associated to 
each testing topics according to these methods (thick horizontal black lines) and the 
range of their values (thin vertical line). The results confirm the initial hypothesis: 
according to all these methods the pace of collaboration in the cliques associated with 
the creation of new topics is positive and higher than the one of the control group. 
Interestingly, the pace of collaboration of the control group is also slightly positive. 
Further analysis revealed that this behaviour is probably caused by the fact that in 
time the topic network becomes denser and noisier.  
 
 
Fig. 4. Overall directions of the sub-graphs related to testing topics in both debutant and 
control group with all the four approaches.  
The techniques based on the simple difference (AM-N and HM-N) exhibit the 
larger gap between the two groups in terms of average pace of collaboration. Howev-
er, the ranges of values actually overlap, making it harder to assess if a certain sub-
group is incubating a novel topic. The same applies to AM-CF. HM-CF performs 
better and even if the values slightly overlap when averaging the pace over different 
years they do not in single years. Indeed, analysing the two ranges separately in 2001 
and 2006 (see Fig. 5), we can see that the overall collaboration paces of the debutant 
topics (DB) are always significantly higher than the control group (NDB).  
We ran the Student’s t-test on the HM-CF approach in order to verify that the two 
groups, showed in Fig. 6, actually belong to different populations and thus the initial 
hypothesis is supported by empirical evidence. The test yielded a p-value equal to 
7.0280·10
-12
, which allows us to reject the null hypothesis that the differences be-
tween the two distributions are due to random variations. 
The results of HM-CF show also interesting insights on the creation of some well-
known research topics. Table 1 and Table 2 list the cliques which exhibited a higher 
slope for semantic web and cloud computing. In particular, semantic web was antici-
pated in the 1996-2001 timeframe by a significant increase in the collaborations of the 
world wide web area with topics such as information retrieval, artificial intelligence, 
and knowledge based systems. This is actually consistent with the initial vision of the 
semantic web, defined in the 2001 by the seminal work of Tim Berners-Lee [24]. 
Similarly, cloud computing was anticipated by an increase in the collaboration be-
tween topics such as grid computing, web services, distributed computer systems and 
internet. This suggests that our approach can be used both for forecasting the emer-
gence of new topics in distinct subsections of the topic network and for identifying 
the topics that give rise to a specific research area. 
 
 
Fig. 5. Overall directions of the sub-graphs related to testing topics in both debutant and 
control group in HM-CF approach 
 
 
Fig. 6. Distributions of slope valued for both groups.  
 
Table 1. Ranking of the cliques with highest slope value for the “semantic web”.  
Topic 1 Topic 2 Topic 3 Score 
world wide web information retrieval search engines 2.529 
world wide web user interfaces artificial intelligence 1.12 
world wide web artificial intelligence knowledge representation 0.974 
world wide web knowledge based systems artificial intelligence 0.850 
world wide web information retrieval knowledge representation 0.803 
Table 2. Ranking of the cliques with highest slope value for the “cloud computing”. 
Topic 1 Topic 2 Topic 3 Score 
grid computing distributed computer systems web services 1.208 
web services information management information technology 1.094 
grid computing distributed computer systems quality of service 1.036 
internet quality of service web services 0.951 
web services distributed computer systems information management 0.949 
4.2 Full Evaluation 
The aim of this second evaluation was to further confirm our hypothesis on a bigger 
sample of topics. In order to do so, we applied the HM-CF approach on 50 debutant 
topics and compared them to a control group of 50 non-debutant topics. In particular, 
we performed a number of tests varying the number of co-occurring topics selected 
per each testing topic. 
The charts in Fig. 7 reports the results obtained by using 20, 40 and 60 co-
occurring topics. Each bar shows the mean value of the average pace of collaboration 
for the debutant (DB) and non-debutant (NDB) topics. As before, the average pace 
computed in the portion of topic network related to debutant topics is higher than the 
one of the control group. 
 
 
Fig. 7. Average collaboration pace of the sub-graphs associated to the debu-
tant (DB) and control group (NDB) topics, when selecting the 20, 40 and 60 most 
co-occurring topics. The thin vertical lines represent the ranges of the values. 
 
Fig. 8 shows the average collaboration pace for each year when considering the 20 
most co-occurring topics. The collaboration pace for the debutant topics is higher than 
the one for the control group with the exception of 2009, when they were almost 
equal. In addition, in the last five years the overall pace of the non-debutant topics 
fluctuates, while the overall directions for the debutant topics suffer a significant fall. 
This can be due to a variety of factors. First, as we mentioned before, the topic net-
work became denser and noisier in recent years. Moreover, the most recent debutant 
topics often have a yet underdeveloped network of collaborations, which may results 
in a poor selection of the group of topics to be analysed in the previous years. There-
fore, selecting only 20 most co-occurring topics may not allow us to highlight the 
correct dynamics preceding the topic creation.  
 
 
Fig. 8. Average collaboration pace per year of the sub-graphs related to test-
ing topics in both debutant and control group considering their 20 most co-
occurring topics. The year refers to the year of analysis of each topic. 
 
Indeed, choosing a higher number of co-occurring topics significantly alleviates 
this issue. The effect is reduced when selecting 40 of them (Fig. 9) and with 60 the 
collaboration pace of debutant topics is always significantly higher than the one for 
the control group (Fig. 10). However, the fall in the last five years is still present and 
we thus intend to further investigate this phenomenon in future work.  
We ran the Student’s t-test on the groups in different years, in order to confirm that 
the two distributions belong to different populations. When taking in consideration 
the 20 most co-occurring topics, the Student t-test yields p = 0.04 in 2009 and p < 
1.36·10
-20
 in other years, whereas, when taking 40 and 60 most co-occurring topics 
the p-values are all less than 1.28·10
-51
. As an example, Fig. 11 shows the distribu-
tions in 2000 and 2001 for the 60 most co-occurring topics.  
Table 3 shows a selection of debutant topics and their collaboration pace versus 
the collaboration pace of the control group in the same year. We can see a good num-
ber of well-known topics that emerged in the last decade and how their appearance 
was anticipated by the dynamics of the topic network. 
In conclusion, the results confirms that the portions of the topic network in which a 
novel topic will appear exhibit a measurable fingerprint, in terms of increased collab-
oration pace, well before the topic is recognized and labelled by researchers. These 
dynamics can be exploited to foster the early detection of emerging research trends. 
 
 Fig. 9. Average collaboration pace per year of the sub-graphs related to testing topics in 
both debutant and control group considering their 40 most co-occurring topics. 
 
Fig. 10. Average collaboration pace per year of the sub-graphs related to testing topics in 
both debutant and control group considering their 60 most co-occurring topics. 
 
Fig. 11. Distributions of slopes in the year 2001 (left) and 2002 (right) when considering 
the 60 most co-occurring topics. 
Table 3. Collaboration pace of the sub-graphs associated to selected debutant topics 
versus the average collaboration pace of the control group in the same year of debut. 
Topic Collaboration 
Pace 
Standard Collabora-
tion pace 
service discovery (2000) 0.4549 0.1459 
ontology engineering (2000) 0.4350 0.1459 
ontology alignment (2005) 0.3864 0.2473 
service-oriented architecture (2003) 0.3598 0.2164 
smart power grids (2005) 0.3580 0.2473 
sentiment analysis (2005) 0.3495 0.2473 
semantic web services (2003) 0.3493 0.2164 
linked data (2004) 0.3477 0.2638 
wimax (2004) 0.3470 0.2638 
semantic web technology (2001) 0.3434 0.1160 
vehicular ad hoc networks (2004) 0.3421 0.2638 
manet (2001) 0.3416 0.1160 
p2p network (2002) 0.3396 0.0947 
location based services (2001) 0.3308 0.1160 
service oriented computing (2003) 0.3306 0.2164 
ambient intelligence (2002) 0.2892 0.0947 
social tagging (2006) 0.2631 0.1865 
wireless sensor network (2001) 0.2583 0.1160 
community detection (2006) 0.2433 0.1865 
cloud computing (2006) 0.2410 0.1865 
user-generated content (2006) 0.2404 0.1865 
information retrieval technology (2008) 0.2315 0.1411 
web 2.0 (2006) 0.2241 0.1865 
ambient assisted living (2006) 0.2236 0.1865 
Internet of things (2009) 0.2214 0.1556 
 
5 Conclusions 
In this paper, we theorize that it is possible to detect topics in their embryonic stage, 
i.e., when they have not yet been labelled or associated with a considerable number of 
publications, by analysing the dynamics between existent topics. We also introduced a 
method for assessing the increase in the pace of collaboration of topic cliques and 
used it to confirm our hypothesis by testing it on more than 2000 topics and 3 million 
research publications. In particular, we selected a number of debuting topics and ana-
lysed the behaviour of their most co-occurring topics in the five years before their 
debut. We found that the pace of collaboration is significantly higher than the one of 
the control group.  
We plan to further develop our approach in two main directions. First, we are cur-
rently working on a method for the automatic detection of embryonic topics that anal-
yses the topic network and identifies sub-graphs where topics exhibit the discussed 
dynamics. A second direction of work focuses on improving the current approach by 
integrating a number of additional dynamics involving other research entities, such as 
authors and venues. The aim is to produce a robust approach that could be used by 
researchers and companies alike for gaining a better understanding of where research 
is heading. 
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