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Lu¨hikokkuvo˜te
Ka¨esolevas bakalaureuseto¨o¨s vaadeldakse erinevaid vo˜imalusi valikvastustega ku¨-
simustike reliaabluse hindamiseks ku¨simustiku u¨hekordse la¨biviimise po˜hjal.
To¨o¨ ka¨igus antakse lugejale vajaminevad taustteadmised valikvastustega ku¨simus-
tike ning nende karakteristikute kohta, defineeritakse reliaablus klassikalise testi-
teooria raamistikus ja antakse vajalik matemaatiline baas reliaabluse hinnangute
tuletamiseks. Seeja¨rel tuletatakse viis reliaabluse hinnangut, analu¨u¨sitakse nende
kasutatavust praktikas ja tutvustatakse autori loodud programmiteeki, mis sisal-
dab programme tuletatud hinnangute leidmiseks ku¨simustiku la¨biviimisel saadud
andmete po˜hjal. To¨o¨ viimases osas tutvustab autor u¨ht vo˜imalikku viisi ku¨simustike
arvulise to˜lgenduse parandamiseks.
To¨o¨ annab eestikeelse u¨levaate klassikalise testiteooria alustest matemaatilisest
vaatepunktist la¨htudes, ning tutvustab praktikule erinevaid vo˜imalusi testi re-
liaabluse hindamiseks, sealjuures tutvustatake meetodeid, millest osad annavad
ta¨psemaid tulemusi, kui hetkel enamlevinud meetodid.
vo˜tmeso˜nad: psu¨hhomeetria, klassikaline testiteooria, valikvastustega ku¨simus-
tikud, reliaablus, reliaabluse hindamine, Cronbachi alfa, Guttmani lambdad, glb.
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On the Reliability of Likert Scale Questionnaires
Vootele Ro˜tov
Abstract
This bachelor’s thesis gives an overview of different possibilities of estimating the
reliability of the Likert scale questionnaires based on a single admission.
The thesis contains a short overview of the necessary background information
about the Likert scales and their characteristics, definition of reliability in the
context of the Classical Test Theory and mathematical basis for deriving estima-
tions of reliability. Also, five estimates are derived and their usability in practise is
discussed. Afterwards, the author gives a short overview of a programming library
that implements methods for finding derived estimates based on data gathered
with the questionnaire. Finally, the author proposes an approach for improving
the quantitative interpretation of a questionnaire.
The thesis gives an overview of the foundations of the Classical Test Theory in
Estonian from a mathematical viewpoint and introduces different possibilities for
estimating the reliability of a questionnaire, some of which give more exact esti-
mates than the ones in widespread use today.
keywords: psychometrics, Classical Test Theory, Likert scale questionnaires, re-
liability, estimating reliability, Cronbach’s alfa, Guttman’s lambdas, glb.
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Sissejuhatus
Ka¨esolev bakalaureuseto¨o¨ on ajendatud psu¨hholoogide probleemist – kuidas
hinnata nende to¨o¨valdkonnas tihti kasutatavate valikvastustega ku¨simustike usal-
dusva¨a¨rsust.
Sellest la¨htuvalt on to¨o¨ peamiseks eesma¨rgiks uurida valikvastustega ku¨simustike
hindamiseks lihtsasti kasutatavaid kvantitatiivseid meetodeid. Lisaks sellele loo-
dab autor pakkuda eestikeelset u¨levaadet u¨hest valikvastustega testidega seotud
matemaatiliselt raamistikust. Olemasolevad ka¨sitlused on pigem praktilised abiva-
hendid psu¨hholoogidele.
To¨o¨ esimeses osas esitame vajaliku taustinfo, definitsioonid ja probleemipu¨stituse.
Seeja¨rel ehitame u¨les meile vajamineva osa probleemi vaatlemiseks sobivast mate-
maatilisest teooriast – defineerime testi usaldusva¨a¨rsuse ning rajame vundamendi
selle hindamiseks. Ja¨rgnevalt tuletame mo˜ningad erinevad usaldusva¨a¨rsuse hin-
nangud. Seeja¨rel tutvustame autori loodud programmiteeki, mis sisaldab eelnevalt
tutvustatud hinnangute implementatsioone. To¨o¨ viimases osas pakub autor va¨lja
alternatiivse la¨henemise ku¨simustiku vastuste arvulisele to˜lgendamisele.
Autori eesma¨rgiks on, et antud tekst oleks lihtsasti ja¨lgitav keskmisele bakalau-
reuseo˜ppe la¨binud matemaatikatudengile – meeldetuletuseks on valdkonnaspetsiifi-
lised matemaatilised definitsioonid ja tulemused to¨o¨ ka¨igus jooksvalt a¨ra
toodud.
Lisaks loodab autor, et loodud programmiteek pakkub huvi ka psu¨hholoogidele.
Autor soovib ta¨nada Margus Niitsood konstruktiivse juhendamise eest ning Timo
Aavat ja Kadi Ka¨ha¨r-Petersoni abi eest ka¨esolevas bakalaureuseto¨o¨s kasutatud
artiklite ka¨ttesaadavaks tegemisel.
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1 Taustinfo ja probleemipu¨stitus
Ja¨rgnevalt anname probleemi mo˜testamiseks vajalikud taustateadmised ning pea-
tu¨ki lo˜petuseks pu¨stitame ka¨esoleva to¨o¨ keskse probleemi.
1.1 Ku¨simustik, ku¨simus ja Likerti skaala
Ka¨esolev uurimus tegeleb ku¨simustikega (Likert scale), milles soovitakse hinnan-
guid teatud arvule ku¨simustele (Likert item) n-pallisel Likerti skaalal [7], kus n ja¨a¨b
enamasi kahe ja ku¨mne vahele. Ka¨sitleme Likerti skaalasid, mis on su¨mmeetrilised,
see ta¨hendab, et positiivsete ja negatiivsete vastusevariantide arv on sama. Na¨iteks:¬
Ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus on loogiline.
Ei no˜ustu Ei no˜ustu osaliselt Nii ja naa No˜ustun osaliselt No˜ustun
Joonis 1: Na¨ide va¨itest, millele palutakse hinnangut Likerti skaalal
1.2 Likerti skaala to˜lgendamine intervallskaalana
Likerti skaala to˜lgendamisel intervallksaalana on va¨lja kujunenud tava seada valik-
vastustele vastavusse ja¨rjestatud ta¨isarvud, kusjuures mida positiivsem on vastuse
variant, seda suurem on temale vastavusse seatud arv. Reeglina kasutatakse arve
alates u¨hest kuni valikvastuste arvuni vo˜i valitakse va¨lja ta¨isarvud nii, et neut-
raalsele vastusevariandile vastab null.
Ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus on loogiline.
-2 -1 0 1 2
Ei no˜ustu Ei no˜ustu osaliselt Nii ja naa No˜ustun osaliselt No˜ustun
1 2 3 4 5
Joonis 2: Na¨ide kahest levinumast Likerti skaala to˜lgendusest intervallskaalana
¬ Terviklike ku¨simustike na¨ited on esitatud lisades, joonisel 14 ja 15
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Lugejal vo˜ib tekkida o˜igustatud ku¨simus, kuidas po˜hjendab autor Likerti skaala
ka¨sitlemist intervallskaalana, kui Likerti skaala on olemuselt ja¨rjestikskaala ning
selle to˜lgendamine intervallskaalana on vastuoluline ku¨simus (vt na¨iteks [11]). Siin-
kohal to˜deme, et Likerti skaala to˜lgendamine intervallksaalana on praktikas piisa-
valt levinud, et selle valdkonna uurimine oleks o˜igustatud, olenemata selle teo-
reetilisest po˜hjendatusest. Siinkohal va¨a¨rib autori silmis esile toomist kriitikute
u¨ks levinumaid argumente:
”
hea“ ja
”
va¨ga hea“ keskmine ei ole loomulikul viisil
to˜lgendatav kui
”
hea + pool“ ehk alati pole po˜hjust eeldada, et ko˜ikide ku¨simuste
omavaheline kaugus on mingil po˜hjusel vo˜rdne.
1.3 Ku¨simustiku valiidsus
Ku¨simustiku valiidsus on ku¨simustiku karakteristik, mis iseloomustab ku¨simustiku
vo˜imet mo˜o˜ta seda, mida see kujundati mo˜o˜tma. Enamikes ka¨sitlustes vaadeldakse
valiidsust kui va¨a¨rtust intervallskaalal nulli ja u¨he vahel.
Na¨itena olgu meil ku¨simustikuks kaal, mille na¨itu vaatleme kui ku¨simustiku tule-
must kaalutava isiku puhul. Kaal, mis na¨itab 75 kilo kaaluva inimese kaaluks 74,5
kilo, omab ko˜rgemat valiidsust, kui kaal, mis sama inimese puhul na¨itab kaaluks
65 kilo.
Ku¨simustiku valiidsuse mo˜testamisel vo˜ime kasutada analoogiat ta¨psuslaskmisega.
Kui vaatleme ku¨simustikke kui laskureid, siis ta¨hendab see, et laskuri A valiidus on
ko˜rgem kui laskuri B oma seda, et tema tabamused asuvad ma¨rklaua keskkohale
la¨hemal. Olukorda illustreerib ja¨rgnev joonis:
A B
Joonis 3: Kahe ku¨simustiku valiidsuse vo˜rdlus
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Arusaadavatel po˜hjustel on testi valiidsus a¨a¨rmiselt oluline ning psu¨hholoogiliste
testide valiidsuse hindamine on olnud u¨ks psu¨hhomeetria po˜hilistest uurimisob-
jektidest. Sellega seoses on tehtud palju to¨o¨d ka valiidsuse definitsiooni ta¨psemaks
muutmisega, vo˜rreldes selle paragrahvi alguses antud va¨ga intuitiivse definitsioo-
niga. Kuna valiidsus on ka¨esoleva to¨o¨ raames vajalik vaid taustinfona probleemi
mo˜testamiseks, tundub antud lihtne definitsioon aga sobivaim.
1.4 Ku¨simustiku reliaablus
Ku¨simustiku reliaablus on ku¨simustiku karakteristik, mis kirjeldab, kui ja¨rje-
pidevad on subjekti erinevad mo˜o˜tmised sama ku¨simustikuga. Nii nagu valiidsus,
on ka reliaablus reeglina ma¨a¨ratud intervallskaalal nulli ja u¨he vahel.
Na¨iteks kaal, mis na¨itab igal kaalumisel 75 kilo kaaluva inimese kaaluks 74,5 kilo,
omab ko˜rgemat reliaablust, kui kaal, mis na¨itab juhuslikult kas 74,5 kilo vo˜i 75,5
kilo.
Ka ku¨simustiku reliaabluse mo˜testamisel saame kasutada analoogiat ta¨psuslask-
misega. Sellisel juhul ta¨hendab see, et laskuri A reliaablus on suurem kui laskuri
B oma seda, et laskuri A tabamused asuvad teineteisele la¨hemal, kui laskuri B
tabamused. Olukorda illustreerib ja¨rgnev joonis:
A B
Joonis 4: Kahe ku¨simustiku reliaabluse vo˜rdlus
Paneme ta¨hele, et ko˜rgem reliaablus ei ta¨henda tingimata seda, et testi valiidsus
on suurem.
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Reliaabluse ta¨psema, matemaatilise definitsiooni anname edaspidi.
1.5 Valiidsuse ja reliaabluse suhe
Valiidsuse ja reliaabluse suhestamisel kerkib kiiresti u¨les loomulik ku¨simus – kas
test vo˜ib olla samaaegselt suure valiidsuse ja va¨ikse reliaablusega? Eespool antud
definitsioonid ja¨tavad selle ku¨simuse lahtiseks. Vaatleme ja¨rgmist olukorda:
74 74,5 75 75,5 76
Kaalu 1 tulemused Kaalu 2 tulemused Tegelik kaal
Joonis 5: Kaalumiste tulemused kahe erineva kaaluga kolmel katsel
Kui mo˜ista valiidsust kui ku¨simustiku keskmist tulemust, siis vo˜ime va¨ita, et esi-
mene kaal on va¨iksema reliaabluse, aga suurema valiidsusega. Selline valiidsuse
mo˜testamine ei ole aga ku¨simustike modelleerimise korral otstarbekas – katsete
kordamine on enamasti keeruline ning va¨heste mo˜o˜tmistulemuste po˜hjal ei ole
vo˜imalik tegeliku va¨ikese reliaablusega testi tulemust va¨lja selgitada.
Alternatiivselt vo˜ime ka siin vaadelda olukorda ta¨psuslaskmise analoogiat kasuta-
des. Olgu meil laskur A, kelle lasud paiknevad ma¨rklaua erinevates punktides, kuid
nende geomeetriline keskpunkt asub ma¨rklaua keskel. Intuitiivselt on selge, et kui
laskude arv on piiratud, ei ole selline definitsioon, mille korral laskuri A valiidsus
oleks suur, otstarbekas. Kirjeldatud olukorda illustreerib ja¨rgnev joonis:
A
Joonis 6: Ku¨simistik, mille reliaablus on va¨ike ja
”
valiidsus“ suur
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Seega, meie vaadeldava olukorra – psu¨hholoogiliste ku¨simustike – puhul on mingi
valiidsuse taseme jaoks tarvilik tingimus mingi reliaabluse tase.
1.6 Sisemine ja¨rjepidevus
Reliaabluse kui termini probleemiks on tema mitmeta¨henduslikkus. Toome siin-
kohal a¨ra u¨he mo˜iste, mida tihti samuti reliaablusena vo˜i sisemise ja¨rjepidevuse
reliaablusena tuntakse.
Sisemine ja¨rjepidavus (internal consistency) on ku¨simustiku karakteristik, mis ise-
loomustab ku¨simustiku erinevate ku¨simuste vastuste ja¨rjepidevust ehk seda, kui
ha¨sti on vastused u¨hist konstruktsiooni hindavatele ku¨simustele koosko˜las [9, 177].
Paneme ta¨hele, et erinevalt eelnevalt toodud reliaabluse definitsioonist, on sise-
mine ja¨rjepidevus u¨he ku¨simustiku la¨biviimise keskne. Piltlikult va¨ljendudes olgu
meil ja¨rgnev ku¨simustik:
Ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus on loogiline.
Ei no˜ustu Ei no˜ustu osaliselt Nii ja naa No˜ustun osaliselt No˜ustun
Mulle meeldib ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus.
Ei no˜ustu Ei no˜ustu osaliselt Nii ja naa No˜ustun osaliselt No˜ustun
Ka¨esolevat bakalaureuseto¨o¨d on lihtne lugeda.
Ei no˜ustu Ei no˜ustu osaliselt Nii ja naa No˜ustun osaliselt No˜ustun
Joonis 7: Ku¨simustik bakalaureuseto¨o¨ u¨lesehituse kohta
Siin on mo˜o˜detavaks konstruktsiooniks ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus ning
ko˜rgeks sisemiseks reliaabluseks on vajalik kolmele na¨ites toodud ku¨simusele antud
vastuste koosko˜la.
Selleks, et sisemine ja¨rjepidavus oleks mo˜testatud, peavad meil ku¨simustikus ole-
ma mingi kindla konstruktsiooni mo˜o˜tmiseks rohkem kui u¨ks ku¨simus – vastasel
juhul on iga ku¨simus ta¨ielikus koosko˜las ko˜ikide sama konstruktsiooni mo˜o˜tvate
ku¨simustega, ehk iseendaga. Ro˜hutame, et see no˜ue ei laiene eelnevalt defineeritud
reliaablusele.
Sisemise ja¨rjepidavuse mo˜o˜tmiseks on vo˜imalik kasutada sisemise ja¨rjepidavuse
teste. Segadust suurendab veelgi see, et u¨ks nendest testidest leiab kasutamist ka
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meie poolt defineeritud reliaabluse hindamisel. Loodame, et nende kahe karakte-
ristiku eristamine aitab lugejal ka¨esolevas to¨o¨s kergemini orienteeruda.
Ma¨rgime, et lisaks siintoodud kahele definitsioonile on ka teisi reliaabluse ka¨sitlusi
[3], mis aga selle to¨o¨ kontekstis ei tohiks segadust tekitada ning mille a¨ratoomist
ei ole autor pidanud siinkohal vajalikus.
1.7 Probleemi pu¨stitus
Ka¨esoleva to¨o¨ga u¨ritame pakkuda lahendust ja¨rgmisele praktilisele probleemile:
kas on vo˜imalik leida paremat hinnangut ku¨simustiku reliaabluse kohta, kui seda
on tihti kasutatav Guttmani λ3 (rohkem tuntud kui Cronbachi α)?
Ku¨simusele vastamiseks on meil vaja rangemat la¨henemist reliaablusele ning sel-
leks vaatleme reliaablust u¨he matemaatilise raamistiku – klassikalise testiteooria
– kontekstis.
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2 Reliaablus klassikalises testiteoorias
Ja¨rgnevas ka¨sitluses vo˜tame aluseks Melvin Novicki klassikalise testiteooria [14]
[13] ja selle to˜lgenduse Klaas Sijtsma poolt [18, 109].
2.1 Reliaabluse definitsioon
meeldetuletuseks
Definitsioon. Elementaarsu¨ndmuseks nimetatakse juhusliku katse
vo˜imalikku tulemust.§
Definitsioon. To˜ena¨osuseks nimetatakse funktsiooni P , mis igale su¨ndmusele
A ∈ 2Ω, kus Ω on mingi juhusliku katse ko˜ikvo˜imalike elementaarsu¨ndmuste
hulk, seab vastavusse arvu P (A), nii et on ta¨idetud ja¨rgmised no˜uded:
1. P (A) ≥ 0,∀A ∈ 2Ω,
2. P (Ω) = 1, P (∅) = 0,
3. Kui su¨ndmused A1, A2, ... on teineteist va¨listavad, siis
P
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai) .
.
Definitsioon. Diskreetseks juhuslikuks suuruseks nimetatakse funktsiooni
X : Ω → R, mis vo˜tab kas lo˜pliku vo˜i loenduva arvu erinevaid va¨a¨rtusi
x1, x2, . . . , (xn).
§ Siin ja edaspidi toetume to˜ena¨osusteooria definitsioonide ja tulemuste so˜nastamisel
Kalev Pa¨rna o˜pikule [15].
Olgu meil mingi testile vastajate kogum I ning ku¨simustik, milles on k ku¨simust,
kus iga ku¨simus on l-pallisel Likerti skaalal. Nummerdame ku¨simused naturaalar-
vudega 1 kuni k. On loomulik eeldada, et nii vastajate arv, ku¨simuste arv kui ka
Likerti skaala suurus on lo˜plikud. Me vo˜ime vaadelda testi la¨biviimist kui juhus-
likku katset ning ko˜iki erinevaid vo˜imalike vastuste kombinatsioone ku¨simustikule
kui elementaarsu¨ndmusi, ta¨histades saadud elementaarsu¨ndmuste hulga kui Ω ning
elementaarsu¨ndmuse kui ω. Eeldame ka to˜ena¨osuste Pi : 2
Ω → R olemasolu, mida
to˜lgendame kui testi tulemuste esinemissagedust vastaja i korral.
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ω
Ku¨simus
I II II
A No˜ustun osaliselt Nii ja naa No˜ustun
B Ei no˜ustu osaliselt No˜ustun Nii ja naa
C Ei no˜ustu No˜ustun osaliselt Nii ja naa
Joonis 8: Na¨ited elementaarsu¨ndmustest
Olgu Xji hulgal Ω ma¨a¨ratud juhuslik suurus, mille vo˜imalikke va¨a¨rtusi vaatleme
kui vastaja i poolt ku¨simusele j antud vastuse arvulist to˜lgendust. On selge, et
sellise to˜lgenduse korral on juhusliku suuruse Xji muutumispiirkond lo˜plik. Selle
hulga vo˜imsus ei ole suurem kui l ning ja¨relikult on juhuslik suurus Xji diskreetne.
Defineerime vastaja i testi tulemuse Xi kui
Xi =
k∑
j=1
Xji .
Paneme ta¨hele, et Xi on samuti diskreetne juhuslik suurus. To˜epoolest, kuna te-
gemist on diskreetsete juhuslike suuruste summaga, siis on ta funktsioon hulgast
Ω hulka R. Lisaks, kuna ko˜ikide liidetavate muutumispiirkond on to˜kestatud arvu-
ga l ning liidetavaid on k, siis ei saa funktsiooni muutumispiirkonna vo˜imsus olla
suurem kui lk.
meeldetuletuseks
Definitsioon. Diskreetse juhusliku suuruse X jaotuseks nimetatakse paaride
komplekti (xi, pi) , i = 1, 2, ..., kus xi on juhusliku suuruse vo˜imalik va¨a¨rtus
ning pi = P ({ω|X(ω) = xi, ω ∈ Ω}).
Definitsioon. Diskreetse juhusliku suuruse X, mille jaotuseks K on paaride
komplekt ki = (xi, pi) , i = 1, 2, ..., keskva¨a¨rtuseks nimetatakse arvu
X =
∑
{i|ki∈K}
xipi
eeldusel, et see rida koondub absoluutselt.
Definitsioon. Juhusliku suuruse X dispersiooniks nimetatakse arvu DX =
 [(X − X)2].
Triviaalse juhu va¨ltimiseks eeldame edaspidi, et juhuslike suurusteXi dispersioonid
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on nullist erinevad. Defineerime ku¨simustiku tegeliku tulemuse vastaja i jaoks kui
testi tulemuse oodatava keskva¨a¨rtuse ehk
ti =  [Xi] .
­
Kuna juhusliku suuruse Xi vo˜imalike va¨a¨rtuste arv on lo˜plik, on ka tema kesk-
va¨a¨rtus ti lo˜plik.
To˜lgendame vastaja i testi tulemuse ja tegeliku tulemuse vahet mo˜o˜tmisveana,
ta¨histame seda kui Ei. Seega Xi = ti + Ei.
meeldetuletuseks
Lause 2.1. Kui X on diskreetne juhuslik suurus, jaotusega K, kus K on
paaride komplekt ki = (xi, pi), i = 1, 2, ... ning c on mingi konstant, siis
(X + c) = (X) + c.
To˜estus.
(X + c) =
∑
{i|ki∈K}
(xi + c)pi =
∑
{i|ki∈K}
xipi +
∑
{i|ki∈K}
cpi =
=
∑
{i|ki∈K}
xipi + c
∑
{i|ki∈K}
pi =
∑
{i|ki∈K}
xipi + c = (X) + c.
Lause 2.2. Juhuslikule suurusele konstandi liitmine ei muuda dispersiooni:
D(X + c) = DX.
To˜estus.
D(X+c) = [X+c−(X+c)] Lause 2.1= [X+c−(X)+c] = [X−(X)] = DX.
Paneme ta¨hele, et eelneva po˜hjal on vastaja i mo˜o˜tmisvea keskva¨a¨rtus vo˜rdne
nulliga. To˜epoolest, kuna tegeliku tulemuse definitsiooni po˜hjal  [Xi] = ti, siis
saame mo˜o˜tmisvea definitsiooni arvesse vo˜ttes
ti =  [Xi] =  [ti + Ei]
Lause 2.1
= ti +  [Ei] =⇒  [Ei] = 0.
­ Ta¨histame keskva¨a¨rtuse ta¨hega , kuna tavapa¨rane ta¨histus E omab antud ka¨sitluses teist-
sugust ta¨hendust.
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Lisaks on lihtne ma¨rgata, et D [Xi] = D [Ei], sest
D [Xi] = D [Ei + ti]
Lause 2.2
= D [Ei] .
Eelnevates definitsioonides keskendusime testi tulemuste mo˜testamisele fikseeritud
vastaja korral. Kuna reeglina mo˜testatakse teste praktikas mingi vastajate kogumi
raames, siis keskendume ka meie edaspidi sellele.
Vaatleme elementaarsu¨ndmustena hulga I×Ω elemente ning eeldame, et eksisteerib
to˜ena¨osus
Pp : 2
I×Ω → R,
kus funktsiooni Pp to˜lgendame kui isiku i ∈ I ja testi tulemuse ω ∈ Ω koosesinemise
sagedus.
Paneme ta¨hele, et sellel elementaarsu¨ndmuste hulgal vo˜ime ma¨a¨rata diskreetse
juhusliku suuruse T , nii et
T ((i, ω)) = ti, i ∈ I.
Seda juhulikku suurust to˜lgendame kui ku¨simustiku tegelikku tulemust. Definee-
rime testi vaadeldava tulemuse kui diskreetse juhusliku suuruse X, nii et
X ((i, ω)) = Xi(ω)
ja testi vea kui diskreetse juhusliku suuruse E, nii et
E ((i, ω)) = Ei(ω).
Paneme ta¨hele, et kehtib X = E + T . To˜epoolest, olgu meil suvaline paar (i, ω) ∈
I × Ω, siis
X ((i, ω)) = Xi(ω)
def
= ti + Ei(ω) = T ((i, ω)) + E ((i, ω)) .
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meeldetuletuseks
Definitsioon. Juhusliku suuruste X ja Y kovariatsiooniks nimetatakse suu-
rust
cov(X, Y ) =  [(X − X) (Y − Y )] .
Definitsioon. Juhusliku suuruste X ja Y korrelatsioonikordajaks nimetatakse
suurust
ρ(X, Y ) =
cov(X, Y )√
DX
√
DY
.
Esitame nu¨u¨d meie poolt u¨les ehitatud mudeli omaduse, mis osutub va¨ga kasulikus.
Olgu meil kaks suvalist ku¨simustikku, mille vaadeldavad tulemused on vastavalt
X = T + E ja X ′ = T ′ + E ′. Saab na¨idata, et siis kehtib
cov(T,E ′) = 0. (2.3)
Teisiso˜nu, ku¨simustiku tegeliku tulemuse ja ku¨simustiku mo˜o˜tmisvea vahel ei ole
korrelatsiooni. Paneme ta¨hele, et kuna me ei kitsendanud X ja X ′ valikut, siis ka
cov(T,E) = 0. See omadus muudab mudeli rakendamise palju lihtsamaks, kuna
me ei pea eeldama, et meie koostatud ku¨simustikul on selline omadus.
Selle omaduse, mille kehtimine ei ole intuitiivne, to˜estus on mittetriviaalne ning ei
mahu ka¨esoleva to¨o¨ raamidesse. Rangest to˜estusest huvitatutele soovitame tutvu-
da Donald Zimmermani mudeli u¨lesehitusega [25]. Lugejale vo˜ib olla huvipakkuv
see, et ko˜nealune omadus ja¨reldub va¨ga u¨ldistest Hilberti ruumides kehtivatest
omadustest [24].
Ku¨ll aga peame tegema ja¨rgmise eelduse – olgu meil kaks erinevat ku¨simustikku,
mille mo˜o˜tmisvead on vastavalt E ja E ′, siis
cov(E,E ′) = 0. (2.4)
Tehtud eeldus ta¨hendab seda, et mo˜o˜tmisvead ei tohi olla su¨stemaatilised. Na¨iteks,
jagades ku¨simustiku pooleks ning vaadeldes mo˜lemat osa kui eraldi ku¨simustikku,
siis esimese mo˜o˜tmisviga teades ei tohiks see meile midagi o¨elda teise osa mo˜o˜tmis-
vea kohta. Paneme ta¨hele, et see eeldus on siiamaani tehtutest praktikas ko˜ige
raskemini tagatav ning on potentsiaalne ohukoht testiteooria kasutamisel mingi
ku¨simustiku mo˜testamiseks.
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meeldetuletuseks
Lause 2.5. Juhuslike suuruste X ja Y puhul kehtib
D(X + Y ) = D(X) +D(Y ) + 2cov(X, Y ).
To˜estus.
D(X + Y )
def
= [X + Y − (X + Y )]2  lin.= [X − X + Y + Y ]2 =
= (X − X)2 + 2(X − X)(Y − Y ) + (Y − Y )2 cov def=
= D(X) +D(Y ) + 2cov(X, Y ).
Ja¨rgnevalt tutvume paralleelse ku¨simustiku mo˜istega, mida vo˜ime to˜lgendada kui
sama ku¨simustiku so˜ltumatut kordusmo˜o˜tmist samades tingimustes. Kaks ku¨simus-
tikku, mille vaadeldavad tulemused u¨le ko˜igi vastajate kogumi I on X = T +E ja
X ′ = T ′+E ′ ning mille vaadeldavad tulemused vastaja i ∈ I jaoks on Xi = ti+Ei
ja X ′i = t
′
i +E
′
i, on paralleelsed parajasti siis, kui kehtivad ja¨rgmised va¨ited:
1. ti = t
′
i ∀i ∈ I,
2. D [E] = D [E ′].
Eelnevast ja¨reldub lihtsalt, et
T = T ′. (2.6)
To˜epoolest, olgu (i, ω) suvaline paar hulgast I × Ω. Siis kehtib
T ((i, ω))
def
= ti = t
′
i = T
′((i, ω)).
Seega no˜uame, et kahe paralleelse ku¨simustiku korral vastajate tegelikud tulemused
alati u¨htiksid ning vea dispersioonid oleksid vo˜rdsed – need no˜udmised sobivad
ha¨sti kirjeldama sama ku¨simustikuga sooritatud kordusmo˜o˜tmist.
Paneme ta¨hele, et kahe paralleelse ku¨simustiku, mille vaadeldavad tulemused on
X ja X ′, korral kehtib
D[X] = D[X ′], (2.7)
kuna
D[X] = D[T + E]
Lause 2.5
= D[T ] +D[E] + 2cov(T,E)
(2.3)
= D[T ] +D[E] =
= D[T ′] +D[E ′] = D[T ′] +D[E ′] + 2cov(T ′, E ′) = D[T ′ + E ′] = D[X ′].
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meeldetuletuseks
Lause 2.8. Olgu meil juhuslikud suurused X, Y ja Z. Siis
cov(X + Y, Z) = cov(X,Z) + cov(Y, Z).
To˜estus.
cov(X + Y, Z)
def
=  [(X + Y −  [X + Y ])(Z −  [Z])]  lin.=
=  [(X + Y −  [X] +  [Y ])(Z −  [Z])] =
=  [((X −  [X]) + (Y −  [Y ])) (Z −  [Z])] =
= [(X −  [X]) (Z −  [Z]) + (Y −  [Y ]) (Z −  [Z])] =
=  [(X −  [X]) (Z −  [Z])] +  [(Y −  [Y ]) (Z −  [Z])] +
= cov(X,Z) + cov(Y, Z).
Paralleelse ku¨simustiku abil saame klassikalise testiteooria raames defineerida re-
liaabluse. Olgu meil kaks paralleelset ku¨simustikku, mille vaadeldavad tulemused
u¨le vastajate kogumi I on vastavalt X = T + E ja X ′ = T ′ + E ′. Ku¨simustiku,
mille vaadeldav tulemus on X, reliaablus u¨le vastajate kogumi I on vo˜rdne X ja
X ′ korrelatsioonikordajaga, mida ta¨histame ρXX′ , teisiso˜nu
ρXX′ = corr (X,X
′) .
Eelneva po˜hjal saame na¨idata, et kehtib
ρXX′
def
=
cov(X,X ′)√
D [X]D [X ′]
(2.7)
=
cov(X,X ′)√
D [X]D [X]
=
cov(T + E, T ′ + E ′)
D [X]
Lause 2.8
=
=
cov(T, T ′) + cov(T,E ′) + cov(E, T ′) + cov(E,E ′)
D [X]
(2.3)
=
=
cov(T, T ′) + cov(E,E ′)
D [X]
eeldus (2.4)
=
cov(T, T ′)
D [X]
(2.6)
=
cov(T, T )
D [X]
def
=
=
 [(X −  [X]) (X −  [X])]
D [X]
def
=
D [T ]
D [X]
.
(2.9)
To˜estatud tulemus on huvitav – ilmneb, et saame o¨elda midagi ku¨simustiku ja
sellega paralleelse ku¨simustiku korrelatsiooni kohta, teadmata midagi paralleelse
ku¨simustiku kohta.
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Samuti ma¨rgime, et kuna T = X − E, siis kehtib
ρXX′ =
D [T ]
D [X]
Lause 2.5
=
D [T + E]− 2cov(T,E)−D [E]
D [X]
(2.3)
=
(2.3)
=
D [T + E]−D [E]
D [X]
=
D [X]−D [E]
D [X]
= 1− D [E]
D [X]
.
(2.10)
Paneme ta¨hele, kuna D[X] = D[T ] +D[E], siis eelneva po˜hjal ρXX′ ∈ [0, 1].
Eelneva po˜hjal on selge, et va¨ide
”
ku¨simustiku reliaablus on suurem“ on samava¨a¨rne
ja¨rgmise kolme va¨itega:
1. ku¨simustiku korrelatsioon paralleelse ku¨simustikuga on suurem,
2. ku¨simustiku tegeliku tulemuse dispersioon on suurem vo˜rreldes ku¨simustiku
vaadeldava tulemuse dispersiooniga,
3. ku¨simustiku mo˜o˜tmisvea dispersioon on va¨iksem vo˜rreldes ku¨simustiku vaa-
deldava tulemuse dispersiooniga.
Ma¨rgime, et klassikalise testiteooria raames defineeritud reliaablus sobib kokku eel-
mises peatu¨kis antud mitteformaalse definitsiooniga, kui vo˜tta arvesse paralleelse
ku¨simustiku semantilist ta¨hendust.
Paneme ta¨hele, et tegemist on suhteliselt no˜rku eeldusi vajava teooriaga, ko˜ige
raskem on praktikas tagada su¨stemaatiliste vigade puudumine.
Kuna ku¨simustiku korduvmo˜o˜tmiste la¨biviimine ei ole tihti vo˜imalik, on kasutuse-
le vo˜etud erinevad meetodid testi reliaabluse hindamiseks ku¨simustiku u¨hekordse
la¨biviimise ka¨igus saadud informatsiooni po˜hjal, kus kasutatakse punktides (2.9)
ja (2.10) toodud omadusi. Ja¨rgnevalt vaatleme, kuidas need meetodid on tuleta-
tud.
2.2 Vajalikud taustteadmised reliaabluse hindamiseks
Ja¨rgnev ka¨sitlus tugineb Jacksoni ja Anguwamba 1977. aasta artiklile [10]. Olgu
meil vastajate populatsioon I, u¨le mille vaatleme k ku¨simusest koosnevat ku¨simustikku.
Vaatleme seda ku¨simustikku klassikalise testiteooria raames ning olguX ku¨simustiku
vaadeldav tulemus, T ku¨simustiku tegelik tulemus ning E ku¨simustiku mo˜o˜tmisviga.
Vaatleme iga ku¨simust kui u¨hest ku¨simusest koosnevat alamku¨simustikku ja ta¨histame
fikseeritud ku¨simuse i ∈ {1, 2, . . . , k} vaadeldava tulemuse kui Xi, tegeliku tulemu-
se kui Ti ning mo˜o˜tmisvea Ei. Seega X =
k∑
i=1
Xi, T =
k∑
i=1
Ti ja E =
k∑
i=1
Ei. Paneme
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ta¨hele, et kui eelnevas peatu¨kis ta¨histasime alaindeksiga ku¨simusele vastajat, siis
edaspidi ta¨histame sellega kindlat ku¨simust.
Vaatleme testi ku¨simuste tulemuste ja mo˜o˜tmisvea vektoreid: (X1, X2, X3, . . . , Xk),
(T1, T2, T3, . . . , Tk), (E1, E2, E3, . . . , Ek). Ta¨histame nende vektorite kovariatsioo-
nimaatriksid® vastavalt ΣX ,ΣT ,ΣE. Seega,
ΣX =

cov (X1, X1) cov (X1, X2) cov (X1, X3) · · · cov (X1, Xk)
cov (X2, X1) cov (X2, X2) cov (X2, X3) · · · cov (X2, Xk)
cov (X3, X1) cov (X3, X2) cov (X3, X3) · · · cov (X3, Xk)
...
...
...
. . .
...
cov (Xk, X1) cov (Xk, X2) cov (Xk, X3) · · · cov (Xk, Xk)
 .
Eelnevalt la¨biviidud arutelu (vt (2.9)) po˜hjal teame, et cov(Xi, Xj) = cov(Ti, Tj)+
cov(Ej, Ej). Seega,
ΣX = ΣT + ΣE. (2.11)
Lisaks kehtib eelduse (2.4) po˜hjal, et juhul kui i 6= j, siis cov (Ei, Ej) = 0. Sellest
tulenevalt kehtib
ΣE =

cov (E1, E1) 0 0 · · · 0
0 cov (E2, E2) 0 · · · 0
0 0 cov (E3, E3) · · · 0
...
...
...
. . .
...
0 0 0 · · · cov (Ek, Ek)
 . (2.12)
Ta¨histame edaspidi maatriksi ΣX elemente kui xij, maatriksi ΣT elemente kui tij
ning maatriksi ΣE peadiagonaali elemente kui θi. Seega, kui i 6= j, siis tij = xij
ning tii = xii − θi.
Tuletame meelde, et eelmises peatu¨kis veendusime (2.10), et testi reliaablus vo˜rdub
avaldisega 1− D[E]
D[X]
.
Veendume, et juhuslike suuruste summa dispersioon vo˜rdub liidetavate kovariat-
sioonimaatriksi elementide summaga, ehk kui X =
k∑
i=1
Xi ja ΣX = (xij) on vektori
® Praktikas ei ole kovariatsioonimaatriksid meile teada, kuid valimi po˜hjal on meil vo˜imalik
saada hinnang vaadeldavate tulemuste kovariatsioonimaatriksi kohta.
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(X1, X2, . . . , Xk) kovariatsioonimaatriks, siis
D[X] =
k∑
i=1
k∑
j=1
xij. (2.13)
Eelnevas veendumiseks paneme ta¨hele, et
D[X] = D[X1 +X2 + . . .+Xk]
Lause 2.5
=
= D[X1] +D[X2 +X3 + . . .+Xk] + 2cov(X1, X2 +X3 . . .+Xk)
Lause 2.8
=
= D[X1] +D[X2 +X3 + . . .+Xk]+
+2[cov(X1, X2) + cov(X1, X3) + . . .+ cov(X1, Xk)].
Na¨eme, et tegemist on rekurrentse vo˜rrandiga. Arvestades, et cov(X,X) = D[X]
(vt (2.9)), na¨eme, et igale liidetavale eelnevas summas vastab mingite kovariat-
sioonimaatriksite elementide summa, kusjuures ko˜ik kovariatsioonimaatriksi ele-
mendid kuuluvad ta¨pselt u¨hte nendest summadest. Kovariatsiooni maatriksi jagu-
nemist illustreerib ja¨rgnev tabel, kus u¨leval vasakus nurgas on D[X1], tumedama
tooniga on ta¨histatud liidetavad, mille summa on vo˜rdne arvuga 2[cov(X1, X2) +
cov(X1, X3) + . . . + cov(X1, Xk)] ja heledama tooniga liikmed, mille summast
moodustub D[X1 + X2 + . . . + Xk]. Siinkohal meenutame, et kovariatsioon on
su¨mmeetriline ning seega cov(Xi, Xj) = cov(Xj, Xi).
cov(X1, X1) cov(X1, X2) cov(X1, X3) . . . cov(X1, Xk)
cov(X2, X1) cov(X2, X2) cov(X2, X3) . . . cov(X1, Xk)
cov(X3, X1) cov(X3, X2) cov(X3, X3) . . . cov(X3, Xk)
...
...
...
. . .
...
cov(Xk, X1) cov(Xk, X2) cov(Xk, X3) . . . cov(Xk, Xk)
Lisaks on sellel rekurrentsel vo˜rrandil lihtne baasjuht: selleks on olukord, kus sum-
ma koosneb ainult u¨hest liidetavast.
Arvestades maatriksi (2.12) struktuuri, saame vo˜rduse
1− D [E]
D [X]
= 1−
∑
i θi∑
i
∑
j xij
. (2.14)
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meeldetuletuseks
Definitsioon. Maatriks C ∈ Matk(R) on mittenegatiivselt ma¨a¨ratud, kui iga
maatriksi v ∈Matk,1(R) korral vTCv ≥ 0.
Veendume ja¨rgnevalt, et iga kovariatsioonimaatriks ning ja¨relikult ka ΣX ,ΣT ja
ΣE on mittenegatiivselt ma¨a¨ratud.
meeldetuletuseks
Lause 2.15. Kui X ja Y on juhuslikud suurused ja α ∈ R, siis
cov(X,αY ) = αcov(X, Y ).
To˜estus.
cov(X,αY ) =  [(X −  [X]) (αY −  [αY ])]  lin.=
=  [(X −  [X]) (αY − α [Y ])] =  [α (X −  [X]) (Y −  [Y ])] =
= α [(X −  [X]) (Y −  [Y ])] = αcov(X, Y ).
Olgu meil suvaliste juhuslike suuruste vektor (Y1, Y2, . . . , Yn), kus n ∈ N ja olgu ΣY
selle vektori kovariatsioonimaatriks. Olgu meil suvaline n-vektor v = (v1, v2, . . . , vn).
Konstrueerime uue juhuslike suuruste vektori (Y ′1 , Y
′
2 , . . . , Y
′
n), kusjuures Y
′
i = viYi
ning olgu Σ′Y selle vektori kovariatsioonimaatriks. Vaatleme juhuslikku suurust
Y ′ =
n∑
i=1
Y ′i . Kuna eelneva po˜hjal D[Y
′] =
n∑
i=1
n∑
j=1
Σ′Y ij ja definitsiooni po˜hjal
D[Y ′] ≥ 0, siis
n∑
i=1
n∑
j=1
Σ′Y ij ≥ 0. Kuna Σ′Y on kovariatsioonimaatriks, siis
n∑
i=1
n∑
j=1
Σ′Y ij =
n∑
i=1
n∑
j=1
cov(viYi, vjYj)
Lause 2.15
=
n∑
i=1
n∑
j=1
vivjcov(Yi, Yj). (2.16)
Paneme ta¨hele, et
vTΣY v =
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=
v1cov(Y1, Y1) + v2cov(Y1, Y2) + . . . vncov(Y1, Yn)
v1cov(Y2, Y1) + v2cov(Y2, Y2) + . . . vncov(Y2, Yn)
...
v1cov(Yn, Y1) + v2cov(Yn, Y2) + . . . vncov(Yn, Yn)

T
v =
n∑
i=1
n∑
j=1
vivjcov(Yi, Yj)
(2.16)
=
n∑
i=1
n∑
j=1
Σ′Y ij = D[Y
′].
Seega vTΣY v ≥ 0, ning kuna v oli valitud suvaliselt, siis ΣY on mittenegatiivselt
ma¨a¨ratud. Kuna n ja Y1, Y2, . . . Yn olid suvaliselt valitud, siis on iga kovariatsioo-
nimaatriks mittenegatiivselt ma¨a¨ratud.
Sellega oleme andnud reliaabluse matemaatilise definitsiooni ning mo˜testanud lah-
ti vajaminevad taustteadmised reliaabluse hindamiseks. Ja¨rgnevalt tuletame viis
reliaabluse alumist to˜ket.
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3 Reliaabluse alumised to˜kked
Ja¨rgnevalt vaatleme reliaabluse viite alumist to˜ket ning u¨ritame pakkuda lahen-
duse to¨o¨ alguses pu¨stitatud probleemile. Vaadeldavatest alumistest to˜ketest neli –
λ1, λ2, λ3, λ4 – pakkus 1945. aastal va¨lja Louis Guttman [8]. Viienda vaadeldava
to˜kke pakkusid va¨lja Jackson ja Anguwamba oma 1977. aasta artiklis [10]. Ko˜ik
to˜kked tuletame Jacksoni ja Anguwamba artiklile tuginedes.
Olgu meil vastajate kogum I, u¨le mille vaatleme k ku¨simusest koosnevat ku¨simus-
tikku, mille vaadeldav tulemus on X, tegelik tulemus on T ja mo˜o˜tmisviga on E.
Nummerdame ku¨simused arvudega 1 kuni k. Vaatleme iga ku¨simust eraldi alam-
ku¨simustikuna, ning olgu Xi ku¨simuse i vaadeldav tulemus, Ti ku¨simuse i tegelik
tulemus ja Ei ku¨simuse i mo˜o˜tmisviga. Analoogiliselt eelmise peatu¨kiga ta¨histame
vektorite (X1, X2, . . . Xk), (T1, T2, . . . , Tk) ja (E1, E2, . . . , Ek) kovariatsioonimaat-
rikseid kui ΣX ,ΣT ,ΣE ∈ Matk (R). Nagu eelmises peatu¨kis, ta¨histame ka siin
maatriksi ΣX elemente kui xij, maatriksi ΣT elemente kui tij ning maatriksi ΣE
peadiagonaali elemente kui θi. Edaspidi vaatleme selles peatu¨kis ku¨simustiku, mille
vaadeldav tulemus on X, reliaabluse alumisi to˜kkeid.
3.1 Alumine to˜ke λ1
Vaatleme kovariatsioonimaatriksit ΣT = (tij). Eeldame vastuva¨iteliselt, et maat-
riksi ΣT peadiagonaalil leidub element, mis on negatiivne. Olgu selleks elemendiks
tii. Olgu v vektor, millel on k elementi, kusjuures
vj =
{
1, j = i
0, j 6= i .
Paneme ta¨hele, et nu¨u¨d vTΣTv = tii < 0. To˜epoolest,
vTΣTv =
(
ti1 ti2 . . . tik
)
v = tii.
Seega ei ole maatriks enam positiivselt ma¨a¨ratud, mis on eelmises peatu¨kis la¨bi-
viidud arutelu po˜hjal vastuolus sellega, et ΣT on kovariatsioonimaatriks.
Seega iga i korral peab kehtima tii ≥ 0 ning kuna eelmise peatu¨ki po˜hjal ΣX =
ΣT + ΣE, siis peab kehtima θi ≤ xii iga i, 1 ≤ i ≤ k korral.
Seega ka
k∑
i=1
θi ≤
k∑
i=1
xii. Ja¨relikult ka
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1−
k∑
i=1
xii
k∑
i=1
k∑
j=1
xij
≤ 1−
k∑
i=1
θi
k∑
i=1
k∑
j=1
xij
= 1− D [E]
D [X]
. (3.1)
Seega, vo˜ttes arvesse vo˜rdust (2.14), oleme to˜estanud ja¨rgmise lemma:
Lemma 1. Ku¨simustiku, mille vaadeldav tulemus on X, reliaabluse alumiseks
to˜kkeks on λ1, kus
λ1 = 1−
k∑
i=1
xii
k∑
i=1
k∑
j=1
xij
.
3.2 Alumine to˜ke λ2
Enne ja¨rgmise alumise to˜kke tuletamist veendume, et kehtivad kaks abitulemust.
Lemma 2. Olgu meil mittenegatiivselt ma¨a¨ratud su¨mmeetriline maatriks
C = (cij), C ∈Matn(R). Siis kehtib iga 1 ≤ i, j ≤ k korral
ciicjj ≥ c2ij.
To˜estus. Valime suvaliselt i ja j, nii et i 6= j, 1 ≤ i, j ≤ n ning α ∈ R. Olgu meil
n-vektor v, kus
vk =

1, k = i
α, k = j
0, k 6∈ {i, j}
.
Vaatleme juhtu, kui i < j. Kuna eelduste kohaselt on C mittenegatiivselt ma¨a¨ratud,
siis peab kehtima
0 ≤ vTCv = (0T 1 0′T α 0′′T )
c11 · · · c1n... . . . ...
cn1 · · · cnn


0
1
0′
α
0′′
 , (3.2)
kus 0,0′,0′′ on nullvektorid pikkustega vastavalt i− 1, j − i− 1, n− j.
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Arvutame avaldise (3.2) va¨a¨rtuse:
vTCv =
(
0T 1 0′T α 0′′T
)c11 · · · c1n... . . . ...
cn1 · · · cnn


0
1
0′
α
0′′
 =
=
(
0T 1 0′T α 0′′T
)c1i + αc1j...
ani + αcnj
 =
= cii + αcij + αcji + α
2cjj = cii + 2αcij + α
2cjj.
Seega saame, et 0 ≤ cii + 2αcij + cjj. See, et saadud ruutvo˜rratus kehtib, on
samava¨a¨rne sellega, et vaadeldava ruutvo˜rrandi diskriminant ei ole nullist suurem.
Seega,
c2ij − cicj ≤ 0,
milles soovisimegi veenduda. Juhul kui j < i, siis on to˜estus analoogiline.¯
Lemma 3. Olgu meil mingid arvud yi, 1 ≤ i ≤ n. Siis kehtib ja¨rgnev vo˜rdus
2 (n− 1)
(
n∑
i=1
yi
)2
=
n∑
i=1
n∑
j=1
j 6=i
(yi − yj)2 + 2n
n∑
i=1
n∑
j=1
j 6=i
yiyj.
To˜estus. Paneme ta¨hele, et kehtib ja¨rgnev vo˜rdus(
n∑
i=1
yi
)2
=
n∑
i=1
n∑
j=1
yiyj =
n∑
i=1
y2i +
n∑
i=1
n∑
j=1
j 6=i
yiyj.
Ja¨relikult kehtib ka vo˜rdus
2 (n− 1)
(
n∑
i=1
yi
)2
= 2 (n− 1)
n∑
i=1
y2i + 2 (n− 1)
n∑
i=1
n∑
j=1
j 6=i
yiyj.
¯ Eelneva arutelu idee pa¨rineb Ivar Tammeraidi o˜pikust [21].
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Liidetavad teistmoodi grupeerides saame, et
2 (n− 1)
n∑
i=1
y2i + 2 (n− 1)
n∑
i=1
n∑
j=1
j 6=i
yiyj =
=
(
y21 − 2y1y2 + y22
)
+
(
y21 − 2y1y3 + y23
)
+ · · ·+ (y21 − 2y1yn + y2n)+
+
(
y22 − 2y2y1 + y21
)
+ +
(
y22 − 2y2y3 + y23
)
+ · · ·+ (y22 − 2y2ynn + y2n)+
+ · · ·+
+
(
y2n − 2yny1 + y21
)
+
(
y2n − 2yny1 + y211
)
+ · · ·+ (y2n − 2ynyn−1 + y2n−1)+
+2n
n∑
i=1
n∑
j=1
j 6=i
yiyj =
n∑
i=1
n∑
j=1
j 6=i
(yi − yj)2 + 2n
n∑
i=1
n∑
j=1
j 6=i
yiyj.
Selles aga soovisimegi veenduda.
Vaatleme ja¨llegi kovariatsiooni maatriksit ΣE = diag (θi). Ma¨rkame, et eelmise
peatu¨ki po˜hjal kehtib xii = θi+tii iga 1 ≤ i ≤ k korral. Siis kehtib ka ja¨rgnev:
k∑
i=1
θi =
k∑
i=1
xii −
k∑
i=1
tii.
.
Ma¨rgime, et kuna kovariatsioon on definitsiooni po˜hjal su¨mmeetriline, siis on
ka suvaliste juhuslike suuruste vektori (Y1, Y2, . . . , Yn) kovariatsioonimaatriks ΣY
su¨mmeetriline. To˜epoolest, iga 1 ≤ i, j ≤ n korral
ΣY ij = cov(Yi, Yj) = cov(Yj, Yi) = ΣY ji.
Arvestades kovariatsioonimaatriksite mittenegatiivselt ma¨a¨ratust ja su¨mmeetrili-
sust saame, et
k∑
i=1
tii
Lemma 3
=
√√√√√√
k∑
i=1
k∑
j=1
j 6=i
(tii − tjj)2 + 2k
k∑
i=1
k∑
j=1
j 6=i
tiitjj
2 (k − 1) ≥
√√√√√√k
k∑
i=1
k∑
j=1
j 6=i
tiitjj
(k − 1) .
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Eelnevalt to˜estatud abitulemuse ja selle, et kui i 6= j, siis tij = xij, po˜hjal saame
va¨ita, et
k∑
i=1
tii ≥
√√√√√√k
k∑
i=1
k∑
j=1
j 6=i
tiitjj
(k − 1)
Lemma 2≥
√√√√√√k
k∑
i=1
k∑
j=1
j 6=i
t2ij
(k − 1) =
√√√√√√k
k∑
i=1
k∑
j=1
j 6=i
x2ij
(k − 1) .
Paneme ta¨hele, et eelneva po˜hjal kehtib:
1−
k∑
i=1
xii −
√√√√k k∑i=1 k∑j=1
j 6=i
x2ij
(k−1)
k∑
i=1
k∑
j=1
xij
≤ 1−
k∑
i=1
xii −
k∑
i=1
tii
k∑
i=1
k∑
j=1
xij
= 1−
k∑
i=1
θi
k∑
i=1
k∑
j=1
xij
= 1− D [E]
D [X]
.
Seega kehtib ja¨rgnev lemma:
Lemma 4. Ku¨simustiku, mille vaadeldav tulemus on X, reliaabluse alumiseks
to˜kkeks on λ2, kus
λ2 = 1−
k∑
i=1
xii −
√√√√k k∑i=1 k∑j=1
j 6=i
x2ij
(k−1)
k∑
i=1
k∑
j=1
xij
.
Paneme ta¨hele, et
λ2 = λ1 +
√√√√k k∑i=1 k∑j=1
j 6=i
x2ij
(k−1)
k∑
i=1
k∑
j=1
xij
.
ning seega λ1 ≤ λ2.
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3.3 Alumine to˜ke λ3
Vaatleme ja¨llegi kovariatsioonimaatriksit ΣT . Olgu meil arvud i, j, nii et 1 ≤ i, j ≤
k, j 6= i ning olgu meil k-vektor v, mille element kohal i on 1 ja element kohal j
on −1. Kuna kovariatsioonimaatriks peab olema mittenegatiivselt ma¨a¨ratud, siis
peab kehtima
0 ≤ vTΣTv = vT

t1i − t1j
t2i − t2j
...
tki − tkj
 = tii + tjj − 2tij.
Vo˜ttes arvesse, et kui i 6= j, siis xij = tij, saame, et tii + tjj ≥ 2xij.
Teame, et vo˜imalusi valida i ja j nii, et i 6= j on k (k − 1) tu¨kki. Summeerides
ko˜ikide vo˜imalike i ja j valikul saadud vo˜rratused saame, et
2 (k − 1)
k∑
i=1
tii ≥ 2
k∑
i=1
k∑
j=1
j 6=i
xij,
mis on samava¨a¨rne sellega, et
k∑
i=1
tii ≥ 1
k − 1
k∑
i=1
k∑
j=1
j 6=i
xij.
Ma¨rgime, et seega oleme leidnud ja¨rjekordse reliaabluse alumise to˜kke. To˜epoolest,
1−
k∑
i=1
xii − 1k−1
k∑
i=1
k∑
j=1
j 6=i
xij
k∑
i=1
k∑
j=1
xij
≤ 1−
k∑
i=1
xii −
k∑
i=1
tii
k∑
i=1
k∑
j=1
xij
= 1−
k∑
i=1
θi
k∑
i=1
k∑
j=1
xij
= 1− D [E]
D [X]
.
So˜nastame saadud tulemuse lemmana.
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Lemma 5. Ku¨simustiku, mille vaadeldav tulemus on X, reliaabluse alumiseks
to˜kkeks on λ3, kus
λ3 = 1−
k∑
i=1
xii − 1k−1
k∑
i=1
k∑
j=1
j 6=i
xij
k∑
i=1
k∑
j=1
xij
.
To˜kke teisendamisel saame, et
λ3 = 1−
k∑
i=1
xii − 1k−1
k∑
i=1
k∑
j=1
j 6=i
xij
k∑
i=1
k∑
j=1
xij
=
k∑
i=1
k∑
j=1
xij −
k∑
i=1
xii +
1
k−1
k∑
i=1
k∑
j=1
j 6=i
xij
k∑
i=1
k∑
j=1
xij
=
=
k∑
i=1
k∑
j=1
j 6=i
xij +
1
k−1
k∑
i=1
k∑
j=1
j 6=i
xij
k∑
i=1
k∑
j=1
xij
=
k
k − 1

k∑
i=1
k∑
j=1
j 6=i
xij
k∑
i=1
k∑
j=1
xij
 =
=
k
k − 1
1−
k∑
i=1
xii
k∑
i=1
k∑
j=1
xij
 .
Tuletades meelde to˜kke λ1 definitsiooni (vt lemma 1) on ilmne, et
λ3 =
k λ1
k − 1 (3.3)
ja seega λ1 ≤ λ3. Lisaks on vo˜imalik na¨idata, et λ3 ≤ λ2 (vt [17, 148-149]).
Reliaabluse alumine to˜ke λ3 on enam tuntud kui Cronbachi α, mis on nimetatud
Lee Cronbachi ja¨rgi, kes kasutas seda oma 1951. aasta artiklis [4], ning see on
ilmselt enim kasutatud reliaabluse hinnang. Ka¨esolevas to¨o¨s ja¨a¨me selle alumise
to˜kke nimetamisel siiski λ3 juurde – nii nimetas tuletatud to˜ket Louis Guttman
oma kuus aastat varem ilmunud artiklis [8].
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Siinkohal ma¨rgime ka a¨ra, et λ3 kasutatakse tihti ka testi sisemise ja¨rjepidavuse
hinnanguna ning sellega kokku puutudes tuleb kindlasti va¨lja selgitada, mida autor
reliaabluse all mo˜istab.
3.4 Alumine to˜ke λ4
Vaatleme kovariatsioonimaatriksit ΣT = (tij). Vaatleme k-vektorite hulka V =
{v : |vi| = 1 ∀i, 1 ≤ i ≤ k}. Olgu meil suvaline vektor v ∈ V . Kuna ΣT on
mittenegatiivselt ma¨a¨ratud, siis teame, et kehtib
0 ≤ vTΣTv.
Arvestades kovariatsioonimaatriksi ΣE = diag(θi) omadusi, saame vo˜rduse (2.11)
po˜hjal
k∑
i=1
θi =
∑
i=1
v2i θi = v
TΣEv ≤ vTΣXv.
Seega, iga v ∈ V korral saame reliaabluse alumise to˜kke. To˜epoolest, (2.14) po˜hjal
kehtib iga vektori v ∈ V korral
1− v
TΣXv
k∑
i=1
k∑
j=1
xij
≤ 1−
k∑
i=1
θi
k∑
i=1
k∑
j=1
xij
= 1− D [E]
D [X]
.
Defineerime uue alumise to˜kke kui maksimumi ko˜ikidest sellistest to˜ketest.
Lemma 6. Ku¨simustiku, mille vaadeldav tulemus on X, reliaabluse alumiseks
to˜kkeks on λ4, kus
λ4 = max
v∈V
1− vTΣXvk∑
i=1
k∑
j=1
xij
 .
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3.5 Alumine to˜ke glb
Paneme ta¨hele, et ΣE = diag (θi) struktuuri ( 2.12 ) to˜ttu on tema mittenegatiiv-
selt ma¨a¨ratus samava¨a¨rne sellega, et 0 ≤ θi iga 1 ≤ i ≤ k korral. Selle tulemuse
to˜estus on analoogiline alumise to˜kke λ1 tuletamisel la¨bitehtuga.
U¨ritame nu¨u¨d leida vea suurimat vo˜imalikku dispersiooni, mis (2.10) po˜hjal on
samava¨a¨rne summaga
k∑
i=1
θi. Arvestades eelnevalt kirjeldatud piiranguid, saame
selle kirja panna ja¨rgneva optimiseerimisu¨lesandena:
max
∑
i
θi
θi > 0
ΣX = ΣT + ΣE
ΣT  0,
(3.4)
kus kirjapilt ΣT  0 ta¨histab tingimust ”ΣT on mittenegatiivselt ma¨a¨ratud“.
Olgu z eelneva optimiseerimisu¨lesande lahend. Oleme saanud ku¨simustiku reliaab-
luse viienda alumise to˜kke.
Lemma 7. Ku¨simustiku, mille vaadeldav tulemus on X, reliaabluse alumiseks
to˜kkeks on glb (greatest lower bound), kus
glb = 1− z
k∑
i=1
k∑
j=1
xij
.
Paneme ta¨hele, et kuna z on maksimaalne vea dispersioon fikseeritud ΣX korral,
siis on alumine to˜ke glb minimaalne vo˜imalik reliaablus. Siit aga saame, et iga
teine reliaabluse alumine to˜ke peab olema to˜kkest glb va¨iksem vo˜i sellega vo˜rdne.
Seega on glb suurim vo˜imalik alumine to˜ke.
3.6 Hinnangute kasutatavus praktikas
Pu¨stitasime to¨o¨ alguses ku¨simuse, kas on vo˜imalik leida paremat reliaabluse hin-
nangut kui λ3. Ka¨sitletud hinnangutest on nii glb kui λ2 reliaabluse alumised
to˜kked ning samas va¨hemalt sama suured kui λ3, seega on need ka paremad re-
liaabluse hinnangud kui λ3. Empiiriliselt on ka λ4 enamikel juhtudest suurem kui
λ3.
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Paneme ta¨hele, et λ3 leidmine on va¨ga lihtne, ning eelmise sajandi keskel, mil ar-
vutuslik vo˜imsus oli tagashoidlik, oli tegemist olulise eelisega. Ta¨napa¨eval on λ3
lihtsus peaaegu olematu eelis, arvestades, et ka va¨ga suurte ku¨simustike puhul ei
valmista paremate hinnangute leidmine optimiseeritud programmi korral problee-
me.
Lisas B esitatud na¨idete po˜hjal na¨eme, et praktikas vo˜ivad hinnangud olla va¨ga eri-
nevad – na¨iteks joonisel 16 kujutatud kovariatsoonimaatriksi korral on tulemused
ja¨rgnevad:
Hinnang λ1 λ2 λ3 λ4 glb
Va¨a¨rtus 0.39 0.60 0.43 0.73 0.77
Joonis 9: Joonisel 16 kujutatud kovariatsioonimaatriksi reliaabluse hinnangud
On lihtne ma¨rgata, et vo˜rreldes to˜ketega λ4 ja glb alahindab λ3 reliaablust oluli-
selt. Samuti on ma¨rgatav vahe hinnangutel λ2 ja λ3. Tuletades meelde hinnangute
definitsioonid, vo˜ime u¨ritada po˜hjendada hinnangute erinevust – hinnangud ka-
sutavad kovariatsioonimaatriksitest erineva hulga informatsiooni. Kui λ3 kasutab
ainult peadiagonaalil asetsevat informatsiooni, siis to˜ke glb kasutab kogu kovariat-
sioonimaatriksis leiduvat teavet.
Joonisel 17 on aga na¨ha, et isegi juhul, kui λ3 on suur, annavad nii glb, λ4 kui ka λ3
suuremaid hinnanguid. Seega, kui ku¨simustikku mo˜testada klassikalise testiteooria
raamistikus, siis ei na¨e autor po˜hjust, miks peaks kasutama reliaabluse hindamiseks
λ3, ning soovitab eelistada teisi, ko˜rgemaid hinnanguid. Autor ma¨rgib siinkohal,
et tegemist tundub olevat valdkonna ekspertide seas levinud arvamusega [17] [19]
[5].
Mainime siinkohal a¨ra, et hinnangud glb ja λ4 vo˜ivad teatud tingimustes olla nih-
kega. See on probleem, mis esineb praktikas, kui kasutame kovariatsioonimaatriksi
asemel tema valimi po˜hjal saadud hinnangut. To˜kke glb korral vaata [22], λ4 kor-
ral [2].
4 Programmiteek
Ja¨rgnevalt po˜hjendan lu¨hidalt Pythoni eeliseid teegi realiseerimisel vo˜rreldes sel-
liste alternatiividega nagu Java, R vo˜i MATLAB:
1. Python on keel, millega programmeerimisalased o˜pingud tavaliselt algavad.
Na¨iteks Tartu U¨likoolis o˜petatakse programmeerimist keeles Python nii mate-
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maatika-informaatika teaduskonna tudengitele suunatud aines kui ka teiste-
le huvilistele suunatud aines ”Programmeerimise alused”, mida 2013/2014
aasta kevadel kuulas 150 inimest. Autor loodab, et nende seas on ka mo˜ned
psu¨hholoogia tudengid.
2. Pythonil on SciPy teekide na¨ol va¨ga hea arvutuslik tugi soovitud hinnangute
implementeerimiseks.
3. Pythoni teeki on va¨ga lihte integreerida mo˜ne veebiraamistikuga, mis vo˜iks
olla loodava teegi u¨ks rakenduskohti.
4. Python on vabavaraline ning tasuta kasutatav.
5. Sarnane programmiteek on juba implementeeritud programmeerimiskeeles
R [16].
Meetodid, mis leiavad λ1, λ2, λ3 ja λ4, on implementeeritud nii programmeerimis-
keeles Python 2 kui ka programmeerimiskeeles Python 3. Klass, mille abil saab
leida glb, on implementeeritud so˜ltuvate teekide piirangute to˜ttu ainult program-
meerimiskeeles Python 2. Programmiteegi loomisel on kasutatud teeke SciPy [12]
ja CVXPY [6]. Programmiteek on ka¨ttesaadav aadressil https://github.com/
vootelerotov/CTT-reliability-estimates.
Autor ma¨rgib, et programmi, mis leiab hinnangu λ4, ajaline keerukus on O (2
n),
mis ta¨hendab, et suurte ku¨simuste hulga korral ei ole selle kasutamine vo˜imalik.
Ku¨ll on aga sellisel juhul vo˜imalik kasutada programme, mis leiavad la¨hendi hin-
nangule λ4 (vaata [2]). U¨leja¨a¨nud programmide keerukus on polu¨nomiaalne.
Lisas C on a¨ra toodud hinnangute implementatsioonid programmeerimiskeeles
Python 2.
5 Intervallskaal alternatiivne to˜lgendamine
Antud to¨o¨ alguses pu¨stitasime ku¨simuse, kas leidub paremaid reliaabluse hinnan-
guid kui λ3.
La¨heneme nu¨u¨d reliaabluse hinnangu ta¨psustamisele teisest suunast ning vaatle-
me, millist mo˜ju avaldab hinnangule λ3 vastuste teistsugune to˜lgendamine inter-
vallskaalal.
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5.1 Vastuste to˜lgendamine intervallskaalal
Ka¨esoleva to¨o¨ sissejuhatuses kirjeldasime viisi, kuidas vaikimisi teisendatakse vas-
tused Likerti skaalalt intervallskaalale. Ma¨rgime, et selline to˜lgendus eeldab, et
vastused asuvad teineteisest sama
”
kaugel’”. Arvame, et paljudel juhtudel ei pea
see eeldus paika.
Sellest ta¨helepanekust la¨htub ja¨rgmine ku¨simus – kas on vo˜imalik leida paremat
vastuste paigutust intervallskaalal kui vaikimisi meetod? Vaatleme kahte na¨idet:
Ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus on loogiline.
Ei no˜ustu Ei no˜ustu osaliselt Nii ja naa No˜ustun osaliselt No˜ustun
Joonis 10: Na¨ide sellest, kuidas paigutuvad hinnangud skaalal vaikimisi meetodit
kasutades
Ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus on loogiline.
Ei no˜ustu Ei no˜ustu osaliselt Nii ja naa No˜ustun osaliselt No˜ustun
Joonis 11: Na¨ide hinnangute alternatiivsest paiknemisest skaalal
Vaikimisi to˜lgendusele alternatiive va¨lja pakkudes peab meil olema mingi karak-
teristik, mille alusel to˜lgendust hinnata. Esitame ja¨rgmise idee: u¨ritame leida hin-
nangute paiknemist skaalal nii, et ku¨simustiku reliaablus oleks vo˜imalikult suur.
Seame endale loomuliku piirangu: vastuste esialgne ja¨rjestus ei tohi muutuda.
5.2 Reliaabluse hindamine
Kuna ku¨simustiku reliaabluse leidmine ei ole praktiliselt vo˜imalik, siis kasuta-
me selle la¨hendusena eelmises peatu¨kis ka¨sitletud alumisi to˜kkeid. On selge, et
ta¨pseima tulemuse annab vo˜imalikult ta¨pse alumise to˜kke kasutamine. Kuna sobi-
va to˜lgenduse leidmine taandub optimiseerimisu¨lesandele, siis kasutame siinkohal
konservatiivsemat alumist to˜ket λ3: selle arvutamise lihtsus, mis ei omanud fiksee-
ritud to˜lgenduse korral ta¨napa¨evase arvutusvo˜imsuse juures erilist ta¨htsust, osutub
siin oluliseks eeliseks. Lisaks on λ3 psu¨hholoogide seas laialt tuntud ning seda ka-
sutava meetodi juurutamine praktikas oleks ilmselt lihtsam, kui mo˜ne nende jaoks
tundmatut hinnangut kasutava meetodi juurutamine.
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5.3 La¨henemise korrektsus
Lugejal vo˜ib siinkohal tekkida kaks ku¨simust la¨henemise korrektuse kohta.
Esiteks, kas selline la¨henemine tagab meile ku¨simustiku suurema reliaabluse? Vas-
tus sellele ku¨simusele on kahjuks eitav – to˜epoolest, on vo˜imalik, et me saame
teistsuguse to˜lgendusega ku¨simustiku, mille reliaabluse alumine to˜ke on suurem
kui vaikimisi to˜lgendusega ku¨simustiku puhul, kuid mille reliaablus on samal ajal
va¨iksem. Kuna meil aga ei ole vo˜imalik reliaablust ta¨pselt mo˜o˜ta, siis ei ole meil ka
otsest po˜hjust uskuda, et u¨he to˜lgendusega saadud reliaablus on suurem kui teise
to˜lgenduse korral.
Ku¨ll aga kerkib siinkohal esile praktilisem probleem seoses λ3 kasutamisega reliaab-
luse hindamiseks. Nimelt vo˜ib leida aset olukord, kus meie pakutava to˜lgenduse
korral on λ3 suurem kui vaikimisi to˜lgenduse korral, kuid mo˜ni tihedam alumine
to˜ke on va¨iksem. Illustreerime seda olukorda na¨itega.
0 1
λ2 glb
0 1
λ2 glb
Joonis 12: Olukord, kus alternatiivne to˜lgendus suurendab alumist to˜ket λ3 ja
va¨hendab alumist to˜ket glb
Joonisel kujutatud olukord on kindlasti ebasoovitav. Lihtsam vo˜imalik lahendus
on uue to˜lgenduse korral leida teised alumised to˜kked ning juhul, kui ko˜ige ti-
hedam alumine to˜ke on vaikimisi to˜lgenduse korral suurem kui leitud to˜lgenduse
korral, siis ja¨a¨da vaikimisi to˜lgenduse juurde. Keerukam lahendus oleks kasutada
optimiseerimisel mo˜nda tihedamat alumist to˜ket – selle la¨henemise puuduseks on
aga vajadus lahendada keerukam optimiseerimisu¨lesanne.
Teiseks, kuidas mo˜jutab vastuste tavapa¨rasest erinev to˜lgendus ku¨simustiku valiid-
sust? Selle ku¨simuse korral ma¨rgime a¨ra, et kuigi vaikimisi definitsioon on laial-
daselt levinud, ei ole selle kasutamine tihti po˜hjendatud ning on paljudel juhtudel
samava¨a¨rne meie poolt pakutud to˜lgendusega – meil ei ole mingit kindlat po˜hjust
uskuda, et u¨he to˜lgenduse korral on valiidsus parem kui teise korral. U¨helt poolt
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on selline vastus mitterahuldav – meie pakutud lahendus ei pruugi olla parem kui
olemasolev. Teisalt ei pruugi vaikimisi kasutatav to˜lgendus olla parem kui meie
poolt pakutav.
Meie pakutava to˜lgenduse va¨ikese eelisena vo˜ib siiski a¨ra tuua ja¨rgneva. Kuna
enamiku valiidsuse definitsioonide korral on valiidsus u¨levalt to˜kestatud mingi re-
liaablusest so˜ltuva funktsiooniga (ko˜ige levinuma definitsiooni korral on to˜kkeks
reliaabluse positiivne ruutjuur), siis reliaabluse alumise to˜kke abil saame midagi
o¨elda valiidsuse ko˜ige va¨iksema vo˜imaliku u¨lemise to˜kke kohta. Paneme ta¨hele,
et kuna teame ainult reliaabluse alumist to˜ket ja mitte reliaablust ennast, siis ei
ole meil mingit po˜hjust va¨ita, et va¨him vo˜imalik u¨lemine to˜ke on ka ku¨simustiku
valiidsuse u¨lemiseks to˜kkeks.
5.4 Alternatiivse to˜lgenduse matemaatiline so˜nastus
Olgu meil populatsioon I ning k ku¨simusega ku¨simustik, kus iga ku¨simuse kohta
palutakse hinnangut l-palli Likerti skaalal. Nummerdame ku¨simused naturaalar-
vudega 1 kuni k. Olgu meil juhuslikud suurused K1, K2, ..., Kk, mille ma¨a¨ramis-
piirkonnaks on ko˜ik erinevad vo˜imalikud vastuste kombinatsioonid ku¨simustikule
ning muutumispiirkonnaks on hulk {1, 2, . . . , l} ning to˜lgendame juhuslikku suu-
rust Ki kui ku¨simusele i antud vastuse to˜lgendust vaikimisi kasutataval intervall-
skaalal. Toome sisse ka ta¨histused piα, i ∈ {1, 2, . . . , k}, α ∈ {1, 2, . . . , l}, kus piα
ta¨histab to˜ena¨osusust, et juhusliku suuruse Ki va¨a¨rtus on α.
Tuletame meelde λ3 definitsiooni u¨le vektori (K1, K2, . . . , Kk) kovariatsioonimaat-
riksi ΣK :
λ3 = (
k
k − 1)(1−
k∑
i=1
ΣKii
k∑
i=1
k∑
j=1
ΣKij
).
Vo˜ttes arvesse, et ΣKij = cov(Ki, Kj), ning definitsiooni ja¨rgi
cov(X,X) =  [(X −  [X])(X −  [X])], saame, et
λ3 = (
k
k − 1)(1−
k∑
i=1
ΣKii
k∑
i=1
k∑
j=1
ΣKij
) =
k
k − 1
1−
k∑
i=1
D(Ki)
k∑
i=1
k∑
j=1
cov(Ki, Kj)
 .
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Soovime leida sellise viisi vastuste to˜lgendamiseks, et λ3 oleks maksimaalne. Kuju-
tame juhuslikud suurused K1, K2, . . . , Kk juhuslikeks suurusteks M1,M2, . . . ,Mk,
kusjuures juhusliku suuruse Mi ma¨a¨ramispiirkond u¨htib suuruse Ki ma¨a¨ramis-
piirkonnaga ning Mi saab va¨a¨rtusi hulgast Mi = {µi1, µi2, . . . , µil} i ∈ {1, 2, . . . , k}.
Lisaks kehtigu ja¨rgnevad kitsendused:
µi1 < µi2 < . . . < µil,
Ki(ω) = j =⇒ Mi(ω) = µij,∀j, 1 ≤ j ≤ l.
Siinkohal ma¨rgime, et hinnangute to˜lgenduste juures ei huvita meid absoluutne,
vaid suhteline paigutus. Seda arvesse vo˜ttes lisame ja¨rgnevad normaliseerivad kit-
sendused:
E(Li) =
l∑
j=1
pijµij = 0, (5.1)
D(Li) =
l∑
j=1
pij(µij − E(Li))2 =
l∑
j=1
pijµ
2
ij = 1. (5.2)
Paneme ta¨hele, et selliste piirangute korral esitub λ3 lihtsamal kujul. To˜epoo-
lest,
λ3 =
k
k − 1
1−
k∑
i=1
D(Mi)
k∑
i=1
k∑
j=1
cov(Mi,Mj)
 = kk − 1
1− kk∑
i=1
k∑
j=1
cov(Mi,Mj)
 .
Siit na¨eme, et sellisel juhul taandub λ3 maksimiseerimine avaldise
n∑
i=1
n∑
j=1
COV (Mi,Mj)
maksimiseerimisele.
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Ka¨esoleva bakalaureuseto¨o¨ u¨lesehitus on loogiline.
1 2 3 4 5
-1 -0.8 -0.10 0.1 0.3 0.5 1
Joonis 13: Na¨ide hulkade ran(Ki) ja ran(Mi) suhestumisest
Olgu meil to˜ena¨osuste maatriks P , kusjuures
P =

p(11)(11) p(11)(12) · · · p(11)(1l) p(11)(21) p(11)(22) · · · p(11)(kl)
p(12)(11) p(12)(12) · · · p(12)(1l) p(12)(21) p(12)(22) · · · p(12)(kl)
...
...
...
...
...
...
. . .
...
p(kl)(11) p(kl)(12) · · · p(kl)(1l) p(kl)(21) p(kl)(22) · · · p(kl)(kl)
 ,
kus p(iα)(jβ), i, j ∈ {1, 2, ..., k}, α, β ∈ {1, 2, . . . , l} ta¨histab to˜ena¨osust, et juhuslik
suurus Ki saab va¨a¨rtuse α ja juhuslik suurus Kj saab va¨a¨rtuse β.
Defineerime vektori x, nii et
x = (µ11, µ12, . . . , µ1l, µ21, µ22, . . . , µkl)
T .
Siis xTPx =
k∑
i=1
k∑
j=1
cov(Mi,Mj). Veendume selles:
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xTPx =
(
µ11 µ12 · · · µkl
)

p(11)(11) p(11)(12) · · · p(11)(kl)
p(12)(11) p(12)(12) · · · p(12)(kl)
...
...
. . .
...
p(kl)(11) p(kl)(12) · · · p(kl)(kl)


µ11
µ12
...
µkl
 =
=
(
k∑
j=1
l∑
r=1
µjrp(jr)(11)
k∑
j=1
l∑
r=1
µjrp(jr)(12) · · ·
k∑
j=1
l∑
r=1
µjrp(jr)(kl)
)
µ11
µ12
...
µkl
 =
=
k∑
j=1
l∑
r=1
µjrp(jr)(11)µ11 +
k∑
j=1
l∑
r=1
µjrp(jr)(12)µ12 + · · ·+
k∑
j=1
l∑
r=1
µjrp(jr)(kl)µkl =
=
k∑
i=1
l∑
s=1
k∑
j=1
l∑
r=1
µjrp(jr)(is)µis =
k∑
i=1
k∑
j=1
l∑
s=1
l∑
r=1
µjrp(jr)(is)µis =
k∑
i=1
k∑
j=1
E(MiMj) =
=
(5.1)
k∑
i=1
k∑
j=1
E(MiMj)− E(Mi)E(Mj) =
k∑
i=1
k∑
j=1
cov(Mi,Mj)
Eelneva po˜hjal piisab meile, arvestades eelnevalt a¨ratoodud piiranguid Mi kesk-
va¨a¨rtusele ja dispersioonile ning pannes ta¨hele, et mo˜lemat piirangut on vo˜imalik
lihtsasti kirja panna maatriksite korrutisena, suurima vo˜imaliku λ3 leidmiseks
ruutvo˜rrandi xTPx maksimiseerimisest. Seega saame pu¨stitada ja¨rgneva optimi-
seerimisprobleemi, mille lahendus annab meile otsitavad to˜lgendused:
min xT (−P )x
RTi x = 0, i ∈ 1, 2, . . . , k
Ri = (0, 0, . . . 0, 0︸ ︷︷ ︸
(i−1)l
pi1, pi2, pi3, pi4, . . . , pil, 0, 0, . . . , 0, 0︸ ︷︷ ︸
(k−i)l
) (5.3)
xTQix = 1, i ∈ {1, 2, ..., k}, Qi =

q11 0 · · · 0
0 q12 · · · 0
...
...
. . .
...
0 0 · · · qkl

qjk =
{
0 j 6= i
pik i = j
.
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5.5 Hinnang saadud to˜lgendusele
Selles peatu¨kis va¨lja pakutud idee kasutamise esimeseks eelduseks on pu¨stitatud
optimiseerimisu¨lesande lahendamine. Antud u¨lesande puhul on tegemist ruutkit-
sendustega ruutprogrameermisu¨lesandega, mille lahendamine on u¨ldjuhul raske.°
Lisaks tundub, et antud u¨lesanne ei kuulu mo˜nda lihtsamasse alamu¨lesannete klas-
si.
Ku¨ll on sellist tu¨u¨pi u¨lesandeid vo˜imalik lo˜dvendada, levinud lo˜dvenduseks on
probleemi teisendamine mittenegatiivseks optimiseerimisu¨lesandeks [1, 2]. See konk-
reetne lo˜dvendus osutus antud probleemi puhul aga liiga lo˜dvaks.
Autor leiab, et juhul, kui o˜nnestub leida efektiivne viis optimiseerimisu¨lesande
la¨hendamiseks, va¨a¨rib tutvustatud idee edasist uurimist – λ3 tuntus ta¨hendab seda,
et juhul, kui on po˜hjust uskuda, et optimiseerimisu¨lesande lahendamisel saadud
to˜lgendused suurendavad testi reliaablust, vo˜ib loota, et va¨ljapakutud meetod leiab
ka praktikas kasutamist.
° Ta¨psemalt on tegemist NP-Hard probleemiga: kui sellele u¨lesandele leidub polu¨nomiaalse
keerukusega lahendusalgoritm, siis leidub polu¨nomiaalse keerukusega algoritm ka paljudele teis-
tele rasketele probleemidele.
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Kokkuvo˜te
Antud bakalaureuseto¨o¨s u¨ritasime lahendada praktilist probleemi – kas reliaabluse
hindamiseks leidub paremat hinnangut, kui hetkel praktikas kasutatav λ3, tuntud
ka kui Cronbachi α?
To¨o¨ esimeses osas tutvustasime lugejale ku¨simustikega seotud terminoloogiat, seal-
hulgas valiidsuse ja reliaabluse mo˜isteid ning esitasime vajaliku taustinfo prob-
leemi mo˜testamiseks. Teises peatu¨kis jo˜udsime reliaabluse matemaatilise definit-
sioonini ning tutvustasime lugejale u¨htlasi klassikalise testiteooria po˜hitulemus.
Lisaks vaatlesime, kuidas seostuvad ku¨simustiku vaadeldavate tulemuste, tegeli-
ke tulemuste ja mo˜o˜tevigade kovariatsioonimaatriksid ku¨simustiku reliaablusega.
Kolmandas osas tuletasime viis reliaabluse alumist to˜ket: λ1, λ2, λ3, λ4 ja glb.
Ja¨rgnevalt kirjeldasime to¨o¨ ka¨igus loodud programmiteeki ning po˜hjendasime selle
implementeerimisel tehtud valikuid. To¨o¨ viimases osas vaatlesime u¨hte vo˜imalikku
viisi ku¨simustiku reliaabluse parandamiseks, leides vastuste sobivama paigutuse
intervallskaalal.
Autor loodab, et to¨o¨ pakkus midagi nii psu¨hholoogidele kui ka matemaatikutele.
Psu¨hholoogidel vo˜ib abi olla to¨o¨s tutvustatud reliaabluse hinnangutest ning nende
hinnangute praktikas leidmiseks loodud programmiteegist. Matemaatikute jaoks
pakkus loodetavasti huvi nii to¨o¨s tutvustatud klassikaline testiteooria, mis annab
matemaatiliselt ilusa raamistiku ku¨simustike analu¨u¨simiseks, kui ka to¨o¨ viimases
osas esitatud idee ku¨simustike reliaabluse suurendamiseks.
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Lisad
A Na¨ited ku¨simustikust Likerti skaalal
Joonis 14: Na¨ide Tartu U¨likooli o˜ppeinfo su¨steemi tagasiside ankeedist, kus raken-
datakse Likerti skaalat [23]
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Joonis 15: Na¨ide ku¨simustikust, kus on rakendatud Likerti skaalat; ku¨simused on
paigutatud nende ja¨rjestikkuse ro˜hutamiseks teljele [20]
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B Empiirilised na¨ited
Ja¨rgnevad kovariatsioonimaatriksid on leitud Tartu u¨likooli psu¨hholoogide poolt
la¨biviidud ku¨simustiku andmete po˜hjal, jagadas ku¨simustiku alamku¨simustikeks.
Kovariatsioonimaatriks
3.00 1.52 1.73 1.21 0.69 1.40 -0.53 -0.64 -0.75 -0.56 -0.57 -0.83
1.52 3.25 1.37 0.70 0.78 1.01 -0.31 -0.21 -0.17 -0.39 -0.29 -0.65
1.73 1.37 3.25 1.43 0.85 1.62 -0.71 -0.77 -0.94 -0.98 -0.65 -1.20
1.21 0.70 1.43 2.79 0.16 1.00 -1.03 -1.23 -0.98 -0.87 -0.82 -0.85
0.69 0.78 0.85 0.16 2.67 0.82 -0.11 0.20 -0.10 0.10 0.40 -0.09
1.40 1.01 1.62 1.00 0.82 2.37 -0.52 -0.48 -0.84 -0.55 -0.37 -0.73
-0.53 -0.31 -0.71 -1.03 -0.11 -0.52 1.59 1.25 0.52 0.87 0.65 0.93
-0.64 -0.21 -0.77 -1.23 0.20 -0.48 1.25 2.38 0.77 1.12 0.92 1.02
-0.75 -0.17 -0.94 -0.98 -0.10 -0.84 0.52 0.77 2.30 0.81 0.75 0.68
-0.56 -0.39 -0.98 -0.87 0.10 -0.55 0.87 1.12 0.81 2.14 1.00 1.25
-0.57 -0.29 -0.65 -0.82 0.40 -0.37 0.65 0.92 0.75 1.00 2.09 0.69
-0.83 -0.65 -1.20 -0.85 -0.09 -0.73 0.93 1.02 0.68 1.25 0.69 2.03
Hinnang λ1 λ2 λ3 λ4 glb
Va¨a¨rtus 0.39 0.60 0.43 0.73 0.77
Joonis 16: Kahe erineva kuue ku¨simusega alamku¨simustiku kombineerimisel saa-
dud kovariatsioonimaatriks koos reliaabluse hinnangutega
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Kovariatsioonimaatriks
Variable 1 2 3 4 5 6 7 8 9 10 11 12
3.00 1.52 1.73 1.21 0.69 1.40 1.39 0.90 1.27 1.15 0.58 0.83
1.52 3.25 1.37 0.70 0.78 1.01 1.10 1.73 0.94 0.85 0.56 0.70
1.73 1.37 3.25 1.43 0.85 1.62 1.19 0.61 1.85 1.28 0.61 0.85
1.21 0.70 1.43 2.79 0.16 1.00 0.64 0.26 0.93 1.49 0.14 0.53
0.69 0.78 0.85 0.16 2.67 0.82 0.77 0.99 0.64 0.10 1.61 0.56
1.40 1.01 1.62 1.00 0.82 2.37 0.98 0.74 1.17 1.02 0.74 0.90
1.39 1.10 1.19 0.64 0.77 0.98 2.39 1.26 1.12 0.66 0.61 0.72
0.90 1.73 0.61 0.26 0.99 0.74 1.26 2.91 0.55 0.43 0.82 0.77
1.27 0.94 1.85 0.93 0.64 1.17 1.12 0.55 2.52 0.81 0.45 0.80
1.15 0.85 1.28 1.49 0.10 1.02 0.66 0.43 0.81 2.19 0.25 0.55
0.58 0.56 0.61 0.14 1.61 0.74 0.61 0.82 0.45 0.25 2.43 0.54
0.83 0.70 0.85 0.53 0.56 0.90 0.72 0.77 0.80 0.55 0.54 1.35
Hinnang λ1 λ2 λ3 λ4 glb
Va¨a¨rtus 0.79 0.87 0.86 0.93 0.93
Joonis 17: Kahe sama konstruktsiooni mo˜o˜tva kuue ku¨simusega alamku¨simustike
kombineerimisel saadud kovariatsioonimaatriks koos reliaabluse hinnangutega
Kovariatsioonimaatriks
1.99 0.39 0.37 0.98 0.85 0.70 -0.48 -0.49 -0.39 -0.43 -0.25 -0.27
0.39 2.15 0.38 0.79 0.50 0.28 -0.60 -0.39 -0.27 -0.05 -0.19 -0.05
0.37 0.38 2.12 0.45 0.74 0.70 -0.41 -0.10 -0.06 0.06 -0.02 0.07
0.98 0.79 0.45 3.06 0.95 0.34 -0.59 -0.64 -0.36 -0.14 -0.04 0.05
0.85 0.50 0.74 0.95 2.90 0.77 -0.32 -0.58 -0.05 0.05 0.22 0.32
0.70 0.28 0.70 0.34 0.77 2.65 -0.47 -0.45 -0.45 -0.37 -0.39 -0.38
-0.48 -0.60 -0.41 -0.59 -0.32 -0.47 1.99 0.58 0.51 0.38 0.31 0.47
-0.49 -0.39 -0.10 -0.64 -0.58 -0.45 0.58 1.86 0.59 0.30 0.03 0.31
-0.39 -0.27 -0.06 -0.36 -0.05 -0.45 0.51 0.59 1.63 0.63 0.45 0.81
-0.43 -0.05 0.06 -0.14 0.05 -0.37 0.38 0.30 0.63 1.41 0.63 1.01
-0.25 -0.19 -0.02 -0.04 0.22 -0.39 0.31 0.03 0.45 0.63 1.79 1.11
-0.27 -0.05 0.07 0.05 0.32 -0.38 0.47 0.31 0.81 1.01 1.11 2.33
Hinnang λ1 λ2 λ3 λ4 glb
Va¨a¨rtus 0.39 0.53 0.43 0.68 0.70
Joonis 18: Kahe erineva kuue ku¨simusega alamku¨simustiku kombineerimisel saa-
dud kovariatsioonimaatriks koos reliaabluse hinnangutega
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C Programmiteegi implementatsioon
1 def calculate_lambda_1(cov_matrix):
2 u"""
3 Based on Guttman,1945, for calculations using Jackson,
4 Aguvwamba,1977,[569].
5 """
6 n = check_that_matrix_is_square_and_fix_n(cov_matrix)
7 def sum_of_main_diagonal():
8 summ = 0
9 for i in xrange(n):
10 summ += cov_matrix[i,i]
11 return summ
12 return 1 - (sum_of_main_diagonal()/
13 calculate_sum_of_covariance_matrix_elements(cov_matrix, n))
Programm 1: Funktsioon hinnangu λ1 leidmiseks
1 def calculate_lambda_2(cov_matrix):
2 u"""
3 Using Guttman,1945,[259] definition.
4 """
5 def sum_of_squares_of_non_diagonal_matrix_elements():
6 summ = 0
7 for i in xrange(n):
8 for j in xrange(i):
9 summ += cov_matrix[i,j]**2
10 return 2*summ
11 n = len(cov_matrix)
12 l1 = calculate_lambda_1(cov_matrix)
13 sum_of_squares = sum_of_squares_of_non_diagonal_matrix_elements()
14 under_square_root =((n)/(n-1)* sum_of_squares)**(1/2)
15 return l1 + (under_square_root/
16 calculate_sum_of_covariance_matrix_elements(cov_matrix))
Programm 2: Funktsioon hinnangu λ2 leidmiseks
1 def calculate_lambda_3(cov_matrix):
2 nr_of_items = len(cov_matrix)
3 return (nr_of_items/(nr_of_items-1))*calculate_lambda_1(cov_matrix)
Programm 3: Funktsioon hinnangu λ3 leidmiseks
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1 import numpy as np
2 def calculate_lambda_4(cov_matrix):
3 u"""
4 Lambda 4, based on Guttman, 1945, using the implementation of Jackson,
5 Agunwamba, 1977.
6 Based on idea that we try to best possible split (u is a vector,
7 with elements either 1 or -1, ones will be in one split,
8 minus ones in another) .
9 NAIVE IMPLEMENTATION, works with relativiely low N,
10 better approches available, see Benton, 2013.
11 """
12 def objective_function(u):
13 return u.T.dot(cov_matrix.dot(u))
14 def try_vectors():
15 u"""
16 Idea : generate half of all possible vectors of length n,
17 such that if vector v is in, vector -v is not.
18 Using binary representation as string,
19 from 2**(n-1) to 2**n, coding "0" to "-1"
20 """
21 smallest = np.Infinity
22 result_vector = []
23 l = []
24 for i in xrange(2**(n-1),2**n):
25 binary_of_i = np.binary_repr(i,width=n)
26 binary_of_i_int = [ 1 if x == u"1" else -1 for x in binary_of_i]
27 u = np.array(binary_of_i_int)
28 result = objective_function(u)
29 if result < smallest:
30 smallest = result
31 result_vector = u
32 return smallest
33 def calc_lambda(smallest):
34 return 1 - (smallest/
35 util.calculate_sum_of_covariance_matrix_elements(cov_matrix, n))
36 n = util.check_that_matrix_is_square_and_fix_n(cov_matrix)
37 return calc_lambda(try_vectors())
Programm 4: Funktsioon hinnangu λ4 leidmiseks
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1 import cvxpy as cv
2 import numpy as np
3 u""""
4 Idea: Observed covariance matrix is of observed scores.
5 That matrix is sum of true score coviarance matrix and error covariance matrix.
6 As errors don’t correlate with anything else than themselves,
7 the last is diagonal matrix. So, C_obs = C_true + C_error
8 We look to maximize error (to find the worst possible case),
9 that is the same as minimizing the trace of C_true.
10 More can be found in Jackson,Agunwamba,1977 and Woodhouse,Jakson, 1977.
11 """
12 class Glb(object):
13 def __init__(self,cov_matrix):
14 self._cov_matrix = cov_matrix
15 self._constraints = []
16 self._n = util.check_that_matrix_is_square_and_fix_n(cov_matrix)
17 self._cov_matrix = np.matrix(cov_matrix)
18 self._generate_matrix_variables()
19 self._divide_covariance_matrix_of_into_error_and_true_score()
20 self._fix_error_cov_matrix_diagonal_fields_constraints()
21 self._error_cov_matrix_non_diagonal_fields_are_0()
22 self._prepare_program()
23 self._solve_program()
24 self._answer = self._calculate_Glb()
25 def _generate_matrix_variables(self):
26 self._true_cov_matrix = cv.semidefinite(self._n,
27 name=u"true_cov_matrix")
28 self._error_cov_matrix = cv.Variable(self._n, self._n,
29 name=u"error_cov_matrix")
30 def _divide_covariance_matrix_of_into_error_and_true_score(self):
31 u"""
32 Constraint that C_obs = C_true + C_error
33 """
34 self._constraints.append(self._error_cov_matrix+
35 self._true_cov_matrix == self._cov_matrix)
36 def _fix_error_cov_matrix_diagonal_fields_constraints(self):
37 u"""
38 Error covariance matrix must be semidefinite,
39 meaning that all elements on the diagonal must be positive.
40 """
41 for i in xrange(self._n):
42 self._constraints.append(self._error_cov_matrix[i,i] >= 0)
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43 def _error_cov_matrix_non_diagonal_fields_are_0(self):
44 u"""
45 Covariance between different errors is 0
46 """
47 for i in xrange(self._n):
48 for j in xrange(self._n):
49 if (i != j):
50 self._constraints.append(
51 self._error_cov_matrix[i,j] == 0)
52 def _prepare_program(self):
53 u"""
54 Minimize trace of true score covirance matrix
55 """
56 self._p = cv.Problem(cv.Minimize(
57 sum([self._true_cov_matrix[i,i] for i in xrange(self._n)])),
58 self._constraints)
59 if not self._p.is_dcp():
60 raise Exception(u"Non-DCP glb, something went terrible wrong")
61 def _solve_program(self):
62 try:
63 self._p.solve()
64 except:
65 raise Exception(u"Program was unable to find glb")
66 def _calculate_Glb(self):
67 return 1 - (sum(
68 [self._error_cov_matrix.value[i,i] for i in xrange(self._n)])/
69 util.calculate_sum_of_covariance_matrix_elements(
70 self._cov_matrix,self._n)
71 def get_answer(self):
72 return self._answer
Programm 5: Klass hinnangu glb leidmiseks
def check_that_matrix_is_square_and_fix_n(input_matrix):
def check_that_matrix_is_square():
for row in input_matrix:
if len(row) != n:
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raise Exception(u"Matrix not square or missing data")
n = len(input_matrix)
check_that_matrix_is_square()
return n
def fix_number_of_rows(input_matrix):
def check_that_matrix_is_complete():
for row in input_matrix:
if len(row) != n:
raise Exception(u"Matrix not square or missing data")
n = len(input_matrix[0])
check_that_matrix_is_complete()
return n
def calculate_sum_of_covariance_matrix_elements(cov_matrix,n = None):
if n == None:
n = check_that_matrix_is_square_and_fix_n(cov_matrix)
summ = 0
for i in xrange(n):
for j in xrange(n):
summ += cov_matrix[i,j]
return summ
Programm 6: Eelnevates programmides kasutatud abifunktsioonid
53
D Litsents
Lihtlitsents lo˜puto¨o¨ reprodutseerimiseks ja lo˜puto¨o¨ u¨ldsusele ka¨ttesaa-
davaks tegemiseks.
Mina, Vootele Ro˜tov (su¨nnikuupa¨ev: 11.11.1988)
1. annan Tartu U¨likoolile tasuta loa (lihtlitsentsi) enda loodud teose
Valikvastustega ku¨simustike reliaabluse hindamine,
mille juhendaja on Margus Niitsoo,
(a) reprodutseerimiseks sa¨ilitamise ja u¨ldsusele ka¨ttesaadavaks tegemise
eesma¨rgil, sealhulgas digitaalarhiivi DSpace’i lisamise eesma¨rgil kuni
autorio˜iguse kehtivuse ta¨htaja lo˜ppemiseni;
(b) u¨ldsusele ka¨ttesaadavaks tegemiseks Tartu U¨likooli veebikeskkonna kau-
du, sealhulgas digitaalarhiivi DSpace’i kaudu kuni autorio˜iguse kehti-
vuse ta¨htaja lo˜ppemiseni.
2. olen teadlik, et punktis 1 nimetatud o˜igused ja¨a¨vad alles ka autorile.
3. kinnitan, et lihtlitsentsi andmisega ei rikuta teiste isikute intellektuaalomandi
ega isikuandmete kaitse seadusest tulenevaid o˜igusi.
Tartu, 3. juuni 2014. a.
