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Abstract
Traditional indoor localization techniques that use Received Signal Strength or Iner-
tial Measurement Units for dead-reckoning suffer from signal attenuation and sensor
drift, resulting in inaccurate position estimates. Newly available Ultra-Wideband ra-
dio modules can measure distances at a centimeter-level accuracy while mitigating
the effects of multipath propagation due to their very fine time resolution. Known
locations of fixed anchor nodes are required to determine the position of tag nodes
within an indoor environment. For a large system consisting of several anchor nodes
spanning a wide area, physically mapping out the locations of each anchor node is a
tedious task and thus makes the scalability of such systems difficult. Hence it is im-
portant to develop indoor localization systems wherein the anchors can self-calibrate
by determining their relative positions in Euclidean 3D space with respect to each
other.
In this thesis, we propose two novel anchor self-calibrating algorithms - Triangle
Reconstruction Algorithm (TRA) and Channel Impulse Response Positioning (CIR-
Pos) that improve upon existing range-based implementations and solve existing prob-
lems such as flip ambiguity and node localization success rate. The localization ac-
curacy and scalability of the self-calibrating anchor schemes are tested in a simulated
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Global Positioning Systems (GPS) have achieved wide-scale adoption due to their
high accuracy, availability, and low-cost single-chip receivers that can be easily inte-
grated into modern embedded systems. Indoor Positioning Systems consist of a net-
work of devices within a GPS-denied indoor environment used to track humans and
objects within multistory buildings, train stations, airports, museums, warehouses,
etc. Tracking the location of humans within an indoor environment can help maintain
social-distance norms during pandemics and can also be used to monitor human traf-
fic behavior within commercial shopping malls. Indoor navigation systems that assist
the visually impaired will be significantly improved with the help of precise location
feedback to the user. In a multistory environment, indoor positioning systems can
be deployed to coordinate fire and rescue operations. These systems can be deployed
within a household environment to locate items such as key-fobs and smartphones
and can also be used to locate and create path planning layouts for automated robots
within warehouses. In contrast with Global Positioning Systems, indoor positioning
systems have not achieved the same level of position accuracy. Semiconductor man-
ufacturers have recently released low-cost Ultra-Wideband (UWB) radio transceiver
modules capable of centimeter-level distance accuracy and immunity against multi-
path effects due to their very fine timing resolution. Thus UWB modules can now be
2
Chapter 1. Introduction
used to develop highly accurate indoor localization systems. In order to determine
the location of a mobile tag node within an indoor environment, the locations of the
fixed anchor nodes and the anchor-tag distances must be known. This thesis aims
to build a scalable self-calibrating anchor scheme that can precisely locate objects in
an indoor environment using UWB technology to avoid having to physically measure
the location of each anchor node.
1.1 Contributions
The main contributions of this thesis are as follows:
• We propose the Triangle Reconsturction Algorithm (TRA), an anchor self-
calibrating algorithm that reduces the number of failures to determine robust
quadrilaterals within a network and hence produces an improved location ac-
curacy and Node Localization Success Rate.
• The Triangle Reconstruction Algorithm (TRA) reduces the number of robust
quadrilateral ”searches” required to localize nodes. Noisy scenarios where nodes
are a part of only a single robust quadrilateral will recover from a potential
triangle inequality test failure thereby increasing the Node Localization Success
Rate.
• We propose Channel Impulse Response Positioning (CIRPos), an anchor self-
calibrating algorithm that further builds upon the Triangle Reconstruction Al-
gorithm which analyses the Channel Impulse Response(CIR) metrics to deter-
mine the likelihood of whether the UWB distance measurements are made in
a NLOS scenario and improves the localization success rate of orphan nodes
within the network. CIRPos ensures that there is significant resilience to noisy




• CIRPos helps to reduce the amount of unutilized hardware in the network and
helps improve the localization capability of the system in scenarios where a tag’s
ranging capability is limited due to power constraints.
1.2 Document Structure
The document structure is outlined below:
• Chapter 2 covers the background material which includes fundamental concepts
of positioning systems, and discusses Ultra-Wideband, existing implementations
of network localization and concepts related to graph localizability.
• Chapter 3 describes the novel anchor self-calibrating algorithms: Triangle Re-
construction Algorithm and CIRPos.
• Chapter 4 describes the UWB hardware implementation test setups and the
steps taken to reduce ranging error, create an inter-node distance matrix and
detect the likelihood of NLOS measurements using Channel Impulse Response
metrics .
• Chapter 5 discusses the evaluation metric and the results of our simulations.




2.1 Fundamentals of Positioning Systems
In the following section, we will explore basic radio propagation principles and position
determination strategies:
2.1.1 Received Signal Strength Indicator
In this method, we measure the received signal power level at the receiver. The
transmitter power level is known, and based on the propagation loss due to signal
attenuation, we can calculate the distance between the receiver and transmitter. The
free space power at receiver antenna separated by a distance d from the transmitter






Where Pt is the transmitted power, Pr(d) is the received power, Gt and Gr are
the transmitter and receiver antenna gains, respectively, d is the distance between
the transmitter and receiver in meters, and L is a system loss factor, i.e. losses due
to transmission line loss, filter loss and antenna loss and alpha is the wavelength in
meters. The propagation loss in an indoor environment is not predictable and is hence
modeled as a log-normally distributed random variable as shown in [9]:
5
Chapter 2. Background






Where d and d0 are the real and reference distances respectively, Pr(d) is the
received signal power at a real distance, Pr(d0) is the received signal power at reference
distance, X is the noise incurred by time-variant sources, and n is the path loss
exponent. The loss model is then simplified as [9]:
RSSI(d) = A− 10nlog(d) (2.3)
Where RSSI(d) is the received signal power at distance d, A is the received signal
power at a distance of 1m. The value of n changes according to the environment in
which the transmitter and receiver are placed. Orientation of the antennas of the
receiver and transmitter can affect the RSSI distance measurement. Using the RSSI
method, the signal propagation loss makes it extremely difficult to estimate accurate
distances in Non-Line of Sight (NLOS) scenarios.
2.1.2 Angle-of-Arrival (AoA)
Figure 2.1: Angle of Arrival. Reproduced from [1].
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Angle-of-Arrival (AoA) is the method used in position determination to estimate the
angle at which the received signal is sent from. Phase Difference of Arrival (PDoA) is
the difference between the phases of the receiver carrier signal and is used to calculate
the Angle-of-Arrival [1]. In order to calculate the PDoA, two synchronized receivers
and a single transmitter are needed, as shown in the image below:
The Path Length p can be calculated by;
p = d sin(θ) (2.4)
where d is the distance between the two antennas and θ is the Angle-of-Arrival. The








where the signal wavelength is λ = 2πc/f , f is the carrier frequency and c is the






AoA coupled with the inter-node distance measurements is a reliable way of ge-
ometric reconstruction of the network layout. AoA based methods need twice the
number of receiver modules, thereby increasing the total cost of the network. Some
commercially available UWB PDoA kits are limited to the measuring angles only in
the front hemisphere of the antenna array. The Bluetooth 5.1 specification introduced
the ability to calculate AoA between Bluetooth devices in a 2D plane. It was deter-
mined that the Bluetooth 5.1 angle detection functionality has a restricted range and
cannot be used to achieve centimeter-level accuracy during localization [10].
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2.1.3 Single-Sided Two-Way Ranging (SS-TWR)
Figure 2.2: Single-Sided Two-Way Ranging scheme [2].
In a two-way ranging scheme, one node acts as an initiator and the other as a respon-
der. The initiator sends a message packet to the responder and records the time t1 at
which the message was transmitted. The responder receives the message and, after
some additional processing time treply, it will send the message back to the initiator.
The initiator will receive the packet once again and record the time of reception t2.
The times recorded by the initiator can be used to calculate the total round trip
time taken to exchange the two-ranging message as well as the Time of Flight (ToF):
ToF =
(t1 − t2 − treply)
2
(2.7)
Assuming the speed of light c is the same as the speed of UWB waves, we can
8
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calculate the distance between the two nodes:
Distance = c× (t1 − t2 − treply)
2
(2.8)
The absolute value of treply is dependent on the microcontroller used to control
the responder radio module. In practice, two-way ranging using Ultra-Wideband
suffers from errors caused by the clock drift of the responder, thus affecting the value
of treply significantly. In addition to clock drift, the errors in the recorded timestamp
are dependent upon the received signal level and hence require additional range bias
correction to mitigate such ranging errors [2].
2.1.4 Hyperbolic Trilateration
Hyperbolic Trilateration is the process of calculating the unknown coordinates of a
Tag node based on the inter-node distances between the tag and three anchors, as
well as the known coordinates of the three anchors, as shown in Figure 2.3. Anchor
A determines that the position of the tag lies on the circle created by its radius r1
i.e., the inter-node distance between anchor A and the tag. The potential position
estimate is further reduced to two different points located at the intersection points of
the circles created by Anchor A and Anchor B having radius r1 and r2, respectively.
Finally, the tag’s position is reduced to a single point located at the intersection of
the three circles created by anchors A, B, and C.
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Figure 2.3: An example of Hyperbolic Trilateration.
The inter-node distances between the tag and the three anchors can be calculated
using Time-of-Flight (ToF) measurements. The radius of the three intersecting circles
gives us three equations:
(x− x1)2 + (y − y1)2 = r21 (2.9)
(x− x2)2 + (y − y2)2 = r22 (2.10)
(x− x3)2 + (y − y3)2 = r23 (2.11)
When expanded, these equations can be solved to produce two new equations:
(−2x1 + 2x2)x+ (−2y1 + 2y2)y = r21 − r22 − x21 + x22 − y21 + y22 (2.12)
(−2x2 + 2x3)x+ (−2y2 + 2y3)y = r22 − r23 − x22 + x23 − y22 + y23 (2.13)
10
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The equations are of the form:
Ax+By = C (2.14)
Dx+ Ey = F (2.15)
The above equations can be linearly solved to produce the (x, y) coordinates of the
tag node.
2.2 Ultra-WideBand (UWB)
Ultra-WideBand (UWB) is a wireless technology that can access the frequency spec-
trum larger than 500MHz [11]. Unlicensed UWB usage in the US has been restricted
to operate between 3.1GHz-6GHz at a very low power level below 41.3 dBm/MHz.
UWB generates signals of band-limited pulses with an extremely fine resolution such
that the receiver can be able to distinguish between multiple reflections of the signal.
The IEEE 802.15.4a standard describes the physical layer of the UWB specification
added to the original 802.15.4 standard and has defined several channels with a band-
width of 500MHz.
Heisenberg’s uncertainty principle allows us to determine the width of a pulse △t
given the bandwidth △f [12]:
△f△t ≥ 1/4π (2.16)
The width of the pulse is inversely proportional to the bandwidth, and hence for
a very fine timing resolution, we need a large bandwidth. Consider a WiFi system
having a bandwidth of 20MHz its pulse timing will be greater than 4ns. From this, we
can calculate the pulse length to be 1.2m which gives us a very low-ranging accuracy.
Obstructions within an indoor environment can cause the reflected pulse to overlap
11
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the Line of Sight (LOS) pulse, making it hard to detect first path pulse and peak
pulse values. On the other hand, the pulse period for UWB signals is approximately
0.16ns wide, which helps to differentiate reflections and estimate the likelihood of
whether a signal is of a LOS or a Non Line of Sight (NLOS) type. The fine timing
resolution allows the receiver to estimate the Channel Impulse Response (CIR) and
accurately detect the first path, peak path, and subsequent reflections.
Detecting the correct first path, peak path amplitude, and sample index values
enables accurate ranging measurements between two UWB transceivers.
2.3 Existing Network Localization Techniques
2.3.1 Shape Constraint-based Localization
Convex Position Estimation [13] estimates the locations of nodes within a wireless
sensor network based on proximity constraints and antenna radiation patterns. This
approach assumes that RF nodes within the network have rotationally symmetric
communication ranges, thus creating a radial constraint. Angular constraints such
Angle-of-Attack (AoA) is calculated by rotating the receiver node antenna until the
maximum receiver signal power level is achieved. Angular constraints are geomet-
rically interpreted as triangles. The intersection of geometric interpretations of the
radial constraint and angular constraint estimates the area in which a node may lie.
This method relies heavily on the radio antenna’s physical characteristics such as ori-
entation and radiation pattern and is also affected by signal attenuation caused due to
enclosures, metal, and walls. In [14] the positions of four anchor nodes are estimated
with the help of an additional mobile node. The self-calibration algorithm requires
the four anchor nodes to be placed in a rectangular shape such that the mobile anchor
node lies within the rectangle. In randomly distributed large sensor networks, it is
unlikely that the nodes only form rectangular shapes. The self-calibrating algorithm
12
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will also have to be recomputed after placing a mobile node in each of the rectangles
formed by the sensor network. Bulusu et al. describe a system that localizes unknown
nodes based on the centroid of all anchors in its radio range but their simulations show
a localization error of 12% and require 12 anchor nodes per unknown node [15].
2.3.2 Ad-Hoc Localization Systems
Ad-Hoc Localization Systems [16] use the process of iterative multilateration wherein
nodes with unknown locations will estimate their positions based on the known loca-
tion of three fixed nodes. Once its position is estimated, it will add to the list of nodes
with known locations, and the process continues until all the unknown nodes are lo-
cated. Due to the random distribution of the nodes in the network, unknown nodes
may not always lie within the range of three neighboring known nodes and hence use
multiple hops in order to estimate their position in a process known as Collaborative
Multilateration. This method suffers from error accumulation in the position results
of unknown nodes. In order to reduce the error accumulation, the total number of
nodes with known locations within the network will need to be increased. Savarese
et al. describe an iterative approach of selecting a node and assigning coordinates
to three of its neighbors based on inter-node distances which results in a localization
error of 60% for a ranging error of 5% [17].
In Linear Least Square Estimation (LSE) [18], the nodes in the network can be
localized by first initializing the positions of three anchors in order to specify the
global translation, global rotation, and global reflection. p0, p1 and p2 represent the
node locations of the first three localized anchors in the network. Node p0 sets the
position of the origin; node p1 sets the first neighbor on the X-axis, and node p2
sets the Y-axis. The remaining nodes in the system are subsequently trilaterated




p0 := (0, 0) (2.17)







p2 := (dacα, dac
√
1− α2) (2.20)
2.3.3 DV Hop Algorithm
In the DV-Hop algorithm [19], distance information between anchors and unknown
nodes is not shared. One-hop distance data between the anchors in the network are
known, and this is used to calculate the average multi-hop distance for each anchor.
The product of the number of hops to the nearest anchor node (shortest path) and
the average multi-hop distance of that anchor node is used to calculate the position






where ci is the Average hop distance and hi is the hop count between the node and
each anchor.
The drawback of such a method is that if an unknown node is within one-hop of
its nearest anchor node and the average multi-hop distance of that anchor node is
high, then the estimated position of the unknown node will have a large error.
2.3.4 Camera based Approach
In [20] Stereo cameras placed at a fixed distance r can detect the shift disparity d
of the objects between the images produced by both cameras. As the focal length f








Additional fixed stereo cameras can be placed within an indoor environment to
determine the distance to the object from multiple locations. The distance values
can then be stitched to calculate the 2D location of the object within the indoor
environment. This method can be used to determine the anchor locations but requires
several stereo cameras for indoor environments with multiple obstructions thereby
increasing the total cost of the system.
2.3.5 Mobile Robot based Algorithm
In the Simultaneous Calibration and Navigation (SCAN) [21] method, a mobile robot
is used to generate a map of all the nodes in the sensor network. The algorithm re-
quires a few anchor nodes with known positions placed at strategic locations within
the indoor environment. The mobile robot uses odometry and navigation algorithms
to estimate its 2D position in the indoor environment. The mobile robot then calcu-
lates the positions of the unknown anchor nodes using its own 2D position, orientation,
and distance from the unknown anchor using ultrasonic distance measurements. This
method is limited by the calibration of the odometry system of the robot and requires
the area within the indoor environment to be flat. Any rearrangement of the anchor
nodes will require the robot to traverse the network again to find the anchor nodes’
new positions.
2.3.6 Multidimensional Scaling (MDS)
The Classical Multidimensional Scaling (MDS) [22] method creates an inter-node
Euclidean Distance Matrix with the value zero for node pairs that exceed the ranging
limit. Singular Value Decomposition is then performed on the Euclidean Distance
Matrix to calculate the locations of each anchor node in the system. Although the
15
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Multidimensional Scaling method can localize all the anchors within the network, it
suffers from flip and flex ambiguities resulting in highly inaccurate position estimates.
2.4 Localizability
2.4.1 Graph Rigidity
Figure 2.4: Examples of Graph Rigidity. Non-Rigid graphs have infinite realizations.
Rigid graphs have a finite number of realizations. Globally rigid graphs have a single
realization upto global rotation, translation and reflection. Reproduced from [3].
In a graph realization problem, we assign the nodes within a graph a position based
on the Euclidean distance between any adjacent nodes. Saxe [23] concludes that
embedding an edge-weighted graph into Euclidean k-space where k=1 is an NP-
hard problem. The node locations within a graph are uniquely solvable only if the
corresponding graph is generically globally rigid [24]. Laman’s Theorem [25] states
that a 2D graph G with edges m and vertices n is only generically rigid if each
subgraph G′ with edges m′ and vertices n′ satisfies the following equation:
m′ <= 2n′ − 3 (2.23)
Hendrickson [26] states that graphs with many edges are more likely to be rigid
than those with only a few since the edges are constraining the possible movement of
the vertices and also defines an edge of a graph to be infinitesimally redundant if the
graph remaining after its removal is infinitesimally rigid i.e. a graph that is not redun-
dantly rigid, will become flexible if any single edge is removed. For example, a triangle
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has one realization until it becomes flexible once an edge is removed. Hence graphs
that are redundantly rigid do not suffer from flex ambiguities. On the other hand,
non-rigid graphs are flexible and can have infinite realizations. However, rigid graphs
have two types of disambiguates preventing unique realization, namely flip ambigu-
ity and discontinuous flex ambiguity. In Euclidean-distance based graph realization
problems, flex and flip ambiguities can occur due to noisy distance measurements.
2.4.2 Flex Ambiguity
Figure 2.5: Example of Flex Ambiguity. The graph is deformed by the removal of the
edge connecting nodes u and v. The edge can still be inserted back between its original
vertices. Reproduced from [4].
Discontinuous flex ambiguity occurs when a graph can be deformed by removing an
edge to produce a completely different realization, but the removed edge with the
same length can still be inserted back between its original vertices [4].
2.4.3 Flip Ambiguity
Figure 2.6: Example of Flip Ambiguity. Flip ambiguity in a graph that is rigid but not
globally rigid.
−
D can be reflected across the edge AB. Reproduced from [5].
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When a set of reference nodes are almost collinear, there is a probability that an
unknown node can be reflected by a mirror formed from the reference nodes. The
reflection process will cause a large localization error, which is the flip ambiguity of
node localization [27].
Figure 2.7: Constraining Flip Ambiguity using a verification node. Nodes A, B and C
have known positions, node D may experience flip ambiguity and node E is the verification
node. Reproduced from [5].
Liu et al. [28] describe how topological constraints can be used to eliminate
flip ambiguity with the help of verification nodes. Verification nodes are extra nodes
placed at known locations with a limited communication radius R and are not allowed
to communicate with other unlocalized unknown nodes. In Figure 2.7, A, B, and
C are reference nodes with known positions, E is a verification node, and D and
−
D
represent the flip positions of the unknown node. During the graph realization process,
assume the calculated distance between nodes E and D is
−
dED and it satisfies:
−
dED ≤ R (2.24)
Since the above equation is satisfied, nodes E and D can communicate with each
other which contradicts the communication rules for the verification node E and the
position of node D′ is excluded from the realization. This method of eliminating flip
ambiguity requires several nodes that act as verification nodes and are not used to





The Robust Quadrilateral [29] algorithm was implemented to bound the error caused
due to noisy measurements and reduce location ambiguity caused due to flip ambigu-
ity and discontinuous flex ambiguity. In this thesis, we propose two novel algorithms
Triangle Reconstruction Algorithm (TRA) and Channel Impulse Response Position-
ing (CIRPos) based on the Robust Quadrilateral algorithm that further improves the
sensor network’s accuracy and Node Localization Success Rate (NLSR).
Consider a fully-connected 4-node quadrilateral with 6 edges that include the
diagonal elements. If we remove a single edge from the graph, we are left with a
subgraph containing 4 nodes and 5 edges. The subgraph satisfies Laman’s Theorem
on rigidity. Since both the quadrilateral and its subgraph satisfy Laman’s Theorem,
we can conclude that the quadrilateral is redundantly rigid. Since the fully-connected
quadrilateral is redundantly rigid, it does not experience discontinuous flex ambiguity.
The fully-connected quadrilateral is the simplest geometric shape that is considered
redundantly rigid and hence is preferred over other shapes in order to reduce the
computational complexity of the graph realization algorithm.
Noisy measurements can cause flip ambiguity even in rigid graphs that satisfy
Laman’s theorem. The robust quadrilateral algorithm is divided into two main phases:
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Cluster Localization and Cluster Transformation. In the cluster localization step, a
one-hop inter-node Euclidean Distance Matrix is formed by each origin node. The
algorithm then performs a robustness test on all the quadrilaterals within the cluster.
If a quadrilateral passes the robustness test, it is considered to be a Robust Quadri-
lateral. Only nodes that are a part of a Robust Quadrilateral are localized in the
cluster localization step.
Figure 3.1: Overview of algorithm 1 in the Cluster Localization step of the Robust Quadri-
lateral Algorithm.
Multiple clusters are stitched together in the Cluster Transformation step by find-
ing three common nodes to form the entire graph.
The probability that a flip occurs within a graph is based on the probability that
the measured distance of an edge is closer to the incorrect distance than to the correct
distance. In order to determine whether a quadrilateral is a Robust Quadrilateral, it
is first divided into its four component triangles. We can calculate the smallest angle
θ and smallest side b for each triangle from the Euclidean-distance matrix. We then
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perform a robustness test for each component triangle where dmin is a threshold value
selected based on the measurement noise.
b sin2 θ > dmin (3.1)
Moore et al. [29] show that for a sensor network with zero mean Gaussian error,
the probability of flip occurring is bounded by dmin. If all four triangles pass the
robustness test, then the quadrilateral is considered to be a robust quadrilateral.
Once a list of robust quadrilaterals is computed, neighboring robust quadrilaterals
are localized if they share three common nodes with an already localized robust
quadrilateral. This process continues until the maximum number of nodes within the
graph is localized. In order to eliminate flip ambiguity, nodes that are not part of a
robust quadrilateral will not be localized.
Although the Robust Quadrilateral algorithm realizes a graph that does not ex-
hibit flip or flex ambiguity, it fails to account for noisy measurements that may prevent
the algorithm from performing a robustness test on component triangles that do not
pass a Triangle Inequality test as discussed in Section 3.2.
3.2 Robust Triangle Reconstruction
In order to perform a robustness test on the quadrilateral, we need to first perform
a robustness test on all four of the component triangles of the quadrilateral. To
test the robustness of a component triangle, we need to calculate the values of the
smallest angle θ and smallest side b based on the inter-node Euclidean distances of
the triangle. If the measured euclidean distances of the triangle are noisy, a condition
can arise where the three edges of a triangle fail to pass a Triangle Inequality test
[30]. Algorithm 1 in [29] does not perform a Triangle Inequality test on any of the
component triangles within the quadrilateral. If the triangle fails to pass the Triangle
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Inequality test, the values of the smallest angle θ and smallest side b cannot be
calculated, and the robust quadrilateral algorithm will not be able to determine the
robustness of that quadrilateral.
Figure 3.2: (a) A triangle that passes the inequality test. (b) A triangle that fails to pass
the inequality test due to noisy measurements.
The Triangle Inequality test states that the sum of any two edges of a triangle is
greater than or equal to the third side. For example, a triangle ABC must satisfy all
three equations below:
A+B > C (3.2)
A+ C > B (3.3)
B + C > A (3.4)
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Figure 3.3: Increased number of robust quadrilateral ”searches” required to localize the
same number of nodes in a network. (a) Only four quadrilaterals need to be tested for their
robustness to localize seven nodes. (b) A triangle in quadrilateral ABCD fails the inequality
test and hence an additional quadrilateral robustness test is required to localize the same
seven nodes. In a noisy environment with a large number of nodes, triangle inequality test
failures can significantly increase the computation time.
Figure 3.3 shows a scenario where a robustness test is being performed on all
four of the component triangles of a quadrilateral. Let us assume that 3 out 4 of
the triangles are determined to be robust. The algorithm now attempts to test the
robustness of the fourth triangle but fails to do so since the triangle does not pass the
Triangle Inequality test due to a noisy measurement even if the true values of the edges
of the triangle would typically pass the Triangle Inequality test. In such a scenario,
the unlocalized nodes of that quadrilateral will have to be located based on a different
quadrilateral altogether. This will unpredictably increase the total computation time
since the algorithm needs to search for additional robust quadrilaterals to localize the
same set of nodes.
Consider another scenario where a particular unlocalized node in the graph is part
of only a single robust quadrilateral and multiple non-robust quadrilaterals(assuming
zero noise). In a noisy environment, the robustness of the quadrilateral cannot be
determined (if one of the triangles fails to pass the Inequality test), then that node
will remain unlocalized, thereby reducing the Node Localization Success Rate of the
entire graph.
The novel algorithm attempts to reconstruct triangles that fail to pass the inequal-
ity test with the aim of reducing the number of quadrilateral “searches” required to
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localize the nodes in a network and also to increase the Node Localization Success
Rate of unlocalized nodes that would have otherwise been localized as part of a robust
quadrilateral.
Figure 3.4: Overview of the Triangle Reconstruction Algorithm (TRA).
We use the inter-node Euclidean distances of the quadrilateral to reconstruct the
triangle that failed the inequality test. Our novel Triangle Reconstruction Algorithm
(TRA) first performs an inequality test on each of the four component triangles of
the quadrilateral. If all four triangles pass the inequality test, the robustness of the
quadrilateral is determined; else, the number of triangles that fail the inequality test
is determined. If the number of triangles that fail the inequality test is greater than
1, then TRA does not classify the quadrilateral to be robust. When a single triangle
within the quadrilateral fails the inequality test, we attempt to perform triangle
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reconstruction of that triangle and recompute the robustness of the quadrilateral.
The Triangle Reconstruction Algorithm does not use the edge of the triangle
(that fails to pass the Inequality test) that also acts as one of the diagonals of the
quadrilateral. By doing so, we prevent the reconstruction of a new triangle that will
also fail the Inequality test. Instead, we use the two sides, diagonal and the two
angles formed by the sides and diagonal of the quadrilateral that are not a part of
that triangle. We can then use these values to calculate new dimensions of each side
of the triangle using the Law of Cosines [31]:
c2 = a2 + b2 − 2ab cos(C) (3.5)
Once the sides of the new triangle are determined, TRA will recalculate the inter-
nal angles of the triangle and recompute the robustness tests for the quadrilateral.
3.3 Localizing Orphan Nodes based on Channel Impulse Re-
sponse (CIR) Metrics
The Robust Quadrilateral algorithm does not localize nodes that are not a part of a
robust quadrilateral due to their ability to experience flip ambiguity. These unlocal-
ized nodes are referred to as orphan nodes. Orphan anchor nodes remain unutilized
and cannot be used for accurate tag localization, thereby increasing the localization
system’s cost and energy consumed. Since anchors are usually powered through a
mains supply, the total energy consumed by orphan anchor nodes is negligible. How-
ever, this is not the case for battery-operated tag nodes that may operate their UWB
radios at a lower power level in order to increase their battery life. Consider a scenario
where a tag that is operating its UWB radio at a lower power level has a reduced
ranging capability. Assuming the tag’s ranging capability is limited to only two ro-
bust anchor nodes and one orphan anchor node. In this scenario, it is not possible
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to accurately estimate the tag’s location within the indoor environment. Hence, it
is important to find a solution capable of estimating the locations of orphan nodes
without decreasing the system’s overall accuracy.
Line-of-Sight (LOS) distance measurement errors usually occur due to clock drift
and received signal level that can be minimized as described in section TWR Error
Calibration. Non-Line-of-Sight (NLOS) distance measurements usually occur due to
multipath reflections caused by obstructions that can result in a large error. Our
novel algorithm makes use of the UWB receiver’s Channel Impulse Response (CIR)
metrics to determine the probability that a distance measurement was made in a
LOS or NLOS situation. The probability that a distance measurement was made in
a NLOS situation is referred to as Confidence Level (CL). Section 4.3 describes the
process of calculating the Confidence Level.
Figure 3.5: Overview of the novel CIRPos algorithm.
For each distance measurement made in the inter-anchor node Euclidean distance
matrix, a corresponding Confidence Level is assigned to it. Predetermining the place-
ment of an anchor node within the indoor environment cannot always guarantee that
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distance measurements made between that node and other nodes are always going
to be in LOS situations and free of multipath reflections. Hence in any practical
deployment we assume that some of the inter-anchor node distance measurements in
the generated Euclidean distance matrix will contain measurements made in NLOS
conditions. Our novel algorithm referred to as CIRPos attempts to localize orphan
nodes and reduce the effect of NLOS measurements that may have caused a node to
be unlocalized after the robust quadrilateral localization process was carried out.
Once the robust quadrilateral process has been completed, CIRPos will find all
the robust triangles within the network and will attempt to use them to trilaterate
the location of the orphan node. Amongst each of the distance measurements made
between the three nodes of the robust triangle and the orphan node, CIRPos calculates
the largest Confidence Level. If the largest Confidence Level value is greater than
a certain threshold, then that triangle is not used to trilaterate the position of the
orphan node. The largest Confidence Level is used to bound the error caused due
to NLOS measurements. The threshold value is determined by the system designer
based on the indoor environment. For example, an indoor floor plan without a large
number of walls or obstructions can have a lower threshold value. The position of
the orphaned node is overfitted by using all the available robust triangles within the
network. A limit can be placed on the total number of robust triangles used to locate




4.1 Minimizing Two-Way Ranging Error
Figure 4.1: Decawave DWM1001 UWB Development Board
The Decawave DWM1001 UWB development board is used to measure inter-node
distances and provide an estimation of the ranging accuracy at various distances.
It contains the DW1000 UWB radio transceiver and an nRF52833 System-on-Chip
(SoC) to control it. Decawave states that an uncalibrated DW1000-based board can
achieve a minimum standard deviation of 30cm, and for a DW1000-based board that
is calibrated for antenna delays, it can achieve a minimum standard deviation of
4.5cm for 2000 measurements.
28
Chapter 4. Implementation
4.1.1 Calibrating Antenna Delays
In a two-way ranging scheme between two nodes A and B, as shown in Figure 2.2,




treplyB(ea − eb) (4.1)
Figure 4.2: Ranging Error in a TWR scheme [2].
Figure 4.2 shows that the error is strongly dependent upon treplyB. The value of
treplyB is associated with the propagation delay from when the transmitter timestamps
are applied to the points at which the receiver’s message has been captured [2]. These
delays are inherent to the radio transceiver chip and are referred to as transmitter
and receiver antenna delays. The total measured time that is used to calculate the




tMeasured = tADTX + ToF + tADRX (4.2)
Where tMeasured is the measured time from the transit timestamp to the receiver
timestamp, tADTX is the transmitter antenna delay, and tADRX is the receiver antenna
delay. Hence, in order to accurately determine the distance between two nodes, it
is extremely important to properly calibrate the antenna delays of the DWM1001
board.
To calibrate the antenna delay of a DWM1001 board, we need a reference device
that has already had its antenna delay calibrated. Section 4.2 describes the process
needed to create a reference device. Once we have created a reference device, we can
use it to perform distance measurements with the DWM1001 board that is under
test. Both the boards are placed at a recommended calibration distance depending
upon the channel number and Pulse Repetition Frequency (PRF), as shown in Table
4.1.









Table 4.1: Calibration distance for channels and PRF [2].
Once the boards are separated by the recommended calibration distance, the
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antenna delay values for both the transmitter and receiver can be manually adjusted
within the transmitter SS-TWR code until the ranging error is minimized. The
antenna delay for the Device Under Test (DUT) is initially set to 515ns, and 1000
TWR measurements are carried out before any adjustment is made to the antenna
delay value. In our test setup, we placed two DWM1001 boards in a LOS scenario at
a calibration distance of 5m since the channel number was set to 5, fc was at 6.5GHz,
and the PRF was set to 64MHz. It was observed that the error was minimized to -
11cm when the transmitter antenna delay was set to 16.30ns and the receiver antenna
delay was set to 16.453ns.
4.1.2 Range Bias Correction based on Received Signal Level(RSL)
In our SS-TWR test setup, we minimized the observed ranging error between two
DWM1001 boards to -11cm by calibrating the antenna delays. It was observed that
as we move away from the recommended calibration distance of 5m, the ranging error
changes in magnitude and polarity depending upon the direction in which the boards
are moved with respect to each other. The range of error was observed to be between
8.37 cm and -26.41cm as the distance between two boards varied between 50cm and
1000cm.
In an ideal scenario, there is no relationship between the reported timestamp of
a received signal and the Received Signal Level(RSL)[2]. However, in practice, the
measured timestamp, when compared to the correct value, produces a bias in the
timestamp that is related to the RSL value. This time bias can be converted to a
range bias, and the effect of RSL on range bias is shown in Figure 4.3.
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Figure 4.3: The ideal and actual effect of range bias on the reported distance [2].
The measured distance can be corrected such that:
Actual Distance = Measured Distance - Range Bias Correction Factor (4.3)
The 4.2 shows the relationship between RSL and the range bias correction factor
for Decawave DW1000 based boards. In our test setup, we set the channel to 5, PRF






















Table 4.2: Relationship between Received Signal Level and Range Bias correction factor
for DW1000-based boards [2].
We can estimate the RSL in dBm using the equation [32]:





− A dBm (4.4)
Where C is the Channel Impulse Response Power, A is a constant 121.74 for a
PRF of 64MHz and N is the Preamble Accumulation Count.
In our test setup, we calculated the received signal power level (RX Level) for each
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distance measurement made at 50cm increments ranging from 50cm to 1000cm. We
extrapolated additional bias correction factor values based on Table 4.2 using linear
regression and applied them to the distance measurements in our test setup as shown
in Table 5.2.
To further improve the accuracy of the measured distances, in our test setup, we
also applied the bias correction factor based on the relationship of measured distance
and received signal power as shown in [7].












Table 4.3: Relationship between Received Signal Power and Range [7].
The values in Table 4.3 are recommended by Decawave to improve the performance
of DW1000 based systems. The receiver power level in the above table are calculated
using Friis’ path loss formula configured for a DW1000 system [2]
PR[dBm] = PT [dBm] +G[dB] + 20 log10 (4πfcR) (4.5)
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Where PR is the RSL, PT is the transmitted power and is -14.3dBm for a DW1000,
G is the transmitter and receiver gain, which is set to +2dB, c is the speed of light,
fc is the center frequency of the channel, which is 6.5GHz and R is the measured
distance between the two nodes.
4.2 Reference Node Generation
In 4.1.1, we calibrated the antenna delay for a single node at a time using a reference
device with a known calibration. In this section, we will discuss the procedure to
create a reference device.
In order to create a reference device, three DWM1001 boards are arranged in an
equilateral triangle layout and the distance between each board is a known value. A
Euclidean distance matrix is then generated from the three nodes.
In our custom test setup, we laser cut an equilateral triangle jig having a side
length of 80cm that equally spaces and orients the DWM1001 boards towards each
other.
After applying the TWR antenna delay calibration reference device generation
algorithm described in [33] for our custom jig, the three DWM1001 boards in our test
setup have antenna delays: 10.788ns, 10.784ns, and 10.788ns. These devices can now
be used as reference devices in order to calibrate the distance for a DUT as described
in 4.1.1.
4.3 Calculating Channel Impulse Response (CIR) Metrics
Our novel algorithm CIRPos makes use of Channel Impulse Response (CIR) metrics to
estimate the probability that a distance measurement was made in an NLOS scenario.
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Figure 4.4: A typical NLOS scenario with the expected receiver accumulator results [6].
In Figure 4.4 we can observe what the typical accumulator of the DW1000 looks
like in a simple NLOS scenario. The first path has a lower amplitude than the
first reflection indicating the direct path has been attenuated by an object, and the
reflected path may be used to calculate the ToF measurement instead.
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Figure 4.5: A real NLOS scenario with the observed receiver accumulator results [6].
Figure 4.6: A real LOS scenario with the observed receiver accumulator results [6].
Figure 4.5 shows a sample accumulator from a real NLOS scenario. We can observe
that the first path amplitude is less than the peak amplitude and lies much further
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in front of the peak path position. Figure 5.1 shows a sample accumulator from a
real LOS scenario. We can observe that the first path amplitude is still less than the
peak amplitude, but it lies much closer to the peak path position.
The first path position and the peak path position can be compared to give the
likelihood that the distance measurement is an NLOS measurement. The absolute
difference in the two path positions can be further processed to give us a Confidence
Level (CL) as shown [6]:
IDiff = | first path position - peak path position | (4.6)
CL =

0, IDiff ≤ 3.3
0.39178× IDiff − 1.31719, IDiff < 6.0 and IDiff > 3.3
1, otherwise
(4.7)
In our test setup, the DWM1001 boards read the Lead Edge Detection Peak Path
Index sub-register to find the position index of the detected peak path in the Channel
Impulse Response(CIR) and also read the Receive Time Stamp register in order to
find the position index of the first path in the CIR. These register values are then
used to calculate the Confidence Level as described in Equation 4.6 and Equation
4.7. In our simulations we associated randomly generated values for Confidence Level
with each distance measurement depending upon the input noise level.
4.4 Inter-Node Euclidean Distance Matrix Generation
The Decawave DWM1001 development board includes a DW1000 UWB radio transceiver
and an nRF52 SoC, which controls the radio transceiver and also has a Bluetooth 4.2
stack implemented on it. The Positioning and Networking Stack (PANS) is a firmware
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abstraction provided by Decawave that allows us to control the radio transceiver; dis-
cover, join and leave networks; and also allows us to configure the DWM1001 as an
anchor or a tag and uses the 802.15.4 standard to send UWB packets [34] [35].
The PANS library does not provide the ability to send UWB data frames to a
particular device based on the Destination Address. Hence we need to find an alterna-
tive approach to obtaining all the inter-node distance measurements on a centralized
node. In our test setup, we implemented a communication scheme that uses the
PANS anchor and tag drivers to create a Euclidean distance matrix on a centralized
node and laser cut a jig that places four DWM1001 boards in a square shape having





We evaluate the performance of the UWB transceiver’s ability to estimate distance
measurements accurately in an indoor environment. The Root Mean Square Error σd












di is the real distance, di is the measured distance and M is the total
number of measurements. We evaluate the location accuracy of our novel algorithm
for different levels of input noise to simulate an indoor environment and compute how
the localization differs from the known ground truth. The location error is the Root



















yi are the real coordinates of the nodes, xi and yi are the measured
coordinates of the nodes, and N is the total number of anchor nodes in the network.
We evaluate the ability of the novel algorithm anchor self-calibrating algorithms TRA
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and CIRPos to localize all the anchor nodes within the network successfully. The
percentage of successfully localized anchors is known as Node Localization Success





where L is the total number of successfully localized anchor nodes in the system and
N is the total number of anchor nodes, including the unlocalized anchor nodes in the
system.
Another useful metric is to gauge the computation time required to realize the
graph in seconds. In order to minimize the computation time, we recommended that
the centralized node that computes the locations of the nodes in the network and




We have tested the ability of the Decawave DWM1001 UWB boards to achieve dis-
tance measurements with a high accuracy. We measured the distances between one
DWM1001 board calibrated for antenna delays and a reference device as described
in Section 4.2. Each reading was an average of 100 TWR measurements at 50cm
increments ranging from 50cm-1000cm. Table 5.1 shows the distance measurement
error after the antenna delays are calibrated. The distance measurement Root Mean
Square Error (RMSE) post antenna delay calibration is 14.13cm. Table 5.2 shows
the distance measurement error after the Range Bias Correction is applied based on
the calculated Received Signal Level (RSL). The distance measurement Root Mean
Square Error (RMSE) post Range Bias Correction is 10.59cm. Table 5.3 shows the
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distance measurement error after the Range Bias Correction is applied based on the
calculated Measure Distance values as described in [7]. The distance measurement
Root Mean Square Error (RMSE) post the recommended distance based correction
factor is 6.15cm.
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Standard Dev (cm) 10.38
RMSE (cm) 14.13
Table 5.1: Measured Two-Way Ranging distance error between two UWB transceivers
after antenna delay calibration. The separation distance was incremented by 50cm for a
range of 50cm-1000cm. At each separation distance, 100 TWR measurements were sampled
and averaged.
43













50 41.625 9 6 48 35 52 -89.44 7.1 34.52 15.47
100 92.760 36 63 19 11 52 -94.47 10.6 82.16 17.83
150 146.68 51 50 24 29 52 -90.26 7.8 138.88 11.11
200 199.75 51 32 63 16 52 -92.84 9.25 190.5 9.5
250 250.74 1 33 56 30 52 -90.11 7.8 242.94 7.05
300 307.11 46 12 32 6 52 -97.1 12.72 294.39 5.6
350 356.20 30 46 26 12 52 -94.09 10.64 345.56 4.43
400 401.84 5 53 60 57 52 -87.32 5.77 396.07 3.92
450 454.58 49 34 18 37 52 -89.2 7.16 447.42 2.57
500 511.73 7 53 8 8 52 -95.85 11.33 500.39 -0.39
550 563.77 33 34 52 19 52 -92.09 9.25 554.52 -4.52
600 615.33 5 46 52 17 52 -92.58 9.25 606.08 -6.08
650 663.49 12 34 14 48 52 -88.07 6.47 657.02 -7.02
700 718.4 37 49 45 47 52 -88.16 6.47 711.93 -11.93
750 768.45 34 31 39 58 52 -87.25 5.77 762.68 -12.68
800 816.33 49 0 28 52 52 -87.72 5.77 810.56 -10.56
850 867.6 56 63 0 25 52 -90.9 7.86 859.74 -9.74
900 923.2 4 41 37 39 52 -88.97 6.47 916.73 -16.73
950 972.96 42 46 12 25 52 -90.9 7.86 965.1 -15.1
1000 1026.4 18 36 55 8 52 -95.85 11.33 1015.08 -15.08
Mean (cm) -1.61
Standard Dev (cm) 10.74
RMSE (cm) 10.59
Table 5.2: Measured Two-Way Ranging distance error between two UWB transceivers
after Receiver Signal Level was measured and the appropriate RSL bias correction factor
was applied. The separation distance was incremented by 50cm for a range of 50cm-1000cm.
At each separation distance, 100 TWR measurements were sampled and averaged.
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50 41.625 34.52 -63 -10.5 45.02 4.98
100 92.760 82.16 -63 -10.5 92.66 7.34
150 146.68 138.88 -69 -8.2 147.08 2.92
200 199.75 190.5 -69 -8.2 198.7 1.3
250 250.74 242.94 -72.6 -5.1 248.04 1.96
300 307.11 294.39 -72.6 -5.1 299.49 0.51
350 356.20 345.56 -75.1 -2.7 348.26 1.74
400 401.84 396.07 -75.1 -2.7 398.77 1.23
450 454.58 447.42 -77 0 447.42 2.58
500 511.73 500.39 -78.6 2.1 498.29 1.71
550 563.77 554.52 -78.6 2.1 552.42 -2.42
600 615.33 606.08 -79.9 2.8 603.28 -3.28
650 663.49 657.02 -79.9 2.8 654.22 -4.22
700 718.4 711.93 -81.1 3.5 708.43 -8.43
750 768.45 762.68 -81.1 3.5 759.18 -9.18
800 816.33 810.56 -82.1 3.8 806.76 -6.76
850 867.6 859.74 -82.1 3.8 855.94 -5.94
900 923.2 916.73 -83 4.2 912.53 -12.53
950 972.96 965.1 -83 4.2 960.9 -10.9
1000 1026.4 1015.08 -85.3 4.9 1010.18 -10.18
Mean (cm) -2.83
Standard Deviation (cm) 5.82
RMSE (cm) 6.15
Table 5.3: Measured Two-Way Ranging distance error between two UWB transceivers
after the recommended measured distance based bias correction factor was applied. The
separation distance was incremented by 50cm for a range of 50cm-1000cm. At each sepa-
ration distance, 100 TWR measurements were sampled and averaged.
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5.2.2 Location Accuracy
Figure 5.1: Simulation results of CIRPos with TRA. The blue nodes indicate the true
locations of the anchor nodes. The red nodes indicate the estimated locations of the anchors
nodes which uses CIRPos along-with TRA. The location error is 52.84cm and the NLSR
is 93.33% in a simulated environment with input noise having standard deviation of 20cm.
The floorplan dimensions is 4000cm x 4000cm and contains 15 nodes.
Input Noise Exisiting Algorithms Novel Algorithms
σd LSE MDS RQ TRA CIRPos
1 cm 5.02 cm 3.41 cm 6.84 cm 5.31 cm 4.98 cm
5 cm 24.90 cm 28.92 cm 16.24 cm 10.87 cm 10.09 cm
Table 5.4: Comparison of Location Error for Anchor Self-Calibrating Schemes in a small
area. The location error is calculated in a simulated environment with input noise having
standard deviation of 1cm and 5cm. The floorplan dimensions is 200cm x 200cm and
contains 15 nodes.
Input Noise Exisiting Algorithms Novel Algorithms
σd LSE MDS RQ TRA CIRPos
20 cm 178.4 cm 198.2 cm 60.5 cm 57.33 cm 54.84 cm
Table 5.5: Comparison of Location Error for Anchor Self-Calibrating Schemes in a large
area. The location error is calculated in a simulated environment with input noise having
standard deviation of 20cm. The floorplan dimensions is 4000cm x 4000cm and contains 15
nodes.
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Table 5.4 and Table 5.5 shows the location error of our novel algorithms TRA and
CIRPos in comparison to existing anchor self-calibrating schemes. For a noise level
with standard deviation of 1cm, there is no significant improvement. The novel
algorithm CIRPos significantly reduces the location error when compared to LSE
and MDS for an input noise having standard deviation of 5cm and 20cm.
5.2.3 Node Localization Success Rate (NLSR)
Input Noise Existing Algorithms Novel Algorithms
σd LSE MDS RQ TRA CIRPos
1 cm 100% 100% 85.32% 88% 93.33%
5 cm 100% 100% 50.66% 61.33% 96%
Table 5.6: Comparison of Node Localization Success Rate in a small area. The location
error is calculated in a simulated environment with input noise having standard deviation
of 1cm and 5cm. The floorplan dimensions is 200cm x 200cm and contains 15 nodes.
Input Noise Existing Algorithms Novel Algorithms
σd LSE MDS RQ TRA CIRPos
20 cm 100% 100% 53.18% 69.26% 91%
Table 5.7: Comparison of Node Localization Success Rate in a large area. The location
error is calculated in a simulated environment with input noise having standard deviation
of 20cm. The floorplan dimensions is 4000cm x 4000cm and contains 15 nodes.
Table 5.6 and Table 5.7 show the Node Localization Success Rate (NLSR) in a small
and large indoor environment. When the input noise is very low, the NLSR of all the
algorithms is significantly high and almost all the nodes are localized. As the input
noise increases and the dimensions of the indoor environment is expanded, the NLSR
for the Robust Quadrilateral decreases. The novel algorithm TRA has an improved
NLSR whereas CIRPos has a significant increase in the NLSR when compared to the
Robust Quadrilateral algorithm.
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5.2.4 Computation Time
Input Noise Existing Algorithms Novel Algorithms
σd LSE MDS RQ TRA CIRPos
1 cm 0.1108s 0.003s 3.0379s 2.8632s 4.3254s
5 cm 0.104s 0.0012s 16.444s 16.85s 24.808s
Table 5.8: Comparison of Computation Time for Anchor Self-Calibrating Schemes in a
small area. The computation time is calculated in a simulated environment with input noise
having standard deviation of 1cm and 5cm. The floorplan dimensions is 200cm x 200cm
and contains 15 nodes.
Input Noise Existing Algorithms Novel Algorithms
σd LSE MDS RQ TRA CIRPos
20 cm 2.55s 0.00305s 37s 35.05s 54.25s
Table 5.9: Comparison of Computation Time for Anchor Self-Calibrating Schemes in a
large area. The computation time is calculated in a simulated environment with input
noise having standard deviation of 20cm. The floorplan dimensions is 4000cm x 4000cm
and contains 15 nodes.
Table 5.8 and Table 5.9 show that LSE and MDS have the fastest compute times. The
compute time of the novel algorithm CIRPos significantly increases as the dimensions
of the indoor environment are expanded. This is because the number of floating-point





We presented two novel solutions - Triangle Reconstruction Algorithm (TRA) and
Channel Impulse Response Positioning (CIRPos) for anchor self-calibration in indoor
environments that significantly improves the accuracy of the estimated positions as
well as increases the overall anchor localization success rate of the network in noisy
scenarios. We built custom calibration test setups to leverage the high accuracy
ranging capability of the UWB transceivers and performed simulations to evaluate
the performance characteristics of TRA and CIRPos with existing methods of anchor
self-calibration.
The Triangle Reconstruction Algorithm (TRA) helps to reduce the number of
robust quadrilateral ”searches” required to localize a node in the network by recon-
structing triangles that fail the robustness test. Nodes which are a part of only a
single robust quadrilateral will recover from potential triangle inequality test failure
and thereby increase the Node Localization Success Rate.
In Channel Impulse Response Positioning (CIRPos), we improved upon the Tri-
angle Reconstruction Algorithm (TRA) by enabling the localization of orphan nodes
within a network and increased both accuracy and Node Localization Success Rate
by building ensuring that the algorithm is resilient to NLOS scenarios.
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For future work, we are interested in developing a common protocol for which CIR
metrics from different UWB hardware modules and manufacturers can be used to
improve the performance of anchor self-calibration in NLOS scenarios in a hardware
independent manner. This will make it easier for anchors and tags from different
manufacturers to be deployed within the same indoor environment and thus increase
the mass adoption of such systems.
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