ABSTRACT People have their own tastes on visual appearances of products from various categories. For many of them, the tastes are affected by the current fashion trend. Studying visual appearances and fashion trend makes us understand the composition of users' preferences and their purchase choices. However, since the fashion is changing over time, it is complex to model time-aware and non-time-aware variables simultaneously. In this paper, we present VIsually-aware Temporal rAting modeL with topics using review text to help mine visual dynamics and non-visual features for rating prediction task. Understanding the reviews will help the Recommender Systems (RSs) know whether a user is attracted by the appearance of an item, and which aspect of an item's appearance contributes most to its ratings. To achieve this, we incorporate the visual information into the rating predicting function and introduce a topic model that can automatically classify words in an item's reviews into non-visual words that explain the coherent feature, and visual words that are associated with its visual appearances in each time period, respectively. We run experiments on eleven real-world public datasets and the results show that our model performs better on predicting ratings than many of the state-of-the-art RSs, such as PMF, timeSVD++, HFT, JMARS, ETDR, and TVBPR+.
I. INTRODUCTION
Recommender Systems(RSs) play a critical role in helping users discover and evaluate products and services by modeling the complex preferences that people exhibit toward items based on their past interactions and feedback [1] , [2] . To achieve better expressive power, some previous works have made use of information such as temporal dynamics, review text or the content of the items themselves [3] - [6] . In recent years, researchers found that visual appearances have a great influence on users' choices in many applications such as clothing and artistic recommendations [7] - [11] . In such scenarios, visual dynamics play an important role in helping users make purchase decisions. In another word, item visual appearances might contain some features that attract people with certain preferences to buy them. We are interested in exploiting these features and making use of them to give better recommendations. To achieve this, we need not only item visual information but also temporal dynamics and review text. We believe that item visual information will somehow be discussed and reflected in their reviews, and both personal tastes and fashion trends are changing over time.
However, there are several issues that make it difficult to model these factors simultaneously. First, it is simply the scale of the data and the complexity of the factors involved; fully utilizing the acquired information shall require large corpora of products (including ratings, time information, images and review text) and big quantity of variables. Second, it is the fact that visual appearances are only a part of the items' features, which means that the model needs to be capable of differentiating the visual features from the nonvisual ones. Third, since the fashion is changing over time, it is complex to model time-aware and non-time-aware variables simultaneously, especially when review text is involved. Finally, it is important to balance individuals' personal tastes and the fashion trends; the amount of information contained in items' visual images differs widely; and people are not affected by the visual images in the same way.
Our main goal is to build a visually-aware temporal rating model that captures user and item latent features based on both item visual appearances and reviews. The popularity of a product is decided not only by its non-visual features such as quality, price and material, but also by the features considered 'fashionable' like the style, color or other aspects of its appearance design. Studying visual appearances makes us understand the composition of users' preferences and their purchase choices. For example, people loving the same colors or having close dressing tastes might potentially have similar views on other aspects. As the fashion evolves, the contribution of the visual appearances to an item's ratings changes. For instance, a shoe might be popular for a time for its fashionable design, but when the fashion changes, some people may still like it because of its other features such as comfortable, leather or light that match their personal tastes. Therefore, the ability of separating these two kinds of features and tracking the fashion evolution process are key for building such a model.
Review text is another valuable information which has been proved to be effective in helping RSs understand users' choices and improving recommendation accuracy [12] - [15] . Reviews generated by users contain rich information about their preferences [16] - [20] . For example, a user might explain in her review the reason she gives a certain rating to an item. The reviews will help RS understand what a user mainly cares about, and which aspect of an item contributes most to its ratings. By jointly modeling visual appearances and review text, we can build a model that automatically finds words in reviews of an item that best explain its visual features, therefore exploiting the latent common features of users who share the same views on the products with similar looks. In the meantime, it can also capture words that express the items non-visual features that differentiate it from others.
In this paper, we develop a new model to address our goals above. Although many previous studies have considered temporal dynamics, visual appearances, or review text, few have modeled all of them simultaneously. The existing time-aware models such as [6] divide the rating data into multiple time periods, and assign each time period a unique set of latent features for each user and item to capture their temporal dynamics. Recently, researchers proposed methods that combine visual appearances with time-aware models to uncover the visual temporal dynamics [21] . However, these visual-aware models are not designed for rating prediction task and all the RSs above do not make use of the rich information contained in user reviews. The review will help a RS understand whether a user is attracted by the appearance of an item, what the user mainly cares about, and which aspect of the item contributes most to its ratings. It is therefore tempting to study how temporal RSs can explore reviews and capture visual dynamics to address the rating sparsity issue and achieve higher accuracy. To achieve this, we decompose the review text of each item into two types of words-nonvisual words and visual words, and design a topic model considering visual appearances and temporal dynamics that is capable of distinguishing the words automatically. Nonvisual words explain the coherent features of an item that almost unchanged across time periods. In contrast, visual words refer to those that depict the fashion elements contained in the visual appearances of each item in time periods. As only a modest amount of parameters are affordable per item due to the huge item vocabulary involved, temporal factors are shared by items' visual information in each time period. Thus, we could exploit the fashion trends in each time period as well as the visual words for each item.
A. CONTRIBUTIONS
The main contribution of our work is to mine user and item latent features and the influence of fashion on the ratings from both item visual appearances and reviews. Specifically, we claim the following benefits over the existing approaches.
1) The proposed VITAL model jointly mines the temporal changes in visual factors of items and their latent nonvisual features, together with the associated review text in a single learning stage. We believe visual information play an important role in users' purchasing decisions. And this influence changes as the fashion evolves. Modeling it helps us achieve better rating prediction performance. 2) By transferring item latent features to the topic distributions, the proposed VITAL model can learn the word topic distributions for words in the vocabulary, which can be further utilized to automatically tag the products. 3) In experiments with eleven real-world datasets where visual decision factors are at play, our model significantly outperforms the state-of-the-art RSs, such as MF, timeSVD++, HFT, JMARS, ETDR and TVBPR+ on rating prediction accuracy.
B. RELATED WORK 1) MODELING TEMPORAL DYNAMICS
Collaborative filtering techniques have been widely used to mine contextual information embedded in ratings [22] . And time information is considered as one of the most useful context dimensions in the past few years. It facilitates tracking the evolution of user preferences and identifying periodicity in user habits and interests. There exists a multitude of studies utilizing time information to improve the recommendation accuracy. Reference [6] captures user preferences to improve the hit ratio of Top-N recommendations by learning longterm and short-term factors. Previous work in [5] studies the sequence of user behaviors and reveals the relation between user ratings and their expertise. Koren [23] proposed a timeaware RS named timeSVD++ which divides the rating data into time slots, and gives each time slot a separate set of parameters for each user and item to capture the temporary dynamics of their latent features.
2) MODELING REVIEW TEXT
Earlier studies demonstrated the importance of considering review text in RSs [12] - [14] . In this type of models, a topic model is often used to explain the review text. The topic model is then combined with a rating prediction model for predicting ratings. To connect the two models, one must map the users/items' feature vectors in the MF model to the parameters in the topic models. For example, in HFT model [13] , the authors transform an item i's feature vector γ i in MF model to the topic distribution of its review text θ i in the LDA [24] model with a transformation function. In another proposed model JMARS [12] , Diao et al. decomposed the user and item feature vectors into many parameters in their MF model, and then designed three transformation functions. They select one of them for every word in review texts based on which component this word belongs to. Reference [25] proposed a recommendation model named TriRank to cast the task as vertex ranking and devised a generic personalized algorithm for ranking in tripartite graphs. To create such graphs, the authors extracted aspects from textual reviews to enrich the useritem binary relations to a user-item-aspect ternary relations. Reference [14] adopted a mixture of Gaussian to model the ratings, but kept using LDA as topic model to learn the latent topics in reviews. Reference [26] proposed a recommendation framework named MR3, which jointly modeled users' rating behaviors, social relationships, and review comments. The experiments show that models combined with review text can achieve better performance on predicting ratings than pure MF models since its ability of finding explanations from reviews for ratings.
3) VISUALLY-AWARE COLLABORATIVE FILTERING
It is beneficial to consider visual information to build recommender systems that are able to understand the visual aspects of the user-item interactions. Jagadeesh et al. [8] gathered a street fashion data set of images and build a automated large scale visual RS. In [7] , He and McAuley map users and items into a visual space with the inner products depicting the visual compatibility. However, both the above models ignore the underlying temporal dynamics of fashion and is therefore unable to track fashion evolution and understand users' purchasing choice. Reference [10] presented a sparse hierarchical embedding method that utilized visual information for personalized ranking tasks. Reference [21] proposed an One-Class Collaborative Filtering model that jointly models visual appearances and temporal dynamics for estimating users personalized rankings. In their model, item features are divided into visual and nonvisual features. Correspondingly, user features are divided into two parts. Both visual and the corresponding user features are time-aware. Since a large corpora of products is involved, modeling in this way will largely increase the quantity of variables. Moreover, it also reduces the consistency of both user and item features and aggravate the existing sparsity issue. Reference [9] is another work using both visual information and temporal dynamics for sequential recommendation. In their work, the authors build a large-scale recommender system to model the dynamics of a vibrant digital art community.
Although the above works have proved that visual information should be used in recommender systems, none of them are designed for rating prediction task. Intuitively, visual appearances help users make purchase decisions rather than influence their ratings. People often need to view the pictures before making a purchase, but give ratings without seeing the pictures again after the products are recieved (except for the case that the actual product's appearances differ a lot from its pictures). It seems unsuited to consider visual appearances for building rating prediction models. However, we see them as an important part of an item's features that affects the users' rating on it. Modeling them makes mining users' common preferences on product appearances more easily and precisely. In addition, those works chose to omit another useful information-review text. As we depict above, review text should be modeled since it can help a RS understand whether a user is attracted by the appearance of an item, what the user mainly cares about, and which aspect of the item contributes most to its ratings. Thanks to this, modeling visual appearances is no longer inappropriate for rating prediction task.
The existing RSs studied either the temporal dynamics of ratings, combination of ratings and reviews, or visual dynamics. To the best of our knowledge, there is no RS model that jointly mines all the three of them. Our work makes use of review text and visual appearances as well as time information to find the reasons behind rating and review evolution, which enables us to capture the temporal drifts of users' preferences and fashion trends.
The rest of the paper is organized as follows. We present background preliminaries in Section II. Our visually-aware temporal rating model with topics is developed in Section III. Section IV presents model fitting. Evaluation results are presented in Section V. The paper is concluded in Section VI.
II. PRELIMINARIES
We begin by briefly describing our previous work named ETDR that jointly mines the temporal changes in user and item latent features together with the associated review text. [15] .
The predicted ratingr u,v (t) for a user u and item v in time period t is calculated according to:
where µ is an offset parameter, β u and β v are user and item biases, and p u and q v (t) are K-dimensional user and item factors, respectively. To capture the temporal dynamics in item latent features, the model splits item factors q v (t) as follows:
where q v is the persistent part of item v's feature and q v,t is associated with each time period. When the model is being fitted, q v,t automatically captures the temporal dynamics of the item's feature in each time period.
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To model the review text, q v and q v,t are linked with topic distributions θ v and ϑ v,t , respectively.
where δ is a parameter which controls the 'peakness' of the transformation and is fit during the learning stage. Thus, for a word w in item v's reviews, it can be sampled as either following θ v or ϑ v,t depending on the current word scope distribution π v,w and the results of
In ETDR model, a document d v,t is defined as the set of the reviews of a particular item v in time period t. Thus, the loss function of the model is a combination of the Mean Squared Error (MSE) of the rating predictions and the (log) likelihood of the review corpus, (4) where z and s are the sets of topic and scope assignments for each word in the corpus D. The detailed definitions of the variables can be found in [15] .
III. VISUALLY-AWARE TEMPORAL RATING MODEL WITH TOPICS
We are interested in learning visual temporal dynamics as well as items' non-visual features from ratings and reviews. We believe that visual dynamics play an important role in helping users make purchase decisions. Studying them makes us understand the composition of users' preferences (e.g. who they are and what they like) and their purchase choices.
By accounting for evolving fashion dynamics and review text, we hope to build a model to predict users' preferences on the items in the form of ratings. Formally, we represent the set of users and items with U and V respectively. To capture the temporal dynamics, the dataset is divided into T time periods. r u,v (t) is the rating of user u ∈ U on item v ∈ V in time period t ∈ T . R is the set of all the ratings. Thus, our objective is to predict ratingsr u,v (t) for user u ∈ U on item v ∈ V in time period t. The challenge here is to develop efficient methods to make use of the visual information as well as review text to learn fashion trends that are temporally evolving and prediction of users' preferences. The notations used in this paper are listed in Table 1 .
A. MODELING VISUAL APPEARANCES
Although modeling review text can improve the accuracy of learned user and item features and give better rating prediction results, it ignores users' preferences toward visual appearances. This factor is especially important when dealing with datasets where visual decision factors are at play.
To model visual appearances of items and exploit users' preferences towards different visual styles, we need to incorporate visual information into the formulation. Previous visual-aware methods handle non-visual features and visual ones separately [21] . In such models, the rating or score for a user-item pair includes the biases, the inner product of the user and item's non-visual features as well as the inner product of their visual features. In those works, the idea is to discover user and item latent features and the visual features separately. However, since new variables are introduced not only for item visual features but also for the corresponding user features, more variables are needed as the number of users grows. Moreover, the type of information contained in items' pictures differs depending on their resolution, shooting angle and other factors. It is inappropriate to separate a user's preferences into two different parts. Upon this understanding, we decompose item v's features q v into non-visual features and visual features and keep the user features p u as a whole. Thus, our rating function is remained as Equation (1). We only modify Equation (2) for item feature vector q v (t) to make it embrace both visual and non-visual information.
The visual features used in our model are extracted from raw product images with the famous Deep Convolutional Neural Network (i.e., Deep CNN). Let g v denotes the Deep CNN features of item v, and G represents its dimensions.
We linearly embed the high-dimensional feature vector g v into the same space as the non-visual features by introducing a K × G embedding matrix M. Thus, the visual feature of item v is,
and item feature q v becomes,
where q v is the non-visual feature of v. By learning M from the data, we can uncover the most useful dimensions of the Deep CNN features for predicting users' preferences and weight them automatically. Although our model is designed for the datasets where visual decision factors are at play, the contribution of visual factors for each item's feature may be different. Consequently, we add a weighting factor ω v for each item to control the extent of its visual feature. q v is then calculated as
Here, the weight factor ω v , item non-visual feature q v and the embedding matrix M are fit during the learning stage.
B. MODELING VISUAL EVOLUTION AND TEMPORAL DYNAMICS
To uncover the evolving influence of fashion trends on users' preferences and ratings, we are interested in capturing both visual and non-visual dynamics. Considering the sparsity of the datasets, we avoid involving time-dependent parameters for each user or item when developing our model.
1) VISUAL TEMPORAL DYNAMICS
We separate data into T time periods. To capture the visual dynamics in each time period, we extend our embedded matrix M as time-dependent. Recall that learning M can help the model uncover the most useful dimensions of the Deep CNN features for predicting their weights and users' preferences. Since the fashion is changing over time, the weight of each dimension of the Deep CNN features evolves. It is necessary to re-evaluate M for each time period. So item v's visual feature and whole feature are calculated as
and
where M(t) captures the temporal dynamics of visual factors in time period t ∈ T , and q v (t) is the item feature of v in the same time period.
2) NON-VISUAL TEMPORAL DYNAMICS
Besides of visual temporal dynamics, there are other timedependent factors that may affect users' rating behaviors in different time periods. Here, we simply use a time drifting bias to absorb these fluctuates of the ratings. Accordingly, the rating prediction function of our model iŝ
wherer u,v (t) is the predicted rating for user u and item v in time period t, and β(t) is the time-dependent bias captures non-visual temporal dynamics in the time period.
C. JOINTLY MODELING FASHION TRENDS AND REVIEW TEXT
Reviews generated by users contain rich information about their preferences and their purchased items' features. These features include both non-visual features and visual ones. To exploit these features will help a RS understand what a user mainly cares about, and which aspect of an item contributes most to its ratings.
To serve this purpose, we develop our model by jointly modeling visual appearances and review text. The assumption is that if an aspect of an item's visual feature matches the fashion trends in a time period, words depicting this aspect will appear more often in the item's reviews in that period; when the fashion changes, the frequency of these words drops. For example, when 'clean classic sneakers' becomes a fashion trend in a time period, a shoe of this style will attract additional customers who keep up with the trends. For those customers, fashion is a high priority, which makes them more willing to share opinions on that topic in their reviews.
To capture these kind of dynamics in reviews, we define document d v,t as the set of all reviews of item v in time period t. We transform item v's visual feature vector q * v (t) into visual topic distribution θ * v (t). For those non-visual features which are relatively unchanging, we introduce non-visual topic distribution θ v which is transformed from q v to sample the corresponding words. Both transformations are implemented with Equation (3). For each item v and word w in the dictionary, we draw the word visibility distribution ρ v,w from a Dirichlet prior α, where ρ v,w,0 is the probability that word w is chosen as non-visible word and ρ v,w,1 is the probability that word w is chosen as visible word. In other words, each word i in document d v is sampled as non-visible word or visible word according to ρ v,w d,i . Note that we are using the same ρ for item v in all time periods. In our point of view, words depicting an item's fashion elements in one or more time periods will have skewed frequency in these periods, therefore be more likely to be selected as visible words whose topic distributions are changing over time. On the other hand, the rest of the words who have balanced frequency in each time period will have more chance to be sampled as non-visible words. Accordingly, the generative process for document d v,t in the corpus D is, 1) For each word in dictionary W, choose ρ v,w ∼ Dirichlet(α), where Dirichlet(α) is a Dirichlet distribution with a symmetric parameter α.
, where ρ v, * ,0 or ρ v, * ,1 is a vector consist of the probabilities that each word in W is chosen as non-visible words or visible words, respectively;
• is the Hadamard product. Here the subscripts (v, t, i) of z are dropped for brevity. The graphical model is shown in Fig. 1 . For convenience, we define the topic distribution of the set of words with visibility y ∈ {0 : non-visual word, 1 :
Then, the likelihood of the set of all reviews D is
Here N v,t is the number of words in document d v,t . Recall that φ z,w is word w's distribution for topic z. Maximizing the likelihood will make each word's visibility distribution moving towards either θ or θ * whose distribution is closer to φ w .
Note that in practice, we do not learn θ v and θ * v (t) when fitting the topic model. They are transformed from q v and q * v (t), respectively. To provide additional flexibility, we define two separate δs,
} as tun-able transformation parameters. However, we find in our experiments that it give better performance to tie them up in the learning stage.
The final model is developed to reflect when ratings are modeled with fashion trends, there should be words in an item's reviews explaining its non-visual feature and visual feature, respectively. When jointly modeling these two parts, the accuracy of the rating prediction is to be increased. According to this, we define our training objective function as:
where R is the set of all ratings in the dataset; D = {d v,t |v ∈ V , t ∈ T } is the set of documents/reviews; G is the set of items' Deep CNN features; ϒ = {µ, β u , β v , β(t), p u , q v , M(t), ω v } is the set of parameters associated with ratings, including visual embedded matrix in each time period; = {θ v , θ * v (t)} and = {φ, ρ} are the parameters associated with topics; y and z are the sets of visibility and topic assignments for each word in the corpus D.r u,v (t) in the first part of this equation is calculated using Equation (10) , and the second part is the log likelihood of the reviews as calculated in Equation (12) . η is the hyperparameter that trades off the importance of the two parts.
IV. MODEL FITTING
Our goal is to simultaneously optimize the rating associated parameters ϒ = {µ, β u , β v , β(t), p u , q v , M(t), ω v }, and topic and visibility associated parameters = {θ v , θ * v (t)} and = {φ, ρ}. We also fit = {δ 0 , δ 1 } at the same time. Therefore, given the set of Deep CNN features G, the ratings R and reviews D and their time-stamps, our objective is to find
Since our model contains two separate parts, it is intractable to get the optimal solution directly. Instead, we develop an EM algorithm that alternates between Gibbs sampling [27] and gradient descent, to optimize the parameters. In the E-step, we use Gibbs sampling to learn the word topic distributions and word visibility distributions by fixing the values of ϒ and . In the M-step, we perform L-BFGS [28] , a quasi-Newton method for non-linear optimization of problems with many variables, to learn ϒ and by fixing and each word's {y, z} sampled in the last iteration of the E-step.
A. E-STEP
In this step, we update topic distributions using Equation (3) and perform Gibbs sampling to learn the word topic and word visibility parameters by fixing the values of ϒ and updated in the M-step. In each iteration, for the ith word in document d v,t , we sample {z d,i , y d,i } by the probability function of
where n
v,w,j denotes the number of times that w d,i is sampled as word with visibility j in all the reviews of item v, excluding the current word assignment y d,i . We omit the subscript for w in the equation for brevity. n
Note that for each word in the corpus, the word visibility and topic are sampled simultaneously. The critical difference between our model and previous topic models (such as LDA) is that, instead of sampling topic distribution θ from a Dirichlet distribution, we have multiple topic distributions determined based on ϒ for each document, and we use ρ to tune the weights for words of selecting which distribution to follow. Repeated sampling through all the words in the corpus could reach convergence, where the change in ρ and φ between successive iterations is sufficiently small. Once the sampling process is finished, we can readily readout the parameters:
Here the notations have the same meanings as in Equation (15), except that the counters n counts all effective samples in the corpus.
B. M-STEP
In this step, we use L-BFGS to learn ϒ, and by fixing and {y, z} sampled in the last iteration of E-step. Because the variables are linked to ϒ, and used in the second part of L, our objective in this step becomes
where , y and z are obtained from the last E-step. Recall that is transformed from ϒ and , so they are the actual parameters learned in this step. We repeatedly perform the EM steps until convergence, i.e., until the changes in ϒ and between two consecutive M-steps are sufficiently small, or the maximum number of iterations are performed.
V. EXPERIMENTS
We perform experiments on eleven real-world datasets to investigate the efficacy of our model. We evaluate our model against previous representative rating models, and analyze the influence of hyper-parameters on the rating prediction performance.
A. DATASETS
To evaluate our method on capturing fashion trends and corresponding review text, we are interested in datasets with large corpus of reviews and that visual information plays an important role on users' purchasing choice. We use the public datasets collected from Amazon [29] . The datasets contain G = 4096 dimensional visual features extracted from the image of each item. Note that we run our experiments not only on typical visual-determined datasets such as 'Women Clothing' and 'Men Clothing', but also on other datasets like 'Beauty', 'Cell Phone & Accessories' and 'Home & Kitchen' where visual factors have influence on users' preferences according to the commonsense. We keep all the interactions from Feb. 2012 to Jul. 2014 in the datasets, even for those users or items who have only one review. The datasets and their statistics are presented in Table 2 . 
B. BASELINES
We compare our model with the following state-of-the-art rating models:
• PMF: Probabilistic Matrix Factorization (PMF) is a classic latent factor model. It completely ignores the review text and time information. The algorithm can be expressed as Equation (1) but with q v (t) being time independent. We fit all parameters with L-BFGS.
• timeSVD++: This is a representative time-aware model [23] . The model divides data into T time periods, and introduces time-dependent bias and features to capture time-drifting attributes for users and items.
• HFT: Hidden Factors and Topics (HFT) is the first model combining ratings and review text for rating prediction task [13] . We set η to 0.1 as suggested in [13] .
• JMARS: It is another rating prediction model using review text [12] . The model improves the rating prediction performance by capturing the aspect distribution of users' interests in their reviews. The aspect size is set to five in our experiments. VOLUME 6, 2018 • TVBPR+: We also run experiments for the state-ofthe-art visual-aware model named TVBPR+ which is proposed in [21] . We use the preference predictorx u,i which is introduced in that paper as the rating prediction function and fit all the parameters with L-BFGS. When we transform the TVBPR+ function to fit the rating prediction task, we substitutex u,j with a real value rating, and reverse the sign of the regularizer. The goal is to minimize the mean squared errors and learn the parameters. Both latent feature dimension K and the dimension of visual style space K are set to 10. The target function of the model is converted to the sum of MSE with L2 regularizer and λ is set to 0.0001.
• ETDR: The model considers ratings and reviews as well as temporal dynamics in the learning stage [15] . The ratings are predicted according to Equation (1) . And the loss function can be expressed as Equation (4).
C. TRAINING
We randomly divide each dataset into training, validation, and test sets. We use 80% of each dataset for training, and evenly split the rest into validation set and test set. The latent factors and topic of each word are initialized uniformly at random. The visibility distribution are initialized according to the hyper-parameter α. In our experiments, we only report the results when α is set to {3, 3}. We set time period length to be 30 days for all the datasets. K is set to 10 for all models. We have tuned the hyperparameters for each model to get the best results. Although our model can achieve the best results within 1000 iterations on all the tested datasets, we run for more than 3000 iterations for other models on each dataset to ensure they get the best results. After every 10 iterations of gradient descent, we run 10 iterations of Gibbs sampling to optimize and compute Mean Squared Error (MSE) on the validation and test sets. We report the MSE on the test set for each model with parameter setting that achieves the lowest error on the validation set.
D. PERFORMANCE
Results in terms of MSE are shown in Table 3 . The lowest MSE on each dataset are marked with bold font. The right side shows the improvement of VITAL against other models. As is shown in table 3, timeSVD++ performs better than PMF on several datasets such as 'Men Clothing' and 'Cell Phones & Accessories', but the average is worse. This indicates that only considering temporal dynamics is not sufficient, even for the datasets with obvious time-dependent factors like fashion. In most cases, rating models with topics can get lower MSE than the others. This shows the importance of considering review text when predicting ratings. When compared with other baseline models, our model achieves the best performance on all the tested datasets. This is due to the capability of capturing visual dynamics which make our model be able to recognize the fashion elements in each time period.
To illustrate the stability of the ratings predicted by the models, we give the standard error of the MSEs in Table 4 . From the table, we can see that VITAL achieve the smallest standard errors on almost all the datasets except for Men Clothing and Women Shoes. This shows that VITAL performs stabler on predicting ratings than the other methods.
In the experiment, we find that TVBPR+ does not perform well in predicting ratings. The reason is that it is designed for the objective of maximizing the differences between positive and negative samples, but not minimizing the mean squared errors between the predicted scores and the real value ratings. Since they have totally different goals, the score functions are designed in different ways. Therefore, it is not applicable to directly use it to predict ratings. It is necessary to develop a new visual-aware model for rating prediction tasks.
E. ANALYSIS
Besides the MSE performance, we are also interested in the hyper-parameter and maximum iteration settings of our model. We believe that correct settings will help the model get better predictions in less time. Table 5 shows the relationship between #ratings and #iterations performed to get optimal solution. The numbers of iterations are shown in the rightmost column. We also give the summation of #users and #items in each dataset. From the table we can see there is a strong relationship between these two numbers. As the number of ratings grows, more iterations has to be performed. This is for the reason that datasets containing more ratings are often accompanied by larger number of users and items who generate these ratings. And the summation of #users and #items is proportional to the number of parameters learned in the iterative process. Additionally, more ratings means there are larger number of documents which also need more times to run gibbs sampling process.
1) #RATINGS vs. #ITERATIONS
We notice that there are two exceptions in the table-Video Games and Beauty. The former has only 674,561 ratings whereas 960 iterations are performed to reach optimal. For the latter we only run 580 iterations for 1,673,549 ratings. By analyzing the intermediate results generated in the iterative process, we found although the energy (value) of the function decreased continuously, the MSEs on the validation sets were fluctuating. This may cause uncertainty in some degree like what happened on the datasets of Video Games and Beauty, but will not affect the overall trend.
2) HYPER-PARAMETER η
It is an important parameter in our model that trades off the impact of the rating and topic parts. Although in the experiments we fixed the parameter to 0.5 for comparison, it is necessary to know how to choose it for different datasets. Fig. 2 shows the MSE results of using different η for the datasets of 'Men Shoes', 'Women Shoes' and 'Women Clothing'. As can be seen from the figure, the MSEs of both Shoes datasets are not smooth when η is smaller than 0.4, but decrease to a steady level after 0.5. This indicates that when running VITAL for these datasets, a large η might be needed (at least larger than 0.4). In contrast, the impact of varying η on the MSE of Women Clothing is very small. This implies distinct η for each dataset should be given for better prediction results in practice. Table 5 we VOLUME 6, 2018 find as the number of ratings grows, more iterations are performed. However, according to the figure, no general trend can be found to explain the fluctuations of varying η for each dataset. It seems completely random. In spite of that, the numbers of iterations of these small datasets (#ratings less than 1,000,000) are still within a certain range, not exceeding 500. It seems that the number of the ratings is a more important factor than the value of η when setting maximum iteration times for a dataset.
VI. CONCLUSION
In this paper, we present VIsually-aware Temporal rAting modeL with topics (VITAL) that mines user and item latent features from both item visual appearances and reviews. Our model jointly mines the temporal changes in items' visual factors and their latent non-visual features together with the associated review text in a single learning stage. We run experiments on eleven real-world public datasets and the results show that our model outperforms the state-of-theart RSs, such as PMF, timeSVD++, HFT, JMARS, ETDR, and TVBPR+ on rating prediction accuracy. Through hyperparameter analyzing, we demonstrate η plays an important role in balancing rating and topic parts and should be chosen for each dataset distinctively.
