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Introduction
An mesh-connected multiprocessor array consists of identical processors
positioned on a rectangular array. The processor located in row ( ) and column ) is referred to as . The mesh-connected architecture has emerged as one of t 1≤j ≤N P (i ,j ) he most natural choices for solving a large number of computational tasks in image proi cessing, computational geometry, and computer vision. This is due, in part, to its simple nterconnection topology and to the fact that many problems feature data that maps easily -m onto the mesh structure. In addition, meshes are particularly well suited for VLSI imple entation [2, 11, 13] . However, due to their large communication diameter, meshes tend to be slow when it o comes to handling massive data transfer operations over long distances. In an attempt to vercome this problem, mesh-connected computers have recently been augmented by the s addition of various types of bus systems [2, 13, [17] [18] [19] . One of the most interesting such ystems, referred to as mesh with multiple broadcasting [18] , involves augmenting the s ( basic two-dimensional mesh-connected computer by the addition of row and column buse refer to Figure 1 ). In a two dimensional mesh with multiple broadcasting, a processor can -f communicate with any of its four neighbors using local connections, or can broadcast in ormation along any of its row and column buses. As usual, only one processor is allowed to broadcast on a bus at one time.
-2 -This architecture has proven to be feasible to implement in VLSI and variants thereof -t are used, among others, in the Finite Element Machine [2] and the DAP family of mul iprocessor arrays [17] . Recently, a number of efficient algorithms to solve a number of [ computational problems on square meshes with multiple broadcasting have been proposed [3] [4] [5] [6] [7] [8] [9] [10] 12, 15, 18] . In particular, in [18] it is shown that on such a mesh of size semi-
group operations can be performed in ) time, while the task of computing the median of items stored one per processor takes O( ) time.
n n (log n ) 3 1/6 2/ -t Later, Bar-Noy and Peleg [3] and Chen et al. [9] have shown that semigroup compu ations can be computed faster if rectangular meshes of a suitable size are used instead of square meshes. Specifically, they show that on a mesh with multiple broadcasting of size semigroup computations can be performed in O( ) time. The purpose of this work is to propose an algorithm design methodology to solve the a s selection problem on meshes with multiple broadcasting. Our methodology leads to election algorithm that runs in O( ) time on a mesh with multiple broadcasting
We assume a SIMD model: in each time unit, the same instruction is broadcast to all t o processors, which execute it and wait for the next instruction. Each instruction can consis f performing an arithmetic or boolean operation, communicating with one of its neighbors b using a local link, broadcasting a value on a bus, or receiving a value from a specified us. In addition, each processor is assumed to have a constant number of registers, and to s a be able to perform in unit time standard arithmetic and boolean operations. As usual, it i ssumed that every processor knows its own coordinates within the mesh; in accord with f t other workers, we assume that communications along buses take O(1) time, independent o he size of the mesh [2, 3, 9, 10, 13, [18] [19] [20] . Although inexact, recent experiments with the -i YUPPIE multiprocessor array system [13] seem to indicate that this is a reasonable work ng hypothesis.
The remainder of the paper is organized as follows: Section 2 discusses our algofi rithm design methodology resulting in a template selection algorithm; Section 3 discusses ne-tuning the parameters; finally, Section 4 summarizes the results and proposes a number of open problems. (1
Our goal is to determine the values of and such that the running time of a larg lass of selection algorithms on such a mesh is minimized, among all possible choices of rectangular meshes containing elements. During the course of the algorithm, the mesh n R . H will be viewed as consisting of submeshes in a way that suits various computational needs owever, every time such a view is taken, the implied partition will be made explicit and e d no confusion will arise. Occasionally, we shall make use of algorithms that wer eveloped for meshes with no broadcasting feature. In particular, we make use of the P optimal sorting algorithm of Nassimi and Sahni [14] , that we state below. roposition 1. (Nassimi and Sahni [14] ) A set of numerical values stored one element
per processor on a two-dimensional mesh-connected computer of size × can be sorte n row-major order in O( ) time. mallest element of . In every iteration we determine, as discussed later, a distinguished element of , and partition the set into disjoint subsets
In case ≥ , we eliminate and and proceed recursively to solve the problem d of selecting the -th smallest element in ; in case < and ≥ , the desire
element is ; finally, if < then we proceed recursively to select the ( )-th smallest element in . This process is continued until sufficiently few
. candidates remain to obtain the desired element by sorting Our template algorithm involves two distinct stages. Stage 1. {Preprocessing} Begin by partitioning the original mesh into submeshes ( ) of
, such that involves the processing elements with an (refer to Figure 2 ).
Next, we sort all the 's in parallel in row-major order using the optimal sorting algorithm in [14] . Note that we must have
y ≤ x x . if we are to restrict the total running time to O( ) It is easy to confirm that since every is sorted in row-major order, after having
eliminated a subset of the candidates, as mentioned above, the remaining candidate popula ion involves a contiguous block of processors in every . This observation motivates
R
: us to describe the set of candidates in by two parameters first( ): the row and column number of the processor that contains the smallest candi-
date in last( ): the row and column number of the processor that contains the largest candidate
For definiteness we assume that first( ) = ( ), and
ast( ) = ( ). d Finally, to complete the preprocessing stage, the candidate population is initialize
o , while first( ) and last( ) are initialized to ( ) and ( ), respec-S tively. tage 2. {Reducing the candidate population} Every iteration of the second stage of our algorithm is broken up into several steps, w each performing a distinct task as described next. We now set a new target for ourselves: e wish to execute all the computational steps in one iteration of Stage 2 in time O( ). J M N x y y ust as , , and , the parameter is not known at this time. We plan to choose the value of that results in as low a running time as possible.
y
Step 1. The purpose of this step is to compute the number as well as the median of
The task specific to this step can be accomplished as follows. The processors -i and holding the smallest and the largest candidate in , respec
d tively, send their identity horizontally to processors an , respectively, using local communications only. It is
For every value of ( ), we group the submeshes , , ..., into
.., , every group containing consecutive submeshes. More pre isely, group involves submeshes through , group contains the sub-
2y , j R meshes through , and so on (see Figure 3 ). s Note that by virtue of the previous data movement operation, all the processor in the same group can use the vertical buses to broadcast 
The obvious result of the data movement operation that we just described is that every processor knows first( ) and last( ) and, conse-
quently, can compute in O(1) time the number of the candidates in . To complet tep 1, every processor determines the median of the candi-
This task is accomplished by the following sequence of operations: g processor computes the location of the processor containin
he median of the candidates in ; processor informs the corresponding processor that it con-
tains the median, and requests the value of the median; r the processor containing the median, sends to processo
The first operation in this sequence is trivial; the last two operations are implemented r as follows: first, proceeding by groups, as before, every processo , using its own column bus, broadcasts a message to the pro-
cessor that lies in the same row as the one holding the median; this processor, in turn fort wards the message received by the vertical bus, horizontally, to the processor that holds he median using local communications only. Finally, the processor containing the median, broadcasts back to using the same sequence of opera-
It is easy to confirm that the broadcasting operations discussed take O( ) steps Step 2.
i ,
The purpose of this step is to compute for every fixed ( ) the weighted 
In our case, the set , , ..., of the medians computed in Step 1 is f weighted by , , ..., . To carry out the task of computing the weighted median o c c c
he 's we view, again, the set of submeshes through as consisting of the groups , , ..., as discussed in Step 1. Our intention is to send all the ordered and that α is smaller than or equal to at least α is larger than or equal to at least 4 1 of the candidates in Q .
j j j j -), the ordered pair (α ,c ) is sent to proces N y s To complete Step 2, for every j (1≤ j ≤ or P (1,1+( j −1)y ) (i.e. the processor in the north-west corner of Q ), using local com-S munications only. It is easily seen that this operation takes O(y ) time.
The purpose of this step is to compute the weighted medians of groups of y cons to move the ordered pairs in groups of y at a time. Consequently, this data movement ca e accomplished in O(y ) time. To complete Step 3, the compacted set of ordered pairs in every T is sorted by their i e w first coordinate, using an optimal sorting algorithm for meshes [14] ; in addition, th eighted median β of all the α 's in T is computed. We note that both these operations Finally, the ordered pair (β ,c′ ) is sent, using local connections only, to the processor P (1+(i −1)y ,1) (i.e. the north-west corner of T ). This, of course, takes O(y ) time.
i
Step 4.
-8 -At the end of Step 3, the first column of R contains y N ordered pairs (β ,c′ ).
The purpose of this step is to compute the weighted medians of groups of y con ecutive β 's weighted by the corresponding c′ 's. To complete Step 4, the compacted set of ordered pairs in every Q is sorted by their j e w first coordinate, using an optimal sorting algorithm for meshes [14] ; in addition, th eighted median γ of all the β 's in Q is computed. We note that both these operations 
j j j j Finally, the ordered pair (γ ,c′′ ) is sent, using local connections only, to the proces-) sor P (1,1+( j −1)y ) (i.e. the north-west corner of Q ). This, of course, can be done in O(y j S time.
tep 5. The purpose of this step is to compute a certain element m of the candidate popula-. S tion C that will be used for the purpose of eliminating a subset of these candidates pecifically, we proceed as follows.
Much like in the previous steps, we compact the y N ordered pairs (γ ,c′′ ) into an 5 j j , f y ×y submesh S of R involving processors P (p ,q ) with 1≤p ≤y and 1≤q ≤y . Obviously or this to be feasible we have to insist on having 
T 1/7 o complete
Step 5, the ordered pairs in the submesh S are sorted using an optimal o sorting algorithm for meshes, and the weighted median m is computed. As before, we bserve that m is smaller than or equal to at least 32 1 of the candidates in C ,
and that m is smaller than or equal to at least 32 1 of the candidates in C.
Step 6. The purpose of this step is to eliminate a subset of the set C of candidates. The idea is to compute the cardinalities of the sets C , C , and C defined in (2) and then to 1 2 3
. proceed to eliminate the candidates that have no chance of being selected To achieve this goal, we begin by broadcasting the value of m to all the processors in ) t the mesh R . Using the vertical and horizontal buses, this task can be carried out in O(1 ime.
Next, in every submesh R (refer to Step 1 for the definition), we want to determine i ,j 1 y l the last processor that contains an element belonging to C . This is easily accomplished b etting every processor check its neighbors to the left and right. To allow for special cases, we observe that this operation can be performed in O(y ) time.
Once this processor, say, P (i ,j ) is known, we are in a position to compute the cardinalities of the sets C , C , and C . Notice that once the number of elements in C is 1 2 3 1 o w known, we know the rank of m in the set C of candidates. At this time, the decision as t hat subset of the candidates to eliminate is straightforward. g We now describe how the cardinality of C can be computed efficiently. Mirrorin
the action taken by processor P (r′ ,c′ ) holding the largest candidate in C (refer to Step ) 1), P (i ,j ) sends its identity to processor P (r ,c ). Now P (r ,c ) can compute in O(1
ime the number n of elements in C contained in R .
. rows of R M y As in Step 2, we compact the values n , n , ..., n in the first x 1,j 2,j x M ,j 1,j y c
In O(y ) time we compute their sum. Now proceeding as in Steps 3, 4, and 5 we finall ompute the total number of elements in C . (16) and (17), the candiate population decreases by at least a factor of 1/32 in every iteration of Stage 2. Consec quently, the total number of iterations needed to reduce the candidate population to, say, a onstant number is bounded above by O(log n ).
Since we have set as our overall running time of the template selection algorithm to , w O(x ), and since Stage 1 takes O(x ) time and Stage 2 takes, as discussed, O(y log n ) time e can only achieve our goal if
Fine-tuning the parameters
In this section we shall determine optimal values for the parameters M , N , x , and y . To begin, note that by (4) and (9) combined we can write
4 4 t Next, we multiply (19) by (log n ) to ge
4 4 d It is easy to see that (18) and (20) combined, yiel
5 4 e Similarly, by (4) and (18) combined we can writ
3 2 t Now multiplying (21) and (22) we ge
which by virtue of (1) becomes For this purpose, all we need do is to show that (23) holds with equality for suitably , a chosen values of M , N , and y , in such a way that all the constraints (1), (4), (9), (15) nd (18) which translates as
3/8 1/4 t Notice that (24) and (25), combined imply tha
e Since by (1) MN =n , (26) and, consequently, both (24) and (25) must hold with quality, yielding n .
There a number of questions that need to be answered. The principle outstanding y s question is: "Why do we need six steps in every iteration of Stage 2"? Note that the onl tep that could be eliminated in the template algorithm is Step 5. However, it is easy to g see that this is only possible if instead of (15) we insist on havin
e leave it to the reader to verify that (15') leads to an overall running time of the template algorithm of O(n (log n ) ), which can only be improved upon by running an 1/8 7/8 extra step. This, in turn, brings up the question of whether or not the bound in (23) can be e c improved. The answer is negative: the reason being that already by running Step 5 th onstraint (15) is weaker than the others (for n sufficiently large) and so further steps will 4 not help.
. Conclusions and open problems
One of the fundamental algorithmic problems in computer science involves selecting n a the k -th smallest element in a collection A of n elements. We have proposed a selectio lgorithm methodology that results in an algorithm running in O(n (log n ) ) on a mesh w ith multiple broadcasting of size n (log n ) ×n /(log n ) . Our result is optimal over Conf., 1988, pp. 196-199. 8 . V. Prasanna and C. S. Raghavendra, Array processor with multiple broadcasting, Jour-1 nal of Parallel and Distributed Computing, vol 2, 1987, pp. 173-190. 9 . J. Rothstein, Bus automata, brains, and mental models, IEEE Trans. on Systems Man
