In big data applications such as healthcare data mining, due to privacy concerns, it is necessary to collect predictions from multiple information sources for the same instance, with raw features being discarded or withheld when aggregating multiple predictions. Besides, crowd-sourced labels need to be aggregated to estimate the ground truth of the data. Due to the imperfection caused by predictive models or human crowdsourcing workers, noisy and conflicting information is ubiquitous and inevitable. Although state-ofthe-art aggregation methods have been proposed to handle label spaces with flat structures, as the label space is becoming more and more complicated, aggregation under a label hierarchical structure becomes necessary but has been largely ignored. These label hierarchies can be quite informative as they are usually created by domain experts to make sense of highly complex label correlations such as protein functionality interactions or disease relationships.
INTRODUCTION
For various tasks such as crowdsourcing, healthcare data mining in big data applications, multiple information sources may provide labeling information on the same instance siPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. multaneously. Once we obtained the labeling information from multiple information sources or human beings, it is necessary to consolidate the collected information to infer the ground truth labels. Since the imperfect information from a single information source exists ubiquitously, it is also important that labeling information from multiple sources need to be consolidated to resolve noises and conflicts. Moreover, due to privacy concerns, raw features of instances are often discarded or withheld and only labels are available for aggregation purposes. For example in online healthcare forums, the raw features of a patient need to be discarded for privacy concerns and only diseases names collected from multiple doctors are consolidated to infer the ground truth.
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In those applications, instead of assigning a single label for each instance, it is usually more informative to associate an instance with more than one labels to characterize multiple properties an instance has. For example, an image instance can be described by multiple tags such as "monarda", "bird" and hence belongs to multiple categories. A protein can be associated with more than one functions, denoting various functionalities. A patient may be associated with several candidate diseases, each of them diagnosed by a doctor.
Typically, those tasks consider all the labels on the same "flat" level. However, it is still insufficient to measure the value of the informativeness of labels when we isolate labels with each other and ignore the correlations between them. A better way is to organize labels in a hierarchical taxonomy. In this way, besides correlations such as co-occurrences among "flat" labels, a label hierarchy contains rich information to make sense of highly complex label correlations. Problem Studied: In this paper, we want to incorporate the label hierarchy into the prediction consolidation process when only the labeling information from multiple information sources are available, which is formally defined as the Multi-source Hierarchical Prediction Consolidation(MHPC) problem, illustrated in Figure 1 .
Informative label hierarchies are prevalently observed in various applications. For example, in crowdsourcing for protein functionality annotation, the functional labels of a protein are in a hierarchy, representing the functional relations. In healthcare data mining, disease labels can be also constructed with a tree-like disease taxonomy, denoting the pathology structure of human diseases. Current works in the literature [1, 2] try to consolidate predictions from multiple information sources. However, those works have access to raw features of the data and they totally ignore the hierarchical information , which may lead to potential loss of valuable information [3] . With a number of approaches proposed to exploit the label hierarchy for various tasks [4] such as classification or clustering, it is reasonable to believe that informative label hierarchies, which inherently come with many prediction consolidation tasks, are also able to offer auxiliary and valuable information for the MHPC problem. For example, the conflicts between two label predictions in Figure 1 can be resolved by mapping label predictions to level 2, where we have {flower, bird} for both label predictions. Moreover, the label hierarchy may provide some constraints so that label predictions which violate the hierarchical structure will be less useful.
Given the importance of incorporating the label hierarchy, the MHPC problem itself is a novel problem which is rarely studied. Various learning problems are summarized in Figure 2 , where model-level ensemble learning [5, 6, 7] tries to aggregate labels at the output level and hierarchical multi-label learning exploits the label hierarchy to improve the model performance on a wide range of multi-label learning tasks [3, 4] . The multi-source hierarchical prediction consolidation problem is an unsupervised ensemble learning problem that aggregates hierarchical multi-label predictions on the model-level, where very few work has been done. In this paper, we try to solve the MHPC problem by formulating it as an optimization task. The objective function for optimization favors the smoothness over all information sources as well as penalizing any two instances which have high hierarchical instance similarity but conflict with each other in the consolidation result. We derive a closed-form solution for this optimization problem. After that, the Mphc algorithm is introduced where two phases, namely estimating hierarchical similarities and minimizing consensus cost, are conducted in an iterative, totally unsupervised fashion to get the consolidated label prediction for each instance.
PROBLEM STATEMENT
Before introducing the proposed method, we will give the definitions of some important concepts and formulation of the MHPC problem first in this section.
Terminology Definition
Suppose we are given label matrices Y1, Y2,...,YM provided by M information sources and a hierarchical adjacency matrix H. An label matrix Ym is an N by K matrix indicating the labeling information on all N instances and K labels provided by the information source m. Within Ym, the i-th row Ym 
Problem Statement
Based on the terminologies defined above, the Multisource Hierarchical Prediction Consolidation problem is formally defined as: given label matrices {Y1, Y2, . . . , Ym} and a hierarchical adjacency matrix H, the MHPC problem tries to incorporate the label hierarchy into finding a consolidated label matrixŶ that maximizes the consensus among all label matrices. The maximum consensus is achieved by minimizing the consensus cost in prediction consolidation.
MODELING HIERARCHICAL CONSEN-SUS
This section describes how we come up with a consolidation agreement from multiple information sources by incorporating the label hierarchy into the minimization of consensus cost. Section 3.1 describes the objective function for minimizing the consensus cost as well as its closed-form solution. Section 3.2 integrates the hierarchical information into the objective function when estimating instance similarities.
Minimizing the Consensus Cost
We formulate the following objective function: (1) where . denotes the 2-norm for matrices and vectors. The first term favors the smoothness of the consolidation result over label predictions from all the information sources. The second term serves as a regularization term which ensures that label vectors of any two instances in the consolidation result(the i-th and the j-th instance inŶ) do not differentiate themselves from each other very much if they share a high hierarchical instance similarity Wij. Estimation for W will be further explained in Section 3.2. λ serves as a regularization coefficient to penalize violation for the hierarchical similarity constraints.
Note that the objective function in Equation 1 can be rewritten in a matrix form as:
where L is the symmetric normalized Laplacian matrix
and D is the degree matrix of W.
To find aŶ that gives the minimum value of J(Ŷ), we first prove the convexity of J(Ŷ) by showing the positive definite property of the Hessian matrix of J(Ŷ) with respect toŶ.
The Hessian matrix shown in Equation 4 is positive definite because λL is positive-semidefinite [8] and adding an identity matrix to it makes the resulting Hessian matrix positive definite [9] . Therefore, setting the derivative of J(Ŷ) with respect toŶ to zero
leads to a global minimized consensus cost J(Ŷ) given W. A closed-form solution can be obtained by solving the Equation 5:
Ym and I is the identity matrix.
From Equation 6
, we can see that hierarchical similarity constraints are not introduced when λ = 0. In this case, the consolidation result degrades to the simple averaging of all the label prediction we obtained. While λ > 0, the Laplacian matrix L regularizes the simple averaging result and guides theȲ towards a global consensusŶ with label hierarchies being considered.
Estimating the Hierarchical Similarity
Given any two label vectors, each of which denotes a label prediction for an instance, an instance similarity matrix W in Equation 1 is inferred from the consolidation result to measure the similarities between label vectors. We assume that each label has a unique degree of support, asserting that such label belongs to an instance. Then, the instance similarity value Wij of any two instance i and instance j can be calculated by the following Equation:
where
measures the weighted Euclidean distance between label vectors of two consolidated instances inŶ, namelyŶ (i) andŶ (j) . #» S is a support label vector that serves as weights for distance measurement where each entry #» S k of #» S indicates the degree of support of the label k to the distance estimation. σ is a constant factor and the exponential function exp (.) converts the distance measurement to a similarity measurement. Usually, we assume that each label has an individual degree of support to the overall similarity estimation. However, as the label space is becoming more and more complicated, such simplified assumption totally ignores correlations among labels and therefore will lead to an inaccurate similarity estimation due to the label sparsity. For example, there can be thousands of labels for flower names such as "monarda", "fuchsia" and so on. However, it is very unlikely that label predictions provided by various information sources cover all of those flower names. Although these labels share the same general idea (the "flower"), if the support value is calculated on each label separately, none of those labels is able to contribute to the support value of label "flower" which they share the general idea with. Also, different information sources may have preferences in providing certain labels so remaining labels may be rarely used.
The label hierarchy organizes labels in a tree-like structure in which general labels are the ancestors of specific labels. With a label hierarchy being incorporated, labels are no longer independent of each other: the general idea is that when an information source assigns the label k to an instance, the existence of that label reflects a direct occurrence of this label to support the instance. Moreover, such label assignment on label k also indicates indirect occurrences, although not explicitly labeled, from its ancestor labels on the label hierarchy. Therefore, we would like to let the occurrence of each label contributes not only to itself but also to all its ancestor labels in a label hierarchy.
To make this happen, we first apply the label augmentation algorithm to convert each label vector Ym t ← k 5:
t ← t where
By augmentation, the direct occurrence of a label in the label vector contributes not only to itself, but also to its ancestor labels in the hierarchy. We propose to use the occur-
of a label k in all augmented label vectors to estimate the support value for each label.
A label k which is near the root node in a label hierarchy tends to have a higher occurrence #» C k value in augmented label vectors. Asserting the belongingness of a label which is in proximity to the root node to an instance is less likely to be fallible. Therefore, labels with high occurrence values make themselves more supportive in similarity estimation. By summing up the occurrence of each label in all the aug-mented label vectors, labels close to the root node in the hierarchy are frequently augmented, thus have higher occurrence values #» C k . However, using the occurrence value to estimate the support value can be very inaccurate because although the label predictions are collected from multiple information sources, the occurrences of many labels near the leaf nodes in a label hierarchy only share a very small portion over the sum of occurrences, even after label augmentation. This leads to very small occurrence values for all those labels.
In this work, we model the occurrence of a label in an augmented label vector with a confidence interval. The occurrence of a label within all augmented label vectors can be considered as it is sampled from a subset of a population of labels. The occurrence information will be more accurate when we observe this label more frequently among all the augmented label vectors, which leads to a narrow confidence bound. Otherwise, if we rarely observe the occurrence of a label, the resulting confidence bound will be wide and it will be riskier to incorporate this piece of occurrence information into the support value calculation. By incorporating confidence intervals, the occurrence value itself shows how uncertain we are about the occurrence value of a label.
We use the occurrence value C k of label k over the number of instances N as the proportion. Since the root node will be activated in all the augmented label vectors, the root node will have the highest proportion as 1. One label is either activated or not in an augmented label vector, therefore the binomial probability distribution is used. The resulting confidence interval can be presented in an alternate formulation that uses quantiles from the beta distribution [10] :
where B is the Beta distribution and α is the significance level, which usually has the value 0.05 (5%). θ k is the probability of a label k being activated in an augmented label vector.
#» C k is the occurrence value of label k over all augmented label vectors.
The Equation 8 has an appealing property that the less frequent a label k being sampled, the wider confidence interval it will end up with. A narrow confidence bound indicates a stronger certainty during the support value calculation. Therefore the lower bound value of the confidence interval is used to calculate the support value for each label:
Once we calculate the support value for each label with confidence, the instance similarity matrix W in Equation 7 can be calculated with the support label vector #» S learned from the label hierarchy. Hence, W is called a hierarchical instance similarity matrix.
CONSOLIDATING HIERARCHICAL LABELS

The MHPC Algorithm
Although we provide a closed-form solution to find the global minimum for the consensus cost when the hierarchical instance similarity matrix W is given, it is still hard to estimate bothŶ that associates with a minimized consensus cost J(Ŷ) and the hierarchical instance similarity matrix W at the same time. Hence, we propose a two-phase iterative algorithm, namely the multi-source hierarchical prediction consolidation (Mhpc) algorithm, which naturally decouples the computation within each iteration.
The Mhpc algorithm has two phases within each iteration: estimating the hierarchical similarity (Section 3.2) and minimizing the consensus cost (Section 3.1). The Mhpc algorithm starts at iteration t0 with an initial estimation for hierarchical instance similarity matrix (Wij) t 0 and the consolidation result Ŷ t 0 . (Wij) t 0 is initialized by the following equation: Once we obtain an initial value for (Wij) t 0 and (Ŷ)t 0 , each iteration afterwards follows the following updating rules. Estimating the hierarchical similarity:
where the hierarchical instance similarity (Wij) t x+1 is calculated by the most up-to-date consolidation result Ŷ tx .
Minimizing the consensus cost:
where the laplacian matrix (L) tx is calculated by the most up-to-date (W) tx value using Equation 3 . Note that in Equation 12 , the consolidation result in the latest iteration (Ŷ)t x is used for updating, rather thanȲ as shown in Equation 6. With this updating function, the consolidation result can accumulate the consolidation progresses from previous iterations. Otherwise, if (Ȳ)t x is used in Equation 12 , we simply ignore the consolidation results from all the previous iterations, and Lt x is the only factor we can rely on to guide the consolidation process toward a final consensus. The algorithm terminates whenever the updates on the consolidation result (Ŷ)t x+1 is no longer significant after an iteration.
EXPERIMENTS
In this section, the yeast data sets, the real-world medical data sets and their label hierarchies are briefly introduced. After that, the performance of the Mhpc algorithm is compared with other alternatives on both data sets. Experiments on yeast data sets illustrate the ability of the proposed method in overcoming the various degree of label vagueness and noise from multiple information sources. While the real-world medical data set emphasizes more on the label sparsity because in real-world medical consultation, we can't ensure that all the information sources provide labels to all instances. Due to page limitation, experiment details such as detailed data description, convergence analysis on the proposed algorithm as well as parameter estimation can be found in [11] .
Data description and data preprocessing
Yeast Data Sets
The yeast data sets has ten subsets, each annotates yeast genome from different aspects. Each yeast genome is annotated with hierarchical-structured labels in the Functional Catalogue (FunCat) [12] . For example, a yeast genome can be associated with three functionalities: {20/01/03/01 (sugar transport), 20/03/02/02/01 (proton driven symporter), 20/09/18 (cellular import)}. The annotation scheme follows the protein functional description of each genome instance, with up to 6 levels of label taxonomy. On average, each instance has 8.8 labels.
Based on the ground truth multi-label label predictions, we introduce vague labels, as well as noisy labels to the yeast data sets to model real-world cases where imperfect predictive models or inexperienced human annotators are involved in MHPC problems. The algorithm for generating the synthetic datasets can be found in [11] .
Medical Data Sets
The medical data set and the disease label hierarchy are obtained from an online medical consultation website xywy.com 1 , where patients post their healthcare related questions and multiple medical professionals give online suggestions or general advice as answers.
Given certain symptoms, each doctor is considered as an individual information source that provides disease names as labels. Ground truth disease labels are obtained by a medical knowledge base in Baidu Baike 2 (an online encyclopedia of Baidu) where registered doctors provide knowledge about certain disease names that closely associate with some symptoms. The disease label hierarchy is organized in an anatomical structure, with up to three levels of labels(e.g. disease -otorhinolaryngology -rhinitis). Usually, a doctor provides around 2.5 labels to an instance on average, which leads to a low label coverage over all labels in a hierarchy: not all doctors provide labels for each instance; not all instances get label predictions from every doctor. Only 0.011506% of labels are activated among label predictions over all instances from all the information sources we obtained.
Comparison Methods
To show the advantages of the Mhpc algorithm in solving multi-source hierarchical prediction consolidation problem, we compare the Mhpc method with many baseline methods. Considering that no known multi-source hierarchical prediction consolidation methods are available, averaging methods as well as other model-level ensemble learning methods are introduced, which can be divided into three categories:
Averaging Methods • Sa: The simple averaging method. The Sa method simply takes the average of multi-source label predictions. In [13] , the authors observe that the simple averaging method is competitive with a variety of adaptive algorithms under the quadratic loss criterion.
• Wa: The weighted averaging method. Besides the simple averaging method which considers an equal contribution of each label to the consolidation result, the Wa weights labels by support values learned in Section 3.2.
Consensus Maximization Methods
• Mlcm: The multi-label consensus maximization method is introduced in [6] . The Mlcm learns a consolidation result from both label predictions and cluster predictions of the same instance from multiple information sources. By ignoring the cluster predictions, the Mlcm adapts to the problem setting of Mhpc. However, the label hierarchy is not explored in Mlcm.
Multi-source Prediction Consolidation Methods • Mpc-u: The multi-source prediction aggregation method that minimizes the consensus cost as mentioned in Section 3.1, but uses a uniform support label vector #» S during instance similarity estimation.
• Mhpc: The proposed method which minimizes the consensus cost by optimization and incorporates the label hierarchy in estimating hierarchical instance similarities. The support value of each label is estimated based on the lower bound confidence interval of the proportion of occurrence based on all the augmented label vectors we obtained.
Experimental results
Yeast Data Sets
For yeast data sets, two parameters (αvague on x-axis and αnoise on y-axis) are varied from 0.1 to 1 to test how sensitive vague and noisy labels will affect the model performance. The performance on three evaluation metrics (Ranking loss, micro-AUC [14] and coverage error [15] Figure 3 shows the performance comparison results. We observe that the MPHC (the surface with the "+" sign) outperforms other alternatives consistently. When the vagueness level αnoise increases, the performance deteriorates for all the methods. However, the Mhpc performs relatively better than others. On the other hand, when the noise level increases and αvague is fixed, Wa and Mpc-u methods are more easily affected by the noisy label, which leads to fluctuations on the performance surfaces. While Mhpc has a relative stable performance when we varies αnoise from 0.1 to 1 on almost all the values αvauge can take. Note that the performance of Sa is similar with Wa, so the performance of Sa is not presented in this figure.
Medical Data Sets
The medical data sets come with multi-source label predictions inherently when multiple doctors gives suggestions to each patient. The medical date sets consist of six subsets (MED.1 to MED.6) and we randomly sampled 500 instances from each data set. The label predictions associate with those instances are used for prediction consolidation. 
CONCLUSIONS
As information explodes, we are able to obtain an increasing number of label predictions from a large population of information sources at the same time. Due to privacy concerns or storage limitations, the raw features of instances are usually discarded or withheld. The labels we collect from multiple information sources bring not only diversity of labels, but also vagueness and noises. In this work, we studied the multi-source hierarchical prediction consolidation (MHPC) problem. Traditional model-level ensemble learning problems deal with multi-source information but they simply ignore the hierarchical structure of labels. On the other hand, hierarchical multi-label learning problems try to bring the label hierarchy into varies single-source learning tasks such as classification. The MHPC problem effectively incorporates the existing label hierarchy to resolve vagueness and noise originate from multiple information sources, where very few work has been done. We formulate the MHPC problem as an optimization task with a closed-form solution. Two phases, namely minimizing the consensus cost and estimating the hierarchical similarity, are performed in an iterative fashion to learn a consolidation result while preserving the structures of the label hierarchy. Experiments conducted on both synthetic and real-world data sets show the advantages of the proposed method over other alternatives.
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