Abstract-Massive multi-user multiple-input multipleoutput (MU-MIMO) systems are a promising solution for achieving high throughput and robust transmission in next generation mobile communications. Achieving the optimal transceiver design in such systems requires an accurate knowledge of the channel state information. However, in massive MU-MIMO systems, the quality of the channel estimates is often degraded by pilot contamination. In this paper, we propose a lowcomplexity semiblind channel estimation algorithm to mitigate the ill effects of pilot contamination. In the proposed approach, the received signals are first projected onto the subspace with minimal interference, where the bases of this subspace are determined recursively via a low-complexity modified power method. An initial estimate of the projected channel coefficients is then made based on a small number of pilot symbols. Finally, data symbols are detected and the channel estimation is refined alternatively. Compared with existing channel estimation methods, the proposed algorithm has lower complexity due to the subspace projection and innovation process. An asymptotic analysis reveals that the mean square error of the channel estimates is inversely proportional to the length of the data symbols. Simulation results demonstrate that the proposed algorithm outperforms the existing works and alleviates the pilot contamination effects effectively.
I. INTRODUCTION
T HE demand for wireless communications with high speed and low delay has increased dramatically in recent years. Among the various methods available for meeting this demand, massive multi-user MIMO (MU-MIMO) systems are regarded as a particularly promising technique due to their high spectrum and energy efficiency. The base station (BS) in such systems is equipped with hundreds of antennas and is thus able to serve tens of user equipments (UEs) simultaneously over each frequency band [1] , [2] . Moreover, by exploiting spatial and multiuser diversity, massive MU-MIMO systems provide more reliable and robust transmissions than conventional point-topoint MIMO systems. Attaining this diversity gain requires an accurate knowledge of the channel state information (CSI) in order to perform data detection or precoding design at the BS. However, in massive MIMO systems, estimation of the uplink channel coefficients is severely degraded by pilot contamination caused by co-channel interference from adjacent cells [3] . More specifically, if the pilot sequences designated to the UEs of adjacent cells are not orthogonal to those designated to the UEs of the target cell, the channel estimates obtained at the BS are corrupted by the pilot sequences sent from adjacent cells. The resulting channel estimation errors significantly degrade the spectrum efficiency of massive MU-MIMO systems. Consequently, effective methods for mitigating the pilot contamination effects are urgently required.
A. Related Works
In this paper, we focus on mitigating the pilot contamination in the estimates of the uplink channel. As described above, pilot contamination is caused by non-orthogonality among the pilot sequences assigned to the UEs in adjacent cells. Accordingly, most existing channel estimation methods attempt to alleviate the pilot contamination effects by controlling the transmission of the pilot sequences sent by the UEs served by distinct BSs [4] - [12] . By coordination among adjacent BSs, UEs are scheduled to transmit the pilot sequences accordingly to alleviate the effect of pilot contamination [4] . Furthermore, the schedule of pilot transmission can be optimized to minimize the mean square error of the channel estimates [5] or maximize the system sum-rate [6] . In [7] and [8] , co-channel interference is reduced by assigning the pilot sequences in accordance with the strength of the interference channel. Zhao et al. [9] and Zhu et al. [10] proposed a pilot assignment method for heterogeneous cellular networks based on geographic information of the UEs. Moreover, Hu et al. [11] showed that the effects of pilot contamination can be reduced by choosing pilot sequences with low cross-correlation (e.g., Chu sequences). The pilot sequences can be further designed to minimize the channel estimation error [12] . Finally, in [13] , the spectrum efficiency of multicell MU-MIMO systems was enhanced by superimposing the pilot sequence required for channel estimation purposes on the data sequence. However, the methods described above, based on an appropriate scheduling or assignment of the pilot sequences, have only a limited effectiveness since the orthogonality among the pilot sequences is easily destroyed with imperfect synchronization or variation on the propagation delay. Moreover, the scheduling or assignment of the pilot sequences must be re-optimized each time the channel varies. Consequently, a significant overhead is incurred if the channel varies rapidly.
In addition to the methods described above, various robust channel estimation schemes for mitigating the effects of pilot contamination at the BS have also been proposed. For example, Yin et al. [14] presented a Bayesian channel estimation method based on the second-order statistics of the channel vectors. However, the performance of the proposed method requires the angle of arrival (AoA) information at each BS to be accurately known, and hence a significant overhead is incurred. In [15] and [16] , pilot contamination in the channel estimates is eliminated through the use of a well-designed uplink-downlink training process. However, the repeated transmission of pilot sequences during the training process greatly reduces the spectrum efficiency of the system. Moreover, the effectiveness of the proposed method in suppressing co-channel interference is reduced under imperfect synchronization. Exploiting the statistical independence among the data symbols transmitted by all UEs, pilot decontamination methods by taking singular value decomposition (SVD) on the received data matrix or eigenvalue decomposition on the ensemble correlation matrix of the received vectors have been proposed in [17] and [18] , respectively, and the ambiguity in the channel estimates can be resolved through the use of short pilot sequences. However, both methods work effectively only if the length of the data sequence is extremely large. Consequently, the BS must buffer a large number of received symbols before data detection can be performed. In addition, the computational complexity of the SVD process scales with the number of antennas at the BS and the length of the data sequence. The works in [19] and [20] refined the channel estimates using LMMSE and MAP criteria, respectively, by treating the detected data sequences as additional pilot sequences, thereby increasing the dimensions of the sequence. Similarly, the works in [21] mitigated pilot contamination by estimating the uplink data sequences through independent component analysis (ICA). However, achieving an accurate ICA result incurs a high computational cost.
B. Contributions of Present Study
In this work, we propose a semi-blind algorithm to eliminate pilot contamination in the channel estimates for massive MU-MIMO systems. The proposed algorithm comprises two stages designed to mitigate co-channel interference and to refine the channel estimates based on the detected data symbols, respectively. The contributions of each stage are introduced in the following.
1) Low-complexity subspace projection: In [17] , pilot decontamination was performed by projecting the received signal onto the subspace spanned by the signals of interest. It was shown that the subspace projection can effectively eliminate pilot contamination when the number of antennas at the BS and the length of the data sequence are sufficiently large. Moreover, the subspace projection process reduces the dimension of the received signals, and therefore simplifies the subsequent data symbol detection and channel estimate processes. However, determining the basis of the subspace requires performing SVD on a high-dimensional matrix composed of all the received symbols at the BS. Accordingly, we adopt a more computationally efficient approach for determining the dominant singular vectors numerically by means of a modified power method [25] . Although the method involves a trade-off between the accuracy of the channel estimates and the computational complexity, it is shown that only a small number of iterations are required to obtain a comparable estimation performance to that achieved using an exact SVD approach. 2) Recursive data-aided channel estimation: Having projected the received signals onto the subspace, an initial channel estimate is obtained based on the short pilot sequences sent from the UEs. However, subspace projection provides only a limited pilot decontamination effect if either the number of BS antennas is too small or the length of the data sequences is too short. Thus, in this work, the detected data symbols are additionally used to enhance the accuracy of the channel estimates. In contrast to the data-aided method in [19] , in which the channel estimates are only updated once all of the data vectors have been detected, the channel estimates in the present study are refined each time a data vector is detected and are then used to detect the following data vector. Thus, pilot contamination of the channel estimates is gradually eliminated since the detected data vectors progressively contain fewer and fewer errors. Moreover, the proposed scheme incurs a shorter latency since the recursive update algorithm can be terminated as soon as the accuracy of the channel estimates is judged to be satisfactory. Additionally, the computational complexity of each update is reduced by extracting the innovation process of each received data vector. It shows through computer simulations that the proposed scheme outperforms the method which simply performs subspace projection [17] and the data-aided method in [19] . The asymptotic MSE of the proposed channel estimates is derived under the assumption of negligible data detection errors. The analytical result is shown to provide a good lower-bound of the MSE of the proposed scheme.
C. Organizations
The remainder of this paper is organized as follows. Section II describes the considered massive MU-MIMO system and discusses the effects of pilot contamination. Section III introduces the proposed recursive semiblind channel estimation algorithm and provides the corresponding asymptotic MSE analysis and complexity analysis. Section IV presents and discusses the simulation results. Finally, Section V provides some brief concluding remarks.
Notations: Throughout the paper, vectors and matrices are denoted by boldface lower and upper symbols, respectively. 
II. SYSTEM MODEL
This section commences by describing the massive MU-MIMO system considered in the present study. A mathematical model of the pilot contamination effect is then derived.
A. Massive MU-MIMO System
Consider the uplink of an L-cell massive MU-MIMO system as demonstrated in Figure 1 . The BS in each cell is equipped with M antennas and serves K single-antenna UEs. 
The signals received at BS can be expressed by
where G ,i ∈ C M×K is the channel matrix from the UEs of the i -th cell to the BS in the -th cell, and w [n] ∈ C M×1 is the white Gaussian noise (WGN) vector with covariance matrix σ 2 w I. The second term in Eq. (1) is caused by the co-channel interference from other cells. The channel matrix can be written by
,i , where H ,i ∈ C M×K is resulting from the small-scale fading and D ,i ∈ C K ×K is diagonal and models the large-scale fading effect.
Here, we assume that antenna spacing of the base station is large enough such that elements of H ,i are i.i.d. elements with distribution C N(0, 1). In this work, we assume that the large-scale fading matrices {D ,i } are available according to the record of channel estimates, while the small-scale fading matrix H , requires to be estimated at the BS . The channel coefficients are assumed unchanged in a time frame with duration T · T s less than a coherence time, and vary independently from frame to frame, where T s is the symbol duration.
B. Pilot Contamination
Conventional training-based channel estimation schemes for MU-MIMO systems exploit the information provided by training symbols or pilot symbols sent by the UEs. Moreover, the pilot sequences are assigned independently by each BS. For cellular networks with a large frequency reuse factor, the co-channel interference is weak and negligible, and hence conventional training-based methods achieve a good estimation performance. However, in next-generation mobile communications, the frequency reuse factor tends to be one in order to maximize the spectrum efficiency. Thus, when the pilot sequences assigned in adjacent cells are not orthogonal or, even worse, are repeated, the channel estimate is corrupted by the non-orthogonal pilot sequences sent by UEs of adjacent cells. We model the effect of pilot contamination in this section. Denote the pilot sequences designated to the UEs of the i -th cell as
] be corresponding pilot matrix received at the -th BS, which equals to
where
is the WGN matrix. Based on the received pilot symbols, the least square (LS) estimate of the small-scale channel matrix G , is given bŷ
The second term in Eq. (3) is a consequence of pilot contamination, and the third term is caused by WGN. If the pilot sequences designed to each cell are orthogonal, the second term in Eq. (3) is eliminated. However, the orthogonality is often violated due to the pilot sequence reuse or the difficulties in achieving an accurate synchronization of the inter-cell signals. The effects of pilot contamination are particularly severe when the pilot sequences designated to adjacent cells are identical. The presence of pilot contamination increases the channel estimation error and degrades the decoding performance as a result. III. PROPOSED RECURSIVE SEMI-BLIND CHANNEL ESTIMATION ALGORITHM In the paper, we propose a recursive semi-blind method for the base station to estimate the uplink channel coefficients. Block diagram of the proposed recursive semi-blind channel estimation.
As illustrated in Figure 2 , the proposed algorithm is accomplished by two stages, namely a subspace projection stage and a data-aided channel estimation stage. In the first stage, co-channel interference is reduced by projecting the received signal onto a subspace which is approximately spanned by the desired signals. Notably, the basis vectors of the subspace are obtained using a modified power method in order to reduce the computational complexity. In the second stage, an initial estimate of the projected channel matrix is obtained based on a small number of pilot symbols received at the BS. To further improve the accuracy of the channel estimates, the BS decodes data symbols and updates the channel estimates alternatively. By exploiting the data symbols received at the BS, the accuracy of channel estimate and decoding performance of data symbols can be improved significantly. The details of the two stages are presented in the following.
A. Low-Complexity Subspace Projection
This section commences by describing the underlying rationale of the subspace projection technique in massive MIMO systems, which was first proposed in [17] . A low-complexity modified power method for obtaining the major singular vectors of the projected subspace is then derived.
Stacking the received symbols at the BS as
] comprises the symbols transmitted by the UEs in the i -th cell, and W = [w [1] , w [2] , · · · , w [T ] ] is the WGN matrix. Introducing the large-scale and small-scale fading model, the received block at the BS can be rewritten as
where 
is composed of the left singular vectors corresponding to the K largest singular values. When the number of UEs served in each cell is much less than the number of antennas equipped at the BS and the length of data vectors, i.e., K min(M, T ), the subspace projection algorithm enables the co-channel interference to be completely eliminated.
However, the SVD operation has a computational complexity of O(M 3 ), and thus becomes cost prohibitive in massive MU-MIMO systems. In fact, performing the subspace projection simply requires K dominant singular vectors of Y . To reduce the computational complexity, we will adopt a modified power method to obtain the singular vectors sequentially without performing a complete SVD procedure [25] , [26] . Power method is a recursive algorithm to effectively search the dominant eigenvector of a positive semi-definite matrix where the maximal eigenvalue has unity multiplicity. Generalizing this power method concept, the left and right singular vectors corresponding to the maximal singular value can also be approximated in a recursive fashion. More specifically, let q 0 ∈ C M×1 be an initial randomly-generated vector. The dominant left and right singular vectors can then be approached by performing the following recursions :
By the derivation in [25] , vectors p i and q i converge to the dominant right and left singular vectors v 1 and u 1 respectively as i grows to infinity given the multiplicity of the maximal singular value of Y being one. Similarly, if the multiplicities of σ 2 , σ 3 , · · · , σ K are also one, the left singular vectors u 2 , u 3 , · · · , u K can be obtained successively through the modified power method. The algorithm of the low-complexity subspace projection is summarized in Algorithm 1.
Algorithm 1 Low-Complexity Subspace Projection
Initialization 1 : k = 1, Y ,k = Y , for k = 1 : K Initialization 2 : i = 0, η 0 = 0, randomly generate q 0 η 1 = Y H ,k q 0 2 / q 0 2 while |η i+1 − η i |/|η i+1 | > ε i ←− i + 1 p i = Y H ,k q i−1 / Y H ,k q i−1 2 q i = Y ,k p i / Y ,k p i 2 η i+1 = Y H ,k q i 2 / q i 2 end u k = q i Y ,k+1 = Y ,k − u k u H k Y ,k end Y = U H ,1 Y , where U ,1 = [u 1 u 2 · · · u K ].
B. Initial Channel Estimation
According to the SVD expression in (5), the channel vectors can be obtained through subspace projection of the received matrix Y when M and T are sufficiently large and the SNR is sufficiently high. However, in practical massive MU-MIMO systems, the M and T are not large enough to approach the LLN. Consequently, subspace projection not only fails to completely eliminate co-channel interference, but may also result in the loss of some of the information required for channel estimation and data detection. Accordingly, in the second stage of the proposed semi-blind channel estimation algorithm, an initial estimation of the effective channel matrix is made based on a small number of pilot symbols, and the channel estimate is then updated recursively as the data symbols are detected.
After subspace projection, the n-th received pilot symbol equals tõ
is the effective channel matrix from the UEs in the i -th cell to the -th BS after subspace projection, andw [n] = U H ,1 w [n] is the effective Gaussian noise vector with zero mean and covariance matrix Rw = σ 2 w I K . Letg ,i = vec(G ,i ), the received signal in Eq.(9) can be rewritten bỹ Stacking the received pilot vectorsỸ
Since the pilot signals assigned by the neighboring BSs are usually unknown, we assume that the pilot symbols inS i (i = ) are independently distributed. Exploiting the information ofS at the -th BS, the effective channel vector g , is initially estimated based on the LMMSE criterion bŷ
and Rg , E g , g H , = D , ⊗ I K is the correlation matrix of the effective channel matrixg , . It is worth mentioning that the proposed channel estimation can be easily extended to the case with correlated channel coefficients (if the spacing between antennas at the BS is not sufficiently large) by substituting the values in Rg , . The error covariance matrix of the LMMSE estimateĝ , [0] is given bỹ
C. Recursive Data-Aided Estimation Algorithm
In the proposed algorithm, the channel estimates are updated adaptively in accordance with the data symbols detected at each time instance. In other words, compared to existing algorithms, in which the channel estimates are updated only once all of the data symbols have been detected, the channel estimates in the this work are updated progressively as the detection process proceeds, and gradually improve the detection performance as a result. Furthermore, the recursive dataaided channel estimation process incurs less computational complexity than that of other data-aided schemes which exploit all of the detected data symbols at the same time. In the proposed algorithm, the data vector x [n] is detected after passing through the projected signal to the matched filter, i.e.,
. If the data symbols are QPSK modulated, the data vector [2] , · · · ,ỹ [n − 1]} {ỹ [n − 1]}. In this work, the update of channel estimate is conducted based on the LMMSE criterion, where the computational complexity is dominated by the inversion of a nK × nK correlation matrix. To reduce the computational complexity, we introduce the innovation process at each time instance [27] , which is defined by
for In other words, the set of vectors
is the orthogonal bases of the space spanned by
Thus, the channel estimation ofg , based on the received signal
Assuming that the data symbols are detected with no errors, and substituting Eqs. (10) and (18) into Eq.(17), the innovation process can be simplified by 
where R I [n] is the correlation matrix of the interference term in Eq. (20) . Based on the fact that the data vectorsx 1 [n], · · · , x L [n] and the channel vectorsg ,1 , · · · ,g ,L are mutually orthogonal, the correlation matrix of the interference term equals to
Hence, it follows that
Exploiting the recursive structure of Eq. (18), the channel estimateĝ , [n] can be re-written bŷ
Since the channel vectorg , is independent of Gaussian noise andg ,i , ∀i = , the cross-correlation between the channel vector and the innovation α [n] is then given by
Moreover, according to the orthogonality principle of the LMMSE estimator, the channel estimateĝ , [n − 1] is statistically orthogonal to the estimation error ε [n − 1]. Therefore, Eq.(25) can be further expressed by
Substituting Eq. (26) into Eq. (24), the channel vector can be updated bŷ
. (27) It is worthy to mention that, thanks to the orthogonal property of innovation process, update of the channel estimation simply imposes a linear transformation of α [n] on the previous estimate. Thus, computational complexity of the proposed algorithm is only dominated by the matrix inversion of R α, [n] .
In the following, we will analyze the accuracy of updated channel estimate based on the second order statistics of estimation errors. The estimation error ofĝ , [n] is given by
Since the channel estimateĝ , [n−1] is statistically orthogonal to the innovation vector α [n], the cross-correlation between the error ε [n − 1] and α [n] is then equal to
Consequently, the error covariance matrix ofĝ , [n] is given bỹ
Given the error covariance matrix of the initial channel estimate in Eq. (15), the error performance of the channel estimateĝ , [n] can be obtained recursively. The proposed data-aided channel estimation is summarized in Algorithm 2.
Because the accuracy of the initial estimate is relatively low, the detection error of the matched filter output is more likely to occur at the beginning of the recursive process.
To further improve the detection performance and accuracy of channel estimate, the BS can perform the recursive algorithm repeatedly over the received data vectors in backward order.
Algorithm 2 Recursive Data-Aided Channel Estimation
2) Find the innovation:
D. Complexity and Asymptotic Analysis
In this section, we analyze the computational complexity and asymptotic MSE of the proposed semiblind channel estimation algorithm. As described in the previous sections, the algorithm comprises two stages, namely a subspace projection stage and a data-aided channel estimation stage. The complexities of the two stages are separately discussed in the following. In the subspace projection stage, the modified power method requires 2r MT complex multiplications to obtain the pair of dominant singular vectors, where r is the number of iterations and depends on the convergence requirement. In other words, a tradeoff exists between the computational complexity and interference elimination. We will demonstrate the tradeoff through computer simulations in Sec.IV. Compared to a standard SVD algorithm with complexity O(M 3 ), the proposed method simply requires O(K MT ) to construct the matrix U ,1 . Projecting the received signal to the column space of U ,1 demands K MT complex multiplications. Thus, the computational complexity of the first stage is O(K MT ). In the second stage, manipulating the initial channel estimate and corresponding error covariance matrix demands O(T 3 p K 3 ), where the number of pilot symbols T p is equal to or slightly greater than the number of UEs K in our algorithm, i.e., T p K . Passing through the matched filter and calculating the innovation vector require K 2 and K 3 complex multiplications, respectively. Moreover, updating the channel estimate has complexity O(K 6 ) for each time instance. Thus, the computational complexity of the second stage is O(
In massive MU-MIMO systems, the number of UEs is usually far less than the number of antennas at the BS, i.e., K M. The operation of subspace projection greatly reduces the second-stage complexity from
In the following, we will analyze the asymptotic MSE with large number of data vectors. The error covariance matrix of the channel estimate in Eq.(30) can be rewritten bỹ
) is the power of noise plus co-channel interference. Applying the matrix inversion lemma, the error covariance matrix satisfies the following recursive relation :P
Hence, the error covariance matrix of the final channel esti-
When the number of data vectors T d goes to infinity, it follows from the LLN that
If T d is sufficiently large, the first term in Eq.(34) can be neglected. In other words, the impact of the initial channel estimate is negligible given a sufficient number of detected data symbols. Hence, Fig. 3 . The CDF of iteration numbers required to satisfy various stopping requirements, and corresponding NMSE of the proposed channel estimate
, and SNR=10dB.
and the asymptotic MSE of the final channel estimateĝ , is given by
It shows that the asymptotic MSE ofĝ , increases with the number of UEs and the power of noise and interference. By contrast, the asymptotic MSE is reduced with the number of data symbols and the signal power.
Having estimatedG , the channel matrix G can be obtained through back-projection, i.e.,Ĝ , = U ,1Ĝ , . Define the error covariance matrix ofĝ , = vec(
It is easily verified that
In other words, the MSE ofĝ , is greater than that ofĝ , . The accuracy of G is degraded because the channel estimate G is obtained by back-projection from a smaller subspace. The equality holds if the subspace in the received matrix Y is quite dominant. The relation in Eq.(38) shows that the asymptotic MSE derived in (36) can be treated as a lower bound of MSE ofĝ , .
IV. SIMULATION RESULTS The simulation results presented in this section consider a massive MU-MIMO system with L = 7 cells. Unless otherwise specified, each BS has M = 128 antennas and serves K = 8 UEs. Because the received pilot sequences are usually non-orthogonal due to imperfect synchronization at the BS, the pilot symbols are generated randomly with length T p = 8. Both the pilot symbols and data symbols 
are QPSK modulated. The large scale fading coefficients are d , ,k = 1 for inter-cell links, and d ,i,k = 0.1 for intra-cell links. The transmission power of each UE is identical, i.e., P ,k = P, ∀ , k, and we define the signal-to-noise ratio (SNR) in all figures as SNR = P/σ 2 w . We evaluate the accuracy of the proposed channel estimation based on the NMSE of the channel estimates, which is defined by
To investigate the tradeoff between computation complexity and estimation performance of the Algorithm 1, Fig. 3 shows the cumulative distribution function (CDF) of the required number of iterations r required to satisfy various values of the termination criterion ε (upper figure) and the NMSE of the corresponding channel estimates (lower figure). It requires at most 20, 50, and 120 iterations to obtain a singular vectors of the projection subspace given ε = 10 −1 , 10 −2 and 10 −3 , respectively. In addition, it is observed that the NMSE for a termination value of ε = 10 −1 is comparable to that for ε = 10 −3 . Hence, we choose ε = 10 −1 in all of the remaining simulations in order to reduce the computational complexity.
To evaluate the effects of the data length and number of antennas at the BS on the estimation performance, Figs. 4 and Fig. 5 show the NMSE of the proposed channel estimates given various values of T d and M, respectively. As shown in Fig. 4 , the NMSE decays linearly with the data length at high SNR, which is consistent with our asymptotic analysis in (36). On the other hand, increasing the number of antennas M is able to improve the estimation accuracy, as shown in Fig. 5 . With increasing value of M, the channel vectors from a BS to UEs are approximately orthogonal due to the LLN, and the subspace projection has better capability to eliminate co-channel interference consequently.
In the following figures, we will compare the proposed scheme with several existing methods, namely: proposed in [20] . 7) Sub-Data-Aided-LS: the initial channel estimate is obtained using the LS method after subspace projection, and is used to detect all of the data symbols simultaneously. The channel estimate is then updated using the LS method with all of the detected symbols treated as pilot symbols. 8) Sub-Data-Aided-LMMSE: the initial channel estimate is obtained using the LMMSE method after subspace projection, and is used to detect all of the data symbols simultaneously. The channel estimate is then updated based on the LMMSE criterion with all of the detected symbols treated as pilot symbols.
Note that the methods "Sub-LS" and "Sub-LMMSE" correspond to the channel estimation after subspace-based pilot decontamination proposed in [17] . In Figs. 6 and 7, we compare the NMSE of channel estimates and bit error rate (BER) of detected data symbols with various schemes. In Fig. 6 , it shows that the conventional LS and LMMSE channel estimates have severe estimation errors due to pilot contamination. The NMSE can be reduced by one order after subspace projection, and the estimation accuracy can be further improved if the detected data symbols are employed. However, data detection of the methods "Sub-Data-Aided-LS" and 
Fig. 7. BER comparison of various channel estimations when
"Sub-Data-Aided-LMMSE" is based on the initial channel estimates, which may be degraded with severe estimation errors. In consequence, the erroneous data detection will reduce the accuracy of channel estimates. In the proposed method, the data detection is based on the updated channel estimates, and the accuracy of the channel estimate and the detection performance of the data symbols are improved after each update. Hence, it shows that the proposed method outperforms the methods "Sub-Data-Aided-LS" and "SubData-Aided-LMMSE". To further evaluate impact of detection errors of the data symbols on the proposed channel estimate, we also demonstrate the NMSE of the proposed channel estimate with perfect knowledge of data detection in the method "Proposed-Data-Known". The results presented in Fig. 6 also confirm that the asymptotic analysis derived in Sec.III-D provides a lower bound of the NMSE. The BER performance in Fig. 7 is consistent with the NMSE in Fig. 6 .
In Fig. 6 , the performance gap between those data-aided methods and the method "Proposed-Data-Known" is mainly 
resulted from the errors of detected symbols, which can be improved by updating the channel estimates successively with multiple iterations. Specifically, the data symbols can be detected again after updating the channel estimates with previously-detected symbols, and then introduced to update the channel estimate. In the proposed method, the recursive algorithm of data detection and update of channel estimate is performed in backward order during the even round of iterations, and in forward order during the odd round of iterations. As shown in Fig.8 and 9 , the accuracy of the channel estimates and the errors of detected symbols are gradually improved if the procedure is performed with increasing number of iterations. The proposed channel estimates with four iterations has comparable accuracy with the ideal case "Proposed-Data-Known". Figure 10 compares the NMSE performance of the various channel estimation schemes for different large-scale fading coefficients of the inter-cell links. To study the accuracy of the channel estimation for the channel from UEs at different locations, it is assumed that K /2 UEs are located at the center of the target cell with d , ,k = 1, and the remaining K /2 UEs are located at the cell-edge with d , ,k = 0.6. It shows that the channel estimate for the cell-edge link has higher NMSE especially when the interference strength is increased. Figures 11 and 12 and compares the NMSE and BER performances of the proposed channel estimate and the conventional LMMSE channel estimate under various pilot reuse factors, where d , ,k = 1 for the channel from the UEs of the target cell and the path loss exponent is assumed four. At low SNR, the proposed estimate outperforms the LMMSE estimate more significantly when the reuse factor is higher. On the other hand, NMSE of the proposed estimate is lowered by 90% at high SNR with various reuse factors. It shows the proposed estimate provides remarkable gain for practical systems with reuse factor equals to 3 or 4 even at low SNR. With higher pilot reuse factor, the interfering signals are much weaker, and the BER performance is improved more significantly. 
V. CONCLUSIONS
In this paper, we propose a recursive semi-blind channel estimation algorithm to mitigate PC in massive MU-MIMO systems. Notably, the proposed algorithm requires neither co-operation among the cells nor the use of pilot scheduling, i.e., all pilots and data are transmitted at the same time. In the proposed approach, the modified power method is used to identify the interference-free subspace and the received signals are then projected onto this subspace in order to minimize the effects of pilot contamination. A recursive data-aided estimation algorithm is then applied to update the channel estimate and enhance the data decoding accuracy. It has been shown that the proposed algorithm has a complexity of O(J M 2 +K 6 ) and the asymptotic MSE is inversely related to T d . In addition, the simulation results have shown that the proposed algorithm outperforms traditional pilot-based methods, subspace pilotbased methods and subspace data-aided methods. Finally, it has been shown that the estimation performance of the proposed scheme can be further improved by applying the algorithm alternatively in the forward and backward directions, respectively, as the iterative update process proceeds.
