The aggregation stage of the life cycle of Dictyostelium discoideum is governed by the chemotactic response of individual amoebae to excitable waves of cAMP. We modeled this process through a recently introduced hybrid automata-continuum scheme and used computer simulation to unravel the role of specific components of this complex developmental process. Our results indicated an essential role for positive feedback between the cAMP signaling and the expression of the genes encoding the signal transduction and response machinery.
Upon starvation, Dictyostelium amoebae turn on a genetic program, leading to the formation of aggregates, migrating slugs, and eventually fruiting bodies (1). Aggregation is controlled by nonlinear waves of cAMP that propagate through the colony and "inform" individual cells as to the direction to move toward the nearest aggregation center (2) . Often, these waves take the form of rotating spirals that are familiar from the study of excitable chemical media such as the BelusovZhabotinsky reaction (3) or the catalysis of carbon monoxide on a platinum surface (4) . These cAMP waves can either be seen by direct methods (5) or inferred based on cell response visualized by darkfield microscopy (6) .
Many authors have published darkfield images from the early aggregation stage of Dictyostelium (for example, see refs.
2 and 6). These wave patterns, believed to be initiated by occasional random cAMP emission, start out with a rather disordered spatial structure. At some point, the systems makes a transition to a state with large wavelength spirals. As time progresses, the spiral wavelength shrinks, leaving the system with large domains, each of which is controlled by a coherent spiral wave. Of particular note is that these patterns have on average a large domain size as compared with the most natural scale available, that of the spiral core (see below). After some number of hours, the cells begin to move and the dynamics becomes more complex. The biochemistry of the signal transduction underlying the cAMP waves has been partially elucidated (7) . It is known that the CAR1 receptor detects an above-threshold concentration of cAMP and causes the activation of adenyl cyclase so as to produce (and secrete) additional cAMP. This emission phase is followed by a refractory period during which the receptor is desensitized (8) and the cell cannot be excited. cAMP is degraded by a phosphodiesterase that is itself secreted by the aggregating cells (9) . Of crucial importance for our study is the fact that the rate of expression of many critical aggregationstage genes (including carA, adenyl cyclase, etc.) is not constant over the time scale over which the wave patterns develop. Instead, there is a positive feedback loop in which gene expression is stimulated by the detection of cAMP pulses (10). As we shall see, this dynamical mechanism is essential for the generation of the observed coherent spiral patterns.
To model cAMP waves and resultant chemotaxis, we use a recently introduced (11, 12) a hybrid methodology in which the cells are treated as discrete automata and the chemical concentration through continuum differential equations. The chemical dynamics of our model is a simplified caricature of detailed kinetic schemes such as those posited by Martiel and Goldbeter (13) or Tang and Othmer (14) . Here, cells can be excited by detecting an above threshold cAMP concentration; subsequently, they emit cAMP and proceed into an absolute refractory period after which they can be re-excited. It is well-known (15) that models of this class exhibit all the generic features of waves in excitable media, including mutual annihilation of impinging wavefronts and curvature dependence of wave speed. In particular, it is straightforward to pick initial conditions that will result in a single rotating spiral (within a chosen computational box) and study thereafter the evolution of the cell density field due to chemotaxis in this wave field. This strategy was adopted in previous simulation studies (11) using this scheme or a variety of related concepts (16) (17) (18) .
However, a problem arises if one tries to simulate the emergence of signaling patterns from biologically plausible initial conditions. It is relatively easy to obtain small-scale spiral structures if one adds small-scale inhomogeneity to the initial field distributions (E. Cox, personal communication). The system does not progress naturally towards the aforementioned large domain state. Obtaining this progression by incorporating an additional self-regulatory mechanism is the goal of this paper.
MODEL
The model was constructed as described in ref. 
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Here the time variable x measures time from the end of the absolute refractory period TARP. The constant A is chosen to make CT = Cmin at the end of the relative refractory periodx = TRRP. The following parameters were used for this simulation:
absolute refractory period TARP = 8, relative refractory period TRRP = 2, concentration release = 300 over an emission time = 1, r cAMP decay rate = 8, Cmax = 100, Cmin = 4. These have been determined phenomenologically by attempting to get our simplified model to produce waves that are qualitatively in accord with observation.
The above model has a set of cells with fixed excitability. In the actual biological system, however, the cells start with some small basal-level expression of signal-system genes; this initial expression is believed to be caused by the accumulation of prestarvation factor (19) . Subsequent increases in excitability are caused by the aforementioned positive feedback from the CAR1 receptor; however, this increase depends on the specific (pulsatile) excitation of individual cells and therefore there can be spatial variability induced via this process. This is in distinction to another logical possibility not seen in actual Dictyostelium, a uniform increase in excitability whereby each cell would exhibit the same time-dependent excitability. To include this effect, we modify the above equation for the threshold to x CT= Cmax A + TARP (1 -E) [2] where we now have a new degree of freedom for each cell, the excitability E. We assume that E obeys the kinetic equation dE dt_ aE + C [3] as long as E is below some maximal level Emax. The crucial term is the positive feedback (governed by the positive constant 13) that causes E to increase after the passage of a wave of high cAMP concentration C. Since the concentration C at some cell location is appreciable in magnitude only during the passage of a wavefront over that cell, this equation gives rise to a rate of cell excitability increase that depends on the frequency of the cAMP waves in its vicinity. For completeness, we have included a term reflecting the turnover of signalsystem proteins with rate a, but this is not crucial in any of the following. It is worth commenting on the relationship between our crude feedback model and what actually could be measured in the real system. The gel experiments (essentially messenger RNA levels with and without cAMP pulses) reviewed in ref. 10 are not highly quantitative and in any event do not directly tell us the excitability of the cells. What is needed is an explicit determination of the change in both the cAMP threshold and the cAMP emission parameters for a single received pulse. Since the pulse is rather large and sharp, it is highly likely that the cellular response will be fixed, i.e., independent of the small variations in the pulse structure. In our model, pulses have a fixed shape (at least until the cell density is allowed to change) and hence the response per pulse depends only the parameter f3; this would then allow us to determine this parameter. This way of thinking about the feedback, as a sort of map from one pulse to the next, also guarantees that the specific form that we take (linear in C) is not crucial for any qualitative aspect of the model dynamics.
Here we-are-interested in the establishment of a wave field from an initially featureless state with random firing. Random firing was accomplished by having cells emit cAMP when they reached 15 time units after their previous excitation. The simulation uses explicit time-stepping on a hexagonal grid of size 145 x 167. Most of our results concern what happens before chemotactic motion begins to seriously distort the cell density. When we do want to include cell motion, this is done precisely as described in ref. 11 , where cells move one cell diameter per received signal (in the direction of the wave source) as long as they can do so without overlapping some other cell. This algorithm suffices to describe cell motion until such time as cells begin to climb out of the two-dimensional plane of aggregation and form a three-dimensional mound.
RESULTS AND DISCUSSION
We wish to understand the mechanism whereby spiral patterns with a large domain size emerge from the quiescent initial state. To initiate cAMP waves, we assume that some cells "fire" randomly, releasing cAMP. Let us first concentrate on the "constitutive" system, i.e., the model without any genetic feedback but rather one in which all cells start out being fully excitable. The results of one simulation with this assumption (with E fixed at Emax = 0.93) are shown in Fig. 1 ; concentric waves indeed propagated outward from the firing sites, but the system did not spontaneously develop coherent spiraling signal patterns. These results were unchanged upon addition of small inhomogeneities in cell density or excitability (data not shown). This wave structure is similar to that seen in low density aggregates that do not form spirals; in these cases, aggregation progresses beyond this stage due to the formation (by chemotaxis) of small clumps that become self-oscillatory and generate repeated concentric patterns.
In Fig. 2 , we show a comparison of the full model with genetic feedback to a model with the alternate assumption of the excitability increasing uniformly to its maximal value. In both cases, persistent waves are ignited by the initial random firing. Initially, the excitability is too low for waves to propagate. As the excitability increases, waves occasionally form and excite some cells. This has the effect of randomizing the cell receptor state (in our model randomizing the time since last firing) and this randomness eventually causes waves to "break" and create spiral tips. This mechanism of spiral formation can also be seen in purely chemical media if the threshold is systematically varied (20) . However, the decoupled model did not proceed to organize the initial disordered wave pattern into a coherent set of spiral wave domains. The spatial correlation remained short-ranged, dependent on the precise details of the assumptions regarding initial firing.
The genetically coupled model developed long-range spiral structures independent of the initial state; this is seen in the sequence shown in Fig. 2 . In the simulation, large wavelength spirals were formed by competition among smaller spirals (Fig.  2c) and then wind up more tightly as excitability increases (Fig.  2d) , leading eventually to large spiral domains. In the uncoupled model, on the other hand, there was no overall decrease in the number of independent signal centers (nascent spiral cores) and the overall pattern never became ordered. Note that the patterns in both simulations evolved without the need for any additional random firing or for any pacemaker (i.e., self-oscillatory) regions; this criterion is the crucial one for determining the "spiraling" nature of the wave state.
The dynamic process that leads from Fig. 2 b to d can be thought of as a symmetry-breaking instability, whereby one member of a small spiral pair overwhelms its neighbor and "captures" its "territory." This instability does not occur in any model of excitable systems that had been studied to date and can be traced explicitly (21) (Fig. 3) ; however, all of these have the same general structure and agree with the general structure seen experimentally.
Thus, the simplest prediction that comes out of our work is that a coherent spiral pattern cannot be obtained without this type of positive feedback. As we have stressed, the best candidate for this feedback is the known genetic coupling. Hence, mutant strains that "break" this connection should show either concentric cAMP waves (if the excitability is always high, such as by constitutive expression of the cAMP signaling system) or small scale spiral turbulence (if excitability increases in a spatially uniform manner). It might also be possible to test this idea without generating new mutant strains. Remixing of chemotactically deficient cells after development of full excitability should also suffice, although one would need to check that the pattern again starts through random firing. We note that for simplicity our computational model of increased excitability has kept fixed the amount of cAMP released per cell and lowered the signal threshold. Biologically, this occurs through an increase in the number of CAR1 receptors, but the positive feedback loop also affects adenyl cyclase expression and hence the emission increases as well. Within our simulation, these effects are functionally interchangeable and hence we predict that the wave patterns should be unable to distinguish between different molecular contributions to changes of excitability.
As already mentioned, at some point in the signaling process, cells began to move chemotactically (22) towards wave sources. The large coherent spirals delimited the territory that will eventually be incorporated into one mound. If we include chemotactic motion within our model, this phenomenon can be directly visualized by monitoring the cell density field (Fig.  4) . Each large spiraling region gives rise to one aggregate, with the cells approaching the center along high density streams. As the uniform density state broke up, the cAMP waves became focused along the streams and the spatial coherence of the waves diminished. Note that the spirals often persist in the nascent mounds; these rotate and send waves down the incoming streams. These simulations agree quite well with the expected cAMP wave structure inferred via darkfield microscopy (23) . Given our results, this implies that the genetic feedback might be an evolutionary adaptive feature which enables the colony to increase the typical number of cells per aggregate so as to be able to more effectively complete the developmental program.
To summarize, we have shown how one can simulate the emergence of large spiral wave domains of cAMP signaling in Dictyostelium by incorporating the developmental kinetics of the cell excitability. Of particular interest is the fact that positive feedback from cAMP signal reception to gene expression is of critical importance for organizing the aggregation pattern. This direct coupling of genetic expression to spatial pattern formation so as to cause an instability (spiral coarsening) in the latter has not been previously proposed as an important developmental mechanism; nonetheless, such an interaction might be a common strategy in developmental biology.
