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We propose and experimentally demonstrate a quantum state tomography protocol that general-
izes the Wallentowitz-Vogel-Banaszek-Wo´dkiewicz point-by-point Wigner function reconstruction.
The full density operator of an arbitrary quantum state is efficiently reconstructed in the Fock basis,
using semidefinite programming, after interference with a small set of calibrated coherent states.
This new protocol is resource- and computationally efficient, is robust against noise, does not rely
on approximate state displacements, and ensures the physicality of results.
Introduction. Since a quantum system is fully char-
acterized by its density operator [1], the experimental
implementation, and investigation, of quantum state to-
mography [2] plays a crucial role in quantum informa-
tion (QI). While the dimension 2N of a N -qubit Hilbert
space prohibits full quantum state tomography for large
values of N , except in the particular case of sparse den-
sity operators [3], full state tomography of single, or few,
quantum systems can still be realized and is essential to
characterizing important resource states, e.g. quantum
error correcting codes. Here, we focus on bosonic quan-
tum modes, a.k.a. qumodes, as implemented in general
by vibrational eigenmodes of quantum harmonic oscilla-
tors and, in particular, by quantum electromagnetic fields
as used in continuous-variable (CV) QI [4, 5], the latter
being particularly well suited to the generation of mas-
sively scalable multipartite entanglement, in particular
of the universal quantum computing substrates that are
cluster states [6–12].
In the CVQI context, the Wigner function [13, 14]
plays a central role as a quantum state descriptor strictly
equivalent to the density operator ρ:
W (q, p) =
1
pi
∫ ∞
−∞
e2ipy〈q − y|ρ|q + y〉dy, (1)
where quantum phase space variables q and p are the
eigenvalues of the position-like amplitude quadrature,
Qˆ = (aˆ+ aˆ†)/
√
2, and momentum-like phase quadrature,
Pˆ = i(aˆ†−aˆ)/√2, of the electromagnetic field, and where
aˆ is the boson annihilation operator for a given qumode,
typically specified by its wave vector and polarization.
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The experimental determination of the Wigner function,
first proposed and realized by way of interferometric, ho-
modyne quadrature measurements [15], thus constitutes
another approach to quantum state tomography. A tech-
nical difficulty of the aforementioned optical homodyne
tomography approach resides in the need for computa-
tionally intensive reconstruction procedures, using either
the inverse Radon transform (whence the “tomography”
moniker) or maximum likelihood algorithms [16].
Such difficulties can be alleviated by replacing field
measurements with photon-number ones, using the fact
that the Wigner function at the origin of phase space
co¨ıncides with the expectation value of the photon-
number parity operator [17]. This yields an expression
of the Wigner function in the Fock basis which is easy
to reconstruct, as was first proposed by Wallentowitz-
Vogel [18] and Banaszek-Wodkiewicz [19] (WVBW). In
this method, a simple phase-space translation, i.e., dis-
placement, of the quantum state to be characterized, fol-
lowed by parity measurements, allows easy determina-
tion of the Wigner function. This was first implemented
experimentally on the phononic field of vibration of a
single trapped ion [20], as well as on microwave cav-
ity fields [21, 22]. More recently, the coming of age
of photon-number-resolving (PNR) detection [23] has
opened the door to using the full WVBW method on
traveling optical fields with no prior knowledge of the
measured quantum state [24, 25]. While the WVBW
method presents clear advantages in terms of the nu-
merical demands on reconstruction, it requires a phase
space raster scan involving a large number of optical dis-
placements, and the pitch of the raster scan is deter-
mined by the specific features of the—unknown—Wigner
function to be resolved. Moreover, the best experimen-
tal implementation of phase space displacements is in-
trinsically lossy [26]. Finally, the method does require,
like homodyne tomography, a very high system detec-
tion efficiency in order to prevent the quantum decoher-
ence caused by vacuum fluctuation contamination. Ad-
ditionally, the WVBW protocol mandates a matrix in-
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2version for each experimental data point in order to infer
the true photon-number distribution from the measured
loss-degraded distribution which could be experimentally
demanding for probing the Wigner functions of compli-
cated structure, such as cat states or Gottesman-Kitaev-
Preskill (GKP) states [27].
In this paper, we present a generalization of the
WVBW approach which uses a Wigner function overlap
measurement to reconstruct the density operator, rather
than the Wigner function, using computationally effi-
cient semidefinite programming. This general method
requires considerably less data acquisition, and ensures
physical results which are robust against measurement
noise. The effect of known system losses can also be en-
tirely deconvoluted from the measured density operator.
We present the mathematical derivation of this gener-
alized overlap quantum state tomography and present
experimental results for a single-photon Fock state with
performance that far exceeds that of the recent WVBW
demonstration [25]. Furthermore, we can perform loss-
compensation in one fell swoop for the entire density ma-
trix ρ, unlike at each experimental data point in WVBW
method.
Theory. We consider the situation depicted in Fig.1(a):
a field with unknown density operator ρ and Wigner func-
FIG. 1. (a), Schematic of the experiment: the field to be
measured, of density operator ρ, interferes with a calibrated
field in coherent state α at a beamsplitter of field reflectance
r ∈ R and transmittance t = (1 − r2)1/2. PNRD: photon-
number-resolving detector. (b), Principle of generalized over-
lap tomography exemplified with a two-photon Fock state.
(c), Limit case of (b), where a highly unbalanced beamsplit-
ter merely implements a displacement of ρ by −β.
tion W1(q1, p1) interferes with a reference field in a co-
herent state |α 〉 〈α | of Wigner function W2(q2, p2). We
then simply count photon statistics at only one beam-
splitter output using the PNR detector; using these, we
evaluate the expectation value of the photon number par-
ity operator, i.e., the value of the origin of the Wigner
function of this output mode [28, 29]
W ′1(0, 0; r, t) =
1
r2
∫∫
Wρ(q, p)W|α〉〈α|( tr q,
t
rp) dq dp,
(2)
as illustrated in Fig.1(b). Setting r = t in the above
formula yields, by virtue of the Wigner function overlap
theorem [30], the overlapO of the unknown ρ with |α〉〈α|:
O = Tr[ρ|α〉〈α|] = piW ′1(0, 0; 1√2 , 1√2 ). (3)
Note that O is proportional to the Husimi Q func-
tion, Q(α), which we sample sparsely [31]. Note also
that, in the limit case tr, the function W2( tr q, trp) in
Eq. (2) is a contracted Gaussian that tends toward a
Dirac delta function δ(
√
2Re[β],
√
2Im[β]), where β =
rα/t, thereby yielding W1(
√
2Re[β],
√
2Im[β]), i.e., pre-
cisely the WVBW tomography protocol, as illustrated in
Fig.1(c). The validity of this limit case is equivalent to
the validity of implementing a displacement with an un-
balanced beamsplitter. Our new overlap approach is free
of such considerations.
From here on, we set r = t for simplicity. We pro-
vide a treatment of the general case of arbitrary r, t in
the supplemental document [29]. Even though this would
appear to cause an irremediable loss of information (the
role of the other output port is examined in the supple-
mental document [29]), we show that ρ can nonetheless
be accurately and efficiently retrieved by measuring Oj
for a series of distinct coherent states |αj〉. In the Fock
basis, we get
Oj =
n0∑
n=0
n0∑
m=0
c∗jncjmρnm, (4)
where cjm=exp(−|αj |2/2)αmj /
√
m! and the size of the
Hilbert space is n0 + 1. Our superconducting transition-
edge sensor (TES) has high-efficiency PNR capabilities
up to 5 photons at 1064 nm, leading to our choice of
n0 = 5 [23, 24].
For N = (n0 +1)
2 measurements, we can write Eq. (4)
in matrix form in N -dimensional Liouville space
O = CP, (5)
where O=(Oj)Tj , C=(c∗jncjm)j,nm, and P=(ρnm)Tnm[29].
Inverting Eq. (5) yields the unknown Liouville vector P.
To do this, we employ semidefinite programming (SDP)
to run a convex quadratic optimization algorithm that
minimizes the `2-norm, ||O−CP||2, subject to physi-
cality constrains in order to extract P. The procedure
is computationally efficient and yields a unique solu-
tion [32]. Note that C does not have to be a square
matrix, so that the number of measured overlaps (the di-
mension of O) can be increased for better data statistics.
A crucial point is the impact of inevitable experimen-
tal fluctuations on the numerical stability of the solution.
Indeed, by nature of its slowly-decaying Poissonian co-
efficients, matrix C necessarily contains both large and
small entries and, therefore, both large and small singular
values, which make it ill conditioned [33] and make its in-
version extremely sensitive to experimental fluctuations
in the measured photon statistics. In order to suppress
these instabilities, we choose to use a Tikhonov regular-
ization procedure [34], formulated as the SDP problem
Minimize ||O−CP||2 + γ||P||2
Subject to ρ ≥ 0, Tr[ρ] = 1, (6)
3where γ is a small regularization parameter set accord-
ing to the noise level [35] and the optimization remains
quadratic convex.
Another crucial point is the effect of decoherence on
density matrix reconstruction. Optical losses to the state
before and after interference with |αj〉, including detector
efficiency, can be modeled by inserting a single fictitious
beamsplitter of transmittivity η in front of a perfect de-
tector that both leaks light out and couples in vacuum
fluctuations as discussed in detail in the supplemental
document [29]. This leads to the resulting, binomial-law
density matrix,
ρ′nm =
∞∑
k=0
ρn+k,m+k
(
n+k
k
) 1
2
(
m+k
k
) 1
2 (1− η)kη n+m2 , (7)
which can be inverted to recover ρ from ρ′ [36]. If we only
consider the diagonal elements of ρ, then this inversion is
exactly described by correcting a loss-degraded photon-
number distribution, as has been experimentally demon-
strated for state characterization [37] and the WVBW
protocol, but requiring a matrix inversion for each ex-
perimental data point [27]. In our general case, we can
perform such an inversion in one fell swoop for the whole
ρ, in lieu of entry-wise as above. The same difficulty
arises, though, of high sensitivity of the inversion proce-
dure to small experimental fluctuations in ρ′ which can
lead to unphysically large or negative diagonal density
matrix elements in the reconstructed ρ [29]. Again, we
solve this problem by SDP:
Minimize
Nmax∑
i=0
||ρ′(i) −M(i)(η)ρ(i)||2 (8)
Subject to ρ ≥ 0, Tr[ρ] = 1, and ρnn ≤ η−nρ′nn,
where ρ(i) denotes the ith diagonal of ρ (i = 0: main diag-
onal) and M(i)(η) is the matrix describing the binomial-
law loss degradation along each diagonal of ρ. The
third constraint stems from the fact that Eq. (7) yields
ρ′nn = η
nρnn + , where  is positive. If the value of
the loss parameter η is known, this loss deconvolution
method is very efficient and reliable, as is further de-
tailed in the supplemental material where we provide a
side-by-side comparison of the improvement over an an-
alytical approach in the presence of noise [29].
The case of mode mismatch deserves a separate men-
tion. In contrast to homodyne detection, nonideal-
contrast interference between the coherent-state and sig-
nal fields can’t simply be treated as loss. To account
for mode mismatch, we consider a multimode detec-
tion theory where the coherent state is decomposed into
|√Mαj〉‖, which interferes entirely with the signal, and
an orthogonal component, |√1−Mαj〉⊥, which inter-
feres with vacuum [38]. Parameter M is determined
by the degree of overlap, and can be calculated from
a bright-field visibility measurement [39]. Because the
PNR detectors used herein are mode insensitive, the to-
tal measured signal is represented by the sum of detected
modes. This yields a measured photon number distribu-
tion that is a convolution of the individual mode distri-
butions [40]. We measured a mode overlap parameter of
M = 0.83(2) (0.86(2)) when performing the tomography
of the coherent (Fock) state and deconvolve the Poisso-
nian distribution of the mode-mismatched |√1−Mαj〉⊥
from our measurements. It is important to note that the
O values obtained from the expectation of parity are now
between ρ and |√Mαj〉 for each coherent state probe,
and therefore the coefficient matrix C must be modified
accordingly as further detailed in the supplemental ma-
terial [29].
Experimental implementation. The experimental setup
was identical to our previous implementation of WVBW
tomography [25] and is described in detail in the supple-
mental material [29]. It was based on a very stable CW
Nd:YAG laser which provided all coherent states upon
phase and amplitude modulations by a piezoelectric-
actuated mirror and a home-made RbTiOAsO4 electro-
optic modulator, respectively. The calibrated coherent-
state amplitude range was |α| = 0.138(2) to 0.339(3), in
six steps, directly calibrated using a TES. The coherent-
state probe amplitudes were calibrated by comparing the
TES photon statistics to that of a Poisson distribution
with the signal beam blocked as detailed in our previous
implementation [25]. The phase scan was ten discrete
steps of 0.58(5) radians each. The laser was also reso-
nantly frequency-doubled to pump an optical parametric
oscillator whose narrowband pair emission provided her-
alded single-photon Fock states [25]. All data acquisition
was computer-controlled.
Results. Coherent state. We implemented the gener-
alized overlap tomography protocol for a weak coherent
state and a single-photon state. The rationale for mea-
suring a coherent state was to display a phase-dependent,
i.e. non-cylindrically symmetric structure in phase space.
The coherent state |β〉 was chosen |β| = 0.191(3), as cali-
brated by the TES Poissonian photon statistics. For each
of the 60 coherent-state probes |αj〉, data was acquired
for 3 s to obtain ∼ 105 events from which to construct
the photon-number probability distributions. The SDP
tomography results after correcting for mode mismatch
are displayed on Fig.2.
Examining the magnitude of the density matrix ele-
ments, we clearly see that the diagonal and off-diagonal
terms of ρ were both successfully reconstructed. The
phase and amplitude accuracy is more evident when com-
paring the associated Wigner functions plotted in Fig.2,
right, where the red dashed lines delineate the zero axis
values. We achieve a fidelity of F = 0.97(2) between the
reconstructed state, ρ, and the target pure state, |β〉. The
slight asymmetry of the Wigner function is imputable to
residual phase noise in our measurements (only passive
noise cancellation techniques were used for the optical
paths).
Single-photon Fock state. The Wigner functions ob-
4FIG. 2. Left, absolute value of the experimentally re-
constructed density matrix elements for the coherent state.
Right, associated Wigner function. The black error bars are
obtained from the measurement statistics.
tained from the reconstructed density matrix are shown
in Fig.3. Due to the nature of our heralded source under-
going an overall loss, η, we expect to measure a statistical
mixture of the one-photon and vacuum states which has
a rotationally symmetric Wigner function [25, 41]. Under
this assumption, an average over the optical phases of the
coherent probes can be performed, yielding the results on
the right column of Fig.3. It is, of course, also interesting
to examine the unaveraged measurements, left column of
Fig.3, in order to assess the quality of our tomographic
reconstruction. While the effect of experimental phase
noise is, again, visible, the analytic form of the function
is well defined. Finally, the performance of the noise de-
convolution by SDP is displayed on the bottom row of
Fig.3. The overall loss was determined to be η = 0.50(1)
by measuring the heralding ratio, as was done in Ref. 25.
Assuming no prior knowledge about the state other than
this calibrated measurement loss, the reconstructed loss-
compensated state is depicted in the bottom left of Fig. 3,
where we achieved a fidelity of F = 0.85(8) with a single-
photon Fock state. Adding the assumption of a phase-
invariant state and averaging measurements for each of
the ten phases before compensating for loss yielded the
nearly perfect reconstruction shown in the bottom right
panel, where we achieved F = 0.94(6). It is worth em-
phasizing that the negativity of the single-photon Wigner
function was fully recovered after compensating for loss
and mode-mismatch (Fig.3, bottom row), even though
the 50% loss level suppressed negativity when no loss de-
convolution was performed (Fig.3, top row). Finally, it
is important to note that the maximum amplitude probe
was |αmax| ' 0.34, which led to a mean photon num-
ber detection of 〈N〉 ' 0.56, yet our overlap tomography
accurately reconstructed the Wigner function at quadra-
ture coordinates beyond q or p = 3 (consistent with our
truncation of the Hilbert space to no=5). This is in stark
contrast to the WVBW case of Ref. 25, in which the max-
imum of the Wigner function, at q or p = 1, could not
be reached using displacements with |αmax| ' 0.80 and
〈N〉 ' 1.64. Therefore, generalized overlap tomography
necessitates PNR detection of significantly lower photon
flux while still requiring the detection of only a single
field mode.
Conclusion. We proposed and experimentally demon-
strated generalized overlap quantum state tomography
using PNR measurements on a single field-mode. Our
approach, (i), makes no prior assumption on the ini-
tial state (ii), exploits numerically efficient, noise-robust
SDP that enforces physicality, (iii), uses fewer, lower-
amplitude probes than point-by-point WVBW tomog-
raphy (thus likely outperforming WVBW for complex
states where fine resolution of the Wigner function is re-
quired), (iv), implements no approximated displacement
operations, (v), requires only a single PNR detector and
necessitates fewer measurements than densely probing
the Wigner function [42], (vi), compensates for known
losses with fewer numerical instabilities.
Our approach is equally valid for other physical sys-
tems and can be readily applied in circuit quantum elec-
trodynamics [43]. It could also be used to directly mea-
sure the purity of a quantum state by measuring the over-
lap between two copies of the same system, which allows
access to the second order Re´nyi entropy extensively used
to quantify the entanglement of many-body physical sys-
tems [44]. Finally, the proposed scheme can be simply
extended to characterize a multi-mode quantum system
by interfering with a multi-mode set of coherent states
followed by measuring the overall parity of the state af-
ter the interference.
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SUPPLEMENTAL MATERIAL
Here, we provide supplementary information for “Generalized overlap quantum state tomography.” In Section
I, we provide the formalism for measuring the Wigner function overlap of quantum optical states. This formalism
7is extended in Section II to determine the precise form of the overlap matrix elements in the case of an arbitrary
unbalanced beamsplitter. Section III discusses the tomographic reconstruction utilizing semidefinite programming
(SDP), and Section IV details the experimental implementation. Section V details computationally efficient and
robust loss compensation scheme using SDP, while Section VI demonstrates the equivalence of loss to the unknown
state before and after interference with coherent-state probes. Finally, Section VII describes the effects of imperfect
mode-matching between the signal and probe fields.
I. GENERAL WIGNER FUNCTION OVERLAP
Sending an unknown state, ρin, and a probing coherent state, |αj〉〈αj |, through a beamsplitter and measuring the
Wigner function at the origin of one output mode directly yields the Wigner function overlap between ρin and a probe.
To see this, we adopt the Heisenberg picture and determine the evolved output quadratures under the beamsplitter
interaction to be q′1 = tq1 − rq2 and p′1 = tp1 − rp2. Likewise, q′2 = rq1 + tq2 and p′2 = rp1 + tp2.
The two-mode input state is written in the Wigner function representation as
W1,2(x) = W1(q1, p1)W2(q2, p2). (9)
Next, by using the evolved quadratures, one can write the Wigner function of the beamsplitter output as
W ′1,2(x
′) =W1(tq′1 + rq
′
2, tp
′
1 + rp
′
2)W2(−rq′1 + tq′2,−rp′1 + tp′2), (10)
where x and x′ are column vectors consisting of quadratures corresponding to the input and output modes, respectively.
The value of the Wigner function of output mode 1 at the origin can be obtained by setting q′1 = p
′
1 = 0 and tracing
out over mode 2 to yield ∫∫
W ′1,2(x
′)dq′2dp
′
2|q′1,p′1=0 =
∫∫
W1(rq
′
2, rp
′
2)W2(tq
′
2, tp
′
2)dq
′
2dp
′
2 (11)
=
1
r2
∫∫
W1(q, p)W2(
t
r q,
t
rp)dqdp. (12)
Setting r = t = 1√
2
yields the Wigner function overlap between ρin and |αj〉〈αj |, i.e., Eq. 3 in the main text. In the
case of an unbalanced beamsplitter where the input probe is still a coherent state, αj =
1√
2
(qαj + ipαj ), we now have
W2(
t
r q,
t
rp) = W|αj 〉〈αj |(
t
r q,
t
rp) =
1
pi
exp
[
− ( tr q + qαj)2 − ( trp+ pαj ))2] (13)
=
1
pi
exp
{
− 1
σ2
[(
q + qβj
)2
+
(
p+ pβj
)2]}
, (14)
where σ = rt and βj = σαj . The integral overlap from Eq. 12 is then
1
t2
∫∫
W1(q, p)Wσ(q + qβj , p+ pβj )dqdp, (15)
where Wσ(q + qβj , p+ pβj ) =
1
piσ2 exp
{
− 1σ2
[(
q + qβj
)2
+
(
p+ pβj
)2]}
. When σ > 1, Eq. (15) gives a scaled overlap
between ρin and a thermal state displaced by βj . When σ < 1, however, the overlap is between ρin and a mathematical
object that approaches a displaced delta function in the limit where σ → 0 and |α| → ∞, which exactly probes the
Wigner function of ρin point-by-point as in the unbalanced homodyne technique of Refs. [18] and [19].
One might also wonder about the outcome of a similar measurement performed on the other port of the beamsplitter.
If we go back to Eq. (10) and now determine the value of the Wigner function of output mode 2 at the origin while
tracing out over mode 1, we have∫∫
W ′1,2(x
′)dq′1dp
′
1|q′2,p′2=0 =
∫∫
W1(tq
′
1, tp
′
1)W2(−rq′1,−rp′1)dq′1dp′1 (16)
=
1
t2
∫∫
W1(q, p)W2(− rt q,− rt p)dqdp. (17)
This time when we set r = t, the measured Wigner function overlap is between ρin and | − αj〉〈−αj |, i.e., the very
same coherent state probe with a phase factor of eipi. From this, we can conclude that measuring the Wigner function
8at the origin of both beamsplitter outputs would yield the overlap between the signal and coherent-state probes at
opposite phases. When performing the tomographic reconstruction, it is possible to utilize both outputs to collect
overlap measurements and only externally vary the probe phases by half of the desired range; however, ensuring that
both detection channels following the beamsplitter are identical in losses, detector efficiency, etc., is experimentally
challenging, and this also imposes additional requirements on PNR detection capabilities. Therefore, it is simpler to
utilize a single output mode to perform the tomographic reconstruction and correct for known losses as detailed below
and in the main text.
II. DISCUSSION ON INVERTING EQ. 4 FOR A GENERAL BEAMSPLITTER
In this section, we investigate an inversion scheme for an arbitrary beamsplitter with reflection and transmission
coefficients of r and t, respectively. We start with formally defining the Wigner function of an operator denoted by Tˆ
as
WTˆ (q, p) =
1
2pi
Tr[Tˆ Πˆ(q, p)], (18)
where Πˆ(q, p) is the translated parity operator formally defined as
Πˆ(q, p) =
∫∫
dq′dp′
2pi
e−i(qp
′−pq′)Dˆ (q′, p′) =
∫
dq′e−ipq
′
∣∣∣∣ q + q′2
〉〈
q − q
′
2
∣∣∣∣ , (19)
where Dˆ(q, p) is the phase space displacement operator. For a given quantum state Tˆ = ρ, Eq. 19 leads to the usual
Wigner function of the state.
However, this definition is general and may be extended to any arbitrary operator, Tˆ = T (qˆ, pˆ) in order to calculate
the so called Weyl symbol representing the operator Tˆ . This is achieved by inverting Eq. 18 which results to the
operator Tˆ in Weyl symbol form as
Tˆ =
∫∫
dpdqWT (q, p)Πˆ(q, p). (20)
Here we have used the fact that Tr[Πˆ (q, p) Πˆ (q′, p′)] = 2piδ(q − q′)δ(p− p′).
Next, we calculate the matrix elements of the operator Tˆ as
Tn,m = 〈n | Tˆ |m 〉 =
∫∫
WT (q, p) 〈n | Πˆ(q, p) |m 〉 dqdp, (21)
where the matrix elements of the displaced parity operator can be determined using Eq. 19 as
〈n | Πˆ(p, q) |m 〉 =
∫
dq′e−ipq
′
〈
n
∣∣∣∣q − q′2
〉〈
q +
q′
2
∣∣∣∣m〉
=
e−q
2
√
pi2m+nn!m!
∫
dq′e−ipq
′
e−q
′2/4Hn
(
q +
q′
2
)
Hm
(
q − q
′
2
)
q′→2(x−ip)
=
2e−(q
2+p2)
√
pi2n+mn!m!
∫
dxe−x
2
Hn(x+ (q − ip))(−1)mHm(x− (q + ip)). (22)
Note that 〈x|n〉 = 1
pi1/4
e−x
2/2√
2nn!
Hn(x) and Hn(−x) = (−1)nHn(x). Using these relations, we get∫
dxe−x
2
Hm(x+ σ)Hn(x+ ρ) =
{ √
pi2nn!(2σ)m−nLm−nn (−2σρ) n < m√
pi2mm!(2ρ)n−mLn−mm (−2σρ) m < n
}
(23)
〈n | Πˆ(p, q) |m 〉 =
 2(−1)n
√
2mn!
2nm!e
−|α|2αm−nLm−nn (2|α|2) n < m
2(−1)m
√
2nm!
2mn! e
−|α|2α∗n−mLn−mm (2|α|2) m < n
 , (24)
9where α := q + ip.
For a general beamsplitter, the measured overlap is between the Wigner function of the unknown state and a Wigner
function of the form given as
WT (α) =
1
piσ2
exp
{
−|α− β|
2
σ2
}
. (25)
Defining τ = 1/σ and using Eq. (24), we have that the matrix elements Eq. (21) of the operator given by the Wigner
function above are for m < n:
Tn,m =
∫ ∞
−∞
2(−1)m
√
2nm!
2mn!
e−|α|
2
α∗n−mLn−mm (2|α|2)
1
piσ2
exp
{
−|α− β|
2
σ2
}
d2α
= Ce−τ
2|β|2
∫ ∞
−∞
α∗n−mLn−mm (2|α|2)e−(τ
2+1)|α|2eτ
2(αβ∗+α∗β)d2α, (26)
where we define C = 2(−1)
m
piσ2
√
2nm!
2mn! . Now we we transform Eq. (26) using polar coordinate transformation α = re
iθ
and d2α = rdrdθ which leads to the matrix elements
Tn,m = Ce
−τ2|β|2
∫ ∞
−∞
dr
∫ 2pi
0
dθrn−m+1e−i(n−m)θe−(τ
2+1)r2eτ
2r(eiθβ∗+e−iθβ)Ln−mn
(
2r2
)
= Ce−τ
2|β|2
∫ ∞
−∞
dr
∫ 2pi
0
dθrn−m+1e−i(n−m)θe−(τ
2+1)r2Ln−mn
(
2r2
) ∞∑
k=0
τ2krk
k!
(
eiθβ∗ + e−iθβ
)k
= Ce−τ
2|β|2
∫ ∞
−∞
drrn−m+1e−(τ
2+1)r2Ln−mn
(
2r2
) ∞∑
k=0
τ2krk
k!
k∑
l=0
β∗lβk−l
(
k
l
)∫ 2pi
0
dθeiθ(2l−k−n+m). (27)
The last integral is null for l 6= 12 (k+n−m) and equals 2pi for l = 12 (k+n−m). Therefore, we can write k = n−m+2s
(k + n−m must be even and 0 ≤ l ≤ k), s = 0, 1, ... which implies that l = n−m+ s. This simplification leads to
Tn,m = 2piCe
−τ2|β|2
∞∑
s=0
(
n−m+ 2s
s+ n−m
)
β∗s+n−mβs
(n−m+ 2s)!τ
2(n−m+2s)
×
∫ ∞
−∞
dr r2(n−m+s)+1e−(τ
2+1)r2Ln−mn
(
2r2
)
e−sr
2
. (28)
To evaluate the last integral (which we will called I), we use the following identity [45]:∫ ∞
0
xµ−1e−σxL(α1)n1 (λ1x) · · ·L(αν)nr (λνx) dx
x=r2
= 2
∫ ∞
0
r2µ−1e−σr
2
L(α1)n1
(
λ1r
2
) · · ·Lανnν (λνr2) dr
=
(
n1 + α1
n1
)
. . .
(
nν + αν
nν
)
Γ(µ)
σµ
F
(r)
A
[
µ,−n1, . . . ,−nν ;α1 + 1, . . . , αν + 1; λ1
σ
, . . . ,
λν
σ
]
(29)
(Re(µ) > 0; Re(σ) > 0; nj ∈ N0; j = 1, . . . , ν) ,
where F
(ν)
A denotes the first of the four Lauricella’s hypergeometric functions of ν variables defined by
F
(ν)
A [a, b1, . . . , bν ; c1, . . . , cν ; z1, . . . , zν ] =
∞∑
k1,...,kν=0
(a)k1+···+kν (b1)k1 · · · (bν)kν
(c1)k1 · · · (cν)kν
zk11
k1!
· · · z
kν
ν
kν !
(|z1|+ · · ·+ |zν | < 1) and (a)n = Γ(a+ n)
Γ(a)
, (30)
where Γ(a) = (a− 1)! are standard gamma functions. Thus,
I =
1
2
n!
(τ2 + 1)n−m+s+1
m∑
k=0
(−1)k(n−m+ s+ k)!
(m− k)!(n−m+ k)!k!
(
2
τ2 + 1
)k
, (31)
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and the matrix elements to be calculated take the form
Tn,m = 2piCe
−τ2|β|2β∗(n−m)
τ2(n−m)
(1 + τ2)
n−m+1
×
∞∑
s=0
(
n−m+ 2s
n−m+ s
) (
τ4|β|2)s n!
(n−m+ 2s)!(1 + τ2)s
m∑
k=0
(−1)k(n−m+ s+ k)!
(m− k)!(n−m+ k)!k!
(
2
τ2 + 1
)k
, (32)
where the expression above can be rewritten as
Tn,m = 2piCe
−τ2|β|2n!
β∗(n−m)
1 + τ2
(
τ2
1 + τ2
)n−m m∑
k=0
(−1)k
(
2
τ2+1
)k
(m− k)!(n−m+ k)!
×
∞∑
s=0
(
τ4|β|2
1 + τ2
)s
1
s!
(
n−m+ s+ k
k
)
. (33)
Using Vandermonde’s identity, we may write the last binomial term as(
n−m+ s+ k
k
)
=
k∑
j=0
(
s
j
)(
n−m+ k
k − j
)
, (34)
which gives us
Tn,m = 2piCe
−τ2|β|2 β
∗(n−m)
1 + τ2
(
τ2
1 + τ2
)n−m m∑
k=0
(
n
m− k
)( −2
τ2 + 1
)k k∑
j=0
(
n−m+ k
k − j
)
×
∞∑
s=0
(
τ4|β|2
1 + τ2
)s
1
s!
(
s
j
)
(35)
= 2piCe−τ
2|β|2 β
∗(n−m)
1 + τ2
(
τ2
1 + τ2
)n−m m∑
k=0
(
n
m− k
)( −2
τ2 + 1
)k
×
k∑
j=0
(
n−m+ k
k − j
)(
τ4|β|2
1 + τ2
)j
1
j!
exp
(
τ4|β|2
1 + τ2
)
(36)
= 2piC exp
(
− τ
2|β|2
1 + τ2
)
β∗(n−m)
1 + τ2
(
τ2
1 + τ2
)n−m m∑
k=0
(
n
m− k
)( −2
τ2 + 1
)k
Ln−mk
(
τ4|β|2
1 + τ2
)
, (37)
where we have used the additional identities
∞∑
s=0
xs
s!
(
s
j
)
=
∞∑
s=j
xs
s!
(
s
j
)
=
xjex
j!
(38)
and the definitions of the generalized Laguerre’s polynomials
k∑
j=0
(
n−m+ k
k − j
)
xj
j!
= Ln−mk (−x). (39)
Finally, we can use the multiplication theorem of the generalized Laguerre’s polynomials,
Lλm(yx) =
m∑
k=0
(
m+ λ
m− k
)
Lλk(y)x
k(1− x)m−k, (40)
written as
(1− x)mLn−mm
( −yx
1− x
)
=
m∑
k=0
(
n
m− k
)
Ln−mk (y)(−x)k, (41)
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to derive a closed form for the photon-number basis matrix elements of the operator described by the general Gaussian
Wigner function (25) as
Tn,m =
2(−1)m
2 + τ2
√
2nm!
2mn!
β∗(n−m)
(
τ2
1 + τ2
)n−m(
τ2 − 1
τ2 + 1
)m
Ln−mm
(
2τ4|β|2
τ4 − 1
)
. (42)
This expression allows us to explicitly write down the overlap integral, even in the case of unbalanced beamsplitter,
as
O =
∑
n=0
∑
m=0
Tn,mρm,n, (43)
where Tn,m’s are calculated in Eq. (42) and ρm,n’s are matrix elements of the unknown state.
III. TOMOGRAPHIC RECONSTRUCTION WITH SDP
We now use the formalism discussed above to perform the complete state tomography of an arbitrary quantum
state. For a given single-mode quantum state, one can write the density matrix in the photon-number basis as
ρ =
∞∑
n,n′=0
ρnn′ |n〉〈n′|. (44)
Complete characterization of ρ requires determining ρnn′ for all n,m. To do that, we choose a set of distinct coherent
states, |αj〉. Using Eq. (12), we obtain the fidelity between |αj〉 and ρ, formulated as
Oj = Tr[|αj〉〈αj |ρ] = 〈αj |ρ|αj〉. (45)
Using Eq. (45) and the coherent state represented in the photon-number basis, |αj〉 =
∑∞
n=0 cjn|n〉, we get
Oj =
∞∑
m′=0
c∗jm′〈m′|
∞∑
n,n′=0
ρnn′ |n〉〈n′|
∞∑
n′=0
cjm|m〉. (46)
Further simplification leads to
Oj =
∞∑
n,m=0
cjmc
∗
jnρnm. (47)
Ideally, the sum over n,m goes to infinity but for practical purposes one needs to truncate it at, say n0, such that
any terms n,m > n0 do not significantly contribute to the sum. As a result, we have
Oj =
n0∑
n,m=0
cjmc
∗
jnρnm, (48)
where cjmc
∗
jn = e
−|αj |2 (α
∗
j )
n(αj)
m
√
n!m!
.
Furthermore, by using Np = (n0 + 1)
2 coherent states, Eq. (48) can be written in the matrix form as
O(0)
O(1)
...
ONp
 =

c00c
0∗
0 c
0
0c
0∗
1 . . . c
0
n0c
0∗
n0
c10c
1∗
0 c
1
0c
1∗
1 . . . c
1
n0c
1∗
n0
...
...
. . .
...
c
Np
0 c
Np∗
0 c
Np
0 c
Np∗
1 . . . c
Np
n0 c
Np∗
n0


ρ0,0
ρ0,1
...
ρn0,n0
 .
We can rewrite the above matrix equation in compact form as
O = CP, (49)
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where O ∈ R(n0+1)2 , P ∈ C(n0+1)2 and C ∈ C(n0+1)2×(n0+1)2 . Next, we can invert Eq. (49) to reconstruct P. This
can be achieved by solving the following semidefinite program.
Minimize
P
||O−CP||2
Subject to ρ ≥ 0 and Tr[ρ] = 1, (50)
where ||.||2 is the l2 norm defined as ||V ||2 =
√∑
i |vi|2. Note that this kind of quadratic convex techniques have
been extensively discussed in the the context of quantum detector tomography [46–49]. The optimization problem is
convex and can be efficiently solved for a guaranteed unique P, and hence for the unknown state, ρ, using open source
Python module CVXPY [50]. Although this method holds for general quantum states, we restrict our simulations to
real-valued density matrices for numerical ease. However, we do show the reconstruction for complex-valued density
matrices in Sec. III A.
All numerical simulations were performed in QuTip [51] where the Hilbert space for each optical mode was
constructed in the Fock basis with a high enough dimensionality to ensure state probability amplitudes decayed to
less than 10−7 before truncation. Under these parameters, the numerically efficient SDP algorithms converged on
the order of 10−2 seconds on a 3GHz Intel i5 quad core processor with 16Gb RAM.
Our method is demonstrated in Fig. 4 for the example cases of the small amplitude cat state, |ψ〉 ∝ |α〉+|−α〉 where
α =
√
3, and a Gottesman-Kitaev-Preskill (GKP) state of mean photon number 5. These states were reconstructed
using 400 different probing coherent states of 20 amplitude increments from β = 0 to β =
√
6 and 20 phase increments
from 0 to 2pi, to achieve fidelities with the target states greater than 0.999 for the cat state, and a fidelity of 0.985
for the GKP state. Because the observer is assumed to have no prior knowledge of the state to be characterized,
it is important to scan the entirety of phase space in question with different coherent states so as to have sufficient
overlap between all portions of the state under test. If some prior knowledge of the state is obtained, then the probing
coherent states can be restricted to a localized region of phase space near the unknown quantum state.
A. Complex Reconstruction
We demonstrate the tomography protocol for complex-valued density matrices displayed in Fig. 5. We perform
the tomography with coherent state probes that range in amplitude in 20 steps from |β| ∈ [0,√3] and 20 phases
φ ∈ [0, 2pi], for a coherent state denoted by complex variable, α = √2(i + 1) and a superposition of photon-number
states with the complex probability amplitude. The Wigner functions are shown along with separate plots for the
real and imaginary elements of the respective reconstructed density matrices, including an inset fidelity with the ideal
states.
IV. EXPERIMENTAL SET-UP
The tomography of a quantum states is performed by interfering a mode-matched local oscillator (LO) with the
signal state, ρ, at a balanced beamsplitter followed by detection of one output mode using a photon-number resolving
transition-edge sensor (TES) as shown in Fig. 6. A portion of the LO is split and strongly attenuated by neutral density
(ND) filters to be used as a coherent state, |β〉, for the signal when the flip mirror is engaged. When the flip mirror is
not in place, the signal is a single-photon source based on heralded, cavity-enhanced type-II spontaneous-parametric
downconversion from a periodically poled potassium titanyl phosphate (ppKTP) crystal. Spectral and spatial filtering
was achieved by the optical parametric oscillator created by placing the crystal in a resonant cavity and an additional
Fabry-Perot filter cavity on the heralding arm as shown in Fig. 6. The cavities were Pound-Drever-Hall-locked [52]
using a portion of the LO in an “on/off” configuration as described in Ref. [25]. The coherent-state probes derived
from the LO were amplitude modulated with a combination of polarizer and electro-optic modulator (EOM) and were
phase controlled with a mirror-mounted piezoelectric actuator (PZT). Imperfections in phase control and stability
resulted in approximately 0.05 radians of phase-error on probe calibrations that contribute to the asymmetric ripples
seen in the experimentally constructed Wigner functions in the main text. Extensive details on the single-photon
source, mode filtering, and the LO amplitude calibration using the TES can also be found in Ref. [25].
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FIG. 4. Tomographic reconstruction using 400 coherent state probes for (a) a cat state of amplitude
√
3, and (b) a GKP state
with a mean photon number of 5. The top row displays the density matrix for the ideal theoretical state, and the bottom shows
the reconstructions. Insets display the plotted Wigner function for each state.
V. LOSS COMPENSATION
A. Complete density matrix correction
We now wish to correct an arbitrary density matrix given a known loss. In this case, we have experimentally
measured ρ′, but our goal is to reconstruct the density matrix before the loss, ρ. As shown in Fig. 7, this can be
modeled by sending ρ through a fictitious ‘loss beamsplitter’ with reflection and transmission coefficients of r =
√
1− η
and t =
√
η, where η is the overall transmission efficiency.
The general quantum state density matrix before the loss can be written as
ρ =
∞∑
n,n′=0
ρn,n′ |n〉〈n′|
ρ =
∞∑
n,n′=0
ρn,n′√
n!n′!
a†
n|0〉〈0|an′ . (51)
If this state enters into the loss beamsplitter in mode aˆ with vacuum in mode bˆ, then the mode operators transform
in the Heisenberg picture according to aˆ→ taˆ+ rbˆ and bˆ→ −raˆ+ tbˆ to yield an output density matrix
ρout =
∞∑
n,n′=0
ρn,n′
(taˆ† + rbˆ†)n√
n!
|0〉a|0〉b〈0|b〈0|a (taˆ+ rbˆ)
n′
√
n′!
. (52)
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FIG. 5. Reconstruction of states with complex-valued density matrices for (a) the coherent state, |α〉, with α = √2(i + 1)
and (b) the superposition 1√
2
(|2〉 − i|3〉). The inset fidelity is calculated between the reconstructed state and the ideal target
state. (i) Reconstructed Wigner functions. (ii) Real elements of the density matrices. (iii) Imaginary elements of the density
matrices.
Tracing out over mode b yields the final state after loss, which is given by
ρ′ = Trb[ρout] =
∞∑
n,n′=0
ρn,n′
n∑
k=0
n′∑
k′=0
An,n′,k,k′ |n− k〉〈n′ − k′|〈k|k′〉δk,k′ , (53)
where
A(n, n′, k, k′) =
√(
n
k
)(
n′
k′
)
rk+k
′
tn+n
′−k−k′ . (54)
Substituting n − k and n′ − k with m and m′ allows us to rearrange the expression and write a sum over the Fock
components in order, which can be written as
ρ′ =
∞∑
m,m′,k=0
ρ(m+k),(m′+k)A(m+ k,m
′ + k, k, k)|m〉〈m′|, (55)
where it is easy to see that each element of the density matrix after loss is related to the original state by
ρ′m,m′ =
∞∑
k=0
ρ(m+k),(m′+k)
√(
m+ k
k
)(
m′ + k
k
)
r2ktm+m
′
. (56)
This can be viewed as a generalized Bernoulli distribution [36], so can be inverted to read
ρm,m′ =
∞∑
k=0
ρ′(m+k),(m′+k)
√(
m+ k
k
)(
m′ + k
k
)
(−1)k
(r
t
)2k
t−m−m
′
. (57)
In practice, the sum over k can be truncated to some value, Nmax, beyond which the entries in the initial density
matrix are negligible. We can then reformulate Eq. 56 as a series of Nmax linear maps from the i
th diagonal of ρ′
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FIG. 6. Experimental setup. The tomography protocol is contained in the pink box where the mode-matched LO is interfered
with the state ρ. When the FM is in position, tomography for the coherent state, β, is performed; otherwise, ρ is the single-
photon state generated in the blue box. EOM, electro-optic modulator; FC, filter cavity; FM, flip mirror; HWP, half-wave
plate; IF, interference filter; LO, local oscillator; ND, neutral-density filter; OPO, optical parametric oscillator; PBS, polarizing
beamsplitter; POL, polarizer; PZT, piezoelectric transducer.
FIG. 7. Lossy channel.
to the ith diagonal of ρ, where the main diagonal is given by i = 0. Each of these linear maps, M(i), is an upper
triangular matrix of dimension Nmax − i×Nmax − i with elements
M
(i)
jk (η) =
{
0 j > k√(
k
k−j
)(
i+k
k−j
)
(1− η)(k−j)η i2+j otherwise (58)
Since each M(i)(η) is triangular with nonzero diagonal elements, the inverse mappings can be found by inverting
the generalized Bernoulli transformation and are given by [36]
Inv[M(i)(η)] = M(i)(η−1). (59)
The existence of this inversion is due to the known well defined statistical nature of loss channel, which makes it
possible to perfectly reconstruct any ρ within a finite-dimensional Hilbert space when η and ρ′ are precisely known [36].
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However, the presence of any small deviations in an experimentally measured ρ′ can lead to unphysically large or non-
positive diagonal density matrix elements in the reconstruction of ρ, even while ρ remains normalized, which is similar
to the possible numerical instabilities that arise when using pattern-functions [53]. These errors become pronounced
for low detector efficiencies at high photon-numbers as seen Fig. 8a for the specific case of a loss-compensated cat
state. Therefore, it becomes extremely crucial to have a priori information about the energy of the quantum states
under consideration.
FIG. 8. Loss-compensation for tomographed cat state of amplitude
√
3 after transmission of η = 0.70 and Hilbert space cut-off
of d = 20, with (a) inversion using the generalized Bernoulli transformation and (b) inversion using SDP. The logarithm of the
trace-distance between the reconstructed state, ρ, and the target state, σ, is plotted against η [d] in (c) [(d)]. We note that
T (ρ, σ) > 1 occurs due to the unphysical reconstruction of ρ and large non-positive diagonal elements. The figure insets show
the Wigner function for each state.
Here, we are able to relax this issue by inverting each M(i)(η) using semidefinite programming, where the optimiza-
tion problem is defined as
Minimize
ρ
Nmax∑
i=0
||ρ′(i)diag −M(i)ρ(i)diag||2 (60)
Subject to ρ ≥ 0, Tr[ρ] = 1, and ρm,m ≤ η−mρ′m,m,
where ρ
(i)
diag denotes the i
th diagonal of ρ and the third constraint is obtained by noting that each element in the
sum in Eq. (57) is positive for m = m′, leading to the inequality when the sum is truncated after the first term.
Additionally, it is only necessary to sum over the upper diagonals of ρ in the minimization (hence the sum starting
at i = 0), due to the enforced hermiticity of ρ.
The application of these constraints enforces physicality and avoids the numerically unstable reconstruction that
would result by using an exact expression for M(i)(η)
−1
. We demonstrate in Fig. 8 how small errors on density matrix
elements from performing the tomographic procedure on a loss degraded cat state and single-photon Fock state give
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rise to an unphysical loss-compensated state using the analytical matrix inversion from Ref. [36], whereas inversion
using SDPs successfully reconstructs the state prior to loss. Although all errors in the tomographed density matrix
elements prior to loss compensation are on the order of 10−3 (not depicted), the analytical matrix inversion drastically
magnifies these slight deviations. In particular, Fig. 8c and Fig. 8d show that the validity of the loss-compensation
can heavily depend on both the overall loss and on the choice of Hilbert dimension cutoff. When comparing the
reconstructed state, ρ, to the ideal state without loss, σ, using the trace distance defined by T (ρ, σ) = 12 ||ρ − σ||1,
we see that the deviation of ρ from σ grows quickly as η shrinks and d increases in the case of analytic inversion.
However, T (ρ, σ) is both small and relatively independent of either η or d when using SDP. As a result, our method
is significantly more robust to experimental noise.
VI. EQUIVALENCE OF PHOTON-NUMBER DISTRIBUTIONS
To show the equivalence of the photon-number distributions measured in each configuration in Fig. 9, we adapt
the approach originally introduced in [18]. The signal and LO modes are described by annihilation operators aˆ and bˆ
respectively, and cˆv and dˆv are vacuum modes. For a perfect PNR detector, the probability of measuring n photons
FIG. 9. Schematic of the loss model. Left and right networks produce the same photon-number distribution.
is given by [54]
P (N = n) =
〈
:
Nˆn
n!
e−Nˆ :
〉
ρin
, (61)
where Nˆ = dˆ†dˆ is the photon-number operator of the detection mode and the expectation value is calculated over the
initial states, and :: is the normal ordering. By employing the Heisenberg picture, we first determine the detection
mode in terms of input modes for the network on the left of Fig. 9. The input mode denoted by annihilation operator,
aˆ, evolves to
After first beamsplitter: aˆ→ aˆ+ bˆ√
2
(62)
After second beamsplitter:
√
η
(
aˆ+ bˆ√
2
)
+
√
1− ηcˆv
(63)
Since the input states for mode bˆ and cˆv are coherent and vacuum states respectively, the normal ordering allows to
treat them as complex numbers. As a result, the effective photon-number operator is given by
NˆLeff. = dˆ
†dˆ, (64)
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FIG. 10. Model for mode mismatch analysis.
where the detection mode is
dˆL =
√
η
(
aˆ+ β√
2
)
(65)
Likewise, for the right network, we have
After left beamsplitter: aˆ→ √ηaˆ+
√
1− ηbˆv (66)
After top beamsplitter: bˆ→ √ηbˆ+
√
1− ηcˆv (67)
After balanced beamsplitter: dˆ =
1√
2
(
√
ηaˆ+
√
1− ηbˆv +√ηbˆ+
√
1− ηcˆv),
where cˆv, bˆv are vacuum modes and bˆ is a coherent state. We again utilize the fact that normal ordering allows
coherent states to be represented by a complex number and the vacuum state can also be considered as a coherent
state with zero amplitude. Thus, the detection mode can be further simplified as
dˆR =
√
η
(
aˆ+ β√
2
)
. (68)
From Eq. 65 and Eq. 68, one can see that both networks have the same detection mode, therefore would produce the
same photon-number distribution for a given quantum state under investigation.
VII. MODE MISMATCH CORRECTION
In this section, we consider the effects of mode mismatch on the measured photon-number distributions. In contrast
to balanced HD (BHD), the imperfect modematching between the coherent probes and the signal field cannot simply
be treated as losses. This can be understood as follows: In BHD, the measured photocurrent difference is proportional
to only the interference term, i.e, I− ∝ aˆ†αLO + aˆα∗LO, which implies that only the overlapping portion of the signal
field gets amplified by the strong LO and the non-overlapping portion is considered as losses. Here, we show that
this will no longer be the case with the proposed method. As displayed in Fig 10, the interference between the local
oscillator (LO) and the signal mode, denoted by aˆs and aˆLO, respectively, can be decomposed into two orthogonal
modes that each reach the PNR detector. The LO can be seen as interfering with vacuum mode aˆv to be split into
a component that overlaps (interferes) entirely with the signal field, aˆ
||
LO, and an orthogonal component, aˆ
⊥
LO, that
proceeds to the detector without interacting with the signal. Defining the mode-mismatch parameter, M , as the
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transmission of the fictitious beamsplitter decomposing the components of the LO and making use of the Heisenberg
picture, we get
aˆ⊥LO =
√
1−MaˆLO +
√
Maˆv. (69)
aˆ
||
LO = −
√
MaˆLO +
√
1−Maˆv. (70)
Likewise, the signal mode after interfering with aˆ
||
LO at the balanced (50:50) beamsplitter evolves to
aˆs → UˆBS aˆsUˆ†BS =
aˆs + aˆ
||
LO√
2
, (71)
where UˆBS is the unitary operator of the balanced beamsplitter.
nˆ1 = (aˆ
⊥
LO)
†aˆ⊥LO (72)
nˆ2 =
(
aˆs + aˆ
||
LO√
2
)†(
aˆs + aˆ
||
LO√
2
)
= UˆBS aˆ
†
saˆsUˆ
†
BS (73)
As a result, the total number operator is
Nˆ = nˆ1 + nˆ2 = (aˆ
⊥
LO)
†aˆ⊥LO + UˆBS aˆ
†
saˆsUˆ
†
BS . (74)
By employing Eq. 61, one can further determine the probability of detecting total n = n1 + n2 photons by both the
detectors in Fig. 10 as
P (n = n1 + n2) =
〈
:
Nˆn
n!
e−Nˆ :
〉
ρin
, (75)
where Nˆ = nˆ1 + nˆ2 is the two-mode photon-number operator. We then use the fact that in the normal ordering
formulation, the annihilation operators denoting coherent states can be simply treated as complex variables, α⊥LO and
α
||
LO. Therefore, we have
Nˆ = (1−M)|α⊥LO|2 + UˆBS aˆ†saˆsUˆ†BS . (76)
Using Eq. (75) and Eq. (76) results in
P (n) =
〈
: e−
[
(1−M)|α⊥LO|2+UˆBS aˆ†saˆsUˆ†BS
] [
(1−M)|α⊥LO|2 + UˆBS aˆ†saˆsUˆ†BS
]n
n!
:
〉
ρin
(77)
After further simplification, we get
P (N = n) =
〈
: e−
[
(1−M)|α⊥LO|2+UˆBS aˆ†saˆsUˆ†BS
] n∑
l=0
(
n
l
)
(UˆBS aˆ
†
saˆsUˆ
†
BS
)l
[(1−M)|α⊥LO|2]n−l
n!
:
〉
ρin
(78)
=
n∑
l=0
〈
:
eUˆBS aˆ
†
saˆsUˆ
†
BS (UˆBS aˆ
†
saˆsUˆ
†
BS
)l
l!
:
〉
ρin
e−[(1−M)|α
⊥
LO|2][(1−M)|α⊥LO|2]n−l
(n− l)! (79)
From Eq. (79), one can see that the probability of detecting n photons is the convolution of two probability distri-
butions. The first term in the normal ordering form corresponds to detecting l photons in the signal mode after the
interference with aˆ
||
LO while the Poissonian distribution is the probability of (n − l) photons being detected in the
orthogonal LO mode, aˆ⊥LO. We can further rewrite Eq. (79) in a compact way as
P (N = n) =
n∑
l=0
P ||(l)P⊥(n− l). (80)
Note that P⊥(n − l) can be determined by knowing the overlap parameter, M , which is experimentally measured
from a bright-field visibility measurement [39]. Next, one can simply invert Eq. (80) in order to reconstruct the
true photon-number distribution in the interfered field of unknown state and the modematched part of LO field, i.e,
|√Mα||LO〉.
