Abstract
Introduction
Community detection in networks is one of the most prominent areas of network science [1, 2] . Numerous new methods were developed to try to resolve this problem over the past several years. Intuitively, a community is a cohesive group of nodes that are connected "more densely" to each other than to the nodes in other communities. To some extent, they focus on the sub graph under study, including possibly its immediate neighborhood, but neglecting the rest of the graph. For example, a community in a social network might indicate a circle of friends, and a community in the World Wide Web might indicate a group of pages on closely related topics. As different scientific fields have different needs, it is not surprising that a wide variety of community detection methods have been developed to serve those needs [3] [4] [5] [6] [7] .
However community detection is very hard and not yet satisfactorily solved. In 2009, Clara Pizzuti proposed a multi-objective genetic algorithm to uncover community structure in complex network which generated a set of network divisions at different hierarchical levels in which solutions at deeper levels [8] . In 2010, Michael Ovelgönne, Andreas Geyer-Schulz presented a fast randomized greedy algorithm which uses solely local information on gradients of the objective function [9] . Most of the current algorithms have a high computational complexity that makes them unsuitable for large scale networks. In addition, many algorithms also need some priori knowledge about community structure like the community number which is impossible to know in real life networks. All these factors make it desire to design a simple but high effective algorithm.
Particle Swarm Optimization (PSO) algorithm is a global search methods which is originally developed by Kennedy and Eberhart [10] and inspired by the paradigm of birds flocking. PSO can be easily implemented and is computationally inexpensive for many questions [11, 12] . However, even though PSO is a good and fast search algorithm, it has premature convergence.
Recently, a general purpose local search heuristic algorithm named Extremal Optimization (EO) was proposed by Boettcher and Percus [13] . In contrast to PSO algorithm which selects the best solutions in the large number of possible solutions of the whole swarm, EO successively eliminates those worst components in the sub-optimal solutions. EO has been successfully applied to some NP-hard combinatorial optimization problems such as graph bipartitioning [14] .
An algorithm of combining PSO with EO for community detection is addressed in this paper. It makes full use of the advantages of PSO and EO. In other words, PSO contributes to the hybrid approach in a way to ensure that the search converges faster, while the EO makes the search to jump out of local optima due to its strong local search ability. The modularity Q is used as the fitness function of particles. The algorithm optimizes the modularity Q to obtain the community partition. A special encoding scheme based on the partition label is applied to represent the community partition. This kind of encoding scheme can determine the community number automatically. In order to convert the particle position vector to a partition vector, a two-value function is employed. Because PSO algorithm is a stochastic search optimization algorithm, isolated node may exist in the search result. EO is designed to repair the isolated node as a strategy.
Three experiments are done to validate the performance of the algorithm in three aspects. This paper is organized as follows. In Section 2, the PSO and EO algorithms are introduced in brief. In Section 3, we propose the hybrid PSO and EO algorithm to detect community and describe it in detail. In Section 4, several experiments are done to test the performance of the algorithm. Finally, Section 5 concludes the paper.
Particle swarm optimization and extremal optimization

Particle swarm optimization
PSO is originally developed by Kennedy and Eberhart [10] and inspired by the paradigm of birds flocking. It is a global optimization method based on population [11] , where the system is initialized with a population of random particles and the algorithm searches for optima by updating generations. Suppose that the dimension of search space is , and the number of the swarm size is . The position vector and velocity vector of the particle  can be represented as follows:
The memory position vector of the particle i previously visited and the global memory position vector of the swarm found so far are denoted   and   :
The fitness of each particle can be evaluated through putting its position into a designated objective function. The particle's velocity and its new position are updated as follows:
Where  ∈ {1, 2, ⋯ , },  ∈ {1, 2, ⋯ , }. The superscript  denotes the iteration number,  is the inertial weight,   and   are two random values in the range [0,1] ,   and   are the cognitive and social scaling parameters which are positive constants.
The particle's velocity is updated by formula (1), and then it flies toward a new position according to formula (2) . The performance of the particle is measured according to a predefined fitness function, which is usually proportional to the cost function associated with the problem. This process is repeated until the stopping criteria is true.
Extremal optimization
EO algorithm [13] was proposed for a minimization problem as From the above algorithm, it can be seen that unlike PSO algorithms which work with a population of candidate solutions, EO evolves a single solution  and makes local modification to the worst components of . This requires that a suitable representation be selected which permits the solution components to be assigned a quality measure (i.e. fitness). This differs from holistic approaches such as evolutionary algorithms that assign equal fitness to all components of a solution based on their collective evaluation against an objective function. As a result, EO has a strong local search capability and does not easily get trapped in local optima.
Hybrid algorithm of PSO and EO
A hybrid algorithm of PSO and EO for community detection (PECD) is proposed in this section. Three questions should be resolved in the PECD. The first is the code of the particles. The second is the fitness function of the particles in PSO algorithm. The last is the fitness function of the solution components in EO algorithm.
Encoding schema
Partition of the network community is a hard clustering problem in essence. There are three individual code methods in the current clustering analysis based on the evolutionary computation. They are binary-coded, integer-coded and real-coded. In this paper, each particle represents only one partition solution of the network. It is encoded on according to the label of the partition. A particle with such code corresponds to a partition vector. It can be defined as following:
  =   ,   , … ,    , … ,     Where    ∈ {  ,   , … ,   , … ,   } ,   is the label of the cluster  . If    =   , the vertex  belongs to the cluster . Figure 2 is an example of the particle's code. This kind of encoding method based on the label of the partition can automatically determine the number of clusters. It effectively avoids the problem of many clustering algorithms which require the user specify the cluster number of problems in advance.
Updating of the particles
Updating of the particles includes updating of the velocity and position of the particles. Velocity updating method still adopts formula (1) of the standard PSO. Position updating method of the standard PSO does not apply for encoding method of the particles in this paper. The value of the position vector in the standard PSO is real numbers, whereas the value of the position vector in this paper is 1 or 2. Therefore a new function Y is introduced to convert the value of the particle position to 1 or 2. Function Y can be expressed as follows:
When the value of    is 1, it indicates that the vertex  belongs to cluster 1, otherwise it belongs to cluster 2.
Fitness of the particles
The selection of fitness function is very important to the algorithm of community detection. A good fitness function can make the particles of the swarm find the best solution with fast speed. In PECD algorithm each particle corresponds to one partition result of community, so particle fitness is the quality function of community. Many methods are proposed to assess the quality of the partition.
To date the most common and explored quality function is modularity which attempts to measure how well a given partition of a network compartmentalizes its communities [15, 16] . In the original definition of modularity, an undirected network that has been partitioned into communities has modularity [15] . Given a graph into c communities, let  be the community matrix of size  ×  where each    gives the fraction of links going from a community  to a community  and   = ∑     the fraction of links connected to . Modularity Q is described as follows: Figure 3 shows a small example of modularity Q. Modularity explicitly takes degree heterogeneity into account, as it measures the difference between the total fraction of edges that fall within groups versus the fraction one would expect if edges were placed at random. Thus, high values of Q indicate network partitions in which more of the edges fall within groups than expected by chance. In social networks, Newman [17] report that Q generally falls between 0.3 and 0.7.
EO repairing strategy
The code of particle based on the node label is simple and intuitive, but it has a defect. Because PSO is one kind of stochastic optimization, some wrong solutions may exist in the process of PSO searching. Some isolated nodes may be included in these wrong solutions. Isolated node means that all or most of neighbor nodes of the current node belong to other partitions. In other words, there is no edge between the isolated node and other nodes in the same partition. Existence of the isolated nodes can affect the searching efficiency of PSO. Repairing the isolated nodes helps to enhance the convergence rate of PSO. We select EO algorithm based on node betweenness centrality as the strategy to repair isolated nodes.
In the PSO process of PECD algorithm the memory position vector of the particle is denoted as follows:
The superscript  denotes the iteration number. The subscript  denotes the label of node. The component   denotes the cluster label of node.  is the number of the node in a graph.
The fitness of component   can be calculated by node betweenness centrality in formula (5). Node betweenness centrality measures how important a node is by counting the number of shortest paths that it is a part of.
Where   is the total number of shortest paths from node  to node  and   () is the number of those paths that pass through node .
The repairing process based on EO algorithm can be divided into four steps in figure 4.
1. Calculate the fitness of component   by formula (5).
2. Find the node with the lowest fitness.
3. Remove it to the other community. 
Algorithm Description
The given community detection method based on PSO will get two partitions at first. After the bipartition, each partition is considered as a community on its own. The procedure is repeated until the modularity cannot be enhanced any more for the current communities found. The steps of the algorithm can be described as Figure 5. 1. Set parameters (particle number, the swarm size, iteration number); 2. Initialize X and V; Calculate the fitness of   by the formula (3); Select   ; 3. Update position vector X and velocity vector V by formula (1, 2); 4. Convert the position vector X to the partition vector ;
5. Repair isolated nodes by EO strategy and formula (5); 6. Calculate the fitness of each particle by the formula (4); if the current fitness is better than the memory fitness, the memory position vector is taken place by the current position vector; 7. Select the best fitness from all particles and compare it with the best memory particle (  ); if it is the better, it takes place the best memory particle (  );
8. Repeat Step3-Step7 until a stop criterion is true or a predefined number of iterations is completed.
Figure5. Pseudo-code of PECD Algorithm
Experiments and analysis
In this section three experiments will be done to validate the performance of the algorithm on different real networks. The networks come from ref [18] .
Experiments 1
The first experiment is used to compare the partition precision and the modularity Q of PECD algorithm, GN algorithm and GN-fast algorithm on the data set of Zachary's karate club which contains 34 nodes and 77. Figure 6 is the results of the experiment. Figure 6 
Experiments 2
The second experiment is used to test the effect of EO repairing strategy on three different scales of real network. D1 represents the social network of Zachary's karate club. D2 represents the Dolphin social network. D3 represents the social network of American College football. The information of the three networks and some parameters of PSO algorithm are listed in table1. The inertial weight  decreases linearly between 0.9 and 0.4.   =   = 2.05. The experimental results are listed in the table 2. In the table 2, PSOCD means the algorithm for community detection using PSO algorithm without EO repairing strategy, and PECD means the algorithm for community detection using PSO and EO algorithm. N represents the number of communities, and Q is the modularity Q value. It is not difficult to draw a conclusion that the performance of PECD algorithm is better than that of PSOCD algorithm. The values of modularity Q on three networks in PECD algorithm are all higher than that in PSOCD. The main reason lies in the use of EO repairing strategy which effectively removed the isolated nodes from one partition to the other partition. 
Experiment 3
The third experiment is used to verify the relationship between modularity Q and the cluster number on three real networks in experiment 2. The information of the three networks and some parameters of PSO algorithm are in table1. Figure7 is the results of the experiment. It can be seen from Fig.7 that the PECD algorithm can find the maximum modularity Q and the optimal number of the clusters in network automatically. 4 communities can be detected in Karate and Dolphins networks. The number of the community in American football is 9. It is the encoding schema of PSO algorithm that gained the above optimal partition.
Conclusion
Community detection is of great importance in many disciplines where systems are often represented as graphs. This problem is very hard and not yet satisfactorily solved despite many methods have been proposed. This paper presents a hybrid algorithm for community detection using PSO and EO algorithms. It optimizes the modularity Q to obtain the community partition. The algorithm can determine the community number automatically because of the special encoding scheme based on the partition solution of a network. The number of communities is encoded impliedly in the particle. The global search ability of PSO algorithm makes the algorithm converge quickly. A strategy based on EO algorithm is proposed to repair the isolated node existing in a partition, thus can make the partition result reasonable. At last several different experiments are done to validate the performance of the algorithm. Experimental results show that the algorithm achieves better performance. 
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