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I. INTRODUCTION 
Noble [l] has posed the following asymptotic factorization problem: 
let K(z) (z = x + ir) be regular in a vertical strip, and let a factorization 
K(z) = P+(z) P-(z), where P+, P- are regular and nonvanishing in over- 
lapping right and left half-planes respectively, be known; let a perturbed 
function K*(z) = K(x) + EM(Z) h ave the same strip of regularity as K(z), 
and let a factorization K*(x) = P:(z) P*_(z) be known to exist; then it is 
required to find asymptotic expansions in E, valid near E = 0, for the func- 
tions P$)/P,(x). The cases of interest are those in which M(z) grows more 
rapidly than K(z) near x = a. 
To make the asymptotic factorization problem a precise one, we impose 
five conditions: 
CONDITION 1.1. K(z) is regular and nonvanishing in a vertical strip 5’: 
x1 < x < x2 (x1 < 0, x2 > 0). 
CONDITION 1.2. K(z) is of aZgebraic growth in S; i.e., 
I 1% WI I = 0 (1% I z I) 
as 1 z 1 -+ 00 along any line x = const. in S. 
U-1) 
CONDITION 1.3. P&z) are regular and nonvanishing in the respective 
half-planes R,: x > x1, R- : x < x2. 
CONDITION 1.4. P*(z) are of subexponential growth in Ii,; i.e., for every 
pair of smaller half-planes RT : x 2 x1 + 6, Rc : x < x2 - 6, there is a 
y < 1 such that 
I 1% p&d I = O(l 2 I’> U-2) 
* The research described in this paper was supported in part by the Office of Naval 
Research under contract No. NR 041-252. 
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as 1 z / ---f 00 in R$. (Possible alternatives to this condition are discussed in an 
appendix to this paper.) 
CONDITION 1.5. M(x) is regular in S and may be written 
where c is a nonnegative complex constant, LY. is real and positive, and the 
(nonanalytic) function g(x) satisfies 
Id4 =o(l~I+) (1.4) 
as]z]+~inS,forarealpositive/3_<1. 
In Section II, we give a unique construction of the factors P:(z) of the 
perturbed function 
K*(x) = K(z) + dlqz), (1.5) 
where E is a small positive parameter. 
Our main result, proved in Section III, is that K* has a factorization 
K* = P+*P* for which Pz/P* differs from unity by a term which is: 
(i) O(c) when 0 <(II < 1. 
(ii) O(E log l ) when M = 1, 
(iii) O(&“) when 01 > 1. 
For 01 2 1, the coefficient of the term shown is given by an explicit formula 
involving 01 and c but not g(z). The case (II 5 0 is not considered, since the 
associated Wiener-Hopf problem can then be treated by a classical iterative 
procedure, as is remarked in [l]. 
We remark that the approximate factorization methods of Koiter [2] and 
Carrier [3] are only marginally related to the present work, In [2], [3], 
criteria are given for the replacement of the transformed kernel H*(z) of a 
Wiener-Hopf problem by a simple (i.e., readily factorizable) function H(z); 
no attempt is made to factor H*(x) itself, either exactly or approximately. 
Part I of [2] does in fact justify Koiter’s method by (in essence) assuming 
H*(z) to be of the form of our K*(z) (see (1.5)); but the argument is limited 
to the noncritical case 01 < 0. Examples given in Parts II, III of [2] also have 
01 < 0. The method of [3], though applicable to transformed kernels of 
more general form than (1.5), requires H(z) and H*(z) to have the same 
growth at infinity. This method would therefore not extend to approximation 
of our K*(z) by K(z) unless, again, OL 5 0. Finally, neither of these methods 
exhibits the dependence of the solution on the parameter E. 
The theorem we prove in Section III is applied to several examples in 
Section IV. Our asymptotic expansions of P,*/P, are shown to agree with 
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expansions obtained from exact factorizations. In one of the examples, M(Z) 
is such that the constant c of (1.3) has different values at the top and bottom 
of S: it is seen that the general theory is easily modified to deal with this 
situation. 
Our asymptotic factorization can be applied to the problem of obtaining an 
approximate solution to an inhomogeneous Wiener-Hopf equation 
with a perturbed kernel k* = k(t) + em(t), when the solution of the equation 
is known for E = 0. The results of Section III should yield approximate 
solutions which, in any of our three cases, differ from exact solutions only by 
terms which approach zero to a determinate order in E. A special case of 
particular interest is the problem, solved by Senior [4], in which the perturbed 
integral equation governs the diffraction of electromagnetic waves by a 
finitely conducting semi-infinite screen. Our methods are also applicable to 
the kind of problem considered by Sparenberg [5], as well as in a number of 
other physically interesting problems whose exact solutions are not known. 
We are currently investigating applications of this type. 
II. CONSTRUCTION OF A UNIQUE PERTURBED FACTORIZATION 
The following preliminary theorems are proved in this section (notation 
and definitions: strip S, half-planes R,, algebraic and subexponential growth, 
are as in the conditions stated in section 1): 
THEOREM 2.1. Let a function Y(z), regular and nonvanishing in S, have 
factors Y,(x) of class re (regular, nonvanishing and of subexponential growth 
in RJ. Then every factorization of Y in which the factors are of class re has the 
f orm 
Y(4 = [BY/,(41 [B-l Y-(41, (2.1) 
where B is an arbitrary (nonzero) complex constant. 
THEOREM 2.2. Let K(z) meet Conditions 1.1, 1.2, and let the given factors 
P*(z) meet Conditions 1.3, 1.4. Then the factors have the unique representations: 
P&4 = exp 1% I,+ log K(5) d5 + q* log K(0) 1 t;.x _ Cl (2.2) 
where l?,, C denote the respective vertical contours (fl - ia, 5, + i=), 
(t, - im, 5, + im), with x1 < tI < 0, 0 < 52 < x,; and where q* are con- 
stants (determined by the given factorization) with q+ + q- = 1. 
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THEOREM 2.3. Let K*(z) = K(z) + <M(z), where E is a small positive 
parameter, and M(z) meets Condition 1.5. Then K*(z) possesses a factorization 
K*(z) = P:(x) P?(z), (2.3) 
where the factors P,*(z) are of class re and are uniquely given by : 
log K*(5) d5 + q; log K*(O) 1 qz _ <) (2.4) 
with r, dejked as in (2.2); the qz are arbitrary constants satisfying 
qT+q?=l. 
We make use, in this section and the next, of the following two lemmas: 
LEMMA 2. Let T’be the vertical contour ([ - iw, 4 + i-), f(t) a continuous 
function dejined for 5 = E + i7 on r, and 
Suppose that near 7 = f  00 
If(S) I = WI rl I-% P > 0. 
Thenas (xI-+~ 
‘O(l x I--p log I x I) 
I W) I = 10(, x I-1) 
if p 2 1, 
if p>l, 
(2.5) 
(2-6) 
(2.7) 
provided x remains bounded away from r. 
LEMMA 2A. If, in Lemma 2, condition (2.6) is replaced by 
If(C) I = O(l 77 P 1% I 17 I)* O<p<l, w-3) 
then conclusion (2.7) becomes 
1 F(x) 1 = O(l x p-9 log2 ( z I). (2.9) 
PROOF OF LEMMA 2. Since translation through - [ does not affect 
orders of vanishing at infinity, we may take f = 0. Denoting by 6 the lower 
bound of the distance between x and I’, we consider for each real R > 6 the 
connected pair of segments 
A R:~=R, OlytR and &:6<x<R, y=R. 
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It is clearly sufficient to prove that 
p I 1, 
p> 1. 
(2.10) 
By (2.6), we can find constants A, B, Y such that 
(2.11) 
We choose R > 2Y, and estimate ) [ - z ) from below by the following set of 
values: 
R for z on AR, ( q ( < 2R. (2.12) 
R/2 for z on AR, - 2R I q I R/2, (2.13) 
~(~+IR--~l/)for~onAR, R/2 I rl I 2R. (2.14) 
I rl l/2 for z on AR or AR, I 17 I > 2R. (2.15) 
Hence for x on AR we find 
( F(z) \ I 2AR-IY + 2BR-1 ,; q-pdq + 43 I,“, q-p-Id7 
= O(R-l) + O(R-*) (2.16) 
[with an additional term O(R-l log R) whenp = 11. Similarly, for x on AR 
we get 
( F(x) 1 I OCR-l) + W-7 + 4B cy2 s +;;d: 17 , (2.17) 
But 
R/Z8 + (R-7 1 
s ’ 1 = ~PR-a l,z R-Q +d;l - u ( < 2v+lR-~ s do o R-9 + (I 
= 2p+lR-p log (1 + S-lR) = O(R-p log R). 
Thus (2.10) is satisfied and Lemma 2 is proved. 
PROOF OF LEMMA 2A. Lemma 2A is proved much as is lemma 2. One 
merely inserts the factors log 1) and log R in appropriate places. 
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PROOF OF THEOREM 2.1. Since Y&Z) are of class re, we have 
IlogY*(x)I <AlxlY in R$ (2.18) 
where 6 is a fixed number satisfying 0 < S < (xZ - x1)/2 and A, y are 
constants, with 0 < y < 1. Next, let Ye, of class r,, be a second 
pair of factors of Y(s); these functions must also satisfy (2.18). Let 
Q*(Z) = Y!Jz)/Y,(z). The functions @&) are plainly of class Y,: 
( log Q*(x) ( 5 2A / x Iy in Hi, (2.19) 
while in S we have 
B+(x) CD-(x) = 1. (2.20) 
We can continue Q+(Z) analytically to the whole plane by defining @+ = I/@,_ 
in R-. The extended Q+(Z) is a nonzero entire function which satisfies (2.19) 
in the whole x-plane. We conclude from the generalized Liouville theorem 
that Q+(Z) = B, a nonzero constant, which gives Y;(Z) = BY+(z), Y”(z) = 
B-lYw(x). 
PROOF OF THEOREM 2.2. Let P be a rectangular path surrounding z = 0, 
and let two sides of r lie along x = tr, x = [a. Denote by y a small circle 
(interior to r) with z = 0 as center. For z between y and I’, we have 
1% K(4 log K(Z) = Z * __I 
.x 
= & s 
log K(5) d5 
r--y 5(5 - x) 
x =---y 
2?rl s 
(2.21) 
Now let the horizontal sides of I’ recede to f im. Since K is of algebraic 
growth (see (l.l)), the contributions from these horizontal sides approach 
zero, and we have 
where the first two terms on the right are regular in R,, R- respectively. 
Next rewrite log K(0) as the sum of two arbitrary constant parts q+ log K(0) 
and q- log K(O), with q+ + q- = 1: if we add each of these parts to the 
corresponding integral in (2.22), we have the decomposition 
log K(x) = log P+(Z) + log P-(Z) (2.23) 
5 
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log P*(Z) = g s log K(5) a 
r* 5(z - Cl 
+ q5 1% K(O). (2.24) 
Taking exponential6 on both sides of (2.23), we have a factorization of K(x) 
into regular, nonzero factors P*(Z) of the form (2.2). 
To prove uniqueness, we first show that the factors Pi(z) given by (2.24) 
are of subexponential growth in R,. Given 8, we choose [r, tz so that 
x1 < [r < x1 + 6, xa - 6 < [a < xa. We then apply Lemma 2A (with 
p = 1) to the integral on the right-hand side of (2.24), obtaining 
IlogP*(~)I =o(wl~l) as 1 x [ + ~0 in Rz. (2.25) 
As this implies (1.2) for every positive y, the P&r) are of class I, in R,. 
From Theorem 2.1, the factors P&X) are then unique to within multiplicative 
constants B, B-l, and it is clear that a proper choice of q* ensures that the 
given factors have representations (2.2), with CJ+  CJ- = 1. (A trivial excep- 
tion occurs when K(0) = 1; we may then factorize 4K(z) by means of (2.2) 
and halve each of the resulting factors.) 
PROOF OF THEOREM 2.3. Under the stated conditions, K*(z) is regular 
and (for sufficiently small C) nonvanishing in S; also, K*(z) is plainly of 
algebraic growth in S. The arguments used to prove Theorem 2.2 then show 
that the functions P:(Z) defined by (2.4) are of class re and satisfy (2.3) in S. 
Uniqueness follows from Theorem 2.1. 
REMARK. Note that the formulas (2.2) and (2.4) for the factors of K and 
K* have the same form, even though K and K* themselves possess different 
rates of growth (or decay) at z = 00. This feature of our factorization proce- 
dure will allow us to approximate P*/P in a straightforward way. 
We shall have occasion to use the following properties of the elementary 
complex functions. 
STATEMENT 2.4. Suppose the complex number 1 + 2 is bounded away 
from the negative real axis. Then for some positive constants B the following 
inequalities hold: 
Ilog(1 +Z>I <BIZI, (2.26) 
1 log (I + Z) 1 s B log (1 + I Z I), (2.27) 
1 (1 + Z)-l 1 I B, (2.28) 
I(1 +-Z-)-l - 1 1 I B ( Z 1. (2.29) 
The proofs are omitted. 
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III. THE ASYMPTOTIC FACTORIZATION 
For each value of E, the choice of the constants qT in Theorem 2.3 is still 
open. We now select a particular perturbed factorization by requiring 
CONDITION 3.1. The q$ are independent of E and equal to the 4% deter- 
mined in Theorem 2.2. 
We may then prove 
THEOREM 3. For thefactorization determined by Condition 3.1, P!Jz)/P,(z) 
has in any half-plane Rz (cf. Condition 1.4) the form (I): 
1 +l~(~logl~l~ok) (3.1) 
when o1 < 1, 
1 F ?r-1c.Z E log E + 1 Z 12 . O(E) (3.2) 
when&= l,and 
1 f  hz&‘a + / z 1 . O(E (l+B)ia) + 1 x 12 - 0(2/a) + ) x (a log ) % 1 * O(E) (3.3) 
when a > 1 (“). H ere c and 01 are as defined in Condition 1.5, while h denotes 
the constant 
hcT-l * 
s 
f-2 log (I + ct”) dt, (3.4) 
n 
where the determination of the logarithm is made by slitting the complex plane 
along the negative real axis. 
PROOF. To simplify notation, we carry out the proof only for P*+/P+. 
From (2.4), (2.2), and Condition 3.1 we find 
p-T(z>= x 
p+ (4 exp 27ri r+ I-s 
log [K*( CYr(( 511 d5 
5(x - 5) 
+ q+ log g&q * (3.5) 
1 It is understood that an expression of the formf(z)*O(&‘) denotes a function of a 
and l which, for each fixed z (in a given region) and all sufficiently small e, is bounded 
above by A cY, where A is a positive constant which may depend on z but which 
must be 0( f(z)) as ( z I + 03. 
* In the special case 01 = 2, the factor O(&“) becomes O(c log c). Similarly 
O(&fp)/a) is to be interpreted as O(c log <) when (Y = I + 8. 
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Relations (1 S) and (1.3) then yield 
log mz) = 25 s 1% (1 + EC 1 5 I”[1 + g(5)]) d5 p+k> 2-i r+ 5(x - 5) 
+ 4+ log r.1 + ~ww~m. (3.6) 
We choose a r+ for which (cf. Theorem 2.2) 
and carry the three cases forward separately. 
PROOF OF (3.1). Since E > 0, c is nonnegative and g(t;) satisfies (1.4), the 
quantity inside the logarithm in the integrand in (3.6) is for sufficiently small E 
bounded away from the negative real axis. Hence by (2.26) there is some 
positive constant B such that 
Since 01< 1 and 1 g ( remains bounded at 4 = f im, the integral in (3.8) is 
convergent, so that the entire righthand side is of order E. To determine its 
z-dependence, we apply Lemma 2 with p = 1 - 01 and obtain 
log (PT/P+) = j z la log 1 x 1 * O(E), (3.9) 
Taking exponentials then yields (3.1). 
PROOF OF (3.2). The second term of (3.6) is simply O(E) and can be added 
in at the end. To evaluate the first term, we introduce on r.+ the parametriza- 
tion 5 = 5; + i7 and note that 
1% (1 + EC I 5 I”(1 + g)) = log (1 + EC 1 q p[l + g,(t;)l) 
= log (1 + cc \ q I”) + log (1 + ;cJ$$Q , 
(3.10) 
where g,( 5) also satisfies (1.4). C orrespondingly, we decompose the first term 
of (3.6) into a sum II + I,. The integral I, can be estimated by applying 
first (2.26) and then (2.28). Remembering that 01 = 1, we find 
(3.11) 
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for some constant B and all sufficiently small E. Relation (1.4) enables us to 
apply Lemma 2 with p = ~3; we obtain 
1, = 1 2 p-fl log 1 z 1 * O(E). (3.12) 
In Ii, we substitute t = q, obtaining 
I1 = z j log (1 + c I t I) dt Ym (E& +it) [‘(Z - &) - it] ’ 
1 = 2 1 z - & 1 (I 2 6 in Rf) 
and note that for E < 1 and ( t 1 2 I 
-titIrltl. 
Hence 
EZ 
4 = 5 s 
z log (1 + c 1 t I) dt 
(a + it) (b - it) + log I 3 I * O(4 -1 
where the path of integration is the real t-axis. We set 
where we have set 
a = 4, b = b, + ib, = ,(z - (1). 
But for I t / I I 
log (1 + c 1 t I) = c / t I + OBP, 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
where B is some positive constant and I 6’ I < 1. Making use of the explicit 
integration formula 
s 1 I t I dt = a log (1 + Z2/a2) + b log (1 + Z2/b”, --2 (a + it) (b - it) a+b (3.19) 
and the straightforward estimate 
s 1 t2dt ...t 1 a + it I - I b -- it I i s z jtldt --1 1 b - it I 
I s 1 1 t-b, I dt -z 1 b, - i(t - b,) I + 1 b2 1 sl, 1 b _” it( 
I 2Z+ 4 1 b, I log (21/S) (3.20) 
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we compute from (3.16) and (3.18) that 
11 = - v-1 cz E log E + 1 z 12 * O(E). (3.21) 
Adding to (3.12), substituting in (3.6) and taking exponentials yields (3.2). 
PROOF OF (3.3). Again the second term of (3.6) is just O(E), and in the 
first,term we again set 5 = E1 + in. If we were now to substitute 7 = e-l& 
and formally let E + 0, we would find 
log (FqP+) N /Z.&a, (3.22) 
corresponding to the two leading terms in (3.3). 
As we desire also to estimate the error terms, we proceed somewhat more 
deliberately. We decompose the first term of (3.6) into an integral J1 over the 
interval - K 2 q 5 K and integrals J,’ over the intervals K 5 7 < 03, 
- m < 7 < - K respectively; K here denotes the smallest positive real 
number satisfying the conditions 
It 2 4 max (I 2 I, / El I), (3.23) 
I gl& + 4) I I & for 1 71 I 2 k (3.24) 
with gl(<) as in (3.10). Relation (1.4) insures the existence of such a K for 
each z; for large a, we have 
k=41z(. (3.25) 
We first estimate 
.L=&j ‘l+ik log (1 + EC 1 5 I”[1 + g(5)]) dl 
LIZ - 5) - i1-i7: 
(3.26) 
By Condition 1.5, g(t) ’ b IS ounded on I’+. Relation (2.26) therefore applies 
for sufficiently small E. Hence for some positive B 
Lemma 2 and (3.25) now yield 
j-1 = \ z p log / z 1 . O(e). 
Next we evaluate Jz. By (3.23), the denominator 
(3.28) 
<(z - 5) = (61 + i7)) (z - 51 - e) = r1Yl + ddl (3.29) 
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with 
I ~(77) I g $ k I rl 1-l for I rl I 2 k. (3.30) 
Since 1 q~ 1 5 5, we have (1 + p))-r = 1 + 809 with 1 6 ( 5 1. Thus Jl (for 
example) may be written as a principal part 
13 =& -2 log (1 + EC 1 5 I”[1 +g(5)3) & (3.31) 
plus a remainder J4 satisfying 
By (2.27) and (3.24), we find 
I 14 I s Bk I a I s,” rl -3 log (1 + $ E 1 c I 7jm) dq (3.33) 
for some constant B and sufficiently small E. Introducing the new variable 
we obtain 
t = d/“T, (3.34) 
1 Je I I Bk / z I aa j-= t-3 log (1 + 3 I c I P) Lit. (3.35) 
kEl/fl 
The integrand in (3.35) is independent of E and behaves like P3 near t = 0. 
Hence as E -+ 0 the integral approaches a limit if a > 2 and behaves in an 
easily ascertainable manner for (Y < 2. Remembering (3.25), we find 
i 
I z 12 * 0(2/Q) for a > 2, 
Jb = I z I2 - O(c log c) + I z I2 log I z 1 - O(E) for LY = 2, (3.36) 
I z I0 * O(E) for l<ol<2. 
There remains only J3, which we decompose by (3.10) into a sum Ji + Ji. 
We estimate Jj as in (3.1 I), this time retaining the denominator of the second 
term inside the logarithm: 
(3.37) 
But for / 77 1 2 4 I tl I, h ence by (3.23) for all 5 in the range of integration 
of (3.37), there is a fixed b such that 
I .&(a I 5 b I ? I+* (3.38) 
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Putting this into (3.37) and applying the transformation (3.34), we find 
(3.39) 
Proceeding as in the estimate of J4, we see that 
I 
1 x 1 * O(dl+fl)y for a-/3>>, 
]; = ; ; (k_~;(;;; E) + 1 x 1 log 1 z 1 - O(E) for 01 - /3 = 1, (3.40) 
* E for cr-fl<l* 
Finally, 
&/~ m 
=- 
2T s 
t-2 log (1 + ct”) dt 
where h is given by (3.4) and the remainder 
satisfies 
1; _ x;y* jr”‘” t-2 log (1 + ct”) dt (3.42) 
1;’ = I x p O(E). (3.43) 
The integral J; is evaluated in the same way as Jz; one again finds a prin- 
cipal part (i) hxclIoL and remainder terms given by (3.36), (3&I), and (3.43). 
Adding J,’ + J; to (3.28) yields an asymptotic formula for log (Pt/P+), and 
taking exponentials gives (3.3). (The terms in &+@)la and l can be retained 
in all cases since they are dominated by the term in E unless 01 - /3 2 1 or 
01 2 2, respectively.) This completes the proof of Theorem 3. 
It is useful to note that the constant h of formula (3.3) may be written in 
several other forms: 
STATEMENT 3.1. The constant h defined by (3.4) may also be given by 
s 
a, 
h zzz qj--lclla t-2 log (1 + t”) dt (3.44) 
or by 
0 
h = q&&IQ 
s 
m (1 + ta)-ldt, (3.45) 
0 
where clla is determined after slitting the c-plane along the negative real 
axis. 
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PROOF. In (3.4), substitute 7 = cl& and write t for r, obtaining (3.44) 
with the ray, arg t = a-1 arg c, as path of integration. Since the integrand dies 
out at t = ~0 like 1 t 1-a log 1 t 1, this path may be rotated into the positive 
real axis. To derive (3.49, integrate (3.44) by parts and introduce t-l as new 
integration variable. 
The reason for imposing Condition 3.1 is now easily seen: the perturbed 
factorization is then “best possible,” in the sense that it leads to the sharpest 
possible error estimates in Theorem 3. Indeed, if 4: were allowed to vary 
with G, the second term of (3.6) would be replaced by a term which might 
be larger than O(E), but which would in any case be independent of z. Hence 
an additional error term, not cancellable by any of the (x-dependent) terms 
already found in (3.1) through (3.3), might occur. 
IV. EXAMPLES 
In this section, we compare the results obtained by exact factorization of 
three functions of the form K*(z) = K(x) + EM(Z) with those predicted by 
Theorem 3. The notation is that of the preceding sections: S denotes the 
strip of regularity of K, M; c, 01, g(z) are as in (1.3) ; /3 is defined by (1.4); 
P@) are the factors of K*(z), and Pi(z) are the factors of K(z). 
EXAMPLE 1. K : (1 - 9)-l, M = 1. The strip S is given by / x 1 < 1, 
and we find c = 1, 01 = 2, g(x) = (1 - z2 - 1 2: 1”) 1 z I-2, B = 1. 
It is easily seen that 
p&4 = (1 Ik q, e&q = (d--G f 64 (1 It 4-l (4.1) 
from which 
P$(z)/P&) = 1 f AZ + 1 * O(E) (4.2) 
which agrees with the predicted result, since our theorem for (Y = 2, c = I, 
/I = 1 gives according to (3.3) and the footnote (see (3.45) for the constant h): 
P~(z)/P*(z) = 1 & &z + 1 z 12 * O(E log E) + ( z 12 log ) z 1 . O(E). (4.3) 
EXAMPLE 2. K = (1 -. z2)-l, M = (1 - x)-l, We have 
p*= 1 +4 +z); 1 
+ 1+z 
p_* = - 
l--x (4.4) 
so that 
P* 
+= 1 +<(I +z); 
p+ 
g= 1. (4.5) 
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In this example, S is given by 1 x ( < 1, and 
M 1 + x = i + i I z I Cl + A41 as z-++ia in S --= 
K I- i ( z 1 U + g(z)] as x--f - im in S. (4.6) 
Although 01 = 1, c has opposite signs at the two extremities of S. It is there- 
fore necessary to add two expansions of the form (3.2), and the E log E term 
in both P*+/P,. and P*jP- will cancel out. Similar behavior is shown by 
K* = (1 - 9--a + ~(1 - z)-” for 1 < 01 < 2 : c = exp (& z&7/2) at 
x = f im, so that c1/a = + i in (3.45). For LY = 2, we have c = - 1, which 
violates Condition 1.5, while for 01 > 2 the factor 
has zeros in every R,. Plainly, this type of example does not contradict our 
theorem. 
EXAMPLE 3. K = (9 + pL2)-l12, M = i. The complex constant 
t.~ = p1 - ip2 (pi > 0, p2 > 0), and we fix the branch of the square root by 
choosing 
(z” f p2y2 lzso = + p. (4.8) 
The strip S is given by ( x 1 < p2. It follows from our choice of branch that 
(z2 + ps)r/s always has a negative imaginary part and in particular that it 
behaves like - i ( y 1 as 1 ,a ( -+ j, ia. We then have 01= 1, /3 = 1, c = 1. 
To carry out the exact factorization, write K* = kK, with 
R = 1 + ic(z2 + p2)li2. 
Now log R(z) h as an additive decomposition of the form 
log R(x) = log P+(Z) + log P-(Z) 
where 
(4.9) 
log P,(Z) = (9) log E + (&) log [x f (i/c) (1 + •~j.~~)l/~] 
- ilog 
[ 
1 - ie(z2 + p2)1/2 -1 11 f $ log [” + tz2+ “2’“] 1 
1 + k(z2 + p2)l12 
2 11s t log {CL-l[t + (t2 + $)‘/2]} dt 
T -G- s,, (P + 22 + p2) (t” + $)lP * (4.10) 
REMARK. Additive decompositions of log g(z) are given in the literature 
(e.g. by Senior [4]), but the form of the present result is new; to verify it, 
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notice first that (4.9) holds, as required. Next, we must show that log P+(z), 
log P-(z) are analytic in x > - pa, x < pa respectively. This is conveniently 
done as follows. Differentiate log P;,(z) with respect to the parameter 
v = (I/E) to obtain: 
1 aP, T-=-i* iv 1 
P+ aV 2(v2 + p2)1/2 ’ z & i(vp + p2)l12 
i (9 + p2)li2 -- ( 1 2 z2 + v2 + p2 [I * $ log i” + ‘x2p+ P2Y2)] 
F 4v2 ; p2)1/2 * z2 + f + /L2 1% v + ‘“,’ p2Y’2 * (4.11) 
Verification of the analyticity domains x > - p2, x < p2 for these functions 
is straightforward, and integration with respect to v does not alter the 
analyticity domains. 
The leading term in an expansion of logp&) comes from the integral 
term in (4.10) which may be written (after a change of variable) 
loi? hw[(l + s2P2)1’2 + 111 ds N_ + ZA log E + qr) 
[l + sa(z2 + /?)I (1 + +a)i/a 7 7r 
(4.12) 
where we have taken account of our choice of branch for the square root. 
Since we have 
P*(z) = (z * &-l/2 (4.13) 
and had defined K* = S?K, it follows that 
which agrees with the result predicted by our theorem (see (3.2), with 
c = 1). We omit details of the derivation of +he O(E) term. 
The exact factorization described in this example plays a prominent role 
in Senior’s solution [4] of the diffraction problem referred to in Section I. 
Noble, discussing this factorization in [l], remarked that the plausible 
attempt to approximate P$) by assuming a leading perturbation term of 
order E yields an incorrect expansion. This failure is now explained by Theo- 
rem 3, which shows that the leading perturbation term must be of order 
E log 6. 
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APPENDIX. REMARKS ON THE REQUIREMENT OF SUBEXPONENTIAL GROWTH 
Condition 1.4 is the broadest condition under which the factors P&(z) of 
K(z) will be uniquely determined (up to a multiplicative constant). If, for 
example, we were to allow exponential growth of the factors (relation (1.2) 
with y = l), the function K(z) = 1 would have nonconstant factors P+(x )= 
exp (F z) which are regular, nonvanishing, and even bounded in R,. 
How far can we narrow Condition 1.4 while still insuring the existence of 
factors satisfying it ? Any such strengthened condition will then automatically 
be satisfied by the perturbed factors P: defined in Theorem 2.3. The proof 
of Theorem 2.2 shows that we may impose a growth requirement of type 
(2.25): 
j log pi(z) 1 = 0 (log2 I 2 1) (A-1) 
in the respective half-planes R,. ’ However, we cannot go so far as to require 
that the factors have algebraic growth. Indeed, the function 
qz) = (‘$ - l)logUz+l)/(z-l)l, (A4 
itself nonvanishing and of algebraic growth in the strip S: -- 1 < .r < 1, 
possesses factors 
P+(z) = (z + l)los’z+r), P-(z) = (z - I)-‘W-1) (A.3) 
which satisfy Conditions 1.3 and 1.4, and even (A.l), but which are not of 
algebraic growth even in S. 
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