This paper argues that mixed-methods triangulation can be understood as the manifestation of retroduction, the logic of inference espoused by critical realism. As such, it can provide the basis upon which different insights upon the same phenomenon can be sensibly combined and thus has the potential to unite aspects of different traditions of economic and social thought. In this regard, the paper supports Lawson's view that the exclusive insistence on mathematical and statistical modelling in economics is misguided. The paper explores how disciplinary boundaries may be broken down and interdisciplinary social science, of which economics can be a part, established.
Introduction
Political economy in general has long been critical of mainstream economics. Yet, of late, the literature has tended to express this critique not so much with respect to specific theoretical or empirical claims per se, though these are clearly important, but in terms of the methodological apparatus of economics. Among many contributions, Hodgson (1988) argues that mainstream economics simply emphasises one method of analysis which expresses theoretical explanation in terms of the achievement of an agent's objective under effectively full information. This is elaborated upon by highlighting positions of attained equilibrium. As such, 'economics forgot history' (Hodgson, 2001) . Lawson (1997 Lawson ( , 2003 from a critical realist perspective has criticised the deductivism of the mainstream; while Dow (1990 Dow ( , 1996 crticised its monist tradition, and Davidson (1996) its reliance on the ergodic axiom.
In many respects, each of the above critiques compares the mainstream view of economics with respect to an alternative, specific view of economics described as a school of thought such as Institutionalism or Post Keynesianism.
1 In contrast, the work of Tony Lawson is rooted in a more abstract agenda. His book Economics and Reality (1997) provides a critique of economics as social theory, through its critical emphasis upon mainstream method. Lawson's recent contribution, Reorienting Economics (2003) , moreover, has moved this debate further by proposing, as implied by the epigraph above, that the important fault line lies between economics and social science and that the latter can embrace different traditions of heterodox thought in economics once matters of ontology are treated explicitly.
This paper is a contribution to this debate. Here too, rather than focusing upon the attributes of specific economic analysis, it focuses upon research method, and its methodological justification, to argue that exploring the ontological assumptions underpinning specific enquiry may reveal how disciplinary boundaries could be broken down and thus act as a precursor to interdisciplinary social science, of which economics could be a part. Central to this endeavour, it is argued, is the use of retroduction, the logic of inference espoused by critical realists. Retroduction, discussed more fully later in the paper, can be contrasted to other research strategies such as deduction or induction, as not simply developing specific claims from general premises nor general claims from specific premises, respectively, but the 'mode of inference in which events are explained by postulating (and identifying) mechanisms which are capable of producing them' (Sayer, 1992, p. 107) . This paper argues that retroduction requires the 'triangulation' of research methods. Such triangulation can, under certain assumptions, be argued to unite research contributions in such a way as to transcend the use of specific methods in a disciplinary sense. This follows from drawing a distinction between methods of analysis and research methodology and, in particular, the ontological justification offered for the use of different methods of analysis. A corollary of this argument is that a middle ground is found lying between naïve realism and pluralism of method.
Two important and connected caveats are worth noting at this point, which stem from sharing the more abstract level of discussion of Lawson (1997 Lawson ( , 2003 . The first is that such a focus does not deny, and indeed expects, that the epistemologies of particular schools of thought may well be consistent with the current discussion and, as such, reveal a presentation of retroduction from an alternative perspective, one grounded in more specific enquiry. This said, there is a potentially conflicting alternative perspective. For example, drawing essentially upon Marxian thought, Fine (2004) argues that critical realism has a trans-historical emphasis and, as such, does not locate itself in relation to key theoretical concepts or historical epochs but, rather, that ontological and methodological concepts are developed independently of context. Fine (2004) can make this case in large part because, echoing Bhaskar (1978) , critical realists continually maintain the ontological boldness of the approach, coupled with its epistemological caution and that both 'science' and 'social science' share common principles in analysis, if not procedures, because of a particular structured ontological perspective (see also Lewis, 2004) . Critical realism thus retains a 'naturalism' that is not accepted by some writers. However, one either accepts or rejects this argument based upon the extent to which one feels that it is possible to maintain an abstraction that refers to higher levels than those reflecting specific circumstances.
The second caveat is that this paper does not aim to produce a simple 'recipe' of research methods for researchers. The specific nature of research questions and programmes will govern the choice of specific methods. However, because the logical structure of explanation is always implicitly or explicitly distilled from an ontological perspective, this suggests constraints upon the use of methods for particular purposes. This issue is primarily discussed in this paper. Necessarily, thus, the discussion of research methods is conducted at a high level of abstraction, which inevitably involves some compromise with the conceptual and operational nuances of particular methods. Naturally, this paper maintains the reasonableness of this approach. This is not just because higher order categorisation is valid but because it is important to frame the broad structure of research projects as consistent with the nature of the material that is being investigated. This importance is, of course, now recognised not just in philosophical discourse, but by the major funding bodies such the Economic and Social Research Council (ESRC) in the UK as a practical issue. As a result, there is a growing list of their funded workshops for experienced researchers as well as postgraduates that address these concerns.
1
An important corollary of both of these caveats, therefore, concerns the methodologymethod relationship. It is often maintained that specific methods of analysis presuppose particular methodological presumptions. It is on this basis that Lawson (1997 Lawson ( , 2003 assesses economics in a philosophical, and specifically ontological, sense by criticising the ubiquity of formal mathematical and statistical methods in neoclassical economics and arguing for their lack of relevance to an open social system. Other writers specifically concerned with social research methods, and considered later in the paper, likewise assess which methods of analysis are consistent with specific philosophical approaches in social research. This paper argues that this concern with the 'internal' methodological consistency of argument, by requiring methods to reflect a particular ontological structure, does put constraints upon the use of research methods and it is here, of course, that Lawson (1997 Lawson ( , 2003 finds unease with the use of formal mathematical and statistical methods. However, to address this unease, this paper argues that precisely because critical realism maintains a different ontological structure from that implied in existing discussions of research methods, it can be shown that specific methods of analysis do not, of necessity, need to be linked to other ontological positions, but that their combination can be employed in analysis. Thus, combining methods in the process of inference does have an ontologicaland not merely a practical-basis.
In this regard, this paper shares Olsen and Morgan's (2005) distinction between methodology and method. They argue that methods are techniques of data collection and transformation, whereas methodologies comprise combinations of methods, the practices involved in implementing them and the interpretation placed on this act by the researcher. This reveals, as echoed by Grix (2002) , that methodology is essentially concerned with the logic of enquiry and 'in particular with investigating the potentialities and limitations of particular techniques or procedures. The term pertains to the science and study of methods and the assumptions about the ways in which knowledge is produced' (p. 179).
Consequently, this paper focuses specifically upon the alternative nature, practice and interpretation placed upon the combination of different methods of analysis.
To explore the issue of retroduction as 'mixed-methods triangulation', which promotes interdisciplinary research, Section 2 introduces and examines alternative concepts of triangulation, and provides a critical commentary on the use of the triangulation metaphor. It argues that mixed-methods triangulation (MMT hereafter) is a more appropriate nomenclature. Furthermore, it is on MMT-as opposed to other types of triangulationthat this paper focuses. Section 3 explores the different uses of MMT in both economics and elsewhere in social science. Sections 4 and 5 then explore the potential philosophical underpinnings to MMT and conclude that, through drawing upon critical realism, MMT can be rendered logically intelligible. Moreover, by drawing upon the concept of contrastive explanation, it is argued that MMT is an operational statement of retroduction. Section 6 closes the discussion with some indications of how adopting this approach could reintegrate economics into (a redefined) social science.
Triangulation
Triangulation has its applied origins in navigation and surveying, whereupon taking measurements from two separate locations one can derive, or predict, a third measurement or location. In social research in its broadest sense, triangulation implies combining together more than one set of insights in an investigation, and there are many early implicit uses.
1
A useful taxonomy is provided by Denzin (1970) , which is presented in Table 1 , as forms that are now frequently referred to in the literature, though it should be recognised that this list is not exhaustive, neither are the types implied to be necessarily mutually exclusive.
2
In economics generally, the use of triangulation, beyond the weakest form of the interaction of modeller and model, is limited. As Downward and Mearman (2002, p. 410 ' [Hendry (1995, pp. 16-17 ) might appear to advocate triangulation] . . . such appeals are made prior to, and in the aid of, purely econometric analysis'.
Econometric analysis remains primary and other methods are auxiliary to it.
Further, Downward and Mearman (2005) note that, in the process of providing advice on monetary policy, the Bank of England's economists use various forms of evidence. Models are triangulated with people; different economists' estimates are triangulated with each other (investigator triangulation); different types of data are used (data triangulation); different trials of the same technique and different types of technique (within-method) are combined. This evidence could seem to suggest extensive triangulation, but in fact, again, the analysis is driven by the needs of the large forecasting model, and other techniques are subservient to that. For example, the Bank of England (2004, p. 188) states that: 'the new Bank of England quarterly model is . . . the main tool in the suite of models used by its staff and the [Monetary Policy Committee] in its deliberations'. Moreover, excluding the practical concerns of policy economists, there is little evidence of triangulation. It also seems to be the case that academic economists use triangulation least of all. Examples tend to exist outside mainstream, neoclassical research. Thus, Downward (1999) is an exception that explores pricing from a Post Keynesian perspective. Olsen (2003) and Olsen et al. (2003) make use of triangulation (specifically MMT) to explore gender issues in the context of development economics, while Olsen (2004) indicates its use in feminist economics more generally.
Yet, in the social sciences, and implied by Denzin's taxonomy, triangulation is much more widespread. For example, Danermark et al. (2002, p. 152) claim that within the sociological community the view is widely supported that there is no universal method and that there is a need for multi-methodological approaches. Thus, in the applied social As discussed below, a key argument of this paper is that such pluralism, and that implied by other forms of triangulation, can be underpinned by a coherent ontological or epistemological position. Source: Downward and Mearman (2004A) .
sciences, MMT is common in nursing, health and education, and tourism (see, for example, Shih, 1998; Hirst, 1993, Downward and Mearman, 2004B) . As Downward and Mearman (2004B) note, there are two main arguments put forward to justify triangulation. The first, put in an early explicit form by Webb et al. (1966) , is that triangulation increases the 'persuasiveness' of evidence. Many early studies, however, tended to emphasise concerns to enhance the empirical reliability of quantitative measures through triangulation (Campbell and Fiske, 1959) . Currently, however, the emphasis is more general and shows concerns for enhancing the 'validity' of insights, or for adding 'completeness' to accounts (Shih, 1998) . Thus, triangulation elaborates understanding (Jick, 1979) or confirms the accuracy of data (Denzin, 1989) . More explicitly, Danermark et al. (2002, p. 153) note the uses of quantitative analysis to 'test' the validity of qualitative insights, or to use qualitative work as preparation for quantitative work, and to elucidate a phenomenon in as much detail as possible.
1
The second argument for triangulation, for example, put forward by Cresswell (1995) and Tashakkori and Teddlie (1998) , is that one should combine methods on typically pragmatic grounds. It is in this context that triangulation occurs in economics, for example, in the forms of triangulation by economic policy forecasters, as discussed above (such as the Bank of England), who adopt multiple methods, perspectives (to some extent) and data as a response to poor past predictive performance (see Whitley, 1997; Pagan, 2003) . Such pragmaticism extends to Bryman (2004) , who argues that methods can be mixed, but that one method will always assume a primacy over the others.
These justifications raise three important and related issues that require further consideration. To begin with, the appropriateness of the label or metaphor of triangulation is questionable. Blaikie (1991) argues that triangulation as a navigational, surveying technique presupposes that measurement 'is of the same kind and is based on a common ontology and epistemology' (p. 118). Subject to a given degree of error, triangulation simply helps to define a different location. There is no conception of cross-checking observations to produce a more accurate picture, or balancing alternative points of view that may be motivated by the examination of apparently different phenomena.
Second, the pragmatic motive for 'triangulation' in social science research, or lack of concern for the appropriateness of the analogy, can thus be viewed as an instrumentalist (methodological) position.
2 This suggests the necessity of exploring the legitimacy of triangulation on methodological grounds. Finally, one should note that the most controversial element of 'triangulation' is 'methodological triangulation', specifically 'betweenmethod triangulation'. It is here that the legitimacy of combining insights produced from different methods of analysis needing to be explored in methodological terms is most obvious. As implied earlier, it can be argued that research methods have a distinctive ontological and epistemological context. These issues are now discussed in more detail.
Methodology and triangulation
In the above views, or definitions of triangulation, is an implicit argument maintaining the complementarity of the data or investigations undertaken. This is, however, contentious, and this is made most clear in considering the fourth form of triangulation in which Denzin (1970) distinguishes between within-method and between-method triangulation. As implied above, the former involves using varieties of essentially the same method to investigate an issue, such as in the three cases above. The latter implies combining data generated by different methods and, in particular, quantitative and qualitative methods. In as much as these methods can be argued to presuppose different ontological assumptions, it is here that potential clashes arise. The literature has recognised methodological clashes, though the ontological status of the clash tends to be ignored. It is upon the context of triangulation as MMT that the rest of the paper focuses.
Olsen (2004) explores MMT in social science in some detail by reviewing social science research texts. In Olsen's terms, the traditional social science perspective is that there is an 'epistemological chasm' between quantitative and qualitative research methods. This argument draws upon Walby (2001), who argues that these chasms have a disciplinary basis but are hard to justify philosophically. In this paper, we argue that the epistemological chasm can be viewed as explicable and consistent with specific ontological viewpoints; hence an examination of ontology is essential to explore the basis upon which methods can be mixed and some movement toward interdisciplinarity established.
For example, from one perspective, Silverman (1993) argues that a requirement of social research is that it employs qualitative methods. These methods reflect an 'interactionist' epistemology 1 and, say, an interviewer creating the interview context and the interviewee engaging in a dialectic with the definition of the situation. In this respect, research reflects social relationships which are inherently subjective and not objective.
Interactionism, as an epistemology, has been much less influential in economics than in other social sciences. In the latter literature, it embraces a wide range of methods and methodological positions. Content analysis, discourse analysis, grounded theory, ethnography, postmodernism, post-structuralism, hermeneutics and phenomenology are examples of the epistemological variants.
2 But, in general, interactionism recognises hermeneutic concerns that social phenomena are intrinsically meaningful; that meanings must be understood; and that the interpretation of an object or event is affected by its context. As Sayer (1992, p. 36) notes, 'there is an interpenetration and engagement of the ''frames of meaning'' of the reader and the text [text here meaning anything which can be understood]. We cannot approach the text with an empty mind in the hope of understanding it in an unmediated fashion.' Furthermore, such verstehen of objects is universal (Sayer, 1992, p. 37) . Thus, theory-and value-neutral observations are impossible. Consequently, Sayer (1992, p. 35; 2000, p. 17) argues, for the above reasons, that meanings cannot be measured, counted or understood. Unsurprisingly, therefore, interactionist approaches tend to focus on the limitations of quantitative analysis in the social arena. On the basis of this dual, Silverman rejects quantitative methods as inappropriate to social research.
Thus, there appears to be limited legitimacy for MMT under this perspective. Admittedly, different observations could be compared, but commensurability is necessarily 1 Here the term interactionism refers to symbolic interactionism, as associated with Weber and Mead (see Blumer, 1969) . Interactionism should therefore not be confused with the view that mind and body are separate but interact. Interactionism is not identical, but similar, to 'interpretivism'. Indeed, little would be lost by substituting one term for the other in our text.
2 See, for example, Blaikie (1993) , who discusses interpretivism as emergent from the hermeneutic and phenomenological traditions of thought. Bryman (2001) , moreover, reviews each of these approaches. Of course, whether each of these approaches simply reflects a specific method or is associated with a broader methodological position in which more than one method is employed is an area of debate and, as noted in the introduction, discussion of which is beyond the scope of this paper.
incomplete, and it is not clear how the insights would be combined. But what is the logical basis of this invalidity? The key here is to recognise that interactionism as defined above embraces a specific ontological position. This is one in which the object of analysis is not meaningfully distinct from the subject of analysis but is inevitably context specific. Consequently, where, say, case studies are used, the uniqueness of the case and of the context of the investigation render comparisons difficult. Likewise, any attempts to generalise (let alone universalise) from a particular case would be considered fraught with conceptual problems. Thus, in such cases where attempts have been made to combine qualitative with quantitative insights by exploring the frequency of some qualitative phenomenon, under a strict interactionist view such a procedure is clearly problematic. Moreover, the scope for MMT is almost nil: qualitative analysis could not be combined with quantitative analysis if the latter was considered invalid.
In contrast, positivism also remains influential in social science, despite having a long and tangled history and being difficult to define (see Section 4). Positivism stands in contrast to interactionism in maintaining that valid objects are always observable and measurable (Sayer, 2000) and essentially exist in a value-free sense, and in which as the subject of research they are not completely defined by the context. This ontological distinction implies, consequently, that an epistemology emphasising quantitative methods is recommended, and qualitative data are viewed as questionable because they can allow values to enter the analysis as investigators bring their own theoretical concepts or standards (of various kinds) into observation. Unlike interactionism, however, and with the exception of between method triangulation, there is scope for triangulation under this positivist perspective, particularly where different quantitative methods are to be used (triangulation of method) and for different quantitative measures to be combined (data triangulation).
Further, while authors such as Frankfort-Nachmias and Nachmias (2000) embrace such a positivist perspective, they acknowledge that, where quantitative analysis, which remains the preferred method of analysis, is impossible, qualitative analysis can be used. This is suggestive of methodological triangulation being advocated on practical grounds. However, Frankfort-Nachmias and Nachmias (2000) argue that, even with qualitative work, value-free hypotheses should be tested. Therefore, it is argued that triangulation is possible to allow 'value-free' concepts to be explored by different methods-in the manner of data triangulation discussed above. Moreover, where qualitative data is used, the instinct for the positivist researcher is to quantify it, for example through coding.
Frankfort-Nachmias and Nachmias also discuss the notion of intersubjectivity (p. 15). Intersubjectivity is clearly linked to investigator triangulation defined above. However, again, intersubjectivity is treated sceptically: all investigators must have the same value systems and standards for interpretation. If investigators have different perspectives when observing, this reduces the ability to triangulate their insights. In this case, thus, the desire for triangulation is driven by concerns for the validity of data, based on replication. In the same way Frankfort-Nachmias and Nachmias also argue for triangulation in the validation of sets of conclusions by confirmation based on the conclusions of other investigators. In this regard, positivist approaches acknowledge that attempts to make triangulation between methods legitimate requires reference to a positivist ontology and epistemology.
This discussion makes clear the main methodological issues pertaining to triangulation. First, those advocating either a singly positivist or interactionist method implicitly reject triangulation, and the legitimacy of this case essentially rests upon ontological grounds. There is, in essence, no issue to debate. Consistency of argument rules out the possibilities.
Second, if the same sort of data are triangulated, then this could be legitimate from a positivist perspective. Once again, there is no particular methodological issue to debate. 1 Third, then, it is in the context of combining methods that methodological contention arises. If one accepts that methods are tied to a distinct ontology, as discussed above, then combining a 'positivist' and 'interactionist' approach is simply not logically tenable, given their different ontological presuppositions, and this, of course, undermines the pragmatic use of MMT discussed in the previous section. To provide legitimacy for MMT, therefore, clearly requires a different set of ontological presuppositions.
It is argued in the remainder of this paper that critical realism can provide a basis for rethinking MMT. More importantly, the logic of retroduction can provide this legitimacy. In so doing this provides an opportunity to express how economics can be reoriented into social science, now defined in critical realist terms.
A critical realist critique
It is clear from the above discussion that a methodological justification for combining methods, that is, to explore the complementarity of multiple research findings, requires an explicit analysis of the ontological bases of various logics of inference. This section explores this issue by re-considering both interactionism and positivism. This proceeds by exploring, first, the essential links between inductivism, positivism and deductivism and, second, the deductivist/positivist-interactionist dual.
The previous section argued that the basic tenet of positivism is to envisage explanation in which value-free observation of objective reality is the key. Induction, as a research strategy, is central to this view. There is debate about the origins and main tenets of induction, but Harré (1986) argues that three main principles describe induction. These are that knowledge grows through the accumulation of 'well-attested' facts; laws can be inferred from the accumulation of these facts; and that our degree of belief in such laws grows proportionally with the number of confirmed instances of phenomena. As Blaikie (1993) argues, thus, '[t]he inductive strategy embodies the realist ontology which assumes that there is a reality ''out there'' with regularities that can be described and explained, and it adopts the epistemological principle that the task of observing this reality is essentially unproblematic . . . that there is a correspondence between sensory experiences and the objects of those experiences . . . ' (p. 137).
As a logic of inference, induction is central to accounts of positivism, as implied in the previous section. However, positivism also has a series of variants and categorisations. For example, Halfpenny (1982) discusses up to 12 versions in sociology. Walters and Young (2001) also discuss the fluidity of the term and its content in economics. In general, Blaikie (1993) summarises these accounts as embracing the perspective that experience is the only reliable source of knowledge and should form the basis of abstract conceptual development. This is as opposed to drawing upon values and normative propositions which cannot contribute to knowledge. Consequently, experience is of independent atomic events which can be developed as law-like statements that subsume specific cases. Outside the literature on triangulation, the induction problem, coupled with the inability to purge value from observations, has been the centre of widespread philosophical criticism of the approach. The induction problem implies that for successive observations upon phenomena to form a reliable basis of causal explanations between them requires assuming 'the uniformity of nature' or that the patterns will, of necessity, repeat themselves. In other words, the explanation is assumed rather than demonstrated (Blaug, 1980) . The concept of value-free observation relies on the assumption that judgements of value have no empirical content and thus are inconsistent with tests of them through experience (Giddens, 1974 ), yet it ignores the fact that decision criteria themselves are judgements (Rudner, 1953) , let alone that concepts themselves are theoretically laden (Schutz, 1963) .
It is often argued that the development of Popper's falsifiability criterion bypassed these problems (Popper, 1959) because the logical demonstration of falsehood of value-driven hypotheses with reference to a particular set of observations circumvents the problem of induction (Bunge, 1996) .
1 Thus, Popper's work, among other contributions, has been seen to be one of the underpinning planks of the hypothetico-deductive approach that now populates research methods texts (Ryan, 1975; Blaug, 1980) . 2 Crucially, it is here that positivism and deductive logic can become enmeshed in much of the practice of social scientific research. Either informally or formally, through statements of initial conditions and assumptions, deduced consequences or predictions are assessed empirically. It should be noted that Popper did draw distinctions between the logic of falsification and the underlying 'psychology' with which the theoretical propositions to be tested emerged. Thus '[t]he initial stage, the act of conceiving or inventing a theory, seems to me neither to call for logical analysis nor be susceptible to it ' (Popper, 1959 , p. 31). However, Popper (1972 argues clearly that '[t]he role of logical argument, of deductive logical reasoning, remains all important for the critical approach; not because it allows us to prove our theories, or to infer them from observation statements, but because only by pure deductive reasoning is it possible for us to discover what our theories imply, and thus to criticise them effectively' (p. 51). Importantly, in this regard, Popper retains an emphasis upon nature comprising uniformities, and the process of theorising as the imposition of regularities that are then critically compared with nature (Blaikie, 1991) .
3 Yet, and as clearly identified by Popper, deduction as a form of argument does not require references to empirical categories. Deduction is simply the process of establishing the logically correct conclusions from the components of an argument. Therefore, there is a difference between pure deduction, the hypothetico-deductive approach and the inductive reasoning associated with positivism as typically defined. This is because, in the latter cases, quantitative evidence acts as an arbiter.
However, there is a factor common to the variants of explanations just discussed and which characterise their essential logic: explanations, derived from their respective methods of investigation, are presented in the form of 'covering laws', that is relationships 1 Lakatos's (1978) concept of scientific research programmes in which sophisticated falsification is required in the absence of crucial experiments is, in this regard, an extension of detail and aspiration than difference in logical position.
2 The deductive-nomological and inductive-statistical models of Carl Hempel (1965 Hempel ( , 1966 can be viewed likewise.
3 Popper is often described as a critical rationalist in this regard in distinguishing his approach from positivist variants. On the one hand, the emphasis is upon criticism; that is refutation, rather than confirmation. On the other hand, one cannot approach 'nature' through observation in a value-free sense. Theory is required to guide falsification. Reason may be used to express a preference for a theory, but does not justify it scientifically. The process of falsification does this and thus separates science from non-science. The ability of researchers to falsify theories is known as Popper's 'demarcation criterion'. Only falsifiable theories are regarded as scientific. The logic of Popper's position makes it easy to see how experimentation, as opposed to other forms of observation, is viewed as 'the' scientific method. between variables that transcend space or time. Lawson (1997 Lawson ( , 2003 and Sayer, (2000) describe the approach as 'Humean', because causality is associated with the succession of events, as 'correlations of a causal-sequence sort' (Lawson, 2003, p.25) .
1 Ontologically speaking, a closed system is assumed such that causes act in a consistent manner (the 'Intrinsic Condition of Closure' (ICC)) isolated from other causes (the Extrinsic Condition of Closure (ECC)). In such circumstances, events, our empirical description of them, and the causes of the events are conflated. Critical realists would describe such approaches as naïve, simple or empirical realism.
From the perspective of critical realism, it can be argued that all these approaches demonstrate an 'epistemic fallacy'-that they conflate the subject and object of analysis through the invocation of covering laws. The conception or knowledge of phenomena manifest in the theorist's ideas and arguments is treated as logically equivalent to the phenomena under review. There is a further dimension to this fallacy rooted in the inferential apparatus both implied in, and entailed by, a closed system. This is that premises fully entail conclusions. Lawson (1997 Lawson ( , 2003 describes this as deductivism, thus generalising the concept of deductive reasoning to be the organising principle of any arguments that invoke covering laws, whether they are presented as part of a specifically deductive, inductive-positivist, or hypothetico-deductive view. It is because deductive reasoning is directly concerned with, and thus can only cope with, knowledge that already exists or has been acquired that it promotes the epistemic conflation.
Yet, as also discussed above, rival philosophical positions to these do exist that reject the independence of thought and reality said to characterise variants of realism, and emphasise, in contrast, a dialectic of subjectivities. Here too, the epistemic fallacy is evident. The conception or knowledge of phenomena manifest in the theorist's ideas and arguments is treated as logically equivalent to the phenomena under review.
Finally, the same fallacy is present in instrumentalism. As Lawson writes,
The problem . . . is that it is effectively indistinguishable from the view that knowledge is merely a creation of the mind and nothing else exists. Indeed in his critical study of Locke this is precisely the conclusion that Berkeley draws. If there is no claimed necessary connection between our 'ideas' and external reality . . . what is there to support the view that any external reality exists? (Lawson, 1988, p. 54) In this sense, the phenomenon is merely the proposed collection of ideas here, too. Table 2 summarises the approaches. Each column refers to a distinct methodological position. The first row then indicates the focus of analysis and the last row the direction of the subjectobject conflation. From a critical realist perspective, an effective research method thus needs to overcome this fallacy. It is subsequently argued below that this can be achieved by linking the critical realist ontological perspective and the logic of retroduction to MMT.
Critical realism and triangulation
Critical realists (Lawson, 1997 (Lawson, , 2003 Sayer, 2000) reject the conception of society and the economy as closed systems, arguing instead that reality is a structured open system in which the real, the actual and the empirical domains are organically related. The real refers to the intransitive dimensions of knowledge, which exist independently of our understanding of the world, and in which actual structures and causal powers reside. The actual domain refers to what actually happens if causal powers are activated. Causes act transfactually, but because society is open causes, though operating consistently, may not reveal themselves in empirical regularities because of countervailing influences.
1 Thus, in the empirical realm, the real and actual are observed and experienced. Also, therefore, the empirical level is the access point to the transitive dimension of knowledge, albeit filtered through the hermeneutic process.
2 Thus, knowledge is expressed and informed by subjectivity. In general, therefore, critical realism embraces the fallibility of knowledge and cautions against a 'complacent' link being made between reality and our knowledge of it. Yet, it is in directly facing up to this ontologically defined fallibility, that concepts of validity through triangulation can be both rooted, and understood, as discussed later. At this juncture, though, it is clear that, under these ontological circumstances, research methods that embrace the logic of inference described generally as deductivism will be faulty. Adequate explanation will require ontic depth, that is, moving beyond the immediately postulated level of events and/or texts. Retroduction is advocated in this regard.
As Danermark et al. (2002) argue, retroduction is not so much a formalised logic of inference as a thought operation that moves between knowledge of one thing to another, for example, from empirical phenomena expressed as events to their causes. The key is that the researcher moves beyond a specific ontic context to another, hence generating an explanation that embraces ontological depth. The process of abduction, whereby specific phenomena are recontextualised as more general phenomena, can be a part of this process. thus argue that Gardiner Means's theory of administered prices could be understood as research in this sense. The (macro) statistical finding that prices adjusted differently in both magnitude and frequency to changes in demand in Bureau of Labor statistics for different industries was explained with reference to casestudy work on the differences in the administration of prices in firms of different sizes. 1 The concept of cause is thus not linked to the succession of events but rather an evolutionary concept of emergence, in which agency and institutions combine to bring about effects under the influence of their environment. Cause thus has ontological depth.
2 In social science, the researcher shares the hermeneutic moment of the objects of study (Bhaskar, 1978) . Indeed, Sayer (2000) argues that the social researcher operates in a double hermeneutic of both the scientific and objects-of-study communities.
3 Generality here refers to essential constituents rather than, say, statistical generalisation.
that critical realism is compatible with a wide range of methods, with the key issue being that analysis should be matched to the appropriate level of abstraction and the material under investigation. (Danermark et al., 2002, p. 174) . Table 4 , constructed from their text, nonetheless summarises a position in which four possibilities of MMT are examined, two of which are rejected because of the epistemic fallacy, and two of which are argued to be consistent with critical realism. These include the cases in which ideas generated by quantitative analysis are explored for causal links by qualitative work and where both are combined in the context of theory development.
They, too, reject the typical idea in triangulation that qualitative insights are validated by quantitative analysis, and that statistical generalisation can be the driving inferential claim. As with Sayer, the key to these arguments is the view that quantitative analysis is essentially unable to yield causal narratives and does not of right add validity to analysis.
1
It seems, however, that there are problems with this characterisation. In particular, it contains the implicit notion that the methods still ultimately focus on a strictly separate domain (i.e., reflect a distinct ontological basis), and this underpins the duality of research design used in the discussions above. In this respect, the ontological clash implied in pragmatic combinations of methods is not fully resolved.
In contrast, in a number of papers Downward and Mearman address these issues and argue that combining methods is central to retroductive activity. 2 The following discussion briefly restates these arguments. To begin with, it can be argued that the specific research methods within intensive and extensive designs differ more in emphasis than in kind through invoking degrees of closure (Downward, 1999 (Downward, , 2000 . One way of viewing this is in terms of the differences, say, in measurement scales used to record or describe phenomena. Based on some interview data, responses may be coded differently, with the differences between the choice of measurement scales essentially hinging upon assumptions being made about the ability to reflect the direction and magnitude of differences in responses, and the manner in which responses can be combined, and compared across subjects, calculating averages, say, from ratio data as opposed to counting frequencies of nominal data. Yet, logically, ratio data can always be redefined as nominal data. More generally, moreover, if, in contrast, 'qualitative' methods seek to collate insights and offer stylised interpretations and narratives as text, they too assume qualitative invariance of meaning-or intrinsic closure. Note here that, despite beginning with specific contexts, unless we assume that everything is fundamentally unique, some form of generalisation is offered, if not based in statistical induction. While critical realism maintains that such generalisation can refer to the essential qualities of phenomena which are actually rooted in an open system, it seems clear that the process of referring to these essential qualities implies the assumption of intrinsic closure.
1 This is not to say that, as Winch (1971) discusses, one is simply viewing differences in degree in the sense of their being due to more complex measurement per se. There are clearly conceptual differences, too, linked to the purpose to which the research is put. But, even in this regard, both Olsen and Morgan (2005) and Byrne (2003) note that 'quantitative' research as with all measurement shares an essentially hermeneutic process. What is at stake, thus, is more a shift of emphasis and ability, say in an interpretive context, to explore causes through references to agency, change, emphasis and action than simply more mechanically combined observations that might be better captured as events or outcomes in more 'quantitative' form.
2 Moreover, it seems clear that, within these broad guidelines, the level of abstraction required for the analysis ultimately determines which methods are used as, say, retroduction proceeds. The point is that methods are merely redescriptive devices revealing different aspects of objects of analysis. In this respect, particular research methods are not necessarily wedded to particular, and different, ontological presumptions.
1 Indeed, different methods can be seen to be necessary to reveal different aspects of the constituency of phenomena, that is their ontic character, as structural, that is cause and effect, relations more broadly. Thus, the concept of cause in critical realism is tied to emergence from the interaction of human agency and institutions or structures. In this regard, the motivational (or otherwise) dimension of agency needs to be elaborated, as well as the mechanisms that facilitate action, or behaviour, coupled with the relational context of that behaviour. Each of these components clearly requires different methods of analysis to reveal their nature and action.
2
As Downward and Mearman (2004A) argue, the logical and indeed explanatory coherence of this approach can be understood in linguistic terms. This carries with it the (linguistic) notion that a 'question and answer' theoretical structure is preferable to the view that embraces a deductive/inductive emphasis. Given any object of analysis, a question can be asked about it. Any answer that is offered logically links the object to the answer (Thagard, 1992; Sintonen, 1989) . In this respect, it follows that, say, data reveal some patterns of general sets of occurrences, interpretive research can be used to pursue the reasons why it is so in this case and not in that. As well as the obvious statistical calibration of the observations, it is clear that the processes associated with real behaviour that produce the patterns can be explored. Of course, this is something espoused, say, by Danermark et al. (2002) . The point here is that there is no need to view the techniques of analysis as, somehow, separable and that seeking generalisation through empirical analysis, of necessity, is rooted in consideration of a different object either in terms of implicitly linking a positivist ontology to empirical insights, or arguing that empirical methods merely refer to formal relations of similarity. In contrast, a nexus of mutually supportive explained propositions can be constructed in which the whole stands distinct from its parts.
1 Therefore, these mutually supported propositions are where MMT adds 'validity'. This is not in the sense of reverting to the primacy of either method and, by implication, a subjectivist or objectivist orientation, but in the sense of deriving better or fuller explanations through abstraction. The notion of explanatory power is, of course, relative, and reflects the proportion of questions which are left unanswered in any particular enquiry.
As Risjord et al. (2001) argue, in this context, the choice of method is not paradigmatic or one of ontology, but reflects the specifics of the question being asked. It is true that their concern is for linguistic consistency. It remains, however, that if the questions probe different features of a phenomenon, different methods might be needed, while focusing on the same phenomenon and simply stressing different aspects of abstraction. It seems clear, thus, that the logic of retroduction makes some form of MMT not only possible but also necessary to reveal different features of the same layered reality without the presumption of being exhaustive. Figure 1 presents the conceptual relationships involved. Broadly speaking, on the left-hand side lies the intransitive domain of structured reality in which real causes trigger real events: the logic of inference required is retroduction of the causes. Likewise, on the right-hand side lies the transitive domain in which knowledge of the intransitive domain is obtained in an epistemologically relative context (see Bhaskar, 1979, ch. 2) .
Knowledge is derived from various forms of enquiry, for example, that share the aspiration of exploring patterns of events and their causes through MMT. These forms of enquiry, significantly, correspond to aspects of our empirical understanding of the world as 'empirical' but here, defined more generally in keeping with Olsen and Morgan (2005) and Byrne (2003) as reflecting a 'quantitative hermeneutic' and a conjoining of insights about aspects of the object under investigation beyond simple empiricism that relies on reference to empirical regularities of one sort or another. The dotted vertical line in the diagram, however, indicates the imperfect and partial correspondence of our knowledge with reality under scrutiny. Further, the 'empirical' can be said to bridge the intransitive and transitive domains, because it constitutes the experiences of agents, which are in reality, but are also the point of access to the actual events and causal mechanisms of reality from the transitive domain. Thus, the 'empirical' is drawn as straddling the line between the intransitive and transitive domains.
It is true, however, that the degree of closure invoked in a move towards increased generality increases and, of course, becomes most profound as one moves towards empirical magnitudes and subsequently from descriptive statistical analysis to that which draws upon statistical testing.
1 Yet, at this point, it should be remembered that, regardless of ontological presuppositions, the internal logic of any quantitative analysis rests upon the robustness of the qualitative invariance invoked in causal mechanisms. The same will apply to stylised interpretive analysis. In this respect, the discovery and robustness of such causal claims emanating from the latter methods will, along with their implications expressed perhaps in terms of quantitative analysis, of necessity, always be open to revision. In this respect, probabilistic inferences are also conditional upon, and should be assessed in connection with, analysis of the nature of the object under investigation.
The above perspective, it is argued, is consistent with Lawson's (2003) conception of explanatory method. Moreover, it goes some way towards reconciling the necessary closures that are invoked in the transitive domain, as epistemological expressions, and the nature of reality as an open system. These issues are now discussed. Lawson (2003) emphasises the contrastive nature of adequate explanation and, in particular, that the experimental method of the natural sciences is a special case as a closed system. Here causal factors are isolated, uniform and stable and are represented as the 'treatment' that brings about changes in events. Explanation then resides in linking the contrasted states of events both before and after the application of the 'treatment', to the treatment as a causal mechanism. 1 In an open system, as discussed earlier, the conditions of closure do not in general apply, but partial and potentially unstable closures can occur producing demi-regularities, that is, partial patterns of events, which become unstable or 'contrastive' as the system changes (see also Mearman, , 2004 .
In this context, contrast explanation can clearly be of two types. The first could explore the basis of the partial stability, asking, perhaps less interesting, questions such as 'Why X?' with only an implicit alternative 'and not Y'?. Under such circumstances, one has to establish the demi-regularity, and then the causal mechanisms that produce it. Retroduction as described above will meet this objective with quantitative analysis of data patterns and qualitative investigations of the agencies and structures that produce the behaviour. As Sayer (2000) notes, for such routinised practices 'ordinary' questions in the form of revealing behaviour through verbs might apply. More generally, of course, the issue is that research methods need to explore the 'ontic' character of the agency and structures involved.
As Lawson (2003) argues, more interesting questions are asked in social science of the explicit form 'Why X rather than Y?' Here surprising and previously unexpected changes occur which require understanding. Partial closures break down illustrative of the need to explain how this happened and with the possibility that, through contrast, the intervening mechanism(s) is (are) revealed. How then to proceed? Clearly, an open system precludes experimentation. Why not then simply compare observations? This could occur, say, according to a variety of well-documented forms. Factor analysis, cluster analysis, qualitative comparative analysis, grounded theory or case studies could provide vehicles or methods that, to varying degrees, explore the variety of forms of combination of phenomena.
In the former case, the variability of a data matrix is reduced through combining variables. There is a sense, thus, in which one moves away from the traditional thrust of econometric analysis where a 'single' dependent variable is identified. In cluster analysis, the reduction takes place around the data 'cases' as opposed to the variables. One could argue that here there is a further move away from the traditional analysis of econometrics to an exploration of the subjects as cases as opposed to the outcomes of behaviour expressed as variables. Likewise, qualitative comparative analysis (see, for example, Ragin, 1987) , involves either exploring the construction of phenomena, or seeking to demonstrate 'cause', through the use of Boolean logic applied to a redescription of phenomena in nonparametric terms.
2 The objective is to reveal the different combinations of categories that are associated with cases in the data.
Regardless of the details of these approaches, however, what matters for the current discussion is the question that, while 'contrastive' in different ways, can these methods explore why different events are observed in an open system? This is clearly the intention of Ragin (1987) . Yet, the logic of the approaches is that they, when viewed as methods in isolation, only operate on one level. Trying to establish cause from the derived comparisons would thus be to fall back into an analysis of 'correlations of a causal sequence sort' rather than emergence. As such, one will always be left with the question, 'but what explains these contrasts?' and so on, to which clearly the same data cannot provide an adequate, albeit always partial, answer. To assume so, would be to embrace deductivism and the implicit assertion that the current data contain the full set of conditions upon which fully adequate conclusions can be drawn. Clearly, there is a need to augment this analysis.
It would be easy to argue that these methods of analysis, though not traditionally employed by economists are, nonetheless, essentially quantitative and thus unnecessary to social science. Yet the same logical problem applies to any method that seeks contrasts based on information that operates at the same (ontic) level. Thus, simply to contrast two interviews with individuals as a means of explaining differences in outcomes, by focusing upon a methodologically individualist comparison ignores the broader institutional context upon which the opinions of the interviewees, etc. were formed. In other words, key aspects of the 'discourse' are missing. This discourse may have both quantitative and qualitative characters, for example, the recurring financial losses of one of the interviewee's organisations or the fact that one of the organisations has been recently taken over, leaving the interviewee with a new immediate superior. Clearly, too, the analysis needs augmentation. Now, standing in contrast to these approaches, Grounded Theory (Glaser and Strauss, 1967) and case study methods (Yin, 1994) can actively embrace an epistemology of combining quantitative and qualitative methods in either an implicitly or explicitly contrastive setting. Indeed, Lee (2002) argues specifically that Grounded Theory should form the epistemology of critical realism, as it is a process for theory development through data. While this is clearly a possibility, one might also argue that, because it is an 'exhaustive' search for stable conceptual categories, it can be a process of abduction rather than retroduction, though, clearly, if different methods of analysis underpin the different data sources, one can argue that it, too, captures the logic of retroduction. Yet, in this regard, there is no particular and explicit ontological constraint emphasised in the general literature that data of different levels should be combined. In this regard, Danermark et al. (2002) reject grounded theory as an inductive exercise. Yin (1994) shares this view, too, and contrasts grounded theory with case-study methods that 'need' prior theoretical content whose validity is established by analytic as opposed to statistical generalisation. There are echoes of the hypothetico-deductive model within this latter approach, however, though, unlike economics, analytic generalisation can proceed through outlining and comparing phenomena in quantitative and/or qualitative terms. It remains the case that there is no necessary perceived need for triangulation of methods. In themselves, thus, we would argue that these approaches require framing within more explicit ontological referents. To this end, we would argue that embracing contrastive explanation in critical realism requires embracing the process of retroduction as an organising epistemology. It is this that makes the ontological constraints upon research design clear and yet does not place an a priori constraint on the specific methods employed, nor their extent. This simply requires due care being paid according to the level of abstraction required.
Reorienting economics into social science
The above discussion carries with it some implications for the way in which economics could be reoriented into the social sciences and, by implication, it reasserts or redefines social science. It is quite clear, for example, from examination of the classic works of Friedman (1953) or Blaug (1980) that scientific status is sought by economics, broadly defined to involve systematic explanations that are shaped by empirical evidence. The discussion in Section 4 indicated, of course, the specific conditions under which this can be perceived to take place. Nonetheless, there is a real sense in which economics is typically perceived to be closer to the 'hard' sciences than other social sciences because of the axiomatisation of the discipline (Hausman, 1998) . In Lawson (1997 Lawson ( , 2003 , this is made most clear by detailed elaboration of the explicit and formal emphasis upon deductivism and, in particular, mathematical and statistical analysis motivated by models of atomistic rational choice. These features imply that, as a discipline, for example, characterised by Hirst (1993) or Toulmin (1972) as involving unique concepts, methods and aims, economics stands apart from other branches of social enquiry and, indeed, disciplines. The discussion above, moreover exemplifies this by outlining both the interactionist nature of social science, as well as arguments that social science should involve MMT.
This means that MMT as a research strategy raises interesting questions concerning the nature of social science. If one mixes methods of research and, in so doing, attempts to bring specific disciplinary tools to the analysis, such a 'multi-disciplinary' approach will entail the ontological clashes discussed earlier because, by construction, the different disciplines embrace different methods as a result of different ontologies as expressed by traditional philosophy of science. Put bluntly, there is no logical basis for attempting to merge a neoclassical optimising model with a hermeneutically constructed account of behaviour per se. While this might seem to be an obvious and even erroneous juxtaposition, the same logical principle would apply to attempts to unite insights that appear to refer to similar objects but which fundamentally differ in character. Thus, a transaction cost interpretation of the firm making or buying components that refers to more descriptively based evidence, yet maintains at its core a methodologically individualist and rational choice, that is, deductive approach, likewise cannot be linked consistently at the ontological level to a hermeneutic investigation of purchasing behaviour.
In contrast, to begin to 'unite' social science, one needs to attempt to transcend the separate disciplines to produce an 'inter-disciplinary approach'. Social science, so defined, would naturally involve MMT, because the methods qua disciplinary boundaries are removed. It is argued in this paper that critical realism provides the methodological apparatus within which such a view of social science could be constructed. Aspects of the subject matter of the disciplines, if not the currently expressed nature of the disciplines, thus become branches or fields of the same domain of investigation brought together by MMT as retroduction. Lawson (2003) , thus, indicates how substantive features of Post Keynesian, Institutionalist and Feminist economics could combine. This paper argues that MMT, as a manifestation of retroduction, would help to define the logical basis of research conducted under this approach.
Conclusion
This paper has addressed the issue of triangulation in social science research and argued that, viewed as MMT, it can be rendered a logically consistent approach through the lens of critical realism and as the manifestation of retroduction. As such, it can provide the basis upon which different insights upon the same phenomenon can be sensibly combined and thus has the potential to unite aspects of different traditions of economic and social thought. Indeed, it supports Lawson's view that the exclusive insistence on mathematical and statistical modelling in economics is misguided. Rather than focusing upon the specific attributes of economic analysis, however, this paper justifies these claims by exploring the ontological assumptions underpinning social enquiry and thus reveals how disciplinary boundaries may be broken down and interdisciplinary social science, of which economics can be a part, established. Central to this endeavour, it is argued, is the use of MMT to unite contributions in such a way as to transcend the use of specific methods in a disciplinary sense.
