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1.1 Motivations
The emergence of new energy sources over the last century, such as natural gas, nuclear energy and renewable
energies, is on the verge of significantly decreasing the need for fossil fuels in the industrial sector as well as in the
tertiary sector. Nonetheless, its need in the transport sector continues to increase, due to both a lack of viable
substitute source and increasing population. In 2014, this sector alone accounted for about 65% of the total oil
consumption 1. The predicted trends for the next century is towards an increase of this fossil energy demand,
especially in the aeronautic sector, where the number of passengers worldwide is expected to double in the next
twenty years, see Fig. 1.1.
Unfortunately, combustion of fossil fuels releases pollutant species such as oxides of carbon (CO, CO2), oxides
of nitrogen (NOx), oxides of sulfur (SOx) and soot, which are a major worldwide concern due to their now
recognized contribution to global warming and air quality deterioration. Indeed, warming of the climate system
over the last century is unequivocal (see Fig. 1.2), and the observed changes, ranging from the diminishing of ice
to the increase of weather-related disasters such as cyclones and floods, are alarming. A non exhaustive list of
the main effects of the various aforementioned pollutant sources can be summarized as follows 2:
• Acid rain: designates any form of precipitation (rain, snow, fog) with an acidic Ph, typically about 4.3
(natural rain has a Ph of about 5.6). Such precipitations result from the interaction of SOx and NOx with
rain droplets and other chemicals in the atmosphere, forming sulfuric and nitric acids, which then mix to
water. Acid rains can harm plants and wildlife, by modifying the Ph of lakes and soils. Furthermore, acidic
particles may also react in the atmosphere and form larger particles that can be harmful to human health.
1International Energy Agency : https://www.iea.org
2Environmental Protection Agency: http://www.epa.gov/air/topics/comeap.html
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Figure 1.1: Global market forecast 2015-2034 (Adapted from an Airbus Technical report, 2015).
• Photochemical smog (tropospheric ozone): is caused by complex atmospheric reactions involving the irra-
diation of NOx as well as the chemistry of light hydrocarbons such as CO to increase the ozone layer. Ozone
can cause or worsen a variety of lung and respiratory diseases.
• Global warming: is caused by the release of greenhouse gases that prevents the solar radiation to reverberate
into space. As a consequence, they promote warming of the Earth’s surface. Major greenhouse gases
include carbon dioxide (CO2), methane (CH4) and nitrous oxides (N2O). However, it should be noted
that transportation only accounts for 14% of the human global greenhouse gas emissions according to the
IPCC 3.
• Visibility impairment, contrails: are a direct consequence of particulate matter such as soot in the atmo-
sphere.
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Figure 1.2: Temperature anomaly -changes when compared to a base period of 1951-1980, throughout the years (Adapted
from http://earthobservatory.nasa.gov)
In this context, numerous emission regulation and recommendations have been issued by concerned institu-
tions from the aeronautic sector, such as the ICAO 4 or the European ACARE 5. ACARE, through the Strategic
Research and Innovation Agenda for Aviation (SRIA), provides guidelines to meet the Flightpath 2050 goal con-
cerning CO2 and NOx emissions as well as condensation trails and cirrus clouds. SRIA sets short and long terms
targets to be able to reach a 75% reduction in CO2 emissions per passenger per kilometer and a 90% reduction
in NOx emissions in 40 years, see Fig.1.3.
This awareness has motivated considerable actions from engine manufacturers towards the development of a
new fuel-efficient generation of aeroengine combustors with low emissions. These new technologies mainly rely on
a high overall pressure ratio (OPR) in order to increase the engine thermal efficiency (Lefebvre, 1998). However,
this is accompanied by an increase of the combustor temperature which, as illustrated in Fig. 1.4, enhances NOx
3Intergovernmental Panel on Climate Change, 2014 report on Climate Change
4International Civil Aviation Organization : http://www.icao.int
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Figure 1.3: NOx stringency standards
production. Indeed, the simultaneous improvement of efficiency and minimization of harmful emissions results
in somewhat contradictory design trends. The trade-off suggest lean combustion technologies (i.e. with large
excess of air) to minimize temperature, as well as NOx production and the formation of soot and other unburnt
hydrocarbons. However, the design of aeronautical combustion chambers is further complicated by constraining
safety and operability specifications: thermo-acoustic stability, engine relight and efficient cooling of the core
elements are only a few of the multiple requirements. The intricacies of the combustion process in modern
aero-engines prevent a direct control of all the parameters, and promotes further research. In parallel, due to





























Figure 1.4: Typical evolution of CO and NO emissions with equivalence ratio
The advent of numerical simulation tools such as reacting Reynolds-Averaged Navier Stokes (RANS) and
Large Eddy Simulation (LES) (Veynante & Poinsot, 1997; Poinsot & Veynante, 2005), coupled to the continu-
ously increasing available computational power, now provides a way to tackle these issues with high accuracy for
a reasonable cost. Numerical simulations of complex devices, that include the description of turbulent reacting
flows, are becoming affordable at a design stage (Gicquel et al., 2012). However, the capability to predict pol-
lutant emissions relies heavily upon the fidelity of the chemistry description, and insights must be provided on
both the dynamic of the fluid and the chemistry of the flame, as well as on their possible interactions. If the
interaction between combustion and turbulence is well understood and described today from a thermodynamics
point of view, the impact of detailed chemistry in real systems is far from straightforward.
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1.2 Challenges of chemistry description in turbulent combustion
The following discussion provides a non exhaustive list of challenges faced when performing numerical simulations
of complex devices featuring turbulent reacting flows.
1.2.1 Chemical processes of combustion
Comprehensive flame chemistry in computational fluid dynamics (CFD) is a rather new field of research, owing
to the complexity of the process. Combustion of real fuels involves up to hundreds of different chemical com-
pounds through complex and highly non-linear mechanisms, making it difficult to study both theoretically and
experimentally. For a long time, the lack of sufficiently reliable kinetic information prevented any sort of detailed
analysis. However, the progress made during the second half of the 20th century regarding fundamental measure-
ments and quantum chemistry calculations led to an improved understanding of the underlying physics, allowing
the development of accurate and comprehensive detailed kinetic mechanisms.
Fig. 1.5 (a) displays the size of several detailed and moderately reduced chemical mechanisms, for various
hydrocarbons, compiled over the last two decades. It can be seen that the number of species and reactions to
consider in order to describe all types of combustion process increases exponentially with the size of the molecule
considered. Obviously, if no simplifications are made, the computational time required to run even the simplest
0D simulation (auto-ignition, extinction) becomes rapidly prohibitive. Recent mechanisms proposed by the









































skeletal iso-octane (Lu & Law)































Figure 1.5: a) Exponential increase of mechanism size throughout the years for various hydrocarbons, and b) asymptotic
analysis of CFD computational cost, which is a function of the complexity of the molecule through the number of species to
consider. From (Lu & Law, 2009)
Quantitatively, it can be shown that the cost C of a numerical simulation scales with the number of species
K as C = C0 + α(100K + 10K
2 + K3), where diffusion processes (quadratic dependency) and operations on
the Jacobian (cubic dependency) quickly become the dominant terms in this formulation for realistic fuels. This
is illustrated on Fig. 1.5 (b), where the cost induced by diffusion and Jacobian operations are relatively high
compared to that induced by the evaluation of the chemical rates (black dotted curve). For this reason, explicit
solvers are often preferred in LES, so that no costly Jacobian factorizations are necessary. Furthermore, simpli-
fication of transport processes are also frequently performed, to avoid the tedious evaluation of binary diffusion
coefficients. With such an approach, the cost of a simulation reduces to the linear relation C = C0 + γK. In this
relation, the factor γ is a direct function of the number of time steps (Lu & Law, 2009), which raises the issue of
stiffness that may lead to prohibitively small time steps.
Stiffness is inherent to any chemical process, as the conversion from reactants to products, including the
modeling of chain branching dominated by radicals to the slow formation of pollutants, spans a very large range
6Lawrence Livermore National Laboratory
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of time scales, see Fig. 1.6. This is all the more true when considering realistic fuels, because longer alkanes involve
many highly reactive C3-C5 radicals with very small associated time scales. Stiffness then adds considerably to
the computational cost of combustion chemistry, and complicates the coupling between chemistry and turbulence.














Figure 1.6: Characteristic time-scales in turbulent reactive flows
To cope with these difficulties, employing some sort of reduced or simplified chemistry in numerical simulations
appears as the only viable approach. However, this implies neglecting or reorganizing some of the available
chemical pathways, and as such, restrictions upon the operating range will always apply and should be kept
in mind. This phenomenon is illustrated in Fig. 1.7 (a), where the explosion limits (i.e. the region delimiting
favorable/unfavorable temperature and pressure conditions to observe ignition) of a mixture of hydrogen and
air are represented, in a pressure VS temperature diagram. Two inflections of the curve can be observed, each
finding an explanation in the subtle competition of the chemical pathways. If a set of reactions are removed for a
particularly low operating pressure (say, the degenerative chain branching reactionH2O2+M = OH+OH+M),
the mechanismmight give very erroneous results for higher operating pressure. Another well known manifestation
of these effects is the Negative Temperature Coefficient (NTC) region observed in the auto-ignition of heavy
hydrocarbons. As illustrated in Fig. 1.7 (b) for iso-octane, discarding the so-called low-chemistry pathways
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Figure 1.7: a) Explosion limits of homogeneous hydrogen-air mixtures and b) auto-ignition of iso-octane mixtures at 40 bars
exhibiting the NTC behavior, from Pepiot (2008)
1.2.2 Real fuel description
Adding to the aforementioned complexity of chemistry modeling in CFD, transportation fuels are in fact complex
blends of a large number of hydrocarbons, the exact composition of which is very difficult to determine and
varies depending from their origin and time of production. Average fuel properties are known at best (Edwards,
2002), and a large scatter can be observed from different fuel batches, as illustrated on Fig. 1.8 showing the
volumetric content of aromatics found in various aviation fuel (JP-8) mixtures. Therefore, the question of fuel
characterization is raised, on top of the question of the fidelity of the fuel description.
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Figure 1.8: Variation of aromatics content of JP-8 fuel, from the Petroleum Quality Information System of the Defense
Energy Support Center.
Real fuel emulation is traditionally achieved through the definition of surrogates, which are mixtures of one
or more components selected in order to match specified chemical (average molecular weight, H/C ratio, sooting
tendencies, ...) and/or physical (density, viscosity, ...) features (Edwards & Maurice, 2001; Dagaut & Cathonnet,
2006). Many surrogate formulations have been proposed in the literature, usually based upon experimental stud-
ies (Gue´ret et al., 1991; Dooley et al., 2010, 2012; Xu et al., 2017b). In a simple approach, reaction mechanisms
for surrogates have been compiled from the reaction mechanisms of each component. However, the multiplication
and interactions of the various pathways can become problematic when trying to reduce the surrogate chemistry
to make it affordable for turbulent simulations. Furthermore, this approach requires to take particular attention
to the retained kinetic pathways, in order to avoid counter effects associated with the non-linearity of competitive
chemistry routes.
1.2.3 Transport-related phenomena
Chemical species diffuse into each other at very different velocities and as a consequence, reaction fronts are
prone to a variety of diffusion-related effects. At the same time slowly diffusing species are more affected by
convection effects induced by the unsteady interactions with the turbulent flow. As a result, strain, curvature
and other differential-diffusion related effects impact the flame structure (Haworth et al., 1992; Echekki & Chen,
1996; Savard & Blanquart, 2015); and can ultimately have a direct impact on pollutant formation. For example,
a few experimental and numerical studies related to soot formation can be found, suggesting that soot formation
is enhanced by preferential diffusion (Malik et al., 2011; Franzelli et al., 2016).
A classical assumption in order to reduce the complexity and computational cost associated with diffusion
in turbulent simulations, is to postulate that heat and species diffusivities are equal (unity Lewis assumption).
However, the inclusion of a real-fuel description, as discussed in the previous paragraph, usually requires the use
of more accurate transport models.
1.2.4 Spray combustion
In many practical combustion devices, the fuel is injected as a liquid. Spray combustion, through the various in-
jector and combustor designs and technologies, diversify the local length and time scales of the flow. As a result,
various combustion regimes and flame structures may be observed. In particular, partially-premixed combustion
covers a wide range of equivalence ratio, as freshly evaporated rich pockets mix while burning with the surround-
ing oxidant. Such non-homogeneities in composition space are susceptible to lead to non-negligible spatial and
temporal variations of heat release rate, flame speed, intermediate species mass fraction, etc. The flammability
limits could also broaden due to the temperature stratification, a side-effect that should be reproduced by the
reaction mechanism. Eventually, all of these effects could impact the formation of pollutants. An illustration of
these effects can be found in Jime´nez et al. (2002) in the context of direct-injection engines, where it was shown
that global NO levels present a strong sensibility to the length scale of the non-homogeneities.
1.3 Overview of chemistry description in LES 7
The main spray-related problem arises from the fact that the range of timescales of the flow is considerably
broaden, and that models must be provided for all the processes of injection such as, for example, atomization
and evaporation. In relation with the multi-component aspect of real fuels that was discussed in Section 1.2.2, it
is noted that evaporation also plays a crucial role on the resulting gaseous chemistry which should be considered
in the chemistry description. Indeed, the chemical pathways of all single fuel components should be retained
since, following a realistic evaporation process, inhomogeneities in the fuel composition can be observed in the
gaseous phase (Cuoci et al., 2005; Stagni et al., 2016). This can become a major issue when trying to reduce a
multi-component surrogate chemistry description.
1.3 Overview of chemistry description in LES
1.3.1 Tabulation methods
In practice, chemical kinetics in LES is today often taken into account through pre-tabulated laminar flame so-
lutions computed with detailed chemistry. As discussed by Peters (1984), this method, adapted from attractive
manifold approaches (Maas & Pope, 1992) very popular in RANS (Norris & Pope, 1995; Saxena & Pope, 1999),
assumes that thermo-chemical evolutions in the composition/temperature space (phase space) can be parame-
terized by a reduced set of variables. Usually, these include the mixture fraction, characterizing the degree of fuel
and oxidizer mixing, and the progress variable, monitoring the progress of reaction towards chemical equilibrium.
All other quantities (mass fractions, temperature, thermochemical properties) are assumed unique functions of
these variables and retrieved by interpolation from the database.
This approach drastically reduces the number of transport equations to be solved, and is thus very compu-
tationally efficient. Recent techniques falling into that category include the flame-generated manifold (FGM)
(Oijen et al., 2001), the Flame Prolongation of ILDM (FPI) (Gicquel et al., 2000) or the Flamelet Progress Vari-
able (FPV) (Pierce & Moin, 2004). Each method has been successfully employed to perform the LES of complex
geometries, by considering various turbulence-chemistry interaction models: subgrid-scale PDF (Mahesh et al.,
2006; Galpin et al., 2008; Ihme & Pitsch, 2008b; Avdic´ et al., 2017), filtering procedures (Auzillon et al., 2013;
Philip et al., 2015), artificially thickened flame front (Kuenne et al., 2011; Philip et al., 2015; Avdic´ et al., 2013;
Franzelli et al., 2015b) and sometimes even, no model (Bekdemir et al., 2013).
Obviously, simulations using tabulations are very much dependent upon the type of canonical configurations
chosen to build the look-up table. The FPI and FGM models, in their original formulation, are based upon
premixed canonical configurations, when the FPV model relies upon diffusion flamelets. Fiorina et al. (2005) and
Vreman et al. (2008) have both investigated the impact of employing look-up tables constructed from premixed
canonical flames on the prediction of diffusion and partially-premixed canonical test cases, and concluded that
both approaches have distinct applicability ranges. Recent studies have addressed this issue. They include tab-
ulation based upon premixed and non-premixed flamelet (Knudsen et al., 2015), or based upon hybrid flamelet
trajectories (Nguyen et al., 2010; Franzelli et al., 2013a), for which additional parametrization variables must be
introduced; for instance, to identify the local combustion regime (Knudsen & Pitsch, 2009). Other techniques
exist, relying upon arbitrary trajectories in the phase space. Increasing the number of controlling parameters (to
more than 3), however, can eventually lead to excessive memory requirements and Input/Output cost in numer-
ical simulations. Additionally, the usual definitions of the progress variable and/or mixture fraction might fail in
providing a correct framework to retrieve all necessary quantities, typically, for multi-component mixtures (Niu
et al., 2013).
Another disadvantage of the tabulated approach is that the interactions between the flame and the flow are
oversimplified. If this was not a problem in the RANS framework, it is more problematic in the context of
LES. Taking into account complex phenomena like preferential diffusion, dilution, heat losses or slow pollutant
chemistry requires additional modeling efforts that can be far from trivial. Very often, additional parametrization
variables are introduced, for which transport equations must be solved (Fiorina et al., 2004; Ihme & Pitsch, 2008a;
Mueller & Pitsch, 2012, 2013), resulting in additional unclosed terms.
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1.3.2 Global reaction mechanisms
Another classical approach consists in using globally-fitted chemical mechanisms, as introduced by Westbrook &
Dryer (1981). In such methods, 5 to 10 major species interact in no more than one to four global reactions, the
parameters of which are optimized against a set of flame characteristics over a specified parameter range. This
method yields good results on global flame parameters such as temperature and burnt gas state, and is very CPU
efficient due to the few considered variables. Also, the interactions between the flame and the flow are considered.
For all these reasons, LES studies using global schemes are numerous (Selle et al., 2004; Fureby, 2012; Jones &
Tyliszczack, 2010; Franzelli et al., 2015b), with, again, various turbulence-chemistry interaction models. This
type of approach has been very much employed at CERFACS over the past decade, with usually, a thickened
chemistry-turbulent interaction model (TFLES of Colin et al. (2000); Legier et al. (2000)).
The main disadvantage of this technique is that, by reducing the number of reacting steps, a very narrow
range of operating conditions (usually, lean conditions) is covered. However, specific treatment can be employed
in order to broaden the range of validity. Franzelli et al. (2010), for example, developed a systematic methodol-
ogy to derive equivalence ratio varying two-step mechanisms, enabling them to be accurate under both poor and
rich conditions. In addition, with this approach, the direct description of pollutant chemistry or complex, multi-
component fuels is impossible because the necessary intermediate species are not included. A possible remedy
to these drawbacks is to employ so-called ”hybrid” techniques, relying upon the definition of a progress variable
compatible with that of a tabulation technique so as to retrieve missing information (soot precursors, interme-
diate species, NOx) from a look-up table (Lecocq et al., 2014; Cuenot et al., 2014; Jaravel, 2016). However, the
drawbacks associated with tabulation are retrieved. Furthermore, the coupling between computed variables and
tabulated variables requires additional modeling assumptions.
1.3.3 Physically based reduced reaction mechanisms
It is evident that both approaches introduced so far suffer from several drawbacks, the least of all being the
very narrow resulting range of operability and the necessity to adapt the chemistry description to each simula-
tion through, sometimes, daunting implementations of additional models. Additionally, these models should be
carefully selected in accordance with the configuration under investigation. Indeed, inherent to these common
approaches, is the need to know or guess a-priori the leading order phenomenon of the specific case; which could
obviously lead to some erroneous conclusions under unexpected circumstances. Furthermore, for all the reasons
discussed in Section 1.2, oversimplifying the interactions between the flame and the flow (unity Lewis assump-
tion, for instance) and reorienting or removing kinetic pathways can be detrimental to the accurate prediction
of pollutants. In this context, and since the available computational resources continue to increase, there is a
need for methods and tools to perform a more physically-oriented reduction of detailed reaction mechanisms, in
order to make the numerical simulation of reactive flow both computationally affordable and comprehensively
accurate. Of tremendous importance, is the preservation of the most important kinetic pathways.
Discussed for example by Goussis & Mass (2011), a promising approach consists in performing an analytical
reduction of kinetic mechanisms. The idea is based on the mathematical analysis of the timescales and species
fluxes in a reaction mechanism. Typically, between 10 to 30 species and up to 500 reactions are retained in the
final kinetic scheme, and most of the stiffness is eradicated. Due to their higher associated computational expense
however, up until recently, such chemistry descriptions -labelled Analytically Reduced Chemistry in what follows
or ARC- have mainly been restricted to small hydrocarbons and to premixed gaseous configurations. Table 1.1
summarizes LES which have included an analytical (or in some cases a detailed) description of the chemistry, in a
relatively complex flow and/or geometrical configuration, since 2000. Though non-exhaustive, Table 1.1 provides
a good overview of the current state-of-the art.
An inspection of Table 1.1 calls for several comments. First of all, as previously said, it is obvious that the
use of comprehensive reaction schemes have been mainly performed in gaseous configurations, burning methane
or hydrogen. For the latter, a detailed reaction scheme still is worth using, since the transport of 10-15 species
suffices to reproduce a wide range of combustion phenomena (auto-ignition, premixed/non-premixed flames,
detonations, ...). Second, many amongst these studies have considered the relatively canonical configuration of
a jet issuing in a co-flow, to study auto-ignition. On the contrary, studies of swirling (confined or unconfined)
burner are only a handful, and as of today, no studies have directly considered non-premixed realistic gaseous
burners (as can be seen in Fig. 6 of Bulat et al. (2013), the Siemens SGT-100 burner has sufficiently long residence
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Fuel type Mechanism’s specifics Application’s specifics Refs.
hydrogen 13 species, 28 reactions Auto-ignition of a gaseous jet (Jones et al., 2007)
(H2) (Yetter et al., 1991) (Markides & Mastorakos, 2005) (Jones & Navarro-Martinez, 2008)
9 species, 19 reactions supersonic coflowing jet (Moule et al., 2014)
(Jachimowski, 1992) (Jarrett et al., 1988)
9 species, 21 reactions Auto-ignition of a gaseous jet (Tyliszczak, 2015)
(Mueller et al., 1999) (Markides & Mastorakos, 2005)
48 species, 300 reactions Sandia Flames D (Navarro-Martinez et al., 2005)
(Meyer, 2001) (Barlow, 1996)
48 species, 300 reactions Sydney bluff-body flame (Navarro-Martinez & Kronenburg, 2007)
(Meyer, 2001) HM1 (Dally et al., 1998)
H2/CH4 mixture
44 species, 256 reactions Lifted flame (Navarro-Martinez & Kronenburg, 2009)
(Lindstedt & Meyer, 2002) (Cabra, 2004)
16 species, 25 reactions Forced ignition (Triantafyllidis et al., 2009)
(Smooke & Giovangigli, 1991) (Ahmed et al., 2007)
19 species, 15 reactions Sandia Flames D-F (Jones & Prasad, 2010)
(Sung et al., 2001) (Barlow, 1996)
19 species, 15 reactions Sandia Flames D & F (Garmory & Mastorakos, 2011)
(Sung et al., 2001) (?) (Barlow, 1996)
methane 19 species, 15 reactions Unconfined premixed gaseous (Jones et al., 2012)
(CH4) (Sung et al., 2001) burner (Schneider et al., 2005)
8 species, 4 reactions PRECCINSTA burner (Franzelli et al., 2013b)
(Peters, 1985) (Meier et al., 2007)
8 species, 4 reactions
(Seshadri & Peters, 1989)
13 species, 73 reactions
(Lu & Law, 2008a)
19 species, 15 reactions Industrial gaseous burner: (Bulat et al., 2013, 2014)
(Sung et al., 2001) Siemens SGT-100, 3 bars
(Stopper et al., 2009)
22 species Auto-igniting flame (Schulz et al., 2017)
(Jaravel et al., 2016) (Cabra et al., 2005)
22 species Industrial gaseous burner: (Jaravel et al., 2016)
(Jaravel et al., 2016) Siemens SGT-100, 3 bars
(Stopper et al., 2009)
9 species, 15 reactions Extinction in swirling non-premixed (Zhang & Mastorakos, 2016)
(Sung et al., 2001) flames (Cavaliere et al., 2013)
ethylene Various ARC Industrial gaseous burner This work
(C2H4) see Section 4.3 (Geigle et al., 2013) see Chapter 7
ethanol 57 species, 383 reactions Swirling spray flames (Giusti & Mastorakos, 2016)
(C2H5OH) (Marinov, 1999)
n-heptane 22 species, 18 reactions Auto-ignition of a gaseous jet (Jones & Navarro-Martinez, 2009)
(C7H16) (Liu et al., 2004) (Markides & Mastorakos, 2005)
22 species, 18 reactions Spray auto-ignition (Gallot-Lavallee & Jones, 2016)
(Liu et al., 2004) constant volume vessel
(Idicheria & Pickett, 2005)
Jet-A2 POSF10325 surrogate NASA-LDI (spray) (Felden et al., 2016)
Various ARC (Cai et al., 2005) & this work, see Chapter 8
see Section 4.4
Kerosene nC12H26 surrogate LEMCOTEC: (Jaravel, 2016)
27 species, 452 reactions Spray injection system
(Jaravel, 2016) (Guin & Orain, 2016)
nC12H26 surrogate 24-species MERCATO (Franzelli et al., 2016)
(You et al., 2009; Franzelli et al., 2016)
Table 1.1: Summary of LES with analytical chemistry in complex flows since 2000
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times to allow almost complete premixing before combustion). Studies interested with two-phase flow burners,
adding a new layer of complexity, are also very sparse in the literature, and only two references (Jaravel, 2016;
Franzelli et al., 2016) could be found.
1.3.4 Turbulent combustion modeling with ARC
From the listed publications of Table 1.1, it is noted that mainly three frameworks have been considered so
far to implement Analytically Reduced Chemistries (ARC) in LES codes, namely, the Conditional Moment
Closure (CMC-LES), the transported subgrid PDF (PDF-LES) and the Analytically Reduced Chemistry with a
thickened flame approach (ARC-TFLES). They all make use of different assumptions, and are thus not entirely
equivalent. A rapid review of the main characteristics of the first two are presented hereafter, while the last one
will be detailed in Section 6.2.2 of this PhD. thesis.
1.3.4.a CMC-LES
Similar to tabulated approaches, the idea behind CMC lies in the observation that the variation of almost any
quantity of interest ( species mass fraction, temperature, .. ) can be related to that of one specific quantity. In
non-premixed systems, this specific quantity is traditionally the mixture fraction (Yz). Indeed, as illustrated in
Fig. 1.9 depicting a scatter plot of temperature versus Yz, any process inducing a fluctuation about any Yz = z
translates into limited and predictable fluctuations in temperature. This is the evidence of a strong correlation
between the mixture fraction and species mass fraction, temperature, etc. - at least in non-premixed systems.
This correlation is best highlighted when looking at conditional averages: in Fig. 1.9, we see that the scatter of
data in the T-Yz plane is in fact well approximated by the line < T |z >, representing the average of temperature
conditional on Yz values. The conditional expectation is here expressed in terms of the joint PDF of T and Yz:
< T |z > P (z) =
∫
T ∗P (T ∗, z)dT ∗. This mean is also referred to as a conditional first order moment in statistics.
There exists an infinity of moments, providing information about the shape of the distribution of a scatter of


















Figure 1.9: Illustration of the CMC concept.
Bilger (1993) makes use of the aforementioned observations to express species mass fractions Y and energy
as the sum of a conditioned mean and a fluctuation. In case of a species k: Yk =< Yk|z(x,t) > +y(x, t), where
< y(x, t)|z(x,t) >= 0. Differentiating with respect to time and using the chain rule before substituting the results








+ ρv.∇Yk −∇ · (ρD∇Yk) = ρWk (1.2)
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leads to an equation for the conditional species Qk =< Yk|z > (Klimenko & Bilger, 1999):
∂Qk
∂t
+ < v|z > .∇Qk− < N |z > ∂
2Qk
∂z2
=< Wk|z > +eQk + eY
(1.3)
where N = D(∇z)2. Note that the original definitions are here presented, where the conditional fluctuations of
density are neglected. Expressions for eQk and eY require closure assumptions. Usually:
eQk = 0 (1.4)
stemming from a high Reynolds numbers assumption, and:
eY =
−div(ρz < v′′y|z > P (z))
ρzP (z)
(1.5)
where v′′ = v− < v|z > and ρz =< ρ|z >; this is referred to as the primary closure hypothesis. The same




+ < v|z > .∇Qh + div(< v
′′h′′|z′′ > ρzP (z′′))
ρzP (z′′)








> − < WR|z′ >
(1.6)
whereWR is the heat loss rate per unit mass due to radiation.
In parallel, Klimenko (1990) derived the same set of equations, but from a probability standpoint, by inves-
tigating the joint PDF of Yz and Yk (or h), defined as P(z,yk)=< Ψ > where Ψ = δ(z
∗ − z)δ(yk∗ − yk) is the
fine-grained PDF of Yz and Yk. Deriving a transport equation for Ψ and averaging yields an equation for the
joint PDF (see Eq. 56 in Klimenko & Bilger (1999)). After manipulation of this equation, an unclosed equation
is found, which reduces to Eqs.1.3 & 1.6 under the primary closure hypothesis.
In the context of LES, ensemble averaging is employed:
< Yk(x, t)|z >= Yk(x, t)|z =
∫
x′
Ykδ(z − ζ(x′, t))G∆(x− x′)dx′
P (z)
(1.7)
with ζ the fine-grained mixture fraction and G∆ a positive defined space filter of width ∆. To take into account
density variations, a Favre averaging is often preferred (Bushe & Steiner, 1999; Navarro-Martinez et al., 2005;
Kim, 2005), defined as:








With these notations, the filtered mass fraction of species k is: Y˜k(x, t) =
∫
˜Yk(x, t)|zP˜ (z)dz and Eqs.1.3 & 1.6
are still valid (Navarro-Martinez et al., 2005).
Although it provides very good results (see refs in Table 1.1), the downside of this approach is its complexity.
On top of a closure for the equations themselves (Eqs. 1.3 and 1.6), closures for the conditioned quantities (v˜|z,
N˜ |z,W˜ |z, ...) must also be provided. Furthermore, as it is the unconditioned quantities that are of interest, a
shape for P˜ (z), the PDF of mixture fraction, should be provided. A β-shape is often assumed, based upon Yz
and its fluctuations (Bushe & Steiner, 1999), but the model is not universal. Also, Eq. 1.3 & 1.6 are resolved
for each species plus a sufficient sample space of Yz, which may lead to excessive computational requirements so
that, usually, CMC grids are coarser than the LES grid. This further calls for specific techniques to conistently
couple LES with CMC quantities. Sometimes, the spatial dimensionality can be reduced in the equations, to
make the problem computationally affordable, leading to so called ”0D/1D or 2D-CMC” resolutions, but loosing
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information in the process. Because of all of these subtlelties, the method is not systematic. In particular, the
primary closure hypothesis fails if conditional fluctuations are not small, as it is the case if differential effects
are important (Kronenburg & Bilger, 2001), for then the eY term in Eq. 1.3 needs further attention. Extinc-
tion/autoignition problems also require special treatments, and DePaola (2007) suggests resorting to higher
order closures for the conditional chemical source term, an approach that introduces a whole new set of equations
to solve.
1.3.4.b PDF-LES
If the equations describing the fluid motion are directly filtered at the LES scales, a closure for the source term
in Eq. 1.2 should be provided. The idea behind PDF subgrid models is that fluctuations lost by the filtering
procedure can be retrieved by introducing a PDF. These PDF can be presumed (with a β-shape for example) or
resolved. In a way, the CMC procedure can be considered as a sort of presumed-PDF method, where the shape
of P(Yz) was assumed, but the distribution of the conditioned quantities were directly accounted for. Presumed
PDF methods are only interesting when the chemistry can be described by a few control variables, like in the
CMC approach. Of more interest are resolved PDF methods.
In resolved PDF approaches applied to LES, a density weighted filtered PDF for the Ns+1 species of interest







where ΨNs+1 is the fine-grained PDF of Φ. The equation governing its evolution reads, (Colucci et al., 1998; Gao






































In this derivation, unity Lewis numbers have been assumed, as it is almost always the case with this type of
approach. The transport coefficient is given by Γ, which includes a gradient assumption to model the PDF
transport by sub-grid turbulent fluctuations. The last term on the right hand side, referred to as the ”micro-
mixing term”, represents the effect of molecular diffusion on the sub-grid PDF and must be modeled.
This PDF transport equation cannot be solved directly, and two techniques are generally employed: La-
grangian Monte Carlo approach, or the Eulerian stochastic field method. With the first one, the phase space is
described by particles corresponding to a particular state, following a stochastic motion (Colucci et al., 1998).
The filtered chemical source term can then be evaluated from the reconstructed PDF. The Eulerian stochastic
field method is the technique used in most studies employing a PDF-LES presented in Table 1.1. With this
approach, an ensemble of N stochastic fields ξαn is transported (typically, in between 5 and 15) for each species α
(see, e.g., Valin˜o (1998) or Sabel’nikov & Soulard (2005)), and filtered quantities are retrieved by direct averaging
(Jones & Navarro-Martinez, 2009).
This method yields excellent results. However, here also, the number of equations to solve can quickly become
prohibitive, since about 10 stochastic fields are usually required. Furthermore, as with the CMC-LES method,
many unclosed quantities appear in the equations, and choosing a proper model is, here again, strongly case-
dependent.
1.4 Objectives and structure of the PhD thesis
Over the past 30 years, CERFACS has developed an expertise in Computational Fluid Dynamics (CFD) and
more specifically in LES with the solver AVBP, co-developed with the IFPEN 7. AVBP is continuously im-
proved by the work of students and senior researchers, and has been successfully employed to study a wide
7Institut Franc¸ais du pe´trole et e´nergies nouvelles
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range of turbulent flows applications, including combustion, in relatively complex geometries. Historically, the
inclusion of chemistry in AVBP was done through the use of global schemes, with a thickened flame chem-
istry/turbulence interaction model (TFLES). Irreversible one-step chemistries in simple 2D configurations were
first considered (Colin et al., 2000), before two-step (2S) schemes were introduced in more complex geome-
tries (Selle et al., 2004; Franzelli et al., 2012). A systematic methodology to produce 2S schemes for any type of
fuel, valid over a wide range of equivalence ratio, was developed by B. Franzelli during her PhD thesis Franzelli
et al. (2010), along with a whole set of dedicated pre and post-processing AVBP tools. More recently, tabulation
has also been implemented in AVBP (Vicquelin, 2010), with a dedicated filtered combustion model (Auzillon,
2011). These developments paved the way to many reacting LES studies over the past few years.
As said in the introduction, the available computational power is fast increasing, and the use of more refined
chemistry descriptions are becoming affordable. The primary objective of this PhD thesis is to investigate in more
depth the possibilities offered by ARC in LES, in terms of description of the flame structure and dynamics; and
to confront this approach to the more usual techniques: tabulation and global mechanisms. Such a comparison is
highly valuable in the current context of growing interest for more detailed chemistry descriptions in order to gain
insights on pollutants formation. Another objective is to implement ARC as well as all the necessary environment
in AVBP. In view of the previous discussion, the chosen framework to couple chemistry with turbulence is the
TFLES model. This model appears as the ”simplest” of all approaches presented so far, and it does not require
the formulation of modeling assumptions or simplifications. It is therefore very easily coupled with ARC and,
together, the framework has great potential to address the complexity of real aeronautical combustor geometries.
The work of this PhD thesis is strongly correlated with that of Jaravel (2016), who also worked with ARC
chemistries in the context of pollutant prediction -NOx and CO. In collaboration, implementation of ARC in
the LES solver AVBP was achieved, including special treatments to deal with the stiffness or with the cost
associated to the classical evaluation of the source terms, see Section 6.3.3. Extension of the DTFLES model
of Colin et al. (2000) to multi-step chemistries was performed by Jaravel (2016); this model is discussed in
Section 6.2.2 of the present work. This development allowed a successful preliminary series of validations of the
ARC-DTFLES methodology in AVBP, on simple configurations such as 3D laminar premixed flames and 2D
strained counterflow diffusion flames, a subset of which is presented in Chapter 7 of Jaravel (2016). Full scale
validation of the methodology in a quasi DNS of a turbulent non-premixed configuration (Sandia flame D) was
also performed by Jaravel (2016).
In parallel and complementing these achievements, the present work focuses on:
• The methodology to obtain case-specific ARCs, with a review of the dedicated techniques and tools avail-
able, as well as detailed examples of derivations with the tool YARC (Pepiot, 2008) (Chapters 3 and 4).
• The comparison, in terms of prediction capabilities and CPU cost, of employing an ARC in place of a more
usual look-up table or global scheme, in a realistic sooting non-premixed swirled combustor (Chapter 7).
The impact of the chemistry description on soot formation is investigated.
• The overall feasibility of considering real, multi-component kerosene fuels in complex LES simulations
through ARC. This includes a detailed investigation of the feasibility of implementing a traditional multi-
component surrogate description in LES (Section 4.4), in contrast with a novel hybrid chemistry model (Xu
et al., 2017b) (HyChem). LES of a two-phase flow configuration featuring a lean direct Jet A injection is
performed with an HyChem model (Chapter 8).
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2.1 Introduction
As discussed in the introduction, combustion is a very complex phenomenon, characterized by the interaction
and competition of various physical and chemical processes, with associated length scales and time scales ranging
from nanoseconds to years. In real life, the oxidation of hydrogen, for example, which is one of the simplest
reaction process, requires countless collisions of numerous species (or elementary reactions) before reaching some
kind of macroscopic equilibrium state. That final state is much dependent upon the temperature and pressure of
the environment, as well as upon the initial mixture state. The accurate description and prediction of this process
through computer modeling would require as much as 10 species interacting through a 30 reactions scheme (e.
g., Boivin (2011)). Usually, what we call a detailed reaction scheme is in fact a collection of physical, elementary
reactions occurring between a specified set of species that allows to describe with the most accurate precision the
evolution of a reactive system in all possible configurations. The reaction of hydroxy radicals (OH) with molecular
hydrogen (H2) forming water and hydrogen atoms is such an elementary reaction OH +H2− > H2O +H, and
describes a mechanism that effectively occurs when an OH molecule collides with an H2 molecule.
Three types of elementary reactions exist: unimolecular, bimolecular and trimolecular reactions.
• Unimolecular reactions describe the dissociation of a given reactive molecule A to form products, A− >
Products. They usually have a first-order reaction rate, which means that the rate at which the reaction
proceeds can be expressed linearly in terms of the concentration of the reactive molecule A as k[A].
• Bimolecular reactions proceed through the collision of two molecules A and B, according to the reaction
equation, A+B− > Products. These are the most frequent type of reactions. They follow a second-order
rate law of the type k[A][B].
17
18 Chapter 2 : Chemistry of combustion
• Trimolecular reactions involve three reactant molecules, A + B + C− > Products. Usually, trimolecular
reactions are recombination reactions that form the products, and they obey a third-order rate law. The
reason a third body is often needed in recombination reactions is that those are exothermic reactions,
and the third body must carry away some of the energy. Trimolecular recombination reactions are very
important, as will be exemplified in the next Section.
2.2 Reaction pathways of hydrocarbon oxidation
Hydrocarbons are molecules composed of carbon and hydrogen atoms (CnHm), and as such, they share several
common features. Furthermore, the collection of elementary reactions, or reaction pathways, needed to describe
the oxidation of heavy hydrocarbons are usually comprised of at least part of the reaction pathways of lighter
hydrocarbons. Good examples illustrating this are the mechanism for C2-C3 fuel combustion developed by Wang
et al. (1999a), and the mechanism(s) for the description of fuel components as surrogates, developed over the past
years by Narayanaswamy and co-workers 1. This permits a general discussion on hydrocarbon oxidation.
2.2.1 Presentation of the chain reaction sequence
Of tremendous importance in hydrocarbon oxidation is the presence of radicals. A radical is a compound with
an unfilled outer electron configuration, and is highly reactive. Their electron cravings make them efficient
intermediates in reaction schemes. Contrary to what could be concluded at first glance, the fact that radicals
are usually present in very small amounts throughout the combustion process shows that they play a central role
in chemical kinetics: as soon as they are produced, they react and disappear. Examples of radicals include the
hydroxyl radical OH and the oxygen and hydrogen atoms O and H. The different types of reactions encountered
in the combustion of hydrocarbons involve radicals in a chain of reactions that can be sequenced (Strahle, 1993) :
• Chain initiation steps are characterized by the formation of reactive species such as radicals, from the
initial stable species.
• Chain propagation steps are characterized by a reactive intermediate species reacting with stable species
to form another reactive species.
• Chain branching steps are similar to chain propagation steps with the exception that more reactive
species have to be produced than reactive reactants where consumed.
• Chain termination steps reform stable species from reactive ones.
Chain branching reactions are particularly important, especially in ignition processes (Warnatz et al., 1995;
Strahle, 1993). An illustration of such a scheme is given hereafter with the most important reactions with respect
to ignition in the hydrogen-oxygen system (Warnatz et al., 1995).
(0) H2 +O2 = 2OH∗ chain initiation
(1) OH ∗+H2 = H2O +H∗ chain propagation
(2) H ∗+O2 = OH ∗+O∗ chain branching
(3) O ∗+H2 = OH ∗+H∗ chain branching
(4) H∗ = 1/2H2 chain termination
(5) H ∗+O2 +M = HO2 +M chain termination
The last reaction is an example of a trimolecular recombination reaction. TheM here refers to any inert molecule
(in the atmosphere, generally N2 and O2), that poses as a third compound. That type of reaction is called a three-
body reaction. It involves two species and yields one single product species, but it requires a third body M to
stabilize the excited product by collision.
One of the biggest issue arises from the fact that the privileged reaction pathways (e. g., leading to auto-
ignition) of a specific fuel, and comprising all of those different steps, depend greatly upon the considered ap-
plication and its temperature, pressure and equivalence ratio conditions. Three regimes can be distinguished,
depending upon the initial temperature:
1http://krithikasivaram.github.io
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1. A low temperature oxidation mechanism, characterized by a temperature < 650 K
2. A moderate temperature oxidation mechanism, with a temperature ranging from 650 K to 1000 K,
which will be governed by HO2 and H2O2 chemistry
3. And a high temperature oxidation mechanism, characterized by a temperature > 1000 K
In theory, a detailed mechanism for a specific fuel should account for each one of those different regimes. Going
back to Fig. 1.7(b), showing the ignition delay of a mixture of iso-octane with air, the three different zones are
clearly distinguished: up until 700 K and above 1000 K, the ignition timing is decreasing with the increase of the
temperature, but in between, the reverse is observed. This zone is usually labeled the Negative Temperature Co-
efficient (NTC) zone, and stems from the competition between the high and low temperature reaction pathways.
Unfortunately, this type of behavior is very much fuel specific at low temperature and can lead to very complex
reaction systems.
A review of the different types of elementary reactions comprising typical hydrocarbon reaction mechanisms
is provided hereafter.
Synthetic review of the different types of reactions
• Initiation steps :
– These can be unimolecular, by homolysis, a dissociation process where the molecule breaks at a C−C,
C − H, C − O, O − O or O − H location, with each of the fragments retaining one of the originally
bonded electron,
CH3CH3− > 2CH3∗
– or bimolecular by hydrogen atom abstraction,
CH3CH2CH3 +O2− > CH3CH2CH2 ∗+HO2∗
The activation energies of the homolysis initiations are usually way higher than those of the bimolecu-
lar initiations (by a factor 2) and as such, are important steps at high temperature only (see the next
paragraph).
• Propagation and branching steps :
– Additions : They consist in the combination of molecules to form a larger one. Of importance is the
addition of a radical on a double bond location,
CH2 = CH2 +H ∗ − > CH3CH2∗
and the oxygen addition (double bond too) to a radical molecule,
CH3CH2 ∗+O2− > CH3CH2OO∗
Those reactions are particularly important when the temperature is low, due to their low activation
energies.
– Isomerizations : is the rearrangement of the atoms inside a molecule. The result is a molecule with
the same chemical formulae, or an isomer.
CH3CH2OO ∗ − > CH2 ∗ CH2OOH
– Dissociations : A bond breaks in the species, producing two smaller compounds. Of interest in com-
bustion are dissociations leading to the formation of a ring, or cyclization; specifically those leading to
the formation of cyclic ethers, compounds composed of an oxygen atom linked to a linear carbonated
chain, encountered at low temperatures:
CH2 ∗ CH2OOH− > CH2OCH2 +OH∗
Of importance also are β scissions, where the splitting leads to the formation of a smaller radical and
an unsaturated compound (with at least one complex bond), encountered at high temperatures:
CH3CH2CH2CH2 ∗ − > CH3CH2 ∗+CH2 = CH2
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Another important type of dissociations, contributing to the switching from low temperature to high
temperature pathways, is what we will call internal oxidation, where peroxyl radicals (ROO∗) split
from their two oxygen atoms:
CH3CH2OO ∗ − > CH2CH2 +HO2∗
Finally, chain branching types of dissociations are also frequent, one of the most important being:
H2O2(+M)− > OH ∗+OH ∗ (+M)
responsible, for instance, for the third explosion limit of hydrogen shown in Fig. 1.7.
– Hydrogen atom exchanges: Amongst those type of reactions, we will mention those involving an
oxygen molecule stealing an hydrogen atom from an an alkyl radical,
CH3CH2 ∗+O2− > CH2CH2 +HO2∗
and classical H abstraction by a radical, which is an important source of chain branching,
CH4 +O ∗ − > CH3 ∗+OH∗
Those last reactions play a key role in combustion, and constitutes the majority of the propagation
reactions.
• Termination reactions :
– Of interest are combinations, where two radicals combine to produce a molecule
– and disproportionation, where two radicals combine to produce two molecules.
CH2CH ∗ CH2 +HO2 ∗ − > CH3CHCH2 +O2
This non-exhaustive list of important reactions is mostly concerned with alkane oxidation (CnH2n+2). First off,
because alkanes are the most representative constituents of today’s commercial fuels and thus, deserve all of our
attention; but also because not much can be found on the oxidation of other types of hydrocarbon, such as alkenes
(e.g. ethylene), alkynes (e.g. acetylene) and aryls (e.g. benzene). Furthermore, the few articles available on the
literature today on that subject stress that the oxidation processes of such hydrocarbons are fairly similar to that
of the alkanes, at least when the carbon chain is not too large (Mehl et al., 2008; Touchard et al., 2005).
The rest of this presentation will therefore focus on alkane oxidation, but keeping in mind that fuel specificities
may modify these general considerations.
2.2.2 High and intermediate temperature oxidation chemistry
As presented previously, the initiation steps are responsible for the initial decomposition of the reactants, and
lead to the formation of the radicals. At high temperature, chain initiation steps consist of thermal homolysis of
the hydrocarbon into smaller alkyls,
R− > R1 ∗+R2∗
but also of the attack of the hydrocarbon by H*, *O* and *OH radicals, that have been generated by the chain-
branching steps of the oxyhydrogen reaction system (Battin-Leclerc et al., 2000; Warnatz, 2000),
R+H ∗ − > R ∗+H2
Those alkyls then decompose very quickly into alkenes and smaller alkyl radicals, through β-scission for instance.
Actually, the reactions leading to C1-C2 fragmentation are commonly considered too fast to be rate limiting, and
eventually, only insights on the chemistry of radicals such as the hydrogen H*, methyl CH3* and ethyl C2H5*
radicals is required (see Fig. 2.1). The remaining radicals actively participate in chain propagation and chain
branching steps, as they can react with oxygen and amongst themselves in a series of chain branching reactions.
At the core of chain branching, remains the reaction:
H ∗+O2− > ∗OH +O∗















+HO2, H, O, OH -H2O2, H2, OH, H2O
Figure 2.1: High temperature alkyl radical decomposition, from (Warnatz, 2000).
In the intermediate temperature range previously discussed (higher NTC region, typically 850K < T <
1000K) the following termination and metathesis reactions are privileged,
2HO2 ∗ − > H2O2 +O2
HO2 ∗+RH− > H2O2 +R∗
eventually leading to the homolysis of the H2O2 molecule, so called degenerate chain branching,
H2O2− > 2HO∗
which will increase the production of the highly reactive *OH radical, and eventually lead to an exponential
acceleration of the reaction rates. This behavior is known to lead to auto-ignition.
2.2.3 Low temperature oxidation chemistry and NTC region
At low temperature, numerous secondary pathways involving interaction with radicals develop, as there is not
enough energy to split the bonds and break molecules into smaller alkyls. As a first consequence, the chain
initiation steps consist almost exclusively in the attack of the hydrocarbon by small radicals and oxygen. The
oxygen addition on the produced alkyl radicals constitute the privileged pathway, leading to the formation of
peroxyalkyl radicals that, in turn, isomerize or directly disproportionate,
R ∗+O2− > ROO∗
ROO ∗ − > ∗QOOH
ROO ∗+HO2 ∗ − > ROOH +O2
This last step is prone to lead to further degenerate branching of the carboxylic acid and to the active production
of reactive chain carriers. The isomer products are subject to new oxygen additions, leading to the formation
of di-hydroperoxyalkyls, or can decompose to cyclic ethers and oxygenated compounds that will also lead to the
production of reactive chain carriers.
∗QOOH +O2− > ∗OOQOOH
∗QOOH− > products+X∗
Overall, the low temperature oxidation paths are inextricable and very fuel dependent, which makes them difficult
to predict. As a consequence, the reduction of kinetic schemes at low temperature is less efficient than at higher
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temperature, because a lot of species have to be kept in order to account for those diverse pathways. This
is readily seen on Fig. 2.2 that summarizes the discussed pathways for alkane oxidation. The reversibility of
the oxygen addition ((1) in the aforementioned Figure) when the temperature increases to the benefit of the
oxidation path ((2) in the aforementioned Figure) leads to an overall reduction of the reaction rate, that induces
the appearance of the NTC regime mentioned previously. Indeed, in this range (lower NTC region, typically
650K < T < 800K), the generation of H2O2 is in fact chain terminating because the activation energy of the
degenerate chain branching remains too high. Accounting for this range is of importance, for example, when
studying spark-ignition engines, when cool flames responsible for engine knock are susceptible to occur.
Figure 2.2: Simplified scheme for the oxidation of alkanes, from (Battin-Leclerc et al., 2000). (1) low temperature pathways
and (2) high temperature pathways.
2.2.4 Pollutant formation
A concise review of the mechanisms of formation of the pollutants of interest in this work are given hereafter,
namely, CO, NOx and soot, with emphasis on the reaction steps and pathways through which they proceed.
These pathways complement the ones discussed in the two previous Sections.
2.2.4.a NOx
NO and NO2 are nitrogen oxides, collectively called NOx. NO is the predominant nitrogen oxide emitted by
combustion devices. For reasons discussed in the introduction, it is harmful to human health, and therefore it
is of interest to accurately understand its generation process. NOx chemistry is rather complex, as it involves
the carbonated phase, and spans large range of timescales. It is usually thought of as a post-flame phenomenon,
but NOx formation actually occurs in the reactive zones as well. Still, different formation mechanisms have be
identified, also labelled formation routes. The three major ones, relevant under gas-turbine conditions are the
Thermal route, the Prompt route and the N2O route (Correa, 1993; Miller & Bowman, 1989).
• Thermal NO is also known as the Zeldovich NO, because it is described by the extended Zeldovich mecha-
nism (Zeldovich, 1946):
O +N2 = NO +N
N +O2 = NO +O
N +OH = NO +H
As the first reaction has a very high activation energy, due to the triple bond in the N2 molecule, this
route is only significant at high temperature, typically above 1800 K, so that thermal formation of NO
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occurs mostly in the burnt gases. Furthermore, the first reaction is also very slow, and reaching equilibrium
requires very long residence times, so that in typical combustion devices, exhaust concentrations of NO
remain well below equilibrium values. Finally, predictions from this mechanism are very sensitive to the
concentrations of radicals O and OH and coupling with the combustion process is necessary (Miller &
Bowman, 1989).
• Another mechanism, important especially under fuel-rich conditions, is the Prompt NO mechanism, sug-
gested by Fenimore (1971, 1976). The prompt refers to a fast process occurring in the flame’s core from
the interaction of N2 with radicals generated by fuel oxidation. CH* is sought to play a central role in this
mechanism, through the radical attack:
N2 + CH = HCN +N
and subsequently, rapid oxidization of HCN into NO, through species like NCO. However, the direct for-
mation of HCN has been regarded as unphysical in recent publication (Miller et al., 2005) and the reaction
:
N2 + CH = NCN + C
is now preferred (Moskaleva & Lin, 2000). Contribution from this route in the post-flame is generally
negligible, because hydrocarbon radicals are usually unavailable.
• N2O is mainly formed by the addition of N2 and O (and collision with a third body), under relatively low
temperature. N2O then reacts with radicals to form NO. It can be a substantial route under fuel-lean, high
pressure conditions, when CH radicals are no longer produced, and is therefore a route to preserve when
studying aero-engine combustors.
Fuel-nitrogen can also be an important source of NO, when considering realistic fuels. It stems from the nitrogen
chemically bound in the fuel. However, the fuel representation should account for the N atom in its composition.
2.2.4.b CO
CO is an important intermediate in the way of converting the fuel to products, as it is the sole precursor of
CO2. It usually peaks in the flame zone, and the most important pathways leading to its formation involve
the formaldehyde species (CH2O) and the formyl radical (HCO). CO subsequently oxidize into CO2 in a chain
of very slow reactions, involving radicals such as OH and O, which are incidentally involved in other faster
competitive reactions. Under lean conditions, or around stoichiometry, as it should theoretically be the case in
new technologies, equilibrium values are usually low and high CO levels in gas-turbine exhausts stems from short
residence times and other unsteady phenomena (extinction, wall interactions, mixtures inhomogeneities due to
spray combustion, etc.) perturbing the radical pool.
2.2.4.c Soot
Phenomenology Soot are fractal-like aggregates of very small spherical primary particles. Those primary
particles, when looked under the microscope, are found to be made of crystallite, which are stacked carbona-
ceous layers (see Fig. 2.3(a)). Soot also contains a non-negligeable amount of hydrogen: the soot atomic C/H
ratio ranges from 8 to 12. Of course, the exact composition and extent of soot aggregates depend on the local
conditions, flame type and fuel characteristics.
The bulk of soot mass is commonly regarded as being in the form of polynuclear aromatic hydrocarbon
(PAH), which are condensed aromatic ring structures (Bockhorn, 1994). PAHs are usually formed under rich
conditions (with intermediate temperature) from unburned hydrocarbon intermediates. The formation of the
initial aromatic rings is not well understood, but is thought to include precursors like C3H3, C4H5 or C5H5 in
a series of steps that are still the subject of discussions (Frenklach, 2002; Glassman & Yetter, 1987). They can
also be a product of fuel pyrolysis. PAHs then grow and coalesce, until they form a nuclei of a few nanometers
in diameter: this is known as the soot inception phase. This phase, which is also still not clearly understood due
to its apparent versatility (Calcote, 1981), is however commonly regarded as being dominated by the kinetics of
the acetylene species (C2H2), e. g., through the so-called HACA mechanism (H-abstraction-C2H2-addition) of
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Frenklach & Wang (1991a), illustrated in Fig. 2.3c. Subsequently, mass growth of the particles occur, through
surface reactions with the gas-phase (also thought to be dominated by C2H2), until they reach a size of about 30
nm, beyond which particles aggregate (or coalesce) into fractal like structures, as reported on Fig. 2.3(b).









































Figure 2.3: a) Visual of soot aggregates, from (Warnatz et al., 1995), b) elementary processes of soot formation, adapted
from (Bockhorn, 1994) and c) the HACA principle.
The routes leading to the formation of soot precursors should theoretically already be included in the pathways
of fuel oxidation discussed in Section 2.2.2 and 2.2.3. However, the subsequent formation and growth of PAHs
until soot inception requires to add many specific pathways not necessarily considered. Finally, the process
following soot inception can no longer be considered as a gas-phase chemistry, and requires special treatment.
Solid phase modeling Following Kennedy (1997), soot models can be categorized into three main classes:
empirical, semi-empirical and detailed. Empirical models basically reduce to correlations obtained from exper-
iments. Semi-empirical models include part of the physics of the problem, by considering a simplified reaction
scheme of a few key steps (Leung et al., 1991; Moss et al., 1995). In that sense, it is the equivalent of the global
mechanisms for gas phase chemistry discussed earlier. One such model widely employed in gas turbine applica-
tions is the two-step semi-empirical model proposed by Leung et al. (1991). This model, which will be further
detailed in Section 7.4, consists of two rate equations: one for the soot mass fraction Ys, and the other for the soot
number density ns measuring the ratio of soot particles number to the total volume. In its original formulation,
the model assumes that acetylene is the sole soot precursor, and only retains O2 in the oxidation processes. By
modifying the model constants related to the reaction rates, this simple model has been applied under a wide
range of operating conditions, in various configurations (Bolla et al., 2013; Lecocq et al., 2013).
The use of detailed soot models in LES is more recent, and limited to academic configurations due to the
additional complexity introduced by the various pathways to consider, associated with an increase in computa-
tional requirements. The treatment of surface reactions (or heterogeneous chemistry) and particles interactions
in particular, through which soot aggregates grow, is a very complex phenomenon requiring sufficient knowledge
of the size, shape and surface ”active” sites of the particles (Blanquart & Pitsch, 2009). Usually, LES computa-
tions employing a detailed soot model rely on the relatively complex method of moments, or the computationally
expensive sectional (or bins) method. Information about these detailed soot models, as well as a plethora of
references can be found on the recent comparative study of Roy & Haworth (2016).
2.3 Reaction rates
2.3.1 Rate laws and elementary reaction rates
For a given reaction between reactants Ai, i ∈ R written in the general form:∑
i∈R
ν′iAi− > P (2.1)
where P stands for the set of products and ν′i for the stoichiometric coefficient of species Ai; the rate law describes
how fast the transformation proceeds and specifies the dependency of the reaction rate upon the temperature,
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pressure and concentration of the chemical species involved. As said in Introduction, it usually takes the general








The sum of the exponents is the order of the reaction, generally 1, 2 or 3. For a ”physical” reaction, the behavior of







where T is the temperature, R is the universal gas constant, A is the pre-exponential factor or frequency factor
(units dependent upon the type of reaction), n is the temperature exponent and Ea is the activation energy
(kJ/mol). Indeed, not all molecular collisions result in a reaction, and a minimum kinetic energy level is required
(see Fig. 2.4). This is taken into account through the factor exp(−Ea/RT ), giving the fraction of all collisions that
have sufficient energy (greater than Ea). A and Ea can be determined from experiment or statistical mechanics
calculations.
Ea
Figure 2.4: Energy profile of an exothermic reaction. −△H stands for the energy gap between the reactants and the
products states. From (Glassman & Yetter, 1987)
Most reactions are not one-way, and the reverse reaction occurs as well, albeit with a different reaction rate.
Forward and backward reaction rates are denoted by kf and kb, respectively. To comply with the thermochemical


















where Ns denotes the total number of species, and νtot,k is the total stoichiometric coefficient of species k in the
reaction. ∆H0r and ∆S
0
r stand for the reaction enthalpy and entropy variations (see Section 2.3.3), and p0 is the
standard atmospheric pressure (1 bar).
2.3.2 Pressure dependency
The reaction rate coefficient k is susceptible to carry a pressure dependency, for two kinds of reactions: unimolec-
ular/recombination fall-off reactions and chemically activated bimolecular reactions (see Section. 2.1). Generally
speaking, the rate for unimolecular/recombination fall-off reactions increases with increasing pressure, while the
rate for chemically activated bimolecular reactions decreases with increasing pressure. Methyl recombination
provides such an example of a unimolecular/recombination fall-off reaction:
C2H6− > 2CH3
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In the high-pressure limit, this is the appropriate description of the reaction, but in the low-pressure limit, a
third-body collision is required (see Section. 2.1) to appear explicitly in the expression of the reaction, due to the
fact that the concentration of collision partnersM becomes very low:
C2H6 +M− > 2CH3 +M
This means that, at very high pressures, the reaction follows a first order rate law kinf [A], whereas at low pres-
sures, the reaction follows a second order first law k0[A][M ]. When such a reaction is at either limit, the Arrhenius
expression of the reaction rate is applicable. However, when the pressure and temperature are such that the re-
action is in between the limits, the rate expressions are more complicated. The simplest way of formulating this







where the pressure dependent factor Pr is expressed as k0[M ]/kinf . The concentration [M ] is almost always
expressed as that of a mixture, stating that the collisional partner could be any species. More accurate models
for unimolecular processes lead to more complex forms of the dependence upon the reduced pressure Pr. These
can be accounted for by multiplying the Lindemann expression (eq. 2.5) by a broadening factor F . This is the
case in the Troe formulation (Gilbert et al., 1983), as well as in the SRI formulation (Stewart et al., 1989). An
example of such varying coefficient rate is plotted against the pressure in Fig.2.5. The shape of the curve is better
understood, in view of what was just discussed, by stating that the dependence upon the pressure follows the
same trend than that upon the concentration of the third bodyM .
Figure 2.5: A schematic fall-off plot for a unimolecular rate constant as function of pressure.
Chemically activated reactions also see their reaction rate coefficient expressed as a function of the reduced
pressure. For such a derivation, see e.g. Carr (2007)
2.3.3 Thermochemistry
The energy difference between the reactant’s state and the product’s state of any reaction, as depicted in Fig. 2.4,
is referred to as the reaction enthalpy ∆H0r (T ) (kJ/mol). It strongly depends upon the temperature T of the
system. This energy stems from the re-arranging of the chemical bonds, and it is closely related to the formation
enthalpy of the species involved.
The textbook definition of the formation enthalpy for a specific species k, ∆h0f,k(T ) (kJ/mol) at a specific
temperature T is: The heat released from producing 1 mole of a substance from its constituting elements, at that
same temperature T. Note that with this definition, the enthalpy of formation of any element at the reference
temperature is zero. The chosen reference temperature is usually taken to be T = 298 K, although this is not
always the case. However, recognizing that enthalpy is a state function independent of the formation path as long
as the final state remains the same, the enthalpies of formation of a species k at different temperatures T and T ′
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are linked through:
∆h0f,k(T





′)− hl(T )] (2.6)
where [hk(T
′) − hk(T )] =
∫ T ′
T
cp,kdT is the k-th species (or l-th element) sensible enthalpy, and al are the
coefficients of an elementary reaction expressed as in Eq. 2.1, forming the species k from its constituting elements
l ∈ Ne. The first two terms on the RHS together define the k-th species total enthalpy htot,k, so that another








(since for any element l,∆h0f,l(T ) = 0). Formation enthalpies are usually obtained experimentally and tabulated,
T’      CH4 + 2O2 (+ N2) 
T      CH4 + 2O2 (+ N2) 
T      C(s) + 2H2 + 2O2(+ N2) 
T’      CO2 + 2H2O (+ N2) 
Σi,R (hT,i -hT’,i)
T      CO2 + 2H2O (+ N2) 
∆Hr (T’)
Σi,P (hT’,i-hT,i)
-Σi,R ∆hf,i (T) Σi,P ∆hf,i (T)
∆Hr (T’) = - (Σi,R (hT’,i-hT,i) + Σi,R ∆hf (T))#
                        + Σi,P ∆hf (T) + Σi,P (hT’,i-hT,i)#
∆Hr (T’) = Σi,P htot,i(T’) -  Σi,R htot,i(T’)#
—#
∆Hr (T’) = Σi,P ∆hf,i (T’) -  Σi,R ∆hf,i (T’) 
Figure 2.6: Heat released by the combustion of methane with air, divided in a series of steps with known enthalpy release.
while sensible enthalpies are provided as polynomials (NASA formulation).
With these definitions, the theoretical heat released by a reaction r at any specified temperature T’ can
be obtained by a succession of steps with known enthalpy release (see Fig. 2.6, providing that the formation











where ν′k, resp. ν
′′
k , denotes the stoichiometric coefficients of the reactants, resp. products, in the reaction r. This
expression is equivalent to the more conventional form, for any temperature T:











Reactions will release heat if ∆H0r (T ) < 0 (exothermic reactions, Fig. 2.4), or consume heat if ∆H
0
r (T ) > 0
(endothermic reactions). When applied to a global reaction for a specific fuel, as illustrated in Fig. 2.6 for the
case of methane with air, and when taken at the conventional temperature T = 298 K, this concept allows to
determine the theoretical calorific value of the fuel. However, as previously discussed, the combustion of any fuel
proceeds through many steps, and this idealized vision relying upon a global reaction scheme is not realistic. This
will be the subject of the next Section.
2.3.4 The reaction scheme in combustion systems
As stressed before, chemistry in combustion systems actually proceeds through multiple reaction steps. This is
traditionally modeled by a reaction scheme involving Ns chemical species in a series ofMr reversible elementary
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ν′′kj [Xk], for j ∈ [1,Mr] (2.10)
where [Xk] stands for species k molar concentration. With this model, the rate of a reaction j can be measured










Of course, all the reaction rates have to be considered in describing the temporal evolution of the concentration
of the species involved. In homogeneous mixtures, the modeling reduces to the following initial value problem
(for example, in Vadja et al. (1985)):
dc(c,k)
dt
= ω˙(c,k), c(t0) = c0 (2.12)
where for convenience, c now denotes the molar concentration vector of dimension Ns, and c0 is the initial
value. k is the vector of reaction rate coefficients of dimension Mr and ω˙ is the molar production rate vector






where the total stoichiometric coefficient of species k in reaction j, νtot,kj = ν
′′
kj − ν′kj , is employed.
The heat released ω˙T (kJ/m
3/s) by such a system of reactions is finally expressed with the help of the standard
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3.1 Introduction
In the previous Chapter, we have discussed the different pathways through which hydrocarbons oxidize. We have
seen that they are much dependent upon the initial conditions (temperature, pressure, etc.), and that they can
involve many species and reactions, especially when trying to predict pollutant formation. With that in mind,
the limitations of empirical (global or semi-global) mechanisms and tabulation techniques employed so far in the
literature to reduce the overall computational cost of CFD simulations are better understood.
This Chapter starts by a brief presentation of empirical mechanisms and techniques based upon reduced
manifolds to which belongs tabulation. Then, a definition is given for the physically-oriented Analytically Re-
duced Chemistry (ARC) recently proposed as an alternative chemistry model in the literature. Finally, the main
techniques, as well as their theoretical grounds, employed to derive ARC are listed.
3.2 Empirical reduction techniques: global or semi-global reaction
mechanisms
So-called global mechanisms for hydrocarbon oxidation, consider that only a few representative species interact
through one to four purely descriptive reactions. The idea behind this methodology is to fraction the global





















where α, β, γ are real numbers that depend upon the stoichiometry, into intermediate steps. Two-steps mecha-
nisms usually employCO as an intermediate (see, e. g. Franzelli et al. (2010)) to include theCO/CO2 equilibrium
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in order to yield correct prediction of the adiabatic fame temperature, while four-steps mechanisms add the H2
species (see, e. g. Jones & Lindstedt (1988)). The reaction constants are usually expressed in an Arrhenius form
(see Section 2.3.1), where the various parameters are adapted by comparisons with experimental data, inside
a specified operating range. With this methodology, good predictions of global flame features (flame temper-
ature or laminar flame speed) are obtained, but the physics of the problem (i.e., the true chemical pathways)
is completely lost. Furthermore, as already stressed, pollutant information is either unavailable (soot, NOx) or
inaccurate (CO).
Also, because these reaction schemes give a correct global flame behavior, they are computationally cheap and
very easy to implement. As such, they have been widely employed in LES (refs were provided in Introduction,
Section 1.3). Methodologies for their systematic development exist, see Franzelli (2011) for example.
3.3 Mathematical reduction techniques based on manifolds gener-
ation
Since the problem of chemical kinetics stems from its high dimensionality, logic dictates to try and find a way
to reduce the number of controlling parameters. This is usually done by analyzing the system’s evolution in the
phase space, which is the space spanned by the species, the temperature, etc. Methods belonging to this category
usually rely on some sort of timescale separation, i. e., they postulate the existence of a manifold (a subspace)
spanned by slow processes, on which all kinetic trajectories eventually relax. Amongst these methods, two are
worth mentioning, namely, the Rate-Controlled Constrained Equilibrium (RCCE) method which reduces to a
manifold of constrained equilibrium compositions and has received much attention in the past decade; and the
Intrinsic Low Dimensional Manifold (ILDM) technique interested with the subspace spanned by a few controlling
species, and whose natural extension led to modern tabulation methods.
3.3.1 Rate-Controlled Constrained Equilibrium (RCCE)
RCCE was proposed by Keck & Gillespie (1971). The method is based directly on the Second Law of thermody-
namics: it is assumed that a reacting system relaxes to complete equilibrium through a sequence of constrained-
equilibrium states, at a rate imposed by a certain class of slow reactions. Basically, the evolution of the kinetic
system relies on successive equilibrium calculations, via minimization of the free energy (Gibbs or Helmholtz),
with time evolving constraints (typically, the concentrations of combinations of leading species). As a result, the
total number of ODE required to describe the system’s evolution is reduced to the total number of constraints,
and contrary to the Quasi Steady State approximation (QSS, see Section 3.4.2.a), the solution depends only upon
the rate constants of those rate-controlling reactions. An interesting feature of this method is that it eliminates
the need for estimating the rates of unknown reactions of peripheral importance; instead, one starts with a small
number of constraints to which it is possible to add more if necessary. The methods, in its original form, gives
overall good results, but does not provide significant enough calculation time savings to be considered really effi-
cient (Keck et al., 1988), even with the use of an improved algorithm (Hamiroune et al., 1998). Furthermore, the
constraints vary with the system under investigation, and there is no systematic method to select them a-priori.
In recent years however, the RCCE method has been reformulated into a differential algebraic problem, and
applied to chemistry related problems where transport is involved, namely one-dimensional counterflow CH4/Air
flames, by Jones & Rigopoulos (2005). Very good results where obtained on that configuration, although it was
stressed again that this method is not of great interest unless a systematic procedure to derive constraints is
developed. Such a procedure has recently been proposed by Rigopoulos & Lovas (2009), where a method based
on the Level Of Importance (LOI) is used to determine the relevant constraints (species with larger time scales
in this case) in a parameter range of interest. This method proved to be very efficient, and the calculations
with the obtained reduced chemistry provided CPU savings of one or two orders of magnitude on a propane/air
one-dimensional laminar flame simulation, when compared to simulations with the original detailed chemistry
(containing over 100 chemical species). The method has also been coupled on-the-fly to a LES/CMC approach
for turbulent reactive flow modeling of a turbulent non-premixed ethylene flame with relatively good success,
although further investigations of CPU savings are required (Lovas et al., 2011).
It is interesting to note that with this reformulation of the problem, the RCCE method could be assimilated
to a mechanism obtained by applying the QSS approximation (see, e.g. the LES/CMC computation of the Cabra
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Flame of Navarro-Martinez & Rigopoulos (2011)). However, it is presented separately for one main reason:
evaluation of the constraints (the leading species) rely, through the chemical mechanism, upon the concentra-
tion of the constrained species, which are not directly evaluated through kinetic relations but rather through
thermochemical considerations.
3.3.2 Intrinsic Low Dimensional Manifold (ILDM) and tabulation
The ILDMmethod of Maas & Pope (1992) aims at decoupling the fast from slow timescales, based on an eigenvec-
tor analysis of the governing equations in a homogeneous chemical reaction system (without transport). Consid-
ering that enthalpy, pressure and N species describe the state space, the goal is to identify an attractive reduced
manifold spanned by only a few controlling species, and to find a mapping for all other species. This is based
on the observation that in a closed system with no pressure or enthalpy variation, all kinetic trajectories in the








Figure 3.1: Projection into the OH/CO2 plane of sample trajectories in the state space for a CO/H2/Air system. The red
dot represent equilibrium. From (Maas & Pope, 1992)
The method is automatized, and can yield manifolds of any specified dimension. ILDM cannot be assimilated
to an ARC because no analytical expression for the reduced subspace can be obtained and quantities are retrieved
via tabulations instead.
ILDM is at the root of current flamelet tabulation techniques where, instead of considering trajectories
spanned by homogeneous systems, one-dimensional canonical configurations are investigated. Indeed, it was
found that the effects of transport and low temperature, not taken into account in ILDM, are non negligeable
and lead species trajectories in the phase space to stray from the purely kinetic manifold. Other manifold-based
reduction techniques have attempted to include low temperature chemistry and transport effects, as it is the case
of ICE-PIC Ren et al. (2006) or REDIM of Bykov & Maas (2007), but they will not be discussed further. In the
following, we focus on tabulation techniques employing a specific one-dimensional flamelet archetype, namely,
premixed flames.
Belonging to this category, are the concepts of flame-generated manifold (FGM) (Oijen et al., 2001) or Flame
Prolongation of ILDM (FPI) (Gicquel et al., 2000) , which are sensibly equivalent. Emphasis is put on the FPI
technique, since it will be employed in this PhD thesis. The idea is to describe combustion by a collection of
small unstrained laminar one-dimensional premixed flames. The flamelet solutions identify a series of specific
paths in the state space from fresh gas to burnt gas. Then, as in the ILDM technique, a couple of controlling
parameters are identified as coordinates to build a flamelet manifold and retrieve all other quantities of interest
(species, temperature, etc.). In classical FPI, two controlling parameters are used, and need to be transported in
the simulation:
• The mixture fraction Yz which is a passive scalar characterizing the degree of mixing between a stream of
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fuel and a stream of oxidizer. Its definition is based on the conservation of an element, or a combination of
Ne elements (Poinsot & Veynante, 2005; Bilger, 1989):
Yz =
β − βO












where βO and βF are evaluated, respectively, in the oxidizer and fuel inlets; γl and Wl are the weighting
factors and molecular weights associated to the l-th element, and al,k stands for the number of elements l
in one molecule of species k. Specifically, the weighting factors used in the Bilger definition employed in
this work are:
γC = 2/WC γH = 1/(2WH) γO = −1/WO γN = 0 (3.4)
















• The progress variable Yc which is a reactive scalar characterizing the progress of the reaction. It should
evolve monotonically throughout the flame, and allow a one to one correspondence with the quantities of
interest. It is usually defined as a combination of species, such as CO, CO2 and H2O for example:
Yc = YCO + YCO2 (3.6)
and normalized to yield values in between zero in fresh gases and one in burnt gases:
c =
Yc − Yc,f
Yc,b − Yc,f (3.7)
where subscripts f and b stands for values of Yc obtained in fresh and in burnt gases at equilibrium,















For a given pressure and temperature, the two dimensions Yz and Yc are discretized, and a 2D table is constructed
by computing unstrained laminar one-dimensional premixed flames with a detailed mechanism. To do so, chem-
istry solvers such as CHEMKIN (Kee et al., 2000) or CANTERA (Goodwin et al., 2014) may be used. Any
state corresponding to specific Yz and Yc can be retrieved by interpolation. Outside of the flammability limits,
equilibrium computations are often employed. It was shown that with this formulation, FPI eventually reduces
to ILDM under high temperature conditions (Gicquel et al., 2000), where chemistry dominates over transport.
It is of course possible to extend the method to include complex effects, by adding entry variables. For
example, the enthalpy is used to consider heat losses (Fiorina et al., 2003), or another progress variable can be
added to describe slow pollutant formation (Godel et al., 2009).
3.4 The concept of Analytically Reduced Chemistry (ARC)
Driven by the same necessity to reduce the high dimensionality of chemistry for implementation in CFD,
physically-oriented approaches have been developed. The fundamental aspect of reduced chemistries obtained by
these methods, to which we refer by Analytically Reduced Chemistry or ARC, is that expressions for all quanti-
ties of interest (species) are readily obtained and rely directly upon the detailed chemistry model. In particular,
the rate constants are not modified, contrarily to fitted schemes discussed in Section 3.2. As such, ARC can
be considered as reduced mechanisms, and the concepts of species and reactions continue to prevail. Typically,
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retaining 10 to 30 species is nowadays affordable in CFD simulations with the current available computational
power. It is expected that, by keeping the core physics of the problem, the operating range naturally broadens
outside of specified targets, species evolutions should naturally yield realistic levels, and that the general behavior
of the kinetic system is more trustworthy and realistic.
Two different types of reduction can be applied to a detailed reaction scheme, to yield:
• A skeletal mechanism where a set of unnecessary species and reactions has been discarded,
• An analytical mechanism, either from a skeletal scheme, or from the original detailed one. Borrowing
from manifold reduction tools, a time-scale analysis is performed, and reactions are combined in order to
express the evolution of a few fast species through algebraic relations.
Both reductions have their respective set of tools and techniques. The most common procedure for skeletal
reduction is to first identify and eliminate redundant species (and associated reactions), before identifying and
eliminating redundant reactions (terminology from Tura´nyi (1990a)). Techniques pertaining to analytical reduc-
tion mostly deal with stiffness reduction.
ARC is not a new concept. They have been obtained in a brute way, through sensitivity and uncertainty
analysis using experience, chemical intuition and a try-and-error approach, long before the advent of modern
computers (Griffiths, 1995). In fact, the Quasi-Steady State approximation, enabling to perform the analytical
reduction, dates back to the early 20’s where it was referred to as the Bodenstein method (Tura´nyi & To´th,
1992). In particular, detailed mechanisms for the oxidation of hydrogen and methane have been widely inves-
tigated (Gutheil & Williams, 1991; Smooke & Giovangigli, 1991) during the second half of the last century;
noteworthy are the series of papers by Turanyi and co-workers on the subject, which can be found online 1. The
limitation in these studies to small hydrocarbons is due to several facts. First, the investigated mechanisms were
all that computational capacities were able to handle at that time. Furthermore, comprehensive understanding
of the underlying kinetic process of heavier hydrocarbons is rather recent. Finally, it has long been known that
the heaviest hydrocarbon mechanisms rest strongly on lighter hydrocarbon mechanisms, from which they derive
their main features.
Most of these primitive techniques, in their original formulation at least, were costly and not well suited to the
study of heavier hydrocarbon oxidation mechanisms. This fact, coupled with the growing need for comprehensive
chemical schemes outside of the pure chemistry community, has driven the emergence of efficient techniques with
solid mathematical grounds to help perform kinetic reductions in a systematic fashion. Those usually entail
some sort of investigations of the equations describing the evolution of the concentrations of the species in a
(often homogeneous) combustion system, which have been made possible by the continuously increasing available
computational power. Indeed, many techniques are well designed for numerical implementation in preexisting
chemistry or combustion simulation codes, usually as post processors, e.g. CARM (Chen, 1997), or more recently,
the G-scheme (Valorani & Paolucci., 2009). Such codes are able to both carry the model reduction and perform
the subsequent numerical integration of the derived set of differential equations, thus simplifying the crucial
validation step. Other codes are exclusively post processors, and need to be fed with formatted zero or one-
dimensional simulations results on which they apply the same kind of techniques. This is the case for KINALC 2
(Tura´nyi et al., 1997), S-STEP (Massias et al., 1999), or YARC (Pepiot, 2008), employed in this work. The trend
today is towards a systematic reduction of any detailed chemical scheme, with limited prior chemistry knowledge;
and flexibility to adapt to the simulation requirements.
An overview of the most common techniques associated to both types of reduction is provided hereafter, along
with examples of their use. The review is presented in a chronological order, starting with the oldest techniques.
3.4.1 From detailed schemes to skeletal schemes
3.4.1.a Sensitivity analysis
The sensitivity analysis method basically investigates the output of a system at time t2, when a parameter
variation has been introduced at an earlier time t1 (either controlled or not). The comparison between the
1http://garfield.chem.elte.hu/Turanyi/ttpub.html
2http://respecth.hu/
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system’s outputs, with and without parameter variations, help determine which parameters contribute most to
the solution variability and thus have to be known with the best possible accuracy to reproduce the correct
system behavior. In the context of chemical kinetics, the system is usually composed of the concentrations of a
set of species, but could be extended to include temperature, flame speed and other variables of interest. The
parameters may include the reaction rates coefficients, Arrhenius parameters or the physical conditions such as
pressure and temperature. Sensitivity analysis has been extensively used over the past decades to reduce detailed
mechanisms, and remains today very common practice. In practice, most kinetic reductions start by a sensitivity
study of the detailed mechanism.
Different methods for the estimation of the sensitivities exists, depending on whether the variability is inves-
tigated at a specified point of time and/or space, (local sensitivities); or over the entire domain of interest (global
sensitivities). However, global sensitivities have not been used with much success in the derivation of reduced
kinetic mechanisms, with the exception of the FAST method (McRae et al., 1982), and thus will not be discussed
in detail here. Another classification of sensitivity methods is based on whether the variability is investigated on a
single output parameter, for example, the concentration of a reactant; or on a collection of output parameters, for
example, the concentration of a subset of species simultaneously. A distinction is also often made with the type
of output. A comprehensive review on these techniques and their applications is provided by Tura´nyi (1990b),
Hamby (1994) or Griffiths (1995).
Local concentration sensitivities When performing concentration sensitivities, the objective is to investi-
gate the effect of modifying the reaction rates on selected species concentrations. In this way, the redundancy of







As it is more convenient to deal with dimensionless quantities, the sensitivity matrix is often normalized. The







The first order partial derivatives are referred to as first-order local concentration sensitivity coefficients(Tura´nyi,
1990b). Then, using a Taylor expansion and neglecting high order terms, the following estimation of the variation
of the concentration of the i-th species∆ci induced by a variation of the j-th reaction rate coefficient∆kj around







Several methods have been used to evaluate the coefficients of this sensitivity matrix. The most common one
is a brute force method described by Olsson & Andersson (1987), where the matrix coefficients are obtained by
successive simulations of the system, with and without perturbations. It is readily seen as being a highly non
efficient way to proceed. Furthermore, the value of the perturbation to apply has to be specified in each case.
More powerful methods exist, and make use of the differentiation of Eq. (2.12) with respect to the j-th reaction
























is the Jacobian matrix. The most accurate algorithm for the resolution of these
sensitivity differential equations is called the Decoupled Direct Method (DDM) (Valko & Vajda, 1984) and was
first applied in chemical kinetics by Dunker (1981). Other techniques exist, noteworthy is the Green’s function
(Dougherty & Rabitz, 1979) which has been employed in many studies, for example in the work of Edelson &
Allara (1980) to investigate the sensitivity of pyrolysis of propane and n-butane in the intermediate temperature
range.
As was stressed in Tura´nyi et al. (1989), the investigation of the concentration sensitivity matrix is rather
difficult and not completely adequate, due to a ”memory effect” in studying directly the effects upon species
concentrations. Rather, sensitivities of the (net) rate-of-productions, ω˙ in eq. 2.12, are examined.
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Local rate-of-production sensitivities This type of sensitivity analysis investigates the effect of varying
the rate coefficient of a reaction j upon the (net) rate-of-production of a species i, which can be modelled as a





















Fi,j is then the ratio of the rate of production -or consumption- of species i in reaction j to the net rate of its
concentration change. As such, scanning for a very large element in the rows of an important species readily
reveals rate limiting reaction steps (Tura´nyi et al., 1997). This type of analysis bears a resemblance with specific
analysis of reaction pathways and species fluxes, which will be described later.
Jacobian sensitivities So far, the focus has been on identifying a subset of important reactions. It is also
interesting, to investigate the system’s response to a variation in the concentrations of a subset of species. This










Where the summation runs over all NI species of interest. This type of analysis is referred to as overall sensitivity
analysis of the Jacobian. The BJ i coefficients, evaluated for different species i, allow to rank them, so as to have
an idea of the most important ones (the ones with the highest coefficient value). However, these coefficients only
reflect the direct effect of species i on all (or a set of) species of interest, and do not provide any information
about indirect links between species. For that reason, it is recommended to iterate the evaluation of BJ i, in a
process described e. g. in Tomlin et al. (1992) and Lepage (2000).
3.4.1.b Principal Component Analysis (PCA)
The Principal Component Analysis method is a pure mathematical tool, aiming at reducing the dimensionality of
a system by finding a reduced set of variables that retain most of the original information. In chemical kinetics,
PCA analysis is widely employed to investigate the various matrices of sensitivities presented in the previous
Section. It can be, for example, applied to the concentration sensitivity matrix to rule out redundant reactions
and acquire information about potential QSS, as was done in a formaldehyde oxidation mechanism by Vadja et al.
(1985). More often applied to the rate of production matrix, it offers an efficient way to select a minimum set of
important elementary reactions. Examples in the literature include the analysis of a low-temperature mechanism
for the pyrolysis of propane and n-butane by Tura´nyi (1990a), the study of a detailed mechanism for hydrogen
combustion by Tura´nyi et al. (1997) or the reduction of a mechanism for the oscillatory oxidation of hydrogen
Tomlin et al. (1992).
PCA relies on the definition of an objective response functionQ, whose formulation depends upon the quantity
monitored. To estimate, for instance, the response of the concentration of a subset of NI important species to a
perturbation of the vector of reaction rates k (of dimension Nr), the following expression -evaluated at different
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where α stands for the normalized reaction rates ln(k). Using a Taylor expansion around α0 and neglecting the
higher-order terms leads to an approximate response function (Vadja et al., 1985):
Q(α) = (∆α)T S˜T S˜(∆α) (3.18)
where S˜ stands for the q stacked S concentration sensitivity matrices. The PCA method consists in diagonalizing
the S˜T S˜ (Nr×Nr) matrix, in order to express it in a PΛPT form, where the columns of P are normed eigenvectors
associated with the eigenvalues of the diagonal matrix Λ. This introduces a new set of variables, or principal
components (by a change in coordinates) Ψ:
Ψ = PTα (3.19)
Eq. (3.18) then writes:
Q(α) = (∆Ψ)TΛ∆Ψ = Q˜(Ψ) (3.20)






where the λj are the eigenvalues of the system.
The general idea is that, once the principal axes (which are determined by the eigenvectors) have been iden-
tified, along with their associated eigenvalues, it is straightforward to identify the perturbations that will lead to
the largest solution modification, as they are associated to the largest eigenvalues. Thus, important reactions are
identified by the ”largest” eigenvector elements associated with ”significant” eigenvalues. By the same reasoning,
if a reaction parameter kj does not appear in any ”significant enough” eigenvalue group
3, then this reaction pa-
rameter can be said to have no, or little, effect on the solution and can be safely removed from the mechanism.
The selection of these significant eigenvalues and large eigenvector elements is an important step, and requires
dedicated thresholds.
As said previously, the same analysis can be performed on the rate-of-production sensitivities (F matrix), if
the objective function is defined as the overall variation in the net rate-of-production of chosen species. This
analysis yields more information, as the time dependence is implied.
3.4.1.c Uncertainty Analysis
A system can be sensitive to an input parameter in two different ways. First, the variability or uncertainty asso-
ciated with a sensitive input parameter can propagate through the model to ultimately have a large contribution
to the overall output variability. Second, the output of a system can be highly correlated with an input param-
eter, so that a small variation of its value results in a large output change. This latter phenomenon is the one
investigated by the sensitivity analysis presented before, but such analysis does not tell us anything about the
parameter importance, or role in the output variability. Indeed, a sensitive input parameter can be controlled
accurately, so that its contribution to the output variability will ultimately be insignificant. Parameters that
have key roles on output variability are referred to as important parameters.
Numerous different mathematical theories exist, which aim at quantifying the output variability in terms of
important input parameters. However, they all require for the modeler to have an idea a-priori of the input
parameter variability. For a detailed review of available techniques and applications, see Hamby (1994); Tura´nyi
(1990b, 2002); Zador et al. (2006). One frequently used method in the literature is the direct method, which
uses the semi-normalized sensitivity concentration matrix S† (the original S matrix is only normalized by kj) to












where V stands for the concentration variance of species i, which can be seen as a local evaluation of uncertainties
in model predictions. The method is only valid for small uncertainties. The individual terms in the sum, Vj(ci),
are contributions from each reaction to the total uncertainty of the concentration of species i.
3An eigenvalue group of reactions is composed of those reactions associated with the highest eigenvector elements -according to a user
defined threshold- of this eigenvalue.
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3.4.1.d Rate-of-production analysis and Path Flux analysis
Comparing rates of competing reactions is a mean to select the most important ones for the application under
consideration. It has been performed in a brute-way by Edelson & Allara (1980) to reduce a detailed mecha-
nism for alkane pyrolysis to 38 species and 98 reactions, or by Frenklach & Wang (1991b) who used a reference
reaction’s rate to assess the importance of all other in auto-ignition and premixed flame computations.
Figure 3.2: Example of a schematic diagram of an instantaneous C flux in a lean premixed methane/air flame (φ = 0.5, P
= 1 bar, Tini = 400 degC). From (Frouzakis & Boulouchos, 2000).
A more systematic way to identify key pathways in a mechanism is provided by the appreciation of the atomic
exchanges between species, at specified times during the combustion process (or specified positions, in laminar
flames for example). This knowledge provides frozen pictures, or flowcharts, leading to a better understanding
and quantification of the reaction network: such a flowchart is illustrated in Fig.3.2, where the thick array
identifes the most important pathway. Ultimately, it provides insights not only upon the privileged pathways
and associated reactions but, as can be seen on Fig. 3.2, also upon the set of necessary species. Atomic pathways
are usually considered since, if species concentrations evolve in the system during the reaction, the elements
concentrations remain constant and can thus be viewed as unbiased markers.
Formally, the flux of an element A from species i to species i′ through reaction j is expressed as (Revel et al.,





where NA,j is the total number of atoms A in reaction j and nA,i (resp. nA,i′) stands for the number of atoms A
in the species i (resp. i′). By adding the contribution of all reactions j, the instantaneous net flux (outgoing or
incoming) from species i to species i′: φ(A)neti−>i′ is obtained. The sum of all the positive net fluxes from a species








i−>i′ , 0) (3.24)
while the sum of all negative fluxes provides the instantaneous incoming flux of element A to species i, also









Integrating the incoming and outgoing atomic fluxes over the whole duration/domain, yields total incom-
ing/outgoing fluxes, Φ(A)+i and Φ(A)
+
i . This is illustrated in Fig. 3.3.
With these definitions, an accurate estimation of species interaction throughout the reaction process is given
by identifying the most significant fluxes for each important element (typically, C, H and O). To help with this
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Figure 3.3: Example of a schematic diagram of an integrated outgoing Carbon flux from species C2H4, to species CH3,
CH2, HCO and C2H3 (Lepage, 2000).
identification, the total fluxes are often normalized by the total outgoing fluxes of the provider species (the
fuel species). Normalized fluxes lower than a specified threshold can be used to discard associated species and
reactions to simplify the scheme (Lepage, 2000). It is also possible to substract the total outgoing fluxes from the
incoming one Φ(A)+i −Φ(A)−i , for every element and for one particular species i with small total fluxes, and if it
is close to zero, to assume it as a Quasi Steady State species.
These flowcharts have been used by Revel et al. (1994) to derive a global mechanism for methane combustion,
by Lepage (2000) and Luche (2003) for the derivation of a reduced kinetic mechanisms for the oxidation of
kerosene surrogates, and by Sun et al. (2010) for the derivation of n-heptane and n-decane reduced mechanisms,
in contrast with the DRG method. The downside is that a threshold has to be specified, that depends upon the
type of atomic flux considered as well as upon the application range.
3.4.1.e Directed Relation Graph (DRG) method
Given an initial set of important species, the Directed Relation Graph (DRG) method provides an efficient way of
identifying the species strongly coupled to them. DRG can be represented by a graph similar to the one displayed
in Fig. 3.4, where each node represents a species, and the thickness of the directed vertex from node A to node B
is proportional to the (instantaneous or global) contribution of species B in the production rate of A (”A depends
on B”). Consequently, starting from a node representing a species A, one can identify the weakest paths leading
to the less strongly coupled species and remove them safely. In that sense, the DRG also belongs to the category
of rate-of-production analysis. However, the analysis focuses on species fluxes rather than atomic fluxes.
Figure 3.4: Example of a DRG in a scheme with 6 species, from (Lu & Law, 2005).
Several expressions for the construction of the DRG can be found on the literature. Defined first by Lu & Law






where the summation runs over all reactions in the mechanism, and δjB is the Kroenecker symbol whose value is
unity if the reaction j involves species B and zero otherwise. To identify the species to keep in the mechanism, a
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threshold ǫ has to be specified so that any species B satisfying rAB < ǫ can be safely discarded. The technique
was applied to reduce at a skeletal level a detailed ethylene mechanism (Lu & Law, 2005), and later successfully
to n-heptane and iso-octane mechanisms with a fully automated procedure (Lu & Law, 2006a), before deriving a
complete ARC scheme for methane oxidation (Lu & Law, 2008a). It was suggested in a subsequent publication
(Lu et al., 2011) to adapt the values of ǫ to the species under investigation, in a process labelled DRG with
expert knowledge (DRGX); this was employed to investigate surrogate mixtures of biodiesel, starting from a
very comprehensive detailed mechanism for C8-C16 n-alkanes, with much success. It should be noted that in
all studies reported so far, the reduction was carried out with auto-ignition or extinction as targets, while the
accuracy of the reduced schemes on configurations involving transport were evaluated a-posteriori.
Eq. 3.26, however, does not allow to differentiate between species that contribute equally to both consumption
and production of the target species, and those that contribute exclusively to one or the other. To introduce this





where PA and CA stands for the production and consumption, respectively, of species A. This quantity is always
well defined, and bounded between 0 and 1. This formulation is more accurate than the previous one whenever
a species’ consumption and production rates are comparable. This is illustrated as follows: considering that a
species A is exclusively consumed by reactions involving another species B, then logic dictates that species B can
be safely removed only if CA << PA. As soon as production and consumptions are of the same order, removing
B from the mechanism leads to the building up of species A, and so, any evaluation of rAB should be of the order
of unity. This is the case when employing Eq. 3.27, but not if the formulation of Eq. 3.26 is chosen (see Fig. 3.5).
Figure 3.5: Illustration of the behavior of two DRG coefficients: solid line is Eq. 3.27 while the dashed line is Eq. 3.26. Lines
with dots represent the source term of a species A, being consumed exclusively through reactions containing a species B,
normalized by its production rate PA. From Pepiot-Desjardins & Pitsch (2008).






where δjB,{S} is unity if the j-th reaction involves B or any species in subset {S}, and 0 otherwise.
Now, there may exist important indirect paths between species, that is, a series of reactions starting from
a species A might indirectly lead to the production of species B. To evaluate these links, a path dependent




where S1 = A and Sn = B and Si are on the way. With that definition, a path p from A to B is characterized by
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Intuitively, the longer is the path p, the smaller rAB,p should be, which is not reflected in Eq. 3.29. This was









To obtain a global picture of species interactions, the global coefficients R∗AB should be obtained for several
sampling points. Importance should be accorded to the state in which the important target species are at any
sampling point t chosen for the reduction procedure: if an important target species ST is no longer active, its
importance, when looking for strongly related species, should decrease in consequence. Such a scaling factor
αST ,t was proposed by Pepiot-Desjardins & Pitsch (2008), based on atomic flux considerations. Eventually, the










Such a method allows to rank species according to their importance with respect to a set of target species, in
order to safely remove unimportant ones. The same procedure can be applied to remove unimportant reactions,
by ranking them according to a parameter defined similarly to Eq. 3.27 (Pepiot, 2008).
This method, along with its improvements, has been automatized and implemented in an efficient tool for the
reduction of detailed mechanism, YARC, by Pepiot (2008). This tool was employed by its author to successfully
derive reduced mechanisms for the combustion of n-heptane (Pepiot & Pitsch, 2008) and iso-octane (Pepiot-
Desjardins & Pitsch, 2008). It was also used in the Phd Thesis of Jaravel (2016), to derive ARC for methane and
n-dodecane oxidation with NOx prediction capabilities (Schulz et al., 2017; Jaravel et al., 2016). It is the tool
employed in this work.
3.4.1.f Chemical Lumping
Another interesting way of expressing the system with a reduced number of variables is provided by combining,
or ”lumping” a subset of Nl species into a pseudo-species, yˆ. Eventually, the kinetics of a reaction system that








Where the lumped species are expressed in terms of the original species by a lumping transformation h:
yˆ = h(y) (3.36)
The problem at hand is threefold :
• Determine which species to lump;
• Determine how the individual species contribute to the concentration of the lumped species they are a part
of, so, defining the lumping transformation h;
• Estimate kinetic parameters for the lumped species.
The problem can be tackled in different ways, depending on whether :
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• The original system of differential equation f describing the kinetic system is linear or nonlinear (first order
system);
• Nonlinear lumping is authorized, in which case the lumping transformation h cannot be described by a
matrix;
• Some level of error is accepted in the transformation.
Mathematically based approaches, originated by Wei & Kuo (1969) and further developed by Genyuan &
Rabitz (1989); Genyuan et al. (1994), in which exact linear or nonlinear lumping techniques have been examined
in detail all present the disadvantage to be too formal and present stringent mathematical restrictions that
render their application difficult in practice. Furthermore, no automatized rigorous procedure exists to find an
optimum lumping transformation in the case of nonlinear lumping techniques. Fortunately, in practice, some
degree of error is acceptable in the lumped model, leading to more realistic and affordable approximate lumping
techniques.
Other classes of approaches are chemically-based, and rely upon the specificities of the system to lump. Usu-
ally, those techniques restrict themselves to approximate linear lumping which are much easier to implement and
automatize in a computer program. The choice of the species to lump is based on similar molecular composi-
tion or reactive properties. Huang et al. (2005) developed an easy-to-implement criterion based upon species’
formation rates to select the species to lump, the distribution of which inside the lump can be evaluated directly
from the individual production rates of the species. This technique was applied successfully as part of a multi-
reduction strategy to derive a reduced model for the oxidation of fuel-rich methane mixtures in a closed vessel
under isothermal conditions. However, the criterion relies upon instantaneous formation rates and thus, species
with very different chemical properties can end up in the same lump. Furthermore, the relative contribution
of each species inside a group is computed explicitly at run time, which is not very efficient. More common
chemically-based lumping techniques rely upon isomer species (i. e. species with similar composition and struc-
ture). The distribution of the isomers within each lump species is generally fixed, and can be determined based
on different considerations. Zeppieri et al. (2000), for example, assume a partial equilibrium distribution be-
tween isomers of equal carbon number. Lu & Law (2008b), used a constant averaged relative distribution of the
isomers over a wide range of conditions to derive a reduced mechanism for n-heptane oxidation while Pepiot-
Desjardins & Pitsch (2008) determined that distribution based upon statistical information obtained from the
detailed scheme. This latter procedure was integrated in a general multi-stage reduction strategy that led to the
successful derivation of reduced schemes for n-heptane and iso-octane oxidation; and was also implemented in a
the aforementioned reduction tool YARC (Pepiot, 2008).
3.4.2 From skeletal schemes to analytically reduced schemes
3.4.2.a The Quasi Steady State Approximation (QSSA)
The disparities in the represented timescales of detailed kinetic mechanisms are usually still present in skeletal
reduced mechanisms. They lead to many difficulties in numerical simulations. A common solution is to consider
that some species inside the mechanism, namely those with very short characteristic timescales, are in a quasi-
stationary state. Lu & Law (2006b) gave an accurate definition of a QSS species: ≪ A QSS species typically
features a fast destruction time scale, such that its small or moderate creation rate is quickly balanced by the self-
depleting destruction rate, causing it to remain in low concentration after a transient period. The net production
rate of the QSS species is therefore negligible compared with both the creation and the destruction rates, resulting




= ω˙i(c,k) ≈ 0 , for QSS species i (3.37)
With this approximation, the (net) rate-of-production expressions for QSS species lead to a set of algebraic
equations, involving a variable number of species concentrations and reaction rates. Solving an ODE is no longer
required to obtain the concentration of QSS species, thus lowering the order of the nonlinear system of differential
equations (Eq. 2.12). In addition, by construction, the fastest species (i. e. fastest reaction rates) are no more
explicitly transported, thus reducing the chemical mechanism’s stiffness. As an example, let us consider the chain
of reactions between species A, B and C:
A
k1→ B k2→ C (3.38)
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Assuming initial conditions where A is the only species present [A]t=0 = [A0] gives an analytical solution for the








k1 − k2 exp(−k2t) +
k2
k1 − k2 exp(−k1t)
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[C] = [A0] (1 + exp(−k1t))
(an equivalent result is obtained by setting d[B]/dt = 0). The number of time dependent equations to solve has
been reduced from 3 to 2, and the concentration of species B is now obtained directly from the concentration of
other species A and C. In real systems, however, due to the numerous reaction rates composing a mechanism,
such algebraic equations are often non linear, and may prove to be very complex for only a few QSS species. In
such a case, truncation can be invoked to provide additional simplification. This basically consists in neglecting
the concentration of species always present in very small quantities. However, this often requires a non negligible
amount of user input. Alternatively, the nonlinear terms in the algebraic relations may simply be discarded. With
this approximation, the nonlinear equations are approximated by a set of linear equations, referred to as LQSSA
in Lu & Law (2006b), who designed a systematic method based on graph theory to obtain analytic solutions for
complex expressions of QSS species concentrations.
It can be interesting to estimate the error introduced on the concentration of certain relatively important
QSS species, when obtained via Eq. 3.37 instead of Eq. 2.12. This difference is referred to as the instantaneous
QSSA error by Tura´nyi et al. (1993) (QSSAS when evaluated for a single QSS species, QSSAG when evaluated
on a group of QSS species). The simplest procedure is to calculate both solutions with and without QSSA, but
this is obviously inefficient. An alternative method based on the Jacobian has been developed by Tura´nyi et al.
(1993) to estimate this error with great accuracy in a limited number of calculation steps. Naturally, as the error
further propagates along the solution trajectory of the chemical system, it causes an overall error on the non-QSS
species as well; but in practice, and if the QSS species are properly selected, this impact is insignificant. This
points out the importance of the QSS selection, as well as the need to employ various sampling points to perform
this selection. Indeed, from their definition, one can see that in many cases QSS species are radical species which
could be identified based on a ”try and error approach”. However, this is not always the case, and some sort of
automated procedure for their identification is necessary. A few popular techniques are reported hereafter.
3.4.2.b Time-scale analysis for the selection of QSS species
Computational Singular Perturbation (CSP) CSP is a technique proposed by Lam (1985) to extract
information from a stiff set of equations in the form of Eq. 2.12, by analyzing the characteristic timescales of the
system.
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The idea is to re-express the rate-of-production vectors from Eq. 2.12 in a new set of basis vectors of dimension







The fd vectors are called the amplitudes or modes of the chemical system, and reads:
fd = wd · ω˙ (3.40)
with wd being the set of inverse row basis vectors:
wd · vb = δdb , d, b ∈ [1, n] (3.41)
Each of the additive terms in Eq. 3.39 in this context is called a reaction mode. The basis vectors are defined
to differentiate species according to whether their evolution is explosive, fast, slow or dormant. This analysis is








M depends on the local Jacobian, as well as on the new basis vectors (see e.g. Lam & Goussis (1991, 1994),
for a more thorough description of the mathematics behind the CSP method). The idea is to find a set of
directions that will uncouple the different amplitudes associated to them; i.e try to have M as diagonal as
possible in Eq. 3.42. Eigenvalues reciprocals have time dimension and are subsequently referred to as timescales
(τ(d))d∈[1,n]. These timescales can be ranked from the smallest to the largest, thus providing a ranking of the
amplitudes and of the reaction modes as well.
Once the proper decomposition of ω˙ is found -and after refinement if necessary (Lam & Goussis, 1991, 1994)-
the next step is to choose a cutting timescale τ(nc) as being the smallest timescale considered, and then to find













where the Qd, d ∈ [1, nc] are the set of fast projection matrices (of dimension n× n):
Qd = vdw
d (3.45)
Furthermore, the i-th diagonal elements of the fast projection matrices (Qd)d∈[1,nc] form a set of fast subspace
radical pointers of the i-th species onto the d-th mode. According to Lam & Goussis (1994), whenever the sum
of the i-th fast subspace pointers
∑
0<d<nc
Qd(i) is greater than a specified threshold ǫ, then the i species is well
decomposed onto the fast subspace, and is thus a good QSS candidate.
Amongst the firsts to investigate a detailed mechanism with CSP are Goussis & Lam (1992), interested with
methanol oxidation. In this paper, the authors provide a good overview of the possibilities offered by the CSP
to shed light on the kinetic process. Algorithms based on CSP were later designed to systematically identify
QSS species and derive global mechanisms, e. g., the one developed by Massias et al. (1999) (S-STEP) which
was employed to derive a 7-step mechanism for methane/air oxidation, with laminar flames as a target. The
procedure employs truncation of the QSS algebraic relations. Another algorithm employing a global criterion
based on those local considerations was also designed and used by Lu et al. (2001) (ARC-CSP) to derive reduced
mechanisms for the high temperature of H2/Air and CH4/Air oxidation. The same authors have also employed
the CSP method recently as part of a multi-reduction strategy (Lu & Law, 2008a).
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Level of Importance (LOI) method Although the CSP method is very thorough, its implementation re-
duces to an eigenvalue problem, and generating them can require considerable CPU time. An alternative is to
perform a chemical lifetime analysis. The species involved in the chemical mechanism each have a specific life-
time which is defined as the time elapsed from its creation to its consumption. It is usually dependent upon other
species concentration and temperature, and can differ from several orders of magnitude between species. Those
with the shortest overall lifetimes could be potential QSS species.
A generalized interpretation of species lifetimes can be based on the diagonal elements of the Jacobian (at
least in homogeneous systems):
τi = |J−1ii | (3.46)
This quantity is very easy to extract during a simulation, or to post-processed as long as the chemical source
terms and species concentrations are available. Furthermore, this quantity can easily be rescaled according to
the combustion process under investigation, for example in non homogeneous systems such as flames (Lovas et al.,
2000). However, this quantity alone is not sufficient. Indeed, recall from the definition of a QSS species specifies
that it is present in very small quantities throughout the combustion process. As such, a second criterion based
on the concentration of potential QSS could be added, but all stable species would still be regarded as non-QSS.
Sensitivity investigations are therefore also needed, because if a species has a low impact on a desired target,
a larger error is acceptable in its concentration. A selection parameter based on all these considerations was
proposed by Lovas et al. (2000), named LOI, and was employed in the reduction of a methane/air mechanism
based on laminar premixed flames:
LOIi = SP,iciτi (3.47)
The SP,i denotes the sensitivity of a relevant parameter P (ignition timing, laminar flame speed) on species i.
This criterion is very easy to implement, and produces similar reductions when compared to those obtained with
the CSP analysis for QSS detection (Lovas et al., 2002).
A variant of this method has also been used by Pepiot-Desjardins & Pitsch (2008) with great success in deriv-
ing a reduced iso-octane mechanism for adiabatic auto-ignition at constant volume; and was also implemented in
the multi-stage reduction code YARC (Pepiot, 2008).
3.4.2.c The Partial Equilibrium Assumption (PEA)
Another common method to analytically reduce skeletal schemes consists in identifying the fastest reactions in a
kinetic scheme. The idea is to identify an attracting reaction manifold spanned by only a subset of reactions. In
this way, the number of independent rate equations is reduced to a minimum basis, enabling to replace redundant
expressions by algebraic expressions function of that of the basis. Eventually, the changes in the concentration
vector can be decomposed into an ”equilibrium” and a ”non-equilibrium” contribution, where the equilibrium
component has been simplified. This equilibrium component is often associated with fast timescales, thus also,
removing some of the stiffness from the problem (Rein, 1992).
Goussis (2012) analyzed and compared the assumptions and equations leading to both QSSA and PEA sys-
tems, and concluded that the first is a limiting case of the second. In that sense, QSSA is often preferred, since it
allows to reach a higher degree of reduction.
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4.1 Multi-stage reduction tools
4.1.1 Principle
The different reduction techniques outlined in Chapter 3 were classified according to the level of reduction they
allow to achieve. It is obvious that techniques belonging to different category complement each other, and
that one cannot hope to obtain the best possible ARC by employing only one of them. For example, trying to
determine QSS candidates directly on a full detailed scheme comprised of hundreds of species will most certainly
result in many non-linearities in the QSS expressions. The ”know-how” developed in the combustion community
over the past decades revealed that to perform an efficient reduction, it is best to proceed in steps, applying a
different tool at each reduction stage. For instance, it is best to investigate potential QSS approximation in an
already reduced skeletal mechanism. This led to the design of multi-step reduction tools, usually fully automated.
The required inputs consist of a detailed mechanism, a set of targets, and some sort of error tolerance. Targets, in
this context, stand for both the canonical problem employed for the reduction, and the quantities to reproduce
with the best accuracy. For example, if say, the ultimate goal is to investigate a sooting ethylene non premixed
jet, it may be desirable to generate an ARC for ethylene oxidation with a good prediction of C2H2, based on
one-dimensional counterflow configurations.
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Strategy I Strategy II : YARC Strategy III : KINALC
(Lu & Law, 2008a) (Pepiot, 2008) (Tura´nyi, 1990a)
STEP I DRG(X/ASA) DRGEP Jacobian investigations (remove species)
Chemical Lumping PCA (remove reactions)
STEP II QSS via CSP pointers QSS via LOI QSS via error estimation (Tura´nyi et al., 1993)
Examples (Lu & Law, 2008a,b) (Pepiot-Desjardins & Pitsch, 2008) (Tomlin et al., 1992)
and more online: (Lu, 2008) (Pepiot & Pitsch, 2008; Jaravel, 2016) and more online: (Tura´nyi, 1981)
Table 4.1: Literature review of multi-step reduction strategies
As already said, multi-step reduction strategies have been employed in the literature to derive ARC for various
purposes. Table 4.1 reports three such strategies, along with references which have all already been mentioned in
the previous Chapters. All follow the same structure: first, a skeletal reduction is performed, where unimportant
species are removed before considering redundant reactions, and finally, QSS approximations are performed,
resulting in ARC with a specified number of species and a set of expressions for the calculation of the source
terms involving the QSS species. In some cases, the species could be reorganized in a series of ”steps”, to identify
the main chemical processes (see e.g. Boivin (2011)).
4.1.2 The YARC tool
YARC is a multi-step automated reduction tool developed by Pepiot (2008) during her PhD thesis. The tool
consists of a series of libraries written in Pearl, implementing the DRGEP and chemical Lumping for skeletal
reduction, and the LOI for QSS selection, as depicted in Table 4.1. It is fully coupled with the chemistry solver
FlameMaster (Pitsch, 1988), which solves the targeted canonical test cases to be sampled. The reduction can
be performed on various test cases (see Section 4.2) which can be combined. A set of important parameters are
also provided by the user, such as specific species mass fractions, in order to steer the reduction towards the
desired application and to monitor their evolution throughout the reduction process. YARC generates several
reduced mechanisms with increasing error level, as well as output files containing information about each reduced
mechanism. The overall process is illustrated on Fig. 4.1. Examples of ARC generation for different fuels, target
YARC
- Detailed mechanism 
- Target canonical test case(s) 
and operating range 
- Targeted quantities
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- List of ARCs and error logs 
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reactions/QSS)
ARCs and routine for source 
terms:!







generates FM input ﬁles




Figure 4.1: Diagram of YARC
configurations and detailed mechanisms will be presented in Sections 4.3 & 4.4. A subset of these ARCs will be
further employed in real 3D configurations in Part III of this PhD thesis.
4.2 Canonical test cases 47
4.2 Canonical test cases
The canonical test cases employed to perform and assess the validity of the reduction of a detailed mechanism
include zero and one dimensional configurations. Belonging to the first category, are constant volume or constant
pressure autoignition simulations and extinctions in perfectly stirred reactors. Species evolutions in plug flow
reactors and shock tubes can also be considered. With these types of simulation, it is the time evolution of
homogeneous mixtures inside a vessel that is of interest. Belonging to the second category are steady unstretched
and stretched premixed laminar flames, as well as steady strained laminar diffusion flames. In this work, all ARC
derivations employed auto-ignition in constant volume reactors and laminar unstretched premixed flames as test
cases. However, a-posteriori validation was always performed on laminar strained premixed and diffusion test
cases as well.
4.2.1 Autoignition
A sketch of the evolution of quantities during the autoignition of a stoichiometric mixture of methane and air at
an initial temperature of 1000 K is provided in Fig. 4.2. Of interest here is the autoignition delay τig, which can
be defined as the time when a certain amount of radical is produced, for example the maximum of radical OH. It
can also be defined as the time when the maximum of temperature gradient occurs.







































Figure 4.2: Time evolution of the autoignition process of a mixture of methane and air at an initial temperature of 1000 K.
4.2.2 Laminar premixed flames
This canonical test case corresponds to a situation where the fuel and the oxidant are perfectly mixed prior to
combustion. The flame region can be decomposed in three layers, as illustrated on a 1D laminar premixed flame
in Fig. 4.3 (b):
• A preheat zone, which is chemically inert, and where the premixed mixture is progressively heated by
backward diffusive fluxes from the reaction zone.
• An inner reaction zone (in red in Fig. 4.3b) of thickness δ0l (to be defined) where the fuel is decomposed
into smaller compounds and where the bulk of heat release occurs. This region is also characterized by the
presence of many radicals involved in the chain of reaction discussed in Section 2.2.1.
• A post-flame zone where intermediate species are converted to products, characterized in particular by the
chemistry of CO and CO2. It is also the zone where NOx reactions occur.
To describe premixed flames, the same quantities as introduced in Section 3.3.2 are employed, namely, the
mixture fraction Yz and normalized progress variable c. Another quantity of interest is the equivalence ratio φ,
which is related to the mass balance of the stoichiometric global reaction (Eq. 2.1):
ν′FF + ν
′
OO− > Products (4.1)
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Figure 4.3: Spatial profiles of an unstretched one-dimensional premixed ethylene/air laminar flame: a) entire flame region











with WF and WO the fuel and oxidant molecular mass, respectively, and YF and YO the mass fraction of fuel
and oxidizer present in the fresh gases. The equivalence ratio is a global quantity, characterizing the deviation to
stoichiometry of a premixed mixture; With φ = 1 corresponding to stoichiometry.
Flame thickness Premixed flames have an intrinsic thickness. Amongst the different definitions provided in
the literature, two are of particular interest:
• the diffusion thickness δ = Dth/s0l , where s0l is the laminar flame speed (see next Section). This definition
is derived from scaling laws and easy to evaluate (Poinsot & Veynante, 2005), but too approximative in
practice




with subscripts b and f denoting burnt and fresh gases, respectively.
Flame speeds Premixed flames are also characterized by their propagation speed sl, which may be calculated
either from the velocity or kinetic properties. However, as the velocity changes through the flame (due to density
variations), using it to define sl entails choosing a particular evaluation location. It is convenient to use the
progress variable and define sl at a given value c
∗. In 3D, defining sl thus requires to monitor the evolution of the
c∗ iso-surface.
Along the c∗ iso-surface, the normalized local gradient of c defines the flame front normal direction:




It is pointing towards the fresh gases, as illustrated on Fig. 4.4. On this figure, several velocities are identified:
• The flame front (identified as the c∗ iso-surface) velocityw, expressed in a fixed reference frame. It expresses


















·w = 0 (4.6)










Figure 4.4: Propagating laminar premixed flame front, adapted from Poinsot & Veynante (2005).
• Sa = w ·n, the projection of the flame front velocity on the flame front normal, denoting the absolute speed
at which an iso-level of progress variable propagates relative to a fixed reference frame. Employing Eqs. 4.5











• The displacement speed Sd is the component of the flame front velocity actually due to flame propagation,
so, it is the flame front velocity minus the flow field contribution u:
Sd = w − u (4.8)
Since the flame can only propagate normal to itself, Sd can be re-expressed in the more convenient way:
Sd = w · n− u · n = Sa − u · n (4.9)






















where D/Dt is the total derivative. By making use of the species equation, Eq. 5.2, and the fact that c is
a combination of species, we get an explicit expression for Sd (Echekki & Chen, 1999), made of a diffusion
and a reaction contribution:
Sd =





whereDc is the diffusion coefficient of the progress variable. This formulation puts forward the fact that the
intrinsic flame speed stems from a balance between diffusion and reaction (Gran et al., 1996). The diffusion
contribution can be further split into a normal component and a tangential component. The tangential
component directly involves the curvature, ∇ · n, sketched in Fig. 4.4. :
Sd =
[











• Finally, the consumption speed Sc expressing the speed at which fuel is consumed across the flame front is
defined as:
Sc = − 1
ρf (Y
f
F − Y bF )
∫
ω˙Fdn (4.14)
This is the only global flame speed definition, very easy to compute in simulations.
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Note that in stationary 1D laminar premixed flames, Sa = 0, such that the following is verified for the laminar
flame speed s0l :
s0l = Sc = −u0 = −S∗d (4.15)
Strain, Curvature and Strech Premixed flame fronts in 3D simulations are stretched by the non-uniformities
of the flow. This leads to a variation of the flame surface area, quantified as the fractional rate of change of a







For a thin flame sheet, flame stretching stems from in-plane effects, and can thus be expressed as (Candel &
Poinsot, 1990):
κ = ∇ ·w − nn : ∇w (4.17)
where nn : ∇ = ninj∂/∂xj represents the gradient operator normal to the flame surface. Since w is the sum of a
flow and a flame component : w = u+ Sdn, Eq. 4.17 is more conveniently reexpressed as:
κ = ∇ · u− nn : ∇u+ Sd∇ · n (4.18)
where the contribution from the flow, the tangential strain rate, and the contribution from the flame topology
and motion, the curvature effect, are better distinguished.
Targeted quantities When targeting one-dimensional premixed laminar flames in the reduction process, the
quantities of interest are often: δ0l , the burnt gas state (T, mass fractions) and s
0
l . It is also interesting to monitor




This is the case, for instance, for pollutant species such as CO or NO for which such quantities provide a first
measure of the total amount of pollutants expected at the exhaust of a combustor.
The response to stretch is evaluated in terms of Sc and ω˙
tot
X , for selected species. However, it should be noted
that, in one-dimensional computations, the stretch reduces to a tangential strain only. In fact, there is no easy
way to assess a-priori the response of the chemical mechanism to curvature in 3D flows.
4.2.3 Laminar diffusion flames
Diffusion flames represent the case where the fuel and oxidizer are not mixed before combustion. The fuel
and oxidizer are fed through separate inlets, in a counterflow or coflow configuration. Mixing is driven by the
diffusion of the reactants towards the reaction zone, and a flame front is localized around the stoichiometric line.
Figure 4.5 (a) provides a sketch of a strained counterflow configuration. In that sense, laminar diffusion flames
are fundamentally different from laminar premixed flames in that they do not propagate nor have an intrinsic
well defined thickness: they live where the flow conditions allow. A global characterization of the degree of strain





where uF and uO are, respectively, the fuel and oxidizer inlet velocity, and L is the distance separating the
two inlets. The quantities Yz and c can be employed to describe the flame structure (see Section 3.3.2). In a
first approximation, where all species are assumed to have unity Lewis numbers, the pure mixing lines can be
described in the Yz space (see Figure 4.5 (b)):


















Figure 4.5: a) Sketch of a stretched counterflow flame configuration and b) mixing lines.
where Y 0F and Y
0
O are, respectively, the fuel and oxidizer initial mass fraction in their respective streams. With









In practice, this is a very good approximation even with a more elaborated transport description, since the Bilger
mixture fraction (used in this work) is not too sensitive to preferential diffusion. A sketch of the structure of a
counterflow diffusion flame is provided in Fig. 4.6, for a small global strain rate a = 150s−1. Three zones are easily
identified: a reaction zone (in red) framed by two diffusion layers. The reaction zone can be characterized as the
zone where the progress variable peaks. In that sense, a reaction zone thickness centered around stoichiometry,


















































Figure 4.6: Spatial profiles, along the central axis, of a strained diffusion ethylene/air laminar flame: a) entire flame region
and b) zoom on the reaction zone.
δr, can be defined. However, as already said, this quantity depends upon the flow conditions rather than upon
chemistry. A diffusion layer thickness δd can also be defined, identifying the region where the mixture fraction
goes from 0 to 1. If simplified transport is assumed (unity Lewis numbers) δd can be closely related to the scalar
dissipation rate χ = 2D(∇Yz)2 which, together with Yz, provides a very convenient framework to characterize




χst stands for the scalar dissipation rate evaluated at Yz = zst. In this simplified framework, the scalar dissipation





[−2 (erf−1(1− 2Yz)2)] (4.24)
Since the flame is usually located in the vicinity of Φ = 1, χst provides a good approximation of the strain
seen by the flame. Diffusion flames do not have flame speeds, and the rate at which fuel is consumed is directly
proportional to the square root of χst. In that sense, diffusion flames are much more sensitive to local flow
conditions than premixed flames. In particular, excessive straining eventually leads to a quenching of the flame.
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Targeted quantities The strain rate aext (or dissipation rate χext) at which quenching occurs, the evolution
of the global fuel consumption (Eq. 4.19) and the evolution of the maximum temperature or major species with
increasing strain rate are usually the quantities of interest when targeting this type of canonical configuration in
a reduction process. An example of maximum temperature evolution in strained counterflow ethylene/air flames


















Figure 4.7: Evolution of maximum temperature with strain rate a in a series of counterflow diffusion ethylene/air flames. P
= 3 bars, Ti = 300 K.
4.3 Application 1: ARC for Ethylene/air oxidation
4.3.1 Choice of the detailed mechanism
Ethylene is the smallest alkene, and is thought to be one of the main precursor of soot. As such, it has been widely
studied from both an experimental and computational point of view, and many authors have developed their own
specific detailed mechanisms. Amongst them, 5 have been selected based on their availability, operating range,
size and general acceptance in the community. They are listed in Table 4.2. Note that in this table, reactions are
not necessarily irreversible.
Acronym Reference Size
W&F (Wang & Frenklach, 1997) 99 species 533 reactions
W&L (Wang et al., 1999b) 75 species 529 reactions
USCII (Wang et al., 2007) 111 species 784 reactions
CRECK (Ranzi et al., 2012) 107 species 2642 reactions
(C1-C3 high and low T mechanism)
N&B (Narayanaswamy et al., 2010) 158 species 1049 reactions
Table 4.2: Considered detailed mechanisms for ethylene/air oxidation
A series of experimental laminar flame speed (sl) and autoignition (τig) data for various pressure, temperature
and composition are reported in the review by Ranzi et al. (2012) as well as on the website of Prof. Wang 1. A
subset of these data was employed to evaluate and compare the global performance of each of these mechanisms.
The solver CANTERA (Goodwin et al., 2014) is used, along with a mixture-averaged evaluation of the transport
data (see Section 5.2).
Figure 4.8 top reports sl at an initial temperature of 300 K, for different pressures. All mechanisms perform
reasonably well, with the exception of the W&F scheme, overpredicting sl over the entire range of equivalence
ratio. The USCII and CRECK mechanisms underpredict sl around stoichiometry for P = 5 atm, which is one of
the target pressure for the configuration FIRST considered in Chapter 7. Furthermore, the computations with
both the W&F and CRECKmechanisms are difficult to converge, even in these simple laminar test cases. A rapid
analysis of timescales (based on the diagonal of the Jacobian) did not reveal any significantly small timescale for
these mechanisms; however, the CRECK mechanism exhibits a lot of lumped reactions which might slow down
the computation. These lumped reactions are also difficult to handle with YARC. In view of the auto-ignition
1http://ignis.usc.edu/Mechanisms/USC-Mech%20II/USC Mech%20II.htm
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delay shown at the bottom of Fig. 4.8, the W&F mechanism is suspected to exhibit strong nonlinearities in the
reaction rate expressions, although this is has not been thoroughly investigated and is just the general impression
after using this mechanism on simple test cases. Based on these observations, the mechanisms retained at this
point are the W&L and the N&B. The N&B is finally chosen, because it is more recent, and part of a modular
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Figure 4.8: Comparison of experimental laminar flame speeds and auto-ignition results with computations performed with
the solver CANTERA and various detailed kinetic schemes (see Table 4.2).
In the next Subsections, YARC is used to perform a series of multi-step reductions of the N&B mechanism,
targeting the operating range and canonical cases believed a-priori to be relevant to FIRST. All reductions
start by a skeletal step by employing the DRGEP method, see Table 4.1. Since the mechanism is of reasonable
size and the targeted hydrocarbon is small, no lumping is considered here. To illustrate the efficiency of the
YARC tool, different operation range (low versus high temperature auto-ignition), canonical test cases (auto-
ignition versus laminar premixed flames) and constraints (acetylene) are employed, and the overall effect on the
produced skeletal mechanisms is investigated. The list and acronyms of each reduction performed is listed in
Table 4.3. Finally, the search for QSS candidates and the derivation of a fully reduced ARC is performed in the
last Subsection.
Case name Canonical test cases Targeted range Targeted constraints
AI HT case Auto-ignition (AI) 3 atm / 1300-1700 K / φ = 0.5-1.5 C2H4 CO CO2 OH HR
AI LT case Auto-ignition (AI) 3 atm / 800-1100 K / φ = 0.5-1.5 C2H4 CO CO2 OH HR
PF case Laminar premixed flames (PF) 3 atm / 300 K / φ = 0.5-1.5 C2H4 CO CO2 OH HR
Ref case AI 3 atm / 1300-1700 K / φ = 0.5-1.5 C2H4 CO CO2 OH HR
PF 3 atm / 300K / φ = 0.5-1.5 C2H4 CO CO2 OH HR
C2H2 case AI 3 atm / 800-1700 K / φ = 0.5-1.5 same + C2H2
PF 3 atm / 300K / φ = 0.5-1.5 same + C2H2
Table 4.3: List and specifications of reductions performed with YARC.
2http://krithikasivaram.github.io/
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4.3.2 Effect of the targeted canonical test cases
4.3.2.a 0D test cases
Two skeletal reductions have been performed, one targeting high temperature autoignition (AI HT) the other one
low temperature autoignition (AI LT). DRGEP is applied to identify important species. It is important to note
that, as the DRGEP algorithm is only applied once at the beginning to order the species, the reduction should be
performed several times in a row. Indeed, removing species and reactions eventually reorganizes pathways and
propagates error in a way that is difficult to predict a-priori. Running several DRGEP in a row, on successively
reduced mechanisms, is a way to ensure that the ranking of species is still relevant and to speed up the reduction
process. Of course, error checks have to be performed very often, and the overall process still relies upon the user,
especially when trying to derive mechanisms with the smallest possible size. Let us take as an example the AI
HT case.
Derivation of an AI HT skeletal mechanism At the beginning, there are 158 species. A first go at the
DRGEP algorithm ranks the species, and a series of mechanisms are constructed (one every 5 removed species)
before being tested. The error on the prediction of constraining targets is then calculated, as illustrated on
Fig. 4.9 (a) exhibiting the error on autoignition delay. A jump is observed around 40 species, indicating the
minimum number of species for an appropriate reduced mechanism.
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Figure 4.9: Illustration of the DRGEP procedure: (a) on the detailed mechanism (first DRGEP procedure) and (b) on the
44 species and 563 reactions mechanism (second DRGEP procedure).
Authorizing a maximum error of 1.5% leads to the selection of a mechanism containing 44 species and 563
reactions. If the process is reiterated on this first mechanism, a second mechanism comprised of 31 species and
379 reactions is identified by the jump in autoignition delay error, shown on Fig. 4.9 (b). Of course, one has
to be careful in that errors are now relative to the last reduced mechanism. Eventually, it will be necessary to
estimate the error relative to the original detailed mechanism. The process is reiterated once more (third DRGEP
procedure), and a final mechanism of 28 species and 316 irreversible reactions is obtained before the error levels
become too important. A quick error estimation against the detailed mechanism on the targeted range reveals
that the maximum error on τig is < 10% for T > 1400 K, and peaks around 30% for T = 1300 K; with a maximum
error for the species evolution always < 5%. For the sake of simplicity, only autoignition delay predictions are
considered in the rest of the discussion to assess the accuracy of a skeletal mechanism -and it has been verified
that it is the most constraining target in the present case. Additionally, note that, in order to illustrate the
performances of the various reduced mechanisms derived throughout this Chapter (plots and graphs), operating
points are randomly chosen amongst the targeted operating range.
Now, as predicted, the subsequent DRGEP process have reordered the species. For instance, keeping the
order determined by the second DRGEP process to derive a 28 species mechanism directly would have resulted
in a mechanism containing 28 species and 323 reactions, as shown in Fig. 4.9 (b). However, the list of species
considered in each 28 species mechanism differ: the 28 species and 323 reactions, for example, does not retain
C3H3 nor C3H2O, two species contained in the 28 species and 316 reaction mechanism because the third DRGEP
procedure placed them at the top of the importance list. It is then interesting to compare those two 28 species
mechanisms and to investigate their differences. In this case, the global performances of the 28 species and 323
reactions mechanism are slightly better, since the error on τig is consistently < 20% for T > 1300 K (so, in the
entire derivation range). A closer investigation reveals that this mechanism performs better in the medium/high
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Figure 4.10: Example of performances of several skeletal mechanisms in the high temperature range.
temperature range, whereas the 28 species and 316 species performs better in the very high temperature range,
see Fig. 4.10 & 4.11: two successive DRGEP procedures tend to strengthen the targeted operating range (T
> 1300 K corresponds to 1/T < 0.77).
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P = 3 atm - Phi = 1.0 P = 3 atm - Phi = 1.5
T=1428 K
Figure 4.11: Relative errors on predicted τig for the various skeletal mechanisms throughout the high temperature range,
for two operating points.
1
Reaction path diagram following C
Autoignition of C2H4/AIR at 
P = 1 atm 
Phi = 1 
Tini = 2222 K
Figure 4.12: Reaction path diagram following C with the detailed mechanism.
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Since the performances of both 28 species skeletal mechanisms seem however acceptable for T > 1400 K, it
might be interesting to only keep those species present in both, to obtain the smallest possible skeletal mechanism
targeting the HT range with good accuracy (i. e. τig < 10 − 20 %). The resulting reduced mechanism contains
26 species and 291 reactions. Its performances are as expected similar to that of the worst 28 species mechanism
in each temperature region (see Fig. 4.10 & 4.11), so that no additional error is introduced in this case (although
it might not always be true). It is important to underline that this skeletal mechanism could not have been
obtained directly without the 3 successive DRGEP procedures. In fact, after a certain level of reduction has been
attained, some trial-and-error and/or sensitivity analysis is almost always inevitable.
Finally, note that the performances of all skeletal mechanisms in predicting HT (High Temperature) autoigni-
tion remain acceptable even well outside of the targeted operating range, as for example at P =10 atm, φ = 1.0
shown on Fig. 4.10 (b). This is the result of the reduction process being ”physically-oriented” and conserving the
main relevant pathways, and of the kinetic process under investigation evolving continuously within the oper-
ating range, so that an ARC performance will slowly worsen outside of its derivation range (see Fig. 4.11). To
illustrate this argument, two plots are presented in Fig 4.12 & 4.13, depicting the main pathways followed during
autoignition of an ethylene/air mixture at atmospheric pressure, φ = 1 and initial temperature of T = 2222 K,
when employing the detailed mechanism and the 26 species skeletal mechanism. It is readily seen that these plots
look similar. One has to be careful, however that this conclusion does not necessarily apply to other canonical
test cases (in particular, when transport play an important role). In the present case for example, global perfor-
mances on simple premixed laminar 1D test cases, such as sl, are poorly predicted. This will be further discussed
in a next paragraph.
Reaction path diagram following C
Autoignition of C2H4/AIR at 
P = 1 atm 
Phi = 1 
Tini = 2222 K
1
Figure 4.13: Reaction path diagram following C with the skeletal mechanism containing 26 species and 291 reactions.
To illustrate the flexibility of the method, the derived 26 skeletal mechanism is submitted to a last DRGEP
step. Indeed, keeping in mind the experimental uncertainties, final configuration under interest (turbulence,
etc.) and other sources of error, one might want a smaller reduced mechanism with less accuracy. By allowing
a maximum of 40-50% error on autoignition delay throughout the entire operating range (so, by worsening the
performances of the mechanism towards very high temperatures), a skeletal mechanism containing only 22 species
and 231 reactions can be derived, see Fig. 4.14 & 4.11.
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Figure 4.14: Example of performances of the 22 species and 231 reactions skeletal mechanism in the high temperature range.
To sum up, in this paragraph, three skeletal mechanisms have been derived for the prediction of high temper-
ature autoignition. The most comprehensive one contains 28 species and 316 reactions, and performs extremely
well in the range 1400 < T < 2000 K. The error on autoignition delay and targeted species evolution never
exceeds 10% and 5%, respectively. This mechanism was derived directly, with 3 successive DRGEP procedures
applied on successively reduced mechanisms, which were identified by the error logs. A 26 species mechanism con-
taining 291 reactions, performing also well under the same operating conditions, but with higher error levels at
very high temperature has been obtained next, with some input from the user. Finally, with some try-and-error,
a smaller 22 species and 231 reactions skeletal mechanism exhibiting a maximum of 50% error on autoignition
delay throughout the entire HT range (T > 1300 K) was obtained.
This first simple example illustrates that YARC is a very powerful tool, able to carry a radical reduction even
with minimum input form the inexperienced user (going from 158 to 28 species represents a species reduction of
82%). The 26 species and 291 reactions mechanism is now retained and referred to as the HT mechanism.
AI HT versus AI LT skeletal mechanisms Applying the same methodology in the range targeted by the
AI LT case results in a skeletal mechanism comprising 27 species and 271 reactions. A first observation is that
amongst the species retained in the HT and LT skeletal mechanisms, only 21 are common to both. Another
observation, is that the performances of these mechanisms in predicting autoignition delay, when confronted to
each other and to the detailed mechanism for the entire temperature range, are very different (see Fig. 4.15).
This is not surprising since they have each been drastically reduced to perform very well only in their respective
targeted range.
















P = 3 atm - Phi = 1.0
P = 3 atm - Phi = 1.0




















P = 3 atm - Phi = 0.5
P = 3 atm - Phi = 0.5
Figure 4.15: Examples of performances of the HT and LT skeletal mechanisms on the entire temperature range, for two
operating points.
However, it is also readily observed that the LT skeletal mechanism is more accurate over the entire tempera-
ture range: the maximum error on the prediction of autoignition delay never exceeds 80% when it almost reaches
100% on the LT range with the HT skeletal mechanism, see Fig. 4.16. Indeed, it is known that the medium/low
temperature range autoignition is more challenging to capture, and that mechanisms targeting this range will
usually be more exhaustive (although here only by one species). It is also underlined that it is not possible, as
was done for the HT mechanism, to remove more species while keeping the accuracy level reasonable: removing
any species at this point will result in errors in the LT range reaching those of the HT mechanism.
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Figure 4.16: Relative errors on predicted τig for several skeletal mechanisms throughout the entire temperature range, for
two operating points.
A skeletal mechanisms for the entire temperature range Now, considering the HT range, a 22 species
and 231 reactions skeletal mechanism with better performances on the HT range than the present LT mechanism
was derived, see Fig. 4.16 (note that the tests with the 22 species and 231 reactions mechanism on the LT range
were performed a-posteriori). When comparing species present in both HT and LT mechanisms, it appears that
all species kept in the 22 species and 231 reactions mechanism are also present in the LT mechanism, except
for CH2CO which was discarded. Since this is the only noticeable difference, and since the pathways analysis
performed in the previous paragraph (see Fig. 4.12) showed that this species is part of an important pathway at
high temperature, a new LT mechanism is derived by considering CH2CO in an attempt to improve the behavior
on the HT range. This new LT mechanism (labelled LT mechanism + CH2CO) contains 28 species and 291
reactions, and its performances are now acceptable over the entire temperature range, as shown on Fig. 4.17. Of
course, such a mechanism might have been derived directly, if the entire temperature range had been specified as
a target for the skeletal derivation !
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Figure 4.17: Examples of performances of the LT + CH2CO skeletal mechanisms on the entire temperature range
A note about other canonical test cases As already said, the performances of each reduced mechanism
worsen progressively outside of their respective targeted operating range. What about other canonical test cases ?
A series of 1D calculations with CANTERA reveals that none of the AI skeletal mechanisms derived so far enable
to recover the correct s0l of laminar ethylene/air premixed flames at P = 3 bars and Tini = 300 K, see Fig. 4.18
(a). However, they are able to retrieve with little error the temperature evolution, as well as the evolution of some
important species across premixed flame fronts. This fact is illustrated on Fig 4.18 (b), displaying the evolution
of CO and OH computed with the LT mechanism + CH2CO across a typical 1D premixed flame front (P = 3
atm, φ = 1, Ti = 300 K).
This is an important observation. Indeed, it is often argued that autoignition and extinction delays are most
constraining in that they require to consider more pathways than laminar premixed or diffusion flames. However,
recently, Jaouen et al. (2016) derived a reduced mechanism for methane/vitiated-air combustion along various
trajectories in the phase space, and found that the inclusion of laminar premixed flames as a target in their
algorithm was necessary to retrieve the laminar flame speed accurately. This supports the previous findings.
Therefore 1D canonical test cases must be included in the derivation process, as is done below.
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Figure 4.18: 1D laminar premixed flames calculations with the various AI skeletal mechanisms: (a) s0l , (b) Evolution of CO
and OH across the flame front for φ = 1, with the detailed and LT+CH2CO skeletal mechanism.
4.3.2.b 1D test cases
In view of the previous discussion, it appears that including 1D test cases in the reduction loop is necessary to
derive an ARC able to account for s0l . Before selecting the canonical test cases, however, a few questions come to
mind:
• Is a reduction only based on 1D test cases able to retrieve auto-ignition delays ?
• Is a reduction based on unstrained laminar premixed flames able to account for strained structures ?
• Is a reduction based on unstrained laminar premixed flames able to account for diffusion structures ?
• Which test case is the most constraining in practice (in terms of number of species to keep) ?
From literature review, it is expected that the answer to the second and third points is positive. To shed some
light on the other questions, a reduction is performed on the basis of unstrained laminar premixed flames solely.
The targeted range is summarized on Table 4.3, PF case. A sketch of the reduction process is presented in
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Figure 4.19: Reduction process of the PF case.
previously underlined, retrieving the species spatial evolutions does not guarantee a correct laminar flame speed.
Of course, this observation goes both ways. Furthermore, retrieving the species/temperature distribution and
overall behavior in the flame zone does not guarantee that proper equilibrium levels are reached. This amounts
to saying that there are many quantities to monitor, and checks need to be performed often during the reduction
process.
As done previously, the first reduction step is performed by employing the DRGEP for species elimination.
The obtained 34 species and 409 reactions mechanism performs extremely well in the targeted range of reduction,
as can be seen on Figs. 4.20 - 4.22, in red. The resulting error on sl (Fig. 4.20 (b)) never exceeds 5% in the
derivation range (0.5 < φ < 1.5), and is contained within 20% if the range is extended to φ < 2.0. The evolution
of species of interest, characterized by peak values -usually found in the flame front, and equilibrium values, are
also very well captured. CO peaks (Fig. 4.21 (a)-(b)) and equilibrium levels (Fig. 4.21 (c)-(d)) are particularly
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well reproduced, throughout the entire extended equivalence ratio range. Peak levels of C2H2 (Fig. 4.22 (a)-(b))
are equally well captured. Error on OH (Fig. 4.22 (d)) maximums is found to rapidly worsen outside of the
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Figure 4.20: 1D laminar premixed flame calculations at P = 3 bars and Tini = 300K, with the various PF skeletal
mechanisms: global quantities.
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Figure 4.21: 1D laminar premixed flame calculations at P = 3 bars and Tini = 300 K, with the various PF skeletal
mechanisms: focus on CO species.
These 1D test cases reveal that the C2H5O species has a characteristic timescale much smaller than all other
species (insights on how the timescale analysis is performed will be provided on Section 6.3.3). A rapid check
further reveals that this species remains in very low concentration, and only appears in a few reactions. However,
YARC places it very high in the list of species to keep. Since it would be impossible to transport such a short
living species in a 3D computation, it is attempted to force its elimination and all associated reactions. It is
observed that this does not affect the mechanism performances too much, so that it was decided to continue from










































































































 34 species 409 reactions
 29 species 356 reactions
 19 species 137 reactions
Figure 4.22: 1D laminar premixed flame calculations at P = 3 bars and Tini = 300 K,, with the various PF skeletal
mechanisms: focus on C2H2 and OH species.
there. A second DRGEP species reduction on this 33 species and 403 reactions mechanism produces a skeletal
mechanism composed of 29 species 356 reactions, predicting equally well s0l , major species and temperature evo-
lutions throughout the extended equivalence ratio range (in blue in Figs. 4.20-4.22). The performances degrade
somewhat on C2H2 predictions (Fig. 4.22 (b)), but it is reminded that this species was not part of the reduction
targets.
From there, as in the 0D test cases, further reduction requires a certain amount of input from the user. A
last DRGEP procedure is attempted, leading to many ”jumps” in the s0l error log, displayed with black circles in
Fig. 4.23 (a). The three most important jumps are identified by hashed lines. This is the sign of nonlinearities of
the reaction mechanism; and it emphasizes once more that s0l and species evolutions do not necessarily have the
same requirements. Indeed, the error log based on equilibrium values of CO -red squares in Fig. 4.23 (a)- displays
a monotonic behavior. In fact, when drastically reduced mechanisms exhibit the correct s0l , it often stems from a
series of error compensations.



































Figure 4.23: Error log of the DRGEP procedure on the 29 species 356 reactions mechanism: (a) ”natural” procedure and (b)
”forced” procedure (see text).
This investigation reveals that the species ordering determined by YARC might not be the ”best” possible
one. In fact, it might be interesting to try and alter the ordering in-between the 10th and 20th position, where
the performances of the successive reduced mechanisms exhibit the most non-monotonic behavior. An efficient
way to do this in practice, is to identify species involved in the first jump and in the last significant jump. In
this particular case, the last jump involves the CH2O species, and the first jump the CH3 species. To test these
species, the list generated by YARC during the last DRGEP procedure is ”forced” by ”moving down” the CH2O
species (so, decreasing its importance), and new series of reduced mechanisms are generated and tested by YARC.
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It is found that inserting CH2O right before CH3 results in the best compromise, leading to a quasi-monotonic
evolution of the mechanisms performance both in terms of s0l and main species equilibrium values, as depicted in
Fig. 4.23 (b). With this new ordering, a very small skeletal mechanism composed of 19 species and 137 reactions
is derived. Its performances inside the targeted range and on the targeted quantities (reactants, CO and OH)
remain good, as can be seen on Fig. 4.20- 4.22, in green. However, predictions worsen -sometimes dramatically-
outside the derivation range or for species that were not targeted, such as C2H2 displayed in Fig. 4.22 (a)-(b).
It has been possible, at least in this case, to reduce the number of species and reactions more drastically by
targeting unstrained 1D laminar premixed flames rather than autoignition. From there, it is possible to address
the first question listed at the beginning of this section.
Predictions of autoignition delay The performances of the PF skeletal mechanisms are now attested on AI
test cases. Figure 4.24 confirms that the 34 species and 409 reactions mechanism performs really well on the range
targeted by the AI cases. This is not surprising, since this mechanism includes the LT + CH2CO mechanism,
so that the error levels are similar to that of this mechanism (see Fig 4.17). However, both smaller mechanisms
performances worsen on the LT range, and the 19 species and 137 reactions mechanism (referred to as the PF
mechanism hereafter) is even unable to auto-ignite for T > 1250K. This analysis leads us to the conclusion that,
for the considered cases at least, targeting autoignition or premixed laminar flames lead to very different reduced
mechanisms, and that one cannot hope to obtain the smallest possible mechanism accounting for both s0l and τig
without considering all canonical test cases. Another conclusion is that accounting for autoignition delay is more
constraining than premixed flames quantities, in that it requires more species and more pathways.











34 species 409 reactions
29 species 356 reactions
19 species 137 reactions

































P = 10 atm - Phi = 1.0
b)
N&B
34 species 409 reactions
 pecies 356 reactions

















0,6 0,7 0,8 0,9 1
1000/T [1/K]
0,6 0,7 0,8 0,9 1
1000/T [1/K]
Figure 4.24: Example of performances of the PF mechanisms on autoignition delay predictions.
Performance on strained 1D premixed laminar flames The performances of the PF skeletal mechanisms
are now attested on strained PF test cases. A comparison of temperature and major species (CO, OH) evolutions
across strained laminar premixed flames with various strain rates is provided on Fig. 4.25. The performances of
the PF mechanism are good, although the peak values of CO are underestimated for all strain rates. It appears
that in this case, the answer to the second question raised at the beginning of this section is positive. In fact, this
conclusion is not that surprising, since strained premixed structures are still dominated by kinetic processes, and
the kinetic pathways are preserved by the reduction process.
Performance on strained 1D diffusion laminar flames It was underlined in Section 4.2.3 that diffusion
flames are more controlled by the flow than the chemistry. As a consequence, diffusion structures are less accu-
rately captured by the PF mechanism. It can be seen on Fig. 4.26 (a) that global tendencies are retrieved, but
that errors nonetheless increase with the strain rate. The extinction strain rate, in particular, is not correctly
predicted with this mechanism. Profiles of major species across flame fronts exhibit however the right trends.
Since diffusion structures are fundamentally different from premixed structures, for completeness, tests on
these canonical test cases are also performed with the LT + CH2CO mechanism (developed for the entire AI
range), and reported on Fig. 4.26. The performances of this mechanism are better than that of the PF mechanism;
with more accurate OH predictions over the entire range of strain rate, and excellent predictions of global CO
production (important to retrieve the correct EICO, a common pollutant indicator). Note that the performances
of the (PF) 34 species and 409 reactions mechanism, which contains the LT + CH2CO mechanism, are thus
equally good (not shown). It is however noted that the LT + CH2CO mechanism requires to transport 10 more
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Figure 4.25: Example of performances of the PF mechanisms on strained laminar premixed flames at P = 3 bars and
Tini = 300K: a) φ = 0.8, a = 5000s
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Figure 4.26: Example of performances of the PF mechanisms on strained laminar diffusion flames at P = 3 bars and
Tini = 300K: a) global evolution with strain rate and b) profiles across a diffusion flame with a = 1800s
−1.
species than the PF mechanism, and that the extinction strain rate is still overestimated. In fact, it appears that
none of the mechanisms derived so far are able to retrieve the extinction strain rate, which is thus pinpointed
as being a separated phenomenon, requiring additional targets. In the literature, it is argued that targeting
extinctions in constant pressure reactors rather than AI in constant volume reactors might enable to better
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preserve kinetic pathways. It was not attempted in this work, due to a lack of time, but this is a possible way for
improvements of the reduction process.
It appears that the prediction capabilities of a mechanism derived on the basis of PF test cases exhibit
similar levels of error on diffusion flames than on premixed flames (about 20% for global quantities and major
species maximums for the PF mechanism, see Fig 4.26 (a) and Fig 4.20 - 4.22), at least concerning major species
evolutions across flame fronts submitted to increasing strain rates. The same can be said about ARC derived
on the basis of AI test cases. As such, diffusion structures are identified as being the less constraining of all test
cases investigated so far, as long as retrieving the extinction strain rate accurately is not necessary.
4.3.2.c Summary
A few conclusions can be drawn from this series of elementary tests. They can be summarized as follows:
• Accounting for τig on the LT range usually require to consider more species and to preserve more pathways
than accounting for τig on the HT range
• Species evolutions across PF can be recovered with a mechanism reduced by targeting AI cases, but ac-
counting for sl accurately requires to consider PF test cases as a target
• Targeting AI or PF test cases separately eventually lead to distinct reduced mechanisms, each preserving
distinct kinetic pathways; and one cannot hope to derive the smallest possible ARC accounting for both sl
and τig without considering all canonical test cases
• From all considered test cases in this work, targeting specifically PF test cases results in the smallest set of
species
• With the exception of the extinction strain rate, the predicting capabilities of an ARC targeting PF test
cases exhibit similar levels of error on the prediction of strained premixed and diffusion flames
• None of the test cases considered in this work allow to retrieve the correct extinction strain rate
This summary provides a set of guidelines, tips and general ”know-how” for future users of YARC and/or users of
other similar reduction tools. However, one must bear in mind that the situation can get more complicated when
dealing with heavier hydrocarbons, or a blend of hydrocarbons, as will be seen in Section 4.4.3.c. In particular,
neither the lumping nor LOI techniques were employed until now. The LOI will be employed in the next section,
to identify potential QSS candidates and reach a deeper level of reduction.
4.3.3 Effect of the constraining targets: C2H2
Since one of the objectives of this PhD thesis is the LES simulation of a gaseous burner, for which experimental
soot levels are available, it is necessary to employ a chemistry description able to accurately predict acetylene
levels, used as the main soot precursors (see Section 2.2.4.c). Starting from the 34 species and 409 reaction
mechanisms developed considering PF test cases, the reduction is now steered by adding C2H2 and AI test cases
to the list of targets.
4.3.3.a Skeletal mechanism: ARC 29 C2H4NARA
The exact characteristics of the skeletal reduction with acetylene as a target are reported in Table 4.3, C2H2 case.
The reduction procedure is similar to the previous one, and is sketched in Fig. 4.27. Here also, some user input
was required to reach the best possible skeletal mechanism (to go from 31 to 29 species). Note that it has been
decided to keep the C2H5O species in this case, since removing it led to bad performances in the AI LT range.
From the analysis of the reactions kept in the 31 species and 380 mechanism, it appears that the species involved
in the least reactions is CH3O2, and always together with species CH3O. Both species are eventually discarded,
and a mechanism consisting of 29 species and 355 reactions is obtained, referred to as the ARC 29 C2H4NARA
mechanism in what follows. Note that in this case, adding C2H2 as a target did not change significantly the
species order. HCCO and CH2CO are moved up since they are involved in many C2H2 pathways. The 29 species
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conserved are: N2, H, H2, HO2, H2O, H2O2, O, O2, OH, CO, CO2, CH2O, CH2CO, CH3, CH4, C2H2, C2H4,
C2H6, S-CH2, CH, C, HCO, C2H5O, HCCO, T-CH2, C2H3, CH2CHO, C2H5, CH3CHO.
N&B
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Figure 4.27: Reduction process of the C2H2 case.
Validation on AI test cases The mechanism overall performances on 0D test cases are well within acceptable
error margins, considering that the application (see Chapter 7) is not expected to exhibit auto-ignition. The
global performances over the targeted range, computed as a normalized L2 error over the temperature range, are
provided in Table 4.4; while examples of results are provided in Fig. 4.28, for both targeted (a) and non-targeted
(b) operating points. It is stressed again that the most difficult target is τig when considering AI cases; indeed,
species evolutions are usually very well reproduced, as can be seen on the Table. The extended range of operating
conditions consist of AI with Tini = 800-2500 K and P = 1-10 atm.
Global Error Extended range (T,P for AI, φ,T,P for PF) Targeted range (see Table 4.3)
φ = 0.5 : <50% (τig) - < 1% (T-CO,OH)
Auto-ignition (AI) φ = 1.0 : <60% (τig) - < 1% (T-CO,OH) < 50% (τig) - < 1% (T-CO,OH)
φ = 1.5 : <70% (τig) - < 1% (T-CO,OH)
<12% (sl) - < 10% (CO,C2H2) < 2% (sl) - < 5% (CO,OH)
Premixed flames (PF) <1% (Tad) - < 50% (OH) <1% (Tad) - < 10% (C2H2)
Table 4.4: Summary of error levels of the ARC 29 C2H4NARA mechanism on various test cases.
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Figure 4.28: Left: value and right: error on τig computed with the ARC 29 C2H4NARA mechanism, on (a) targeted and
(b) not targeted operating points.
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Validation on PF Table 4.4 also reports maximum relative error levels on selected targets (for species, errors
are calculated on peak and equilibrium values), obtained with the ARC 29 C2H4NARA mechanism directly in
the extended PF range, which consists of Tini= 300-700 K, P = 1 - 5 bars and 0.5< φ < 2.0.
As expected from the series of derivations on 0D and 1D test cases performed earlier, the performances of the
ARC 29 C2H4NARA mechanism are very good on strained 1D premixed flames also, belonging to the targeted
operating range. Fig. 4.29 displays maximum levels of major species for a series of strained flames, at two
representative φ. It can be seen that the error levels are negligible and, overall, constant over the range of strain.











































































































Figure 4.29: Example of performances of the ARC 29 C2H4NARA mechanism on peak levels of species in strained laminar
premixed flames at P = 3 bars and Tini = 300K.
4.3.3.b Analytical mechanism: ARC 18 C2H4NARA
The last step of the reduction technique presented in Table 4.1 consists in identifying QSS candidates. This
step is also performed with YARC. The targets remain unchanged. In one run, 11 species are put in QSS:
S-CH2, CH, C, HCO, C2H5O, HCCO, T-CH2, C2H3, CH2CHO, C2H5, CH3CHO. The resulting mechanism
is labelled ARC 18 C2H4NARA in what follows, and will be employed and extensively validated against the
detailed mechanism in Chapter 7. The QSS step usually degrades very little the mechanism’s performances.
Indeed, the error log of computations with successive ARC, resulting from incrementing the number of QSS,
usually present a very distinct jump: the error goes from virtually nothing to 100%. The maximum set of QSS
species is thus easily identified.
To illustrate that the performances of the skeletal mechanism and the analytical mechanism are very similar,
Fig. 4.30 displays 1D unstrained laminar premixed flame profiles. It is noted that both mechanisms employ
different transport models (as reported on Fig. 4.30). Indeed, ARC are usually coupled to a simplified transport
description to be employed in 3D simulation codes. This is the case in the LES code AVBP, where the simplified
transport model (TranAVBP) is based on a single constant Schmidt number for each species, as reported on
Table 4.5, and a constant Prandtl number (here 0.68). Details about the various transport models will be
provided in Section 5.2.3. Note that validations of the ARC mechanism thus require a modified version of
CANTERA, to be performed with the same simple transport.
The skeletal mechanism will not be employed further. As already mentioned, the global performances of the
ARC 18 C2H4NARA (with TranAVBP) will be assessed in Section 7.3, against the performances of the detailed
mechanism (with TranMix).



































































































































































Figure 4.30: Comparison of performances of the ARC 18 C2H4NARAmechanism against those of the ARC 29 C2H4NARA
mechanism on peak levels and equilibrium values of important species in 1D unstrained laminar premixed flames at P = 3
bars and Tini = 300K.
Species N2 H H2 HO2 H2O
Schmidt number 0.69096 0.12028 0.16695 0.70700 0.64670
Species H2O2 O O2 OH CO
Schmidt number 0.72627 0.49841 0.74841 0.50371 0.71661
Species CO2 CH2O CH2CO CH3 CH4
Schmidt number 0.92165 0.95208 0.99060 0.63809 0.65707
Species C2H2 C2H4 C2H6
Schmidt number 0.84138 0.83775 1.0017
Table 4.5: Schmidt numbers of the species involved in the ARC 18 C2H4NARA mechanism, employed for the TranAVBP
model.
4.4 Application 2: ARC for Jet-A
4.4.1 Preliminary considerations
As already mentioned in the Introduction, a great challenge faced today in reactive flow simulations concerns the
uncertainties and complexity of real fuels’ composition. In order to emulate the desired properties of a specified
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fuel, one must, in particular, come up with a surrogate description able to do so, for which it is desirable to obtain
a detailed mechanism. Two preliminary steps to the reduction must then be performed:
• Choosing an appropriate surrogate formulation
• Deriving a compact detailed mechanism for the chosen surrogate; meaning, a mechanism retaining only the
necessary kinetics
The first step is crucial and generally depends upon the type of application under consideration. The usual
multi-component formulation is first reviewed, along with some general considerations about the different types
of fuels that are also relevant to a novel, hybrid chemistry method, introduced in a second part.
4.4.1.a Surrogate formulation
Classical approach Surrogates consist of a blend of a few key representative hydrocarbons. Indeed, it has
long been thought that if the main chemical classes of representative constituents are accounted for, all important
properties of the fuel should be retrieved. Aviation fuels are mainly composed of alkanes, alkenes and aromatics,
as depicted in Fig. 4.31. However, the distribution and representative constituents of each class vary with the
origin of the shipment, the refinement process, and even simply with time, leading to high uncertainties of
composition. Figure 4.32 lists averaged compositions and properties for the main types of modern aviation fuels
(see, also the very exhaustive Chevron Technical Review on Aviation Fuels 3 discussing the different types of
kerosenes).
Figure 4.31: Classes of representative components of aviation fuels, with examples. From Edwards & Maurice (2001)
Ideally, both physical (density, molecular weight MW, H/C ratio, viscosity, etc.) and chemical (τig, s
0
l , sooting
tendency TSI, etc.) properties should be matched by a comprehensive surrogate description (Edwards &Maurice,
2001). However, this is often too constraining. The limited number of available representative of each class of
constituent further complicates this task. Studies interested with gaseous configurations mainly aim at emulating
chemical properties, but the picture is more complex when two-phase flow configurations are considered. The rate
of evaporation, for instance, becomes an important parameter, the characteristics of which are very dependent
upon physical properties (e. g., volatility). The auto-ignition delay, characterized experimentally through the
Derived Cetane Number (DCN) is also widely recognized as being an important parameter, especially in the
NTC region. These two targets are however difficult to evaluate a-priori for a surrogate mixture, although some
automated packages exist (see, e.g. Lemmon et al. (2002)) for estimating them based on the properties of the
different components. One of the most important physical property, easy to evaluate, remains the H/C ratio,
since it eventually governs the overall equivalence ratio and thus indirectly the heat release. It has also been
shown to have an importance regarding ignition at high temperature (Narayanaswamy et al., 2016).
3https://www.cgabusinessdesk.com/document/aviation tech review.pdf
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Figure 4.32: Typical compositions and properties of aviation fuels. From (Edwards, 2003)
These considerations have led to the development of guidelines then followed by systematic strategies to de-
velop and evaluate the relevance of multi-component surrogates. They are all based upon a (modular) relevant
subset of the aforementioned properties. In the pioneering work of Wood et al. (1989), a surrogate made up
of a blend of 14 hydrocarbons was derived to reproduce the distillation and compositional characteristics of a
JP-4. Violi et al. (2002) developed several surrogates with at least 5 constituents to represent a JP-8, targeting
volatility (boiling curve) and sooting tendencies. Many other attempts employed different targets for fuel emula-
tion, resulting in various formulations reported in the reviews by Dagaut & Cathonnet (2006) or more recently
Pitz & Mueller (2011), as well as in the introduction of the paper by Dooley et al. (2012). Considering an ex-
haustive list of constituents is, however, not a viable option for implementation in CFD simulations, and recent
work limit them to at most 4 compounds. Dooley et al. (2012), for example, developed a methodology to design
surrogates based upon the matching of the radical pool of a real fuel and the matching of 4 combustion property
targets (MW, TSI, H/C, DCN). They applied the strategy to a type of Jet-A (POSF 4658) fuel and derived 3
and 4 components surrogates that they validated experimentally. Employing a similar technique, but from a
numerical point of view and focusing only on individual components that have been previously carefully studied,
Narayanaswamy et al. (2016) developed an automated constrained optimization tool to derive an optimal sur-
rogate for average Jet-A/JP-8. A similar tool, albeit with a different set of targets, has also been developed by
Kim et al. (2014) and later by Ahmed et al. (2015) in the context of ground transportation internal combustion
engines.
A more thorough overview of the considerations one has to go through to formulate an adequate multi-
component surrogate can be found in the recent publication of Kim et al. (2014).
Alternative approach: HYbrid CHEMistry (HyChem) So far, the surrogate formulation has relied
upon distinct hydrocarbon components. Another modeling approach has recently been proposed by Xu et al.
(2017b,a), and is briefly presented hereafter. Details can be found in the aforementioned publications. The
methodology relies on the assumption that any fuel, no matter its complexity, would decompose into a handful of
components when heated, and that it is the distribution of these pyrolysis products in the reaction zone that will
mainly impact the subsequent radical buildup and heat release rate. The pyrolysis intermediates are dominated
by ethylene (C2H4), methane (CH4), hydrogen (H2), propene (C3H6), iso-butene (i-C4H8), 1-butene (1-C4H8),
benzene (C6H6) and toluene (C7H8). In that sense, the combustion process can be decomposed into a fuel
pyrolysis step and a subsequent oxidation step of the pyrolysis products: this is the basis of the two-step HYbrid
CHEMistry (HyChem) approach. Kinetic model for a particular real fuel can thus be obtained by merging
a fuel-specific pyrolysis model comprised of a few lumped reactions, yielding the composition of the primary
pyrolysis products, and a detailed foundational fuel chemistry model (C1-C4 kinetic mechanism). The ”fuel”, in
that case, is a mono-component lumped species. Its pyrolysis model is derived from shock-tube and flow-reactor
experiments. The resulting HyChem model captures shock-tube ignition delay times and laminar flame speeds
over a wide range of pressure, temperature and equivalence ratio. It also predicts the counterflow non-premixed
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flame extinction strain rates over a range of fuel dilution. The HyChem model is schematized in Fig. 4.33
Figure 4.33: The structure of the HyChem model, consisting of a lumped pyrolysis model for fuel decomposition and a
detailed kinetic model for the oxidation of the decomposition intermediates to produce final combustion products. From Xu
et al. (2017a)
4.4.1.b Detailed mechanism for surrogates
Once a proper surrogate formulation has been determined, one way to obtain a compact detailed mechanism is
to rely on a tool such as the Component Library Framework (CLF) developed by (Narayanaswamy et al., 2016).
This tool will produce a minimum kinetic scheme, by selecting sub-mechanisms for the individual components
from a comprehensive modular parent mechanism. It is also possible to rely on a comprehensive mechanism
directly, but the size of such a mechanism might be discouraging, and strong non-linearities between individual
components might appear. Of course, with the HyChem methodology, the choice of the detailed mechanism is
easier since a mechanism has to be provided for the C2-C3 chemistry solely, while a set of lumped reactions are
provided for the fuel breakdown along with the characteristics of the mono-component surrogate.
4.4.2 Jet-A POSF10325 specifications
In view of what was just discussed, it is important to adapt the surrogate description to match the properties of
the specific fuel under consideration. In what follows, we will be further interested with an average, commercial
Jet A fuel (the POSF10325) which was procured from the Shell Mobile refinery in June 2013 as a part of tests
conducted by the National Jet Fuel Combustion Program. Its properties are summarized in Table 4.6, while the
distillation, liquid density and viscosity curves are reported in Fig. 4.34.
Mol. Weight Composition (mass fraction [%])
[kg/kmol] Aromatics iso-Paraffins n-Paraffins Cycloparaffins Alkenes
159 18.66 29.45 20.03 31.86 <0.001
H/C ∆hc DCN T10 T90 − T10 µl(322 K)
[MJ/kg] [K] [K] [mPa s]
1.90 43.1 48.3 450.0 67.8 1.17
Table 4.6: Properties of Jet A (POSF10325)
For this fuel, a recent study by Edwards (2017) reports the derivation of two multi-component surrogates,
both comprised of three hydrocarbons representative of three amongst the main classes reported in Fig. 4.31: a
n-alkane, an iso-alkane and an aromatic. The precise composition of each surrogates is reported in Table 4.7.
They were constructed to match the H/C ratio, smoke point, and DCN.


































































Figure 4.34: Physical properties of Jet A (POSF10325)
Components Surrogate 1 Surrogate 2




1,3,5 trimethyl benzene 22.2 22.2
Table 4.7: Surrogates for the Jet A (POSF10325) proposed in Edwards (2017)
4.4.3 Classical multi-component surrogate
4.4.3.a Surrogate formulation
To emulate the properties of the Jet-A POSF10325 discussed in Section 4.4.2, an optimization tool of the type
described in Narayanaswamy et al. (2016) was employed. The constraints and targeted properties are as follow:
• Targeted properties: H/C ratio, MW, DCN
• Maximum of 3 components
• The components have to be well characterized, and part of a modular comprehensive mechanism
The liquid density, and average formulae (C and H content) were also monitored. The surrogate properties were

























where Pi (resp., Vi) stands for the gas molar percentage (resp., liquid volume percentage) of species i in the
surrogate mixture (mix) composition.
This type of optimization tool, however, does not prescribe the components to employ. From a literature
review, it was found that the only surrogates proposed for the specific Jet A POSF10325 are the ones of Edwards
(2017) reported in Table 4.7. However, other types of Jet A have very similar characteristics. For example, the
Jet A POSF4658 employed, e.g., by Dooley et al. (2012); Kim et al. (2014), which is modeled with different 3
components surrogates, as reported in Table 4.8.
72 Chapter 4 : Automatic ARC generation: the YARC tool
It is interesting to note the disparities in the chosen components. For instance, Surrogates 3 and 4 have none
in common. Furthermore, since only 3 components are retained, a choice had to be made between each class
reported in Fig. 4.31. Usually, a n-alkane and an aromatic are retained, while a choice is made between cyclo-
alkanes and iso-alkanes. Alkenes are never included in 3-component surrogates. Several reasons are advanced
by the authors. All agree that it is important to generate a radical pool during combustion that is similar to
the one of the real fuel; and in that regard, since many species share the same radical production/consumption
capabilities, some constituents can be safely discarded. Dooley et al. (2012) reckon that the contribution from n-
alkanes and cyclo-alkanes is similar in terms of provided chemical functionalities, and that inclusion of the latter
could be omitted. The same authors acknowledge, however, that the transition from NTC to high temperature
ignition behavior is improved by considering the functionalities of cyclo-alkanes (Dooley et al., 2014). This last
argument, along with the recognition that the pathways allowed by these ring structures are specific and unique,
is employed by Narayanaswamy et al. (2016) who preferred to retain a cyclo-alkane representative.
Components Surrogate 3 Surrogate 4 S10325
Mole % Mole % Mole %
n-dodecane 30.3 0 37.0
n-decane 0 42.7 0
iso-octane 0 33.0 27.5
methylcyclohexane 48.5 0 0
m-xylene 21.2 0 35.5
toluene 0 24.3 0
Refs. S′ 1st Generation surrogate
Narayanaswamy et al. (2016) Dooley et al. (2012)
Table 4.8: Surrogates for Jet A (POSF4658).
The range of important properties (H/C ratio, MW, DCN ...) covered by the choice of components made
in the aforementioned studies is best illustrated on a series of maps, such as those displayed in Fig. 4.35. In
this representation, borrowed from the work of Cornell (2002) and Morganti et al. (2013), each vertex represents
a pure constituent while edges represent binary mixtures. A point in the diagram corresponds to a specific
3-compounds surrogate composition, expressed in percentages of total mole fraction of fuel. The diagram is
discretized with 231 points, corresponding to 21 points along each edge. The specific surrogate composition
chosen by the different authors are also reported, with red stars. The first observation is that none of the
aforementioned surrogates seems suitable to the configuration under investigation (NASA-LDI) in this PhD
thesis, in comparison with the values of Table 4.6. In particular, the molecular weight is well underestimated
by all proposed surrogates, with the exception of the Surrogate 2 (Edwards, 2017) having to resort, however, to
the very heavy and complex hexadecane species. The H/C ratio is always overestimated, with values around 2
instead of the experimentally determined value of 1.9.
From the information gathered in the literature, it appears that there are many different reported values for
DCN of single components, and that the simple mixing rule for extrapolation to multi-component surrogates may
not bear physical meaning (values reported for the DCN of Surrogate 2 by Edwards (2017) and computed with
the mixing rule employing component DCN prescribed in the Component Library Framework (Narayanaswamy
et al., 2016) give very different values, for example). Therefore, it was decided to prioritize the matching of the
MW and H/C ratio and to consider the DCN as marginally important. Also, it was decided to include a n-alkane,
an aromatic and to prefer an iso-alkane rather than a cyclo-alkane since it is the most common approach. For the
n-alkane, n-dodecane appeared as a good compromise between a high MW and induced complexity. Furthermore,
this species has been widely employed and studied in the literature, both experimentally and numerically, since
many mono-component kerosene surrogates rely on n-dodecane. For the same reasons, iso-octane is chosen as an
iso-alkane representative. The choice of the aromatic was dictated by its availability in the detailed mechanism.
The comprehensive mechanism from Narayanaswamy et al. (2016) was employed, of which a subset was already
used in the context of ethylene/air oxidation (see Section 4.3). It contains m-xylene, which appeared as the
best compromise between MW and complexity, since more than one-ringed structures are not usually considered
unless sooting tendencies are seeked for. Toluene might have been employed instead. The map of H/C ratio,
MW and DCN ranges covered by these three components is shown on the bottom right diagram of Fig. 4.35. It
is readily seen that it is not possible to exactly meet all targeted properties with these components, and that
some sort of compromise will have to be made. Actually, amongst all considered surrogates, only the components
employed in the formulation of Surrogate 2 Edwards (2017) would allow to recover all experimental values of
MW, H/C ratio and DCN.
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Figure 4.35: Illustration of the ranges of H/C ratio, MW and DCN covered by 3-components surrogates made up of different
hydrocarbons. The specific surrogate composition chosen by the authors are reported with red stars. White lines mark the
H/C ratio = 1.92, black lines mark values of MW in the range [130-160].
The targets of Table 4.6 were fed to the optimization tool and the surrogate S10325 (red star in the bottom
right diagram of Fig. 4.35), described in the last column of Tables 4.8 & 4.9, was eventually obtained. The
targeted properties of the Jet A POSF10325 are again reported in Table 4.9, to allow a direct comparison.
Target properties Jet A (POSF10325) S10325
H/C ratio 1.90 1.91
Average formulae C11.37H21.87 C9.48H18.12
MW 159 132
DCN 48.3 47.1
Liquid density [kg/l] 0.8 0.76
20.03% Total n-paraffins 37.0% n-dodecane
Composition 29.45% Total iso-paraffins 27.5% iso-octane
[% mole fraction] 18.66% Aromatics 35.5% m-xylene
31.86% Total cycloparaffins
Table 4.9: Combustion property targets employed for the derivation of the surrogate S10325.
4.4.3.b Detailed mechanism with the CLF
A detailed mechanism containing only the relevant kinetic pathways to the chosen surrogate components was
extracted from the comprehensive detailed mechanism reported in Narayanaswamy et al. (2016), employing the
CLF described in the same paper. The resulting detailed mechanism, called JetA2 3COMP, is comprised of 261
species and 1535 reactions.
74 Chapter 4 : Automatic ARC generation: the YARC tool
4.4.3.c ARC derivation
One important finding of this work is that reducing the detailed mechanism JetA2 3COMP for the multi-
component surrogate S10325 is very challenging, due to the competing and interfering pathways of the three
components. The strong non-linearity of the system prevents reducing the original kinetic mechanism to an ac-
ceptable size for use in LES: in practice, it is impossible to fall under 60 species without introducing significant
errors on one of the targets. The CO/CO2 equilibrium is particularly difficult to accurately reproduce. This
might, of course, be attributed to the choice of components, or to an inadequacy of the retained initial detailed
mechanism. Nonetheless, these results stress that the multi-component strategy in LES is far from straightfor-
ward.
Two types of reduction have been attempted:
• Deriving a reduced mechanism by targeting each component separately
• Deriving a reduced mechanism for the surrogate formulation directly
The first approach rests on the assumption that a mechanism able to describe the chemistry of each component
will describe the chemistry of any mixture of these components. If this assumption is intuitive, it nonetheless
needs to be verified. In the present case, it was found to be true, to some extent. Indeed, no significantly large
errors were obtained with multi-component computations, when performed with a reduced mechanism preserving
the accuracy of each component... However, keeping the error levels reasonable on every component requires to
keep a very large number of species ! The smallest skeletal mechanism able to do so, on the targeted range
reported in Table 4.10, is composed of 139 species and 1148 reactions. This mechanism represents a species
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Figure 4.36: Left columns: sl and maximum CO and C2H4 species in PF flames, for various 3-components surrogates made
up of n-dodecane, iso-octane and m-xylene. Computations with JetA2 3COMP. Right columns: relative errors on the same
quantities when computed with the 139 species and 1148 reactions reduced mechanism. Ti = 300 K, P = 1 atm and a) φ =
0.8, b) φ = 1.5.
A quantitative investigation of the reduction strategy is provided on Fig. 4.36 (a) and (b). The left most
columns present values of sl as well as maximum of CO and C2H4 species obtained for a large range of surro-
gate compositions, on PF test cases, with the JetA2 3COMP mechanism. The right most columns present the
relative error obtained from these quantities, when employing the 139 species and 1148 reactions mechanism to
perform the computations. From Fig 4.36 (a), presenting results for one of the operating points exhibiting the
largest errors, it can be seen that the error slowly propagates from mono-component mixtures towards binary
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and tertiary mixtures. In particular, the m−xylene component is found to be the most difficult component to
accurately emulate in the present reduction. Note from both Figures, however, that some non-linearities are ob-
served throughout the surrogate composition domain, due to the non-linearities of the multiple pathways of each
components. If they rarely exceed the maximum observed relative error on computations performed with mono-
component mixtures, these ”error non-linearities” tend to become more pronounced as the reduction proceed. As
such, there is no guarantee that the error levels remain reasonable for any surrogate composition provided that a
















































































































































































































































Figure 4.37: Performances of the skeletal mechanism composed of 55 species and 394 reactions, on PF test cases. Ti = 300
K and P = 1 atm.
Following these findings, the second type of reduction is now tested. With this approach, the reduction
is performed by directly targeting the S10325 surrogate composition, specified in Table 4.9. By targeting the
range reported in Table 4.10, a skeletal mechanism composed of 55 species and 394 reactions is obtained. The
global performances of this mechanism are assessed on PF and AI test cases, and examples of validations on PF
test cases are provided on Fig. 4.37. As can be seen, despite the relatively exhaustive list of species retained, a
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compromise has to be made between the various targets: a relative error greater than 40% is almost systematically
observed on the C2H4 species profiles, even in the targeted range. Also, it is observed that this mechanism already
displays a large error on important but not targeted quantities, such as C6H6 or C2H2 for example. Additionally,
as is apparent from the profile of maximum C6H6 species (Fig. 4.37), the level of error and evolution of global
quantities with equivalence ratio is somewhat unpredictable; revealing that the pathways of each component start
to compete and interfere with each other beyond a certain degree of reduction. In the case under consideration,
any further reduction attempt resulted in unacceptably bad performances on crucial targets, such as sl or the
CO/CO2 equilibrium. The next step would be to search for potential QSS. However, due to the relatively large
size of the mechanism, this search is not facilitated. Furthermore, to reach an acceptable size for LES, about half
of the species should be identified as potential QSS. This is obviously not the case, and the reduction procedure
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Figure 4.38: Left columns: sl and maximum of selected species in PF flames, for various 3-components surrogates made
up of n-dodecane, iso-octane and m-xylene. Computations with JetA2 3COMP. Right columns: relative errors on the same
quantities when computed with the 55 species and 394 reactions mechanism. Ti = 300 K, P = 1 atm and a) φ = 0.8, b) φ
= 1.5. White iso-contours represent the region where +/- 2% error is reached on sl. Black iso-contours represent the region
where +/- 2% error is reached on maximum of CO. Grey iso-contours represent the region where +/- 2% error is reached on
maximum of OH. The green region marks the zone where the errors on all three quantities are comprised in between -2% and
2%.
As specified previously, kerosenes are complex blends of various hydrocarbons, and their exact composition
might vary from one batch to the other. The question then arises, if an ARC derived for a given surrogate is
still valid for another, but close, surrogate. To answer this question, the region of validity around the initial
surrogate composition, for a set of relevant targets, is reported in the previously introduced diagrams. Results
are presented in Fig. 4.38 (a) and (b), where PF test cases at two different φ were again considered. For simplicity,
the analysis is limited to sl, and the CO and OH species. One notable observation is that, if the error computed
over the mixture composition for one specific target exhibits a more or less continuous behavior, the different
targets errors are conflicting. In fact, identifying a region with minimum errors on all important species is not
even always possible, as would be the case, for example, if C2H4 was added to the list of targets. The problem is
further complicated when several operating points are considered, since, as can be seen from Fig. 4.38, the several
regions of minimum error might not overlap.
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This analysis has led to the conclusion that emulating the behavior of a real fuel with a multi-component
mixture in the context of LES might not be the best approach.
4.4.4 Alternative approach: HYbrid CHEMistry (HyChem)
4.4.4.a Detailed mechanism
Fortunately, as introduced before, another methodology has been developed to emulate real fuel’s behavior: the
HyChem approach. In this Section, a HyChem model for the Jet A POSF10325 discussed in Section 4.4.2 is
presented. The detailed mechanism is comprised of three parts: a lumped reaction scheme for fuel pyrolysis, a
comprehensive detailed mechanism for the combustion of the pyrolysis products (foundational mechanism), and
a sub-mechanism for NOx predictions.
Fuel breakdown Following the HyChem methodology, the fuel breakdown is described by a few lumped
reactions. For the Jet A POSF10325 fuel (Version I), 6 reactions are required. They read:
POSF10325→ 2.95 C2H4 + 0.39 C3H6
+ 0.195 i-C4H8 + 0.1833 C6H6
+ 0.15 C6H5CH3 +H + CH3
POSF10325 +H → H2 + 0.05 CH4 + 2.83083 C2H4 + 0.48616 C3H6
+ 0.243083 i-C4H8 + 0.1925 C6H6
+ 0.1575 C6H5CH3 + 0.4 H + 0.6 CH3
POSF10325 + CH3 → 1.05 CH4 + 2.83083 C2H4 + 0.48616 C3H6
+ 0.243083 i-C4H8 + 0.1925 C6H6
+ 0.1575 C6H5CH3 + 0.4 H + 0.6 CH3
POSF10325 +OH → H2O + 0.05 CH4 + 2.83083 C2H4 + 0.48616 C3H6
+ 0.243083 i-C4H8 + 0.1925 C6H6
+ 0.1575 C6H5CH3 + 0.4 H + 0.6 CH3
POSF10325 +O2 → HO2 + 0.05 CH4 + 2.83083 C2H4 + 0.48616 C3H6
+ 0.243083 i-C4H8 + 0.1925 C6H6
+ 0.1575 C6H5CH3 + 0.4 H + 0.6 CH3
POSF10325 +HO2 → H2O2 + 0.05 CH4 + 2.83083 C2H4 + 0.48616 C3H6
+ 0.243083 i-C4H8 + 0.1925 C6H6
+ 0.1575 C6H5CH3 + 0.4 H + 0.6 CH3
Foundational detailed mechanism Similarly to what is prescribed by Xu et al. (2017a), the detailed mech-
anism for the pyrolysis products is chosen to be the USCII mechanism. It was presented and employed in this
work in the context of ethylene/air oxidation, in Section 4.3.1.
NOx chemistry NOx reaction pathways are often decoupled from the carbonated phase in that they are often
added as a complementary set to existing hydrocarbon mechanisms. However, as seen in Section 2.2.4.a, the
levels of NOx can rely heavily upon the available amount of carbonated radicals, such as CH. Unfortunately,
the chemistry of such radicals is not well understood, nor are they specifically targeted when deriving kinetic
schemes for combustion applications. As a result, different kinetic schemes developed for the same fuel can yield
very different levels of H, CH, ... which will eventually translate into very different NO levels. In his PhD thesis,
Jaravel (2016), for example, underlined that the level of NO predicted in laminar 1D premixed methane/air
flames by the GRI 2.11 mechanism (Bowman et al., 1995) differed from that of the GRI 3.0 mechanism (Bowman
et al., 1999) by about a factor 2. The same was observed by Moesl et al. (2012) for n-decane oxidation.
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Due to both a lack of experimental data and kinetic schemes available for NOx prediction in real fuels, the
NOx sub-mechanism of the Luche scheme (Luche, 2003) is used, which appeared as the best compromise. A total
of 17 additional species and 245 additional (irreversible) reactions need to be considered.
4.4.4.b ARC derivation
The detailed mechanism without NOx is labelled JetA2 USCII, while the complete mechanism will be referred to
as JetA2 USCII NOx. The latter is comprised of a total of 129 species and 1572 irreversible reactions. Since the
number of species remain reasonable, no lumping is employed. The derivation procedure is similar to what was
described for ethylene/air oxidation: first species and reactions are removed by employing the DRGEP technique,
to obtain the smallest possible skeletal mechanism; then QSS candidates are identified by the LOI method. The
procedure is somewhat complicated by the NOx sub-mechanism, and two reductions were performed. The first
reduction is performed without considering the NOx sub-mechanism. An ARC comprised of 27 transported
species and 12 QSS species is derived, labelled ARC 27 JetA2 hereafter. The characteristics of the derivation are
provided in Table 4.10 (Ref. case), while Fig. 4.39 (a) provides a sketch of the derivation.
Case name Canonical test cases Targeted range Targeted constraints
Ref. case PF 1 atm / 300K / φ = 0.8-1.3 CO CO2 C2H4 OH HR
AI 1 atm / 1300-1700 K / φ = 0.8-1.3 CO CO2 C2H4 OH HR
NOx case PF same same + NO
AI same same + NO
Table 4.10: List and specifications of reductions performed with YARC.
Since the ARC 27 JetA2 mechanism does not contain the CH species, the NOx sub-mechanism cannot be
added directly to it. Instead, the same set of species that were discarded in this mechanism except CH are
removed from the initial detailed mechanism JetA2 USCII. From there, the NOx sub-mechanism is added, and
a DRGEP procedure to remove unnecessary species is performed. Targets for the derivation are provided in
Table 4.10 (NOx case); they only differ from that of the Ref. case in that the species NO is now of interest.
A skeletal mechanism of 46 species and 547 reactions is derived, amongst which 17 species are found to be
good QSS candidates. The whole reduction process is sketched in Fig. 4.39 (b). The final ARC is labelled
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Figure 4.39: a) Derivation of the ARC 27 JetA2 and b) derivation of the ARC 29 JetA2NOx.
The performances of both ARC are assessed in canonical test cases relevant to the NASA-LDI configuration
that will be studied in Chapter 8. Examples of 1D validations are presented in Figs. 4.40-4.42. Note that comple-










































































































Figure 4.40: Validation of ARC 27 JetA2 and ARC 29 JetA2NOx on global quantities and burnt gas temperature of 1D
unstretched laminar premixed flames at P = 1 bar and Tini = 300 K.
mentary validations will be presented in Chapter 8. As can be seen from the graphs, the NO species is the most
difficult target to reproduce. However, due to the aforementioned uncertainties on NOx chemistry, it is consid-
ered acceptable. All other targets are very well reproduced over the entire extended range of equivalence ratio.
The major pyrolysis product is ethylene, but other pyrolysis products such as benzene and major intermediates
such as acetylene might also be of interest. Their error levels are thus monitored a-posteriori, as displayed on the
plots of Figs. 4.41. The higher error levels for such non targeted species were to be expected. Overall, results are
considered very satisfactory.
It is readily seen that this methodology is far more attractive than the classical multi-component approach.
Indeed, the reduction procedure was facilitated by the use of a single mono-component lumped fuel species. The
level of reduction eventually reached is comparable to that reported in the literature for n-dodecane (Vie´ et al.,
2015; Jaravel, 2016) or lighter mono-component surrogates.
The ARC 29 JetA2NOx mechanism will be employed in Chapter 8. As underlined before, AVBP uses a
simplified transport, TransAVBP. This model requires single Schmidt numbers for each species, and a constant
Prandtl number. These data are reported on Table 4.11.
Species N2 H H2 HO2 H2O
Schmidt number 0.69086 0.12175 0.20341 0.73717 0.54500
Species H2O2 O O2 OH CO
Schmidt number 0.74229 0.47607 0.73249 0.48525 0.74221
Species CO2 CH2O CH2CO CH3 CH4
Schmidt number 0.94654 0.84886 1.00381 0.66620 0.66941
Species C2H2 C2H4 C2H6 C3H6 I-C4H8
Schmidt number 0.87434 0.88245 0.97020 1.24102 1.40336
Species C5H6 C6H4O2 C6H5O C6H6 C6H5CH3
Schmidt number 1.44217 1.66697 1.58507 1.55014 1.73499
Species POSF10325 NO HCN NO2
Schmidt number 2.39974 0.74897 0.84600 0.84131
Table 4.11: Schmidt numbers of the species involved in the ARC 29 JetA2NOx mechanism, employed in AVBP computa-
tions.







































































































































Figure 4.41: Validation of ARC 27 JetA2 and ARC 29 JetA2NOx on peak values of major non-targeted pyrolysis products


























































































































































































































Figure 4.42: Validation of ARC 27 JetA2 and ARC 29 JetA2NOx on peak and equilibrium values of major targets, in 1D
unstretched laminar premixed flames at P = 1 bar and Tini = 300 K.
Part II





Conservation equations for turbulent
reacting flows
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5.1 The unfiltered reactive Navier-Stokes equations
One way to obtain the Navier-Stokes equations for multicomponent reactive mixtures, describing the conservation
of mass, momentum and energy, is to rely upon the kinetic theory of gases at the microscopic level. This is an
interesting approach because certain expressions naturally appear, which may be shown to represent the fluxes of
mass, momentum and energy. In particular, second order effects such as the Soret and Dufour effects are directly
accounted for.
For a gaseous mixture made up of N components, the system can be represented by a high-order distribution
function of 6N variables f (N), which is very difficult to determine (N is of the order of the Avogadro’s number).
Fortunately, the properties of a dilute gas can be sufficiently well approximated by the first order distribution
functions f (1) (Hirschfelder et al., 1969; Kee et al., 2005). Those are shown to be completely characterized by the
species i retained, and will thus be denoted fi. fi(x,vi, t)δxδvi represents the number of molecules of species i
which, at time t, lies in a unit volume element about x and have velocities within a unit range about vi. These
distribution functions satisfy Boltzmann equations. The conservation equations can be directly derived from
the Boltzmann equations without knowledge of the distribution functions (see e.g. Chapter 7 in Hirschfelder
et al. (1969)). However, approximate solutions are required to derive expressions for the fluxes appearing in the
conservation equations. Amongst the existing techniques, Enskog’s perturbation theory is the most popular. In
the context where collision times are smaller than reaction characteristic times, the distribution functions are




i ζ..., where 1/ζ measures the frequency of collisions. Keeping only the first order



































84 Chapter 5 : Conservation equations for turbulent reacting flows
with uj the j
th-component of the velocity, P the static pressure, Yk the mass fraction of the k
th-species, E the
total energy and ω˙k and ω˙T the k
th species and energy chemical source term, respectively (see Eqs. 2.13 & 2.14).
Eqs. (5.1)-(5.3) are referred to as the momentum, species and energy conservation equations respectively. The




















Jk,i = ρYkVk,i (5.5)






where DE stands for the Dufour effect (see e. g., Hirschfelder et al. (1969) or Ern & Giovangigli (1995)), λ is the
heat conduction coefficient of the mixture, µ and κ are the shear and volume viscosity, respectively; and where
Vk,i are the species diffusion velocities, expressed as:














for k = 1, N (5.7)
where Wk and W are the species and mixture molecular weight, respectively, and with Dkj the multicomponent
diffusion coefficients, DTk the thermal coefficient, and dj the j









These exhaustive formulations are usually simplified, depending upon the combustion problem under investiga-
tion. In our context, the following assumptions are made:
• The Soret effect, which represents the diffusion of mass arising from temperature gradients in Eq. 5.7 has
usually a small effect and can be safely neglected (Poinsot & Veynante, 2005)
• The Dufour effect, which is the opposite of the Soret effect, is also neglected
• The volume viscosity κ is not considered, since it becomes important only when compressibility effects are
dominant
• For the same reasons, pressure gradients are neglected in Eq. 5.8
In addition, since the evaluation of the Vk,i can be tedious (Ern & Giovangigli, 1994), the classical Hirschfelder
and Curtiss approximation is employed, which has been shown to provide the best first-order approximation to






with Dk now representing a global diffusion coefficient of the species k into the rest of the mixture, expressed in
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Jk,i = ρYk(Vk,i + V
c
i ) (5.13)






The transport coefficients λ, µ as well as the binary diffusion coefficients are still, however, undetermined. The
next Section provides approximate expressions of various degrees of accuracy.
5.2 Expression for the transport coefficients
5.2.1 Simplified kinetic theory
When two molecules come close to one another, they undergo very complex interactions. A simplified kinetic
theory of gases is based on the assumption that the particles are rigid spheres of mass m and diameter d, all
traveling at the same speed in only 6 different directions in space, and interacting with one another only during
collision (elastic collision). This type of interaction is represented on Fig. 5.1a. With these assumptions, the
different coefficients can be expressed in terms of the rate of molecular collision -or the number of collisions
suffered by one molecule per unit time Ω, and the mean free path -or the average distance traveled by a molecule
between collisions l (see, e.g., Kee et al. (2005)). This ultra simplified point of view is in approximate agreement
with experiment, and allows to draw some observations. First off, with the definitions for Ω and l, the coefficients
of viscosity and thermal conductivity are found to be pressure independent, and increase with the square root of
the temperature. The coefficient of diffusion is found to be inversely proportional to the pressure and to vary as
















Figure 5.1: a) Hard sphere potential representation vs b) Lennard-Jones 6-12 potential representation.
5.2.2 The Lennard-Jones potential and the mixture averaged rules (TranMix)
Pure species properties From a more rigorous point of view, the evaluation of the pure species transport
coefficients rely upon the determination of a set of collision integrals Ω(l,s), containing information about the
dynamics of the molecular collisions (Hirschfelder et al., 1969). These, in turn, directly depend upon molecular
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interactions through the angle of deflection, which characterizes how much species are deviated from their path
when they collide. In reality, molecular interactions are complex functions of the shape and properties of the
pair of species, as well as of their environment, intermolecular distance, etc. They are often approximated by
a Lennard-Jones 6-12 potential Vi,j (see Fig. 5.1b), relating the evolution of the potential energy of the pair of
species (i, j) to their intermolecular distance r. This function depends upon the collision diameter σi,j , and the










This model assumes that species interactions occur in two phases. First, species attract each other (term in
the power of 6) until they become bounded and reach an equilibrium distance (occurring when the minimum
potential energy is reached). If the species are further brought together, repulsion begins to occur, and the
bounding energy drastically increases (term in the power of 12). The parameters associated to this model are
the species diameters σi, molecular mass mi, dipole moments µi, polarizabilities αi and Lennard-Jones potential
well depth ǫi.











where χ is unity if the molecules are either both polar or nonpolar; or a function of the reduced polarizabilities
of the nonpolar (n) molecule α∗n = αn/σ
3
















With this choice of model for the potentials, the transport coefficients of the pure species can be expressed

















where mi,j = mimj/(mi +mj) is the reduced molecular mass for the (i, j) species pair. See e. g. Kee et al.
(2000) for an expression of the Ω(l,s)∗.
Expressions for the individual species conductivities are more complex. They are often assumed to be com-




(ftrCv,tr + frotCv,rot + fvibCv,vib) (5.21)
where the expressions for the molar heat capacities Cv,x are different depending on whether the molecule is linear,
non linear, or composed of a single atom. The fx functions depend on many parameters specific to each species,
a complete definition of which can be found, e. g., in the CHEMKIN manual (Kee et al., 2000).
Mixture averaged properties The mixture transport coefficients can now be evaluated from the pure species
coefficients previously discussed. Several empirical mixing rules exist. A good compromise between accuracy and
efficiency is provided by the so-called mixture-averaged rule, which is the formalism employed in every one-
dimensional computations performed in this PhD thesis (with the solver CANTERA (Goodwin et al., 2014)).














































5.2.3 Non-dimensional numbers and constant transport coefficients
(TranAVBP)
It is readily seen that the computation of the mixture-averaged transport coefficients can become very expensive.
As such, simplified diffusion laws are used in a majority of CFD solvers, such as the code AVBP employed in this
PhD thesis. Usually, the viscosity, thermal conductivity and global species diffusion coefficients are no longer
computed based on the pure species coefficients. In particular, the tedious evaluations of the binary coefficients
are no longer required. Instead, constant non-dimensional numbers assessing the relative contribution of each
phenomenon are employed. These are:
• The Prandtl number Pr = µCp/λ, comparing momentum and heat transport, also expressed as Pr =
µ/ρDth where Dth = λ/ρCp
• The species Lewis numbers Lek = λ/ρCpDk assessing the relative importance of the heat and k-th species
diffusion
• The Schmidt numbers Sck = µ/ρDk, comparing momentum and the species k molecular diffusion
where Cp =
∑
k YkCp,k is the mixture heat capacity. From the formulae we see that the specification of a Prandtl
number, a Schmidt number for each species, and an expression for the viscosity leads to a very easy and efficient
determination of the transport coefficients.
In practice, this model offers a very good compromise between accuracy and efficiency, and is retained in this
work. Additionally, when the configuration under consideration employs air as oxidant, the viscosity can be fitted








where c1 is the reference viscosity at the temperature Tref = 475 K, here set to 2.5034e-5; and b = 0.6695 is a
model constant.
Determination of simplified transport coefficients for ARC The Prandtl and Schmidt numbers of cer-
tain species can exhibit strong variations across a flame front. These quantities also vary with the operating
point and the type of combustion regime under consideration. As such, choosing a single value for an entire
targeted range is not straightforward. If it is common practice to employ the burnt gases value at stoichiometry,
this choice is not founded on theoretical grounds. Fig. 5.2 displays typical evolutions of species Schmidt numbers
across 1D laminar premixed flames, for various equivalence ratio; while Fig. 5.3 displays the sl evolution with
equivalence ratio for different choice of Sc and Pr numbers. Operating conditions correspond to that of the
FIRST configuration.
We see that despite the aforementioned variations of Sc and Pr numbers, predicted sl remain fairly similar,
whatever the chosen set of constants. The best solution that comes to mind is to formulate the problem as a
constrained optimization problem, where the Sc and Pr would be allowed to vary in a small interval around their
φ = 1 value, for instance. No direct algorithm implementation of this method has been performed in this work;
however the optimization was performed ”by hand”, with the laminar flame speed, burnt gas temperature, and
integrated CO values as targeted quantities. The resulting set of parameters were given, for each ARC employed
in this work, in the dedicated paragraphs of Chapter 4.








































Figure 5.2: Evolution of a) C2H4 and b) H species Schmidt numbers across 1D laminar premixed flames at P = 3 atm and
Tini = 300 K. Computations with the ARC 18 C2H4NARA mechanism.
















Figure 5.3: Evolution of laminar flame speed with equivalence ratio for different choice of species Schmidt numbers. P = 3
atm and Tini = 300 K. Computations with the ARC 18 C2H4NARA mechanism.
Impact of the transport modelling An evaluation of the impact of employing the TranAVBP model instead
of TranMix, in both CANTERA and AVBP (1D as well as 3D test cases), is presented in Chapter 7 of the PhD
thesis of Jaravel (2016). It was found that global performances of laminar premixed flames were most affected
by the choice of transport model on the rich side, a trend not necessarily retrieved in this study, were neither
the lean nor the rich side are significantly impacted (see for example Fig. 4.30). Comparisons between species
profiles obtained in CANTERA (any model) versus that in AVBP (TranAVBP) are, however, consistent with
the findings of Jaravel (2016), were slight overshoots were observed for intermediate carbon species, especially in
lean cases. This does not affect the major species profiles.
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6.1 The Large Eddy Simulation (LES) formalism
6.1.1 The challenges induced by turbulence
In practice, all flows encountered in complex geometries are turbulent. They are characterized by the appearance
of statistical fluctuations of all the N.-S. variables around their mean values. Macroscopically, the flow appears
to be composed of vortices of various sizes and lifespan. One of the main challenge associated with the numerical
resolution of these flow configurations is that the relevant range of length and time scales to consider is very
exhaustive. This is all the more true when the flow is highly turbulent. A first evaluation of the degree of
turbulence is provided by the Reynolds number Re = ρUL/µ, comparing inertia forces associated to the flow
velocity U and length scale L, with viscous forces. When the Re is large, inertia forces are dominant and the
flow is characterized by a wide variety of scales, from the largest at the integral length scale lt to the smallest at












where ut is a measure of the turbulent velocity fluctuations.
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The energy cascade Following the concept of the energy cascade introduced by Richardson (1922), energy
is thought to be transferred by an inviscid process from the largest energetic scales to the smallest scales, where
it eventually dissipates through viscous action. In this dissipation zone, centered around the Kolmogorov scale,
the inertia forces and the viscous forces balance so that the Re number is of the order of unity. Central to this
theory is the first similarity hypothesis of Kolmogorov, stating that the statistics of these small-scale motions
have a universal form, uniquely determined by the kinematic viscosity ν and the dissipation rate ε. Given these











In between ηk and lt, the second similarity hypothesis states that there exists an inertial range, where the
statistics of the motion have a universal form uniquely determined by ε. In this range, the rate at which energy is
transferred between eddies is independent of their length scale, and scales as ε. A schematic view of this energy
cascade in a homogeneous isotropic turbulence is provided in phase space in Fig. 6.1. The energy density E is
plotted versus the eddies wave numbers k = 1/l. The inertial range is characterized by a constant slope (in
log-log scale) E(k) ≈ k− 53 .

















Integral zone Inertial zone Dissipation 
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kt = 1/lt 1/ηK
Resolved in DNS
Resolved in LES Modeled in LES
Figure 6.1: Sketch of density energy spectrum E(k) in a homogeneous isotropic turbulence, along with the distinction of the
integral, inertial and dissipation zones.
Numerical approaches The numerical resolution of the N.-S. equations for the whole range of relevant length
and time scales could be performed by Direct Numerical Simulation (DNS). However, from Eq. 6.1 we see that
the number of mesh points required will approach 103Re
9/4
T , for a discretization of the Kolmogorov scales with
≈ 10 points in all directions. The total computational effort will eventually come up to scale with Re3 for a
homogeneous turbulence. Obviously, the DNS of realistic configurations characterized by high Re numbers, are
currently out of reach. Some sort of simplification hypothesis have to be employed. An approach that has received
a great amount of attention in the combustion community for the past twenty years is the Large Eddy Simulation
(LES) approach.
In LES, a separation of the scales is assumed, between the largest turbulent scales that are completely resolved,
and the smallest scales that must be modeled (see Fig. 6.1). LES is thus referred to as a filtered approach, for
which subgrid-scale (sgs) closures must be provided. Due to the universal nature of the smallest scales, deriving
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such models is expected to be facilitated. Furthermore, the prediction capability of LES is expected to be very
high since a large part of the physics of the phenomena of interest in turbulent flows are associated with large
scale and mid-scale motions, which are explicitly resolved.
6.1.2 The filtered reactive Navier-Stokes equations in LES
The balance equations for LES are obtained from the continuity and N.-S. equations (Eqs. 5.1-5.3) by convolution
with a filtering operator of size ∆. When applied to a quantity Q, the result is denoted by Q, and reads:
Q(x, t) =
∫
Q(y, t)G∆(x− y)dy (6.5)
Two types of LES can be distinguished, whether the filtering operation is applied explicitly to the conservation
equations or results from a coarse mesh resolution. The latter is referred to as implicit LES and will be employed
in this PhD thesis. In this case, ∆ is approximately equal to the mesh size. When variable density effects are
taken into consideration, a Favre averaged formulation is usually preferred to avoid the emergence of a source
term in the filtered mass conservation equation (Poinsot & Veynante, 2005):



























J i,k + ρ(u˜iYk − u˜iY˜k)
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Closure must be provided for the filtered viscous (τ ij , J i,k, qi) and turbulent (sgs) fluxes, as well as for the
filtered source terms appearing in the RHS of these equations. Models for the fluxes are discussed in the rest of
this Section, while turbulence-chemistry interaction models are the subject of Section 6.2.
6.1.3 Filtered viscous fluxes
The filtered viscous fluxes appearing in the LES governing equations are given by:



































and: µ ≃ µ(T˜ ) (6.13)
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• Diffusive species flux vector J i,k :





























and: Dk ≃ µ
ρSck
(6.17)
• Filtered heat flux qi :












with: λ ≃ µCp(T˜ )
Pr
(6.20)
where simple gradient assumptions have been employed.
6.1.4 Turbulent sgs fluxes closure
The unresolved scales effect on the filtered quantities appearing in Eqs. 6.7-6.10 must be modeled. Sgs closures
are given by:
• Unresolved Reynolds tensor τ sgsij = −ρ(u˜iuj − u˜iu˜j) :

















where νt is the sgs kinematic viscosity for which various expressions have been established (see Sec-
tion 6.1.5).


























where Sctk is the turbulent Schmidt number of species k, fixed to a value of 0.6 for each species in the
present work.














where Prt is the turbulent Prandtl number chosen equal to 0.6 in the present work.
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6.1.5 Modeling of the sgs stress tensor
LES models for the sgs stress tensor (Eq. 6.21) generally rely on the assumption that the effect of the sgs on the
resolved field is purely dissipative (Boussinesq (1877) hypothesis). This assumption is essentially valid within the
cascade theory introduced by Kolmogorov (1941). The most usual models are further derived on the theoretical
ground that the LES filter is spatially and temporally invariant. Two models falling into this category are
employed in the present work. They both rely on the introduction of a turbulent kinematic viscosity, νt, and
only differ through its expression: the WALE (Wall Adapting Local Eddy-viscosity) and the SIGMA model.
Other models are implemented in AVBP, a description of which can be found, e. g., in the AVBP Handbook 1.
Noteworthy is the classical Smagorinsky model (Smagorinsky, 1963) which has been widely employed in various
configurations (and fields !), but is known to be too dissipative and will therefore not be employed in the present
work.


































where Cw = 0.4929 is the model constant and g˜ij is the resolved velocity gradient. The WALE model was
developed by Nicoud & Ducros (1999) for wall bounded flow in an attempt to recover the correct scaling
laws in near wall regions. The main drawback associated with this model is that sgs viscosity will activate
in regions of solid rotation, such as near the exit of a swirled injection system.
• The SIGMA model is based on singular values (σ1, σ2 and σ3) of a tensor built using resolved velocity
gradients:
νt = (Cσ∆x)
2σ3(σ1 − σ2)(σ2 − σ3)
σ21
(6.30)
where Cσ = 1.35 is the model constant. This operator was proposed by Nicoud et al. (2011) to overcome
some drawbacks observed in most of the static models, such as the one discussed in the WALE section.
Indeed, it presents the interesting property to vanish in various laminar flow configurations (pure shear,
pure rotation, pure dilatation/contraction, ...), in good accordance with the expected behavior. Like the
WALE model, it will also vanish with the proper asymptotic behavior near solid boundaries.
6.2 Turbulence-chemistry interactions
6.2.1 Classification of the turbulent combustion regimes
The modeling of the filtered source terms appearing in Eqs. (6.9)-(6.10) requires to have an idea of the regime
of combustion, i. e., the degree to which fuel and oxidant are mixed and the relative intensity of the turbulence
to that of the chemistry. This usually requires some sort of classification of the different regimes, in terms
of characteristic length and timescales. The first distinction that is usually considered in choosing a model is
whether the fuel and oxidant are provided together in a premixed or partially premixed fashion or if they are
fed separately to the reaction zone. The limiting cases are the canonical premixed and diffusion flames that were
introduced in Section 4.2.
1http://cerfacs.fr/∼ avbp/AVBP V6.X/HANDBOOK
94 Chapter 6 : Modeling of turbulent reactive flow
6.2.1.a Premixed turbulent combustion
A premixed flame front can be characterized in this context by its diffusive thickness δ and by its velocity s0l ,





This corresponds roughly to the time required for the flame front to propagate over its own thickness. At the
same time, the flame interacts with eddies crossing its path. The degree to which the flame front is perturbed by














Where τt = lt/ut is the characteristic timescales of the most energetic turbulent structures (integral scale) and
τK = ηK/uK is that of the smallest structures (Kolmogorov scale). Da is the Damko¨hler number and Ka is the
Karlovitz number. Using the relation s0l ≈ µ/ρδ -stemming from a Prandtl number of the order of unity yielding




























































Figure 6.2: Turbulent combustion regimes in terms of length and velocity scales, adapted from Borghi (1988); Peters (1999).
Several cases must be distinguished depending upon the values assumed by these numbers:
• For high Damko¨hler numbers (Da >> 1) the chemistry is fast enough so that the internal structure of the
flame front does not have enough time to be modified by the turbulent eddies. However, the flame front
might be stretched and corrugated by the flow. The reaction zone is then assimilable to a collection of thin
”flamelet” elements.
• For small Damko¨hler numbers (Da << 1) the turbulent timescale being much faster than the chemical
timescale, the reactants and products have enough time to mix together before reaction. The limiting case
is assimilable to a well stirred reactor.
• For high Karlovitz numbers, the flame is significantly thicker than the smallest Kolmogorov eddies, which
are then susceptible to penetrate in the reaction zone. If 1 < Ka < 100 then these eddies are able to
interfere with the preheat zone; and if Ka > 100 then they can interfere with the whole flame front.
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As the Ka, Da and ReT numbers are linked, the transitions between regimes can be characterized by only




















A premixed combustion diagram (”Borghi” diagram) with all information can be constructed in function of lt/δ
and ut/s
0
l , see Fig. 6.2. The internal structure of flames belonging to each category presented in the combustion
diagram are illustrated on Fig. 6.3. The turbulent flame thickness δ0T is here identified as the region between the
mean temperatures of 300 and 2000 K. δ0T is decomposed into a mean preheat and a mean reaction zone. Small
structures are able to penetrate in the preheat zone whenever Ka > 1. The review of Borghi (1988) provides a







Da >> 1 Da << 1
δT0










Figure 6.3: Turbulent premixed combustion regimes illustrated in a case where the fresh and burnt gas temperatures are
300 and 2000 K respectively, adapted from Poinsot & Veynante (2005)
Of course, it is emphasized that these are only qualitative observations, based on many simplifications. In
particular, unsteady effects and multi-species chemistry might complicate the picture.
6.2.1.b Diffusion turbulent combustion
It was stressed in Section 4.2 that diffusion flames are very sensitive to the flow field. A flow field Damko¨hler





where τf = 1/χst, and the chemical time scale τc is related to the reaction thickness, but has no general ex-





were a = ν′F + ν
′
O + 1 is obtained from the stoichiometric coefficients of the global fuel/oxidizer reaction. The
different length scales are illustrated in Fig. 6.4 (a), and were defined in Section 4.2.





































Figure 6.4: a) Illustration of the turbulent diffusion flame length scales and b) non-premixed combustion regimes function
of the turbulent Reynolds number and the Damko¨hler number (Cuenot & Poinsot, 1994; Veynante & Vervisch, 2002)
The Dafl has been identified by Cuenot & Poinsot (1994) as an important controlling parameter in non-
premixed configurations, that can be employed to characterize the ability of turbulent vortices to modify the
structure of laminar diffusion flames. This study introduces several transitional Damko¨hlers:
• For Dafl > DaFLA, the chemistry is very fast and the laminar flame keeps its laminar structure. LFA
stands for Laminar Flamelet Assumption.
• ForDaext < Dafl < DaFLA the flame structure is modified but the diffusion flame is not quenched because
of unsteady effects.
• For Dafl < Daext the flame cannot sustain the too high strain and quenches.
These informations can be reported in a diagram such as the one presented in Fig. 6.4. The controlling parameters
chosen to identify the different regimes are the turbulent Reynolds number ReT and the original Da number
which are related through Da ≈ α
√
ReTDafl, where α is a proportionality factor (Veynante & Vervisch, 2002).
6.2.1.c Summary
The first conclusion that can be drawn from looking at both combustion diagrams is that for a sufficiently high
Da, the flow can be assimilated to a collection of thin flamelets (either premixed or non-premixed). In fact, most
combustion applications are believed to fall into that category. Note that the popular premixed/non-premixed
tabulated chemistry description discussed in Section 3.3.2, and employed in many simulations throughout the
literature, are supposedly only valid in this regime. Usual models for turbulence-chemistry interactions can thus
be classified into two main categories: the ones assuming an infinitely thin reaction zone, exclusively developed
for applications falling within the flamelet regimes; and the ones that attempt to account for the reaction zone,
supposedly valid over a larger portion of the combustion diagrams.
Belonging to the first category, are almost exclusively models for premixed turbulent combustion applications.
One notable exception, amongst the pioneering models, is the Eddy Dissipation Model (EDM) of Magnussen &
Hjertager (1977) based on the earlier Eddy Break-up Model concept of Spalding (1977). This model postulates
that the local state of turbulence has a strong influence on the local rate of reaction, through molecular mixing,
and is thus often the rate limiting phenomenon. The EDM is valid for both premixed and non-premixed config-
urations; however, its use in the LES community is limited (Hu et al., 2006; Stein et al., 2013). Another model
worth mentioning is the level-set method, based on the G-equation proposed by Williams (1985b), and later re-
formulated for LES by Pitsch & de Lageneste (2002) and Pitsch (2005), based on a formulation of Peters (1999).
The G-equation describes the motion of an iso-scalar surface separating the domain into a region of fresh mixture
and a region of burnt gases. The formulation from Pitsch (2005), improved by Moureau et al. (2009) is valid over
both the thin wrinkled flame and the thickened-wrinkled flames premixed regimes. However, probably due to a
somewhat involved formulation when trying to solve simultaneously for the flame structure, its use in LES is also
sparse. Noteworthy are the papers from Knudsen et al. (2010, 2015), performing LES by coupling the G-equation
with a partially-premixed tabulated chemistry description to ensure a sufficient flame front resolution. Bearing
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some resemblance with the G-equation is the Flame Surface Density description (Vervisch et al., 1995; Hawkes
& Cant, 2000; Ma et al., 2014), where the flame is also identified as a surface, subject to straining and curvature
effects. The flame surface density
∑
is introduced, for which an equation has to be solved, providing direct
closure for the reaction rates. As we will see shortly, similarly to the G-equation, the FSD can be employed in
conjunction with other models to include information lost in the LES filtering. In this case, when recast as a
flame wrinkling, it can be employed as an efficiency function to retrieve the lost sgs flame surface.
Models of the second type are of more interest in this PhD thesis, since the objective is to model complex
chemistry effects, a feature that a model based on a thin reaction front could not allow easily. Introduced as
early as in the 80’s in the context of turbulent reacting flows by O’Brien (1980), PDF models, a subset of which
were discussed at length in the Introduction, allow to cover practically any regime of interest, and are therefore
the subject of a very active and diverse field of research. These combustion models are especially well suited to
tabulated chemistry descriptions, but they have been coupled to other chemistry descriptions (e.g., within the
CMC framework or through resolved PDF approaches, Section 1.3.3). A review on the use of PDF method in
LES can be found, e.g., in Veynante & Vervisch (2002) or more recently in Haworth (2010). The first of these
review also provides an overview of many other turbulence-chemistry interaction models. Another possibility, as
underlined in Section 1.3.3, is to artificially thicken the reaction zone. The basic idea of this approach, proposed
by Butler & O’Rourke (1977), is to consider a flame thicker than the actual one, but having the same laminar
flame speed. It is supposedly valid over the entire premixed combustion diagram, but care must be taken in
that the interaction between turbulence and chemistry may be modified, since the Da number is decreased (see
Eq. 6.32). As such, a model to recover the lost turbulence-chemistry information should be employed. The most
common approach relies upon an estimation of the flame wrinkling.
The Artificially Thickened Flame combustion model for LES (DTFLES) that is employed in this PhD thesis
(see Section 6.2.2), was formulated for LES by Colin et al. (2000). Both configurations studied in this work
exhibit premixed and diffusion structures, but the premixed regime is always largely dominant in zones were large
thickening factors are required. Additionally, when diffusion structures are encountered, they are almost always
identified as such by the model, which is able to deactivate. Indeed, work under progress in the context of another
PhD thesis by Shum-kivan (2017) suggests that non-premixed flames adapt to the local grid spacing, and do not
require special treatment (at least for the mesh sizes under consideration in this work). Finally, many studies
have employed the DTFLES on partially premixed configurations successfully Legier et al. (2000); Franzelli et al.
(2012); Esclapez et al. (2015); Jaravel et al. (2016). For all those reasons, this model is believed to be well suited
in the present context. A more in-depth discussion about the DTFLES method and its implementation in the
LES solver AVBP is provided hereafter.
6.2.2 The Dynamically Thickened Flame model for LES (DTFLES)
6.2.2.a Original method
The basic idea of this approach is to consider a flame thicker than the actual one, but having the same laminar
flame speed. This done through rescaling of time and space:
x 7→ Fx t 7→ Ft (6.39)
corresponding to a thickening of the reaction zone by a factor F , obtained by:
ω˙k 7→ ω˙kF (6.40)
for each species k. The diffusivities are accordingly multiplied by the same factor:
Dk 7→ FDk Dth 7→ FDth (6.41)







Gradients across the flame are decreased, species profiles are broadened, allowing a sufficient level of resolution
on a coarse grid. Maximum values of heat release and reaction rates are lowered, but integrals across the flame
front are conserved.
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Now, applying a uniform thickening in the whole domain accelerates diffusion in non reactive zones, where
the thickening is not necessary. A Dynamically Thickening procedure, depending on the flame position and the
local resolution is therefore preferred (DTFLES method of Legier et al. (2000)). The thickening factor F is now
evaluated locally, based upon the values of a sensor S detecting the presence of a reaction front:
F = 1 + (Fmax − 1)S (6.43)





n is the minimum number of points required to properly describe the flame front, and should usually be of the
order of 5. The flame thickness δl is extracted from canonical test cases. For an irreversible one-step reaction
chemistry, S is solely dependent upon both the local temperature and the reactants mass fractions, through a











where Γ is a constant introduced to extend the sensor to the preheat region. To detect reaction zones, identified









where β′ ≈ 50.
This classical methodology suffers from mainly two drawbacks:
• Since the laminar flame front is thickened, its interaction with turbulence is modified, as small vortices can-
not wrinkle the flame front anymore. As a result, the flame surface is reduced, and the flame consumption,
in particular, is underestimated.
• A generalization of S is necessary when working with reduced multi-step chemistries, by taking into account
via the sensor the fact that several reactions might now be of importance in detecting the flame front.
Both points are addressed in what follows.
6.2.2.b An efficiency function to retrieve the lost sgs flame surface
To compensate for the lost sgs flame wrinkling, an efficiency function E is employed, allowing to recover the
correct turbulent flame burning:
ω˙k 7→ Eω˙kF (6.47)
and
Dk 7→ EFDk Dth 7→ EFDth (6.48)
such that:
s0l 7→ Es0l (6.49)
This function has been developed from Direct Numerical Simulations (DNS) results. It is defined as the ratio
between the wrinking of the unthickened flame of thickness δl and that of the thickened flame of thickness Fδl :
E = Ξ(δl)
Ξ(Fδl) (6.50)
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Several formulations exist for the wrinkling function Ξ. In this work, the Colin efficiency function is em-
ployed (Colin et al., 2000):










where ∆e is the size of the effective filter and Γ is a function taking into account the sgs strain rate of all length




not the common subgrid scale LES turbulent velocity, and requires further modeling assumptions. A similarity
assumption is retained, and some work goes into a formulation that removes the dilatational part of the velocity
field (see Colin et al. (2000) for details).
6.2.2.c A modified sensor for reduced multi-step chemistries
The approach proposed by B. Franzelli A sensor for multi-step chemistry was developed in the PhD.








In order to capture the preheat region, the sensor is first clipped:
S = 1 if S > 0.01 (6.53)
before a series of filtering operations are applied. The resulting sensor is sufficiently large to encompass the
relevant reaction zone, see Fig 6.5. The main drawback of this technique is its CPU cost. Indeed, the filtering
Figure 6.5: Construction of the sensor for multi-step chemistries, from Franzelli (2011). In black : Heat release rate, in grey:
sensor.
operations have to be performed at least 5 times. The task is further complicated by the high partitioning on
parallel architectures because of the increased MPI communications. As pointed out by Jaravel (2016), another
issue comes from the fact that this method is not easily parametrizable, so that providing a set of guidelines to
follow whenever a new chemistry is employed is not straightforward. To remedy these drawbacks, an improved
method has been developed in the PhD thesis of Jaravel (2016), and is now briefly outlined.
The approach proposed by T. Jaravel The steps to follow are similar to that just presented:
• Construct a sensor localized around the highly reacting inner flame region
• Enlarge its width by a spatial filtering operation
It is argued that employing the fuel source term to construct the sensor results in an optimal shape, not extending
too much into the post-flame region, where the grid resolution is usually sufficient in practice. Furthermore, the
shape of a sensor based on the fuel source term is also more conveniently controlled than a sensor based on the
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Actually, this sensor bears many resemblance with Eq. 6.46, where the function tanh has been replaced by
clipping the function x 7→ (2x − 1); and an adequate value for β′ has been identified as being equal to 2Fmax.
This sensor correctly identifies the flame zone, but is spatially too narrow and does not, in particular, encompass
the preheat region.
An efficient way to enlarge the sensor is provided by introducing a passive scalar ψ(x) with specific diffusive













if S(x) < 0.05 (6.57)
ψ0 is the maximum value of ψ(x). The larger τ gets, the slower the relaxation is towards the desired value.
Since the goal is to force ψ to follow the sensor in the reaction front (when S(x) > 0.8), but to encompass a
larger region, τ1 should be significantly larger than τ0. Specifically, since the passive scalar should encompass the








if S(x) < 0.05 and T 6 1600K (6.59)
with τ1,f >> τ1,b. The final sensor reads:
Sˆ = max[min(ψ(x), 1),S(x)] (6.60)
It is summarized in Fig. 6.6. From a numerical point of view, ψ is initialized with S before being advanced with
the transport Eq. 6.55 at each iteration, leading to a shape like the one shown in Fig. 6.6. The filtered sensor is
obtained by clipping, as displayed in green, at each iteration.
To sum-up, the controlling parameters of the sensor width ∆Sˆ are:
• Its maximum value ψ0
• Its diffusivity Dψ
• The relaxation factor τ0 towards the maximum value in the flame front
• The relaxation factor τ1 towards 0 outside of the flame front, which can eventually take two different values
depending on whether the relaxation is towards the fresh or burnt gases




We see that the value of τ0 does not enter this formulation. It is chosen to be ≈ 10∆t for stability reasons. Also,
the dependence upon the maximum value ψ0 is very weak, and it is fixed to a value of 20 in the present work.
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Figure 6.6: Illustration of the principle of the sensor filtering procedure, from Jaravel (2016).
Eventually, we see that the sensor can be controlled by only two parameters: the relaxation factor τ1 and the
diffusivity of ψ. These parameters can be related to premixed flame characteristics, by introducing two scaling
numbers α and β:




Dψ = βDth (6.63)








and, with the relation δ = Dth/s
0






This rewriting allows to obtain a sensor which scales directly with the flame thickness, enabling the generalization
of the procedure: choosing a specific α and β completely determine the sensor’s behavior, regardless of the local




A thorough analysis of the sensitivity of the sensor to α and β is provided in the PhD thesis of Jaravel (2016).
It was verified in practice that the asymptotic relation Eq. 6.66 holds perfectly in the burnt gases; meaning,
whenever one of the parameters is divided by r, the sensor width is accordingly divided by
√
r. However, the
situation is less perfect in the cold side, where∆Sˆ is reduced by more than a factor
√
r. It is illustrated on Fig 6.7,
where a normalized temperature profile across a thickened premixed methane/air laminar flame computed with
AVBP is plotted. The dotted line represents the baseline Sˆ, and the dashed dotted line is the modified sensor for
Dψ divided by 4, i. e., β divided by 4. It was also verified that the shape of the sensor adapts itself to the flame
region whenever the thickening factor F is modified but the controlling parameters are kept constant, accordingly
with Eq. 6.66.
This methodology will be employed throughout this PhD thesis. Values for α and β will be specified at a later
time. The diffusivity Dψ is chosen equal to that of the fastest diffusive species in the kinetic mechanism under
consideration, usually, the H atom.
It is emphasized that, while this sensor provides a very convenient framework, it requires to transport an
additional species. In that regard, that the CPU gain when compared to the method of B. Franzelli is not always
clear in practice. Another method, based upon geometrical considerations, is currently under development at
CERFACS, in the PhD thesis of B. Rochette.
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Figure 6.7: Normalized temperature profile across a thickened 1D unstrained premixed methane/air laminar flame, from Jar-
avel (2016). Solid line : unfiltered sensor, dotted line: baseline filtered sensor, dashed-dotted line: modified filtered sensor.
6.3 The LES code AVBP
6.3.1 Presentation
The development of the AVBP solver started in the mid-nineties on the initiative of Scho¨nfeld & Rudgyard
(1999). The goal was to develop an efficient code handling unstructured grids of any element type in order to
study complex geometries. It has grown to become a massively-parallel code solving the compressible reacting
N.-S. equations. AVBP is originally based on an explicit Cell-Vertex Finite Volume formulation (Rudgyard,
1993) where the solution variables are stored at the nodes but the flux integration is computed on the cells. The
cell residuals are then distributed back to the nodes in order to obtain the updated solution. This constitutes
the Gather-Scatter operation. From this perspective, Cell-Vertex schemes have a close affinity with weighted
residual Finite Element methods (Morton & Paisley, 1989), and Colin & Rudgyard (2000) took advantage of this
to implement FE schemes in AVBP. Over the last decade, AVBP has been optimized to have a good scalability
on thousands of processors on various machine architectures, allowing to have a reasonable return time even with
large grid sizes (O7).
6.3.2 Numerical schemes
A complete review of the numerical schemes implemented in AVBP, for both the convective and diffusive terms,
is presented in the PhD thesis of Lamarque (2007). The two convection numerical schemes used in this work are:
• The Lax-Wendroff (LW) scheme is the adaptation of the Finite Difference Lax-Wendroff scheme (Lax
& Wendroff, 1960) to the CV method. It is a FV centered scheme using an explicit time integration with a
single Runge-Kutta step. Its accuracy is 2nd order in both space and time. Its main advantage stems from
the fact that its formulation includes a streamwise dissipative stabilization term making it quite robust,
and a mass lumping operation resulting in a low computational cost.
• The Two step Taylor-Galerkin ’C’ (TTGC) scheme developed by Colin & Rudgyard (2000) is a finite
element scheme of the continuous Taylor-Galerkin family (Donea & Huerta, 2003). Its accuracy is of third
order in both space and time (4th order on regular grid (Moureau et al., 2005)). Specifically built for LES,
TTGC has good properties regarding dissipation and dispersion. However, these advantages make it less
robust than the LW scheme and the explicit mass matrix inversion increases the computational cost (about
2.5 time more expensive than LW).
The numerical discretization methods in AVBP, being spatially centered and low-diffusive, are prone to dis-
persion errors and point-to-point oscillations (also known as wiggles) in the vicinity of steep solution variations.
In particular, those spurious waves can threaten the stability of the computation and lead to unphysical behavior
such as negative mass fraction values. To limit the occurrence of such errors, it is common practice to add a
so-called Artificial Viscosity (AV) term directly to the nodal residuals. These AV models are characterized by
their linear preserving property, which leaves unmodified a linear solution on any type of element. The models
are based on a combination of a shock capturing term (called 2nd order AV) and a background dissipation term
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(called 4th order AV or hyper-viscosity). The 2nd order AV smooths local gradients, and introduces artificial
dissipation. It is activated only in certain regions of the flow, based on a specific sensor value (see the AVBP
Handbook for precisions about the different available sensors). The 4th order AV is mainly used to control
spurious high-frequency wiggles, and it is activated everywhere.
6.3.3 Challenges of reduced multi-step chemistries
6.3.3.a Integration of the stiffness
ARC are characterized by a variety of species, spanning a large range of timescales. In particular, the inclusion of
intermediates can significantly stiffen the overall chemistry integration. It is interesting to be able to quantify the
degree of stiffness of a mechanism a-priori, before integration in the LES solver. Indeed, for stability reasons, the
timescales τc,k of each k-th species should remain larger than the integration time step ∆t. A local quantification
of the τc,k is provided by investigating the diagonal of the Jacobian matrix, similarly to what is done to select




This term can be directly extracted in the solver CANTERA during a computation. This estimation does not
take species interactions into account, but it nonetheless contains the leading order term in most cases. Searching
for the minimum τc,k for each k-th species, amongst a sufficient sample S of points across a series of 1D flames
provides an efficient way to spot the ”problematic” species, i.e., those withmins∈S(τ
s
c,k) < ∆t. It is illustrated on
Fig. 6.8, for the skeletal mechanism ARC 29 C2H4NARA developed in Section 4.3: the minimum timescales are
identified by sampling a series of 1D premixed flames at P = 3 bars, Tini = 300 K, and φ ranging from 0.5 to 1.5.












































































































 ∆t = 2.10-8 s
Figure 6.8: Species chemical timescales extracted from one-dimensional test cases with the ARC 29 C2H4NARA mecha-
nism. The integration time step ∆t corresponding to the FIRST configuration is identified by the red line. QSS species are
also identified in red. Dark bars stands for the unthickened timescales, grey bars represent thickened timescales.
As this simulation employs the DTFLES model with a thickening ranging from 1 to 13, the actual timescales
will be larger. Indeed, remember that the thickening of the flame front acts a sort of dilatation of the fields. The
timescales corresponding to the limiting case of F = 13 are also reported in grey in Fig. 6.8. Real timescales
lie somewhere in between. We readily see that YARC identified most of the ”problematic” species as being QSS
candidates. However, some species could not be removed without introducing significant errors. This is the case
of H2O2, H and HO2. These species require a specific integration strategy, to prevent them from threatening the
stability of the computation and to avoid employing an unpractically small timestep. A way to achieve this is
provided by sub-iterating the computation of the chemical source terms (see the PhD thesis of Jaravel (2016) for
example). However, to be consistent, this method would require sub-iterating the temperature as well, and is
thus CPU consuming. A semi-implicit strategy is preferred in this work, and it is presented hereafter.
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Semi-implicitation of the stiffness Since only a small subset of species are problematic, a semi-implicit
method can be applied to them without affecting the resolution of the rest of the system. We start with the
expression of the k-th species source term (Section 2.3.4):
∂Yk
∂t
= ω˙k = ω˙
+
k − ω˙−k (6.68)
where the source term has been divided according to whether reactions are consuming (ω˙−k ) or producing (ω˙
+
k )
the k-th species. An Euler explicit integration of this equation is provided by:
Y n+1k − Y nk
∆t
= ω˙+k (Y
n, Tn, Pn)− ω˙−k (Yn, Tn, Pn) (6.69)
If we limit the analysis to linear coupling between the ”problematic” species, the consuming source term can be
rewritten as:
ω˙−k (Y
n, Tn, Pn) = f(Y np 6=k, T
n, Pn)Y nk (6.70)
A semi-implicitation reformulation is obtained by substituting Y n+1k to Y
n
k in Eq. 6.70:
Y n+1k − Y nk
∆t
= ω˙+k (Y
n, Tn, Pn)− f(Y np 6=k, Tn, Pn)Y n+1k (6.71)
Y n+1k (1 + f(Y
n
p 6=k, T
n, Pn)∆t) = ω˙
+
k (Y
n, Tn, Pn)∆t + Y
n
k (6.72)
Y n+1k − Y nk =
ω˙+k (Y
n, Tn, Pn)∆t





















(1 + f(Y np 6=k, T
n, Pn)∆t)
(6.74)









(1 + f(Y np 6=k, T
n, Pn)∆t)
(6.75)
This method is more efficient than the sub-iterating procedure, because chemical source terms only have to
be evaluated once. Furthermore, by construction, an implicit method prevents or at least limit the occurrence
of unphysical negative undershoots. However, this method cannot always be employed in practice since, for
instance, the problematic species cannot be quadratically coupled (i.e., they should only appear once in every
equation in which they are involved). Furthermore, the semi-implicit method is not always consistent: the source
terms of all other species should theoretically also be evaluated with the updated Y n+1k∈P , where P is the set of







Ensuring this consistency requires a splitting of the source term evaluation, and precludes any sort of coupling
between problematic species, something that is almost impossible to enforce for large mechanisms. An iterative
procedure would allow to overcome those restrictions, loosing however the advantage of looping through the
source term calculation routine only once. Additionally, ensuring the convergence of such an iterative procedure
is not straightforward.
The semi-implicit methodology, with its imperfections, is found to be very efficient nonetheless, and is thus
systematically employed throughout this PhD thesis for the short living but important H2O2 and HO2 species. A
numerical validation of this technique was provided in the PhD thesis of Jaravel (2016) for methane/air oxidation.
For completeness, an example of HO2 profile in a fully resolved 1D premixed ethylene/air flame computed, on
the one hand, with CANTERA and no implicitation and, on the other hand, with AVBP and semi-implicitation
is shown in Fig. 6.9 (black and red curves, respectively). Both computations use simplified transport. For clarity,
the CANTERA solution is interpolated on the AVBP grid. Additionally, a thickened flame profile (F = 5) is
also reported (blue curve), computed with AVBP and the semi-implicitation procedure. The profile is rescaled
by 1/F . The results show that all integrations give very similar results.
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Figure 6.9: HO2 mass fraction profile across a 1D ethylene/air premixed laminar flame at 3 bars, φ = 2.3 and Tini = 300
K. The kinetic scheme employed is the ARC 19 C2H4NARA. Legend in the text.
6.3.3.b Numerical evaluation of the chemical source terms
As presented in Section 6.3.2, the evaluation of the chemical source terms normally depends upon the chosen
numerical scheme. With the LW scheme, the evaluation is performed at the mesh nodes, along with all the other
transported variables. The TTGC scheme, however, employs a gather-scatter strategy, where the evaluation of
the chemical source terms is performed at the cell center (gather operation) before residuals are distributed to
the mesh nodes (scatter operation), where they are stored. This operation is very costly in practice, especially
when a large number of species are transported. In addition, for tetrahedral meshes, there are in average more
cell centers than mesh nodes, further increasing the number of computations to perform for an integration at
the cells center. In his PhD thesis, Jaravel (2016) evaluated that the time spent on the chemical source term
evaluation can amount for as much as 50% of the total computational time, when evaluating the source term at
the cells center. If integrated at the mesh nodes directly, the source terms only account for about 15% of the
total computational time, with a very limited impact in terms of accuracy. In this work, the same strategy is
employed.
6.3.3.c A word about diffusivity
In practice, either the species chemical lifetimes or the acoustic time step will determine the integration time step
in a compressible code like AVBP. However, it is noted that under some circumstances, the viscous time step
τv might also be relatively small, and it is all the more true that the thickening (and efficiency in a turbulent
computation) is increased. Indeed, ARC employ different Sc numbers for each species, and some light radicals
such as H or H2 are usually very diffusive (small Sc numbers). As a first approximation the viscous timescale
-based on H being present in the mechanism and being the most diffusive species- in a 1D premixed laminar















Figure 6.10 shows that this time scale can become quite competitive with the chemical timescale in the inner flame
region (identified by the normalized temperature gradient in red) for usual mesh sizes and thickening factors. The
comparison between Fig. 6.10 (a) and (b) tells us that employing a constant F in a realistic configuration with
mesh sizes variations might locally lead to a switch of the limiting process (chemical or diffusive) and that this is
all the more true that F is large. Fortunately, however, if the goal is to get 5 points in the flame front, any choice
of parameters will lead to the same balance. This is shown in Fig. 6.10 (c) for two choice of parameters: F = 5
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and ∆x = 10
−4 (Case A), and F = 15 and ∆x = 3.10−4 (Case B), leading to the same discretization. Contrarily









































































Figure 6.10: a) and b) present comparisons of τc (in black) and τv (in blue) for the H species in 1D laminar thickened
premixed flames (F = 5/15), at 3 bars, φ = 1 and Tini = 300K; computed with simplified transport in CANTERA. Various
degree of resolution are evaluated: ∆x = 5.10
−4 (solid line), ∆x = 10
−4 (dotted line), ∆x = 2.10
−5 (dashed-dotted line).
c) present the same comparisons between two computations maintaining the same number of points in the flame, n = 5: in
black F = 5 and ∆x = 10
−4 (Case A), in green F = 15 and ∆x = 3.10
−4 (Case B). The kinetic scheme employed is the
ARC 19 C2H4NARA. The red curve is a normalized temperature profile, marking the flame area.
6.3.4 Boundary conditions
Boundary conditions are important, especially for compressible flows. For nodes situated at the boundaries of the
computational domain, it is necessary to correct the residual obtained from the convective and diffusive fluxes.
To take into account acoustic waves reflected at the inlets and outlets, the residuals are modified by translating
the boundary conditions in a problem of characteristic waves propagation. This method is called Navier-Stokes
Characteristic Boundary Condition (NSCBC). It was originally developed by Poinsot & Lele (1992) and extended
to multi-species flows by Moureau et al. (2005). It is implemented in AVBP and is used in all simulations
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The first half of this chapter has been submitted to Combustion and Flame, and is thus self-contained. Sec-
tions 7.9 present additional results, before general conclusions are drawn.
7.1 Introduction
Recent implementation of emission control regulations has resulted in a considerable demand from industry to
improve the efficiency while minimizing the consumption and pollutant emissions of the next generation of aero-
engine combustors. Less expensive than Direct Numerical Simulations (DNS), Large Eddy Simulation (LES) is
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an attractive tool to address those issues with high accuracy for a reasonable computing cost, and it is nowadays
widely employed for the simulation of turbulent combustion in both academic and applied research (see, e. g.,
the reviews of Pitsch (2006) or more recently Gicquel et al. (2012), and references therein).
However, the computation of combustion chemistry and its coupling with turbulent flows, a recent review of
which can be found in Fiorina et al. (2015), remains challenging in LES. One main reason is that fuel pyrolysis and
oxidation proceed through complex and highly non-linear mechanisms involving hundreds of different chemical
species over a wide range of characteristic length and time scales. As pointed out by Lu & Law (2009) in their
extensive review on the subject, the direct integration of such detailed chemistry in CFD applications like LES
is not a viable path, because of excessive computational demands and numerical stiffness. Employing overly
detailed chemical schemes for a specific application may not be desirable either, as this introduces a large number
of reaction parameters, which individually contribute very little to the global flame behaviour, while introducing
possibly large uncertainties (Wang & Frenklach, 1991).
In practice, chemical kinetics in LES today is often taken into account through pre-tabulated laminar flame
solutions based on detailed chemistry. As discussed by Peters (1984), this method assumes that thermo-chemical
evolutions in the composition/temperature space can be parametrized by a reduced set of variables. Usually,
these include the mixture fraction, characterizing the degree of fuel and oxidizer mixing, and the progress variable,
monitoring the progress of reaction towards chemical equilibrium. Some recent techniques falling into that
category include the flame-generated manifold (FGM) (Oijen et al., 2001), the Flame Prolongation of ILDM
(FPI) (Gicquel et al., 2000) or the Flamelet Progress Variable (FPV) (Pierce & Moin, 2004) which have all been
successfully coupled to various turbulence-chemistry interaction models to perform LES of complex geometries
(Galpin et al., 2008; Ihme & Pitsch, 2008b; Franzelli et al., 2015b; Mahesh et al., 2006). Simulations using
tabulation are obviously very much dependent upon the type of canonical configurations chosen to build the
look-up table (either premixed, partially-premixed or non-premixed) (Vreman et al., 2008; Fiorina et al., 2005),
even if recent efforts addressing this issue should be acknowledged (Nguyen et al., 2010; Knudsen & Pitsch,
2009). Another main disadvantage of this approach is that the interactions between the flame and the flow are
oversimplified. As such, taking into account complex phenomena such as dilution, heat losses or slow pollutant
chemistry requires additional modeling efforts that can be far from trivial. Very often, additional parametrization
variables are introduced, for which transport equations must be solved (Fiorina et al., 2004; Ihme & Pitsch,
2008a; Mueller & Pitsch, 2012), resulting in additional unclosed terms. It is especially true in the context of soot
modeling. Mueller & Pitsch (2013), for example, used a statistical Method of Moments in conjunction with a
tabulated gas-phase chemistry description to investigate soot production in a real aeronautical burner, and their
formulation required specific treatments to account for the loss of soot precursors from the gas-phase chemistry,
and to include radiation effect.
Introduced for example by Goussis & Mass (2011), another promising approach to model chemistry in LES, is
to use Analytically Reduced Chemistry (ARC). ARC are directly derived from detailed kinetic mechanisms, and
they aim at better describing combustion phenomena by retaining more species and reactions in a physically-
oriented way. Typically, in between 10 to 30 species and up to 500 reactions are considered. By keeping only the
main competing pathways, any type of combustion regime and targeted intermediate species should be captured
with this approach. The use of ARC in LES is becoming more and more frequent. Jones et al. (2012) where
amongst the first to use a sub-grid PDF method in conjunction with an Eulerian stochastic field method to
investigate the flame structure in a swirled gaseous premixed burner, using an ARC based on the GRI 3.0 for
methane. More recently Bulat et al. (2014) applied the same strategy to investigate CO and NOx formation in an
industrial gas turbine combustor. Jaravel et al. (2016) derived a target-specific ARC for the same configuration,
and, in conjunction with a DTFLES approach, they performed the LES by solving explicitly the transport
equations for the considered species.
Such LES are still computationally expensive, and up until today, ARC have mainly been used for small hy-
drocarbons on premixed gaseous configurations. To our knowledge, no study has directly addressed the problem
of partially premixing, nor soot modelling, in realistic configurations with ARC. As such, many questions are still
open, and it is the objective of this work to take a step further in the aforementioned directions by considering
the problem of partially premixing in a swirled gas turbine combustor burning C2H4. Indeed, the targeted fuel,
ethylene, is commonly regarded as one of the main heavy hydrocarbon’s pyrolysis products and a precursor of
soot. The question of soot modeling is then partially addressed in this paper, following the work of Franzelli
et al. (2015b) who investigated the predictions of an empirical soot model (Leung et al., 1991) in the same con-
figuration. Their work is extended here, by coupling the same empirical model to the previously discussed novel
gas-phase chemistry approach and investigating its impact.
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The paper is organized as follows: The modeling approaches used for chemistry in this study are first re-
viewed in Section 7.2, before being evaluated on relevant canonical one-dimensional problems in Section 7.3.
Next, the soot modeling strategy is described, in Section 7.4. The experimental configuration is then introduced
in Section 7.5 and the numerical strategy is presented in Section 7.6. Finally, in Section 7.7, flow-field and
flame structure obtained with the two chemistry descriptions are compared and discussed with respect to the
experimental results. The analysis is concluded with a discussion on soot precursors and soot predictions.
7.2 Description of the chemistry models
7.2.1 Construction of the FPI table
The first chemistry description considered in this study is the FPI-TTC tabulation method adapted to compress-
ible solvers by Vicquelin et al. (2011). The look-up table is constructed from a collection of one-dimensional
unstrained premixed laminar flames computed with the solver Cantera (Goodwin et al., 2014), assuming unity
Lewis number for all species. The detailed mechanism of Narayanaswamy et al. (2010) is employed, at the condi-
tions of the target application (Tf = 300K and P = 3 bar). The flammability limit considered for the construction
of the table are 0.4 < φ < 3.0. The two variables that allow to recover all other thermo-chemistry information are
the mixture fraction Yz based on carbon atom conservation, and the normalized progress variable c = Yc/Yc,eq,
where Yc is based on the mass fraction of CO and CO2 and Yc,eq is the Yc value at equilibrium. Both quantities
follow classical transport equations (Vicquelin et al., 2011). The look-up table is discretized by 200 x 200 points
in Yz and c, respectively; and linear interpolation is used for intermediate points. As it is constructed from
premixed flamelets, the points in the Yz direction are gathered around stoichiometry (zst = 0.063) inside the











Figure 7.1: Look-up table used for the FPI computations, colored by the temperature. The dimensions are 200 x 200. zst =
0.063.
Assuming unity Lewis number for all species can have many consequences, the least of all being an underes-
timation of the laminar flame speed sl (see Section 7.3), especially for near-stoichiometric mixtures. To correct
this behavior, based on simplified asymptotic analysis, a correcting factor Fsl,corr = (sl/slLe=1) is applied to the
source term of the progress variable c in the look-up table. Accordingly, the same factor is also applied to the
conductivity, in order to preserve the flame thickness. The impact of these corrections will be discussed further
in Section 7.3.
7.2.2 Development of the ARC mechanism
As discussed in the introduction, in recent years, advanced reduction techniques have been developed to preserve
the chemical information of a detailed mechanism, by retaining only relevant reaction pathways (Goussis &
Mass, 2011). Such reduced schemes can be derived in three steps. First, a set of targets associated with a set
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Transported species QSS species
N2 H H2 HO2 H2O H2O2 O O2 OH CO CO2 S-CH2 CH C HCO C2H5O HCCO
CH2O CH2CO CH3 CH4 C2H2 C2H4 C2H6 T-CH2 C2H3 CH2CHO C2H5 CH3CHO
Table 7.1: Species contained in the ARC 18 C2H4NARA scheme.
of canonical zero- or one-dimensional configurations should be prescribed, so that the reduction can be stirred
towards preserving accuracy of those targets. Next, based upon those results, a skeletal reduction is performed
where, following the formalism of Tura´nyi (1990a), unimportant species and reactions are removed from the
original detailed mechanism. Finally, assumptions about species and/or reactions characteristic timescales should
be formulated, still based upon the results of the canonical configurations, in order to implicit the stiffness of the
mechanism.
Following this approach, an ARC has been derived for ethylene oxidation, based upon the detailed mechanism
of Narayanaswamy et al. (2010), originally composed of 158 species and 1804 irreversible reactions. The reduction
is based on one-dimensional laminar premixed flames and zero-dimensional auto-ignition computations, repre-
sentative of the studied configuration of Geigle et al. (2013). Targets consist of auto-ignition time (τig), burnt
gas temperature (Tb), laminar flame speed (sl), main species final values, and specific intermediate species pro-
files (OH and C2H2). The skeletal reduction is performed by applying the Directed Relation Graph with Error
Propagation method (DRGEP), a full description of which can be found in Pepiot-Desjardins & Pitsch (2008).
This results in a skeletal mechanism composed of 29 species and 334 irreversible reactions. Next, the Quasi
Steady State Approximation (QSSA) is assumed for 11 species, identified by the Level of Importance (LOI) cri-
terion described by Lovas et al. (2002) as being species with the shortest lifetime. The resulting ARC is labelled
ARC 18 C2H4NARA in what follows, and retains 18 transported species, listed in Table 7.1. The reduction was
performed with the automated tool YARC developed by Pepiot (2008).
7.3 Assessment of the chemistry models on canonical configura-
tions
In his section, we evaluate the performances of the previously introduced chemistry descriptions in canonical con-
figurations. The comparison is not exhaustive, and only two cases were selected to help the following discussion
on LES results. The two configurations are epresentative of the combustion regimes encountered in the DLR
burner. First, one-dimensional laminar unstrained premixed flames (PFU) are considered, corresponding to the
canonical configuration used to derive the ARC mechanism. Second, counterflow strained diffusion flames (DFS)
are investigated, because the target application operates under a partially premixed regime were the occurrence
of diffusion structures is expected.
All computations are performed with the solver Cantera (Goodwin et al., 2014), using the same simplified
transport model as the one used in the LES solver (see section 7.6). A unity Lewis assumption is made for the
transported variables involved in the FPI formulation. For the ARC scheme, no such assumption is made and
the values of species Schmidt numbers and Prandtl number are taken in the flame zone of a complex transport
calculation. All results will be compared to the detailed mechanism used to build both the FPI table and the
ARC mechanism (Narayanaswamy et al., 2010), where both a mixture averaged formulation (Mix) and a unity
Lewis assumption have been employed (Le=1). The evaluation against experimental data is out of the scope of
the present article. For validations of the detailed mechanism, the reader is referred to Blanquart et al. (2009);
Narayanaswamy et al. (2010).
7.3.1 Unstrained Premixed Flames (PFU)
To be consistent with the operating points of interest (see Table 7.3), two sets of PFU have been computed. The
pressure is either 3 bar or 5 bar, while the initial temperature is set to 300 K. Computations with the FPI look-up
table and with the detailed mechanism where all species have unity Lewis numbers are reported only for P = 3
bar.
7.3 Assessment of the chemistry models on canonical configurations 113
7.3.1.a Validations for P = 3 bar
Burnt gas temperature as well as laminar flame speed are plotted versus equivalence ratio, respectively, in Fig. 7.2
(a) and (b). The ARC mechanism performances are excellent. In the targeted range of equivalence ratio (0.5 <
φ < 1.5), the relative error on sl never exceeds 4%, while it stays below 10% over the entire range of flammability.
As expected, when a unity Lewis assumption is made we observe an under-prediction of sl, a trend that is
emphasized near-stoichiometry where the relative error can reach up to 25%. The detailed mechanism’s results


































































































































































Figure 7.2: a) Burnt gas temperature b) laminar flame speed c) global CO production and maximum of d) CO e) OH
and f) C2H2 reached in a series of PFU. Initial temperature is 300 K, P = 3 bar. Detailed mechanism - Mix (solid line),


































































Figure 7.3: Profiles of a) CO b) OH and c) C2H2 across a PFU. Fresh gas temperature is 300 K, P = 3 bar and φ = 1.
Detailed mechanism - Mix (solid line), ARC 18 C2H4NARA (o), Detailed mechanism - Le=1 (∆), FPI (+).
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In the above expression, the integration is made up to c = 0.98 to illustrate the kinetics. Results are pre-
sented on Fig. 7.2 (c). Here also, an excellent agreement is observed between the detailed mechanism and the
ARC 18 NARAC2H4 results. The global error computed over the entire range of equivalence ratio is under 2%.
The FPI results under-predict the global CO production, consistently with the Le = 1 detailed mechanism re-
sults. A better agreement is observed under rich conditions, where the relative error is below 20% starting from
φ = 1.3. We note some small differences whether we employ the FPI look-up table or a unity Lewis assumption,
especially for φ < 1.5.
Finally, the evolution of the species of interest -namely, CO, C2H2 and OH- across the flame front is inves-
tigated. For concision, maximums are plotted versus mixture fraction, in Fig. 7.2(d)-(f), while results for one
flame of interest (φ = 1) are presented in Fig. 7.3. The graph is focused on evolutions across the reaction front,
however, it is noted that all simulations evolve towards the same burnt gas state. For the ARC mechanism in
particular, the relative error on equilibrium values for the entire range of equivalence ratio is below 0.5% for the
temperature, below 2% for OH, and below 4% for CO and CO2. Overall, an excellent agreement can be observed
between the detailed mechanism and the ARC mechanism. It is seen on Fig. 7.2(f) that the maximum of C2H2 is
best predicted in moderately rich conditions (1.1 < φ < 1.6). Outside of this range, the relative error can reach
up to 10%, as it is the case for the flame shown in Fig. 7.3 for example. From these plots, it is also apparent that
a unity Lewis assumption modifies the flame structure. In particular, the FPI approach always under-predicts
peak levels of C2H2 by about 20%, and predicts a higher peak of heat release rate (not shown, but consistent
with OH levels seen on Figures 7.2 (e) & 7.3 (b). CO and CO2 (not shown) maximum levels are consistent with
the reference computations, with a maximum relative error below 7%.
In all simulations, a small offset between FPI results and results deriving from a unity Lewis assumption can
be observed. This is somewhat counter-intuitive, as the look-up table was directly constructed from premixed
simulations using this assumption. There can be several explanations for these discrepancies. First of all, results
are very sensitive to the refinement in the progress variable direction, especially for species with a strong gradient
in the phase space, such as OH for example. Considering 200 points might not be enough. Furthermore, when
the mixture is near-stoichiometric, differences can be explained by the correction factor Fsl,corr. Enabling this
correction modifies the profile of the progress variable across the flame front, and equilibrium is reached faster,
as can be seen on Fig. 7.3 (b). Finally, when the mixture is very rich, differences can be attributed to a lack
of refinement in the mixture variable direction (see Fig. 7.2(f)). These remarks serve to emphasize the fact
that a further discussion based solely on results obtained from unity Lewis assumptions, as is often done in the
literature, could lead to erroneous conclusions. This will be even more true in a non-premixed context, as we will
see shortly. Based on these observations, results with the detailed mechanism and a unity Lewis assumption will
not systematically be presented in what follows.
7.3.1.b Validations for P = 5 bar
Results are here presented only for the detailed mechanism, and the ARC 18 C2H4NARA mechanism, as the
same conclusion holds for unity Lewis assumptions as in the 3 bars case. Burnt gas temperature as well as
laminar flame speed are plotted versus equivalence ratio, respectively, in Fig. 7.4 (a)-(b). The laminar flame
speed is consistently lower than in the P = 3 bars case. The agreement is excellent between both mechanisms,
for the entire range considered. With the ARC mechanism, the relative error on sl never exceeds 5%, while the
maximum relative error on the burnt gas temperature is under 1%.
CO global production is plotted on Fig. 7.4 (c). The evolution with the mixture fraction is comparable to that
of the case P = 3 bar, but levels are about 35% higher. The accuracy of the ARC mechanism is similar to what
was discussed in the case P = 3 bar.
Maximums of species of interest are plotted against mixture fraction, in Fig. 7.4(d)-(f). The curves are almost
indistinguishable, except for the maximum of C2H2 for which the ARC mechanism exhibit about 10% of relative
error over the entire equivalence ratio range. Figure 7.5 displays the evolution of the species of interest across
a stoichiometric flame front. As expected, it can be seen that the flame is thinner than in the P = 3 bars case.
Despite the small offset on the predicted peak of C2H2 that can be seen on Fig. 7.5 (c), results with the ARC
scheme are considered excellent. It is noted, here also, that both mechanisms eventually converge towards the
same burnt gas state.






























































































































Figure 7.4: a) Burnt gas temperature b) laminar flame speed c) global CO production and maximum of d) CO e) OH and
f) C2H2 reached in a series of PFU. Fresh gas temperature is 300 K, P = 5 bar. Detailed mechanism - Mix (solid line),





























































Figure 7.5: Profiles of a) CO b) OH and c) C2H2 across a PFU. Initial temperature is 300 K, P = 5 bar and φ = 1. Detailed
mechanism - Mix (solid line), ARC 18 C2H4NARA (o).
7.3.2 Strained Diffusion Flames (DFS)
The reduced mechanisms are further compared on a series of counterflow diffusion flames, for a large range of
strain rates. To be consistent with the DLR combustor operating conditions of interest (see Table 7.3), the
oxidizer inlet is composed of air at 300 K while the fuel inlet is composed of pure ethylene at 300 K. The pressure
is either 3 bar or 5 bar.
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7.3.2.a Validations for P = 3 bar
The response to strain is assessed in terms of maximum temperature reached in the flame, and global fuel and





where uo and uf are the oxidizer and fuel inlet velocity, respectively, and d is the distance between the two inlets.
The first observation is that the ARC mechanism’s behavior is excellent, especially considering the fact that
non-premixed configurations were not targeted in the reduction. The relative error on maximum temperature
never exceeds 1% for all strain rates, and extinction occurs at aext ≈ 2320 s−1, consistently with the prediction
of the detailed mechanism. CO and OH maximum levels are equally well predicted, with a relative error below
5%, except for small strain rates (a < 50 s−1) where the relative error on the maximum of OH can reach up to
10%. Levels of C2H2 are less accurately predicted, with a relative error ranging from 10% everywhere to 30% for
small strain rates (a < 75 s−1). This offset can be seen on Fig. 7.7(c) & (f), were an example of flame structure



































































































Figure 7.6: a) Maximum temperature b) global C2H4 and c) CO production and maximum of d) CO e) OH and f)
C2H2 reached in a series of DFS. Fresh gas temperature is 300 K, P = 3 bar. Detailed mechanism - Mix (solid line),
ARC 18 C2H4NARA (o), FPI (+).
Results with the FPI table exhibit a response to strain, as can be seen on Fig. 7.6, but with a behavior that
is difficult to analyze. Figures 7.6(a)-(c) shows that global tendencies are captured: the maximum temperature
decreases when the global fuel consumption increases. However, it can be seen from Fig. 7.6(d)-(f) that maximum
levels of species of interest are either over or under predicted. Moreover, maximum levels of CO species seem to
be decreasing with increasing strain rate, when the opposite tendency is expected. The predicted strain rate of
extinction is 2105 s−1, which is not that far from the expected value of aext ≈ 2320 s−1. All those discrepancies
are consistent with what has already been observed by Fiorina et al. (2005) in similar test cases. They concluded
that the FPI tabulation was indeed valid in a small inner reaction zone close to the stoichiometric surface, where
diffusive processes are dominated by chemistry. Outside of this zone, they reported big differences in CO and
CO2 mass fractions, which is also apparent from Fig. 7.7(a) & (d). The same can be said about C2H2, Fig. 7.7
(c) & (f), which is poorly predicted over the entire mixture fraction range. The linear interpolation outside
of the flammability range (0.03 < Yz < 0.17), also visible from Fig. 7.7(d)-(f), is another source of error. OH
































































































Figure 7.7: Structure of a DFS with a = 50 s−1. Fresh gas temperature is 300 K, P = 3 bar. Spatial evolutions of a) CO b)
OH and c) C2H2 as well as evolutions in the phase space of c) CO d) OH and e) C2H2 mass fraction. Detailed mechanism -
Mix (solid line), ARC 18 C2H4NARA (o), Detailed mechanism - Le=1 (∆), FPI (+).
evolution is generally better recovered, see Fig. 7.7(b) & (e), because levels are only significant inside the premixed
flammability limits, in a region near stoichiometry. These results suggest that pollutant and soot predictions in
partially-premixed configurations should yield very different results with the FPI and the ARC approach. Results
with the detailed mechanism and the unity Lewis assumption are also reported on the graph, to stress once more
that results bear no resemblance with that of the FPI.
7.3.2.b Validations for P = 5 bar
Similar to the P=3 bars case, the response to strain of the ARC mechanism, presented in Fig. 7.8, is very
good. The predicted extinction strain rate is aext ≈ 3260 s−1 and aext ≈ 3190 s−1 with the detailed and ARC
mechanisms, respectively. Those values are significantly higher than for the P = 3 bars case. Here also, the level
of C2H2 presents the higher offset, with very similar levels of error than what was found in the P = 3 bars case.
This error in peak values of C2H2 is also seen on the profiles of Fig. 7.9(c), (d) & (f), featuring the structure
of a diffusion flame for a very high strain rate (a = 2600 s−1), in both physical and phase space. CO and OH
evolutions are remarkably well predicted.
Those results emphasize once more the main asset of ARC, which is that the derived mechanisms remains
accurate outside of their derivation targets and operating range.
7.4 Soot modelling
7.4.1 Methodology for soot modelling
Soot formation is a highly intermittent and complex process dependent upon the flow time history, and proceed-
ing in stages; from nucleation, which is the inception of a new soot particle from its precursors, to the various


































































































Figure 7.8: a) Maximum temperature b) global C2H4 and c) CO production and maximum of d) CO e) OH and f)
C2H2 reached in a series of DFS. Fresh gas temperature is 300 K, P = 5 bar. Detailed mechanism - Mix (solid line),


























































































Figure 7.9: Structure of a DFS with a = 2600 s−1. Fresh gas temperature is 300 K, P = 5 bar. Spatial evolutions of a) CO
b) OH and c) C2H2 as well as evolutions in the phase space of c) CO d) OH and e) C2H2 mass fraction. Detailed mechanism
- Mix (solid line), ARC 18 C2H4NARA (o).
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surface reactions and particle agglomerations increasing its size and mass (Kennedy, 1997; Frenklach, 2002). At
the heart of these processes, aromatic species such as C6H6 and intermediate species such as C2H4, C2H2 and
OH, are thought to play a key role. Obviously, an accurate gas-phase chemistry description is thus a pre-requisite
to any accurate soot modeling (Frenklach, 2002). The soot modeling employed in this study is a simple two-
equation empirical model proposed by Leung et al. (1991), providing good estimations of the soot levels at a
low computational cost. The transport equations for the number density of soot particles ns and the soot mass































where kT = 0.54 is a constant of the model and ν is the kinematic viscosity. The source terms on the right-hand-





















k1(T )[C2H2] + k2(T )[C2H2]S
1/2 − k3(T )S[O2]
]
(7.6)
where Cmin = 100 is the number of carbon atoms in a nascent soot particle and Ca = 9 is an agglomeration
rate constant; NA and κ are the Avogadro and Boltzmann constants, respectively, and [X] designs the molar
concentration of species X. Ms = 12.011 kg.kmol
−1 and ρs = 2000 kg.m
−3 are the soot molar mass and density,
respectively; and S is the soot volume surface per unit volume of gas, based on the evaluation of a mean particle
size (see Leung et al. (1991)). This model postulates that the soot formation and growth occur through four
main stages, translated into the different R.H.S terms. Ys evolution is governed by nucleation, surface growth,
and oxidation, while ns evolves according to nucleation and coagulation. These stages are described by a set
of reaction rates ki of the Arrhenius type, involving each a set of 3 constants, Ai, ni and T i, that must be
determined to reproduce the correct sooting tendencies. As pointed out by Franzelli et al. (2015b), retrieving the
right tendencies in laminar configurations does not guarantee a correct prediction in the complex configuration.
In their simulations, an underestimation of the instantaneous peaks of soot volume fraction by about two orders
of magnitude was observed. Accordingly, the reaction rates were modified to better account for the physics in
this particular configuration. The final set of parameters are reported in Table 7.2.
Ai ni Ti
k1 (nucleation) 2.0 10
4 0 21100
k2 (growth) 1.2 10
4 0 12100
k3 (oxidation O2) 1.0 10
2 0.5 19680
Table 7.2: Arrhenius constants for the empirical soot model, adapted to the present configuration from Leung et al. (1991).
7.4.2 Validations in canonical configurations
We now investigate the ability of the ARC 18 C2H4NARA mechanism to predict soot levels in canonical sooting
configurations, when coupled to the empirical soot model described above. The solver Cantera (Goodwin et al.,
2014) is employed to perform the computations. Results from the FPI tabulation are reported for P = 3 bars
only.
The first validation case is the experimental configuration of Tsurikov et al. (2005), providing both temper-
ature and soot volume fraction profiles for two different pressures (P = 3 and 5 bars) and several equivalence
ratios (φ = 2.3 - 2.5) in a burner premixed ethylene flame. Results are plotted in Fig. 7.10 (a), for two cases as
reported on the graph. Experimentally, a strong dependency of soot volume fraction to pressure and equivalence
ratio is observed. As expected, results are not perfect, since the parameters of the empirical model were adjusted
following the results of Franzelli et al. (2015b) (see discussion at the end of Section 7.4.1) on the P = 3 bars case;
thus explaining in part the larger discrepancies in the case P = 5 bars. Note furthermore that the offset between
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the two chemistry descriptions in the case P = 3 bars is not due to the unity Lewis assumption used to construct
the FPI table, but rather to a discrepancy in the prediction of C2H2. Indeed, the operating points of interest
here (φ = 2.3) lie well outside of the targeted range of reduction of the ARC mechanism. However, results are
considered satisfactory since, in particular, equivalence ratio and pressure dependencies are correctly captured.
The second validation is a non-premixed case studied experimentally by Hwang & Chung (2001), where
two different categories of operating points were considered: SF (soot formation) flames correspond to flame
stabilizing on the oxidizer side while SFO (soot formation/oxidation) flames refer to flames stabilizing on the fuel
side of a stagnation plane. SFO flames are subject to a high level of soot oxidation. It is noted that the flames
are investigated under atmospheric pressure, hence they are not exactly representative of the configuration of
interest in this study. However, they are interesting in that they illustrate the difference of soot levels to be
expected in partially-premixed configurations where secondary oxidation is present. For this reason, only results
with the ARC mechanism are reported on Fig. 7.10 (b) & (c). The legend is as in Hwang & Chung (2001). The
first observation is that soot volume fraction levels can vary by more than one order of magnitude, depending
on the quantity of oxidizer available. This is correctly captured by the relatively simple soot model. However,
the SF flames are better predicted, which was expected: our choice of Arrhenius constants tend to slow down
the oxidation since the oxidation rate parameter Ai is divided by 100 when compared to the original set of
constants (Leung et al., 1991) (see k3 in Table 7.2).
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Figure 7.10: a) Soot volume fraction in premixed ethylene flames (Tsurikov et al., 2005): experiment (symbols), detailed
mechanism - Mix (solid line), ARC 18 C2H4NARA (o) and FPI (+). Soot volume fraction results in b) SF and c) SFO
counterflow ethylene flames (Hwang & Chung, 2001): experiment (symbols), ARC 18 C2H4NARA (lines).
7.5 Experimental configuration
7.5.1 Presentation of the DLR burner
The experimental configuration studied in this work is installed at DLR and was presented and investigated in
several recent publications (Geigle et al., 2013, 2015a; Eberle et al., 2014). This burner was designed to study
soot formation in gas turbine combustors under elevated pressure, with or without secondary air dilution. To
this end, the burner features a non-premixed swirled injection system consisting of three concentric nozzles and
two radial swirlers (see Fig. 7.11a). Air at 300 K is supplied to the flame through both the central (diameter
12.3 mm) and annular (inner diameter 14.4 mm, outer diameter 19.8 mm) nozzle. The air flows are fed from
separate plenums and pass radial swirlers consisting of 8 channels for the central nozzle (width 4.2 mm, height
5.4 mm, swirl number 0.82) and 12 channels for the annular nozzle (width 3.2 mm, height 4.5 mm, swirl number
0.79). Gaseous fuel (C2H4) is injected at 300 K between both air flows through 60 straight channels, forming a
concentric ring. The fuel injection mimics the behavior of an atomizing lip observed in air-blast liquid atomizer
(Lefebvre, 1998). All nozzle exit planes are located at the level of the combustion chamber dump plane. The
combustion chamber measures 120 mm in height, has a square section of 68× 68 mm2, and features large optical
access from all 4 sides. To enhance soot oxidation, additional air ducts (5 mm diameter) inject secondary air into
the combustor 80 mm downstream the combustion chamber inlet.
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c)b)a)
Figure 7.11: a) Sketch of the experimental configuration from Geigle et al. Geigle et al. (2015a). b) Computational domain
with c) focus on the injection zone.
Amongst the various operating points experimentally studied by Geigle et al. (2013), the two cases chosen for
the present study are summarized in Table 7.3. They differ by the operating pressure, which has been shown to
have a strong effect on the soot production (Geigle et al., 2013; Lammel et al., 2007). The cases will be referred
to as Case A and Case B in what follows. The equivalence ratio listed in Table 7.3 indicates that even though the
burner is operated under overall lean conditions (φ = 0.86) the primary combustion zone (PZ) is characterized
by an overall rich equivalence ratio (φ = 1.2).
Pressure Qair,central Qair,radial Qair,oxy Qfuel φ φPZ Pglobal
[Bar] [kg.s−1] [kg.s−1] [kg.s−1] [kg.s−1] [-] [-] [kW]
Case A 3.0 3.089× 10−3 7.049× 10−3 4.016× 10−3 8.191× 10−4 0.86 1.2 38.6
Case B 5.0 5.025× 10−3 1.172× 10−2 6.697× 10−3 1.364× 10−3 0.86 1.2 64.4
Table 7.3: Experimental operating conditions of interest.
7.5.2 Available validation data
Comprehensive validation data obtained by several laser diagnostics is available for each operating point. For
the flow field validation, velocity component statistics at several positions downstream of the dump plane were
obtained from Stereo - Particle Image Velocimetry (Stereo-PIV). Due to the high level of soot luminosity, two
different detection schemes were employed, referred to as the Field of View (FoV) and the sum-of-correlation
(SoC) (see Geigle et al. (2016) for definitions). These two sets of velocity data will be employed in the following
analysis, although it is noted that Geigle et al. (2016) describe the FoV as being more reliable. For flame analysis,
temperature measurements at several locations in the combustor were obtained by Coherent Anti-Stokes Raman
scattering (CARS), and Laser Induced Fluorescence (LIF) was used to provide a qualitative estimate of the OH
radical distribution. Finally, Planar Laser-Induced Incandescence (LII) was used to measure the soot volume
fraction.
7.6 Numerical setup
7.6.1 Computational domain and numerical strategy
The computational domain is displayed in Fig. 7.11 (b). It includes the channels of both air inlets, the combustion
chamber, secondary air ducts and part of the outside atmosphere (not shown). The 60 straight channels for the
fuel inlet are modeled by a continuous annular nozzle. The domain is discretized into a fully unstructured mesh
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using ≈ 40M tetrahedral elements, with a cell size of about 0.07 mm in the very thin (0.4 mm) fuel injection
nozzle and in the primary mixing region. A picture of the mesh with focus on the fuel injection can be seen in
Fig. 7.11 (c). The axial direction is referred to as the z-axis, corresponding to the main flow direction, while the
x-axis and y-axis denote the transverse directions.
All simulations are performed with the LES solver AVBP (Scho¨nfeld & Rudgyard, 1999; Gicquel et al., 2011),
an explicit cell-vertex massively-parallel code solving the compressible reacting Navier-Stokes equations. A third-
order accurate in space and time Taylor-Galerkin finite-element scheme with low-dissipation (Colin & Rudgyard,
2000) is used for the discretization of the convective terms, while a second order Galerkin scheme is used for
diffusion terms. A full description of the filtered LES equations can be found, e.g., in the review of Gicquel
et al. (2012). The filtering operation produces unclosed sub-grid scale (SGS) turbulent fluxes that must be
modeled. The Reynolds SGS stress tensor is modeled using the WALE approach (Nicoud & Ducros, 1999),
while the SGS diffusive heat and species fluxes are modeled by analogy with the filtered diffusive heat and
species fluxes, assuming constant turbulent Prandtl and Schmidt numbers (Prt = Sctk = 0, 6). Turbulence-
chemistry interactions are detailed in Section 7.6.2. Inlet and outlet boundary conditions are treated according
to the Navier-Stokes Characteristic Boundary Conditions formulation (Poinsot & Lele, 1992), and all walls are
considered adiabatic non-slipping.
7.6.2 Chemistry-turbulence interaction
7.6.2.a The DTFLES approach
LES have been performed using either the FPI tabulation or the ARC 18 C2H4NARA chemical scheme. In
both cases, the Dynamically Thickened Flame (DTFLES) model of Colin et al. (2000); Legier et al. (2000) was
employed to ensure at least 5 points in the flame front. With this approach, a thickening factor Fmax is calculated




A dynamic sensor S detects regions of high heat release where a real thickening factor F = 1 + (Fmax − 1)S
is then applied to the filtered equations. An efficiency function E(sl) based on a SGS equilibrium assumption
between turbulence and flame surface (Meneveau & Poinsot, 1991; Colin et al., 2000) is used to account for the
loss of flame-turbulence interaction resulting from flame front thickening.
In partially premixed conditions a wide range of equivalence ratios is encountered that induces significant
changes of δ0l and sl (see Figs. 7.2 (b) & 7.4(b)). Furthermore, since this burner is operated under elevated
pressure, the flame thickness δ0l can locally be very small ( ≈ 0.1 mm around stoichiometry). Thus, choosing
single reference values can lead to locally erroneous evaluations of E and to either too many or not enough points
to discretize the flame front. Usually, the values of δ0l and sl are chosen at stoichiometry resulting in unnecessary
high thickening factors in lean and rich regions. In the present simulations, this problem is addressed by adapting
the values of δ0l and sl to local flow conditions. This results in acceptable thickening factors, ranging from 3 in
the central region to 30 at the tip of the flame for case A, and from 3 to 40 for case B.
Note that although the DTFLES model was primarily designed for premixed flames, many studies have
demonstrated its efficiency on partially premixed configurations (Legier et al., 2000; Franzelli et al., 2013a;
Esclapez et al., 2015; Jaravel et al., 2016). As such, this model appears suitable for the present configuration.
7.6.2.b Building the sensor
The sensor S is built differently with both chemistry descriptions. It is based on the source term of fuel in the
ARC simulation (following the methodology of T. Jaravel described in Section 6.2.2.c), and on the gradient of Yc
in the FPI simulation. It has been verified that the resulting sensor shape is similar in all LES, as displayed in
Fig. 7.12 (top row) for Case A with both the FPI table and the ARC mechanism (grey iso-contours). S is seen to
encompass the region of high heat release rate in all simulations.
As a result, the spatial distribution of the efficiency and thickening with respect to the flame front, as well as
the maximum levels exhibited by these quantities are fairly similar in both simulations, as shown on the bottom
row of Fig. 7.12 for the efficiency.






























Figure 7.12: Instantaneous fields of heat release rate (top) and efficiency (bottom) with overlaid iso-contours of S = 0.5, for
both the ARC and 2S chemistry descriptions.
7.6.3 Computational requirements
The time step of the simulation is limited by the acoustic CFL number, set to 0.7 for stability reasons. This value
imposes a simulation time step similar for both chemistry descriptions and operating conditions (Case A and B)
and equal to ≈ 0.2 ×10−7 s . The computation of 1 ms of physical time then requires ≈ 50000 iterations. A
summary of CPU requirements for each LES computations is presented in table 7.4, using Intel Haswell nodes
(E5-2680v3) cadenced at 2.5 GHz.
No noticeable differences were observed in terms of CPU requirements between both ARC simulations. As
expected, employing an ARC mechanism requires more CPU than employing an FPI table. Note however that
using the ARC mechanism requires to handle three times as much species than when using the FPI table, but
that the FPI-LES simulation is only 2 times faster than the ARC-LES simulation. Indeed, in our case, no efforts
were made to optimize the handling of the two-dimensional table, which can prove to be a very time consuming
process.
Flow statistics have been collected during 30 ms, i.e., about 2 flow through time of the combustor, for all
simulations.
Case A - ARC Case A - FPI Case B - ARC
Navier-Stokes 5 5 5
Transported species 18 2 18
Soot model 2 2 2
Total transported variables 25 9 25
CPUh for 1 ms 12500 6200 12500
Table 7.4: Summary of computational requirements
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7.7 Results and discussion
Due to the high operating pressure, no experimental velocity information is available for Case B. Furthermore, the
flow-field features are found to be very similar to those of case A. As such, flow-field validations will mainly focus
on Case A. Likewise, only Case A will be used to investigate the flame structure predicted by the ARC mechanism
(ARC-LES approach) in comparison with that of the FPI tabulation (FPI-LES approach). Differences induced
by increasing the operating pressure on the flame dynamic and structure will be discussed with regards to their
effect on pollutant and soot predictions.
7.7.1 Reactive flow-field validations
Figure 7.13 (b) provides a comparison of mean axial velocity fields obtained with both chemistry descriptions.
Similar profiles are observed. The main flow structures are characteristic of swirled stabilized burners where a
large inner recirculation zone (IRZ) is located in the center of the combustion chamber, induced by the radial
expansion of the swirled jets, and corner recirculation zones are observed in the outer part of the swirled jets.
The IRZ extends downstream up to z = 90 mm, and its radial expansion is slightly more pronounced with the
ARC mechanism. Its most upstream point is located within the central air injection nozzle in both LES, and is
subjected to oscillations: as observed in the experiment, the burner is prone to instabilities and flame stabilization















































Figure 7.13: (a) Mean temperature fields, with heat release rate iso-contours in white to localize the reaction zone.
ARC 18 C2H4NARA (top half) and FPI (bottom half). (b) Time-averaged axial mean velocity fields, with white iso-contours
corresponding to zero axial velocity. ARC 18 C2H4NARA (top half) and FPI (bottom half).
As can be seen on the mean velocity fields, the secondary air injected at z = 80 mm interacts with the down-
stream end of the IRZ, inducing an intermittent variation of the recirculated gas temperature and composition,
and leading to the entrainment of secondary air back into the primary combustion zone (see Fig. 7.13). These
effects are visible on the mean temperature fields provided on Fig. 7.13 (a), where it is noted that the recirculated
fresh gases reach further upstream with the ARC mechanism.
In Fig 7.14, numerical axial, radial and tangential velocity profiles are validated against experimental data
at 4 axial positions of interest in the combustion chamber: z = 15 mm and 18 mm are located in the primary
combustion zone, z = 95 mm is located near the secondary air injection while z = 38 mm sits in between. These
positions are materialized by white solid lines on Fig. 7.13 (b). Note that both sets of experimental data discussed
in section 7.5.2 are presented. A very reasonable agreement is reached with both chemical descriptions for the
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first 3 axial positions, considering the scatter of experimental data. The width and magnitude of the IRZ near
the injector, in particular, is well captured by both LES. Larger discrepancies are observed around z = 95 mm.
In both simulations, the tangential velocity is under predicted, while an over prediction of axial velocity near the
central axis is observed. This axial position is located just after the meeting point of the 4 dilution jets. In the
LES, intermittent variations of the jets positions are observed, associated with an oscillation of the stagnation
point.
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Figure 7.14: Mean axial, radial and tangential velocity profiles for both chemical mechanisms extracted in mid-plane at z
= 15, 18, 38 and 95 mm, ARC 18 C2H4NARA (solid line), FPI (dotted line), experiment: FoV(N) and SoC(o).
Figure 7.13 (a) displays the mean temperature fields in the plane of the dilution holes, with heat release
rate iso-contours in white to localize the reaction zone. A ”V” shape flame is observed with both mechanisms,
although the mean flame opening angle is wider with the ARC mechanism, as can be seen also on the radial
profiles of temperature provided in Fig. 7.15 (b) at locations materialized by dashed white lines in Fig 7.13 (a).
As suggested by the longer tail of the distribution at z = 18 mm and x = 8 mm presented in Fig. 7.15 (c) (probe
R2 in Fig. 7.13 (a)), differences between both LES in flame front regions can at least partially be attributed to a
higher intermittency with the FPI tabulation, when the flame appears more stable with the ARC mechanism. It
is also true further upstream in the central zone near the injector, where the sharp mean temperature gradient
of Fig. 7.15 (a) top reveals that the flame stabilizes downstream of the tip of the recirculation zone with the
ARC mechanism. On the contrary, with the FPI tabulation, a broader region of intermediate temperatures is
observed. This is consistent with the longer IRZ observed in this latter case. The unstable behavior is further
revealed, for instance, in the histograms of temperature for the position z = 3 mm and x = 0 mm (probe P1)
which confirms the frequent occurrence of burnt gases in this central region. As a result, an over prediction of the
mean temperature near the combustor main axis is observed in Fig. 7.15 (a), with FPI, in the range 0 < z < 10
mm. With the ARC mechanism, the right tendencies are recovered.
The flame obtained with the ARC mechanism is also more compact. This shorter flame signature, with wide
opening angle, is visible on the radial profiles of temperature for the positions z = 12 mm and z = 18 mm. If the
flame angle seems better predicted with ARC, the apparently longer flame obtained with FPI leads to minimum
temperature levels closer to experiments.
Mid chamber, the PDFs at probes P3 and R3 at z = 45 mm along with the radial temperature profiles (not
shown) suggest that the radial extend of the recirculated fresh gases is better captured in the LES with the ARC
mechanism.
Further downstream, both LES exhibit the right trends, as evidenced by the axial temperature profile, the
radial profile at z = 95 mm and the PDFs at probe P4 at z = 81 mm, although it is noted that the temperature
drop in the core of the secondary dilution zone is slightly over predicted with the FPI simulation.
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Figure 7.15: a) Mean axial temperature profiles with experimental distribution width (shaded area) and b) mean radial
evolution of temperature extracted in mid-plane at z = 12, 18 and 95 mm, ARC 18 C2H4NARA (solid line), FPI (dotted
line), experiment (symbols). c) Probability Density Functions of temperature in locations of interest, ARC 18 C2H4NARA
(solid line), FPI (dotted line), experiment (bars).
7.7.2 Instantaneous flame structure
Figure 7.16 shows instantaneous fields of temperature as well as OH and CO mass fractions, in a central cut plane
of the combustor, for both LES. The flame is highly turbulent, as can be inferred from the white heat release
iso-contours on the temperature fields, Fig. 7.16 (a). It is confirmed also that the main flame extent obtained
with the FPI tabulation is significantly longer. However, the flame surface, calculated as the integral of the
flame surface density (
∫
V
|∇c| dV where c is directly transported in the FPI simulation and is computed in the
ARC simulation) gives a total flame surface of about 70 cm2 with the FPI and of about 85 cm2 with the ARC
mechanism. This reveals that the longer flame extent in the FPI case is due to a more lifted and fragmented flame
front. In Fig 7.16 (b), both OH fields reveal multiple reaction fronts. In particular, high levels of OH are found
behind the main reaction front in the outer shear layer (OSL) of the swirled jets. Other peaks of OH are also
observed in the outer part of the central recirculation zone, coincident with the grey stoichiometric iso-contours.
The combustion regimes in this area appears different in both LES. Figure 7.16 (c), shows that CO is massively
produced behind the primary flame front and that similar levels are found in both LES. The regions of high CO
concentration coincide with rich areas with low OH levels. Note also a less homogeneous distribution of CO and
OH in the ORZ with the FPI simulation.
Following these observations, the domain is divided into two zones (see Fig. 7.13 (a)): the Primary combustion
Zone (PZ) and the secondary Dilution Zone (DZ), which are studied separately in order to emphasize the effect
of the chemistry description on the flame structure. Flame dynamics are first discussed focused on the ARC
simulation when similar features were found in both LES.
7.7.2.a Flame dynamics
In both LES, the PZ flame is found to oscillate at a given frequency corresponding to the PVC frequency (500 Hz,
similar to the value measured in the experiment by Eberle et al. (2014)). The interaction with the PVC wrinkles
the flame front located in the inner shear layer (ISL) and induces the intermittent formation of rich pockets of hot
gas mixture at the tip of the V-shaped flame, which are pushed along the walls towards the exit of the combustor.
This is visible on the CO fields of Fig. 7.16 (c), where regions of high CO concentration are found throughout the
combustion chamber following the outer part of the recirculation zone. These dynamics are further illustrated on
a series of instantaneous snapshots of CO and C2H2 mass fractions with overlaid iso-contours of mixture fraction
in white and of C2H4 in black, Fig. 7.17. The snapshots follow a pocket of rich mixture identified by the black
arrow. Around t = 0.0 ms, the pocket forms around rich -almost pure- pockets of C2H4 with peripheral reaction,











Figure 7.16: Mean fields of a) temperature b) OH mass fraction and c) CO mass fraction, with heat release rate iso-contours
in white to localize the reaction zone and stoichiometric iso-contour in grey. Left: ARC mechanism, right: FPI tabulation.
and grows by diffusion. Progressively, the pocket detaches from the main flame before being convected away
towards the DZ, at t = 1.0 ms. As the reaction proceeds, C2H4 is first converted in C2H2 in high heat release
regions, in the flame core, as observed for instance at t = 0.5 ms in the insert depicting the temperature with
white heat release iso-contours. Eventually, at t = 1.0 ms, the pocket is mainly composed of CO and combustion
products such as H2O and CO2.
It is clear from the heat release iso-contours and the OH fields of Fig. 7.16 that air entering from the dilution
jets induce secondary intermittent reaction fronts downstream of the main C2H4 reaction zone. They follow the
stoichiometric line, have relatively low heat release levels (≈ 108 W.m3), and are located at the meeting of the
IRZ with the aforementioned hot and rich pockets. These reaction fronts are diffusion fronts between the residual
CO and the O2 entering from the dilution holes. If the heat release iso-contours following the stoichiometric line
are also visible with the FPI, the correlation with OH is less clear. Additionally, in the case of FPI, we observe
high heat release iso-contours in relatively low temperature regions filled with air incoming from the dilution jets
(Fig. 7.16 (a)). As already mentioned, the flame structure in this area appears different in both LES, as will be
discussed in section 7.7.2.c.
Another intermittent behavior of the flame is observed in the central region of the PZ, near the dump plane.
As mentioned previously, air inflowing from the dilution holes induce a low frequency motion of the IRZ in the
axial direction. Thus, different instantaneous flow-field configurations can be observed, as illustrated on Fig 7.18
(a). The sequence displays subsequent snapshots of temperature with superimposed white heat-release rate
iso-contours, and grey stoichiometric iso-contour. At t1 = 0.0 ms, the fresh air inflow (1) from the central air
nozzle is clearly distinct from the recirculated fresh gases (2), as indicated by the two separated stoichiometric
iso-contours. Between the two, the pockets of hot rich mixture previously discussed, mainly composed of CO,
are found. This type of flow field configuration will be labelled type 1. Progressively, zone 2 moves upstream
towards zone 1, while the burnt gases region separating the two grows thinner. They eventually merge at t1 =
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FPIARC
CO [-]0.0 0.1
t = 0.0 ms
C2H2 [-]0.0 0.01
t = 0.5 ms
t = 1.0 ms t = 1.3 ms
Figure 7.17: Sequence of instantaneous fields of CO and C2H2 mass fraction, from the LES with the ARC mechanism.
White iso-contours localize pockets of rich mixture (1.2 < φ < 1.5) while black iso-contours represent pockets of C2H4. The
insert on the top right Figure is a close up coloured by temperature, with white heat release iso-contours.
1.8 ms. This leads to a flow field of type 2. This sequence also illustrates that type 1 configuration promotes
reaction fronts between zone 1 and the recirculated burnt gases. These reaction fronts are CO diffusion structures
similar to those observed on the stoichiometric iso-contours of Fig 7.16 (a), and they will be further studied in
section 7.7.2.d.
Temperature [K]300 2400
t1 = 0.0 ms
t2 = 0.0 ms
t1 = 1.4 ms t1 = 1.8 ms t1 = 2.4 ms
t2 = 0.3 ms t2 = 0.8 ms t2 = 1.2 ms
(a)
(b)
1 2 1 2
Figure 7.18: Sequence of instantaneous fields of temperature, from the LES with the ARC mechanism. Heat release rate
iso-contours in white localize the reaction zone and grey iso-contours represent the stoichiometric line. (a) Intermittence of
the flow fields of type 1 and 2 (see text). (b) Illustration of the reformation mechanism of a flow type 2 from a flow type 1.
When zones 1 and 2 join, the temperature eventually drops in the central region, as shown in the bottom
sequence of Fig. 7.18. The recurrent interaction of the ISL with the PVC enhances the premixing of fuel and air.
It further induces a swirling motion of reacting fronts, periodically forcing burning premixed pockets towards the
center, reigniting locally flammable mixtures. The swirling motion effect is underlined by a black arrow at t2 =
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0.3 ms in Fig. 7.18 (b), but also at t1 = 0.0 ms in Fig. 7.18 (a). The reaction front propagation towards the center
is illustrated by a grey arrow at t2 = 0.8 and 1.2 ms in Fig. 7.18 (b). A burning pocket of -rich- premixed fuel
and air was detached from the right lobe of the flame (bottom part of the Figures), and pushed towards the left
lobe (top part of the Figures). High heat release rate regions follow its motion. This type of event can lead to the
formation of a new stable layer of burnt gases between the central air inflow and the IRZ and to the reformation
of a flow field configuration of type 1.
7.7.2.b Combustion regimes
First introduced by Yamashita et al. (1996), the local Takeno Index (TI) is often used to distinguish premixed
from non-premixed reaction fronts. The TI is based on simplified geometrical considerations, assuming a locally
one-dimensional topology of the flow, where alignment of fuel (F) and oxidizer (O) gradients reveal a premixed
flame front when opposite gradients indicate a diffusion front:
TI =
∇YF · ∇YO2
|∇YF · ∇YO2 |
(7.8)
Several improvements to the TI have been proposed in the literature. Fiorina et al. (2005) use different evalua-
tions of the gradient of oxidizer to best distinguish diffusion driven fronts apparently premixed burning. Knudsen
& Pitsch (2009) evaluate the relative contributions of premixed and non-premixed terms to the total progress
variable source term budget. These author further acknowledge that, by focusing solely on the fuel, the classical
formulation has limitations when complex kinetic mechanisms are employed. In particular the combustion of
long hydrocarbons will proceed through smaller components, as it is the case in this work, where C2H4 dissoci-
ates in C2H2 and CO. In an attempt to differentiate between pure C2H4 and CO combustion fronts, two TI are
employed, based either on C2H4 (TIf , Figure 7.19 (a)) or CO (TICO, Figure 7.19 (b)) as a fuel, in Eq. 7.8. Note









Figure 7.19: Takeno Index computed based on a) C2H4 as a fuel and b) CO as a fuel, with overlaid grey stoichiometric
iso-contour and YZ iso-volume. Left: ARC mechanism, right: FPI tabulation.
With both chemical descriptions, the TIf reveals that the PZ exhibits a premixed flame front in the wake
of the swirled jets. C2H4 diffusion flame structures are rarely observed, contrarily to what could be expected
from a non premixed injection system. In fact, the intense shear layers between the inlet streams along with the
PVC interactions enable a complete premixing of the fuel jet with the incoming air. The FPI tabulation is thus
expected to accurately predict the flame structure in this region.
The TICO is more complex to analyze, especially in the FPI simulation, due to the more fragmented field
obtained. However, we clearly distinguish the non-premixed structures corresponding to the reaction fronts
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between unburnt products from the primary rich premixed flame with air incoming from the dilution holes,
already discussed in section 7.7.2.a. It is interesting to note that those combustion fronts closely follow the C2H4-
based stoichiometric iso-contour. In fact, by making use of a two-step global reaction mechanism involving any













This rescaled definition show that the stoichiometry (ΦI = 1) of any intermediates always corresponds to Yz =
zst = 0.063 (see Appendix A). As such, any type of diffusion front will gather around this particular Yz value.
This observation is interesting in that it allows to distinguish between ”real” CO diffusion structures and diffusion
structures resulting from the PZ premixed post-flame, in Fig.7.19 (b).
A few isolated premixed like structures are found in the second part of the combustion chamber, with the FPI
tabulation, when none is detected in the ARC simulation. This dynamic is discussed in more depth in the next
section.
7.7.2.c Dilution Zone (DZ)
To better understand the dynamics in the DZ center, Fig. 7.20 displays a close view of the area. The heat release
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Figure 7.20: Instantaneous views in the plane of the dilution holes for (a) the heat release rate, (b) TICO, (c) the source term
of CO and (d) YC2H4. The grey iso-contour marks the stoichiometry, the white iso-contour marks the lower flammability
limit while inside red iso-contours are values of c smaller than 0.95. Top: ARC mechanism, bottom: FPI tabulation.
The most striking observation is that regions of high heat release rate are not localized in the same areas
in both LES. ARC mainly predicts strong CO combustion fronts along the dilution jets (Fig. 7.20 (a) & (b)),
where fresh air comes into contact with recirculated hot rich pockets, while the flame fronts closely follow the
white flammability limit iso-contour with the FPI. An inspection of the TICO in that region in the FPI case
tells us that about 50% of those structures are premixed-like, when they are all exclusively non-premixed with
the ARC mechanism. Further, many amongst the non-premixed structures found in the FPI-LES do not follow
the stoichiometric grey iso-contour, so that in regards with what was discussed in Section 7.7.2.b, they might
not be true diffusion fronts. A careful inspection of the mass fraction of C2H4 in this region (Fig. 7.20 (d)),
with overlaid c iso-contours in red, reveals that these structures that follow the flammability iso-contour actually
result from a ”virtual” post-combustion of very lean C2H4 premixed fronts. However, these fronts are clipped in
the present simulation, since they are considered to belong to the non-flammability region. This is an artifact of
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the type of canonical configurations chosen to built the look-up FPI table and of the interpolation method outside
flammability limits. In particular, also due to interpolation in the table for very small c and non-negligible Yz
values, a small amount of fuel mass fraction is predicted inside the dilution jets, which is, of course, unphysical.
This regime analysis is confirmed by an inspection of the scatterplots of CO mass fraction, presented on
Fig. 7.21 (a) and (c), for simulations with the ARC mechanism and FPI table, respectively. The lean mixture
cut-off around YZ = 0.028 is clearly visible in the FPI scatterplot (dark grey markers). This scatterplot further
shows that the aforementioned premixed CO structures are located in the vicinity of this cut-off value (black
markers). It is clearly demonstrated that they are the result of an interpolation in the 2D FPI look-up table for
relatively high c (> 0.75) and low YZ (< 0.04) values, characteristic of the secondary combustion zone. In fact,
it is possible to exactly identify the region where TICO = 0/1 in the look-up table: it is contained in a triangle
delimited by the upper c and lower YZ limit and by the thick solid red line trajectory shown on the insert of
Fig. 7.21 (d). This trajectory is reported on all FPI-LES scatterplots of Fig. 7.21, and is seen to encompass all
















Figure 7.21: (a) and (c) present scatterplots of CO mass fraction colored by TICO while (b) and (d) present scatterplots of
temperature colored by the heat release rate; for both the ARC-LES (top) and FPI-LES (bottom). ARC-LES scatterplots
(a) and (b) are superimposed with laminar premixed strained CO structures in green (see text). FPI-LES scatterplots (c)
and (d) are superimposed with trajectories extracted from the 2D look-up FPI table in red. The close-up in the bottom right
Figure identifies the trajectories in the 2D look-up FPI table (see text).
Inside the flammability limits, the distribution of points in all the scatterplots of Fig. 7.21 appears very
similar for both schemes. In particular, a large scatter is seen inside the flammability region on all plots, typical
of highly strained structures. However, if strained flames are effectively present in the ARC-LES, it is not the
case in the FPI-LES, which was not designed to account for strain effects nor CO structures. One-dimensional
diffusion fronts between a hot, rich mixture of burnt gases (YZ = 0.083) and fresh air at 300 K are computed
with CANTERA, and profiles are superimposed to the scatterplots of the ARC-LES (green dotted lines). Three
representative strain rates are displayed: 50 s−1, 1200 s−1 and 4600 s−1, encompassing the data. Note that
consistently with diffusion flame theory, the highest strain rate points exhibit the highest heat release rate. As
expected, these points are all located on the lean side of the scatterplot and correspond, as observed on Fig. 7.20
(a), to the highly strained fronts found along the dilution jets. Note also that, again as predicted by diffusion
flame theory, the heat release rate in strained CO/O2 structures is spread over a large YZ range. In the FPI-LES,
high heat release rate structures are seen on the rich side of the temperature scatterplot (Fig. 7.21 (d)). A closer
inspection of both the LES fields and the 2D look-up table reveals that the scatter of data observed in this case
is due to non homogeneous values of YZ and c inside the IRZ. Two bounding structures extracted from the FPI-
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LES are presented on the FPI-LES scatterplots (red dotted lines), along with their trajectories in the 2D look-up
table. They encompass the high heat release rate region, and explain the scatter and distribution of the data.
The high heat release structures were thus erroneously identified as true CO diffusion structures in the FPI-LES.
Finally, note the higher CO levels found in the DZ with the FPI, which is linked to larger YZ values found in
the PZ, and is discussed hereafter.
7.7.2.d Primary Zone (PZ)
Effect of partial premixing The primary reaction zone exhibits a mainly premixed flame front, characterized
by a large stratification of the fuel-air mixture, due to the interaction of the pure ethylene jets with the swirled
flow. In order to evaluate the mean burning equivalence ratio, the PDF of equivalence ratio in the reacting zone
(i.e. source term of fuel < −10 kg.m−3.s−1) is computed and plotted in Fig. 7.22 (a) for both the ARC and the






























































Figure 7.22: a) PDF of equivalence ratio in the reactive zone of the PZ (ω˙C2H4 < −10 kg/m
3/s) averaged over 9 ms,
b) temporal evolution of the instantaneous PDF of equivalence ratio for the ARC-LES, and c) temporal evolution of the
instantaneous PDF of equivalence ratio for the FPI-LES.
φ = 1.2 corresponding to the global equivalence ratio of the PZ. In contrast, the FPI-LES distribution exhibits a
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bi-modal shape with peaks around φ = 0.8 and φ = 1.6. To better explain this difference, the temporal variations
of the two PDFs are plotted in Fig. 7.22 (b) & Fig. 7.22 (c) for the ARC-LES and FPI-LES, respectively. Note
that for clarity, the distribution at each instant is normalized by its maximum value. The temporal evolution
of the PDF shape is found to be fairly stable with the ARC mechanism, were the most probable value of the
distribution oscillates between 0.9 and 1.4, around the mean value of 1.2 as in Fig. 7.22 (a). For the FPI-LES,
the PDF is found to very rarely peak at the global equivalence ratio, and to change rapidly between rich and lean
burning. The larger occurrence of very rich mixtures (φ > 1.7) with FPI is thought to explain, at least in part,
the higher CO levels found in the DZ (see Fig. 7.20).
The differences between the two computations are thought to have two main sources: mixing in the flame
region and flame position, which are closely related. As was already mentioned, the flame is more lifted in the
FPI-LES. The pure ethylene jet is thus enabled to penetrate further into the PZ before burning. In Section 7.7.2.a
it was shown that in the ARC-LES, the interaction of the ISL with the PVC is a source of mixing, by forcing rich
burning pockets to cross the central region and the fuel stream to curl. The effect of this motion is clearly visible
on the bottom of Fig. 7.23 (a) & (b), where the mean and fluctuations of fuel mass fraction fields extend towards
the center. The same effect, albeit with less intensity, is also visible for the FPI-LES, but further downstream.
Mixing therefore therefore occurs further upstream (prior to combustion) in the ARC-LES, and as a result,
flammable mixtures of global to rich equivalence ratio (φ ≈ 1.2− 1.6) are more frequently observed in the flame
front in this region. On the contrary, lean and rich mixtures are predominantly found in this near injection area
in the FPI-LES, explaining the PDF of Fig. 7.22 (a). In addition, the lifted flame with FPI is less stable and the
tip of the flame, which is situated in a globally rich region, is prone to flapping, inducing frequent detachments
of growing rich burning pockets. The signature of this intermittent motion is revealed by the fluctuations of fuel
mass fraction in the tip of the flame region in Fig. 7.23 (b), which are still very large with the FPI-LES. On the
contrary, the ARC-LES flame being less lifted and more compact, leaner mixtures from the outer air injection in










Figure 7.23: a) Time-averaged fields of fuel mass fraction and b) RMS of fuel mass fraction for both LES.
Effect of strain Another interesting difference between the two simulations arise from the interactions of the
flame with the turbulent flow. The flame is wrinkled and stretched, affecting its structure and propagation
speed (Sd, see Section 4.2.2). To evaluate these effects, the flame stretch is computed, defined as the sum of a
tangential strain rate aT and a curvature component Sdκ; where κ = ∇ · n is the flame curvature defined as the
divergence of the flame surface normal n = −∇YC/|∇YC |. Both computations exhibit the same distribution
of strain and curvature in the flame front, as reported in Fig. 7.24. Scatterplots are constructed from locations
where φ = 1.2 ± 0.02 and YC = 0.5 ± 0.02. The same correlation of stretch with aT is observed in both LES.
Additionally, it is found that negative curvatures are almost always associated with positive strain rates.
In the context of LES, the density-weighted flame displacement S∗d =
ρ
ρf
Sd is usually preferred. S
∗
d is nega-
tively correlated with curvature, consistently with what was observed in previous DNS studies (Echekki & Chen,
1996; Hawkes & Chen, 2004). It is noted that the correlation exhibit a slightly nonlinear shape for very neg-
ative curvatures in the ARC-LES, a trend not seen in the FPI-LES nor in previous studies employing global





Figure 7.24: Scatterplots of stretch versus aT and S
∗
d versus κ, for (a) the ARC-LES and (b) the FPI-LES. Points are









Figure 7.25: Scatterplots of fuel consumption rate vs. progress variable YC at φ = 1.2 for (a) the ARC-LES and (b) the
FPI-LES simulations. Laminar 1D flames at increasing strain rates a = 1000, 5000, 10000, 20000 and 50000 s−1 are overlaid
on the ARC-LES scatterplots.
chemistries. This is attributed to diffusive effects of small radicals included in detailed chemistries. These differ-
ential diffusion effects, along with other strain related effects, are expected to induce large deviations from the
canonical 1D unstretched flames. This is illustrated in Fig. 7.25 showing scatterplots of the fuel consumption
rate in function of YC for both simulations. In both cases, only points within φ = 1.2±0.05 are used to construct
the scatterplots. The conditional mean values < ω˙C2H4|YC > are also reported in thick black lines. Note that
the use of a unity Lewis assumption in the FPI-LES calculation solely induces a change in the laminar flame
structure, as illustrated by the two 1D profiles plotted in Fig. 7.25 (b). A wide scatter around the conditional
mean is observed in the ARC-LES, while the flame structure is frozen in the FPI-LES. This scattering is found to
be strongly correlated to the local flame curvature: positive curvature results in a reduction of the consumption
rate while the opposite trend is observed for negative curvature. This is consistent with trends observed in DNS
simulations of methane-air flames with reduced chemistry (Echekki & Chen, 1996).
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7.7.3 Species and pollutant prediction
7.7.3.a Qualitative OH comparisons
Experimental OH PLIF data allow to perform a qualitative comparison between measurements and the various
computations. Looking at Figs. 7.26 and 7.27, a first comment is that no major difference can be seen in terms
of instantaneous flame shape or position between Case A and Case B in the experiments, a trend that the ARC-
LES reproduces. Differences arise when comparing levels, especially in and right behind the primary flame front:
first, it is seen that Case B exhibits lower peak levels of OH in both experiments and computations; second,
experimental data also reveal that a non-negligeable amount of OH is recirculated on the IRZ right behind the
primary flame front, a trend better reproduced with the FPI-LES. However, the FPI-LES seem to predict too
high OH levels in the ORZ. Overall, the major structures are retrieved with both chemistry descriptions, in
particular, secondary combustion fronts are clearly visible in the DZ, responsible for maintaining significantly








Figure 7.27: Instantaneous snapshots of OH mass fraction (LES) and OH-LIF (Experiments), for Case B.
Fig. 7.28 displays time-averaged experimental and computed fields of OH mass fraction. Computational
results have been rescaled to match the minimum/maximum values of the FPI-LES (Case A) computation, to
allow a direct comparison. Here also, the difference of levels between both operating pressure is striking. However,
the main features remain the same: high levels are found behind the primary flame front and following the outer
IRZ limit throughout the combustion chamber. All computations exhibit the right trends. From the rescaling,
it is observed that the FPI-LES displays lower OH levels than the ARC-LES, except in the ORZ, where OH
levels are, there, overpredicted by the FPI-LES. Note that no heat losses were considered in the computations,
explaining the too high OH values near the combustor walls.
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Figure 7.28: Time-averaged fields of OH mass fraction (LES) and OH-LIF (Experiments) for all cases. LES values are
normalized by the maximum values found in the FPI-LES while experiments are normalized by the maximum value of Case
A.
7.7.3.b CO exhaust levels investigations
As already discussed, in lean premixed or partially-premixed combustion systems, exhaust levels of CO can be
non negligable and constitute an important source of pollution. As indicated in Fig. 7.2(c) & (d) and 7.4(c) & (d),
the CO production in unstrained laminar premixed flames strongly depends upon the flame equivalence ratio,
which is expected to have more effect than increasing the pressure from 3 to 5 bars. In fact, a laminar EICO can
be estimated in these test cases, for conditions relevant to LES computations, by (Takeno & Nishioka, 1993):





Results are reported in the first two columns of Table 7.5. It can be seen that all cases lead to the same emission
index, but that this index is strongly dependent upon the equivalence ratio, with levels differing by about one
order of magnitude from an evaluation at φg or at φPZ . Inhomogeneities at the combustor outlet are thus












where < · > stands for temporal averaging over several instantaneous shots. The results are reported in the third




[g/kg] EICO [g/kg] EICOeq [g/kg] Y ′z [-]
Case A - ARC ∼50 ∼800 185 172 1.1e−2
Case A - FPI - - 177 168 1.1e−2
Case B - ARC ∼50 ∼800 171 177 9.8e−3
Table 7.5: CO emission indices and mixture fraction variance in the outlet plane.
This global indication provides similar values in all simulations; with a strong departure from the value












where YCO,eq is the CO mass fraction expected in the burnt gases of unstretched premixed flames at the local
φ. The values are reported in the fourth column of Table 7.5. They are fairly equivalent to the true EICO in all
cases, indicating a sufficiently large residence time inside the combustor to allow equilibrium to be reached.
To illustrate these conclusions, an example of instantaneous snapshot of the combustor exit plane is provided
in Fig 7.29, for Case A with the ARC mechanism. The far left image reports values of ∆YCO = YCO − YCO,eq. It
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Figure 7.29: z-plane at the combustor outlet colored by ∆YCO (left), Yz (center) and YCO (right). The white iso-contour
indicates the stoichiometry. From the ARC-LES computation.
is observed that the regions where equilibrium has not been reached are all located in the vicinity of φ = 1, easily
identified as being secondary CO oxidation fronts of the DZ pushed towards the combustor exit. A comparison
with the snapshot coloured by YCO provided on the right end of Fig. 7.29 confirms that the YZ inhomogeneities
are the leading order phenomenon in explaining the departure of the emission index from the laminar EICO at
φg.
The distribution of mixture fraction and CO mass fraction are representative of what is observed in all simula-
tions: the center is characterized by lean mixtures, while higher YCO values are found in the outer region near the
walls. The RMS of Yz reported in the last column of Table 7.5 is similar for all LES, and provides an explanation
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Figure 7.30: Integrated CO production and consumption rates conditioned on the equivalence ratio.
However, differences between the simulations arise when analyzing separately the CO production and con-
sumption throughout the combustor. As indicated before, CO is massively produced in the rich premixed
flame fronts of the PZ and is oxidized downstream through diffusion flames between the burnt gases and air








ω˙−CO dV |φ > in both the PZ and the DZ are plotted as function of the equivalence ratio, for all LES, in
Fig. 7.30. Note that ω˙+CO = max(ω˙CO, 0.0) and ω˙
−
CO = min(ω˙CO, 0.0) are net production and consumption
rates, respectively. In order to allow a comparison between all cases, values are normalized by the total fuel
consumption rate. The production of CO is found to peak around φPZ for both ARC-LES while consumption
peaks near stoichiometry, corresponding to the CO/O2 diffusion flame fronts discussed earlier. Consistently with
the PDF of equivalence ratio presented in Fig. 7.22, the production of CO is more spread out in the FPI-LES.
Furthermore, both production and consumption rates are found to be about twice smaller in this case, which
seems to indicate that the flame/turbulence interactions -not taken into account in the FPI simulation- result in
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Figure 7.31: Scatterplots of CO source term versus effective strain rate a∗T and curvature κ for (a) the ARC-LES and (b)
the FPI-LES.
To analyze these differences further, Fig. 7.31 (a) and (b) displays scatterplots of CO source term against the
effective strain a∗T (= aTF/E) and the curvature, for both the ARC-LES and the FPI-LES of Case A, respectively.
Scatterplots are constructed from locations where φ = 1.2± 0.02 and YC = 0.5± 0.02. Note that, for this value
of the progress variable, CO is produced but not oxidized. In the ARC-LES, the CO net source term is found to
strongly depend on curvature with values up to 4 times that of the FPI-LES for negative curvatures, in agreement
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Figure 7.32: Comparison of time-averaged LII soot measurements with time-averaged soot mass fraction. Note that for
comparison, the FPI-LES field has been multiplied ten times.
Figure 7.32 presents quantitative comparisons of time averaged fields of soot obtained in all LES with exper-
imental results. Qualitatively, it is seen that soot is mostly present in the PZ. More precisely, high levels are
found in the bottom part of the IRZ, right behind the post-flame of the main combustion zone, for all operating
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points. The secondary oxidation trace is clearly visible, preventing any soot from surviving near the centerline
in the DZ (Geigle et al., 2015b). Overall, the shape of the region of high soot loads is correctly predicted in
all computations. However, this region is slightly shifted towards the injection, in all LES. This could be an
artifact of the simple model employed in this study, were acetylene is the sole soot precursor, not necessarily
produced or localized in the same flame parts than heavier PAH. Another possible explanation could be the
spatial discrepancies observed in the OH instantaneous and mean distributions between experiments and LES,
Section 7.7.3.a. Indeed, the bottom part of the IRZ in the experiment is characterized by a drop in OH levels,





















Figure 7.33: a) Scatterplots of net soot source term for all computations, coloured by C2H2 mass fraction. b) c) & d)
Scatterplots of the different contributions to the soot source term, for each computation. From left to right: nucleation and
growth -coloured by C2H2 mass fraction, and oxidation -coloured by O2 mass fraction.
Case A, but this might simply be due to a too short averaging time window. Quantitatively, the FPI-LES levels
seen on Fig. 7.32 (levels have been multiplied by ten on the Figure) are off by about one order of magnitude,
when the ARC-LES allows to recover the right trends for both operating points. In particular the higher levels of
Case B are very well predicted. Such a large difference between both approaches is surprising, since all chemistry
descriptions are originally based upon the same detailed mechanism; but consistent with previous LES results on
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this configuration (Franzelli et al., 2015a).
To understand the origin of these discrepancies, the source term of the soot mass fraction Ys is investigated in
more depth in Fig. 7.33. Scatterplots of ω˙Y s against temperature are shown in Fig. 7.33 (a), for all computations,
and they are coloured by C2H2 mass fraction. Consistently with previous findings, it is seen that the production
of soot in Case A is about twice smaller with the FPI-LES than with the ARC-LES. The scatterplot analysis of
the FPI-LES also reveals that, conversely, soot consumption appears to be slightly more important than in the
ARC-LES, and that the production of soot is stopped abruptly around T = 2200 K. For Case B, soot production
is about 4 times higher than in Case A (ARC chemistry). Finally, note that both scatterplots of computations
with the ARC chemistry also reveal more frequent occurrence of higher acetylene levels, a major actor of the
simple two equation soot model employed.
To identify the leading order phenomenon in the production/consumption of soot, each of the terms compos-
ing ω˙Y s (see Eq. 7.6) are analyzed separately. Remember that production is the sum of a nucleation and a surface
growth component, both linearly dependent upon the levels of acetylene; and that consumption is the result of
oxidation by O2. An instantaneous spatial distribution of each of these contributions is provided in Fig. 7.34,
for the ARC-LES of Case A. C2H2 iso-contours are displayed in grey in each snapshot. Accordingly with the
simple soot model, both nucleation and surface growth are localized in the same flame peripheral area where
acetylene levels are important, while oxidation occurs at the meeting of the burnt gases with the incoming fresh
air from the dilution jets. To better apprehend the differences between simulations, scatterplots of each of these
constituting components against temperature are displayed in the rows of Fig. 7.33(b)-(d), with each line corre-
sponding to a LES computation. Investigation of these plots reveal that the leading order term throughout the
temperature range is production by surface growth. The lack of points with high acetylene levels in the FPI-LES
is striking, and points towards either a completely different distribution of C2H2 in this computation, or to lower
levels throughout the combustion chamber. Additionally, note that no nucleation occurs in the post flame-zone,
whenever T > 2200 K, contrarily to what both ARC-LES computation exhibit. This is consistent with previous
observation on ω˙Y s (Fig. 7.33 (a)), and is attributed to the negligible C2H2 values returned by the FPI table in
the post-flame zone. However, as seen for all LES, oxidation is still very important in this region, such that the
balance between production and consumption is perturbed with the FPI, resulting in a slight overprediction of
soot consumption in the post-flame zone.
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Figure 7.34: Instantaneous spatial distribution of each component of the soot source term: nucleation, surface growth and
oxidation. From the ARC-LES.
Figure 7.35 confirms that the spatial distribution of acetylene is similar in all LES, but that values are sig-
nificantly smaller in the FPI-LES. This Figure also reveals very high RMS values for all LES, higher than the
mean values, which is the sign of a very strong skewness of the distribution. Signs of this skewed distribution is
also suggested by the scatterplots of mass fraction of C2H2 against temperature displayed in Figs. 7.36 (a) & (b),
confirming that points with YC2H2 > 10
−2 are frequently observed in instantaneous snapshots, especially in the
ARC-LES.
Focusing on points with φ = 1.2±0.01 in Fig. 7.36 (d), with superimposed 1D laminar profiles computed with
and without the unity Lewis assumption, the unity Lewis assumption is identified as being one possible reason
for the lower acetylene values observed in the FPI-LES. However, comparison with the ARC-LES in Fig. 7.36
(c), advances that this is not the primary cause. Attempts to correlate the data scatter of the ARC-LES with
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Figure 7.35: Comparison of time-averaged C2H2 mass fraction (left part) and RMS (right part), for each computation.
strain and curvature were unsuccessful, at least in the major part of the temperature domain, as can be seen on
Fig. 7.36 (c) were points are coloured by the local curvature. Furthermore, no 1D canonical test case studied so
far seems to be able to explain the phenomenon either. In fact, acetylene levels across stretched 1D premixed







Figure 7.36: (a) and (b) are scatterplots of C2H2 mass fraction coloured by the equivalence ratio for both LES of Case A.
(c) and (d) are scatterplots of C2H2 mass fraction with points chosen in the range φ = 1.2 ± 0.2, coloured by curvature, for
both LES of Case A. (c) is superimposed with stretched and unstretched 1D laminar profiles, while (d) is superimposed with
unstretched 1D laminar profiles computed with and without unity Lewis assumption. 1D computations are performed with
the ARC 18 C2H4NARA mechanism.
To explain the discrepancies in predicted acetylene levels, another underlying mechanism is naturally sug-
gested by partial premixing. As already said, the flame fronts exhibit a highly non-homogeneous distribution of
equivalence ratio. When a flame propagate in such a stratified mixture, its inner structure is altered, leading to
a modification, for example, of the turbulent flame speed and pollutant emissions. To assess the importance of
this effect in the present configuration, two quantities are employed. First, the cross-scalar dissipation rate, χzc
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is defined:
χzc = Dz|∇Yz||∇c| (7.14)
giving an estimation of the local degree of simultaneous Yc and Yz evolutions across the flame, and already em-
ployed, for instance, by Domingo et al. (2005) to analyze both gaseous and spray turbulent-lifted flame structures








characterizing the degree of mixture stratification: whenever αu = 90
◦, reaction progresses along an iso-Yz level.
On the contrary, αu = 180
◦ means that the flame propagates towards rich mixtures, and αu = 0
◦ towards leaner
mixtures. Stratification effects are expected whenever χzc >> 0 and αu 6= 90◦.
a) b)
Figure 7.37: Scatterplots of C2H2 mass fraction in the ARC-LES (Case A), (a) coloured by χZC and (b) coloured by the
unmixedness angle αu. Points are chosen in the range φ = 1.2±0.2. Superimposed are stretched and unstretched 1D laminar
profiles computed with the ARC 18 C2H4NARA mechanism.
Fig. 7.37 displays the same scatterplot than that of Fig. 7.36 (c), but coloured by χzc (a) and αu (b). The
correlation with both quantities is obvious. In particular, points straying away from the 1D laminar profiles
(superimposed to the plots), and exhibiting very high acetylene levels are all identified as being points with αu =
0◦ or more frequently 180◦, also characterized by moderate to high χzc values. This proves that stratification
effects are responsible, for the most part, for the higher acetylene levels observed in the ARC-LES; and in turn,
for the higher predicted soot levels. This also amounts to saying that additional effects, other than classical flow
related effects such as stretch and curvature, might play a crucial role under certain circumstances, and that
short from being able to add this complexity into the table, an FPI simulation might provide erroneous results.
Since there are no proper way to determine a-priori which effects might be of interest in realistic configurations, a
methodology able to account for all of them without additional modeling assumptions, such as the one presented
in this article, is of great interest.
7.8 Conclusions
The present study has demonstrated the efficiency of Analytically Reduced Chemistry (ARC), combined with the
Dynamically Thickened Flame (DTFLES) approach to predict with high accuracy the complex flame structures
encountered in realistic burners. This approach is able to account for the various flame regimes as well as targeted
intermediate species without any additional modeling, something that is not possible with the more popular
tabulation techniques. Additionally, the methodology employed to produce ARC from detailed mechanisms,
being a fully automated procedure, allows to directly control the stiffness as well as maximum allowed error on
targeted quantities, to find the best possible compromise in any specific configuration. It has therefore a very
strong potential to address many issues related, for example, to pollutant predictions in practical systems, as was
demonstrated here with CO and soot predictions.
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7.9 Additional material
7.9.1 Summary of the different computations
Table 7.6 provides a summary of all computations performed. Case A and B still refer to the operating points
summarized in Table 7.3. Runs highlighted were investigated in the first part of this Chapter. In the following,
Chemistry description Case(s) run time [ms]
ARC-DTFLES A, B, A + heat losses 30, 22, 20
FPI-DTFLES A 35
2S-DTFLES A 20
Table 7.6: Characteristics of the performed runs.
the ability of a global 2-steps (2S) scheme in predicting the flame structure with impact on exhaust CO levels
and overall soot predictions is assessed. A general conclusion providing CPU information on all runs closes the
Chapter. Information about and validations of the 2S scheme for ethylene/air oxidation employed is provided in
Appendix B.
7.9.2 Reactive-flow field validations
7.9.2.a Time-averaged fields
Figure 7.38 provides a comparison of mean axial velocity and temperature fields in a central cut plane, obtained
with both the ARC mechanism and the 2S mechanism. As expected, the results are fairly similar, particularly
for the velocity fields, where the large IRZ extending from the meeting of the dilution jets up into the central air
injection nozzle is retrieved in the 2S-LES. It is noted that the IRZ extends further upstream in the 2S simulation,
and that ORZ are more pronounced. This extent of the IRZ into the central air injection nozzle is consistent
with the shift of flame position further upstream that can be observed on the mean temperature fields. With
this chemistry description also, flame stabilization is difficult to reach and as a result, an incessant ”pumping”
movement is observed in this central region. This particular instability appears stronger in the 2S simulation
than in the ARC simulation. Mean temperature and velocity fields are, in that regard, similar to those observed
with the FPI chemistry description. This movement could be the reason why the lower temperature central
region axial extend is less pronounced in both the FPI and 2S simulations.
In Fig. 7.39, numerical axial, radial and tangential velocity profiles are validated against experimental data
at the same 4 axial positions of interest materialized in Fig. 7.13(b). Not much difference can be seen between all
runs, all leading to a very good agreement with experiment. A better agreement with the 2S scheme is observed
around z = 95 mm, just after the meeting point of the 4 dilution jets, where the tangential velocity is under
predicted with all other chemistry descriptions.
Axial and radial profiles of temperature are provided in Fig. 7.40 (a) and (b), at several locations of inter-
est spanning the entire combustion chamber. Note that results with the ARC mechanism and the heat losses
(ARC+HL) are also presented. As seen on Fig. 7.40(a), adding heat losses worsen the temperature levels on the
centerline of the combustor. This under-prediction of temperature on the centerline is better understood when
looking at the radial temperature evolutions, Fig. 7.40(b). Obviously, as observed at z = 18 mm, the physics of
the problem is not completely retrieved in the LES: where a single drop in temperature around x = 15 mm is
observed in the experiment, a double drop is observed in all LES with the second one located around x = 0 mm
-albeit with more or less intensity. This amounts to saying that, if radially averaged, temperature levels are the
same between LES and experiments, but the distribution is clearly off. This offset is difficult to explain, since all
velocity components were correctly retrieved at these near-injection locations. Concerning the main temperature
drop, located in the flame front, the 2S scheme is seen to give less accurate results, with as expected a strong
over-prediction of the temperature. Note, to conclude, that the ARC scheme appears as the only chemistry
description enabling to retrieve the right temperature of ≈ 300 K at z = 0 and x = 0 (Fig. 7.40 (a), with and
without HL).








































Figure 7.38: (a) Mean temperature fields, with heat release rate iso-contours in white to localize the reaction zone. (b)
Time-averaged axial mean velocity fields, with white iso-contours corresponding to zero axial velocity. 2S (top halves) and
ARC 18 C2H4NARA (bottom halves).
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Figure 7.39: Mean axial, radial and tangential velocity profiles for several chemical mechanisms extracted in mid-plane at
z = 15, 18, 38 and 95 mm, ARC 18 C2H4NARA (solid line), 2S chemical scheme (dashed-dotted line), FPI (dotted line),
experiment: FoV(N) and SoC(o).
7.9.2.b Flame structure
Dilution Zone Just as seen in the ARC-LES and FPI-LES, the DZ exhibit CO/O2 diffusion fronts, located
close to the IRZ boundary and near stoichiometric iso-contours (see Fig. 7.20). To better characterize these
fronts, scatterplots of CO mass fraction are presented at the top of Fig. 7.41, for both the ARC-LES and the
2S-LES. They are coloured by the CO Takeno Index (TICO) introduced in Section 7.7.2.c. Consistently with the













































z = 45 mm



































Figure 7.40: (a) Mean axial temperature profile for several chemical mechanisms and (b) mean radial temperature pro-
files for several chemical mechanisms extracted in mid-plane at z = 18, 45 and 95 mm, ARC 18 C2H4NARA (solid line),
ARC 18 C2H4NARA with heat losses (solid line), FPI (dotted line), 2S chemical scheme (dashed-dotted line), experiment
(o).
ARC-LES, no premixed-like structures are found in this region. As in Fig. 7.21, superimposed to the scatterplots
of the ARC-LES are profiles extracted from 1D diffusion fronts between a hot, rich mixture of burnt gases (Yz
= 0.083) and fresh air at 300K. Likewise, superimposed to the scatterplots of the 2S-LES are profiles extracted
from the same types of 1D diffusion fronts, but computed with the 2S C2H4 BFER. Only two strain rates are
displayed for the 2S-LES: 1000 s−1 and 4600 s−1. As expected from the unity Lewis assumption made for the
2S C2H4 BFER transport data, no response to strain is observed. Note the large scatter of data in the 2S
simulation, for Yz > 0.8. Around the same Yz value, it is seen on the scatterplot of temperature that points are
starting to stray from 1D profiles. This behavior is to be associated with the PEA corrections (Franzelli et al.,
2010) applied to each reaction rate of the 2S scheme to account for rich mixtures.
To confirm this analysis, scatterplots of CO and CO2 mass fractions are displayed in Fig. 7.42, coloured by
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the PEA factor applied to the second reaction. The PEA factor of the second reaction is almost zero in very
rich mixtures (in red in the aforementioned scatterplots), indicating that the second reaction is virtually stopped
and species tend to stray from their theoretical equilibrium values. This type of unphysical behavior prevents a
systematic quantitative analysis of the CO species in 2S simulations; in particular, there is no a-priori guarantee













Figure 7.41: Scatterplots of CO mass fraction colored by TICO (top) and temperature colored by the heat release rate







Figure 7.42: Scatterplots of CO2 and CO mass fraction colored by the second reaction PEA factor (PEA2).
Primary Zone To investigate the level of partial-premixing in the PZ with the 2S-LES, the PDF of equivalence
ratio in the reacting zone (i.e. ω˙C2H4 < −10 kg/m3/s) is evaluated and plotted in Fig. 7.43, along that of the
ARC-LES. Just as for the FPI-LES, a bi-modal shape with peaks around φ = 0.8 and φ = 1.6 is obtained. The
explanation given in Section 7.7.2.d is thought to be, at least partially, relevant in the present case also. Indeed,
remember that for the ARC-LES, the interaction of the ISL with the PVC was identified as a source of early
mixing, and that traces of this motion were identified in the mean and RMS fields of fuel mass fraction, see the
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bottom of Fig. 7.44 (a) and (b). These traces seemed to indicate an enhanced mixing closer to the injection
system than in the FPI-LES, where such traces were also observed but further downstream. The same features
are observed for the 2S-LES, see the top of Fig. 7.44 (a) and (b). This indicates the predominance of leaner
flammable mixtures in this near injection area, responsible for the leaner peak found in Fig. 7.43. Additionally,
it is observed that the fluctuations of fuel mass fraction in the tip of the flame region are still very large with the
2S-LES, consistently with what was found in the FPI-LES analysis. Richer mixtures are thus expected in this

























Figure 7.44: a) Time-averaged fields of YC2H4 and b) RMS of C2H4 for both ARC-LES and 2S-LES.
7.9.3 Species and pollutant predictions
7.9.3.a Qualitative OH comparisons
Instantaneous fields of OH mass fraction are compared to experimental OH PLIF measurements in Fig. 7.45. OH
is retrieved via the table provided for the soot computation, which is the same than that employed in the FPI-
LES (see Appendix B). It is seen that the major structures observed in the experiment are equally well retrieved
with both chemistry descriptions considered here. As in the ARC-LES, secondary combustion fronts are clearly
visible in the DZ with the 2S chemistry description, and similar relatively high OH levels are observed throughout
the combustion chamber. Overall, the tabulation with the modified progress variable appears to exhibit the right
trends.




Figure 7.45: Instantaneous snapshots of OH mass fraction (ARC-LES, 2S-LES) and OH-LIF (Experiments), for Case A.
7.9.3.b CO exhaust levels investigations
As in Section 7.7.3.b exhaust CO levels are investigated by evaluating averaged EICO using either local YCO
values or theoretical equilibrium values at the local equivalence ratio YCO,eq(φ). Results are reported in Table 7.7
for all computations. Not much differences are observed between all considered chemistry descriptions. Although
there are no experimental data to confront those results to, this suggests that in this case, the 2S chemistry
description is able to provide quantitative CO levels. This result is not that surprising, since 2S schemes are built
in order to retrieve the correct burnt gas composition.
EICO [g/kg] EICOeq [g/kg] Y ′z [-]
Case A - ARC 185 172 1.1e−2
Case A - FPI 177 168 1.1e−2
Case A - 2S 179 183 1.0e−2
Table 7.7: CO emission indices and mixture fraction variance in the outlet plane.
7.9.3.c Soot predictions
Figure 7.46 adds the 2S-LES results to the series of quantitative comparisons of time averaged fields of soot
discussed in Section 7.7.3.c. Overall, the shape of the region of high soot loads is consistent with all other LES
results, with a similar shift towards the injection system when compared to experimental results. Like in the
experiments, no soot is found near the combustor’s centerline, where the dilution jets meet.
35.0
0.0
Case A - ARC Case A - FPI Case A - 2S
LES Exp. LES Exp. LES Exp.
[ppb] (x10)
Figure 7.46: Comparison of time-averaged LII soot measurements with time-averaged soot mass fraction. Note that for
comparison, the FPI-LES field has been multiplied ten times.
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Interestingly, the 2S-LES levels are found to sit in between those obtained in the FPI computation (10 times
too low) and those obtained with the ARC computation (consistent with experimentally observed levels): the
under-prediction is only of about a factor 3. Since precursor levels, restricted to acetylene in the present case, are
read in the same table than in the FPI simulation (see Appendix B), the higher soot loads cannot be imputed
to higher acetylene levels. To confirm this intuition, scatterplots of C2H2 mass fraction are compared for all






















Figure 7.47: a) Scatterplots of C2H2 mass fraction for all Case A computations, coloured by φ. b) c) & d) Scatterplots
of the different contributions to the soot global source term; each line corresponds to a LES simulation. From left to right:
nucleation and growth -coloured by C2H2 mass fraction, and oxidation -coloured by O2 mass fraction.
about twice smaller than those observed in the ARC-LES. The fact that levels appear even smaller than in
the FPI-LES is just to be associated with the specific choice of instantaneous solutions employed to construct
the scatterplots. Another interesting feature of these scatterplots is that, just as in the ARC-LES, relatively
high acetylene levels (> 0.005) are observed for temperatures higher than 2200 K in the 2S-LES. However, as
discussed in Section 7.7.3.c and observed in Fig. 7.47 (c), the FPI-LES soot production is abruptly stopped
for these temperatures, where the progress variable border on 1. This points towards a completely different
distribution of the progress variable in the FPI-LES and the 2S-LES, enabling in this last case to retrieve even
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moderate levels of C2H2 in relatively high temperature regions. This acetylene/temperature distribution, in turn,
enable nucleation and soot growth to occur, as can be seen on Fig. 7.47 (d). In fact, as seen in Figs. 7.47 (b) & (d)
and 7.48 (a) & (b), the temperature regions and spatial locations where soot nucleation, growth and oxidation
occurs are consistent between the 2S-LES and the ARC-LES (considered to be the reference).
This analysis helps quantifying the impact of the various simplifying assumptions on obtained soot loads. Fol-
lowing the findings of this Section and Section 7.7.3.c, two factors are identified as being leading order phenomena
in the present configuration: the progress variable distribution and, through acetylene levels, the equivalence ra-
tio stratification. Furthermore, both appear as equally important. Of course, there is no way to certify for
sure that these conclusions will apply to other configurations, operating under different pressure, temperature,
with a different injection system or with a different fuel etc. However, it seems reasonable to assume that ARC
mechanisms, by keeping the physics of the problem and being free of any modeling assumption, will naturally
adapt to the problem at hands. As such, simulations with ARC chemistry enable to perform both qualitatively
and quantitatively relevant analysis. In the present case, it was the only chemistry description able to provide
quantitatively accurate soot loads.
2400
300


















Figure 7.48: Instantaneous fields of a) C2H2 mass fraction and b) temperature with overlaid iso-volume of the various
components of soot source term, for ARC (top) and 2S (bottom) schemes.
7.10 Overall conclusions of the chapter
In this Chapter, several LES of the gaseous FIRST configuration were performed, with the intent to investigate
the impact of the chemistry description on the accuracy of various measured quantities. Emphasis was put on
soot predictions. Three chemistry descriptions were investigated: a global 2 step scheme, an FPI table based on
premixed canonical configurations, and an ARCmechanism. All these chemistry descriptions were complemented
with a simple two-equation soot model, requiring to transport 2 additional species. Implementation in the ARC
and FPI simulations was straightforward, when it required additional efforts in the 2S case lacking the main
precursor, acetylene. All simulations employed the DTFLES combustion model, and it has been verified that
thickening was similar in all cases, both in terms of spatial distribution and overall values.
Results show that all chemistry descriptions are able to provide satisfying predictions of average velocity and
temperature fields, as expected. Noteworthy also, is the fact that in the present case, all chemistry description
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agree on exhaust CO levels. This was not necessarily an expected outcome. Indeed, it has been shown that
the FPI table, being constructed on ethylene/air premixed archetypes, failed to provide the correct CO/air
flame structures in the secondary combustion zone. The role of chemistry was however revealed to be crucial
in predicting accurate levels of soot. The FPI and 2S scheme, both relying upon a table virtually freezing the
interactions between the flame and the flow, failed to provide accurate levels of soot. The under-estimation was
of about one order of magnitude in the FPI case. With the 2S chemistry description, the reconstruction of the
progress variable based on transported quantities (CO and CO2) allowed for a more accurate repartition of Yz
and Yc, such that the under-estimation was reduced to about a factor 3. The presence of Yc values < 1 in region
of high temperature was revealed to be, in particular, very important to the nucleation and growth process.
Equally important is the stratification in the primary partially premixed flame fronts, leading to higher values of
acetylene than expected in canonical archetypes and boosting the production of soot. In that regard, the only
chemistry description able to account for all important phenomenon was the ARC chemistry description.
Finally, the impact of varying the operating point was also investigated, with an additional LES simulation
at higher pressure, Case B. This computation was performed with the ARC chemistry solely. The flexibility of
the ARC description is appreciated in that case, were the computational setup was easily put in place. On the
contrary, the modeling of Case B with any other chemistry description considered here would have required to
generate new tables, and possibly to adapt the characteristics of the global scheme to fit the new operating point.
Here also, very satisfactory results were obtained in terms of soot predictions.
These results are encouraging, and demonstrate the flexibility and capability of the ARC-DTFLES method-
ology in predicting accurately the complex flame structures encountered in realistic burners, without the need to
formulate assumptions a-priori on the nature of the flow.
Aword about CPU requirements Table 7.8 summarizes the CPU requirements of all chemistry description,
for Case A. For the purpose of comparisons, all simulations were performed on the CERFACS in-house NEMO
cluster (Intel Haswell architecture). As expected, the overcost of employing the ARC mechanism is of about 50%
when compared to the 2S approach, and is due to the higher number of species to transport. Note that with the
2S scheme the consideration of an additional species, the modified progress variable, is required when modeling
soot (see Appendix B). Interestingly, the cost of employing an FPI table is, in the present case, similar than
that of employing a 2S scheme. Indeed, handling the table throughout the simulation slows down the process
considerably, due to frequent consultations and interpolations.
Case A - ARC Case A - FPI Case A - 2S
Navier-Stokes 5 5 5
Transported species 18 2 6
Soot model 2 2 2 +1
Total transported variables 25 9 14
CPUh for 1 ms 12500 6200 6900
Table 7.8: Summary of computational requirements
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8.1 Introduction
In this Chapter, the HyChem approach for real fuel modeling is applied in a flow Lean Direct Injection system,
burning kerosene. This Chapter directly follows Section 4.4, where the HyChem approach as well as a detailed and
a reduced mechanism for a specific kerosene, the Jet A POSF10325, were discussed at length. Section 8.2 briefly
summarizes the modeling procedure. Additional validations of the LES compliant reduced ARC 29 JetA2NOx
mechanism are also presented. Section 8.3 then introduces the target configuration while Section 8.4 completes
Section 6.1.2 by presenting the N.-S. equations for two-phase flows described in a Lagrangian framework. Finally,
results are analysed, in Section 8.5.
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8.2 ARC for Jet A with NOx chemistry
8.2.1 The Jet A POSF10325 specifications
Properties of the Jet A POSF10325 were presented in Section 4.4.2 and are recalled in Table 8.1. This batch is
expected to be an average Jet A fuel.
Molecular formula Composition (mass fraction [%]) Mol. Weight
Aromatics iso-Paraffins n-Paraffins Cycloparaffins Alkenes [kg/mol]
C11.4H22.1 18.66 29.45 20.03 31.86 <0.001 156.0
H/C ∆hc DCN T10 T90 − T10 µl(300 K) ρl(300 K)
[MJ/kg] [K] [K] [mPa s] [kg/m3]
1.91 43.1 48.3 450.0 67.8 1.37 794
Table 8.1: Properties of Jet A POSF10325
8.2.2 The detailed mechanism
The HyChemmodeling strategy introduced in Section 4.4.1.a is employed here. For the Jet A (POSF10325) under
consideration, the fuel breakdown is described by 6 lumped reactions, the detailed mechanism for the oxidation
of the pyrolysis products is chosen to be the USCII mechanism (see Section 4.3.1), and a NOx submechanism
is added, extracted from the thesis of Luche (2003). The procedure was described in Section 4.4.4.a. The final
detailed mechanism, JetA2 NOx, is comprised of a total of 129 species and 1572 irreversible reactions.
8.2.3 Derivation of the ARC mechanism
An analytically reduced chemistry (ARC) is obtained from the detailed kinetic mechanism JetA2 NOx with the
tool YARC (Pepiot, 2008), following the three automated steps described at length in Chapter 4. The set of
targets as well as the set of canonical configurations are representative of the studied configuration of Cai et al.
(2005) presented in Section 8.3. The equivalence ratio range extends from φ = 0.5 to φ = 1.5. Targets consist of
auto-ignition time (τig), burnt gas temperature Tb, laminar flame speed s
0
l , main species final values, and specific
intermediate species profiles. The full set of targets are reported in Table 8.2.
Canonical test cases Targeted range Targeted constraints
PF 1 atm / 300K / φ = 0.8-1.3 CO CO2 C2H4 OH HR NO
AI 1 atm / 1300-1700 K / φ = 0.8-1.3 CO CO2 C2H4 OH HR NO
Table 8.2: List and specifications for the reduction performed with YARC.
The resulting ARC, ARC 29 JetA2NOx, retains 29 transported species and 17 QSS. Details about the deriva-
tion were provided in Section 4.4.4.b. All species (transported+QSS) are reported on Fig. 8.1, along with a crude
estimation of their lifetime (see Section 6.3.3). The size of this reduced mechanism allows a direct implementation
in the LES solver AVBP, with simplified transport data, as will be described in Section 8.4.1.
8.2.4 Validation of the ARC 29 JetA2NOx
The performances of the ARC 29 JetA2NOx were evaluated against that of the detailed mechanism JetA2 NOx
in zero- and one-dimensional canonical test cases with CANTERA (Goodwin et al., 2014) and FlameMaster
(Pitsch, 1988). A mixture averaged formulation (TranMix, see Section 5.2.2) is employed for the transport
properties of the JetA2 NOx mechanism. For the ARC mechanism, the simplified transport model of AVBP is
employed (see Section 5.2.3) with the constant values of species Schmidt numbers and Prandtl number taken in
the flame zone of a PF computed with complex transport. These values may be found in Table 4.11.












































































































































































Figure 8.1: Summary of the chemical timescales of the transported and QSS species of the ARC 29 JetA2NOx. The
integration time step ∆t corresponding to the simulation with AVBP of the configuration under investigation is identified by
the red line.
PF and AI test cases are first considered, corresponding to the canonical configuration used to derive the
ARC mechanism. As expected, global quantities targeted by the reduction procedure, such as Tb, sl and τig are
shown to be accurately recovered by the ARC 29 JetA2NOx, see Fig. 8.2 (a)-(c). For values of the equivalence
ratio range outside the targeted range, results are still very good, as it is most often the case with this type of
reduced mechanism. In the present case, the relative error on sl is always under 3%, except in very lean conditions
where it reaches a maximum of 8%. Predicted τig are seen to be less accurate under rich conditions, but results
are still well within experimental uncertainties. The pollutant predicting capabilities of both detailed and ARC





Results are presented on Fig. 8.2 (d)-(e). An excellent agreement is observed between the detailed mechanism
and the ARC 29 JetA2NOx results for CO global production, with a relative error computed over the entire
range of equivalence ratio consistently under 5%. NO global production is less accurately retrieved by the ARC
mechanism, with errors ranging from 10 to 40%. In light of the uncertainties discussed in Section 4.4.4.a, however,
results are considered satisfactory.
Finally, a-posteriori validation on laminar strained counterflow diffusion flames configurations (CF) is per-
formed. Indeed, because the target application is a spray burner, the occurrence of diffusion flames is expected,
and the validity of the ARC 29 JetA2NOx must be checked. The maximum temperature is plotted versus scalar
dissipation rate at stoichiometry, χst, in Fig. 8.2(f) for both the detailed and the ARC mechanism, leading to
classical S-shaped curves of. A very good agreement is observed, in particular, the extinction scalar dissipation
rate χext is perfectly matched by the ARC mechanism.
8.3 The LDI combustor
8.3.1 Experiment
To the best of our knowledge, only a handful of lab-scale experimental facilities are operated with real aeronauti-
cal fuels Cai et al. (2005); Lecourt et al. (2011); Apeloig et al. (2014). The configuration chosen in this work is the
Lean Direct Injection (LDI) combustor operated at NASA Glenn (Cai et al., 2005; Fu et al., 2005; Iannetti et al.,
2008). This choice was mainly driven by the wealth of experimental data available in terms of temperature and
chemical species, allowing an accurate validation of the proposed methodology. A picture of the experimental
facility is presented in Figure 8.3(a) while details of the injection system are shown in Figure 8.3(b). The burner
consists of an axial swirler composed of six helicoidal vanes inclined at 60◦ and a PARKER pressure-swirl atom-
izer located in the center. The atomizer tip is located at the throat of a converging/diverging nozzle. The outer
diameter of the nozzle at the combustion chamber dump plane is D0 = 0.025 m. The combustion chamber has a
height of 305 mm and a square section of length 50.8 mm. Quartz windows allow optical access from all sides.








































































































Figure 8.2: Performances of the ARC 29 JetA2NOx reduced mechanism. PF test cases: (a) Tb, (b) s
0
l , (d) global CO
production and (e) global NO production for Ti = 300 K, P = 1 bar. AI test cases: (c) τig for φ = 0.5, 1.5, P = 1 bar. CF
test cases: (f) S-curve for Ti = 300 K, P = 1 bar.
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Figure 8.3: (a) Picture of the experimental test rig (Cai et al., 2005). (b) Details of the injection system.
The combustor is operated at ambient conditions (P = 1 atm, T = 300 K). Air is injected with a nominal mass
flow rate of 8.16 g/s through a plenum upstream of the swirler vanes while liquid Jet A fuel is injected through the
atomizer with a mass flow rate of 0.415 g/s. These conditions correspond to an overall lean equivalence ratio φ =
0.75. Due to the low pressure in the fuel lines, the spray is found to exhibit intermittent distribution patterns (Cai
et al., 2005). Laser Doppler Velocimetry is used to measure gas velocity while Phase Doppler Particle Analyzer
measurements are performed for spray velocity and droplet size distribution (Cai et al., 2005). Gas temperature
and species profiles are obtained from thermocouple and isokinetic probes, respectively (Iannetti et al., 2008).
8.3.2 Previous studies
The LDI combustor has been previously studied using LES by several groups. Patel et al. (2007); Patel & Menon
(2008) performed LES using the Linear Eddy Model (LEM) with a 3-steps global chemical scheme accounting for
fuel oxidation as well as CO and NO formation, while the Jet A was approximated by C12H23. LES predictions
were found accurate for the non-reacting flow, but significant errors were observed in reacting conditions. The
spray/flame interaction was then investigated and in particular, the effect of the precessing vortex core (PVC) on
the droplet dispersion was highlighted. The effect of radiative heat losses on the temperature and species fields
was studied by El-Asrag et al. (2014). This study employed the flamelet-progress variable approach modified to
account for radiation and NO formation (Ihme & Pitsch, 2008a) where the tabulated variables were calculated
from steady counterflow diffusion flamelets obtained with the detailed mechanism of a two-components Jet A
surrogate (Honnet et al., 2009). Comparison with experimental data indicates that taking into account radiative
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heat transfer greatly improves temperature and pollutant species predictions. Finally, Knudsen et al. (2015)
also performed LES of the LDI combustor in order to validate a multi-regime flamelet approach and investigate
the LES predictions sensitivity to the spray evaporation model and boundary conditions. As in El-Asrag et al.
(2014), the pre-calculated flamelet tables were constructed using the two-components Jet A surrogate (Honnet
et al., 2009). This study showed that the LES prediction are highly sensitive to both the evaporation model and
the spray boundary conditions, especially the pressure-swirl cone angle. The best results were obtained using a
61◦ cone angle, which differs from the 90◦ nominal value of the pressure-swirl manufacturer.
8.4 Numerical setup
8.4.1 Governing equations
8.4.1.a Gas phase equations
In this Section, the spatially averaged compressible N.-S. equations already detailed for a reactive gaseous mixture
in Section 6.1.2 are briefly recalled, with the inclusion of the source terms of exchange with the liquid phase. In
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F + Γδk,F for k = 1, Ns (8.5)
where ρ is the gas density, uj is the gas j-th component of velocity, E is the total non-chemical energy, p is the
pressure, and Yk is the mass fraction of species k. F and E are the thickening factor and the efficiency function,
respectively, introduced by the thickened flame model (see Section 6.2.2). τ ij is the filtered stress tensor, qj
is the filtered heat diffusive flux and Jk,j is the filtered species diffusive flux; their evaluation is presented in
Section 6.1.3. The transport coefficients are evaluated following the simplified transport model TranAVBP,
presented in Section 5.2.3, with the species Sc numbers listed in Table 4.11 and a Power law for the dynamic
viscosity. The superscript sgs indicates sub-grid scale contributions arising from the LES filtering, described in
Section 6.1.4 and 8.4.1.c. Finally, Γ, F d,i and Π are the liquid phase source terms detailed in Section 8.4.1.b.
8.4.1.b Dispersed phase description
The spray is described with a Lagrangian approach where the motion of the droplets is described by the Basset-
Boussinesq-Oseen equations. Under the assumption of small droplet diameter, small droplet Reynolds number









(u@d − ud) = F d
md
(8.7)
where xd is the droplet position and ud is the droplet velocity, u@d is the gaseous velocity at the particle position







CD|u@d − ud| (8.8)
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where ρl is the liquid density, rd is the droplet diameter. CD is the drag coefficient given in terms of the droplet









Droplet heating and evaporation is evaluated with an equilibrium law based on the Abramzon-Sirignano
model (Abramzon & Sirignano, 1989). Under the assumption of dilute spray regime, individual droplet evapo-



























where Td is the droplet temperature, Tg@d is the gas temperature at the droplet position, cL is the liquid heat
capacity and Lh,F is the latent heat of evaporation of the liquid species. Sh and Nu are the Sherwood number
and Nusselt number, respectively, evaluated using the Ranz-Marshall empirical correlations (Ranz & Marshall,
1952):
Sh = 2.0 + 0.55.Re1/2p .Sc
1/3 (8.13)
Nu = 2.0 + 0.55.Re1/2p .Pr
1/3 (8.14)
Pr and ScF are the Prandtl number and fuel Schmidt number, respectively. µg and Cp are the reference condition
gaseous viscosity and heat capacity estimated with the ’1/3’ rule between far field and droplet surface conditions.
Finally, BM and BT are the mass and temperature Spalding number evaluated following (Abramzon & Sirignano,
1989). Note that, the thickening factor of the DTFLES model F appears on the right-hand side of Eqs. (8.11)
and (8.12) in order to account for the thickening approach in the flame zone (Paulhiac, 2015).


















Ψ(xd) (φg + m˙dhv,F (Td)) (8.17)
where∆V is the local control volume in which the droplet is located (usually the node cell) andΨ(xd) a first-order
interpolation function between the particle position and the grid nodes.
8.4.1.c LES subgrid scale closures
In the present study, the SIGMA eddy-dissipation model of Nicoud et al. (2011) (see Section 6.1.5) is used to
evaluate the subgrid Reynold stress tensor τ sgsij while heat and species sgs transport are modeled with a gradient
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assumption and a constant turbulent Pr number and turbulent Sc number, respectively (Prt = Sct = 0.6) (see
Section 6.1.4).
The dynamic thickened flame model (DTFLES) is employed to model the turbulence/chemistry interac-
tion (Colin et al., 2000), while the efficiency function formulation of Charlette et al. (2002) is used to account
for the subsequent loss of flame surface. The same dynamic methodology than described in Section 7.6.2.a is
employed in this work, to adapt values of F and E to local flow conditions. All laminar unstrained flame char-
acteristics appearing in this dynamic model (δ0l and s
0
l ) are tabulated in function of the equivalence ratio. The
same methodology to build the dynamic sensor than described in Section 6.2.2.c (methodology of T. Jaravel) is
employed here, in order to only apply the thickening in reacting regions. It is based upon the source term of fuel.
No sub-grid model is employed to evaluate the gas properties at the droplet position (Fede et al., 2006).
8.4.2 Computational domain and boundary conditions
The computational domain comprises the entire combustion chamber and the injection system up to the annular
section upstream of the swirler. The computational domain, displayed in Fig. 8.4 (a), is fully discretized using
tetrahedra with size varying from 0.25 mm close to the injection system to about 3 mm in the downstream part
of the combustion chamber. The final computational domain contains over 4 millions nodes and 23 millions





Figure 8.4: a) Entire computational domain and b) Mesh resolution at the vicinity of the injection system.
Simulations are performed with the compressible, massively-parallel LES solver AVBP. It uses an explicit
time-stepping with a third order in time and space two-step Taylor-Galerkin finite element scheme for the res-
olution of the convective fluxes (Colin & Rudgyard, 2000) and a second order Galerkin scheme for the diffusive
fluxes. Inlet and outlet boundary conditions are prescribed using the NSCBC approach while walls are considered
adiabatic and non-slipping (see Section ).
Lagrangian particles are advanced in time with a semi-implicit Euler scheme. The interpolation of gas prop-
erties to the particle location is performed using a first order Taylor reconstruction from the closest point. A
poly-disperse spray injection boundary condition is prescribed at the pressure-swirl nozzle using the FIMUR
methodology of Sanjose´ et al. (2011). Drops are injected with a temperature of 300 K. Based on the work of
Knudsen et al. (2015), a spray angle of 60◦ with a log-normal diameter distribution is employed in this work,
with a mean of 17 µm and a standard deviation of 20 µm.
An analysis of the droplet/wall interactions along the chamber walls indicates that a wide range of energy of
impact Cspl is observed. The energy of impact is defined as Cspl =We.Oh
−2/5, where We is the impact Weber
number We=ρl2rd|ud · n|/σl and Oh the Ohnesorge number Oh=µl/
√
ρlσl2rd. σl is the liquid surface tension
and n is the wall normal vector. Therefore, a splashing model is used, in which droplets either stick to the wall or
are partly splashed away, depending upon a critical energy impact Cspl,crit and a characteristic temperature TN
(Nukiyama temperature), as depicted in Fig. 8.5. The splashed droplets size distribution follow a Rosin-Rammler
function, and their velocity primarily depends upon the energy of impact. More information about the splashing
model can be found in (Iafrate, 2016).







Figure 8.5: Sketch of the splashing model.
8.5 Results
8.5.1 Non-reacting single-phase flow validation
For validation purposes, the non-reacting velocity fields are compared against experimental data. Profiles are
extracted at four axial positions downstream of the injector tip, marked in Fig. 8.7 (b), and are presented in
Figure 8.6. LES results are in excellent agreement with experiment in terms of inner recirculation zone (IRZ)
width and velocity magnitude, as well as turbulent velocity fluctuations levels. Note the large opening angle of
the swirled jet, which is characteristic of high swirl number flows. Specifically, the swirl number of the injector
has a value of 1.0, substantially larger than the critical swirl number of 0.6. The shear layer between the IRZ and
the incoming swirled flow exhibits large fluctuations associated with a precessing vortex-core (PVC), also visible






















































































































































































































Figure 8.6: Profiles of time-averaged mean velocity and turbulent intensity at x = 5 mm, 15 mm, 29 mm and 46 mm in
non-reacting conditions. Symbols: experiment, black line: LES.
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8.5.2 Reacting two-phase flow validation
LES statistics presented in this Section were collected during 100 ms, corresponding to about 13 flow through
times of the combustor.
8.5.2.a Gaseous velocity
The main flow structures are similar to that of the non-reacting case discussed in Section 8.5.1 and a comparison
between LES and experiment is provided in Fig. 8.7(a). Figure 8.7(b) shows time-averaged velocity magnitude
and turbulent velocity magnitude contours in a z-normal central plane, along with the zero axial velocity iso-
contour. LES predictions are found to match well the experimental data, except at the vicinity of the injector
where the width of the IRZ and the turbulent intensity are overestimated. Experimental results suggest that
the combustion process induces a strong reduction of the turbulent intensity and a strong increase of the radial
velocity component close to the injector. The IRZ is found to be narrower and shorter than in the non-reacting
case, extending from just downstream of the pressure-swirl nozzle to about x = 2 D0. The magnitude of the
negative axial velocity near the injection is also found to be significantly larger in the reacting case, indicating
that the recirculation, playing an important role in the flame stabilization mechanism, is also impacted by the
flame. The iso-contour of zero axial velocity also highlights small outer recirculation zones in the corners of the



















































































































































































































































Figure 8.7: (a) Profiles of time-averaged mean velocity and turbulent intensity at x = 5 mm, 15 mm, 29 mm and 46 mm
in reacting conditions. Symbols: experiments, black line: LES. (b) Time-averaged fields of velocity magnitude and turbulent
velocity magnitude in a z-normal central cut plane from the LES. The iso-contour indicates the position of the zero axial
velocity
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8.5.2.b Spray statistics
Figure 8.8(a) shows a comparison of LES spray statistics against experimental data and Figure 8.8(b) shows
the liquid volume fraction field in the central z-normal plane, constructed by projection of Lagrangian datasets.
LES data are collected from 130 instantaneous Lagrangian solutions spanning more than 50 ms. Note that to
ensure a statistical convergence, the data presented in Figure 8.8(a) are azimuthally averaged. Radial profiles of
sauter mean diameter (SMD) and mean diameter (D10) are presented first. The agreement between LES and
experiment is very good at all the measured positions, with only a noticeable under-prediction of the SMD along
the injector axis and of the D10 at 20 mm. The good agreement on the first profile validates the selected spray
boundary conditions (Knudsen et al., 2015). Note the differences between the SMD and the D10 close to injector,
suggesting a wide dispersion of the droplet size distribution. This is especially true close to the injector axis,
where large droplets are able to penetrate the IRZ while small droplets are deflected. At increasing distance
from the injector, both the SMD and the D10 increase while getting closer, indicating that small droplets are
progressively vaporized and that the local droplet size distribution gets narrower. This effect is well predicted in
the LES, validating the modeling approach for droplet dispersion and evaporation.
0.40.30.20.10.00.40.30.20.10.00.40.30.20.10.0
Sauter mean diameter [µm] Arithmetic mean diameter [µm]



















































































































































































Figure 8.8: (a) Profiles of time-averaged Sauter Mean Diameter (SMD), arithmetic mean diameter (D10) and axial liquid
volume flux at x = 5 mm, 15 mm, 29 mm and 46 mm in reacting conditions. Symbols: experiments, black line: LES. (b)
Time-averaged fields of liquid volume fraction in a z-normal central cut plane.
Finally, the axial liquid volume flux is computed and compared to experiment, demonstrating that the spray
angle and velocity are also well reproduced. Note that the flux is under-estimated, which is found to be due to
a faster evaporation resulting of an upstream shift of the flame position compared to experiments. Figure 8.8(b)
indicates that the spray density is rather high at the vicinity of the injector nozzle, but rapidly decreases down-
stream of the dump plane, validating the hypothesis of dilute spray. Finally, past 20 mm from the dump plane,
high liquid volume fraction are found along the combustor walls as a result of the spray/wall interaction. It will
be shown that this affects the species distribution.
8.5.2.c Temperature and species
Figure 8.9(a) compares experimental and LES radial profiles of temperature and major species, at several axial
locations identified by vertical solid lines on Fig. 8.9(b), spanning the vicinity of the dump plane. H2O and CO2
evolutions are very well retrieved by the LES, even though with less asymmetry than in the experiments. Note
that if some asymmetry is to be expected from the 6-vanes swirler, the LES results also suggest non-negligible
experimental uncertainties. A less well agreement is obtained on the temperature profiles, especially at the
first locations, x < 20 mm. The experimental profile displays a bimodal shape at x = 20 mm, revealing the










































































































































































































































































Figure 8.9: (a) Profiles of time-averaged temperature and selected species (CO2, H2O and CO) at x = 20 mm, 40 mm and
60 mm in reacting conditions. Symbols: experiments, black line: LES. (b) Time-averaged fields of temperature and selected
species (CO2, H2O and CO) in a z-normal central cut plane. The iso-contour indicates the position of stoichiometry
lower in this location. The same bimodal shape is seen on the LES profiles at x = 10 mm, suggesting that
the main flame front is in fact shifted further upstream than in the experiment, as previously mentioned. An
inspection of the mean stoichiometric iso-contours, superimposed to the mean fields of temperature and major
species mass fractions in Fig. 8.9(b), confirms that the region of highest reactivity is preferably located upstream
of the first profile location. Despite this shift, however, the two peaks on the CO profile at 20 mm, representative
of the early post-flame region, are very accurately predicted by the LES. It is noted that the main flame appears
lifted from the LDI in both LES and experiment, in correspondence with the mean position of the tip of the IRZ
seen on Fig. 8.8 (b). The flame appears mainly lifted also from the chamber’s walls, which could be due to the
high turbulent velocity magnitude observed in this region, see Fig. 8.7(b).
Further downstream, there seems to be an accumulation of CO along the walls, accompanied by a decrease of
temperature, in both LES and experiment. It is reminded that no heat losses are included in the simulation. This
phenomenon is therefore attributed to the accumulation of droplets following the jet impact on the walls, as seen
on Fig. 8.8, leading to the formation of regions of very rich mixture fraction. Stoichiometric iso-contours along
the walls, centered at x = 40 mm as seen on Fig. 8.9(b), confirm this analysis. For x = 60 mm, the temperature
is seen to be overpredicted near the centerline. A closer examination of the experimental data indicates that
the temperature at the outlet of the combustor rig is below the theoretical adiabatic value at the overall φ by
approximately 300 K. This difference suggests heat losses (radiation, walls, etc.) and/or incomplete combustion.
NO data are presented on Figs. 8.10(a) and (b). LES results are compared to experiment at several axial
positions, with the last one (x = 150 mm) at half of the combustion chamber length. NO levels are found to be
highest in the core of the IRZ, in the vicinity of the main flame, and to be significantly smaller along the walls
for x < 60 mm, coinciding with low temperature regions where the jet impacts. NO levels along the centerline





















































































Figure 8.10: (a) Profiles of time-averaged NO species at x = 20 mm, 40 mm, 80 mm and 150 mm in reacting conditions.
Symbols: experiments, black line: LES. (b) Time-averaged fields of NO species in a z-normal central cut plane. The iso-
contour indicates the position of stoichiometry
are seen to slightly increase with increasing distance from the injector. Overall, the main trends and levels are
found to be very well captured by the LES, validating a-posteriori the choice of NOx sub-mechanism. The shape
of the first profile, at x= 20 mm, is the least well retrieved by the LES, with levels that are too high in the shear
layer. This is consistent with a flame front shifted towards smaller axial positions, leading to post-flame levels
already reached at x = 20 mm. Consistently with increasing temperature levels observed near the chamber walls,
Fig. 8.9(a), NO levels are found to increase after x = 60 mm. No data are available for these radial positions,
however.
8.5.3 Flame analysis
8.5.3.a Identification of the combustion regimes
The instantaneous flame structure is depicted in Fig. 8.11 showing contours of temperature, heat release rate,
velocity and several species mass fractions in a central z-normal cut plane. Iso-contours of stoichiometric mixture
fraction Yz = 0.063 are superimposed, where Yz is defined following Bilger (1989). The flame presents a complex
structure where three main combustion zones can be identified (Fig. 8.11(a)): (1) a flame is located close to
the combustion chamber dump plane, around a torus of rich burned gases, (2) a second flame front extends
downstream of the first one, along the boundary of the IRZ, (3) individual burning droplets are spread throughout
the recirculation zone. The species HyChem is introduced in Fig. 8.11 (b). It is a lumped species, made up of the
fuel, pyrolysis products and acetylene:
YHyChem = YPOSF10325 +
∑
pyro.prod.
Ypyro.prod. + YC2H2 (8.18)
Indeed, since the flame configuration induces a rapid pyrolysis of the gaseous Jet A, the fuel is rarely observed in
the simulation. Acetylene is added to the definition of YHyChem, since an analysis of the chemical pathways indi-
cates that this species is massively produced directly from the pyrolysis products, in regions deprived of oxidizer.
From instantaneous O2 and HyChem fields, the flame front (1) is identified as a diffusion flame. Additionally,
NO, HO2 and OH fields displayed in Figs. 8.11 (c) and (f) reveal that it is made up of a variety of structures. The
nature of the two other flame structures is more complex and is further anaylzed.
In order to better understand the flame, a Takeno index Ik (Yamashita et al., 1996) is employed, based on O2
and the HyChem species:
































Figure 8.11: Instantaneous fields in a central z-normal cut plane. (a) Temperature (top) and heat release rate (bottom), (b)
summed mass fractions of fuel and pyrolysis products (top) and O2 mass fraction (bottom), (c) NO (top) and CO (bottom)
mass fractions, (e) H2O (top) and CO2 (bottom) mass fractions and (f) HO2 (top) and OH (bottom) mass fractions. The
black iso-line indicates stoichiometry. (d) Tangential (top) and axial (bottom) components of velocity, black iso-contours
delimit the IRZ while white iso-contours indicates stoichiometry.
It is plotted in Fig. 8.12(a). Negative values indicate a diffusion flame front, while positive values reveal a
premixed flame front. The analysis of Ik distribution in the three aforementioned reaction zones, coupled with
the species fields of Fig. 8.11, helps to shed some light on the various flame structures. The flame front (1),
located around the pocket of rich burnt gases, is identified as a diffusion flame by Ik. This front can be further
divided into a front diffusion flame and a back diffusion flame, depending upon the oxidizer characteristics, as
seen on Figs. 8.11(a) & (b): while the front flame oxidizer is fresh air, the back flame burns recirculated lean gases
at moderate temperature (around 1600 K). The flame structure in this region bears many resemblances to that
observed in the case of a spray n-heptane burner (Paulhiac et al., 2017) with however a 2S global scheme. In the
present case, the ARC chemistry description enables the differences in local conditions to lead to the production
and consumption of different species in each flame front. Figures 8.11 (c) & (f) illustrate this fact by revealing, for
instance, that NO is mainly produced in the back diffusion flame while the front diffusion flame is characterized












































Figure 8.12: (a) O2 mass fraction in a central z-normal cut plane with overlaid Ik field in regions of high heat release rate
(ω˙T > 10




ω˙T dV |z >, with a close-up in the region 0.06 < Yz < 0.15.
The flame front (2) is revealed to be mainly of premixed nature. It consumes a mixture composed of fresh air
diluted with burnt gases, pre-vaporized fuel and pyrolysis products in small quantities; up to an equivalence ratio
of 0.3 which is below the flammability limit of the Jet A POSF10325 at the combustor inlet conditions. The local
temperature is of about 900 K. Low temperature intermediate species such as HO2 or H2O2 are also observed,
flowing in the corners of the combustion chamber, indicating that low temperature chemistry occurs upstream of
the premixed front (see Fig. 8.11 (f)). It is believed that the complex mixture feeding the premixed flames (2)
forms in the vicinity of the diffusion flame (1), where local intermittent quenching allows gases from the hot torus
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to leak into the fresh air stream.
Finally, the individual droplets are found to burn in a complex regime that will be described later.
8.5.3.b Heat release rate analysis
To analyze the contributions of the premixed and diffusion flame fronts to the overall heat release rate, a volu-
metric integration is performed, conditioned on Ik. Results are displayed in Fig. 8.12(b). The peak of heat release
occurs on the lean side, at an equivalence ratio of 0.6, lower than the global equivalence ratio of 0.75. Although
both regimes appear more or less equally distributed (see Fig. 8.12(a)), the contribution from premixed flame
fronts to the overall heat release is found to be largely dominant. These findings are consistent with previous DNS
studies (Luo et al., 2011). In the present study, these results are attributed to the large observed intermittency of
the diffusion fronts, and to local mixing conditions resulting in overall rich global equivalence ratios in the back
diffusion front (1).
Despite this lower contribution to the total heat release, the non-premixed reaction zone (1) is found to be
crucial for flame stabilization: it is located in the wake of the spray and enables a rapid increase of the droplet
temperature, promoting fast evaporation. Evaporating droplets crossing the rich and hot torus of gases induce
a locally negative heat release rate, as can be seen on Fig. 8.11: the evaporating Jet A is rapidly pyrolyzed
through endothermic reactions, but the lack of O2 prevents the subsequent exothermic oxidation of the pyrolysis
products. This has already been observed in DNS of spark ignition in droplet coulds (Neophytou et al., 2012).
The trace of this region of negative heat release rate is visible on Fig. 8.12 (b), around φ ≈ 2.0 (Yz ≈ 0.1, see
the close-up). The pyrolysis products then diffuse towards the outer colder and leaner regions, directly feeding
the variety of diffusion fronts (1) and maintaining the combustion. The trace of these diffusion fronts is visible
around stoichiometry in Fig. 8.12 (b) (curve with triangles).
8.5.3.c Gaseous flame structure analysis
To analyze diffusion and premixed structures in more depth, scatterplots of temperature versus mixture fraction
are shown in Fig. 8.13 (a). Practically all premixed flames structures, identified with dark blue markers, are
found to sit on the lean side. Additionally, a high degree of mixture stratification is observed, as illustrated by
the trajectory of the premixed flame P1 identified on the bottom part of Fig. 8.12 (a), and reported with red
hollow triangles on the scatterplots of Fig. 8.13. The diffusion structures, identified with light blue markers on
Fig. 8.13 (a), are found to cover a larger portion of the mixture fraction space. In order to identify traces of
both the front and back diffusion flames discussed earlier, two representative trajectories across the diffusion
flame front (1) are considered, as depicted in Fig. 8.12 (a). D1, resp. D2, is representative of the back, resp.
front, diffusion flame front. The trajectory of the ”back” diffusion flame D1 is reported with red hollow circles on
Figs. 8.13, where it is seen to cross a region of relatively high concentration of OH species around stoichiometry
on Fig. 8.13 (b), consistently with what was noted on Fig. 8.11 (f). Likewise, the trajectory of the ”front” diffusion
flame D2 reported with red hollow squares on Figs. 8.13 is seen to cross a region of relatively high concentration
of HO2 species, on the lean side on Fig. 8.13 (c). The three trajectories P1, D1 and D2 are seen to encompass the
bulk of the data, as they are ”limiting case” examples. In particular, the D1 and D2 trajectories are seen to merge
on the rich mixing line in Figs. 8.11, representative of the activity inside the rich, hot torus.
zst zst zst




Figure 8.13: Instantaneous scatterplots of temperature versus mixture fraction coloured by Ik (a), OH species (b), and HO2
species (c). Points are chosen close to the injector. Superimposed are trajectories across premixed (P1) and diffusion (D1,
D2) flame fronts identified on Fig. 8.12(a).
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The scatterplots of Figs. 8.13 further reveal, as was to be expected, that the front flame is highly strained.
Indeed, the presence of HO2 is usually associated with low temperature chemistry and extinction events; a fact
confirmed by an inspection of the scatterplot of Fig. 8.13 (c). The strain, in a diffusion flame, can be related to
the scalar dissipation rate at stoichiometry:
χst = 2D|∇zst|2 (8.20)
controlling the flame consumption and maximum temperature. Due to both the strong turbulence of the fresh
gases and the higher Yz limits in the oxidizer and fuel sides, the front diffusion flame is subjected to a higher
dissipation rate than the back diffusion flame.
Note that the mixture fraction, in all the aforementioned scatterplots, is found to reach a maximum value of
about 0.16. This value differs significantly from that reported in the previous study of Patel & Menon (2008),
which was of about 0.4. The locus of this maximum value is just downstream of the front diffusion flame in the
present study, which is positioned close to the location of zero axial velocity (see Fig. 8.11(d)). Small droplets
crossing this first flame front are slowed by the backward velocity and rapidly evaporated. As pointed out by
Knudsen et al. (2015), the mixture fraction field strongly depends upon the choice of evaporation model as well
as upon the spray boundary conditions (both spray angle and droplet size distribution), the latter often being
insufficiently characterized in both academic and industrial configurations. As such, it is difficult to draw any
quantitative conclusion from these discrepancies.
8.5.3.d Evaporation and droplet dynamics
Figure 8.14 (a) displays the axial evolution of the evaporation rate, integrated over x-normal planes. Data are
collected from 20 instantaneous solutions spread over 10 ms. Evaporation is found to peak around x = 17 mm,
corresponding to the axial position of the rich torus of burnt gases, as well as to weak premixed flame fronts
following the ORZ (see P1 type flames in Fig. 8.12). A plateau of evaporation is also seen in between x = 25 mm
and x = 50 mm, suggesting that an important activity still takes place behind the main reaction front (1), albeit
more spread out. The cumulative integrated evaporation rate as function of the axial position is also displayed,
normalized by the injection rate. It indicates that 40% of the fuel is evaporated before x = 20 mm and confirms
that more than half of the injected fuel evaporates in the premixed flame fronts alongside the walls or as isolated
droplets in the IRZ. Note also that all the fuel has evaporated by x = 100 mm.
a) b)
Figure 8.14: (a) Time-averaged spatial evolution of evaporation rate, integrated in x-normal planes. (b) Time-averaged
total evaporation rate versus gaseous temperature, in the first half of the combustion chamber.
It was said in the previous paragraph that the reaction zone (1) plays an important role in flame stabilization
by being the most important region for evaporation. In an attempt to differentiate between the role of the
reaction zone (1) and the premixed fronts (2) in the first peak of Fig. 8.14 (a), Fig. 8.14 (b) shows the integrated
evaporation rate conditioned on the gas temperature. Two peaks are observed, around 950 K and 1800 K, with
the most important one being around 1800 K and corresponding to the diffusion front (1) (see Fig. 8.11 (a)), thus
confirmed as being the preferential location for evaporation.
Figure 8.14 (b) also demonstrates that very little evaporation occurs upstream of the flame fronts near the in-
jector. Consequently, droplets feeding the reaction zone (1) evaporate directly in the flame regions. In particular,
they need to penetrate into the IRZ. To analyze the droplets dynamics in this region, Fig. 8.15 displays scatter-
plots of droplets axial velocity against axial gaseous velocity interpolated at the droplets position. Figure 8.15
(a) is colored by the droplets size, while Fig. 8.15 (b) is colored by the gas temperature. Both Figures indicate




Figure 8.15: Instantaneous scatterplots of axial gas velocity versus droplets axial velocity; coloured by (a) droplets diameter
and (b) gas temperature. All gas quantities are interpolated at the droplets position. Droplets are chosen such that they are
located in zones were Tgas > 400 K. See text for details about the lines and frames.
that droplets penetrating the IRZ while keeping a positive axial velocity component, referred to as type (A) and
framed in black in Fig. 8.15, are all sensibly large droplets (dp > 40 µm). Furthermore, it is observed that a non
negligible portion of these larger droplets is also situated in regions with very high temperature levels (around
2000 K), indicating that they feed the back diffusion front (2), before burning in an isolated regime in the IRZ.
Smaller droplets, on the contrary, primarily fuel the front diffusion flame (1). Indeed, their velocity is seen
to rapidly equilibrate with that of the gas, as evidenced by their tendency to gather on a straight y = x line
(black dashed line in Fig. 8.15 (a)). Additionally, Fig. 8.15 (b) reveals that many amongst these small droplets
(dp ≈ 10 µm), referred to as type (B) and framed in green in Fig. 8.15, are located in gaseous regions exhibiting
temperature levels characteristic of the front diffusion flame (1). Their small size allow them to rapidly evaporate
in this mid-temperature region, thus directly bringing fuel to the front diffusion flame (1).
Note, to finish, that the trace of droplets flowing in the ORZ with fresh gases are also clearly identified in
Fig. 8.15 (b): such droplets exhibit a high positive axial velocity and are located in regions where, as said in
Section 8.5.3.a, the gaseous temperature is of about 900 K. Fig. 8.15 (a) further reveals that these droplets are of
moderate size. Some bring fresh fuel to the premixed flame fronts (2).
8.5.3.e Spray-flame interaction
The first effect of the spray on the flame structure arises from the mixture fraction spatial distribution. The rapid
evaporation of small droplets crossing the front diffusion flame when entering the IRZ induces a strong gradient
of mixture fraction. This contributes to the higher scalar dissipation rate observed in the front diffusion flame (1)
when compared to that seen in the back diffusion flame front (1), as already mentioned in Section 8.5.3.c. This
is illustrated on Fig. 8.16 (b), showing an instantaneous stoichiometric iso-surface coloured with χst. On this
Figures, both diffusion flames should appear but the back flame mostly masks the front one except in the outer
region, in the vicinity of the divergent (where a high scalar dissipation rate is visible). In contrast, the longer
evaporation time associated with larger droplets results in a more distributed addition of fuel near and past the
back diffusion flame front.
Another important effect of evaporation on the Yz field, mainly seen on the back diffusion flame (1), is the
wrinkling of the stoichiometric iso-surface induced by large droplets crossing the flame. As evidenced in Figs. 8.16,
the stoichiometric iso-surface is highly wrinkled, with small hills of very high negative curvature, see Fig. 8.16 (d).
Isolated spheric structures are also clearly visible. The curvature is here defined as ∇ · nz, where nz = ∇z/|∇z|
is pointing towards rich regions. As was mentioned previously, these highly curved regions appear to have a
limited correlation with the resolved scalar dissipation rate. Interestingly, the heat release rate levels, however,
are significantly impacted, as can be seen on Fig. 8.16 (a). This indicates that, as opposed to what is expected
from gaseous flame theory, the flame intensity is not primarily controlled by the scalar dissipation rate. In fact,
the contribution from evaporation to the total fuel flux at stoichiometry can supersede that of the diffusion flux
(evaluated by the level of χst), especially in low scalar dissipation rate flames. To confirm this analysis, Fig. 8.16















Figure 8.16: Iso-surface of stoichiometric mixture fraction, coloured by (a) heat release rate, (b) χ, (c) evaporation rate and
(d) curvature.
In order to characterize in more depth the extent to which droplets and evaporation affect the flame structures,
and make them deviate from purely gaseous flames, Fig. 8.17 reports scatterplots of heat release rate versus
temperature, for points located on the stoichiometric iso-surface of the diffusion reaction front (1) (i. e. on
iso-surfaces as depicted on Fig. 8.16). Two graphs are displayed: Fig. 8.17 (a) is composed of points where the
evaporation source term is negligible, while Fig. 8.17 (b) is composed of points where it is relatively important.
Both scatterplots are coloured by the source term of fuel. As expected, the regions characterized by evaporation
are often associated with a strong fuel reactivity: as soon as fuel evaporates, it is pyrolyzed. More interestingly,
it is observed that evaporation and subsequent pyrolysis generate a larger scatter of data. In particular, a
tilted ”V-like” structure is clearly visible on Fig. 8.17 (b), originating from ≈1800 K, and extending to ≈1600
K. As evidenced from the analysis of Figs. 8.18 (b) and (c), exhibiting the same scatterplots but coloured by,
respectively, the fuel evaporation rate and the curvature, this V-like structure is the mark of the highly curved
and spherical (around droplets) structures discussed earlier (see Fig. 8.16).
a) b)
Figure 8.17: Instantaneous scatterplots of heat release rate versus temperature; coloured by the source term of fuel. Points
are chosen such that Yz = zst, and such that the evaporation term source is (a) < 10
−10 kg.s−1 or (b) > 10−10 kg.s−1.
The lowest branch of this V-like shape is composed of points with relatively high concentrations of pyrolysis
products, as exemplified on Fig. 8.18 (d) in the case of toluene; and lower heat release rate than that exhibited
by points where the evaporation source term is almost zero. This helps identifying them as being located in
regions experiencing massive evaporation. Considering also the very high values of curvature, these structures
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are identified as surrounding isolated droplets. These droplets should have a sufficiently large diameter to be able
to cross the hot torus of burnt gases, where most of the combustion occurs. To confirm this speculation, Fig. 8.19
exhibits the scatterplots of gas heat release rate versus gas temperature interpolated at the droplets positions,
in order to colour by the droplets radii (Figure 8.19 (a)) and by the droplets positions (Figure 8.19 (b)). The
same V-like structure is clearly identified, composed of droplets with large diameters located in the core of the
IRZ behind the diffusion front (1). Note that in this case, droplet evaporation locally decreases both temperature
and heat release rate, since pyrolysis becomes dominant over oxidation of the pyrolysis products. Interaction of a
diffusion flame with an isolated droplet has been investigated experimentally, for example by Mercier et al. (2007),
were it was found that droplets having a sufficient residence time in the flame front can ignite. In the present
simulation, a diffusion flame is indeed found around large droplets crossing the back diffusion flame. However,
as droplets progress further downstream in the combustion chamber, the mixture fraction in the vicinity of the
droplets rapidly decreases below stoichiometry, accompanied by a switch of combustion regime from diffusion to
premixed-like around the droplet.
a) b)
c) d)
Figure 8.18: Instantaneous scatterplots of heat release rate versus temperature; coloured by (a) the scalar dissipation rate,
(b) the evaporation rate, (c) the curvature and (d) the mass fraction of toluene. Points are chosen such that Yz = zst, and
such that the evaporation term source is > 10−10 kg.s−1.
The frequent occurrence of isolated droplet combustion calls for specific models, as proposed, e.g. in (Paulhiac,
2015), which were not considered in this work. As a consequence, although the occurrence of such burning regime
is well captured, the exact associated flame structures are not properly described.
The top branch of the V-like shape is composed of points with sensibly higher heat release rate. From Fig. 8.19
(b) and the analysis of the images of Fig. 8.16, the points are identified as being part of the back diffusion
flame front (1), and responsible for the wrinkled structures on the stoichiometric iso-surfaces. In this case,
even if evaporation has a tendency to draw energy from the gaseous phase, the addition of fuel to the already
burning flame front is enough to compensate for this loss, and even to locally enhance the heat release rate. Note
that droplets composing the top branch are slightly smaller than droplets burning in an isolated regime, thus
preventing them from following a ballistic-like trajectory and crossing the back diffusion front.
8.5.3.f Pollutant formation: CO and NO
CO species The CO source term ω˙CO and CO mass fraction fields are displayed, respectively, on Fig. 8.20
(a) and (b). As expected from the locally rich conditions, CO is massively produced in the diffusion fronts (1),
particularly in the back diffusion front exhibiting the highest temperature levels. Locally, CO production is also
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a) b)
Figure 8.19: Instantaneous scatterplots of gas heat release rate versus gas temperature interpolated at droplets position;
coloured by (a) the droplet radius, (b) the droplet axial position. Points are chosen such that Yz = zst, and such that the
evaporation term source is > 10−10 kg.s−1.
boosted by the evaporation of fuel, as revealed by the clouds of CO production following evaporating isolated
droplets. This is especially true of droplets located right behind the stoichiometric iso-contours: as observed for
the levels of heat release rate in the previous Section, the addition of fresh fuel through evaporation is seen to
strongly affect the diffusion flame structure, by enhancing the production of CO. This is best put forward on







Figure 8.20: Instantaneous fields of (a) CO source term and (b) CO mass fraction in a central z-normal cut place with
overlaid droplets and iso-contours of heat release rate (grey) and stoichiometry (white).
The CO produced in the diffusion front (1) is stored in the burnt gas torus, where intermittent extinctions
allow pockets to leak into the cold air stream (see the combustion chamber corners on Fig. 8.20 (b)). CO mass
fraction close to 0.03 can then be observed on the fresh side of the premixed flame fronts (2), explaining the
relatively high CO consumption observed before x = 50 mm. Finally, a non negligible amount of CO production
occurs also in premixed fronts located further downstream in the combustion chamber, near the walls. Indeed,
impacting evaporating droplets around x = 50 mm allow a sufficient increase of the local equivalence ratio and
feed additional pyrolysis products to the lean premixed flame fronts; locally modifying the premixed structure
from CO consuming to CO producing. This is consistent with the high CO mass fraction observed close to the
walls on the time-averaged profiles in both LES and experiment (see Fig. 8.9).
NO species NO emission control and overall reduction in aeronautical combustors can only be achieved
through understanding of the formation and destruction mechanisms. To this end, it is interesting to differ-
entiate and quantify the NO production related to fuel consumption and fast flame processes, which are strongly
dependent upon the local conditions; from that occurring in post-flame regions, associated with slower timescales
and bearing a more universal nature. This is usually done by investigating the reaction pathways involving the
NO species.
As briefly reviewed in Section 2.2.4.a, several NO production pathways have been identified in the literature.
They are labelled formation routes. The three major ones relevant under gas-turbine conditions are the Thermal,
the Prompt and the N2O route (Correa, 1993; Miller & Bowman, 1989). The NNH route can also become
quite important in the burnt gases under relatively low temperatures (Bozzelli & Dean, 1995). Note that in
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Figure 8.21: Scatterplot of CO source term versus mixture fraction, coloured by the evaporation rate. Points are chosen on
the diffusion front (1) with T > 800 K.
the ARC 29 JetA2NOx mechanism employed in the LES, the N2O route is not included. Indeed, it is usually
argued that this route is important under fuel lean/high pressure conditions. However, the configuration under
investigation operates at atmospheric pressure, which could be the reason why the reduction tool YARC identified
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Figure 8.22: Instantaneous fields of (a) source term of NO with decomposition into (b) Zeldovich (thermal) pathway, (b)
Prompt pathway ans (c) NNH pathway.
Fig. 8.22 presents the NO source term as well as the contribution from the Thermal, Prompt and NNH routes,
in a z-normal central cut plane. These routes are identified based on specific reactions and associated pathways,
as prescribed on the aforementionned publications (See Appendix C). It is then important to keep in mind that,
in reality, all of these pathways are non-linearly coupled. For example, a direct consequence of the Prompt route
is an enhanced production of N atom, which will eventually lead to an increased NO production through the
Thermal route. Additionally, note that the Prompt route is here based on net production rates involving radicals
such as HCN and CH, thus, the NO reburning is included in this route (Hill & Smoot, 2000). A better way to
evaluate the impact of the various routes would be to perform several computations, by only considering one
pathway at a time. However, this would be too costly in the context of LES.
As for CO, NO is seen to be mainly produced in the back diffusion flame front (1). The main contribution
to net production in this high temperature region is from the Zeldovich mechanism, as expected. Interestingly,
NO is massively reburnt inside the rich torus, and the pathway analysis reveals that this is primarily due to
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the consumption pathways included in the Prompt mechanism. In particular, some NO is also consumed by the
Prompt mechanism in the front diffusion flame (1); however no NO is produced in this flame front where the
relatively high NO levels are due to diffusion. The contribution from the NNH pathway is exclusively positive
(no consumption) and is not negligible, here also, in the back diffusion front (1). All three pathways contribute
to the production of NO in the portion of the back diffusion front (1) that is subjected to intermittent premixing
with incoming air and leaked burnt gases, thus exhibiting a complex partially premixed structure.
Note that some NO formation is seen to occur in the lean premixed flame fronts in Fig. 8.22 (a). If part of this
formation is imputable to the NNH pathway, there are obviously non negligible contributions from additional
pathways which are not considered in any of the aforementioned three routes. Likewise, none of the considered
route is able to explain the NO reburn seen on the corner of the combustion chambers in Fig. 8.22 (a). This
amounts to saying that a complete description of the NO formation, including secondary pathways, can prove to
be very valuable under certain circumstances. As demonstrated here, ARCmechanisms provide a very convenient
framework in such a case.
Note finally, that evaporation increases the NO reburn, as evidenced by the very negative NO consumption
rate surrounding isolated droplets in Fig. 8.22 (c) and also visible in the IRZ on Fig. 8.22 (a).
8.6 Conclusions
In this Chapter, LES of the NASA-LDI configuration, a two-phase flow lean direct-injection system operated
with kerosene, was performed. The main intent was to evaluate the feasibility of a new methodology, combining
an analytically reduced chemistry (ARC) description and a thickened flame chemistry-interaction model with
a real fuel description to improve predictive capabilities in terms of flame structure and pollutant formation.
A Lagrangian framework is chosen for the spray description. The Jet-A fuel description relies on the recently
proposed hybrid chemistry (HyChem) approach (Xu et al., 2017b,a).
An ARC comprised of 29 transported species is easily derived, based on the HyChem model, with the tool
YARC (Pepiot, 2008). This ARC is first validated in canonical archetypes representative of the configuration
under consideration, before being successfully implemented in the LES solver AVBP. This is a non-trivial result,
in view of the difficulties encountered when trying to reduce traditional multi-component surrogate approaches
to a LES-compliant size (see Chapter 4).
The proposed methodology is then used to simulate the Jet-A fueled lab-scale burner. A very good agreement
is observed between the LES results and the experimental data in terms of velocity fields and spray character-
istics. Comparisons with temperature and species data further validate the methodology. Additionally, results
demonstrate the improved predictive capabilities, when compared to previous studies of the same configuration.
Finally, the level of description attained in this work allows a detailed analysis of the complex flame structure,
including a study of the spray/flame interactions, and an investigation of the pollutant formation mechanisms.
These results confirm that the ARC-DTFLES methodology is easily adapted to any type of configuration:
gaseous as well as two-phased, in an Eulerian (Jaravel, 2016; Franzelli et al., 2016) as well as in a Lagrangian
framework. It has also been assessed that the ARC-DTFLES approach is well suited to the novel realistic fuel
description HyChem, thus opening new perspectives for LES of industrial kerosene fueled configurations.
Chapter 9
Conclusions and perspectives
The main intent of this PhD thesis was to investigate the advantages and drawbacks of employing Analytically
Reduced Chemistries (ARC) in Large Eddy Simulations (LES), when compared to classical approaches such as
tabulation and global schemes, still widely employed today in the community. To this end all the ”steps”, from
the investigation of fuel-specific detailed mechanisms, to the final LES computations, including an investigation
of available techniques to perform a kinetic reduction; are considered.
In the present work, ARC mechanisms are derived using the YARC multi-step reduction tool developed
by Pepiot (2008). A first part is thus dedicated to the analysis of the possibilities offered by YARC, including
examples of derivation on several test cases with various fuels. YARC is found to efficiently combine existing
reduction techniques in order to allow very conveniently the derivation of reduced mechanisms, with minimum
input from the user. The resulting ARC are tailored to specific needs but their operating range usually extend well
beyond their targeted range. Additionally, YARC allows an analysis of the feasibility of employing classical multi-
component surrogates for aviation kerosenes in LES, through reduction testing of a 3-components surrogate for
an average Jet A fuel. In the present case, this approach does not appear to be promising, as a sufficient reduction
level could not be reached. An analysis of error levels on the obtained reduced schemes allows to shed some light
on the difficulties that arise; which are found to be mainly related to the intrinsic non-linearities of the kinetic
pathways of the various components. A novel hybrid fuel model developed by Xu et al. (2017b,a) is employed
instead, and successfully reduced to a LES-compliant size.
Two ARCs are retained and further combined with the Dynamically Thickened Flame model (Colin et al.,
2000; Legier et al., 2000) extended to multi-step chemistries (Jaravel, 2016), to perform LES of realistic gas tur-
bine configurations of increasing complexity. The first configuration is a sooting swirl-stabilized non-premixed
aero-engine combustor experimentally studied at DLR, burning ethylene. LES of this burner is performed with
three different chemistry descriptions, in order to assess their performance both in terms of flame structure pre-
dictions and overall CPU cost. By comparison with global chemistry and tabulated chemistry, results with the
ARC mechanism highlight the importance of accurately capturing the flow-flame interactions for a good predic-
tion of pollutants, especially soot levels. The flexibility of the method, not requiring a-priori assumptions about
the flow, is another great advantage. In particular, the computational setup for the LES of a second operating
point was very easily put in place. The second configuration is a swirled two-phase flow burner featuring a lean
direct injection system and burning a specific Jet A (POSF10325). A novel methodology to real fuel modeling
(HyChem approach) is employed, which allows a subsequent ARC derivation. A Lagrangian framework is chosen
for the description of the spray. The excellent results in comparison with the multiple available measurements
(velocity, temperature, species) constitute an additional validation of the ARC-DTFLES methodology. Results
demonstrate the improved predictive capabilities, when compared to previous studies of the same configuration
found in the literature. The level of description reached by the use of an ARC chemistry enables a qualitative
investigation of the flame-spray interactions, with impact on the gaseous flame structure, complementing recent
DNS/LES studies. Valuable insights on the pollutant formation (NOx) in such complex flame configurations are
gained through an analysis of the production pathways considered in the ARC mechanism.
To summarize, the present work has demonstrated that accurate chemistry description can now be efficiently
and directly included in LES of complex flows, without deep knowledge of chemistry by the user, provided that
a code such as YARC is employed. It has also been demonstrated that including such accurate chemistry in
simulations greatly impacts the results, bringing them closer to measurements, and providing important new
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insights about the flame structure in complex configurations. It was also demonstrated that the ARC-DTFLES
methodology provides an adequate framework to the implementation of real aviation fuel chemistry, taking a
step further towards simulations of realistic spray burners.
This work can be seen therefore as the foundation of a new stage in LES of turbulent combustion, in which
the impact of chemistry can be taken into account, without prior modeling assumptions, to predict chemistry-
driven phenomena such as pollutant or soot emissions, but also ignition and extinction and, more generally, all
combustion-related phenomena.
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Appendix A
Stoichiometry of intermediate species
CO equivalence ratio in ethylene flame
CO is considered as an example. The global ethylene oxidation reaction reads:
C2H4 + 3 O2 → 2 CO2 + 2 H2O (A.1)
with the mass stoichiometric factor sC2H4 = 3 WO2 / WC2H4 = 3.42. A two-step mechanism, including CO
oxidation, reads:




O2 → CO2 (A.3)
where, in reaction A.3, the CO mass stoichiometric factor is sCO = 0.5 WO2 / WCO = 0.57.
The local equivalence ratio Φ of a mixture of pure ethylene (Y0C2H4 = 1) and air (Y
0
O2 = 0.233), can be









where Y mC2H4 and Y
m
O2 are the mass fractions of fuel and oxidizer if they would have mixed without burning,
and therefore correspond to a pure mixing solution Poinsot & Veynante (2005). With this definition, the Yz at
stoichiometry (corresponding to Φ = 1) is Yz,st = 0.0637.
Likewise, the equivalence ratio ΦCO can be expressed in function of a theoretical pure mixing solution, involv-







However, since the mixture fraction Yz is based on ethylene, an expression for the mixing of CO with O2 depend-
ing on it is not straightforward. Indeed, according to the global reaction Eq. A.2, the transformation of C2H4 into
CO requires O2. Assuming an initial mixture composed of A moles of C2H4, B moles of O2 and C moles of N2, by
mass conservation, a mixture composed of 2A moles of CO, 2A moles of H2O, (B-2A) moles of O2 and C moles
of N2 is obtained. Since A and B are functions of Yz, with A = Y
0
C2H4Yz and B = Y
0
O2(1− Yz), an expression for
2A and (B-2A) required to express the evolution of Y mCO and Y
m
O2 in the Yz diagram is now straightforward:
ΦCO = s
CO 2 Yz Y
0
C2H4 WCO/WC2H4
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with Y 0CO = 2 Y
0




O2 − 2 Yz Y 0C2H4 WO2/(WC2H4 (1− Yz)).
Replacing Yz in Eq. A.6 by
Yz =
Φ








Now, obviously, if Φ = 1 in Eq. A.9, then ΦCO = 1, and vice versa. It is thus demonstrated that CO diffusion
fronts and C2H4 diffusion fronts will gather around the same Yz value: Yz,st = 0.0637.
Generalization to any intermediates
Note that this derivation can be generalized to any intermediate species I (and virtually any fuel species but we
will only consider ethylene): as long as the fuel global consumption Eq. A.1 is decomposed as:
C2H4 + α O2 → β I + y H2O (A.10)
I + γ O2 → x′CO2 + y′ H2O (A.11)
























As in the case of CO, replacing for Yz in Eq. A.12 and setting Φ = 1 leads to:
ΦI =
γβ
3− α = 1 (A.16)
since γβ + α = 3. As such, diffusion fronts of any intermediate species I will also gather around Yz,st = 0.0637.
Appendix B
A two-step oxidation scheme for
Ethylene/Air oxidation
Description of the global scheme The two-step global ethylene-air chemistry called 2S C2H4 BFER em-
ployed in this PhD thesis is based on 6 species (C2H4, O2, N2, CO, CO2, H2O). The forward reaction rates for









where Ai, Ea,i and βi are the pre-exponential factor, the activation energy and the temperature exponent of the
i − th reaction, respectively. Xk refers to the k − th species molar fraction and nk,i to its reaction exponent in
reaction i. All reaction parameters are summarized in Table B.1. The backward reaction rate for the CO − CO2
equilibrium reaction, kr,i is evaluated based upon the equilibrium constant Keq = kf,i/kr,i calculated from
thermodynamic tables.
Following Franzelli et al. (2010), the Pre-Exponential Adjustement (PEA) method is applied in order to
reproduce the flame speed over the whole range of flammability. With the PEA, equivalence ratio dependent
functions fi are multiplied to the reaction rates constants before evaluation of the reaction rates. The coefficients
of the fi are here specified as in Franzelli et al. (2012). To comply with these PEA corrections, simplified transport
and thermodynamic properties are assumed, with unity Lewis number for all species (Pr = Sck = 0.7 where k
is the kth species) and the same power law for the gas mixture dynamic viscosity than is employed for all other
chemistry descriptions.
Global validations Burnt gas temperature as well as laminar flame speed are plotted versus equivalence
ratio in Fig. B.1, for various initial temperatures likely to be encountered in the targeted configuration. The
2S C2H4 BFER scheme exhibits a non-linear behavior, due to the PEA corrections. However, the agreement is
correct, especially for φ < 1.4. The CO production is only plotted for an initial temperature of 300 K. The same
nonlinearities are observed, and the agreement is particularly bad around stoichiometry. It is reminded, however,
that in these types of schemes, the CO species is mostly present to retrieve the correct burnt gas temperature
rather than to be quantitatively analyzed.
The behavior of 2S schemes submitted to strain has been investigated by Franzelli et al. (2013b). Since the
C2H4 oxidation CO-CO2 equilibrium
Ea,i 35500 12000
βi 0.0 0.7
Ai 1.0× 1010 2.0× 108
nk,i C2H4 0.5 CO 1.0
O2 0.65 O2 0.5
Table B.1: Reaction parameters used for the 2S C2H4 BFER mechanism. Units are mol, s, cm3 and cal/mol.
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Lewis numbers of each species is equal to one in the present case, no response to strain is expected, as observed



















































Figure B.1: Laminar flame speed, burnt gas temperature and CO total production of one-dimensional unstrained premixed
ethylene-air laminar flames. Initial temperatures are 300, 500 and 700 K. Detailed mechanism (solid line), 2S C2H4 BFER
(o).
Soot model The strategy for implementing soot in 2S scheme is described in Lecocq et al. (2013). The basic
idea is to retrieve important untransported quantities, such as OH and C2H2 species which are necessary to
retrieve soot information, in a table build from canonical test cases. The table is built from laminar unstretched
premixed flames, computed with CANTERA, just as in the FPI approach. In fact, the exact same table than that
of the FPI computation is employed. In order to interpolate in the table, a progress variable Yc and a mixture
fraction Yz need to be evaluated. One of the characteristics of a 2S scheme, however, is that the post-flame zone
is quasi non existent. As such, a progress variable profile obtained from a combination of the transported CO and
CO2 species would be too stiff. To overcome this issue, Yc is transported instead of being directly reconstructed.














+ ρ ˙ωYc (B.2)
where the source term ˙ωYc is either evaluated from the 2S scheme, or interpolated in the table; depending upon
the value of Yc. In this study, Yc,switch = 0.5.
Appendix C
List of reactions considered in the NOx
pathway analysis
N + OH⇄ NO + H
N2 + O⇄ N + NO
N + O2 ⇄ NO + O
Table C.1: Reactions considered in the Zeldovich route
HCN + H2O⇄ CH3 + NO
HCN + O⇄ CH + NO
HCN + HCO⇄ C2H2 + NO
NCO + O⇄ NO + CO
NCO + OH⇄ NO + HCO
NCO + O2 ⇄ NO + CO2
NO2 + CH→ HCO + NO
NO2 + CO→ CO + 2.0 NO
HCCO + NO→ HCN + CO2
CH2∗ + NO→ HCN + OH
CH2 + NO→ HCN + OH
Table C.2: Reactions considered in the Prompt route
NH + O⇄ NO + H
NH + O2 ⇄ NO + OH
Table C.3: Reactions considered in the NNH route
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Abstract Recent implementation of emission control regulations has resulted in a considerable demand
from industry to improve the efficiency while minimizing the consumption and pollutant emissions of the next
generation of aero-engine combustors. Those phenomena are shown to strongly depend upon the underlying
complex chemical pathways and their interaction with turbulence. Large Eddy Simulation (LES) is an attractive
tool to address those issues with high accuracy at a reasonable computing cost. However, the computation
of accurate combustion chemistry remains a challenge. Indeed, combustion proceeds through complex and
highly non-linear processes that involve up to hundreds of different chemical compounds, which significantly
increases the computational time and often induces stiffness in the resolved equations. As a mean to circumvent
these drawbacks while retaining the necessary kinetics for the prediction of pollutants, Analytically Reduced
Chemistry (ARC) has recently received high interest in the Computational Fluid Dynamics (CFD) community.
ARC is a strategy for the description of combustion chemistry where only the most important species and
reactions are retained, in a ”physically-oriented way”. ARC is on the verge of becoming affordable at a design
stage, thanks to the continuously increasing available computational resources. The goal of the present work is
twofold. A first objective is to test and validate efficient techniques and tools by which detailed chemistries are
reduced to an LES-compliant format. To do so, the multi-step reduction tool YARC is selected and employed to
derive and validate a series of ARC specifically designed to retrieve correct flame structures. A second objective
is to investigate the overall feasibility and benefits of using ARC, combined to the Thickened Flame model
(DTFLES), in performing LES of configurations of increasing complexity. The first configuration is a sooting
swirl-stabilized non-premixed aero-engine combustor experimentally studied at DLR, burning ethylene. LES of
this configuration is performed with the AVBP solver, in which ARC has been implemented. By comparison
with global chemistry and tabulated chemistry, results highlight the importance of accurately capturing the
flow-flame interactions for a good prediction of pollutants and soot. The second configuration is a swirled
two-phase flow burner featuring a lean direct injection system and burning Jet-A2. A novel methodology to
real fuel modeling (HyChem approach) is employed, which allows subsequent ARC derivation. The excellent
results in comparison with measurements constitute an additional validation of the methodology, and provide
valuable qualitative and quantitative insights on the flame-spray interactions and on the pollutant formation
(NOx) mechanisms in complex flame configurations.
Keywords:Combustion chemistry, Reduced chemistry, Turbulent combustion, Gas turbines, Large Eddy Sim-
ulations, Pollutants
Re´sume´ L’impact environnemental du trafic ae´rien fait maintenant l’objet d’une re´glementation qui tend
a` se se´ve´riser. Dans ce contexte, les industriels misent sur l’ame´lioration des technologies afin de re´duire la
consommation de carburant et l’e´mission de polluants. Ces phe´ome`nes de´pendent en grande partie des chemins
re´actionnels sous jacents, qui peuvent s’ave´rer tre`s complexes. La Simulation aux Grandes Echelles (SGE) est
un outil inte´ressant afin d’e´tudier ces phe´nome`nes pour un couˆt de calcul qui reste raisonnable. Cependant,
les processus chimiques, s’ils sont conside´re´s sans simplification, font intervenir des centaines d’espe`ces aux
temps caracte´ristiques tre`s diffe´rents au sein de processus non-line´aires qui induisent une forte raideur dans
le syste`me d’e´quations, et un couˆt de calcul prohibitif. Permettant de s’absoudre de ces proble`mes tout en
conservant une bonne capacite´ de pre´diction des polluants, les Chimies Analytiquements Re´duites (CAR) font
l’objet d’une attention grandissante au sein de la communaute´. Les CAR permettent de conserver la physique
du proble`me conside´re´, en conservant les espe`ces et voies re´actionelles les plus importantes. Graˆce a` l’e´volution
toujours croissante des moyens de calculs, les CAR sont applique´s dans des configurations de plus en plus
complexes. Les travaux de the`se ont principalement porte´s sur deux sujets. Premie`rement, une e´tude pousse´e
des techniques et outils permettant une re´duction efficace et syste´matique de chimies de´taille´es. L’outil de
re´duction multi-tapes YARC est retenu et exhaustivement employe´ dans la de´rivation et la validation d’une
se´rie de CAR pre´servant la description de la structure de flamme. Ensuite, une investigation de la faisabilite´
et des be´ne´fices qu’apportent l’utilisation de CAR en LES, compare´ des approches plus classiques, sur des cas
tests de complexite´ croissante. La premie`re configuration e´tudie´e est une chambre de combustion partiellement
pre´me´lange´e brlant de l’e´thyle`ne, e´tudie´e expe´rimentalement au DLR. Diffe´rentes mode´lisations de la chimie
sont conside´re´es, dont un CAR de´veloppe´ spe´cifiquement pour ce cas test, et les re´sultats de´montrent qu’une
prise en compte des interactions flamme-e´coulement est cruciale pour une pre´diction juste de la structure de la
flamme et des niveaux de suies. La seconde configuration est un bruˆleur diphasique, avec une injection directe
pauvre, bruˆlant du Jet-A2. Dans cette e´tude, une approche novatrice pour la prise en compte de la complexite´
du fuel re´el (HyChem) est conside´re´, permettant la de´rivation d’un CAR. Les re´sultats sont excellents et valident
la me´thodologie tout en fournissant une analyse pre´cieuse des interactions flamme-spray et de la formation de
polluants (NOx) dans des flammes la structure complexe.
Mots-cle´s: Chimie de la combustion, Chimies re´duites, Combustion turbulente, Turbines a` gas, Simulations
aux Grandes Echelles, Pre´diction des polluants
