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Abstract
The Internet has become one of the most widely used forms of communication available.
Many of the applications used on the Internet require the user to interact constantly with
the network. For example a web browser can be considered interactive because as users
navigate through web pages they are requesting new pages as they go along. The user will
expect the browser to respond quickly, to finish loading pages quickly and to do all of this at
an equal level for all users. The network’s performance is dependant on the protocols it uses
and how the resources of the network are distributed. This is why the TCP (Transmission
Control Protocol) is one of the most important Internet protocols, because it controls the
amount of data entering the network at the end points and provides reliability to most
interactive applications.
Models are important in investigating the behaviour of protocols and allowing the inves-
tigation of performance improvements to protocols. The first two core chapters of the thesis
focus on modeling TCP and its properties while the last two use these models to suggest im-
provements to the protocols and routers. Much of the modeling of TCP in current literature
mainly focuses on either very small or very large (considered infinite) TCP flows. Some of
the current literature looks at a combination of both, but there are some limitations when
modeling the slow start algorithm of TCP. These limitations involve estimating the TCP
congestion window size incorrectly and causing estimates of throughput to be incorrect. A
new model of TCP is introduced which reduces estimation error in the congestion window
size by removing rounding errors in the slow start phase of TCP. This model is also used
throughout the rest of the thesis for estimating TCP throughput, delay and burstiness.
The TCP model is next extended to model the effects of burstiness produced by TCP.
Burstiness can cause a routers buffers to unnecessarily overflow. These overflows cause TCP
connections to under-utilise link bandwidth, because TCP assumes the link is congested
when packets are dropped in the network. For this reason burstiness also causes unnecessary
2packet retransmissions and a reduced congestion window size. This work introduces a model
that can be used to define a quantitative measure of both burstiness and throughput of a
system of TCP connections. The model gives precise insight into how the TCP protocol
causes burstiness and can be used to find scenarios where burstiness is decreased. This
helps to improve the utilization of links by aiming to reduce the burstiness of protocols.
From the model it is found that as the load increases burstiness becomes less significant to
the throughput performance of a TCP connection. This means that it is not important to
change the TCP protocol to decrease burstiness at high loads.
Another important performance metric for interactive traffic is the user perceived delay.
This is the delay that an end user would actually encounter when using an application. An
example of user perceived delay is the time a user waits before a HTML web page starts
loading. User perceived delay is affected by a number of different types of delay including
queuing delay, propagation delay and retransmission delay. Retransmission delays occur
when packet are dropped and are usually very large, in the order of two times the propagation
delay or more. A dynamic priority scheduling algorithm is introduced which changes the
priority of the queues based on the goodput (throughput of succesfully transmitted packets)
threshold of the interactive traffic. Using dynamic priority allows packet loss to be reduced
by up to eight times for interactive traffic. A smaller number of packet drops leads to a
smaller user perceived delay because less timeouts and retransmissions occur. User perceived
delay is one of the most important criteria for interactive traffic.
The last metric examined is the fairness between TCP connections. Fairness measures
how equally network resources are allocated amongst different connections. The more equally
resources are used by each connection the fairer the protocol. Link utilization is also impor-
tant because some links may remain underutilized while others are overloaded. When a link
with TCP connections is overloaded each connection on the link will reduce its throughput to
allow all the connections to have approximately equal load. This does not take into account
that other links may be under utilized. The fairness issue is addressed by introducing Mul-
tipath TCP (MATCP) which allows path selection to occur at the TCP layer. The selection
of path at the TCP layer allows each unique flow to take a different path, instead of all the
flows of one source using the same path. Using MATCP, a finer grain of load-balancing can
be achieved and the complexity and state required in the network is greatly reduced.
Both analytic and experimental evaluation are used to verify the results investigated
in this thesis. The work is also compared to existing techniques using both analytic and
experimental results. Two analytic models are provided in the first two core chapters which
3investigate slow start and TCP burstiness. In the third core chapter the dynamic priority
RED queue is introduced to reduces user perceived delay. An analytic model of the DPRQ
is provided and this is verified through experimental simulation. In the fourth chapter an
analytic model of Multipath TCP is provided and this is again verified through simulation.
Chapter 1
Introduction
The Transmission Control Protocol (TCP) is the most widely used congestion control protocol
on the Internet. Most Internet applications like FTP, HTTP, IMAP, POP and SMTP all use
TCP to provide a reliable end to end connection. TCP provides the mechanisms that allow
data to be transfered over networks that are dynamic and have a large diversity of resources.
For example congestion control prevents the network resources from being overloaded without
the need for specific information about network resources. This allows the network to be
very scalable and independent which has most likely been the reason for the success of the
Internet. Without TCP, network resources like core links could easily become congested or
underutilized. TCP aims to keep the utilization of the link as high as possible by slowing
down and speeding up each individual connection sharing the link. This same system is also
what prevents links from being overloaded.
The traffic created by TCP connections can be categorised in a number of different ways,
which includes the duration of connection and the type of traffic. Three different categories
of duration are usually considered
• Long-lived - These are flows that transfer a large amount of data. They take up a large
amount of bandwidth but are not very prevalent. Because of the connections length
the congestion avoidance mechanisms in TCP is mainly utilized. Long lived flows can
be found in such things as file sharing applications and scientific data transfers.
• Short-lived - These are flows that transfer only a small amount of data and occur most
frequently in the Internet. The transfer of something like a small HTML web page
or image is considered a short lived connection. Short lived connections are difficult
to provide congestion control to because they are finished before all TCP congestion
4
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control mechanisms are activated. The TCP slow start mechanism is usually the only
congestion control used by these types of flows.
• Combination of both - A majority of web sites on the Internet will have both long and
short lived connections. The distribution is mainly derived from the size of the files
that exist on web servers. A majority of the files have been shown to be small while a
small number are very large [Crovella et al., 1998; Arlitt and Williamson, 1997]. But
the small number of large files still use a significant amount of the bandwidth. This
type of distribution of flow length is known as heavy tailed distribution.
This thesis concentrates on the combinations of both long and short lived TCP connections
because it covers the majority of interactive traffic. These long and short connections could
be further categorized by the type of traffic they carry. There are three major types of traffic
that can be considered
• Non-real time - This type of traffic is often called best effort. There is no guarantee of
any bandwidth or delay requirements. The packets may arrive at their destination at
any time. Non-real time traffic is mostly comprised of all sizes of file transfers. Flows
that are best effort do not strictly require consistent bandwidth or delay requirements.
Transfers of music, video and software files over the Internet would fall under this
category.
• Real time - This type of traffic requires strict delay deadlines or a minimum bandwidth.
If the deadline or minimum bandwidth is not obtained the application will fail to work
correctly. Voice and Video applications are the most prevalent sources of real time
traffic.
• Interactive - There are no strict delay requirements for interactive traffic because pack-
ets do not have strict deadlines like video or voice. But small delays are beneficial
because they reduces the users perceived waiting time. For example a user would be-
come very annoyed if they had to wait unduly to see a response from a button click
in an on-line game. Most http applications require this type of traffic and a large
proportion of Internet traffic is http traffic.
This thesis focuses on interactive traffic because it is one of the most common types of traffic.
Applications are also becoming more and more interactive with users expecting instantaneous
responses to their requests. All of the performance metrics and issues that are important to
interactive traffic are analysed in this thesis. These include:
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• Throughput (Chapter 3) - The amount of data that is transmitted per unit time. The
higher the throughput the faster data can be transfered over the network. Throughput
of interactive traffic is greatly affected by the TCP slow start mechanism because
interactive traffic usually contains many small files. Small files are usually completely
transfered before TCP slow start has finished therefore it is the dominant type of
congestion control.
• Burstiness (Chapter 4) - Burstiness deals with the grouping of data packets over time.
There are a number of different causes of burstiness that can effect TCP traffic. A
number of packets that are transmitted close together are called a burst of packets. A
number of files that are transmitted close together can also be called a burst, but this
time of files. Bursts occur because there are periods where there is no transmission of
data. Burstiness is important because it can cause queues to overflow and drop packets
unnecessarily. When packets are dropped in a TCP connection it causes the connection
to reduce its throughput and become inefficient.
• Delay (Chapter 5) - Delay is defined as the time it takes to respond to a user request.
From the time the request is sent, to the time the response is received. Delay is
important in many applications where the user wants to get a response as quickly as
possible, such as a simple http request. Long delays are not user friendly and beyond
a point become unbearable for users [Nah, 2004]. There are many types of delays for
different circumstances. For example, delay for traffic such as voice or video requires
strict delay deadlines, which are not required for other data traffic. But TCP is not
intended for use with voice or video traffic because it focuses on reliability rather than
meeting delay deadlines.
• Fairness (Chapter 6) - TCP connections utilize a number of shared network resources.
These limited resources mainly include link capacity and buffers. Buffers and links can
be interconnected in many different ways, which provide different levels of utilization
and fairness. How fairly each TCP connection can access these resources depends on
these interconnections. Fairness is the measure of how equally resources are shared by
active TCP connections. For example if there is a 2Mbit link and two TCP connections
then good fairness would be each connection having 1Mbit, poor fairness would be one
connection having 0.1Mbits and the other 1.9Mbits.
The above mentioned performance metrics in most cases can be experimented with using
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simulation or in a testbed system. Simulation provides a good starting point for testing
changes to a protocol like TCP, however as most people agree, errors in simulation settings
can easily be made and it is sometimes not possible to test every variable because of very long
simulation times. This is where analytic modeling becomes necessary to providing a good
understanding of a system and its variables. With a good analytic model, hypothesis can be
tested quickly and a thorough understanding of the effect of variables can be obtained. The
model is also used to verify simulation results and visa versa. The third and forth chapters of
this thesis concentrate on the problem of modeling interactive TCP connections specifically
looking at TCPs slow start algorithm and the burstiness of TCP traffic.
1.1 Research Questions
Research into the TCP protocol covers many different areas of networking which include, pro-
viding a reliable service and congestion control. The focus of this research will be on questions
that relate to interactive TCP traffic as described in the previous section. In particular, the
following research questions involving interactive TCP connections are investigated. These
question address four major factors of TCP performance, throughput, burstiness, delay and
fairness. The first two questions deal with modeling while the last two questions suggest
improvements to the TCP protocol and routers.
Improving the TCP slow start model in terms of throughput
A number of different models for all different aspects of the TCP protocol have already been
investigated. Some models concentrate on short flows [Mellia et al., 2003; Cardwell et al.,
2000; Zheng et al., 2003; Wang et al., 2004; Pack et al., 2003] while other only consider long
or what are considered infinite duration flows [Padhye et al., 2000; Kumar, 1998; Sikdar
et al., 2001a]. A small number of models consider a mixture of long and short flows which is
the most realistic scenario [Garetto et al., 2004; Claudio Casetti, 2000; Kherani and Kumar,
2002]. When small flows are considered it is important to consider slow start, which is
the TCP algorithm that is used at the beginning of a data transfer to probe the network.
Most short flows spend a majority of their time in slow start because they have been almost
completely transfered before slow start finishes. The slow start algorithm is based on packet
loss being an indicator of congestion. When a packet loss occurs, the congestion window
(which limits the number of packet in the network) is reduced by either a factor of two or
to its lowest value if a timeout occurs. In slow start the new window size depends on the
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size of the current windows size when the loss occurred. If the window size is estimated
incorrectly, then the model will underestimate or overestimate throughput. Therefore the
problem becomes how to estimate the window size correctly in slow start.
The effect of burstiness
In a high bandwidth delay network TCP connections will transmit packets in bursts. The
bursts are created because of a full congestion window which can transmit no more packets
until acknowledgements have been received. This leaves gaps of no transmission and causes
bursts. This burstiness is different to the burstiness caused by user behaviour, for example the
burstiness caused by delays between a user selecting files to download. It is crucial to consider
burstiness because it can adversely affect network performance by causing unnecessary buffer
overflows and increasing queueing delay. Therefore it is important to be able to measure the
burstiness of a protocol and to be able to compare different protocols based on burstiness.
Only a small amount of research exists that analyses and models burstiness.
The effect of packet loss
In most networks interactive traffic will suffer the same delays and packet loss as best effort
traffic. The network’s TCP source and routers are configured to provide throughput and
fairness between TCP connections but do not consider user perceived delay (the delay as
seen by a user) as an important metric. For example RED routers drop packets without
considering the delay caused by the retransmission of the lost packet. When a packet is
dropped it can cause large delays before the original request is completed, due to the packet
being retransmitted. Therefore it is important to consider carefully when to drop a packet,
especially if it is from an interactive application.
Increasing fairness with multiple paths
Multiple paths occur often on the Internet and in service provider networks. For a service
provider, having a single high-speed link can be a reliability risk. That is why many service
providers require their networks to have multiple redundant links to the external Internet and
internally. Many of the currently implemented Internet routing protocols only utilize a single
best path due to the complexity of using multiple alternate paths, even though in 30 to 80
per cent of cases a better alternate path exists [Savage et al., 1999]. Some routing algorithms
allow the best path to change as network conditions change, which in effect produces a type
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of dynamic routing. Newer routing algorithms allow more than one path to be used at the
same time, for example, when there are two paths that have equal cost. Using multiple paths
allows the network to be utilized more efficiently because network paths can be shared more
easily. For example, there may be two paths, one at 100% utilization, the other at 20%.
With multipath routing each path could split the load at 60% each. Even though this may
not seem an advantage, when considering TCP sources, it will be, because a TCP source
will attempt to use as much of the bandwidth as is available. The TCP sources on the 100%
utilized link would not find any more bandwidth, but with multipath the free bandwidth on
the underutilized link can be accessed.
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Figure 1.1: Example of a Multipath aware TCP network
An example of this type of system is shown in Figure 1.1 where two disjoint paths exist
through a service provider network. The end point of the links are not in the service provider
network, but the bottleneck is assumed to be part of the service provider network. The
internal network is assumed to have more than adequate bandwidth so as to minimize any
internal bottlenecks. This would be the case in many service provider networks where it is
not so expensive to have high bandwidth links between equipment that is closely located.
The problem then becomes how to optimize the utilization of multiple high cost links (for
example, links to the external Internet) and provide fairness between TCP sources.
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1.2 Limitations of existing solutions
Here we briefly show the limitations of existing solutions that deal with the four metrics
discussed earlier. The aim is to put our work in context. A more detailed analysis of existing
solutions can be found in each chapter.
Modeling Slow start
Much of the work on modeling TCP deals with long lived TCP flows [Kumar, 1998; Padhye
et al., 2000]. Most of these models do not consider short lived flows or the effect of multiple
TCP connections on the network. A detailed analysis of a short lived flow is studied in
Lakshman and Madhow [Lakshman and Madhow, 1997] and Cardwell et al [Cardwell et al.,
2000]. Both of these models again only look at a single connection and do not consider the
affect of multiple TCP connections on the buffer. Heyman et al [Heyman et al., 1997] and
Kherani and Kumar [Kherani and Kumar, 2002] model the effect of a number of different
TCP sources on a buffer. Both of these approaches are limited to modeling connections with
equal round trip times and synchronized packet loss between connections. Casetti and Meo
[Claudio Casetti, 2000] model the average load produced by each TCP source separately.
Their model accounts for finite duration flows and is capable of modeling slow start but only
poorly approximates the window size at which a packet loss occurs in slow start.
Modeling Burstiness
Casetti and Meo [Claudio Casetti, 2000] and Garetto et al [Garetto et al., 2004] both model
a network of finite TCP flows and their effect on a single finite buffer. Bu and Towsley
[Bu and Towsley, 2001] use a similar approach but consider only RED type buffers. These
models are capable of modeling a system that has a number of connections with different
RTTs but they rely on the accurate analysis of the average queueing delay and packet loss
probability. The aims of their research is to model the performance of an entire systems of
TCP connections. They estimate key parameters such as throughput, queueing delay and
packet loss probability, but they do not attempt to model the burstiness of the protocol. The
distribution of bursts in traffic can have a significant effect on the probability of packet drop
and the queueing delay at the buffer. For example, a very bursty protocol can cause a buffer
to overflow unnecessarily. Chapter 4 looks at how it is possible to extend the Casetti and
Meo model to include a measure of burstiness.
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Reducing packet loss
Interactive applications should be treated differently to non-interactive applications, for ex-
ample by introducing different priority classes to reduce packet loss probability for interactive
traffic. This has already been suggested by [Noureddine and Tobagi, 2002], where the prior-
ity that is applied to packets is allocated at the access router and is based on port numbers
or other application specific packet information. They use an RIO [Clark and Fang;, 1998]
(RED In/Out) type queue to provide the service differentiation, therefore interactive pack-
ets are queued together with non-interactive packets, which increases their queuing delay as
found in [Sahu et al., 1999]. If a separate queue is used for each priority this problem will
not occur.
CBQs (Class Based Queue) have a different queue for each priority class. By having a
separate high priority queue, high priority packets no longer wait for lower priority packets
before they are served. A problem with having separate queues is that it can lead to low
priority packets being starved of service. In [Floyd and Jacobson, 1995] this is overcome by
using goodput thresholds which prevent high priority traffic from starving low priority traffic.
The goodput threshold limits the amount of high priority traffic reserves bandwidth for the
low priority traffic. If the high priority threshold is exceeded then high priority packets
are dropped to limit the goodput. This allows lower priority traffic to take the remaining
bandwidth. We name this type of queue (which also incorporates RED) a RCBQ (RED Class
Based Queue).
Another way of giving priority to interactive traffic is to use a dynamic priority queue. An
analytical model of a dynamic priority queuing system has been presented by [Knessl et al.,
2002]. This model considers queues to be of infinite size and uses a buffer size threshold to
change the priority of queues. The model presented only considers normal drop-tail queues
not RED queues which can control the arrival rate of packets. The difference between this
model and our proposed model is that in our model the priority changes are based on a
goodput threshold rather than a queue length threshold. The queue length threshold will
not work well with TCP and RED because these rely on the queue length to make packet
dropping decisions.
Multipath with TCP
In current multipath networks [Moy, 1998; Elwalid et al., 2001] the TCP layer is not aware of
the route which its packets take. The routing decisions are made at each hop (router) at the
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IP layer and routes are decided by routing algorithms. These routing decision can be based
on a number of criteria like hop count, bandwidth available or shortest delay [Cao et al.,
2000]. Because the routing decisions are made at each router of the network, it is possible
for packets of the same TCP flow to take different paths. When packets take different paths,
packet reordering can occur, for example, when one path has higher delay than another the
first packet could enter the long link and the second the short link; the second packet would
then arrive at the destination before the first packet.
Packet re-ordering is harmful to TCP throughput [Blanton and Allman, 2002; Bennett
et al., 1999; Ma and Leung, 2004] for many reasons including causing duplicate acknowledg-
ments when packets arrive out of order. Duplicate acknowledgments then cause retransmis-
sion of packets that are not lost in the first place, just out of order. It is possible to make
a routing decision at each router which is TCP flow specific: this allows packets of a flow to
all take the same path. To do this, each router would need to keep information about every
single flow that traverses it. When there is a large number of flows this can be expensive in
terms of processing and memory.
1.3 Contribution
Here we summarize our contribution for the key research questions outlined in Section 1.1
namely, how to improving the slow start model, introducing a burstiness model, reducing
packet loss with dynamic priority and adding multipath capabilities to TCP.
Modeling slows start and interactive connections
The initial work on this chapter introduces a complete analytic TCP model that will be
relied upon throughout the thesis to provide an accurate estimation of the throughput of
TCP sources. This model is then extended to more accurately model slow start and remove
estimation errors made when the TCP congestion window is modeled incorrectly. It is critical
and necessary to model slow start correctly because many TCP connections are short and
spend much of there time in slow start. Since slow start is also initiated after a timeout it
is also important to model it correctly when a link is under high load, because this causes
timeouts even in long lived connections. Better estimations of throughput in analytic models
allows better provisioning of resources (like buffer size).
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Modeling Burstiness
A model is introduced that can be used to define both the burstiness and throughput of a
system of TCP connections. A buffer model utilizes the burstiness metric to provide improved
estimates of network queueing delay and packet loss probability. Specifically we:
• Provided a quantitative metric of the burstiness of a TCP connection and how this
burstiness effects the throughput of the connection. Previously there has been no real
quantitative metric of TCP burstiness. It is important to consider burstiness because it
can cause unnecessary buffer overflows which decrease link utilization and throughput.
• Introduce an analytic model that can be used to analyse the performance of bursty
window based protocols traversing a single bottleneck network. The model gives precise
insight into how the TCP protocol causes burstiness and can be used to find scenarios
where burstiness is decreased. This will help improve the utilization of links by aiming
to reduce the burstiness of protocols.
• Provide insight into how burstiness effects the performance of a network. Specifically
show that as load increases burstiness becomes less significant to the throughput per-
formance of a TCP connection. This means that it is not important to change the TCP
protocol to decrease burstiness at high loads.
Dynamic Priority
After analysing throughput and burstiness we next investigate delay and suggest a way
of reducing a users perceived delay for interactive traffic. The DPRQ (Dynamic Priority
RED Queue) reduces delay for interactive traffic by queueing packets rather than dropping
packets at the router. This prevents packets from being dropped needlessly and reduces
packet retransmissions, which in turn reduced user perceived delay.
A summary of the main contributions of this work on the DPRQ are:
• Introduce a dynamic priority scheduling algorithm which changes the priority of the
queues based on the goodput of the interactive traffic. By changing priority it is possible
to reduces packet loss by up to eight times for interactive traffic. A smaller number of
packet drops leads to a smaller user perceived delay because less retransmissions occur.
User perceived delay is one of the most important criteria for interactive traffic.
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• An analytical model of the DPRQ and RCBQ queue is proposed. This model validates
the simulation experiments in every respect and shows that the packet loss probability
is reduced in DPRQ when compared to the RCBQ. To our knowledge, there is no other
model of an RCBQ or the DPRQ existing in current literature.
• A trade-off between packet loss and queuing delay is found for the DPRQ. Larger
buffers lead to larger average queuing delays but also lower packet loss. A lower packet
loss leads to less packet retransmission and a reduced user perceived delay. So a trade
off between loss and queuing delay is found based on the buffer size. This means that it
is very important to choose the correct buffer size in routers to provide optimum user
perceived delay.
Multipath TCP
The final chapter concentrates on metric of fairness between TCP connections. The fairness
issue is addressed through Multipath TCP (MATCP) which allows path selection to occur
at the TCP layer. The selection of path at the TCP layer allows each unique flow to take a
different path, this would not usually happen if only the source IP address is used to determine
which path flows takes, since all flows from the same source will have the same IP address.
This means a finer grain of load-balancing can be achieved. Making the path selection at
the sources also greatly reduces the the complexity and state required in the network. For
example, routers do not need to keep any state information about flows or sources, to make
routing decisions. The following is a summary of the contribution of Multipath TCP:
• Introduce the Multipath TCP protocol which allows TCP to select which path its flows
take from a number of pre-numbered routes. This pushes network complexity out to the
source reducing the need for expensive (in terms of memory and processing) hardware.
Routers will no longer need to decode IP or TCP packets to select a path for the packet.
• Provide a more fine grained control of load balancing by allowing each TCP flow to
take a different route. Usually all TCP flows from a specific source must take the same
route because routing decisions are made based on the IP address only. With MATCP
this limitation does not exist because the route is selected at the source. An example
of how this is an advantage is as follows: Usually if a source has two files to transmit
both of these files will take the same path because they are coming from the same IP
address. But with MATCP each file could take a separate path utilizing the available
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bandwidth better.
• Provide a new analytic model of MATCP and single path TCP for an access network.
The model verifies that MATCPs fairness and goodput performance is better than
single path in all simulation scenarios. As far as we know no other analytic models
compare fairness of TCP connections where multiple paths exist.
• Provide a method of implementing MATCP in a larger internet using label switching.
This allows the MATCP protocol to become scalable and go beyond just an access
network. A combination of scalability and simple implementation makes MATCP an
attractive option for improving fairness between TCP connections.
1.4 Thesis Structure
The rest of this thesis is organised as follows:
• Chapter 2 provides an in depth background into TCP congestion control, active queue
management and multipath routing. This chapter provides the background and basic
concept required to understand this work.
• In Chapter 3 we improve the analytic model of slow start in a general model that
accounts for both long and short TCP flows. An in depth representation of timeout
and fast re-transmit behaviour of slow start is also presented. We implement our model
using Reno as an example and verify it by simulation. The TCP model that will be
used throughout the thesis is also presented in this chapter.
• In Chapter 4 we investigate the burstiness of the Transmission Control Protocol (TCP)
and its impact on a network of finite TCP connections. A detailed TCP and network
model is developed to quantify both the burstiness and throughput of TCP connections
sharing a single bottleneck router. The range of parameters which are most important
when considering burstiness are investigated. We find that under high loads the bursti-
ness of the TCP protocol becomes a less significant performance factor.
• Chapter 5 introduces the Dynamic Priority RED Queue (DPRQ) algorithm that dy-
namically changes the priority of queues instead of dropping packets when the queue is
overloaded. The algorithm reduces the user perceived delay by reducing packet loss in
interactive TCP connections. The DPRQ is compared to an existing Class-Based Queue
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which incorporates RED (RCBQ) as would typically be used for Assured Forwarding.
An analytical model of the DPRQ and RCBQ is presented with both experimental and
analytical results. The DPRQ is found by simulation to decrease packet loss by up
to eight times and therefore provide a lower user perceived delay even though queuing
delay is increased by up to five times.
• In Chapter 6 we propose MATCP (Multipath Aware TCP) which makes modifications
to TCP that allows it to monitor and select which path it takes through the network for
each flow. MATCP is compared to single path routing and is validated using extensive
simulation. MATCP is found to greatly improve fairness between flows while providing
equal or better utilization of links than single best path networks.
• Finally, a discussion concludes the thesis in Chapter 7 where the main contributions
are summarised. Possible future research is also discussed.
Chapter 2
Background ∗
This chapter provides the basic background required to understand the contents of this thesis.
It will provide an overview of the TCP protocol, congestion control, basic queuing, quality
of service and routing.
2.1 Introduction to TCP
This section describes TCP congestion control algorithms based on RFC 2581 [Allman et al.,
1999]. Each of the four main algorithms of TCP congestion control: slow start, congestion
avoidance, fast retransmit and fast recovery are described in detail.
2.1.1 Congestion window
TCP uses a sliding window called a congestion window to control the rate at which packets
are transmitted into the network. A congestion window W has size measured in packets
(actually its size is in bytes but we simplify it to packets). This window is a view into a
section of the transmit buffer starting at slot x and finishing at x + W. For example, a
window of size W=3 packets in a buffer of size 8 slots could span slots 1-3, 2-4, 3-5 and so
on. Any packet within this window can be transmitted immediately to the network. When
a packet is acknowledged by the receiving end then the window can slide right one place
allowing the next slots packet to be transmitted. For example if the window spans slot 3-5
then the window can slide to 4-6 and transmit the packet in slot 6 when an ACK for packet
3 arrives (See Figure 2.1). This limits the maximum number of packets that can be in the
∗Preliminary versions of the work presented in this chapter have been published in [Zeephongsekul et al.,
2006]
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network at any point in time to the window size. The window size W can change over time,
but a change can only occur after an acknowledgement is received. We denote W(a) as the
window size after acknowledgement number a. The change in window size is controlled by
two algorithms: slow start and congestion avoidance.
3 4 5 6 721 8
W=3
x=3
3 4 5 6 721 8
x=4
W=3
Figure 2.1: Congestion Window
2.1.2 Slow Start
When a TCP connection is initiated it begins in the slow start phase. The purpose of slow
start is to probe the network to find the optimum congestion window size and to limit the
amount of loss during startup. If the window size was initialised to Maximum Window
Size (MWS) and the network was congested then the chance of packet loss would be high.
Avoiding packet loss allows higher throughput. The following describe the rules of the slow
start algorithm
1. The window size is set to one and a single packet is transmitted. W(0)=1
2. When an acknowledgement (ACK) for a packet arrives the window size is increased by
one and slides over one allowing two packets to be transmitted.
W (a) = W (a− 1) + 1 (2.1)
3. When the window size reaches the slow start threshold Wt (ssthresh) slow start ends
and congestion control begins. Note: It is possible that ssthresh could be equal to WM
the Maximum Receiver Window Size (MWS). In this case the window size remains
constant until a packet is lost or the connection terminates.
Slow start will cause an exponential increase in the number of packets transmitted. This is
due to an increase in the number of ACKs received as the window size increases. For example
send one packet, receive one ACK, now send two packets, receive two ACKs each of which
can send a further two packets and so on.
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2.1.3 Congestion avoidance
The congestion avoidance phase is usually entered after at least one loss has occurred and the
ssthresh Wt has been reduced from the MWS. When Wt is less than the MWS, congestion
avoidance occurs once the window reaches Wt. Congestion avoidance occurs when window
size is Wt < W (a) < WM . The purpose of congestion avoidance is to minimise the number
of losses that occur due to network congestion by slowing down the increase of the window
size. The following describe the rules of the congestion avoidance algorithm
1. After an ACK for one packet arrives the window slides one slot and one packet can be
transmitted.
2. After an ACK for every packet in the window arrives the window size can increase
by one and slide one slot allowing two packets to be transmitted. For example if the
window size changes to five then five more ACKs must arrive for the window to change
to six.
W (a) = W (a− 1) + 1bW (a− 1)c (2.2)
3. Congestion avoidance ends when the MWS is reached or when a loss occurs.
This algorithm causes a linear increase in the windows size. The window size will only
increase when all the ACKs from the window are received. Equation 2.2 describes how the
window size increases. Note that the floor function is not applied to W (a − 1) in the first
term because it is important that the addition of 1bW (a−1)c is not rounded out and this allows
the window size to eventually increase by one. To find the value of the window size at any
ACK (a) we must always take the floor of W (a).
2.1.4 Loss Detection
Loss is an indicator of congestion in the network and can occur in both slow start and
congestion avoidance. There are two methods for detecting packet loss a timeout or a fast
retransmit.
Fast Retransmit
When the receiving end (client) acknowledges a packet it also indicates what the next re-
quired packet is. This will always be the packet that has the lowest sequence number. For
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example if the client received packets 1, 3 and 4 the next packet required is 2. Every time
a new packet arrives packet 2 will be requested (in an ACK) until packet 2 arrives. These
acknowledgements are called duplicate ACKs. Fast retransmit is based on the number of
duplicate ACKs that are received. If 3 duplicate ACKs arrive at the sender then fast re-
transmit will occur. This is only possible if at least 3 packets have been transmitted after
the lost packet. Figure 2.2 shows the sequence of events in a fast retransmit where only one
packet is lost. Notice packet 2 is transmitted after the third duplicate ACK 2 arrives.
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1 2
ACK 2
ACK 2
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Figure 2.2: Fast Retransmit (in slow start)
Timeout
Every time a packet is transmitted a timer is started and this timer will timeout after an
estimated ACK arrival time. This estimated ACK arrival time is based on the mean and
standard deviation of previous ACK arrival times. A timeout loss is detected when an ACK
fails to arrive within the estimated arrival time and if 3 duplicate ACKs are NOT received.
This means a timeout can only occur when a fast retransmit does not occur. Figure 2.3
shows the sequence of events for a timeout loss. Notice that only one packet is successfully
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transmitted after the first packet loss and only one duplicate ACK is received. Also notice
that packets 5 and 6 are transmitted even though a packet loss has occurred.
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Figure 2.3: TCP timeout (in slow start)
2.1.5 Loss Recovery
After a loss has been detected TCP must recover from this loss and the recovery mechanism is
different for each version of TCP. TCP Tahoe only has one recovery mechanism for both a fast
retransmit or a timeout loss. We call this normal recovery. TCP Reno has two mechanism
for recovery, one for fast retransmit (Fast Recovery) and one for timeout (Normal Recovery).
We describe these mechanisms in the following sections.
Normal Recovery
Normal recovery is described by the following sequence of steps
1. ssthresh is reduced to half the current window size.
Wt = bW (a)
2
c (2.3)
CHAPTER 2. BACKGROUND 22
2. The window is reduced to size 1. W(0)=1. Note we reset a to 0 as well.
3. Slow start begins with the retransmission of the lost packet.
This can be seen in figure 2.3. Even though the window size has been reduced to 1 the
packets that were transmitted after the loss are still in the buffer but not in the window.
When the window increases, it can not transmit a new packet until an ACK is received for
all of these packets.
Fast Recovery
Fast recovery occurs after a fast retransmit loss has been detected. Fast recovery works as
follows
1. ssthresh is reduced to half the current window size.
Wt = bW (a)
2
c (2.4)
2. The window is reduced by half and increased by 3.
W (a) =
W (a)
2
+ 3 (2.5)
It is increased by 3 because of the 3 duplicate ACKs that have been received. These
ACK represent 3 packets leaving the network, so 3 more are allowed to be transmitted.
3. Congestion avoidance begins with the retransmission of the first packet lost and then
3 new packets to fill the window.
4. Every duplicate ACK that arrives after the retransmit occurs increases the window by
1. W (a) = W (a− 1) + 1
5. When the first new ACK arrives set the window to ssthresh. W (a) = Wt
2.2 Inter-active TCP connections
Previously it was mentioned that a number of performance measures and issues are important
to interactive TCP traffic. These will now be formally defined.
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Figure 2.4: TCP Fast Recovery (in slow start)
2.2.1 Throughput
Throughput is the amount of data that passes through a link or connection over a unit time.
It is usually measured in bytes per second or packets per second. For example if 20 packets
pass through a link in one second then the throughput is 20 packets per second. The capacity
of the link is different to the throughput in that it defines the maximum throughput. The
throughput of a link therefore can not be higher than the capacity. Throughput is simply
found by dividing the number of packets traversing a link by the time it takes the packets to
traverse the link.
λ =
G
T
(2.6)
where λ is throughput and T is the time to transfer G packets.
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2.2.2 Burstiness
Burstiness occurs when packets arrive non-uniformly as shown in Figure 2.2.2. The non
uniform arrival of packets is mainly caused by two different aspects of traffic. Firstly traffic
that traverses links originates from user requests for data. The user requests are fairly random
at small time scales and their arrival is well approximated by an exponential distribution
when there is a large amount of traffic [Karagiannis et al., 2004; J et al., 2001]. For example
burstiness will occurs when a user transfers two files one after the other. The first file is
transfered there is pause for thinking and then the second file is transfered. This would
cause two burst of traffic, one for the first file transfer and one for the second. Each file
transfer may also be broken up into smaller bursts due to the TCP protocol itself.
Burst Size = 4 Burst Size = 5 Burst Size = 6
Bursty
Not Bursty
Time
RTT
As describe previously, TCP uses a congestion window which limits the number of packets
entering a link. If the congestion window is small compared to the link delay, a link may
not be filled completely causing gaps between packet transmissions. These gaps will cause
burstiness in traffic.
2.2.3 Delay
User perceived delay for a single interaction is defined as the time from which a user makes
a request to the time the user receives a response to that request. The delay in response
occurs at a number of different places. For example, if a user makes a request for a small
web page, the delays are as follows
• Client side delay - the time it takes to create the request. In http this entails processing
the URL
• Propagation delay - the time it take the request and response to traverse the network.
• Server delay - the time it takes the server to process the response. In http the time it
takes to retrieve the file and put it on the outgoing link.
• Queuing delay - the time the request and response spends in router queues.
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• Re-Transmission delay - this delay occurs when packets are dropped in a router and
need to be retransmitted.
The client side delay is usually so small it is negligible and can be ignored. The propaga-
tion delay depends on the route a packet takes through the network. We assume that each
connection only takes one route which means the propagation delay does not change and
nothing can be done to reduce the propagation delay. The server delay can be significant if
the servers are highly loaded, but the types of networks we focus on have a large number of
independent servers which are lightly loaded and share the same bottleneck. For example an
ADSL service providers link to the rest of the Internet could become a bottleneck. Server
farms or co-location networks could also have the same type of bottleneck where there are
many servers that share the same link to the Internet, again the server here may not be
overloaded while the network is.
The most significant delays are the queuing delay and the retransmission delay. Queuing
delay is the time packets have to wait in the queue before being served by a link. Queuing
delay is dependent on the amount of traffic entering the router. Less traffic causes less queuing
delay. TCP and RED (Random Early Detection) control the amount of traffic sent from each
source by dropping packets. This signals TCP to reduce its sending rate. In this way the
combination of RED and TCP can control the queuing delay and packet loss probability at
the router. When a packet is dropped it must be re-transmitted by TCP at a later time.
This is done using one of two mechanisms: fast retransmit or timeout. If a fast retransmit
occurs it can take up to one round trip time before the lost packet is retransmitted. If a
timeout occurs then it may take at minimum of one round trip time to recover but it could
even be as large as an order of seconds depending on the retransmission timer (See [Paxson
and Allman, 2000]). In terms of user perceived delay this would mean the user must wait at
least an extra round trip time before getting a response to a request.
2.3 Network Queues
A number of different types queues exist on routers. These queues allow packets to be
scheduled from a number of incoming links to a number of outgoing links. They are necessary
because at times the amount of incoming traffic may be greater than the outgoing capacity.
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2.3.1 First In First Out (FIFO) Droptail Queues
The most basic router queue on the Internet is the droptail FIFO queue. Droptail queues
have a limited capacity and drop packets if the queue is full. Packets arrive in the queue at
the rate λ and are served at the rate µ. The arrival rate depends on the number of TCP
connections connected to the queue and their maximum transmission rates. For example if
there are ten TCP connections with a maximum send rate of ten packets per second, then
the maximum arrival rate is one hundred packets per second. The departure rate µ is the
number of packets that can be served on the outgoing link and depends on the bandwidth of
the link. For example the outgoing link bandwidth may be eighty packets per second. The
service time of each packet is deterministic because most packets of a TCP connection are
the same size. The load of the network is ρ as shown in Equation 2.7. If the load is greater
than one the network is considered congested and packets must be dropped from the queue.
As mention in the previous section TCP aims to reduce the arrival rate of packets in the
queue to a value close to one in the effort to minimize dropped packets and prevent packet
retransmission which adds further load.
The well known M/D/1/K type queue is a model that is typically used for approximating
a queue of TCP connections because the rate of arrival of packets is Poisson (M), service time
is deterministic (D) and the queue has a capacity of K. But it is difficult to find the average
waiting time and drop probability of an M/D/1/K queue analytically. The M/M/1/K queue
[Kleinrock, 1975] has been found to be a good approximation [Claudio Casetti, 2000] and
has easily derived equations for drop probability PK , average waiting time W and average
number of packets in the queue N¯ (See Equations 2.7, 2.8 and 2.9 respectively).
ρ =
λ
µ
PK =
{
(1−ρ)ρK
1−ρK+1
ρ 6= 1
1
1+K ρ = 1
(2.7)
P0 = (1 + Kρ)
−1
W =
ρ(1− (K + 1)ρK + KρK+1)
λ(1− ρ)(1− ρK+1)(1− PK) (2.8)
N¯ =
{
P0ρ
2(1− ρK−1)− (K−1)ρK−1(1−ρ)
1−ρ2
ρ 6= 1
K(K−1)ρP0
2 ρ = 1
(2.9)
The equations for average waiting time and packet drop probability together with the
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TCP send rate equations can be used to find the equilibrium point of a network. The TCP
send rate equation finds the send rate (arrival rate to the queue) as a function of packet drop
probability and average waiting time. The queue model finds the average waiting time and
packet drop probability as a function of arrival rate.
2.3.2 Active Queue Management
As explained in previous sections packet drops can control the send rate of a TCP connection.
When the network contains a droptail queue the control of the TCP send rates is passive
because the only queue length parameter affects the packet drop probability. In active queue
management the packet loss probability is controlled by the system administrator through
various algorithms. These algorithms attempt to drop packets in strategic ways to control the
send rate of TCP sources. One of the most common algorithms is Random Early Detection
(RED) [Floyd and Jacobson, 1993].
Random Early Detection
RED attempts to control the rate of TCP traffic sources by dropping or marking packets
based on a measured average queue size. It attempts to keep the average queue size low and
reduce delay. A number of thresholds are used by the RED algorithm as follows
• minth - The average queue size at which packets will start to be dropped/marked.
When the average queue size is less than minth no packets are marked or dropped.
• maxth - The average queue size at which all packets will be dropped/marked.
• maxp - The maximum probability of dropping a packet
Using these thresholds RED attempts to calculate and set the following probabilities
which it uses in selecting packets to drop.
• Pb(avg) - The probability of dropping a packet when the average queue size is avg
• Pa(avg) - The probability of dropping a packet when the average queue size is avg
based on a uniform random variable.
The probability of dropping a packet is set using Equation 2.10 which is a function of
average queue sizes. As the average queue size increases so does the probability that packets
are dropped randomly from the queue. The relationship between the average queue size and
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drop probability is linear in the minth to maxth region. When the average queue size is
below minth no packets are dropped and when it is above maxth all packets are dropped.
Note that average queue size is not instantaneous queue size. Using the average queue size
allows the queue to grow up to its maximum size to accommodate bursty connections.
Pb(avg) =


0 avg < minth
1 avg > maxth
maxp
avg−minth
maxth−minth
minth ≤ avg ≤ maxth
(2.10)
Pa(avg) =
Pb(avg)
1− iPb(avg)
0 < Pb(avg) <
1
1 + i
(2.11)
where i is the number of packets since the last dropped or marked packet. The range of Pb
could be used as the packet drop probability, but Pa is used to smooth out the drops over
time. Both Pa and Pb will drop the same number of packets in a given time period. See
[Floyd and Jacobson, 1993] for more details on the reasoning behind using Pa.
The average queue size that is used to find the drop probability must also be estimated.
The estimation uses an exponential moving average as follows
avgi = (1− wq)avgi−1 + wqq (2.12)
where wq is the weight and q is the most current queue measurement. The weight wq is a
fraction which must be chosen carefully and depends on the traffic. A small wq will be less
influenced by very bursty traffic which changes the instantaneous queue size rapidly, whereas
a large wq may not react to the change in average queue size quickly enough.
The RED algorithm is also very helpful in providing differentiated services because it
can control the rate of packets entering the network. For example if there exists two service
categories for packets, RED can be used to control each category in different ways. In the
next section RED is looked at in terms of differentiated service.
2.3.3 Differentiated Service
Differentiated service allows traffic to be categorised into a number of different service groups
that provide different levels of service. There are many ways of providing different services to
different types of packets. For example, some packets may require low delay, while for others
high throughput may be important. In a network, service is provided to each packet from the
routers buffer. The router can choose the order in which packets are allowed access to the
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Table 2.1: Scheduling Variables
Variable Description
x Priority (High x=1, Low x=2)
L The queue that obtains service
Qx The instantaneous queue length of priority x queue.
Wx The weight assigned to the priority x queue.
R1 Average throughput of high priority traffic (Packets/second)
T1 Goodput threshold of high priority traffic
link. This is called scheduling and two common scheduling algorithms are weighted round
robin (WRR) and priority scheduling. Another way of differentiating service at a buffer is
by exploiting the TCP congestion control mechanism to control the rate at which packets
are entering the network. Packets can be actively dropped to signal the TCP sources to
slow down and prevent the packets from entering the network in the first place. Examples
of this are weighted RED (WRED) and RED In/Out (RIO). These and other mechanism
of differentiated services will be explained in the following sections. For simplicity only two
groups of service (high and low priority) will be assumed when describing the differentiated
services.
Weighted Round Robin (WRR)
Weighted round robin is used in class based queues (CBQ) as an extension of round robin
scheduling where each priority has a separate FIFO queue with a weight. Each queue is
assigned a number of slots depending on its weight. For each slot a queue can transmit a
packet of data. For example say there is a total of three slots, the high priority queue is
assigned two of the three slots and the low priority queue the remaining slot. The slots are
served in a round robin fashion so the high priority queue gets twice as much service as the
low priority queue. Packets are serviced in this order: two high priority packets then one low
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priority packet and so on. This can be formally described as follows
S = W1 + W2 (2.13)
L =


1 Q2 = 0, Q1 > 0
1 Q1 > 0, (a mod S) ≤ W1
2 Q1 = 0, Q2 > 0
2 Q2 > 0,W1 ≤ (a mod S) < S
(2.14)
where a is discrete counter that increments by one after each service and S is the total
number of slots.
The benefit of WRR is that no class denies any other class services. The low priority
class will always get its allocated amount of bandwidth. A problem with WRR is that high
priority packets may have to wait for some low priority packets every cycle.
Scheduling
1 2 3
Queues
Precedence
Figure 2.5: Classed Based Queue
Priority Queues
A priority queue can be a single queue which rearranges packets based on priority or it
can be multiple queues which have a priority of services. A single priority queue involves
complex rearrangement of packets within the queue which can be processor intensive. For
this reason we concentrate on a priority class based queue (CBQ) system where each queue
serves packets of a single priority and the service of the queues is prioritised.
In a priority class based queue high priority packets are always served before low priority
packets. The only time low priority packet can be served is when the high priority queue is
empty. The scheduling algorithm is then simply Equation 2.15.
L =
{
1 Q1 > 0
2 Q1 = 0, Q2 > 0
(2.15)
Where L is the queue to be serviced and Qx is the queue with priority x.
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In priority queues if the amount of high priority traffic is large, the low priority traffic can
be starved of service completely. This happens because the high priority traffic will always
get service first if there are any packets in the queue. The major advantage of the priority
queue is that high priority packets have much lower delay because they are always served
first [Floyd and Jacobson, 1995].
Flow based Quality of Service (QoS) with RED
A single flow is made up of many packets. Each of the packets of the same flow can be given
a number different levels of services. The purpose of this is to control which packets are
dropped to meet some predefined quality of service. For example, a flow of size 60 packets
could have 40 high priority packets that must get to the other end and 20 low priority
packets that may get to the other end if there is available bandwidth. Weighted RED and
RED In/Out are a couple of ways that have been suggested to provide this differentiation
within a flow.
Weighted RED (WRED)
WRED [Vegesna, 1999] extends RED to allow different classes of packets to be treated
differently. For example a high priority class may have a lower probability of packet drop
than a lower priority class. WRED uses a single queue and maintains a single average queue
size in exactly the same way as RED. It differs from RED by providing different minth,
maxth and maxp for each class of packet. For example WRED could be configured to have
a larger minth and maxth for high priority traffic. This would make the high priority packet
drop probability lower than low priority for all average queue sizes (See Figure 2.6). A higher
drop probability would mean the low priority TCP sources would decrease their sending rate
more than high priority sources allowing more high priority traffic through the link.
min2 max1max2min1
bP
1
max_p 2
1max_p
Figure 2.6: Weighted RED (WRED) - Packet drop probability vs Average Queue Size
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In certain configurations it is possible for WRED to cause low priority traffic to be starved
of bandwidth [Bodin et al., 2000]. If the average queue size increases because of excessive
high priority traffic then low priority traffic is marked and dropped as well as high priority
traffic. For example in Figure 2.6 if the average queue size is between max1 and max2 then
all low priority traffic will be marked whereas high priority traffic will only be marked with
probability Pb. If there is enough high priority traffic this can starve low priority traffic of
bandwidth completely. If both priorities had the same maxth and if there is a large amount
of low priority traffic there would be no protection for the high priority traffic and it may
not get serviced as it should.
RED In/Out (RIO)
RIO [Clark and Fang;, 1998] is similar to WRED except that it keeps a separate average
queue length for the high priority (In) packets. The low priority (Out) packets use the
average queue length for all packets. The reason different average queue sizes are used is to
isolate the effect of Out packets on In packets. For example if a single queue is used then
a large load of Out packets will increase the queue size and cause In packets as well as Out
packets to be dropped. By having a separate average queue size for In packets the number
of In packets dropped is independent of the load of the Out packets. RIO suffers the same
problem as WRED in that when there is a large amount of In traffic it can starve low priority
Out traffic of service.
Class based QoS with RED
A CBQ system can be combined with RED packet marking and dropping to provide service
differentiation between flows. Note this is a different level of service for an entire flow
of packets rather than each individual packet. RED plus scheduling is an advantage over
scheduling with FIFO because RED can control the source rate rather than just allocate
desired bandwidth between different priority classes. For example if the high priority traffic
is allocated 1Mbps out of 3Mbps, the high priority load could be 2Mbps. Rather than
drop 1Mbps of packets RED would attempt to adjust the load to 1Mbps to fit the available
bandwidth. The CBQ could use WRR or Priority scheduling to serve each class of queue.
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WRR RED
Weighted round robin simple combines WRR scheduling with RED. The WRR parameters
are the same, each RED queue is allocated a number of service slots out of the total slots.
Each RED queue can then use the same minth, maxth and maxp, since the aim is to try
and optimize the average queue length for the bandwidth allocated to the queue by WRR.
WRR RED shares the advantages and disadvantages of WRR where high priority packets
are delayed by low priority packets.
Priority RED
Priority scheduling can also be combined with RED just like WRR. Each RED queue is
assigned a priority of services. For example if the highest priority RED queue has packets
in it, then it will always get service first. Priority RED faces the same advantages and
disadvantages as normal priority queueing [Floyd and Jacobson, 1995]. When there is a large
amount of high priority traffic it can starve low priority traffic with the advantage being that
it has a much lower delay for high priority traffic.
2.4 Routing
Routing protocols provide a way of adaptively configuring paths through a network, as the
network changes. A number of different types of routing exist and they are listed in Table 2.2.
If a network had a fixed number of nodes that never changed then packets could simply be
statically routed through the network from every source to destination. A routing protocol
would not be required, but this is the most ideal situation. For example, if you had four
nodes, each connected as in figure 2.7, node 1 could route packets through node 2 or 3 to get
to node 4. The routing table at node 1 would make the decision as to which node the packet
would be forwarded to. If another node was added between 1 and 4 then packets could also
take this route and it is the job of the routing protocol to determine whether a packet should
take that new route. Usually only one of the three available routes is selected by the routing
protocol based on some weighting parameters for example link delay or bandwidth. This is
called single path routing.
Capacity and propagation delay are static measures so the path from node 1 to node 4 will
not change depending on the network traffic. If a measure like available bandwidth is used for
routing then the route from node one to node four could change over time, depending on the
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Table 2.2: Different types of Routing
Routing Description
Static Routes through the network are fixed and never change
Adaptive When nodes are added or removed the routes change
Dynamic When the available bandwidth or delay between nodes changes the routes change.
Multipath When more than one route is available for a source-destination pair.
2
5
3
41
Figure 2.7: Example network
load of each of the middle nodes. This would be a form of dynamic routing. Many problems
like route flapping can occur with dynamic routing, this is where the route constantly changes
back and forth between two or more middle nodes. Much of the research on dynamic routing
looks at how to minimise route flapping. In all types of dynamic routing a single path is still
used most of the time by each source-destination pair. A route change will change the path
for all packets and flows with the same source-destination pair.
Multipath routing changes the path at the packet level. A decision on which path to
take is made at each node for each packet or flow separately. For example node one could
distribute packets to nodes two, three and five in a round robin fashion. Or node one could
keep track of all the flows and assign each flow to a particular forward node. This means
that each node must keep some type of record and process each packet to determine which
node to forward it to. This process takes memory and processing time and must be done at
each node where multiple paths exist.
Multipath routing has a number of advantages over single path routing including reduced
latency, improved throughput and a more balanced load. When multiple paths are available,
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latency can be reduced because smaller queues will exist at each link. If a single path is used
all packets must queue at a single link, by using another path some packets will be moved to
another queue that may have lower utilization. Of course a lower latency is not guaranteed
but it is possible that links with low utilization exist. Multipath routing allows the load to
be distributed more evenly across available links. For example, if three links exist in a single
path routing system, only one of these paths may be fully utilized. If multipath is allowed
then the load can be distributed across all these paths to make better use of the available
capacity. Figure 2.8 shows an example of the advantage of multipath. In the single path
example Figure 2.8a the bottom link will most likely be under utilized because it has only a
single connection through it while the top link may be overloaded. In Figure 2.8b both top
and bottom paths are available to all the source-destination pairs allowing the links to be
shared evenly.
Sources Destinations Sources Destinations
(a) Single Path (b) Multipath
Figure 2.8: Advantage of Multipath
One disadvantage of multipath networks is that packet reordering can occur. Packet
reordering can drastically affect the performance of a TCP flow by triggering fast retransmits
and reducing the congestion window size. Packet reordering means packets are received out
of order at the receiving end. This occurs because of different delays in different paths, for
example different propagation or queuing delays of different paths. An earlier packet could
be delayed longer in a long path and a packet that has been transmitted after it could take
a shorter path and arrive earlier. When this happens it is possible for TCP to assume that
the packet that is arriving late has been lost. The TCP fast retransmit mechanism will
retransmit a packet if it detects three duplicate ACKs. Duplicate ACKs will occur when
packets are received out of order. For example, if packets 1 to 5 are transmitted and the
packet arrive in the order 1, 3, 4, 5 and 2, Then packets 3, 4 and 5 will cause duplicate ACKs
because packet 2 has not arrived yet. This will trigger the fast retransmit mechanism and
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packet two will end up being transmitted twice.
Chapter 3
Improved Modeling of Interactive
TCP Connections
Interactive traffic is composed of TCP connections that have a mixture of durations, from
short to long. To model all different durations of connections it must be assumed that
connections have a finite duration because short connections can not be seen as infinite
duration, as has been done in previous research [Padhye et al., 2000; Kumar, 1998]. When
modeling TCP systems the slow start portion of the connection is often poorly approximated.
Although there has been much research into slow start it has mostly ignored the effect of
slow start on medium to long flows. Instead the research has concentrated on a single
and very short flows. This chapter improves the analytic model of slow start presented in
[Claudio Casetti, 2000].
When small flows are considered it is important to consider slow start, which is the TCP
algorithm that is used probe the network at the start of a data transfer. Most short flows
spend a majority of their time in slow start. The medium and long flows spend their time in
congestion avoidance which tries to prevent packet loss. During this time packet losses can
cause fast retransmits and timeout which can sometimes cause slow start to be initiated. At
high loads packet loss probability increases and can cause many timeouts and accompanying
slow starts. So it is important to model slow start for all durations of flow.
When modeling TCP it is important to estimate the window size at the point where a
timeout or fast retransmit occurs because this determines the resulting congestion window
size and slow start threshold. If the window size is estimated incorrectly, then the model will
underestimate or overestimated throughput. This chapter looks at improving this window
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size estimation for slow start.
The remainder of this chapter is organised as follows. Section 3.1 presents related work
followed by Section 3.2 which describes the system model components and how they interact.
An analysis of the TCP source and network model is described in Section 3.4 followed by
numerical and simulation results presented in Section 3.5. Finally a summary is given in
Section 3.6.
3.1 Related Work
Research on modeling the TCP protocol started through the analyse of a single TCP con-
nection which traverses a single bottleneck link. The research mainly focuses on three bodies
of work: long lived flows, short lived flows and complete TCP systems models. In each of
the following sections these three bodies are investigated, it is not possible to split the work
exactly into discrete sections therefore there maybe some overlap between them.
Long Lived Flows
One of the first models of a single TCP flow was proposed by [Lakshman and Madhow,
1997]. A detailed analysis of a both short lived and long lived flows for wide area networks is
studied. The effect of the buffer size and random loss on a single TCP connection is analysed
specifically for a high bandwidth delay network. Lakshman and Madhow show the evolution
of the TCP congestion window during both slow start and congestion avoidance but they
do not consider timeouts. When there is no physical link loss, packet loss is due to buffer
overflows which depend on the bandwidth delay product and the buffer size. In this work
the congestion window evolution is clearly defined and the duration between packet ACKs in
slow start is illustrated. We will use and further describe this analysis to improve our model
in sections 3.4.3. Lakshman and Madhow also show that when random loss is introduced
into the network throughput greatly deteriorates but a limitation of this work is that course
timeouts are not considered.
[Kumar, 1998] also assumes independent random packet loss occurs at the queue of a
single router, but also considers course timeouts. Kumar’s model is specifically for local
networks where course timeouts frequently occur. This work concentrates on the through-
put performance of bulk TCP transfers and shows how throughput degrades as packet loss
probability increases for TCP Tahoe, Reno and NewReno.
In [Padhye et al., 2000] the importance of considering both retransmission timeouts
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(RTOs) and multiple RTOs rather than just fast retransmits is investigated. Padhye et al
finds that many TCP connections contain more timeout events than fast retransmit events,
therefore by modeling these timeout events a more accurate model is produced. Padhye et
al’s model estimates the TCP send rate of a single connection. It considers correlated losses
where upto an entire window of packet losses can be correlated and it is also able to model
TCPs delay acknowledgement mechanism. This work only concentrates on bulk transfers
and therefore only concentrates on congestion avoidance and ignores slow start.
[Sikdar et al., 2003] again models Tahoe and Reno for throughput, but also compares the
selective acknowledgments (SACK) feature of TCP. Selective acknowledgement extends the
header of the TCP packet to include information about which packet is being acknowledged.
Using SACK allows TCP to know exactly which packets to retransmit. [Sikdar et al., 2001b]
provides a latency model for short flows using Reno. This model is extending in [Sikdar
et al., 2003] to compare short flows of Tahoe, Reno and SACK. [Phillips et al., 2003] extends
this work to provide a improved model of slow start.
A number of TCP models [Chockalingam et al., 1998; Abouzeid et al., 2003; Anjum and
Tassiulas, 2003; 1999] focus on wireless networks which require different packet loss models.
Wired networks usually only drop packets when there is congestion on a link and rarely drop
packets due to the physical condition of the link. Wireless networks on the other hand drop
packets due to both lossy link characteristics and also congestion [Balakrishnan et al., 1997].
The above models concentrate mainly on long lived connections and how to model them
give some packet loss probability model. The following section will now look at short lived
connections.
Short Lived Flows
A number of TCP models focus on different aspects of slow start [Zhou et al., 2005; Zheng
et al., 2003; Wang et al., 2004; Pack et al., 2003]. Most of these models extend from one of the
first and most comprehensive models that is presented in [Cardwell et al., 2000]. This models
a single short TCP connection in a number of stages, connection establishment, slow start
and packet loss. The latency produced by each of these stages is calculated and summed to
find the total latency of the connections. Cardwell et al’s work is extended by [Mellia et al.,
2003] to provide a more precise model of timeouts in small flows.
These short live models again only examine a single short TCP connection and how it per-
forms given a packet loss distribution. They do not consider how multiple TCP connections
CHAPTER 3. IMPROVED MODELING OF INTERACTIVE TCP CONNECTIONS 40
effect the network queuing delay and packet loss distribution.
TCP System models
This section introduces research that models an entire system of TCP connections rather
than a single connection. The number of TCP connections and the load produced by each
will effect the total load on the network and therefore its queuing delay and packet loss
distribution.
One of the first models is introduced in [Heyman et al., 1997]. It models finite duration
flow by assuming a number of sources are active at any one time. The number of active
sources is used to determine if the network is overloaded. This can be done by estimating
the load of each connection and summing them to see if they exceed the load of the link.
If the network is not overloaded then all connections are assumed to perform at maximum
efficiency. If the network is overloaded an efficiency factor is introduced which reduces the
throughput of each connection. This work assumes that all connections are receiving a fair
share of the network.
[Kherani and Kumar, 2002] explicitly describe how a router buffer reacts to the arrival and
departure of TCP flows and how the different congestion control mechanisms of TCP effect
the buffer. Two models are proposed, one for the general congestion control mechanisms and
another for long propagation delay links with a general file size distribution. The buffer is
modelled as a Markov process where each phase of a TCP connection is accounted for. For
example if a new connection arrives it will start in slow start and cause a buffer overflow
or reach its slow start threshold. This work is extended in [Kherani and Kumar, 2003] to
provide a more general model that also investigates heavy tail distributions.
The limitations of the above approaches are that they can only model TCP connections
with equal round trip times and synchronized packet loss between connections.
[Mathis et al., 1997] takes a different approach by modeling stochastically how the con-
gestion window size evolves and from this deriving an average load per TCP connection.
The aggregation of the TCP source loads is then used to find the total offered load to the
network. A separate network model is used to find the average Round Trip Time (RTT)
and packet loss probability given the offered load. For example an increase in load causes an
increase in RTT and loss probability, while an increase in RTT and loss probability results
in a decrease in load. [Claudio Casetti, 2000] extend this model to account for finite dura-
tion flows by assuming an active-idle behaviour of each source and by also modeling timeout
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retransmissions.
These models are capable of modeling slow start but approximate poorly the window size
at which a packet loss occurs in slow start. Our work provides a more accurate distribution
of the congestion window size and therefore is able to better approximate the throughput of
TCP connections during slow start.
3.2 System Model
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Figure 3.1: System Diagram
Figure 3.1 shows the model which consists of multiple heterogeneous TCP sources each
with different RTTs connected to a network with a single congested router. This model
is presented using Reno as an example but could be modified for NewReno [Floyd and
Henderson, 1999], SACK [Mathis et al., 1996], and even Vegas [Brakmo and Peterson, 1995].
Delayed ACKs [Jacobson et al., 1993] are also neglected but could easily be incorporated into
the model at the cost of more complexity. Our modeling approach shown in Figure 3.2 is
similar to [Claudio Casetti, 2000] which models the network and TCP sources separately. The
TCP source model computes the rate λR at which packets depart a source given a queueing
delay Q and packet loss probability P in the network. A number of different types of TCP
sources are modeled and then aggregated to find the total offered load to the network λa.
Given an offered load we can compute network queueing delay and packet loss probability
using queueing theory. The network and TCP models are solved numerically and the common
solution of the two models is the equilibrium distribution of the system.
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Figure 3.2: System Model
3.3 Network Model
The network is modeled assuming that there is a single bottleneck link and that other routers
in the network do not contribute significantly to queueing delay and packet loss.
An M/M/1/K queue is used to model the network, which assumes packets arrive inde-
pendently, ignoring any correlation between packet arrivals. This is a good approximation
for many network links. In reality an M/D/1/K should be used to provide slightly more
accurate results, but this would be at the cost of higher complexity. The average arrival rate
to this queue is simply the sum of all source throughput’s. The service rate of a packet is µ,
which is the capacity of the bottleneck link as shown in Equation (3.1).
µ =
1
T
(3.1)
where T is the packet service time.
A number N of different types of TCP sources can be modelled each with a different
propagation delay. Each of the groups contains g TCP sources, each with an arrival rate of
λ(n). The aggregate of the group arrival rates gives the arrival rate at the queue λa.
λa =
N∑
n=1
gλ(n) (3.2)
3.4 TCP Source Model
The TCP source model describes the rate at which a TCP source injects packets into the
network. A major difference between this work and Casetti and Meo [Claudio Casetti, 2000]
is the way cycles are defined. We define a mini-cycle as the time between window size changes.
The mini-cycle starts when the first packet after a window size change is transmitted and
ends at the time the acknowledgement that increments the window is received. In Figure
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3.3, for example, the first mini-cycle ends when an ACK is received for the first packet and
the second mini-cycle ends when the ACK is received for the second packet.
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Figure 3.3: TCP minicycle definitions (Slow Start)
If a packet is lost in a mini-cycle, the mini-cycle turns into a loss mini-cycle (Figure 3.3).
The loss mini-cycle starts at the same position as a normal mini-cycle (at the point the
window size change occurs), but it ends with the retransmission of the first lost packet. A
loss mini-cycle always overlaps one window mini-cycle.
Two TCP Markov processes are compared in Figure 3.4, Model 1 shows a model similar
to Casetti and Meo that includes fast retransmit while Model 2 shows our proposed model,
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which extends the slow start model. In both models the states of the Markov process represent
a window size and its threshold Wt. The rates λs between states are estimated to be one
divided by the mini-cycle duration which will be defined in later sections. The way in which
the window size evolves is dependent on slow start, congestion avoidance and packet loss.
The clear circles of Figure 3.4 represent slow start states and the filled in circles congestion
avoidance states. Each column represents a specific slow start threshold. In each column
when the window size exceeds the threshold congestion avoidance begins.
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Figure 3.4: Window Size Evolution (WM = 8)
In Model 1 only slow start states that are powers of two are represented, if a fast retransmit
occurs when the window size is six then the resulting window size and threshold should be
three, but in Model 1 it would be approximated as four. In Model 2 the resulting window
size after a packet loss at window size six would correctly transition to size three. If the
maximum window size is larger the error introduced by the approximation will also be even
greater.
When a packet loss occurs the window size and threshold are changed according to the
TCP version and the type of loss detection that occurs. In Reno when a timeout occurs the
window size is reduced to one and the window threshold is halved. When a fast retransmit
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occurs the window size and threshold are both reduced to half the loss window size. The
dotted lines in Figure 3.4 show only a few of these transitions. When the maximum window
size is reached, the window size cannot change until a loss occurs, so there is only a loss
transitions from this state. A transition to the idle state models the time where a connection
has no data to send. A transition away from the idle state is the start of a connection.
In the following sections we will define the components that make up the transition rates
(λ’s) between the window sizes. Approximating the transition rates requires the calculation
of the probability of no loss, timeout and fast retransmit for every window size and the mini-
cycle durations. After we have the transition rates we can find the steady state distribution
of the Markov process and then find the throughput. To find the throughput we need to
use a packet generating function which defines the number of packets transmitted at each
window size. The throughput at each state can then be found by dividing the number of
packets transmitted by the duration of the cycle and the probability of being in the state.
We first look at approximating the number of duplicate ACKs that occur after a packet loss
to find the probability of fast retransmit, timeout or no loss.
3.4.1 Analysis of the number of duplicate ACKs after a packet loss
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Figure 3.5: Loss Cycle (Slow Start)
From Figure 3.5 we define G as the initial number of packets transmitted into the network in
a mini-cycle. The initial number of packets lost in a mini-cycle is XG and the position of the
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Variable Description
W The current window size
G Initial number of packets trans-
mitted a the mini-cycle
S Total packets transmitted in a
loss mini-cycle
D Additional packets transmitted
in loss mini-cycle.
Z Position of first loss in mini-cycle
XG Initial number of packets lost
from G
XS Total number of packets lost
from S packets
XD Number of packets lost from D
packets
A Number of duplicate ACKs
Table 3.1: Loss Probability Variables
first packet lost is Z (See Table 3.1). From these values we can find D the number of packets
transmitted in addition to G packets . Note D is dependent on whether we are in slow start
or congestion avoidance but we only present results for congestion avoidance. Adding G and
D we get the total packets transmitted in a loss mini-cycle S (Equation (3.3)). Loss can also
occur in the additional packets transmitted (XD) making the total packets lost in the loss
mini-cycle XG + XD (Equation (3.4)).
S = D + G (3.3)
XS = XG + XD (3.4)
A successful ACK is an ACK received for a packet that was transmitted before the first
lost packet Z. In congestion avoidance only one extra packet will be transmitted for every
successful ACK. This makes the number of additional packets transmitted Z − 1 (Equation
(3.6)). For example if a loss occurs at packet two (Z = 2) then only one packet (packet
1) will cause a successful ACK and one additional packet will be transmitted (D = 2 − 1).
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Combining Equation (3.3) and (3.5) we get Equation (3.6)
D = Z − 1 (3.5)
S = Z − 1 + G (3.6)
Knowing the total packets transmitted S, we can work out how many of these packets will
cause duplicate ACKs (A). The total number of ACK is obtained by subtracting the total
number of packets lost XS from the total transmitted S. But only some of these ACKs cause
duplicate ACKs so we must also subtract the number of packets before a loss occurs Z − 1
as shown in Equation (3.7)
A = S −XS − (Z − 1) (3.7)
(3.8)
Combining Equation (3.7) and (3.6) we get
A = G−XS (3.9)
If A is less than three then a timeout will occur, if A is greater than or equal to 3 then
a fast retransmit will occur. The numerical analysis is now used as a basis for finding the
probability of a fast retransmit, timeout and no packet loss that are used for the transitions
of the TCP Markov process.
3.4.2 Probability Analysis
To find the probability of fast retransmit, timeout or no packet loss we first need to define
the probability of a loss event. If G is the number of packets transmitted (but not necessarily
received or acknowledged) then the following probabilities are derived from the network
• P = Probability of a single packet loss.
• P (XG|G) = Probability of a Loss event of size XG packets given G packets transmitted
Assuming P is independent then P (XG|G) is given by the binomial probability
P (XG|G) =
(
G
XG
)
PXG(1− P )G−XG (3.10)
The probability of Fast Retransmit, Timeout or No packet loss depends on the number
of duplicate ACKs given G packets are transmitted as we saw in the numerical analysis.
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Probability Description
P (XG|G) Probability of XG packets lost given G packets transmitted.
P (S|XG, G) Probability of S packets being transmitted given G packets transmitted
and XG packets lost.
P (XS |S,XG, G) Probability of XS packets lost in the loss mini-cycle given S packets
transmitted and XG lost out of G.
PA(A|G) Probability of A duplicate ACKs in a loss mini-cycle given G packets
transmitted in the window mini-cycle.
PT (W ) Probability of a Timeout given G packets transmitted
PF (W ) Probability of a Fast Retransmit given G packets transmitted
PNL(W ) Probability of no loss given G packets transmitted
Table 3.2: Loss Probabilities
The probability we need to find is then PA(A|G), the probability that A acknowledgments
are received given G packet sent. We have found these probabilities for both congestion
avoidance and slow start, but we have found that the probabilities for congestion avoidance
approximate slow start probabilities well.
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Figure 3.6: Probability of the number of duplicate ACKs received (Congestion Avoidance)
The number of duplicate ACKs from G packet sent is dependent on the probability of
• XG packets lost out of G packets (P (XG|G)).
• S packets transmitted in total (P (S|XG, G)).
• XS packets lost in total (P (XS |S,XG, G)).
Figure 3.6 shows this as a probability tree. To find the probability of A duplicate ACKs
occurring we must add all the paths leading to the same value of A. For example the cases
(G = 4,XG = 1,S = 7,XS = 4) and (G = 4,XG = 4,S = 4,XS = 4) both cause zero duplicate
ACKs (A = 0) because all packets after the first lost packet are also lost. We must sum the
probabilities of both these cases to find the probability of zero ACKs.
Total Number of packets transmitted
The total number of packets transmitted (S) depends on the position of the first packet lost
Z as shown previously from Equation (3.6). To derive the probability we use simple combi-
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natorial and assume there is equal chance of a packet being lost in any position. Equation
(3.11) gives the probability of the number of packets transmitted and Table 3.3 illustrates
this for the case where G = 4 and XG = 2.
P (S|XG, G) =
(
2G−S−1
XG−1
)
( G
XG
) (3.11)
Z Probability Packets Total
Lost Sent
1 PS(4|2, 4) = 36 (1,2),(1,3),(1,4) 4
2 PS(5|2, 4) = 26 (2,3),(2,4) 5
3 PS(6|2, 4) = 16 (3,4) 6
Table 3.3: First packet loss position given two lost out of four
Total number of packets lost
The probability P (XS |S,XG, G) is the probability of XS losses occurring given XG losses
have already occurred. This probability is simply P (D|XD) which expands to Equation
(3.12)
P (XS |S,XG, G) = P (XS −XG|S −G)
=
(
S −G
XS −XG
)
PXS−XG(1− P )S−G−XS+XG
Number of duplicate ACK
Using the probabilities defined above the number of duplicate ACKs in congestion avoidance
can be found using Equation (3.12).
PA(A = a|G) =
G−a∑
XG=1
2G−XG∑
s=2G−XG−a
P (XS = G− a|S,XG, G)P (S|XG, G)PN (XG|G)
XG can vary between one and XS = G − A while S is dependent on the value of XG and
varies between 2G−XG − a and 2G−XG.
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Variable Description
τ Propagation Delay
Q The amount of time a packet is buffered due to packets from other connections
µ Packet Service Time
RTT The total Round Trip Time (RTT)
a Active Time
I Idle Time
Tss Slow start no loss transition time
Tca Congestion avoidance no loss transition time
Tt Timeout transition time
Tf Fast retransmit transition time
Table 3.4: Window Minicycle Time Variables
Probability of No Loss, Timeout or Fast Retransmit
To find the probability of timeout, we sum the probability given in Equation (3.12) where the
number of duplicate ACKs is less than two. The timeout equation is only valid for G > 2, if
G equals one or two then a can only be at most a = 0 and a = 1 respectively. The probability
of no loss is simply the probability that a packet is not lost to the power of the number of
packets initially transmitted (G). The probability of Fast Retransmit is then found using the
sum rule.
PT (W ) =
2∑
a=0
PA(A = a|G) (3.12)
PNL(W ) = PN (0|G)
= (1− P )G (3.13)
PF (W ) = 1− PT (W )− PNL(W ) (3.14)
These probabilities make an assumption that a fast retransmit will occur as long as three
duplicate ACKs arrive after the first lost packet. In reality three duplicate ACKs would have
to arrive after the last lost packet for a fast retransmit to occur.
3.4.3 Transition Times/Rates
In Table 3.3 some timing variables we will use throughout this section are defined.
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τ is a constants that defines the propagation delay of the link. We assume that τ is large
enough to keep mini-cycles independent of each other. µ is also constant and defines the
physical bottleneck bandwidth. The time that a packet waits in the queue at the bottleneck
is defined as Q and is calculated in the network model. The total RTT RTT is then defined
by Equation (3.15).
RTT = 1/λc = 2τ + Q + µ (3.15)
There are six different transition time variables we need to approximate to find the transition
rates for the Markov processes in Figure 3.4. (See Table 3.4)
Active and Idle Transitions
The active time a is the length of time that each TCP source has data to transmit. For
example, if the active time is one second then for one second packets are available to be
transmitted according to the TCP congestion avoidance and slow start. The idle time i is
the duration of time in which no packets can be transmitted by the source. From the active
and idle time we find the active rate β = 1a and idle rate α =
1
i .
Slow start
In slow start the transition time is a function of the window size. Every ACK causes the
window size to change and many ACKs may arrive in a short period of time. The time
between subsequent ACKs in slow start changes from ACK to ACK and depending on the
round trip number (see Fig. 3.3). A method very similar to the one described by Lakshman
[Lakshman and Madhow, 1997] is used to find the round trip number (n(W )) and ACK
number that the window increase occurs at. From this we find the duration to the next
window size by subtracting the next round trip number from the current round trip number
and multiply by the RTT RTT as shown in Equation (3.16). The same is done for the ACKs
except we multiply by the minor ACK duration µ.
Tss(W ) =
{
(n(W + 1)− n(W ))RTT + (n(W )− n(W + 1) + 1)(µ) W > 1
RTT W = 1
(3.16)
n(W ) = blog2(W − 1)c + 1
λss = 1/Tss(W ) (3.17)
An example can be seen in Figure 3.3 where the first two cycles between window size one
and three have a duration of RTT while the cycles between window sizes three to five have a
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duration of approximately µ. A couple of worked examples follow. The duration for window
size four which is one RTT would be calculated as follows
n(4) = blog2(4− 1)c+ 1
= 2 (3.18)
n(4 + 1) = blog2(5− 1)c+ 1
= 3 (3.19)
Tss(4) = (n(4 + 1)− n(4))RTT + (n(4) − n(4 + 1) + 1)(µ) (3.20)
= (3− 2)RTT + (2− 3 + 1)µ (3.21)
= RTT (3.22)
The duration for window size five which is µ would be calculated as follows
n(5) = blog2(5− 1)c+ 1
= 3 (3.23)
n(5 + 1) = blog2(6− 1)c+ 1
= 3 (3.24)
Tss(5) = (n(5 + 1)− n(5))RTT + (n(5) − n(5 + 1) + 1)(µ) (3.25)
= (3− 3)RTT + (3− 3 + 1)µ (3.26)
= µ (3.27)
Congestion Avoidance
In congestion avoidance the duration between window increments is constant and equal to
RTT + µ (See Figure 3.3). The rate of window increment is then shown in Equation (3.28).
Tca = 1/λca =
{
RTT + µ W > 1
RTT W = 1
(3.28)
The transition times for the timeout state is defined as Tt and fast retransmit Tf . They
are found as follows
Fast Retransmit (Tf)
The fast retransmit duration is the time it takes to recover from a packet loss and begin
congestion avoidance again. This duration is approximated as one RTT RTT as has been
CHAPTER 3. IMPROVED MODELING OF INTERACTIVE TCP CONNECTIONS 54
Variable Number of packets transmitted
in
G(W ) Slow start and congestion avoid-
ance
Gt(W ) Timeout
Gf (W ) Fast retransmit
Table 3.5: Packet Generation Variables
done in many other models.
Tf (W ) =
1
λf
= RTT (3.29)
Timeout (Tt)
If there is not enough duplicate ACKs to trigger a fast retransmit then a timeout will occur
when the retransmission timer expires. TO is the duration of the retransmission timeout
(RTO). The RTO is defined as RTT + 4RTTVAR, where RTTVAR is the RTT variance.
We approximate the variance with the mean queueing delay Q. The timeout transition rate
is then given by Equation (3.30).
Tt =
1
λf
= TO = RTT + 4Q (3.30)
3.4.4 Packet Generating Function
The packet generating function is similar to the segment generating process from Casetti
and Meo [Claudio Casetti, 2000]. G(W ) defines the number of packets transmitted at each
window size W. The function G(W ) depends on slow start, congestion avoidance and the
loss transitions.
In slow start every ACK that arrives increases the window size by one and ACKs one
additional packet allowing two packets to be transmitted. Therefore, in all but the first slow
start states two packets can be transmitted as shown in Equation (3.31). Note that this
occurs specifically because we consider the duration to be mini-cycles as in cycle 3 in Figure
3.3. In congestion avoidance the cycle is a single round trip time. In one round trip time an
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entire window of packets can be transmitted.
G(W ) =


1 W = 1
2 1 < W < Wt
W Wt < W < WM
(3.31)
In congestion avoidance each window state is capable of transmitting an entire window of
packets plus an extra packet when the window size is increased. The first ACK that causes
a change in the windows size allows two new packets to be transmitted while the rest of the
ACKs (W-1 of them) only allow a single packet to be transmitted. The exception here is the
first and last window state. When the window size is one only one packet can be transmitted
and when the threshold WM is reached there is no increment in window size therefore only W
packets can be transmitted. The following equation defines G(W ) for congestion avoidance
G(W ) =


1 W = 1
W + 1 1 < W < WM
W W = WM
(3.32)
For fast retransmit if X packets are dropped then W−X ACKs are received, each of which
transmits a packet. Each of the lost packets is also retransmitted, making the total number
of packets transmitted W . During the timeout duration only one packet is transmitted until
an acknowledgement is received. So Gf and Gt are defined as follows
Gf (W ) = W (3.33)
Gt(W ) = 1 (3.34)
Given all the transition rates (λ’s) and number of packets transmitted (G’s) for each
transition we can find the steady state distribution pi and the source throughput.
3.4.5 TCP Source Throughput
The expected total throughput of the TCP source is found by multiplying the throughput
generated at each state by the probability of being in that state piUk . The throughput at
each state is simply the amount of data transmitted divided by the time to transmit that
data. The equation for slow start and for congestion avoidance are different that is why there
is two cases W < Wt for slow start and W ≥ Wt for congestion avoidance. The expected
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throughput can then be found using Equation (3.35).
λ '


∑WM
W=1
∑dWM/2e
Wt=1
pi(W, Wt, N)G(W )λss +
∑WM
W=1 pi(W, F )Gfλf
+
∑WM
W=1 pi(W, T )Gtλt W < Wt∑WM
W=1
∑dWM/2e
Wt=1
pi(W, Wt, N)G(W )λca +
∑WM
W=1 pi(W, F )Gfλf
+
∑WM
W=1 pi(W, T )Gtλt W ≥ Wt
The first term gives the throughput generated by all active states, which is the expected
throughput of the state multiplied by the probability of being in that state. Similarly the
second and third terms give the throughput generated at the fast retransmit and timeout
states respectively.
3.5 Numerical results and simulation
The analytical model is validated by comparing numerical results to simulation using the NS-
2 simulator [ns2]. The NS-2 simulator’s TCP code is derived from practical implementations
of TCP which allows it to provide realistic results.
The simulations are run for a long period of time until a steady state is reached. We
consider a period of 600s long enough relative to the link speed, average RTT and number of
connections. Simulations with longer run times have been tried with an insignificant change
in the results. The topology used in simulations is shown in Figure 3.1. Each TCP Reno
source is simulated using an exponential active-idle data source, with the initial window size
set to one to match the analytic model. A single congested router is simulated by a drop-tail
queue with a buffer size of K. The parameters in table 3.6 are used throughout the validation
unless otherwise specified. The validation parameters have been selected to give tractable
and realistic simulation results.
In Figures 3.7, 3.8 and 3.9 simulation is compared with the model that considers all slow
start states (Model 2) and the model that approximates slow start states (Model 1). Each
Figure shows normalized throughput load verses the number of TCP sources. As the number
of sources increases so does the load on the system and also the packet loss probability. The
higher the packet loss probability the more chance of a timeout occurring and slow start
being triggered. So we expect that Model 2 will approximate throughput better at high
loads when slow start is being triggered more often. In all cases it is seen that as the load
increases Model 2 does in fact approximate throughput much better than Model 1 which
only approximates slow start. We now look at how maximum receive window size, buffer size
and active duration effect the approximation.
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Table 3.6: Default Values for Experiments
Variable Variable Value
Packet Size S 1500
Window Size WM 16
Capacity σ 0.3ms (40Mbps)
Propagation Delay τ 100ms
Active Time a 8s
Idle Time i 2s
Buffer Size K 30 Packets
Maximum Window Size
In the first row of Figure 3.7 we compare the effect of changing the maximum receive window
size. At larger window sizes it is expected that the throughput error increases. This is due
to the rounding up to the nearest power of two window size. For example in Model 1 the
window size must jump from 8 to 16 its not possible for a loss to occur at window size 10.
In the first row of Figure 3.7 we see that at the largest maximum window size the accuracy
of model 2 is the best.
Buffer Size
A smaller buffer size increases the probability of packet loss and therefore also increases
the probability that timeout loss indications will occur. Since timeouts initiate slow start
it is expected that slow start will occur more frequently when the buffer size is small. The
second row of graphs in Figure 3.8 show that a smallest buffer size of 30 produces a better
approximation of throughput than the two other buffer sizes.
Average Active Duration
In the last row of Figure 3.9 the active duration is changed. When the average active duration
is small a larger number of flows will complete before leaving slow start. Again we see that
when the average active duration is small a better approximation of throughput is achieved.
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(c) WM = 20
Figure 3.7: Maximum window size variation
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Figure 3.8: Buffer size variation
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Figure 3.9: Average active duration variation
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3.6 Summary
In this chapter we have presented a TCP model that improves the throughput estimation
for interactive TCP connections with finite duration that spend much of there time in slow
start. The model is capable of representing every window size state in slow start rather
than approximating to the nearest power of two. We have shown that this new model
improves accuracy as packet loss probabilities and maximum window size increases. In the
next chapter this model is extended by introducing a metric of burstiness. The burstiness
metric is examined and its effect on throughput is analysed.
Chapter 4
The Burstiness of Interactive TCP
Connections ∗
This chapter investigates the burstiness of the Transmission Control Protocol (TCP) and its
impacts on interactive TCP connections. In a high bandwidth delay network, TCP connec-
tions transmit packets in bursts [Garetto and Towsley, 2003; Feng and Tinnakornsrisuphap,
2000; Shakkottai et al., 2005]. When a burst of packets, the size of the congestion window
is transmitted, no more packets can be transmitted until these packets have been acknowl-
edged. This behaviour adds to the already bursty arrival of flows. For example burstiness is
caused by the inter-arrival time of file requests by a user, this is only one level of burstiness.
The TCP protocol itself causes another level of burstiness by transmitting packets in groups
the size of the congestion window. The file level burstiness is considered in [Claudio Casetti,
2000] and here we extend that work to include TCP level burstiness.
Burstiness can adversely affect network performance by causing unnecessary buffer over-
flows and increasing queueing delay. Therefore it is important to be able to measure the
burstiness of a protocol and to be able to compare different protocols based on burstiness.
The aim of this chapter is to produce a model that can be used to define both the burstiness
and throughput of a system of TCP connections. The network model will also utilize the
burstiness measure to provide improved estimates of network queueing delay and packet loss
probability.
∗Preliminary versions of the work presented in this chapter have been published in [Dimopoulos et al.,
2004]
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4.1 Related Work
This section will cover three areas of related work: the modeling of TCP systems which model
how multiple TCP connections interact with the network, some TCP burstiness models which
attempt to model burstiness in various scenarios and suggested improvements to TCP that
aim to reduce burstiness.
TCP systems modeling
Recent research on modeling the performance of TCP has focused on characterizing how a
mixture of finite duration TCP flows behave in a network.
[Heyman et al., 1997] models finite duration flows by assuming there is always a number
of sources active at any time. The number of active sources is used to determine if the
network is overloaded. If the network is not overloaded then all connections are assumed to
perform at maximum efficiency. If the network is overloaded an efficiency factor is considered
which reduces the throughput of each connection. [Kherani and Kumar, 2002] extend this
model by explicitly describing how the router buffer reacts to the arrival and departure of
TCP flows. Both of these approaches are limited to modeling connections with equal round
trip times and synchronized packet loss between connections.
In [Misra and Ott, 1999] and [Mathis et al., 1997] the TCP congestion window is modeling
using a Markov process to find the window size distribution. This distribution is then used to
estimate the throughput of each connection. In [Claudio Casetti, 2000] this model is further
extended to account for finite duration flows by assuming an active-idle behaviour of each
source. Multiple sources can then be modeled by aggregating all the separate TCP source
loads to find the total offered load to the network. A separate network model is used to find
the average Round Trip Time (RTT) and packet loss probability given the offered load. For
example an increase in load causes an increase in RTT and loss probability, while an increase
in RTT and loss probability results in a decrease in load. [Bu and Towsley, 2001] also uses a
similar approach but the network is model using a RED [Floyd and Jacobson, 1993] router
model instead of a normal drop tail router.
[Garetto et al., 2004] uses a similar approach but rather than using a Markov process
for each TCP connection, a queue is used for each state (as first suggested by [Cigno and
Gerla, 1999]) of the TCP connection. By doing this the model is capable of modeling large
numbers of TCP connections and even multiple bottleneck links. These models are capable
of modeling a system that has a number of connections with different RTTs but they rely on
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the accurate analysis of the average queueing delay and packet loss probability.
All of the related research described so far aims to model the performance of an entire
systems of TCP connections. They estimate key parameters such as throughput, queueing
delay and packet loss probability, but they do not attempt to model the burstiness of the
protocol. The distribution of bursts in traffic can have a significant effect on the probability
of packet drop and the queueing delay at the buffer. For example, a very bursty protocol
can cause a buffer to overflow unnecessarily especially at high loads.
Burstiness
[Huang and Heidemann, 2001] shows how finite state automation (FSA) can be used to
model the burstiness of aggregated TCP connections for simulations. This FSA can be used
to simulate background TCP traffic. This model is based on the assumptions that burst
occur in every round. This model does not actually provide any analytic results to study
burstiness as the following research does.
In [Feng and Tinnakornsrisuphap, 2000] a simulation study compares TCP Reno and
Vegas traffic to determine the amount of burstiness introduced by TCP. TCP Reno and
Vegas are compared in various scenarios and Vegas is found to produced less burstiness than
Reno. An analytic model of burstiness that uses the coefficient of variation of the congestion
window size is also provided. This model is limited to synchronized connections and only
modeling the congestion avoidance phase.
[Garetto and Towsley, 2003] has also shown that the number of packets in a buffer is
directly correlated to the burst size arrival at the buffer. The buffer model used consists
of a batch MX/M/1 queue where X is the distribution of packets burst sizes. Garetto
and Towsley derive X from the number of packets that TCP transmits every RTT using a
stochastic finite state machine. However only the burst size distribution is considered and
not the change in arrival rate due to packet loss events like timeout and fast retransmit.
Garetto and Towsley’s work is only concerned with deriving the congested routers queueing
delay and does not provide a model for comparing modifications to TCP based on the metrics
like throughput.
TCP pacing
TCP pacing attempts to reduced the burstiness of TCP by spacing the transmission of
packets. Burstiness is reduced because packets are no longer sent out large bursts. Between
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each packet that is transmitted into the network there will be some delay. The delay could be
calculated so that the packets enter the network evenly. For example if you have a 8 packet
per second link and you want to transmit 4 packets in a second then there is a number of
ways this could be done. The burstiest method would be to transmit all packets one after
the other. The least bursty method would be to spread the transmission of the four packets
evenly over the second with a 1/8 of a second break between each.
Pacing was first introduced in [Zhang et al., 1991] to solve the problems caused by ACK
compression caused by traffic in the return path. ACK compression is where a number of
ACKs arrive closely together causing large bursts of packets to be transmitted. A number
of other TCP pacing implementations have been proposed. In [Padmanabhan and Katz,
1998] the use of pacing is suggested during slow start while a more general use of pacing
is suggested in a number of other papers. These include [Partridge and Kulik, 1999] which
proposes pacing for high bandwidth delay networks, [Razdan et al., 2002] which adds pacing
to TCP Westwood [Gerla et al., 2001], and [Park and Chung, 2001] which proposes the even
distribution of packets through a RTT. [Aggarwal et al., 2000] perform a simulation study
of TCP pacing. They find that pacing performs poorly because it causes synchronized losses
and it delays congestion signals. The do not provide any analytic model to verify their results.
In this work we suggest that the above TCP pacing algorithms are not required because
the TCPs congestion control mechanism will naturally reduced burtiness as the load on the
network increases.
4.2 Model Description
As in the previous chapter multiple heterogeneous TCP sources are modelled, each with
different RTTs connected to a network with a single congested router as shown in Figure
4.1. The model is presented using New Reno as an example but the could easily be modified
for Reno, SACK, and even Vegas. Delayed ACKs are also neglected but could easily be
incorporated into the model at the cost of complexity. Our modeling approach is similar to
[Garetto et al., 2004] and [Claudio Casetti, 2000] which models the network and TCP sources
separately. The TCP source model computes the rate λR at which bursts of packets depart a
source given a queueing delay Q and packet loss probability P . A number of different types
of TCP sources can be modeled and then aggregated to find the total offered load λa to the
network. In addition to the offered load the burst size distribution B generated by all sources
is modeled. Given an offered load and burst size distribution the network queueing delay
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and packet loss probability is computed using bulk queueing theory [Kleinrock, 1975]. Each
model is solved numerically and the point where the results of the models intersect denotes
the equilibrium of the system. The TCP source and Network models are now defined in
detail, all variables used are defined in Table 4.1.
4.3 TCP Source Model
The purpose of the TCP model is to estimate the aggregate burst size distribution and
throughput of all TCP sources. We use the window size distribution as an estimate of the
burst size distribution. We assume that a TCP source with a window size W creates a burst
of W packets. For example if the window size is ten then we assume that a burst of ten
packets departs from the source with a duration that is much smaller than the RTT. This
definition of a burst is only valid when the RTT and bandwidth are large. When the RTT is
large long idle periods between transmission bursts occur, leading to a correlation of packets
within a burst as seen in Figure 4.3.
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Table 4.1: TCP Variable descriptions
General Variables Description
W Congestion window size
Wt Slow start threshold
WM Maximum window size
B Burst size distribution
Times Description
a Active time, where data is available to be
transmitted
i Idle time, where no data is available to transmit
RTT Round trip time
τ The physical link delay
Q The queuing delay
Probabilities Description
P Probability of a single packet being lost
Pn Probability of no packets being dropped
Pf Probability of a fast retransmit
Pt Probability of a timeout retransmission
Rates Description
µ Average service rate of the queue
α Idle rate
β Active rate
λR Rate that packets leave a single source
λa Combined arrival rate of packets to the queue
Packets Description
Gf Number of packets transmitted during the fast
retransmit interval
Gt Number of packets transmitted during the timeout
interval
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The window size distribution is modeled using the Markov process {Uk} where k is the
epoch of the change in window size. The process comprises of four types of states, Active
(A), Idle (I), Timeout (T ) and Fast Retransmit (F ) as shown in Figure 4.4. The active
states denote when there is data available for TCP to transmit and are represented by the
vector (W,Wt, A) where W is the window size, Wt the window threshold. The window size
is limited to WM the maximum receive window size. The active state models the way the
window size changes for both slow start and congestion avoidance. When a loss event occurs,
each active state can transition to one of two loss states: timeout (W,T ) or fast retransmit
(W,F ). A transition to the idle state models the time where a connection has no data to
send. The state space S consists of the states defined in equation (4.1).
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Figure 4.4: Transitions diagram
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(W,Wt, A) ∈ {(1, 1, A), (1, 2, A), . . .
(WM , dWM/2e, A)}
W ∈ {1, 2, . . .WM}
Wt ∈ {1, 2, . . .dWM/2e}
(W,T ) ∈ {(1, T ), (2, T ), . . . (WM , T )}
(W,F ) ∈ {(1, F ), (2, F ), . . . (WM , F )}
I ∈ {I} (4.1)
From each of the active states there are three different types of transition, timeout, fast
retransmit and normal (No packets drop), each transition has a probability of occurrence
Pt, Pf and Pn respectively. In the next section these probabilities are used to find the
expected transition rates between loss and active states. The duration of time spent in the
fast retransmit and timeout states determines the rate of departure from these states, λf
and λt respectively. The duration of time the source spends idle determines the idle rate λI ,
of which there is a transition from every state towards the idle state. The time the source
spends active and transmitting is defined by the active rate λA. This transition from the idle
state represents a new connection. This transition is towards the state (W = 1,Wt = dWM2 e)
which is the initial state of a TCP connection.
Table 4.2 gives a simple description of the transitions between each state. An ac-
tive/transmitting state is denoted by Uk = (W,Wt, A). All transitions from state Uk to
Uk+1 are given in equation (4.2) with their corresponding transition rates. Figure 4.5 shows
an example where WM = 8 and the current state is (4, 2, A) then a transition to state (5, 2, A)
occurs if no packets are dropped. If a loss occurs then there is a transition to either state
(4, T ) if it is a timeout or (4, F ) if it is a fast retransmit. If there is no more data to send
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Figure 4.5: Transitions for state (4,2)
then there is a transition to state I.
Uk+1 =


(2W,Wt, A) λn W < Wt
2W < Wt
(Wt,Wt, A) λn W < Wt
2W >= Wt
(W + 1,Wt, A) λn Wt ≤ W < WM
(W,T ) λtd
(W,F ) λfd
I λI
(4.2)
A timeout reduces the window size to one and the window threshold to W/2 which is half
the window size when a loss occurred. So from the timeout state Uk = (W,T ) a transition
can occur to an active state (1, dW/2e, A) or the idle state if there is no more data to send.
Uk+1 =
{
(1, dW/2e, A) λt
I λI
(4.3)
Transitions from the fast retransmit state Uk = (W,F ) are the same as the timeout state
except the window size is reduced to half the loss window size instead of one.
Uk+1 =
{
(dW/2e, dW/2e, A) λf W > 3
I λI
(4.4)
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Table 4.2: Transition description
Transition Description
(W,Wt, A) → (2W,Wt, A) Slow start when next window size is less than Wt
(W,Wt, A) → (Wt,Wt, A) Slow start when next window size is greater than Wt
(W,Wt, A) → (W + 1,Wt, A) Congestion Avoidance while W is less than WM
(W,Wt, A) → (W,T ) Timeout loss detection rate
(W,Wt, A) → (W,F ) Fast Retransmit loss detection rate
(W,Wt, A) → I No data left to send rate
(W,T ) → (1, dW/2e, A) Timeout Rate
(W,T ) → I No data left to send rate
(W,F ) → (dW/2e, dW/2e, A) Fast Retransmit Rate
(W,T ) → I No data left to send rate
I → (1, dW/2e, A) New Connection Rate
A transition from the Idle state Uk = I to the initial active state (1, dWM/2e, A) with a rate
of α (see next section) models a flow arrival.
Uk+1 = (1, dWM/2e, A) α (4.5)
Note that the rates λn, λt and λf are all a function of window size W .
To find the stationary distribution piS of the Markov process {Uk} the transition prob-
abilities and rates required by equations (4.2), (4.3), (4.4) and (4.5) must be defined. To
find the throughput the number of packets transmitted at each state and the duration of the
transition must also be defined.
4.3.1 Active and Idle Transitions
The active time a is the length of time that each TCP source has data to transmit. For
example, if the active time is one second then for one second packets are available to be
transmitted according to the TCP congestion avoidance and slow start. The idle time i is
the duration of time in which no packets can be transmitted by the source. From the active
and idle time we find the active rate β = 1a and idle rate α =
1
i .
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4.3.2 Normal Transitions
When a TCP source is active and there is no packet loss, congestion avoidance and slow start
algorithms determine how the window size increases and therefore the window transition
rate. In congestion avoidance we approximate the time between window bursts to be one
RTT RTT. This is the time from when the first packet in the window burst is transmitted to
the time the acknowledgment (ACK) for this packet is received. The transition rate between
window sizes in an active state is then simply the inverse of this time 1/RTT.
The probability that the window size increases depends on packet loss. For the window
size to increase all packets from the current window burst must be transmitted successfully.
The probability that the window size increases is therefore the probability that no packets
are dropped from the burst Pn. This is given by equation (4.6) where P is the probability of a
single packet loss and W is the window size representing the number of packets transmitted.
Pn(W ) = (1− P )W (4.6)
The expected normal transition rate is derived from the duration of a normal transition
(one RTT, RTT) and the probability of the transition Pn as given by equation (4.7). A RTT
is made up of the physical link delay τ , the mean queueing delay Q and the service rate at
the bottleneck link µ as shown in Figure 4.6. We assume that the ACK service times are
Server Router Client
Packet 1
Window
Size
1
Packet 1
Other Packets
2
ACK 2
µ
1
τ
τ
Q
rtt
Figure 4.6: RTT components
insignificant compared to the physical link delay since ACKs packets are small.
λn(W ) ' Pn(W )
RTT
(4.7)
RTT = 2τ +
1
µ
+ Q (4.8)
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The duration of time between slow start states is the same as in congestion avoidance
except that the window size doubles rather than incrementing by one. For example, the
transition time between window size eight and nine in congestion avoidance is the same as
the transition time between window size eight and sixteen in slow start. The transition rates
are therefore the same for both slow start and congestion avoidance.
4.3.3 Loss Transitions
A loss in a burst of size W creates a transition to the loss state (W,T) or (W,F). To find the
expected loss rate we multiply the loss transition probability by the loss transition rate. We
define the duration of a transition to a fast retransmit or timeout loss state to be approx-
imately one RTT (RTT) which is simply a component of the entire duration of a loss event
(see Figures 4.7 and 4.8). The expected loss transition rates also depend on the corresponding
transition probabilities of fast retransmit and timeout.
The probability PL(X = x|W ) is the probability that x out of W packets are dropped,
assuming that packet loss is independent. Correlated loss is not considered but can be
accounted for by modifying equation (4.9) , which requires a more complex network model.
In New Reno, a timeout will only occur if if less than three duplicate ACKs are received.
We therefore assume that the probability of a timeout is the probability that less than three
packets are successfully transmitted in a burst (equation (4.10)). We must also multiply by
the probability of a packet drop 1 − Pn(W ) because it is given that at least one packets
has been dropped. The probability of fast retransmit is found using the probability of
complementary events as shown in equation (4.11).
PL(X = x|W ) =
(
W
x
)
P x(1− P )W−x (4.9)
Pt(W ) = (1− Pn(W ))
WM∑
x=WM−2
PL(x|W ) (4.10)
Pf (W ) = 1− Pt(W )− Pn(W ) (4.11)
With these probabilities we can approximate the expected transition rates for fast retransmit
and timeout
λfd(W ) '
Pf (W )
RTT
(4.12)
λtd(W ) ' Pt(W )
RTT
(4.13)
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Figure 4.7: Fast Retransmit example
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Figure 4.8: Timeout example
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In the following section we find the departure rates and number of packets transmitted from
both the fast retransmit and timeout states.
Fast Retransmit
We assume it takes approximately one RTT to detect a fast retransmit loss and one RTT
to recover each of the packets lost. For smaller window sizes it may take an extra RTT to
detect the loss but we can ignore this because the effect is minimal compared to the time
recovering the losses. The departure rate from the fast retransmit state is given by equation
(4.15) where X(W ) is the expected number of packets lost. The expected number of packets
lost is simply given by equation (4.14)
X(W ) =
W∑
x=1
xPL(x|W ) (4.14)
λf =
1
X(W )RTT
(4.15)
If X(W ) packets are dropped then W − X ACKs are received, each of which transmits a
packet. Each of the lost packets is also retransmitted, making the total number of packets
transmitted W (equation (4.16)).
Gf (W ) = W (4.16)
Timeout
If there is not enough duplicate ACKs to trigger a fast retransmit then a timeout will occur
when the retransmission timer expires. We define TO as the duration of the retransmission
timeout (RTO). The RTO is defined in RFC2988 [Paxson and Allman, 2000] as RTO = 1RTT
+ 4RTTVAR, where RTTVAR is the RTT variance. In our model the RTT is RTT and we
approximate the variance with the mean queueing delay Q. The timeout transition rate is
then given by equation (4.17).
λt =
1
TO
=
1
RTT + 4Q
(4.17)
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Z Probability Packets Total
Lost Sent
1 P (Z = 4|X = 2,W = 4) = 36 (1,2),(1,3),(1,4) 4
2 P (Z = 5|X = 2,W = 4) = 26 (2,3),(2,4) 5
3 P (Z = 6|X = 2,W = 4) = 16 (3,4) 6
Table 4.3: First packet loss position given two packets lost out of four
The expected number of packets transmitted during the retransmission timeout period
depends on the first packet dropped in the window burst Z. For example, if the second
(Z = 2) packet was dropped, then only one packet would be transmitted during the timeout
(see Figure 4.8). The expected number of packets transmitted is then the expected value
of Z minus one (If the first packet dropped Z = 1 and zero packets are transmitted). The
expected value of Z depends on the number of packets lost in the burst. For example if ten
packets are transmitted and two are lost then the probability of Z = 1 would be smaller
than if eight packets were lost. Table 4.3 gives an example of the result of equation (4.19).
Therefore the probability of Z losses in a window size W is given by equation (4.19). The
number of packet transmitted during a timeout is then given by equation (4.19).
P (Z = z|X,W ) =
(
2W−z−1
X−1
)
(W
X
) (4.18)
P (Z = z|W ) = 1
1− Pn(W )
2W−(z−1)∑
x=1
P (Z|X = x,W )PL(x|W )
Gt(W ) =
⌈
3∑
z=1
P (Z = z|W )
⌉
− 1 (4.19)
Given all the transition rates (λ’s) and number of packets transmitted (G’s) for each transition
we can find the steady state distribution of Uk and the source throughput.
4.3.4 Throughput and burst size distribution
Throughput
The expected total throughput of the TCP source is found by multiplying the throughput
generated at each state by the probability of being in that state piUk . The throughput at
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each state is simply the amount of data transmitted divided by the time to transmit that
data. The expected throughput can be found using equation (4.20).
λR '
WM∑
W=1
dWM /2e∑
Wt=1
pi(W, Wt, A)
W
RTT
+
WM∑
W=1
pi(W, F )Gfλf +
WM∑
W=1
pi(W, T )Gtλt (4.20)
The first term gives the throughput generated by all active states, which is the expected
throughput of the state multiplied by the probability of being in that state. Similarly the
second and third terms give the throughput generated at the fast retransmit and timeout
states respectively.
Burst size distribution
The burst size distribution B is found by simply using equation (4.21) which sums all of the
states of Uk with the same window size.
B(W ) =
dWM/2e∑
Wt=1
pi(W, Wt) W ∈ {1, 2 . . . WM} (4.21)
The timeout and fast retransmit states are ignored because it is assumed that the majority
of the time is spent in the active states. This will introduce some an error when the packet
loss probability is very high.
Burst Arrival Rate
We estimate the arrival rate of bursts at the buffer by dividing the throughput by the mean
burst size as follows
λRb =
λR
W
(4.22)
W =
WM∑
W=1
WB(W ) (4.23)
The burst arrival rate is required by the network model described next.
CHAPTER 4. THE BURSTINESS OF INTERACTIVE TCP CONNECTIONS 81
4.4 Network Model
Table 4.4: Network Parameters
Variable Description
K Buffer size
N Number of Groups
g Number of sources in group g
λb(W ) Arrival rate of burst of size W
λa Combined Burst arrival rate
λRb(n) Arrival rate of burst of group n
µ Service rate of a single packet
q Current queue length
σ Correction factor
Γ Queue length distribution
The network is modeled assuming that there is a single bottleneck link and that other routers
in the network do not contribute significantly to queueing delay and packet loss. We model
two types of network, one accounts for the burstiness of TCP sources and the other ignores
it.
A well known M/M/1/K queue is used to model the burstless network, which assumes
packets arrive independently, ignoring any correlation between packet arrivals. The average
arrival rate to this queue is simply the sum of all source throughput’s
∑
λR. The average
service rate of a packet is µ, which is derived from the capacity of the bottleneck link. For
example µ would be 20 if the link speed is 20 packets per second.
The network which accounts for burstiness is modeled using a modified M X/M/1/K
bulk queue [Kleinrock, 1975] similar to the one used in Garetto and Towsley [Garetto and
Towsley, 2003]. The burst size distribution (B) approximated in the previous section is now
used as an approximation of the burst size distribution of arrivals to the queue.
The MX/M/1/K queue assumes that packets arrive in bursts with a size drawn from
distribution B with probability B(W ) for window size W . The bursts are assumed to have
an exponential inter-arrival time, which is valid when there is a large number of sources.
The service time of each packet is deterministic but we make the assumption that it is
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exponentially distributed to reduce the complexity of our model.
The arrival rate of bursts (λa) to the buffer is derived from the aggregate arrival rate of all
TCP sources. We model N different TCP sources each with a different physical delay. Each
of the n groups contains g TCP sources, each with an arrival rate of λRb(n). The aggregate
of the group arrival rates gives the arrival rate at the queue λa.
λa =
N∑
n=1
gλRb(n) (4.24)
The expected arrival rate of a burst of size W is simply the probability of the burst B(W )
multiplied by the arrival rate.
λb(W ) = B(W )λa (4.25)
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Figure 4.9: Markov Transition diagram of Buffer
Garetto and Towsley [Garetto and Towsley, 2003] found that the well known M X/M/1/K
queue model is not suitable for modeling packet loss in a queue with TCP connections because
it assumes that an entire burst of packets arrive at the buffer instantaneously. The packets of
a burst actually arrive at the queue one after another. For example, if the buffer has space for
three packets and there is an arrival of eight packets, then the M X/M/1/K model assumes
that five packets at the end of the queue are dropped. In the network packets actually arrive
at the buffer one after the other and there is time for a packet to leave the queue before the
next packet arrives. This means packet loss is not likely to occur unless the burst arrives
when the buffer is already full or almost full.
We model the buffer using a Markov process {Vk} shown in figure 4.9. The state space
S of the process is the same as an MX/M/1/K queue where q is the current buffer size and
K is the maximum buffer size.
q ∈ {0, 1, 2 . . . K} (4.26)
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Each state of the Markov process Vk represents the number of packets in the buffer. When
the buffer is in state Vk = q a burst arrival or service results in a transition to state Vk+1.
Equation (4.27) defines the transitions and their corresponding rates.
Vk+1 =


q + W λb(W ) 1 ≤ W ≤ WM
1 ≤ q + z ≤ K
q − 1 µ 1 < q < K
K λb(W ) 1 ≤ W ≤ WM
q + z > K
K − 2 ( 1σ + 1)µ q = K − 1
K − 1 µ q = K
(4.27)
A transition to state q+W denotes the arrival of a burst of size W packets with a rate λb(W ).
The service of a single packet is modeled by a transition to state q− 1 with rate µ. All burst
arrivals that exceed the buffer size K result in a transition to the state K where the buffer
is full. We assume that no packets are dropped from any arrivals to the full state because
of burst arrivals as explained above. The service rate from the full state to the originating
arrival state must therefore account for the extra packets that an M X/M/1/K queue would
have dropped. For example, if eight packets arrive at the buffer with length K − 3, then the
total service time before buffer reaches K − 3 should be equal to the service of eight packets
not three.
The service rate is modified by multiplying the service rate of the state K − 1 by a
correction factor σ. We modify the service rate of K − 1 rather than K because when a
packet arrives at the queue it is likely to be serviced completely before the next packet in
the burst arrives.
The new service rate is proportional to the expected number of extra packets arriving at
K. When finding the number of extra packets we assume that there are two bursts competing
for the buffer. When two bursts compete for the buffer, approximately half of the packets of
each burst would be dropped. For example, if the buffer length is K − 1 and two bursts are
competing for the buffer, then only one of the two bursts packets can be serviced successfully.
On average the probability of loss would be half. If more than two bursts are competing for
the buffer then the probability of dropping could be higher, so approximating two concurrent
bursts may underestimate the packet loss probability at higher loads. Equation (4.28) defines
σ. For each buffer state between K −WM and K we find the number of packets in a burst
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of size W that exceed K and assume half are lost.
σ =
1
λaWM
K∑
q=K−WM +1
WM∑
W=K−q+1
{
W−K−q
2
λb(W ) q ≥ K − 1
W −K − qλb(W ) q < K − 1
(4.28)
The steady state of the Markov process yields the distribution Γq which defines the
probability that the buffer is in state q. This distribution is used to find the packet loss
probability and queueing delay used in the TCP source model.
We assume that the majority of packet drops will occur when there is an arrival in state
K and K − 1. The probability of a packet drop P is assumed to be the probability of being
in either of these two states.
P = ΓK + ΓK − 1 (4.29)
The average queueing delay Q is approximated using Little’s law [Kleinrock, 1975] as
shown in equation (4.30) where q is the expected number of packets in the queue.
Q =
q
(1− P )λa ; (4.30)
The queueing delay is a component of the RTT RTT, which can then be found using equation
(4.8). Having defined the Network model and TCP model we can use the procedure given in
section 4.2 to find the steady state behaviour of the system.
4.5 Model Validation and Comparison
The analytical model is validated by comparing its numerical results to simulation using the
NS-2 simulator. The NS-2 simulator’s TCP code is derived from practical implementations
of TCP which allows it to provide realistic results.
The simulations are run for a long period of time until a steady state is reached. We
consider a period of 1000 seconds long enough relative to the link speed, average RTT and
number of connections, simulations with longer run times have been tried with an insignificant
change in the results. The topology used in simulations is shown in Figure 4.1. Each TCP
New Reno source is simulated using an exponential active-idle data source, with the initial
window size set to one to match the analytic model. A single congested router is simulated by
a drop-tail queue with a buffer size of K. The parameters in Table 4.5 will be used throughout
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Table 4.5: Default Values for Experiments 1
Variable Variable Value
Packet Size S 1500
Window Size WM 16
Capacity σ 0.3ms (40Mbps)
Average RTT τ 200ms
Active Time a 8s
Idle Time i 3.2s
Buffer Size K 50 Packets
Number of
Sources in Group
g 5
the validation unless otherwise specified. Our validation parameters have been selected to
give tractable and realistic simulation results. We also endeavour to set the parameters at
a level where high burstiness is likely to be observed, for example using a small buffer size
and large RTT. The assumptions we have made throughout the chapter are also reflected,
mainly
• The average RTT is large compared to the maximum window size multiplied by the
service time τ .
• To reduce the effect of synchronization we assume that each group of sources has a
small component of its RTT randomly selected from an exponential distribution. The
same RTT values are used in both the analytic model and simulation.
We now investigate the sensitivity of each parameters on system throughput, packet loss
probability and congestion window size. The throughput in all figures is normalized to the
bottleneck link bandwidth. A value greater then one indicates that offered load to the router
is higher than its link capacity and packets must have been dropped.
4.5.1 Active Duration
Figure 4.10 shows the offered throughput to the buffer for three different average active
durations. As expected an increase in the number of TCP sources increases the offered
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Figure 4.10: Active Duration - Throughput
throughput. When there is only a small number of sources the offered throughput is not
greatly limited by TCPs congestion control. As the number of sources increases beyond
what the buffer can accommodate a decrease in offered throughput occurs. The decrease is
caused by TCPs congestion control decreasing the window size of each source as congestion
loss occurs.
When the offered throughput from the source is just above one the buffer is being fully
utilized. This is the point at which packet drops are most likely to be effected by a bursty
source. In Figure 4.10 we see the area around an offered load of one is where our model
provides the closest match to simulation. At lower loads the model does not perform as well
because the network model over-estimates the packet loss probability. This over-estimation
occurs because of the assumption that bursts arrive instantaneously at the buffer, increasing
the number of packets in the buffer prematurely and therefore increasing the packet loss
probability.
The model becomes less suitable for modeling the offered throughput at small active
durations because of approximation errors introduced by when modeling slow start. When
the active duration is small the flow will remain completely in slow start and may complete
in the middle of one of the slow start states. The model assumes that at each state the
maximum number of packets is transmitted. For example if the transmission ends at state
eight, its possible that only one packet or up to eight packets were transmitted in this state.
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The model therefore overestimates the number of packets transmitted in slow start.
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Figure 4.11: Active Duration - Throughput M X/M/1/K compared to M/M/1/K
Figure 4.11 illustrates the offered throughput to the buffer, where the dark curve rep-
resents the simulation results and the dotted lines show our two analytic network models.
The M/M/1/K model does not consider burstiness while the modified M X/M/1/K curve
does. Comparing the analytic models highlights how burstiness effects throughput. When
the offered load is very high both models converge implying that the burstiness is not an
important factor when modeling the system under high loads. The intuitive reason for this is
that at high loads the burstiness of the sources decreases. The burstiness decreases because
the average congestion window size is reduced by congestion control. The reduction of the
average window size and burstiness can also be seen more clearly in Figure 4.12.
Figure 4.12 shows the average window size decreasing as the number of sources increases.
As the packet loss probability is increased more fast retransmits and timeouts are triggered
reducing the average window size. The average window size depends on the average active
duration (which is related to file size). When the average active duration is 0.8 seconds the
average window size does not go above twelve even though the packet loss probability is
small. The four second active duration on the other hand does not limit the average window
size. The model successfully captures the characteristics of the average window size and
predicts it more accurately as the number of sources increases for all active durations.
The line that is close to zero in Figure 4.13 shows how packet loss probability is greatly
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Figure 4.13: Active Duration - Packet Loss probability M X/M/1/K compared to M/M/1/K
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underestimated by the M/M/1/K model. The M X/M/1/K model also underestimates the
packet loss probability but not to as large an extent. Even though the models underestimate
the packet loss probability we find that it does not have a significant impact on the through-
put estimation when the number of source is small. Figures 4.14 and 4.15 plot throughput
verses packet loss probability for the TCP source and the two queue models where the number
of sources is 50 and 200 respectively. The TCP source model plot illustrates how throughput
decreases as packet loss increases, while the two queue models show how packet loss probabil-
ity increases with throughput. The intersection of the TCP source and queue model gives the
steady state numerical result. Figure 4.14 shows that throughput is insensitive to packet loss
probability when the number of sources is small. Even though the packet loss probabilities
are many orders of magnitude different, the throughput is almost the same. As the number
of sources increases the packet loss probability becomes more significant as shown by Figure
4.15.
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Figure 4.14: Throughput vs Packet Loss Probability for TCP Source, M X/M/1/K queue and
M/M/1/K queue models (Number of Source: 50)
4.5.2 Average RTT
Three different average RTTs are compared in Figure 4.16. The model correctly predicts
that a smaller RTT will have a higher throughput. At all RTTs the models predicts the
throughput accurately. Notice that in all cases, when the offered throughput is just above
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Figure 4.15: Throughput vs Packet Loss Probability for TCP Source, M X/M/1/K queue and
M/M/1/K queue models (Number of Source: 200)
one at all RTTs, is when the best estimate of throughput occurs. As the load increases the
estimation become less accurate this is again due to the incorrect estimation of packet loss
probability at higher loads.
The average window size for each of the RTT’s is plotted in Figure 4.17. The estimation
of the average window size is actually better at the smallest round trip time. We are unable
to provide an explanation to why this is the case, but it does not effect the throughput
estimation. The model estimation of the packet loss probability in Figure 4.18 shows that
the estimation improves as the round trip time is increased. This is due to the queue model
assumption that the round trip time must be large for packets to be correlated in bursts.
4.5.3 Maximum Window Size
It is only important to consider the maximum window size when the offered load is small.
When the offered load increases towards one, the maximum window size becomes less of a
factor on the offered throughput as shown in Figure 4.19. This is because packet drops at the
buffer increase and prevent the congestion window from reaching the maximum window size.
When the maximum window size is eight the throughput rises sharply for a larger number
of sources than when the window size is sixteen or twenty four.
Figure 4.20 shows the average window size for the same maximum window size values.
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Each of the model curves correctly shows a trend towards its respective maximum window
size as the packet loss probability goes towards zero.
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Figure 4.20: Maximum Window size - Average Window Size
4.5.4 Offered Source Load
The offered load is controlled by the idle time. Increasing the idle time decreases the offered
load to the system. Figure 4.21 shows the model and simulation curves converge quicker
when the offered load is large. The point of convergence is actually dependant on the offered
load as shown by the horizontal line at about 1.025. The average congestion window size is
shown in Figure 4.22 and again we see that at all the model estimates converges towards the
simulation results.
4.5.5 Buffer size
Figures 4.23, 4.24 and 4.25 plot the simulation results and the M//M/1/K and M X/M/1/K
models for three different buffer size 30, 50 and 80 respectively. When the buffer size is small
the M//M/1/K queue produces a greater discrepancy from simulation than when the buffer
is large. This is because burstiness is more significant when the buffer is small. A small
buffer will overflow more easily than a large buffer when bursts arrive. We again see that as
the offered load to the buffer increases as the two models converge.
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Figure 4.21: Offered Source Load - Throughput
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Figure 4.25: Buffer Size 80 - Throughput
4.6 Complexity
Solving the model has a complexity of roughly O(W 2M + 2WM ) making it more suitable for
systems where the maximum window size is small. An advantage is that the complexity
is independent of the number of TCP sources. It is however dependant on the number of
different types of TCP source. The numerical results must be calculated for each different
group. The run time in calculating the numerical results is roughly 20 times faster than
the equivalent simulations. For example most of the simulations in this chapter have a run
time of approximately 5000 seconds while the numerical solution requires approximately 250
seconds to find the steady state. The model run time could easily be improved using more
advanced techniques for finding the intersection of the two models rather than the brute force
method used in our implementation.
4.7 Summary
In this chapter we have presented a TCP model that defines a quantitative measure of
burstiness in a system of interactive TCP connections. A simple Markovian network model
that considers burstiness is proposed. In comparison to a network model that does not
consider burstiness, the proposed model is shown to provide a more accurate estimation of
throughput in the range of parameters where burstiness is most important. It is also found
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that at high loads burstiness does not significantly impact throughput performance. In the
next chapter the focus changes from the burstiness metric to the delay metric. The simple
network model is next extended to include multiple queues with dynamic priority.
Chapter 5
Improving Interactive TCP with
Dynamic Priority ∗
In the previous two chapters models for interactive traffic have been presented, improved and
analysed in terms of burstiness and throughput. In this chapter we look at how to improve
the users perceived delay of interactive traffic. If interactive applications suffer from packet
loss, the packet retransmission time will increase the user perceived delay more than a delay
due to queuing. This work introduces a Dynamic Priority RED Queue (DPRQ) algorithm
that dynamically changes the priority of queues based on the goodput of that queue. The
algorithm aims to reduce the user perceived delay by reducing packet loss in interactive TCP
connections. The throughput, delay and packet loss performance of the DPRQ is compared
to a Class Based Queue which incorporates RED (RCBQ) and is representative of current
systems. An analytical model of the DPRQ and RCBQ is used to compare the two algorithms
and results are verified by simulation. The DPRQ is found to decrease packets loss by up to
eight times, therefore providing a lower user perceived delay even though the queuing delay
is increased by about five times. A trade off between packet loss and delay is found when
comparing the RCBQ and DPRQ, one reduces queuing delay at the expense of packet loss
while the other reduces packet loss at the expense of queuing delay.
A review of related research is given in Section 5.1 and a general description of the system
is given in Section 5.2. The DPRQ algorithm is introduced and compared to the RCBQ
algorithm in Section 5.3 followed by simulation results comparing the DPRQ to the RCBQ.
∗Preliminary versions of the work presented in this chapter have been published in [Dimopoulos et al.,
2005]
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Section 5.5 presents analytical models for the RCBQ and DPRQ that are used to verify the
simulations results in Section 5.6. A comparison of the numerical results of the RCBQ and
DPRQ models is presented in Section 5.7 which validates the performance improvements of
the DPRQ and finally a summary is presented in Section 5.8.
5.1 Related Work
Two different ways of applying quality of service to a class of traffic can be found in the current
literature. In one case service guarantees are applied to every traffic flow individually, in the
other a group of flows is allocated a class with a level of service. The service guarantee then
applies to the aggregated flows. The related work from these two areas is reviewed separately
and later compared.
Class based guarantee
[Floyd and Jacobson, 1995] introduces priority scheduling into a link sharing framework. Link
sharing uses a bandwidth limit on each class of traffic to limit its usage of the link. Separate
queues are used for each class of traffic and the queues are prioritized. When the link is close
to full utilization and a class is over its bandwidth limit packets from that class are dropped
at arrival. This allows a percentage of the link to be allocated to each class while allowing
full utilization of the link when one class is below its bandwidth limit. Priority scheduling is
found to have much lower delay than non-priority based scheduling.
An analytical model of a dynamic priority queuing system is presented by [Knessl et al.,
2002]. This model considers queues to be of infinite size and uses a queue length threshold to
change the priority of queues. The model presented only considers normal drop-tail queues
not RED queues which can control the arrival rate of packets. The difference between this
model and our proposed model is that the priority changes based on a goodput threshold
rather than a queue length threshold. The queue length threshold will not work well with
TCP and RED because these rely on the queue size to make packet dropping decisions.
In [Agharebparast and Leung, 2001] the shared memory buffer algorithms introduced in
[Choudhury and Hahne, 1998] are used to hold the buffers of a RED CBQ. This allows the
separate queue buffers to be dynamically resized as more buffer space is needed. A variation
of this work without RED is also presented in [Choudhury and Hahne, 2002]. Even though
shared memory buffers do reduce packet loss probability they have some disadvantages. The
disadvantage include high complexity in managing memory and speed of memory access due
CHAPTER 5. IMPROVING INTERACTIVE TCP WITH DYNAMIC PRIORITY 100
to this complexity. The DPRQ avoids these complexities by using simple RED buffers.
Flow based guarantee
RED with In/Out bit (RIO) is introduced in [Clark and Fang;, 1998]. RIO allows packets to
be marked either In, within the allocated capacity, or Out, exceeding the allocated capacity.
The In and Out marking is done at edge access routers and allows each connection to be
allocated a certain amount of ”in” packets. All connections in an RIO router share a single
RED queue which allows different drop probabilities to be set for In and Out packets. A
separate average queue length is kept for the In packets and the entire queue. Packets
marked In are only dropped according to the average In queue size while Out packets are
dropped based on the average queue size of the entire queue. In times of high congestion
the In packets are more likely to have a smaller drop probability. The RIO algorithm will
drops packets in anticipation of high congestion. As the In average size increases the In
drop probability also increases. In packets are dropped even if there is still room in the
buffer. When there is a large number of In packets it is also possible for the Out packets to
be starved.
Improving the performance of interactive traffic is specifically examined in [Noureddine
and Tobagi, 2002]. They found that giving priority to interactive applications over non-
interactive applications improves the user perceived delay by reducing packet loss and queuing
delay. Two methods of giving priority are analyzed, an application based approach where
the priority is directly dependent on the application and a window size based approach
where smaller TCP congestion window sizes are given priority. An RIO queue is used where
interactive packets are marked HIGH or MEDIUM while all other non-interactive packets
are marked LOW.
Interactive traffic is usually considered to consist of many short flows. Therefore giving
priority to short flows can be considered to improve interactive delay performance. [Liang and
Matta, 2001] don’t specifically look at interactive traffic but they do consider differentiating
long and short flows as well. This is done using RIO where packets from long flows are
marked Out and packets from short flows are marked In.
[Bodin et al., 2000] suggest an RIO queue with a threshold that is applied to the In
packet queue to prevent packets being dropped below a threshold. This prevents starvation
of high priority packets when a large amount of low priority packets are present. When the
threshold is exceeded packets are dropped like a normal RIO queue.
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Alternative Best effort (ABE) [Hurley et al., 2001] marks packets either green or blue,
where Green denotes packets that will receive low delay but a high probability of being
dropped. Blue packets are less likely to be dropped but are not given any preference in
terms of delay. Applications can then mark packets green or blue depending on their delay
requirements. Interactive traffic however requires low delay and low packet loss which make
ABE unsuitable.
Assured Forwarding [Heinanen et al., 1999] allows the use of multiple queues each with
a number of different drop precedences. RIO can easily be used to fulfill the drop preference
requirements for each queue. A number of scheduling algorithms could be used including
priority, WRR or combinations of both to serve each of the RIO queues. If priority scheduling
is used between the queues then the high priority queue Out packets can still take bandwidth
from lower priority flows. If WRR scheduling is used then high priority packets suffer much
greater delay than priority scheduling as seen in [Floyd and Jacobson, 1995].
In [Sahu et al., 1999] a priority scheduling CBQ is compared to an RIO type queue using
an analytical model with a Poisson on-off traffic source. Priority scheduling is found to
provided lower expected delay and perform similar to RIO in terms of packet loss. Priority
scheduling and RIO with edge dropping is also modeled and again priority scheduling is
found to provide lower delay with almost identical packet loss.
The DPRQ is a priority scheduled CBQ with thresholds which allows it to provide lower
delays than a single RIO queue. Low delay occurs because high priority packets do not need
to wait for low priority packets which are already in the queue. As mentioned before when
multiple RIO queues exist the Out packets of the high priority flows will still take bandwidth
from the lower priority packets and starvation of low priority flows could occur. The DPRQs
advantage over normal priority scheduling CBQ with a drop thresholds (RCBQ) is that it
does not drop packets when the threshold is exceeded, instead it queues them. This reduction
in packet loss is important in reducing user perceived delay.
5.2 General System Model
The general model that will be used throughout this chapter is shown in Figure 5.1. The
router has two queues which are assigned a single class of traffic each. The following classes
of traffic are considered
• High Priority - Delay sensitive interactive traffic. (e.g. web, telnet, ssh)
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Figure 5.1: General Network model
• Low Priority - Best effort traffic who’s key performance measure is goodput.
Both high and low priority queues are assumed to be finite in size. Each packet is assigned
a priority using a DiffServ Code Point (DSCP). The priority will be assigned at the TCP
source which has direct access to the applications and can make the best decision about
what is interactive traffic. The edge router could be used to checks that the TCP sources
do not exceed their service level agreement. In this work we do not look at a flow level QoS
instead we focus on a class based QoS to simplify analytical analysis. The DPRQ could be
extended to the flow level by breaking up the the high priority class into In and Out high
priority packets. In this way high priority Out packets can be given a higher drop precedence.
Packets would be marked In or Out by the edge router.
We assume there is only two priority classes to simplify the analysis. All interactive
packets are assigned high priority DSCPs while other TCP traffic is assigned a low priority
DSCPs.
There is S1 interactive TCP sources and S2 low priority TCP sources. The propagation
delay τ is assumed to be equal for all connections. The bottleneck router contains the DPRQs
or RCBQs where S1 high priority sources are connected to the high priority queue and S2 low
priority sources are connected to the low priority queue. The DPRQ and RCBQ algorithms
are defined in the following sections.
5.3 Scheduling algorithm
5.3.1 DPRQ - Dynamic Priority RED Queue
The DPRQ scheduling algorithm allows a goodput threshold to be placed on high priority
traffic. The aim of the threshold is to prevent high priority traffic from starving low priority
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Table 5.1: Scheduling Variables
Variable Description
x Priority (High x=1, Low x=2)
R1 Average throughput of high priority
traffic (Packets/second)
T1 Goodput threshold of high priority
traffic
Qx The instantaneous queue length of
priority x queue.
Sx The number of priority x TCP
sources.
traffic. When the average goodput (number of packet leaving the queue successfully) of high
priority traffic increases above the threshold the low priority queue is dynamically changed to
become high priority. Because the high priority queue is no longer being serviced its goodput
will decrease. When the goodput of the high priority queue drops below the threshold the
high priority queue becomes high priority again.
In Table 5.1 we formally define the variables used for priority, thresholds, service rates and
queue lengths. The scheduling algorithm can be described using these variables as follows
where L is the queue which gets service
L =


1 R1 ≤ T1, Q1 > 0
2 R1 > T1, Q2 > 0
2 Q1 = 0, Q2 > 0
1 Q1 > 0, Q2 = 0
(5.1)
When the average goodput of high priority traffic R1 is less than the threshold T1 the high
priority queue will have priority in service. If R1 increases beyond the threshold T1 then
it has exceeded its allowed goodput and the low priority queue will be served with priority
until R1 is reduced. In this case R1 naturally reduces because the high priority queue is
not being serviced. When there is no high priority packets the low priority queue will be
serviced. If the low priority queue is empty then the high priority queue is serviced. The
average goodput R1 is calculated over a specified time period using an exponential weighted
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average, just like what is used to find the average queue length in the RED algorithm.
5.3.2 RCBQ - RED Class Based Queue
.
An RCBQ type queue does not use a threshold for scheduling, instead the threshold is
used to determine when high priority packets are dropped. In RCBQ High priority packets
are always served before low priority packets. The only time low priority packet can be served
is when the high priority queue is empty. The scheduling algorithm is then simply Equation
(5.2).
L =
{
1 Q1 > 0
2 Q1 = 0, Q2 > 0
(5.2)
Because all arriving high priority packets are dropped when the goodput threshold is ex-
ceeded, the queue will empty more frequently than if there was no threshold. The lower the
threshold the more frequently the high priority queue will be empty and the more service
the low priority queue will get.
5.4 DPRQ vs RCBQ Simulation
The DPRQ and RCBQ are simulated using the Nortel differentiated services implementation
in the NS-2 Simulator. We implemented the DPRQ scheduling algorithm in NS-2 and com-
pared it to the existing RCBQ. The topology used in the simulations is shown in Figure 5.1,
while Table 5.2 shows the default parameters used in all simulation unless otherwise specified.
All simulations are run for 2000 seconds which we consider long enough to reach a steady
state. The goodput results are normalized to the capacity of the link. For example if the link
capacity is 10Mbps then a 1Mbps result will be given the value 0.1. We now investigate how
the buffer size, propagation delay, and threshold affect queuing delay, packet loss probability
and goodput for each of the priority classes. We use code points (CP) to denote the traffic
types. High priority results are denoted CP1 while low priority results are denoted CP2.
Each successive simulation shows what happens as the amount of high priority (CP1) traffic
increases. The traffic load is increased by increasing the number of source nodes.
5.4.1 Buffer Size
• ⇐= 1.2
CHAPTER 5. IMPROVING INTERACTIVE TCP WITH DYNAMIC PRIORITY 105
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  2  4  6  8  10  12  14  16  18  20
G
oo
dp
ut
 N
or
m
al
ize
d
Number of Code Point 1 sources
Threshold CP1
Sim RCBQ CP1
Sim DPRQ CP1
Sim RCBQ CP2
Sim DPRQ CP2
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  2  4  6  8  10  12  14  16  18  20
G
oo
dp
ut
 N
or
m
al
ize
d
Number of Code Point 1 sources
Threshold CP1
Sim RCBQ CP1
Sim DPRQ CP1
Sim RCBQ CP2
Sim DPRQ CP2
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0  2  4  6  8  10  12  14  16  18  20
Qu
eu
e 
De
lay
 (s
ec
on
ds
)
Number of Code Point 1 sources
Sim RCBQ CP1
Sim DPRQ CP1
Sim RCBQ CP2
Sim DPRQ CP2
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.09
 0  2  4  6  8  10  12  14  16  18  20
Qu
eu
e 
De
lay
 (s
ec
on
ds
)
Number of Code Point 1 sources
Sim RCBQ CP1
Sim DPRQ CP1
Sim RCBQ CP2
Sim DPRQ CP2
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0  2  4  6  8  10  12  14  16  18  20
Bu
ffe
r P
ac
ke
t L
os
s 
Number of Code Point 1 sources
Sim RCBQ CP1
Sim DPRQ CP1
Sim RCBQ CP2
Sim DPRQ CP2
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.09
 0  2  4  6  8  10  12  14  16  18  20
Bu
ffe
r P
ac
ke
t L
os
s 
Number of Code Point 1 sources
Sim RCBQ CP1
Sim DPRQ CP1
Sim RCBQ CP2
Sim DPRQ CP2
(a) K = 20 (b) K = 60
Figure 5.2: DPRQ vs RCBQ Simulation - Buffer size variation
CHAPTER 5. IMPROVING INTERACTIVE TCP WITH DYNAMIC PRIORITY 106
Table 5.2: Default Values for Simulations
Variable Value
TCP Protocol NewReno
Window Size 16
Average Burst Time 8 seconds
Average Idle Time 4 seconds
Buffer Size 50 Packets
Buffer Maxp 0.1
Buffer Minth 10
Buffer Maxth 30
Packet Size 1500
Capacity 15Mbps
Propagation Delay 48ms
Threshold 10Mbps
The top row of Figure 5.2 shows the goodput of low and high priority traffic using two
different buffer sizes (20 and 60 packets). The horizontal line denotes the threshold that has
been set for the high priority queue. Both the DPRQ and RCBQ approach the threshold as
the amount of high priority traffic increases for all three buffer sizes. The buffer size therefore
does not have a great influence on the high priority goodput even when the buffer is as small
as twenty packets. The low priority goodput of the smallest buffer does start to perform
worse for the RCBQ as the high priority load is increased. The DPRQ also reaches the
threshold more quickly than the RCBQ because it is not as aggressive in dropping packets
as the RCBQ.
The middle row compares queuing delay seen by high and low priority traffic at the two
buffer sizes. The queuing delay of high priority traffic in the DPRQ is greater than the
RCBQ in all cases. This is because the DPRQ does not drop packets when the threshold is
exceeded like the RCBQ. This means that there are more packets in the DPRQ which causes
an increase in queuing delay. It is expected that at the largest buffer size, delay should
increase and packet loss decrease since there is more room for packets to queue. Looking
closely at the plot of the largest buffer size it can be seen that the queuing delay is bigger
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than the smaller buffer size. The low priority delays are roughly the same for both DPRQ
and RCBQ.
The bottom row compares packet loss probabilities at the different buffer sizes. As ex-
pected the bigger the buffer size the smaller the packet loss probabilities. The high priority
RCBQ has more than double the packet loss probability at the smallest buffer and is many
times larger at the bigger buffer sizes. This is because the RCBQ drops packets immediately
once the threshold is exceeded. The DPRQ even has a smaller packet loss probability for
low priority traffic in all cases as well. An explanation for this is that by dropping more high
priority packets the RCBQ allows the send rate of the low priority TCP sources to increase.
This will cause a higher low priority packet loss when the high priority throughput recovers.
As the number of sources becomes much greater the buffer becomes saturated and the packet
loss probability of both low priority RCBQ and DPRQ come together.
The higher delay incurred by high priority traffic using the DPRQ is not large compared
to the delay that is incurred when packet loss occurs. If a packet is lost it can take more
than one round trip time to retransmit the packet causing a very large user perceived delay.
The advantage of the DPRQ for interactive traffic therefore is that it keeps packet loss small.
5.4.2 Threshold
• ⇐= 1.2
In Figure 5.3 two different thresholds are set for the high priority goodput. The top
row shows the high priority goodput of DPRQ matches the set threshold just as well as the
RCBQ. In this figure it can also be seen how the low priority traffic utilizes the left over
bandwidth very well for both DPRQ and RCBQ. As the threshold decrease the queuing
delay for the high priority traffic increases as seen in the middle row of Figure 5.3. The
queuing delay increases because the high priority traffic is getting less service and the queue
is becoming fuller. The DPRQ does not perform well in terms of delay when the threshold
is low but in terms of packet loss it performs very well as seen in the third row of the figure.
The RCBQ has a many times greater packet loss probability than the DPRQ.
5.4.3 Propagation Delay
• ⇐= 1.2
Different Propagation delays are compared in Figure 5.4. At all the propagation delays
the DPRQ stays within the threshold and is slightly more efficient than the RCBQ as seen
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Figure 5.3: DPRQ vs RCBQ Simulation - Threshold Variation
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Figure 5.4: DPRQ vs RCBQ Simulation - Propagation Delay
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in the first row. In the second row we see that the queuing delay characteristics do not
change with different propagation delays. Note the difference in packet loss probability
between propagation delays is because the larger propagation delay figure is plotted to a
larger number of sources, From this analysis we can conclude that DPRQ performs better in
terms of packet loss probability independent of propagation delays.
5.4.4 Number of Low Priority Sources
• ⇐= 1.2
In Figure 5.5 the packet loss probability of the low priority traffic increases as the number
of low priority sources increases as would be expected. Since the low priority load is higher
more low priority packets must be dropped because there is only a fixed bandwidth that all
the connections can use. Again the DPRQ model performs better in terms of packet loss
probability for all the different number of low priority sources.
5.5 DPRQ and RCBQ Analytic Models
5.5.1 System Model Overview
The DPRQ model and TCP sources models are considered to be independent and only relate
to each other through parameters like packet loss probability, delay and throughput, this
allows the development of separate models for TCP sources and the DPRQ. The TCP source
model computes the rates λx at which packets depart a sources given queuing delay qx and
packet loss probabilities dx for each priority x at the router. The packet loss probability dx
includes both the probability that the queue overflows and the probability of a packet being
dropped due to the RED algorithm. A number of TCP sources Sx are modeled and then
aggregated to find the total offered load Sxλx of priority x traffic. Given an offered load
we can compute network queuing delay and packet loss probability for each of the priority
queues. Each model is solved numerically and the point where the models intersect denotes
the equilibrium of the system. We now define the TCP source and network models in detail.
5.5.2 TCP Model
The TCP source models a single TCP connection which carries a number of finite duration
flows. The model uses a two states Markov process where either the connection has packets to
transmit or has no packets to transmit. The on-off behavior models file transfers of different
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Figure 5.5: DPRQ vs RCBQ Simulation - Number of Low Priority Sources
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Table 5.3: DPRQ Parameters
Param Description
K Maximum Buffer Size of both Queues
x Priority (High x=1, Low x=2)
D Propagation delay
Sx Number of priority x TCP sources
λx Arrival rate of priority x packets
µx Service rate of low priority x packets
PFS Probability of exceeding the threshold given the current state is F and next
state is S (Above threshold S or F = 1, Below threshold S or F = 0)
Tx Goodput Threshold of priority x queue
rx Average RED packet drop probability of priority x queue
gx Average RED packet no drop probability of priority x queue
dx Average total packet drop probability of priority x queue. RED plus queue full
qx Average queuing delay of priority x packets
file lengths and the idle period between file transfers. The throughput is determined by
modeling how the TCP congestion window size changes over time. The results of the TCP
model is an equation of the form
λx = tcpmodel(dx, qx) (5.3)
This means that the throughput produced by the model is a function of packet loss probability
dx and queuing delay qx. The details of the model can be found in the third and forth
chapters. This model captures how packet loss probability and queuing delay control the
throughput of a TCP connection. For example the model captures how TCP throughput
decreases as packet loss probability and delay increases.
5.5.3 DPRQ Model
RED Drop Probability
In RED routers the packet drop probability depends on the average queue length. We assume
that the RED router is well configured and that the average queue length does not change
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Figure 5.6: An example illustrating the System Model
a great deal over a large period of time (minutes). Over this period an average packet drop
probability d can be approximated using the RED algorithm [Floyd and Jacobson, 1995].
The probability of a packet not being dropped is simply g = 1− d.
Threshold Probability
Two possible states are defined for the threshold, either the threshold has been exceeded
which is represented by a 1 or the threshold has not been exceeded, represented by a 0. A
change in the threshold can occur with a probability which depends on the current state of
the threshold. We define PFS as the probability of the threshold changing from state F to
state S. For example the probability that the threshold will be exceeded (S = 1) given the
threshold is currently not exceeded (F = 0), is given by P01. This can be seen as a two state
Markov chain shown in Figure 5.7. The following equations must hold:
P00 + P01 = 1 (5.4)
P10 + P11 = 1 (5.5)
P00
P11
P10
P01
10
Figure 5.7: Threshold change probability Markov Chain
The goodput is assumed to change over time and follow a normal distribution with mean
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S1g1λ1 and the standard deviation σ1 =
√
S1g1λ1. The number of packets served in any time
interval is assumed to be distributed using the Poisson distribution. This is a valid assumption
if the number of packets traversing the queue is large, as it is in this case. Additionally the
normal distribution is used to approximate the Poisson distribution because it is not possible
to give an explicit form of the Poisson distribution and when the mean is large the normal
distribution will be a good approximation [Pinkney, 2005]. The goodput values that are used
are large therefore the normal distribution is a good approximation. The cumulative normal
distribution is given by the following equation.
P (Z ≤ z) = 1
2
(1 + erf(
z − µ
σ
√
2
)) (5.6)
erf(z) =
2√
pi
∫ z
0
e−t2dt (5.7)
where erf is the error function, µ is the mean and σ is the standard deviation.
To approximate the probability that the threshold T1 is not exceeded simply set z = T1
in 5.6 giving the following equation:
P00 = P10 =
1
2
(1 + erf(
T1 − λ1
σ1
√
2
)) (5.8)
DPRQ Markov Model
The queues lengths are modeled using the Markov process {Uk} where k is the epoch of
packets arriving at the queues. Each state of the process is represented by the vector (m,n, T )
where m is the number of packets in the high priority queue and n is the number of packets
in the low priority queue. T represents whether the threshold is exceeded in the high priority
queue, T = 1 represents the threshold being exceeded while T = 0 represents below the
threshold.
Different balance equations are needed for the ranges shown in Table 5.4. In this section
we will give the equations for each of these ranges. When the goodput threshold is exceeded
the equations are changed as well. This means there is two sets of equations one for below
the threshold and one for above the threshold. Since the equations for the cases above and
below the threshold are similar we will not describe all the above threshold equations, only
cases 1, 6 and 9 from Table 5.4.
CHAPTER 5. IMPROVING INTERACTIVE TCP WITH DYNAMIC PRIORITY 115
Table 5.4: DPRQ Length Range
m Packets in high priority queue
n Packets in low priority queue
Range Description
1 m = 0, n = 0 Both Queues empty
2 m = 0 High priority queue is empty
0 < n < K
3 m = 0, n = K High priority queue empty and the low priority queue full
4 0 < m < K Low priority queue empty
n = 0
5 m = K,n = 0 Low priority queue empty and the high priority queue full
6 0 < m < K General Queue
0 < n < K
7 m = K High priority queue full
0 < n < K
8 0 < m < K Low priority queue full
n = K
9 m = K,n = K Both queues full
1,0,01,0,1
.
.
.
.
.
.
P1 µ 10
0,0,0
P0 µ 10
λ 1g1
g2λ2
0,1,1 0,1,0
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.
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(a) T = 0 (b) T = 1
Figure 5.8: Empty Queue Markov process model
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1. Both Queues Empty
When both queues are empty the transitions from Uk = (0, 0, 0) to Uk+1 are given by Equation
(5.9) with their corresponding transition rates.
Uk+1 =
{
(1, 0, 0) g1λ1
(0, 1, 0) g2λ2
(5.9)
No departure can occur from the (0, 0, 0) state because there are no packets in the queue. An
arrival of a low or high priority packet is therefore the only way the queue state can change
out of the (0, 0, 0) state. This is shown in Figure 5.8, also note that entries into the (0, 0, 0)
state can be from both low and high priority packet departures. This is because if either the
high or low priority queue is empty the other queue will get service.
2. High priority queue is empty
0,n−1,0
0,n+1,1...
...
...
...
P0 µ 20
0,n−1,1
P1 µ 20
λ 22gP0 µ 20
.
.
.
λ 11g1P0 µ0
P0 µ 21
λ 22g 0,n,0
0,n+1,0
1,n,0
Figure 5.9: High priority queue is empty
When the high priority queue is empty the transitions from Uk = (0, n, 0) to Uk+1 are
given by Equation (5.10) with their corresponding transition rates (See Figure 5.9).
Uk+1 =


(1, n, 0) g1λ1
(0, n + 1, 0) g2λ2
(0, n− 1, 0) P00µ2
(0, n− 1, 1) P01µ2
(5.10)
No high priority departure can occur when there are no packets in the high priority queue.
Packets are still queued in the low priority queue as in a normal queue. Because the high
priority queue is empty packets can be served in the low priority queue even though the high
priority threshold has not been exceeded.
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3. High priority queue empty and the low priority queue full
0,K−1,0
...
...
P0 µ 20
0,K−1,1
.
.
.
1P0 µ0
P0 µ 21
λ 22g
λ 11g
0,K,0
1,K,0
Figure 5.10: High priority empty and low priority full
When the high priority queue is empty and the low priority queue is full the transitions
from Uk = (0,K, 0) to Uk+1 are given by Equation (5.11) with their corresponding transition
rates.
Uk+1 =


(1,K, 0) g1λ1
(0,K − 1, 0) P00µ2
(0,K − 1, 1) P01µ2
(5.11)
No high priority departure can occur when there are no packets in the high priority queue.
No more packets can be queued in the low priority queue so they can only be served. Again
the reason low priority packets can be served is that the high priority queue is empty.
4. Low priority queue empty
When the low priority queue is empty the transitions from Uk = (m, 0, 0) to Uk+1 are given
by Equation (5.12) with their corresponding transition rates.
Uk+1 =


(m, 1, 0) g2λ2
(m + 1, 0, 0) g1λ1
(m− 1, 0, 0) P00µ1
(m− 1, 0, 1) P01µ1
(5.12)
No low priority departure can occur when there are no packets in the low priority queue.
Packets are still queued and serviced in the high priority queue like a normal queue.
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Figure 5.11: Low priority queue empty
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Figure 5.12: Low priority queue empty and the high priority queue full
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5. Low priority queue empty and the high priority queue full
When the low priority queue is empty and the high priority queue full the transitions from
Uk = (K, 0, 0) to Uk+1 are given by Equation (5.13) with their corresponding transition rates.
Uk+1 =


(m, 1, 0) g2λ2
(m− 1, 0, 0) P00µ1
(m− 1, 0, 1) P01µ1
(5.13)
No low priority departure can occur when there are no packets in the low priority queue and
the threshold is not exceeded. Only high priority packet can be serviced, and arrivals of both
high and low priority packets increase their corresponding queue lengths.
6. General Queue
(a) (b)
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Figure 5.13: DPRQ Markov process model (0 < n < K) and (0 < m < K)
The transitions from state Uk = (m,n, 0) to Uk+1 when m < K and n < K are given by
Equation (5.14) with their corresponding transition rates.
Uk+1 =


(m,n + 1, 0) g2λ2
(m + 1, n, 0) g1λ1
(m− 1, n, 0) P00µ1
(m− 1, n, 1) P01µ1
(5.14)
When the threshold has been exceeded the transitions from Uk = (m,n, 1) to Uk+1 when
0 < m < K and 0 < n < K are given by Equation (5.15) with their corresponding transition
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rates.
Uk+1 =


(m,n + 1, 1) g2λ2
(m + 1, n, 1) g1λ1
(m,n− 1, 0) P10µ2
(m,n− 1, 1) P11µ2
(5.15)
In both these cases only states where the threshold has not been exceeded T = 0 have a
departure from the high priority m queue. Similarly departures only occur from the low
priority n queue when the threshold has been exceeded T = 1. Arrivals to either queue will
cause the queue to increase in size as a normal queue would. (See Figure 5.13)
7. High priority queue full
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1P0 µ1
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Figure 5.14: Low priority queue full (top) and High priority queue full (bottom)
When the high priority queue is full the transitions from Uk = (K,n, 0) to Uk+1 are given
by Equation (5.16) with their corresponding transition rates.
Uk+1 =


(K,n + 1, 0) g2λ2
(K − 1, n, 0) P00µ1
(K − 1, n, 1) P01µ1
(5.16)
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8. Low priority queue full
When the low priority queue is full the transitions from Uk = (m,K, 0) to Uk+1 are given by
Equation (5.17) with their corresponding transition rates.
Uk+1 =


(m + 1,K, 0) g1λ1
(m− 1,K, 0) P00µ1
(m− 1,K, 1) P01µ1
(5.17)
9. Both queues full
K,K−1,1
K,K−1,0
K−1,K,0
λ1g 1
λg2 2
1µ0P 1
0µ0P 1
K,K,0
(a) Below Threshold
K,K−1,1
K,K−1,0
g2λ2
P11µ 2
P10µ 2
K−1,K,1
g1λ1K,K,1
(b) Above Threshold
Figure 5.15: Both queues full
When the queue is full, all packet arrivals will be dropped and there is no transition from
the full state. The transitions from the full state Uk = (K,K, 0) where the threshold has
not been exceeded to Uk+1 are given by Equation (5.18) with their corresponding transition
rates.
Uk+1 =


(K,K − 1, 0) P00µ2
(K,K − 1, 1) P01µ2
(K − 1,K, 0) P00µ1
(K − 1,K, 1) P01µ1
(5.18)
The transitions from the full state Uk = (K,K, 1) where the threshold has been exceeded
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to Uk+1 are given by Equation (5.18) with their corresponding transition rates.
Uk+1 =


(K − 1,K, 0) P10µ1
(K − 1,K, 1) P11µ1
(K,K − 1, 0) P10µ2
(K,K − 1, 1) P11µ2
(5.19)
RCBQ Markov Model
(a) (b)
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Figure 5.16: RCBQ Markov process model (0 < n < K) and (0 < m < K)
The RCBQ model is similar to the DPRQ model so only the differences will be explained.
When high priority packets arrive in the RCBQ they will be dropped instead of queued if
the threshold has been exceeded. This means that in all states (m,n,1) there is no arrival of
high priority packets because they are dropped. Low priority packets are also only served
when the high priority queue is empty. The general queue model for the RCBQ is shown
in Figure 5.16 this is the equivalent of Figure 5.13 for the DPRQ. Comparing the below
threshold RCBQ Figure 5.16a and DPRQ Figure 5.13a we see the RCBQ does not service
low priority packets from state (m,n+1,1) because with the RCBQ they are only serviced
when the high priority queue is empty. With the DPRQ the low priority packets can be
serviced when the threshold is exceeded, even if the high priority queue is not empty. The
RCBQ does allow service of high priority packets from state (m+1,n,1) because high priority
packets will always be served first.
Comparing the above threshold RCBQ Figure 5.16b and DPRQ Figure 5.13b we see in
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Figure 5.17: RCBQ High priority queue is empty
the RCBQ that no arrival of high priority packets occurs because these packets are being
dropped, but high priority packets can still be serviced even though the threshold is exceeded.
In the DPRQ arriving high priority packets are queued when the threshold is exceeded and
can only be serviced when below the threshold. Also in the RCBQ when the threshold is
exceeded, there is no service for low priority packets because the high priority queue is not
empty. Figure 5.17 shows a case where the high priority queue is empty and low priority
packets are serviced.
5.6 Model Validation
The proposed models are validated by comparing the numerical results produced by the model
to simulations using NS. The model is implemented as a program using the C programming
language and LAPACK [Anderson et al., 1999] matrix manipulations functions.
The default values used for validation in both the simulation and model are shown in
Table 5.5 with the exception of Maxth being set to twelve when the buffer size is twenty.
Different values to the ones used in the previous simulation results are used because the
models have some limitations which will be explained. As in the first simulation results
we examine the effect of different buffer sizes, different thresholds, propagation delays and
number of low priority connections.
5.6.1 DPRQ
• ⇐= 1.2
Buffer Size
In Figure 5.18 the model results for buffer sizes 20 and 40 are plotted. In these scenarios
we deliberately set the low priority load to a value that is less than the bandwidth that the
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Table 5.5: Default Values for Validation
Variable Value
TCP Protocol NewReno
Window Size 16
Average Burst Time 8 seconds
Average Idle Time 4 seconds
Buffer Size (K) 25 Packets
Buffer Maxp 0.1
Buffer Minth 5
Buffer Maxth 20
Packet Size 1500
Capacity 15Mbps
Propagation Delay 128ms
Threshold 10Mbps
Num Low Priority Sources 5
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Figure 5.18: DPRQ Model vs Simulation - Buffer size variation
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high priority threshold would allow. For example the high priority threshold guarantees that
10Mbps of high priority traffic will get through, this leave 5Mbps for low priority traffic.
The maximum offered low priority throughput in these scenarios is below 5Mbps so the high
priority traffic can exceed its threshold and take the left over low priority bandwidth.
The first row of Figure 5.18 plots goodputs, here we see that the high priority traffic
is limited at just below 0.7 at all the buffer sizes. As expected the high priority traffic is
taking all the leftover goodput and this matches closely the simulation results. The low
priority traffic results also match the simulation except as the high priority traffic becomes
excessive the simulation and model results diverge because the low priority traffic is being
limited. This divergence is cause by a problem with finding the intersection of the queue
and throughput models. We have been unable to find a root finding algorithm that works
efficiently with these models. A brute force method is being relied on to produce the results
and this can only find one of the intersections accurately when the load of both high and
low priority traffic exceeds the thresholds. When the one of the loads is below the threshold
good results are obtained as can be seen when the number of high priority sources is small.
The simulation shows that when the high priority load increases the low priority goodput is
reduced, this areas is where the threshold is exceeded. This problem is further highlighted
by looking at what happens at a number of different low priority loads as done in the next
section.
The main purpose of the proposed model is see how packet loss probability and delay are
affected by the different queue algorithms. In the second and third rows of Figure 5.18 the
delay and packet loss is plotted. The high priority delay model is very close to the simulation
at all buffer sizes. Also note that the model captures the delay increase at bigger buffer
sizes. This delay increase is expected in the DPRQ because packets are not dropped and
the average buffer size increases. This means packets must wait longer to leave the queue.
The low priority delay is not modeled as well as the high priority for the same reason as
the goodput. The model does not work well when the low priority load is higher than its
threshold. This is not so important because we are more interested in the high priority delay
characteristics where interactive traffic is present.
The packet loss probability is over-estimated by the model by up to double in every case
plotted. This significant increase in packet loss probability is a problem when comparing the
DPRQ to the RCBQ. So we can assume that the model results will not be as much in favor
of the DPRQ as the simulation results are.
• ⇐= 1.2
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Number of Low Priority Sources
To show how the proposed model fails as the loads of both the high and low priority increase
above their thresholds we plot three different low priority loads increasing to exceed the
threshold (See Figure 5.19). The high priority load exceeds the threshold between 10 and
15 sources in all the plots. At the highest low priority load the model performs the worst,
after the high priority load has increased above the threshold. The packet loss probability
and delay of both high and low priority sources is incorrectly estimated, this clearly shows
the limitation of the model.
Threshold
• ⇐= 1.2
At the highest high priority threshold it is possible for the low priority traffic to just exceed
its 5Mbit threshold as shown in Figure 5.20a. In Figure 5.20b the low priority threshold
increases and the load is much less than the threshold. This is why the packet loss probability
and queuing delay of the low priority queue is incorrectly estimated at the biggest threshold
but correctly estimated for the lower threshold.
Propagation Delay
• ⇐= 1.2
Figure 5.21 plots the model vs simulation for different propagation delays. The figure
shows that the model is suitable for a large range of propagation delays. The larger propaga-
tion delay is modeled better than small propagation delay in terms of queuing delay as can
be seen by the center row first column figure. This is because low propagation delay causes
a higher load.
5.6.2 RCBQ
• ⇐= 1.2
Threshold
In Figure 5.22 two different high priority thresholds are plotted. In the top row of the figure
the RCBQ is seen to enforce the threshold even when there is extra available bandwidth.
For example when T1 = 7.5Mbps only 0.25 + 0.5 = 0.75 of the available bandwidth is being
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Figure 5.19: DPRQ Model vs Simulation - Number of Low Priority Sources
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Figure 5.20: DPRQ Model vs Simulation - Threshold
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Figure 5.21: DPRQ Model vs Simulation - Propagation Delay
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Figure 5.22: RCBQ Model vs Simulation - Threshold
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used. This is because the RCBQ drops packets once the high threshold has been exceeded
even if the low priority threshold is not using up the rest of the available bandwidth. The
RCBQ does not drop packets when the low priority queue is empty but this doesn’t allow it
to fully utilize the available bandwidth. A possible way to allow the RCBQ to use the extra
bandwidth is to only drop high priority packets when a low priority threshold is exceeded,
but we leave this a future work. It would not be fair to compare the DPRQ and RCBQ
where their behavior is different so in the comparison of the models we set the high priority
threshold high enough (at 10Mbps) so that most of the available bandwidth is utilized.
• ⇐= 1.2
Buffer Size
The buffer size does not have a great effect on the RCBQs performance because the RCBQ
drops packets early before the threshold has been exceed, this causes a smaller average queue
size and and a reduced amount of buffer overflows. Figure 5.23 shows the performance of the
RCBQ at two different buffer sizes. The model is seen to predict the high priority throughput,
packet loss probability and queuing delay very well at all buffer sizes. The low priority traffic
predictions are less accurate again because of the root finding problem.
• ⇐= 1.2
Number of Low Priority Sources
Two different numbers of low priority sources are plotted in Figure 5.24. The RCBQ model
has the same limitation as the DPRQ model, where the number of low priority sources
increases to above the low priority threshold. In Figure 5.24b the model is unable to predict
the low priority throughput, packet loss probability or queuing delay accurately but the high
priority performance is still predicted well.
• ⇐= 1.2
Propagation Delay
In Figure 5.25 the RCBQ is modeled with different propagation delays. The higher propa-
gation delay model performs better because the low priority throughput is reduced by TCP
when the propagation delay is big.
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Figure 5.23: RCBQ Model vs Simulation - Buffer size variation
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Figure 5.24: RCBQ Model vs Simulation - Number of Low Priority Sources
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Figure 5.25: RCBQ Model vs Simulation - Propagation Delay
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5.7 Comparison of Models
In this section the simulation results from Section 5.4 are validated using the DPRQ and
RCBQ models that have been introduced. All the following plots compare the DPRQ and
RCBQ with exactly the same parameters (See Table 5.5 for parameters). Only buffer size is
presented because it is the only parameter that shows interesting results.
• ⇐= 1.2
Buffer Size
The third row of Figure 5.26 confirms that the packet loss probability of the DPRQ is smaller
than the packet loss probability of the RCBQ even though the DPRQ model greatly over-
estimates the packet loss probability. The smaller packet loss probability leads to better
performance of interactive connections, because they don’t need to wait for packets to be
retransmitted, which will take a minimum of one round trip time. The DPRQ does have a
higher queuing delay as shown in the second row of Figure 5.26 but this is limited by the
buffer size. When the buffer size is forty (K = 40) the queuing delay is much higher than
a buffer of size twenty (K = 20). This is obviously because the packet can wait longer in a
bigger queue. If the delay becomes excessive it can increase beyond a round trip time and
it may not be worthwhile trying to reduce packet loss, because a packet loss retransmission
could cause a smaller delay than the queuing delay.
5.8 Summary
For user perceived delay in interactive applications, it is more important to reduce packet
loss and minimize packet retransmissions than reduce delay. By dynamically changing the
priority of packets based on goodput the DPRQ is found to reduces packet loss by up to
8 times compared to a RED CBQ in simulation. The analytic model confirms there is a
reduction of packet loss probability compared to the RED CBQ. A trade-off is found between
reducing packet loss with increased delay using the DPRQ or reducing delay and increasing
packet loss using a RED CBQ. This work so far has assumed that only a single path exists
between every source and destination, in the next chapter the network is extended to include
the assumption of multiple paths between sources and destinations.
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Figure 5.26: DPRQ vs RCBQ Model - Buffer Size
Chapter 6
Multipath Aware TCP (MATCP) ∗
Many Internet protocols do not take advantage of the fact that different paths exist between
each traffic source and destination. So far only the case of single paths has been investigated
in this thesis. When only a single path is used for each connection, other paths may be under
utilized, not used fairly or not used at all. One way to overcome this is to allow multiple
path routing. When multiple paths are used, TCP congestion control can be negatively
affected and cause poor goodput performance due to the reordering of packets. This chapter
proposes MATCP (Multipath Aware TCP) which makes modifications to TCP that allows it
to monitor and select which path its flows take through the network. MATCP is compared to
single path routing and is validated using extensive simulation. MATCP is found to greatly
improve fairness between flows while providing equal or better utilization of links than single
best path routing. The MATCP algorithm is also verified using a detailed analytic model.
An extension is also provided which shows how MATCP would be used in the larger internet.
Multiple paths occur often on the Internet and in service provider networks. For a
service provider, having a single high-speed link can be a reliability risk and many service
providers require there networks to have multiple redundant links to the external Internet
and internally.
Some Internet routing protocols only configure a single best path, even though many
alternate paths may exist. In fact in [Savage et al., 1999] it is shown that in 30 to 80 per
cent of cases a better alternate path exists. Some routing algorithms allow the best path to
change as network conditions change, which in effect produces a type of dynamic routing.
∗Preliminary versions of the work presented in this chapter have been published in [Dimopoulos et al.,
2006b]
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Newer routing algorithms allow more than one path to be used at the same time, for example,
when there are two paths that have equal cost. Using multiple paths allows the network to be
utilized more efficiently because network paths can be shared more easily. For example, there
may be two paths, one being used at 100% utilization, the other at 20%. With multipath
routing each path could split the load at 60% each. Even though this may not seem an
advantage, when considering TCP sources, it will be, because a TCP source will attempt
to use as much of the bandwidth as is available. The TCP sources on the 100% utilized
link would not find any more bandwidth, but with multipath, the free bandwidth on the
underutilized link can be accessed.
In current multipath networks the TCP layer is not aware of the route which its packets
take. The routing decisions are made at each hop (router) using the IP layer address and
routes are decided by routing algorithms. These routing decision can be based on a number of
criteria like hop count, bandwidth available or shortest delay. Because the routing decisions
can be made at any router of the network at any time, it is possible for packets of the same
TCP source to take different paths. When packets take different paths, packet reordering
can easily occur, for example, when one path has higher delay than another, the first packet
could enter the long link and the second the short link; the second packet would then arrive
at the destination before the first packet.
Packet re-ordering is harmful to TCP throughput [Blanton and Allman, 2002; Bennett
et al., 1999; Ma and Leung, 2004] for many reasons including causing duplicate acknowledg-
ments when packets arrive out of order. Duplicate acknowledgments then cause retransmis-
sion of packets that are not lost, just out of order. It is possible to make a routing decision
at each router which is TCP flow specific: this allows all packets of the same flow to take
the same path. To do this, each router would need to keep information about every single
flow that traverses it. When there is a large number of flows this can be expensive in terms
of processing and memory.
Given the difficulty of keeping TCP packets in order within flows, it would be an advantage
for each TCP source to be able to choose which route each of its packets takes. In this way
it could guarantee order within a flow by choosing the same route for all its packets. Of
course the entire end-to-end path of every source to every destination on the Internet can
not be pre-determined. but it is possible to pre-determine routes through each smaller service
provider network. It is most important to pre-determine critical routes, like those links that
traverse the service provider boundaries.
An example of this type of system is shown in Figure 6.1 where two disjoint paths exist
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Figure 6.1: Example of a Multipath aware TCP network
through a service provider network. The end point of the links are not in the service provider
network, but the bottleneck is assumed to be part of the service provider network. The
internal network is assumed to have more than adequate bandwidth so as to minimize any
internal bottlenecks. This would be the case in many service provider networks where it is
not so expensive to have high bandwidth links between equipment that is closely located.
The problem then becomes how to optimize the utilization of multiple high cost links (for
example, links to the external Internet) and provide fair goodput to TCP sources.
Multipath TCP (MATCP) allows the path used by a flow to be selected at the TCP
layer. Each flow is labeled with a path number from one to M where M is the maximum
number of paths. The path selection is done using a selection algorithm which makes use of
information which is constantly collected by TCP, like RTT (Round Trip Time) and packet
drops. This work concentrates on the case of a single service provider with multiple outgoing
links; each of these is labeled with one of the M path numbers. The service provider could
signal the maximum number of paths back to the TCP source or a standard/fixed number of
paths could be used. Allowing the selection of path at the TCP layer allows each flow to take
a different path rather than all the flows of each source taking the same path. This means a
finer grain of load-balancing can be achieved. Making the path selection at the sources also
greatly reduces the the complexity and state required in the network. For example, routers
do not need to keep any state information about flows or sources to make routing decisions.
A literature review is presented in section 6.1 followed by the architecture and design of
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the new protocol in Section 6.2. The simulation results are presented in Section 6.3 and a
model to validate the simulation results is presented in Section 6.4. Finally the conclusion
and extended ideas are presented in Sections 6.7 and 6.5 respectively.
6.1 Related Work
6.1.1 Dynamic Routing
Dynamic routing uses dynamic weights like available bandwidth and delay to determine the
optimum route for packets to take through the network. A number of overheads are incurred
by dynamic routing including link state update propagation which notifies all the routers of
a links weight. If the available bandwidth changes often then many link state updates will
be required and these need to be sent to all routers in the network. If old information is
used to route packets then this can negatively effect routing decisions [Shaikh et al., 2001].
Another overhead is path selection time which is the time it takes to compute and establish
which path is best in each router.
An example of dynamic routing is presented in [Shaikh et al., 1999]. In this work only long
flows are dynamically routed while short flows are adaptively/statically routed. The problem
is that the difference between a long and short flow must be determined. A heuristic based on
link state update time is used in this work and is shown to reduce route flapping. But route
flapping can still occur. Also, even in this limited dynamic routing significant bandwidth
and processing is required to propagate link state updates. Multipath routing on the other
hand does not suffer from route flapping and high link state update overhead.
6.1.2 Multipath
One of the first multipath routing algorithms was introduced by [Chen et al., 1998], its pur-
pose was to increase reliability in the network. In [Vutukury and Garcia-Luna-Aceves, 2001]
the first distance vector loop free multipath routing algorithm was introduced. This algor-
ithm allows multiple paths to be found in a network. Our work is based on the assumption
that algorithms like this exist and are used to find the multiple loop free paths in the network.
These loop free paths can later be tagged with a label using something like LDP [Andersson
et al., 2001].
The simplest form of multipath routing is OSPFs Equal Cost Mutlipath (ECMP) [Moy,
1998]. This simply allows the allocation of each packet or flow to a number of paths that
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have an equal cost. The cost is usually hop count. A hash function is commonly used
to allocate which packet goes to which path; the hash function could use a packets source
and destination IP address as a key to allow flow based allocation. There are a number
of disadvantages in using ECMP, including an uneven distribution of the load, and packet
re-ordering. For example, if flow-based hashing is used then one path may get all the large
flows while another gets small flows leaving it underutilized. If packets are allocated on a
per packet basis then packet reordering will occur. Flow based hashing also requires a way
of identifying unique flows [Snoeren, 2001], which can be very difficult because of the wide
use of NAT [Srisuresh and Egevang, 2001].
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Figure 6.2: Example Ingress/Egress Network
Most of the multipath systems that have appeared in current literature have a similar
architecture and design. A number of routes are set up between an ingress and egress router as
shown in Figure 6.2. These routes are actively probed with monitoring packets to determine
there current performance in terms of goodput, delay and other measures. A few of these
multipath systems are now examined in detail.
In [Su and de Veciana, 2001] traffic is dispersed statistically between multiple paths with
the same ingress/egress nodes. This work only looks at short TCP flows that can not be
congestion controlled. It is found that multipath routing can perform better in terms of
utilization than dynamic single path routing.
A comparison of different hashing functions for load balancing are presented in [Cao
et al., 2000]. Hashes of Destination IP, source/destination IP CRC and the five tuple CRC
along with a table-based hashing method are compared. The five tuple CRC includes the
IP addresses, the port numbers and the protocol and is found to perform the best in terms
of load balancing. This is because it can provide the most fine grained load balancing. The
problem with hashing is that it can only split loads equally between two paths, even if the
paths do not have the same performance. This is where table-based hashing can be used,
but at the cost of higher complexity and more state information. Our approach provides the
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same grain of control as the five tuple with table-based hashing without the complexity and
state overhead.
MATE (MPLS Adaptive Traffic Engineering) introduced by Elwalid et al [Elwalid et al.,
2001] assumes paths from ingress to egress exist and uses probing packets to measure the
path. The MATE algorithm is broken up into two phases monitoring and load balancing.
Monitoring determines the link performance while load balancing disperses the load between
the paths. To do per flow filtering MATE needs to read the port number, which means
decoding and inspecting the TCP header. This takes processing power and may not even
be able to be done if data is encrypted, e.g. IP Sec. It also proposes just the use of the IP
address, but this brings granularity down to the IP address level rather than a flow level.
For example, a source may have many flows and there is no way to distinguish between them
by just using the IP address. So all flows for a single source would have to take the same
path. [Griot et al., 2004] improves MATE for time varying traffic but still suffers the same
problems as MATE.
[Wang et al., 2002] defines two types of path for each flow. Each flow has an owned path
which is given high priority and a pooled path which is shared with other flows. Two types
of flow are considered: greedy and non-greedy. Greedy flows will take as much bandwidth as
available, but non-greedy flows have a bandwidth limit which they do not exceed. The system
attempts to minimize packet reordering by routing packets to their primary path first (PPF)
and only making use of a secondary path when the primary path is highly utilized. The
system only investigates constant bit rate (CBR) traffic controlled with congestion signals
and not TCP traffic in particular. MPLS paths communicate with the sources using a
custom protocol which sends congestion signals that are used to prompts sources to increase
or decrease the transmission rate.
[Alparslan et al., 2004] also use primary and secondary paths as in Wang et al. They
introduce a random early re-route (RER) which compares the difference in delay between the
paths and probabilistically routes packets to each. Flow based routing decisions are made
at the edge which means they must keep flow state. The primary and secondary paths are
given different priorities as well. Primary paths get high priority while secondary paths get
lower priority. This stops a knock-on effect where a primary path from one edge shares a
secondary path of another edge. The knock on effect causes more secondary paths to be
used which consumes more resources because secondary paths have more hops. Routing
decision are then based on the primary average queue size. If the primary average queue
size increases beyond a threshold then the secondary path is used. This algorithm is similar
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to RED (Random Early Detection) except rather than reducing packet loss it re-routes to
better paths.
Opportunistic Multipath Scheduling (OMS) [Cetinkaya and Knightly, 2004] focuses on
how to schedule packets onto multiple paths. It exploits short term variation in path per-
formance while maintaining the routing protocols allocated path weights. By doing this it
minimizes oscillation and provides low delay for each packet. It was found that because OMS
reduces delay variability it also minimizes packet re-ordering which improves TCP perfor-
mance. One draw back of OMS is that it requires an active measurement of the load on each
path in the order of a seconds time scale.
There are a number of limitations of all these approaches including
• The edge routers must keep track of all the flows through it. Our work attempts to
push out the route selection one step further to the TCP source itself, thereby reducing
processing requirements and memory of edge routers.
• The use of probe packets increases network overhead. The more paths the more over-
head because each path must be monitored.
• Don’t provide fine grained control at the flow level without high complexity in the
network.
• TCP packet re-ordering is not considered in some of the approaches. Although this has
been addressed in current literature as presented in the next section.
6.1.3 TCP Re-ordering
In [Bennett et al., 1999] parallelism in the Internet is found to cause packet reordering. A
high frequency of re-ordering was also found in the Internet. The causes of re-ordering where
mostly parallel service providers links used to provide reliability and cost effectiveness. It was
found that load and configuration of the network were major causes of re-ordering. The higher
the load the larger the amount of reordering that was seen. The reasons re-ordering have a
negative effect on TCP where found to be duplicate acknowledgements causing unnecessary
retransmissions, poor receiver performance because packets need to be recombined at the
receiver and reduced congestion window size. The reason the congestion window is reduced
is because unnecessary fast retransmits cause TCP to reduce the window size by half.
[Blanton and Allman, 2002] show similar findings but include other problems with mul-
tipath. When there is multiple paths TCP’s ACK clocking is effected and this makes TCP
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transmissions more bursty because ACKs do not arrive in order. Poorer round trip time
estimation also occurs, causing inefficiencies in TCP timeout durations. For example, the
retransmission timeout may be falsely inflated. In their work a change is proposed to the
duplicate ACK threshold timer to compensate for reordering.
[Ma and Leung, 2004] also adjust the number of duplicate ACKs required for a fast
retransmit but it is done adaptively using an exponential weighted average of length of re-
ordering events. These measurements are obtained using DSACK which is an extension of
the TCP protocol which allows more information about duplicate ACK events. Another
approach used by [Lee et al., 2002] is to adaptively adjust the fast retransmit duplicate
ACK threshold depending on the number of paths being used by the connection. They also
introduce a receiver side method where delay ACK mechanism is changed instead of changing
the sender side TCP.
All of these methods for reducing spurious retransmissions require the duplicate ACK
threshold to be changed. This can lead to a higher number of timeouts if the network is
congested. For example, if a larger number of duplicate ACK is required for a fast retransmit
smaller window sizes will not have enough packets to cause a fast retransmit. Our system does
not require any changes to the duplicate ACK threshold and therefore avoids this problem.
6.2 Architecture
6.2.1 Single Path TCP
Figure 6.3 shows a typical single path system where a number of TCP sources are tied to an
edge router upon connection to the network. Each of the m edges has nm active customers
connected to it at a time. The number of active customers nm is assumed to be constant
over short time periods (tens of minutes) and has a Uniform distribution. The p bottleneck
links are at the edge of the service provider network and connect to the wider network.
Each of the m edges and all its customers are allocated to one of p links. Allocating each
edge or even customer statically to a specific link will cause poor utilization of links because
some customers will require more bandwidth than others. For example if edge one has ten
customers and they are all using path one, and edge two has three customers and they are
using path two, then the edge two customers will be able to obtain higher bandwidth than
edge one customers because only three of them are sharing the entire path two bandwidth.
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Figure 6.3: Example of a Single path TCP network
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6.2.2 Multipath Aware TCP (MATCP)
The multipath system shown in Figure 6.4 provides better utilization to both links and better
fairness to sources. The extra paths allow each source to choose which path to use. This
decision could be made in two places; at the edge router [Alparslan et al., 2004; Elwalid
et al., 2001] or at the customer end-point. Tracking every sources flows at the edge would
be required if a path decision is to be made at the edge. Rather than do this, the choice of
path is made at the end point. The end-point could learn the p paths when the connection
is established to the edge or whenever a new path is created or removed.
The problem then becomes how to select which path each TCP flow should take. To
make a decision on which path is best for each flow, it is important to be able to compare
the quality of all the paths. TCP currently uses acknowledgment packets to estimate the
congestion in a link. Congestion is defined by packet loss and round trip delay. If there are
multiple known paths in use then it is possible to use the TCP estimates to determine the
congestion of each of the paths. Obviously these estimates are not available if only one path
is in use. Splitting a single TCP flow over multiple paths has also been shown in current
research to reduce throughput due to packet re-ordering [Ma and Leung, 2004; Blanton and
Allman, 2002]. This means each flow should follow only a single path.
Three alternative ways to deal with this problem are
1. In systems where each end-point has many short TCP flows, route each flow weighted
round-robin-style through alternate paths while allocating a higher weight to the better
path. All the paths must be used so that some measurement can be made of the paths
quality.
2. Use a different path for each round trip of a flow. This reduces the amount of packet
reordering while allowing more measurements of each of the paths.
3. Share information between end points about the different paths. This would involve
some communications overhead between local nodes that share the same paths.
This work focuses on the first of these alternatives, where a TCP flow is designated to a
particular path based on some path selection criteria.
Path Selection criteria
Path selection is concerned with selecting the most suitable path for each TCP flow in order
to improve the utilization of the network, fairness between TCP sources, and goodput of
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each TCP source. Many different measures can be used in path selection including a history
of RTT, RTT variation and number of packet drops.
RTT variation selection
A simple way to select a path is using the RTT variation which is already estimated in
every TCP connection. The RTT is made up of two main components: propagation delay
and RTT variation (queuing delay). The queuing delay changes as congestion in the network
changes; higher delay occurs when there is more congestion. In a multiple bottleneck network,
false reading of a particular path may also occur because the external bottleneck is causing
the variation rather than the internal path bottleneck. This work concentrates on the case
where the internal path bottleneck causes a much greater delay and loss than the external
bottleneck. This is of course a limitation of this algorithm which should be a subject of
future work.
The simplest algorithm would be to always choose the path with the smallest RTT vari-
ation. But for TCP to collect information about the other paths, they must be used as well.
To make sure that all paths are used, a refresh constant R is defined. After a path has
been used R times in a row, every paths RTT is set to zero which forces each path to be
used. A path with zero RTT will be lower than any of the other paths as they are measured.
The refresh constant then controls how up-to-date information is: a high R will lead to less
up-to-date information that a low R. If R is too low then some paths that are not good may
be used too often because they are constantly being checked. The number of paths will also
affect how R is set, because the more paths there are, the more time is spent using each path
to get measurements.
Packet drop selection
The number of packets that have been dropped on a path can be used to select the best
path. A path with many drops should be selected less often than a path with few drops.
This works in a similar way to the RTT variation as explained above.
RTT Selection
The RTT could also be used in selecting the path: this allows shorter propagation delay
paths to be selected less often than longer paths. The selection does not just rely on the
load of the path. RTT selection is most useful when the RTT of different paths is not the
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same, which is the case in many paths on the Internet. Some paths may have a larger
number of hops or longer links which cause longer propagation delays. The RTT variation
selection method exploits changes in queuing delay, but RTT selection exploits changes in
queuing delay as well as different propagation delays. For example, suppose two paths exist,
one with a short propagation delay and the other with a long propagation delay. The short
propagation delay path should be used as long as its propagation delay plus queuing delay
is smaller than the longer path’s propagation delay plus queuing delay. If the shorter path’s
queuing delay is large then it is possible that the longer propagation delay path actually has
a smaller total delay. The RTT selection method may not work properly when the queuing
delay never increases the total RTT delay above the propagation delay of the longer path.
This would occur when a buffer is not large enough and would lead to the shorter RTT path
always being selected even though it is congested. A possible solution to this problem is to
use weighted RTT selection.
Weighted RTT (WRTT) Selection
Rather than just select the lowest RTT path and a refresh constant to probe paths we can
assign a probability of selecting each path. The probability would have to be related to the
RTT measurement. One possible way to create the probability is to simple divide the RTT
of each path by the sum of all the path RTTs as shown in Equation 6.2 and illustrated in
Table 6.1. With this method there is no need for a refresh constant because each path will be
used with a certain probability. Obviously a problem could occur if a path has a very small
probability of selection because it will be used much less often and therefore measurements
for that path will be not be as up-to-date.
RTTtotal =
i=n∑
i=0
RTTi (6.1)
Wj =
1− RTTjRTTtotal
Pi=n
i=0 (RTTtotal−RTTi)
RTTtotal
(6.2)
6.2.3 Interoperability and Implementation
MATCP can easily be introduced into an existing single path network. For example if there
is a number of single path TCP sources which have a preset path and the MATCP sources
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Table 6.1: Example of Probability Assignment
Path RTT Probability
1 100 100/325 (1− 100/325)/(225 + 210 + 214/325)
2 115 115/325 (1− 115/325)/(225 + 210 + 214/325)
3 111 111/325 (1− 111/325)/(225 + 210 + 214/325)
run concurrently with them, then MATCP will select paths with the lightest load which
would most likely be the ones the single path TCP sources are not using. The more MATCP
sources the more evenly the load will be distributed over the multiple paths. This means that
MATCP can gradually be introduced into the network. A user option to enable MATCP
could easily be added which allows the user to take advantage of multiple paths if they exist.
Sources that don’t implement MATCP will just work as normal.
MATCP would require the edge router to communicate the paths that are available to
the end user. This could be done on the initial connection setup, possibly when the link is
brought up using PPP. For example in an MPLS network the edge router could pass a label
for each path that is available to the end user. This would be like extending all the existing
paths to the end user where the choice of path can then be made. If the number of paths
changes, update messages could be sent to inform the end point of new paths, or removed
paths. A new but very simple protocol would be required to provide this functionality.
6.3 Simulation Results
The four different algorithms presented in Section 6.2.2 are simulated using the NS-2 Sim-
ulator and compared to a single path TCP network. In the single path network each TCP
source has a pre-assigned outgoing edge router and must always use that router when ac-
cessing the Internet. The topology used in the simulations is shown in Figure 6.4, while
Table 6.2 shows the default parameters used in all simulation unless otherwise specified. All
simulations are run for 500 seconds which we consider long enough to reach a steady state.
The goodput results are normalized to the capacity of the links. For example if the link
capacity is 10Mbps then a 1Mbps result will be given the value 0.1. We now investigate the
outgoing link utilization, average TCP source goodput and variation of TCP source goodput.
The goodput variation of each source gives an idea of the fairness of bandwidth distribution
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over the outgoing links. A low variation means that all sources are receiving a fairer share
of the bandwidth.
Table 6.2: Default Values for Simulations
Description Variable Value
TCP Protocol Sack
Window Size W 16
Average Burst Time B 8 seconds
Average Idle Time I 6 seconds
Buffer Size K 100 Packets
Buffer Maxp 0.1
Buffer Minth 25
Buffer Maxth 50
Packet Size 1460
Bottleneck Capacity Ci 40Mbps
Propagation Delay T 65ms
Avg Num Connections Ni 80
Var Num Connections V 40
Number of Paths P 4
6.3.1 Uniform distribution of sources per edge
Average Number of TCP sources
Figure 6.5 shows the effect of changing the average number of TCP sources on each edge. The
number of sources on each edge is selected from the uniform distribution with the indicted
average and a fixed variation. The variation is defined by the range in which the number
can be selected from. For example, when we say a variation of 20 with an average of 80 this
means that the number of sources is uniformly distributed between 60 and 100. A variation
of 40 would be a uniform distribution of between 40 and 120 sources. In this figure the
variation is 40.
The first row of Figure 6.5 shows the goodput of each path with the solid lines denoting a
single path system and the dotted lines denoting each path for the MATCP algorithms. Each
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Figure 6.5: Uniform Distribution: Different number of TCP sources
column presents one of the path selection algorithms (Drop, RTT Variation and Weighted
RTT). Since RTT is the same in these experiments, RTT variation will give the same results
so only weighted RTT variation is shown. The goodput produced on each path using the
single path method is seen to vary greatly between each path, especially when the average
number of sources is small. Whereas the goodput for all paths of the MATCP algorithms is
very similar in all cases. Even though they are very similar, the different MATCP algorithms
can be seen to provide slightly different goodputs.
The second row of Figure 6.5 shows the average goodput of all TCP sources and one
standard deviation from the average on either side. We use the standard deviation as a
measure of fairness between TCP sources. A smaller standard deviations means more of
the sources receive roughly the same bandwidth. The standard deviation for the MATCP
algorithms is almost half that of using a single path when there is a large number of sources.
This means that MATCP is providing better fairness to the TCP sources at high loads. The
conclusion here is that MATCP can improve goodput at low loads and improves fairness at
high loads.
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Variation of Number of TCP sources
Figure 6.6 shows how MATCP performs much better than a single path when the variation
of the number of TCP sources between the edges is large. The first row of the figure shows
that MATCP actually shares the links better or equal in terms of goodput at all variations.
As the variation increases, the performance of MATCP improves compared to using a single
path. This is because when the variation is high, some routers end up having a large number
of sources whereas some have a very low number of sources active. In the second row we
see that the average goodput of the MATCP algorithms improves on the single path as the
variation increases. The standard deviation of the MATCP goodput is also almost half that
of the single path.
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Figure 6.6: Uniform Distribution: Variations in the number of TCP sources per Edge
Different Idle and Burst Time
The frequency of file transfers (flows) can affect the performance of the MATCP algorithm
because it determines how often each of the separate paths are probed. If the paths are not
probed frequently then the decision of which path to select will be made from old information.
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The average idle time determines the time between flows and therefore the frequency of
flows. In Figure 6.7 on the second row we see that the standard deviation of source goodputs
increases as the idle time increases. This shows that MATCP does not perform as well in
terms of fairness when the frequency of flows is lower. The difference in goodput of each
path is still closer than using a single path as shown in the first row.
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Figure 6.7: Uniform Distribution: Different Idle times
In Figure 6.8 we again see that all the MATCP algorithms utilize the links much more
evenly over all the different burst sizes. As the burst size increases, the load also increases and
therefore the links become more saturated. The second row shows that MATCP provided
better average goodput and a lower standard deviation for all burst sizes as well. The
larger the burst size the better the fairness; this is because larger burst sizes allow the RTT
variation, drop or RTT to be measured more accurately and a better path to be selected.
6.3.2 Different Bottleneck Bandwidth on each Path
In these experiments the capacity of each link is assigned randomly to each bottleneck. The
capacity value is drawn from a uniform distribution so that the variation in capacity can be
changed without changing the average capacity.
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Figure 6.8: Uniform Distribution: Different Burst times
Average Number of TCP sources
The first row of Figure 6.9 shows that MATCP does not provide as equal utilization of all
the links when they do not have a the same capacity. Although it still performs as well or
slightly better than a single path. This is due to the assumption of the MATCP algorithm
that links are shared equally when there is no information about them. Every refresh interval
all information about the links are cleared and all the links are probed.
In Figure 6.9(b) a refresh interval of five is used and this is now compared to Figure
6.10(b) were the refresh interval is twenty five. Comparing the two figures we see that
the throughput of each link in the larger refresh interval is closer together and the average
throughput in the lower plot is higher for the larger refresh interval. This means that the
refresh interval does have an influence when links have heterogeneous capacity. If the refresh
interval is made to large then information about congestion on each the links can become
stale, since only the one best link is being used all the time.
When the load is higher MATCP also performs better in terms of fairness between TCP
sources as seen in Figure 6.10(a). This is because at high load more packet drops occur which
gives MATCP more information on which to base its path selection decision.
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Figure 6.9: Multi Capacity: Different average number of TCP sources per edge
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Figure 6.10: Multi Capacity: High Load and Large Refresh Interval
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Different Idle and Burst Time
Changing the burst size in a multiple link capacity system shows the first real differences
between the different MATCP selections algorithms. As the idle time increases the load on
the system decreases, so naturally the goodputs decrease as seen in Figure 6.11. The way
in which goodput reduces is what is important, for example if the load on all link decrease
equally or some links decrease more than others. Figure 6.11 shows that drop MATCP has
the most equally distributed load between the links while WRTT MATCP is the worst. The
second row of the figure shows the standard deviation and averages which is more important
in determining fairness. The drop MATCP actually has the worst fairness as the load gets
lower, this is because less drops occur at lower loads so its more difficult to differentiate the
links. The RTT variation and WRTT MATCP are similar in terms of standard deviation
but the WRTT MATCP has a slightly lower average. All the MATCPs are still better than
the single path option.
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Figure 6.11: Multi Capacity: Different Idle times
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Figure 6.12: Multi Capacity: Different Burst times
Variation of Bandwidth
In Figure 6.13 the amount of variation in bandwidth capacity between the links is varied. A
larger variation means that the difference between capacities has a higher chance of being
larger. The second row of the figure shows that all the MATCP algorithms are not greatly
effected by the variation since the standard deviation does not change much. Where as in
the single path system the standard deviation increases more as the variation gets bigger.
This is simply because the single path system has no way of using the other links when the
link it has been assigned to are a low capacity.
6.3.3 Different RTT on each Path
Here a different propagation delay is assigned randomly to each bottleneck link. The prop-
agation delay value is drawn from a uniform distribution so that the variation in delay can
be changed without changing the average delay. Propagation delay is important in TCP
because a short delay allows the congestion window to increase faster and therefore obtain a
higher goodput in a shorter time.
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Figure 6.13: Multi Capacity: Different Bandwidth Variation
Average Number of TCP sources
The RTT goodput plots in Figure 6.14b shows that longest RTT (52ms) has the lowest
utilization at all loads. This is because this link rarely has the shortest RTT even though the
other links have a higher utilization and therefore queuing delay. RTT selection is therefore
not a good selection method when the propagation delays between the links vary a lot. Both
RTT variation (Figure 6.14a) and WRTT (Figure 6.14c) perform much better than RTT in
keeping the goodputs of all the links at a similar level. The WRTT performs the best because
it considers both the propagation delay and queuing delay. Then it evenly distributes the
load across all the links based on their weights. Notice that each of the goodputs are in order
of there propagation delay, with the highest propagation delay getting the least goodput. The
bottom row of Figure 6.14 shows that all the MATCP selectors provide a lower deviation from
the mean than the single path method. This again means that multipath is providing better
fairness to each TCP source. The WRTT actually has a slightly higher average goodput at
lower loads which shows it is utilizing the links better than the single path.
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Figure 6.14: Multi RTT: Different Number of TCP sources
Different Idle and Burst Time
The effect of idle and burst times on goodput is presented in Figures 6.15 and 6.16 respec-
tively. When the idle time is increased the WRTT selector performs better than RTT and
RTT variation. This can be seen in the first row of Figure 6.15, where the goodputs of all
links is much closer than the other two selectors and single path. The RTT selector actually
performs worse that single path in terms of utilizing the links. This is because the highest
RTT link not often selected because it always has a high round trip time. Looking closely at
this top row you can see that the highest RTT always has the lowest utilization in the RTT
and WRTT plots. The RTT variation plot is different because it only considers the queue
size not the propagation delay. It is preferable to use longer propagation delay paths less
because the lowest RTT path may use less resources.
When the burst size is changed in Figure 6.16 we see similar results with WRTT per-
forming better at all burst sizes.
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Figure 6.15: Multi RTT: Different Idle Lengths
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Figure 6.16: Multi RTT: Different Burst Lengths
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Different refresh Intervals
The RTT and RTT variation selectors require a refresh interval to be specified. The refresh
interval denotes how often each path is forced to be re-measured by forcing its selection. In
Figure 6.17b the refresh interval is changed from four to twenty four. With different RTTs
larger refresh intervals are found to reduce utilization and increase variance for the RTT
selector. The RTT variation selector is not greatly effected by different RTTs as shown by
Figure 6.17a. The WRTT selector is not shown because it does not require a refresh interval.
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Figure 6.17: Multi RTT: Different Refresh Intervals
6.4 Analytic Model
The architecture for the analytic model is presented in Figure 6.18 and in Table 6.3 the
parameters of the model are defined. The model is comprised of two separate models, one of
the TCP source and one for the network. The TCP source model determines the send rate
of each source while the network model determines the queuing delay and packet loss in the
networks queues.
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Table 6.3: Model Parameters
Variable Description
L Number of Paths/Bottleneck
Queues
B Average Burst Time
I Average Idle Time
K Buffer Capacity
E Number of edges
Ni Average number of TCP
sources per edge i
Cj Bottleneck Capacity of path j
Tj Propagation Delay of path j
σj Queuing Delay of queue j
Pj Packet loss probability of
queue j
λi Average Throughput of the
TCP source i
θj Average arrival rate at queue
j
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Figure 6.18: MATCP Model
6.4.1 TCP Model
This models a single TCP source which carries a number of finite duration flows. The model
uses a two state Markov process where either the source has packets to transmit or has no
packets to transmit. The on-off behavior models file transfers (flows) of different file lengths
and the idle period between file transfers. The throughput is determined by modeling how
the TCP congestion window size changes over time. The results of the TCP model is an
equation of the form
λ = tcpmodel(Pj , σj) (6.3)
This means that the throughput produced by the model is a function of packet loss probability
Pj and queuing delay σj of the path it is connected to. The details of the model can be
found in [Dimopoulos et al., 2004]. This model captures how packet loss probability and
queuing delay control the throughput of a TCP source. For example the model captures how
throughput decreases as packet loss probability and delay increases.
6.4.2 Single Path Network Model
The single path system assumes that each edge and all the TCP sources connected to it have
only one path and therefore only one bottleneck queue. If there is more edges than available
paths then the edges are distributed evenly between the paths. Only cases where the number
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of edges can evenly be distributed between the paths are considered. For example six edges
four paths would not be considered only eight edges four paths. Even though an unbalance
would benefit MATCP. The arrival rate θj at each queue j is found using the following
equation
θj =
E/L∑
i=0
NLi+jλLi+j (6.4)
This is simply the sum of the throughput’s of all the TCP sources of the edges that are
connected to queue j. edge. The average throughput of each TCP source connected to a
particular edge is assumed to be the same. For example if there exists eight edges and four
paths then the arrival rate to the first queue would be the sum of all the TCP sources on the
first and fifth edge.
6.4.3 MATCP Network Model
Only the ideal case of MATCP WRTT and RTT variation is modeled. The ideal case makes
the assumption that on average each link is used to a fraction of its RTT or RTT variation
(queue length). For example, for RTT this means that longer links are allocated fewer flows
and shorter links more flows. The fraction is worked out in a similar way to Wj in Equation
6.2.
Average RTT Variation (Queuing Delay)
The arrival rate θj for queue j is found by summing the send rates of all the sources connected
to it (Nλ). Only a fraction (Wj) of the flows from these connections actually use path j. So
the arrival rate at the queue is given by Equation 6.7.
S =
L∑
j=0
σj (6.5)
Wj =
S − σj∑L
j=0(S − σj)
(6.6)
θj =
E∑
i=0
WjNiλi (6.7)
Average RTT
The average RTT is very similar to RTT variation, instead of using just the queuing delay
σj the total RTT is used. The total RTT includes two times the propagation delay and the
CHAPTER 6. MULTIPATH AWARE TCP (MATCP) 166
queuing delay (2Tj + σj). Where S is the sum of all the RTT’s.
S =
L∑
j=0
2Tj + σj (6.8)
Wj =
S − (2Tj + σj)∑L
j=0(S − (2Tj + σj))
(6.9)
θj =
E∑
i=0
WjNiλi (6.10)
6.4.4 Model Validation
In this section we compare the simulation results to the numerical model results to see how
well the model approximates the simulation. The single path model is presented in the
bottom row of Figure 6.19 while the MATCP model is presented in the top row. Only the
weighted RTT model is shown because the RTT variation will give exactly the same results
in this case because RTT is the same for all paths.
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Figure 6.19: Equal RTTs: Simulation vs Model - MATCP and Single Path
The single path model is compared with different idle and burst times as well as different
loads. As can be seen from the first two columns of the figure, at all burst times and
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idle times the model matches the simulation well. As the average number of TCP sources
increases the load also increase. The model introduces an approximation error for every
TCP connections so as the number of TCP connections increases so does the error in the
model. The last column of the figure shows that when there is a large number of TCP
connections the modeling error increases especially on the path with the highest load. In the
MATCP model its is clearly seen that the approximation becomes worse as the number of
TCP connections increases, as seen in the top right diagram of Figure 6.19. Therefore for
the purpose of verifying MATCP we then use a load that is within the limits of the model.
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Figure 6.20: Different RTTs: Simulation vs Model - MATCP WRTT and Single Path
Figure 6.20 compares MATCP WRTT and Single path models to simulation results with
different RTT for each path. The bottom row shows the single path model. The left and
middle figures show that the burst and idle times do not effect the model approximation. But
the last figure on each row shows the approximation starts to fail as the load becomes higher.
At about an average of 60 to 70 connections the load increase above a good approximation.
This is due to increased error because of the number of connections as explained previously.
Also notice that in the MATCP figures the order of utilization follows the round trip time.
The highest round trip times have a lower utilization. The model shows the same order even
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though the approximation is not perfectly accurate. This is most clearly seen in the top
right hand plot of Figure 6.20. The bottom row shows that the single path model is still
approximated well with different round trip times for each link, as well.
6.4.5 MATCP Performance Validation
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Figure 6.21: Equal RTT: Single Path Model vs MATCP WRTT Model
In Figure 6.21 the single path model is compared to the MATCP model. This figure
confirms that MATCP shares the links more fairly than the single path method at all burst
times, idle times and loads. When the RTT are equal the utilization of each link should
be close to equal to make sure each connection is getting a close to equal share of the total
bandwidth. The figure shows that MATCP provides a fairer utilization to each link because
the MATCP links lines are all close together, where as the single path lines have a large
variation in utilization.
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Figure 6.22: Different RTT: Single Path Model vs MATCP WRTT Model
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In Figure 6.22 the RTT for each link is different, this means that in the best case each
link should have a slightly different utilization, the link that has the highest RTT should
be utilized the least. In the figure we see that in the single path model the highest RTT
link has the highest utilization, but in the MATCP model the highest RTT link has the
lowest utilization, which is the best case. This shows that MATCP is working correctly in
distributing the load across the links depending on the links RTT.
6.5 Extended multipath network
The network can be extended beyond the access architecture of Figure 6.4. For example, each
packet can also be marked with a number 1 to M . The internet then consists of a number
of interconnected networks for example Figure 6.24. Each of these networks can provision N
paths through their own network for each destination network. The complete path is labeled
with a combination of the destination label and the path label. When a packet arrives at a
network boundary its labeled path number and destination label is used to select one of the
N paths for the packet. If less than M paths exist through the network then more than one
path number can be allocated to each of the paths. In each network the path numbers are
always numbered with the best path being 1 to the worst path being M . When a packet
exits each network label swapping is used to re-label each packet. An example of a network
without label swapping is shown in Figure 6.23, this can be compared to Figure 6.24 which
has label swapping. When no label swapping is used less paths through the network are
available even though the source can support up to eight paths. An example of the problem
is seen between Net 1 and Net 2. Packets labeled 3 and 6 after they enter Net 2 can only go
through one path even though three paths are available. This can be overcome using label
swapping as shown in Figure 6.24.
For example, if a path is labeled with 1, 3 and 5 then at the egress of Net 1 these will
be swapped to 1, 2 and 3 respectively. This is because anything with label 1 should always
take the best path and with label 2 should always take the second best path and so on. If
label 3 was not swapped to label 2 then the packet would take the third best path when it
should be taking the second best path. Also now in Net 2 we see that two out of three paths
are being used whereas only one was being used without label swapping.
If there is less than M real paths then some of the M paths will be identical and will
be selected more often. This may cause the load on these paths to increase. This isn’t a
big problem because paths with high load will also be selected less often. Notice also that
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Figure 6.23: Example network with No label Swapping
this method of configuring paths puts more logical paths on the shortest routes in terms of
number of hops. This may not always be the best option because bandwidths and delays
between each network differ but as mention before the MATCP selection will take care of
the distribution between the paths in any case.
6.6 Reliability of paths using retransmission timeouts
The TCP retransmission timer can be used to assess the reliability of the multiple paths.
The number of timeouts that have occurred on a path indicate high congestion or a com-
plete disconnection of the path. Because MATCP is based on TCP performance, MATCP
automatically learn which links are disconnected because these links perform very badly.
Links that perform very badly will rarely be selected by MATCP. In this way MATCP will
automatically solve the problem of unreliable links by not using them.
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6.7 Summary
MATCP addresses issues concerned with using TCP over networks where multiple paths
exist. Problems like packet re-ordering where packets take different routes and arrive out
of order are addressed and overcome by allowing TCP to make the decision of which path
an entire flow of packets will take. Making decisions at the source allows routers to have
less state and complexity while achieving the same level of load balancing granularity. The
utilization and fairness of the network is also analysed and MATCP is found to provide fairer
sharing of network resources than a single best path network.
6.8 Future Work
For future work, determining what the optimal number of multiple paths could be an inter-
esting research question. If to many paths exist then more storage is required at routers,
very long paths may also start being used when they shouldn’t be. used.
Chapter 7
Discussion
The modeling and performance improvement of interactive TCP connections has been in-
vestigated throughout this thesis. Even though a large amount of research has focused on
the TCP protocol, it has not specifically investigated interactive connections which make
up a large and important proportion of Internet traffic. The key property of interactive
TCP traffic is that it is composed of both long and short TCP connections. To provide
good performance to interactive connections, the network must ensure that each connection
has high throughput, low burstiness, low delay, and shares the network fairly between each
connection. Our four research questions are based on these four metrics and are as follows
• Is it possible to estimate TCP throughput of interactive connections more accurately
by improving the slow start model?
• Does TCP cause burstiness and how does this burstiness affect the throughput of
interactive TCP connections?
• Can the user perceived delay of interactive TCP connections be reduced using a dy-
namic priority queue?
• Can the fairness between interactive TCP connections be improved by using multiple
paths?
The conclusions to each of these questions are now presented
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7.1 Modeling Interactive TCP throughput
When modeling interactive TCP flows it is important to consider slow start, because a large
amount of flows have a short duration. Most short flows spend the majority of their time
in slow start because they have been completely transfered before slow start finishes. The
existing models use the TCP window size to model TCP throughput. If the window size is
estimated incorrectly, then the models will underestimate or overestimate throughput. In
chapter 3 we have introduced a new Markov model that improves the estimation of the TCP
window size in slow start. The model is capable of representing every window size in slow
start rather than only the window sizes that are a power of two. By doing this the new model
is shown to improve the accuracy of throughput estimation as the packet loss probability and
maximum window size increases. A limitation of this modeling is that it assumes the file
sizes follow an exponential distribution even though a heavy tailed distribution would be more
accurate. This limitation can be overcome by using a mixture of exponential distributions
to approximate a heavy tail distribution [Feldmann and Whitt, 1997]. Another limitation
of this model is that it does not account for any burstiness that is produced by the TCP
protocol itself. This is the focus of our fourth chapter.
7.2 Burstiness
Chapter 4 presents a TCP model that defines a quantitative measure of burstiness in a
system of interactive TCP connections. The TCP model introduced in the previous chapter
is combined with a simple Markovian network model that considers burstiness. The new
network model that models burstiness is compared to a network model that does not model
burstiness. A Markov process is used to model both the network and the TCP connections.
The distribution of TCP window sizes is used as a quantitative estimate of the burstiness
of the TCP connections. The network is modeled using a modified batch queue which uses
the window size distribution produced by the TCP model to account for burstiness. It is
found that the new model provides a more accurate estimation of throughput at a range of
parameters where it is most important to consider burstiness. Burstiness becomes important
when the buffer is close to fully utilized, because this is when it is most likely for packets to
be dropped due to buffer overflow. For example, if a burst arrives when the buffer is close
to empty, then the buffer size increases but it is not likely for it to overflow. It is also found
that at high loads, burstiness does not significantly impact throughput performance. This
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due to TCPs congestion control algorithm naturally reducing the congestion window size.
The smaller window size causes less burstiness. The burstiness model has some limitations.
At low loads the models estimation of throughput is less accurate. This limitation is not
very important because at low loads the buffer is less likely to overflow due to burstiness.
Therefore the model would not be useful at low loads in any case.
7.3 Dynamic Priority Queue
In chapter 5, another important performance metric for interactive connections is investi-
gated: the user perceived delay. In most networks, interactive traffic suffers the same delays
and packet loss as best effort traffic. TCP and routers are configured to provide optimum
throughput and fairness between TCP connections but do not optimize for user perceived
delay. When a packet is dropped it will cause large delays to the original request because
packets must be retransmitted. Therefore it is important to consider carefully when to drop
a packet, especially if it is from an interactive application.
Through an analytic model and experiment it is found that it is more important to
reduce packet loss and minimize packet retransmissions than to reduce the queuing delay.
The Dynamic Priority RED Queue (DPRQ) is introduced to reduce user perceived delay by
dynamically changing the priority of packets based on the goodput of each priority queue.
The DPRQ is found to reduces packet loss by up to 8 times compared to a RED CBQ
in simulation. The analytic model confirms there is a reduction of packet loss probability
compared to the RED CBQ. A trade-off is found between reducing packet loss and increasing
queuing delay using the DPRQ or reducing delay and increasing packet loss using a RED
CBQ.
The models provided in this chapter are limited by a problem with finding the intersection
of the queue and TCP source models. We were unable to find a root finding algorithm that
works efficiently with these models. A brute force method is relied upon to produce the
results and this method can only be used to find one of the model intersections accurately
when the load of both high and low priority traffic exceeds the goodput thresholds. If the
goodput threshold is not exceeded, or only either low or high priority exceeds the threshold
then the model provides good estimations. These cases provide enough evidence to validate
the DPRQ algorithm and simulation results. Simulation can be used for cases where both
thresholds are exceeded.
The DPRQ modifications can easily be added to diffserv routers to improve quality of
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service for interactive TCP connections. Only minor modifications would be required to the
routers packet scheduling algorithms assuming that the router already maintains a through-
put measure for each queue. The DRPQ would be most useful in systems where many
interactive TCP connections are known to exist. An example may be an interactive game or
a 3D simulation networks.
7.4 Multiple Paths
Until Chapter 6, only a single path through the network has been assumed. In this chapter
the network is extended to include the assumption of multiple paths between sources and
destinations.
Many of the implemented Internet routing protocols only utilize a single best path. This
is due to the complexity of using multiple alternate paths. The advantage of using multiple
paths is that it allows the network to be utilized more efficiently. This efficiency comes from
connections being able to share the network paths and utilize the paths that are not highly
loaded. When considering TCP connections multiple paths are important in a different
way. This is because TCP will slow down connections to utilize bandwidth. If a path is
overloaded, all the connections on that path will be slowed down to receive a roughly equal
share of the path. But if an alternate path exist which is not being fully utilized, the slowed
down connections could be using that bandwidth on the underutilized links.
To allow TCP to access multiple paths, Multipath Aware TCP (MATCP) is introduced.
Using multiple paths brings about problems like packet re-ordering, where packets take dif-
ferent routes and arrive out of order. This is overcome by allowing TCP to decide which
path an entire flow of packets will take. Making decisions at the source allows routers in the
network to use less memory and have a lower implementation and computational complexity,
while achieving the same level of load balancing granularity. The utilization and fairness
of the network is also analysed and MATCP is found to provide fairer sharing of network
resources than a single best path network.
There are two main limitation of MATCP: the need to use multipath routing protocols
to pre-establish multiple paths through the network and the possibility of poor estimations
of network performance due to rapid changes in the congestion level of network links.
• MATCP only select a path from a pre-labeled set of paths through the network, this
means that a path to every destination must be labeled. Obviously in a large network
such as the Internet it is not feasible to pre-label such a large number of paths, but it
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is possible to pre label multiple paths through each of the sub-networks which packets
traverse.
• If the paths being used by MATCP have very dynamic congestion levels then MATCP
may not be suitable for these types of network. This is because MATCP uses in-
formation from previous TCP connection to decide which path will provide the best
performance for a connection. If the performance of the path changes rapidly this infor-
mation will quickly become outdated and the wrong path may be selected. Fortunately
the congestion level of paths in the Internet has been shown to be stable for a relatively
long period of time [Paxson, 1999].
MATCP can easily be introduced into an existing network because it is capable of running
alongside single path TCP connections. If single path connections are running on the same
network MATCP will simply select the paths with the lightest load, which would most likely
be the ones the single path TCP sources are not using. But the more MATCP sources in
the network the more evenly the load will be distributed over the multiple paths. What
this means is that that MATCP can gradually be introduced into the network. The only
modification that needs to be made to the network is the communication of the existing
paths to the TCP sources.
7.4.1 Future work
This section describes future work specific to the techniques proposed in this thesis. Due to
time constraints, it was not possible to explore these issues in this thesis. We now describe
each of them briefly
Burstiness
In Chapter 4 a quantitative model for burstiness was introduced for a specific version of TCP,
TCP New Reno. The model can be modified to model other versions of TCP like SACK
and Reno. This would involve changing the transitions and transition times between the
congestion windows states and finding the new window size distributions for each version of
TCP. The different model estimates can then be used to compare the burstiness of different
implementations of TCP quantitatively. The network model can then be used to compare the
throughput performance of each TCP version in the system. This model can then be used
to investigate modifications to TCP and how they will affect the burstiness and throughput
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performance. In this work we have only investigated the effect of burstiness on throughput,
but it would also be possible to use the same model to investigate queuing delay.
DPRQ
The dynamic priority RED queue (DPRQ) and model was introduced in Chapter 5. This
work considered two classes of traffic, interactive and non-interactive. Quality of service was
provided to each class of traffic, but not to the individual connections within the class. This
means that some of the connections in the class will have obtained less than the required
service and some will have received more than the required service. To overcome this quality
of service needs to be provided on a per connection basis.
Providing quality of service on a per connection basis can be done by marking packets
in each connection with a level of service. This marking would be similar to what is done
in RED In/Out (RIO) [Clark and Fang;, 1998]. The DPRQ would still serve the two classes
of connections in different queues. In addition to this each queue would serve In and Out
packet differently. For example the interactive queue would have a higher drop priority for
Out packets than it would for In packets. Unfortunately this extra functionality increases
the the complexity of the analytic model and a completely new model would be required.
The DPRQ can also be extended to further break up the classes of traffic. For example
there could be two priorities of interactive queue and a non interactive queue. This could
deal with situations where two levels of responsiveness are required. Modeling the DPRQ
with more than two priority queues will increase the level of complexity by one fold for every
queue that is added. Therefore only simulation of this queue would be feasible or a new
simplified queueing model would be required.
MATCP
In the final chapter Multipath TCP was introduced to take advantage of multiple paths
through a network. MATCP is able to select from a number of paths at the TCP layer.
Future work could include determining the optimal number of paths that MATCP can select
from. For each path that is available the router must store forwarding addresses and path
labels for each destination. There usually is a large number of destinations therefore if too
many paths are available then a large amount of storage will be required at each router.
Having a large number of paths also increases the number of longer paths being used. By
long paths we mean paths that cross a large number of routers or have large round trip times.
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These paths use more resources, therefore causing the network to become inefficient if they
are used. MATCP will also perform poorly if these paths are available because MATCP must
use all paths to obtain information about them. If too few paths are available then some
paths may not be fully utilized and the advantage of MATCP will be reduced. Future work
would be determining what the optimum number of available paths should be.
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