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1. INTRODUCTION 
Let U be a finite dimensional vector space over a skew-field K, and 
K = (K1, K, , Ks , K4) be an ordered set of four subspaces of U. The 
system (U; K) is said to be decomposable into a direct sum (U’; K’) 0 (U”; K”) 
if there exist nonzero subspaces U’ and U” of U such that U = u’ @ uw and 
Ki = Ki @ Kr (1 < i < 4) where Ki’ = Ki n U’ and KJ = Ki n u”. 
Gelfand and Ponomarev [6] have shown how to classify the indecomposable 
systems (U; K) in the case where K is an algebraically closed field. They 
define the defect of (U, K) to be 
p(U;K) = idimK,-2dimU. 
61 
The part of their argument which leads to the classification of indecomposable 
systems with nonzero defect is valid for the case of an arbitrary skew-field K. 
It would be possible (though tedious) to extend the remainder of the argument 
at least to any field K, but the authors comment that, unlike the earlier part 
of their paper, their analysis of the indecomposable systems with defect 0 
can almost certainly be shortened. The main aim of the present paper is to 
effect such a shortening and, at the same time, to extend the results to the 
case of an arbitrary skew-field K. 
The results of Gelfand and Ponomarev verify the list of four subspace 
systems (U; K) with endomorphism algebra E( U; K) = (0, End U: OK C K, 
K E K} isomorphic to k which was given in [l]. It is interesting to notice that 
the endomorphism algebras of the remaining indecomposable systems are all 
generated by a single element. 
Gelfand and Ponomarev head their list of problems which may be regarded 
as special cases of the 4-subspace problem with the classification of endo- 
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morphisms of a finite dimensional vector space I’ over an algebraically closed 
field K. However, in the case of a skew-field (or field which is not algebraically 
closed) the complete solution of the Csubspace problem involves an inde- 
composable ndomorphism as one of the classifying objects. 
The other applications of the 4-subspace classification discussed by 
Gelfand and Ponomarev can now be extended to the case of vector spaces over 
a skew-field. They are 
(i) The classification of pairs of linear maps A,: V-+ W, A,: W+ V. 
(ii) The classification of pairs of linear maps A,: V-t W, A,: V-+ W. 
(See also Dieudonne [5] for a solution of this in the skew-field case). 
(iii) The classification of linear relations on a space I’, i.e., of subspaces 
of V x V. (See also Towber [9]). 
(iv) The classification of a pair of linear relations associated with two 
spaces V and W, i.e., of subspaces B, CC V x W. 
(Other references are given in [6].) 
We now discuss two further problems. 
Let A+, be the ring of (n + 1) x (n + 1) matrices over K with zeros 
everywhere except on the main diagonal and top row, where entries are 
chosen arbitrarily from K. Then as shown in [2] (or see [7]) there is a 1 - 1 
correspondence between An+l- modules with no injective summands and 
n-subspace systems. (The indecomposable injective A,+r modules are particu- 
larly simple. They either have K-dimension 1 or they may be regarded as an 
“improper” n-subspace system with dim U = 1, Ki = U for 1 < i < n). 
The correspondence is such that indecomposable A,+,-modules correspond 
to indecomposable n-subspace systems. 
It is well known that, for 12 < 4, there is only a finite number of isomorphism 
classes of indecomposable A,-modules. For n > 6 we have the following 
(see PI, and for an interesting extension to infinite dimension see 
also [4]). 
Let E be a finite dimensional K-algebra. Then for any integer ~fl there is a 
finitely generated &module M such that EndAn M 31 E and dimk M > m. 
The list given in Section 5 may be interpreted as a list of isomorphism 
classes of indecomposable finitely generated &modules (other than the 
injectives). 
Finally we remark that Butler [3] h as shown that Nazarova’s classification 
[8] of modules over a tetrad is equivalent to the classification of As-modules. 
However, although it is possible to adapt Nazarova’s techniques to obtain 
the classification of indecomposable 4-subspace systems, it does not seem 
easy to write down the classification directly from Nazarova’s results. 
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2. PRELIMINARY RESULTS 
LEMMA 1 (Gelfand and Ponomarev). If (U; K) is indecomposable and 
p( U, K) = 0, then either 
(a) Forallifj, 1<i,j<4,K,nK,=OandKi+Kj=U,or 
(b) There exist i’, j’ E (1, 2, 3,4}, i’ # j’ such that Ki, n Ki, # 0 and, if 
i E {i’,f} and j 4 {i’,f}, then Ki n Ki = 0 and Ki + Kj = U. 
The proof of this result is valid for any skew-field k. 
LEMMA 2. If (U; K) is indecomposable, dim U > 1 and K = K’ u K”, then 
K’EK’ K”EK” 
and, for each i, 1 < i < 4, 
and 1 Kj = U. 
j+i 
(The first part of the above statement requires the convention 
c K” = 0, n K’=U 
K”E 0 K'E m 
for completeness). The proof of this, given in [I], is valid for any skew- 
field k. 
The following two lemmas are technical in nature. They are given here to 
separate them from the main thread of argument in Section 4, where they are 
used. 
LEMMA 3. Let V be a finite dimensional space over a skew-Jield k, and J 
be a nilpotent endomorphism of V. Let C and B be s&paces of V satisfykg 
C n im J = 0 and B C ker J. Let VI be the J-module gerwated by C and let 
B, = VI n B. Then there is a J-module complement V, of VI in V such that 
V, n B is a complement of B, in B. 
Proof. Let p be the degree of nilpotence of J. For 0 6 Y < p - 1, 
let P, be a complement of VI n B n im Jr+’ in VI n B n im y’, Qr be a 
complement of 
VInker JnimJT+r+ V,nBnimp 
inVI/;kerJnim~,R,beacomplementofBnimJ’+1+VInBnim~ 
in B n im Jr+’ and S, be a complement of 
ker Jnimp+l+ VInker Jnimj’+BnimJ’ 
inker Jnimp. 
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9-l 
B, = Bn V, = @P7, 
7=0 
P-l 8-l 
B = BP,@ @Rr, 
T=O 7=0 
9-l 8-l 
Vl n ker J = @ P, 0 -@ST ,
T=O T=O 
and 
9-l 9-l 9-l 9-l 
kerJ= @I’,@ @QTO OK@ OS,. 
T=O 7-O $“=O 7=0 
For 0 < r <p- 1, define W,CC, X,CC, Y,C V, Z,.C V by P, = 
/‘W, , Qr = J’x, , I?, = J’Yr , S, = J’z, and, for 7 # 0, W, n ker J = 
X,.nker J = Y,nker J = Z,.nker J = 0. Then, since P,@Q,. is a 
complement of V, n ker J n im j’+l in V, n ker J n im p, the J-module VI 
is generated by 0::: W,. @ @,“r,’ X, and, since P,. @Q,. @ R,. @ S,. is 
a complement of ker J n im J ~+l in ker Jn im J’, if V, is the J-module 
generated by @,“r,’ Y,. @ @,“r,” 2,) then V has a J-module decomposition 
v = v, @ v, . 
Further, 
9-l D-l 
B= @PT@@R,=BnVl@BnV,. 
7=0 T=O 
LEMMA 4. Let Q be a finite dimensional vector space over a skew-Jield k, J 
be a nilpotent endomorphism of Q and b a homomorphism of Q onto a k-vector 
space N satisfying ker J + ker b = Q. Then there exists K E Hom(Q, N) and a 
J-module decomposition 
Q = r@ @Vi, 
i-l 
where Vi is an indecomposable J-module with k-dimension Si and generator vi 
(1 < i < n), such that 
rCker(b+KJ), J%,Eker(b+KJ) for O<t<si-I, ldi<n, 
N = & bl”i-lVi = 6 (b + KJ) J”“-‘V, . 
i=l i=l 
FOUR SUBSPACES OF A VECTOR SPACE 591 
Proof. Let p be the degree of nilpotence of J. For 0 < r < p - 1 let A, 
be a complement of ker J n ker b n im J’” in ker J n ker b n im J’ and B, 
be a complement of ker J n im J’+r + A, in ker J n im Jr. Then 
9-l P-l 9-l 
ker]r\kerb= @AT and kerJ = @AT@3 @Br. 
C=O ?+O 9-O 
Choose X, , Y, such that A,. = J’x, , B, = J’Y,. and Xr n ker J’ = 
Y,. n ker J’ = 0, 1 < Y < p - 1 and write X0 = A,, Y, = B, . Let 
{x,,~: 1 < i < m,.} be a basis of X, and {~r,~: 1 < i < n7} be a basis of Y, . 
Denote by X,,i the J-module generated by x~,~ , 1 < i < m, , 0 < r < p - 1 
and by Yr,$ the J-module generated by Y~,~, 1 < i < n, , 0 < r < p - 1. 
Then 
is a decomposition of Q into indecomposable J-modules. 
Define K: Q + N by 
KX7,i = 0, K Jt+l~,,~ = -b Jtxrsi , 
O<t<r, l<ibm,, O<rdP-1, 
KJ’,..i = 0, ~]~+‘yr,i = --6J%,, , 
O<t<r, l<i<nr, O<r<p-1. 
Then 
9-l m, 
V = @ @ &,t C ker(b + KJ), 
r=O i-1 
sinceJ7X,,iEkerbforO<r<p-l,1 <i<m,,and 
Jtx,,i E ker(b + u-0 for O<t<r, 1 <i<n,, O<r<p--I. 
Also 
D-l 9-l 
N=bQ=bkerJ=b@B,= @bB, 
9-O T=O 
D-l n. 
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P-1 n, 
Q= r@ @@YT.I 
9-0 i=l 
is a decomposition with the required properties. 
3. THE CASE OF LEMMA l(u) 
If U=Ki@Kj for all i#j, 1 <i, j<4, then any XEK, can be 
expressed uniquely in the form x = y + z with y E Kl and z E K, and the 
maps [i: x -+ y and [e: x -+ z are isomorphisms. Thus, if K3 = Q, and we 
regard [r and & as maps into U, we may write 
U = 518 0 LQ, Kl = LQ, K, = LQ and KS = (51 + r;,>Q. 
Similarly K4 N Q and, since Kl C K, @ K4 = U, K,, = (1, + &A)Q, where 
A E End Q, and, since K, C K4 + Kl = U, A is nonsingular. 
Any endomorphism of U which leaves Kl , K, , K3 invariant is induced 
by an endomorphism of Q. Conversely any 6 E End Q induces an endo- 
morphism, &q’ + &qv M t;,Oq’ + &Bq” of U which leaves Kl , K, , K3 
invariant. This also leaves K4 invariant provided OA = AO. Thus 
E( U; K) N (~9 E End Q: BA = Af?}. 
Hence (U; K) is indecomposable if and only if the nonsingular‘endomor- 
phism A of Q is indecomposable. 
4. THE CASES OF LEMMA I(b) 
Suppose, for definiteness, Kl n K, = N # 0. Let M be a complement 
of Q = Ks n (4 + Kz) in KS and Q1 be a complement of N in Kl and 
Qz = (8 + 81) n &a Th en, since U = Kl @ K, = K2 @ K3 , it follows 
from Lemma 2 and an argument similar to that of Section 3 (cf. also [l]) that 
Qr and Q2 are both isomorphic to Q and U, Kl , K, , KS may be expressed in 
the form 
u=MOI,Q@I;,Q@N 
Kl= LQON K, = LQON and KS = M 0 (t-l+ L)Q, 
where &: Q -+ U, &: Q --f U are monomorphisms with images Qr , Qa , 
respectively. 
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Since p( U, K) = 0, it follows that dim K4 = dim M + dim Q and, since 
also Kl @ K4 = K, @ K4 = U, K4 may be written in the form 
K4 = (1~ + 52~ + 4 M 0 (5, + l-2 + @Q, 
where AEE~~Q is nonsingular, b E Hom(Q, N), CE Hom(M,Q) and 
d E Hom(M, N). 
The endomorphisms of U which leave invariant each of Kl , K, , K, are 
described in terms of elements (Y E End M, BEEnd Q, y E End N, 8 E Hom(M, Q) 
ande~Hom(Q,N)bym~oan+(~,+&J&n,ifm~M,~,qt-+&3q+eqand 
&q++&#Iq--•q,ifqEQandnt-+yn,ifnEN. 
Such an endomorphism of U also leaves K4 invariant, and so belongs to 
E( U, K), provided 
(A - 1)s = flc - ca, E(A - 1) = $ - b/3, EC + 68 = rd - da 
/?A = A/3 (1) 
If (A - 1) is nonsingular these equations are satisfied by a = 0, j? = lo , 
y = 0, 6 = (A - 1)-L and E = b(A - 1)-l, which gives an idempotent 
element of E( U, K). It is a proper idempotent unless Q = 0 in which case 
Kl = K,and(U,K) is indecomposable only if M = 0 and dim U = 1. 
If (A - 1) is singular, the (A - 1) -module Q haa a fitting decomposition 
Q = PI @ P2 such that (A - 1) is nilpotent on PI and nonsingular on Pz . 
Write A IpI = Ai, b JpI = b,- , and c = c, + c, where im ci C Pi . Then 
equations (1) are satisfied with 01 = lM , p IP1 = lP1 , /l IP, = 0, y = lN , 
6: m ti -(A2 - I)-4,m C Pz , E Ip1 = 0 and E IPz = b,(A, - 1)-l. This 
gives an idempotent element of E(U; K) which is proper unless Pz = 0. 
Thus we may assume now that (A - 1) is nilpotent on Q. 
By making a fresh choice of the complements M of (Kl + K,) n K3 = 
(Cl + &>Q in KS ami (1~ + 5s + d)M of (5, + LA + 6)Q in K4 , it is 
possible to represent K4 in the form 
Ka = k, + ‘t-,(K + +I+ t-s+ + c + A#) + d + 641 M 0 (5, + &A + b)Q 
for any K, I$ E Hom(M, Q). 
It follows from Lemma 2 that, if (U; K) is indecomposable, 
N=K,nK,CK,+K,. 
Hence, for any K, 9, there exist idempotents x E End M and 1+3 E End Q such 
that 
and 
4x = (c + 44x> #=A# 
(W + d)xM + b#Q = N. 
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Now 4 may be chosen so that (d + Zq5)M n im b = 0 and so 
(d + b$)M n b+Q = 0. 
With K = -$ we now obtain a direct summand (u’; K) of (U; K) with 
U’ = xM @ (d + b+)xM, K,’ = K,’ = (d + b&M, K3) = XM and 
KL = (lM + d + b$),yM, which is proper unless x = 0 or Kl = K, = N 
and K3 = M. In the latter case (U, K) is indecomposable if and only if 
dim N = 1 and either dim M = 0 or dim M = 1 = dim K4 and 
K,nK, =O. 
Thus we may now suppose d = 0 and, for any 9 E Hom(M, Q) which 
satisfies b$ = 0, write 
K4 = (lw + %,[c +(A - 1)411)M 0 CL+ &A + b)Q. 
As above there exists an idempotent 16 E End Q such that (A - l)# = 0 
and b#Q = N. Hence ker(A - 1) + ker b = Q. Also, from lemma 2 it 
follows that K3 n K4 C Kl + K, . Therefore, ker[c + (A - I)#] = 0 for 
all #: M + ker b, and since im(A - 1) = (A - 1) ker b, it follows that 
imcnim(A- 1) =O. 
Let Q’ C ker(A - 1) be a complement of ker b in Q, and let R, be the 
(A - 1)-module generated by CM. Then it follows from Lemma 3 that there 
is an (A - l)- module complement R, of R, in Q such that 
Q’ = R,nQ’@R,nQ’. 
Suppose that 
R, = 5 Vi, R, = 6 Vi, 
i=l i=m+1 
where Vi (1 < i < n) is an indecomposable (A - 1)-module of K-dimension 
s1 with generator w, . Define K’ E Hom(Q, N) by 
K’Vi = 0, K’(A - l)t+lvi = -b(A - l)$ , 0 < t < si - 1, 1 < d < n. 
Then 
(K’(A - 1) + b}Rj = {K’(A - 1) + b}Rj n Q’ = bR, n Q’, j = I,& 
and, since Q’ @ ker b = Q, 
N=bQ=bQ’=b(R,nQ’)@b(R,nQ’) 
= {b + K’(A - l)}Rr @ {b + K’(A - l)}R, . 
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Now by making a fresh choice of Qr as a complement of N in Kr (and 
taking $ = 0) we may write, for any K E Hom(Q, N), 
K4 = (1, + Lk)M 0 {t, + 5~4 + 44 - 1) + YQ, 
without altering the expressions for U, KI , K, , KS . On choosing K = K’ we 
obtain a decomposition of (U, K) unless either R, = 0 or R, = 0. 
The case R, = 0. In this case M = 0 and we may write 
K4 = (5, + &.A + K(A - 1) + b)Q for any K E Hom(Q, N). 
From Lemma 4 it follows that we may choose K and an (A - I)-module 
decomposition 
Q=r@&vi, 
i-1 
where Vi is an indecomposable (A - 1)-module with k-dimension si and 
generator vi , (1 < i < n), so that 
TC ker(b + K(A - l)}, (A - l)$wi E ker{b + K(A - 1)) 
for 0 < t < si , 1 <i<n, 
and 
N = &{b + K(A - l)}(A - l)“<-lVi . 
i=l 
Since N # 0 it follows that (U, K) is decomposable unless v = 0 and 
n = 1, which implies also dim N = 1. In this case we may suppose 
Kt = (l-l+ 58 + 4Q 
where, as an (A - 1)-module Q is cyclic of k-dimension s and 
b(A - 1)““Q = N. (2) 
Then any element of E( U, K) ’ is d escribed by fl E End,,Q, y E End N and 
E E Hom(Q, N) satisfying 
E(A - 1) = $ - b/?. 
Thus, since (A - 1)” = 0, 
(yb - @)(A - 1),-l = 0. (3) 
The endomorphism of (U, K) defined by /3, y and E is idempotent if and only 
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if /I and y are idempotent and $I + ye = E. Since Q is an indecomposable 
(A - 1)-module and dim N = 1, it follows that any idempotent in E( u, K) 
must have /I = 0 or 1 o and y = 0 or 1, . 
It follows from (2) and (3) that, if j3 = 1 o then y = lN , and if p = 0 then 
y = 0. In either case e/I + YE = E implies E = 0. Hence E( U; K) contains no 
proper idempotents and so (U; K) is indecomposebable. 
The case R2 = 0. In this case, for any 4’ E Hom(M,Q) and any 
K E Hom(Q, W, 4 may be represented in the form 
4 = (1~ + & + (A - l)+‘l)M 0 (5, + id + ‘@ - 1) + 4Q 
where CM generates Q as an (A - I)-module and b ker(A - 1) = N, 
ker b + ker(A - 1) = Q. 
Then, according to Lemma 4, it is possible to choose K and an (A - l)- 
module decomposition 
Q= V&V<, 
i=l 
with Vi an indecomposable (A - 1)-module of K-dimension s1 with generator 
vi , so that 
VC ker{K(A - 1) + b}, 
(A - I)$. E ker{K(A - 1) + b} for O<t<si-1, 1 <i<n, 
and 
iv = & b(A - l)@‘cTi . 
i=l 
Since CM generates Q as an (A - l)-module, any complement of im(A - 1) 
which generates Q as an (A - 1)-module can be written in the form 
[c - (A - l)+‘]M for some 4’ E Hom(M, Q). Thus it is possible to choose 9’ 
and a basis {q: 1 < i < n + Z} of M so that (c - (A - lW’}mi = vi, 
1 < i < n and {[c - (A - l)+‘]mc: n + 1 < i < n + Z} generates v. Since 
N # 0 it follows that (U, K) is decomposable unless v = 0 and n = 1, in 
which case dim M = dim N = 1. It is then possible to write 
where CM generates the cyclic (A - 1)-module Q of K-dimension s and 
b(A - l)“-‘Q = N. 
In this case K, @ K3 = K2 @ K4 = K3 @ K4 = U and we may use the 
method of Section 3 to write 
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and (since Kl @ KS = U)K, = (& + &J)P, where 5, and 5s are mono- 
morphisms and J E End P. If (U; K) is indecomposable, then J must be 
indecomposable and, since Kl n K, # 0, J is singular (and so a nilpotent 
indecomposable endomorphism). 
5. INDECOMPOSABLE 4-Sms~Ac~ SYSTEMS 
Any indecomposable 4-subspace system of defect 0 is, by Lemma 1, 
isomorphic to one of those found in Sections 3 and 4 or to a system obtained 
from one of these by permuting the subspaces. 
Let m be a permutation of (1, 2, 3, 4). For K = (Kl , KS , K3 , K4) define 
?rK = (K,,cl) , K,(Z) , K, a) , Knt4)) and V( U, K) = (U, rrK). The isomorphism 
classes of indecomposable systems are determined, up to permutations of K, 
by their defect p, the dimension n of U and, in the case p = 0 and dim U = 2m 
by an indecomposable endomorphism A of a vector space Q of dimension m. 
The list below gives one representative (U; K)9,.n of each isomorphism 
class module permutations of K together with a l7,,, of permutations of 
(1, 2, 3, 4) such that {r( U, K)D,n : 7~ E fl,,,} gives a complete set of non- 
isomorphic isomorphism classes with defect p and dim U = n. 
The following notation is used: 
Q and X are vector spaces with dim Q = m, dim X = 1; 
cc1 , t~a , t~s are monomorphisms from X to U; 
[r , !& are monomorphisms from Q to U; 
J is an indecomposable nilpotent endomorphism of Q; 
c E Hom(X, Q) is such that cX generates Q as a J-module; b E Hom(Q, U) 
satisfies b ker J = X, 
c is the identity permutation of (1, 2, 3,4). 
(i) p = 0, dim U = 2m > 2, A a nonsingular indecomposable 
endomorphism of Q for which neither 0 nor 1 is an eigenvalue. 
u = i-112 0 LQ; Kl = 5,Q, 4 = S,Q, & = (5, + L)Q, 
K, = (Cl+ I,A)Q. 
17 = {I, (12), (13), (14), (34)(13), (34)(14)). (These permutations are 
equivalent to replacing A by A, A-l, 1 - A, (A - l)A-l, (1 - A)-‘, 
A(A - 1)-l, respectively. 
E( U; K) N algebra of polynomials in A over k 
Ekifandonlyifm = 1. 
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(ii) p = 0, dim U = 2m > 2. 
U = 518 0 LQ; Kl = 5,Q, K, = LQ, Ka = (Cl+ QQ, 
K4 = (51+ 5dQ. 
17 = lb, (12), (131, (241, (34h (12)(34)) 
E( U; K) N k[x]/x”k[x]. 
(iii) p = 0, dim U = 2m + 1 >, 1. 
u=51QO5zQOcs-% 
Kl = LQ 0 PJ, KS = LQ 0 PC& K, = (Cl+ CJQ, 
K4 = (ii, + Ml + 1) + r&)Q. 
17 = (5, (23), (24), (13), (141, (13)(24% 
E( u; K) N K[x]/x”+%[x]. 
(iv) p=-l,dimU=2m+2>,2. 
~=~~QO~~QOELIXOEL~~; 
Kl = t;,Q 0 t~1-T KS = LQ 0 A-% Ka = (51 + r;,>Q, 
K4 = (5, + Ll + P&Q 0 G1 + 524X (for m = 0, 5s = PA). 
17 = b, (131, (231, (34a 
E(U;K) NK. 
(v) p=l,dimU=2m>2. 
u = LQ 0 LQ; 
Kl = LQ, K, = t,Q, K, = (51 + r;,>Q, 
I& = (Cl + t;,l>Q 0 ikx. 
n = lb, (141, (241, (34c 
E( u; K) N K. 
(vi) p=-l,dimU=2m+l 31. 
U=~~QO~~QOPIX 
Kl = LQ 0 PI-Y Kz = LQ, & = (51 + SdQ, 
K4 = (LJ + 52 + PAQ. 
n = (6, (12), (131, (14N9 
E(U; K) N k. 
(vii) p = 1, dim U = 2m + 1 3 1. 
u = bQ 0 5212 0 PI-% 
Kl = LQ 0 c~1-T K, = LQ, KS = (Cl-I- GJQ 0 PI-% 
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K4 = (5J + l2 + p$)Q 0 LcX (for m = 0, 5s = PI)- 
l7 = (6, (12), (23), (24)h 
E(U, K) N k. 
(viii) p = -2, dim U = 2m + 1 > 1. 
U = 518 0 t;,Q 0 ~9, 
KI = 518, Ks = LQ, Ks = (t;,J + 52 + P&Q> 
K4 = CL+ SJ + rQ)Q. 
17 = (4, 
E(U;K) zk. 
(ix) p = 2, dim U = 2m + 1 > 1. 
U = r;,Q 0 LQ 0 PJ, 
KI = C-IQ 0 PI-% & = 5sQ 0 PA 
Ks = (5J + bs + P&Q 0 LcX, 
K4 = (L + 5J + d)Q 0 L+c-F (for m = 0, 5s = 52~ = 1-4. 
n = (4, 
E( u; K) N Ii. 
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