Some mathematical questions relating to coset conformal field theories (CFT) are considered in the framework of algebraic quantum field theory as developed previously by us. We consider the issue of fix point resolution in the diagonal cosets of type A. We show how to decompose certain reducible representations into irreducibles, and prove that the coset CFT gives rise to a unitary modular category and therefore may be used to construct 3-manifold invariants. We prove that if the coset inclusion satisfies certain conditions which can be checked in examples, the Kac-Wakimoto Hypothesis (KWH) is equivalent to the Kac-Wakimoto Conjecture (KWC), a result which seems to be hard to prove by purely representation considerations. Examples are also presented.
§1. Introduction
This paper is a sequel to [X4] . Let us first recall some definitions from [X4] .
Let G be a simply connected compact Lie group and let H c G be a connected Lie subgroup. Let n l be an irreducible representations of LG with positive energy at level 1 k on Hilbert space H l (cf. §2.1). Suppose when restricting to LH, H l decomposes as:
and 7r a are irreducible representations of LH on Hilbert space H x . The set of (/, a) which appears in the above decompositions will be denoted by
exp.
We shall use n l (resp. n^2 to denote the vacuum representation of LG (resp. LH). Let s/ be the vacuum sector of the coset G/H as defined in §2.1 of [X4] . The decompositions above naturally give rise to a class of co variant representations of jtf, denoted by n itX or simply (/, a). By Th. 2.3 of [X4], 7c lfl is the vacuum representation of j/. In §2.2 we consider the decompositions of certain reducible representations in the diagonal cosets of type A N _ l as considered in §4.3 of [X4] when the action of the-Dynkin diagram automorphisms is not faithful (cf. (2) of Th. 4.3 of [X4]), which is part of the point resolution problems known in physics literature (cf. [Gep] , [LVW] and [SY] ). Such problems have been known for some time, and there are no even clear mathematical formulations of such questions before. We will show that the results of [X4] provide the right mathematical framework for understanding such questions.
We first prove a general Lemma 2.1 which we believe will play an important role in all fixed point resolution problems. Using Lemma 2.1 and Lemma 2.2, we prove (cf. (1) of Th. 2.3) that certain S-matrices are non-degenerate. It follows from Th. 2.3 (Cor. 2.4) that the diagonal cosets of type A N , l give rise to a unitary modular category in the sense of Turaev (cf. P. 74 and P. 113 of [Tu] ), and may be used to construct 3-manifold invariants (cf. P. 160 of [Tu] ). We also calculate S matrices when N is prime. The results agree with some of the results of [FSS1] , [SY] from different considerations based on physics.
To describe the results in §3, let us denote by S tj (resp. S^) the S matrices of LG (resp. LH) at level k (resp. certain level of LH determined by the inclusion H c G k ). Define that if (i.,(x)Eexp, then 6(7, a)>0.
The Kac-Wakimoto Hypothesis (KWH) states that if <(/,/?),(1,1)>>0 and (i,a)eexp, then S tj S^ >0.
Note that since 5 £1 >0, S ai >Q, (l,l) eexp, KWH implies KWC. KWC has proved to be true in all known examples. In fact, in §2 of [X4] an even stronger conjecture, Conjecture 2 (C2) is formulated (also cf. [L4] ).
Unfortunately KWH is not true. In [X2] counter examples were found by using subfactors associated with conformal inclusions. However, KWH has been checked to be true in so many examples, and it seems that it should be true or equivalent to KWC under some general conditions. The first main result in §3.1 is to describe such a condition (cf. Th. 3.3). The condition 4 is that:
Th. 3.3 states that if H c: G k satisfies (2), and certain assumptions in §3.1 which are expected to be true in general, then KWH is equivalent to KWC for the inclusion H c G k . Condition (2) can be shown to be equivalent to the normality of certain inclusions, but we will not discuss this in this paper.
In §3.1 we also give an example which does not satisfy (2), and verifies KWC but not KWH. This is also the first example of non-conformal inclusion which does not verify KWH.
It is interesting to note that Th. 3.3 can be thought as a statement about representations of affine Kac-Moody algebras without even mentioning von Neumann algebras, yet it seems to be hard to obtain such results without using subfactor theory (cf. [J] ). We give another example of this nature in Prop. 3.2. For more such statements, see inequality on P. 11 of [X2] and in particular (2) of Th. 4.3 of [X4] .
In §3.2 we prove a property (Prop. 3.4) of Conjecture 2 (C2) in [X4] . It states that if H± a H 2 and H 2 c G verify C2, then H± c= G also verifies C2, thus reducing C2 to maximal inclusions which are classified in [Dynl] , [Dyn2] . We also give an example related to N=2 superconformal theories.
If we identify (I,j8) with (M,j«), where M is the vacuum representation, as on P. 186 of [KW] , then condition (2) is the statement that if (M,fj)eS m , with S m defined on P. 186 of [KW] , then /u must be the vacuum representation of the subalgebra. §2o Fixed Point Resolutions in the Diagonal Cosets of Type A N _ i §2.1 PreliminarieSe Let us first recall some definitions from [X2] . Let M be a properly infinite factor and End(M) the semigroup of unit preserving endomorphisms of M. In this paper M will always be the unique hyperfinite ///! factors. Let Sect(M) denote the quotient of End(M) modulo unitary equivalence in M. We denote by [p] the image of peEnd(M) in Sect(M).
It follows from [L3] and [L4] that Sect(M), with M a properly infinite von Neumann algebra, is endowed with a natural involution 0 -»5; moreover, Sect(M) is a semiring with identity denoted by id.
If given a normal faithful conditional expectation e: M -» p(M\ we define a number dt (possibly oo) by: (cf. [PP] ).
We define
d is called the statistical dimension of p. It is clear from the definition that the statistical dimension of p depends only on the unitary equivalence classes of p. The properties of the statistical dimension can be found in [LI] , [L2] and [L3] . We will denote the statistical dimension of p by d p in the following, dp is called the minimal index of p.
Recall from [X2] that we denote by Sect 0 (M) those elements of Sect(M) with finite statistical dimensions. For A, \i e Sect(M), let Hom(/l, \JL) c M denote the space of intertwiners from /L to ^, i.e. 0 e Hom(/l, #) iff al(x) = ^(x)a for any xeM. Hom(A, p) is a finite dimensional vector space and we use <A, jU> to denote the dimension of this space. <A,/*> depends only on [A] and [ju] . Moreover we have <v>l,jii> = </l,v/i>, <vA, #> = <v, /xJ> which follows from Frobenius duality (See [L2] ). We will also use the following notation: if p is a subsector of \JL, we will write as ^<A or A>^. A sector is said to be irreducible if it has only one subsector.
Recall (cf. [L2] ) of each p e End(M) and its conjugate p with finite minimal index, there exists R p e Hom (W, pp) 
Let c fc <c be the irreducible sector corresponding to P k , then by Th. 5.5 of [LI] Q.E.D.
Next we will recall some of the results of [Reh] (also cf. [FRS] ) and introduce notations.
Let {[pj,ie/} be a finite set of equivalence classes of irreducible superselection sectors (cf. [GL] ). Suppose this set is closed under conjugation and composition. We will denote the conjugate of [pj by [pj] and identity sector by [1] if no confusion arises, and let ^-^[^[/^[pj). We will denote by {T e } a basis of isometrics in Hom(p fe , p { p^. The univalence of p t (cf. P. 12 of [GL] ) will be denoted by co pi .
Let $,-be the unique minimal left inverse of p { , define:
where c(p j ,p l ) is the unitary braiding operator (cf. [GL] ). We list two properties of Y tj (cf. (5.13), (5.14) of [Reh] ) which will be used in §2.2:
( 1) pk .
Let us explain the proof of (2) since similar but different proof appears in the proof of lemma 2.2. We have:
where in the first = we used the monodromy equation (cf. [FRS] or P. 359 [XI] ), and the second = follows from [L3] . (2) FENG Xu Then these matrices satisfy the algebra:
TSTST=S,
where C y = <5y is the conjugation matrix. Moreover
m S lm (7) is known as Verlinde formula. Now let us consider an example which verifies (1) to (7) above as in §1 of [XI] . Let G = SU(N) . We denote LG the group of smooth maps / : S i i-> G under pointwise multiplication. The diffeomorphism group of the circle BiffS 1 is naturally a subgroup of Aut(LG) with the action given by reparametrization. In particular the group of rotations RotS l~U (l) acts on
LG. We will be interested in the projective unitary representation n : LG -» U(H) that are both irreducible and have positive energy. This means that n should extend to LG (X Rot S 1 so that H= © n > 0 //(«), where the H(n) are the eigenspace for the action of RotS 1 , i.e., r 0 £ = exp(in9)£ for ^£H(ri) and dim H(n)<oo with H(Q)j^Q. It follows from [PS] that for fixed level K which is positive integer, there are only finite number of such irreducible representations indexed by the finite set where P is the weight lattice of SU(N) and A f are the fundamental weights and h = N+K. We will use 1 to denote the trivial representation ofSU(N).
where S^ is given by the Kac-Peterson formula:
Here e w = det(w) and c is a normalization constant fixed by the requirement that (S^) is an orthonormal system. It is shown in [Kac] P. 288 that N^ are nonnegative integers. Moreover, define Gr(C K ) to be the ring whose basis are elements of P + + with structure constants N^ . The natural involution * on P\ + is defined by Ah-» A* = the conjugate of A as representation of SU(N). All § the irreducible representations of Gr(C K ) are given by A -» -^ for some ju.
5 M The irreducible positive energy representations of LSU(N) at level K give rise to an irreducible conformal precosheaf j?/ and its covariant representations (cf. P. 362 of [XI] ). The unitary equivalent classes of such representations are the superselection sectors. We will use A to denote such representations.
For A irreducible, the univalence a> A is given by an explicit formula. Let us first define (10) 
where CO A = oj^expl --^ J. By Th. 13.8 of [Kac] S matrix as defined in (9) V 24 / and T matrix in (12) satisfy relation (4), (5) and (6). By Cor. 1 in §34 of [W] , the fusion ring generated by all AeP+ + is isomorphic to Gr(C K ) 9 with structure constants N^ as defined in (8). One may therefore ask what are the Y matrix (cf. (0)) in this case. By using (2) and the formula for N^, a simple calculation shows:
and It follows that Y^ is nondegenerate, and S 9 T matrices as defined in (3) are indeed the same S 9 T matrix defined in (8) and (11), which is a surprising fact. If the analogue of Cor. 1 in §34 of [W] is established for other types of simple and simply connected Lie groups, then this fact is also true for other types of groups by the same argument.
In §2.2 we will also consider the case when G is the direct product of two type A groups. In that case the 5, T matrices are just the tensor product of the S 9 T matrices corresponding to each subgroup. §2,2 Fixed point resolutions. We preserve the set up of §4.3 of [X4] . We consider the coset G: '. 9 where the embedding H c: G is diagonal. Let A l9 ... 9 A N -l be the fundamental weights of SL(N). Let keN. Recall that the set of integrable weights of the affine algebra SL(N) at level k is the following subset of the weight lattice of SL(N)°.
where h=k+N. This set admits a Z N automorphism generated by N-l We define the color r(X):='L£A, i -l)imod(N) and Q to be the root lattice of SL(N) (cf. §1.3 of [KW] ). Note that leg iff ^)eZ.
We use i (resp. a) to denote the irreducible positive energy representations of LG (resp. LH). To compare our notations with that §2.7 od [KW] , note that our i is (A', A") of [KW] , and our a is A of [KW] . We will identify i = (A' 
YAB '•= d A d B <l> B (<i>MB, A)e(A, B)) *).
(
Note (1) is similar to (0) of §2.1, the difference here is that our A, B may be reducible and hence we need to include $ E in the definition since </> A (6(B,A)e(A,B))* may not be a scalar. To avoid confusions we will denote S matrices associated to indices / (Recall from §2.1 this is the tensor product of S matrices associated to two type A subgroup of G) by S tj and the 5 matrices associated to indices a by 5^. 
Proof. Ad(l): Denote by C\=P(k®$). Then by Frobenius duality By the definitions of B, C,
where />0 is an integer, and D are elements of the form P(k'®d') which are different from A, and by (*) in §4.3 of [X4] <£,^> = 0, and so <Ac £ > = 0. It follows that which is independent of i. Since v4 = S 1 < f < t c I5 (1) follows.
Ad (2): The main point of the proof is that even though A, B may be reducible, their univalence are complex numbers, so the monodromy equation (cf. [FRS] or P. 359 of [XI] ) holds, and we have:
A)e(A 9 B)) *) = 0 B (<^( X T e T?t(A, B) *e(B, A) *T e T e *))
eeV where e e V means we sum over the basis of V. Note that the summation above is effectively over V Q since A e V Q , Be V 0 and V 0 is a subring. Suppose Proof. By (i) of Prop, on P. 351 of [Reh] it is enough to show that if e is such that
then e=l (Remember if a sector is denoted by 1, then it is the identity or equivalently vacuum sector). Suppose ^:= By (4) 
Choose A' to be the vaccum representation, from the above equation we have Since S matrix is unitary by (9) in §2.1, we conclude M" is the vacuum representation. By the same argument M' is also the vacuum representation. So we have proved P(i®u)>-e is the vacuum sector, and therefore e must be the vacuum sector.
Ad (2) Proof. By the definition of unitary modular category as on P. 74 and P. 113 of [Tu] , it is enough to show that the Y matrix is invertible, which follows from (1) where S FF = \d\~lY FF9 and in the fourth = we used (4) of Lemma 2.2, and in the last step we used F=F and So we have:
Let us show
Recall c% = exp(27c/A F ), and since F is the unique fixed point, by a simple calculation using (10) of §2.1 we get
and it follows that
by (2) Since F=F, S FA is real for all A 9 so S Fka is real for any irreducible a, and we must have F k = F k since S matrix is invertible. So:
The formula (2), (3) and (4) above agree wiht formula (4.40) of [FSS1] (Note our S FF = NS ioio S' gio0io9 where F=P(/ 0 ®a 0 )). However one should notice that our definition of S matrices are very different from those of [FSS1] .
In [FSS1] and [FSS2] , certain formula about S matrices were derived from other considerations in the case when N is not prime and other types of simple simply connected Lie groups, and it will be interesting to extend our calculations above to these cases and to see if the results agree with [FSS1] and [FSS2] .
By Cor. 2.4, one may calculate 3-manifold invariants using S matrices obtained above as in [Tu] . These and related questions will be addressed in another publication. §3. Miscellaneous Results §3.1 KWH and KWC. Let H c G k be as in the introduction. Through out this section, we will assume the following: H and G verifies the statements as in Cor. 1 in §34 of [W] (cf: comments after (12) in §2.1), and H c: G k is cofinite as defined in §3 of [X4] .
Note the assumption is satisfied by many examples (cf. Cor. 4.2 of [X4]) and is expected to be true in general.
We also assume that H c G k is not conformal, so the coset theory is non-trival.
We will use the notations of §4.2 of [X4] and ideas of [X2] . We denote the set of irreducible sectors of 0"ifli® A by V. Notice o^eF, and these are referred to as special nodes in §3.4 of [XI] . Let: Proof. Recall (1) of §1:
By the proof of (2) Note the equality above is similar to (1) on P. 12 of [X2] , and the rest of the proof is the same as the proof on P. 12 of [X2] .
Q.E.D.
Note if &(/,a)>0, then (i,a)ee*p, so by Prop. 3.1 Exp c exp, and KWC is equivalent to the statement that Exp = exp. =<«,/»>.
In particular a l<B>p is irreducible if j3 is irreducible.
Suppose <(/', 0), (1, 1)> > 0, then {a j a 1 ^ , 1 > > 0, and so <<7 J5 a^ w > > 0. Since both 0j and fl 10/3 are irreducible, it follows that Now suppose (i,a)eexp. By KWC, 6(z,a)>0, so by Prop. 3.1, (i, oi) eExp 9 and from G = a ( we must have: Therefore which proves KWH. Q.E.D.
Let us give an example which does not satisfy the assumption of our theorem, and verifies KWC but not KWH. This is the coset St/^g c SU(3) 2 discussed in §4.4 of [X4] (also cf. [DJ] ) and we will use the notations there. The vacuum representation space H of LSU(3) at level 2 decomposes as: since 5 00j ^ 0 > 0. In fact this was discovered when we verified C2 in this example.
Note that all diagonal inclusions of type A satisfies the assumption of Th. 3.3 by 2.7.12 of [KW] . To give a slightly different example, let us consider the following inclusions
with k e N, where the first inclusion is diagonal, the second inclusion comes from the conformal inclusion SU(2) 4 c SU(3) l , and the third inclusion comes from the conformal inclusion SU(3) 2 x St/(2) 3 c SU(6) (cf. [X3] ).
By (2) 
we conclude that (y,x) which is understood as the decomposition of representation n (z>x} of C when restricted to A®B c: C. By local equivalence (cf. P. 502 of [W] ) 5 the minimal index of : n (ZtX) (C(I)) is the same as that of (/ is a proper interval of the circle), which by Haag duality (cf. Prop. 1.1 of [GL] ) and Th. 5.5 of [LI] 
is given by
Here when H 2 <= G (resp. H± c H 2 ) is a conformal inclusion, <f (z>;y) (resp. d (ytX) ) is defined to be the multiplicity of irreducible representation y (resp. x) which appears in z (resp. y) when restricting to LH 2 (resp. LHJ. Otherwise rf (Zjy) (resp. d (y>x) ) is the statistical dimension (cf. §2.1) of sector (z,y) (resp. (y,x) ).
By Cor. 2.2 of [L3] , the statistical dimension of the inclusion: n (ZtX) (A(I)®B(I)) c= n (ZiX) (C(I) ) c= 7r (z , x) (C(/'))' c= n (z^( A(I')®B(r))' (I 1 is the complement of / in S 1 as defined on P. 14 of [GL] ) is
On the other hand, by Th. 5.5 of [LI] , the statistical dimension of the above inclusion is also given by:
and so:
Therefore
The proof now follows from the assumptions and which follows from Th. B of [KW] . Q.E.D.
Let us give one application of the above proposition. Consider the superconformal coset models (cf. [Gep] , [LVW] or [NS] 
The tangent space of the Grassmanian
SU(m + n) SU(m)xSU(n)xU(l)
at the point corresponding to the identity of SU(m + n) is isomorphic to C m ®C", which is a fundamental representation of Spin(2mn). The natural action of SU(m) x SU(n) x U(l) on the tangent space gives the conformal inclusion (cf. §4.2 of [KW] )
SU(m) n x SU(n) m x U(l) mn(m+n)(m+n) a Spi^Imn), .
The inclusion and the proof of (1) [W] and [B] that G(m 9 n 9 k) coset verifies Conj. 1 of [X4], and so is indeed a "rational" conformal field theory.
By Proposition 3.2, we see that when k=l and mn>\, the above coset verifies C2.
The fixed point resolution problems for G(m 9 n,k) are discussed in [Gep] , [LVW] (also cf. [NS] ). It will be interesting to work out this problem along the lines of §2.
