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Abstract
Given a function f in the class Lip(α,p) (0 < α  1, p  1), Chandra [P. Chandra, Trigonometric ap-
proximation of functions in Lp-norm, J. Math. Anal. Appl. 275 (2002) 13–26] approximated such an f
by using trigonometric polynomials, which are the nth terms of either certain weighted mean or Nörlund
mean transforms of the Fourier series representation for f . He showed that the degree of its approximation
is O(n−α). In this paper we obtain the same degree of approximation for a more general class of lower tri-
angular matrices, and deduce some of the results of [P. Chandra, Trigonometric approximation of functions
in Lp-norm, J. Math. Anal. Appl. 275 (2002) 13–26] as corollaries.
© 2006 Elsevier Inc. All rights reserved.
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Let σn(f ) denote the nth term of the (C,1) transform of the partial sums of the Fourier series
of a 2π -periodic function f . In 1937 Quade [4] proved that, if f ∈ Lip(α,p) for 0 < α  1,
then ‖f − σn(f )‖p = O(n−α) for either p > 1 and 0 < α  1 or p = 1 and 0 < α < 1. He
also showed that, if p = α = 1, then ‖f − σn(f )‖1 = O(n−1 log(n + 1)). In a recent paper
Chandra [2] extended the work of Quade and proved the following theorems, where Nn(f ) and
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partial sums, respectively.
Theorem 1. [2] Let f ∈ Lip(α,p) and let {pn} be a positive sequence such that
(n + 1)pn = O(Pn). (1)
If either
(i) p > 1, 0 < α  1, and
(ii) {pn} is monotonic, or
(i) p = 1, 0 < α < 1, and
(ii) {pn} is a nondecreasing sequence,
then ∥∥f − Nn(f )∥∥p = O(n−α). (2)
Theorem 2. [2] Let f ∈ Lip(α,p) and let {pn} be positive. Suppose that either
(i) p > 1, 0 < α  1, and
(ii)
n−1∑
k=0
∣∣∣∣Δ
(
Pk
k + 1
)∣∣∣∣= O
(
Pn
n + 1
)
, or
(i) p = 1, 0 < α < 1 and
(ii) {pn} with (1) is positive and nondecreasing. Then∥∥f − Rn(f )∥∥p = O(n−α). (3)
Theorem 3. [2] Let f ∈ Lip(1,1) and let {pn} be positive, satisfy (1), and be such that
(n + 1)−ηpn is nondecreasing for some η > 0. (4)
Then ∥∥f − Rn(f )∥∥1 = O(n−1). (5)
In this paper we extend some of the results of Chandra to more general classes of triangular
matrix methods.
For a given f ∈ Lp := Lp[0,2π], p  1, let
sn(f ) := sn(f ;x) = 12a0 +
n∑
k=1
(ak coskx + bk sin kx) :=
n∑
k=0
uk(f ;x).
The integral modulus of continuity of f is defined by
ωp(δ;f ) := sup
0<|h|δ
{
1
2π
2π∫ ∣∣f (x + h) − f (x)∣∣p dx
}1/p
.0
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ωp(δ;f ) = O
(
δα
)
,
then f ∈ Lip(α,p) (p  1). The Lp-norm of f is defined by
‖f ‖p =
{
1
2π
2π∫
0
∣∣f (x)∣∣p dx
}1/p (
f ∈ Lp (p  1)
)
.
Also
sn(f ) = 1
π
2π∫
0
f (x + t)Dn(t) dt,
where
Dn(t) = sin(n +
1
2 )t
2 sin( t2 )
.
Throughout A = (ank) will denote a lower triangular regular matrix with nonnegative entries
and row sums tn. The forward difference operator Δ is defined by Δkank = ank − an,k+1. Such
a matrix A is said to have monotone rows if, for each n, {ank} is either nonincreasing or nonde-
creasing in k,0 k  n. Define
τn(f ) :=
n∑
k=0
anksk(f ;x).
Theorem 4. Let f ∈ Lip(α,p), and let A have monotone rows and satisfy
|tn − 1| = O
(
n−α
)
. (6)
If
(i) p > 1, 0 < α < 1, and A also satisfies
(n + 1)max{an0, anr} = O(1), (7)
where r := [n/2], then∥∥f − τn(f )∥∥p = O(n−α). (8)
(ii) If p > 1, α = 1, then (8) is satisfied.
(iii) If p = 1, 0 < α < 1, and A also satisfies
(n + 1)max{an0, ann} = O(1), (9)
then (8) is satisfied.
We shall require the following lemmas.
Lemma 1. [4] If f ∈ L(1,p), p > 1, then∥∥σn(f ) − sn(f )∥∥p = O(n−1). (10)
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Lemma 3. Let A have monotone rows and satisfy (7). Then, for 0 < α < 1,
n∑
k=0
ank(k + 1)−α = O
(
n−α
)
. (12)
Proof. Let r = [n/2]. Then
n∑
k=0
(k + 1)−αank =
n∑
k=0
(k + 1)−αank +
n∑
k=r+1
(k + 1)−αank.
Case I. {ank} is nondecreasing in k. Then, using (7),
n∑
k=0
(k + 1)−αank  anr
r∑
k=0
(k + 1)−α + (r + 1)−α
n∑
k=r+1
ank
 anr
n∑
k=0
(k + 1)−α + (r + 1)−αtn
= O((n + 1)−1)O((n + 1)1−α)+ O(n−α)= O(n−α).
Case II. {ank} is nonincreasing in k. Then, using (7),
n∑
k=0
(k + 1)−αank  an0
r∑
k=0
(k + 1)−α + O(n−α)= O(n−α). 
Proof of Theorem 4. Case I. p > 1, 0 < α < 1.
τn(f ) − f =
n∑
k=0
anksk(f ) − tnf + (tn − 1)f
=
n∑
k=0
ank
(
sk(f ) − f
)+ (tn − 1)f.
Using (6) and Lemmas 2 and 3,
∥∥τn(f ) − f ∥∥p 
n∑
k=0
ank
∥∥sk(f ) − f ∥∥p + |tn − 1|‖f ‖p
=
n∑
k=0
ankO
(
(k + 1)−α)+ O(n−α)
= O(n−α).
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From Lemma 2, ‖sn(f ) − f ‖p = O(n−1). Therefore it remains to prove that ‖τn(f ) −
sn(f )‖p = O(n−1).
Defining Ank =∑ni=k ani, and using the fact that An0 = tn, we may write
τn(f ) =
n∑
k=0
anksk(f ) =
n∑
k=0
ank
k∑
i=0
ui(f ;x) =
n∑
k=0
Ankuk(f ;x).
Also,
sn(f ) =
n∑
k=0
uk(f ;x) =
n∑
k=0
An0uk(f ;x) +
n∑
k=0
(1 − An0)uk(f ;x)
=
n∑
k=0
An0uk(f ;x) + (1 − tn)
n∑
k=0
uk(f ;x)
=
n∑
k=0
An0uk(f ;x) + (1 − tn)sn(f ).
Therefore
∥∥τn(f ) − sn(f )∥∥p 
∥∥∥∥∥
n∑
k=1
(Ank − An0)uk(f ;x)
∥∥∥∥∥
p
+ |1 − tn|‖f ‖p.
Define for each 1 k  n,
bnk := Ank − An0
k
.
Using summation by parts,
n∑
k=1
(Ank − An0)uk(f ;x) =
n∑
k=1
Ank − An0
k
kuk(f ;x)
=
n∑
k=1
bnk
[
k∑
j=0
juj (f ;x) −
k−1∑
j=0
juj (f ;x)
]
=
n∑
k=1
bnk
k∑
j=1
juj (f ;x) −
n∑
k=1
bnk
k−1∑
j=1
juj (f ;x)
= bnn
n∑
j=1
juj (f ;x) +
n−1∑
k=1
Δkbnk
k∑
j=1
juj (f ;x).
Therefore
∥∥τn(f ) − sn(f )∥∥p 
∥∥∥∥∥bnn
n∑
juj (f ;x)
∥∥∥∥∥ +
∥∥∥∥∥
n−1∑
Δkbnk
k∑
juj (f ;x)
∥∥∥∥∥ + O(n−1).
j=1 p k=1 j=1 p
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σn(f ) = 1
n + 1
n∑
k=0
sk(f ) = 1
n + 1
n∑
k=0
k∑
j=0
uj (f ;x)
= 1
n + 1
n∑
j=0
uj (f ;x)
n∑
k=j
1 = 1
n + 1
n∑
j=0
(n − j + 1)uj (f ;x)
=
n∑
j=0
uj (f ;x) − 1
n + 1
n∑
j=0
juj (f ;x).
Thus, from Lemma 1,∥∥∥∥∥
n∑
j=1
juj (f ;x)
∥∥∥∥∥
p
= ∥∥(n + 1)(sn(f ) − σn(f ))+ sn(f )∥∥p
= (n + 1)O(n−1)+ ‖f ‖p = O(1).
Note that
|bnn| = (n + 1)−1|An0 − Ann| = (n + 1)−1|tn − ann| = (n + 1)−1O(1).
Thus∥∥∥∥∥bnn
n∑
j=1
juj (f ;x)
∥∥∥∥∥
p
= O(n−1).
We may write
Δkbnk = 1
k
Δk(Ank − An0) + An,k+1 − An0
k(k + 1)
= 1
k(k + 1)
[
(k + 1)ΔkAnk +
n∑
r=k+1
anr −
n∑
r=0
anr
]
= 1
k(k + 1)
[
(k + 1)ank −
k∑
r=0
anr
]
.
If {ank} is nonincreasing in k, then Δkbnk  0, and {ank} nondecreasing in k implies that
Δkbnk  0, so that
n−1∑
k=1
|Δkbnk| = |bn1 − bnn| =
∣∣∣∣An1 − An0 − Ann − An0n
∣∣∣∣ |an0| +
∣∣∣∣ann − tnn
∣∣∣∣
= O(n−1)+ O(1)
n
= O(n−1),
and (8) is satisfied.
Case III. p = 1, 0 < α < 1. From (6), using summation by parts, the result of Quade [4] cited in
the introduction, and the fact that an,n+1 = 0,
M.L. Mittal et al. / J. Math. Anal. Appl. 326 (2007) 667–676 673∥∥τn(f ) − f ∥∥1 =
∥∥∥∥∥
n∑
k=0
ank
(
sk(f ) − f
)+ (1 − tn)f
∥∥∥∥∥
1
=
∥∥∥∥∥
n∑
k=0
ank
[
k∑
i=0
(
si(f ) − f
)− k−1∑
i=0
(
si(f ) − f
)]+ (1 − tn)f
∥∥∥∥∥
1
=
∥∥∥∥∥
n∑
k=0
Δkank
k∑
i=0
(
si(f ) − f
)+ (1 − tn)f
∥∥∥∥∥
1

∥∥∥∥∥
n∑
k=0
Δkank
k∑
i=0
(
si(f ) − f
)∥∥∥∥∥
1
+ |1 − tn|‖f ‖1

n∑
k=0
(k + 1)|Δkank|
∥∥σk(f ) − f ∥∥1 + O(n−α)
=
n∑
k=0
|Δkank|O
(
(k + 1)1−α)+ O(n−α)
= O((n + 1)1−α) n∑
k=0
|Δkank| + O
(
n−α
)
.
If {ank} is nonincreasing in k, then
n∑
k=0
|Δkank| = ann +
n−1∑
k=0
(ank − an,k+1) = ann + an0 − ann = an0.
If {ank} is nondecreasing in k, then
n∑
k=0
|Δkank| = ann + ann − an0  2ann.
Using (9),∥∥τn(f ) − f ∥∥1 = O((n + 1)−α).
A Nörlund matrix is a lower triangular matrix with entries pn−k/Pn, where Pn :=∑nk=0 pk .
Let Nn(f ) denote the nth term of a Nörlund matrix transformation of {sn(f )}. 
Corollary 1. Let f ∈ Lip(α,p), {pn} a positive sequence. If either
(i) p > 1, 0 < α  1 and
(ii) {pn} is monotonic, or
(i) p = 1, 0 < α < 1 and
(ii) {pn} is nondecreasing, and satisfies
(n + 1)pn = O(Pn), (13)
then (2) is satisfied.
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If {pn} is nondecreasing then ank := pn−k/Pn is nonincreasing, and (7) becomes
(n + 1)an0 = (n + 1)pn
Pn
= O(1)
by condition (13).
If {pn} is nonincreasing, then ank is nondcreasing in k and (7) becomes
(n + 1)pn−r
Pn

(
n + 1
n − r + 1
)(
(n − r + 1)pn−r
Pn−r
)
= O(1),
from (13). Therefore, from Theorem 4, (2) is satisfied for p > 1, 0 < α  1.
If {pn} is nondecreasing, then (7) or (9) becomes
(n + 1)an0 = (n + 1)pn
Pn
= O(1),
from (13). Then, from Theorem 4, (2) is satisfied for p = 1, 0 < α < 1. 
Corollary 1 is Theorem 1 of [2].
There are many matrices which do not have monotonic rows; for example, the hump matrices.
A lower triangular matrix A is called a hump matrix if, for each n, there exists an integer k0 =
k0(n), such that ank  an,k+1 for 0 k < k0, and ank  an,k+1 for k0  k < n. For hump matrices
the following is true.
Theorem 5. Let A be a hump matrix satisfying condition (6) and
(n + 1)max
k
{ank} = O(1). (14)
Then, if either
(i) p > 1, 0 < α < 1, or
(ii) p = 1, 0 < α < 1,
condition (8) is satisfied.
To prove this theorem we shall need the following lemma.
Lemma 4. Let A be a hump matrix satisfying (14). Then condition (12) is satisfied.
Proof. Note that, if k0 = 0 or n, then the result follows from Lemma 3. Suppose that 0 < k0 < n.
Then, with r = [n/2],
n∑
k=1
k−αank =
r∑
k=1
k−αank +
n∑
k=r+1
k−αank
 an,k0
r∑
k=1
k−α + O(n−α)
= O(n−1)O(n1−α)+ O(n−α)= O(n−α). 
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using Lemma 4.
Suppose that condition (ii) is satisfied. From the proof of Case III of Theorem 4,
∥∥τn(f ) − f ∥∥1 O((n + 1)1−α)
n∑
k=0
|Δkank| + O
(
n−α
)
.
Using (14),
n∑
k=0
|Δkank| =
k0−1∑
k=0
|Δkank| +
n−1∑
k=k0
|Δkank| + ann
=
k0−1∑
k=0
(an,k+1 − ank) +
n−1∑
k=k0
(ank − an,k+1)
= an,k0 − an0 + an,k0 − ann + ann = O
(
n−1
)
,
and condition (12) is satisfied.
A weighted mean matrix is a lower triangular matrix with entries pk/Pn, where Pn :=∑n
k=0 pk , and has row sums one. Let Rn(f ) denote the nth term of a weighted mean transform
of {sn(f ;x)}. 
Corollary 2. Let f ∈ Lip(α,p), {pn} positive and nondecreasing. If p = 1, 0 < α < 1 and {pn}
satisfies (13), then∥∥f − Rn(f )∥∥p = O(n−α).
Proof. Since a weighted mean matrix has row sums one, condition (6) is again satisfied auto-
matically. Since {pn} is nondecreasing, condition (14) reduces to condition (13). The result then
follows from part (ii) of Theorem 5. 
Corollary 2 is part (ii) of Theorem 2 of [2].
Remarks. (1) Every Cesáro matrix, (C,α), is a Nörlund matrix with
pn =
(
n + α − 1
α − 1
)
.
For each α > 1, {pn} is a monotone increasing sequence. Therefore Theorem 1 of [2] ap-
plies. Each Cesáro matrix is also a Hausdorff matrix. Agnew [1] proved that the only Hausdorff
matrices which are also Nörlund matrices are the Cesáro matrices.
Some examples of Hausdorff matrices which are not Cesáro matrices, and hence not Nörlund
matrices, and for which Theorem 5 applies, are the Gamma methods, Γa , defined by Haus-
dorff [3]. These are generated by sequences of the form μn = a/(n + a), a > 0. The matrix
entries are
hnk = n!aΓ (k + a)
k!Γ (n + a + 1) , 0 k  n.
Every Hausdorff matrix has row sums one. For a > 1 the Γa matrices have monotone decreas-
ing rows and satisfy (7) and (9).
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following:
ank = 1 + t
k
n + 1 , 0 < t < 1.
Clearly A has zero column limits and
tn =
n∑
k=0
ank = 1
n + 1
n∑
k=0
(
1 + tk)= 1 + (1 − tn+1)
(n + 1)(1 − t) .
Since lim tn = 1, and the entries of A are nonnegative, A is regular.
Note that
|1 − tn| = O
(
n−1
)
so condition (6) is satisfied. The rows of A are monotone decreasing in k and hence A satisfies
conditions (7) and (9).
(3) For an example of a matrix which satisfies Theorem 5, but not Theorem 4, let A be the
(C,1) matrix modified as follows. If n is odd, choose the middle term of row n to be 5/(n + 1).
If n is even, choose the two middle terms of row n to be 5/(n + 1). Then A is a hump matrix
and satisfies the conditions of Theorem 5, but does not have monotone rows, and hence does not
satisfy Theorem 4.
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