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PREFERENTIAL ATTACHMENT COMBINED WITH THE
RANDOM NUMBER OF CHOICES
YURY MALYSHKIN
Abstract. We study the asymptotic behavior of the maximal degree in the
degree distribution in an evolving tree model combining local choice and Mori’s
preferential attachment. In the considered model, the random graph is con-
structed in the following way. At each step, a new vertex is introduced. Then,
we connect it with one of d possible neighbors, which are sampled from the set
of the existing vertices with probability proportional to their degrees plus some
parameter β > −1. The number d will be randomly selected and the vertex
with the largest degree is chosen. It is known that the maximum of the degree
distribution for non-random d > 2 has linear behavior and, for d = 2, asymp-
totically equals to n/ lnn up to a constant factor. We prove that if Ed < 2+β,
the maximal degree has sublinear behavior with the power Ed/(2 + β) (as in
the preferential attachment without choice), if Ed > 2 + β, it has linear be-
havior and if Ed = 2 + β the maximal degree is of order n/ lnn. The proof
combines standard preferential attachment approaches with martingales and
stochastic approximation techniques. We also use stochastic approximation
results to get a multidimensional central limit theorem for numbers of vertices
with fixed degrees.
1. Introduction
In the present work, we further explore how the addition of choice (see, e.g.,
[DKM07, KR14, MP14, MP15]) affects Mori’s preferential attachment model (see
[Mór02, Mór05]). The preferential attachment graph model is a time-indexed in-
ductively constructed sequence of graphs, formed in the following way. We start
with some initial graph and then on each step we add a new vertex and an edge
between it and one of the old vertices, chosen with probability proportional to
its degree. The main reasoning for this model is that it allows us to build evolv-
ing graph that has power law degree distribution and small diameter (see, e.g.,
[BR03, DvdHH10, CGH17] and chapter 8 of [Hof13]).
There are different variations of preferential attachment model, in which addi-
tional parameters are introduced into the model. For example, in [Mór02] Mori
consider a model where each new vertex is chosen with probability proportional to
its degree plus some parameter β > −1. A further generalization of it would be to
choose a vertex with probability proportional to some function w(·) of its degree.
Such model was considered in [Ath08], where asymptotic was found for sublinear
(w(x) ∼ xp, 1/2 < p < 1) and superlinear (
∑∞
n=1
1
w(n) < ∞) cases. In both cases,
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the degree distribution does not follow a power law. Another way to generalize this
model was considered in [BCDR07], where authors analyzed models with fitness,
in which the vertex is chosen with probability proportional to the product of its
degree and its fitness.
In [MP15], limited choice was introduced into the preferential attachment model.
In this modified model, at each step, d existing vertices are chosen (independently
from each other) with probabilities proportional to their degrees. At the same step,
a new vertex is connected with the one with the smallest degree. In [MP15], it was
shown that the maximal degree at time n in such a model grows as ln lnn/ lnd with
high probability.
We follow the max-choice model that was introduced in [MP14]. In this model
a new edge is adjacent to the vertex with the highest degree. In [MP14], the
exact first-order asymptotic for the maximal degree in this model was obtained and
almost sure convergence of the appropriately scaled maximal degree was shown.
In particular, for d > 2 the maximal degree had linear behavior, and for d = 2
it was of order n/ lnn. Furthermore, in [M17] it was shown that for d > 2 the
second (along with third and so on) highest degree has sublinear behavior, which
is similar to standard preferential attachment model (see, e.g., [FFF05]). In the
current work, we provide asymptotic for the maximal degree in the case of random
d for Mori’s preferential attachment model. We fix the distribution of d and number
β > 0, which are parameters of our model, and show that the maximal degree could
be asymptotically linear (when Ed > 2 + β), sublinear (when Ed < 2 + β) or of
order n/ lnn (when Ed = 2 + β). In particular, in Mori’s preferential attachment
model (see [Mór05]), d = 1 so Ed is always less than 2 + β (since β > −1) and
maximal degree has sublinear behavior (which corresponds to a power law degree
distribution). The addition of parameters d and β allow us to vary the model (and
the limiting empirical degree distribution).
Let describe the max-choice model. Fix β > −1. Introduce a countable non-
random set of vertices V = {vi, i ∈ N} and a random variable d that takes values
in N. Let di, i ∈ N, be i.i.d. copies of d. Define a sequence of random trees {Pn},
n ∈ Z+, by the following inductive rule. Let P0 be graph which consists of a vertex
v1 with no edges and P1 be the one-edge tree which consists of vertices v1 and v2
and an edge between them. Given Pn, we construct Pn+1 by adding one vertex and
drawing one edge in the following way.
First, we add a vertex vn+2 to Pn. So, we get V (Pn+1) = {vi, i = 1, ..., n+ 2}.
Denote Fn = σ{E(P1), ..., E(Pn)}, where E(Pi) is the edge set of Pi, i = 1, ..., n.
Let X1n, . . . , X
dn
n be i.i.d. vertices of V (Pn) chosen with the conditional probability
P
[
X1n = vi|Fn
]
=
deg vi(n) + β
(2 + β)n+ β
, vi ∈ V (Pn),
where deg vi(n) is the degree of vi in Pn (note that
∑
vi
deg vi(n) = 2n).
Second, create a new edge between vn+2 and Yn, where Yn is whichever of
X1n,...,X
dn
n has the largest degree. In the case of a tie, choose according to an
independent fair coin toss (this choice will not affect the degree distribution). So,
we get E(Pn+1) = E(Pn)
⋃
{{vn+2, Yn}}.
We call this model the max-choice Mori’s preferential attachment tree model.
Let M(n) be the degree of the highest degree vertex at time n and define mj =∑∞
i=j P(d = i)
(
i
j
)
. The main result, that will be formulated below, holds under a
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certain condition on the distribution of d, specifically, mj < C
j for some constant
C > 0 and all j ∈ N. Note that this condition holds for the Poisson distribution
and any finite distribution.
Let us formulate our main theorem:
Theorem 1.1. Let mj < C
j for all j ∈ N and some constant C > 0.
If Ed < 2 + β, then for any ǫ > 0
lim
n→∞
P(nEd/(2+β)−ǫ < M(n) < nEd/(2+β)+ǫ) = 1.
If Ed > 2 + β, then
M(n)
n
→ x∗ a.s.
where x∗ is the unique positive solution of the equation
∞∑
i=1
P(d = i)
(
1− (1− x/2)i
)
= x
in the interval 0 ≤ x ≤ 1.
If Ed = 2 + β, then
M(n) lnn
n
→
(2 + β)2
m2
a.s.
Our proof is based on the existence of the persistent hub, i.e. a single vertex that
in some finite random time becomes the highest degree vertex for all time after (see
[DM09] for more details). Using this, instead of analyzing the highest degree over
all vertices we effectively only need to analyze the degree of just one vertex. The
existence of the persistent hub is stated in the following result.
Proposition 1.2. There exist random variables N and K, that are finite almost
surely, such that at any time n ≥ N , deg vK(n) = M(n) and M(n) > deg vi(n) for
any i 6= K.
The purpose of this proposition is to simplify analysis of the dynamics of M(n).
Indeed, let L(n) be the number of vertices at time n that has the degree equal to
M(n). The effect of Proposition 1.2 is that for some random and sufficiently large
N <∞, L(n) = 1 for all n ≥ N. The dynamics of M(n) is given by the formula
M(n+ 1)−M(n) = 1{deg Yn+1(n) = M(n)}, with
(1)
E(M(n+ 1)−M(n)|Fn)
=
∞∑
i=1
P(dn+1 = i)
(
1−
(
1−
(M(n) + β)L(n)
(2 + β)n+ β
)i)
.
From here, we will refer to E(M(n+1)−M(n)|Fn) as pn. Note that cause M(n+
1)−M(n) could only take values 0 and 1, pn equals to the probability to increase
maximal degree at the n-th step conditionally on Fn.
Before starting the proof, let us describe its main ideas and the structure of the
paper. In Section 2, we provide an initial estimate on M(n) using a martingale
technique. In Section 3, we use this estimate along with stochastic domination by
a linear urn model to prove the existence of a persistent hub and, so, prove Propo-
sition 1.2. In Section 4, we use it along with stochastic approximation processes to
get almost sure convergence of M(n)/n. Then we construct martingales and use
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convergence theorems for them to prove Theorem 1.1. In Section 5, we apply results
on a stochastic approximation and get a central limit theorem for the number of
vertices with a fixed degree. The statement of the respective result requires some
additional heavy notation and so we state this theorem only in Section 5. Finally,
in Section 6, we discuss the degree distribution and variations of the model.
2. Initial estimate
We begin with a lower bound for the growth of the highest degree. We will
frequently use the following lemma of [Gal16].
Lemma 2.1. Suppose that a sequence of positive numbers rn satisfies
rn+1 = rn
(
1 +
α
n+ x
)
, n ≥ k
for fixed α > 0, k > 0 and x. Then rn/n
α has a positive limit.
Now, we formulate our initial estimate
Lemma 2.2. There is γ > 0, such that infnM(n)/n
γ > 0 almost surely.
Proof. Define
Cn+1 =
n
n− 1/(4(2 + β))
Cn =
(
1 +
1/(4(2 + β))
n− 1/(4(2 + β))
)
Cn, n ≥ 2,
with C2 = 1. By Lemma 2.1, we have that Cn/n
1/(2(2+β)) converges to a positive
limit.
We will prove that Cn/M(n) is a supermartingale for n ≥ 2. Suppose it is
already proved. By Doob’s theorem (see, e.g., Corollary 3, p. 509 of [Shir96]), it
converges almost surely to some finite limit. Therefore, there is a random positive
variable An0 , such that
M(n)
nγ ≥ An0 almost surely for γ =
1
4(2+β) and n ≥ 2. So,
P(infn∈N
M(n)
nγ > 0) = 1. Now prove that Cn/M(n) is a supermartingale, which
concludes our prove.
Recall that pn equals to the probability to increase maximal degree at the n-th
step conditionally on Fn. Note that for n ≥ 2 (and, therefore, M(n) ≥ 2)
pn =
∞∑
i=1
P(dn+1 = i)
(
1−
(
1−
(M(n) + β)L(n)
(2 + β)n+ β
)i)
≥
∞∑
i=1
P(dn+1 = i)
(
1−
(
1−
M(n) + β
(2 + β)n+ β
)i)
≥
∞∑
i=1
P(dn+1 = i)
(
M(n) + β
(2 + β)n+ β
)
≥
(
M(n)− 1
(2 + β)n− 1
)
≥
(
M(n)
2(2 + β)n
)
.
PREFERENTIAL ATTACHMENT WITH CHOICE 5
If n ≥ 2, for 1/M(n+ 1) we get
E (1/M(n+ 1)|Fn) = E
(
1{M(n+ 1) = M(n) + 1}
M(n) + 1
+
1{M(n+ 1) = M(n)}
M(n)
∣∣∣∣Fn
)
=
(
pn
M(n) + 1
+
1− pn
M(n)
)
=
M(n) + 1− pn
M(n)(M(n) + 1)
=
1
M(n)
(
1−
pn
M(n) + 1
)
≤
1
M(n)
(
1−
pn
2M(n)
)
≤
1
M(n)
(
1−
1
4(2 + β)n
)
,
which concludes the proof. 
3. Persistent hub
Our method of proof is based on the comparison of our model with the standard
preferential attachment model, and we use the technique of [Gal16] developed for
the latter model. We divide the proof of Proposition 1.2 into two parts. First,
we prove that only finitely many vertices have degrees that at some time become
maximal. Second, we prove that there are only finitely many times at which two
vertices simultaneously have maximal degree.
Let us introduce some notation:
χ(n) = min{i ≥ n : deg vn+1(i) = M(i)},
U =
∞∑
n=0
1{χ(n) <∞},
ψi,j(n) = min
l≥n
{deg vi(l) = deg vj(l)}.
Here U is the number of vertices (of V ) whose degrees were maximal at some
moments, χ(n) is the moment it happens for the vertex vn.
Lemma 3.1. U is finite almost surely.
To prove the lemma we first need a result (which is stated below) on a random
walk similar to the one from [MP14], that describes the evolution of degrees of two
vertices in the preferential attachment model without choices.
Fix n0 ∈ N, i 6= j ∈ N, i, j ≤ n0 + 1. Let n0 = ρ0(i, j) < ρ1(i, j) < ρ2(i, j) < ...
be moments, when either deg vi or deg vj is changed. Consider the two-dimensional
random walk (Sn = Sn(i, j) = (deg vi(n), deg vj(n)), n ≥ n0).
Lemma 3.2. There is a random walk (Tn = (An, Bn), n ≥ 0) on Z
2 started from
(deg vi(n0), deg vj(n0)) with transition probabilities
An+β
An+Bn+2β
and Bn+βAn+Bn+2β for
moving one step right and one step up respectively, such that
min{deg vi(ρn), deg vj(ρn)} ≤ min{An, Bn} for n ≥ 0.
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Proof. Since walks Sρn and Tn moves at the same times (n ≥ 0), by standard results
on a stochastic ordering (see, e.g., [KKB77] Theorem 2), it is enough to show that,
for any n ≥ 0, the probability to increase min{deg vi(ρn), deg vj(ρn)} does not
exceed the probability to increase min{An, Bn}. Without loss of generality, assume
that deg vi(n) > deg vj(n) (if deg vi(n) = deg vj(n), both probabilities equal 0).
For any m ≥ n0, set
Fm =
∑
vk∈V (Pm)
(deg vk(m) + β) 1{deg vk(m) < deg vi(m)} and
Gm =
∑
vk∈V (Pm)
(deg vk(m) + β) 1{deg vk(m) ≤ deg vj(m)},
and let
pim = P[deg vi(m+ 1) = deg vi(m) + 1]
and
pjm = P[deg vj(m+ 1) = deg vj(m) + 1].
Introduce functions
hm(x) =
∞∑
k=1
P(d = k)
(
x
(2 + β)m+ β
)k
, x ∈ [0, (2 + β)m+ β].
Note that hm(x) convex for x ∈ [0, (2 + β)m+ β] and, therefore,
(2) hm(x + y) ≥ hm(x) + yh
′
m(x) for x, x+ y ∈ [0, (2 + β)m+ β].
The probability that deg vi(m) increases is at least the probability that vi ∈
{X1m,...,X
dm
m } and that all the others X
k
m have degrees strictly less than deg vi(m).
Thus,
(3) pim ≥ hm(Fm + deg vi(m) + β) − hm(Fm).
Likewise, the probability that deg vj(m) increases is at most the probability that
vj ∈ {X
1
m,...,X
dm
m } and deg vj(m) = max1≤k≤dm degX
k
m(m). Thus,
(4) pjm ≤ hm(Gm)− hm(Gm − deg vj(m)− β).
If deg vi(m) > deg vj(m), we have that Fm ≥ Gm and, since h
′
m(x) is increasing
for x ∈ [0, (2 + β)m], h′m(Fm) ≥ h
′
m(Gm). Hence, by (2), (3) and (4)
pim
pjm
≥
hm(Fm + deg vi(m) + β)− hm(Fm)
hm(Gm)− hm(Gm − deg vj(m)− β)
≥
h′m(Fm)(deg vi(m) + β)
h′m(Gm)(deg vj(m) + β)
≥
h′m(Gm)(deg vi(m) + β)
h′m(Gm)(deg vj(m) + β)
=
deg vi(m) + β
deg vj(m) + β
.
Thus,
pjm
pim + p
j
m
=
1
1 +
pim
pjm
≤
1
1 + deg vi(m)+βdeg vj(m)+β
=
deg vj(m) + β
deg vi(m) + deg vj(m) + 2β
,
which concludes the proof of the lemma. 
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Introduce the stopping times π(i, j) = min{n ≥ 0 : An = Bn|A0 = i, B0 = j}
and the function q(i, j) = P(π(i, j) <∞). Although, the arguments of q and π are
integers, sometimes in estimates we will write nonintegers in arguments meaning
the values of the floor function of it (or 1 if it is less then 1).
We need Corollary 2.1 from [Gal16], that gives us the following estimate:
q(i, 1) ≤
Q(i)
2i
for some polynomial function Q(x).
We will now use it to prove Lemma 3.1.
Proof. By Lemma 2.2, we get M(n) ≥Mnγ for all n ≥ 0 and some random M > 0
almost surely. Hence, at time n there is at least one vertex u with degree not less
thenMnγ with probability 1. The degree of the vertex vn+1 could become maximal
only if at some moment it exceeds the degree of this vertex. Therefore,
1{χ(n) <∞} ≤ 1{deg vn+1(m) = deg u(m) for some m > n}.
Due to Lemma 3.2, for each n ≥ 0 there is a random walk (Tm = (Am, Bm), m ≥ 0)
started from (deg u(n), 1)with the transition probabilities An+βAn+Bn+2β and
Bn+β
An+Bn+2β
,
such that min{deg u(ρm), deg vn+1(ρm)} ≤ min{Am, Bm} form ≥ 0, where n0 = n.
Then
1{deg vn+1(m) = deg u(m) for some m > n} ≤ 1{Am = Bm for some m > n}.
Fix C > 0. Obviously, as P(deg u(n) ≥ Mnγ) = 1, there are random walks (T 1m =
(A1m, B
1
m), m ≥ 0), (T
2
m = (A
2
m, B
2
m), m ≥ 0) started from (Mn
γ , 1), (Cnγ , 1)
respectively with the same transition probabilities, such that
π1n = min{m ≥ 0 : A
1
m = B
1
m} ≤ min{m ≥ 0 : Am = Bm} = πn,
and on M > C
π2n = min{m ≥ 0 : A
2
m = B
2
m} ≤ π
1
n.
Therefore,
1{deg vn+1(m) = deg u(m) for some m > n}1{M > C}
≤ 1{M > C}1{πn <∞} ≤ 1{M > C}1{π
1
n <∞} ≤ 1{M > C}1{π
2
n <∞}.
Then
∞∑
n=0
P(χ(n) <∞,M > C) =
∞∑
n=0
E1{χ(n) <∞}1{M > C}
≤
∞∑
n=0
E1{deg vn+1(m) = deg u(m) for some m > n}1{M > C}
≤
∞∑
n=0
E1{π2n <∞}1{M > C} ≤
∞∑
n=0
E1{π2n <∞}
=
∞∑
n=0
q(Cnγ , 1) ≤
∞∑
n=0
Q(Cnγ)
2Cnγ
<∞.
Hence, by Borel-Cantelli Lemma
U1{M > C} =
∞∑
n=0
1{χ(n) <∞}1{M > C} <∞ a.s.
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Since M > 0 almost surely,
P(U <∞) = P
(⋂
C>0
{U1{M > C} <∞}
)
= 1.

Now let J denote the set of vertices whose degrees become maximal at some
moment. According to Lemma 3.1, J is finite almost surely. Introduce stopping
times
ζ0(vi, vj) = n0,
ζl(vi, vj) = inf{n > ζl−1(vi, vj) :
deg vi(n− 1) 6= deg vj(n− 1) and deg vi(n) = deg vj(n)},
N(vi, vj) = sup{l : ζl(vi, vj) <∞},
ξ = sup{ζN(vi,vj)(vi, vj)|vi ∈ J, vj ∈ J}.
Note that almost sure finiteness of ξ implies Proposition 1.2 cause any vertex,
whose degree become maximal at any time is in J , and an order of degrees of
vertices from J does not change after the moment ξ. Thus, to complete the proof
of Proposition 1.2 we need the following lemma:
Lemma 3.3. ξ is finite almost surely.
Proof. Since J is finite almost surely, it is enough to prove that, for any vi, vj ∈ V ,
N(vi, vj) is finite almost surely. Due to the coupling from Lemma 3.2 there is a
version of T , such that min{deg vi(ρn), deg vj(ρn)} is dominated by min{An, Bn}
for n ≥ 0.
Introduce stopping times
ζT0 = max{i+ 1, j + 1},
ζTl = inf{n > ζ
T
l−1 : An−1 6= Bn−1 andAn = Bn},
R = sup{l : ζTl <∞}.
Then N(vi, vj) ≤ R.
It is a standard fact about Pólya urn model that if Tn = (An, Bn) starts from
a point (a, b), then the fraction An/(An + Bn) tends in law to a random variable
H(a, b) as n tends to infinity, where H(a, b) has beta probability distribution:
H(a, b) ∼ Beta(a+ β, b + β).
(See, e.g., Theorem 3.2 in [Mah09] or Section 4.2 in [JK77]). Thus, the limit of
An/(An + Bn) exists almost surely, and it takes value 1/2 with probability 0 for
any starting point of the process T . Hence, this fraction can be equal to 1/2 only
finitely many times almost surely, and so R is finite almost surely, which completes
the proof. 
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4. Final results
In this section, we finish the proof of Theorem 1.1. Introduce the function
f(x) =
∞∑
i=1
P(d = i)(1− (1 − x/(2 + β))i).
Note that condition mj < C
j for some C > 0 implies that all moments of d are
finite. Hence, the function f(x) has derivatives of any order in [0, 2 + β]. Also we
have that
1− (1 − x/(2 + β))i = −
i∑
j=1
(
−
x
2 + β
)j (
i
j
)
.
Therefore, by changing the order of summation we get that
(5)
f(x) =
∞∑
i=1
P(d = i)
i∑
j=1
(−1)j+1
(
x
2 + β
)j (
i
j
)
=
∞∑
j=1
(−1)j+1
(
x
2 + β
)j ∞∑
i=j
P(d = i)
(
i
j
)
=
x
2 + β
∞∑
j=1
(
−
x
2 + β
)j−1
mj .
From (1) we have
(6) pn = f
(
(M(n) + β)L(n)
n+ β2+β
)
.
Recall that pn is probability to increase M(n) conditional on Fn. If L(n) = 1 (it
holds for all n > N due to Proposition 1.2), then pn = f
(
M(n)+β
n+ β2+β
)
. Therefore, to
analise pn using function f(x) we need condition L(n) = 1 for n large enought.
Let C > 0. Introduce the events D(C) = {L(n) = 1 ∀n ≥ C}, and the stopping
time ηC = inf{n ≥ C : L(n) > 1}. This is the stopping time since
{ηC > n} = {L(k) = 1, C ≤ k ≤ n} ∈ Fn.
Note that D(C) = {N ≤ C}, where N is a random variable, such that Ln = 1 for
n > N . By Proposition 1.2, P(D(C)) → 1 as C →∞. Also, ηC is the first moment
since C such, that L(n) 6= 1, and {ηC =∞} = D(C). We use ηC to build different
supermartingales during the proof, in particular we use that
(7)
E (1{C ≤ n < ηC}(M(n+ 1)−M(n))|Fn)=1{C ≤ n < ηC}pn
=1{C ≤ n < ηC}f
(
M(n) + β
n+ β2+β
)
.
Let us describe the main steps of the proof. The behavior of M(n) is similar
to the behavior of numbers Cn such that Cn+1 − Cn = f(
Cn
n ). It depends on first
term in Taylor expansion of f(x) in powers of x. By equation (5) this term is equal
to Ed2+βx. So, we would consider cases when
Ed
2+β > 1 and
Ed
2+β ≤ 1. In the last one
we additionally consider case Ed2+β = 1.
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First, we use stochastic approximation to get almost sure convergence ofM(n)/n
to the zero set of f(x) − x (Lemma 4.2). If Ed > 2 + β, the zero set consists of
points 0 and x∗, so we use martingale arguments to show that M(n)/n does not
converges to 0 almost surely. If Ed ≤ 2 + β, 0 is the only nonnegative element of
zero set, so we get that M(n)/n → 0 almost surely. Then we use it, along with
some martingales and Taylor expansion, to prove Theorem 1.1 for Ed < 2 + β.
Finally we prove Theorem 1.1 for Ed = 2 + β using additional martingales along
with more accurate Taylor expansion.
Set g(x) = f(x)/x for x 6= 0. From (5) we have
(8) g(x) =
1
2 + β
∞∑
j=1
(
−
x
2 + β
)j−1
mj
for x 6= 0. Set
g(0) =
1
2 + β
∞∑
j=1
(
−
0
2 + β
)j−1
mj = Ed/(2 + β).
If Ed > 2 + β, then g(0) > 1. From (7) we get that
(9)
1{C ≤ n < ηC}
pn
M(n)
= 1{C ≤ n < ηC}
1
M(n)
f
(
M(n) + β
n+ β2+β
)
= 1{C ≤ n < ηC}
M(n) + β
M(n)
(
n+ β2+β
)g
(
M(n) + β
n+ β2+β
)
.
We are interested in behavior of g(x) when x is small. Notice, that f(0) = 0,
f ′(0) = Ed/(2 + β), f(x) < 1 for x ∈ [0, 2 + β) (in particular, f(1) < 1) and
f(x) is concave for 0 ≤ x ≤ 1 < 2 + β. Therefore, if Ed > 2 + β, then there is a
unique solution x∗ of the equation f(x) = x in the interval (0, 1) and f(x) > x for
x ∈ (0, x∗). Since g(x) = f(x)/x and g(0) = Ed/(2 + β), we have
(10) g(x) > 1 for x ∈ [0, x∗) if Ed > 2 + β.
If Ed ≤ 2 + β, then
g(x) = f(x)/x < Ed/(2 + β) ≤ 1
for x ∈ (0, 1).
We will apply the stochastic approximation framework laid out in [Pem07] to
show that, for Ed > 2 + β, Zn := M(n)/n→ x∗ almost surely. A process (Zn)n≥0
adapted to the filtration (Fn)n≥0 is called a stochastic approximation process if it
can be decomposed as
(11) Zn+1 − Zn =
1
n
(F (Zn) + ξn+1 +Rn) ,
where F is some function, E(ξn+1|Fn) = 0, and Rn is an (Fn) adapted process
satisfying
∑
n≥1 n
−1|Rn| <∞ almost surely.
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From the definition of M(n), we have that
E (Zn+1 − Zn|Fn) = E
(
M(n+ 1)
n+ 1
−
M(n)
n
+
M(n)
n+ 1
−
M(n)
n+ 1
|Fn
)
= E
(
−M(n)
n(n+ 1)
+
M(n+ 1)−M(n)
n+ 1
|Fn
)
=
−Zn
n+ 1
+
f [((M(n) + β)L(n))/(n+ β/(β + 2))]
n+ 1
.
Set F (x) = f(x)− x. Thus,
E (Zn+1 − Zn|Fn) =
F (Zn)
n+ 1
+
f [((Z(n) + β/n)L(n))/(1 + β/(n(β + 2)))]− f(Zn)
n+ 1
.
Recall that function f(x) has bounded derivative in [0, 1]. Hence there is constant
c > 0 (that depends on d and β), such that
(12)
∣∣∣∣f
(
Zn + β/n
1 + β/((2 + β)n)
)
− f(Zn)
∣∣∣∣ ≤ cn.
Set
Rn = nE (Zn+1 − Zn|Fn)− F (Zn),
and note that, for (11) to hold, we then must take ξn+1 = n(Zn+1 − E(Zn+1|Fn)).
By Proposition 1.2, there is a random variable N so that for all n ≥ N, Ln = 1
almost surely. To estimate |Rn| we would use (12) to bound E (Zn+1 − Zn|Fn) for
n ≥ N . Also, note that |F (Zn)| ≤ 1 almost surely. As result we have that
∞∑
n=2
|Rn|
n
≤
∞∑
n=2
1{L(n) 6= 1}+
∞∑
n=2
1{L(n) = 1}
|Rn|
n
=
∞∑
n=2
1{L(n) 6=1}+
∞∑
n=2
∣∣∣n(f( (Zn+β/n)1+β/((2+β)n))−f(Zn))−F (Zn)∣∣∣
n(n+ 1)
1{L(n)=1}
≤ N +
∞∑
n=2
(c+ 1)
(
1
n
−
1
n+ 1
)
=
c+ 1
2
+N.
This is finite almost surely by the finiteness of N . Hence, (Zn)n≥0 is a stochastic
approximation process.
We now use the following corollary of Lemma 2.6 from [Pem07].
Proposition 4.1. If for all n ∈ N E(ξ2n+1|Fn) ≤ K for some K > 0 almost surely
and if F is continuous with an isolated zero set, then Zn converges almost surely
to a random variable with values in the zero set.
As 0 ≤M(n+ 1)−M(n) ≤ 1, we get
n+ 1
n
|ξn+1| = (n+ 1) |Zn+1 − E(Zn+1|Fn)|
= |M(n+ 1)− E(M(n+ 1)|Fn)|
= |(M(n+ 1)−M(n))− E(M(n+ 1)−M(n)|Fn)| ≤ 1.
So, the condition E[ξ2n+1|Fn] ≤ K from Proposition 4.1 holds. Hence, we prove
Lemma 4.2. If Ed > 2 + β, Zn converges almost surely to some random variable
η ∈ {0, x∗}, and if Ed ≤ 2 + β, Zn converges almost surely to 0.
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4.1. Case Ed > 2 + β.
At first, consider the case Ed > 2+ β. Due to Lemma 4.2, it is enought to prove
thatM(n)/n does not converge to zero almost surely. Therefore, it suffices to prove
the following.
Lemma 4.3. For any n0 > 0 and 0 < ǫ < x
∗ there is almost surely finite random
variable T (T depends on n0 and ǫ), T ≥ n0, such that P(x∗ − ǫ ≤ M(T )/T )→ 1
as n0 →∞.
Before starting the proof, let describe its main idea. When M(n)n < x∗ − ǫ,
pn
M(n) > (1 +α)/n for some α > 0. Therefore, for n such that
M(n)
n < x∗ − ǫ we get
that M(n) grows like n1+α and, hence, M(n)/n would exceed x∗ − ǫ at some finite
time. We formalize this condition on n by introducing stopping times φn0 , which
would be the first time (since n0) that it breaks.
Proof. Let n0 > 0, 0 < ǫ < x
∗. Recall that pn is the probability that M(n + 1) =
M(n) + 1 conditionally on Fn. From (9) for n such that n0 ≤ n ≤ ηn0 we have
(13)
pn
M(n)
=
1 + βM(n)
n
(
1 + β(2+β)n
)g( M(n) + β
n+ β/(2 + β)
)
=
1
n
g
(
M(n) + β
n+ β/(2 + β)
)(
1 +O
(
1
M(n)
))
.
Introduce stopping times
φn0 = inf{n ≥ n0 : x∗ − ǫ ≤Mn/n}.
Note that φn0 is the first moment since n0 that satisfies the statement of the lemma.
Therefore, it is sufficient to prove that P(φn0 <∞) → 1 as n0 →∞. Consider the
expectation
E
(
1{n<ηn0∧φn0}
M(n)
M(n+1)
∣∣∣∣Fn
)
= 1{n < ηn0 ∧ φn0}E
(
M(n)
M(n+ 1)
∣∣∣∣Fn
)
=1{n<ηn0∧φn0}
(
pn
M(n)
M(n) + 1
+ 1− pn
)
=1{n<ηn0∧φn0}
(
pn
(
1−
1
M(n) + 1
)
+1−pn
)
=1{n<ηn0∧φn0}
(
1−
pn
M(n)
(1 +O(M(n)−1))
)
=1{n<ηn0∧φn0}
(
1−
1
n
g
(
M(n)
n
)
(1+O(M(n)−1))
)
.
The last equality holds since (13) holds and g(x) has a bounded derivative on
[0, 1]. Note that the term O(M(n)−1) from last equality is Fn-countable and by
Lemma 2.2 turns to 0 as n→∞. Introduce stopping times
αn0,c = inf
{
n ≥ n0 : g
(
M(n)
n
)(
1 +O
(
M(n)−1
))
< 1 + c
}
, c > 0.
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From (10) we have that for any ǫ > 0 there is δ > 0 so that g(x) > 1 + 2δ if
0 ≤ x ≤ x∗ − ǫ. Then P(αn0,δ =∞)→ 1 as n0 →∞. For n0 ≤ n we have
E
(
1
M(n+1)
1{n<ηn0∧φn0∧αn0,δ}
∣∣∣∣Fn
)
<
(1−(1+δ)/n)
M(n)
1{n<ηn0∧φn0∧αn0,δ}.
Set
Cn+1 = (1 + (1 + δ)/n)Cn, n ≥ n0, Cn0 = 1
For n ≥ n0 introduce A(n) = Cn/M(n). Then A(n ∧ ηn0 ∧ φn0 ∧ αn0,δ) is a
supermartingale for n ≥ n0. By Lemma 2.1, we have that Cnn
−1−δ converges
to a positive limit, and, by Doob’s theorem, A(n ∧ φn0 ∧ ηn0 ∧ αn0,δ) tends to a
finite limit with probability 1. Thus, there is a random constant B > 0 so that
M(n) ≥ Bn1+δ almost surely for all n0 ≤ n ≤ φn0 ∧ ηn0 ∧ αn0,δ. On the other
hand, M(n) ≤ 2n, and so φn0 ∧ ηn0 ∧ αn0,δ < ∞ almost surely. Therefore, on the
event {ηn0 ∧ αn0,δ = ∞}, we have φn0 < ∞ almost surely. Since P(ηn0 ∧ αn0,δ =
∞) → 1 as n0 → ∞, we have P(φn0 < ∞) → 1 as n → ∞. Hence, we could set
T = φn01{φn0 <∞}+ n01{φn0 =∞} <∞. 
4.2. Case Ed ≤ 2 + β.
Second, consider the case Ed ≤ 2 + β. The idea of the proof is similar to
the previous case. Instead of stopping times φn0 , ηn0 and αn0,δ we would use
more complex stopping times νn0,ǫ to construct supermartingales. In addition we
consider Taylor expansion (formula (8)), and then use convergence M(n)/n → 0
almost surely and condition mj < C
j for some C > 0 to estimate its tail.
Fix n0 > 0, δ > 0, n > n0. Consider the expectation
E
(
1{n < ηn0}
M(n+ 1)/(n+ 1)δ
M(n)/nδ
∣∣∣∣Fn
)
=
M(n) + pn
M(n)
nδ
(n+ 1)δ
1{n < ηn0}
=
(
1 +
pn
M(n)
)
1
(1 + 1/n)δ
1{n < ηn0}.
The factor 1{n < ηn0} is needed to remove L(n) from formula (1) for pn. We now
obtain the expansion of p(n)/M(n) by powers of M(n)/n. From (8) and (9) (for
n > n0) we have
1{n < ηn0}
pn
M(n)
= 1{n < ηn0}
M(n) + β
M(n)
(
n+ β2+β
)g
(
M(n) + β
n+ β2+β
)
= 1{n < ηn0}
1 + β/M(n)
(2 + β)n+ β
∞∑
j=1
(
−
M(n)+β
(2+β)n+β
)j−1
mj
= 1{n < ηn0}
1
(2 + β)n
(
1+β/M(n)
1+β/((2+β)n)
)(
Ed−
M(n) + β
n+ β/(2 + β)
×

 m2
2 + β
+
∞∑
j=3
(
−
M(n) + β
n+ β/(2 + β)
)j−2
mj
(2 + β)j−1



 .
By Lemma 4.2, M(n)+βn+β/(2+β) → 0 almost surely as n → ∞. Thus, by our conditions
on d, for any fixed constant c > 0
P
(∣∣∣∣∣
(
−
M(n) + β
n+ β/(2 + β)
)j−2
mj
(2 + β)j−1
∣∣∣∣∣ < cj−2 for all j ≥ 3 and n > N
)
→ 1
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as N →∞. Therefore,
(14)
1{n < ηn0}
pn
M(n)
= 1{n < ηn0}
1
(2 + β)n
(
1 +O
(
1
M(n)
))
×
(
Ed−
M(n)
n
(
1 +O
(
1
M(n)
))(
m2
2 + β
+ o(1)
))
= 1{n < ηn0}
Ed
(2 + β)n
(1 + o(1)) as n→∞,
where o(1) denotes some random variable that converges almost surely to 0 as
n→∞. Hence,
E
(
M(n+ 1)/(n+ 1)δ
M(n)/nδ
1{n < ηn0}
∣∣∣∣Fn
)
=
1
(1 + 1/n)δ
(
1 +
Ed
(2 + β)n
(1 + o(1))
)
1{n < ηn0}
=
(
1 +
Ed
(2+β) − δ
n
(1 + o(1))
)
1{n < ηn0} → 1 a.s. as n0 →∞.
Moreover, for any ǫ ∈ (0, Ed2+β ),
P
(
E
(
M(n+ 1)/(n+ 1)Ed/(2+β)−ǫ
M(n)/nEd/(2+β)−ǫ
∣∣∣∣Fn
)
> 1, for alln > n0
)
≥ P
( ⋂
n>n0
{
E
(
1{n < ηn0}
M(n+ 1)/(n+ 1)Ed/(2+β)−ǫ
M(n)/nEd/(2+β)−ǫ
∣∣∣∣Fn
)
> 1
})
≥ P
(
{ηn0 =∞}
⋂( ⋂
n>n0
{
1 +
ǫ
n
(1 + o(1)) > 1
}))
→ 1 as n0 →∞.
Similarly,
P
(
E
(
M(n+ 1)/(n+ 1)Ed/(2+β)+ǫ
M(n)/nEd/(2+β)+ǫ
∣∣∣∣Fn
)
< 1, for alln > n0
)
→ 1, as n0 →∞.
Let A(n) = M(n)
nEd/(2+β)+ǫ/2
and B(n) = n
Ed/(2+β)−ǫ/2
M(n) , which are nearly supermartin-
gales. Introduce stopping times
νn0,ǫ = inf
{
n > n0 : E
(
M(n+ 1)/(n+ 1)Ed/(2+β)−ǫ
M(n)/nEd/(2+β)−ǫ
∣∣∣∣Fn
)
≤ 1, or
E
(
M(n+ 1)/(n+ 1)Ed/(2+β)+ǫ
M(n)/nEd/(2+β)+ǫ
∣∣∣∣Fn
)
≥ 1
}
.
Note that P(νn0,ǫ = ∞) → 1 as n0 → ∞. Then A(n ∧ νn0,ǫ) and B(n ∧ νn0,ǫ) are
supermartingales, and from Doob’s theorem
M(n)
n
Ed
2+β−ǫ
→∞ and
M(n)
nEd/(2+β)+ǫ
→ 0 a.s., n→∞,
which implies our theorem for Ed < 2 + β, and give us the following asymptotic:
M(n)
n1−δ
→∞ a.s. for any δ > 0 if Ed = 2 + β.
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In particular, if we consider stopping times
τǫ(n0) = inf
n>n0
{n : M(n) < ǫn0.76},
then P(τǫ(n0) <∞) → 0 as n0 → ∞ (below, we use this statement in the proof of
the theorem in the case Ed = 2 + β).
4.3. case Ed = 2+ β.
Finally, consider the case Ed = 2 + β. The proof in this case is similar to the
proof in the case d = 2 in [MP14]. In this case, we need to consider additional term
in Taylor expansion and build different martingales.
For fixed c > 0, consider the following set of scaling functions of M(n):
(15)
Qcn = exp(cn/M(n))/n,
U cn = n exp(−cn/M(n)).
Lemma 4.4. Let ǫ > 0 and C > 0 be fixed numbers.
(1) For each c < (2 + β)2/m2, there is a constant n1 = n1(C, c, ǫ) ≥ C so that
Qcn∧τǫ(C)∧ηC , n ≥ n1 is a supermartingale.
(2) For each c > (2 + β)2/m2, there is a constant n2 = n2(C, c, ǫ) ≥ C so that
U cn∧τǫ(C)∧ηC , n ≥ n2 is a supermartingale.
Proof of Lemma 4.4. Proof of (1): Recall that M(n + 1) equals eihter M(n) + 1
(with conditional probability pn) or M(n). Hence, by Taylor’s theorem for corre-
sponding exponents,
E
(
1{n < ηC}
Qcn+1
Qcn
∣∣∣∣Fn
)
= 1{n < ηC}
n
n+ 1
(
e(
c
M(n) )(1 − pn) + pne
(
c
n+1
M(n)+1−
cn
M(n)
))
= 1{n < ηC}
(
1−
1
n
+
c
M(n)
+ cpn
(
−1
M(n)
+
M(n)− n
M(n)(M(n) + 1)
))
+1{n < ηC}O
(
1
M2(n)
+
n2pn
M4(n)
)
.
As pn ≤ 1 and, for n < τǫ(C), M(n)/n
3/4 →∞, the latter error term is o(1/n). By
(14), we get
E
(
1{n < ηC ∧ τǫ(C)}
Qcn+1
Qcn
∣∣∣∣Fn
)
= 1{n < ηC ∧ τǫ(C)}
(
1−
1
n
+
c
M(n)
− c
(
n
M(n)
)(
1
(2 + β)n
(
Ed−
M(n)
n
(
m2
(2 + β)
+ o(1)
)))
+O
(
1
n1.001
))
= 1{n < ηC ∧ τǫ(C)}
(
1−
1
n
+
cm2 + o(1)
(2 + β)2n
+O
(
1
n1.001
))
.
Hence, when c < (2+β)
2
m2
, we may find a constant n1 ≥ C, such that
E
(
1{n1 ≤ n < ηC ∧ τǫ(C)}
Qcn+1
Qcn
∣∣∣∣Fn
)
≤ 1,
which completes the proof.
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Proof of (2) As in the proof of (1), it suffices to show that for c > (2+β)
2
m2
and some
n2 > C,
E
(
1{n2 ≤ n < ηC ∧ τǫ(C)}
U cn+1
U cn
∣∣∣∣Fn
)
≤ 1.
By Taylor’s theorem we get
E
(
1{n < ηC}
U cn+1
U cn
∣∣∣∣Fn
)
= 1{n < ηC}
n+ 1
n
(
e(
−c
M(n))(1 − pn) + pne
(
−c
n+1
M(n)+1+
cn
M(n)
))
.
In the same way as in the proof of (1), we get the equality
E
(
1{n < ηC ∧ τǫ(C)}
U cn+1
U cn
∣∣∣∣Fn
)
= 1{n < ηC ∧ τǫ(C)}
(
1 +
1
n
−
cm2 + o(1)
(2 + β)2n
+O
(
1
n1.001
))
,
which concludes the proof. 
Let us prove the main theorem for Ed = 2 + β.
Proof. Set Oτǫ = {τǫ(1) =∞}. Note that limǫ→0 P(O
τ
ǫ ) = 1.
Recall that D(C) = {L(n) = 1, ∀n ≥ C}. For c < (2+β)
2
m2
, by Lemma 4.4 and
Doob’s theorem, there is some random Rǫ, so that
P
({
sup
n>0
Qcn < Rǫ <∞
}
∩Oτǫ ∩D(C)
)
= P (Oτǫ ∩D(C)) .
Hence,
P
({
M(n) ≥
cn
lnn+ lnRǫ
}
∩Oτǫ ∩D(C)
)
= P (Oτǫ ∩D(C)) ,
and so
P
({
lim inf
n→∞
M(n) lnn
n
≥ c
}
∩Oτǫ ∩D(C)
)
= P (Oτǫ ∩D(C)) .
Thus, we have that
P
({
lim inf
n→∞
M(n) lnn
n ≥ c
}
∩Oτǫ ∩D(C)
)
= P (Oτǫ ∩DC) ,
and so, taking ǫ→ 0 and C →∞, we have that
P
(
lim inf
n→∞
M(n) lnn
n
≥ c
)
= 1
As this holds for any c < (2+β)
2
m2
, we conclude the desired lower bound.
For the upper bound, we apply the same technique, but for U cn (instead of Q
c
n).
We get
P
({
sup
n>0
U cn < Rǫ <∞
}
∩Oτǫ ∩D(C)
)
= P (Oτǫ ∩D(C)) .
As above, the last equality implies
P
({
lim sup
n→∞
M(n) lnn
n ≤ c
}
∩Oτǫ ∩D(C)
)
= P (Oτǫ ∩D(C)) ,
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and so taking ǫ→ 0 and C →∞ we have that
P
(
lim sup
n→∞
M(n) lnn
n
≤ c
)
= 1.
As this holds for any c > (2+β)
2
m2
, the proof is complete. 
5. Number of vertices with fixed degree
Let Nk(n) denote the number of vertices with the degree k in Pn, k ∈ N. In this
section, we prove a central limit theorem for the vector (N1(n), ..., Nk(n)) for any
fixed k ∈ N under the assumption ECd < ∞ for any C > 0. We give the formal
statement of the theorem in the final part of the section because it requires some
heavy notations which are given below.
The dynamics of Nk(n) depends on the degree of Yn. Since the degree of new
vertex always equals to one, the case k = 1 would be different from the case k > 1.
If deg Yn(n) = 1, then N2(n + 1) = N2(n) + 1 and Ni(n + 1) = Ni(n) for i 6= 2.
If deg Yn(n) = k > 1, then N1(n + 1) = N1(n) + 1 (we add vertex with degree 1),
Nk(n+ 1) = Nk(n)− 1 and Nk+1(n+ 1) = Nk+1(n) + 1 (we increase degree of the
vertex with degree k). Also, Nl(n+ 1) = Nl(n) for l 6= 1, k, k+1. Hence, for k = 1
we get
(16)
{N1(n+ 1)−N1(n) = 1|Fn} = {deg Yn(n) 6= 1|Fn},
{N1(n+ 1)−N1(n) = 0|Fn} = {deg Yn(n) = 1|Fn}.
For k > 1 we get
(17)
{Nk(n+ 1)−Nk(n) = 1|Fn} = {deg Yn(n) = k − 1|Fn},
{Nk(n+ 1)−Nk(n) = −1|Fn} = {deg Yn(n) = k|Fn}.
Hence,
(18)
E(N1(n+ 1)−N1(n)|Fn)=1− P(deg Yn(n) = 1|Fn),
E(Nk(n+ 1)−Nk(n)|Fn)=P(deg Yn(n)=k−1)−P(deg Yn(n)=k|Fn), k > 1.
Let α0(n) = 0 and for k ≥ 1
αk(n) =
n+1∑
j=1
1{deg vj(n) ≤ k}
deg vj(n) + β
(2 + β)n+ β
=
k∑
j=1
Nj(n)(j + β)
(2 + β)n+ β
.
Note that P(degX1n(n) ≤ k) = αk(n). Hence
(19)
P(deg Yn(n)=k|Fn)=P
(
dn⋂
i=1
{
degX in(n)≤k
}
\
dn⋂
i=1
{
degX in(n)≤k−1
}∣∣∣∣∣Fn
)
=
∞∑
m=1
P(d = m) ((αk(n))
m
− (αk−1(n))
m
) .
Introduce functions
h0 = 1, h1(x1) =
∞∑
m=1
P(d = m)
(
x1
1 + β
2 + β
)m
,
hk(x1, ..., xk)=
∞∑
m=1
P(d = m)



 k∑
j=1
xj
(j + β)
2 + β


m
−

k−1∑
j=1
xj
(j + β)
2 + β


m
 , k ≥ 2
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fk(x1, ..., xk) = hk−1(x1, ..., xk−1)− hk(x1, ..., xk), k ∈ N.
Since αk(n) =
∑k
j=1
Nj(n)
n+ β2+β
(j+β)
2+β , from (19) we get that for all k
(20) P(deg Yn(n) = k|Fn) = hk
(
N1(n)
n+ β2+β
, ...,
N1(n)
n+ β2+β
)
.
Therefore, from (18) we have
E(Nk(n)−Nk−1(n)|Fn) = fk
(
N1(n)
n+ β2+β
, ...,
N1(n)
n+ β2+β
)
.
Consider the sets ∆k = [0,∞)
k. Note that since ECd < ∞, the functions
fi(x1, ..., xk), i = 1, ..., k, are well defined and have continuous partial derivatives
on ∆k. Let Zk(n) =
Nk(n)
n and Z˜k(n) =
Nk(n)
n+ β2+β
= Zk(n)
1
1+ β
n(2+β)
. Note that
(Z˜1(n)..., Z˜k(n)) ∈ ∆k and (Z1(n)..., Zk(n)) ∈ ∆k. For all k,
E (Nk(n+ 1)−Nk(n)|Fn) = fk
(
Z˜1(n), ..., Z˜k(n)
)
.
Note that
Z˜k(n+ 1)− Z˜k(n) =
(
n+ β2+β
)
(Nk(n+ 1)−Nk(n)) −Nk(n)(
n+ β2+β
)(
n+ 1 + β2+β
) ,
and, hence,
E
(
Z˜k(n+ 1)− Z˜k(n)|Fn
)
=
fk(Z˜1(n), ..., Z˜k(n)) − Z˜k(n)
n+ 1 + β2+β
.
Similary,
Zk(n+ 1)− Zk(n) =
Nk(n+ 1)−Nk(n)
n+ 1
−
Zk(n)
n+ 1
,
E (Zk(n+ 1)− Zk(n)|Fn) =
fk(Z1(n), ..., Zk(n))− Zk(n)
n+ 1
+
fk(Z˜1(n), ..., Z˜k(n))− fk(Z1(n), ..., Zk(n))
n+ 1
.
Let
gk(x1, ..., xk) = fk(x1, ..., xk)− xk
and
Gk(x1, ..., xk) = (g1(x1), ..., gk(x1, ..., xk))
t
.
We further use these functions to build multidimensional stochastic approximation
process. Note that ▽Gk is triangular matrix, and hence its eigenvalues are
λi =
∂fi
∂xi
− 1 = −
∞∑
m=1
mP(d = m)
i+ β
2 + β

 i∑
j=1
xj
j + β
2 + β


m−1
− 1.
Therefore, for any k and (x1, ..., xk) ∈ ∆k
−Lk = max
1≤i≤k
λi < −1.
Consider the systems Gl(x1, ..., xl) = 0, l = 1, ..., k. Let us prove that these systems
have a unique solution in ∆l. First, consider the case l = 1. Note that f1(x1) is
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strictly decreasing in ∆1, f(0) = 1. Therefore, there is a unique solution x
∗
1 of the
equation g1(x1) = 0 in ∆1. Second, prove that if the system Gl−1(x1, ..., xl−1) = 0
has a unique solution ρ∗l−1 = (x
∗
1, ..., x
∗
l−1) in ∆l−1, then the system Gl(x1, ..., xl) =
0 has a unique solution ρ∗l = (x
∗
1, ..., x
∗
l ) in ∆l. Since fl(ρ
∗
l−1, xl) is decreasing
function of xl, fl(ρ
∗
l−1, 0) > 0 and fl(ρ
∗
l−1, xl) → −∞ as xl → ∞, there is a
unique solution x∗l ∈ ∆l of the equation gl(ρ
∗
l−1, xl) = 0. Therefore, the system
Gk(x1, ..., xk) = 0 has a unique solution ρ
∗
k = (x
∗
1, ..., x
∗
k) in ∆k. From now, let
∆k = [0,Mk]
k, where Mk > 0 is such that {ρ
∗
k} ∪ [0, 2]
k ⊂ ∆k.
Set
γn =
1
n+ 1
, γ˜n =
1
n+ 1 + β2+β
,
Wk(n) = (Z1(n), ..., Zk(n))
t, W˜k(n) = (Z˜1(n), ..., Z˜k(n))
t.
Then
Wk(n+ 1)−Wk(n) = γn (Gk(Wk(n)) + Ek(n+ 1) +Rk(n+ 1)) ,
where
Rk(n+1) =
[
f1(Z˜1(n))− f1(Z1(n)), ..., fk(Z˜1(n), ..., Z˜k(n))− fk(Z1(n), ..., Zk(n))
]t
,
Ek(n+ 1) = (Wk(n+ 1)− E(Wk(n+ 1)|Fn))/γn
and
W˜k(n+ 1)− W˜k(n) = γ˜n
(
Gk(W˜k(n)) + (W˜k(n+ 1)− E(W˜k(n+ 1)|Fn))/γ˜n
)
.
Below, we prove that W˜k(n) satisfies the conditions of Theorem 1.4.26 from [Duf97].
Note that the process W˜k(n) belongs to ∆k, so conditions would be written for
x ∈ ∆k. The first condition becomes (Gk(x))
t(x− ρ∗k) < 0 for any x ∈ ∆k, x 6= ρ
∗
k.
This conditions is clearly satisfied since ▽Gk(x) has negative eigenvalues for all
x ∈ ∆k. The conditions on γ˜n (
∑
γ˜n = ∞,
∑
γ˜2n < ∞) hold for our choice of γ˜n.
The last condition, obviously, holds, if
||Gk(W˜k(n))||
2 + ||(W˜k(n+ 1)− E(W˜k(n+ 1)|Fn))/γ˜n||
2 < K a.s.
for some constant K > 0. Since Gk(x) is bounded in ∆k, it is enough to show
that an absolute value of each coordinate of (W˜k(n+ 1)− E(W˜k(n+ 1)|Fn))/γ˜n is
bounded by a constant. For 1 ≤ i ≤ k,(
n+ 1 +
β
2 + β
) ∣∣∣Z˜i(n+ 1)− E(Z˜i(n+ 1)|Fn)∣∣∣
≤
(
n+ 1 +
β
2 + β
)(∣∣∣Z˜i(n+ 1)− Z˜i(n)∣∣∣+ ∣∣∣E(Z˜i(n+ 1)− Z˜i(n)|Fn)∣∣∣)
=
∣∣∣∣∣∣(Nk(n+ 1)−Nk(n))−
Nk(n)(
n+ β2+β
)
∣∣∣∣∣∣+
∣∣∣fk(Z˜1(n), ..., Z˜k(n))− Z˜k(n)∣∣∣
≤ |(Nk(n+ 1)−Nk(n))|+
∣∣∣∣∣∣
Nk(n)(
n+ β2+β
)
∣∣∣∣∣∣+
∣∣∣fk(Z˜1(n), ..., Z˜k(n))∣∣∣ + ∣∣∣Z˜k(n)∣∣∣ ≤ 4 + ǫ
for any ǫ > 0 and n large enough. So we get that W˜k(n) → ρ
∗
k almost surely by
Theorem 1.4.26 of [Duf97], and, hence, Wk(n)→ ρ
∗
k almost surely as well.
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Now we check that assumptions of Theorem 2.1 of [Fort15] holds, which gives the
convergence in distribution of γ−1/2(Wk(n)− ρ
∗
k) under the conditional probability
P(·|Wk(n) → ρ
∗
k). Note that the condition could be removed since P(Wk(n) →
ρ∗k) = 1. Let us describe assumptions of this theorem for our model.
Assumptions C1(a,b,c) claim that ρ∗ belongs to interior of ∆k, Gk(x) is twice
continuously differentiable in a neighborhood of ρ∗ and ▽Gk(x) has negative eigen-
values. This assumptions holds as was discussed above with the largest eigenvalue
−Lk < −1.
Assumptions C2(a,b,c) could be rewritten in the following way (we make the
second part even stronger than needed): E(Ek(n + 1)|Fn) = 0, ||Ek(n + 1)|| < C
for some constant C > 0 and E(Ek(n + 1)E
t
k(n + 1)|Fn) = U
∗
k + o(1) for some
symmetric positive definite (random) matrix U∗k . We will check these assumptions
later.
Assumption C3 claims that γ
−1/2
n Rk(n+1) = Ow.p.1(1)oL1(1), which holds from
the definition of Rk(n + 1) since its components fi(x1, ..., xi), i = 1, ..., k, have
bounded derivatives in ∆k.
Assumption C4(b) states that
∑
γn =∞,
∑
γ2n <∞ and log(γn−1/γn) ∼ γn/γ
∗
for some γ∗ > 1/(2Lk). Since Lk > 1, it holds with γ∗ = 1.
To check assumptions C2, note that for any n
||Ek(n+ 1)|| ≤
k∑
i=1
(n+ 1)|Zk(n+ 1)− E(Zk(n+ 1)|Fn)|
≤ (n+ 1)
k∑
i=1
(|Zk(n+ 1)− Zk(n)|+ |E(Zk(n+ 1)− Zk(n)|Fn)|)
=
k∑
i=1
(
|Nk(n+ 1)−Nk(n)|+ |Zk(n)|+ |fk(Z˜1(n), ..., Z˜k(n))− Zk(n)|
)
≤ 4k.
Now it remains to check that
E(Ek(n+ 1)E
t
k(n+ 1)|Fn) = U
∗
k + o(1)
for some symmetric positive definite (random) matrix U∗k . Since components of
Ek(n+1) is not linearly dependent, E(Ek(n+ 1)E
t
k(n+ 1)|Fn) is positive definite.
So we have to prove that it can be decomposed as U∗k + o(1) where U
∗
k does not
depend on n. Note that from definition of Ek(n+ 1) we have
Ek(n+ 1) = (N1(n+ 1)− E(N1(n+ 1)|Fn), ..., Nk(n+ 1)− E(Nk(n+ 1)|Fn))
t
= [(Ni(n+ 1)−Ni(n))− E(Ni(n+ 1)−Ni(n)|Fn)]
t
1≤i≤k.
Therefore,
E(Ek(n+ 1)E
t
k(n+ 1)|Fn)
= E ([(Ni(n+ 1)−Ni(n)− E(Ni(n+ 1)−Ni(n)|Fn))
× (Nj(n+ 1)−Nj(n)− E(Nj(n+ 1)−Nj(n)|Fn))]1≤i,j≤k|Fn)
= [E((Ni(n+ 1)−Ni(n))(Nj(n+ 1)−Nj(n))|Fn)
−E(Ni(n+ 1)−Ni(n)|Fn)E(Nj(n+ 1)−Nj(n))|Fn]1≤i,j≤k.
Note that
E(Ni(n+ 1)−Ni(n)|Fn) = fi(Z˜1(n), ..., Z˜i(n)) = fi(x
∗
1, ..., x
∗
i ) + o(1) a.s.
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To calculate the expectations E((Ni(n+1)−Ni(n))(Nj(n+1)−Nj(n))|Fn) we use
formula (16) and (17). Let i ≤ j. As in calculation of P(Ni(n+1)−Ni(n) = 1|Fn),
the case i = 1 different from the case i > 1. For i = 1 we get that
E((N1(n+ 1)−N1(n))(Nj(n+ 1)−Nj(n))|Fn) = P(deg Yn(n) = j − 1|Fn)
−P(deg Yn(n) = j|Fn) if j > 2,
E((N1(n+ 1)−N1(n))(Nj(n+ 1)−Nj(n))|Fn) = 0 if j = 2,
E((N1(n+ 1)−N1(n))(Nj(n+ 1)−Nj(n))|Fn) = P(deg Yn(n) 6= 1|Fn) if j = 1.
For i > 1 we get that
E((Ni(n+1)−Ni(n))(Nj(n+1)−Nj(n))|Fn) = −P(deg Yn(n) = i|Fn) if i = j−1,
E((Ni(n+ 1)−Ni(n))(Nj(n+ 1)−Nj(n))|Fn) = 0 if i < j − 1,
E((Ni(n+ 1)−Ni(n))(Nj(n+ 1)−Nj(n))|Fn) = P(deg Yn(n) = i− 1|Fn)
+P(deg Yn(n) = i|Fn) if i = j.
Introduce functions
fki,j(x1, ..., xk) =
=


f1(x1) i = j = 1;
fj(x1, ..., xj) i = 1, j > 2;∑∞
m=1 P(d = m)
((∑i
l=1 xl
(l+β)
2+β
)m
−
(∑i−1
l=1 xl
(l+β)
2+β
)m)
i = j − 1 > 1;∑∞
m=1 P(d = m)
((∑i
l=1 xl
(l+β)
2+β
)m
−
(∑i−2
l=1 xl
(l+β)
2+β
)m)
i = j > 2;∑∞
m=1 P(d = m)
(
x1(1+β)+x2(2+β)
2+β
)m
i = j = 2;
0 otherwise.
For i > j put fki,j = f
k
j,i. From (20) and definition of Z˜k(n) we get
E((Ni(n+ 1)−Ni(n))(Nj(n+ 1)−Nj(n))|Fn) = f
k
i,j(Z˜1(n), ..., Z˜k(n)).
Note that since ECd < ∞ for any C > 0, functions fki,j have bounded derivatives
in ∆k. Hence,
E((Ni(n+ 1)−Ni(n))(Nj(n+ 1)−Nj(n))|Fn)f
k
i,j(x
∗
1, ..., x
∗
k) + o(1) a.s.
Therefore, if we define U∗k as
U∗k = [f
k
i,j(x
∗
1, ..., x
∗
k)− fi(x
∗
1, ..., x
∗
i )fj(x
∗
1, ..., x
∗
j )]1≤i,j≤k,
we would get that
E(Ek(n+ 1)E
t
k(n+ 1)|Fn) = U
∗
k + o(1).
Hence, we could apply Theorem 2.1 of [Fort15]. So we proved the following theorem.
Theorem 5.1. Let ECd < ∞ for any C > 0. Then, under above notations,
γ
−1/2
n (Wk(n)−ρ
∗
k) converges in distribution to a random vector with a characteristic
function given for any x ∈ Rk by
exp{−
1
2
xtV x},
where matrix V is the positive definite matrix satisfying
V (I + 2γ∗▽Gk(ρ
∗
k)
t) + (I + 2γ∗▽Gk(ρ
∗
k))V = −2γ
∗U∗k .
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6. Discussion
In Section 4, we use a stochastic approximation technique in order to simplify the
proof of Lemma 4.2. This lemma could be proved by the martingale technique only
(which is later used in the cases Ed < 2+β and Ed = 2+β). In the one-dimensional
case, the stochastic approximation result we use could be obtained from convergence
theorems for martingales. In two last cases, usage of the stochastic approximation
does not provide many benefits, although it probably can be applied as well.
Note that conditions on d in Theorem 1.1 are needed only in the case Ed ≤ 2+β
and could be lightened after a more detailed analysis of the expression on the right-
hand side of (1).
In Section 5, we use a multidimensional stochastic approximation (due to a re-
cursive dependence of Ni(n)). A similar technique could be used to get a central
limit theorem for the number of vertices of the fixed degree for the min-choice model
(see [MP15]) and, probably, to its extension to meek choice in [HJ16].
Note that the sequence (x∗1, x
∗
2, ...), which is defined in Section 5, defines a limit
of the empirical degree distribution. Variations of β and the distribution of d
would result in different limits. It could be interesting to consider reverse problem,
which is to try to reconstruct β and d from a given sequence (x∗1, x
∗
2, ...), that
satisfy some conditions (with basic conditions 0 < x∗i+1 < x
∗
i ,
∑∞
i=1 x
∗
i = 1 and∑∞
i=1 x
∗
i (i + β) ≤ 2 + β for some β > −1).
It could be easily shown that
∑∞
i=1 x
∗
i = 1, but
∑∞
i=1 x
∗
i (i+ β) may be less than
2+β. In fact, if Ed > 2+β,
∑k
i=1 x
∗
i (i+β) ≤ 2+β−x
∗ for all k. Furthermore, one
could consider the sum Sk =
∑k
i=1 x
∗
i
i+β
2+β (similar to [HJ16]). Since it is increasing
and bounded from above by 1, there is a limit S∗ = limk→∞ Sk. Similar to [HJ16],
one could ask is S∗ = 1 if Ed ≤ 2 + β and S∗ = 1 − x
∗/(2 + β) if Ed > 2 + β, or
there is some additional weight loss.
Moreover, the reverse problem could be reduced to finding a nonnegative solution
of infinite system
∞∑
m=1
Smk pm = k −
k∑
i=1
(k + 1− i)x∗i k ∈ N
of equations on pm, where pm = P(d = m). Note that this system has Vandermond
matrix, so one could suggest that there is a solution (if Si 6= Sj , i 6= j, which
equals to condition x∗i > 0 for all i ∈ N), but it could be not a nonnegative one. It
also could be interesting to see if some types of asymptotic behaviour of x∗i (e.g.,
x∗i ∼
c
iγ for 1 < γ < 2) would result in absence of a nonnegative solution.
Theorem 5.1 provides the central limit theorem for any fixed k. It could be inter-
esting to consider k depending on n and study an asymptotic behaviour of Nk(n).
This study can be motivated by the fact that x∗k decays quite fast with k, and so
does the smallest eigenvalue of V , which reduces an efficiency of the central limit
theorem.
Theorem 1.1 gives us an asymptotic of the maximal degree of the graph. For
the subcritical case (Ed < 2 + β), it behaves similarly to the maximal degree in
the Mori’s preferential attachment model. Therefore, it is interesting to compare
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the respective degree distributions. In contrast to the standard preferential attach-
ment model, in max-choice model, the probability to increase a degree of a fixed
vertex depends not only on the degree, but also on its position in the joint degree
distribution. Indeed, let
A(m,n) =
n+1∑
j=1
(deg vj(n) + β)1{deg vj(n) > m},
Ai(n) = A(deg vi(n), n),
B(m,n) =
n+1∑
j=1
(deg vj(n) + β)1{deg vj(n) = m},
Bi(n) = B(deg vi(n), n),
α(x, n) =
∞∑
k=1
P(d = k)
(
1−
x
(2 + β)n+ β
)k
,
a(m,n) = α(A(m,n), n)− α(A(m,n) +B(m,n), n),
where a(m,n) is the probability to increase a degree of a vertex with the degree
m > 1 at the step n. Therefore, for the vertex vi, i ≤ n, the probability pi(n) to
increase its degree at the step n is
pi(n) =
∞∑
l=1
1{Bi(n) = l(deg vi(n) + β)}
a(deg vi(n), n)
l
=
∞∑
l=1
1{Bi(n) = l(deg vi(n) + β)}
a(deg vi(n), n)(deg vi(n) + β)
Bi(n)
= (deg vi(n) + β)
∞∑
k=1
P(d = k)
Bi(n)
((
1−
Ai(n)
(2 + β)n+ β
)k
−
(
1−
Ai(n) +Bi(n)
(2 + β)n+ β
)k)
=
deg vi(n) + β
(2 + β)n+ β
∞∑
k=1
P(d = k)
k−1∑
j=0
(
1−
Ai(n)
(2 + β)n+ β
)j (
1−
Ai(n) +Bi(n)
(2 + β)n+ β
)k−j−1
.
The multiplier in front of the sum in the last line equals to the probability to in-
crease the degree of the vertex in Mori’s preferential attachment model without
choice, while the sum depends on a position in the joint degree distribution. It
would be interesting to get some analogue of the power-law for the degree distribu-
tion (may be with a non-constant but bounded exponent).
We consider only trees, but similar results should hold for standard generaliza-
tions of the model with more edges (e.g., m edges are drawn at each step, m could
be random). Such generalizations are of interest because their graph properties are
more natural. For example, commonly, the diameter of the model is close to the
diameter of a real network for m ≥ 2 (see, e.g., [BA99], [BR04]). To achieve such
an effect in our model, one could consider models in which the choice is made with
respect to some other criteria. For example, coin toss among vertices with the same
degree could be replaced with a choice that minimizes a distance between the new
vertex and the vertex with the highest degree.
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