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Introduction 
In animal breeding, tools to evaluate breeding schemes in the short-term are well 
established. Best Linear Unbiased Prediction 
(HENDERSON 1963, 1973, 1975, 1976) is 
widely used to estimate breeding values and 
selection index theory (HAZEL, 1943) is the 
common tool to evaluate breeding programs. 
Response to selection on Best Linear Unbiased 
Prediction of breeding values can be predicted 
accurately, by including estimated breeding 
values of parents in the selection index (WRAY 
and HILL, 1989) and accounting for reduction of 
the genetic variance due to the Bulmer effect 
(BULMER, 1971). 
Apart from the Bulmer effect, little attention 
has been paid to the long-term aspects of 
selection in animal breeding theory. When the 
selected trait is heritable, selection in the 
current generation will favor offspring of 
superior parents of previous generations, thus 
inducing a certain degree of selection between 
families of previous generations. Selection, 
therefore, reduces the effective number of 
grandparents and earlier ancestors, which 
results in decreased genetic variation in the long 
term. This process has not explicitly been 
modeled in animal breeding theory. For 
example, selection theory has not generally 
assessed how the number of descendants of an 
individual grows or reduces over time in 
relation to the properties of the population and 
the selection strategy. Though HILL (1974) 
modeled the flow of genes through a 
population, his method ignores the effect of 
selection and does not consider the individual 
animal. No theoretical framework has been 
developed to model the inheritance of selective 
advantage from parents to offspring, with the 
exception of ROBERTSON (1961), who 
introduced the concept of accumulation of 
selective advantage. There is no general theory 
that provides a model to describe the effect of 
different selection strategies on pedigree 
development and relates it to rates of 
inbreeding. 
In classical selection theory (see, e.g., 
FALCONER and MACKAY, 1996), genetic gain is 
expressed as a selection differential, which is a 
conditional expectation of a subset of the 
population, i.e., it is a statistical measure of 
genetic progress. Classical theory does not 
explicitly show how selection response is 
related to the selective success of individuals in 
relation to their genetic superiority. It seems 
obvious that sustained genetic gain can only be 
achieved when the individuals contributing to 
the population on the long-term have an above 
average Mendelian sampling term. 
Nevertheless, apart from WOOLLIAMS and 
THOMPSON (1994), no theory has been 
developed that explicitly shows this relation. 
This thesis focuses on the effects of selection 
on the development of pedigree, with particular 
emphasis on the rate of inbreeding (AF). The 
central concept in this thesis is the "long-term 
genetic contribution", which was introduced by 
JAMES and MCBRIDE (1958). The long-term 
genetic contribution (/-;) of ancestor i born at 
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time th is defined as the proportion of genes 
from i that are present in individuals in 
generation t2 deriving by descent from i, where 
(t2 - tt) -* oo (WOOLLIAMS et al., 1993). In 
other words, the long-term contribution of an 
individual is its proportional contribution to the 
genetic make-up of the population in the long 
term. Because long-term genetic contributions 
are proportions, they sum to unity per 
generation. In the remainder of this 
introduction, long-term genetic contributions 
will be referred to as long-term contributions. 
Besides chance effects, the long-term 
contribution of an individual is affected in a 
systematic manner by the superiority of the 
individual. For example, when selection is for 
estimated breeding values (EBV), individuals 
with a high EBV are expected to have more 
selected offspring, which will increase their 
long-term contribution. The EBV, therefore, is 
a measure of the selective advantage of an 
individual. Throughout this thesis, the term 
"selective advantage" may refer to any variable 
that affects the long-term contribution of an 
individual, by affecting the selective success of 
its offspring and more distant descendants. 
There are two mechanisms that affect the 
long-term contribution of an individual (WRAY 
and THOMPSON, 1990). First the relation 
between the number of selected offspring and 
the selective advantage of their parents, which 
determines the expected number of selected 
offspring. Second, the inheritance of selective 
advantage from parents to selected offspring, 
which affects the selective advantage of the next 
generation of parents. In this thesis, a general 
theory will be developed to predict long-term 
contributions, by modeling those two 
mechanisms. This theory enables prediction of 
the expected development of pedigree, which 
has not been possible so far. 
WOOLLIAMS and THOMPSON (1994) stated 
that the rate of gain is proportional to the sum 
of cross-products of long-term contributions 
and Mendelian sampling terms, without giving a 
formal derivation. In this thesis a formal theory 
will be developed, explicitly showing that 
genetic gain arises from creating a covariance 
between long-term contributions and Mendelian 
sampling terms. Predictive equations will be 
developed to implement the theory and to 
demonstrate the relation to classical selection 
theory. 
The rate of inbreeding, or equivalently, 
effective population size [AF = l/(2Ne)], is the 
key parameter that measures the genetic size of 
a population. It determines the variance of gene 
frequency due to drift, the increase in 
homozygosity by descent, the fixation 
probability of favorable mutants and the 
equilibrium state of the mutation-selection-drift 
balance. (FALCONER and MACKAY, 1996; 
LYNCH and WALSH, 1998). WRAY and 
THOMPSON (1990) showed that rates of 
inbreeding are proportional to the sum of 
squared long-term contributions. Subsequently, 
WOOLLIAMS et al. (1993) and WRAY et al. 
(1994) further developed this approach, but in 
particular the prediction of the variance of long-
term contributions proved to be difficult. 
SANTIAGO and CABALLERO (1995) predicted 
rates of inbreeding by modeling the variance of 
gene frequency, without using long-term 
contributions. This thesis will show that, under 
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certain conditions, the rate of inbreeding can 
directly be predicted from the expectation of the 
long-term contribution, making a separate 
prediction of the variance redundant. Predictive 
equations will be developed for animal breeding 
populations, which, for the first time, enable a 
computationally feasible optimization of 
breeding schemes with respect to rates of 
genetic gain and inbreeding. 
Outline of the thesis 
This thesis can be divided into three main parts. 
First, CHAPTERS 2 to 4 deal with the prediction 
of long-term contributions and their relation to 
genetic gain and generation interval. Second, 
CHAPTERS 5 to 8 deal with the prediction of 
rates of inbreeding based on long-term 
contributions. Finally, CHAPTERS 9 and 10 deal 
with the application of the theory to Combined 
Crossbred Purebred Selection. 
CHAPTER 2 to 4: CHAPTER 2 develops a 
general theory to predict long-term 
contributions and formally derives the relation 
between long-term contributions and genetic 
gain. Long-term contributions will be predicted 
by linear regression of contributions on 
selective advantages. The regression 
coefficients will be derived by modeling the 
relation between selective advantage and the 
number of selected offspring and by modeling 
the inheritance of selective advantage. With 
overlapping generations the long-term 
contribution will be predicted by modifying 
conventional gene flow theory (HILL, 1974) in 
order to account for selection. 
CHAPTER 3 shows how the general theory 
developed in CHAPTER 2 can be implemented 
for populations with overlapping generations 
undergoing mass selection. Particular emphasis 
will be given to the generation interval. The 
theory of CHAPTER 2 will be compared to 
conventional gene flow theory, which ignores 
the effect of selective advantage on long-term 
contributions. 
CHAPTER 4 is a short note, which discusses 
the relation between gene flow theory and 
genetic gain in an intuitive manner. Particular 
emphasis will be given to the different concepts 
underlying gain predicted from conventional 
gene flow theory and gain predicted from long-
term contributions. 
CHAPTER 5 to 8: CHAPTER 5 deals with the 
relationship between long-term contributions 
and rates of inbreeding. First, it will be shown 
that rates of inbreeding are proportional to 
squared long-term contributions. WRAY and 
THOMPSON (1990) already derived this relation, 
using properties of the relationship matrix. In 
this thesis the relation will be derived directly 
from identity by descent, which enhances 
intuitive understanding. 
Second, it will be shown that, with Poisson 
family size, rates of inbreeding are directly 
related to squared expected long-term 
contribution, making a separate prediction of 
the variance of long-term contributions 
redundant. Finally, the theory will be applied to 
sib-indices in discrete generations. Together, 
CHAPTER 2 and 5 represent a unified theory of 
rates of gain and inbreeding. 
In CHAPTER 6, equations will be developed to 
predict rates of inbreeding for populations with 
either discrete or overlapping generations 
undergoing mass selection, which shows how 
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the theory described in CHAPTERS 2 and 5 can 
be implemented. Furthermore, CHAPTER 6 
shows how the prediction of AF based on long-
term contributions relates to previous 
predictions for mass selection based on the 
variance of gene frequency, as described by 
SANTIAGO and CABALLERO (1995) for discrete 
generations and by NOMURA (1996) for a 
special case of overlapping generations. 
CHAPTER 7 shows how rates of inbreeding 
may be predicted for populations that are 
selected on Best Linear Unbiased Prediction 
(BLUP) of breeding values. Specific attention 
will be given to the relation between AF and 
population parameters, such as the number of 
parents and selection intensity. 
Finally, CHAPTER 8 shows how rates of 
inbreeding may be predicted for typical 
livestock breeding populations with overlapping 
generations, BLUP selection and progeny 
testing. 
CHAPTERS 9 and 10: CHAPTERS 9 and 10 
deal with Combined Crossbred Purebred 
Selection (CCPS) in crossbreeding schemes. 
CHAPTER 9 shows how short term rates of 
genetic gain may be predicted with CCPS and 
BLUP selection, following the approach of WEI 
and VAN DER WERF (1994) and WRAY and 
HILL (1989). Furthermore, CHAPTER 9 
describes the optimization of CCPS breeding 
schemes, ignoring rates of inbreeding. 
CHAPTER 10 describes the optimization of 
CCPS breeding schemes when the rate of 
inbreeding is restricted, and shows how the 
theory developed in CHAPTERS 2 to 8 can be 
used to balance rates of gain and inbreeding for 
animal breeding schemes in a computationally 
feasible manner. 
GENERAL DISCUSSION: The General 
Discussion addresses the relevance of this thesis 
for quantitative genetic theory and for applied 
animal breeding. Finally, the relevance of 
inbreeding in future breeding programs will be 
discussed. 
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Expected Genetic Contributions and their Impact on Gene 
Flow and Genetic Gain 
John A. Woolliams1, Piter Bijma2 and Beatriz Villanueva3 
'Roslin Institute (Edinburgh), Roslin, Midlothian EH25 9PS, U.K. 2Animal Breeding and Genetics Group, 
Wageningen Institute of Animal Sciences, Wageningen University,6700 AH Wageningen, The Netherlands and 
'Scottish Agricultural College, West Mains Road, Edinburgh, EH9 3JG, U. K. 
Abstract - Long-term genetic contributions (r,) measure lasting gene flow from an individual i. By 
accounting for linkage disequilibrium generated by selection both within and between breeding groups 
(categories), assuming the infinitesimal model, a general formula was derived for the expected 
contribution of ancestor i in category q (ui( ,), given its selective advantages (sw). Results applied to 
overlapping generations with multiple modes of inheritance and selection indices. Genetic gain was 
related to the covariance between r, and the Mendelian sampling deviation (a,), thereby linking gain to 
pedigree development. When s,w includes ah gain was related to E^^ .a,], decomposing it into 
independent components attributable to within- and between-families, within each category, for each 
element of s,w. The formula for (il( . was consistent with previous index theory for predicting gain in 
discrete generations. For overlapping generations, accurate predictions of gene flow were obtained 
among and within categories, in contrast to previous theory that gave qualitative errors among categories, 
and no predictions within. The generation interval was defined as the period for which |i(.,., summed 
over all ancestors born in that period, equalled 1. Predictive accuracy was supported by simulation 
results for gain and contributions with sib-indices, BLUP selection and selection with imprinted 
variation. 
Selection theory has not generally addressed how the number of descendants from an 
individual grows or reduces over time, in relation 
to properties of the population. This is perhaps 
surprising, since the development of the pedigree 
over generations provides the framework for the 
passage of genes through the population, forming 
the link between our understanding of individual 
genotypes and the way such genotypes influence 
the population. Such an understanding provides 
answers to, for example: the relative importance 
of individuals within a generation; where genetic 
change has arisen; how quickly the change 
generated has spread through the population; 
with what precision are we able to predict this 
change; how is genetic change related to the loss 
of variation; and how does genetic change in one 
generation relate to that in a subsequent 
generation. These questions have no general 
framework within which they can be answered 
although some special cases have been 
investigated (e.g. VILLANUEVA et al. 1996; 
BUMA and WOOLLIAMS 1999). 
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The objective of this study is to describe the 
expectations for the proliferation of genetic lines 
using the concept of genetic contributions. The 
generation of linkage disequilibrium during 
selection changes the impact of selective 
advantages, and this must be accounted for in 
order to predict the flow of an individual's genes 
through a population over time. These changes 
affect the comparative gene flow of different 
breeding groups or categories, and of different 
individuals within categories. The general 
development will build upon the pioneering work 
of WRAY and THOMPSON (1990), and more 
latterly on the studies of WOOLLIAMS et al. 
(1993; mass selection), WRAY et al. (1994; sib 
indices) and WOOLLIAMS and THOMPSON (1994). 
Firstly, the concept of genetic contributions will 
be considered in relation to genetic gain, and a 
general formula for gain will be proved. The 
expected genetic contribution of an individual to 
subsequent generations will be derived, and the 
relationship of the long-term genetic contribution 
with gain will be used to show the consistency 
between the theory developed and classical 
theory (e.g., BULMER 1980). The concept of the 
generation interval will be re-evaluated as a 
natural extension of the contribution theory. 
Many of the detailed results will be derived 
assuming an equilibrium. The use of the formulae 
developed will be shown in examples of selection 
applied to discrete generations using sib indices, 
using best linear unbiased predictors (BLUP), 
with imprinted variation, and with overlapping 
generations. 
Methods 
Definitions and basic notation: Table 1 shows 
the notation for the principle parameters. The 
concept of genetic contributions was introduced 
by JAMES and MCBRIDE (1958) and was 
developed by WRAY and THOMPSON (1990) for 
the prediction of rates of inbreeding (AF). Given 
the fundamental nature of the concept to this 
paper, the definition will be re-stated. The 
genetic contribution of an ancestor i born at time 
u to an individual j born at time t (>u), is the 
proportion of the genes of j that are expected to 
derive by descent from ancestor i. This is 
different from the definition used by WRAY and 
THOMPSON (1990), who multiplied this 
proportion by Xm+Xf (where Xm and Xf are the 
number of male and female parents in a 
generation). However, as shown by WOOLLIAMS 
et al. (1993), a contribution is more usefully 
defined without this re-scaling. It is also distinct 
from the numerator genetic relationship which 
considers shared genes, not only those restricted 
to descent; so full-sibs make no genetic 
contribution to each other although they have a 
genetic relationship >0. 
The notation will be defined to allow extension 
to overlapping generations. Therefore 
contributions will be defined within and between 
categories, where the categories are defined by 
both age and sex and, potentially, breeding use 
(e.g., nucleus females and other females). Over 
its lifetime, an individual will move through 
various categories. An initial objective is to show 
the relationship between contributions and rate of 
gain, and for this there is no need to identify 
details of the category of an individual and what 
is happening to the different categories over time. 
For this objective, it is only necessary to consider 
the observed contribution by whatever means it is 
achieved. However, to develop the concept of 
gene flow, which is important for understanding 
the dynamics of overlapping generations, the 
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TABLE l . -The notational conventions for the principal parameters. 
t, u time variables 
p , q one of a total of nc categories defined by sex and age 
i, j , i(q) individuals in the population, i(q) denotes individual in category q 
G„ AG genetic merit of population at time t and rate of genetic gain 
Tm, 7} number of male and female candidates available for selection 
rHq) long-term contribution of i in category q 
a„ A, Mendelian sampling term and breeding value of i 
S, selection score for i, 0 or 1 according to i selected or not 
s w vector of selective advantages for i(q), of length n,\ mean over all selected in category q is sq 
p,tql expected long-term contribution, assumed to be linear regression on s w of form a ^ + fiq (s /(?) -sq) 
a, ft vectors of the coefficients for \iHq), of lengths n„ and nc ns respectively 
Xp number of parents in category p; the nc x nc diagonal matrix N has elements Xp 
gM proportion of genes of selected individuals in category p that derive from parents of category q; the nc 
x nc matrix G has elements g„; the nc x nc matrix Gp has elements other than the pth row equal to 
zero. 
g0pq proportion of genes among the newborn from which category p are selected that der ive from parents 
of category q 
Xpq regression coefficients of proportion selected in category p on sHq) for parent in category q; has 
d imension 1 x n,; the nc x n/i, matrix A has elements X^, 
Tip, regression coefficients of sj(p) on s m for parent in category q\ has d imension n , x n,; the n/i, x n j i , 
matrix I I has elements i t n 
heritabiUty of trait in candidates, and heritability in unselected base generation 
additive genetic, phenotypic and index variance 
standardised selection intensity, and variance reduction coefficient for category q 
index accuracy and generation interval 
for refining a: d^Eis^ \j(p) has categoryq parent -sp; has dimension n, x 1; the nji, x nc 
matrix D has elements dn 
for ancestor i in category q at time 0, the genetic contribution to selected individuals in category p 
time t is cjp.t) + bjp.t) (AVql -~Aq), with vector of coefficients for all categories p denoted by cq(t) 
and6,(f) 
fq(p,t) regression of AJlp) for selected j(p) at t ime t on A:lq) for ancestor i(q) at t ime 0, wi th vector for all 
categories p deno ted by fq(t) 
T,„, if, zw for sib indices: regression of the index on the sire's and clam's transmitting ability and on 
the candidate's Mendelian sampling term; 
T, i, k for sib indices: x = '/2(T„+xf); i = V^+if); k = '/2(km+kf) 
z, K for sib indices: z = poA; K = [la + 1^m -Ty)( im - fe / ) ] 
A„ SAb St for BLUP: the EBV of i when selected, its EBV at time of offspring selection, and the 
remaining prediction error 
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EXPECTED GENETIC CONTRIBUTIONS 
tracking of categories is required. Therefore, in 
order to keep notation minimal at any given 
stage, the notation for contributions will be 
developed through the paper, and a balance 
between consistency and simplicity has been 
attempted. 
The following notation will be used initially: 
rt Jj,t) is the contribution of ancestor i that was 
born at time u to individual j born at time t; rt u(t) 
is the mean contribution over all the newborn 
cohort at time t {i.e., Vz of the mean for newborn 
males plus Vi of the mean for newborn females). 
The long-term contributions of i, r.
 u = r. Jj) as 
t - <*>. For long-term contributions there will be 
less need to specify u and r( is used. Tm males 
and Tf females are scored in each cohort at 
random, and only scored individuals are 
candidates for breeding opportunities. 
The populations will be assumed to mix over 
time. With mixing, the contribution a particular 
ancestor makes to later-born individuals will tend 
to a value that is the same for all individuals in 
later cohorts, i.e., for each i, the variance of 
r(. Jj,t) among j tends to 0 as t - » (WRAY and 
THOMPSON 1990). This value is the long-term 
contribution rt, and will differ between individual 
ancestors, depending upon the lifetime breeding 
use of i, its breeding value and other selective 
advantages both genetic and non-genetic, and 
chance factors. WRAY and THOMPSON (1990) 
and GRUNDY etal. (1998) describe in more detail 
the relationship between the long-term 
contribution and the numerator relationship 
matrix. 
The full development presented in this paper 
will assume the infinitesimal model with 
negligible rates of inbreeding, since this will 
satisfy the principle requirement for a period of 
equilibrium in the population structure. This 
study will use Mendelian sampling terms to mean 
the deviation of the breeding value of an 
individual from the mean of its parents' breeding 
values, and Mendelian sampling variance to 
mean the variance of these deviations. 
Rates of gain 
The breeding value of an individual may be 
decomposed into a sum of independent terms, 
involving the breeding values of the base 
generation and Mendelian sampling terms of all 
other ancestors. This may be done by observing 
that: (0 the breeding value of an individual./' born 
at time t can be expressed as the average of its 
parental breeding values plus a deviation (the 
Mendelian sampling term) which is independent 
of its parental breeding values, i.e., 
Aj,t = l/2Asire+,/2Adam+aj,t> 3 n d ' ( " ) ^ g 0 m g 
backwards through the pedigrees, this 
substitution can be repeated for each generation 
of ancestors until the base generation is reached. 
The coefficients for these terms are the genetic 
contributions of the ancestors to individual./' born 
at time t. Therefore, 
Aj, = E E ri^Ku + E ri,o(J^Ai,o 
The second term is to allow for the base 
population, not necessarily unselected, where it is 
assumed that parents are unknown and so all the 
genetic information prior to t = 0 is contained in 
this base information. Let G„ the genetic merit of 
the population at time t, be the average of the 
breeding values of the newborn males and 
females, i.e., 
G, = *4 E KlAu + * £ 7 } % ; 




U = \ / I 
Since E[aiu] = 0, the cross-product r,^, is related 
to the covariance between rt and at. Thus 
sustained genetic gain is related to the creation of 
a covariance between contributions and 
Mendelian sampling terms. 
Let the gain made by selection in cohort t be 
AG, = Gt+l-Gr and Arjt) = r.u(t+l)-riu(t) 
then: 
individual ancestors, i.e., E ^ [ A r ^ ^ O a ^ J = 
u = \ 
Y.EWmu{^t)aKqJ. 
(=0 
For u large enough, the right hand side will 
approach its equilibrium value ^Hr^ . a ^ . ] . 
Therefore, for a sufficiently large t, 
E[AGt] = E[AGeq\ and substitution of these 
results into Equation 2 gives: 
E[^Geq\ = TmE[riim)ai(m)]+TfE[rmam] (3) 
AG, = ± E A . , a « a , u * E Ar,0(0A,0 (1) orequivalenUy, E[AGeq] = rmcov(r,.(m),a,m)) + 
Since the population is assumed to mix, the terms 
Ariu(t) - 0 as t - <*>and so Ariu(t)aiu - 0 as / 
- °°for a fixed u, and, in particular, the terms for 
the base population terms in Equation 1 tend to 0. 
Therefore, for large t, summing over males (i(m)) 
and females (i(f)) separately and taking 
expectations, 
E[AGS] = E E TqE[ArmJt)amM] (2) 
If an equilibrium is approached (as will be the 
case with the infinitesimal model when 
inbreeding is ignored), the expected change in 
covariance between rt and a, will depend only on 
t-u and not on u per se, i.e., only on the elapsed 
time since the ancestor's birth, and not on the 
actual time of birth. So E[Ari(q)u(f)aK)u] = 
After making these substitutions, AG, may be 
expressed as a sum of changes in contributions of 
Tfcov(ri(f,,aJif)). An equivalent expression to 
Equation 3 can be given as a continuous function 
of time (available from the authors). 
Comparison of Equation 3 with other 
expressions of gain: The traditional formula for 
quantitative genetic gain expresses gain as the 
product of selection intensity (/), accuracy (p) 
and genetic standard deviation (aA), defined in a 
single generation. Equation 3 makes explicit and 
clear that: (i) genetic gain must arise from 'good' 
ancestors contributing more genes; (ii) this 
process of contributing genes concerns more than 
a single generation; (Hi) sustained gain depends 
on utilizing the new variation, i. e., the Mendelian 
sampling variation, entering the population each 
generation; and (iv) quantitatively, the covariance 
of r, with a, gives a complete description of the 
process involved in items (i) to (Hi). 
The traditional expression for gain may be the 
most tractable form for calculation in most 
schemes, but it is unclear that this will always be 
the case, e.g., with quadratic indices as described 
by MEUWISSEN (1997) and GRUNDY et al. 
(1998). However, it is shown later that formulae 
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developed in the next sections and used in 
Equation 3 lead to estimates for rates of gain that 
are precisely equivalent to the traditional 
expression for important cases. Therefore, the 
main outcome of Equation 3 is that the rate of 
gain has been connected to the pedigree, which is 
not apparent with ipaA. Equation 3 is useful for 
decomposing achieved gain, but its usefulness for 
prediction is limited because r, is observed. It is 
therefore necessary to develop expectations for rt. 
Expected long-term contributions 
Framework for general solution: As described 
above, one reason for deriving expected long-
term contributions is to exploit the relationships 
between the long-term contributions and rates of 
gain, by replacing the observed r, with its 
expectation. There are other reasons that are 
perhaps more important. First, the expected 
contributions are involved in predicting rates of 
inbreeding (AF) in selected populations, using 
the relationship between AF and the sum of 
squared contributions (WRAY and THOMPSON, 
1990; WOOLLIAMS et al. 1993). Second, the 
expected long-term contributions represent the 
expected gene flow in the population, and in 
complex population structures (with overlapping 
generations and breeding pyramids) this 
information is essential for scheme design. To 
develop expected contributions, it will be 
necessary to modify slightly the notation used. In 
particular, it will be necessary for breeding 
categories (i.e., ages and sexes) to be explicit, so 
i{q) will denote an ancestor in category q. 
The expected long-term contribution of 
individual i(q) will be defined conditional on a 
vector of ns selective advantages, si(g). The sj(q) 
are expressed as deviations from the average of 
the selected contemporaries s . The selective 
advantages influence the success of the offspring, 
and (or) may influence the selection of 
subsequent descendants, i.e., \ii(q) = E[ri(q) \ si(g)]. 
For example, an estimated breeding value (EB V) 
of an ancestor at the time of selection of its own 
offspring will influence the number of offspring 
that are selected, and will play a role in the 
number of grand-offspring selected. In contrast, 
the corresponding prediction error of the EBV 
will not influence selection of offspring but will 
influence selection of grand-offspring. The 
conditional expectation expresses the expected 
contribution as a function of the selective 
advantages. If a linear model for the conditional 




 Pa (si(q) " O • ^ a n equilibrium is assumed, 
then the coefficients aq and p„ will not change 
over generations and the same coefficients can be 
used for both the ancestor and the selected 
offspring. The expected lifetime long-term 
contribution of an individual;' will be the sum of 
the expected long-term contributions for all 
categories that i belonged to over its lifetime. 
The objective of the following section is to 
define a set of achievable steps which can be 
followed to derive formulae for a, and $q, in 
order to obtain expected contributions even in 
complex breeding schemes. The starting point 
will be to note that the long-term contribution of 
individual;' is given by: 
r, = Vi £ r, (4) 
offspring j 
where the sums are taken over its male and 
female offspring. Since unselected offspring 
have no long-term contribution, these sums may 
be restricted to the selected offspring. Taking 
expectations conditional on si(q) and summing 




Vz 2^ E[no. offspr. selected in cat. p\ s.()] 
categories p 
x E[r. j(p) W (5) 
Let the population have nc categories which 
describe sex, age and breeding purpose. Discrete 
generations are a special case with only two 
categories, males and females. Initially si(q> will 
be assumed to be a single variable (ns = 1), 
namely the breeding value Ai(q). This was 
assumed for mass and sib-index selection by 
WOOLLIAMS et al. (1993) and WRAY et al. 
(1994). In this situation, fiq is a single number. 
The expected long-term contributions for 
individual i in category q can then be represented 
The solutions will be obtained from four steps: 
(i) for overlapping generations only, to determine 
the gene flow from the parents (sic) in previous 
periods to selected individuals in the current 
period; (if) to regress the expected number of 
offspring selected for a parent upon its selective 
advantage(s), with the regression coefficients \pq 
forming an nc x nc matrix A; (Hi) to regress the 
selective advantage(s) of a selected offspring 
upon those of its parent, with the coefficients npq 
forming an nc x nc matrix II; (iv) from these steps 
calculate the vectors of aq and Pg for all 
categories, i.e., a = (<x/( a2,.... an )T, and p = (p„ 
P2,.... Pn )T, both of dimension nc x 1. 
Step 1, defining the gene flow matrix G: The 
concept of gene flow (HILL 1974) is used, but the 
development of HILL does not account for the 
inheritance of selective advantage, which is 
critical for selection. A consequence of this 
selective advantage is that the probability that the 
parent of a selected individual in category p 
comes from category q will depend on the 
selection intensity in category p and on the 
selective advantage of category q over other 
categories contributing candidates for category p. 
If category q has a selective advantage over other 
categories, then its offspring will have increasing 
success as selection becomes more intense. 
Consider an example where dams from age 1 
have a higher genetic merit than those of age 2, 
and the two ages contribute equally to a group of 
newborn individuals. If selection among this 
newborn group is at random, then those chosen 
are expected to come equally from 1 and 2 year 
old females. However, if there is selection in this 
group, offspring of females of age 1 would be 
expected to be favoured. 
In the standard gene flow matrix (HILL 1974), the 
key elements are g0pq, representing the 
proportions of genes in the newborn cohort from 
which category p will be selected (at some time 
in their life) that arise from category q parents. 
To obtain the expected long-term contributions, 
a modified matrix is required (G, of dimension nc 
x nc) in which each row represents a category of 
selected individuals (rather than newborn), and 
with the elements gpq of each row representing 
the proportions of genes in the selected 
individuals transferred through breeding from the 
parents in the different categories q. With 
discrete generations and the standard two 
p a t h w a y s , G = (Vi,Vi\Vi,Vi) a l w a y s . 
Deterministic procedures to obtain G are 
described in detail by BUMA and WOOLLIAMS 
(1999), and briefly in the application concerning 
overlapping generations in this paper. 
Step 2, defining and deriving A: A model is 
required for the regression of the number of 
offspring (the expected selection score) of a 
parent in category q that are selected to breed in 
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category p, on the breeding value of their parent. 
With random selection, the proportion of the Xp 
selected in category p that are expected to have 
category q parents is 2g0pq, and these are divided 
equally among the Xq parents in category q. In 
this case, the expected selection score for a 
parent in category q is simply a constant, 
2Xpg0tWX,'y, and does not depend upon Ai(q). 
With selection, APPENDIX A shows that this 
expectation is of the form 2XgX~ 
[ 1 + \q{Ai{q) - A q) ] . The elements A^ form an nc 
x nc matrix A. For mass selection, Xpq = Vn^ oy1, 
where ip is the intensity of selection in category/?, 
and dp is the phenotypic standard deviation. 
Step 3, defining and deriving II: A second 
regression model is required for the regression of 
the breeding value of the selected offsprings on 
the breeding value of the parent i. In principle 
these, depend on both the category of offspring 
and parent, giving anncx nc matrix II, with npq 
representing the coefficient for offspring 
category p and parent category q. Thus 
E [ A ; ( P ) " ^ ] = n M ( \ ) ^ , ) - Appendix B 
gives a general derivation for n , which is used in 
all the applications. For the case of mass 
selection with only the breeding value conferring 
selective advantage, n - Vi(\-kh2), where kp 
is the variance reduction coefficient for selection 
in category p and h2 is the heritability in the 
candidates. 
Step 4, solutions: Using Equation 5 with: (i) 
the breeding value replacing sl(q) as the selective 
advantage; (ii) the E[number of selected offspring 
lA^lreplacedby 2XpgpqXq1 [1 + Xpq(Ai(q) -Aq)]; 
(Hi) the assumption of equilibrium justifying the 
use of the same a and p for both parent and 
offspring; (iv) (AJ(p)-Ap) in E[rj(p) \ si(q)] 
replaced by npq(Aj{q) ~Aq)\ and collecting terms 
independent of Am and those linearly dependent 
upon AUqj separately, gives: 
% = E xPsPqKaP (6a) 
MA(<7)-^) = 
(XpSpqXq Xpqap 
. - l + X^X'^^) (Ai(q)-Aq) (6b) 
The quadratic terms have been neglected and this 
will be addressed in DISCUSSION. If N is the 
diagonal matrix with elements Xp then the matrix 
form of Equations 6a and 6b are: 
(JVa) = G T(Na) (7a) 
(iVp) = ( / - G ^ I l V t G ^ A ^ t i V a ) (7b) 
where ® denotes element-by-element 
multiplication of the matrices. 
Therefore, Na is a right eigenvector of GT with 
eigenvalue 1 (this eigenvector exists since all 
rows of G sum to 1). This only defines a up to a 
scalar. Let L be the generation interval, defined 
as the period of time for the population to renew 
itself. Then, (i) over its lifetime, a single cohort 
has a total long-term contribution of 5^ Xpap 
p 
and so LY^X a. = 1; (ii) the average age at 
p 
which the long-term contributions are made is 
given by L = ( J ^ V " ' £X p a p age(p) , 
where ageip) is the age of individuals in category 
p. Combining these two formulae, gives the 
constraint J^ X a ageip) = 1, and this is 
sufficient to define a uniquely. Note 
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L = ($^X<x) ' . For discrete generations with 
the standard two pathways, a = (¥iXm~\ ViXf1)1 
and L = 1 always. 
The vector Nfi is completely determined once 
G, II, A, and a are defined. If we consider a 
simple case with a single category, which may 
occur with a monoecious population with X 
parents, then all the terms become scalars and 
P = {\ -itYlka and a = X~l. For more than one 
category the gM act as weighting factors across 
the categories for the different values of npq and 
Extension to multiple variables (s): With 
multiple variables (ns) conferring selective 
advantage, M,W = a, + Pf(s'X»)~V • a remains a 
vector of length nc, but p is a vector of length n/i, 
of the form (P/, p / , .... p^ )T. Each element \ q 
becomes a 1 x ns sub-matrix ^ and each 
element npq becomes an ns x ns sub-matrix npq. 
The matrix A is of order nc x n,ns, and II is of 
ncns x n,ns. The solution for a remains 
unchanged (Equations 6a, 7a). To obtain the 
equation analogous to Equation 6b, let smv)) and 
si<q(w» represent variables v and w in sJ(p) and sj(q) 
respectively, so 1 <v,w^ ns: 
"c 
Pq(w)(Si(q(w))~Sq(w)) = Q^,XpSpq^q \q(w)aP 
p = l 
" c » , 
+
 Z-i^-pSpq^q 2^, Pp(v)np(v)q(wy 
p=l v=l 
x (.$.,, ,, -s , ,) (8) 
The matrix form of the equations for multiple 
variables in sHq) (not shown) are the same as in 
Equation 7, but with: (i) the definition of ® being 
extended to mean the multiplication of the sub-
matrices npq and^,9 by the element gpq; and («') in 
Equation 7b, Np is replaced by M»p, i.e., each 
sub-vector $q is multiplied by Xq. 
A further refinement of a: This section is not 
essential to the overall development, but it can 
prove important for good approximation in 
complex structures and it is used in RESULTS. 
The section describes an improvement in the 
estimation of a, which corresponds to a second 
order approximation. 
The gpq account for the different selective 
advantages among the categories of the parents at 
the time of selection, but the advantages or 
disadvantages are inherited in part by the selected 
o f f s p r i n g . F r o m E q u a t i o n 6a 
a = Y, XngX'l(a+^TBdJ, w h e r e q i~^/ pQpq Q P rP pq P=I 
d = E[s | category q parent] -s . After 
rearranging terms in Equations 6a and 6b: 
(No) = [GT + (GT®DT)(I-GT®nTyl 
(GT®AT)](Na) (9) 
where/) is dimension (n,ns x nc), with sub-matrix 
pq equal to dpq. Although a is still defined as a 
right eigenvector of a matrix with eigenvalue one, 
the matrix is now more complex. The constraint 
to define a uniquely is unchanged. When 
generations are discrete and with the standard 
two pathway model D = 0. 
Expected long-term contributions and rates 
of gain: For any one individual i, the total long-
term contribution is the sum of its long-term 
contributions as it moves through the different 
categories over its lifetime, i.e., ^. = 5 ^ ^ 
9=1 
i(9)' 
Define SHq) = 1 if i is selected in category q, and 
0 otherwise, then: 
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£[ r . |S q=l,...nc] = 
TSmE[rm\Sm = l]= E \ , H , 
9=1 9=1 
<(9)K'(9) 
When the expected long-term contribution is 
expressed in terms of the components of the 
breeding value, in particular the Mendelian 
sampling term, the expected long-term 
contribution is sufficient for the prediction of 
genetic gain, since the remaining part (rm - \ii(q)) 
has no covariance with the Mendelian sampling 
term. Within a category q, the sum of Si(q) over 
all candidates is Xq, and so application of 
equation (3) gives: 
*[AG 1 = E X £ [ n i ( / j ( J (10) 
9=1 
where now the expectations are conditional on 
being selected as a parent, rather than 
unconditional as was the case in Equation 3. 
Equation 10 is expressed solely in terms of the 
selected individuals and in terms that are 
predictable rather than simply observed. 
ff^-fo) = a , + P« (s,.te)-s,),thenEquationlO 
immediately decomposes the gain into two 
components. The first, J ^X a £[a.( J , is the 
Q 
expected gain from selection within families, 
which occurs at the time of selection of the 
a n c e s t o r ; w h i l s t t h e s e c o n d , 
"c 
£ xX£[(si(«>~Va«?)]' rePresents the 
9=1 
expected between-family gain, and describes the 
changes in contribution of selected ancestors 
from the time of their selection until convergence 
in the long-term. Since the between-family gain 
is explicitly defined in terms of the selective 
advantages, the gain can be decomposed into 
components arising from each category and each 
selective advantage within categories. 
The covariance between the Mendelian 
sampling term ai(q) and (s,(?)-sg) following the 
selection of the ancestor can be calculated using 
standard index theory. Note that, since this is a 
covariance with the deviation from a sample 
mean, adjustments using (1 -Xq ') should result in 
increased precision. For simplicity, this has not 
been applied in the results presented. The 
predicted increase in precision can be confirmed 
from the results shown. 
Development of contributions over time: 
This section is not essential to the overall 
development, but describes the solution to an 
important application of gene flow. In complex 
population structures, it is often useful to predict 
how quickly improvement in one part of the 
population diffuses through to other parts of the 
population, or what proportion of the gene flow 
arises from particular pathways (e.g., by male 
descent alone). This requires methods to predict 
the rate of convergence of genetic contributions 
over time. 
To simplify the notation, the development of 
contributions over time is given for the single 
selective advantage, the breeding value, A. It is 
assumed that when t = 0, the population is 
already in equilibrium. For category q, a selected 
individual at time 0 has a vector (dimension nc x 
1) of contributions to selected individuals in 
category p at time t given by cq(p,t) + 
b (p,t) (A(i)-A ). This is a similar form to the 
long-term contribution, but before convergence it 
will differ between categories p and so needs to 
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be defined for each/?. Let cq{f) = [cq(l,t), cq(2,t), 
... cq(nc,t)]\ and bq(t) = [bq(l,t\ bq(2,t), ... 
bq(nc,t)]T. Then cq(0) = 0, except for X,"1 in the 
qth position, and bq(0) = 0. A further vector of 
regressions is required, fq{t), for which the pth 
element is the regression of the breeding value of 
the selected individual in category p at time t on 
the breeding value of an ancestor in category q. 
By definition,/,(0) = 0 except for the qih position 
where it is 1. 
It is critical to note that the contributions at 
time t to the selected individuals in category p of 
age age(p), will depend on the consequences of 
the selection upon the parental gene pool at time 
t-age(p). The more intense the selection, the more 
those parent categories with greater selection 
advantages will dominate. In a selection scheme, 
a group of newborn individuals will typically be 
subject to different selection intensities as they 
become older. Therefore, the complete spectrum 
of contributions among the selected individuals 
in the different categories at time t will depend on 
states back to t - maxage, where maxage is the 
maximum age of the parents in the breeding 
scheme. Define Gp to be the nc x nc matrix 
consisting of zeros, except for the single row 
corresponding to category/? which is identical to 
the pth row of G. Then 
/ , « = E (Gp®Tl) fg(t-age(p)) (He) 
C
,W = E G. c(t~age(p)) 
P=i 
(11a) 
* , « = Y,Gpbq{t-age(p)) 
+
 Y,x;\Gp9\)fq{t-age{p)) (lib) 
Equation 11a describes the contribution of 
category q to each category at each time t, with 
element p of the sum describing the contributions 
of category q ancestors (at time t = 0) to category 
p parents at time t, accounting for the selection in 
category p through the matrix Gp. Equation 1 lb 
describes the relationship of contributions from 
ancestors within category q (at time t = 0) to each 
category at each time t to the selective advantage. 
This arises from two processes, the first, 
analogous to Equation 11a, from the transfer of 
differential contributions among ancestors of 
category q that were accumulated up to and 
including time t-\, and the second from further 
differential contributions from selective 
advantages among the candidates at time t due to 
ancestors in category q at time t = 0. Equation 
l ie describes the changes in the selective 
advantages among the candidates at time t due to 
ancestors of category q at time t = 0. 
When t becomes large, the mixing assumption 
for the population ensures that both cq(t) and bq(t) 
converge to a vector with all elements equal, 
namely <x9l and P91 respectively, where 1=(1,..., 
1)T. Furthermore,/,(0-0, since the eigenvalues 
of G®IT are <1 and >-l, and this reflects the 
diminishing effect of ancestors over time on the 
selective advantage of their descendants. B y 
re-defining the state vector at time t to include 
not only cq(t) but also cq(t-\),... cq(t-maxage+l), 
Equation 11a can be re-formulated (results not 
shown), so that the state vector at time t is the 
product of a square stochastic matrix of order nc 
x maxage and the state vector at time t - 1 . Using 
this re-formulation and the properties of 
stochastic matrices (described in Appendix 1 of 
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HILL 1974), it can be demonstrated that 
Equations 11 are consistent with Equations 7 and 
the constraint ]T X a age(p) = 1 (results not 
shown). p 
The discrete time contributions with the 
refinement in estimating a is given in APPENDIX 
C. An example of application is given in the 
results. 
Applications of Models and 
Results 
Expected long-term contributions and genetic 
gain for general sib indices in discrete 
generations: A general sib-index of the form 
/ = bx(P-P~F) + b2(PF-PH) + b3PH w a s 
studied by WRAY et al. (1994; WWT), where / is 
the index, P is the phenotype of the candidate, 
PF and is the mean of the full-sib family (size nF) 
including the candidate, and PH is the mean of 
the half-sib family (size nH) including the 
candidate and full-sibs. Mass selection is a 
special case with bx = b2 = b3 = 1. For simplicity, 
the only selective advantage considered in this 
paper s,w will be the breeding value Ai(q), with 
other forms of environmental influences that are 
often considered (e.g., litter effects) omitted, and 
random mating will be assumed. With discrete 
generations there are just two categories, males 
and females. In an unselected base generation 
the phenotypic variance (o>2) is 1 and the additive 
genetic variance is h02. The categories are, q = m 
for male and / for female. The notation is 
included in Table 1. 
The regression models required are derived 
from APPENDICES A and B: X = i x (2o\)"' and 
pq p qK I' 
PI 
»/2(l -kx paAo~, ), where xm = b3 and xf 
= b2(\-XJCf-1) + b3XJC/1 and T = V2{xm + xf). 
The xq values were used by WWT, and are 
twice the regression of the index of the 
candidate on the breeding value of the parent of 
sex q, o,2 is the variance of the index, and p is 
the accuracy of the index. 
After simplification of Equation 7, (see 
APPENDIX D for further details): 
% - *xql> 
p? = «/4i(T+Tg)(a/ + K Z ) - 1x; 1 (12) 
where K = [kx + Ve(xm-xf)(km-kp] andz = pa,,. 
This form is nearly equivalent to that given by 
WWT, but their derivation proceeded on 
different (and more complex) lines. Three points 
of difference should be noted. First, WWT do 
not include the small Ve(xm-x^)(km-k^ term in K 
that arises when both the selection intensity and 
the regression on the parental breeding value 
differs between the sexes. Second, the indices of 
WWT are explicitly scaled so that the regression 
of the breeding value of the candidate on its 
index is 1 (i.e., po^O/ = 1), but scaling does not 
change x a, and so a and p* do not change with 
scaling). Finally, in this paper, predictions in 
equilibrium are obtained using equilibrium 
parameters. 
Rate of gain from sib indices: The 
decomposition of the rate of gain is achieved 
using Equation 10 and standard index theory. 
Within-family gain is given by: 
"c 
Y, Xqo-qE\.am | i selected] 
q 




since a = YiX~ , and £[a,(,J i selected] = 
VTHQ n o , , where TW is the regression of the 
index /on ai(q) [rw = b{(l -n?1) + b2(nFl -nHx) + 
b3nH ]. The total between-family gain is given 
by: 
E * ,P[ £ [ (» i W - * , ) % ) ! ' selected] = 
0 = 1 
since cov(amAi(q)) = Vih^il-kfjuo]1) for the 
selected individuals in category q. 
The total gain, summed over both sexes and 
including both between- and within- family gain 
is, after simplification, 
AGe9 = V^02i(Tw+T)(o/ + Kz)-1 (13) 
This uses the result k-z+kx. = 
ffl ffl J J 
m f'K m f •m y'^m Y 
2kx
 + m(km-kf)(Tm-Tf). 
Consistency with other approaches: Equation 
13 for equilibrium AGeq can be compared to the 
standard formula AG = ipoA = iz. Equation 13 
comes from considering the gain achieved from 
a single cohort over all subsequent generations, 
whereas the standard formula comes from 
considering the gain achieved by all previous 
generations over a single cohort. For an 
equilibrium, the two forms must be equal, and 
equating them results in a quadratic equation for 
z: 
KZ2 + a,z - ^ 0 2 [ T W + T ] = 0 (14) 
Equation 14 can be obtained as an equilibrium 
condition when using standard index theory with: 
o 2 = V2h20 + V*oA(l-kmp2) + V4C2A(l-kmp2) 
and cov(A,/) = poAa,. 
This demonstrates a consistency of the methods 
presented in this paper (in particular those 
detailed in APPENDICES A and B) with results 
from classical index theory for discrete 
generations. Thus the decision to neglect the 
second order correction for the Buhner effect 
when deriving npq in APPENDIX B {i.e., omitting 
the correcting of the genetic variance of the 
selected parents for selection among their 
offspring) is also implicit in standard index 
theory. 
Equation 14 can be used to give reasonable 
estimates of equilibrium gain for indices, even 
when using unselected base parameters, since 
many of the terms are constant over time. To use 
Equation 14 only the base generation value of o, 
is required to solve the quadratic equation for z, 
and then gain is estimated by u. Using Equation 
14 to obtain z results in underestimates, rather 
than the overestimates obtained using base 
parameters and ignoring linkage disequilibrium. 
However, the magnitude of the errors from 
Equation 14 are smaller (Table 2). Estimates 
from Equation 14 are not expected to be precise, 
since they assume a, constant. Further 
improvements to Equation 14 would require an 
2 2 
iterative scheme in combination with a, = a, -
v*z2([bl{\-xmx;1) + b2xmxf-l](k^kf) + 
b3 (k+km)). The consistency with standard index 
theory shows that this will lead to the same result 
as the usual procedures for deriving equilibrium 
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TABLE 2.-Approximations to equilibrium rates of gain for general half-sib indices using formulae developed in the 
text, either with initial or equilibrium parameters. The schemes assumed 20 male and 40 female parents with eight 












































gain (i.e., by iterating on the index accuracy and 
the genetic variance among the parents). 
Expected long-term contributions for Best 
Linear Unbiased Predictors (BLUP): The 
analysis of individual long-term contributions can 
be extended to BLUP evaluation and indices 
based directiy upon it. This analysis will be in 
discrete generations. An initial consideration for 
the model proposed, is what form sVq) will take. 
In sib-indices, sM was simply the breeding value 
Am since it is the only means by which a parent 
may influence its offspring over multiple 
generations (in the absence of common 
environmental effects etc.). With BLUP this is 
no longer the case, since the parental information 
contributes to the evaluation of the offspring, and 
so a parent's phenotypic record, which also 
includes its environmental components, will 
continue to affect selection of the offspring. The 
information available is summarized in the BLUP 
estimate A (the EBV), which is updated over 
time. This does not entirely summarize si(q), since 
the remaining prediction error at a given time will 
have a residual effect influencing the subsequent 
selection success of descendants. 
However, some assessment of what should be 
included in the model may be made. Here three 
terms are considered for individual i in category 
q: Amj, the 'initial EBV at the point of selection 
of i; SAKq), the 'increment' in the EBV at the 
point of selection of its offspring; and ei(q), the 
remaining 'prediction error' of the parent at the 
selection of offspring. Selection of i itself is 
determined by Ai(q), the selection of the offspring 
is influenced by Ai(q) and SAKq), whilst selection of 
grand-offspring and subsequent generations is 
influenced by all three. Therefore, 
^««> = VP*(s.(?rV* where s'«» is a vector 
comprising Ai(q), 8Am and ei(q). APPENDIX E 
shows the derivation of A and II using 
APPENDICES A and B. \im is then determined 
from Equation 7. The decomposition of the rates 
of gain was calculated using results on the 
co variance of the Mendelian sampling terms with 
si(q), which are also given in APPENDIX E. 
An example of the application is given in Table 
3, where predictions are compared to simulations 
with selection based upon pseudo-BLUP as 
described by WRAY and Hnx (1989). Excellent 
agreement was found between simulations and 
predictions, both for the regressions and the total 
gain (0.508 units for simulation, 0.518 units for 
predicted). Gain can also be predicted by using 
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TABLE 3.-A comparison of simulated and predicted 
responses, and 0, for selection using BLUP in discrete 
generations. The scheme has 20 male and 40 female 
parents with eight offspring per litter and h2 = 0.4. 












































the formulae ipaA, which was very close to 0.518 
when using equilibrium parameters. 
The results show that, with BLUP, the primary 
source of between-family selection among 
ancestors is the increment in the EBV between 
their own selection and that of their offspring. 
The initial EBV plays the least important role, 
with slightly more between-family gain (in this 
example) coming from the prediction error. The 
magnitude of gain arising from the prediction 
error was a major source of discrepancy between 
using equilibrium and base parameters, since the 
latter parameters predicted very little gain from 
this source. 
Extensions to other inheritance modes in the 
absence of allelic interactions: Extensions of 
the model to other inheritance modes, such as 
additive maternal effects or X-linked variation, 
are made by defining the variables in s w and 
their impact on Xpq and Kpij. As an example, 
results with maternal imprinted variation are 
given, where the passage of genes from parent to 
offspring follows normal Mendelian inheritance, 
but only the alleles passed to the offspring by the 
dam are expressed and affect the phenotype. For 
maternal imprinting, the breeding value can be 
split into the 'expressed' breeding value (A+) 
inherited from the dam, and the 'latent' breeding 
value (A') inherited from the sire and not 
expressed. 
Define s w = (Aw~, Aw +) , with discrete 
generations giving two categories, m for males 
and/for females. In this case, Xpm will be zero, 
since the genes passed by the sire do not affect 
selection of its offspring. However, "k^ will 
depend on both breeding values, since although 
A" is not expressed in the dam, it is expressed in 
its offspring. For TCM, there will be a dependence 
on both breeding values: genes passed by the sire 
only affect A", and genes passed by the dam only 
affect A+. Since genes passed by the sire are not 
expressed, the regression of offspring on parent 
is unaffected by selection. Therefore, applying 
APPENDICES A and B, 
G = (Yi,¥i\ Vi, Yz) 
A = (0.0, 0.0, Vi \m Op1, Vi\m aP' | 
0.0,0.0, VlXfGp'^/llfGp1) 
n = [ vi, vi, o.o, o.o| 
0.0,0.0,Yz(l-kmh2),V2(l-kmh2)\ 
Vi, V4,0.0,0.0 | 
0.0,0.0,54(1- kfh2), V2O- kfh2) ] 
where h2 = Var(A+)/o>2, and the phenotypic 
variance, aP2, is the sum of the variance of A* and 
the environmental variance. Equation 7 was used 
to obtain p\ 
Predictions were made using variance 
parameters obtained after iteration to equilibrium 
To calculate AG, the expected values of the 
Mendelian sampling terms for selected 
individuals and the covariance with sUg) for 
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TABLE 4.-A comparison of simulated and predicted responses, and /3, for selection with maternally imprinted variation 
in discrete generations. The scheme has 20 male and 40 female parents with six offspring per litter and h1 = 0.4. 
Standard errors of simulation estimates are given in parenthesis. 
0(xiooy 
AG (between families) 


































"The predictions of f) for A~ and A* were identical and simulations were not significantly different. Therefore results have been 
pooled. 
selected individuals were calculated using 
standard index theory. 
El(a~,a*,a/,a/)] = 
2 -1, (o.o, viftoV*;', 0.0, v^p'P) 
Vihl [l.Q,(l.0-kmh2),l.0,(l.0-kfh2)]T 
Since this is imprinted variation, half the genes 
from an ancestor will be expressed, and half will 
be latent in the long term. Gains predicted from 
Equation 3, therefore, should be halved. 
Table 4 shows very close agreement between 
simulation results and predictions. The gains 
within families shown in Table 4 entirely arise 
through the expressed breeding value of the 
candidates (achieved at the time of selection 
among the candidates). For each sex, the 
predictions for the regression coefficients of 
long-term contributions upon A' and A* were 
identical, and this was supported by the 
simulations. This is an expression of the fact that 
the gene expression depended upon the parent 
but not upon the grandparent. Approximately 0.6 
of the between-family gains shown in Table 4 
arise from selection on the latent breeding value 
(A) of the candidates, and since the regressions 
are identical, this effect may be ascribed to the 
larger genetic variance associated with this term 
(it is not reduced through the initial selection of 
the ancestors). The regression of long-term 
genetic contributions on breeding values was 
greater in females than in males, despite their 
greater number, which is not surprising given the 
mode of inheritance. 
Prediction using the base generation heritability 
and phenotypic variance was also accurate, 
indeed it appeared more accurate than with 
equilibrium parameters. However, in the results 
presented in Table 4, the covariances which yield 
the between-family selection predictions have not 
been reduced for finite numbers of parents, i.e., 
{\-Xq~l), which would result in increased 
precision for predictions using the equilibrium 
parameters and increased bias for predictions 
using the base generation parameters. 
Overlapping generations: An example of 
application with overlapping generations is 
22 
CHAPTER 2 
presented for mass selection, with a fixed number 
of parents selected at each age, in a two-path 
scheme (i.e., there was no subdivision of 
breeding individuals into males to breed males, 
males to breed females etc.). The general 
approach is explained in more detail by BUMA 
and WOOLLIAMS (1999). The steps will be 
illustrated using a scheme with three categories: 
20 males breeding at one year of age, 20 females 
breeding at one year of age and 20 females 
breeding at three years of age respectively. The 
number of offspring per litter was eight and the 
trait was assumed to have a heritability of 0.4. 
The age groups not used for parents will be 
omitted, so the categories are: males aged one 
(category 1), females aged one (category 2), and 
females aged three (category 3). 
1. The genetic make-up of the newborn are 
described by g0pi, g0p2> and g0j>3. These are 0.5, 
0.25, and 0.25 respectively for all categories p. 
From the g0pq, and the number of parents and 
family sizes, the selection intensities (ip) and 
variance reduction coefficients (kp) were 
calculated for each category: 1,,=1.647, A:p=0.817, 
i.e., the same for all three categories. 
2. An initial AG was assumed as a starting 
point for iteration. In the following, the starting 
point was AG calculated from standard gene flow 
(HILL 1974). After iterating to equilibrium, this 
was AG = 0.412. 
3. The genetic value of selected parents in 
categoryp wasiph2aP-[age(p)-l]AG. Deviations 
from the overall means of the selected males and 
females was 6 = (0, +0.412,-0.412), i.e., the one-
year-old female parents had breeding values 
0.412 units above average, and the three-year-old 
female parents had breeding values 0.412 units 
below average. 
4. Before selection, genetic variance in 
category p was calculated using the pooled 
variance within categories plus between 
categories plus the Mendelian sampling variance: 
VihZ + £ [%o2A(2g0pq)(\-kqh^) 
i 
+ lM2g0j>q)b2q ] 
This was 0.370 for all p, and the phenotypic 
variance was, o>2 = 0.970 for all p. 
5. G was calculated using an truncation 
algorithm to find a truncation point for a given 
upper-tail probability for a mixture of Normal 
distributions. The algorithm was used twice for 
the selection of candidates in each category, 
firstly to obtain the genetic make-up from sire 
categories and then to obtain the genetic make-up 
from dam categories. For category p candidates, 
the mixing proportions for the Normal 
distributions were 2g0pq (q = 1, 2, 3), i.e., the 
frequency of the candidates with parent category 
q. The means of the Normal distributions were 
the deviations of the candidates with parent 
category q from the mean of all like-sexed 
candidates, i.e., Vi&q. The variance was assumed 
independent of parent category q, and was the 
phenotypic variance adjusted for the component 
of genetic variance between categories of the 
same sex as parent category q, i.e., aP 
£ ^ ( 2 ^ , , ) ^ , . In the first 
q* same sex as q 
iteration, each row of G was (0.5, 0.336,0.164), 
thus indicating that, although the dams of ages 
one and three provided equal numbers of 
candidates, the candidates with dams of age one 
were expected to be twice as successful in having 
selected offspring. 
6. The A and II matrices were constructed 
according to APPENDICES A and B respectively. 
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For mass selection, npq = 0.5(l-kph2), and 
\qJd.5ipaP\ In the first iteration, II = 0.34411T 
where 1T = (1, 1, 1), A = 0.836 11T, and D = 1 
(0,0.092,-0.188). The result for D indicates that 
the breeding value of a selected individual (of 
any category p) with a dam of age one is 
expected to be 0.28 greater than a selected 
individual of the same category with a dam of age 
three. 
7. a and p were calculated according to 
Equations 7b and 9. In the first iteration, (Na)T 
= (0.395, 0.289, 0.106) and (Wp)T = (0.503, 
0.338,0.165). 
8. The covariance of the Mendelian sampling 
term with the breeding values were calculated 
and AG was updated using Equation 11. This 
uses the result that E[ai(ql] =l/2h0\aP~\ and after 
selection, cov(ai(q)Ai(q)) = Vih0\\- kft). 
9. Steps 3 through 8 were repeated until 
convergence. 
Results after convergence were, a = (0.0200, 
0.0149, 0.0050)7 and (5 = (0.0255, 0.0171, 
0.0084)T. Predicted gain within families was 
(0.134,0.100,0.034), and predicted gain between 
families was (0.067,0.045,0.022), giving a total 
gain of 0.402. At equilibrium G was 1(0.500, 
0.335,0.165). This was compared to simulation 
results for 1000 replicates, giving a = (0.0197, 
0.0145,0.0052)1 with a maximum s.e. of 0.0009, 
P =(0.0249, 0.0175, 0.0071)7 with a maximum 
s.e. of 0.0004, and a total gain of 0.398 with a 
s. e. of 0.001. Thus very close agreement between 
simulations and predictions was obtained. As in 
discrete generations, the gain frommass selection 
was evenly divided between males and females. 
The gene flow predicted using Hnx (1974) is, a 
= (0.0167, 0.0083, 0.0083). HILL (1974) makes 
no prediction of p. 
The generation interval, defined by the time 
taken to turn over the genes once, was predicted 
from (ZX a )"' to be 1.25 (cf. 1.26 with s.e. 
0.01 in the simulations), which was notably 
shorter than the average age of the parents. This 
was because of the cumulative effect of the 
selective advantage of the younger age group of 
females. Although they produced equal numbers 
of offspring, they produced more than twice as 
many parents. However, the generation interval 
was not predictable from the equilibrium G alone 
(i.e., accounting for a single generation of 
selective advantage), since this would have 
predicted an interval of 1.33 (i.e., 0.5x1 + 
0.335x1 + 3x0.165). 
To obtain the time course of the contributions, 
APPENDIX C was used. APPENDIX C needs the 
following matrices based on G, 
G, ( 0.500, 0.335, 0.165 | 0.0,0.0,0.0 | 0.0, 0.0, 0.0) 
G2 ( 0.0, 0.0, 0.0 I 0.500, 0.335, 0.165 | 0.0, 0.0,0.0) 
G3 ( 0.0, 0.0, 0.0 | 0.0, 0.0, 0.0 | 0.500, 0.335,0.165) 
The results are shown in Table 5, for the time 
course of contributions from category 2. The 
contributions converged in cohort 10. 
Discussion 
This study has developed a framework for 
predicting the expected genetic contributions of 
individuals and categories of individuals, under 
a wide range of selection and inheritance models. 
This framework allows selection to be more 
properly accounted for compared to existing 
gene-flow methods for overlapping generations 
and multiple breeding groups (such as that 
presented by Hnx 1974). Furthermore, it 
advances understanding by considering the 
differential gene flow among individuals within 
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TABLE 5.-The time course of expected contributions from an individual female parent of age one at t = 0. The breeding 
scheme has mass selection with 20 male parents of age 1, 40 female parents at ages one and three (20 at each age), 
eight offspring per litter and heritability 0.4. The expected contribution is c(i) + b(t)(Ai- A ) . 
Time 
f = l 
t = 2 
t = 3 












































categories, an extension not hitherto achieved 
except in some special cases. The framework has 
been constructed by first modelling the selection 
process and the transfer of selective advantages 
within a single generation of selection, and 
second, extending this to multiple generations. 
Two regression models are required, both of 
which are derived using standard index theory. 
First, a model describing the expected number of 
selected offspring that a parent may have (A), 
and second, a model describing the relationship 
of the selective advantages of a selected offspring 
with those of its parent (II). Predictions of 
genetic gain directly follow from the expected 
long-term contributions. Unlike ipaA, the 
relationship between gain and contributions 
(Equations 3 and 10) shows that gain comes from 
generating a covariance between the long-term 
contributions and the new variance arising in the 
population (i.e./ the Mendelian sampling 
variation) in each cohort, thus changing the 
description of gain from a statistical one to a 
genetical one. 
The framework has been developed to describe 
the expected genetic contribution over all time 
horizons, from the short-term to the long-term. 
The novel, closed formulae (Equations 7 and 9), 
developed to predict the expected long-term 
contribution of an ancestor, rely on the 
assumption of equilibrium in the selection 
process. If there is no equilibrium, the error will 
depend on the relative degree of departure in 
relation to the timescale of convergence of the 
contributions (approximately five generations). 
However, this assumption is not necessary for the 
use of Equations 11, where contributions are 
predicted over finite time periods, but more effort 
may be required to define the changes in the 
necessary parameters if there is no equilibrium. 
In the development of the framework, the 
effects of inbreeding on parameters and progress 
have been neglected, but this is not a serious 
problem. First, the timescale for the convergence 
of contributions is small in comparison to the 
timescale for the effects of inbreeding on 
parameters in breeding schemes, especially where 
inbreeding is controlled to be at reasonable 
levels. The impact of individuals within a cohort 
is very largely decided within five generations, 
and even within this period, the scope for 
controlling an individual's contribution declines 
exponentially (the scope can be measured by the 
variance of an individual's contribution within 
the population). A second reason is that schemes 
will most usefully be compared at the same rates 
of inbreeding, and so the neglect of inbreeding is 
less likely to bias the comparisons made. 
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The expected long-term contribution has been 
described in a general linear form, 
% + Pj(s«x«)"sP' w h e r e sw i s a v e c t o r o f 
selective advantages for an ancestor i. Judged by 
the accuracy of the results in this study, the 
omission of quadratic terms from the model has 
not led to serious errors in predicting the rates of 
gain, or in the linear component of relationship 
between the long-term contribution and the 
selective advantages. Quadratic terms in s do not 
affect the prediction of rates of gain, unless terms 
of the order E[s2a] are significant (which will 
involve the skewness of a after selection), and 
will not influence the predicted rate of inbreeding 
unless higher moments than the variance of s are 
considered (WOOLLIAMS and THOMPSON 1994). 
The linear approximations used in the 
applications, and presented in the APPENDICES, 
were robust. 
The a represents the proportion of genes that 
derive from the various categories as a whole, 
and these differ qualitatively from predictions 
using HILL (1974), since the earlier study does 
not account for the inheritance of selective 
advantages. The impact of this may be 
particularly great where breeding structures that 
are subject to selection, are subdivided, with 
migration taking place between the subdivisions. 
In these circumstances, ignoring the selective 
advantage between groups will overestimate the 
impact of groups of lesser merit and 
underestimate the impact of groups of greater 
merit. The consequences of these errors may be 
the maintenance and use of subdivisions that 
have little potential to contribute in the long-term, 
and a greater rate of inbreeding in the population 
than had been anticipated (BUMA et al. 2000) . 
The framework presented here and that of HILL 
(1974) give the same prediction of a when 
selection is at random, since (0 elements of G are 
identical to g0pq, (ii) II = 0, and (iii) A = 0. 
The genetic contribution of an individual 
represents the expected impact that its Mendelian 
sampling term has on the population. Within a 
cohort, the magnitude of the contribution made 
by an individual will depend upon the breeding 
categories in which it is included over its 
lifetime. In any newborn cohort, even when 
generations overlap, the males are expected to 
have a total long-term contribution equal to those 
of the females, i.e., ]T Xa = 
male categories 
^T X a . When generations are 
female categories 
discrete, these sums are equal to Vi, but when 
generations overlap the sums will be less than Vt. 
The sum of the total contributions from any 
one cohort, including both sexes, is a natural 
measure of the rate at which genes in the 
population are renewed. In particular the rate 
measured by the ^Xqaq places an emphasis upon 
those contributions that are destined to remain in 
the population in the long-term. Thus (E Xqaq)A 
is the period of time for the population to 
complete a cycle of renewal, and is a measure of 
the generation interval L. The generation interval 
defined by the long-term contributions is shorter 
than the traditional 'average age of the parents at 
the birth of their offspring' for the examples 
considered, because the younger breeding groups 
had a selective advantage so that the progeny of 
older parents were less likely to be selected. The 
need for a modified generation interval arising 
from the inheritance of the selective advantage 
has been considered previously (BlCHARD et al. 
1973; JAMES 1977). BICHARD et al. (1973) 
argued that the traditional generation interval 
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might be usefully modified to account for non-
randomness among parental age-groups in the 
survival of their offspring to produce grand-
offspring. This is what occurs with the 
inheritance of selective advantage between 
categories of different ages. For example, such 
a modification would exclude from the 
calculation of generation interval those parents 
whose sole purpose is to produce a commercial 
cohort outside the breeding population. JAMES 
(1977) moved the argument forward by 
considering the generation interval calculated 
from only those parents with selected offspring, 
and showed that for the purposes of calculating 
rates of genetic gain either definition of L would 
suffice, providing the calculation of the selection 
differential is matched to the definition of the 
generation interval. 
The average age of the parents might generally 
be considered to refer to the age at the birth of 
unselected offspring. The definition of JAMES 
(1977) considers the average age of the parents at 
the birth of the selected offspring, who will then 
produce the unselected grandoffspring. These 
definitions may be viewed as a one-generation 
estimate of the generation interval and an 
iteration beyond this respectively, whereas the 
calculation from long-term contributions 
represents the converged estimate. The definition 
of the generation interval from long-term 
contributions avoids any debate on what parents 
should or should not be included. The average 
age of the parents at the birth of their unselected 
offspring will remain of operational significance 
to breeding schemes, but the generation interval 
defined by the long-term contributions is an 
unambiguous genetic property of a population. 
The consistency of the framework with other 
approaches for estimating gain in discrete 
generations is important, but this consistency 
does not extend to overlapping generations. The 
main approach for prediction of gain in 
overlapping generations is that of RENDEL and 
ROBERTSON (1950). The formula obtained by 
RENDEL and ROBERTSON was also obtained by 
HILL (1974) as a consequence of deriving the 
traditional gene flow, and this apparent 
consistency added credence to both the approach 
and the wider results of traditional gene flow. 
However, this study shows that this consistency 
is not justified. The estimates of equilibrium 
gain using contributions and RENDEL and 
ROBERTSON differ slightly from each other. The 
estimate of gain from contributions arises from 
the prospective analysis of the impact of a single 
cohort to the future population over the long-
term. In contrast, the estimate of gain from 
RENDEL and ROBERTSON (1950) arises from a 
retrospective analysis of the impact of selection 
in the whole population to a single cohort. (See 
CHAPTER 4 for further discussion.) One reason 
why differences between these approaches might 
be expected with overlapping generations lies in 
the calculation of selection differentials, since 
each cohort is a mixture of many truncated 
Normal distributions. 
The second component of the expected long-
term contribution is the linear regression on the 
selective advantages of an individual (P). These 
terms describe the expected differential 
contributions within a category, that will occur 
during the selection process as a result of the 
differences in selective advantages. These 
differential contributions represent the success of 
one ancestor's descendants over those from 
another ancestor, and therefore measure the 
expected extent of between-family selection. The 
between-family selection is responsible for the 
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greater rates of inbreeding that can occur when 
selection is practised, and the control of the 
magnitude of the regression coefficients (and the 
components of s) is an important aspect of 
methods to optimize genetic gain with 
constrained inbreeding rates (e.g., VERRIER et al. 
1993; VILLANUEVA and WOOLLIAMS 1997). 
The between-family selection may develop 
very quickly, so that its extent is largely 
established in the selection of the progeny, or 
more slowly. This time-course is controlled by 
G®II and powers of G®Ii, which describe the 
decay of the ancestor's selective advantage 
through progeny [see Equation l i e for fQ(t)]. 
This rate of decay is controlled by the 
eigenvalues of G®H. In the example given for 
BLUP, the maximum eigenvalue of G®II was 
0.18, which may be compared to 0.36 for mass 
selection with the same numbers of parents and 
the same initial heritability. Therefore, it is clear 
that a higher proportion of the ultimate between-
family selection, generated by selection with 
BLUP, is achieved in the first and second 
generations after the ancestor, than is the case 
with mass selection. This difference has a 
consequence for the accuracy of the prediction of 
rates of inbreeding using techniques accounting 
for co-selection in one- and two- generations 
(WRAY et al. 1990), and explains why these 
methods are notably more accurate with BLUP 
selection than with mass selection (T.H.E. 
MEUWISSEN personal communication). 
The importance of predicting the development 
of genetic contribution is that risks in breeding 
schemes, measured by parameters such as AF 
(MEUWISSEN and WOOLLIAMS 1994), cannot be 
described without a knowledge of the dynamics 
of individual contributions. The importance of 
the expected genetic contribution is made greater 
by the result of WOOLLIAMS (1998), who 
indicated that AF may be predicted from the 
expectation alone. The framework presented 
here provides a step-by-step recipe for predicting 
this expected genetic contribution over multiple 
generations. In providing the results, particular 
approaches have been described to derive the 
necessary regression models (APPENDICES A and 
B). In other situations, such as the use of 
quadratic indices (MEUWISSEN 1997; GRUNDY et 
al. 1998) the formulae given in the Appendices, 
based upon truncation selection, may not be 
appropriate, whereas the results given in 
Equations 7, 9, 10 and 11 may remain valid. 
Therefore, it is important to recognize that the 
details of these Appendices are not an integral 
part of the recipe, and other approaches could 
replace them in the recipe to suit the needs of a 
particular study. 
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Appendix A 
A general approximation to \g: The regression of 
selection score of the unselected candidates of category 
p on the index / is given by mpij, / a , ( W R A Y and 
THOMPSON 1990), where cop is the selection proportion 
for category p. For a parent i of category q, the 
regression of the candidate index on si(qj for all the 
parents of category p that are of the same sex as 
category q was derived by standard index theory 
appropriate to the inheritance model under 
consideration (denote the coefficients for the 
regression on (s, (g)-s) by w). 
For each offspring of the parent from group q the 
probability of selection can then be approximated by 
co (1 +io~,iwT(si,.)-*))• The expected number of 
offspring for a parent of category p is then 
n co (1 +\o'jlwT{si()-s)) where np is the number of 
candidates in category p per parent. npcop is equal to 
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or 2g0j,yX?X,'', where g0 the proportion of genes among 
the newborn category p that derive from category q. 
Considering only category q parents, they have an 
average selective advantage given by s so the 
expectation is 2g0j>qXpXql [l+io?wT(sKq)-sq) + 
+ ia/"1M'r(s - s ) ] . For sufficiently small deviations 
t h i s i s a p p r o x i m a t e l y 2g0j)qXpXql 
[1 +IO ;" 'H'7 ' (S, { , )-S ?)] [1 + ia^wT(sq-s)] where the 
last term in the product may be viewed as the 
additional selective advantage of category q, and so 
«ow(1 + l a / 'M '7 ' (*fl-*)) " Spqand\t « Ww-
Appendix B 
Derivation of npq: Let si(q) be the vector of deviations 
of explanatory variables from their mean for a parent 
in category q and sj(p) for an unselected progeny in 
category p and likewise lm be the index upon which 
will decide the selection, or otherwise, of j(p). Let 
Let 7TP, be the matrix of coefficients of sm on si(q) after 
selection, then npq = Vpq V^'1. 
In the applications described this will be 
approximated by n = Vpq V~ql. This is for three 
reasons: (i) simpler forms; (ii) it coincides with 
preceding published theory on genetic contributions; 
and (iii) such an assumption is implicit in standard 
index theory. 
As an example with more than a single variable 
consider mass selection in discrete generations with 
random mating, where the vector of selective 
advantages explicitly includes the breeding value of 
the mate as well as the individual. There are two 
categories, males and females. In this case si(q) has 2 
variables for each parent in category q, (AKq)-A , AiW)-
A /), where AKq) is the breeding value of i in category 
q, and Ai(ql is the breeding value of its mate, and define 
SjfP) similarly for the selected progeny j(p). Vp = 
(Wa-y*2), wa-M*) I °. °>. v?= ^21 °>. v*= 
(VWd-M2) I lW0--k„h2)\ Vw=diag(a/(l-^2), 
s
 = (C I 4) I V h a v e t h e Partitioned <Vd-*»* ». resulting in «„,= QHX-ty). V*\-ty ) 
(co)variance matrix 
I T V V v qq pq q 
V V v 
pq PP p 
T T 2 
\vq \ a>. 
Before selection among candidates in category p, si(q) 
and sJ(pl can be expressed as regressions on lm: 
°M a~' VP lm + zm 
s
m ~
 ai v« lm + ei<«) 
E q u a t i n g E[sKf)sm] to g i v e s 
El%)ht)l = Vtq~a'i yqyq zvid' s i m i l a r l y 
-2 T 
V, -a , v v„. After selection, Normal 
pq 1 P q distribution theory infers that the regression 
coefficients on Im are unchanged, but other regression 
coefficients are changed. Therefore, after selection 
Vpq - < W ' V ^ K = ^qq-^\^-
0, 0). These are results of WRAY and THOMPSON 
(1990). In this example it was chosen to obtain a fuller 
description of the expected long-term contribution by 
explicitly including the mate; ignoring the mate is valid 
for considering genetic gain, providing the matrices are 
appropriately constructed, e.g., if mating had been 
assortative rather than random the covariance between 
parent and offspring breeding value would need to 
account for the mate implicitly. 
Appendix C 
Contributions over finite time when a is estimated 
as a right eigenvector of (GT + (GT®DT) 
(I-G r®n r)~1 (G r ©A r ) ) : Adjustmentof equations 
(7) will be done assuming, for simplicity, the only 
selective advantage is the breeding value. For category 
q, a selected individual at time 0, the vector of 
contributions to selected individuals in categories at 
time t is given by cq(t) + bq(t) (Ai(q) -Aq). 
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The approach taken is to use a modified form of 
Equation 4: 
',(,)(') = ** E rm(t-age{p)) 
offspringj 6 category p 
Therefore the expected contribution after t cohorts is 
calculated by considering the expected contributions of 
selected offspring in category p , for t-age(p) cohorts. 
Firstly, cq(t) and bq(t) are calculated according to 
equations (11). Then the following iterative scheme is 
applied where c* and b' are the solutions from the 
previous iteration. 
cfW = 
E x^xpgN^(f-age(p)) +b;(t-age(p))dpq) 
p 
*fw = E Vvwyc;c-*(p)) 
+
 E X-lXp(gpqnpq)b;(t-age(p)) 
p 
This is repeated until convergence. 
Appendix D 
The expected long-term contributions for sib indices 
in discrete generations: For the sib-indices described 
by WRAY et al. (1993): G = ( Vi, Vi \ Vi, Vi) and %pq = 
Vi (1 - k„ T, z a/' ), ^pq = (,2oiy1ipxq, where z=pa/1. 
From equation (7a) a = (ViX„', MX/1?. 
To apply equation (7b) the determinant of 





 V +'/4(V# + V%>= '/2 + t e r m S l n ZCT'"' 
, where the terms in zoy1 are simplified by noting k = 
Vi(fcm + fy), x = Vi(Tm + T/), with the result that: 
Vi [ AT + 1/s ( t m -xf)( km - kf) ] and DetiJ • GT® n T ) = Vi 
(1+KZO," 1) , where K = [kz + Va(zm-Tf)(km-kf)]. 
( / - G ^ n 7 - ) " 1 = Det(I-G r ® n r ) " 1 (% + VUyr^z, 
V*-V*kfV | l/4-'/4AmT/Z> 3/4 + ' / 4 ^ T M Z ) . 
( G r ® A r ) = (2a,)-1(>/2inTm> V4VT„ | V i i ^ V i t ^ ) 
Multiplying these matrices according to equation (7b) 
gives: 
P = 1/4i(a ; + Kz)- l(Xm ' (T+Tm)> X/ 1 (T+T / ) ) r 
Appendix E 
An approximation for A and II when selection is 
based upon BLUP: The approach is based upon the 
approximation to BLUP proposed by WRAY and H u x 
(1989). For a discrete scheme, an EBV for a candidate 
was calculated using a selection index constructed 
from six pieces of information: (i) the sire's EBV at the 
time of his selection, (ii) the dam's EBV at the time of 
her selection; (Hi) the mean EBV of the d mates of the 
sire; (iv) the phenotypic mean of the paternal half-sib 
family of size dn, including the candidate; (v) the 
phenotypic mean of the full-sib family of size n, 
including the candidate; and 0'v) the candidate's 
phenotype. Denote the (co)variance matrix for these 
sources by V, which is derived by standard index 
theory ( W R A Y and HILL, 1989). The parameters used 
to define V, and V itself, are iterated, accounting for 
the effects of linkage disequilibrium on genetic 
variance (BULMER, 1971) and the build up of pedigree 
information (DEKKERS, 1992) until an equilibrium is 
reached. 
The index coefficients for the sire and dam at the 
time of selection of the candidate offspring, and the 
candidate itself are given by bx = V'gx, where gz is the 
covariance between the appropriate breeding value and 
the information sources, thus, for the sire: 
Ja(D' J«(i)- ' * i = (v,. o, o, vio-;(1), 
for the dam: 
g2 = (0, v2, d-\, d-xViaaay Yiaaa), Via^,,), 
and for the candidate: 
g3 = ('/iv,, Viv2, Vid'\, oHS, aFS, o>), 
where a/ and a,2 are the equilibrium genetic variance 
and index variance respectively; o ^ , / is the additive 
genetic variances among sires (g=l) and dams (q=2) 
respectively; oHS2 and o r a 2 are the phenotypic variance 
of the half-sib and full-sib family means respectively; 
v,j={\-kq)a2, is the variance of the EBVs following 
selection among sires (<?=1) and dams (q=2) where kq 
is the variance reduction coefficient. The indices with 
coefficients bh b2, and b3 for the sire, dam and 
candidate at the time of selection of the candidate have 
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a 3 x 3 (co)variance matrix denoted W where wtJ = 
gfV'gj, note w33 = a,2. 
Xp, assuming random mating: Following Appendix 
A of WOOLUAMS et al. (1999), the regressions are: for 
K)> ^ v a ' 1 ; f o r < 5 / W wVa '1 ( w9i"wV / ( ww"v« ) ; 
and 0 for ei(ql. 
npq assuming random mating: The terms conferring 
selective advantage to a parent is its estimated breeding 
value at the time of its selection (Ai(q); the 'initial' 
EBV), its increment at the selection of its offspring 
(<5A,W; the 'increment'), and remaining prediction error 
(eifq); the 'prediction error'). These terms are mutually 
independent. They are defined as deviations from their 
selected contemporaries within category q. For 
discrete generations there are two categories, sires and 
dams. The regressions of these terms for a selected 
j(p) of category p on its parent i(q) of category q are 
required. Note that: (i) the prediction error of the 
parent is independent of the initial EBV of the progeny 
(otherwise the prediction of the EBV of the parent 
could be improved); and (ii) the increment and the 
prediction error of the progeny must be independent of 
the information on the parent at the time of progeny 
selection (i.e. the parent's initial EBV plus its 
increment), or otherwise the EBV of the progeny could 
be improved. Therefore it is easiest to consider these 
regressions in two parts: the regression of Am on Ai(q) 
and SAi(ql, and the regressions of 8Am and em on ei(q). 
Remaining coefficients will be zero. 
The three terms Ai(q>, 5Ai(q), and AJ(p), have a 
(co)variance matrix before selection given by (v,, 0, 
•/2vq | 0, wqq - v,, wq3 - '/2vq | >/2Vq, wq3 - '/2vq, w33), where 
q=\ if i is a sire and 2 if i is a dam. Appendix B of 
WOOLUAMS et al. (1999) can be followed to obtain: 
+(HV-^'V-V^1 -V5A™+E 
Note both regression coefficients have (\-kp) in them 
as factors, which makes these coefficients small 
whatever the value of h2. 
The regression coefficients for e,w are less 
immediate. However they can be obtained from the 
following argument. Let oA(q).2 = aA-kqa2 be the 
genetic variation among parents of category q. By 
noting the breeding value is equal to A + SA + e, 
before selection of the candidates: 
Via Mi)' 
cov[(Am+hAKq))+ei{qy(Am+bAj(p))+em \ i(q) selected] 
= cov[(Ai{q)+hAm),Am\Kq) selected] 
The first of these terms is 
m j(pr 
*ql, 
wq3. Denote this cov{eKq) , (5AJ(p)+ej(p)))=l/2CA(q).2 
covariance by ve(q). Selection of the offspring j(p) will 
not effect ve(q) since all components are independent of 
the initial EBV for j(p), which is the index used for the 
selection. Next consider the index for the offspring of 
j(p), i.e. the grandoffspring of i(q): the covariance of 
the prediction error of j(p) at the time of its selection 
(i.e. SAj(p) + em) with its candidate offspring included 
in its index is Vi of the prediction error variance, since 
it is a component of the genetic variation passed onto 
the offspring. The covariance of ei(q) with these 
candidate offspring will be Vive(qi. Therefore the 
covariances of the prediction error of i(q) with the 
information from the offspring ofj(p) are given by ge(p) 
= (0,0,0, >/2ve(q), >/2Ve(q), >/2veW) if; is male, and (0,0,0, 
'/2Vt(q)d', '/2ve(q), '/2velq)) if j is female. Then, since bp is 
the updated index of j(p), co\{ti(q),8AMpj) will bege(p)Tbp, 
and by difference cov(ei(q),eXpl) = ve(ql - g<P)bp . 







Covariances between selective advantages and 
Mendelian terms: Define ga = (0, 0, 0, 
VihgXJT, Vihlx/T, Vihl) which is the vector of 
covariances of the candidate's Mendelian sampling 
term with the information sources for its index. Before 
selection, the covariance of the index of i(q) with ailq) 
is g/b3. The mean of the Mendelian sampling terms 
for selected ancestors is E[ai(q)] = ig a Z»3/a;,andthe 
covariance for selected ancestors cov(aiW, Ailqj) is (1-
h)gjb3- Therefore cov(ai(qp SAi(q)+eilq)) = vm = >/2h02 -
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g/bs. To determine the separate covariances for SAi(q) 
and ei(q), consider the covariances of the prediction 
error of the Mendelian sampling term for i(q) with the 
sources of index information for an offspring, ga': if 
iftj is male, g'a = ( 0, 0, 0, Viv^,, Vzv<qy ' / * % ) ) ; 
and if i(q) is female, g„' = (0, 0, 0, 
1 / 2 % ) d " ' ' ' / n W V2Va(q)- Then, since A, is the index 
for the updated index of i(q), cov(aw SAi(qj) = g,*7*,, 
and, by difference, cov(a,w, e,w) = v„w - g.*1*,. 
Example: (Xm=20, Xp40, A2=0.4, 8 offspring per 
litter). The matrices are presented in the following row 
and column order: for dimension 6 the order is (Ai(n), 
5Ai(mj, ei(m), Ai(f), 5Ai(f), ei(fl), whilst for dimension 2 the 
order is males then females. G®A = ( 1.16, 2.07, 0, 
1.16, 2.71, 0 | 0.90, 1.60, 0, 0.90, 2.09, 0), G®n = 
(0.046, 0.082, 0, 0.046, 0.107, 0 |0, 0, 0.049, 0, 0, 
0.053 | 0,0,0.081,0,0,0.087 |0.060,0.108,0,0.060, 
0.141, 0 | 0, 0, 0.032, 0, 0, 0.035 |0, 0, 0.098, 0, 0, 
0.106). E[aw]=(0.270,0.208), cov(aiM, A,w) = (0.011, 
0.014), cov(a<q), 5Ai(q)) = (0.054, 0.035), cov(ai(q), ei(q)) 
= (0.088,0.107). 
33 
Copyright © 1999 by the Genetics Society of America CHAPTER 3 
Prediction of Genetic Contributions and Generation Intervals 
in Populations with Overlapping Generations under selection 
Piter Bijma* and John A. Woolliamst 
* Animal Breeding and Genetics Group, Wageningen Institute of Animal Sciences, Wageningen University, 
6700 AH Wageningen, The Netherlands and tRoslin Institute (Edinburgh), Roslin, Midlothian EH25 9PS, U.K. 
Abstract - Long-term genetic contributions of ancestors to future generations were predicted, for a 
population with overlapping generations undergoing mass or sib index selection, following a recently 
developed theory. This theory provides insight into the mechanisms determining the flow of genes 
through selected populations, and takes account of selection by modelling the long-term genetic 
contribution as a linear regression on the breeding value. Total genetic contributions of age classes 
are modelled using a modified gene flow approach and long-term predictions are obtained assuming 
equilibrium genetic parameters. Generation interval was defined as the time in which genetic 
contributions sum to unity, which is equal to the turn over time of genes. Accurate predictions of 
long-term genetic contributions of individual animals, as well as total contributions of age classes 
were obtained. Due to selection, offspring of young parents had an above average breeding value. 
Long-term genetic contributions of youngest age classes were therefore higher than expected from the 
age class distribution of parents, and generation interval was shorter than the average age of parents at 
birth of their offspring. Due to an increased selective advantage of offspring of young parents, 
generation interval decreased with increasing heritability and selection intensity. The method was 
compared to conventional gene flow theory and showed more accurate predictions of long-term 
genetic contributions. 
Most natural and artificial populations have overlapping generations. When 
generations overlap, the generation interval 
differs from the cohort interval. In quantitative 
genetics, generation intervals are generally 
defined as the average age of parents at birth of 
their offspring. In this definition, generation 
interval is based on the contributions of parental 
age classes to newborn offspring; i.e., the 
average age of parents is calculated as the sum 
of ages at birth of offspring weighted by the 
contribution of each age class to newborn 
offspring. This approach is adopted in the well-
known gene flow procedure (HlLL, 1974). 
However, if selective advantage (e.g., breeding 
value) is partly inherited, selection in 
subsequent generations may affect the genetic 
contribution of parental age classes to future 
generations. Thus there may be a difference 
between generation interval based on 
contributions to newborn offspring, and 
generation interval based on contributions to 
future generations. It has been suggested, 
therefore, to calculate generation intervals 
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based on selected offspring only (BICHARD et 
al. 1973). However, contributions of ancestors 
to future generations may still deviate from 
contributions to selected offspring. 
Recently, WOOLLIAMS et al. (1999) found 
significant differences between generation 
interval calculated as the average age of parents 
at the time of birth of a cohort of offspring and 
generation interval based on the concept of 
long-term genetic contributions. The latter 
concept was first introduced by JAMES and 
McBRlDE (1958) and developed further for the 
prediction of inbreeding by WRAY and 
THOMPSON (1990) and WOOLLIAMS et al. 
(1993). Predictions for more advanced selection 
systems, however, resulted in complicated 
expressions (WRAY et al. 1994) due to the 
recursive nature of the prediction procedure. 
Working on the infinitesimal model (FISHER, 
1918), WOOLLIAMS et al. (1999) obtained a 
simple closed-form approximation for the 
prediction of long-term genetic contributions by 
considering BULMER's (1971) equilibrium 
genetic parameters, which makes a recursive 
algorithm redundant. The method of 
WOOLLIAMS et al. (1999) covers both discrete 
and overlapping generations and is applicable 
to mass selection, index selection and BLUP 
selection. 
The aim of the current article is twofold. 
First, long-term genetic contributions will be 
predicted for populations with overlapping 
generations and mass selection, following the 
approach of WOOLLIAMS et al. (1999). This 
approach illustrates the mechanisms that 
determine the development of pedigree, the 
contribution of different categories to the 
genetic makeup of the population in the long-
term and the turnover time of genes. The 
dependency of long-term genetic contributions 
and generation intervals on selective advantage 
will be illustrated in populations with 
overlapping generations under mass or sib 
index selection, assuming the infinitesimal 
model (Fisher, 1918). 
Second, predictions following the approach 
of WOOLLIAMS et al. (1999) will be compared 
to predictions of long-term genetic 
contributions and generation intervals based on 
contributions to unselected newborn offspring, 
as obtained from conventional gene flow theory 
(HILL, 1974). Both methods will be compared 
to results obtained from simulated data. 
Accurate predictions of long-term genetic 
contributions are an important step towards the 
prediction of rates of inbreeding in selected 
populations (WOOLLIAMS, 1998). The current 
article focuses on the prediction of genetic 
contributions and generation intervals, the 
prediction of rates of inbreeding is in a 
subsequent article. To show the power of theory 
of WOOLLIAMS et al. (1999), predictions of 
genetic gain based on long-term genetic 
contributions will also be presented, but this is 
not the main item, because accurate predictions 
of genetic gain are already well established 
{e.g., VlLLANUEVA et al. 1993). 
Methods 
Here we will first describe the population 
structure that was used. Subsequently we will 
describe the concept of long-term genetic 
contributions and the method of WOOLLIAMS et 
al. (1999) for the prediction of long-term 
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genetic contributions in populations with 
overlapping generations, followed by a 
description of the relationship between 
generation interval and genetic contributions. 
Finally, we will derive iterative deterministic 
and stochastic equations to implement the 
theory. 
Population model: This section describes the 
genetic model, population structure and 
selection strategy for which predictions of 
genetic contributions were made. The trait 
considered was assumed to be determined by 
the infinitesimal model (FiSHER, 1918). 
Phenotypic values (P) were the sum of additive 
genetic values (A, breeding values) and 
environmental values (E), i.e., P = A + E. The 
population consisted of overlapping generations 
and selection was based upon a sib index for a 
single trait. With parents up to maximum of c^ 
of age there are Ic^ categories, one for each 
sex and age of parent. Categories are indexed 
by k or by /, so k = 1 .. c^ are males, and k = 
Cmax+1 •• Zcmax are females. Let age{k) denote 
the age of category k (so age(l) = 1 = 
age{Cmax+l)) and let nk be the number of parents 
selected from category k. The total number of 
cmax 
male and female parents equaled: Nm = ^nk 
k=l 
2cm 
and Nf = ^nk respectively. Using random 
mating, each sire was mated to d dams (d = 
N/Nm), and each dam produced a total of n0 
offspring (Vm0 of each sex) so that the total 
number of offspring in a cohort equaled T -
rigNf. Before reproductive age, the phenotype of 
individuals was recorded and a selection index 
was calculated. Because index weights were 
constant over time and no additional phenotypic 
information was included in the index at later 
ages, the index of individuals remained constant 
over time and the ranking of animals within 
categories remained unchanged over time. 
Within categories, individuals were ranked on 
the index, and the highest ranking nk individuals 
were selected. The number of parents selected 
from each category was determined in advance 
and remained constant over time, as in 
conventional gene flow (HILL, 1974). Selection 
on estimated breeding value across categories, 
which gives the highest genetic level of the 
offspring in the next generation (JAMES, 1987) 
was not applied. The selection index was: 
l=bx(P -PFS) + b2(PFS-PHS) + b3PHS, 
where P is the phenotype of the individual, PFS 
is the mean of n0 full-sib records (including the 
individual) and Pm is the mean of n^d half-sib 
records (including individual and its full-sibs). 
This form was used by WRAY et al. (1994) and 
is convenient because the three sources of 
information are independent, which simplifies 
expressions such as the accuracy of selection. 
Note that mass selection is a special case of this 
index, where b\ = b2 = b3. Different sets of 
index weights were chosen to allow for different 
selection strategies, i.e., for a varying emphasis 
on family information. 
Basic approach for prediction of long-term 
genetic contributions: This section introduces 
the concept of long-term genetic contributions. 
The long-term genetic contribution (r,) of 
ancestor i in cohort t\ is defined as the 
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proportion of genes present in all individuals in 
cohort t2 deriving by descent from i, where (t2-
tt) -» oo (WOOLLIAMS et al. 1993). In other 
words, the long-term genetic contribution of an 
ancestor is the ultimate proportional 
contribution of the ancestor to generations in 
the distant future. After several generations, 
genetic contributions of ancestors stabilise 
(long-term contributions are reached) and 
become equal for all individuals in that and 
subsequent generations of descendants, but 
values will differ between ancestors (WRAY and 
THOMPSON, 1990). 
In the remainder of the current article, long-
term genetic contributions of ancestors will be 
referred to as "genetic contributions", unless 
explicitly stated otherwise. Following the 
approach of WOOLLIAMS et al. (1999), 
contributions of ancestors are predicted by 
conditioning on the selective advantage of those 
ancestors. Since sib indices are used here, the 
selective advantage is equal to the true breeding 
value of the ancestor [the only parental effect 
affecting selection of the offspring is the 
breeding value of the parent (WRAY et al. 
1994)]. For an individual in category /, 
E(rlW|AlW) = UHD = 04 + A (Am,-A,) , where a, 
is the expected contribution of an average 
parent in category /, $ is the regression of the 
contribution of i on its breeding value (Aw) and 
Al is the mean breeding value of selected 
contemporaries of i in category I. For discrete 
generations, the complication of categories can 
be ignored and a is obtained directly from the 
number of parents: a = (2NX)'\ (x = m , / ; 
WRAY and THOMPSON 1990). For both discrete 
and overlapping generations, solutions for (3 can 
be obtained from two regression models 
(WOOLLIAMS, 1998; WOOLLIAMS et al. 1999). 
First, the regression of the number of selected 
offspring on the breeding value of the parent 
(A), and second, the regression of the breeding 
value of selected offspring on the breeding 
value of the parent (n). Both A and n can be 
computed using known parameters; a derivation 
is in APPENDIX A. With equilibrium genetic 
parameters (BULMER, 1971), regression 
coefficients (a, /?, A, n) are equal for the 
parental and offspring generation, allowing for 
the following closed form expression to 
compute /?, instead of a recursive algorithm 
(WOOLLIAMS, 1998): 
P={\-n)AXa 
Prediction of expected long-term genetic 
contributions in populations with 
overlapping generations: This section 
describes how the theory of WOOLLIAMS et al. 
(1999) can be implemented to predict long-term 
genetic contributions for populations with 
overlapping generations. For ancestor i in 
category /, the expected long-term genetic 
contribution was predicted from u^ = a( + 
Pii^m - A,). Predictions of genetic 
contributions are obtained using a modified 
gene flow matrix (G) of dimension 2cmaxx2cTOtc, 
which identifies the origin of genes of selected 
instead of newborn offspring. If the 
conventional gene flow matrix (HILL, 1974) is 
denoted by G0, elements g°u represent the 
proportion of genes currently in category k that 
were in category I one time unit ago. In the 
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modified gene flow matrix, elements ga of G 
represent the proportion of genes in the nk 
selected individuals in category k, that were 
contributed by parents in category /. 
(Contributed by a parent in category / refers to 
contribution via offspring that were born when 
the parent was in category /.) Because G 
represents the parental origin of the genes of 
selected individuals, it is affected by the degree 
of selection that is taking place, and this may 
vary with age. Because selected individuals may 
be born up to c^ years ago (and the age of 
parents at birth of offspring is relevant), G has 
a memory of c^ years, whereas Go has only 
one year memory. 
Solutions for a and /3 were obtained from 
(WOOLLIAMS, et al. 1999), 
2c„ 
«/ = X "f Sunkak 
^
c max -




+ £ »r1*n'»*/J*w*M<D-i*i). (2) 
where Aw is the regression coefficient of the 
selected number of offspring in category k on 
the breeding value of the parent in category I 
and % is the regression of the breeding value of 
selected offspring in category k on the breeding 
value of the parent in category I. An intuitive 
understanding of Equation (1) and (2) can be 
gained by noticing that 2n{lgank represents the 
average number of selected offspring in 
category k of an ancestor in category I. 
Therefore, in (1), at is equal to Vi times the sum 
of the average contributions of all selected 
offspring. (The other ¥i originates from the 
other parent.) In (1) it is implicitly assumed that 
the contribution of an average selected 
offspring (ak) is independent of the category of 
the parent (/)• In (2), the first summation 
represents the change of contributions due to 
deviations of the selected number of offspring 
from the average. The second summation 
represents changes of genetic contributions of 
ancestors due to deviations of the breeding 
value of selected offspring of this ancestor from 
the average breeding value of their selected 
contemporaries. In matrix form, combining 
Equations (1) and (2) for all categories I 
(WOOLLIAMS et al. 1999), 
Na = GTNa (3) 
NJ3 = (I-GT*nTr1(GT*AT)(Na), (4) 
where * denotes the element by element 
multiplication, T denotes the transpose of 
matrices, I is a 2cma^x.2cmax identity matrix, N is 
a 2cmaxx2cmax diagonal matrix of elements nk, II 
is a 2cnuux2cmax matrix of elements %, A is a 
2cmaxx2cmax matrix of elements Xu, a is a 2cmax 
vector of elements at, and P is a 2cmax vector of 
elements /?;. Throughout the article, matrices 
follow the gene flow notation, i.e., rows 
represent offspring categories and columns 
represent parent categories. Prediction of 
genetic contributions using Equations 3 and 4 is 
referred to as Method M in RESULTS. 
Improved modified gene flow: A first-order 
correction to Equation 1 was derived by taking 
account of differences among average breeding 
values of parental subgroups present in the 
39 
CONTRIBUTIONS WITH OVERLAPPING GENERATIONS 
selected offspring (WOOLLIAMS et al. 1999). 
When newborn offspring are grouped according 
to the category of their parents, mean breeding 
values may differ between those groups. 
Selection then favours offspring descending 
from parental categories with a higher breeding 
value, increasing the genetic contribution of 
these categories. This phenomenon is fully 
accounted for by the modified gene flow matrix 
G, which identifies the origin of selected 
offspring. However, after selection, mean 
breeding values of selected offspring may still 
differ between parental category subgroups. 
This affects the contribution of categories, 
which was ignored in Equation 1. Improved 
prediction equations were obtained by 
conditioning on the parental category in 
Equation 1 (WOOLLIAMS et al. 1999), 
«/ =2>rl*H'»*{a* +&E[(Ao* -At ) 
given i has category / parent]}, (5) 
where E[(\)k - Ak) given i has category / parent] 
is the expected breeding value of a selected 
offspring in category k descending from a 
category / parent, as deviation from the mean of 
selected contemporaries in category k. 
Substituting Equation 2 for /3, the resulting 
expression is (WOOLLIAMS et al. 1999), 
Na = [GT +(GT *DT)(I-GT *IITr1(GT *AT)]Na, 
(6) 
where D is a 2cmaxx2cmax matrix of elements da 
= E[(A(l)t - Ak)given i has category I parent]. 
Therefore, Na is obtained as a right eigenvector 
of the 2cmax2cTOU matrix [GT + (GT*DT)(I-
GT*nT)'1 (GT*AT)] with an eigenvalue of one 
(WOOLLIAMS et al. 1999). Solutions for |3 are 
still obtained from (4). Predictions of genetic 
contributions using Equation 4 and 6 will be 
referred to as Method P in RESULTS. 
Generation interval: Generation interval (L) 
is defined as the turnover time of genes, i.e., the 
average time interval between two meioses that 
an average gene in the population is involved 
in. This interval is equal to the time in which 
long-term genetic contributions sum to unity, 
i.e., the genetic contribution summed over all 
ancestors entering the population over a time 
period of L years equals unity: £ K , = 1. The 
L 
generation interval (in years) is therefore equal 
to the reciprocal of the total long-term genetic 
contribution per year, i.e., summed over all 
ancestors per year. In ui(i) = <Xi+ /3; (Aw - Al), 
and the term (%Ai(i) - A,) is zero on average, so 
that the sum of genetic contributions equals 




(WOOLLIAMS et al. 1999), 
±nkak (7) 
k=\ 
Generation intervals from this definition were 
compared to generation intervals defined as the 
average age of parents at birth of their 
offspring. 
Deterministic prediction procedure: 
Elements of Equation 3 through 7 were 
obtained using an iterative procedure, which is 
described in this section. The iterative 
procedure is needed because elements {e.g., 
variances, genetic gain and genetic 
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contributions) are mutually dependent and 
BULMER's (1971) equilibrium parameters can 
only be reached by iteration. [Predictions can 
also be obtained using base generation 
parameters, but more accurate predictions are 
obtained using equilibrium parameters 
(WOOLLIAMS et al. 1999)]. Predictions of 
genetic contributions shown in the RESULTS are 
based on BULMER'S (1971) equilibrium 
parameters. A numerical example is in 
APPENDIX C. 
Phenotypic variance in year t was the sum of 
additive genetic variance and environmental 
variance, o2Pl = a\t + al. Environmental 
variance was constant over time. Additive 
genetic variance in an unselected cohort born at 
year t was calculated as: 
2 2 2 1 2 
°A.I = aA(m),t + aA{f),t + JCJAQ < 
where 0\{m),, and c ^ ( / ) , are the between sire 
and between dam-family additive genetic 
variance in unselected newborn offspring, and 
<T 0^is the base generation additive genetic 
variance. Because genetic contributions are 
mainly determined in the first few generations, 
they are hardly affected by the rate of 
inbreeding. Therefore, no effect of inbreeding 
on the within family variance was modeled. 
Between sire-family additive genetic variance 
was calculated from 
°M& =1 S2^[o^,.1(l-K-;p,2.1)+(M,M -fam)^)2] 
;=i 
where 2g°u is the proportion of offspring 
descending from sires in category / (2g°u = 
n,/Afm), Ki is PEARSON'S (1903) variance 
reduction coefficient, p, is the accuracy of 
selection in year t (WRAY et al. 1994), fa, is the 
average breeding value of selected sires in 
category / and fam)J is the average breeding 
value of all selected sires, i.e., 
cmax 
M(m),, = X 2g1(^ ; , . Between dam-family 
;=i 
additive genetic variance was calculated in the 
same way. For the calculation of 
(/!;,_!-/!(„),_!)2, only differences between 
breeding values of selected individuals are 
important and breeding values can be expressed 
relative to an arbitrary base. The genetic level 
of unselected animals at birth was taken as base 
here, and therefore, fait = (iiP,<JA, - age(l)AG,), 
where ;'; is the selection intensity in category / 
(not distinguishing between subgroups within 
categories and ignoring deviations from 
normality) and AG, is the rate of genetic gain in 
year t. (It is assumed here that the difference 
between consecutive age classes is equal to AG 
from the last iteration, because this assumption 
decreases the number of iterations needed to 
reach equilibrium values which are not affected 
by the assumption). 
To calculate elements of the modified gene 
flow matrix, we need to find how the predefined 
selected proportion of individuals in category k 
(pk) is distributed across the parental age 
subgroups. The k^ row of G therefore, was 
obtained by finding a common index truncation 
point for all parental subgroups represented 
among the selection candidates in category k 
(separate for male and female parents). The 
solution for the common truncation point has to 
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satisfy the equations (omitting subscript t for 
simplicity), 
Pk = X 2 £ i°P« 
/ > „ = ! - * ( • h 2
 X(x)iXl 
• ) . 
where pu is the selected proportion in the 
subclass descending from parents in category /, 
Ik is the index truncation point common for all 
offspring in category k, o>i( is the standard 
deviation of the selection index of individuals 
descending from parents in category /, <& 
denotes the cumulative normal density, and T (X) 
is twice the regression of the index of the 
offspring on the breeding value of the parent of 
sex x (x = m, j) ( W R A Y et al. 1994), i.e., the 
term -^T (X)/X (J[ ) / represents the average index 
value of offspring descending from parents in 
category I. A solution for the common 
truncation point was obtained numerically using 
the algorithm RIDDR_ROOT from NUMERICAL 
RECIPES (PRESS et al. 1992). Next, elements of 
G were calculated from 
8 a = PuSuPk1 • 
Elements of D are: da = 
E[(A(i)k - Ak)given i has category / parent] 
and were calculated as (omitting subscript t for 
simplicity) 
du=\l1i+ikiPGA,-dk, 
with dk = X 2gu ["2 J"; + 'H Pa A, 1 calculated 
separately for each sex; where iu is the selection 
intensity in subclass kl, and G
 A is the additive 
genetic variance among unselected offspring 
descending from parents in category I. 
Elements of I I were calculated as 
nkl=j(l-KkT(X)paA(jJl). Elements of A 
were calculated as Xkl =jik^M(yJl (see 
APPENDIX A). A general procedure to derive I I 
and A is in WOOLLIAMS et al. (1999). 
As described in the section on prediction of 
long-term genetic contributions, a can be 
obtained as a right eigenvector from Equation 3 
for the 'modified gene flow" and from Equation 
6 for the "improved modified gene flow". In 
general, eigenvectors can be scaled, i.e., if x is 
an eigenvector of matrix A with an eigenvalue 
y, then nx will also be an eigenvector of A with 
the same eigenvalue y. With the same 
eigenvalue, therefore, different eigenvectors can 
be obtained from Equation 3 or 6, and an 
additional constraint has to be imposed. 
Because contributions have to sum to unity per 
generation, the eigenvector was scaled 
accordingly. Therefore, first generation interval 
was calculated as the average age at birth of 
offspring weighted by the long-term genetic 
contribution of the categories (nkak): 
L = '^Jage{k)nkak Ysnkak • Subsequently, 
k=\ I *-i 
£w i 
a was scaled so that Zinkak ~ L > '•e-> a ^s 
k=\ 
defined per year and by definition, the 
generation interval is the time in which 
contributions sum to unity. 
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" m a x 
Using E(AG) = Y,nkEirmam 1 > w h e r e a w 
k=\ 
is the Mendelian sampling value of i 
(WOOLLIAMS et al. 1998), genetic gain was 
predicted from 
- j • " m a x 





where x^  is the regression of the index on the 
Mendelian sampling effect of the individual. A 
derivation is in APPENDIX B. 
Stochastic Simulation: To draw inferences 
on the accuracy of predicted genetic 
contributions, the breeding scheme described in 
the population model section was simulated 
stochastically and genetic contributions were 
estimated from simulated data. A noninbred and 
unselected base population of the appropriate 
family structure was generated. Breeding values 
of base population animals were taken from 
N(0,(j^0), and environmental values from 
/V(0,<T|) . Within categories, individuals were 
ranked on the index, and the highest ranking n* 
individuals were selected from the A:* category. 
Breeding values of offspring were obtained as 
ViAm+ ViAf + a, where Am, As and a are the sire 
and dam breeding values and the Mendelian 
sampling value. No effect of inbreeding on the 
Mendelian sampling variance was simulated, 
i.e., a ~ N(0±O2A0). 
For the calculation of genetic contributions, 
an ancestor cohort t\ was chosen when 
BULMER's (1971) equilibrium genetic 
parameters were reached. Repeated cycles of 
selection and random mating were performed 
until genetic contributions were converged and 
then a descendent cohort t2 was chosen. 
Convergence time of genetic contributions (t2 -
t{) was approximately equal to Ic^. The long-
term genetic contribution of ancestor ;' in 
category / in cohort th to individuals in cohort t2 
was obtained by summing contributions via all 
pedigree paths leading from i to individuals in 
'2, rm=T~l 2,rmj, where rm is the 
7=1,7-
contribution to individual j in cohort t2, which 
was calculated as r,Wj = ^Y , where n is 
paths 
the total number of animals (including ;' and j) 
in a pedigree path from i toj. 
Genetic contributions were analyzed using the 
model: r,w = (% + f$iAi(l) - ^ ) + em, a was 
estimated as: a, =«,"' £ ri(I), and P as: 
i=i,«/ 
A= XW4w-A)/X(4(o-A)2-
i=l,ni j i=l,nf 
Asymptotic rate of genetic gain was calculated 
as AG = (G[2 - G,i)/(t2-ti), where G, is the 
average breeding value of all animals born in 
cohort t. Generation interval was calculated as 
Z,nkak . Results were averaged over 
t=i 
500 replicates and standard errors were 
calculated from the variance among replicates. 
Results 
In this section a comparison will be made 
between results from conventional gene flow 
theory (Method C; HILL, 1974), simple 
modified gene flow (Method M, Equations 3 
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For N = d'ag(20,0,0,10,0,30}, eight tested offspring per dam (n„=8), ancestor cohort (ti) = 10 and descendent cohort ((2) = 35. "Deviations from 
simulation results are on every second line. b Standard errors are on every second line. " h}, denotes heritability. 
and 4) and improved modified gene flow 
(Method P, Equations 4 and 6), for mass and 
sib-index selection. 
Mass selection 
Accuracy of a: Table 1 shows long-term 
genetic contributions of categories (nkak), 
obtained from Method C, Method M, Method P 
and from simulation, for a population with three 
age classes, 20 sires in age class 1, 10 dams in 
age class 1 and 30 dams in age class 3, i.e., N = 
diag{20,0,0,10,0,30}. This scheme, with a high 
proportion of dams selected from the oldest age 
class, was chosen because it clearly illustrates 
the effect of selective advantage on 
contributions of categories. 
Results from Method C are independent of 
heritability {hi), but results from Method M, 
Method P and from simulation are not. For h£ 
= 0.01, results from all methods are practically 
identical because heritable effects play a minor 
role in that case. For higher heritabilities, 
Method C shows considerable overestimates of 
contributions from three-year-old dams {n6a^), 
whereas Method M and P are significantly 
closer, and from these, Method P is most 
accurate. For high heritabilities (>0.6), absolute 
differences between Method P and simulation 
are roughly only 10% of the errors from Method 
C, and for this particular scheme in the opposite 
direction. The large differences between 
Method C and simulation are partly caused by 
the distribution of parents across age classes in 
Table 1. Because most dams are selected from 
the oldest category, offspring from these dams 
will have a low breeding value which will 
reduce their genetic contribution. When parents 
are selected by truncation across age classes, 
differences between Method C and simulation 
will be much smaller (see DISCUSSION). 
Comparing Method M and P to simulation 
results, shows that the first-order correction 
improves the accuracy of the predicted long-
term genetic contributions. In Equation 3, 








































































































































For N = <flag{20,0,0,10,0,30}, eight tested offspring per dam (n„ = 8), ancestor cohort (h) = 10 and descendent cohort (fc) = 35. 
" Deviations from simulation results are on every second line. 'Standard errors are on every second line, 'h^ denotes 
heritability. 
selected offspring from different parental 
categories (dy) are ignored, resulting in 
underprediction of contributions of young 
categories and in overprediction of 
contributions of older categories (except for hi 
= 0.99, probably due to deviations from 
normality for this extreme case, which is of 
little practical importance). 
Accuracy of |3: Table 2 shows the regression 
coefficients of contributions on breeding values 
(j8), from Method M, Method P and from 
simulation, for N = diag{ 20,0,0,10,0,30}. Most 
predictions from Method P are within 3 times 
the standard error of simulation results, and the 
trends in predictions agree well with simulation 
results. Method P was slightly more accurate 
than Method M, particularly when modeling the 
differences between one and 3-year-old 
females, i.e., f$4 and p6. In Method C, the effect 
of selective advantage is not modeled, i.e., /3 is 
implicitly zero. 
Accuracy of genetic gain and generation 
interval: Table 3 shows genetic gain per year 
and generation interval from Method C, Method 
M, Method P and from simulation, for N -
diag{ 20,0,0,10,0,30}. Generation interval was 
calculated from Equation 7. For Method C, 
generation interval from Equation 7 is identical 
to the average age of parents when their 
progeny are born and is obtained from G0. 
Generation intervals based on the average age 
of parents of selected offspring, as suggested by 
BlCHARD et al. (1973), are obtained from G 
(see example in APPENDIX C) and are also in 
Table 3. Method C does not account for the 
effect of selection on genetic contributions and 
therefore results in higher generation intervals 
than simulation. For the scheme in Table 3, 
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For N = di'ag{20,0,0,10,0,30), eight tested offspring per dam (n„ = 8), ancestor cohort (rt) = 10 and descendent cohort (r2) = 35. 
"Deviations from simulation results are on every second line. b Standard errors are on every second line. °h£ denotes heritability. 
most dams are selected from the oldest 
category, which increases differences between 
Method C and Method P. Even when the 
numbers of females selected were exchanged, 
however, i.e., N = diag {20,0,0,30,0,10}, there 
were differences between generation intervals 
from Method C and Method P. (See Figure 2). 
Method M showed systematic overprediction of 
generation intervals, which agrees with the 
overprediction of contributions of older 
categories (see Table 1). Predicted generation 
intervals based on the average age of parents of 
selected offspring, i.e., from G rather than G0 
were very close to generation intervals from 
Method M. Generation intervals from Method 
P were close to simulation results, only showing 
minor underprediction for high heritabilities. 
For this particular scheme, genetic gain from 
Method C was more accurate than gain from 
Method P. However, this was not a general 
result, e.g., for N = diag{20,0,0,30,0,10} 
(results not shown) it was the other way around. 
In general, both methods showed similar 
accuracies for predicting genetic gain. 
Effect of heritability and selection intensity 
on a: The effect of heritability and selection 
intensity on average genetic contributions of 
categories {nkOk) was studied using Method P. 
Figure 1 shows the predicted long-term genetic 
contribution of one-year-old females as a 
proportion of the total contribution of females 
[n4a4/(n4CC4 + HfiOfe)], for two different breeding 
schemes and for two selection intensities. The 
breeding schemes where Si: N = 
&ig{20,0,0,30,0,10} and S2: N = 
diag{20,0,0,10,0,30}. Selection intensity was 
varied by varying the number of tested 
offspring per dam, i.e., n0 was 4 or 20. To 
illustrate the relation between genetic 
contributions and generation interval, Figure 2 
shows the corresponding generation interval. In 
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FIGURE 1.-Predicted long term genetic contributions from 
Method P of one year old females as a proportion of the 
total contribution of females n^ oyfn^ CcW+nsOfc), as a 
function of heritability, for Sn N = diag{ 20,0,0,30,0,10) 
and S2 : N = <flag{20,0,0,10,0,30}, for n„ = 4 or n„ = 20 
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H f - S 1 , n = 20 
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FIGURE 2.-Predicted generation interval (L) from Method 
P, as a function of heritability, for Si: N = 
dmg{20,0,0,30,0,10) and S2 : N = dias{20,0,0,10,0,30}, 
for ti0 = 4 or n0 = 20 tested offspring per dam, and mass 
selection (Jt>\ = b2 = bj). 
and L is directly related to 11404/ (n4a* + n<jCfc). 
Results from Method C are identical to results 
for hi :0. 
Figure 1 clearly shows an increased 
contribution of one-year-old females when 
heritability increases, which is due to an 
increased selective advantage of offspring 
descending from one-year-old dams when hi 
increases. When heritability increased from 0.2 
to 0.8, genetic gain per year increased from 
0.232 to 0.977 units ap for N = 
^•^{20,0,0,10,0,30} and nB = 20. 
Consequently, the difference between average 
breeding values of offspring from one and from 
three-year-old dams increased from 0.277 to 
1.153. This selective advantage resulted in an 
increased proportion of offspring selected from 
one-year-old dams when h$ increased. When 
hi increased from 0.2 to 0.8, it showed that 
among the one-year-old selected females, the 
proportion descending from one-year old dams 
increased from 0.386 to 0.894. [These 
proportions were determined from the G matrix 
(not shown)]. 
The relative long-term genetic contribution of 
one-year-old females also increased with n0 (see 
Figure 1), i.e., with selection intensity. This is 
partly due to increased genetic gain resulting in 
an increased selective advantage of newborn 
offspring of one-year-old dams, in the same way 
as when hi increases, but also due to a 
decreased overall selected proportion moving 
the common truncation point of subclasses to 
the right. When a common truncation point for 
two normal distributions with different means is 
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FIGURE 3.-Predicted regression coefficients of long term 
genetic contributions on breeding values (ft from Method 
P as a function of selection intensity (i), for age class one 
males (ft), age class one females (fit) and age class three 
females (ft), for/^2 = 0.4, N = diag{ 20,0,0,20,0,20} and 
mass selection (b\ = fo = bi). 
FIGURE 4.-Predicted regression coefficients of long term 
genetic contributions on breeding values (ft from Method 
P as a function of heritability (h i ), for age class one 
males (ft), age class one females (ft) and age class three 
females (ft), for N = diag{ 20,0,0,20,0,20}, n0 = 8 tested 
offspring per dam and mass selection (fci = bz = bj). 
shifted to the right, the smaller upper-tail 
proportion of the two will decrease more 
rapidly than the larger upper-tail proportion, 
due to the non-linear relation between 
truncation point and selected proportion, 
therefore decreasing the relative contribution of 
three-year-olds. This effect can be illustrated by 
comparing the relative contribution of one-year-
old females between schemes with different 
selection intensities at the same AG, because at 
the same AG the difference between mean 
breeding values of one and three-year-old dams 
will be the same. For N = diag{20,0,0,\0,0,30], 
n0 = 20 and h% = 0.4, AG was 0.4854, and the 
same AG can be obtained with identical N, but 
with n0 = 4 and hi = 0.77. However, the 
relative contribution of one-year-old females 
differed considerably; 0.685 for n0 = 20 
compared to 0.540 for n0 = 4 (see Figure 1), 
mainly due to different selection intensities. 
Effect of selection intensity on 3: Figure 3 
shows the relation between selection intensity 
and /3 for a scheme with N = 
diag{ 20,0,0,20,0,20} using Method P. 
Selection intensity is equal for all categories in 
this scheme, and was varied by varying the 
number of tested offspring per dam from n0 = 2 
(i = 0.798) to n„ = 40 (i = 2.336). 
Figure 3 shows an increase in fa and {54 with 
increasing selection intensity. On average, ft is 
expected to increase with selection intensity 
because the regression of selected number of 
offspring on breeding value (A) increases with 
selection intensity (see APPENDIX A) and /3 is 
positively related to X (see Equation 2), 
explaining the trend for fa and fa. For fa the 
increase with selection intensity is counteracted 
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TABLE 4.-Regression coefficients of long-term genetic contributions on breeding values (p) for a sib index with 
























































































For N = diag{20,0,0,10,0,30), n„ = 8, bi = 1.0, b2 = 1.5, b3 = 2, ancestor cohort (f,) = 10, and descendent cohort (t2) = 35. 
"Deviations from simulation results are on every second line. h Standard errors are on every second line, '/^denotes 
heritability. 
by the reduced total contribution of 3-year-old 
dams (see Figure 1). For other heritabilities 
(results not shown) the relation between /3 and 
selection intensity was similar. 
Effect of heritability on |3: Figure 4 shows 
the relation between /3 and heritability using 
Method P. For h% = 0, fa = /36 = Viflh which is 
to be expected from (2) when selection intensity 
is equal for all categories and gu = g°; because 
hl= 0. When hi increases, genetic gain 
increases, resulting in a higher proportion of 
selected offspring descending from one-year-
old parents, i.e., for all k, gM > g^ for hi > 0. 
When gH > gk(l and selection intensity is equal 
for all categories, it can be inferred from (2) 
that p4 > p6 as in Figure 4. 
It is a general conclusion for mass selection, 
therefore, that /? of younger categories will 
increase with hi, whereas ft of older categories 
will decrease with hi. The interpretation of this 
relation is, that with mass selection the 
contributions of young animals will increasingly 
be determined by their breeding values when 
hi increases, whereas for older animals the 
effect of breeding value on contributions will 
decrease with increasing hi. An intuitive way 
of looking at this is, that for influential animals 
(which are young animals when hi is high) a 
change of breeding value gives a larger 
(absolute) change of genetic contributions than 
it does for unimportant animals. The same 
reasoning holds for the relation between /? and 
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TABLE 5.-Regression coefficients of long-term genetic contributions on breeding values (ft) for a sib index with 
























































































For N = diag{20,0,0,10,0,30}, eight tested offspring per dam (n„ = 8), b, =1.0, b2 = 0.5, b3 = 0, ancestor cohort («i) = 10 and 
descendent cohort (tz) = 35. "Deviations from simulation results are on every second line. * Standard errors are on every 
second line.c h% denotes heritability. 
selection intensity, explaining the different 
trend of f54 and fi6 in Figure 3. 
The regression coefficient for one-year-old 
males (/?i) shows only minor variation with h£ 
because males are selected from a single 
category in Figure 3. Therefore, category one 
always contributes 50% of the genes of selected 
offspring (gn = g4l = g6l = 0.5) regardless of 
heritability, and variation of /?) with h£ is only 
due to variation in A and n. 
Selection on a sib index 
Long-term genetic contributions of categories 
(nkak) are mainly dependent on the modified 
gene flow matrix. For a sib index, G is 
determined by genetic gain and selected 
proportions, in the same way as for mass 
selection. The main differences between sib 
index and mass selection are, therefore, in the 
regressions X and n, resulting in different 
predictions for /?. Results for a sib index, 
therefore, focus on j8, though a will also differ 
from results for mass selection. 
Accuracy of P: Predictions for a sib index 
are compared to simulation results for two 
opposite schemes: a scheme with positive 
weight on family information and a scheme with 
negative weight on family information. The 
weights used are different from the classical 
selection index weights (HAZEL, 1943), but as 
shown by VILLANUEVA and WOOLLIAMS 
(1997), optimum index weights for intermediate 
and long-term response are generally different 
from classical index weights. 
For positive weight on family information, 
Table 4 shows /3 from Method P and from 
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FIGURE 5.-Predicted and simulated regression 
coefficients of long term genetic contributions on 
breeding values for one year old males (ft) from Method 
P, for different index weighting factors (b) and a range of 
heritabilities (hi ) . For N = diag{20,0,0,20,0,20} and n„ 
= 8. Lines indicate predictions, markers indicate results 
from simulation. —O—, b = 1, 0, 0; —A — , b=\, lh, 
•A; —-X—•, b = 1 ,1, 1; ---A - - , b = 1, 1*4, 1*4; 
- — • - • • - , 6 = 1,2,2. 
1, b2 = 1.5 and b3 = 2 (i.e., 
l = P +jPFS+iPHS)- In Table 4, Method P 
shows the same trend as simulation results, but 
tends to slightly overestimate regression 
coefficients for one-year-old parents (Pi and 
/34). Predictions of a (results not shown) were 
close to simulation results and showed similar 
trends as for mass selection. 
For negative weight on family information, 
Table 5 shows P from Method P and from 
simulation, for N = diag{20,0,0,10,0,30}, bx = 
1, b2 = 0.5 and b3 = 0 (i.e., 
I = P -\PFS -{Pm). In Table 5, Method P 
shows the same trend as simulation results, and 
is accurate. Predictions for a (results not 
shown) were very accurate. 
Effect of index weights on 0: Figure 5 
shows the effect of a varying emphasis on 
family information in the selection index on the 
regression coefficients of long-term genetic 
contributions on breeding values, for one-year-
old male parents (fi{), from Method P (lines) 
and from simulation (markers) for N = 
diag{20,0,0,20,0,20}. For this scheme, Pi gives 
a good impression of the average level of P, 
because males are selected from a single 
category, so that there is no competition 
between categories. In Figure 5, the index 
weights vary from bi = 1, b2 = b3 = 0, 
representing complete within family selection, 
to bi = 1, b2 = 2, fc3 = 2 , which is identical to 
I = P+PFS. 
For within family selection, )3 equals zero 
because offspring are selected on their 
Mendelian sampling term, which by definition 
is independent of the parental breeding value. 
Therefore, selective advantage is not inherited 
and results (both a and P) are identical to 
results from Method C. 
When index weights on family information 
increased, Pi increased because selection of 
offspring was increasingly affected by the 
parental breeding value. Similar relations 
between the average level of P and weight given 
to family information were found for other 
distributions of parents across categories 
(including schemes with competition between 
categories). 
51 
CONTRIBUTIONS WITH OVERLAPPING GENERATIONS 
When weight on family information 
increases, selection tends to selection of 
families instead of individuals, whereas A is 
derived assuming a continuous linear change. 
Accuracy of predictions decreased therefore, 
when weight given to family information 
became high, which is shown by the increased 
difference between lines and markers in Figure 5. 
Discussion 
This article has studied in detail two methods 
proposed by WOOLLIAMS et al. (1999) for the 
prediction of long-term genetic contributions of 
individuals in selected populations with 
overlapping generations. The methods enable 
accurate the prediction of long-term genetic 
contributions of individual animals and of 
categories, using simple linear models. 
Predictions of genetic contributions within 
categories were first shown by WOOLLIAMS et 
al. (1999) but never studied in detail. Genetic 
contributions were predicted conditional on the 
breeding value and category of the ancestor, 
using a modified gene flow approach. The 
method accounts for the inheritance of selective 
advantage both between and within categories, 
resulting in more accurate predictions of genetic 
contributions and generation intervals than 
methods based on contributions to newborn 
offspring in the next cohort. 
Some trends in the prediction errors remained 
{e.g., Table 1, Figure 5), but this is merely a 
matter of improving the relevant regression 
equations, they do not undermine the basic 
ideas underlying the theory. Conventional 
methods ignore the effect of selection on 
genetic contributions and, therefore, 
underestimate contributions of younger 
categories and overestimate generation interval. 
Thus, improved methods were generally 
necessary. 
Accurate predictions of long-term genetic 
contributions for overlapping generation 
schemes facilitate deterministic prediction of 
rates of inbreeding for these schemes 
(WOOLLIAMS, 1998), and consequently a 
computationally feasible optimization of 
breeding schemes with restricted inbreeding. 
The modified gene flow approach enables 
prediction of individual long-term genetic 
contributions [by including jS^A,-^ - Ak) in the 
model for expected contributions], whereas 
conventional gene flow theory only enables 
prediction of average genetic contributions (i.e., 
assuming )3 = 0). For the prediction of rates of 
inbreeding it is crucial to account for the effect 
of selection between individuals (WRAY et al. 
1989), and conventional gene flow is therefore 
not suitable for prediction of rates of 
inbreeding. 
In the present study, generation interval was 
defined as L = lfLnkak, i.e., the generation 
interval is the time in which long-term genetic 
contributions sum to unity. Intuitively, this is a 
sensible definition, one generation is the time in 
which the genes are turned over once. The 
definition of generation interval as the time in 
which contributions sum to unity is general and 
is also applicable to generation intervals based 
on newborn offspring or on selected offspring. 
For example, generation interval based on 
newborn offspring, i.e., the average age of 
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parents when their offspring are born, can also 
be calculated as: L 0 = l / 2 a 0 , where do are 
contributions obtained from conventional gene 
flow theory. Generation interval based on 
contributions to selected offspring only (Li), 
i.e., the average age of parents of selected 
offspring, can be obtained from the modified 
gene flow matrix G (see APPENDIX C) and was 
close to results from simple modified gene flow. 
When genetic gain is made and selective 
advantage is inherited, generation interval based 
on long-term genetic contributions is shorter 
than both L0 and Lu because selective 
advantage is partly passed on to more distant 
offspring. 
Whereas L0 and L\ are based on contributions 
at a specific time point, i.e., before and 
immediately after selection of the offspring, L is 
based on converged, i.e., asymptotic long-term 
genetic contributions of parental categories, 
which are an invariable property of a population 
once contributions have converged. Therefore, 
the definition of generation interval based on 
long-term genetic contributions is equal to the 
turnover time of genes that are destined to stay 
in the population, i.e., it is the average time 
interval between two meioses, and it is of a 
more genetical and less operational nature than 
LoandLj. 
In the present study, results are only 
presented for situations where the selection 
index of an animal was constant across ages. In 
practice, animals in different categories will 
often have different amounts of information, 
affecting the variance of the selection index. 
This will mainly affect the G matrix, but is 
easily accounted for by using index variances 
specific to categories in the equations presented 
in the METHODS section. The problem is more 
complex for the prediction of rates of 
inbreeding, since in that case the lifetime 
genetic contribution of an ancestor, i.e., its 
contribution summed over all categories it 
belonged to over its entire life, is relevant, 
which requires the probability that the same 
animal was selected in multiple categories. 
Large differences were found between 
predicted genetic contributions from 
conventional and from modified gene flow in 
the present article. These differences were 
partly caused by the distribution of parents 
across categories, i.e., in Table 1 and 3 the 
majority of the dams were selected from the 
oldest category. When animals are selected by 
truncation across categories, differences in 
generation interval between the two methods 
will be much smaller. For example, for h% = 
0.5, n0 - 4, Nm = 20, Nf = 40, truncation 
selection across categories resulted in N = 
diag{ 18,2,33,7}, predicted generation interval 
from conventional gene flow was 1.138 and 
from modified gene flow 1.129 (simulation: L = 
1.130). An advantage of modified gene flow is 
that it gives accurate predictions of generation 
interval for an arbitrary distribution of parents 
across categories, it is not limited to truncation 
selection across categories. 
In the present article, the within family 
variance was assumed to be constant over time, 
which is not strictly true when inbreeding is 
accumulating. However, genetic contributions 
are mainly determined in the first few 
generations, where the inbreeding effects on 
descendants are still small. Long-term genetic 
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contributions are, therefore, hardly affected by a 
reduction of variance due to inbreeding. 
Furthermore, ignoring the effect of inbreeding 
on the variance allows for the assumption of 
BULMER's (1971) equilibrium variances 
(assuming the infinitesimal model), which 
greatly simplifies prediction equations for long-
term genetic contributions (WOOLLIAMS et al. 
1999). For extremely small populations, e.g., 
with less than five parents per sex, it may 
become important to account for the effect of 
inbreeding when predicting long term genetic 
contributions. 
The number of parents is no guarantee for the 
genetic constitution of populations on the long 
term, because selective advantage of parents is 
inherited to offspring. This is a point of concern 
for conservation genetics where genetic 
improvement is also being sought. Simply 
increasing the number of parents may not 
safeguard the genetic diversity of a population 
when offspring of the additional parents have a 
low chance of being selected. 
The inheritance of selective advantage is 
crucial in the prediction of long term genetic 
contributions, and thus for the prediction of 
rates of inbreeding (WRAY and THOMPSON, 
1990). Recently, NOMURA (1997) studied rates 
of inbreeding in open nucleus breeding systems 
with discrete generations, assuming that genetic 
contributions of parental groups (nucleus and 
commercial animals) to progeny remain 
unchanged after selection. As recognized by 
NOMURA (1997), this is a critical assumption, 
and especially in populations with overlapping 
generations it is likely to be strongly violated. 
Asymptotically, response from conventional 
gene flow is equal to response obtained using 
the well-known result of RENDEL and 
ROBERTSON (1950) (HELL, 1974). When 
comparing gain obtained from conventional and 
modified gene flow to simulation results, 
predictions from both methods showed similar 
accuracy. For the prediction of genetic gain, the 
ratio of selection differential over generation 
interval is crucial, rather than the definitions of 
selection differential and generation intervals 
separately. When generation interval is defined 
as the average age of parents of all offspring, 
and selection differential is defined as the 
deviation of selected parents from the overall 
mean, valid predictions for genetic gain are 
obtained (JAMES, 1977). Conventional gene 
flow therefore is a valid method for predicting 
genetic gain. The relevance of the current 
theory lies in predicting the development of 
pedigree, i.e., of the origin and turnover rate of 
genes, and in predicting rates of inbreeding; the 
primary aim is not to revise methods for 
predicting rates of gain. 
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Appendix A 
Derivation of A: Elements A« are obtained as: 
^u
 =
 Pkl \xx bskik» where xhxx is the regression of 
the index of the offspring on the breeding value of 
the parent of sex x (WRAY et al. 1994), and bSt,t is 
the regression of the selection score (selected or not 
selected, i.e., S = 1 or 0) of the offspring on its index. 
In Equation 2, Xu is expressed per selected offspring, 
whereas 5 is an expression per selection candidate, 
the difference being on average a factor pi'. Tau is 
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obtained as: tx = 2 Cov(Ax, Ioffsp) / Var( Ax) 
resulting in: rm=b3, xf = b2(l--j) + bi/d . From 
a result of Robertson (appendix in DEMPSTER and 
LERNER, 1950), bSk,k = pkikoJl. Resulting 
expressions are Xkl = jb3ikcr]1 for male parents, 
and ku =-^[b2(l--j) + b3/d]ik<j]1 for female 
parents. 
Derivation of II: Elements % are obtained as: % 
= Cov(A1(0,A t^))*A'ar(A;(f)) , where * denotes 
(co)variances after selection of the offspring. Using 
(COCHRAN, 1951): a\B = aAB -<TA'(TB> K for the 
calculation of Cov(A,fl) after selection on / gives: 
Cov(Ai(/),Ay(t))* = Cov(A,( /),A ;W) 
Cov(Am ,Im) Cov(Am,!]«)) 
Var(/ J ( t )) *' 
where Cov(Aj(0,A,w) = j02A\x)l, Co\(Aim,Im) = 
7T*CTloo< • Cov(Am,IKk)) = paAa,, Var(/,w) = a], 
o~A(;t)( is the additive genetic variance among 
selected parents, and x denotes the sex of parent i. 
Assuming that Wai(AKt)) is little affected by selection 
among the offspring, i.e., Var(Ai(())* = <J2A\x)l, the 
resulting expression becomes: 
7iu=^(\-KkTxpaAa-j{). 
Appendix B 
Derivation of AG: Genetic gain is obtained from 
*
cmax 
E(AG)= 'Zn,E[rmai(l)] (WOOLLIAMS et al. 
1999), where E[r,TOa,w] is the expectation of /•,</>ai(fi 
among selected individuals in category /. With 
E[r,(0a,(0] = E[(um+em)am] = E[«,(0ai(0], it follows 
that E[rmam] = a,E[ai(l)] + P,E[ai(l)(A,.(;) -A,)], 
where expectations are conditional on selection in 
category I. Furthermore, E[a,(()] = 
C o v ( a J ( / ) , / w ) . j 2 . - 1 
- ita, = \xwaAailnI , where zw is 
the regression of the index on the Mendelian 
sampling effect, rw = bi(l-l/n0) + b2[\ln0-\l(n„d)] + 
M M ) • With E[Ai(/) - A, ] = 0, E[am(AKl) -A,)] = 
Co\[aKl),(Aim-A,)]* = C o v [ a , ( ; ) , ( A , ( 0 - A ( ) ] -
Cov(a,-(i),IIU))Cov[(A1(/) -A]),Im] 
ja\0(\-KirwpaAC7jl). Summing elements over 
categories, the resulting expression for genetic gain 
becomes 
T i max 
E(AG)=J-CT^[Tlvo-71 Y,niaii, 
2<W 
+ X nlP,(l-KlT„paA(Tjl)l 
1=1 
Appendix C 
Example for mass selection: Consider a mass 
selection scheme (bi = b2 = b3 = 1) with three age 
classes, N = di'ag{20,0,0,10,0,30}, h% = 0.4, and n0 
= 8. Selected proportions, selection intensities and 
variance reduction coefficients are: p\ = 0.1250, p4 = 
0.0625, p6 = 0.1875, h =1.6467, i4 = 1.9668, i6 = 
1.4357, Ki = 0.8171, K» = 0.8504, Kg = 0.7877. Tau 
equals (see equations in APPENDIX A and B): zlt = rm 
= 7f = 1. The conventional gene flow matrix equals 
0.5 0 0 0.125 0 0.375" 
1 0 0 0 0 0 
0 1 0 0 0 0 
0.5 0 0 0.125 0 0.375 
0 0 0 1 0 0 
0 0 0 0 1 0 
G0 = 
Contributions and generation interval from 
conventional gene flow are n\a,\ = 0.2857, n^o* = 
0.0714, n6a6 = 0.2143, L = 1/Za = 1.75. Equations 
in the deterministic prediction procedure section 
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were iterated until equilibrium variances were 
reached, resulting in a Mm)' 0.0630, a A(/r 
0.1013, a\= 0.3643, a]= 0.9643, p = 0.3778. 
Based on equilibrium variances, G, A, II and D are: 
0.5 0 0 0.205 0 0.295 
0 0 0 0 0 0 
0 0 0 0 0 0 
0.5 0 0 0.223 0 0.277 
0 0 0 0 0 0 

































0.731 0 0 0.731 0 0.731 
0.346 0 0 0.346 0 0.346' 
0 0 0 0 0 0 
0 0 0 0 0 0 
0.339 0 0 0.339 0 0.339 
0 0 0 0 0 0 
































0 0 0 0.198 0 -0.124 
Categories without parents are not relevant, and have 
zeroes. G identifies the origin of selected offspring, 
eg-, gi4 = 0.205 means that a proportion of 2 x 
0.205 = 0.410 of the selected one-year-old males 
(category 1) descends from one-year-old dams 
(category 4), i.e., were born when their dam was one-
year-old. From G, the generation interval based on 
selected offspring equals: Lx = Vi {0.5 + 0.205 + 3 x 
0.295} + '/*{ 10/40 x (0.5 + 0.223 + 3 x 0.277) + 
30/40 x (0.5 + 0.193 + 3 x 0.307)} = 1.595. Matrix 
D represents the breeding value of selected 
subgroups as deviation from the total selected group, 
e.g., di6 = -0.138 means that one-year-old selected 
females descending from three-year-old dams, have 
an average breeding value of 0.138 units below the 
average of all selected one-year-old females. 
Solutions from Method M were: (Na)T = (0.312, 0, 
0, 0.124, 0, 0.188), PT = (0.0201, 0, 0, 0.0161, 0, 
0.0081), L = 1.602, AG = 0.3222. Solutions from 
Method P were: (Na)T = (0.336, 0, 0, 0.173, 0, 
0.164), PT = (0.0220, 0, 0, 0.0182, 0, 0.0086), L = 
1.487, AG = 0.3513. 
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A Note on the Relationship between Gene Flow and Genetic 
Gain 
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Abstract - In conventional gene flow theory, the rate of genetic gain is calculated as the summed 
products of genetic selection differential and asymptotic proportion of genes deriving from sex-age 
groups. Recent studies show that asymptotic proportions of genes predicted from conventional gene 
flow theory may deviate considerably from true proportions. However, the rate of genetic gain 
predicted from conventional gene flow theory was accurate. The current note shows that the 
connection between asymptotic proportions of genes and rate of genetic gain that is embodied in 
conventional gene flow theory is invalid, even though genetic gain may be predicted correctly from it. 
In conventional gene flow theory (HILL, 1974), the rate of genetic gain is calculated 
as the summed products of genetic selection 
differential and asymptotic proportion of genes 
deriving from sex-age groups. Recent studies 
(BUMA and WOOLLIAMS, 1998; WOOLLIAMS et 
al. 1999) show that asymptotic proportions of 
genes predicted from conventional gene flow 
theory may deviate considerably from true 
proportions. However, the rate of genetic gain 
predicted from conventional gene flow theory 
was accurate. The aim of the current note is to 
clarify this apparent contradiction. 
Conventional gene flow theory 
Conventional gene flow theory (HILL, 1974) is a 
method to predict responses and discounted 
returns from selection in populations with 
overlapping generations. In conventional gene 
flow theory, asymptotic response from a single 
cycle of selection is calculated as the sum of the 
products of the asymptotic proportion of genes 
deriving from the different age-sex classes and 
their genetic selection differential [equation 12 
of HILL (1974)]. Since the result agrees with the 
ratio of mean genetic selection differential ( 5 ) 
to mean generation interval (L) (RENDEL and 
ROBERTSON, 1950), HILL (1974) concluded that 
the product of asymptotic proportion of genes 
and selection differential is equal to the rate of 
genetic gain. 
HILL (1974) presented two alternative 
formulations, which are equivalent. First, 
asymptotic proportions of genes of sex-age 
groups were defined as the sum of proportions 
due to current and subsequent matings, and 
selection differentials were expressed relative to 
the previous mating. Second, asymptotic 
proportions of genes were defined as the 
proportion due to the current mating only, and 
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selection differentials were expressed as a 
deviation from the mean of the whole 
contemporary sex-age group (Hill refers to this 
as "cumulative selection differential"). Here we 
will use the second formulation, so that genetic 
gain predicted from conventional gene flow 
theory equals ["alternative formulation of (12)", 
p. 125 of HILL (1974)]: 
AG=2rti..St (1) 
where r^„ is the asymptotic proportion of genes 
deriving from the k'h sex-age group, 5j is the 
genetic selection differential for the k'h sex age-
group expressed as a deviation from mean of 
the whole contemporary sex-age group and the 
sum is taken over all sex-age groups. 
Furthermore, in conventional gene flow theory, 
asymptotic proportions of genes are predicted 
from the proportional contributions of sex-age 
groups to the newborn offspring. With equal 
reproductive rates for all age groups, the 
asymptotic proportions follow directly from the 
number of parents selected from the respective 
sex-age groups (equation 11 and 12 in HILL 
(1974)]: 
rK„=Vmkl(Nxxik)L) (2) 
where nk is the number of parents selected from 
the k'h age-sex group, A^XM is the total number 
of parents of sex(&), L is the generation interval 
calculated as the average age of parents when 
their offspring are born and the "W makes 
asymptotic proportions of genes sum to 0.5 per 
sex per generation. 
Asymptotic proportions of genes 
Recently, BUMA and WOOLLIAMS (1998) 
showed that, in an ongoing breeding program, 
asymptotic proportions of genes predicted from 
Equation 2 deviate systematically from true 
asymptotic proportions. This will be illustrated 
here by simulated data. Table 1 shows rfc„ 
predicted from conventional gene flow theory 
(Equation 2) and r ^ observed in simulated 
data. The population consisted of 10 one-year-
old sires, 30 two-year-old sires, 20 one-year-old 
dams and 20 two-year old dams, with 3 
offspring of each sex per dam. Mass selection 
was performed for a trait with an initial 
heritability of 0.4. Additional results are in 
BUMA and WOOLLIAMS (1998). 
In Table 1, r^ predicted from conventional 
gene flow theory differs substantially from 
simulation results. In particular, the true 
asymptotic proportion of genes from one-year-
old parents was higher than the value predicted 
from Equation 2. The deviations of asymptotic 
proportions of genes from those predicted by 
conventional gene flow theory arise from the 
inheritance of selective advantage (BUMA and 
WOOLLIAMS, 1998; WOOLLIAMS et al. 1999), 
an effect ignored in conventional gene flow 
theory. For example, when one-year-old 
selected sires have a higher mean breeding 
value than their selected male contemporaries, 
offspring of those one-year-old sires will have 
an increased probability of being selected which 
increases the asymptotic proportion of genes 
deriving from one-year-old sires. In such a case, 
ri,„ will be higher than the expected proportion 
based on the contribution of one-year-old sires 
to the newborn offspring. Therefore, in an 
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TABLE 1.—Asymptotic proportions of genes deriving 
from sex-age groups (r*,,»), and rate of genetic gain from 
Equation 1 (AG^a.1) using r^ from conventional gene 
flow theory (i.e. Equation 2) or using r^ from 























For a scheme with 10 one-year-old sires, 30 two-year-old 
sires, 20 one-year-old dams, 20 two-year-old dams, 3 
offspring of each sex per dam, base generation heritability 
= 0.4, unity phenotypic variance and mass selection. +s.e. 
are between brackets. Values are based on Buhner's 
equilibrium genetic parameters a\ = 0.34, heq = 0.36, 
so that genetic selection differentials were: 0.646, 0.446, 
0.526, 0.526. 
ongoing selection program, Equation 2 is 
invalid. 
For the scheme in Table 1, AG predicted from 
conventional gene flow theory (i.e., Equation 1 
and 2) was 0.313, which is close to the 0.309 
observed in simulated data. Thus, for the 
scheme in Table 1, conventional gene flow 
theory yields an accurate prediction of genetic 
gain, even though asymptotic proportions of 
genes predicted from Equation 2 deviate 
considerably from the true values. However, 
AG predicted from Equation 1 using / \„ 
observed in simulated data differed from 
simulated AG (0.345 vs. 0.309), which indicates 
that using true asymptotic proportions in 
Equation 1 does not yield a valid prediction of 
genetic gain. 
Why conventional gene flow theory 
yields a valid prediction of AG 
Although Equation 2 is not generally valid, 
conventional gene flow theory yields a valid 
prediction of AG. This follows from substituting 
Equation 2 into Equation 1, which gives: AG = 
lrijmSk = -^-In.S./N^, = SIL. This 
k IL k 
equation is identical to the well-known result of 
RENDEL and ROBERTSON (1950) and yields a 
valid prediction of the rate of genetic gain as 
shown unmistakably by JAMES (1977). 
Therefore, Equation 1 is valid only when rfc„ is 
calculated from Equation 2, even though this 
means that rfcoo differs from the true asymptotic 
proportion of genes. 
It can be understood intuitively why r^k 
should refer to the contribution of sex-age 
groups to newborn offspring the next cohort in 
Equation 1. As indicated above, the difference 
between asymptotic proportions predicted from 
conventional gene flow theory and true 
asymptotic proportions is due to inheritance of 
selective advantage, which changes the 
proportions in subsequent cycles of selection. 
Though we are concerned with the asymptotic 
proportion of genes from specific sex-age 
groups, part of this proportion arises due to 
subsequent cycles of selection and should 
therefore not be attributed to genetic gain 
originating from a single cycle of selection. 
Because selection in subsequent generations 
favors descendents of parents with an above 
average breeding value, the use of true 
asymptotic proportions in Equation 1 results in 
an overprediction of the rate of genetic gain. 
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HOPKINS and JAMES (1979) studied rates of 
genetic gain based on contributions of parental 
age groups to selected offspring in the next 
cohort. However, true asymptotic proportions 
of genes are not only affected by selection 
among the offspring, but also by subsequent 
cycles of selection (BlJMA and WOOLLIAMS, 
1998; WOOLLIAMS et al. 1999). Therefore, 
asymptotic proportions of genes that can be 
calculated using methods in HILL (1974) will 
deviate systematically from true asymptotic 
proportions. The predicted AG of HILL (1974), 
however, is valid, as shown by JAMES (1977). 
Another approach 
By decomposing breeding values into 
Mendelian sampling terms, WOOLLIAMS et al. 
(1999) have shown that the annual rate of 
genetic gain is equal to the product of the 
asymptotic proportion of genes deriving from 
an individual and its Mendelian sampling term, 
summed over all parents per year, 
AG = X » i ^ (3) 
where r1|00 is the asymptotic proportion of genes 
deriving from individual i {i.e., its long term 
genetic contribution), a, is the Mendelian 
sampling contribution to the genotype of 
individual i and the sum is taken over all the 
parents in a year. Note that Equation 3 is 
expressed on an individual level, whereas 
Equation 1 is expressed on a sex-age class 
level. In Equation 3, genetic gain is attributed to 
the cohort in which the newly arising variation 
(i.e., the Mendelian sampling term) is 
generated. The product of the long-term genetic 
contribution and the Mendelian sampling term 
quantifies the impact of an individual on the 
population mean in the long term. Contrary to 
Equation 1, genetic gain originating from a 
specific individual or group accumulates over 
generations in Equation 3. The convergence of 
genetic contributions to their equilibrium values 
takes several cycles of selection. During the 
first cycles the summed product of genetic 
contributions and Mendelian sampling terms is 
lower than AG. Selection, however, favors 
contributions that go together with above 
average Mendelian sampling terms and, during 
subsequent cycles of selection, the product 
increases until genetic contributions stabilize 
and 2 X ~ a i = AG. Equation 3, therefore, 
considers the gain arising from a single cohort 
over all subsequent cycles of selection, whereas 
Rendel and Robertson's equation considers the 
gain from selection in a single cycle arising 
from all previous cohorts. Both are valid, 
whereas Equation 1, in considering gain from 
all previous cohorts over all subsequent cycles 
of selection, results in double counting. Using a 
modified gene flow procedure, BDMA and 
WOOLLIAMS (1998) and WOOLLIAMS et al. 
(1999) show how asymptotic proportions of 
genes can be predicted accurately, either on an 
individual or on a group level. 
Conclusion 
This note has shown that rate of genetic gain 
differs from the summed product of asymptotic 
proportions of genes and selection differentials. 
The connection between asymptotic proportions 
of genes and rate of genetic gain that is 
embodied in conventional gene flow theory is 
invalid, even though genetic gain may be 
correctly predicted from it. Thus the rate of 
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genetic gain may be expressed in two manners. 
First, from conventional gene flow theory, AG = 
Zr^oSk, in which case rkfi denotes the 
proportional contribution of the A* sex-age 
group to the newborn offspring in the next 
cohort, as given by Equation 2. Second, AG = 
2 r i . - a / where r t„ is the true individual 
asymptotic contribution. Both expressions are 
valid and give similar results (BUMA and 
WOOLLIAMS, 1998). The first expression is 
based on contributions to the next generation 
and is valid since it is identical to Rendel and 
Robertson's result, whereas the second is truly 
based on asymptotic proportions of genes. 
Furthermore, conventional gene flow theory can 
still be used to calculate discounted returns 
from a single cycle of selection, since 
differences between rk0 and true asymptotic 
proportions originate from subsequent cycles of 
selection and should, therefore, not be 
attributed to a single cycle of selection. 
JAMES J. W., 1977. A note on selection differentials and 
generation length when generations overlap. Anim. Prod. 
24: 109-112. 
RENDEL J. M. and A. ROBERTSON, 1950. Estimation of 
genetic gain in milk yield by selection in a closed herd of 
dairy cattle. J. Genet 50: 1-8. 
WOOLLIAMS J. A., P. BIJMA and B. VrLLANUEVA, 1999. 
Expected genetic contributions and their impact on gene 
flow and genetic gain. Genetics 153: 1009-1020. 
This research was financially supported by The Netherlands 
Technology Foundation (STW) and was coordinated by the 
Earth and Life Sciences Foundation (ALW). JAW 
gratefully acknowledges the Ministry of Agriculture, 
Fisheries and Food for financial support. 
Literature Cited 
BUMA, P. and J. A. WOOLLIAMS, 1998. Prediction of 
genetic contributions and generation intervals in 
populations with overlapping generations under 
selection. Genetics 151: 1197-1210. 
HILL, W. G., 1974. Prediction and evaluation of response to 
selection with overlapping generations. Anim. Prod. 18: 
117-139. 
HOPKINS, I. R. and J. W. James, 1979. Genetic responses in 
the early years of selection programmes using genetic 
differences between generations. Anim. Prod. 28: 65-77. 
63 
Copyright © 2000 by the Genetics Society of America CHAPTER 5 
Predicting Rates of Inbreeding in Populations undergoing 
Selection 
John A. Woolliams1 and Piter Bijma 
tRoslin Institute (Edinburgh), Roslin, Midlothian EH25 9PS, U.K. and * Animal Breeding and Genetics Group, 
Wageningen Institute of Animal Sciences, Wageningen University, 6700 AH Wageningen, The Netherlands 
Abstract - Tractable forms of predicting rates of inbreeding (AF) in selected populations with 
general indices, non-random mating and overlapping generations were developed, with the principal 
results assuming a period of equilibrium in the selection process. An existing theorem concerning the 
relationship between squared long-term genetic contributions and rates of inbreeding was extended to 
non-random mating and to overlapping generations. AF was shown to be approximately V4(l-a)) times 
the expected sum of squared lifetime contributions, where w is the deviation from Hardy-Weinberg 
proportions. This relationship cannot be used for prediction since it is based upon observed 
quantities. Therefore the relationship was further developed to express AF in terms of expected long-
term contributions, which are conditional on a set of selective advantages that relate the selection 
processes in two consecutive generations, and are predictable quantities. With random mating, if 
selected family sizes are assumed to be independent Poisson variables then the expected long-term 
contribution could be substituted for the observed providing V* (since co = 0) was increased to V4. 
Established theory was used to provide a correction term to account for deviations from the Poisson 
assumptions. The equations were successfully applied, using simple linear models, to the problem of 
predicting AF with sib indices in discrete generations since previously published solutions had proved 
complex. 
WRAY and THOMPSON (1990) proved a fundamental relationship between the 
sum of squared long-term genetic contributions 
of ancestors and rates of inbreeding for random 
mating populations in discrete generations. One 
consequence of this relationship was that rates 
of inbreeding were tied to the numerator 
relationship matrix for the first time. This 
narrowed the conceptual gap between the 
central parameter for genetic evaluation of 
individuals using Best Linear Unbiased 
Prediction and one of the key properties of a 
breeding scheme. Another important 
consequence was to set out, in a formal way, a 
model for the mechanics of inheritance of 
selected advantage, a concept that ROBERTSON 
(1961) had introduced but had left unclarified. 
An achievement of the methods of WRAY and 
THOMPSON (1990) was to obtain, for the first 
time, accurate predictions of AF in mass 
selection through modelling pathway 
extensions. However, this was done by using a 
recursive algorithm, so that although the 
Genetics 154: 1851-1864 65 
PREDICTING RATES OF INBREEDING 
mechanics were clear, the overall structure of 
the prediction remained obscure. 
WOOLLIAMS et al. (1993) advanced the 
understanding of the structure of the prediction 
by obtaining a closed form for the prediction of 
AF. It was shown to have terms involving 
variances of family size in one generation, with 
additional terms for the proliferation or 
reduction of ancestral lines over many 
generations that could be predicted as a result 
of the selective advantage of the ancestor. 
Furthermore it was clear that under equilibrium 
conditions, the model would lend itself to 
geometric summation of terms across 
generations. This led to simple forms for the 
expected long-term contribution of an ancestor. 
WRAY et al. (1994) extended the methods to 
index selection, although the form of the model 
is a hybrid of the approach of WOOLLIAMS et al. 
(1993) and HILL (1972), since the conditional 
arguments of pathway extension that had been 
carried out for mass selection were found to be 
too complex for index selection. Nevertheless, 
worthwhile predictions were made available in 
a tractable form. 
SANTIAGO and CABALLERO (1995) used an 
approach to predict AF in mass selection, that 
made no direct reference to the theory of 
contributions. They obtained a neater closed 
form for AF than that derived by WOOLLIAMS et 
al. (1993), through an argument based on total 
drift relating the change through selection to 
loss of genetic variance. Unlike the previous 
work of WRAY and THOMPSON (1990) and 
WOOLLIAMS et al. (1993), who had considered 
the population in relation to an unselected base 
generation, SANTIAGO and CABALLERO (1995) 
developed predictions based upon equilibrium 
genetic variance. NOMURA (1996) extended the 
approach of SANTIAGO and CABALLERO (1995) 
to mass selection with overlapping generations, 
but with the important restriction that the 
parents selected from a cohort remain the same 
in both number and identity throughout the 
breeding life of the cohort. 
This paper examines the issues raised by the 
work described above. First, the relationship 
between AF and the realised long-term genetic 
contributions is extended to include non-
random mating and overlapping generations. 
Second, an important result for the prediction of 
AF is developed by demonstrating a 
relationship between AF and the expected 
squared long-term contribution conditional on 
the selective advantages for random mating. 
Finally, as an example of application, 
predictions of AF for sib indices, previously 
considered by WRAY et al. (1994), are re-
examined using the equilibrium methods for 
expected long-term contributions developed by 
WOOLLIAMS et al. (1999) and compared to 
results from simulation. 
Relationship between AF and 
Long-term Genetic Contributions 
This section discusses the relationship between 
AF and realised long-term genetic 
contributions. In doing so, it will derive the 
expected increase in homozygosity at the level 
of a neutral locus, in contrast to the matrix 
method of WRAY and THOMPSON (1990). The 
notation that will be used is shown in Table 1. 
The model for the population is assumed, for 
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TABLEI.-Notation used to derive Equations 1 to 27 
t,u Time variables 
tic, q Number of breeding categories, indexed by q 
m, f Denotes the two sexes in discrete generations, i.e., q= m (male) or/(female) 
n , rnq) Observed long-term genetic contribution of individual i (in category q) 
n,u(q,i) The genetic contribution of individual i born at time u to selected parents of sex q born at time t 
Ft, AF Inbreeding coefficient at time t, and rate of inbreeding 
co Deviation from Hardy-Weinberg equilibrium 
Xq, X Number of parents in category q, and a simple monoecious population respectively 
Cu(t) Sum of squared contributions for individuals born at time u to selected parents at time t 
C Converged sum of squared contributions, independent of time in an equilibrium 
L Generation interval 
Si(q> Set of selective advantages for individual i in category q 
\U(q) Expected contribution of i in category q conditional upon sm 
ffUq)2 Variance of contribution of /' in category q conditional upon sm 
m Number of selected offspring of i 
dn.i Expected number of selected offspring of i conditional upon sm 
Vn,i Var iance of the n u m b e r of selected offspring of;', condit ional u p o n sm> 
Vn.dev.i Devia t ion of Vn.i f rom Poisson , i . e . , Vn.fcv.i = Vn.i - On.i. 
aq.fiq Linear model for ni(q) = aq + fq(snq)-'Sq) 
the present, to have discrete generations with Xm 
male parents and Xf female parents. For the 
calculation of inbreeding coefficients, every 
allele is considered as unique in the base 
population (f = 0) . It does not matter if the base 
generation has the structure of an unselected 
and unrelated population. 
Discrete generations: Consider one of these 
alleles in the base population at a neutral locus 
(say allele E). Let the gene frequency at time t, 
in the parents of sex q that have been selected to 
produce generation t + 1, be denoted by 
PB(q,t)- The gene frequency can be described 
in terms of genetic contributions similar to 
Equation (1) of WOOLLIAMS et al. (1999). Let 
A, be the gene frequency of an allele B in 
individual i, where A, = 1, V2 or 0 if i is BB, B; 
or •• respectively (where » represents any other 
allele). Then the individual gene frequencies 
can be treated as breeding values for frequency. 
The average of the gene frequency in the 
parents of sex q in generation t is given by: 
PB (q. t) = S no (q, t) Ai.o +11 n.u (q, 0 aiM (1) 
1 u=l i 
where riu(q,t) is the genetic contribution of 
individual i born at time u to the parents of sex 
q at time t, with breeding value for frequency of 
allele B given by AlM, and Mendelian sampling 
terms aiM = AiM - 1/2(Asire + Ad a m). Equation (1) 
separates out the base generation which 
provides the foundation alleles, and subsequent 
generations which influence the frequency of 
the allele through the Mendelian sampling of 
their parent alleles. The variance of the 
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Mendelian sampling terms will depend on AsiK 
and Adam; Vai(aiu) = 0 if both Asire and Adam are 
homozygotes, Vs if they are both heterozygotes, 
or 1/16 otherwise. Since B is unique, Aii0 is 0 
for all individuals except for one individual for 
which Aj0 = Vfe. The genetic contribution of an 
individual to the generation of its birth is 
rit,(m,i) = Xm' if i is male, or 0 if i is female, and 
rijifj) = Xf1 ^ ' is female, or 0 if i is male. 
Initially assume that there is random mating. 
For any generation the probability of 
homozygotes for B is obtained from the product 
of the gene frequencies in the male and in 
female parents, and is PB(m,t)PB(f,t). The 
inbreeding coefficient F, for the neutral locus is 
then the sum over all distinct alleles at the 
locus. 
F,= X 2r t o (m,r- l ) r t o ( / r - l )A?o 
alleles i 
+ X lln,u(m,t-l)nM(f,t-l)al (2) 
alleles u=l i 
where riu(q,t-l) is the average contribution to 
parents of sex q at time f-1. (Note that breeding 
values and Mendelian sampling terms will 
depend on the allele, but this dependence has 
not been made explicit to spare notation). For 
each allele, the cross-product terms in Ai0Aj0 
are zero since A,0 = 0 except for a single 
individual. Since the Mendelian sampling terms 
from different individuals are independent of all 
other terms for a neutral locus, all cross-
products of the Mendelian sampling terms are 
zero. 
More precisely, for each allele and each 
ancestor, the term ~Zr^imj-I)riM(f,t-I)afu 
i 
should be the sum of products of contributions 
of the ancestor to each male and female mating 
pair: 
X X . n.u[7(m),r-l] r , .„[/( /) ,f- l]^„ 
i raates[;(m),/(/)] 
(3) 
This will account for any non-random mating of 
parents. For a neutral locus, the covariance 
between r, and a, will be 0 (WOOLLIAMS and 
THOMPSON, 1994; WOOLLIAMS et al. 1999), 
and the expectation of Equation 3 is 
E[£ X . r t.U(«).'-D/*.(/(/).'-D] 
i natalj(m),j'(f)] 
x
 E [af,a ] - Let the first of these, the 
expectation of the cross-products of 
contributions to mates, be Cu(t-l). Note: ((') 
Cf-i(f -1) = 0 since an individual without 
offspring cannot contribute to both sexes; and 
(ii) the first term in Equation (2) is 1/2C0(f-l) 
since A\O has a value V* for each of its 2 
alleles, and 0 otherwise. 
Assume equilibrium values for (i) the 
deviation from Hardy-Weinberg frequencies 
arising from non-random mating (co, equivalent 
to a, of CABALLERO and Hnx, 1992), and (ii) 
AF, are attained by generation 2 (this 
assumption will be removed later). Then 
Equation 2 can be further simplified using 
results given in APPENDIX A, namely: 
X E[fl?,] = V4 for 1 and 
i/4(l - G))(l - AF)""' for u 2 2. Therefore: 
E[Ft+1] = KCo(0 + Wc,(0 
+ E 1 / 4 ( l - ^ ) ( l - ^ r 1 C u ( 0 (4) 
B=2 
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E[F,] = XCo(f-D + V4Ci(f-l) 
+ 'im-co){\-AFTxCu{t-\) (5) 









Assuming equilibrium, then a steady state of 
pedigree development will occur and the 
expectation of the cross-products will be 
determined by the number of generations over 
which they have developed, i.e., 
C ( 0 = Cu-i(?-l). since both terms represent 
contributions t - u generations after the birth of 
the ancestor. This is not a strong assumption in 
the context of the problem, since in the absence 
of an equilibrium there would be no single AF 
to predict. 
Therefore, the terms in C»(0 can be 
modified to terms inCu-i(f-1). an<i e a c n t e r m 
of the sum within the square brackets of 
Equation 6 can be reduced to -AF Cu(f-1) • 
After repeating this process for the C2(r) term 
[and temporarily neglecting the term in 
coAFCi(t-l)]: 
E[F„i-F,]=&Co(t)-%Co(t-l) 
+ V4c,(0-Vto>Ci(f-l) -AF[%a(t-l) 
+ I ' /4(l-a>)(l-zfFf c ( f - D ] 
u-2 
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For large enough t, the terms in Cu{t) will 
converge for a given u. Therefore 
^ C o M - X C o ( ' - l ) - and V4Ci(0 -
V4<»Ci(f-l) = *4(.l-e»)Ci(f-l). T h e n ' by 
adding and subtracting the term y2AF Co({) > 
E[F I + 1 -F, ] = 
y2AFCo(.t-\) + V*{\-a,)C,(t-\) 




Finally, note E [F/+1 - F, ] = AF E [ 1 - F, ] , and 
that the term in square brackets in Equation 8 is 
E[F,], giving: 
z)F = V4(l-cU)c1(f-l)[l-KCo(Or1 (9) 
This result holds for t large enough for 
contributions from early generations to have 
converged. If it is assumed that the base 
generation used for defining the inbreeding 
coefficients was chosen to be part of a period of 
equilibrium, then Ci(f-l) - C0(t) = C, and 
AF = lA(\-a>)C[\-y2Cf = lA{\-oo)C (10) 
where C is the sum of squared converged 
contributions for a generation, chosen 
arbitrarily within the period of equilibrium. 
Including the term neglected between Equations 
6 and 7 would replace [ l - ^ C ] " 1 by 
[ 1 - (y + V*co)C ]"'. For random mating, omitting 
the term[l-XC']"1 leads to an underestimate 
with a fractional error of approximately VfeC, 
which in turn is approximately 2AF. 
(7) 
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Since 
C = E[£ £ nMm),t) r4 .(/(/),0] 
l mates[;(m),/(/)] 
for large u«t, for any i the terms ril(t/'(»i),r] 
and riu\j(f),t] converge to the same value for all 
j in generation t, providing the population 
mixes. This value will be the long-term 
contribution of ancestor i to the population, 
denoted by r,. This will occur with or without 
random mating. Thus C = E [ £ n l for a 
i 
generation of ancestors, which leads to: 
JF=V4(l-a»)E[Er?] (H) 
i 
E[AF]=V4(1 -co)( x . E [ 4 ] + XfB [r?(/)]) 
(12) 
In Equation 12, the expectations are conditional 
on the individual i being a selected ancestor. 
However, since r,=0 for an unselected ancestor, 
Equation 12 can also be given as: 
E[ AF] - V4(l - o))( r m E [r?(M)] + Tf E [r?(/,]) 
(13) 
where Tm and 7) are the number of candidates 
for selection in each sex and the expectation is 
for a candidate (i.e., it is not conditional on i 
being selected). (¥.[AF] is used in Equations 
12 and 13, rather than simply AF, to emphasise 
that the result is an expectation over replicate 
populations.) 
This result was obtained for co = 0 by WRAY 
and THOMPSON (1990), but the derivation 
differs in several aspects. First, in the derivation 
of WRAY and THOMPSON (1990) the base was 
unselected and therefore not in equilibrium at 
the start of the selection process, which led to 
the impression that the contributions used for 
estimating rates of inbreeding must be the 
generation after an unselected base. It is now 
evident that the choice of generation on which 
the estimate is obtained is arbitrary, except that 
it is at the start of some period of local 
equilibrium during which some 'equilibrium AF 
may exist. Second, the derivation using the 
probability of homozygosity for an assumed 
allele is of value, since the proof of WRAY and 
THOMPSON (1990) is heavily based upon the 
properties of the numerator relationship matrix. 
Third, it extends the result to incorporate non-
random mating, although the result was given 
without proof by WOOLLIAMS and THOMPSON 
(1994). CABALLERO and HILL (1992) noted that 
the result of WRAY and THOMPSON (1990) was 
a poor predictor of AF with non-random mating 
and it is now clear why this is so. 
Even though the development of the pedigree 
may be in equilibrium (which will imply the 
genetic variance being selected upon is in 
equilibrium), this does not imply that 
equilibrium values of co and AF for the alleles 
defined in the arbitrary base are immediately 
attained. Equation (4), using APPENDIX A, 
assumes that these parameters were in 
equilibrium for the Mendelian sampling in 
generation 2. However, the following argument 
shows that this does not affect the result. 
Assume the equilibrium conditions have not 
been attained by generation 2, then for this 
generation plus a small number of generations 
following (i.e., up to attainment of equilibrium) 
there will be terms of the form 3Cu(t) in 
Equation 4 and SCu(t-l) in Equation 5. 
Providing t is sufficiently large compared to the 
period of attainment, these terms will cancel in 
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Equation 6 since Cu(i) is a convergent series. 
Thus Equations 10 to 13 will hold for the 
equilibrium values of co and AF. 
Overlapping generations: If AF is taken per 
unit time then the structure of the preceding 
proof holds. The reduction in the variance of 
the Mendelian sampling term over initial 
cohorts, before an equilibrium AF per unit of 
time is established, is not straightforward since 
it will depend upon the age structure of the 
population but the previous argument used to 
overcome deviations from equilibrium can be 
applied. However, one distinction in 
overlapping generations is that the base 
generation will contain the equivalent of L 
cohorts, where L is the period of time over 
which the long-term contributions sum to one, 
since this is the period required for the 
population to turn over a generation for those 
genes destined to remain in the population in 
the long-term. WOOLLIAMS et al. (1999) show 
this genetic generation interval is different from 
the average age of the parents when there are 
selective advantages between groups (see also 
BUMA and WOOLLIAMS, 1999). In order to 
balance Equation 8, there is a need to add and 
subtract terms of magnitude VzCS)(AFI 
generation) or equivalently V2C^t)L{AFI unit 
time), where L is the generation interval. Thus 
the error term in Equation 10 is [1-^CL]"1, 
and consequently ignoring this term results in 
an underestimate with a fractional error of 2 x 
{AF per generation). Equation 11 is obtained by 
summing over all individuals born in a single 
cohort. With overlapping generations, 
individual ancestors within cohorts will have 
different life-histories, since they will be used at 
different breeding ages or for different 
purposes. If Xq is the number of individuals 
with a lifetime breeding profile categorised by 
q, then the approximation will be: 
E[z(F/unittime]=»/4(l-cw) £ X,E [/•?(„] 
categories q 
(14) 
where the expectations are over the squared 
contributions from a single cohort, and are 
conditional on selection in category q. Although 
the approach is different, Equation 14 is 
equivalent to the result of HILL (1972, 1979) 
when random selection and random mating is 
assumed. However, Equation 14 clearly shows 
that the rate of inbreeding is related to the sum 
of squared lifetime contributions irrespective of 
selection and non-random mating. 
Relationship between AFand 
Expected Contributions 
Since AF is proportional to E [rj], the task of 
predicting AF in selected populations would be 
made easier if tractable and general methods for 
calculating expected squared contributions were 
available. However, E [rj] = n] + a], and 
consequently there is a need to predict both the 
mean and variance of the contributions. 
Commonly, prediction of means is a simpler 
task than prediction of variances. General 
methods for predicting expected long-term 
contributions in selected populations have been 
developed by WOOLLIAMS et al. (1999). The 
objective of the following section is to obtain a 
relationship between the variance of the long-
term contributions and their expectations, which 
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will then permit development of general 
methods for the prediction of E [/•?], and 
consequently for AF. The relationship will need 
to assume random mating and is developed by 
conditioning on the selective advantage(s), s„ 
for an ancestor. The selective advantage(s) of 
the ancestor, if inherited, will partly determine 
the breeding success of its descendants, with 
diminishing impact over generations. The proof 
uses the result E[r?] = E,[r?|a] = E,[/fi + 
EAaf], where ^ = E [ n | S i ] and a] = 
Var[r/|s,], and the subscript s on the E 
indicates that the expectation is being taken 
over the selective advantages. 
Monoecious population: The proof is 
simplest in the case of a monoecious diploid 
population of X parents in discrete generations 
without selfing. Random mating is assumed (m 
= 0). Extension to overlapping generations and 
to two sexes follows by analogy, but is 
complicated by the need for matrices, and so 
this extension is made in APPENDIX B. The 
long-term contribution of individual i is given 
by: 
i = A 2 n = /2 L, rj 
offspring j 
(15) 
These sums may be restricted to the selected 
offspring, since unselected offspring have no 
long-term contribution. It will be assumed that 
conditional on the selective advantage s, of the 
parent i, the genetic contribution of the 
offspring is independent of the number of 
offspring selected from parent i (denote this 
number by «,). Then from Equation (15), 
E [r, | s,, n, ] = Yi m E [rj | s(, j offspring of i ] 
(16) 
Var[n | S j , m] = V* m Var[r; | s,, j offspring of i] 
(17) 
Equation (17) requires random mating. Let Qni 
and V^t be the mean and variance of «, | s,, 
then: 
fii = /20njE[rj\ s,, j offspring of i] (18) 
The derivation of u^, in a general genetic 
framework was described by WOOLLIAMS et al. 
(1999). 
The variance of is derived using the statistical 
result that the unconditional variance is the 
expectation of the conditional variance plus the 
variance of the conditional expectation. 
Applying this result to Equations 16 and 17 
gives: 
at = l/* 0n.i Var[r, \siJ offspring of i] 
+ »/4y„,,E[r, |&, 7 offspring of if (19) 
Assume now that the number selected from 
parent i has a Poisson distribution. For example, 
this would be the case if litter size before 
selection had a Poisson distribution. Then Qni 
can replace Vni in the second term of Equation 
19, to obtain: 
a] = Vi^Varf / - ; |
 Si, ./'offspring of i] 
+ E[rj,| si, j offspring of if) (20) 
which can be recognised as 
a] = V4 Onj E [r] \ s,, j offspring of i] (21) 
If expectations are now taken over s„ APPENDIX 
B shows that, by assuming an equilibrium, there 
is no co variance between Qni and 
E [r] | s,, j offspring of i]. A heuristic 
explanation is that, if there were a covariance, 
then this would result in selection for increased 
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squared contributions, breaking the assumption 
of equilibrium. Taking expectations over s„ the 
right hand side of Equation 21 is equal to 
Yi Es In I a ] . since Es Wn.il = 2 • Therefore, 
E,[ff?] = )*E,[r?|a] 
= K E J [ ^ ] + KEJ[<T,2] (22) 
which leads to the result that: 
E,\ffi] = E.[tf] (23) 




 1 / ^ ( E l [ f t ] + EI[ff?]) 
= y2XEs[rfl (24) 
The power of this result is that it requires 
only the mean conditional on the selective 
advantages to be modelled, which can be done 
for a wide class of genetic structures using the 
methods of WOOLLIAMS et al. (1999). Note that 
the set of selective advantages used for 
conditioning must completely describe the 
inter-relationship between one generation of 
selection and the next. This is embodied in the 
assumption that conditioning on the selective 
advantage Sj removes associations between the 
number of offspring selected and the 
subsequent success of the offspring. For 
example, the mates of the individual provide a 
selective advantage that must be accounted for 
(WOOLLIAMS and THOMPSON, 1994; SANTIAGO 
and CABALLERO, 1995). 
Corrections for deviation from Poisson: One 
of the critical assumptions of the proof leading 
to Equation 24 is that the selected family sizes 
are distributed as a Poisson variable. However 
departures from this will occur, for example: (i) 
when the litter sizes are not Poisson; (ii) when 
negative covariances between full-sibs and 
between half-sibs are induced by using sib 
indices for selection; (Hi) when selection 
intensity becomes large; (iv) when there are 
common environmental variances associated 
with litters. (The occurrence of last two causes 
will depend on the model chosen for s*, which is 
addressed in DISCUSSION.) 
To account for this deviation, let 
Vni = 8nt + Vn4ev,i in Equation 19, where y„,Jw 
may be positive or negative according to the 
circumstances. Then the component in 8ni can 
be treated as previously, and Equation 21 
becomes: 
a] = lA en,i E[r; | s,-, j offspring of i] 
+ lAVn,jev,iE[rj\ StJ offspring of if (25) 
and Equation 23 becomes: 
E,[<7?] = E,L«?] 
+ Yi Es {Vn,dev,i E [rj | si, j offspring of i f } 
(26) 
with the result: 
¥tXEs [Vn,dev,i E [rj I s,, 7 offspring of i f } 
(27) 
Anticipating an observed result, the terms 
involving s, in E[r; |si. J; offspring of«'] 
contribute little to the second term of Equation 
27 and only the constant term, independent of 
s;, will be considered. In the current context, 
E [rj | s,, j offspring of i] = X'' and the second 
term in Equation 27 becomes X Es [Vn.dev.il IX • 
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For example, in mass selection with fixed litter 
sizes SANTIAGO and CABALLERO (1995) used 
the approximation that Es [V«,</<*,,] ~ - ru , 
where n0 is the number of offspring per parent, 
with the result that the correction for the 
deviation from Poisson is (-87)"' where 7" is the 
total number of individuals born. 
One of the benefits of Equation 24 is that the 
rate of inbreeding can be obtained from 
predicting means, often using regression 
techniques. Accounting for deviations from the 
Poisson distribution introduces the need for 
estimating variances of family size to obtain 
Equation 27. Nevertheless, the multi-
generational problem of estimating the variance 
of a long-term genetic contribution has been 
reduced to estimating the variance of family 
size after selection in a single generation. 
Extension to overlapping generations: 
With overlapping generations, individuals 
within a cohort that are selected to breed at any 
point in their lifetime can be divided into 
breeding categories. These categories are 
defined by the age of breeding, and by how 
often and for what purpose the individual 
breeds. Categories are particularly important in 
selection. As an example, consider mass 
selection where all selected individuals can 
have progeny born at ages one, two or three. If 
the population is making genetic progress, the 
average merit of individuals born 3 years ago is 
less than the average merit of an individual born 
1 year ago. Thus an offspring of a 3-year-old 
parent will have a selective disadvantage 
compared to an offspring of a 1-year-old parent, 
and so is expected to make a smaller genetic 
contribution in the long-term (see BUMA and 
WOOLLIAMS, 1999). If an individual is a parent 
at all ages, then its genetic contribution is 
expected to be greater than an individual chosen 
for breeding only at a single age. Breeding 
purpose is also important; if one group of 
parents are given more mating opportunities, 
then these would be expected to have more 
offspring and, other factors being equal, 
ultimately a greater long-term genetic 
contribution. 
For these reasons, partitioning of the selected 
individuals into categories is necessary to 
obtain the general result. It is assumed that the 
categories are defined so that an individual 
belongs to a single category that describes its 
lifetime genetic contribution. To continue the 
example of mass selection, where the only 
distinction among parents is the breeding age, 
there would be potentially 7 categories. If {*} 
denote age x at breeding, then these categories 
are {1}, {2}, {3}, {1,2}, {1,3}, {2,3}, {1,2,3}). 
The number of categories will inevitably 
depend on the complexity of the breeding 
scheme, but the essential point is that they can 
be defined and enumerated. Let nc be the 
number of categories indexed from q = 1 ... nc, 
and \iqq) be the expected long-term contribution 
of individual i in category q conditional on its 
selective advantage s,-(,), with variance a^. The 
steps given above in Equations 16 to 27 for a 
single category remain the same, but changes 
are needed since terms must be re-defined as 
vectors and matrices. The notation to develop 
the argument becomes more complex, therefore, 
but the result remains simple. For this reason 
the proof is given in APPENDIX B. The 
conclusion is that if family sizes after selection 
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are assumed to be distributed as independent 
Poisson variables, then: 
V[AF] = y2ZXqEslrf(J (28) 
This simple result shows that the rate of 
inbreeding, when approximated by the sum of 
squared contributions, is equal to one half of the 
sum of the squares of expected lifetime 
contributions. Instead of using the observed 
contribution, as in Equation 12, the expected 
contribution can be substituted provided that 
the coefficient is changed from Vi to Vfe. 
Correction for deviations from Poisson: As 
previously, for a parent from category q, define 
the matrix V«(»),<fcv of size nc x nc to be the 
(co)variance matrix for the number of selected 
offspring in each of the nc categories, expressed 
as deviations from independent Poisson 
variances. For each q, neglecting terms in sf (for 
empirical reasons given earlier), there will be a 
term Sq defined by aTVn(9),deva , where a is the 
vector with qth element equal to the expected 
long-term contribution for an individual from 
category q, i.e., E, [/Uj((?)] = aq • Note that 8q may 
be negative, since it is a variance deviation and 
is not a variance. This term is introduced in 
Equation B6 of APPENDIX B. From APPENDIX 
B, we arrive at: 
E[AF] = y2ZxqEs[elq)] + )ilXq6q (29) 
Although the proof has been based upon a 
monoecious diploid organism with no selfing, 
the extension to a dioecious organism is clear 
from the proof for overlapping generations. 
Discrete generations with two sexes is identical 
to having two categories, i.e., males and 
females. Finally note that, other than assuming 
an equilibrium and random mating, there have 
been no assumptions on the type of selection 
index used, the nature of the genetic variation 
or the population structure. 
Application and Results 
Random selection: With random selection and 
mating in discrete generations and Poisson litter 
sizes, ^l(m)=l/(2Xm) and /uiV)=l/(2Xf). 
Application of Equation 28 gives AF = l/(8Xm) 
+ 1/(8*/), the formula of WRIGHT (1931). For 
fixed numbers of offspring per litter (n per sex, 
giving a total T offspring of each sex), the 
correction for deviation from Poisson must be 
included. The true distribution of number 
selected is hypergeometric, but the variance can 
be approximated by a binomial for n small 
compared to T (See appendix C of CHAPTER 7 
for the hypergeometric solution). The deviation 
matrix will be VnW.^ = {-np2m,0\Q,-np2f) for 
both males (q = m) and females (q = f), where 
Pm = XmTl and p/ = X/T1. Application of 
Equation 29 gives the correction -1/(87), which 
is a well-established result. 
Sib indices in discrete generations: The 
theory will be illustrated by selection on a 
general sib index of the form / = b\{P - Pfi) + 
b2(Pfi - Phs) + b3Phs, where P is the 
phenotype of the candidate, Pfs is the 
phenotypic mean of its full-sibs (including 
candidate) and Phs is the phenotypic mean of 
its half- sibs (including candidate and full-sibs). 
Mass selection is a special case, with bi = b2 = 
b3 = 1 (or any constant >0). This formulation 
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TABLE2.-Genetic parameters for a population selected with a sib index. 
nm, nf, n„ 
P> Pfi ' Phs 
I, bj, &2> b-3 
Pm,Pf 
Number of male and female parents, and mating ratio d=X/Xm 
Number of male and female offspring in a full-sib family, n0 = nm + nf 
Phenotype of candidate, and its full- and half-sib family means 
Index and weights for selection 1 =bl(P-pfi) + b2 (p~fs - pfe) + fo pfa 
Selected proportions for males and females: pm = (n^df1, p/= nfx 
Truncation points, intensities of selection and variance reduction < 
Variance of the index, total genetic variance and accuracy of selection. 
vm> vfi imi ifi &m> kf Truncation points, i tensities of selectio  and v rianc  reduction coefficients. 
2 2 
Ol ,OA, P 
2 2 2 
ffAm > OA/ • <*e Genetic variance among selected sires and dams, and residual variance. 
Anhs)' Aj(fS) Mean breeding value of the half-sib family of sire i, and the mean breeding value of 
the full-sib family of dam./ expressed as a deviation from the half-sib family. 
v(Ai(hs>) Variance of AK)ls), and similarly defined for Am: 
v(.Ai(hs)) = a\m + o\f /d • v(Mfi)) = &Af(l- d'1) 
PHX> PFS Correlation of indices among full-sibs and half-sibs respectively: 
PHS = \b\ v(Ai(hs)) - b\ v(Aoij) (d -1)_1] la] 
PFS = Un v(Ai,h,>) + b2 v(A,w) - b\ (/2 hi + a2e) njl] I a] 
was used also by WRAY et al. (1994) in their 
study of rates of inbreeding. Every generation, 
the highest ranking Xm sires and Xf dams are 
selected as parents for the next generation. Each 
sire is mated at random to d = X/Xm dams and 
each dam produces a total of n0 offspring, nm 
male and nf female, which are available for 
selection in the next generation. The unselected 
base population is assumed to have a 
phenotypic variance of 1 with a heritability of 
ho for the selected trait. Additional notation 
used for the sib index is shown in Table 2. An 
example is given at each step, for a selection 
scheme with Xm = 20, Xf= 60, nm= nf= 4, and 
index weights bt = 1, b2 = 1.5, and b3 = 2. The 
principal parameters for this scheme are 
presented in Table 3 for easy reference. 
In WRAY et al. (1994) the selective 
advantages were based on the breeding values 
AjW, and this approach will be adopted here, but 
slightly modified. A sire i has one selective 
advantage, namely its own breeding value plus 
the average breeding value of its d mates (i.e., 
its mate group), and this aggregate value will be 
denoted by Ai(hs). A dam i has two selective 
advantages: first the selective advantage of its 
mate ( A ^ ) and second, its own breeding value 
expressed as a deviation from the average 
breeding value of the mate group to which it 
belongs (denoted A^)). The average breeding 
value of. the full-sib family from dam ;' is 
V2(AKhs)+Ai(fs)). Thus, in this scheme, 
s,(m) = (Aw)» and s,(/) = (Ai(/,j), AnfS)) • The 




TABLE 3.-Principal parameters, as described in Table 2, for the example selection scheme used throughout 
Xm=20 
Pm= 0.083 
km = 0.838 
p, = 0.636 
X/ = 60 d=3 nm=nf=4 h02=0A (b,,b2,b3) = (1.0,1.5,2.0) 
pf =0.25 vm = 1.383 vf =0.674 im = 1.839 if = 1.271 
^=0.759 a,2 = 1.331 <TA2 =0.302 o>m2 =0.050 o^2 = 0.052 
p„ =0.390 /JffS =0.205 v(A(fa)) =0.269 v(A,(/s)) =0.140 
Expected long-term genetic contributions 
were modelled following WOOLLIAMS et al. 
(1999) as: E [ n w | S l W ] = Mw = a, + 
P,, (Sir«j" *«) > w n e r e sHq) denotes the vector of 
selective advantages for a selected individual of 
sex q expressed as a deviation from the mean of 
its contemporaries sq, (J, is the vector of 
regression coefficients of rifq) on s^9) -sq, aq is 
the mean contribution of selected parents of sex 
q, and T denotes the transpose. In the 
parameterisation used, the mean of Ai(fs) is 
always zero. To simplify the notation, it will be 
assumed that Aj(Ai) is already expressed as a 
deviation from the mean of the contemporary 
group, and so sg will be omitted from this 
point onwards. 
Step 1. Prediction of expected contributions: 
The prediction of expected genetic 
contributions is covered in detail by 
WOOLLIAMS et al. (1999). The current paper 
will only summarise the procedure for a sib 
index, without derivation. Prediction of ft^q) 
requires the prediction of a = (am, af )T and p* = 
(PmT, p/) . In discrete generations, (am, af) = 
[l/(2Xm), l/(2Xf)] always. Solutions for P are 
obtained applying the method of WOOLLIAMS et 
al. (1999), using BULMER's (1980) equilibrium 
genetic variances. A summary of equations used 
is given in APPENDIX C. For the example, (am 
Of) = (0.0250, 0.0083), p = (0.0447, 0.0149, 
0.0130). 
Step 2. Rates of inbreeding assuming Poisson 
variances: From step 1, /j.i(m) = [0.0250 + 
0.0447]A,(fa). The expected squared mean is a 
simple sum of squared terms: XmE[//j(m)] = Xm 
[0.02502 + 0.04472v(Afe)(l-X^)]. The ( 1 -
Xm) term accounts for variances about the 
sample mean of the selected group rather than 
the true mean. 
The terms arising from X/E[// ( ( / )] are 
calculated analogously. Since the two selected 
advantages of the females are mutually 
independent, the expected mean squared is 
simply the sum of squared terms. The expected 
long-term contribution of a female parent is: 
HKn = [0.0083 + 0.0149 AKhs) + 0.0130 AKfs)] 
and the sum of squared means is: X/E[// I ( / )] = 
X/0.00832 0.01492KAl(Aj))(l-x;5) 
0.0130 V(^(Q/J)]. As previously mentioned, A^ 
is defined as a deviation from the mean over all 
ancestors, so v(Ai(/S)) requires no correction. 
The rate of inbreeding ignoring deviations 
from Poisson variances is predicted from: 
AF = y2(xmE[M2(m)]+XfE[M2U)]) = (0.0227 
+ 0.0090)/2 = 0.0158. 
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TABLE 4 - Simulated (S) and predicted (P) rates of inbreeding for weights (1.0,0.75, 0.5) for mating ratio (d) = 3, and 
(1.0, 0.75,0.75) for d = 1, with different numbers of sires Xm, total litter size (n0) and hentabihty (/i2). Derived from 
1000 replicates with standard errors of the means less than 0.0001. 
































































Step 3. Correction for deviations of Vn from 
Poisson variances: Deviations from Poisson 
variances can be accounted for by correcting 
the rate of inbreeding using Equation 28, where 
5 ? = aTVn(,),deva and VB(,x<fev i s the (2x2) 
matrix with (co)variances of the number of 
selected offspring of a parent of sex q (q = mj) 
as a deviation from independent Poisson 
variances. The calculation of the deviation from 
Poisson family variance for fixed numbers of 
selection candidates per full-sib family is 
described in APPENDIX D. The approach 
adopted was derived in detail by BURROWS 
(1984), although extension to two sexes was 
required and the method was made more 
flexible by incorporating results from MENDEL 
and ELSTON (1974). Applying the method to the 
example gives: 
V„(m),dev = (0.186,0.75110.751, - 0.079) 
V„(/),dev = (0.020,0.1591 0.159, - 0.154). 
The total correction to the predicted AF is 
0.0016, and the prediction, using Equation 29 is 
0.0175. After these adjustments, the mean AF 
derived from 1000 simulations was 0.0183 (s.e. 
0.0001). 
General fit: To test the general fit of the 
predictions, extensive simulations were carried 
out with factorial combinations of: Xm = 20, 40, 
80; d = 1, 2, 3 (and 5 for Xm = 20, 40); total 
offspring of 4, 8 and 16 per full-sib family 
equally divided between sexes; and with h2 = 
0.1, 0.2, 0.4 and 0.6. The weights used were 
(1.0,0.75,0.5) for d > 1 (changed to 
(1.0,0.75,0.75) for d = 1) and (1.0,1.5,2.0) for d 
> 1 (changed to (1.0,1.5,1.5) for d = 1). 
Classical weights were also examined since 
these weights were the subject of the study of 
WRAY et al. (1994), although they are sub-
optimal for all cases other than the first round 
of selection from an unselected base population. 
Results have been summarised in Tables 4, 5 
and 6. The accuracy of the subset of data 
presented was typical of the results as a whole. 
With weights (1.0, 0.75, 0.5 or 0.75) the 
accuracy was excellent for all schemes, with all 
errors less than 5%, with a general tendency to 
overestimation (Table 3). With weights (1.0, 
1.5, 1.5 or 2.0) accuracy was also very good, 
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TABLE 5.- Simulated (5) and predicted (P) rates of inbreeding for weights (1.0,1.5, 2.0) for mating ratio (d) = 3, and 
(1.0, 1.5,1.5) for d = 1, with different numbers of sires Xm, total litter size (n„) and heritability (h2). Derived from 1000 
replicates with standard errors of the means less than 0.0001. 
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accurately tracking trends with the changes in 
the parameters (Table 4). The trends in the 
errors were for overestimation with d = 1, Xm = 
20 but with a maximum error of less than 7%, 
and an underestimate of 8% for d = 3, Xm = 80. 
The trends in rates of inbreeding were also 
accurately tracked with classical weights (see 
Table 5), where several schemes had rates of 
inbreeding over 0.03. As previously, Xm = 20 
tended to lead to overestimates (up to 13% for d 
= 3,na= 4, h2 = 0.1), although for d = 3, n0 = 8 
and h2 - 0.4, the methods underpredicted the 
rates of inbreeding by approximately 10% of 
the observed. 
The most serious trend in the errors was a 
pattern of underprediction characterised by high 
mating ratio and large family sizes (both of 
which increase the selection intensity), and 
increased family weights. More surprisingly, the 
errors also increased with the numbers of 
parents at a constant d {i.e., Xm = 20, X/= 60 
compared to Xm = 80, Xf= 240), and also that 
the errors were not present for h2 = 0.01 and 
increased sharply as h2 increased. To explore 
these errors further, the long-term contributions 
for selected males were plotted against A,(As) for 
the schemes with d = 3, weights (1.0,1.5,2.0) 
for: I, Xm = 20, h2 = 0.4, n0 = 16; II, Xm = 80, h2 
= 0.4, n0 = 16; III, Xm = 80, h2 = 0.01, n0 = 16; 
and IV, Xm = 80, h2 = 0.4 with n0 = 4. The AF 
from simulation (S) and prediction (P) was: I, S 
0.0231, P 0.0220; II, S 0.0070, P 0.0058; III, S 
0.0028, P 0.0029; IV, S 0.0037, P 0.0037. Note 
that Scheme II is simply Scheme I with 4 times 
the number of parents and expected long-term 
contributions of I are consequently 4 times 
bigger than II. The prediction of AF for Scheme 
II is close to (but not precisely) VA of that for I. 
However, the ratio of the simulated AF for 
Scheme II compared to I was closer to 1/3, i.e., 
much greater than would be expected from 
scaling. Serious prediction errors occurred only 
for Scheme II. 
Figure 1 shows that the accuracy of 
prediction with low h2 (Scheme III) is because 
the linear model used is a good fit {i.e., the 
contributions are a simple linear regression on 
the selective advantage), and similarly for low 
selection intensity (Scheme IV). However, for 
both the other two schemes, the linear model 
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TABLE 6.- Simulated (5) and predicted (P) rates of inbreeding for classical weights, with different mating ratios (d), 
numbers of sires Xm, total litter size (n„) and heritability (h2). Derived from 1000 replicates with standard errors of the 
means less than 0.0001. 
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predicts a substantial proportion of the selected 
males to have negative contributions, although 
rates of inbreeding are accurately predicted in 
one case (Scheme I) but not in the other 
(Scheme II). 
Closer replicate by replicate analysis shows 
that despite the expectation, the substantially 
greater variance of contributions 
(approximately proportional to AFIXm) in 
Scheme I obscures the non-linearity in the 
majority of replicates. When both linear and 
quadratic terms for the selective advantage were 
included in a regression model for observed 
contributions, the quadratic term was not 
statistically significant (defined here as P < 
0.01) in over 60% of the replicates. In contrast, 
for Scheme II, this percentage was less than 
15%. Thus the accuracy of prediction depends 
on the goodness-of-fit of the linear model 
within a replicate, so more parents may promote 
greater proportional prediction errors, even 
though these errors will be associated with 
lower rates of inbreeding. 
The pattern of the correction for deviations 
from Poisson distribution for selected family 
sizes is worth noting. These corrections are 
negative for b2, b3 < 1, reduce in size as the 
index weights increase and were generally 
positive for b2, b3 > 1. For mass selection, b\ = 
b2= b3 = 1, the correction is of the order of -
1/(87). 
Discussion 
The theory described in this paper provides a 
powerful tool for predicting rates of inbreeding 
in selected populations, and insights into the 
forces that contribute to the rate of loss of 
variation. The relationship of WRAY and 
THOMPSON (1990) has been derived directly 
from consideration of identity by descent and 
has been extended to cover overlapping 
generations and non-random mating. 
Applicability was then advanced by showing 
how expected long-term contributions, which 
are predictable by general methods, can be used 
in place of observed long-term contributions to 
predict the rates of inbreeding, if random 
mating was assumed. Finally, the methods were 
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FIGURE l.-The expected long-term contribution, lower and upper quartiles obtained from simulation as a function of the 
selective advantage AJOB), together with the expected long-term contribution predicted assuming a linear model for four 
example schemes. The curves obtained from simulation are the result of sampling of 8000 individuals. The schemes all 
have d = 3, with weights (1.0, 1.5, 2.0) for: I, Xm = 20, h2 = 0.4, n0 = 16; H, Xm = 80, h2 = 0.4, n„ = 16; m, Xm = 80, h1 = 
0.01, n0 = 16; I, Xn = 80, h2 = 0.4, n0 = 4. (A linear prediction; • simulated expectation; ° lower and upper quartiles) 
for which the previous solutions were complex 
(WRAY et al. 1994). In doing so, some insight 
was gained into the origin of the prediction 
errors, and these appeared to arise from the 
goodness-of-fit of the models used to 
implement the theory, rather than those used to 
derive it. 
Theory 
The first theorem relating the rate of inbreeding 
in a population to the squared long-term 
contributions was previously derived by WRAY 
and THOMPSON (1990), but the proof here has 
several useful extensions. In contrast to WRAY 
and THOMPSON (1990), the proof is direct in 
using identity by descent rather than properties 
of the numerator relationship matrix, and it 
incorporates non-random mating and 
overlapping generations. The simplest 
relationship (AF~ V^rf) is not exact and was 
shown to underestimate the rate of inbreeding 
by a fraction of the order of (2AF), providing 
there was no major deviation from random 
mating and the error is therefore small for any 
practical scheme. In overlapping generations, 
with rates of inbreeding per unit time and per 
generation both of interest, it is shown that this 
error is 2(zlF/generation), where the generation 
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interval was defined by the period over which 
the long-term genetic contributions sum to 1. 
The importance of the relationship between 
rates of inbreeding and squared genetic 
contributions is that it holds for selected 
populations, with no assumptions on the form of 
selection, providing (i) the genes are ultimately 
mixed, and (ii) an equilibrium exists over which 
a stable AF may be defined. A further caveat is 
that the rate obtained applies to a neutral, 
unlinked gene. 
The extension of other relationships to predict 
AF in selected populations does not always 
hold. For example, using the relationship 
Var((5<y) = q(\-q)AF, where q is the frequency of 
a neutral gene and 8q is the change in frequency 
per unit time, will not hold if selection is not 
random, since it assumes mutual independence 
of 8q over consecutive intervals. The 
increments, 3q, are also correlated for 
overlapping generations due to the many 
intervals over which the progeny of a single 
parent may be selected. As a consequence, the 
justification for the proof by HILL (1979) fox AF 
with overlapping generations is invalid, even in 
the absence of genetic selection, although the 
result is correct and agrees with the previous 
proof of HILL (1972). Closer examination of 
HILL (1979) shows that its justification lies in 
an intuitive argument for the relationship that 
was to be proved later by WRAY and 
THOMPSON (1990). Consequently, the methods 
derived here may be seen to arise as a natural 
development of the results of HILL (1972, 1979) 
for selected populations. 
The form of Equation 4 shows that the sum of 
squared long-term contributions for any given 
cohort may be usefully interpreted in the 
absence of an equilibrium. The sum of squared 
contributions for a cohort is the proportion of 
the new variation (the Mendelian sampling 
variance) arising from within that cohort, that is 
lost to the population in the long-term. This will 
include all mutational variance arising in prior 
generations, since the choice of base is 
arbitrary. Therefore, the sum of squared 
contributions of cohorts (particularly those still 
to converge) are important, irrespective of 
equilibrium, and provide a meaningful measure 
of risk, and merit attention in both breeding and 
conservation schemes. The operational tools 
described by GRUNDY et al. (1998) are based 
upon controlling sums of squared contributions 
of cohorts, and have meaning and validity 
beyond the infinitesimal model (e.g., 
VlLLANUEVA et al. 1999). However, there are 
clearly greater problems in providing 
deterministic predictive tools to analyse 
population dynamics if the assumption of 
equilibrium is removed, and those provided by 
WOOLLIAMS et al. (1999) assume this 
equilibrium. 
The second novel theorem derived in this 
paper is concerned with showing how the 
formulae with observed long-term contributions 
may be translated into formulae with expected 
long-term contributions. The latter are 
advantageous since they use predictable 
entities. The major change is that the expected 
can be substituted for the observed providing 
the constant of proportionality is increased from 
Vi to 1/2. The critical step"in the proof is-that the 
error variance of a long-term contribution given 
the selective advantage is related to the square 
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of its mean, i.e., the coefficient of variation is 
relatively constant. Apart from random mating, 
the scope of this proof is very broad and is 
applicable to overlapping generations. The 
validity of the derivation was checked using 
general sib-indices as an example in discrete 
generations, and a companion paper (BUMA et 
al, 2000) provides verification in overlapping 
generations with mass selection and lifetime 
selection, so removing a serious restriction of 
NOMURA (1996). The limitation to random 
mating arises from Equation (17), although in 
the special case of partial full-sib mating with 
no selection, the analysis can be completed 
(using results of GHAI, 1975) and agrees with 
results of CABALLERO and HELL (1992) (see 
CHAPTER 11). This provides an indirect 
verification of Equation (13) for non-random 
mating. 
WOOLLIAMS et al. (1999) show how the 
expected long-term contribution may be 
calculated in general for different inheritance 
models {e.g., imprinted variation, maternal 
additive, sex-linked variation) and with 
different selection indices (sib indices, Best 
Linear Unbiased Predictors). Using long-term 
contributions follows the path of WRAY and 
THOMPSON (1990) and WOOLLIAMS et al. 
(1993), and differs from SANTIAGO and 
CABALLERO (1995; mass selection in discrete 
generations) and NOMURA (1996; a special case 
of mass selection with overlapping generations) 
who base their predictions on genetic variation 
transmitted to descendants. This is because the 
approach using genetic variation cannot be 
sustained for general selection schemes. 
SANTIAGO and CABALLERO (1995) suggest 
(their Equation 13) that a change in covariance 
between a general selective advantage and a 
neutral gene following selection is determined 
by the reduction in genetic variation. This is 
true for mass selection, where the index of 
selection is solely a function of the total 
breeding value and residual error, but will not 
be true in general (WOOLLIAMS et al. 1999). 
BUMA et al. (2000) show why there is 
agreement between the two approaches for mass 
selection in discrete generations, and also why 
the current methods are required to cope with 
overlapping generations. 
Prediction 
Usable predictions were obtained by WRAY et 
al. (1994), and VlLLANUEVA and WOOLLIAMS 
(1996) used an alternative form based upon 
Wray et al. (1994). However the method of 
WRAY et al. (1994) was complicated, although 
it attempted to model the expected proliferation 
of ancestral lines. The authors believe the 
proposed method is conceptually simpler than 
that of WRAY et al. (1994), and is open to 
development. 
In any attempt to obtain prediction formulae, 
a balance has to be achieved between accuracy 
and simplicity. We have used simple linear 
models to interpret the theory. Thus in 
application the prediction consists of two 
elements: (i) the squared expected contribution; 
(ii) the deviation from independent Poisson 
families. The first of these elements was applied 
precisely as described by WOOLLIAMS et al. 
(1999), with corrections for finite numbers only 
being used to obtain the sample variance of 
selective advantages. No other modifications 
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were needed, because the other terms in the 
squared expected contribution were estimates of 
regression coefficients, which were assumed to 
be relatively robust to finite sampling. This 
assumption may be justified in part by the 
excellent agreement obtained by WOOLLIAMS et 
al. (1999) and BUM A and WOOLLIAMS (1999) 
between simulations and deterministic 
predictions of expected long-term contributions. 
The second element, calculating the deviation 
from independent Poisson families, only 
required extension of the method of BURROWS 
(1984) to two sexes. 
The choice of selective advantages has as an 
objective the minimum number needed to make 
the selective processes in different time periods 
independent. Using sib indices as an example, 
the authors considered both the method 
presented, where only breeding values were 
included as selective advantages, and an 
alternative definition in which the selective 
advantages were the half-sib mean and 
deviation of the full-sib mean from the half-sib 
mean. The potential benefit from the alternative 
parameterisation is that the environmental 
covariances in the index arising from the sib 
means are accounted for within the expected 
long-term contribution. Conditioning on the sib 
means is more than is strictly necessary for 
conditional independence between generations. 
However, whilst results using the alternative 
parameterisation were as accurate in most cases 
(results not shown), the underestimates 
explored in the results tended to be more 
severe. One reason for this is that terms 
included in the expected long-term contribution 
are modelled by linear functions, whereas 
modelling the environmental correlations by the 
method of BURROWS (1984) allows part of the 
non-linearity to be accounted for. 
Non-linear relationships between the selective 
advantage and long-term contributions occurred 
when high selection intensities were combined 
with moderate heritabilities, large numbers of 
parents and high mating ratios. Results from 
including quadratic terms in the model for the 
expected long-term contribution (unpublished) 
confirm that the serious prediction errors arise 
from the assumption of linearity, rather than 
from Equation 29. 
There are good reasons to believe that these 
departures from linearity should not prove a 
major problem where the objective is to design 
effective breeding schemes. First, on pragmatic 
grounds, the curvilinear relationship shown in 
Figure 1 suggests that 15% of selected males 
were being used with no expectation of long-
term contribution to the population (this 
percentage is even higher if the contributions 
were plotted against the observed half-sib 
mean). The resources used to keep and breed 
these animals are clearly wasted. In an ideal 
selection scheme, an ancestor's long-term 
contributions will be zero or, once its 
Mendelian sampling term is above a critical 
threshold, linearly related to the Mendelian 
sampling term (WOOLLIAMS and THOMPSON, 
1994; GRUNDY et al. 1998). Consequently, it 
would be expected that, in an ideal scheme, the 
long-term contribution of a selected ancestor 
will show an approximately linear relation with 
its breeding value. This argument suggests that, 
if the design objective is for a scheme to 
generate gain efficiendy from the resources 
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available, a linear model for the relationship 
between the long-term contribution and the 
selective advantage should prove sufficient. If 
so, then the need for improved deterministic 
models to cater for the schemes with large 
prediction errors would be removed. The 
viewpoint that the schemes with large 
prediction errors were inefficient is supported 
by the results of VlLLANUEVA and WOOLLIAMS 
(1997), who showed that when using sib 
indices, efficient schemes had d < 2 for which 
the methods presented here had a good fit. 
In conclusion, this paper has: (i) established a 
broader theorem (compared to WRAY and 
THOMPSON, 1990) concerning the relationship 
between squared long-term genetic 
contributions and rates of inbreeding, in 
particular extending the theorem to non-random 
mating and to overlapping generations; (ii) 
shown that, for random mating, the relationship 
can be generalised from long-term contributions 
that are simply observed to encompass expected 
long-term contributions which can be predicted; 
and (Hi) shown how these equations might be 
interpreted with simple linear models in the 
context of predicting rates of inbreeding with 
sib indices in discrete generations. Together 
with the findings of WOOLLIAMS et al. (1999), 
the findings of this study show how rates of 
inbreeding may be predicted in general 
populations with complex structures and genetic 
models. 
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Appendix A 
The expected Mendelian sampling variance: The 
expected Mendelian sampling variance in generation 
1 summed over all alleles in the founders can be 
calculated using the following argument. For the 
progeny of the carrier founder i* of the allele, the 
gene frequency has mean V*, i.e., half of the gene 
frequency in carrier (Vi) plus half of that in mate (0), 
with o,fl2=1/16. For progeny of other parents, aa2 = 0. 
Therefore, for a single allele, the Mendelian 
sampling variance is al = m'K^X) where n? is 
the number of offspring of i* selected in generation 
1, and where X is the total number selected. 
Summing over all alleles (2 per base individual) and, 
since the sum of the number of offspring selected 
over all parents is 2X, the expected variance is 1/4. 
At generation 2 and later, with true random 
mating, the Mendelian sampling variance will be 
reduced. For dioecious species, this will be delayed 
by a generation and in general the expected variance 
is V*(l-co)(l-JF)u"' in generation u > 1, where AF is 
the rate of inbreeding among the parents. 
Appendix B 
The covariance of number of offspring and the 
squared contributions of offspring: Let j denote 
those selected in the offspring generation and i 
denote the parents, 
2£r>= X X rj 
parents i offspring j 
The factor of 2 is present since each offspring is 
counted once for each parent. The unconditional 
expectation of the left-hand side is 2XE [rj] for the 
offspring generation, which, from the assumption of 
equilibrium, is equal to 2XE[rj] = 2XE[r? |s,] for 
the parent generation. For the right hand side, the 
unconditional expectation can be taken in steps: first 
expectations from joint conditioning on the number 
of offspring («;) and s*; second taking expectations 
conditional on s, alone; and finally taking the 
expectation over st and summing over parents. This 
gives consecutively: 
Step 1: X w, E [rj | n,, si, 7 offspring i] 
Step2: X Q„jV[r)\Si,joffspring*] 
parents i 
Step 3: XES {0„,, E [^ | s,,j offspring i]} 
Note that Step 2 uses the assumption of the 
independence of nt and E [/-; | Si. j offspring i ] . The 
required result is obtained from Step 3: 
2XE [r?] = XES [enj E[r2j\Si, j offspring i]} 
Since E [#„_,•] = 2 , this is equivalent to: 
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E, {#„,, E[rj | s,, j offspring i]} = 
Es [6n.i] Es {E [r2j \si,j offspring i]} 
A simple interpretation of the result is that, in an 
equilibrium, there can be no preferential selection of 
offspring with the highest squared contributions, 
otherwise, we would be making selection progress in 
squared contributions over time and the equilibrium 
assumption is broken. 
For a single cohort in overlapping generations: 
2 Z, Jj r^p) — h 2J 2J ZJ fjip) 
categories/, j(p) categories^ parentSf(g)calegories/> offspring j(p) 
The left-hand side is 2 £ XPE[r2Kp)] which 
categories p 
from the assumption of equilibrium is 
2 £ XqEs[r2(g) I&(„)] • By using the same steps 
categories q 
as previously, the right hand side is equal to 
2- Xq ZJ E$ \0n,i(q),p 
categories q categories p 
E
 \.r2m | &(,), j(p) offspring i(q)]} 
which is the result required for overlapping 
generations. 
Extension of the proof relating expected 
contributions to rates of inbreeding to include 
overlapping generations: Let Xq be the number of 
parents in category q and for convenience define a 
diagonal matrix N with elements Xq. The prediction 
for AF in overlapping generations is given by 
Equation 14. Let ^ = E[ri{g)fa(g)] and a\q) = 
Vartr^ls,,,)], so that: 
AF=* £ Xq(Es [/i?(„] + Es [<4)]) (Bl) 
Let m be the vector with element q equal to 
EJ [f"i(9)] > v De t n e vector with element q equal to 
Es [ff?(9>]. and 1 be the vector with all elements 
equal to 1, so that AF = VilTNm + '41TNv. In 
Equation 16, the n, is no longer a single number but 
is a vector of numbers n^q> where the pth element 
np,Kq) is t n e number of offspring of i{q) selected that 
belong to category p. 
Thus Equation 16 becomes: 
E [rt(q) | s,(,), n,(,) ] = 





* £ np,Kq) Var[>V(/» I Si(?) - KP) offspring of i(q)] 
p 
(B3) 
To obtain Equations 18 and 19, we need to define 
9„,,(9) = E[ni(g)] with element p given by 6nXqlp , and 
V„i(?) to be the (co)variance matrix for the elements 
«,(,), and to simplify the expressions, define y to be 
the vector with elements yp = E l / ^ | sKg> jip) 
offspring of i(q)], and ^ to be a vector with elements 
r)p = Var[rj(p) | sm,j(p) offspring of i(q)]. This results 
in: 
Vifq) ~ 71 §n,i(q) f (B4) 
<T?(,) = ' / < ; ( 9 ) n + lW Vn,(„Y (B5) 
It is now possible to make the same assumption as 
for discrete generations, i.e., that the number in 




m = V*Y,eni«,),p<J}P + Y2p) = 
p 
V^Qnm.P E \-r\p) I &•(,). Kp) offspring of i(q)] 
p 
(B6) 
Then by taking expectations over si(q) in (B6), and 
using the equilibrium property that Es[rKg2] is 
unchanged from generation to generation, 




£ X,E,[«r?(„]= £ X9E,[rf{q)] (B8) 
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Thus lTNm = lTNv , and substitution into Equation 
17 gives the result: 
^F = ^lTNm = XSX,E s [^ ( , ) ] (B9) 
Appendix C 
Prediction of expected genetic contributions for 
sib indices: Expected genetic contributions were 
calculated using equilibrium genetic parameters. The 
genetic parameters were obtained by iterating rounds 
of selection, starting from an unselected base 
generation with additive genetic variation ho and 
phenotypic variance 1. The iterative equations were 
+ a Af,t Y2 hg and a 
2 
AxJ 
V*a2At{\-kxp2) where a2A! is the additive genetic 
variance in generation t, p, denotes the accuracy of 
selection in generation t (see VILLANUEVA et al. 
1997), and where x = m or / as appropriate. 
Equilibrium variances were obtained in five 
iterations. The notation used in this appendix is 
given in Table 2. 
Calculation of the expected long-term genetic 
contributions followed the methods of WOOLLIAMS 
et al. (1999). Briefly, these methods depend upon 
defining two regression models: the first describes 
the relative fitness of a parent as a linear function of 
its selective advantages; the second regression model 
describes the relationship of the selective advantages 
of the selected offspring with those of its parent. In 
discrete generations, these models will depend only 
upon the sex of the parent and the sex of the selected 
offspring (in overlapping generations they may also 
depend on age). 
For discrete generations, the values of am and af 
are simply (2Xm)'1 and (2Xf)'i respectively, and so the 
only term that needs more detailed description is the 
calculation of p. ft is a vector of 3 regression 
coefficients, the first (/?/) describing the regression of 
the long-term contribution of a selected male on its 
selective advantages Axhs) ^ the remaining (/?2, /?j) 
describing the regression of the long-term 
contribution of a selected female on its two selective 
advantages (A(hs),A(/s)) • m the remainder of this 
Appendix, the selective advantages will be indexed 1 
to 3 as above. 
(3 is derived from the formula of WOOLLIAMS et al. 
(1999), which has been simplified for application to 
discrete generations: 
p = N" 1 ( i ->/n T ) - 1 (^A T ) (X^) T 
where N is a diagonal matrix with elements (Xm, Xf, 
Xf), I is the identity matrix, and where II and A are 
described below. 
A is a (2x3) matrix, where Xn is the regression 
coefficient for the relative fitness of a male parent on 
its selective advantage, and where Xi2, Xa are the 
corresponding coefficients for the selective 
advantages of a female parent. When ;' = 1 the 
relative fitness is for having male offspring selected, 
and i = 2 for having female offspring selected. These 
coefficients will depend on the index of selection 
used and on the selection intensity. The coefficients 
are derived using APPENDIX A of WOOLLIAMS et al. 
(1999). The elements are An = Xl2 = imfo(j)x, 
X2\ = X22 = ifbio) > Xn = imbia'i , and X2i = ifb2o'i • 
II is a (3x3) matrix, with 7Cy being the regression 
coefficient of selective advantage i of a selected 
offspring on the selective advantage j of the parent. 
This matrix describes exactly how the selection 
process in one generation is related to the same 
process in the next generation. The elements of II are 
derived by standard selection theory (described in 
detail in APPENDIX B of WOOLLIAMS et al. 1999) and 
account for the effects of selection. Let z = pa/Joi 
then the elements of II are: n\\=V2{\-kmb^z), 





Example: For Xm = 20, X/= 60, h0 = 0.4, nm = nf = 
4, with weights bx = 1.0, b2 = 1.5, b3 = 2.0. The 
principal parameters for the scheme are given in 
Table 3. Using the formulae given above: 
1A - (0.797, 0.797, 0.598 10.551, 0.551, 0.413) 
2/7= (0.123, 0.123, 0.155 | 0.045, 0.045, 0.055 | 
0.090,0.090,0.109) 
The solutions are a = (0.0250, 0.0083) and 0 = 
(0.0447, 0.0149, 0.0130). 
Appendix D 
The variances of family size after selection when 
litter sizes are constant: The variances of family 
size when litter sizes are constant will be derived by 
combining results of BURROWS (1984) and MENDEL 
and ELSTON (1974), which will extend and formalise 
results used by WOOLLIAMS et al. (1993). For 
simplicity, litters are assumed to have n males and n 
females, and there are T candidates for selection in 
each sex. The basic approach of using factorial 
moments, i.e., E[nij{q){nij{q)-1)], where n^q) is 
the number of sex q {i.e., q = m or/) selected from 
the full-sib family with sire i' and dam j , was 
described in detail by BURROWS (1984). Since 
BURROWS (1984) was working in the context of 
forestry, only a single sex was considered and hence 
some extension to two sexes is necessary. The 
approach of BURROWS (1984) has been preferred 
since it results in elegant formulae. 
Denote n,j{q) as the number of offspring selected 
of sex q from the full-sib family of sire j and dam j , 
and nt,(q) as the number selected from sire / {i.e., 
summed over all its mates). Note that the variance of 





-E[„,.. {q)] (£[„,. (? ) ] - ! ) (D2) 
To obtain deviations of the variance from Poisson 
family size, the term E[nij{q)]{E[ny{q)]-\) in 
Equation Dl is replaced by E [nyiq) f and a similar 
change is made in Equation D2. 
BURROWS (1984) derived the following asymptotic 
form (equations 4 to 12 of BURROWS): 
E[nij(q){n,j{q)-l)] « 
[n{n-l)Xg{Xq-l)]/[T{T-l)R{pq,pFS)] (D3) 
where Xq is the total number of that sex selected and 
T is the total number of candidates, pq the proportion 
selected {i.e., X/T) and ppS the correlation between 
full-sibs. R{p,p) is the ratio p2 / <£>{v,v; p), where 
<J>(v,v,-p) is the upper-quadrant probability that 
both variables of a standardised bivariate Normal 
distribution with correlation coefficient p exceed v; v 
is defined by O(v) = 1 - p; and O(v) is the 
distribution function of the standard univariate 
Normal distribution. The ratio is essentially the 
probability of two sibs being above the index 
truncation point when the index correlation among 
sibs is zero (as in random selection) divided by the 
probability with correlation p. BURROWS (1984) uses 
tabulated values for the co-selection ratio R{p,p), but 
these values can be approximated closely by results 
from MENDEL and ELSTON (1974): 
R{p,p)~p/<b[{ip-v){\-kp2y%]. This 
approximation is used throughout. To allow 
extension to two sexes, we shall denote R(p,p) by 
R(p,p,p). [It seems more natural to the authors to use 
a term equal to \IR{p,p,p) in the formula, which 
describes the proportional increase in co-selection 
probability. However, we have used R{p,p,p) to 
maintain continuity of notation with BURROWS 
(1984)]. 
BURROWS (1984) derived the following additional 
result to use for the variance of half-sib family sizes. 
In this paper only paternal half-sib families are 
considered, q = m: 
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E[ny(»i) «;*(»»)] = 
{n1Xm{Xm-W[T{T-\)R(pm,pm,pHS)} (D4) 
where j and k are distinct mates to a common parent 
i, and pHs >s m e correlation between half-sibs. 
Therefore, for a sire with d mates: 
E [„,„(«) („ , . (m)- l ) ] = 
X E [ns.(m) 0i# (m) -1) ] + £ E [„,y (m) n* (m)] 
j ;** 
= [d ( l - „ - 1 ) /W(p m , p m , p r a ) 
+ a fW-l ) / / f (p m ,p r a , P / / s ) ] 
ln2Xm(Xm-l)V[T(T-l)] (D5) 
The covariances of male and female family size are: 
Cov [nij(m),nij(f)] = 
E[nij(m)nij(f)]-E[nij(m)]E[nij(f)] (D6) 
Cov [n,-.(m),nAf)] = 
E[n(. (m) nAf)] ~ E[ni. (m)] E[ w . ( / )] (D7) 
The expected cross-products are derived analogously 
to the variance, and are given by: 
E[n,y(m)ny(/)] = 
[n2XmXf]/[T2R(pm,pf,pFS)] (D8) 
E[n,.(m) „, .( /)] = [d/R(pm,pf,pFS) 
+ d(d-l)/R(pm)pf,pHS)][n2XmXf/T2] 
(D9) 
The rationale of the term R(pm,p,,p) as a ratio of 
probabilities for random selection and with 
correlation p remains unchanged, but has been 
extended to the situation with two sexes with 
different selection proportions. This ratio is 
calculated from MENDEL and ELSTON (1974), using 
R(Pm.Pf.P)aPfl®[(imP-Vf)V-kmp2)yi], which 
was found by WRAY et al. (1994) to be the more 
accurate implementation of their results (there are 
two possible implementations, since the 
approximation is asymmetric in male and female 
parameters). 
To obtain the variances and covariances 
conditional upon the selective advantage, the 
regression model derived for the expected number of 
offspring selected is used (see APPENDIX C). 
Thus for a dam family: 
E [«(,. (m) f = d'2 [ 1 + Xu v (A i m ) + A13 v(A,(/l)) ] 
E[n„(m)]E [«„(/)] = 
d'^i + XnXiiviAnhs)) + XuXnviMfi))] 
(D10) 
(Dll) 
E [ n s ( / ) ] 2 = l n ^ U w ) + ^ v ( A i , w ) (D12) 
and for a sire family: 
E[n,.(m)f = l + )l„v(A(l,)) (D13) 
E[n,.(m)]E[!!,.(/)] = d [ l + X.„3L2iv(A(to))] (D14) 
E [ n / . ( / ) f = d 2 [ l + xi,v(A(»0)] (D15) 
Example: For the scheme in Table 3, where the X-
values are derived in APPENDK C, co-selection ratios 
are: R(pm, pm, pFS) = 0.350, R(pm, pm, pHS) = 0.546, 
R(Pm, Pf, PFS) = 0.482, R(pm, pf, p„s) = 0.656, R(pfi pf, 
PFS) = 0.589, R(pfi pf, pHS) = 0.742. Applying the 
results of this APPENDIX gives: V„(m)A,v = (0.186, 
0.751 | 0.751, -0.079) and Vntf),d„ = (0.020, 0.159 | 
0.159,-0.154). 
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A General Procedure to Predict Rates of Inbreeding in 
Populations undergoing Mass Selection 
Piter Bijma*, Johan A. M. Van Arendonk* and John A. Woolliams* 
* Animal Breeding and Genetics Group, Wageningen Institute of Animal Sciences, Wageningen University, 
6700 AH Wageningen, The Netherlands and +Roslin Institute (Edinburgh), Roslin, Midlothian EH25 9PS, U.K. 
Abstract - Predictions of rates of inbreeding (AF), using the concept of long-term genetic 
contributions assuming the infinitesimal model, are developed for populations with discrete or 
overlapping generations and mass selection. Phenotypes are assumed to be recorded prior to reproductive 
age and to remain constant over time. The prediction method accounts for inheritance of selective 
advantage both within and between age classes and for changing selection intensities with age. Terms 
corresponding to previous methods that assume constant selection intensity with age are identified. 
Predictions are accurate (relative errors < 8%), except for cases with extreme selection intensities in 
females in combination with high heritability. With overlapping generations AF reaches a maximum 
when parents are equally distributed over age classes, which is mainly due to selection of the same 
individuals in consecutive years. AF /year decreases much more slowly compared to AF /generation as 
the number of younger individuals increases, whereas the decrease is more similar as the number of older 
individuals increases. The minimum AF (/year or /generation) is obtained when most parents were in the 
later age classes, which is mainly due to increased numbers of parents per generation. With overlapping 
generations, the relation between heritability and AF depends on the age structure of the population. 
In the absence of selection and with a Poisson distribution of family size, expected rates of 
inbreeding are related directly to the number of 
parents, E(AF) = l/(8Nm) + l/(8/v» (WRIGHT, 
1969 p. 212). In selected populations, however, 
superior families contribute more offspring to 
the next generation than average families. This 
increases the rate of inbreeding of a selected 
population compared to an unselected 
population. Prediction of rates of inbreeding in 
selected populations is difficult, because 
selection decisions are correlated over 
generations due to the inheritance of selective 
advantage. Methods accounting for only one or 
two generations of selection (e.g., BURROWS, 
1984a,b), therefore, generally underestimate the 
rate of inbreeding (WRAY et al. 1990; see 
CABALLERO 1994 for a review). 
Two approaches to prediction of rates of 
inbreeding for selected populations can be 
distinguished. First, rates of inbreeding can be 
predicted based on the variance of allele 
frequency, using the idea of accumulation of 
selective advantages over generations 
(ROBERTSON, 1961). Using this approach and 
equilibrium genetic variances, SANTIAGO and 
CABALLERO (1995) obtained accurate 
predictions for populations with discrete 
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generations undergoing mass selection. 
NOMURA (1996) extended that method to 
populations with overlapping generations and 
equal numbers of parents per sex selected from 
each age class. Second, rates of inbreeding can 
be predicted using the concept of long-term 
genetic contributions. Rates of inbreeding are 
proportional to the sum of squared long-term 
genetic contributions of ancestors (WRAY and 
THOMPSON, 1990). WRAY and THOMPSON 
(1990) obtained accurate predictions of rates of 
inbreeding for populations with discrete 
generations undergoing mass selection, using 
iterative regression methods. For discrete 
generations and mass selection a closed form 
expression was obtained by WOOLLIAMS et al. 
(1993). For more complicated selection 
schemes, however, predictions became 
unmanageable due to the recursive nature of the 
procedure and the need for predicting the 
variance of long-term genetic contributions 
(WRAY era/. 1994). 
Recently, WOOLLIAMS and BUMA (1999) 
showed that the variance of long-term genetic 
contributions is related to their squared 
expectation, making a separate prediction of the 
variance redundant. Furthermore, WOOLLIAMS 
et al. (1999) obtained general predictions of 
expected genetic contributions using 
equilibrium genetic variances instead of second 
generation genetic variances (WOOLLIAMS et al. 
1993). Using the approach of WOOLLIAMS et al. 
(1999), BUMA and WOOLLIAMS (1999) 
obtained accurate predictions of genetic 
contributions for populations with overlapping 
generations undergoing mass or sib-index 
selection. However, they did not develop 
predictions of rates of inbreeding for those 
schemes. 
The aim of this article is twofold. First, 
explicit prediction equations for rates of 
inbreeding in populations with discrete or 
overlapping generations undergoing mass 
selection will be developed, on the basis of the 
theory of WOOLLIAMS et al. (1999) and 
WOOLLIAMS and BUM A (1999). These 
predictions are valid for any distribution of 
parents across age classes, overcoming the 
restriction of NOMURA (1996) to give a general 
and practical method for mass selection with 
overlapping generations. The present method 
will be compared to methods of SANTIAGO and 
CABALLERO (1995) for discrete generations, 
and to methods of NOMURA (1996) for the 
special case of equal numbers of parents per age 
class with overlapping generations. The 
accuracy of predictions will be examined using 
simulation. Second, relationships between rates 
of inbreeding and genetic or population 
parameters will be examined, and differences 
between populations with discrete and 
overlapping generations will be presented and 
discussed. 
Derivation of Expressions 
Population model: This section describes the 
population and the selection procedures for 
which rates of inbreeding will be predicted. 
This model will also be used in the simulation. 
The trait considered is assumed to be 
determined by an infinite number of additive 
loci, each having an infinitesimal effect 
(infinitesimal model; FISHER, 1918). Phenotypic 
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values are the sum of additive genetic values 
(breeding values) and environmental values, P 
= A + E. A population with either discrete or 
overlapping generations undergoing mass 
selection is modeled. With parents up to a 
maximum age of c , ^ there are Ic^ categories, 
one for each sex and age of parent. Categories 
are indexed by k or by /, so k,l = 1 .. Cm^ are 
males, and k,l = c^+l .. Icm^ are females. 
With discrete generations, there are only two 
categories, males and females, which are 
indexed by 5 = m or/. Before reproductive age, 
phenotypes of individuals are recorded and 
remain unchanged over time, so that ranking of 
individuals within categories is constant over 
time. Within categories, individuals are ranked 
on their phenotype and each year the highest-
ranking nk individuals are selected from the &* 
category, to produce the next cohort. The total 
number of male and female parents of each 
cohort is, Nm = 2lnk and Nf = z,nk, 
respectively. Each sire is mated at random to d 
dams (d - N/Nm), and each dam produces a 
fixed number, not of offspring (Vm0 of each sex), 
so that for each sex the total number of 
offspring born in a cohort is, T - VmJNj. The 
unit of age, i.e., the interval between 
consecutive age classes, was one year. Genetic 
contributions and rates of inbreeding per year, 
therefore, are equal to genetic contributions and 
rates of inbreeding per cohort. 
General: The prediction of AF is based on 
the concept of long-term genetic contributions 
(JAMES and MCBRIDE, 1958). The long-term 
genetic contribution (r,) of ancestor i in cohort 
t] is defined as the proportion of genes present 
in individuals in cohort t2 deriving by descent 
from i, where (t2-t,) -» °° (WOOLLIAMS et al. 
1993). In the remainder of the current article, 
long-term genetic contributions of ancestors are 
referred to as "genetic contributions", or simply 
as "contributions". 
Rates of inbreeding are predicted from 
(WOOLLIAMS and BlJMA, 1999): 
£(AF) = X5X£(4) + X5>A (l) 
where £ s denotes summation over all 
exclusive categories, uis is the expected lifetime 
long-term contribution of individual i in 
category s conditional on its selective advantage 
(which in mass selection is the breeding value), 
and 5, a correction factor for deviations of the 
variance of family size (V„) from independent 
Poisson variances. Throughout the paper, 
family size refers to the number of selected 
offspring of a parent, not to the number of 
candidates. With mass selection and fixed n0, Ss 
takes negative values, showing that AF for fixed 
n0 is less than for n0~Poisson. In Equation 1, 
categories are exclusive, i.e., individuals are in 
only one category, and categories are therefore 
indexed by 5 instead of k. 
To calculate E{u2js), the selective advantage 
of the mate has to be included, since the mate 
affects the contribution of an ancestor. With 
random mating and mass selection, however, 
the selective advantages of mates are 
independent, and it is therefore possible to 
ignore the mate when calculating uis and add 
the mate term when calculating E(u2i:.). The 
advantage of this is that the selective advantage 
contains only one term (the breeding value of 
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the individual) which simplifies the prediction 
ofuiik. 
Rates of inbreeding will be predicted in three 
steps. First, expected genetic contributions will 
be predicted using the method of WOOLLIAMS 
et al. (1999). Second, E(u2s) will be derived 
and third, 8S will be derived. Discrete and 
overlapping generations will be treated 
separately. 
The difference between the current prediction 
and the method of WOOLLIAMS et al. (1993) is: 
1. The current prediction is based on 
equilibrium genetic variances which simplifies 
the prediction of uiiS (WOOLLIAMS et al. 1999) 
2. The variance of genetic contributions is not 
predicted separately, since it is related to the 
mean (WOOLLIAMS and BUMA, 1999). 3. The 
current prediction covers populations with 
overlapping generations. 
Discrete generations 
Step 1, prediction of expected long-term 
genetic contributions: Expected genetic 
contributions of ancestors are obtained from the 
following linear model (BlJMA and 
WOOLLIAMS, 1999), 
E(riiS|Ai,i) = uu = as+ ft(A,, - As) (2) 
where s denotes males or females, as is the 
expected contribution for an average ancestor 
of sex s, and ft is the regression coefficient of 
the contribution on the breeding value (AiiS) of 
the ancestor as a deviation from the average of 
the selected group (A s ) for sex 5. In discrete 




A=^ioPl, which is the average regression 
coefficient of the number of selected male and 
female offspring on the breeding value of the 
parent, and n = -^(l-Kh2), which is the 
average regression coefficient of the breeding 
value of selected male and female offspring on 
the breeding value of the parent (BUMA and 
WOOLLIAMS, 1999). Here, i = V2(im + if) is 
selection intensity and, K = Vi(K^ , + Kj) is 
PEARSON'S (1903) variance reduction 
coefficient, and h2 = a2AlazP, where o\ and 
a], are BULMER's (1971) equilibrium genetic 
and phenotypic variance. 
Step 2: derivation of E(u2j.): Substituting 
Equation (2) and with terms added for the mate: 
E(ufj=a2m + p2mE[(Aim-Am)2} 
+ ip2fE[(AjJ-Af)2] (3) 
E(u2f)=a2f + p2fE[(Aif-Af)2] 
+ ±p2mE[(Am-AJ2] (4) 
a 
where; denotes the mate and 
E[(Ais-As)2] = (l-l/Ns)a2A(l-Ksh2) (5) 
From Equation 1, ignoring the second term, 
E(AF) = Y2[NmE(u2m)+ NfE{ulf)]. Next, 
substituting Equation 3 and 4 and the equations 
for ft, X and n, predicted AF equals (see 
APPENDIX A), 
E(AF)= -1— + —— + 
8AL 8N 




4(1 + K/Z2)2 
(l-Kmh2)(l--±-
N„ 
)(• 1 1 
2AL 2N 
+ (1-K fc2)(l—-L)-L 
Nf N, 








(l + Kh2)2 (7) 
The assumption for Equations 6 and 7 is that, 
conditional on the selective advantage (i.e., 
conditional on [AiiS-As) in mass selection) 
family size follows a Poisson distribution 
(WOOLLIAMS and BUM A, 1999), which is 
approximately the case with mass selection 
when n0~Poisson. A numerical example is in 
APPENDIX A. 
Step 3: Correction of E(AF) for deviations 
of V„ from Poisson variances: With fixed n0, 
family size follows a hypergeometric 
distribution (BURROWS, 1984b) and a 
correction is required according to the second 
term of Equation 1. In this article, we will 
approximate the hypergeometric variance by a 
binomial variance, which simplifies the 
prediction. For more complicated selection 
strategies, e.g., index selection, a 
hypergeometric variance may be required 
(WOOLLIAMS and BUM A, 1999). 
With discrete generations, the second term of 
Equation (1) reduces to: j [Nm8m + NjSj\, where 
Ss = aT\'„<S),de^, aT = (ccrn Of) and Xn(s),dev is the 
2x2 matrix of deviations of the (co)variance of 
family size from Poisson variances for sex s 
(WOOLLIAMS and BUMA, 1999). Diagonal 
elements of V„w,dCT are obtained as: V„Wi(fel, = 
Vn(s> - Vn<s),poisson, which are of the form np{\-p) 
-np = -np2 where n is the number of candidates 
and p is the selected proportion. Off-diagonal 
elements of V„W(fev are zero. For discrete 
generations the total correction equals 
(APPENDIX A): 
-1 
%5>A = ST (8) 
Relation to SANTIAGO and CABALLERO 
(1995): The prediction equation of SANTIAGO 
and CABALLERO (1995) (denoted SC95) can be 
related directly to the current prediction. With 
random mating and assuming aIs = a0 = 0 (see 
SC95 for notation), equations 21 and 36 of 
SC95 reduce to (see APPENDIX A), 
V2Nm[a2m+a2mQ2C2m] + Y*Nf]p) +a2Q2C2f]. 
This can be equated directly to the first term of 
Equation 1, which shows that E(u2s) 
corresponds to \x] +a2Q2C2\, and also that 
(X2 +oc2Q2C2 corresponds to 
(52E[(Ais -As)2]. SANTIAGO and CABALLERO 
1 (1995) use Q = \-U\-Kh2) , which is 
identical to our 1 
\-n 
Furthermore, they use 
C) = lAi2h2(l-Kh2) which is identical to our 
2A2E[(A,J -As)2], where the 2 accounts for 
the mate. 
The correction for deviations of V„ from 
Poisson variances can also be related to 
Equation 36 of SC95. SANTIAGO and 
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CABALLERO (1995) use V„w(i>') 
1 - -^-*— , (see Equation 30 of SC95 and Hi 
N. n.N. 
ignoring the term Cm ) where ns is the number 
of selection candidates per sex of a parent of 
sex s (nm = Vmod, nl = Vm^) and s' denotes the 
sex of the offspring. This is a binomial 
variance. The deviation from a Poisson variance 
(i.e., NS'/NS) equals: V„fjWev(5',5') 
Nl /(Nlns). From Equation (36) of SC95, the 
total correction of AF equals -1/(87), which is 
identical to Equation 8 (see APPENDIX A). 
Therefore, with random mating, equations 21, 
30 and 36 of SC95 are identical to the current 
prediction for mass selection. A numerical 
difference between both methods exists because 
SC95 omit the correction for a finite number of 
parents when calculating their C2SS,, which 
would be equivalent to omitting the (1-1/NS) in 
Equation 5 of the current prediction. 
Overlapping generations 
Step 1, prediction of expected long-term 
genetic contributions: Genetic contributions 
are predicted using Equation 2 again, but now 
categories refer to sex-age class combinations 
which are indexed by k instead of s; so that k = 
\...2cmax and uik is the expected genetic 
contribution of individual *' originating from its 
selection in category k. Solutions for ak and /3k 
are obtained from (WOOLLIAMS et al. 1999) 
Na = [GT + (GT * DT )(I - GT * nT )_1 (GT * AT )Na 
(9) 
Np = ( I -GT*nT ) - 1 (GT*AT )Na (10) 
where * denotes element by element 
multiplication, T denotes the transpose of 
matrices, I is the 2cmaxx2cmax identity matrix, N 
is a 2cmaxx2cmax diagonal matrix containing the 
numbers of parents selected from each category 
(nk), II is a 2cmaxx2cmax matrix with each 
element, %, being the regression coefficient of 
the breeding value of a selected offspring in 
category k on the breeding value of the parent 
in category /, A is a 2cmaxx2cmax matrix with 
each element, Xkh being the regression 
coefficient of the number of selected offspring 
in category k on the breeding value of the 
parent in category /, G is a 2cmaxx2cmax 
modified gene flow matrix connecting selected 
offspring to parental categories, D is a 
2crmixx2cmax matrix of deviations of breeding 
values from the mean of the selected group, a is 
a 2cmax vector of elements ah and P is a 2cmax 
vector of elements $ . Generation interval (L) 
was calculated as the time interval in which 
genetic contributions sum to one: 
£ = !/[ 2 > * a J (WOOLLIAMS et al. 1999). 
More details and a numerical example are in 
BUMA and WOOLLIAMS (1999). 
Contributions predicted using Equations 9 
and 10 are per year, i.e., they are the long-term 
contribution originating from a single cohort, 
not of a total generation. Rates of inbreeding 
predicted from these contributions are, 
therefore, also per year. 
Step 2, derivation of E(ufs): For the 
calculation of £(H,^)one needs to find the 
lifetime expected genetic contribution, i.e., one 
has to account for the fact that individuals may 
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be selected in multiple categories. With c ^ age 
classes per sex and the ranking of individuals 
within age classes remaining constant, there are 
2cTOU exclusive categories which will be 
indexed by s, i.e., individuals selected once, 
twice, up to c^ times for each sex. Therefore, s 
= 1 ... Cnax denotes males selected 1 through 
Cmax times and s - c^+l ... 2cmrLC denotes 
females selected 1 through c K times. The 
expected lifetime contribution for these 
categories is uis = 2tM..t > where the sum is 
taken over the age-sex categories k from which i 
is selected. Thus individuals are indexed in two 
different ways, i.e., by whether or not they were 
selected at a specific age, denoted by k; and by 
how many times they were selected throughout 
their lifetime, denoted by s. 
The first term of Equation 1 is: 
2c„ 
\1nsE{ul) + | £ « , £ ( < ) , with the 
s=l s=Cmax+l 
first term denoting males and the second 
females. The summation over exclusive 
categories s can be written in terms of the 
categories k. For males, 
cmax cmax 
5=1 t = l 
cmax~l cmax 
+ 2 X Emin(n(,n,)£(«,.,Mj,;) (11) 
and for females, 
2cmax 2cm 
2cmax~' 2cm 
2 ",#(",,*) = X nkE{uik) 
•-max ' Atmax 
+ 2 X 2min(n„n t)E(KuKw) (12) 
t=Cn»i+ll**+l 
where min(nfon() denotes the minimum of nk and 
tii (See also example in APPENDIX B). 
These summations can be written in matrix 
form, so that for Poisson family size, the rate of 
inbreeding per year is: 
E(AFy) = »/2lTN0U0l (13) 
where 1 = (1 1 .... 1)T, N0 is similar to N but has 
a reordering of age classes within sexes so that 
they go from large to small according to the 
number of parents, and U0 is a 2cmaxx2cmax 
matrix containing a lower triangular sub-matrix 
for each sex (with categories ordered as in N0), 
with E{u2ik) on the diagonal and 2£(w a« u )as 
off-diagonals in the lower triangular sub-
matrices (See example APPENDIX B). 
Note that, although Equation 1 uses the 
exclusive categories s, we have expressed AFY 
in terms of the age-sex categories k in Equation 
13. Therefore, the expected genetic 
contributions for the categories k can be used 
directly in Equation 13. Rates of inbreeding per 
generation were calculated as E[AFL] = 
LE[AFy\. 
As with discrete generations, E(ufk) has to 
include terms for the mates. With overlapping 
generations, the mate term consists of two 
elements. The first element is due to the 
category of the mate as a deviation of the 
average category for the sex of the mate, Ok -
asex(/). The second term is due to the selective 
advantage of the mate within its category, 
PiiAjt-A,). Therefore, for males, uiM = ak + 
MAuir 4 ) + t[(«« - a« ( / ) ) + A (AJJ ~ A)] 
;=i 
and for females, uik = cck + f5k(AiX-Ak) + 
Itei-a^ + PiiAjj-AtWd, where j 
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denotes the mate, / the category of the mate and 
sex the sex of the mate. For Equation 11 and 12, 
expectations of squared contributions are 
obtained for males as 
al+{\-\lnk)Plo\(\-Kkh2) E(u2k) --
+ Jtf -a} +o\[{\-\lnl)fi(\-Klh1)\f\ 
(14) 
where k = 1 .. c „ and for females as 
E(ul)=a2k+(l-l/nk)P2ko2A(l-Kkh2) 
+ -^{al-a2 +o2A[(l-l/nl)p?(l-Klh2)]m} 
a 
(15) 
where k = c ^ + l ... 2cmax and bars with 
subscripts m ox f denoting weighted averages 
over mate categories. 
Cross-products in Equations 11 and 12 arise 
only from the individuals selected in both 
categories, which are all the individuals selected 
from the smallest category [i.e., min(nk,ni)]. 
Thus cross-products are, 
Eiu^Ujj) = akai 
+ [l-l/min(n,,nk)]PkPi<7A [l-max(KhK,)h2] 
+ O^nAnaxEt A^-A^] (16) 
where subscript min denotes the category with 
the lower number of parents and subscript max 
denotes the category with the higher number of 
parents. (With random mating there is no 
covariance between different mates of i, so that 
there is no mate term in the cross-product). A 
numerical example is in APPENDIX B. 
Step 3, correction of E(AFy) for deviations 
of V„ from Poisson variances: The second 
term of Equation 1 is %Znt<5t , where Sk = 
aTVnW,deva, and VnW,dev is a 2cmaxx2cmax matrix 
with deviations from Poisson variances 
(WOOLLIAMS and BUMA, 1999). Similar to the 
discrete generation case, V j^y is approximated 
by a binomial variance. Elements of V„^dev and 
a numerical example are given in APPENDIX B. 
Relation to NOMURA (1996): NOMURA 
(1996) developed predictions for the special 
case of equal numbers of parents per sex 
selected from each age class (denoted nm and 
«/), i.e., for constant selection intensity with 
age. With those schemes, every parent is 
selected in every category (except for categories 
with zero parents) and there are only two 
exclusive categories, i.e., males selected always 
and females selected always. In this respect, 
schemes with equal numbers of parents selected 
from each age class are like discrete 
generations, i.e., there are only two categories 
that do not compete for being selected. 
APPENDIX B shows that equations 30 and 31 
of NOMURA (1996) reduce to AFY = 
Ymm [a2m + a2mQ2C2m ] + Vmf[a) + a2fQ2C) ] , 
which is equivalent to the first term of Equation 
1. This result is a re-scaling of discrete 
generations, i.e., with discrete generation, as = 
l/(2Ns), with overlapping generations and two 
exclusive categories each contribution half, as = 
\l{2nsL), where L is the generation interval. 
Summation of contributions over the number of 
parents per generation shows that they sum to 
one, Xl/(2A'mL) + " ^ 1 / ( 2 ^ ^ ) = 1. 
Furthermore, NOMURA (1996) calculated Q 
using (I-P)"1 [P is a gene flow matrix 
identifying the contribution of parental age 
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groups to selected offspring multiplied by the 
proportion of genetic variance remaining after 
selection, appendix in NOMURA (1996)], which, 
for his special case, is equivalent to our ( I -
GT*nTr ' (see Equation 10, WOOLLIAMS et al. 
1999). Analogous to SANTIAGO and 
CABALLERO (1995), NOMURA (1996) calculated 
C] omitting the (l-l/ns). Contrary to SANTIAGO 
and CABALLERO (1995) and to the present 
study, NOMURA (1996) included a term C2SS in 
the calculation of \n(s) [the first term in 
equation 22 of NOMURA (1996)]. Finally, 
NOMURA (1996) considered only one 
generation inheritance of selective advantage 
when he calculated the total contribution of age 
classes. [See equation 8 of NOMURA (1996), 
which is equivalent to solving a from Not = 
GTNa instead of using Equation 9 (WOOLLIAMS 
etal. 1999)]. 
Stochastic simulation: To examine the 
accuracy of the prediction equations, the 
breeding scheme described in the "population 
model" section was simulated and rates of 
inbreeding were calculated from simulated data. 
The simulation procedure is described in BlJMA 
and WOOLLIAMS (1999). In the simulated data, 
an ancestor cohort tt and a descendent cohort t2 
were chosen (BIJMA and WOOLLIAMS, 1999). 
Inbreeding coefficients of individuals in cohorts 
f; and t2 w e r e calculated from the simulated 
pedigree, using the algorithm of MEUWISSEN 
and Luo (1992). Rates of inbreeding per year 
were calculated as A/7,, = 1 -
1- F, 
\-F, 
where F, andF, are the average inbreeding 
coefficients in cohorts tt and t2 respectively. 
Rates of inbreeding per generation were 
calculated as AFL = LAFY- Results were 
averaged over 500 replicates. 
Results 
Discrete generations: For examination of the 
accuracy of predictions and to identify the 
origin of prediction errors, Table 1 shows 
simulated and predicted AF. Two types of 
predictions are in Table 1, AFpred* is the 
prediction using a and 3 estimated from 
simulation, and AFpred is the full deterministic 
prediction using a and P from Equations 9 and 
10. Differences between AFpred and AFpred* 
reflect prediction errors originating from the 
prediction of P (in discrete generations, as = 
l/(2Ns) is known). Differences between AFsim 
and AFpred reflect errors in Equation 1. 
Generally, errors of the full prediction in 
Table 1 are small, most errors are below 5%, 
maximum errors are up to 8.1% and trends 
agree well between simulations and predictions. 
Though errors are small, some trend can be 
observed. Most errors are positive and errors 
tend to be highest for Nm = 10, but errors tend 
to be negative for n0 = 8 and Nm = 100. 
Prediction errors are partly due to errors in the 
prediction of P, i.e., AFpred is generally more 
accurate than AFpred, Because we have 
approximated the hypergeometric variance of 
family size by a binomial variance, positive 
errors for small numbers of parents were 
expected. The correction for hypergeometric 
variances becomes larger with fewer parents 
(BURROWS, 1984b), whereas a binomial 
99 




























































„) and from prediction (&Fp„d* 































AFp„j)' for populati 























































*AFp„d* = prediction using a and 0 from simulation, AFp„d = full prediction, h£ = base generation heritability, Nm - no. of selected 
sires, d = mating ratio, n„ = number of offspring per dam. bStandard errors of simulation result were approx. 1 % of the estimate. 
correction is unaffected by the number of 
parents. Because the correction is a negative 
value, a binomial correction results in an over-
prediction for small numbers of parents. The 
current prediction was compared to the 
prediction of SANTIAGO and CABALLERO (1995; 
results not shown). As expected from the close 
agreement between equations of both methods, 
both methods gave very similar results. 
Relationship of AF with heritability and 
selection intensity: Figure 1 shows the 
relationship between AF and heritability (h%), 
for Nm - Nf = 20 and for three selection 
intensities (n0 = 2, 8 or 32 —> i = 0, 1.271 or 
1.967). Though relationships of AF with 
heritability and selection intensity can be 
inferred from other studies (e.g., WRAY and 
THOMPSON 1990), they have never been 
explored in detail. 
Figure 1 shows that AF has a maximum for 
intermediate heritabilities, (except for n0 = 2) 
and changes in AF are more pronounced with 
greater selection intensity. The maximum of AF 
for intermediate h2 is due to the Bulmer effect. 
When the Bulmer effect is ignored in Equation 
7 (i.e., K= 0), the rate of inbreeding increases 
with h2 over the whole range. The logic behind 
this is that with increasing h2 the reduction of 
between family variance increases, reducing the 
importance of the family component in the 
phenotype. Note also that the intraclass 
correlation between full sibs [p = Vih2(l-idi2)} 
has a maximum for h2^ = l/(2/c), which, for a 
common value of K= 0.8, equals h^ = 0.625. 
For hi = 0 and with Poisson family size, 
Equation (1) reduces to E[AF] = l/(SNm) + 
l/(8Nf) = 0.0125 (WRIGHT, 1969 p. 212). 
With n0 = 2, one male and one female 
offspring are selected from every pair of 
parents, which gives zero variance of family 
size, P = 0 and minimal inbreeding. Expected 
long-term genetic contributions are equal for all 
parents and the variance of the contributions is 
zero, i.e., expected and realized contributions 
are equal. The absence of variance of family 
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FIGURE l.-Relation of predicted (lines) and simulated 
(symbols) rates of inbreeding (AF) with heritability h^ 
for populations with discrete generations, with 20 sires 
and 20 dams and varying number of offspring per dam 
(/!„). n0 = 2: OAFsim ; AFpred- n„ = 8: A AFSim ; - -
- AFpred- n0 = 32: O AFSin ; AFpred-
size with n„ = 2 is taken into account by the 
correction of AF for deviations of V„ from 
Poisson variances. Without this correction, 
AFpred is equal to a situation with hi = 0 and 
Poisson family size, resulting in AFpred = 
0.0125. The correction halves the prediction to 
0.00625. This is an established result 
(FALCONER and MACKAY, 1996, p. 69). In the 
absence of variance of family size, which can 
only be achieved for d = 1, effective population 
size equals twice the actual population size, Ne 
= 2(Nm + Nf) and E(AF) = l/2Ne = 1/(4*40) = 
0.00625. 
With higher selection intensities, (n0 = 8 or 
32), AF increases considerably with heritability. 
For example, for h2 = 0.6, AF increases by 54% 
compared to random selection (i.e., h2 = 0) for 
n0 - 8, and by 105% for n0 = 32. The large 
increase of AF with selection intensity 
originates from the regression of the number of 
selected offspring on the breeding value of the 
parent, which is linear in i (A = lAia'px), giving 
a quadratic term in AF (Equation 7). Large 
values of A indicate that the population 
descends for a large proportion from only a few 
ancestors. 
For practical selection intensities (n0 = 2, 8), 
there is close agreement between AFpred and 
AFsim. For large selection intensities, errors are 
larger (e.g., for n0 = 200, Nm = Nf= 40 and h2 = 
0.4, an error of -18% was found). Large errors 
for extreme selection intensities do not 
undermine the general theory, i.e., Equation 1 is 
still valid, but the linear model (Equation 2) 
may be insufficient to predict expected genetic 
contributions (WOOLLIAMS and BUMA, 1999). 
Overlapping generations: Table 2 shows 
simulated and predicted rates of inbreeding per 
generation and generation intervals. Predictions 
of AF using a and P from simulation (such as 
AFpred in Table 1) are not included, because 
standard errors on P were too large to draw 
conclusive inferences. Because the potential 
number of alternative schemes is very large 
with overlapping generations, a wide range of 
schemes was evaluated. Only schemes 1,3,5,6,7 
are within the scope of NOMURA (1996). 
Schemes 1 to 5 represent a situation with two 
age classes with gradually increasing ages of 
females. Scheme 6 is similar to scheme 5 but 
with a mating ratio of two. Scheme 7 has equal 
numbers of parents in all categories. With 
schemes 8 and 9, parents were ranked across 
age classes on estimated breeding values 
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Table 2.-Rates of inbreeding per generation from simulation (AFsim) and from prediction (AFpred) and generation intervals 

























































































































*For n„ = 8, N = distribution of parents over age classes, AQ = base generation heritability. ' n„ 
of Afsim were approx. 1% of the estimate. 
= 4 for this scheme. Standard errors 
[EBVa = h2 (PiX- Pk)] and the highest ranking 
Nm males and Nf females were selected across 
age classes, which gives the highest genetic 
level of the offspring in the next cohort (JAMES, 
1987). This strategy resulted in N = 
diag{ 19,1,38,2} for n„ = 8 and N = 
diag{ 18,2,33,7} for n0 = 4 (for both h20 = 0.2 
and 0.5). Furthermore some arbitrary schemes 
with three and four age classes were evaluated 
to show that predictions are also accurate for 
more than two age classes. Prediction errors of 
AFL were small, with most less than 5%. The 
maximum error was 6.6% and most errors were 
positive. Similar to the case with discrete 
generations, positive errors for small numbers 
of parents were expected due to the binomial 
approximation for the variance of family size. 
Generation intervals are systematically 
underpredicted in Table 2 (except for schemes 
with only one reproductive category per sex, in 
which case L is fixed; schemes 1, 5 and 6). The 
underprediction is entirely explained by the way 
"repl 
Lsim is calculated, i.e., Lsim = 1/n , ^Lk , 
where Lk = 1/ YJnlal , i.e., generation interval 
/ ;=i 
is calculated per replicate as the time in which 
genetic contributions sum to unity, and 
subsequently averaged over replicates (BUMA 
and WOOLLIAMS, 1999). However, if a was 
averaged over replicates and Lsim was calculated 
from the average, i.e., Lsim = 1/ X n * a * > m e n 
/ 4=1 
Lpred and Lsim were in very close agreement 
(results not shown). This result was expected 
from the non-linear relationship between L and 
a, so that E[L] differs from 1/ ^nkE[ak ]. 
Results from the current prediction were 
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FIGURE 2.-Relation of the proportion of parents from the 
second age class (pi) with predicted (lines) and simulated 
(symbols) generation intervals (L) and with rates of 
inbreeding per year (AFy), and per generation (AFL), for a 
population with two age classes, Nm = 20, Nf = 20, t% = 
0.4 and n„ = 10. • AFy,am; AFy,pnd; A AFi,sim ; 
AFl^pred > "*• Lsim \ Lpred. 
NOMURA (1996) for the special case of equal 
numbers of parents selected from every age 
class (results not shown). As expected from 
theory, results from both methods were similar. 
Relationship between AF and distribution of 
parents over age classes: Figure 2 shows the 
relationship between the rate of inbreeding (per 
year and per generation) and the proportion of 
parents selected from the second age class (p2), 
for a population with two age classes, Nm = Nf = 
20, hi = 0.4 and n0 - 10. With the exception 
of P2 - 0, 0.5 and 1.0, these schemes are beyond 
the scope of NOMURA (1996). Generation 
interval was also included in Figure 2. On the 
horizontal axis, parents are shifted from all 
parents in the first age class (p2 = 0, N = 
diag{ 20,0,20,0}) to all parents in the second 
age class (p2 = 1, N = diag{0,20,0,20}). For p2 
= 1, no predictions are presented (i.e., no lines, 
only symbols), because in this scheme there are 
two distinct sub-populations that do not mix, 
i.e., individuals born in odd numbered cohorts 
are one population and individuals born in even 
numbered cohorts are the other population. This 
scheme violates the assumption of one 
randomly mating population in the derivation of 
AFpred. The populations should, therefore, be 
treated separately, which resulted in accurate 
predictions. Despite the complex relationship 
between AF and p2 in Figure 2, where for 
example AFY is nearly constant before declining 
sharply, accurate predictions were obtained 
throughout. The rate of inbreeding per year has 
a flat curve with a maximum for p2 = 0.5, 
because the increase of AFL with p2 is 
counteracted by an increase in the generation 
interval, and as a result, AFY = AFJL shows 
only slight increase before p2 = 0.5 and steep 
decrease after p2 = 0.5. 
For random selection, HILL (1979) showed 
that the rate of inbreeding with overlapping 
generations is related to the lifetime variance of 
family size and the number of parents entering 
the population per generation. The same pattern 
can be observed in Figure 2, which shows that 
AFL has a maximum when parents are equally 
distributed over age classes, i.e. for N = 
diag{ 10,10,10,10}, where the 10 parents 
selected in age class 1 the first year are the 
same as the 10 parents selected in age class 2 
the next year. Thus only 10 distinct parents are 
selected from every cohort for this scheme, and 
with L = 1.41 the number of parents entering 
the population per generations equals only 14.1. 
For N = diag{ 20,0,20,0}, twenty distinct 
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FIGURE 3.-Comparison between full line subdivision, partial migration and one line, with an equal total number of 
parents per year. Numbers at lines represent the number of parents per sex, h$ = 0.4, n„ = 6. 
parents are selected from every cohort and, with 
L = 1, twenty parents enter the population per 
generation. The rate of inbreeding per 
generation reaches a minimum for p2 = 0.95 (N 
= diag{ 1,19,1,19}). At first glance, this result 
may seem counter intuitive, i.e., one might 
expect approximately equal rates of inbreeding 
per generation for N = diag{ 19,1,19,1} and for 
N = diag{ 1,19,1,19}. However, for N = 
diag{ 1,19,1,19}, nineteen distinct individuals 
are selected from every cohort and, with L = 
1.90, the number of parents per generation 
equals 36.1. 
Line subdivision and migration: As 
mentioned earlier, the scheme with N = 
diag{ 0,20,0,20} has two non-mixing lines. 
Changing this scheme to N = diag{ 1,19,1,19} is 
equivalent to allowing some migration between 
both lines. Figure 3 shows a comparison 
between full line subdivision, line subdivision 
with migration and one single line, for schemes 
with 2 or 3 age classes. Note that the total 
number of parents per year is equal per 
comparison. The comparison shows that 
allowing some migration between lines 
substantially reduces AFL (i.e., 0.0104 vs. 
0.0141 and 0.0075 vs. 0.0141). The smallest AF 
is obtained when lines are joined together, 
giving N = diag{40, 40} with a cohort interval 
of 2 years and N = diag {60, 60} with a cohort 
interval of 3 years. When comparing these rates 
of inbreeding, it must be realized, however, that 
the schemes with full line subdivision 
accumulate a between line genetic variance 
equal to 2(l-l/nlines)F<T^0, where the ( 1 -
l/«iines) accounts for the fact that the mean is 
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FIGURE 4.-Relation of heritability with simulated 
(symbols) and predicted (lines) generation interval (L) 
and with the rate of inbreeding per generation (AFL), 
with n0 = 8; for two different breeding schemes, Sj: N = 
diag{ 16,4,16,4} and S2: N = diag{4,16,4,16}. Si: O 
AFusim '• AF^pred ', A Lslm \ Lpred- $2'- • 
&FL,sim ; Af"L,pred \ ^ Lsim ; Lpred-
the observed variance in the sample (FALCONER 
and MACKAY, 1996, p. 265). The total genetic 
variance at time t, i.e., a\, = a2Aibmitm + 
^Iwito equals o2M for N = diag{0,20,0,20} 
and o2M(l+y3Ft) for N = diag{0,0,20,0,0,20}. 
Thus the total genetic variance is larger with 
full line subdivision. 
Relationship between AF and heritability: 
Figure 4 shows the relationship between h2 and 
AFL, for two breeding schemes. The first 
scheme (5;) has most parents in the first age 
class, N = diag{ 16,4,16,4}, whereas the second 
scheme (S2) has most parents in the second age 
class, N = diag{4,16,4,16}. With S,, AFL has a 
maximum for hi = 0.5-0.6, similar to the 
discrete generation case (See Figure 1). With 52 
however, AFL increases with heritability over 
the whole range. The increase of AFL with hi 
for S2, is mainly due to an increased 
contribution of parents in age class one at high 
heritabilities. With high heritability, genetic 
gain is large, which gives offspring of one-year-
old parents an increased selective advantage. 
This increases the contribution of parents in age 
class one relative to the contribution of parents 
in age class two. For example, with 52 and hi -
0.5, expected genetic contributions of average 
parents are: ccT = [0.027 0.012 0.027 0.012], 
whereas for hn 0.9, expected genetic 
contributions of average parents are a = [0.040 
0.011 0.040 0.011]. This result shows that, with 
increasing hi, the genetic contributions 
become distributed more unequally over 
parents, resulting in a higher sum of squared 
contributions and therefore in an increased AF. 
Furthermore, with 52, P increases with 
heritability, resulting in increased differences 
between genetic contributions of different 
parents selected from the same category, which 
further increases AF. 
Rates of inbreeding per year can be obtained 
from Figure 4 as AFY= AFrfL, which shows the 
same trends with hi as AFL. In conclusion, 
results from Figure 4 show that, in contrast to 
the case of discrete generations, no general 
pattern can be observed in the relationship 
between AF and hi with overlapping 
generations. 
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Discussion 
Explicit prediction equations for rates of 
inbreeding in populations with either discrete or 
overlapping generations undergoing mass 
selection were developed, following the 
approach of WOOLLIAMS and BUMA (1999) and 
WOOLLIAMS et al. (1999). Except for extreme 
selection intensities in females, predictions were 
accurate for discrete as well as for overlapping 
generations. Though based on a different 
approach, the current method extends the 
method of NOMURA (1996) to populations with 
overlapping generations and an arbitrary 
distribution of parents across age classes, 
removing the stringent restriction of NOMURA 
(1996). Relationships between rates of 
inbreeding and genetic and population 
parameters were also presented. General 
relationships apparent in discrete generations 
could not be extended to overlapping 
generations. For the prediction of rates of 
inbreeding in overlapping generations, it is 
crucial to account for the inheritance of 
selective advantage both between and within 
categories. For discrete generations with only 
two categories (males and females) which do 
not compete for selection, only competition 
between selection candidates within categories 
is relevant. 
The current method was compared to 
methods based upon the proportion of genetic 
variance transmitted to the offspring, which 
showed that with random mating, the equations 
of both SANTIAGO and CABALLERO (1995) and 
NOMURA (1996) can be reduced to simple 
expressions in terms of expected genetic 
contributions. SANTIAGO and CABALLERO 
(1995) suggested that the differences between 
their results using the reduced genetic variance 
and those of WOOLLIAMS et al. (1993) using 
long-term contributions were due to the 
difference in approach. The present results 
show that the differences obtained previously 
were most likely due to errors in the derivations 
involving complex pathways over multiple 
generations, that were needed by WOOLLIAMS 
et al. (1993). These complexities were avoided 
by SANTIAGO and CABALLERO (1995). 
However, WOOLLIAMS and BUM A (1999) were 
able to derive the present results using long-
term contributions by modelling the transfer of 
selective advantages in a single generation by 
assuming an equilibrium. The idea of basing 
the prediction on Bulmer's equilibrium 
variances was introduced by SANTIAGO and 
CABALLERO (1995). However, their approach 
to modeling the inheritance of selected 
advantage by the proportion of genetic variance 
retained is correct only for mass selection, 
whereas the approach of WOOLLIAMS et al. 
(1999) is general. 
Prediction errors became large when the 
number of selection candidates per dam became 
extremely large (Figure 2), but these situations 
are out of the scope of most artificial selection 
programs. Certain species {e.g., fish or chicken) 
are able to produce many offspring per dam, but 
the number of selection candidates per dam is 
generally lower. High selection intensities in 
males can easily be obtained with a limited 
number of selection candidates per dam when 
the mating ratio is large. For these situations 
predictions were accurate (see Table 1, schemes 
with d = 5, n0 = 8 -> i = 2.063). The errors with 
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large n0 were not present for low h (results not 
shown), which indicates that the current method 
is also applicable to species with a large number 
of offspring when natural directional selection 
acts on a trait with low heritability. 
In this article, equations for predicting rates 
of inbreeding were developed assuming a 
model of truncation selection on a normally 
distributed trait controlled by an infinitesimal 
model of gene effects. The predicted rate of 
inbreeding relates to homozygosity (by descent) 
at a neutral locus, unlinked to genes affecting 
the trait under selection (WOOLLIAMS and 
BUMA 1999). When the infinitesimal model 
does not hold and the number of genes affecting 
the trait is large or when the number of 
chromosomes is small, it is questionable 
whether neutral and unlinked loci exist at all. 
When loci are non-neutral, or linked to non-
neutral loci, predicted rates of inbreeding can 
not be related directly to the homozygosity at 
the locus, because a covariance between the 
genetic contribution and the gene frequency will 
arise due to selection (WOOLLIAMS and BUMA 
1999). However, the rate of inbreeding can still 
be related to rates of inbreeding obtained by 
analyzing pedigrees using WRIGHT's (1922) 
path coefficient method, or MALECOT's (1948) 
coefficient of kinship, and also to estimates of 
inbreeding depression based on inbreeding 
levels calculated from the pedigree. Recently, 
SANTIAGO and CABALLERO (1998) extended 
prediction methods for effective population size 
to populations with linked loci undergoing mass 
selection, but for discrete generations only. 
In general, to obtain accurate predictions of 
AF one needs to account for more than one 
generation of inheritance of selective advantage 
between categories. It was sufficient for 
NOMURA (1996) to account for only a single 
generation because of the special case of equal 
numbers of parents per age class. In that case, 
shifting contributions between age classes has 
only a minor effect on AF because the 
contributions will remain with the same 
individuals with the same relative fitness, 
because every individual is selected in every 
category. The lifetime contribution will not be 
affected therefore. For schemes where the 
number of parents differs between age classes, 
shifting of contributions between categories 
means shifting to other individuals (at least 
partly), which will affect the lifetime 
contribution. Consider, for example, scheme 10 
in Table 2 with hi = 0.5. Accounting for only 
one generation of inheritance (i.e., calculating a 
from Na = GTNa, WOOLLIAMS et al. 1999) 
gives AFp^ = 0.0128, an error of -21%, 
whereas using Equation 9 gives AFpred = 
0.0159, an error of only -2%. 
The use of long-term genetic contributions to 
predict rates of inbreeding has several 
appealing properties. First, the derivation of the 
relationship between rates of inbreeding and 
genetic contributions is based directly on the 
probability of alleles being identical by descent, 
which enhances the intuitive understanding 
(WOOLLIAMS and BUMA, 1999). Furthermore, 
rates of genetic gain can easily be obtained 
from the covariance between the genetic 
contribution and the Mendelian sampling 
component of the breeding value (WOOLLIAMS 
and THOMPSON, 1994; WOOLLIAMS et al 
1999), which integrates methods for predicting 
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genetic gain and rates of inbreeding. Finally, the 
prediction procedure for genetic contributions 
describes mechanisms determining the impact 
of current individuals on future populations and 
the turn over rate of genes, and gives therefore 
an understanding of the mechanisms 
determining the development of the pedigree 
(WOOLLIAMS et al. 1999; BUMA and 
WOOLLIAMS, 1999). Because the approach is 
general, it is clear how prediction equations can 
be extended to other situations. 
With a fixed total number of parents selected 
per year, populations showed maximum rates of 
inbreeding (per year and per generation) when 
the number of parents entering the populations 
per generation was least, which occurred with 
an equal number of parents in every age class. 
Rates of inbreeding were smallest when most 
parents were in the older age classes, because 
those schemes had the largest number of parents 
entering the population per generation. This 
result broadly resembles the results of HILL 
(1974) for random selection in overlapping 
generations, although selected populations have 
an additional component of inbreeding arising 
from the expected differential contributions 
within age classes which will modify this 
relationship. Schemes with most parents in the 
later age classes resembled population 
subdivision with some migration between lines. 
Because the selective advantage of categories 
depends on heritability, genetic contributions of 
categories are strongly affected when 
heritability changes (BUMA and WOOLLIAMS, 
1999), i.e., contributions generally shifted to the 
younger age classes when heritability increased. 
Therefore, no general relationship between 
heritability and rate of inbreeding could be 
observed with overlapping generations. 
In this article, equations were developed to 
predict rates of inbreeding for diploid 
populations with two sexes under controlled 
selection. The results are therefore primarily 
relevant for populations under artificial 
selection, for example in animal breeding or in 
selection experiments. Though this article 
focuses on mass selection within age classes, 
results for mass selection across age classes can 
easily be accomplished by choosing the 
appropriate N, as in scheme 8 and 9 in Table 2. 
An extension to situation where individuals in 
older age classes have more information, e.g., 
progeny information, only requires the 
calculation of probabilities of selecting the 
same individual at different ages, which can be 
done using standard index theory. The method 
can also be extended to other selection 
strategies and modes of inheritance (e.g., index 
selection and imprinting), using the key results 
of WOOLLIAMS and BUMA (1999) and 
WOOLLIAMS et al. (1999). 
In animal breeding, optimization of breeding 
programs has focussed for a long time on the 
maximization of genetic gain for the short term, 
partly because methods to predict long-term 
response were not available. When rates of 
inbreeding in selected populations can be 
predicted, predictions of long-term response 
under the infinitesimal model become available. 
This article enables methods for the 
optimization of breeding schemes on the long-
term (e.g., VlLLANUEVA et al. 1996, 
VlLLANUEVA and WOOLLIAMS, 1997) to be 
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extended to populations with overlapping 
generations and mass selection. 
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Appendix A 
Discrete generations 
Derivation of Equation 6: Starting from Equations 
1 
4Nt 
3 and 4, and substituting: a2 = 
2 = _ o i A A .,. -i = ^(j^) and 
(1-n)2 2 
E[(A,S-AS)2] = (l-l/Ns)a2A(l-Ksh2), it 
follows that: E[ufm] 
1 i2 (l-l/Nm)a2A(l-Kmh2) 
1 
Wi 
47V2 al a+Kh2)2 
1 ,-* (l-HNf)a2A(l-Kfh2) 2 
'- '—, and E[ufj] 
AN) a2P (l + Kh2)2 
1 l j2 (l-l/Nf)aA(l-KfhZ) 
4Ni 4NJ a\ (l + Kh2)2 
1 1 i2 (.l-VN„)(TA(l-Kmh2) 
d2 4Nl al (l + Kh2)2 
Substituting those expressions into E[AF] = 
l/2NmE[u2m] +YiNfE[u2f} and using a2A/a2P=h2 
and d = Nf/Nm gives Equation 6. 
Derivation of Equation 8: With a binomial 
distribution of family size, the deviation from a 
Poisson variance equals: np(l-p) -np = -np2 , where 
n is the number of candidates (Vin„d for sires and 
Vm0 for dams) and p is the selected proportion 
[l/(l/2n„d) for male offspring and l/(Vin„) for female 
offspring]. Elements of \„(S).dev are therefore: \„(m),dev 
= [~l/(V2 n0d), 0; 0, -d/(V4«„)] and V ^ * , = [-
ll(lAn0 d2), 0; 0, -l/(V4n„ )]. From Ss = aTV(If4(fcva it 
follows that: <5m = -l/[(V2n0d)(4N2m)] 
-dimn0)(4N))} and Sf = -ll[(Vzn0 (?)(4 N2m)} 
-l/[(Yin0)(4NJ)]. The total correction equals 
±Nm8m + jNfdf = -lWricNf) - l/(8n„/v» = 
-1/(87), where T=1/2n0Nf. 
Example: For Nm = 20, Nf = 60, n0 = 8 and h2 = 
0.4, selected proportions, selections intensities and 
variance reduction coefficients are pm = 0.083, py = 
0.250, im = 1.839, i) = 1.271, i = 1.555, Km = 0.839, 
/Cy=: 0.759, K= 0.799. BULMER'S (1971) equilibrium 
genetic variance and heritability are aA = 0.314, h2 
= 0.343. From Equation 6 AF for a Poisson variance 
of family size equals: AFpoisson = 0.00625 + 0.00208 
+ 0.1277[0.02255 + 0.01212] = 0.01276. From 
Equation 8, the correction equals -1/1920 = -
0.00052 and the final prediction is E[AF] = 0.0122. 
Relation to Santiago and Caballero (1995): 
Equation 36 of SC95 equals: 
N„=4N, 1 1 
— + (!-«/,,) 
2S„ 2 "\ 
+ 4QiCis (l + a , , J+2a 0 ) 
where Sss. is the variance of family size due to 
random sampling. Assuming a/j = do = 0 with 
random mating, and with Poisson family size, fia- = 
/VJ'/A/J, S2S. = Ns-/Ns, and Ssmj^ = 0 this reduces to: 




denotes the sex other than s. With E[AF] = l/(8/Vcm) 
+ l/(8Ne/) it follows that E[AF] = [l/(8NJ + 









' /2Wm^ +a2mQ2C2m] + YiN,\i2f +a)Q2C2f\ where 
CC2=WN2). 
Deviations of V^s)from Poisson variances: With a 
constant number of selection candidates available per 
litter, SjS. is hypergeometric and SC95 use a 
binomial approximation, S2S.= (Ns-/Ns)[l-
(Ns-/(N/i)]. The difference from a Poisson variance 
is, AS2S. = - N2 /(N2n), and with als = do = 0 the 
change in effective population size per sex equals 
ANes = 4NA*S2m/n2m + *s\,llt\Y The 
correction of AF equals \/(SANem) + V(&ANj). 




Corrections for deviations of \n(k) from Poisson 
variances: From Equation 1, the correction equals 
Y% X* «*#* - w he re 4 = aTV„Wideva and Vn(t)>dev is a 
2cmarx2cmat matrix with deviations of V„^ from 
Poisson variances (WOOLLIAMS and BUMA, 1999). 
Similar to the case of discrete generations, deviations 
from Poisson variances are -np2, where n is the 
number of candidates (}/m,4 for sires and Vin0 for 
dams) and p is the selected proportion. The selected 
proportion in subclass Id, i.e., among offspring in 
category k descending from parents in category I, 
equals pu - pkgul g®, where pk is the selected 
proportion in category k(pk = n,JT), and gu and g°, 
are elements of the modified gene flow matrix (G) 
and the conventional gene flow matrix (Go) 
respectively. The element gu represents the 
proportion of selected offspring in category k 
descending from parents in category /, and g° 
represents the proportion of candidates for selection 
in category k descending from parents in category / 
(WOOLUAMS et al. 1999). Therefore, Vn(0dev(/t,Jt) 
equals -jn0dplgu /[gu]2 when the parent is a 
male, and -jn0p2gu/[g°]2 when the parent is a 
female. Off-diagonal elements of \^t).dev are zero 
with binomial family size. 
Example: For N = diag{ 12,8,15,25), hi = 0.4, 
and n0 = 4; selected proportions, selection intensities 
and variance reduction coefficients are, p = (0.1500 
0.1000 0.1875 0.3125), i = (1.5544 1.7546 1.4357 
1.1331), K = (0.8051 0.8297 0.7877 0.7306). 
Predicted alpha, beta, generation interval and 
BULMER'S (1971) equilibrium genetic variance and 
heritability are (see BUMA and WOOLLIAMS, 1999 for 
an example of the prediction of a and P), ccT = 
(0.01974 0.01454 0.01171 0.00710), pT = (0.02228 
0.01829 0.01251 0.00904), L= 1.416, a\ = 0.3355, 
h2 = 0.3586. The conventional and modified gene 
flow matrix are (BUMA and WOOLLIAMS, 1999), 
"0.3 0.2 0.1875 0.3125" 
1 0 0 0 
0.3 0.2 0.1875 0.3125 
0 0 1 0 
G0 = 
G = 
"0.3245 0.1755 0.2291 0.2709" 
0.3276 0.1724 0.2347 0.2653 
0.3227 0.1773 0.2258 0.2742 
0.3180 0.1820 0.2175 0.2825 
For N = diag{ 12,8,15,25}, there are four exclusive 
categories: 1. males selected both at one and two 
years of age (i.e., the eight highest-ranking males), 
for which E[u2s=l] = £[(« j t = 1+M j t = 2)2]-2-males 
selected only at one year of age (i.e., males ranking 9 
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through 12), for which E[u2s=2] = E(uik=l)2 , 3. 
females selected both at one and two year of age 
(i.e., the 15 highest-ranking females), for which 
E[M2 S = 3] = £[(« j j i = 3+M a = 4)2] , and 4. females 
selected only at two years of age (i.e., females 
ranking 16 through 25), for which E[u?s=i] = 
E(uik=i). Summation of expectations of squares 
and cross-products over categories s, gives, for 
males, i * , ^ , ) = 12 £(«£ . , ) + 8£(H2t=2) + 
4 
2x8 E(uik=1ulk=2), and for females, ^jnsE(uis) = 
15E(«2t=3) + 25E(«2 t=4) + 2xl5£(« a = 3«,. t = 4) 
(See also Equations 11 and 12). 
From Equation 14, E(u2A) = a2 + 
( l - l / n ^ / J f a J a - i r . A 2 ) + 
d {a} - a) + a\ [(1 - 1 / n, )tf (1 - K,h2)]/} 
0.0003897 + 0.0001086 + 0.0000606 = 0.0005589. 
(Bars with subscript / denote averages over female 
categories weighted by the number of dams in the 
categories, e.g., a2 = (15 x 0.011712 + 25 x 
0.007102)/40 = 0.829xl0"4). Similarly, for females 
E(u2k) is calculated from Equation 15. From 
Equation 16, E(ui3ulA) = a3a4 + 
(l-l/n^PsPtald-Kih2) + a3M(A3-A4] = 
0.0000831 + 0.0000254 + 0.0000111 = 0.0001196. 
Using Equation 13 (notice the re-ordering), with 
N0 = diag[ 12,8,25,15} and 











£(AF,) = | l r 
0 0 0 
u\ 0 0 
0 «2 0 











, the rate 
family size is 
N0U01 = 0.0123. Instead of using 
the matrix form of Equation 13 
cma. < 2 % 
, one can also use 
E(AFY) = f £ n,E{ul) +£ f nsE(ul) with the 
summations calculated as above. 
The correction for deviations of V„, 
'K(S) from Poisson 
variances, e.g., for sires in age class one to selected 
male offspring in age class two, is Vn(1)dev(2,2) = 
-jn0dplgll/[g°l]2= -0.0477. The full matrix for 
sires in age class one equals: 
"-0.1053 0 0 0 
0 -0.0477 0 0 
0 0 -0.1627 0 
0 0 0 -0.4389 
,
n(l)4ev 
The matrices for other age classes are: Vn(2),dev = 
diag{-0.0692, -0.0297, -O.1105, -0.3235}, Vn(3)idev 
= diag {-0.0672, -0.0313, -0.1020, -0.2629}, 
Vn(4),dev = diag {-0.0338, -0.0144, -0.0541, -
0.15957}. Delta is: 8T = [-9.554 -6.474 -6.004 -
3.168]xl0"5 , e.g., Si = aTVn(i),devCX = -9.554xl0"5. 
The correction factor is X S t " t ^ t = 0.0004, 
resulting in AFY = 0.0123 - 0.0004 = 0.0119 and 
AFL = LAFy = 0.0168 . 
Relation to NOMURA (1996): Equation 30 of 






 i 1 ^ 
— + — 
Vkm Vkf 
( l - a t ) 
Pkm Pkf 
(l + a*) 
Note that the denominator is analogous to SC95. 
Analogous to SC95, this reduces to E[AFy] = 
j _ + e 2 c 2 
4ni 4nl + ?"/ 
l Q2c) 
4n2, 4n2 
where nm and nf are the number of male and female 
parents selected from every age class. With 
Y,nkak (BLTMA and WOOLLIAMS, 1999) and, 
since in total males and females contribute equally, 
cmax 2^max 
Y,nmak ~ Ln/ak < i l follows that \IL = 




Zjak= am and S a * = °f< which are the 
K=l ^ = C m a x " ' " 
expected lifetime genetic contributions for an 
average male and for an average female respectively. 
Substitution gives E[AFy] = l/2tim\ocl + a2mQ2C2m\ + 
Vmf\t)+a)Q1C1f\. 
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Prediction of Rates of inbreeding in Populations Selected on 
Best Linear Unbiased Prediction of Breeding Value 
Piter Bijma* and John A. Woolliams* 
* Animal Breeding and Genetics Group, Wageningen Institute of Animal Sciences, Wageningen University, 
6700 AH Wageningen, The Netherlands and ^oslin Institute (Edinburgh), Roslin, Midlothian EH25 9PS, U.K. 
Abstract - Predictions for the rate of inbreeding (AF) in populations with discrete generations 
undergoing selection on Best Linear Unbiased Prediction (BLUP) of breeding value were developed. 
Predictions were based on the concept of long-term genetic contributions using a recently established 
relationship between expected contributions and rates of inbreeding and a known procedure for 
predicting expected contributions. Expected contributions of individuals were predicted using a linear 
model «,(j) = a, + PJS^XI, where s,w denotes the selective advantage as a deviation from the 
contemporaries, which was the sum of the breeding values of an ancestor and the breeding value of its 
mates. The accuracy of predictions was evaluated for a wide range of population and genetic 
parameters. Accurate predictions were obtained for populations of 5 up to 20 sires. For 20 up to 80 
sires systematic underprediction of on average 11 % was found, which was shown to be related to the 
goodness of fit of the linear model. Using simulation, it was shown that a quadratic model would give 
accurate predictions for those schemes. Furthermore, it was shown that, contrary to random selection, 
AF less than halved when the number of parents was doubled, and that in specific cases, AF may 
increase with the number of dams. 
In genetic evaluation of individuals, Best Linear Unbiased Prediction (BLUP) 
(HENDERSON 1963, 1975) of additive genetic 
merit is an increasingly applied procedure in a 
variety of fields. Though developed in the 
context of livestock breeding programs, BLUP 
is now becoming an integral component of tree 
breeding (KERR, 1998) and has recently been 
introduced into fish breeding (GJ0EN and 
GJERDE, 1998). The BLUP procedure utilizes 
information of all relatives in an optimal way, 
to give the most accurate prediction of additive 
genetic merit. BLUP, therefore, has become the 
method of choice for estimating breeding values 
of individuals from field records of large and 
complex pedigrees (LYNCH and WALSH, 1998). 
Selection on breeding values estimated using 
BLUP allows for increased genetic selection 
differentials and gives the highest response 
from a single cycle of selection (GOFFINET, 
1983). For this reason, truncation selection on 
BLUP of additive genetic merit has often been 
regarded as the optimal selection procedure 
(e.g., JAMES, 1987). 
In most selections schemes however, a 
balance needs to be found between short term 
and long-term selection response. Selection 
schemes that maximize short term response by 
Genetics in press 115 
INBREEDING WITH BLUP SELECTION 
utilizing all available information generally lead 
to increased rates of inbreeding (e.g., 
ROBERTSON, 1961; VERRIER et al. 1993). High 
rates of inbreeding (i.e., small effective 
population size) cause a decrease of genetic 
variation and a decreased accumulation of 
mutational variance (e.g., LYNCH and HILL, 
1986; KEIGHTLEY and Hnx, 1987), resulting in 
a reduction of long-term selection response and 
fitness. To safeguard the genetic variation of the 
population in the long-term, the rate of 
inbreeding needs to be restricted to an 
acceptable level. Therefore, besides the 
expected selection response, one needs to know 
the expected rate of inbreeding before being 
able to choose among breeding schemes. This 
requires a method for predicting rates of 
inbreeding in populations undergoing BLUP 
selection, which is currently lacking. 
The rate of inbreeding (AF) is proportional to 
the sum of squared long-term genetic 
contributions, and therefore, AF can be 
predicted using long-term genetic contributions 
(WRAY and THOMPSON, 1990). WRAY and 
THOMPSON (1990) obtained accurate 
predictions of AF for populations undergoing 
mass selection. However, their method was 
complicated due to the iterative nature of the 
prediction procedure and the need for 
predicting the variance of long-term genetic 
contributions. 
Recently, using long-term genetic 
contributions, a general procedure to predict 
rates of inbreeding in selected populations was 
developed by WOOLLIAMS et al. (1999) and 
WOOLLIAMS and BUMA (1999), simplifying and 
generalizing the approach of WRAY and 
THOMPSON (1990). Using that procedure, 
BUMA et al. (1999) developed predictions of 
AF for populations with discrete or overlapping 
generations and mass selection. WOOLLIAMS 
and BUMA (1999) developed predictions for 
populations with discrete generations and sib-
index selection. 
The current article extends the procedure for 
predicting AF to populations with discrete 
generations that are selected on BLUP of 
additive genetic merit, using the general 
approach of WOOLLIAMS et al. (1999) and 
WOOLLIAMS and BUMA (1999). Predictions of 
AF for BLUP selection have not been 
developed before. The accuracy of predictions 
will be evaluated by comparing predictions to 
rates of inbreeding observed in simulated data. 
Furthermore, it will be shown that, with BLUP 
selection, the relationship between AF and the 
size of the breeding scheme and between AF 
and the mating ratio differs qualitatively from 
those relationships with random selection. 
Finally, in DISCUSSION, the current prediction 
method will be compared to an extension of the 
method of BURROWS (1984a,b). 
Derivation of Expressions 
Population structure: This section describes 
the trait and the population structure for which 
rates of inbreeding will be predicted. The model 
described in this section will also be used in the 
simulations (See also BUMA et al. (1999) for 
details on the simulation procedure). Table 1 
shows the notation that will be used. The 
infinitesimal model is assumed. Phenotypic 
values were the sum of additive genetic values 
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TABLE l.-Notation used 



















Number of sires, number of dams, mating ratio d = N/Nm 
Number of offspring born per dam, total number of candidates 
Selected proportion and standardized truncation point for sex x 
Selection intensity, variance reduction coefficient for sex x 
Subscript, x = m or/denoting males or females 
Phenotype, breeding value, estimated breeding value (EBV) 
6x1 vector of index weights, 6x1 vector of index information sources 
Additive genetic variance, variance of A 
Accuracy of selection, heritability 
Sample correlation between EB Vs of full sibs, and between EB Vs of half sibs 
Rate of inbreeding, long term genetic contribution of individual; of sex x 
Selective advantage of individual i of sex x, variance of j , w 
Expectation of r^ conditional on J ; W 
Linear model for «,w = 0^+ @x Sj,x^ 
2x2-matrix of regression coefficients of o^ffspring on S^^M, element of II 
2x2 matrix of regression coefficients of the number of selected offspring on iparent 
Element of A, expected number of offspring of sex y selected from parent of sex x 
2x2 matrix of variance of family size, deviation of V„w from Poisson variance 
correction term needed when AV„W * 0, see Equations 1 and 9 
(breeding values) and environmental values, P 
= A + E. Heritability was h2 =a\la\ , where 
a\ is the additive genetic variance and a\ is 
the phenotypic variance. 
A population with discrete generations was 
modeled. Each generation, YiT male selection 
candidates and VzT female selection candidates 
were ranked on the BLUP of their breeding 
value (i.e., the estimated breeding value, 
denoted as A) and the highest ranking Afm 
males and Nf females were selected to become 
sires and dams of the next generation. Each sire 
was mated at random to d = N/Nm dams, and 
each dam produced n0 offspring (Ym0 of each 
sex). The total number of offspring born per 
generation equaled therefore, T = n„Nf, so that 
selected proportions were, pm = \l{Vmad) and pf 
= \l{Vm0). Selection and mating were iterated 
until equilibrium genetic variances (BULMER, 
1971) were reached (See APPENDIX A). The 
current prediction uses those equilibrium 
genetic variances. 
Pseudo BLUP selection index: To enable 
deterministic prediction of AF, BLUP selection 
will be approximated by the pseudo-BLUP 
selection index of WRAY and HUX (1989). As 
shown by WRAY and Hnx (1989), this selection 
index analogy of BLUP very closely 
approximates true BLUP selection. The pseudo-
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BLUP index was simplified by using an 
orthogonal re-parameterization of the 
information sources, so that most information 
sources are independent. (The re-parameterized 
index is a BLUP analogy of the WRAY et al. 
1994 sib index). The advantage is that the 
(co)variance matrix of the information sources 
contains only a few non-zero elements. The re-
parameterized index for the Ith candidate is, A\ 
T T 
= b Xj, where denotes the transpose, Aj is the 
EBV, b is a (6x1) vector of weights and x, is a 
6x1 vector of information sources for the j , t h 
candidate. Information sources in x, were: 1. 
A„ 2. (Ad-Ad), 3. Ad, 4. PHS, 5. 
(PFS -PHS) and 6. (Pt -PFS), where As is the 
EBV of the sire of i, Ad is the EBV of the dam 
of i, Ad is the average EBV of the d dams 
mated to the sire, PHS is the phenotypic average 
of the n0d half-sibs of i (including i and its full-
sibs), PFS is the phenotypic average of the n0 
full-sibs of i (including i) and Pt is the 
phenotype of candidate i. Information sources 1 
and 4, 3 and 4, and 2 and 5 are correlated, the 
others are mutually independent. Iterative 
equations for calculating index weights, the 
accuracy of selection (p), the correlation 
between estimated breeding values of full sibs 
and of half sibs (intraclass correlation, pFS and 
pHS, where the bars denote the finite sample 
mean) and equilibrium variances (BULMER, 
1971) are given in APPENDIX A. 
Prediction of rates of inbreeding 
General: The prediction method is based on the 
concept of long-term genetic contributions. The 
long-term genetic contribution (r,) of ancestor i 
in generation tj is defined as the proportion of 
genes from i that are present in individuals in 
generation t2 deriving by descent from i, where 
(t2-ti) -» °° (WOOLLIAMS et al. 1993). In the 
remainder of this article, long-term genetic 
contributions are referred to as "genetic 
contributions", or just "contributions". 
Rates of inbreeding were predicted from 
(WOOLLIAMS and BUMA, 1999), 
E(AF) = i k ^ ^ + A ^ E , ^ , , ) ] 
+ ikA+Vv] (1) 
where Es denotes the expectation with respect to 
the selective advantage, MiW is the expected 
genetic contribution of a parent of sex x 
conditional on its selective advantage J,W (i.e., 
Ufa) = E[r,-w|jiW]) and 8X is a term to correct the 
prediction of AF for deviations of the variance 
of family size (V„w, where x = m or f) 
conditional on the selective advantage from 
independent Poisson variances. (The second 
term of Equation 1 will be referred to as "term 
for deviations from Poisson".) Throughout the 
article, family size refers to the number of 
selected offspring of a parent, not to the number 
of selection candidates. The selective advantage 
may consist of any term that affects the long-
term genetic contribution of an ancestor (i.e., by 
affecting selection of its offspring or of more 
distant descendants), e.g., it can be the breeding 
value. 
To compute Equation 1, one needs to decide 
which elements should be included in the 
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selective advantage. In the current prediction, 
the selective advantage of an individual will be 
the sum of its breeding value and the breeding 
values of its mate(s), though other choices are 
possible (see DISCUSSION). With mass selection, 
a selective advantage consisting of linear terms 
of the breeding value is sufficient to accurately 
predict AF (BUMA et al. 1999). However, when 
more emphasis is placed on family information, 
higher order terms may be required as observed 
by WOOLLIAMS and BUMA (1999) for selection 
on a sib index. Therefore, two models will be 
evaluated. First, the long-term genetic 
contribution will be a linear function of the 
breeding value, denoted "linear model". 
Second, the long-term genetic contribution will 
be a quadratic function of the breeding value, 
denoted "quadratic model". For the quadratic 
model, components of Equation 1 will be 
estimated from simulated data, i.e., no fully 
deterministic prediction will be presented for 
the quadratic model. 
For the linear model, rates of inbreeding will 
be predicted in three steps. First, expected 
genetic contributions (M,W) will be predicted 
using the method of WOOLLIAMS et al. (1999). 
Second, Es (uj(x)) will be derived which enables 
calculation of the first term of Equation 1. 
Finally, Sm and 6} will be derived, giving the 
term for deviations from Poisson. 
Linear model: In the linear model the 
selective advantage of sires was 
SHm) ~ (4(m) + 4 ) (4(m) + 4 ) ' (2) 
where A,(m) is the breeding value of sire i, Ad is 
the average breeding value of the d dams mated 
to sire i and the second term represents 
subtraction of the average. For dams the 
selective was 
*/(/) = K4(/> + 4 ) - (Am + 4 ) ] . (3) 
where As is the breeding value of the sire (i.e., 
the mate of dam i). Note that i,(m) and j , - w are 
zero on average. 
Step 1, prediction of expected contributions: 
Expected contributions (ui(x)) were predicted by 
linear regression on the selective advantage. For 
both sexes the model was 
" , « = E(riU) \si(x)) = ax+Pxsi( 
»• 
(4) 
With discrete generations, <%„ = l/(2Nm) and 
Of = V{2Nf) always. Solutions for fim and fy 
were obtained from a simplified form of 
equation 7b and 8 of WOOLLIAMS et al. (1999) 
[since with discrete generations the gene-flow 




= (i2-inT)"(|AT) Nmam Nfaf ,(5) 
where I2 is the 2x2 identity matrix, II is a 2x2 
matrix of regression coefficients Tt^, being the 
regression coefficient of s^) of a selected 
offspring of sex x on sjw of its parent of sex v 
(e.g., U\2 is the regression coefficient of 5l(m) of a 
selected male offspring on sj^ of its dam), A is 
a 2x2 matrix of regression coefficients X^, 
being the regression coefficient of the number 
of selected offspring of sex x on Sj,y of the 
parent of sex v (e.g., A21 is the regression of the 
number of selected female offspring on siim) of 
their sire). Matrices II and A are calculated 
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using the method of WOOLLIAMS et al. (1999) 
as outlined in APPENDIX B of the current article. 
Step 2, derivation of Es(uf{x)): Since all 
terms of the selective advantage are expressed 
as a deviation from their mean, expectations of 
squares are equal to variances, so that E( s^x)) 
= o"j(x). Therefore, squaring Equation 4 and 
taking expectations gives 
E, («?(X))= «,2 + # < , , . (6) 
and from Equation 2 and 3, 
o]{m) = o\[(l-kmp2) + (\-kfp2)ld](\-\INm) 
(7) 
ol„ = a2A[(l-kmP2)(l-l/NJ 
'!(/) 
+ (l-]fc /p2)(l-l / tf /)] (8) 
where kx is PEARSON'S (1903) variance 
reduction coefficient (FALCONER and MACKAY, 
1996, p. 201). 
Step 3, calculation of Sm and 8j: The term for 
deviations from Poisson (i.e., the second term 
of Equation 1) requires the calculation of Sx. As 
an approximation, WOOLLIAMS and BlJMA 
(1999) and BUMA et al. (1999) used 5, = 
aTAV„wa, where aT = (c^ 00 and AV„W is the 
2x2 matrix of deviations of the variance of 
family size from Poisson variances. For 
example, AV„(m)(l,l) is the deviation of the 
variance of the number of selected male 
offspring of a sire from the Poisson variance, 
and AV„(m)(l,2) is the covariance between the 
number of selected male and female offspring. 
The above approximation for 5X accounts only 
for the average contribution of an offspring 
(i.e., a). The effect of the selective advantage of 
the parent on the contribution of an offspring is 
ignored. This effect can be included by using 
[see equation 25 through 27 of WOOLLIAMS and 
BUMA (1999)] 
<5*=Eiu*(Tx)AV,,u)ju;(J (9) 
where u £ , = («)<«> •"/</))*• with u]iy) = 
E(r;wls'«> J ' s offspring of i), which is the 
expected contribution of selected offspring j of 
sex y given the selective advantage of its parent 
i of sex x. The terms u*(x) and AV„W,, will be 




where n, as defined in Equation 7, represents 
the transfer of the selective advantage from the 
parent to the offspring. 
Equation 10 requires the calculation of AV„W. 
With fixed n0, family size follows a correlated 
hypergeometric distribution and the variance of 
family size can be approximated using a result 
of BURROWS (1984a,b) as described in detail in 
appendix E of WOOLLIAMS and BUMA (1999). 
Here we will only outline the concept for a 
single sex without giving the derivation. 
Detailed equations are given in APPENDIX B. 
In general, variance of family size equals 
Var(n,) = E[n,2] - E[n,]2, where n, denotes 
family size after selection, conditional on the 
selective advantage of the parent. Diagonal 
elements of V„w represent the variance of the 
number of selected offspring of a particular sex, 
and, with n,~Poisson, Var(nj) = E(«;), so that 
deviations from Poisson variances are, 
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AV l lC t )=E I{E[ii i 2]-E[n j]2-E[fiJ} 
= E I ( E [ « j ( n r l ) ] ) - E I ( E [ n J 2 } . (11) 
Off-diagonal elements of V„w represent the 
covariance between the number of selected 
male and female offspring and are obtained 
following the same approach as for the diagonal 
elements (APPENDIX B). 
The first term of Equation 11 is (BURROWS, 
1984a) 
E,{E[n,(i!,-l)]}* 
[n(n-l)N(N-l)]/[T(T-l)R(p, pfam)], (12) 
where n is the number of candidates per family, 
N is the total number selected, T is the total 
number of candidates and R(p, pfam) is the ratio 
of the probability of selecting two arbitrary 
candidates over the probability of selecting two 
family members, where p is the selected 
proportion and pfam is the intra-class 
correlation between family members. The 
probability of selecting two family members 
can be approximated using a result of MENDEL 
and ELSTON (1974) (See APPENDIX B). WRAY 
et al. (1990) observed that Equation 12 gives 
substantial bias in cases where the number of 
parents is small compared to the number of 
offspring per parent, and suggested to adjust the 
selected proportion, 
Pxrti ~ ( I " Pfam )Px + Pfam max(p„lWm). (13) 
The reasoning behind this correction is that with 
large pfam selection moves towards between 
family selection and px^ is a weighted sum of 
the original selected proportion and the selected 
proportion when selecting between families. For 
schemes with few parents (Nm = 5 or 10), 
selection intensities and variance reduction 
coefficients were re-calculated using px^ and 
used in the calculation of R(px, py, pfam). 
In Equation 11, the second term, Es{E[n,]2}, 
denotes the expectation of the square of the 
expected number of selected offspring given the 
selective advantage, which can be obtained 
from E,{E[nJ2} = Es{ [n(l+As)]2} where n 
is the overall expected number of offspring 
selected per parent (e.g., n = 1 male offspring 
per sire and n = d female offspring per sire 
since population size is constant over time), and 
As represents the change of the number of 
selected offspring due to the selective 
advantage of the parent. 
The extension of Equations 11 and 13 to two 
sexes and a hierarchical mating structure is 
described in detail in appendix E of 
WOOLLIAMS and BUMA (1999). The resulting 
equations for calculating AV„W used in the 
current prediction, an example of computation 
and more details on the calculation of Equation 
9 and 10 are in APPENDIX B. 
Quadratic model: With the quadratic model, 
the selective advantage consists of two terms. 
For sires, s\m) = (siM sit2), where 
S M = ( A ( m ) + ^ ) - ( ^ + ^ ) 
2 — 2 ~ 
^ , 2 ~ Si,l Si,l 
ams, s^(/) = (i,,3, siA), where 
Si,3=(As+Ad)-(As+Ad) 
2 2 






























































"Predictions were obtained using p«.dj (Equation 13) hN/= number of dams; /i2 = initial heritability; ne = number of offspring per 
dam, error* = 100% x (AF,^ - AF^/AF,^; AFpred = predicted rate of inbreeding from Equation 1 with linear model. 
'Standard errors of AFSim were < 1 % of the estimate. 
For the quadratic model, components needed to 
compute Equation 1 were estimated from 
simulated data. For step one, P was estimated as 
the multiple regression of the long-term 
contribution of ancestors on their selective 
advantage (e.g., for sires, P(rm) = (j3,, ft) was 
the multiple regression of the long-term 
contribution of sires on .su and sii2). For step 
two, the (co)variance matrix of s^i through j i 4 
was estimated from the simulated data and the 
first term of Equation 1 was calculated 
analogous to Equations 6. For step three, V„w 
and A were estimated from simulated data and 
the term for deviations from Poisson was 
calculated analogous to Equations 9 and 10. 
Results 
Accuracy of predictions 
Linear model: For the linear model, the 
accuracy of predictions was tested over a wide 
range of values. All combination of Nm = 5, 10, 
20, 40, 60 or 80; d = 1, 2, 3, 5 or 10; n„ = 4, 8 
or 16 and h2 = 0.1, 0.2, 0.4 or 0.6 were 
evaluated (due to computational restrictions, Nf 
was restricted to be < 200, e.g., for Nm = 80, 
only d = 1 and d = 2 were evaluated). 
Three different ranges of results could be 
identified, exemplified in Tables 2 to 4. First, 
despite very large rates of inbreeding (up to 
12.5%), accurate predictions were obtained for 
schemes with Nm = 5 or 10 (Table 2). For those 
schemes, the term for deviations from Poisson 
was calculated using adjusted selected 
proportions according to Equation 13. The 
maximum relative error encountered for 
schemes with Nm - 5 or 10 was 12%, which 
occurred with Nm = 5, d = 2, h2 = 0.1 and n0 = 
16. For schemes with Nm = 5 or 10 the average 
relative error was -2% and the standard 
deviation of the relative error was 5%. 
Second, a range with accurate predictions was 
found for Nm = 20, (see Table 3). For the 
schemes in Table 3, most errors were negative 
with a maximum of -9%. For Nm = 20, d = 10, 
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/V/, number of dams; h1, initial heritability; n„ number of offspring per dam; *error% = 100% x (AFpred - Af jtal)/AFsto; AFp«d = 
predicted rate of inbreeding from Equation 1 with linear model. 'Standard errors of AFjim were < 1 % of the estimate. 
overprediction of 37% was encountered which 
was due to bias in Equation (12) and was 
reduced to -13% whenpxaij (Equation 13) was 
used. Note that this is an extreme scheme (i.e., 
im = 2.59, pFS = 0.86, pHS = 0.59, AFsim = 
0.0495). 
Third, underpredictions were found for 
schemes with many sires and n0 = 8 or 16. 
Table 4 shows the prediction errors for Nm = 80, 
d = 2 and n0 = 16, where errors up to -19% 
were found. These were the largest errors 
encountered throughout the whole range 
evaluated. To identify the origin of the 
underprediction, components of Equation 1 
were estimated from simulated data (for the 
linear model) and AF was predicted from 
Equation 1 using those estimates (See also 
Table 4). However, this did not remove the 
underprediction. This indicates that components 
of Equation 1 were predicted accurately for the 
linear model, but the linear model is insufficient 
for predicting AF when the number of parents is 
large, irrespective of AF. 
The accuracy of predictions for schemes that 
are not included in Table 2, 3 or 4 showed 
values in the range of the schemes presented in 
the Tables. For example for Nm = 40, d = 2 and 
n0 = 4, predictions errors were -9%, -7%, - 3 % 
and -5% for h2 = 0.1, 0.2, 0.4 and 0.6 
respectively. The average error for schemes 
with Nm> 40 was -10%. 
Contribution of the term for deviations from 
Poisson to E[AF]: The prediction procedure 
would be simplified considerably if the term for 
deviations from Poisson could be ignored or 
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T A B L E 4 . - Rates of inbreeding from simulation 
(AFsim) and corresponding prediction errors for a 
population with 80 sires, 160 dams and 16 offspring 
per dam 

















/i2, initial heritability; * error from full prediction,b error 
with components of Equation 1 estimated from 
simulation; error% = 100% x (AFp™d - AF^yAF^ ; 
AFp,cd, predicted rate of inbreeding from Equation 1 
with linear model. 'Standard errors of AFsim were < 1% 
TABLE 5.-Rates of inbreeding from simulation (AFsim) and 
corresponding prediction errors with (error%a) or without 
(error%b) the correction for deviations from Poisson 


































For Nm = 20, Nf = 40; A2, initial heritability; n„ number of 
offspring per dam; ,berror% = 100% x (AF^ - AF^/AF,,™; 
'Standard errors of AFsim were < 1% of the estimate. 
of the estimate. 
simplified. Therefore, AF was predicted 
omitting this term. Prediction errors in Table 5 
reveal that the term for deviations from Poisson 
showed positive values in most cases and 
became very large for schemes with large n0 
and low h2. For the schemes in Table 5, the 
term for deviations from Poisson contributed up 
to 55% of the total value. For Nm >20,no- 16 
and h2 = 0.1 (data not shown) even larger 
contributions were found. These results show 
that the term for deviations from Poisson needs 
to be included. The large values of the term for 
deviations from Poisson are due to remaining 
correlations between selection probabilities of 
sibs after conditioning on the linear effect of the 
selective advantage (See DISCUSSION). 
We investigated whether the term for 
deviations from Poisson can be simplified by 
ignoring any terms due to /3, in which case 
Equation B32 and B33 can be omitted. 
However, this increased the underprediction for 
schemes with Nm > 20, n0 = 16 and h2 = 0.1 or 
0.2, by approx. 8% and 4% respectively. For 
example, for the schemes in Table 4, prediction 
errors became -25%, -23%, -18% and -16%. 
For schemes with n0 = 4 or schemes with h2 > 
0.2 prediction errors were only slightly affected. 
Therefore, Equation B32 and B33 are required 
only for schemes with n0 > 4, Nm > 20 and h2 < 
0.2. 
Quadratic model: For schemes where the 
linear model showed underprediction, AF was 
predicted using the quadratic model with 
components of Equation 1 estimated from 
simulation. Table 6 shows results for the same 
TABLE 6.-Rates of inbreeding from simulation (AFSjm) 
and corresponding prediction error for the quadratic 
















h2, initial heritability; error% = 100% x (AFp™d -
AF!im)/AF,im; AFpred, predicted rate of inbreeding with 
components of Equation 1 estimated from simulation. 
"Standard errors of AF,im were < 1 % of the estimate. 
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FIGURE l.-Relation between the genetic contribution 
(/-,(„,)) and the selective advantage (ii(m)) for sires, with 
N„ = 20, d = 2, h2 = 0.4 and n„ = 4 linear model; 
, quadratic model; o, observed in simulated data. 
Note that Si,(m) is in sd units. 
-0.02 
FIGURE 2.-Relation between the genetic contribution 
(n<m)) and the selective advantage (si(m)) for sires, with Nm 
= 20, d = 2, h2 = 0.4 and n„ = 16 , linear model; 
•, quadratic model; Q, observed in simulated data. 
Note that s,(m) is in sd units. 
schemes as in Table 4, which reveals a 
reduction of the prediction error from a 
maximum of -19% for the linear model to a 
maximum of -7% for the quadratic model. For 
schemes with Nm > 40, the average relative 
error was only -2% with a standard deviation of 
3% for the quadratic model, whereas for the 
linear model the average relative error was 
-11% with a standard deviation of 5%. 
Goodness of fit: Figure 1 and 2 show the 
relationship between the selective advantage 
(5,(m)) and the genetic contribution for sires, 
from the linear model, from the quadratic model 
and the relationship observed in the simulated 
data, for Nm = 80, d = 2, h2 = 0.4 and n0 = 4 or 
16. For the linear model, predicted j8 was 
almost identical to /? estimated from the 
simulations and, therefore, only the predicted 
relationship is presented. For n0 = 4 (Figure 1), 
there is a relatively small difference between 
the linear and the quadratic fit and the linear 
model showed only - 3 % error. (Approx. 95% of 
the individuals was within ± 2sd, so deviations 
outside this range have limited impact). For n0 
= 16 (Figure 2) there is substantial non-
linearity, the quadratic fit is better than the 
linear fit (e.g., the linear model assigned 
negative contributions to all individuals below -
0.8 sd.). For this scheme the linear prediction 
showed -17% error vs. -6% for the quadratic 
model. 
Comparing Figure 1 and 2 shows that with 
increasing selection intensity, the contributions 
are increasingly affected by the selective 
advantage (i.e., the slope of the linear fit 
increases) and that for positive values of the 
selective advantage the slope becomes steeper, 
whereas for negative values the slope becomes 
flatter. For example, for n0 - 16, all individuals 
with a negative selective advantage are 
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TABLE 7.-Relation between the rate of inbreeding 



































For a mating ratio of 2; Nm, number of sires; h2, initial 
heritability; n0, number of offspring per dam; "Red = 
reduction, e.g. (0.1252-O.0917)/0.1252 = 0.27; 
bStandard errors of AFslm were < 1% of the estimate. 
expected to make the same (i.e., almost zero) 
genetic contribution, whereas for individuals 
with a positive selective advantage the genetic 
contribution increases rapidly with the selective 
advantage. For the schemes in Figure 1 and 2, 
respectively 31% and 68% of the selected sires 
made no long-term contribution at all. For low 
heritabilities the non-linearity was even more 
extreme, e.g., for Nm = 80, Nf = 160, n0 = 16 
and h2 = 0.1, 83% of the selected sires had zero 
long-term contribution. (The linear model 
predicted negative contributions for approx. 
20% of the sires). Not surprisingly, this scheme 
gives an extremely large rate of inbreeding, 
AFsim = 0.0210 (Table 4), almost the 10-fold of 
random selection and 6.6 times the rate of 
inbreeding with mass selection. 
Relationship between AF and population 
parameters 
Relationship between AF and the number of 
parents: Table 7 shows the relationship 
between AF and the number of sires, for d = 2. 
In the absence of selection, E(AF) = V(8Nm) + 
l/(&Nf) (FALCONER and MACKAY, 1996), 
showing that, in the absence of selection, the 
rate of inbreeding halves when the number of 
parents is doubled. However, for BLUP 
selection with h2 = 0.2 and n0= 16, the rate of 
inbreeding less than halves when doubling the 
number of parents. For example, when Nm 
increased from 5 to 10, AF reduced by only 
27%. For h2 = 0.6 and n0 = 4 the reduction was 
closer to 50%. SANTIAGO and CABALLERO 
(1995) observed a similar pattern for mass 
selection, but here the effect is much larger. 
The difference in the effect of doubling the 
number of parents with and without selection is 
due to the effect of a finite number of families 
on the intraclass correlation between sibs and 
on the variance of family size. For example, 
when Nm decreased from 80 to 5, the intra-class 
correlations between sibs decreased from pFS 
= 0.86 and pm = 0.55 to pFS = 0.78 and pHS 
= 0.40 for schemes with h2 = 0.1 and n0 = 16. 
This reduction of the intra-class correlation was 
accurately predicted using the current method 
(equations APPENDIX A). Additionally, for 
schemes with Nm = 5 or 10, the correction of the 
selected proportions (Equation 16) further 
reduces V„w and this reduction is greater with 
higher intra-class correlation, which reduces AF 
proportionally more for schemes with large 
emphasis on family information (i.e., large n0 
and low h2). For such schemes, increasing the 
number of parents is an inefficient way of 
reducing AF. 
Relationship between AF and mating ratio: 
With random selection, AF decreases when the 
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FIGURE 3.-Relation between the rate of inbreeding (AF) 
and the mating ratio (d) for Nm = 20 , random 
selection; —n—, na = 4, h2 = 0.6; —x—, n0 = 4, h2 = 
0.1;—A—, n„=16,h2 = 0.6. 
of dams is increased. BUMA and WOOLLIAMS 
(1999) found a similar pattern for mass 
selection. Figure 3 shows the relationship 
between AF and the mating ratio for BLUP 
selection with Nm = 20. (Note that n0 remains 
constant.) The dotted line represents random 
selection with AF = l/(8Nm) + l/(8iv» and 
serves as a reference. Surprisingly, for n0 = 4 
and h2 = 0.1, Figure 3 shows an increase of AF 
when Nf increases. This increase is due to an 
increased male selection intensity when d 
increases, i.e., ford=l,pm = 20/(20x1x4x54) = 
0.5 -» i„ = 0.798, whereas for d = 10, pm = 0.05 
—* im = 2.063. An increased selection intensity 
results in an increased A (see Equations B1 and 
B3) which increases the term E(w,2(m)) in 
Equation 1. Additionally, decreased selected 
proportions result in an increased variance of 
family size, increasing 8m. Together, both 
effects more than compensate the reduction of 
the terms due to dams (i.e., Nfi[ ufif) ] and Nj8f, 
which are approx. proportional to 1/Nf) for 
schemes with low h2 and low n0. For high h2, 
the effect of selection intensity on the rate of 
inbreeding is smaller and consequently there 
was only a small effect of d on AF for n0 = 4 
and h2 = 0.6. For n0 = 16 and h2 = 0.6 the 
relationship was similar to random selection. 
For schemes with high n0, selection intensity 
among males is already reasonably large, so the 
increase of im with d is limited. Therefore, those 
schemes showed a decrease of AF with 
increasing d {e.g., this was found for Nm = 20, 
n0 = 16 and h2 = 0.1, data not shown). When 
instead of n0 the total number of offspring was 
kept constant [i.e., by using n0 = T/(N„fIj], the 
rate of inbreeding always decreased with 
increasing d. 
Discussion 
This article has presented a method to predict 
rates of inbreeding in populations with discrete 
generations undergoing BLUP selection, which 
has not been possible up till now. The method is 
based on the concept of long-term genetic 
contributions (WRAY and THOMPSON, 1990), 
using the recently established relationship 
between rates of inbreeding and expected 
genetic contributions (WOOLLIAMS and BUMA, 
1999) and the method of WOOLLIAMS et al. 
(1999) for predicting expected genetic 
contributions. 
Quantitative genetics theory: The results 
have verified the theory developed by 
WOOLLIAMS and BUMA (1999), showing that 
the simple form of the relationship between AF 
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and expected contributions derived in that 
article for random mating can be applied to 
challenging selection indices. Examination of 
the results showed that this relation (i.e., 
Equation 1) was accurate over a range of AF 
from 0.3 to 12.5%. Even where significant 
errors were encountered, further examination 
showed that Equation 1 remained accurate, and 
that the inaccuracies were due to inadequate 
parameterization of the models used to 
implement Equation 1. The issues surrounding 
the parameterization are discussed later. 
Combining the theory of WOOLLIAMS and 
BUMA (1999) and WOOLLIAMS et al. (1999) 
enables a general approach to the prediction of 
rates of inbreeding in selected populations, 
because it allows for a general model for the 
inheritance of selective advantage (i.e., IT) and 
accounts for all generations of inheritance of 
selective advantage. SANTIAGO and CABALLERO 
(1995) developed predictions of AF for mass 
selection, using the proportion of additive 
genetic variance transmitted to offspring as a 
model for the inheritance of selective 
advantage. With BLUP or various other 
selection strategies (e.g., sib-index selection, 
see WOOLLIAMS and BUMA, 1999), however, 
the proportion of genetic variation transmitted 
to offspring is insufficient to model the 
inheritance of selective advantage. 
Other methods, for example the method of 
BURROWS (1984a,b), have accounted for only a 
single generation of inheritance of selective 
advantage and, therefore, systematically 
underpredict AF (WRAY et al. 1990). This can 
be illustrated by extending the method of 
BURROWS (1984a,b) to BLUP selection and 
TABLE 8.-Prediction errors (%) of rates of inbreeding from an 































"values are 100% x (AFp^ - AF^/AF^m, for corresponding 
AFsim see Table 3; Nf, number of dams; ft2, initial heritability; 
n„, number of offspring per dam. 
two sexes (APPENDIX C), which shows a 
systematic underprediction of on average -16% 
for Nm = 20 (Table 8) to -28% for Nm = 80 (not 
shown). WRAY et al. (1990) investigated 
methods accounting for two generations 
inheritance of selective advantage. Those 
methods, however, still rely on simulation to 
calculate the variance of family size. 
The application of the theory of WOOLLIAMS 
and BUMA (1999) to BLUP selection brings our 
understanding of the forces governing the rate 
of loss of genetic variation in selected 
populations into line with our ability to carry 
out genetic evaluations within populations. 
However, MEUWISSEN (1997) and GRUNDY et 
al. (1998) have shown that a higher selection 
response over the medium to long term at the 
same rate of loss of genetic variation may be 
obtained by using a quadratic index. In such 
indices, the rate of inbreeding is constrained 
directly and does not require prediction. 
However, for such selection indices, only 
approximate predictions of rates of gain are 
available (GRUNDY et al. 1998) and it would 
seem that, in order to keep pace with the 
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development of breeding technology, 
quantitative genetic theory may need to return 
to the problem of predicting rates of gain, rather 
than rates of inbreeding. 
Execution of the methods: In all prediction 
methods, the models frequently have to strike a 
balance between simplicity of concept 
execution and accuracy. In this article, the 
simplicity of concept lies in the formulae for AF 
and the methods used for their execution being 
based on regression models that are established 
within standard selection index theory. The high 
rates of inbreeding and the high intraclass 
correlations of sibs tested the predictive 
methods to the full. 
The principle decision affecting the execution 
is the choice of the selective advantage. This 
involves two issues, first what components are 
included in the set of selective advantages and 
second, whether a linear component is 
sufficient. Ideally, the selective advantage 
should account for all covariances between 
selection probabilities of sibs, so that (i) off-
diagonal elements of AV„W are zero and the 
term for deviations from Poisson simplifies to 
-1/(87) with constant n„ (BUMA and 
WOOLLIAMS, 1999), and (if) generations are 
independent. 
To make selection probabilities of sibs 
independent, a natural way forward is to 
condition on selective advantages so as to 
remove any covariance between EBVs of sibs. 
With sib-index or BLUP selection, removing 
covariances between EBVs of sibs involves 
more than conditioning only on the breeding 
value of the parent, because the average 
environmental effect of full and half-sib 
2.0 
-0.5 J 
FIGURE 4.-Relation between selection score (Sj^j) and 
estimated breeding value (A) for a selected proportion of 
10%; , from linear model (£[S,(.t)] = px + 
hPx^i \x)); • from quadratic model (£[S,W] 
Px+ ixPx°x\x) + j'xPx'x<?fAi(x))>= standardized 
truncation point) ; —x—, true selection score. Note that 
A is in sd unite. 
families also contributes to this covariance. 
Therefore, an alternative parameterization was 
tested which has selective advantages consisting 
of EBV and prediction errors of the parent (see 
WOOLLIAMS et al. 1999), and fully accounts for 
correlations between the EBV of sibs. However, 
this alternative was substantially more 
complicated and resulted in similar accuracy of 
prediction (results not shown), indicating that 
residual correlations between EBVs of sibs are 
not the principle source of the observed 
underprediction. 
Second, and more important, when using a 
linear model, it is assumed that the conditional 
mean of the number of selected offspring is a 
linear function of the selective advantage (i.e., 
the A model). However, the relation between 
the number of selected offspring and the 
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selective advantage of the parent is non-linear. 
The non-linearity originates from the non-linear 
relation between the EBV of the offspring and 
its selection score, as shown in Figure 4. 
Therefore, when assuming that the conditional 
mean is linear in the selective advantage, sibs 
will have prediction errors of their selection 
score (S = 0 or 1, not selected or selected) in 
common, making their selection probabilities 
dependent. Thus, although a linear model may 
fully remove any covariance between EBVs of 
sibs, the non-linear relation between selection 
probabilities and EBVs implies that a 
covariance between the selection probabilities 
of sibs will remain. 
The degree of non-linearity in the relation 
between selective advantage and the selection 
probability will depend on the intraclass 
correlation between EBV of sibs. With mass 
selection, where the intraclass correlation is 
low, off-diagonal elements of AV„W can be 
ignored and the principle purpose of the term 
for deviations from Poisson is to take account 
of the fixed value of n0 instead of n0 ~ Poisson 
(BUMA and WOOLLIAMS, 1999). With mass 
selection and fixed n0, therefore, the term for 
deviations from Poisson takes negative values, 
whereas with BLUP selection, off-diagonals of 
AV„W can be substantial due to residual 
covariances between sibs not accounted for by 
the linear model, giving large positive values of 
the term for deviations from Poisson (Table 5). 
The observed non-linearity prompted the 
consideration of a fully deterministic quadratic 
model to describe the relationship between the 
selective advantage and genetic contributions. 
This proved difficult, since it involves third and 
fourth moments of truncated multivariate 
normal distributions. Using a result of TALLIS 
(1961), accurate predictions of a)^ through 
0"j4 (see Equations 14 through 17) were 
obtained (results not shown), but prediction of 
A and II for the quadratic model remained 
complex. Prediction of II, for example, requires 
the multiple regression of the linear and squared 
term of the breeding value of a selected 
offspring on the linear and squared term of the 
breeding value of the parent, where truncation 
on the EBV of both parent and offspring has to 
be taken into account. Hence, this involves 4-
variate truncated normal distributions and one 
needs to derive terms such as E(A^arem) and 
E(ALnAffSp.). which are difficult. Although 
the quadratic model shows a better fit than the 
linear model {e.g., in Figure 4, the linear model 
assigns a negative selection score to all 
individuals below -0.6 sd.), it does not fully 
remove errors in common between sibs. Hence, 
the term for deviations from Poisson is also 
needed with the quadratic model. 
Given that it is not generally feasible to 
formulate a selective advantage that removes all 
covariances between selection probabilities of 
sibs, the term for deviations from Poisson needs 
to be included in the general case. When 
including the Poisson correction, the non-
linearity is fully accounted for when calculating 
AV„W (Equation B9 to B29). However, for the 
calculation of 8X, the model for predicting 
genetic contributions is required again (i.e., 
Equation 10). The simplest solution is to ignore 
selective advantage so that u'Ky) = Oy and Sx = 
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a AV„wa, which was used by WOOLLIAMS and 
BlJMA (1999) for index selection. In that case, 
the non-linear relationship between EBV and 
selection score is taken into account when 
calculating AV„W, but inheritance of the non-
linear part is ignored, resulting in 
underprediction. For selection on a sib index, 
WOOLLIAMS and BUMA (1999) noticed that the 
underprediction disappeared when selective 
advantage was not inherited (i.e., h2 = 0). This 
confirms that the underprediction is not due to 
the non-linearity per se, but due to the necessity 
of providing a tractable model for the 
inheritance of selective advantage. The impact 
of non-linearity was also observed by 
SANTIAGO and CABALLERO (1995) in their 
study of rates of inbreeding with mass selection, 
where the sib correlations encountered were 
much lower than with BLUP. 
Implications: The results indicate that, with 
BLUP selection, relationships between AF and 
population parameters differ qualitatively from 
random or mass selection, the main difference 
being the dominant role of selection intensity 
compared to the number of parents. For 
example, with Nm = 20, d = 2, n0 = 4 and h2 = 
0.1, simultaneously increasing the number of 
parents and the number of offspring per dam by 
a factor of four (giving Nm = 80, d = 2, n0 - 16) 
increases the rate of inbreeding from 0.0184 to 
0.0210. This shows that the number of 
candidates per parent may be as or more 
important than the number of parents. 
Furthermore, doubling the number of parents 
fails to halve the rate of inbreeding and, 
although this was remarked upon by SANTIAGO 
and CABALLERO (1995) in the context of mass 
selection, with BLUP the impact of doubling 
the number of parents is even less, and 
substantially so. Increasing the number of dams 
may even increase the rate of inbreeding in 
particular cases. The dominant role of selection 
intensity compared to the number of parents 
with BLUP selection will change perceptions 
about procedures and designs of breeding 
schemes to effectively reduce rates of 
inbreeding. 
By understanding the forces governing the 
rate of inbreeding, perceptions may also be 
changed upon the desirability of naive selection 
on EBVs. The results showed that in some cases 
83% of the selected sires failed to contribute in 
the long-term, which seems to be a waste of 
resources. This is an indication of the 
inefficiency of BLUP selection compared to 
more advanced procedures (MEUWISSEN, 1997; 
GRUNDY et al, 1998). Thus, unless the time 
horizon is limited to a single generation, it is 
better to incorporate the good genes from all the 
parents, rather than spending substantial effort 
raising offspring from the parents that will not 
contribute. The cost of raising offspring from 
parents that are destined not to contribute in the 
long-term is a hidden cost of the high rates of 
inbreeding associated with BLUP selection. 
Nevertheless, for breeding schemes where 
BLUP selection is being conducted the 
methodology developed here allows the design 
of such schemes to maximize genetic gain for a 
fixed rate of inbreeding [\see for example 
VnXANUEVA et al. (1997) for sib selection]. 
The systematic nature of the underprediction for 
schemes with Nm > 20 allows for a rule of 
thumb to correct these predictions. When 11% 
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is added to the predicted values, all predictions 
are within ±8% of the simulation results. This is 
simplistic, but may prove valuable for practical 
purposes and holds for the wide range of 
alternatives investigated in this article. 
Extensions: The current prediction procedure 
can be extended directly to populations with 
multi-trait BLUP selection, using a multi-trait 
pseudo BLUP index [VlLLANUEVA et al. (1993) 
for animal breeding and KERR (1998) for tree 
breeding], or where the heritability in BLUP 
evaluations is artificially increased to avoid 
excessive inbreeding (GRUNDY, 1994). Neither 
of these extensions requires the development of 
new theory. With multi-trait selection, the 
selective advantage may consist of the sum of 
the true breeding values for the respective traits 
weighted by their economic value, and the EBV 
may be replaced by the estimate of the 
aggregate genotype. 
The current procedure can also be extended 
to populations with overlapping generations, in 
a similar way as with mass selection (BlJMA et 
al. 1999). BUMA et al. (1999), however, 
assumed that the phenotype of selection 
candidates was recorded only once and 
remained unchanged afterwards. In that case, 
the number of different categories is twice the 
number of age classes, i.e., one category for 
each age-sex combination. With BLUP 
selection, however, the EBV of selection 
candidates may change, e.g., when information 
on their offspring is included in their EBV. This 
will alter the ranking of the selection candidates 
throughout their life. Therefore, with BLUP 
selection, individuals may be selected in any 
combination of age classes, which increases the 
number of categories compared to a static 
index. Additionally, the expected number of 
individuals in every category needs to be 
derived, which involves multivariate normality. 
However, the number of categories is merely a 
problem of enumeration, and methods to 
calculate multivariate normal probabilities, 
needed for the calculation of the expected 
number of individuals in every category, are 
available [TALUS (1961), MENDEL and ELSTON 
(1974) or DUTT and SOMS (1976), see also 
DUCROCQ and COLLEAU (1986)] . 
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Appendix A 
Approximate BLUP selection index: Index weights 
are calculated as b = V^'g, where V is the 6x6 
(co)variance matrix of information sources in x; and 
g is the 6x1 vector of covariances between 
information sources in x,- and the breeding value of 
the candidate. Non-zero elements of V are: Vn = 
al, V22 = a) (\-\ld), Vi3 = a) Id, Vu = [a\s + 
a\dld + QAola + elWnJ)], V55 = [o\d + 
(Violo + alyrioKl-l/d), Vm = (Wo-^o + o - lXl -
l/n0), V14 = V„i = Wffi . 3^4 = KB = Via) Id and V25 
= V52 = Via) (1-1/d); and gT = \}ha2m , Via) ( 1 -
\ld), Via}Id, a\s + a\dld + V2/M, \a\d + 
!/2CT^0/no](l-l/rf), Via2M (l-l/n0)}, where T denotes 
the transpose, cr^
 0 is the base generation additive 
genetic variance, aE is the environmental variance, 
a
2
m and a2f are the variance of the EBV among 
selected sires and dams respectively, which are a\ 
= o\(?(\-kx) where p=^jbrg/a2A ; a\s and 
aAd are the between sire and between dam family 
additive genetic variance, <JAs= lAa\(,l-kmp2) and 
Q\,d = v* o\ (1-k/P2)- The variance of EBV is a\ = 
p2 aA . Each generation, additive genetic variance is 
calculated from aA = aAs + aAd + '/2<xA0. The 
above equations are iterated until equilibrium 
variances are reached (approx. 5 iterations). 
Intraclass correlations of sibs are corrected for the 
number of families being finite using an empirical 
analogy of the sample mean of the bivariate 
correlation coefficient, which is, 
p = p - p ( l - p 2 ) / 2 n (KENDALL and STUART, 
1963, p. 390). For the current two-way classification 
this is extended to psibs = psibs -
PA (1 - P L )(a/Nm+blNf), where p j j fo is the 
sample mean of the intraclass correlation and psibs 
is the true mean, calculated from pFS = t/Creb/o"! 
and pHS = bTCHSb/aA, where CFS and CHS are the 
6x6 covariance matrices of information sources of 
full-sibs and of half-sibs respectively. Matrices CF$ 
and CHS are identical to V, except for Cfx(6,6) = -
Wla + ol )/n<» CtfS(2,2) = -aj Id, CffS(5,5) = -
[a2AM+ QAala + al )/n0]/d, Cffs(2,5) = CHS(5,2) = 
-Via2: Id and CHS(6,6) = 0. Coefficients a and b 
were determined empirically using simulated data, 
resulting in a = 0.8634, b = 0.9540 for full-sibs and 
a = 1.4075, b = 1.4581 for half-sibs. 
Appendix B 
Linear model 
Elements of A: Elements of A, X^, are the regression 
coefficient of the number of selected offspring of sex 
x on the selective advantage of the parent of sex v. A 
general procedure to derive A is in WOOLLIAMS et al. 
(1999). For the current purpose, single regressions 
instead of multiple regression can be used because 
elements of the selective advantage are independent. 
Elements are, A. = b- b. -. , where b-. is the 
regression coefficient of the EBV of the offspring on 
the selective advantage of the parent and fc_ -. is the 
regression coefficient of the selection score (S„ = 0 
or 1, i.e., not selected or selected) of the offspring on 
its EBV. The first regression coefficient is, b- = 
bTc/Var(.SjW), where c* is the 6x1 vector of 
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covariances between x; of the offspring and s^x) of 
the parent of sex x. The second regression coefficient 
is, b 2 = lJG\ (Robertson, appendix in 
DEMPSTER and LERNER, 1951), where i0 is the 
selection intensity for the offspring. Resulting 
equations are: 






hn =[hccfijlax ]/<r2(/), (B4) 
where cTm = [CT2 (1-1/AU 0, a) (l-VNJ/d, 
'/2CTs2(m), 0, 0] and cTf = [<r2 (1-1WJ, aj (1-1/rf), 
a) {\-MNf)ld, Vicr2m), y2a2A(\-kfP2)(\-Vd), 
0]. 
Elements of II: Elements of II, n^, are the 
regression coefficient of the selective advantage of a 
selected offspring of sex x on the selective advantage 
of the parent of sex v. A general procedure to derive 
II is in WOOLLIAMS et al. (1999). As with A, single 
regressions can be used so that ^ p = [Cov(sp,s0) -
Cov(.sp, A0 )Cov(50, A0 )kj a\ ]/Var(sp), where the 
subscripts p and o denote parent and offspring, and 
(co)variances are taken before selection of the 
offspring. With Cov(sp, A0) = bTc.< and si(x) from 
Equations 2 and 3, resulting equations are: 
7Cu = '/2-bTcJcJa2(m), 
7^l = l/i-bTcmk/ v2im), 
ni2 = V2-brCjkm/a2if)< 





Calculation of Sx : Calculation of Sm and Sf 
requires the calculation of AV„W and further 
development of Equation (12) and (13). 
Calculation of AV„W: Following the approach 
outlined in the main text and using appendix E of 
WOOLLIAMS and BUMA (1999), 
AV„(m)(l,l) = Es{Mm)[/i,,(m)-l]} - E,[ Ji2 (m) ], 
(B9) 
AV„(m/l,2) = AV„(m)(2,l) = 
Es[n,-.(/n)ni.(/)] - BJjW^nJif)}, (BIO) 
AV„(m)(2,2) = EsH.(/)[n,,(/)-l]} - Es[ nl(/) ]. 
(Bll) 
AVntf)(l,l) = Es{n,//n)[n,y(m)-l]} - Es[H2f(m) ], 
(B12) 
AV„(/)(1,2) = AV„(/)(2,1) = 
EsK(m)/t,#)] - Es[^(m)^(/)], (B13) 
AVntf)(2,2) = Es{nl7(/)[ny(/)-l]} - Es[ nj(f) ], 
(B14) 
where riyix) is the number of offspring of sex x 
selected from the i* sire family and the f* dam 
family, n^(x) is the total number of offspring of sex x 
selected from the Ith sire family and Hx(y) denotes 
the expected number of selected offspring of sex v of 
a parent of sex x conditional on its selective 
advantage, i.e., Hx(y) = E(n,w(y)|ilU)). Note that in 
the main text, /J.x(y) was abbreviated as E(n,-)-
Elements are: 
E s [^ 2 (m)] = l + A X , (B15) 
Es[/a»0Wn(/)] = d(\ + An/la, CT2 ) (B16) 
ES[M2(/) ] = d 2 ( l + 4 f f 2 ) (B17) 
Es[ nj irn) ] = (1 + %2(J22 )ld2 (B18) 
Es[/^ro)^] = (1 + ^ A X yd (B19) 
E s [M/( / ) ] = l+A222<TJ2 (B20) 
Es{nj.(m)[n,.(m)-1]} = dEsfn./mJK/m)-!]} 
+ d(d-l)Es[nij(m)nik(m)) (B21) 
Es[n,-.(mH-.(/)] = dEs[ny(m)nij(J)] 
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+ d(d-l)Es[nij{m)nik(f)] (B22) 
Es{n,.(/)[n,.(/)-l]} = rfEs{«v(/)K(/)-l]} 
+ d(d-\)Es[nitf)mm (B23) 
where 
Es{n,j(m)[n,/m)-l]} = 
nm(nra-l)Afm(Afm-l)/[rm(rm-l)/?(pm>Pm, pFS)] (B24) 
Es[ny(m)«y(/)] = nmnjNnNfiTmTfRip^pf, pFS )] (B25) 
Es{ni,(/)[i.y(/)-l]} = 
nj(nrl)Nj(Nrl)/[Tj(TrW(Pf,pfi PFS)] (B26) 
and 
Es[njj(m)nik(m)] = 
« i NJLN*-mTJT«-l)R(Pm4>m, PHS )] (B27) 
Es[/iy(m)n,t(/)] = n„fljNJ//[T„T/i(pm,pfi pHS )] (B28) 
Es[n,y(/)n,t(/)] = 
n) Nj(Nrl)/[Tj(Trl)R(pfipfi pHS )], (B29) 
where Tm = Tf= lAT and nm = nf= Vm0 for the current 
breeding schemes. Furthermore, from MENDEL and 
ELSTON (1974), R(px,py, psibs) = Pyl®[{ix psibs -ty){\-
kx p2ibs )"w] where <1> is the normal cumulative 
distribution function and ty is the standardized 
truncation point for sex y. When both males and 
females are involved, the most accurate value is 
obtained by using x = m and y = f (WRAY el al. 
1994). 
Calculation of Equation (12) and (13): In Sx, 
terms due to a are, for sires, 
5m(a) = aTAV„(m) <x= a2m AV„(m)(l,l) + lo^Of 
AV„(m)(l,2)+ a) AV„(m)(2,2) (B30) 
and for dams, 
8/sx) = aTAVnC/) a = a2m AVn(/)(l, 1) + 2amaf 
AVn(/)(l,2) + a) AVn(/)(2,2) (B31) 
Terms due to P are, for sires, 
8m(P) = [ tfn2n AV„(m)(l,l) + 201/32?ru7i21AV„(m)(l,2) 
+ plniAXn(m)V2)] a)i (B32) 
and for dams, 
SAP) = [ PWn AV„W(1,1) + 2J61/327r12;i22AV„(fl(l,2) 
+ Pln]2 A\n(f)(2,2)]al2 (B33) 
So that &, = 8m(a) + Sm(P) and 8f = <5/a) + (5/0), 
which gives Equation 12. 
Example: With Nm = 20, fy = 60, n0 = 8, <r£ = 1 , 
CT^
 0 = /i^ = 0.4: pm = 0.083, p/= 0.25, tm = 1.383, i> 
= 0.674, im = 1.839, *) = 1.271, km = 0.838 and k, = 
0.759. From APPENDIX A, after the first iteration with 
p2 = h2: a\s = 0.066, a\4 = 0.070, a2m = 0.026 
and a2 = 0.039, so that non-zero elements of V are: 
V„ = 0.026, V22 = 0.026, V33 = 0.013, V44 = 0.123, 
V55 = 0.113, V„ = 0.700, V14 = V41 = 0.013, V25 = V52 
= 0.013 and VM = V43 = 0.006; gT = (0.013, 0.013, 
0.006, 0.098, 0.063, 0.175); bT = (0.110, 0.234, 
0.110, 0.779, 0.531, 0.250) and p2 = 0.472. At 
equilibrium (approx. 5 iterations): p2 = 0.421, a2As 
= 0.048, a\4 = 0.051, erj = 0.299, a2m = 0.020 
<r} = 0.030 and a\ = 0.126; Vn = 0.020, V22 = 
0.020, K33 = 0.010, K44 = 0.099, V55 = 0.101, V66 = 
0.700, V14 = V4i = 0.010, V2S = Vs2 = 0.010 and K34 = 
V43 = 0.005; gT = (0.010, 0.010, 0.005, 0.074, 0.051, 
0.175) and bT = (0.137, 0.262, 0.137, 0.726, 0.477, 
0.25). Covariance matrices of EBV of sibs are equal 
to V, except for: CFS(6,6) = -0.100, CHS(2,2) = -
0.010, CHS(2,5) = CHS(5,2) = -0.005, CHS(5,5) = 
-0.050 and CHS(6,6) = 0, so that prs = 0.603, pHS = 
0.335, pFS - 0.581 andpw s = 0.306. From 
Equation 7 and 8, a\m) = 0.248 anda2(f) =0.384. 
From APPENDIX B, C£ = (0.0193, 0, 0.0096, 
0.1242,0,0), c} =(0.0193,0.0202,0.0099,0.1242, 
0.0679, 0), so that A„ = 0.981, A12 = 0.888, X^ = 
0.678, A22 = 0.614; nu = 0.091, na = 0.106, Th\ = 
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0.106 and Thi = 0.120. From Equation 5 with am = 
0.025 and Of = 0.0083, /5, = 0.051 and ft = 0.016. 
From Equation 6, E(ufm) = 0.00128 andE(u?f) = 
0.000171, so that the first term of Equation 1 equals 
0.0179. 
From APPENDIX B, R{pm, pm, pFS) = 0.23, R(pm, 
pf, pFS) = 0.37, R(pf, pp pFS) = 0.47, R(pm, pm, pHS ) 
= 0.42, R(pm, pf, pHS ) = 0.55 and R(pf, pfi pm ) = 
0.65. Furthermore, E{/iy(m)[n,y(m)-l]} = 0.34, 
EK/m^C/)] = 0.91, E{n;,(/)[ny(/)-l]} = 1.56; 
E[n1>(m)n,t(m)] = 0.25, E[/ii,(m)njt(/)] = 0.61, 
E[n,y(/)n„(/)] = 1.52; E{«,.(/n)[n/.(m)-l]} = 2.52, 
E[n,.(m)«,.(/)] = 6.35, E{n,.(/)[n,.(/)-l]} = 13.80 and 
E [ ^ ( m ) } = 1.96, E[Mm(m)AO/)] = 4.98, 
E[n2m(f)] = 13.11; Elujim)] = 0.25, E[^m)/^(/)] 
= 0.61, E[ n){f) ] = 1.58, so that AV(m)(l,l) = 0.56, 
AV(m)(l,2) = AV(m)(2,l) = 1.37, AV(m)(2,2) = 0.69, 
AVW(1,1) = 0.09, AVW(1,2) = AV(/)(2,1) = 0.29 and 
AVOT(2,2) = -0.01. Furthermore, 8m(a) = 9.7x10"*, 
Sj(a) = 1.8X10"4, 8m(/3) = (4.912 + 8.861 + 
0.830)xl0~5x0.248 = 3.627xl0"5, <5/j3) = (1.102 + 
2.491 - 0.016)xl0"5x0.384 = 1.374X10"5, Sm = 
1.004xl0~3, Sf = 1.929x10"" so that the Poisson 
correction equals 0.0040 and the final prediction is, 
E[AF] = 0.0179 + 0.0040 = 0.0219. 
offspring, so that: Qm = V*Qm(>n,m) + lAQH^mJ) + 
y*QHs(fS and QFS = '/ift^/n.m) + VzQF&nf) + 
UQFsifJ)- Combining BURROWS (1984b) and 
appendix E of WOOLLIAMS and BLJMA (1999): 
QHfrn,m) = nm(d-\)/[(Tm-l)R(am,am, pHS)], 
QHsimJ) = nm{d-\)l[TJR{am,af, pHS)], QHtfj) = 
rtjid-miTrDRi^Of, pHS )], QFS(m,m) 
(nm-l)/[(rm-l)/?(am ,o^,p r a)], QFs(mJ) 
nJlTJii^Of, pFS)], QFS(fS) 
(nrl)/[(Trl)R(af,af, pFS)], where Tm = Tf= ViT and 
nm- nf= Vm0 for the current breeding schemes and 
R(ax, Ox, psibs) is given in APPENDIX B. 
For random selection the result reduces to 
AFB = AFW + X[AFW -l/(8T)]/(T -1) » AFW, 
where AFW =l/(SNJ + l/(8ATf) - 1/(87), which is 
Wright's equation for fixed n0; AFB accounts for 
sampling parents without replacement by using a 
hypergeometric distribution of family size, whereas 
AFW uses a binomial distribution. 
Appendix C 
Extension of Burrows method: The method of 
BURROWS (1984a,b) is based on calculating the 
average co-ancestry after a single cycle of selection. 
Using appendix E of WOOLLIAMS and BIJMA (1999), 
the extension to two sexes is straightforward. From 
equation (1) of BURROWS (1984b): AFB = % QHS + 
1AQFS> where QHS is the probability that two selected 
offspring are half-sibs and QFS is the probability that 
two selected offspring are full-sibs. For two sexes, a 
distinction has to be made between male and female 
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Predicting Rates of Inbreeding in Livestock Breeding 
Populations 
Piter Bijma*, Johan A. M. Van Arendonk* and John A. Woolliams1 
* Animal Breeding and Genetics Group, Wageningen Institute of Animal Sciences, Wageningen University, 
6700 AH Wageningen, The Netherlands and ^oslin Institute (Edinburgh), Roslin, Midlothian EH25 9PS, U.K. 
Abstract - This paper presents a deterministic method to predict rates of inbreeding (AF) for 
typical livestock breeding populations. The method is based on a recently developed general theory to 
predict rates of inbreeding, which uses the concept of long-term genetic contributions. A typical 
livestock breeding population was modelled, with overlapping generations, BLUP selection and an 
increasing amount of information when animals become older. Two types of selection were practised, 
animals were either selected by truncation on estimated breeding values (EBV) across age classes, or 
the number of parents selected from each age class was set to a fixed value and truncation selection 
was practised within age classes. Bulmer's equilibrium genetic parameters were obtained by iterating 
on a pseudo-BLUP selection index and AF was predicted for the equilibrium situation. Predictions 
were substantially more accurate than predictions from other available methods, which ignore the 
effect of selection on AF. Predictions were accurate for schemes with up to 20 sires. Predicted AF was 
too low for schemes with more than 20 sires, which was due to the use of simple linear models to 
predict genetic contributions. In spite of these errors, the present method enables balancing of rates of 
inbreeding and gain in animal breeding populations on a computationally feasible (i.e., deterministic) 
Since the introduction of the Mixed Model Equations (HENDERSON 1963, 1975) and 
the availability of powerful computers, selection 
on Estimated Breeding Values (EBV) using 
Best Linear Unbiased Prediction (BLUP) has 
become a standard animal breeding practice. 
However, selection on BLUP-EBV is known to 
increase rates of inbreeding (e.g., VERRIER et 
al. 1993) and may therefore lead to inbreeding 
depression and may jeopardize future genetic 
progress. Because methods that accurately 
predict rates of inbreeding in livestock breeding 
populations are lacking, many studies have used 
Wrights equation, AF = l/(SNm) + l/(SNf) 
(WRIGHT, 1969. p. 212), which dramatically 
underpredicts AF for selected populations 
(BIJMA and WOOLLIAMS, 2000). 
WRAY and THOMPSON (1990) introduced 
methods to predict rates of inbreeding in 
selected populations, based on the concept of 
long-term genetic contributions. Recently, 
WOOLLIAMS et al. (1999) and WOOLLIAMS and 
BIJMA (2000) developed a general theory to 
predict rates of inbreeding in populations 
undergoing selection. Subsequently, explicit 
prediction equations were developed for 
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populations with either discrete or overlapping 
generations undergoing mass selection (BLIMA 
et al. 2000a), and for populations with discrete 
generations undergoing BLUP selection (BlJMA 
and WOOLLIAMS, 2000). Most livestock 
breeding populations are selected on BLUP-
EBV but have overlapping generations. 
The aim of this paper is to develop explicit 
equations to predict rates of inbreeding for 
typical livestock breeding populations. For this 
purpose, we will model a population with 
overlapping generations, selection on BLUP-
EBV and progeny testing of male selection 
candidates. 
Methods 
In this section we will first describe the 
population structure for which rates of 
inbreeding will be predicted. Because 
deterministic prediction of AF requires a 
deterministic analogy to BLUP, a pseudo-
BLUP selection index will be used to provide 
the necessary equilibrium genetic parameters 
(BULMER, 1971). Next, the procedure for 
predicting rates of inbreeding will be outlined 
in three steps. Finally, we will describe a 
stochastic simulation procedure, which will be 
used to evaluate the accuracy of the 
deterministic prediction of AF. Table 1 shows 
the notation used. 
The general theory to predict AF is derived in 
previous papers {e.g., WOOLLIAMS and BlJMA, 
2000; BlJMA and WOOLLIAMS, 2000). This 
paper, therefore, focuses on the implementation 
of the theory. Throughout the methods section, 
the meaning of the prediction equations is 
described in an intuitive manner. 
Population structure: Selection was for a 
trait determined by the infinitesimal model 
(FISHER, 1918; BULMER, 1971). Phenotypic 
values (P) were the sum of additive genetic 
values (A, breeding values) and environmental 
values (E), P = A + E. A closed nucleus 
population with overlapping generations was 
modeled and selection was on BLUP-EBV for a 
single trait. With two sexes and a maximum age 
of ^w, there are 2cmax categories of animals, 
one for each sex and age of parent. Categories 
will be indexed by k or I, so k,l = 1 .. c^ are 
males, and k,l = c ^ + l .. Ic,^ are females. 
Phenotypes of selection candidates were 
recorded prior to reproductive age and BLUP-
EBV were calculated. Progeny testing was 
included for males in the oldest age class (k = 
c j , which had information on nprg progeny 
included in their EBV. Those progeny were 
assumed to be born outside the nucleus, so that 
their dams did not enter the breeding value 
estimation. Females did not have progeny 
information. 
Within categories, individuals were ranked on 
their EBV and each year the highest-ranking nk 
individuals were selected from the k"1 category, 
to produce the next cohort. The number 
selected from each age class, nk, was either set 
to a fixed value in advance, or determined by 
truncation selection on EBV across age classes. 
The total number of male and female parents of 
cmax 
each newborn cohort was, Nm = £ nk and N/ = 
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Table l.-Notation used 



















Number of sires, number of dams, mating ratio d = N/Nm, number of progeny per sire 
Number of selection candidates born per dam, total number of candidates per sex 
Maximum age of parents, number of parents selected from category k 
ICnoxXlc^ diagonal matrix of the number of parents selected from each category k 
Indicator for sex-age class categories, indicator for life time categories 
Selected proportion and standardized truncation point for category k 
Selection intensity, variance reduction coefficient for category k 
Phenotype, breeding value, estimated breeding value (EBV) 
6x1 (7x1) vector of index weights, 6x1 (7x1) vector of index information sources 
Additive genetic variance, variance of the estimated breeding value 
Accuracy of selection, heritability 
Sample correlation between EB Vs of full sibs (half sibs) in category k and / 
Rate of inbreeding, long term genetic contribution of individual i in category k 
Selective advantage of individual i in category k, variance of sik 
Expectation of riik conditional on s,>k, linear model for u^ = a, + /fe,* 
2cmaxx2cmal gene flow matrix, element of G 
2cmacx2cmal matrix of deviations of breeding values from mean, element of D 
matrix of regression coefficients of o^ffspring on •'parent, element of II 
matrix of regression coefficients of the number of selected offspring on j p a r c n t 
Element of A, number of selected offspring in category / of parent;' in category k 
matrix of variance of family size, deviation of V„
 k from Poisson variance 
correction term required when AV„W * 0 
X nk , respectively. Each sire was mated at 
random to d dams (d = N/Nm), and each dam 
produced a fixed number, n0, of offspring {Vm0 
of each sex), so that the total number of 
selection candidates born in a cohort was, T = 
VnigNj for each sex. The unit of age, i.e., the 
interval between consecutive age classes, was 
one year. Genetic contributions and rates of 
inbreeding per year were therefore equal to 
genetic contributions and rates of inbreeding 
per cohort. 
Pseudo BLUP selection index: A selection 
index analogy of the BLUP procedure was 
developed by extending the pseudo-BLUP 
selection index of W R A Y and HILL (1989) to 
populations with overlapping generations. 
Because part of the selection candidates may 
have progeny information, two pseudo-BLUP 
indices were distinguished. First, indexl 
without progeny information, which was used 
for male selection candidates in categories 1 to 
CTOW-1 and for all female selection candidates. 
Second, indexl with progeny information, 
which was used only for males in category c ^ . 
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For the i candidate, indexl was Au = 
bjxu, where superscript T denotes the 
transpose, A,, is the EBV, bi is a 6x1 vector of 
index weights and Xi,; is a 6x1 vector of 
information sources for the J'"1 candidate. 
Information sources in Xi,; were, 1. Am, the 
EBV of the sire of i, 2. Af, the EBV of the 
dam of i, 3. Af , the average EBV of the d 
dams mated to the sire, 4. PHS, the phenotypic 
average of the n„d half-sibs of i (including i and 
its full-sibs), 5. PFS the phenotypic average of 
the n0 full-sibs of i (including i) and 6. Pt, the 
phenotype of candidate i. 
In indexl, progeny information was added, so 
that for the «'* male in category c ^ , indexl was, 
A2j = b^Xj j , where A2, is the EBV when 
including progeny information, b2 is a 7x1 
vector of index weights and x2,, is a 7x1 vector 
of information sources for the i* candidate, with 
the first six elements identical to Xi,, and 
additionally 7. Pprg, which is the phenotypic 
average of the nprg offspring of a male in 
category c ^ . 
Using the above pseudo-BLUP indices, 
selection and mating were iterated until 
equilibrium genetic parameters were reached 
(BULMER, 1971). Iterative equations for 
calculating index weights, the accuracy of 
selection (p), and equilibrium parameters are 
given in APPENDIX A. Rates of inbreeding were 
predicted using equilibrium genetic parameters. 
Prediction of rates of inbreeding 
General: The prediction method is based on the 
concept of long-term genetic contributions 
(JAMES and MCBRIDE, 1958; WRAY and 
THOMPSON, 1990). The long-term genetic 
contribution (r() of ancestor i in generation f/ is 
defined as the proportion of genes from i that 
are present in individuals in generation t2 
deriving by descent from i, where (t2-ti) —> °° 
(WOOLLIAMS et al. 1993). In other words, the 
long-term genetic contribution of an individual 
is its proportional contribution to the genetic 
make-up of the population in the long-term. In 
the remainder of this article, long-term genetic 
contributions are referred to as "genetic 
contributions", or simply "contributions". 
WRAY and THOMPSON (1990) showed that 
rates of inbreeding per generation are 
proportional to the sum of squared 
contributions, E(AF) = V4Xl2, where r, is the 
realized genetic contribution of individual i and 
the sum is taken over all parents in a generation. 
Recently, WOOLLIAMS and BUMA (2000) 
showed that rates of inbreeding can be 
expressed in terms of expected contributions, 
E(AF)=iZnsECl)+lZns5s, (1) 
where ns is the number of parents selected from 
life-time category s, wti is the expected lifetime 
contribution of individual i in lifetime category 
s conditional on its selective advantage, and 8 is 
a correction factors for deviations of the 
variance of family size (V„) from a Poisson 
variance. When V„ deviates from Poisson, 
Vi5>,2 differs from ^nsE(ul) and the 
5 
difference is accounted for by the second term 
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of Equation 1. In this paper, we will predict AF 
using Equation 1. Throughout the paper, family 
size refers to the number of selected offspring 
of a parent, not to the number of candidates. 
The second term of Equation 1 will be referred 
to as the 'Poisson correction'. 
In Equation 1, it is essential to note that uis 
refers to the lifetime contribution of individual i 
and subscript s denotes the lifetime category to 
which i belongs. The lifetime contribution of 
individual i is the sum of all contributions 
originating from its selection at a specific age, 
uis = ZK,,*, where the sum is taken over all age 
classes k in which individual i is selected. 
Throughout this paper, lifetime categories are 
indexed by s, which refers to a specific 
combination of age classes in which the 
individual is selected, whereas index k refers to 
a specific sex-age class. This issue will be 
addressed below (see "step 2"). 
Components of Equation 1 will be calculated 
in three steps. In the first step we will predict 
expected genetic contributions of sex-age 
classes, u^, using the approach of WOOLLIAMS 
et al. (1999). In the second step, lifetime 
contributions, M(> will be expressed as a 
function of sex-age class contributions, « i t, and 
subsequently E(M*S) will be derived. In the 
third step we will derive Ss. 
In a selected population, a superior individual 
is expected to have a higher genetic 
contribution than an average individual, 
because its offspring and further descendants 
have a higher probability of being selected. 
When predicting genetic contributions, we need 
to explicitly model this superiority, i.e., we need 
to define the factors that confer selective 
advantage to an individual. Before proceeding 
to the prediction of expected contributions, 
therefore, we will first define the selective 
advantage. 
Selective advantage: In principle, the 
selective advantage should contain all terms 
that affect the long-term contribution of an 
individual (i.e., by affecting the selective 
success of its descendents). In this paper, we 
will use the breeding value of the individual 
plus the breeding value of its mate(s). The mate 
is included, because its breeding value affects 
the selective success of the offspring, so that the 
breeding value of the mate can be regarded as a 
component of the selective advantage of an 
individual. Other models for the selective 
advantage are possible, e.g., instead of using the 
true breeding value, one may use the EBV 
together with the prediction error. A discussion 
on this topic is in BUMA and WOOLLIAMS 
(2000). For sire i in category k, the selective 
advantage was 
sIJt = (A,. +Af)-{Ai+Af)k, k=l,Cmax (2) 
where A, is the breeding value of sire i, Af is 
the average breeding value of the d dams mated 
to sire i and the second term represents 
subtraction of the average selective advantage 
for category k. For dams the selective advantage 
was 
si.k ~ \"i + Am ) (A,- + Am)k , k — Cmax+1, 2cmax 
(3) 
where A, is the breeding value of dam i and Am 
is the breeding value of the sire mated to dam i. 
Step 1, prediction of expected 
contributions: This section follows the general 
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approach of WOOLLIAMS et al. (1999) for the 
prediction of expected genetic contributions. 
Expected contributions were predicted by linear 
regression on the selective advantage. 
For males, the expected contribution of sire i 
in category k was, 
K—L ,0/nax ( 4 ) 
where ak represents the average contribution of 
an ancestor in category k, )3^, t represents the 
deviation of the contribution from this average 
due to the selective advantage of ancestor i, j 
denotes the mates of i, (Xcaa) is the category of 
matey, and ocf = X (nkcck)INf , which is 
the contribution of an average dam. The last 
term of Equation 4 represents the effect of the 
categories of the mates on the contribution of 
individual i, which was not accounted for when 
defining the selective advantage of individual i, 
i.e., Ad in Equation 2 accounts only for the 
within category effect of the mate. 
For females, the expected contribution of dam 
i in category k was: 
"u =E(ri,t K t ) = 
ak+PksIJt+(aj-a„)/d, 
& = Cmax+Y, ZCmax (J) 
Note that, contrary to Bijma and Woolliams 
(2000), the effect of the mate is included 
directly in the model for predicting uuk. This 
difference does not affect the results, but the 
present approach is more straightforward. 
Solutions for uik are obtained by predicting 
ak and /3k. There are two mechanisms 
determining ak and /3k. First, superior parent are 
expected to have more selected offspring, which 
is modeled by a regression coefficient X. 
Second, offspring partly inherit the selective 
advantage of their parents, which is modeled by 
a regression coefficient n. 
By modeling these two mechanisms, 
WOOLLIAMS et al. (1999) show that ak and fik 
can be obtained from 
No = [GT + (GT *DT)(I - GTnT)"' (GT * AT)]No 
(6) 
Np = ( I - G T * n T ) - 1 ( G T * A T ) N a (7) 
where * denotes element by element 
multiplication, I is the 2cm(Ux2cmac identity 
matrix, N is a 2cmarx2cTOM diagonal matrix 
containing the numbers of parents selected from 
each category (nk), H is a 2cmaxx2cmax matrix of 
elements %, being the regression coefficient of 
the selective advantage (siik) of selected 
offspring j in category k on the selective 
advantage (sy) of parent i in category 2, A is a 
2cmaxx2cmaj matrix of elements Xa, being the 
regression coefficient of the number of selected 
offspring in category k on the selective 
advantage of parent ;' in category /, G is a 
2cmarx2cTOlt gene flow matrix of elements gu, 
specifying the proportional contribution of 
parent category / to selected offspring in 
category k, D is a 2cnmcx2cmax matrix of 
elements da, being the average selective 
advantage of selected offspring in category k 
descending from parents in category /, 
expressed as a deviation from the mean 
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selective advantage in category k, a is a Ic,^ 
vector of elements at, and P is a Ic^ vector of 
elements /?,. [See BUMA and WOOLLIAMS 
(1999) for a detailed study and an example on 
the prediction of expected genetic contributions 
with overlapping generations]. The above 
matrices follow the gene flow notation (HILL, 
1974), so that rows represent offspring 
categories and columns represent parent 
categories, and this is the reason for the 
matrices in (6) and (7) requiring the transpose. 
Note that the gene flow matrix, G, differs 
from HILL'S (1974) gene flow matrix, which 
specifies the contribution of parent categories to 
offspring before selection. Here, G refers to 
selected offspring. For example, for c , ^ = 2, 
#4i = 0.35 means that one-year-old sires 
contribute 35% of the genes of 2-year-old 
selected females. 
Matrices G, II, A and D were derived 
following the approach of WOOLLIAMS et al. 
(1999) and BUMA and WOOLLIAMS (1999). 
Resulting equations for the case studied in this 
paper are listed in Appendix B. 
Note that contributions predicted from 
Equations (4) through (7) are the contributions 
of a single cohort {i.e., the group born in a 
single year, not an entire generation) originating 
from their selection at the different ages. Rates 
of inbreeding predicted from these 
contributions are, therefore, also per year. 
Step 2, derivation of E(ufs): The lifetime 
contribution is the sum of the contributions 
originating from selection at a specific age, uis 
= ~Luik, where uik is obtained from Equation 4 
or 5. To calculate E(ujs), therefore, we have to 
express contributions of lifetime categories, 
which are indexed by s, in terms of 
contributions of sex-age class categories, which 
are indexed by k. Lifetime categories refer to a 
specific combination of age classes in which the 
individual is selected, e.g., males selected only 
at one year of age, which have, ufs = uikM ; 
males selected at one and two years of age, 
which have, ujs = (w,-,fai + M,,t=2)2 = ",\*=i + 
2«it=iMjii=2 + ulk=2' etc- This example shows 
that the square of the lifetime contribution, ufs, 
can be expressed as a sum of squares, ufk, and 
cross products, uitkUi:i, of sex-age class 
contributions. 
Instead of explicitly specifying all lifetime 
categories and deriving the corresponding 
E(ujs), one can directly express 2 / I J £ ( M ? I ) as 
s 
a sum of squares and cross products in terms of 
the categories k, which has the advantage that 
contributions predicted from Equations 4 and 5 
can be used directly (BUMA et al. 2000a). In the 
following derivation of squared expected 
contributions, terms contributing to SnJ£(«,^) 
s 
will be collected separately for males without 
progeny testing, for progeny tested males and 
for females. 
For categories without progeny testing, the 
ranking of animals remains practically 
unchanged when they move through the age 
classes, which is the same situation as with 
mass selection. For those categories, therefore, 
equations 11 and 12 of BUMA etal. (2000a) can 
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be used, so that, for male categories without 
progeny testing, 






cmax ^ Cmax 1 
2 £ £ mm(n,,nk)E(uikuil), (8) 
and for all female categories, 
I n I E ( ^ s ) = X «*£("•*) + 
*
c m a x * ^ c m a x 
2 J X min(ii„nt)E(i<iitiiu), (9) 
where 2j denotes summation over the relevant 
lifetime categories, and min(nt,n;) denotes the 
minimum of nk and n( (see also the example in 
BUMA et al. 2000a). 
For Equation 8 and 9, E(ufk) is obtained by 
squaring equation 4 and 5, using E(s2k) = 
a]k because E(sjk) = 0. For Equation 8 the 
result is 
E(u2k) = a2k + # < + d^-aj ) 
k=l,Cmax-l (10) 
and for Equation 9, 
E(u2k) = a2k + # < * + dal-alyd2 
k = cmax+l,2cmax (11) 
Next, for males, the variance of the selective 
advantage is (see Equation 2) 
0 . 2cm a x M 
+ - f 2 -Ml-K^Xl-l/",) 
^ l , ^ (12) 
and for females (see Equation 3) 
+ a / t S - 7 ^ d - ' c ; p ; ) ( l - l / n ( ) 
*
 —
 * - /WU "•" ^ » ^ W * (13) 
In Equation 12 and 13, the first term is due to 
the individual itself, the second term due to its 
mate(s), the term (1-KJO2) accounts for reduced 
variance because the parents are a selected 
group and the (1-1/n*) accounts for finite 
sample size. 
For Equation 8 and 9, expectations of cross 
products are calculated from (BUMA et al. 
2000a), 
E(ui,kuij) =cckai 
+ [1-1//W,] p\Pi<T2A [l~Kmin P2min ] 
+ aminAnaxE[Amin-Amax] (14) 
where subscript min denotes the category with 
the lower number of animals, subscript max 
denotes the category with the higher number of 
animals and Ak is the genetic selection 
differential in category k, Ak = ikpk&A- With 
random mating, there is no covariance between 
the selective advantages of two different mates, 
so that mates do not contribute to the cross 
product in Equation 14. 
For progeny tested males we need to derive 
the contribution of category c ^ to the sum of 
squared lifetime contributions, which is 
composed of the sum of squared contributions 
from category c ,^ and the sum of cross 
products between category c ^ and the non-
progeny tested male categories, 
lnsE(u2s) = nc E(ufc ) 
*"*




+ 2 J nkc E(uikuic ) , (15) 
where £(w? ) follows from Equation 10 by 
putting k = c ^ , and ntr is the number of 
parents selected jointly in category k and 
category c „ The number selected jointly in 
both categories can be calculated from the 
number of candidates and the proportion 
selected jointly in category k and category c ^ , 
nkc = <$>(rh rc , pkc )T, where <&(rk, 
K
-
Cmax v "• cmax ' *>cmax 
Tr , Qir ) denotes the bivariate normal 
Lmax ' ""^max 
proportion above truncation points xk and tCami , 
which are the EBV truncation points for 
category k and cmax, and Pt,Cmax is the 
correlation between Ait and A,. , 
The bivariate normal 
^ •
c m a x A,k A,Cn^ 
proportion, <l>(Tt, rc , pkc ), was calculated 
using Dutt's algoritm (DUTT, 1973, 1975; DUTT 
and SOMS, 1976; DUCROCQ and COLLEAU, 
1986). For Equation 15, expectations of cross 
products follow from Equations 2 and 5, with 
no contribution due to the mates, 








where i refers to individuals that are selected 
both in category k and in category c,^, and 
E(Ai) is the expected breeding value of those 
individuals. The terms E(A,) and 
£[(Aj - Ak)(At - Ac )] are calculated using a 
result of TALLIS (1961) and are given in 
Appendix C. 
Summarizing, the sum of squared expected 
lifetime contributions is given by equation 8 for 
males without progeny testing, by equation 9 
for females and by equation 15 for progeny 
tested males. Finally, the first term of Equation 
1 is obtained by adding up results from 
Equations 8, 9 and 15. The remaining task is to 
obtain the second term of Equation 1, which 
requires the calculation of Sk. 
Step 3, calculation of Sk: The calculation of 
8k is a straightforward analogy of the discrete 
generation case (BUMA and WOOLLIAMS, 
2000). Here we will outline the concept, 
explicit equations are given in Appendix D. 
In Equation 1, 
4 = aTAVn,ta (17) 
where AVnt is the 2cmaxx2cmax matrix of 
deviations of the variance of family size from a 
Poisson variance, for a parent in category k, 
conditional on its selective advantage si}k 
(WOOLLIAMS and BUMA, 2000). For example, 
for the full variance of family size conditional 
on the selective advantage, element Vnt(Z,/') 
represents the covariance between the number 
of offspring selected in category /, nik(t)\sik , 
and the number of offspring selected in 
category /', niik(l')\siik, of a parent in category k. 
For diagonal elements, the deviation from a 
Poisson variance is obtained by subtracting the 
mean number of selected offspring from the full 
variance (with Poisson, o2 = fi). For diagonal 
elements, therefore, AVnk(l,l) = 
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ES{E[4(Z)KJ - E[nu(0k,J2 -
E[nik(l)\sik]}, where Es denotes the 
expectation with respect to sik, which gives (see 
also BUMA and WOOLLIAMS, 2000), 
AV.Jt(/,0 = E f{E[na(/)(na(/)-l) |su]} 
- Es\E[nu(l)\sik]2} (18) 
For off-diagonal elements, AVnJt(/,/') = 
V„,*(Z,r), because, with an independent Poisson 
distribution for each category, the covariance 
between n^l)^^ and /ii,i(/')K* is zero. For off-
diagonal elements, therefore, 
AV„,t(Z,Z') = £ s ] £ [ n a ( / K t ( n | , , j j 
-Es\E[nt,k(n\^]E[ni<k(n\sitk]\ (19) 
where siJc is the selective advantage of parent i 
in category k and nik{l) is the number of 
offspring of parent i selected in category / . 
For Equation 18 and 19, the first term can be 
approximated using a result of BURROWS 
(1984a) (see appendix E of WOOLLIAMS and 
BUMA, 2000). Analogous to BUMA and 
WOOLLIAMS (2000), the second term follows 
from substituting the A-model for predicting the 
expected number of selected offspring, 
£[",,*(') I*;,*)= Igmn'k (1+huSi.k), where 
2gtt«(«i' represents the average number of 
selected offspring in category / descending from 
a single parent in category k, and A;*^ 
represents the effect of the selective advantage 
of the parent on the number of selected 
offspring. 
The extension of Equations 18 and 19 to a 
population with overlapping generations and a 
hierarchical mating structure is a 
T A B L E 2.-Rates of inbreeding per year from 
simulation (AFsim) and corresponding prediction errors 
for schemes with two age classes, 20 sires and 60 
dams selected per year and truncation selection on 
















































































"Sires in age class two have information on 100 progeny 
included in their EBV. berror% = 
100%x(AFp„j-AF,im)/AF,im. "n0 = number of offspring per 
dam. "V = heritability. MiagN = number of parents 
selected from each age class, first two elements refer to 
sires, last two elements refer to dams. 'Standard errors of 
simulation results were smaller than 1% of their mean 
value 
straightforward analogy of equations for the 
discrete generations case (BUMA and 
WOOLLIAMS, 2000) and resulting equations are 
given in Appendix D. In summary, the second 
term of Equation 1 is obtained using Equation 
17, where AV„t is given by equations Dl 
through D14. 
Results 
Table 2 shows rates of inbreeding per year from 
simulation (AFsim) and corresponding prediction 
errors for populations with two age classes, 
where EBV for males in age class two include 
information on 100 progeny. In Table 2, the 
number of parents selected from each age class 
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TABLE 3.-Rates of inbreeding per year from simulation (AFSim) and corresponding prediction errors for schemes with 
three age classes, 20 sires and 60 dams selected per year and truncation selection on EBV across age classes" 

































































































"Sires in age class three have information on 100 progeny included in their EBV. berror% = \WS%Y.(AFp„d-&Fim)l&Fum- cna = 
number of offspring per dam. dh2 = heritability. ediagN = number of parents selected from each age class. 'Standard errors of 
simulation results were smaller than 1% of their mean value. 
is a result of truncation selection on EBV across 
age classes, showing that selection of males 
moves towards age class two when h2 and nB are 
low. Predictions are accurate for n0 = 2. For n0 
= 4 or 8, predictions are approximately 8% too 
low. In spite of the errors, predictions and 
simulations show the same trend. For example, 
doubling the number of offspring per parent 
from n0 = 4 to n0 = 8 for a scheme with h2 = 0.1, 
raises AFsim by a factor 1.7 whereas the 
prediction indicates a factor 1.8. Note that the 
use of AF = l/(8Wm) + l/(8Nf) would give the 
same rate of inbreeding for schemes with n0 = 4 
vs. 8, i.e., a factor of 1. 
Table 3 shows rates of inbreeding from 
simulation and corresponding prediction errors 
for populations with three age classes, 
truncation selection across age classes, and 
where EBV for males in age class three include 
information on 100 progeny. Accuracy of 
predictions in Table 3 is comparable to 
accuracy in Table 2. 
With truncation selection across age classes, 
the majority of the parents is selected from the 
youngest age class in most cases. To evaluate 
the accuracy of predictions for any distribution 
of parents across age classes, the proportion of 
parents selected from each age class was set to a 
fixed value and animals were selected by 
truncation on EBV within age classes. For a 
population with two age classes, three 
alternatives for the proportion of parents 
selected from the different age classes were 
considered, p = (0.75, 0.25; 0.75, 0.25), p = 
(0.5, 0.5; 0.75, 0.25) andp = (0.25, 0.75; 0.75, 
0.25). For example, p = (0.25, 0.75; 0.75, 0.25) 
with Nm = 40 and Nf = 80 gives N = diag{10, 
30, 60, 20}. For each of these distributions, all 
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"Sires in age class two have information on 100 progeny included in their EB V. bp denotes the proportions of parents 
selected from each age class. cNm = number of sires. For each Nm alternative, results were averaged over the heritability, 
mating ratio and number of offspring alternatives (see text). 
combinations of schemes were evaluated for Nm 
= 8, 12, 20,40, 60 or 80, d = 2,4 or 8, n0 = 2, 4 
or 8 and h2 = 0.1, 0.2, 0.4 or 0.6, with 
information on 100 progeny for males in age 
class two, and the restriction that Nf < 160 to 
limit computing time for the stochastic 
simulations. In total 468 different schemes were 
evaluated therefore. Within this range, the 
maximum rate of inbreeding was, AFsim = 
0.0597 for N = diag{6, 2, 12, 4}, n0 = 8 and h2 
= 0.1, with a prediction error of +1%. The 
minimum rate of inbreeding was, AFsin = 
0.0021 for N = diag{20, 60, 120, 40}, n0 = 2 
and h2 = 0.1, with a prediction error of - 5 % . 
Table 4 shows the average error and the 
standard deviation of the error for the whole 
range of schemes mentioned above, where 
schemes are grouped according to the number 
of sires. Schemes with up to 20 sires show 
accurate predictions, i.e., the absolute value of 
the mean error and the standard deviation of the 
error are below 5%. Schemes with more than 20 
sires show a systematic underprediction of 
approximately 8% and an increasing standard 
deviation of the error. 
To give some background information on 
prediction errors in Table 4, Table 5 shows the 
typical error trend for schemes with many 
parents. When selection intensity is low (n0 = 
2), predictions are accurate. For higher 
selection intensities (n0 -A or 8), predictions 
are too low. In spite of the errors, predictions 
give a good indication of the effect of changing 
population parameters. For example, doubling 
the number of offspring per parent increases the 
rate of inbreeding from simulation by a factor 
1.96 (h2 = 0.1, n0 = 4 vs. 8). For the same 
scheme, the prediction indicates an increase by 
a factor 1.82, which gives a good indication of 
the tremendous effect of selection intensity on 
AF with BLUP selection. BUMA and 
WOOLLIAMS (2000) obtained similar error 
trends for populations with discrete generations 
and showed that the underprediction is due to 
the use of simple linear models to predict 




TABLE 5.-Typical trend of the prediction errors for a scheme with many parents*" 




































'For N = diag{40,40, 120, 40}. bSires in age class two have information on 100 progeny included in their EBV. cerror% 
= lOO%x(AFpmi-AFsim)/AFSim. dn„ = number of offspring per dam. °h2 = heritability. fAF,im = rate of inbreeding per year 
from simulation 
Table 6 shows rates of inbreeding and 
corresponding prediction errors for schemes 
with four age classes for each sex. Because the 
potential number of alternative schemes is very 
large, results are presented for a limited number 
of schemes with Nm = 20, d = 3 and h2 = 0.3, 
where the distribution of parents across age 
classes was varied. For most schemes in Table 
6, predictions are accurate or show some 
underprediction due to the same reason as 
mentioned above. There are, however, three 
schemes in Table 6 that show a surprising 
overprediction of 14, 11 and 16%. 
Detailed examination of the schemes with 
14% and 11% error revealed that the 
overprediction of AF was due to overprediction 
of the contributions of one-year-old sires (a0, 
which in turn was due to overprediction of the 
selection intensity in category one. In category 
1, only two sires are selected and the intraclass 
correlation between sibs is relatively high 
(PFS.II~ 0-73; PHs,n~ 0.33), indicating that 
reduction of selection intensity due to finite 
numbers and correlations between indices of 
relatives becomes important. Adjusting 
selection intensities using the method of 
TABLE 6.-Rates of inbreeding per year from 
simulation (AFsim) and corresponding prediction 
errors for a scheme with four age classesab 
diagN* 
105 3 2 30 15 10 5 
105 3 25 10 15 30 
2 3 5 10 30 15 10 5 
2 3 5 10 5 101530 
5 55 5 15 15 15 15 
2 8 8 2 5 25 25 5 
8 2 2 8 25 5 5 25 












































































"Sires in age class four have information on 100 
progeny included in their EBV. 'Tor h2 = 0.3. cdiasN = 
number of parents selected from each age class. n0 = 
number of offspring per dam. eerror% = 
\0a%y.(AFp„d-AFsimyAFSim. 'Standard errors of 
simulation results were smaller than 1% of the estimate 
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MEUWISSEN (1991) reduced intensities from 
2.73 to approx. 2.57 for both schemes, and 
prediction errors reduced from +14% to -4% 
for the one scheme and from +11% to - 3 % for 
the other scheme. Those schemes also required 
adjustment of the selection intensity to 
accurately predict genetic gain. This indicates 
that the occasional need for adjusted selection 
intensities is not a specific feature of the 
method to predict AF, but is a general 
requirement for schemes with few parents and 
high intraclass correlations between EBVs of 
sibs. 
Examination of the scheme with 16% error 
revealed that the overprediction of AF was due 
to overprediction of the variance of family size. 
When the number of selected parents is small 
compared to the number of candidates per 
family, all parents may be selected from very 
few families, which can be accounted for by 
adjusting the selected proportion according to 
Equation D13 (WRAY et al. 1990). In the 
present paper, adjusted selected proportions 
were used for all schemes where minimum(nt; k 
= l^ cWt) < 0.75no (See Appendix D). For the 
scheme with N = diag{5, 5, 5, 5, 15, 15, 15, 
15}, this means that selected proportions were 
not adjusted for n0 = 2 or 4, whereas for n0 - 8 
selected proportions were adjusted. The scheme 
with n0 - 4 is borderline, i.e., in each male age 
class the number of parents is small, but just 
above the threshold that was used for adjusting 
the selected proportion. Adjusting the selected 
proportion for the scheme with n„ = 4 reduced 
the prediction error from +16% to +4%. 
Discussion 
This paper shows how the general procedure of 
WOOLLIAMS et al. (1999) and WOOLLIAMS and 
BUMA (2000) for predicting rates of inbreeding 
in selected populations can be implemented for 
livestock breeding populations. For this 
purpose, a livestock breeding population with 
overlapping generations, BLUP selection, and 
progeny testing was modeled. Except for 
methods that ignore selection, there are no other 
methods available to predict rates of inbreeding 
in livestock breeding populations at present. 
Detailed discussions on theoretical issues of the 
methods have been included in previous papers 
[WOOLLIAMS et al. (1999), WOOLLIAMS and 
BUMA (2000), BUMA and WOOLLIAMS (2000), 
BUMA et al. (2000)]. In this discussion, 
therefore, we will primarily address topics 
related to the implementation. 
In spite of the prediction errors, the present 
method is a substantial improvement over other 
available methods, which ignore the effect of 
selection on the rate of inbreeding. In the 
absence of selection, AF of a population with 
overlapping generations is equal to AF of a 
population with discrete generations having the 
same number of parents entering the population 
per generation and the same lifetime variance of 
family size (HILL, 1972, 1979). Following that 
approach, AF was predicted for the schemes in 
Table 5 with n0 = 8, resulting in AFpred = 
0.0022. (Note that, when ignoring selection, 
AFpred is independent of heritability). In the 
worst case, the present method showed an 
underprediction of 20% (0.0073 vs. 0.0091), 
whereas the prediction ignoring selection gives 
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an error of-76% (0.0022 vs. 0.0091). Thus, for 
the scheme were the present method performs 
worst, it still accounts for 80% of the true 
inbreeding, whereas the method ignoring 
selection accounts for only 24% of the true 
inbreeding. 
The magnitude and pattern of prediction 
errors in the present study are in line with 
prediction errors encountered by BUMA and 
WOOLLIAMS (2000) for populations with 
discrete generations. Schemes with many 
parents show underprediction, which is due to 
the use of models where the expected genetic 
contribution is a linear function of the breeding 
value. Contrary to BUMA and WOOLLIAMS 
(2000), we did not include the effect of ft when 
calculating the Poisson correction, i.e., 
Equation 17 only includes a. Inclusion of P in 
the Poisson correction would have reduced the 
underprediction by approximately 5-7% (BLIMA 
and WOOLLIAMS, unpublished results), but 
would also complicate the prediction procedure. 
Simulation results in discrete generations 
indicate that the use of a quadratic model for 
predicting genetic contributions will give 
accurate predictions of AF (BUMA and 
WOOLLIAMS, 2000). We expect that this 
conclusion extends to overlapping generations, 
but implementation of such a model requires 3rd 
and 4th moments of the truncated multivariate 
normal distribution, which are difficult to 
derive. 
With BLUP selection, prediction of the 
lifetime contribution (required for "step 2") is 
more complicated than with mass selection. 
With mass selection, the ranking of selection 
candidates remains unchanged when animals 
become older, because no additional 
information is added at older ages. When the 
ranking of animals remains unchanged over 
time, the number of animals selected in any 
combination of age classes can be derived 
directly from the number of animals selected in 
each age class. With mass selection, therefore, 
the lifetime contribution depends directly on the 
number of animals selected from each age class 
(BDMA et al. 2000). With BLUP selection, 
however, the EBV of selection candidates may 
change when animals become older, because 
new information {e.g., progeny) becomes 
available. With different indices in different age 
classes, the number of animals selected in a 
particular combination of age classes depends 
on the proportion selected jointly in those age 
classes. In the present paper, such bivariate 
normal proportions were obtained by numerical 
integration using Dutt's algorithm (DUTT and 
SOMS, 1976; DUCROCQ and COLLEAU, 1986). 
Alternatively, bivariate normal proportions can 
be approximated using the work of MENDEL 
and ELSTON (1974). Subsequently, the 
expectation of the squared selective advantage 
for those categories was calculated using the 
moment generating function of the truncated 
multi normal distribution (TALLIS, 1961; 
Equations CI -C3) . 
When there are more than two different 
indices, e.g., when progeny information 
accumulates gradually so that each age class has 
a different amount of information available, the 
lifetime contribution can still be predicted using 
the bivariate normal distribution because cross 
products between any two age classes, «,,£«,,/, 
involve only two categories at a time. With 
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different amounts of information for each sex-
age class, the present method can still be 
applied but cross products need to be calculated 
from Equation 16 for all age classes. 
In the present study, selection is for a single 
trait. Predictions for multi-trait selection can be 
developed using the same methodology. First, a 
multi-trait pseudo BLUP selection index for 
populations with overlapping generations has to 
be developed. This can be done by extending 
the work of VlLLANUEVA et al. (1993) to 
overlapping generations. With multi-trait 
selection, the selective advantage would consist 
of the sum of breeding values for the different 
traits, weighted by their economic value. 
Subsequently, steps 1 to 3 remain essentially the 
same, but equations have to be derived based on 
a multi-trait index. For example, in Equation 6 
and 7, the Il-matrix would represent the 
regression of the aggregate breeding value of a 
selected offspring on the aggregate breeding 
value of the parent. All of these steps can be 
performed using standard selection index 
theory. 
One needs to take care when applying the 
present methodology to populations with 
extremely high correlations between estimated 
breeding values of sibs. For example, in a dairy 
MOET scheme, selection of young bulls may 
solely be based on information from relatives, 
so that between full sib family selection is 
practiced (pFS = 1). For such cases, the 
equations for calculating the variance of family 
size and the linear model for predicting 
expected genetic contributions may be less 
accurate. 
Up till now, optimizing rates of gain and 
inbreeding in livestock breeding schemes 
required computationally demanding stochastic 
simulation, which restricts the number of 
alternative schemes considered. With the 
present method, rates of inbreeding in livestock 
breeding programs can be predicted within very 
limited computing time, which shows that the 
general theory of WOOLLIAMS et al. (1999) and 
WOOLLIAMS and BUMA (2000) provides a 
toolbox for considering both rates of genetic 
gain and inbreeding in selected populations. 
Recently, BDMA et al. (2000b) optimized rates 
of gain and inbreeding for crossbreeding 
schemes, which illustrates how the method to 
predict AF can be connected to an optimization 
procedure. In their study, approximately 750 
alternative breeding schemes were evaluated 
within 9 CPU seconds. This shows that, even 
when connected to a numerical search 
algorithm, the method can be used interactively. 
Implications 
The common animal breeding practice of 
selection on Estimated Breeding Values using 
Best Linear Unbiased Prediction has enabled 
increased rates of genetic gain but will also lead 
to increased rates of inbreeding, and thus 
endangers selection response and genetic 
diversity in the long term. In this paper, we 
developed a deterministic method to predict 
rates of inbreeding for livestock breeding 
populations. The method enables balancing of 
rates of genetic gain and inbreeding before a 
breeding scheme commences, and is therefore 
an important aid to design sustainable animal 
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breeding plans. This implies that we no longer 
have to resort to computationally demanding 
stochastic simulation to balance short and long-
term response in livestock breeding 
populations. 
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Appendix A 
Pseudo-BLUP selection index 
There are two indices, Index 1 ( A u ) without 
progeny information and Index2 ( A 2 i ) with progeny 
information. Weights for Indexl (Index2) are, bi = 
Vr1 gi (bj = V2_1 g2) where V, (V2) is the 6x6 (7x7) 
covariance matrix of information sources in x^ (x2ji) 
and gi (g2) is the 6x1 (7x1) vector of covariances 
between information sources in x^ (x2>i) and the 
breeding value of the candidate. Indexl is identical 
to the index of Wray and Hill (1989). 
Elements of \\ are, per row: Vi(l,...) = (0"m , 0, 
0, y2°l fa2m, Ko-^);V1(2,...) = (0, a), a)Id, 
y2a2fld, y2a), y2a))- V,(3,...) = (0, a)Id, 
a)Id, y2a)ld, y2a)ld, y2a)ld)\ Vi(4,...) = 
(%a>l> fa/'* y°)ld> °ls- CT«- CT«s); 
V,(5,...) = (y2a2m, y2a), y2a)ld, a2HS, a2FS, 
a
2





sdf), where a2m and a2 are the variance of 
the EBV among selected sires and dams respectively; 
a
2
HS and aFS are the between full sib family and 
between half sib family variance, which are, a2HS = 
1/4
 °\,m + v* al,fld + (1/2<Tlo + CT1 V M and a2FS = 
v
*alm + 1 / 4 C r l / + (l/2CTlo + o'I Vn» where a2Am 
(G2Af) is the genetic variance among the selected 
sires (dams), a\ is the environmental variance, 
a\
 0 is the base generation additive genetic variance 
and a 2elf = a\ + a\, where o\ is the total 
additive genetic variance. Furthermore, g[ = 
(.Vial, K°)< Via) Id, V*o\m + V*o\fld + 
V2al0lnod,V*(T2Ajn +V*(TAJ +V*o2ASSln0, c2A) 
Matrix V2 is identical to V] but has additional row 
and column, V2(7,...) = V2(...,7) = [V*a2m , V*a2f , 
%a2f Id, Cov( PHS , Pprg ) , Cov( PFS , Pm ) , V2G2A, 
V a K ? „ ) ] , where Cov(P r a , Pprg) = X < m + 
Xa 2 A J Id + Ka2AfiInA Cov( PFS, Pprg) = Xa2 A m 
+ y*°lf + Halo'".,, and Var(Pprs ) = MCTJ(1 + 
\/dprg) +(ViG2A0 + o2E )lnprg, where dprg is number of 
dams mated to a single sire when producing 
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offspring for the progeny test. Assuming the same 
litter size as in the nucleus, dprg = nprgln0. 
Furthermore, g\ is identical to g [ , but has 
additional g2 (7) = Vio\. 




~Z(Hk -/J.) ——, with k = l.Cmo, for sires and k = 
k Nx 
Cmox+1. 2cmax for dams, where Kk is Pearsons variance 
reduction coefficient [Kk = ik(h-^k), where i is 
selection intensity and r is the standardized 
truncation point], pk is the accuracy of selection, fik 
is the genetic mean of the parents selected from 
category k expressed as a deviation from an arbitrary 
base, fik =ikpkcrA -kAGy, where AGy is the rate of 
genetic gain per year, and \i is the overall mean of 
the selected group for sex x, fi = X/ij —— . In the 
k Nx 
equation for a\
 x, the first term represents the 
weighted sum of the within age-class genetic 
variance after selection and the second term 
represents the additional variance due to differences 
between the mean breeding values of parents 
selected from different age classes. 
The variance of the EBV among selected parents, 
ol and a), was a\ = lo\t(\-Kk)-^- + 
k ' N
 x 
E(^*-;U)2——, where x = m or / , a\k is the 
k Nx 
variance of the EBV among selection candidates in 
category k. 
Accuracy of selection for category k was, 
Pt=Vbw«(t)8f«fex(t)/cT5 - w h e r e indexW = 1 for 
categories without progeny testing and index(fc) = 2 
for categories with progeny testing. The variance of 
EBV was, CT]
 k = p\o\ . Genetic gain per year was, 
2cmax lhOiHi 
AGy = VioA X , where L0 is the 
*=i NseX(k-)L0 
generation interval based on the average age of 
parents of newborn offspring, L0 = 
" m a x 
Vi Y.age{k)nkINsexik) . 
k=l 
Each generation, additive genetic variance was 
calculated from a\ = V*o\m + V*o\f + Via2A0. 
The above equations were iterated until equilibrium 
variances were reached (approx. 10 iterations). 
Intraclass correlations: Three types of intra-class 
correlations between EBV of sibs can be 
distinguished. First, between A,, of two sibs with 
neither progeny tested, second, between A2, of two 
progeny tested sibs, and finally between one tested 
and one not. 
Between full sibs in not-progeny tested categories: 
PFS.U = b^Cpsyb, AT? , where k and / denote the 
categories of both individuals, CFS,ki is the 6x6 
covariance matrix between the information sources 
of an individual in category k and the information 
sources of its full sib in category /. Matrix CFS kl is 
identical to Vj except for CFs,«(6,6) = 
)/4 0Ajn + X <7A f . Between full sibs in progeny 
tested categories, pFS_u = b2C F S H b 2 / c r | , where 
CFs,« is a 7x7 covariance matrix which is identical to 
V2 except for CFS,«(6,6) = X ^l™ + X <*!/• 
CFS,«(6,7) = CFS .H(7,6) = )ia2Am + ^ C T ^ a n d 
CFs,*;(7,7) = }{6a2Am + /l6G2Af. Between a 
progeny tested individual and its not-progeny tested 
full sib, pFSM = b^Cps,Hb2/CT^CT^ , where CFS,*; is 
a 6x7 covariance matrix which is identical to the 
sub-matrix CF S ,H(1-6;1-7) for the case of progeny 
testing in both categories. 
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Between half sibs in not-progeny tested categories, 
PHSM = b^CHs,wbi/CTl, . w h e r e CHS,H is identical to 
V! except for CHS,*;(5-6,5-6) = >/4CT2m , CHS,«(2,5-6) 
= CH S ,H(5-6,2) = 0 and CHS,w(2,2) = 0. Between half 
sibs in progeny tested categories, PHSM -
b2CH S ( . (b2 /cr | , where CHs,w is identical to V2 
except for CHS,*((5-6,5-6) = W a ^ , CHS,u(2,5-6) = 
CHS ,H(5-6,2) = 0 and CHS,«(2,2) = 0, CHS,«(2,7) = 
CHS,H(7,2) = 0, CHS,w(5-6,7) = C„s,w(7,5-6) = 
X<m.C„s,«(7,7)=X6^-
Between a progeny tested individual and its not-
progeny tested half sib, pHSU = 
b^CH S Hb2 /o"-o". , where CHs,w is the (6x7) 
covariance matrix which is identical to the sub-
matrix CHs,w(l-6;l-7) for the case of progeny testing 
in both categories. 
Intraclass correlations were corrected for the 
number of families being finite, using the empirical 
correction of BUMA and WOOLLIAMS (2000), pFSM 
PFS,U -Pw,«(l-Pra,H)(0-8643/Afm + 
0.9540%) and pHSJd = p„SM -pHSM(l-p2HSM) 
(1.4075/^+1.4581%). 
Appendix B 
Prediction of expected genetic 
contributions 
The n and A matrix: Elements of II and A are a 
multiple category analogy of the discrete generations 
case (see BUMA and WOOLLIAMS, 2000): 
% = Vi - b ^ ( t ) CM^yKj/ a2, k,l = 1, 2cmax 
(Bl) 
^kl = ^inikx(k) cindex(k).lhl( Cj,; <?
 A k ) k,l = 1, Ic^ 
(B2) 
where index(k) = 1 for categories without progeny 
testing and 2 for categories with progeny testing, and 
CimfciOW is a vector of covariances between 
information sources of an offspring in category k and 
the selective advantage of its parent in category /. 
For offspring categories without progeny testing, Cii( 




\a\f Id, \c\{\ - KlPf) + \c\f Id ] for I = 1, 
C m a l ; a n d c u = [ c r ? n > CT^O-V,), CT?;(l-K:,)/rf , 
\a\{\-KlP])ld + \a\m, \G2A(\-KIP2) + 
W ±«2 2"/t,m . ?0A(\-KIPI ) + I°AM ] for / = c ^ + 1 , 
tcmax- F° r offspring categories with progeny testing, 
c« = tcu(l-6), ±a2Aa-Ktpt)+-Lalfld ] for / = 
1,
 Cmax; andc2t, = [cu(l-6), •Lo2A(l-Klpf) + ±(j2Ajn ] 
r 2 
'=1 "m ' « „ » + ' " / 
i cmax fit n o 
a\ = X — c r ? (1-K,) and a2 
A,m ~ \j A,lv ( ' MN„ A.f 
The G matrix: Elements of G are (BUMA and 
WOOLLIAMS, 1999): 
= ±PkL n, Ski 2 », 
Pk Nsex(I) 
k,l = \,2cm (B3) 
where pu is the selected proportion among offspring 
in category k descending from parents in category /. 
Solutions for pu were obtained separate for each 
parent sex, by simultaneously solving the equations 
Pk=lPkinilHsex(l) and Pu 1 -
0[(4-V2^()/o"- ], using the algorithm 
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RIDDR.ROOT (RIDDERS, 1979; Press et al. 1992), 
where I = 1, c ^ for sires, / = cw+1, Ic^ for dams, 
It is the EBV truncation point common to all 
offspring in category k, a • is the standard 
deviation of the EBV for offspring in category k 
descending from parents in category Z, [Xi is given in 
Appendix A and O denotes the cumulative normal 
distribution function (BUMA and WOOLUAMS, 1999). 
The standard deviation of the EBV, a.,.,, was 
A,ty 
calculated analogous to a. by using the pseudo-
BLUP index (Appendix A), but replacing a\m 
(o2AJ) by <r2Aa-KlP?) and a2m (a2) by 
a\
 t (1 - Kt) when the parent is a male (female). 
The D matrix: Elements of D were obtained, 
separate for each parent sex, from (BUMA and 
WOOLLIAMS, 1999), 
where Hi is given in Appendix A, iu is the selection 
intensity corresponding to pki (see above) and the 
second term represents subtraction of the average: 
dk = XCKMI +luCT,u|/) • w i t h * = 1. c ^ for sires, / 
= Cmoi+1, 2cmax for dams. 
Appendix C 
Step 2, expectation of squared expected 
contributions. 
Equation 16: ERA,- Ak )(Ar ACma )] = £(A 2) -




 cmax * cmax 
to one of the nk r individuals that are selected 
' '• '-max 
both in category k and in category Cma. When 
deriving those expectations, one has to account for 
the fact that At and Ar are finite sample means. 
*
 cmax * 
For example, E{At At) = E[Ai{Axk + ••••+ A„k k )}lnk = 
[(n*-l)£(Ai/W) + E( A2 )]lnk = {nk-\)E{A,) Ak lnk + 




- [(nc - l ) / « c ]£ (A ( )4 
LV cmax ' cmax J * '-max 
+ [l-nkc l(nknc ) ]Ak Ac (CI) 
*-
cmax * cmax * '-max 
where At = ikpk<?A- This equation has the desired 
property that it reduces to zero when nk- nc = 
nir = 1 and that it reduces to E(A?) - E(Ai) Ak 
- E(Ai) Ar + Ak Ar when nk, nr , nk . 
cmax * cmax Lmax *>*-m •-max *>
cmax 
The terms £04,) and £( Af) represent the expectation 
of the breeding value and the squared breeding value 
of individuals that are selected both in category k and 
in category c w , e.g., E(At) = 
E(At\ A,
 t >Tt, A , > rr ), which can be obtained 
^ M 1,K * ' '.Cmax cmax ' 
from the moment generating function of the 
truncated multivariate normal distribution (TALLIS, 
1961). From the first and second equations on page 
226 of TALLIS (1961), with, in the notation of 
TALUS, ax = AA = AA = -°°, it follows that: 
E(A,) = aA[Pk<KTk)$(Wk.cma) 
+ pc 4>(rc )<&(wc k)]Pk\ (C2) 
r
^
c max r v cmax ' V T cmax>* ' J r * ' cmax 
and 
E(A?) = a2{
 Pk_Cnmx + p2kTkMTk)<t>(Vk,cmJ 
+ p2 X, <p(Tc )®(Wc k) 
r cmax cmax T x tmax T 'max-* 
+
 Wk^c^'Pk.c^PktPc^ -PkPk.0^) 
+ ft- (P* - ft- P . .W )] ) P*~L, <C3> 
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where pk is the accuracy of selection in category k, 
ptr is the correlation between the index of an 
individual in category k and its index in category 
c
- » P**« = akklGAtcma • ^ i s t h e univariate 
-Vi -Vr1 
normal density function, 0(f) = (2n) e n , 
0(Tk'Ti'Pkj) ' s t n e bivariate normal density 
function, 0(Tt,T,,pu) = [ 2 ^ 1 -p£, ) e "•" 
with
 g = (r2k-2pkJTkT, +r?)/(l-p2k[), <Piy/) is 
the univariate normal upper tail proportion, <P(y/) = 
\<l>(x)dx and y/u = (r, - Pfc|T*)(l- p%, )~*. Note that 
Vu* Vu-
Appendix D 
Calculation of 5 
General equations for calculating AV„
 k are given in 
Appendix E of WOOLUAMS and BUMA (2000), and 
can also be obtained by extending the equations for 
BLUP selection with discrete generations (BUMA and 
WOOLLIAMS, 2000) to populations with overlapping 
generations. To keep notation as short as possible, 
the number of selected offspring conditional on the 
selective advantage, nijk(l)\si:k, is abbreviated by 
««.*(')• 
For sires, AV„
 k is calculated from: 
AV„,t(U) = Es{ni.t(0[n,-.,t(0 -1]} - E,[ nl(0 1 
k=\,cmax;l=\,2cmax (Dl) 
AV„,t(/,/') = E,[«,.it(/)B,.i4(/*)] - EJMkWtttf')] 
k=\,cma;,ir=\,2cmm:,l*V (D2) 
and for dams from: 
AV„,t(/,0 = E.{»fti(Z)[iift4(Z) -1]} -Es[n2k(l) ] 
k = cma+\, 2cmax; I = 1, 2cmax (D3) 
AV„,t(/,/') = E,[nft4(/)«ftt(/')] - Es[ r t(/) r t(/ ')] 
fe = c m a x +l ,2c m a x ;U '= l ,2c m K ; ' ' t ' ' (D4) 
where n,.t(/) is the number of selected offspring in 
category I from the i* sire in category fc and nijk(l) is 
the number of selected offspring in category / from 
the;'111 dam in category k that is mated to sire ;', {i.e., 
n,* represents the sire family size and ny represents 
the dam family size). In Equation Dl and D2, fik(l) = 
E[«i»,/t(0K*]> which is the expected number of 
selected offspring in category / of sire i in category k, 
given its selective advantage. In Equation D3 and 
D4, n&) = E[/iy,t(/)M. 
Elements of Equations Dl to D4 are: 
E1[A*i2(0]=4g£»,V0 + ' & < ) 
k, I = 1, 2cm (D5) 
Es[Mt(/)Mt(/')]= t&a&viWvn'k (1 + hkhk<3\ ) 
U , / ' ^ , ^ / * ! ' (D6) 
E,{»/..t(/)[B,.i(0-l]} = ^{%i(0[n»,»(i)-l]) 
+ d(d-l)Es[nijik(l)nirik(I)] 
k=l,cmLC;l=l,2cHua (D7) 
Es[«l-.i(/)«/.,i(/')] = dEs[nij:k(l)nu(l')] 
+ d(d-l)E,[nfti(0«s-.t(/')] 
* = l , c m a l ; Z = l , 2 c m a l ; / ^ ' (D8) 
where./' is another dam thanj, 
Es{«,;.t(0K-.i(0-l]} = 
2nsex(l)(nsex(.I) ~Vglknl (2Stt"< ~1 )^ (P«- Plk'pFS.ll) 





Sex(l)nsex{V)8lknl8nnVR(Plk • f / t • P>S,«') 
n
* " sex(r>'sex(l)*sex(n 
(D10) 
2














where T^f, is the total number of candidates of the 
sex of category I, and nsexi[, is the number of 
offspring of sex(l) born per dam (Tm = Tf=T and nm 
= tif = Vin„ for the current breeding scheme). Note 
that Equations D9 and D10 are used both in 
equations D3 and D4 and in equations D7 and D8; in 
D3 and D4 for dam categories (k = t w + l ^ c , ^ ) and 
in D7 and D8 for sire categories (k = 1, c ^ . 
Furthermore, from MENDEL and ELSTON (1974), 
Ripik, PrbPsibsji) = PuJ<b[{U-kPsibs,iv-'Cik)(\-Kvk 
Pribs,H')"'] where 0 is the cumulative normal 
distribution function and tlk is the standardized 
truncation point for offspring in category / 
descending from parents in category k. When /' * I, 
the most accurate value is obtained by using / for the 
category with the smallest selection intensity (WRAY 
etal. 1994). 
In situations where the number of selected parents 
is small compared to the number of selection 
candidates per family, Equations D9 to D12 can give 
substantial bias. For those cases, accuracy of 
Equations D9 to D12 can be improved by adjusting 
the selected proportion according to WRAY et al. 
(1990). Adjusted selected proportions for sire 
categories were (see Appendix B for unadjusted 
selected proportions), 
PkiMi = (1 - Prifaju )pu + PMSJCI max(pw,l/n,) 
l=\,Cmax D(13) 
and for dam categories 
Pkirti = (1 ~ PstbsM )Pu + Psibsju max|pu,l/(«, Id)] 
/ = c w + l , 2 < w D(14) 
In the present study, this adjustment was applied to 
all schemes where, for any of the sire categories, 
min(rtt) < 1.5/i0. 
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Maximising Genetic Gain for the Sire Line of a Crossbreeding 
Scheme utilising both Purebred and Crossbred Information 
Piter Bijma and Johan A. M. Van Arendonk 
Animal Breeding and Genetics Group, Wageningen Institute of Animal Sciences, Wageningen University, 
6700 AH Wageningen, The Netherlands. 
Abstract - A selection index procedure which utilises both purebred and crossbred information 
was developed for the sire line of a three-way crossbreeding scheme in pigs, to predict response to 
BLUP selection with an animal model. Purebred and crossbred performance were treated as 
correlated traits. The breeding goal was crossbred performance, but methods can be applied to other 
goals. A hierarchical mating structure was used. Sires were mated to purebred dams to produce 
replacements, and to Fl's from the dam line to produce fattening pigs. Generations were discrete and 
inbreeding was ignored. The selection index included purebred and crossbred phenotypic information 
of the current generation and estimated breeding values for purebred and crossbred performance of 
parents and mates of parents from the previous generation. Reduction of genetic variance due to 
linkage disequilibrium and reduction of selection intensity due to finite population size and due to 
correlated index values was accounted for. Selection was undertaken until asymptotic responses were 
reached. The index was used to optimise the number of selected parents per generation and the 
number of offspring tested per litter, and to make inferences on the value of crossbred information. It 
was optimal to test a maximum number of offspring per litter, mainly due to increased female 
selection intensities. Maximum response reductions due to linkage disequilibrium and correlated 
index values were 32% and 29% respectively. Correcting for correlated index values changed ranking 
of breeding schemes. Benefit of crossbred information was largest when the genetic correlation 
between purebred and crossbred performance was low. Due to high correlations between index values 
in that case, the optimum number of selected sires increased considerably when crossbred information 
was included. 
In animal breeding, optimisation of breeding schemes is an important activity of breeding 
organisations. This optimisation is complicated 
by several factors, as for example the use of 
family information, reduction of genetic 
variance due to linkage disequilibrium 
(BULMER, 1971) and correlation between index 
values of selection candidates. Because of this 
complexity, stochastic simulation is often used 
to optimise breeding schemes. However, 
stochastic simulation is computationally 
demanding. In this study, deterministic methods 
are applied in order to allow for a large number 
of alternative schemes to be investigated within 
limited computing time. 
Breeding value estimation using Best Linear 
Unbiased Prediction of breeding values (BLUP-
EBV) under an animal model is a common 
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procedure for genetic evaluation nowadays 
(e.g., KENNEDY et al. 1988). A deterministic 
method for predicting response to selection on 
BLUP-EBV under an animal model was 
presented by WRAY and HILL (1989). A 
multitrait extension of this method was 
presented by VHXANUEVA et al. (1993). The 
method accounted for reduction of genetic 
variance due to gametic phase disequilibrium 
induced by selection (BULMER, 1971). Wray 
and HILL (1989) and DEKKERS (1992) found 
that ranking of breeding schemes was little 
affected by the Bulmer effect when selection 
was on BLUP-EBV under an animal model and 
when generations were discreet. However, as 
shown by MEUWISSEN (1991), ranking of 
breeding schemes can change due to reduction 
of selection intensity when index values of 
selection candidates are correlated. 
In pig and poultry breeding, information from 
crossbred animals is becoming available which 
has increased the interest of utilising crossbred 
information in genetic evaluation. To optimise 
breeding schemes utilising both purebred and 
crossbred information, methods to predict 
response under combined crossbred purebred 
selection (CCPS) are crucial. In these methods, 
purebred and crossbred performance should be 
treated as genetically different traits, because 
empirical evidence for differences between 
purebred and crossbred genetic parameters has 
been found (e.g., BROWN and BELL, 1980; VAN 
DER WERF, 1990; WEI and VAN DER STEEN, 
1991). Theoretical explanations of this 
phenomenon based on one and two locus 
models were given by WEI et al. (1991a,b) and 
BAUMUNG (1997). Differences between 
purebred and crossbred traits can also arise 
from genotype by environment interaction, 
observed especially for carcass traits (MERKS, 
1986). WEI and VAN DER WERF (1994) 
described a selection index procedure for 
crossbreeding, which utilises both crossbred 
and purebred information (CCPS). They 
showed that this index resulted in higher 
response than pure line selection (PLS) or 
reciprocal recurrent selection. However, their 
index is not expected to predict response to 
selection on BLUP-EBV under an animal 
model accurately, because the index did not 
include pedigree information and the Bulmer 
effect was ignored. 
The set-up of this paper is threefold. First, a 
selection index procedure that predicts response 
to selection on BLUP-EBV under an animal 
model is developed for the sire line of a three-
path crossbreeding scheme in pigs. Purebred 
and crossbred performance were treated as 
genetically correlated traits. The procedure 
accounts for reduction of the selection intensity 
due to finite sample size and correlated index 
values, and for reduction of the genetic variance 
due to the Bulmer effect. Second, breeding 
schemes were optimised for different fixed test 
capacities in order to make optimum use of the 
available test capacity. Finally, inferences were 
made on the effect of using crossbred 
information on the response and on the layout 
of optimum breeding schemes. 
Methods 
Breeding scheme: An index was derived for 
selection in the sire line of a three-path 
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crossbreeding scheme in pigs. A hierarchical 
mating structure was assumed, generations were 
discrete and inbreeding was ignored. Sires from 
the sire line were mated to npd purebred dams of 
the sire line to produce npo purebred offspring 
per dam. Sires were also mated to ncd Fl-dams 
from the multiplier level of the dam line, to 
produce nc0 crossbred fattening pigs per Fl-
dam. Dams produced only one litter. Sires were 
used simultaneously for the production of pure 
line replacements and for the production of 
crossbred fattening pigs. Purebred performance 
was measured on animals within the sire line, 
crossbred performance was measured on 
fattening pigs. Purebred and crossbred 
information was assumed to be available at the 
same time and was measured on both sexes. 
Each generation, ns males and nsnpd females 
were selected among the nsnpdnpo purebred 
selection candidates of the current generation of 
the sire line, to become sires and dams of the 
next generation. Selection was performed by 
truncation on pseudo-BLUP EBV. 
Breeding goal: The breeding goal (H) was 
defined as breeding value for crossbred 
performance. However, because both purebred 
and crossbred breeding values were needed as 
information sources in the selection index, the 
breeding goal included both purebred and 
crossbred breeding value and zero economic 
weight was given to the purebred breeding 
value. Thus the breeding goal was, 
# = a ' u , 
where a' = (0 1), which is a vector of economic 
weights, and u is a 2 x 1 vector containing the 
breeding value for purebred and crossbred 
performance. Including both traits in u also 
allows for the use of other economic values 
without having to change the selection index 
equations. 
Selection index: An individual animal model 
was used with one record per animal. 
Phenotypic observations consisted of additive 
genetic, common environmental and individual 
environmental effects, X = A + C + E. Maternal 
effects were not considered. Phenotypic 
(co)variances were the sum of additive genetic, 
common environmental and individual 
environmental (co)variances. Each generation 
(f), breeding values were predicted for every 
purebred individual of the current generation, 
using the following selection index, 
'(0 = b w x 
where b(t) is a vector of index weights and x is a 
vector of information sources. 
Ten information sources were included in x; 
1. individual phenotypic record, 2. purebred 
full-sib phenotypic mean, 3. purebred half-sib 
phenotypic mean, 4. crossbred half-sib 
phenotypic mean, 5. estimated purebred 
breeding value sire, 6. estimated purebred 
breeding value dam, 7. average of estimated 
purebred breeding values of npd purebred dams 
mated to the sire, 8. estimated crossbred 
breeding value sire, 9. estimated crossbred 
breeding value dam, 10. average of estimated 
crossbred breeding values of ncd Fl-dams mated 
to the sire. 
Purebred and crossbred estimated breeding 
values refer to estimated breeding values for 
purebred and crossbred performance. Estimated 
breeding values of sires and dams were 
included in x in order to utilise pedigree 
information. Estimated breeding values of sires 
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and dams were equal to their index in the 
previous generation, i.e., when they were a 
candidate. Therefore, estimated breeding values 
of parents did not include progeny information, 
but this information is included in the index via 
full-sibs and half-sibs. This index is comparable 
to index ISD of WRAY and HILL (1989). It is 
assumed to accurately approximate selection on 
BLUP-EBV under an animal model, because 
pedigree information is accounted for by 
including sire and dam EBV, and phenotypic 
records of paternal half-sibs are corrected for 
the genetic level of their dams by including 
information sources 7 and 10. 
Each generation, index weights were 
calculated according to 
b<o = P ( f )G ( ( ) a , 
where P w is the 10x10 variance-covariance 
matrix of information sources in x, and Gw is a 
10x2 matrix of covariances between 
information sources in x and breeding values in 
u. 
For each generation, the matrices P w and Gw 






















where " 1 " refers to the purebred trait and "2" 
refers to the crossbred trait. Notation follows as 
closely as possible that of VlLLANUEVA et al. 
(1993). Generally speaking, three types of 
(co)variance elements can be distinguished in 
P(,j and Gw; (co)variances between phenotypic 
information sources denoted P.(i,j)„ 
(co)variances involving estimated breeding 
values of sires and dams denoted S(i,j), and 
D(i,j)„ and (co)variances between phenotypic 
information sources and breeding values of the 
individual denoted G.(i,j)„ where i and j can 
take the value 1 or 2, i.e., refer to the purebred 
or the crossbred trait. Because sires and dams 
>od-l), Pi(U), P2(U)t G3(l,2), 



















































were assumed to be unrelated and Fl-dams 
were not related to purebred animals, P w and 
G(t) contain zero's at the corresponding 
positions. Elements of P w and Gfl) that do not 
contain crossbred components are identical to 
the corresponding elements of P w and G(l) 
derived by VlLLANUEVA et al. (1993). 
Estimated breeding values for trait j were 
obtained from the index, 
hn) = "KDX 
where 
&;(») = *(»)8;(o 
where g;(() is the column of G<,) corresponding to 
the f trait. 
Matrix elements: For the calculation of 
elements of P(() and Gw, total phenotypic 
(co)variances between trait i and j [Cov(XpX;-),] 
were partitioned into additive genetic 
(co) variances [Cov(A;,A,),], common 
environmental (co)variances [Cov(Cj,C,)] and 
individual environmental (co)variances 
[Co\(Ej,Ej)] between trait i and j . Additive 
genetic (co)variances between trait i and j were 
further partitioned into between sire family 
(co)variances [Covs(A„AJ)J, between dam 
family (co)variances [Covd(Aj,A,)t] and within 
family (co)variances [Covw(Ai>AJ)]. Elements of 
P(t) and G(,) were calculated as 
G0(iJ), = Cow(Ai,Aj), 
G^Uj), =Cov,(A,, Aj), 
+ Co\d(Ai,Aj),+Co\w(Ai,AJ)/npo 
G2(i,;), =CovJ(A j,Ay), 




+ C o v ^ . C ^ + C o v ^ ^ p / n ^ 
P2(iJ),=G2(i,j), 
+ Cov(C; ,Cj)/npd+ Cov^ ,Ej)/ nponpd 
P3(2,2), =Covs (A2)A2), 
+ [±CovFUB(A2,A2)eq +Cov(C2,C2)]/ncd 
+ [(|Cov(A2,A2),=0 +|Cov f l(A2 ,A2),=0 
+ Cov(E2,E2)]/(ncdnco) 
S(iJ), =Cov(A j,/ ;)(_I 
Cov(A,(/),_1Cov(/;,/),_ 
" Ki-i) 
Dn(2,2) = 4 ? C o v n ( A 2 , A 2 ) , ? . , 
where Covfy B(A2^ 42)eq is the between family 
component of additive genetic variance for 
crossbred performance among Fl-dams at 
equilibrium, CovF/(A2,A2)t=o is the total additive 
genetic variance for crossbred performance 
among Fl-dams in the base generation, 
Cov/r;(A2y42)eq is the total additive genetic 
variance for crossbred performance among Fl-
dams at equilibrium and r2meq is the accuracy 
of breeding value estimation of Fl-dams at 
equilibrium. The element DF1(2,2) represents 
the variance in indexes of Fl-dams, and was 
calculated as the squared accuracy times the 
additive genetic variance in equilibrium. It was 
assumed that Fl-dams had equilibrium genetic 
parameters. Therefore, all covariance 
components concerning Fl-dams were constant. 
If there is no breeding value estimation on Fl-
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dams, the last row and column of P w are 
removed, and P w becomes a 9x9 matrix and 
G(,) becomes a 9x2 matrix. 
Each generation t, the total phenotypic 
(co)variance was calculated as the sum of 
additive genetic, common environmental and 
individual environmental (co)variance. The 
total additive genetic (co)variance was 
calculated as the sum of sire, dam and within 
family component of additive genetic 
(co)variance. The common environmental and 
individual environmental (co)variances were 
assumed to be constant over time. Cov(CbCi) 
and Cov(C2,C2) were calculated as c2a2pKl=0) 
and c\<j2p2{tdj) respectively, where c\ and c2 
are the common environmental variance 
between full-sibs as a proportion of the total 
phenotypic variance for purebred and crossbred 
performance in the base generation, and o2^=a) 
is the total phenotypic variance in the base 
generation. Because inbreeding was ignored, 
the within family component of additive genetic 
variance [Cov„,(Aj,A;)] was equal to 
V^Co\(Aj,Aj),=0, and was constant over time. The 
between sire family component of additive 




 n (A AX Cov(4,.,/),_1Cov(4J.,/)M) Cov(4,.,A.),_, - 1 k, 
''(»-!) 
where 
Cov(A,.,/), =b; ( )g l ( l ) 
ai(t) = * ) ( 0 ^ ( ' ) ' ) ( ( ) 
where o2m is the variance of the index, ks = 
is(is-xs), is is the selection intensity and xs is the 
corresponding standardised truncation point for 
sires. Co\d{Ai,A1)t was calculated in the same 
way as Cow
 s(AbAj)„ but kd was used instead of 
ks. Co\(Ai,Ij), and Cov(/;,/)r were calculated as, 
Cov(4 , / , ) , =b'mgm 
Cov(/,.,/), =b',.(0G(0a 
Elements D(i,j), were calculated similar to 
S(i,j)„ but kd was used instead of ks. 
The sire line heritability for crossbred 
performance was defined as, 
h2 =Cov(A2,A2),=0/CTp2(/=0) 
where cr2p2{t=Q) is the phenotypic variance 
among crossbreds in the base population. The 
genetic covariance between purebred and 
crossbred performance, Cov(A/,A2),=o, was 
defined as four times the covariance between 
purebred and crossbred half-sibs. The purebred-
crossbred genetic correlation was defined as 
Cov( A . A ^ 
>/Cov(A1,A1),=0Cov(A2,A2),=o 
Selection intensity: Approximate selection 
intensities corrected for correlated index values 
and for finite sample size were calculated using 
the method of MEUWISSEN (1991), 
i r ( ^ , ^ ) = i r(0,0){l-/BV(^,r i f)}u<, '-"'> 
where ir(0,0) is the selection intensity for 
uncorrected index values corrected for finite 
sample size, tav is the correlation between index 
values averaged over all selection candidates, tfs 
is the correlation between index values of full-
168 
CHAPTER 9 
sibs, ths is the correlation between index values 
of half-sibs and iitfs,ths) is a weighting factor. 
This method is a 3-dimensional application of 
RAWLINGS' (1976) method, and performs well 
for nested full-half-sib family structures 
(MEUWISSEN, 1991; PHOCAS and COLLEAU, 
1995). The approximation of BURROWS (1972) 
was used to calculate selection intensities for 
uncorrelated index values corrected for finite 
sample size [jr(0,0)]. The correlation between 
index values averaged over all selection 
candidates was (MEUWISSEN, 1991), 
(»«„,- l ) f j i+n„(n J -- l ) f fa 
nsnpdnpo - 1 
Correlations between selection index values 
of relatives, i.e., between full-sibs (tfs) and 
between half-sibs (?fo), were calculated as (DE 
BOER and VAN ARENDONK, 1991): 
l
rel = b « ) R ( 0 b ( 0 / b « ) P « ) b ( 0 
where Rw is a 10x10 variance-covariance 
matrix between information sources of two 
relatives in generation t. 
Selection response: Because the breeding 
goal only consisted of crossbred performance, 
response in crossbred performance was 
identical to response in aggregate breeding 
goal. The expected response was calculated as: 
^(o _ hi-nam-\) 
where iw is (is^ + «'d(<))/2 and is^ and i^o are the 
selection intensities for sires and dams in 
generation r, corrected for finite sample size and 
correlated index values. Because the same 
index was used for males and females, ff/W was 
the same for both sexes. Throughout the results 
and discussion section, response refers to 
genetic response for crossbred performance. 
Base generation animals had no family 
information and were selected on their own 
phenotype only. Subsequent generations were 
selected on the above described index. 
Selection was undertaken until constant 
selection responses per generation were 
obtained (equilibrium). DEKKERS (1992) 
distinguished two equilibria. The first 
equilibrium is due to build up of pedigree 
information. The second equilibrium arises 
from reduction of additive genetic variance due 
to selection (BULMER, 1971). To distinguish 
between reductions of response due to the 
Bulmer effect and due to effects of correlated 
index values, responses were calculated for 
three equilibria. First, pedigree equilibrium 
response (Rped) ignoring the Bulmer effect and 
correlated index values was calculated. Second, 
correlated index values were also taken into 
account (/?,„,), and finally, equilibrium response 
taking both effects into account, i.e., the 
asymptotic response {RJ), was calculated. 
Optimisation of number of selected 
parents: The selection index was used to 
optimise selection in the sire line, given a fixed 
test capacity. For a fixed test capacity, the 
number of selected boars and sows and the 
number of offspring tested per litter was 
optimised, keeping the amount of crossbred 
information per sire constant. Test capacity 
refers to the total number of purebred animals 
(boars + gilts) from the sire line that were 
recorded for their purebred performance per 
generation. Test capacities were N= 96, 192, 
384, 768, 1536 and 3072 animals per 
169 
GENETIC GAIN WITH CCPS 
TABLE l.-Optimum number of selected sires (nSi„pl) and corresponding asymptotic response in crossbred performance 






























































































































































































































































t For rpc = 0.7 and 64 crossbreds tested per sire. Optimum parameters and maximum responses are printed bold. 
generation. The number of selected sires varied 
from ns = 2, 4, 6, 8, 12, 24. From all litters, an 
equal number of animals was tested. The 
number of tested animals per litter was, npo = 2, 
4, 6 or 8. Testing eight animals per litter was 
assumed to be the biological maximum. In the 
basic scheme, equal numbers of boars and gilts 
were tested. The number of selected dams was 
calculated as Nlnpo. The amount of crossbred 
information was kept constant at 64 crossbred 
offspring tested per sire, i.e., the total number of 
tested crossbreds varied with the number of 
sires. Purebred and crossbred heritabilities were 
assumed to be equal. Heritability alternatives 
were h = 0.15, 0.25 and 0.40. Phenotypic 
variance was 1, rpc was 0.7, and c\ and c22 were 
0.1. Sensitivity of the optimum number of 
selected parents to the value of rpc and to the 
amount of crossbred information included was 
investigated in the section on benefit of 
including crossbred information. 
Benefit of including crossbred 
information: The selection index was also used 
to make inferences on the potential benefit of 
using crossbred information. Genetic responses 
in crossbred performance under PLS {i.e., no 
crossbred information) were compared to 
maximum responses in crossbred performance 
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that were obtained when a large amount of 
crossbred information was included. The effect 
of crossbred information on response depends 
on assumptions about breeding values of Fl-
dams, crossbred litter size and on the existence 
of common environmental effects among 
crossbred full-sibs. Inferences about the effect 
of including crossbred information were made 
assuming unknown breeding values of Fl-dams, 
a crossbred litter size of eight and absence of 
common environmental effects among 
crossbreds. 
Results 
Optimisation of the number of selected 
parents 
Optimum number of offspring tested: Table 
1 shows the optimum number of selected sires 
and the corresponding asymptotic selection 
response in crossbred performance, for a 
varying number of offspring tested per litter and 
for different test capacities. Given the fixed test 
capacity, fewer litters had to be produced and 
fewer dams were selected when the number of 
tested animals per litter increased. For example, 
for N = 768 and npo = 8, 768/8 = 96 dams had to 
be selected from 768/2 selection candidates, 
and the selected proportion was 0.25. When npo 
= 4, 768/4 = 192 dams had to be selected from 
768/2 selection candidates and the selected 
proportion was 0.5. For this reason selection 
intensity in dams increased when more animals 
per litter were tested and highest responses were 
always obtained when the maximum number of 
eight animals per litter was tested. Selection 
response increased with increasing test 
capacity. However, the increase in response was 
rather low compared to the increase in test 
capacity. This was because the selected 
proportion among females was independent of 
N, When eight animals per litter were tested, 
one out of four females was needed for 
replacement, irrespective of N. Therefore, 
increase in response with increasing test 
capacity was mainly due to higher selection 
intensities in sires. 
When the number of offspring tested per litter 
was below the optimum, i.e., npo was lower than 
eight, the optimum numbers of selected sires 
also decreased. 
Response in different equilibria: Table 2 
shows selection responses for different 
equilibria, for a varying number of selected 
sires and eight animals tested per litter. As 
expected, first generation (not shown) and 
pedigree equilibrium responses (Rped) were 
always highest when only two sires were 
selected due to highest selection intensities. 
Increase of response due to pedigree 
information (not shown), i.e., differences 
between first generation and pedigree 
equilibrium response, were largest when 
heritability was low. For this reason, pedigree 
equilibrium responses increased less than 
linearly with heritability, whereas first 
generation responses increased linearly with 
heritability. 
Contrary to Rped, responses corrected for 
correlated index values (/?,„,) were highest when 
more than two sires were selected. This means 
that accounting for reduction of selection 
intensity due to correlated index values altered 
the ranking of breeding schemes. The effect of 
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TABLE 2.-Pedigree equilibrium response (Rped), corrected intensity response (/?,„,) and asymptotic response (Rm) in crossbred 


































































































































































































correlated index values on selection response 
increased with decreasing heritability. When 
heritability was low, information of relatives 
contributed more to EBV of selection 
candidates and correlations between index 
values increased. Therefore, relative reductions 
in response due to correlated index values were 
highest at low heritabilities. Maximum relative 
reduction of response due to correlated index 
values was 29% for the scenario with h2 = 0.15, 
N =96 and ns = 2. Differences between Rin, and 
asymptotic responses {R^) represent reductions 
due to the Bulmer effect. Relative reductions 
due to the Bulmer effect increased slightly with 
decreasing heritability. This result seems to be 
in contradiction with results of DEKKERS 
(1992), who showed that relative reductions due 
to the Bulmer effect are only dependent on the 
selection intensity and not on the heritability. 
However, in the present study, reduction of 
between family variance due to the Bulmer 
effect changed the correlation between index 
values, and therefore affected the selection 
intensity. When correlated index values were 
ignored, the heritability did not affect relative 
reductions of response due to the Bulmer effect. 
Compared to Rin„ the Bulmer effect had little 
effect on the ranking of breeding schemes in 
general. Maximum reduction of response due to 
the Bulmer effect was 32%, for the scenario 
with h2 = 0.15, N = 3072 and ns = 2. Maximum 
overall reduction in response compared to 
pedigree equilibrium response was 51% for the 
scenario of h2 = 0.15, N = 3072 and ns = 2. 
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TABLE 3.-0ptimum number of selected sires (ns,opt) and corresponding asymptotic response in crossbred performance 

















































































































































t For rpc = 0.7, np„ = 6 and 64 crossbreds tested per sire. 
Because reductions in response increased with 
decreasing heritability, the optimum number of 
selected sires increased when heritability 
decreased (See also Table 1). 
When the test capacity decreased, the 
optimum number of selected sires decreased 
only slightly. Compared to maximum pedigree 
equilibrium response, maximum asymptotic 
response increased slightly more with 
increasing test capacity. For example, for a 
heritability of 0.15, the ratio between maximum 
pedigree equilibrium response for N = 3072 and 
N = 96 equalled, 0.472/0.346 = 1.364, whereas 
for maximum asymptotic response, the ratio 
equalled, 0.278/0.198 = 1.404. This means that 
the benefit of having a large test capacity is 
larger than judged by maximum pedigree 
equilibrium response. 
Testing different numbers of males and 
females: To investigate whether it is beneficial 
to test different numbers of males and females, 
the number of males and females tested per 
litter was varied. Testing more offspring from a 
certain sex per litter results in more selection 
candidates of this sex. Therefore, selection 
intensity increases for this sex. Testing on 
average four animals of the same sex per litter 
was assumed to be the biological maximum. For 
this reason, a total of six animals per litter was 
tested, the number of males tested per litter was 
varied from 2 to 4, and as a result the number of 
females tested varied from 4 to 2. The number 
of selected sires per generation was varied, ns = 
4, 6, 8 or 12, except for N = 96, where ns was 2, 
4, 6, or 8. 
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Table 3 shows the optimum number of 
selected sires and the corresponding asymptotic 
responses for a varying number of males tested 
per litter and for different test capacities and 
heritabilities. Highest responses were obtained 
when only two males per litter were tested, and 
therefore four females per litter were tested. 
This was because female selection intensity 
increased relatively more than male selection 
intensity decreased when going from 2 to 4 
females tested and from 4 to 2 males tested. 
Differences between responses for two and 
three males tested were small. Differences 
between responses for three and four males 
tested were larger because reductions in 
selection intensity due to correlated index 
values were more severe for small proportions 
selected. Responses with six offspring tested 
were always lower than responses with eight 
offspring tested per litter with equal proportions 
tested for males and females (see Table 1). This 
indicates that it is optimal to test the maximum 
number of offspring per litter, and especially 
the maximum number of female offspring per 
litter. 
Benefit of crossbred information 
When the amount of crossbred information per 
sire increased, response increased until there 
was no additional benefit of extra crossbred 
information. The response predicted for this 
situation is referred to as maximum response. 
Figure 1 shows the ratio of asymptotic 
maximum response over the asymptotic 
response obtained without crossbred 
information, i.e., under pure line selection 
(PLS), as a function of the purebred-crossbred 
FIGURE 1.-Ratio of asymptotic maximum response 
(Rccps) over asymptotic response under pure line 
selection (Rpis) for different purebred-crossbred genetic 
correlations (r,*) and heritabilities (A2), and for a test 
capacity {N) of 768 pure-bred offspring. 
0.15;—«— fc2 = 0.25;—x— ft2 = 0.40. 
h< 
genetic correlation and for a test capacity of N = 
768 purebred offspring. The response in both 
cases is calculated for the optimum number of 
selected sires under PLS and under combined 
crossbred purebred selection (CCPS) 
respectively, and the ratio expresses the 
maximum superiority of CCPS over PLS. The 
optimum number of selected sires differed 
between PLS and CCPS (See Table 4). As 
expected, the benefit of crossbred information 
increased rapidly when the purebred-crossbred 
genetic correlation decreased, and approached 
infinity when rpc approached zero. Apart from 
the fact that crossbred information is measured 
directly on the trait in the breeding goal, it can 
also be regarded as an increase of the amount of 
sib information. For this reason, there was still a 
small benefit of using crossbred information 
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when rpc = 1, and the benefit of crossbred 
information was highest for low heritabilities, 
because low heritable traits benefit more from 
sib information. For example, for h2 - 0.15 and 
rpc= 1, the ratio Rccps/Rpis equalled 1.05. 
At low values of rpc, the question arises if 
there is any benefit of including purebred 
information when the breeding goal is crossbred 
performance. However, when only crossbred 
information is used, there is no possibility to 
distinguish between purebred full-sib, because 
they all have exactly the same information, i.e., 
the crossbred breeding value of sire and dam, 
and the crossbred half-sib performance. For this 
reason, accuracy decreases and also selection 
intensity decreases due to higher correlations 
between index values when only crossbred 
information is used. For example, for rpc = 0.4, 
h2 = 0.25, N = 768, ns = 12 and information on 
25 crossbred litters per sire, response with and 
without purebred information was 0.334 (Table 
4) and 0.308 (not shown) respectively. 
Figure 2 shows the effect of the amount of 
crossbred information on the asymptotic 
response for a heritability of 0.25 and a 
crossbred litter size of eight. In this Figure, nc is 
the number of crossbred offspring per sire 
included in the selection index. It was assumed 
that crossbred litter size was eight, breeding 
values of Fl -dams were unknown and there was 
no common environment between crossbred 
half-sibs. When nc equalled zero, the PLS 
response was obtained, when nc was large, 
response approached the maximum crossbred 
response. Under PLS, (nc = 0), the ratio of 
responses for different values of rpc equalled the 
ratio of rpc-values, because the purebred 
FIGURE 2.-Asymptotic response (Ras) achieved with 
optimum numbers of sires for different numbers of 
crossbred offspring included in the index (nc) and 
different purebred-crossbred genetic correlations (r^). 
For N = 768 and h2 = 0.25. —n— rx = 0.9; — • — rK 
0.7;-
= 768 and h2 = 0.25. 
x— rx = 0.4. 
response was not affected by rpc. For low values 
of rpc, the response increased rapidly when the 
number of crossbred offspring increased. For rpc 
= 0.4, 22 crossbred litters were needed to obtain 
90% of the maximum extra response attainable 
by including crossbred information. For higher 
values of rpc, larger amounts of crossbred 
information were needed to obtain a certain 
percentage of the potential extra response. For 
example, for rpc = 0.7, more than 64 crossbred 
litters were needed to obtain 90% of the 
potential extra response. 
Large amounts of crossbred information 
could not completely compensate for low values 
of rpc, i.e., the PLS response with rpc = 0.9 could 
not be reached with rpc = 0.7 and a large amount 
of crossbred information. This is because 
crossbred half-sibs do not provide information 
on within family deviations, i.e., information of 
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TABLE 4.-Pedigree equilibrium response (Rped), corrected intensity response (/?,„,) and asymptotic response (Rm) in crossbred 
performance, when information on 25 crossbred litters of litter size eight is included, and asymptotic response under PLS 





































































































































































































































































































t For a test capacity of 768 pure-bred animals (N = 768) and a pure-bred litter size of eight (rip, 
printed bold. 
= 8). Maximum responses are 
crossbred half-sibs is common to all purebred 
offspring of a sire. The only within family 
information source is the individual (purebred) 
record, and its contribution increases with 
increasing rpc. 
As expected, knowledge of breeding values 
of Fl-dams increased response, whereas 
presence of common environmental effects 
decreased response. For a fixed total number of 
crossbred half-sibs included in the index, it was 
most efficient to measure only one half-sib per 
litter, i.e., having a maximum number of Fl-
dams. However, when breeding values of Fl-
dams were known without error and common 
environment was absent, responses were the 
same for testing one or eight crossbred half-sib 
per litter given a fixed total number of 
crossbred half-sibs. In practise, all offspring of 
a litter will probably be tested because this is 
likely to be cheaper than testing only one 
offspring per litter and a large number of litters. 
Effect of crossbred information on 
optimum number of selected parents: Table 4 
shows responses at different equilibria and 
optimum numbers of selected sires when 
including information on 25 crossbred litters of 
eight offspring each. For comparison, the 
asymptotic response obtained under PLS, 
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denoted as Rpis, is also included in Table 4. By 
comparing R^ and Rpts for different values of 
rpc, it can be seen that the benefit of crossbred 
information increased when rpc decreased, 
which is in agreement with Figure 1. Inclusion 
of crossbred information increased the 
correlation between index values of relatives, 
because the crossbred information is common 
to all half-sibs. For example, for rpc = 0.4, h2 = 
0.25 and 16 sires selected, the average 
correlation between index values equalled 
0.0294 under PLS, whereas it equalled 0.0522 
when crossbred information was included. This 
resulted in a considerable decrease in the 
selection intensity, which can be seen from the 
large differences between Rped and Rin„ 
especially for low values of ns. For this reason, 
the optimum number of selected sires increased 
considerably when crossbred information was 
incorporated. Under PLS, the optimum number 
of selected sires always equalled four, whereas 
it ranged between 4 and 16 when crossbred 
information was included. The optimum 
number of selected sires was largest for rpc = 
0.4 and h2 = 0.15, because correlations between 
index values were largest for this situation. 
The results in Table 4 are for a situation 
where information on a fixed number of 
crossbred litters per sire was included in the 
index. Therefore, the total amount of crossbred 
information varied with the number of sires. To 
make a comparison at the same level of costs, it 
is interesting to fix the total amount of 
crossbred information, instead of fixing it per 
sire. Results of a comparison are listed in Table 
5, for a total of 96 or 384 crossbred litters 
tested. Results are for h2 = 0.15 and rBC = 0.4, 
TABLE 5.-Asymptotic responses for a fixed total 
number of 96 (R96) and 384 (Ritt) crossbred litters 
tested, for different numbers of selected sires (ns), 
and for a heritability of 0.15 and a purebred-

























tFor a text capacity of 768 purebred animals (N = 768). 
Purebred and crossbred litter size equalled eight (rip,, = 
8, nco = 8). Maximum responses are printed bold. 
and can be compared to results for these 
parameters in Table 4. Compared to Table 4 
[max(7?„s) = 0.245 giving ns = 12], the optimum 
number of sired with CCPS decreased when the 
total amount of crossbred information was 
fixed. This is to be expected, because when the 
total amount of crossbred information is fixed, 
the amount per sire will decrease when the 
number of sires increases, which reduces the 
accuracy of selection. Especially for low total 
amounts of crossbred information, this effect is 
important, because the benefit of additional 
crossbred information is limited when the 
amount of information is already high. This is 
illustrated by the comparison at a low (R96) and 
a high (/?384) total amount of crossbred 
information. The optimum number of sires was 
highest for 384 crossbred litters tested (8 to 12 
vs. 6 to 8), and closer to results for 'fixed per 
sire' schemes (Table 4, ns = 16). Differences of 
optimum numbers of sires between 'fixed total' 
and 'fixed per sire' schemes will decrease when 
rpc and h2 increase, because for these situations 
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the optimum numbers of sires are already closer 
to PLS optima and because benefit of large sib 
groups is lower for high heritabilities. 
Discussion 
In the present study, a selection index was 
developed which approximates selection on 
BLUP-EBV for a crossbreeding situation. This 
index was used to optimise the number of 
selected parents and the number of purebred 
offspring tested per litter, and to make 
inferences on the potential benefit of including 
crossbred information in the selection index. 
WRAY and HILL (1989) showed that an index 
including phenotypic records on an individual 
and its sibs, and estimated breeding values of 
parents and of mates of parents can be used to 
approximate selection on BLUP-EBV under an 
mimal model when generations are discrete. 
Compared to the index of WRAY and HILL 
(1989), the index in this paper additionally 
includes phenotypic information on crossbred 
half sibs and estimated crossbred breeding 
values of parents and of mates of parents. 
WRAY and HILL (1989) found good agreement 
between response obtained from stochastic 
simulation and prediction from their selection 
index. For this reason, it is expected that the 
index used in the present study will also provide 
a good approximation of response of BLUP 
selection, and that there is little need to check 
the results by means of stochastic simulation. 
As recommended by WRAY and HILL (1989), 
ranking of breeding schemes was based on 
asymptotic response. Because asymptotic 
responses were reached in five generations and 
more than 95% of the reductions in response 
due to the Bulmer effect and due to correlated 
index values occurred in the first two 
generations, asymptotic response is a suitable 
measure for ranking breeding schemes in the 
present study. An assumption in the prediction 
method used here, is that fixed effects are 
known without error. This is not true in practise 
as fixed effects are estimated from the data 
simultaneously with the breeding values. For 
this reason, the test capacity has to be regarded 
as effective test capacity, i.e., it is corrected for 
the distribution of observations over fixed effect 
classes, and it is therefore smaller than the 
actual number of test places. 
In crossbreeding, the final aim is to produce 
high-quality crossbred fattening pigs. For this 
reason, the breeding goal was defined at the 
crossbred level. In a boar line, the number of 
animals is small compared to the number of 
crossbred fattening pigs, and purebred 
performance is therefore of minor importance. 
However, breeding organisations might want to 
put some weight on purebred performance. In 
the presented method, this can easily be 
accommodated by changing the economic 
values for purebred and crossbred performance. 
In the present study, breeding schemes were 
optimised assuming a limited test capacity 
within the pure line, whereas the potential 
amount of crossbred information was assumed 
to be unlimited. However, at present, crossbred 
information is not routinely available to many 
breeding organisations. In order to use 
crossbred information, registration at multiplier 
herds, fattening herds and slaughterhouses has 
to be integrated and data has to be collected. 
Given the availability of modern information 
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technology, this is possible, but it will take 
considerable effort. For this reason, it is likely 
that breeding organisations will contract a 
limited number of test farms and slaughter 
houses and crossbred information will be 
collected only there (E. Knol, personal 
communication). 
The present study showed that, given a fixed 
test capacity, the maximum number of female 
offspring per litter should be tested. This means 
that the number of selected sows, i.e., the sow 
capacity, has to be adjusted to the test capacity. 
When instead of the test capacity, the sow 
capacity is limited, e.g., because testing is 
cheap and keeping sows is expensive, testing 
the maximum number of offspring per litter will 
obviously result in the highest response and the 
test capacity is a result of the sow capacity. 
Therefore, optimum schemes for fixed test 
capacity and fixed sow capacity are identical, 
i.e., the highest response for both situations is 
obtained when the maximum number of 
offspring per litter is tested. When only two 
offspring per litter were tested, the selected 
proportion in females was 100% and selection 
intensity equalled zero. However, instead of 
selecting only tested offspring, the best 50% of 
the tested offspring could be selected 
supplemented with untested offspring, which 
would raise the selection intensity to 0.398 in 
this case (KlRSCH et al. 1962). This scheme is 
however still inferior to testing eight offspring 
per litter, and in addition it might be 
undesirable for breeding organisations to 
supplement the selected group with untested 
animals for veterinary or management reasons. 
Responses obtained when using both 
purebred and crossbred information were higher 
than responses under PLS. Especially for low 
values of the purebred-crossbred genetic 
correlation (rpc) the benefit of including 
crossbred information was very clear (see 
Figure 1). For rpc = 0.4, the maximum response 
under CCPS was approximately twice the 
response under PLS. When rpc was high, i.e., > 
0.9, the potential benefit was small (Figure 1) 
and large amounts of crossbred information 
were needed to obtain extra response (Figure 
2). WEI and VAN DER WERF (1994) also 
compared selection response under PLS to 
response under CCPS using selection index 
theory, but ignored the Bulmer effect and 
pedigree information. They concluded that 
CCPS was better under all circumstances, even 
when large errors in estimates of rpc and h2 were 
present. This conclusion is not expected to be 
affected by the correction for correlated index 
values and for the Bulmer effect and can 
therefore be extended to the present study. 
DE ROO (1987 and 1988) studied breeding 
schemes for the sire line of a closed pig 
population using detailed stochastic simulation. 
The breeding goal consisted of three traits and 
only own performance was included in the 
selection index. DE ROO (1988) found 
considerable reductions in response due to the 
Bulmer effect and due to correlated index 
values and finite sample size. Maximum overall 
reduction in short-term response equalled 34% 
(DE Roo, 1988, Table 8). In the present study, 
overall reduction in response ranged from 27% 
to 51% (Table 2). Due to the use of sib 
information, reductions in response due to the 
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Bulmer effect and due to correlated index 
values were larger than found by DE ROO 
(1988). DE ROO (1988) found optimum 
numbers of selected sires around 5 and 15 for 
time horizons of 5 and 25 years respectively. In 
the present study, the optimum number of 
selected sires ranged from 4 to 16 (Table 1 and 
Table 4) and increased with decreasing 
heritability and with decreasing purebred-
crossbred genetic correlation when crossbred 
information was included (Table 4). The 
optimum number of boars for PLS was four 
(Table 4), which is very close to results of DE 
ROO (1988) for a time horizon of five year. For 
longer time horizons, DE ROO (1988) found 
higher optimum numbers of sires due to 
accumulated inbreeding. In our study, 
inbreeding was ignored and optimum numbers 
of selected sires have to be interpreted as giving 
the maximum response on short time horizons. 
For longer time horizons, the number of 
selected boars may need to be larger because of 
inbreeding. In the present study, correction of 
the selection intensity for finite population size 
and correlated index values was based on the 
total number of animals per generation, i.e., 
selection took place only once per generation. 
In practise, selection takes place weekly as 
simulated by DE ROO (1988) and selection 
intensity is overestimated in the present study. 
Accounting for correlated index values changed 
the ranking of breeding schemes considerably, 
which was also found by MEUWISSEN (1991). 
This means that accounting for correlated index 
values is crucial when comparing breeding 
schemes. 
Discrete generations were used in the present 
study, whereas in practise generations overlap. 
Overlapping generations provide opportunity 
for sequential culling, i.e., animals can be culled 
if a better replacement is available. BELONSKY 
and KENNEDY (1988) found an increased 
response due to sequential culling of 34% and 
57% when selection was on individual 
phenotype and on BLUP-EBV, respectively. 
However, sequential culling also increased 
inbreeding from 0.288 for BLUP selection 
without sequential culling to 0.383 when 
sequential culling was practised (BELONSKY 
and KENNEDY, 1988, Table 3). For this reason, 
the benefit of sequential culling would be 
smaller when responses were compared at the 
same level of inbreeding. In the present study, 
selected proportion among females was limited 
to a minimum of 0.25 because all replacements 
had to be produced from the current generation. 
When generation overlap, female selection 
intensity increases due to an increased number 
of selection candidates. It is not clear from our 
study if this would influence ranking of 
breeding schemes. 
In practise, the number of selected boars is 
limited by inbreeding constraints. Inbreeding 
reduces the variance due to Mendelian sampling 
and is associated with risk due to drift variance 
and inbreeding depression when dominance 
effects are lost. For production traits, 
inbreeding depression is of minor importance in 
crossbreeding schemes, because dominance 
effects are regained in the hybrid slaughter pigs. 
Due to the presence of inbreeding constraints, it 
is valuable to compare responses at similar rates 
of inbreeding. An approximation of the benefit 
180 
CHAPTER 9 
of including crossbred information when the 
number of selected sires is limited by 
inbreeding constraints can be gained by 
comparing asymptotic responses at equal 
numbers of selected sires. It follows from Table 
4, that especially for low values of rpc the 
benefit of including crossbred information is 
larger when compared at equal numbers of sires 
than when compared at optimum numbers of 
selected sires. For example, for rpc = 0.4 and h2 
= 0.15 the ratio of Z?^  over Rpls for a fixed 
number of 16 sires selected equalled 
0.245/0.112 = 2.188, whereas the ratio of 
optimum responses equalled 0.245/0.121 = 
2.025. Therefore, the benefit of including 
crossbred information seems to be larger than 
that judged by optimum responses when the 
number of selected sires is limited by 
inbreeding constraints. However, inclusion of 
crossbred information increases the correlation 
between index values, and will therefore also 
increase the rate of inbreeding, which limits the 
utility of a comparison between CCPS and PLS 
at equal numbers of selected sires. A promising 
approach seems to be the use of crossbred 
information together with a selection method 
that imposes restrictions or a cost factor on the 
rate of inbreeding {e.g., MEUWISSEN, 1997; 
WRAY and GODDARD, 1994). 
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Genetic Gain of Pure Line Selection and Combined 
Crossbred Purebred Selection with Constrained Inbreeding 
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Abstract - Using deterministic methods, rates of genetic gain (AG) and inbreeding (AF) were 
compared between pure line selection (PLS) and combined crossbred purebred selection (CCPS), for 
the sire line of a three-way crossbreeding scheme. Purebred performance and crossbred performance 
were treated as genetically correlated traits assuming the infinitesimal model. Breeding schemes were 
compared at a fixed total number of purebred selection candidates, i.e., including crossbred 
information did not affect the size of the purebred nucleus. Selection was by truncation on estimated 
breeding values for crossbred performance. Rates of genetic gain were predicted using a pseudo-
BLUP selection index. Rates of inbreeding were predicted using recently developed methods based 
on long-term genetic contributions. Results showed that changing from PLS to CCPS may increase 
AF by a factor 2.14. In particular with high heritabilities and low purebred-crossbred genetic 
correlations, CCPS requires a larger number of parents than PLS, to avoid excessive AF. The 
superiority of CCPS over PLS was judged by comparing AG from both selection strategies at the 
same AF, which revealed that CCPS was superior to PLS and the superiority of CCPS was only 
moderately reduced compared to the situation without a restriction on AF. This paper shows that the 
long-term genetic contribution theory can be used to optimise AF and AG in animal breeding schemes 
within very limited computing time. 
In crossbreeding programmes, the primary aim is to increase the performance of the 
crossbred animals. For this reason, the breeding 
goal should be defined on the crossbred level, 
though some weight may be given to purebred 
performance in particular cases (JIANG and 
GROEN, 1999). Several studies have shown that 
selection response in crossbred performance 
can be increased by including both purebred 
and crossbred information in the selection 
criterion (WEI and VAN DER WERF, 1994; 
BIJMA and VAN ARENDONK, 1998; BAUMUNG 
et al. 1997; UlMARI and GIBSON, 1998). 
Purebred performance and crossbred 
performance can be treated as genetically 
different traits, and selection may be based on 
an estimated breeding value for crossbred 
performance (EBV) which utilises both 
purebred and crossbred information (WEI and 
VAN DER WERF, 1994; BIJMA and VAN 
ARENDONK, 1998). Such a selection strategy is 
referred to as Combined Crossbred Purebred 
Selection (CCPS), whereas selection based 
solely on information from the pure line is 
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referred to as Pure Line Selection (PLS). None 
of the studies mentioned above, however, has 
considered the effect of CCPS on the rate of 
inbreeding. As will be argued next, the use of 
CCPS may substantially increase the rate of 
inbreeding compared to PLS. 
In a CCPS programme, an important 
information source is the phenotypic 
information on crossbred half sibs of the 
selection candidate (WEI and VAN DER WERF, 
1994). For example, in a three-way 
crossbreeding system, sires from the sire line 
may simultaneously be mated to dams of the 
sire line and to Fl dams from the multiplier 
level of the dam line. In that case, sires from the 
sire line produce two types of offspring; 
purebred offspring within the sire line, which 
are the selection candidates for the next 
generation, and commercial crossbred offspring 
which provide information on crossbred 
performance. When estimating breeding values 
for the purebred selection candidates, the 
information on their crossbred half sibs can be 
included in the EBV, which results in a higher 
accuracy of selection. WEI and VAN DER WERF 
(1993) and SPILKE et al. (1998) show how 
Mixed Model Equations can be set up to 
estimate genetic parameters and breeding values 
with CCPS. 
When the genetic correlation between 
purebred and crossbred performance (rpc) is 
low, the information coming from crossbred 
half sibs will dominate the EBVs of selection 
candidates. As a consequence, there will be a 
high intraclass correlation between EBVs of full 
and half sibs present among the purebred 
selection candidates. Depending on the value of 
rpc, therefore, selection in a CCPS programme 
may tend to between family selection, resulting 
in increased rates of inbreeding. To maintain 
genetic variation and to avoid inbreeding 
depression in the pure line, rates of inbreeding 
have to be restricted in animal breeding 
programmes. The relevant question, therefore, 
is whether the superiority of CCPS schemes 
over PLS schemes can be sustained when rates 
of inbreeding are restricted. This question has 
not been addressed so far. 
The aim of this paper is to compare CCPS 
schemes to PLS schemes while restricting the 
rate of inbreeding. First, we will compare the 
intraclass correlation between EBVs of sibs for 
PLS and CCPS schemes. Subsequently, rates of 
genetic gain and rates of inbreeding will be 
compared between CCPS and PLS schemes 
which have the same size of the pure line. 
Finally, we will maximise genetic gain from 
PLS and CCPS schemes by optimising the 
number of selected parents, while constraining 
the rate of inbreeding. The superiority of CCPS 
schemes over PLS schemes will be judged by 
comparing rates of gain from both selection 
strategies at the same rate of inbreeding. 
Methods 
Traits: Purebred and crossbred performance 
are treated as two different traits having a 
genetic correlation of rpc. It is assumed that both 
traits are determined by the infinitesimal model, 
that phenotypic variance equals one for both 




Population structure: The population 
structure was the same as the structure 
considered by BUM A and VAN ARENDONK 
(1998), and will be described briefly here. The 
sire line of a three-way crossbreeding system in 
pigs was modelled. Mating structure was 
hierarchical and generations were discrete. Sires 
from the sire line were mated to npd purebred 
dams from the sire line to produce npo purebred 
offspring per dam {Vmpo of each sex), so that the 
total number of selection candidates summed 
over both sexes equalled N = nsnpdnp0. At the 
same time, the same sires were also mated to 
Fl-dams from the multiplier level of the dam 
line, to produce ncb crossbred fattening pigs per 
sire. Each purebred selection candidate, 
therefore, had ncb crossbred half sibs providing 
crossbred information. Purebred performance 
was measured on animals within the sire line, 
and crossbred performance was measured on 
fattening pigs. Information on purebred and 
crossbred individuals was assumed to be 
available at the same time and was measured on 
both sexes. Each generation, ns males and nsnpd 
females were selected out of the purebred 
selection candidates of the current generation, 
to become parents of the next generation. 
Selection was by truncation on EBV for 
crossbred performance, without a restriction on 
the number of parents contributed by a single 
family. 
Rates of gain: Throughout this paper, genetic 
gain in crossbred performance with PLS is 
denoted as AGpis and genetic gain in crossbred 
performance with CCPS is denoted as AGccps. 
Rates of genetic gain in crossbred performance 
were predicted using the pseudo-BLUP 
selection index of BUMA and VAN ARENDONK 
(1998). This index is an extension of the single 
trait pseudo-BLUP index of WRAY and HILL 
(1989) to CCPS, and combines phenotypic 
information of the selection candidate and its 
full and half sibs together with EB Vs of parents 
into a pseudo-BLUP EBV for crossbred 
performance of the selection candidate. 
Detailed equations of the index are described by 
BUMA and VAN ARENDONK (1998). BUMA and 
VAN ARENDONK (1998) explicitly modelled the 
Fl-dams, but here we will assume that EBVs of 
Fl-dams are not available, which is likely to be 
the situation in practise. Consequently, the Fl-
dams were omitted from the index, so that the 
total number of information sources equalled 9, 
whereas the index of BUM A and VAN 
ARENDONK (1998) contained 10 information 
sources. 
Selection intensities accounted for finite 
population size and intraclass correlations 
between EBVs of relatives, and were calculated 
using the method of MEUWISSEN (1991). 
Selection and mating were iterated until 
BULMER'S (1971) equilibrium parameters were 
reached, using the equations described by 
BUMA and VAN ARENDONK (1998). Rates of 
genetic gain were predicted for the equilibrium 
situation. 
Rates of inbreeding: Rates of inbreeding 
(AF) were predicted deterministically using the 
long-term genetic contribution theory 
(WOOLLIAMS et al. 1999; WOOLLIAMS and 
BUMA, 2000). The application of this theory to 
CCPS is a direct analogy of the application to 
single trait BLUP selection, as described by 
BUMA and WOOLLIAMS (2000). Here we will 
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only outline the main steps involved in 
predicting AF, detailed equations can be found 
in BUMA and WOOLLIAMS (2000). 
The procedure for predicting AF consisted of 
the following steps. First, BULMER'S (1971) 
equilibrium genetic parameters were obtained 
by iterating on the pseudo-BLUP index of 
BUMA and VAN ARENDONK (1998). 
Subsequently, the intraclass correlation between 
EB VS of full and half sibs were calculated from 
the selection index equations, following the 
approach described in appendix A of BUMA and 
WOOLLIAMS (2000). Finally, rates of inbreeding 
were predicted using equations 1 through 13 
and appendix B of BUMA and WOOLLIAMS 
(2000). In equations 2 and 3 of BUMA and 
WOOLLIAMS (2000), the single trait breeding 
value was replaced by the breeding value for 
crossbred performance. For single trait BLUP 
selection, an example of computation is given in 
appendix B of BUMA and WOOLLIAMS (2000). 
In the present paper, the accuracy of the 
predicted rate of inbreeding will be evaluated 
by means of stochastic simulation for a number 
of CCPS schemes. 
Optimisation of breeding schemes: 
Breeding schemes were optimised by 
maximising genetic gain while restricting the 
rate of inbreeding. Optimisation was performed 
at different fixed values of the mating ratio (npd) 
and of the total number of selection candidates 
(A0- The optimisation variable was the number 
of sires, i.e., the number of sires was increased 
until the inbreeding constraint was achieved. 
The number of dams and the number of 
offspring per dam was a result of the number of 
sires and the mating ratio, i.e., the number of 
dams was nsnpd, and the number of offspring per 
dam was, npo - Nl(nsnpd). The number of 
offspring per dam was allowed to be a non-
integer value, because the primary aim of this 
paper is to examine trends, and not to present 
values for specific practical breeding schemes. 
The optimisation is in one dimension, i.e. the 
only variable is the number of sires, and from ns 
= 12 and higher, AF and AG are continuously 
decreasing functions of ns, which makes it easy 
to identify the optimum scheme. With 
increasing ns, the optimum scheme, i.e., the 
optimum ns, is the first scheme where AF is 
smaller than or equal to the constraint, and the 
maximum possible AG given the constraint is 
the rate of gain from this scheme. The 
optimality of CCPS vs. PLS was judged by 
comparing AGpis and AGccps for the optimum 
schemes of both selection strategies, at the same 
rate of inbreeding and for the same total number 
of selection candidates. 
Results 
Intraclass correlation between EBVs of sibs: 
Figure 1 shows the intraclass correlation 
between EBVs of full and half sibs with CCPS, 
as a function of the purebred-crossbred genetic 
correlation (rpc) and for two different 
heritabilities, h2 = 0.2 or h2 = 0.6. (Note that 
purebred and crossbred performance were 
assumed to have the same heritability.) With rpc 
= 1, purebred and crossbred performance are 
the same trait, so that for this situation, CCPS 
corresponds to single trait selection. With h2 = 
0.2 and rpc = 1, intraclass correlations are high, 
showing that with low heritability single trait 
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FIGURE l.-Intraclass correlations between EBVs of 
full and half sibs with CCPS, as a function of r^, for ns 
= 20, ripd = 3, ripo = 4 and nco = 60. —O— full sibs, h2 
- full sibs, h1 = = 0.2 ; —A— half sibs, hl = 0.2 ; -
0.6 ; —A— half sibs, h2 = 0.6; The symbols at /> = 1 
represent intraclass correlations for PLS. 
FIGURE 2.-Rates of inbreeding (AF) with CCPS as a 
function of r^, for ns = 20, nPd = 3 and nco = 60. —O— 
npo = 8, A2 = 0.2; —A— npD = 8, h2 = 0.4; — O — npo = 
• /ipo = 4, /i2 = 0.2; — A— n^ = 4, h2 
ipo = 4, h2 = 0.6. Lines represent 
8, hf = 0.6; — 
= 0.4; — • -
predictions, symbols represent results from simulation. 
BLUP selection puts substantial emphasis on 
family information. With h2 = 0.6 and rpc = 1, 
intraclass correlations are substantially lower, 
because BLUP-EBV are largely determined by 
the own performance when heritability is high. 
With decreasing rpc, the intraclass correlation 
increases rapidly for h2 = 0.6 because emphasis 
shifts from the purebred own performance to 
family information for crossbred performance. 
For h2 = 0.2, the increase is smaller because 
family information already receives substantial 
emphasis at rpc = 1. With PLS, the intraclass 
correlation is slightly smaller than with CCPS 
and rpc = 1, because with CCPS there are an 
additional 60 half-sibs included in the EBV. In 
conclusion, intraclass correlations increase with 
decreasing rpc and the increase is largest for 
high heritabilities. 
Rates of inbreeding and gain: Figure 2 
shows the rate of inbreeding with CCPS as a 
function of rpc, for different heritabilities and 
for two different selection intensities, npo = 4 or 
8. To evaluate the accuracy of the deterministic 
predictions (lines in Figure 2), Figure 2 also 
shows AF estimated from stochastic simulation 
(symbols in Figure 2), which reveals that 
predictions and simulations are in close 
agreement. 
Figure 2 shows that AF increases with 
decreasing rpc and the relative increase is largest 
with high heritabilities and high selection 
intensities. For example, with npo = 8 and h2 = 
0.6, the rate of inbreeding increased by a factor 
of 2.14 when rpc decreased from 1 to 0.4, 
whereas with h2 = 0.2 the rate of inbreeding 
increased by a factor of 1.51 only. The large 
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FIGURE 3.-Rates of genetic gain in crossbred 
performance (AG) as a function of rpc, for ns = 20, tipd = 
3, ripo = 8 and nco = 60. For CCPS: —O— h2 = 0.6; — 
x— h2 = 0.4; —A— A2 = 0.2. For PLS: — O— A2 = 
0.6; —x— A2 = 0.4; —A— /i2 = 0.2. 
FIGURE 4.-Ratio of genetic gain with CCPS over genetic 
gain with PLS (AGCcpJAGPh) as a function of rpc, for 
optimum schemes with AF < 1% and with N = 768, npd 
= 5 and na 
A— fc2 = 0.6. 
:60. •/i =0.15; —x—/i =0.4; 
increase of /IF for high heritabilities agrees with 
the trend in the intraclass correlations observed 
in Figure 1. 
Figure 2 also shows a rapid increase of AF 
when selection intensity increases. For example, 
with h = 0.2 and rpc = 1, AF increased by a 
factor 1.73 when the number of purebred 
offspring per dam was doubled from 4 to 8 and, 
for rpc = 0.4, AF increased even by a factor 
2.03. This shows that, with BLUP selection, 
doubling the number of selection candidates 
while keeping the number of parents constant 
may double the rate of inbreeding. Obviously, 
the rate of inbreeding with PLS (results not 
shown) is independent of rpc and was slightly 
lower than AF for CCPS with rpc = 1. In 
conclusion, Figure 2 shows that, when keeping 
the number of parents constant, changing from 
PLS to CCPS may substantially increase AF, in 
particular for small rpc, high h and high 
selection intensity. 
Figure 3 shows AGpis and AGccps, for npo = 8 
and for different heritabilities. With PLS, 
genetic gain in crossbred performance is equal 
to the product of AGpurebred and rpc, and, 
therefore, AGpis increases linearly with rpc. As 
expected from previous studies (e.g., WEI and 
VAN DER WERF, 1994), CCPS gives more 
genetic gain than PLS and the superiority of 
CCPS over PLS increases with decreasing rpc. 
The relative superiority of CCPS over PLS is 
largest for low heritabilities. For example, with 
rpc = 0.4 and h2 = 0.2, using CCPS instead of 
PLS increased genetic gain by a factor 1.98, 
whereas for h2 = 0.6, genetic gain increased 
only by a factor 1.73. 
Combining Figure 2 and 3 shows, that for 
high heritabilities together with high selection 
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FIGURE 5.-Ratio of genetic gain with CCPS over genetic 
gain with PLS (AGccpJAGpis) as a function of rpc, without 
a restriction on AF, for ns = 30, npd = 5, rip,, = 6, and nco 
= 60. = 0.15; —x— h2 = 0.4; —A— h2 = 0.6. 
intensities, 4F increases more rapidly than AG 
when changing from PLS to CCPS. For 
example, for h2 = 0.6, rpc = 0.4 and npo = 8, 
changing from PLS to CCPS increased AG by a 
factor 1.73 and AF by a factor 2.14. 
PLS vs. CCPS with constrained 
inbreeding: To make inferences on the 
superiority of CCPS over PLS when the rate of 
inbreeding is restricted, the ratio AGccpJAGpis 
was calculated for schemes where genetic gain 
was maximised while restricting AF. Figure 4 
shows AGccpJAGpis for optimum schemes with a 
fixed total number of 768 pure line selection 
candiates, where AF was restricted to be smaller 
than 1%. To validate the deterministic 
optimisation, a limited number of schemes was 
optimised using stochastic simulation (results 
not shown), which revealed close agreement 
between predictions and simulations. Results in 
Figure 4 show that, with a restriction on the rate 
of inbreeding, CCPS remains superior over 
PLS, i.e., the ratio AGccpJAGpis exceeds one. 
The superiority of CCPS over PLS increases 
with decreasing rpc and with decreasing h2. The 
ratio AGccpJAGpis was also evaluated for other 
values of N and d, but the relation was almost 
identical, which indicates that with constrained 
inbreeding, the superiority of CCPS over PLS is 
determined almost completely by rpc and h2. 
Results for other values of N and d, therefore, 
are not shown. 
Figure 5 shows the superiority of CCPS over 
PLS without a restriction on the rate of 
inbreeding, for a scheme with ns - 30, npd = 5 
and npo = 6. For h2 = 0.15, the ratio AGccpJAGpis 
is very similar to the situation where AF is 
restricted, e.g., with rpc = 0.4 and no restriction 
on AF the ratio was 2.06 (Figure 5), whereas 
with AF<\% the ratio was 2.02. For low 
heritabilities, therefore, restricting AF hardly 
affects the superiority of CCPS over PLS. For 
higher heritabilities the superiority of CCPS 
over PLS decreased when AF was restricted, 
e.g., with h2 = 0.6, rpc = 0.4 and no restriction 
on AF the ratio was 1.74 (Figure 5), whereas 
with AF<\% the ratio decreased to 1.51. 
Compared to the large increase of AF when 
changing from CCPS to PLS (Figure 2), the 
reduction of AGccpJAGpis when AF is restricted 
is strikingly small. 
Table 1 shows the design of optimum 
breeding schemes, i.e., the optimum number of 
selected sires, for different constraints on the 
rate of inbreeding. With PLS, the optimum 
number of sires is always lower than with CCPS 
and decreases when h2 increases. With CCPS, 
the optimum number of sires increases with 
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TABLE I.-Optimum number of selected sires for CCPS 
and PLS schemes with constrained inbreeding (AF)f 




































































































t For N = 768, npd = 5 and nco = 60, h1 = heritability, r^ = 
purebred-crossbred genetic correlation. JWith PLS the 
optimum design is independent of r^. 
decreasing h and rpc. With decreasing rpc, the 
required number of sires increased rapidly for 
h2 = 0.6, whereas for h2 = 0.15 there is only a 
small increase. This result agrees with the 
observation that the increase of intraclass 
correlations is largest at high heritabilities 
(Figure 1). Results in Table 1 indicate that, with 
a constraint on AF, the difference between the 
optimum number of sires with PLS and CCPS 
increases with heritability. For low 
heritabilities, this difference is relatively small 























FIGURE 6.-Relation of AF and AG with the number of 
sires for a fixed test capacity, for N = 768, tipd = 4, h2 = 
0.4, rpc = 0.4 and nco = 60; —O— AG; —x— 4F,Lines 
represent predictions, symbols represent results from 
simulation. 
puts substantial emphasis on family 
information. 
The comparison of CCPS vs. PLS at fixed 
rates of inbreeding involves a trade off between 
accuracy and intensity of selection. Table 1 
shows that with CCPS the constraint on AF is 
achieved by selecting more parents, which is at 
the expense of selection intensity. On the other 
hand, CCPS benefits from a higher accuracy of 
selection due to the use of crossbred 
information. The superiority of CCPS vs. PLS 
at fixed rates of inbreeding (Figure 4) indicates 
that the increase of gain due to increased 
accuracy exceeds the decrease of gain due to 
decreased selection intensity. 
Given the large differences in AF between 
CCPS and PLS (Figure 2), the difference 
between the optimum number of sires for both 
selection strategies (Table 1) is surprisingly 
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small. This indicates that a small increase of the 
number of sires is sufficient to substantially 
reduce AF. Figure 6 shows the relation of AF 
and AG with the number of selected sires, for h2 
= 0.4, rpc = 0.4 and N = 768, which shows that 
AF drops substantially when the number of sires 
increases, whereas AG decreases only 
moderately. There are two distinct mechanisms 
causing the sharp decrease of AF. First, in the 
absence of selection, AF approximately halves 
when the number of parents is doubled 
(WRIGHT, 1969). Second, with fixed N, 
selection intensity decreases when the number 
of parents increases, which further reduces AF 
(See appendix B of BUMA and WOOLLIAMS 
2000). For the scheme in Figure 6, both 
mechanisms contribute approximately equal to 
the reduction of AF. The different relation of 
AF and AG with the number of sires explains 
why the superiority of CCPS over PLS, i.e., 
AGccpJAGpis, reduces only moderately when AF 
is restricted (Figure 4 vs. Figure 5). 
Discussion 
In this paper, we have compared CCPS to PLS 
with particular emphasis on the rate of 
inbreeding. When keeping the number of 
parents constant, changing from PLS to CCPS 
may substantially increase AF. In particular 
with high h2 and low rpc, CCPS requires a larger 
number of parents than PLS, to avoid excessive 
rates of inbreeding. When compared at the same 
rate of inbreeding, CCPS was superior to PLS 
and the superiority of CCPS was only 
moderately reduced compared to a situation 
without a restriction on AF. 
Up till recently, balancing rates of gain and 
inbreeding in animal breeding programmes 
required computationally demanding stochastic 
simulation, which seriously restricted the 
number of alternative schemes involved in the 
optimisation. This paper shows that the use of 
the long-term genetic contribution theory for 
predicting AF (WOOLLIAMS et al. 1999; 
WOOLLIAMS and BUMA, 2000; BUMA and 
WOOLLIAMS, 2000) enables the optimisation of 
breeding schemes within very limited 
computing time with no restriction on the 
number of alternative schemes involved. For 
example, results in Figure 2, which involves the 
evaluation of approximately 750 alternative 
breeding schemes, were generated within nine 
seconds. 
Following the approach of WEI and VAN DER 
WERF (1994), we have treated purebred 
performance and crossbred performance as 
correlated traits, assuming the additive 
infinitesimal model. Other studies have used 
finite locus models with several degrees of 
dominance, and generally with equal effects for 
all loci (UlMARl and GIBSON, 1998; BAUMUNG 
et al. 1997). Neither of these models is fully 
realistic, i.e., the true number of genes must be 
finite, but on the other hand we have little 
knowledge of the number of genes, their effects 
and the interactions between genes. 
Prediction of short-term selection response by 
means of selection index theory does not 
require the infinitesimal assumptions, providing 
gene effects are not very large and gene 
frequency of favourable alleles is near 0.5 
(HILL, 1998). When phenotypes and breeding 
values follow a multivariate normal distribution, 
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the regression of breeding values on 
phenotypes, i.e., the selection index, is 
unbiased. With multivariate normality, 
therefore, selection index theory correctly 
predicts response to a single cycle of selection. 
Though selection may induce deviations from 
normality, TURELLI and BARTON (1994) 
showed that the prediction of genetic gain by 
regression on phenotypes is robust against 
deviations from normality, even with strong 
truncation selection. Therefore, prediction of 
response by means of selection index theory is 
expected to be adequate in the short term. 
In the long-term, selection response depends 
on the nature of the genetic variation, i.e., the 
number of genes, their effects etc. However, for 
livestock populations we have little knowledge 
of those parameters, and it will be difficult to 
convince practitioners to sacrifice short-term 
response (i.e., by not using CCPS) when it 
remains doubtful whether doing so will indeed 
yield more long-term response. The most 
practical approach, therefore, seems to be the 
use of CCPS while restricting the rate of 
inbreeding, so as to maximise short-term 
response and simultaneously avoid rapid 
erosion of genetic variation. To account for 
changing genetic parameters due to changing 
gene frequency, genetic parameters should 
frequently be re-estimated so that optimality of 
the CCPS EBV is guaranteed. 
In this study, breeding schemes were 
optimised given a fixed total number of 
purebred selection candidates, whereas the 
number of recorded crossbred individuals 
varied between schemes. In other studies, 
crossbred individuals were tested at the expense 
of purebred individuals, thus reducing the 
number of selection candidates (WEI and VAN 
DER WERF, 1994). Whether testing crossbred 
individuals is at the expense of purebred 
individuals depends on whether testing of 
crossbred individuals is part of the nucleus-
breeding programme, or, alternatively, 
information from the commercial population is 
collected, e.g., at the slaughterhouses. 
Collecting information at the slaughterhouse 
has the advantage that one can directly measure 
the traits that determine the carcass price, e.g., 
carcass grade and lean%, instead of an 
ultrasonic measurement of backfat. 
Additionally, measuring crossbred performance 
on individuals of the commercial population has 
the advantage that GxE interaction is accounted 
for. When crossbred information is collected 
outside the nucleus, PLS and CCPS are not 
compared at the same total amount of resources, 
so the relevant question is whether the 
additional gain arising from using CCPS instead 
of PLS makes up for the cost of measuring 
crossbred individuals. 
CCPS and PLS can be compared at the same 
level of resources by specifying the ratio of the 
costs of testing a purebred vs. a crossbred 
individual, and evaluating breeding schemes at 
the same total costs. In that case, testing 
crossbred individuals will reduce the number of 
purebred selection candidates, which reduces 
selection intensity and has a decreasing effect 
on AF (Figure 2). When compared at the same 
level of recourses, therefore, changing from 
PLS to CCPS will give smaller increases of AF 
than the values presented in Figure 2. Methods 
used in this study can as well be used to 
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optimise rates of inbreeding and gain for 
crossbreeding schemes with a fixed total level 
of resources. 
In this study, constraints on AF were achieved 
by increasing the number of parents. 
Alternatively, one can use dynamic selection 
algorithms that directly constrain AF 
(MEUWISSEN, 1996; GRUNDY et al. 1998). 
Though dynamic selection algorithms are 
expected to give higher AG at the same AF, 
optimisation of breeding schemes using those 
algorithms can only be implemented by means 
of computationally demanding stochastic 
simulation, which limits the number of 
alternative schemes considered in the 
optimisation. Our methods provide good insight 
into the impact of different parameters and as 
such provide a good starting point for the 
optimisation of breeding schemes. 
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This thesis has primarily focussed on developing methods to predict rates of 
inbreeding in (artificially) selected populations, 
using the concept of long-term genetic 
contributions (WRAY and THOMPSON, 1990). 
CHAPTER 2 presents a general approach to 
predict long-term genetic contributions using 
simple linear models and the assumption of an 
equilibrium. CHAPTER 5 relates rates of 
inbreeding to expected genetic contributions 
making a separate prediction of the variance of 
genetic contributions redundant. Together, 
CHAPTER 2 and 5 present a general approach to 
predict rates of inbreeding in randomly mating 
populations undergoing selection. Following the 
general theory, prediction equations for the rate 
of inbreeding were derived for mass selection 
and BLUP selection, for populations with either 
discrete or overlapping generations. For mass 
selection, it was shown how the current 
prediction equations relate to previous 
equations (SANTIAGO and CABALLERO, 1995; 
NOMURA, 1996) 
Besides prediction of rates of inbreeding, 
substantial attention was paid to prediction of 
genetic contributions of current individuals to 
the population in the long-term (long-term 
genetic contribution) and to the relationship 
between rates of genetic gain and genetic 
contributions. It was shown how selective 
advantage affects the development of pedigree 
and the turn over rate of the population, i.e., the 
reciprocal of the generation interval. A novel 
definition of generation interval was presented, 
which states that the generation interval is the 
turnover time of genes that are destined to stay 
in the population. For overlapping generations, 
genetic gain was described in a gene flow 
context, which, contrary to conventional gene 
flow theory (HILL, 1974), is based on truly 
asymptotic proportions of genes. 
Finally, CHAPTERS 9 and 10 demonstrate how 
the theory developed in previous chapters may 
be implemented to optimize breeding schemes 
with combined crossbred purebred selection. 
Many topics have already been addressed in 
the Discussion sections of the relevant chapters 
and will not be repeated here. In this General 
Discussion, I will address the relevance of this 
thesis for quantitative genetic theory and for 
practical animal breeding. I will discuss the 
thesis primarily from an animal breeder's 
perspective, i.e., no attention will be given to 
natural populations and constant population size 
will be assumed. (Note that, in this discussion, 
the term "inbreeding" is used to indicate 
effective population size [i.e., AF = l/2Ne], it 
does not refer to the preferential mating of 
relatives.) 
Quantitative Genetic Theory 
Rate versus Increment of Inbreeding 
In animal breeding, it is sometimes argued that 
the level of inbreeding (Ft) or the increment 
(F,-F,./) is the crucial parameter, rather than the 
rate of inbreeding [AF = (F,-F(.;)/(l-F,.,)]. The 
difference between AF on the one hand and F, 
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or F,-F,.i on the other hand, is that the level and 
increment depend on the definition of a base 
population, whereas AF does not. 
In most animal breeding populations, 
however, base populations are hypothetical, 
primarily constructed to facilitate our 
understanding of populations or to enable 
prediction of breeding values (BLUP). In reality 
there is no such base population since the 
evolution of populations is an ongoing process. 
When populations are kept at a constant size, a 
balance between selection, mutation and drift 
will arise resulting in equilibrium genetic 
parameters. This equilibrium state depends on 
the rate of inbreeding (or effective population 
size), indicating that the rate of inbreeding is 
the essential population parameter. 
Furthermore, the rate of fixation of favorable 
mutations and the selection against deleterious 
mutations, depend on the rate of inbreeding and 
not on the increment (e.g., LYNCH and WALSH, 
1998; HILL, 2000). 
Though helpful in particular cases, the 
concept of a base population can be misleading. 
For example, in the study of WRAY and 
THOMPSON (1990), the concept of a base 
population introduced a problem with the 
reference point for the genetic variance. The 
assumption of equilibrium genetic parameters 
(SANTIAGO and CABALLERO, 1995) was a 
natural way forward to solve this problem. 
Furthermore, certain definitions of a base 
population are incompatible with the 
assumption of an equilibrium. For example, in 
the absence of selfing, defining a base 
population by a group of non-inbred and 
unrelated individuals implies that the rate of 
inbreeding from the base population to the next 
generation is zero, which violates the 
assumption of equilibrium. In an equilibrium, a 
base population should be defined by a group of 
non-inbred individuals having an average 
coefficient of kinship of AF, or by considering 
their parents as a group of unrelated individuals 
with an average inbreeding coefficient of -AF. 
Prediction of Rates of Inbreeding 
History: Prediction of rates of inbreeding has a 
long history, starting with the pioneering work 
of Wright (WRIGHT, 1922, 1931, 1938, 1939; 
see CABALLERO, 1994 for a review). For 
populations undergoing selection for a heritable 
character, predictions become complicated due 
to the inheritance of selective advantage. 
BURROWS (1984a,b) developed predictions that 
were strictly valid for a single cycle of 
selection. Hence, Burrows' methods under-
predict AF in ongoing selection programs. 
Predictions that account for the inheritance of 
selective advantage were initiated by 
ROBERTSON (1961), who introduced the 
concept of accumulation of selective 
advantages. When selective advantage is halved 
each generation, the cumulative selective 
advantage equals, Q = I + Y2 + lA + l/S + .... -
2. However, due to the reduction of genetic 
variance in selected populations (BULMER, 
1971), selective advantage is more than halved 
each generation and Q < 2. Robertson's 
method, therefore, gives an overprediction of 
the rate of inbreeding (WRAY and THOMPSON, 
1990; SANTIAGO and CABALLERO, 1995). Based 
on Robertson's idea, SANTIAGO and 
CABALLERO (1995) developed predictions 
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where the inheritance of selective advantage 
depended on the remaining proportion of 
genetic variance after selection, showing that, 
for mass selection and random mating, Q equals 
2l(\+kh2). Important advancements of 
SANTIAGO and CABALLERO (1995) were the use 
of equilibrium genetic parameters (BULMER, 
1971) and the inclusion of non-random mating. 
A different approach was initiated by WRAY 
and THOMPSON (1990), who showed a 
fundamental relationship between the rate of 
inbreeding and the sum of squared long-term 
genetic contributions and, for the first time, 
obtained accurate predictions of AF in 
populations undergoing mass selection. Their 
method, however, was complicated due to the 
recursive nature of the prediction procedure and 
the need for predicting the variance of long-
term genetic contributions. WOOLLIAMS et al. 
(1993) showed that the recursive equations of 
WRAY and THOMPSON (1990) lend themselves 
to vertical summation over generations, which 
enabled a closed form equation. However, 
prediction equations were still difficult, 
sufficiently so that WRAY et al. (1994) were 
only able to make limited use of them in 
developing predictions for selection on sib 
indices. As a result, predictions were complex, 
both conceptually and algebraically. 
This thesis: This thesis has shown that the 
variance of long-term genetic contributions is 
related to the mean, which considerably 
simplifies predictions (CHAPTER 5). 
Furthermore, using equilibrium genetic 
parameters and a gene flow approach, a simple 
closed form equation for the prediction of 
expected long-term genetic contributions was 
derived, both for discrete and overlapping 
generations (CHAPTER 2). For the first time, 
prediction of rates of inbreeding has been 
extended to populations with overlapping 
generations undergoing selection. CHAPTER 6 
shows that, for mass selection with random 
mating, the prediction equation of SANTIAGO 
and CABALLERO (1995) is equivalent to the 
prediction equations based on long-term genetic 
contributions. The same equivalence was found 
for the special case of mass selection with 
overlapping generations and an equal number of 
parents selected from each age class (CHAPTER 
6; NOMURA, 1996). Together, CHAPTER 2 and 5 
present a general approach to predict rates of 
inbreeding in randomly mating populations 
undergoing artificial selection. 
There are a number of important issues in this 
thesis. First, the importance of the relationship 
between squared long-term genetic 
contributions and AF (WRAY and THOMPSON, 
1990; CHAPTER 5) is that it holds for selected 
populations, with no assumptions on the form of 
selection, provided that genes are ultimately 
mixed and that an equilibrium exists over which 
a stable AF may be defined. In CHAPTER 5, the 
relation between squared genetic contributions 
and AF was derived directly from identity by 
descent, which enhances intuitive understanding 
compared to the derivation of WRAY and 
THOMPSON (1990). 
The current method assumes independent 
segregation of the locus for which the rate of 
inbreeding is predicted and the loci affecting 
the selected trait, i.e., the prediction relates to 
the expected increase in homozygosity of a 
neutral gene, unlinked to genes affecting the 
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selected trait. The current prediction also relates 
to the rate of inbreeding estimated from the 
pedigree of a population. For livestock species, 
which have many chromosomes, linked 
segregation is probably of academic interest 
since the average gene may be practically 
unlinked to genes with large effect. When there 
are some genes with a large effect, AF for those 
genes and for the chromosomal region 
surrounding those genes will differ from AF for 
the rest of the genome. This indicates that there 
is no single measure for the rate of inbreeding 
of a population and an a priori choice has to be 
made for which loci one would like to predict 
the rate of inbreeding. Following the approach 
of SANTIAGO and CABALLERO (1995), 
SANTIAGO and CABALLERO (1998) developed 
predictions of effective population size for 
neutral loci linked to the selected loci. With 
respect to inbreeding depression, which is 
mainly observed for traits related to fitness, the 
rate of inbreeding of a neutral gene is probably 
the most relevant one, because genetic 
correlations between fitness and production 
traits are generally small (RAUW et al., 1998). 
Furthermore, for practical purposes, the value 
of a gene dependent rate of inbreeding seems to 
be rather limited, because, for the majority of 
the genes, we have little knowledge about their 
effect on the phenotype. 
An important feature of the current approach 
is that it contains a general model for the 
inheritance of selective advantage (II) and for 
the effect of the selective advantage on the 
number of selected offspring (A), so that it can 
be applied to a variety of selection strategies 
and modes of inheritance (e.g., imprinting) 
without the need for modifying the basic theory. 
The main task for applying the prediction 
method to other selection systems and modes of 
inheritance is to derive the regression 
coefficients for the II and A matrices. For 
certain selection systems this task may be 
difficult (e.g., the quadratic model for BLUP 
selection, CHAPTER 7), but the concept remains 
clear. This viewpoint is supported by the 
observation that prediction errors for the cases 
studied originated from the goodness of fit of 
the prediction model for genetic contributions, 
whereas the basic equations remained valid. 
From the equivalency of the present method and 
the drift method (SANTIAGO and CABALLERO, 
1995) in special cases (see CHAPTER 6), it 
follows that the complexities involved in 
modeling II and A are not a peculiarity of the 
present method, but will also be encountered if 
an attempt were made to extend the drift 
approach, e.g., to BLUP selection. 
In CHAPTER 6, for the first time, a simple 
closed form equation was given, for the rate of 
inbreeding with mass selection and discrete 
generations, expressed in commonly used 
genetic and population parameters. [Though the 
same equation can be derived directly from the 
work of SANTIAGO and CABALLERO (1995)]. 
Such a simple equation is likely to enhance the 
application of the genetic contribution theory, 
which has often been hampered by the 
perception that it is very complicated. 
Overlapping generations: With overlapping 
generations, the generation interval (L) was 
defined as the length of time in which genetic 
contributions sum to unity. This definition 
specifies the genetic time unit of a population as 
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the average time interval between two meioses 
for genes that are destined to stay in the 
population. The reciprocal of L is a measure of 
the turnover rate of the population, i.e., \IL is 
the average number of meioses per unit of time. 
Compared to the average age of parents at birth 
of their offspring, the current definition of 
generation interval is of a more genetical and 
less operational nature. 
With discrete generations, effective 
population size can be partitioned into 
contributions due to each sex, \INe = l/(4Nem) + 
l/(4Nef) (CROW and DENNISTON, 1998; 
SANTIAGO and CABALLERO, 1995). The 
analogous equation based on genetic 
contributions is AF = lANmE( r2) + V*NjE( r)). 
Because each sex contributes half of the genes, 
there is no competition between the sexes and 
both terms can be treated separately. 
With overlapping generations, there are more 
than just two categories, and within sex there is 
competition between the categories. Thus 
categories within sex cannot be treated 
separately, i.e., when predicting genetic 
contributions, one has to account for 
competition between categories. In this thesis, 
competition between categories is accounted for 
by simultaneously solving the system of 
regression equations for predicting genetic 
contributions (CHAPTER 2, Equations 7 and 9). 
Non-random mating: In this thesis, rates of 
inbreeding were predicted for randomly mating 
populations. Non-random mating has two 
opposite effects on the rate of inbreeding 
(CABALLERO and HILL, 1992). On the one hand, 
avoiding mating of relatives increases the 
average heterozygosity and, therefore, increases 
the within family drift {i.e. drift due to 
Mendelian sampling). On the other hand, 
avoiding mating of relatives accelerates the 
mixing of ancestral lines within the population, 
so that the genes of the different ancestors are 
equally represented among descendants at an 
earlier stage. Once genes are equally 
represented among descendants, between family 
drift (i.e., differential fitness of families) no 
longer affects the genetic contributions of the 
ancestor generation. Avoiding mating of 
relatives, therefore, reduces AF due to between 
family drift. WANG and HILL (2000) derived 
equations for AF in the absence of selection, 
which explicitly show the two different sources 
of genetic drift. 
In the absence of selection, the extension of 
the present method to populations with a certain 
proportion, p, of full-sib mating is 
straightforward. Following the approach of 
CHAPTER 5, where conditioning on the selective 
advantage can be omitted: E(r2) = /j2 + a2 
with o2 = E„[Var(r,|n,)] + Var„[E(r,|n,)], where 
n, denotes family size. Considering the second 
term of a2, it follows from rt = \ £ rt that 
offspring 
E(r,|n,) = V4/ijE(ry|/j,-), which, with Poisson family 
size (i.e., Var(n,)=2) and r, independent of nt, 
gives Var„[E(r,|n,)] = V£E(jj)2 = Vifj2 in an 
equilibrium. Considering the first term of a2, 
when mating two full sibs, both full sibs will 
have the same long-term contribution, to that 
Cov(r,,r;|«,) = Var(r;|n,). With a proportionp of 
full sib mating, therefore, Var(rj|n;) = 
V4(l+p)rtjVar(r,|nj), and with E(nt) = 2 it follows 
that En[Var(r,|n,)] = Viil+pW. Adding both 
terms gives: o2 = Vi.(l+p)(? + Vi/?, so that o2 = 
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fi2/(l-p), which shows that preferential mating 
of full sibs increases the variance of genetic 
contributions. Next, with a mating ratio of one, 
so that Nm = Nf = ViN and using AF = 
lA(l-co)NE(r2) and n = UN it follows that AF = 
(l-fi))[(4A0_1 + (4N)'\l-p)'1], where ft) is the 
correlation between genes within individuals. 
Substituting p = 4ft)(l+3ft))~1 (GHAI, 1969; 
CABALLERO and HILL, 1992) shows that, in the 
* , • AT* 1 _ f t ) l + 3<a absence of selection, AF - —— + 
4N 4JV 
1 
This can be simplified to AF = (1 + ft)), 
which is identical to the result of CABALLERO 
and HILL (1992). Note that, in the absence of 
selection, AF is independent of the proportion 
of full sib mating when Var(n() = 2/3, in which 
case the two opposite effects of mating on the 
rate of inbreeding cancel each other out. 
In the above equation for AF, the first part 
represents the minimum possible rate of 
inbreeding, 1/(4A0, which is inbreeding solely 
due to within family drift, and is multiplied by a 
factor (1-ft)) when mating is non-random. The 
second part represents the additional inbreeding 
due to between family drift, and is multiplied by 
a factor (l+3ft)) when mating is non-random. 
Those two terms nicely illustrate the two 
opposite effects of non-random mating on the 
rate of inbreeding. 
The result of SANTIAGO and CABALLERO 
(1995) for selected populations suggests that, in 
the presence of selection, AF with non-random 
mating is a straightforward analogy of AF in the 
absence of selection. Analogous to CABALLERO 
and HILL (1992) and to the equation presented 
above, the final equation of SANTIAGO and 
CABALLERO (1995) consists of two parts. The 
first part is (l-ft))/4Af, and the second part is the 
additional inbreeding due to between family 
drift, which is multiplied by (1+3ft)). The 
agreement between the result of SANTIAGO and 
CABALLERO (1995) and CABALLERO and HILL 
(1992) suggests that the effect of mating on the 
variance of the contributions acts independently 
of the effect of selection. Unfortunately, in the 
presence of selection, a general derivation of 
explicit prediction equations for AF with non-
random mating, using genetic contributions, 
appears to be less straightforward than in the 
absence of selection. 
Genetic Gain 
In CHAPTER 2, it has been shown that the rate of 
genetic gain is proportional to the expectation 
of the product of long-term genetic contribution 
and Mendelian sampling term of an ancestor, 
E[AG] « E[ra]. WOOLLIAMS and THOMPSON 
(1994) already presented this relationship, but 
no formal derivation was given. 
An intuitive understanding of this relationship 
can be gained by noticing that breeding values 
of any generation can be decomposed into a 
sum of Mendelian sampling terms of 
individuals in previous generations, weighted 
by their long-term genetic contribution. With n 
generations of selection, the total genetic 
advance equals nAG. With n —> «>, this total 
genetic advance must be equal to the weighted 
sum of Mendelian sampling terms over all 
ancestors in those n generations. Assuming an 
equilibrium, the total genetic advance should be 
divided equally among the n generations. 
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Analogously, the weighted sum of Mendelian 
sampling terms should be divided equally 
among the n generations, to that the share 
conferred to a single generation is equal to the 
weighted Mendelian sampling terms summed 
over the number of parents in a single 
generation. Therefore, the rate of genetic gain 
per generation must be equal to the product of 
Mendelian sampling term and the genetic 
contribution, summed over all ancestors in a 
generation. 
Additionally, CHAPTER 4 shows that the 
expression AG = £ra represents the genetic gain 
originating from Mendelian sampling of a 
single generation summed over all subsequent 
cycles of selection, whereas AG = ipoA 
represents the genetic gain of a single cycle of 
selection originating from Mendelian sampling 
of all previous generations. Both methods give 
valid results. 
Predictions for AG can be obtained by 
replacing the genetic contribution by its 
expectation given the selective advantage: uik = 
E[r,,t |s,,*], so that rik = uik + eitk. This prediction 
is expected to be accurate when Cov(a;t,e,t) = 
0, i.e., conditioning on the selective advantage 
should remove any covariance between the 
Mendelian sampling term and the genetic 
contribution. CHAPTER 2 shows that equations 
resulting from this approach agree with 
established results. For practical purposes, 
however, it is probably easier to use 
conventional selection index theory, e.g., the 
work of VlLLANUEVA et al. (1993). 
Consistency with classical theory: CHAPTER 
2 shows that, for a general sib index, AG 
predicted from the genetic contribution theory 
is consistent with classical theory. This 
consistency is best illustrated with mass 
selection in discrete generations, using the 
notation of CHAPTER 7. 
With equal selection intensities in both sexes, 
Nm = Nf = YiN and u = a + l%A~ A), it follows 
that AG = NE(ua) = NciE(a) + N/3E[a(A-A)], 
where E(a) = ¥2 a2^ ilaP and E[a(A-A)] = 
Vicr^ (1-kh2), where o"^ is the base generation 
additive genetic variance and h2 is the 
equilibrium heritability (CHAPTER 3, APPENDIX 
B). Next, with a = UN, P = aAJ(l-n), X = 
ViilOp, and n = Vi{\-kh2) (CHAPTER 3, 
APPENDIX A) it follows that AG = Vi a\ ilaP + 
Vzia^il-ktfyiGpil+kh2)] = io^liOpil+kh1)}. 
With Bulmer equilibrium, a\ = Via\ (l-kh2) + 
Via2^, so that a2^ = a2A{l+kh2) (see also 
VILLANUEVA and KENNEDY, 1990). 
Substitution gives AG = ih2aP, which is the 
"breeders equation" for equilibrium genetic 
gain (FALCONER, 1989, p. 192; LYNCH and 
WALSH, 1998, p.50). Therefore, AG predicted 
from the genetic contribution theory is identical 
to AG predicted from classical theory for mass 
selection with discrete generations. 
The Relationship between Gain and 
Inbreeding 
Under the infinitesimal model, inbreeding 
reduces genetic variance, which in turn reduces 
genetic gain. Furthermore, when inbreeding 
depression is present, fitness of the population 
may reduce to an extent where it affects the 
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selection differentials, i.e., indirectly inbreeding 
depression may also reduce genetic gain. In the 
short-term, inbreeding and genetic gain have an 
unfavorable relation, in the sense that measures 
that increase genetic gain, as selecting only a 
few parents and using all information of 
relatives (e.g., BLUP), generally increase the 
rate of inbreeding. Maximizing short-term 
response, therefore, reduces long-term response 
and involves substantial risk (e.g., VERRIER et 
al, 1993). 
The genetic contribution theory shows a 
fundamental relation between the rate of 
inbreeding and genetic gain, i.e., AF = ViLr1 
and AG = Era. When genetic gain is to be 
maximized with a constraint on the rate of 
inbreeding, the theoretically optimum solution 
is for all those with a Mendelian sampling term 
below a certain level to have no long-term 
contribution and, then, for the long-term 
contribution to increase linearly with the 
Mendelian sampling term (BONDESSON, 1989; 
WOOLLIAMS and THOMPSON, 1994; GRUNDY et 
al, 1998). Generally, this optimum can not be 
achieved, since we can neither set long-term 
contributions of current individuals to their 
desired values independently of previous 
generations, nor observe the Mendelian 
sampling terms without error. However, genetic 
gain for the theoretical optimum can be 
regarded as an upper bound and 
^Greaiized/^ Goptimum can be used as a genetical 
measure of the efficiency of breeding schemes 
(GRUNDY etal, 1998). 
Figure 1 and 2 in CHAPTER 8 show that, with 
BLUP selection, the relationship between the 
breeding value and the genetic contribution is 
non-linear. Since the optimum relationship 
between the contribution and the Mendelian 
sampling term is linear, BLUP selection is not 
an optimum strategy for maximizing gain while 
restricting inbreeding. (Note that the breeding 
value and the Mendelian sampling term follow 
a bivariate normal distribution and are, 
therefore, linearly related.) 
Up to this point, discussion has ignored the 
generation of new variation due to mutation. 
Mutation is generally ignored in animal 
breeding, since it is regarded of academic 
interest and relevant only in the very long-term. 
However, this seems to be a misconception, 
because populations starting from an inbred 
base population show continued response (e.g., 
MACKAY et al, 1994) and estimates of the 
newly arising variation due to mutation are 
surprisingly high. For example, for 6-week 
weight of mice, CABALLERO et al. (1995) 
estimated a mutational heritability, 
h2m = o2mQ/o2E, of 0.0034, where a2m0 is the 
per generation newly arising variation due to 
mutation. Other estimates for the mouse are 
generally higher (KEIGHTLEY, 1998; See table 
12.1, LYNCH and WALSH, 1998). Assuming that 
mutations have small effects, so that their fate is 
determined only by drift (neutral model, LYNCH 
and HILL, 1986) a mutational heritability of 
0.0034 is sufficient for maintaining heritability 
(h2 = a\ /a\ ) at relatively high values. In an 
equilibrium, the loss of genetic variance due to 
inbreeding and the newly arising variance due 
to mutation cancel each other out, so that 
<j2A(l-AF) + a2mQ = o\ giving a\ 
= a
2
m0/AF and h2 = h2m/(AF + h2m) (WEI et 
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al., 1996; LYNCH and WALSH, 1998, pp. 330). 
Note that a\ and h2 refer to an unselected 
population, i.e., they are not reduced by the 
Bulmer effect. 
With a rate of inbreeding of approx. 1% {e.g., 
mass selection with Nm = 20, Nf = 40, 4 
offspring per dam and h2 ~ 0.25), a mutational 
heritability of 0.0034 gives and asymptotic 
heritability of 0.25, indicating that common 
values of h2 can be sustained in relatively small 
populations. The relationship between AF and 
o\ in the equilibrium situation, shows that, 
contrary to the short-term, at equilibrium, lower 
AF gives higher AG. Increasing short-term gain, 
e.g., by increasing selection intensity, will shift 
the equilibrium to a lower value of a\ . 
The above section is based on strong 
assumptions, i.e., it holds for additive gene 
action, and only when mutations are selectively 
neutral or when the infinitesimal model is 
assumed. Nevertheless, it is useful as a 
reference point. Furthermore, though the 
equilibrium heritability may correctly assess the 
genetic variance, prediction of the equilibrium 
genetic gain requires knowledge of the 
distribution of effects and frequency of 
mutations. For example, when most mutations 
are deleterious, the newly arising variance due 
to mutation hardly contributes to genetic 
progress. Asymmetric responses observed in 
selection experiments indicate that the majority 
of mutations may be in the same direction 
(MACKAY et al, 1994). It would seem logical 
that the proportion of mutants that are 
deleterious increases with the mean value of the 
trait, i.e., when the trait reaches a high level, 
most mutations are probably deleterious. This 
idea is supported by the fact that the majority of 
mutations is deleterious for fitness {e.g., LYNCH 
and WALSH, 1998, Chapter 12), a trait which 
has been under selection for a very long time. 
Since the majority of mutations is deleterious 
for fitness, there is a conflict between artificial 
selection and natural selection when mutations 
are pleiotropic (ROBERTSON, 1967; KEIGHTLEY 
and HILL, 1990). Fixation of mutations that are 
advantageous for the selected trait, but have 
deleterious effects on fitness will reduce 
selection response due to negative correlated 
response for fitness (HILL and MBAGA, 1998). 
Such negative correlations between fitness and 
production traits are widely observed in animal 
breeding populations (RAUW et al., 1998). On 
the phenotypic level, negative correlations 
between production and fitness traits may be 
explained from a resource allocation point of 
view (BEILHARZ et al, 1993; LUITING et al, 
1999). However, a shift of resources from 
fitness to production traits is likely to be due to 
an increasing frequency of pleiotropic genes. 
Both explanations, therefore, do not contradict 
each other. An overview of factors influencing 
the maintenance of genetic variance in animal 
breeding populations is in HILL (2000). 
Animal Breeding 
Optimization of Breeding Schemes 
Conceptual approaches: In the literature there 
are two main approaches to balance short and 
long-term response. The first approach is to 
maximize the cumulative (discounted) 
economic return, either up to a certain time 
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horizon, or over all future generations, 
accounting for the effect of inbreeding on 
selection response, both due to variance 
reduction and due to inbreeding depression. In 
this approach, a breeding scheme with a higher 
rate of inbreeding is accepted, as long as 
economic effects of a higher selection response 
outbalance those of inbreeding. The second 
approach is to maximize selection response 
while directly constraining the rate of 
inbreeding (e.g., MEUWISSEN 1997a). The 
essential difference between both approaches is 
that the first approach considers the cost of 
inbreeding and, therefore, is a purely 
economical procedure, whereas the second 
approach considers inbreeding in itself and is 
more related to risk. 
There are a number of reasons why the 
second approach is to be preferred. First, 
accurate prediction of cumulative selection 
response requires detailed knowledge of the 
nature of the genetic variation and of all effects 
of inbreeding. Lack of knowledge of certain 
effects of inbreeding is likely to result in below 
optimal weight given to the rate of inbreeding 
(MEUWISSEN 1997b). Given our limited 
knowledge, the first approach seems to be an 
optimistic one. 
Economic optimization, e.g., maximizing the 
net present value, may lead to high rates of 
inbreeding, in particular for species with long 
generation interval (JAMES, 1972). Though such 
a scheme may be optimal from an economical 
perspective, it will not be adapted in practice 
because the rate of inbreeding is considered as 
being too high. Instead, the value of the cost 
factor will be questioned, and subsequently the 
cost factor will be increased until acceptable 
rates of inbreeding are achieved. 
Additionally, the more sophisticated 
implementations of time horizon methods suffer 
from unrealistic solutions in the final 
generations. For example, in a study on mixed 
inheritance, the major gene was fixed in one big 
step in the final generation (DEKKERS and VAN 
ARENDONK, 1998). The analogy with the 
problem of balancing gain and inbreeding 
would be to select only one sire and one dam in 
year 19, since this is expected to give the 
highest response in year 20. Obviously, 
however, in year 19 one would look another 20 
years ahead, not just a single year. In realistic 
implementations of time horizon methods, 
therefore, the solution proposed for a specific 
generation should not be a direct function of the 
time span until the horizon. The solution may of 
course be an indirect function of time, for 
example when it depends on a gene frequency 
that changes over time. 
It is interesting to note that there is a 
contradiction between risk assessed from an 
economic point of view and risk assessed from 
a genetic point of view. In an economic context, 
high discount rates may be associated with low 
risk, i.e., returns in the distant future are less 
certain than immediate returns, so that 
increasing the discount rate decreases risk 
(SMITH, 1978). In a genetic context, however, 
high discount rates lead to breeding schemes 
with high rates of inbreeding, which involves 
increased risk associated with small population 
size. 
Because, in the vast majority of cases, there 
are no readily available replacements for the 
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currently used breeds or lines, selection 
decisions should aim at maximizing economic 
return under the condition that the line can be 
maintained. Selection decisions should, 
therefore, consider the balance of mutation, 
inbreeding and (natural) selection. This requires 
putting a direct constraint on the rate of 
inbreeding, as is done in the second approach. 
Acceptable levels of AF: To put a direct 
constraint on the rate of inbreeding, one needs 
to make a decision on what level is acceptable. 
Given our limited knowledge of the nature of 
genetic variation, it is difficult to formally 
derive the acceptable rate of inbreeding. 
However, some insight may be gained from 
selection experiments and quantitative genetic 
theory. 
When mutation is ignored, acceptable rates of 
inbreeding are primarily determined by the 
extent of inbreeding depression for fitness. 
MEUWISSEN and WOOLLIAMS (1994) studied 
the balance between natural selection and 
inbreeding depression. Using Fisher's (1929) 
fundamental principle of natural selection, they 
showed that the minimum effective size to 
prevent a decline in fitness equals Ne = Dl o^A, 
where D is the inbreeding depression of fitness 
with complete inbreeding and cr^ A is the 
additive genetic variance for fitness. Values of 
D for major components of fitness can be 
measured relatively easily, and are generally 
between 0.5 and 1% inbreeding depression per 
percent inbreeding {e.g., FALCONER, 1989, p. 
249; LYNCH and WALSH, 1998, p. 272; WIENER 
et al. 1992). Values of a\,A, however, are more 
difficult to measure, particularly because 
artificial selection interferes with natural 
selection. In the absence of a correlation 
between fitness and the trait under selection, 
MEUWISSEN and WOOLLIAMS (1994) obtained 
effective population sizes ranging from 250 to 
31 per generation, (AF = 0.2% to 1.6%). 
Furthermore, they concluded that, with a 
negative correlation between fitness and the 
selection criterion, a decline in fitness could not 
be prevented. 
GODDARD (1992) studied the optimal 
effective size of the global population of black 
and white dairy cattle, using a separate discount 
rate to account for risk associated with small 
population size. The optimum solution 
maximized the net present value of all future 
benefits from the breeding program. Optimum 
effective size primarily depended on the amount 
of inbreeding depression and on the discounting 
factor used. The rate of inbreeding for the 
optimum schemes ranged from 0.2% to 1.3% 
per generation. 
Another important aspect of the rate of 
inbreeding is the probability of fixation of 
favorable alleles, which can be approximated by 
u(q) ~ 1 - exp(-2iV><7), where s is the selective 
value of the allele and q is the allele frequency 
(KMURA, 1962; CABALLERO and SANTIAGO, 
1998; HILL, 2000). It turns out that favorable 
alleles are relatively safe, once they have a 
reasonable frequency. For example, for a 
livestock breeding program with AF ~ 1%, the 
fixation probability of an additive allele, with 
an effect of 0.07 phenotypic standard deviation 
and a frequency of 0.2, exceeds 90%. 
Approximately 750 of those alleles would be 
required to make up a heritability of 0.3, and 
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fixation of 90% of them would give a huge 
selection response of approximately 36 
phenotypic standard deviations. Fixation of 
favorable alleles that already have a reasonable 
frequency, therefore, does not impose stringent 
restrictions on AF. [See HILL (2000) for further 
discussion.] 
When considering mutation and assuming the 
infinitesimal model, restricting AF to 1% seems 
to be sufficient to maintain heritability on 
reasonable levels (see above). Furthermore, 
fixation of favorable mutants and selection 
against deleterious mutants both profit from 
larger effective population size. To quantify 
those effects, however, one needs to have 
knowledge of the distribution of effects and 
frequency of mutations, which is not available 
for livestock breeds at present. 
Given the above considerations, the 
acceptable level of inbreeding seems to be 
determined primarily by the extent of 
inbreeding depression on fitness. Detailed 
knowledge of the relevant parameters to 
determine the level of the constraint is lacking, 
but the different approaches all point towards a 
value between 0.5% and 1% per generation. 
When the commercial product is a crossbred, 
inbreeding depression may seem less important. 
However, inbreeding depression is most 
important for traits related to fitness, like 
reproductive performance. Reproduction traits 
are clearly important when considering the risk 
of losing the pure line and particularly for the 
efficiency of the multiplication required in 
crossbreeding systems. It does not matter, 
therefore, whether or not the commercial 
product is a crossbred. 
Many studies indicate that AF can be reduced 
substantially with no or minor loss of AG, 
particularly when using advanced selection 
algorithms {e.g., MEUWISSEN 1997; GRUNDY et 
al., 1998). Furthermore, high rates of 
inbreeding involve substantial risk, especially 
for dairy cattle breeding which is dominated by 
a single breed. Thus risk can be reduced 
substantially at low cost, and a risk adverse 
attitude should be adopted. Breeding companies 
should, therefore, target low rates of inbreeding 
by implementing advanced selection algorithms 
and fitness should be included in the breeding 
goal to avoid a conflict between natural and 
artificial selection (HILL and MBAGA, 1988). 
Implementing the present method: The 
present methods for predicting rates of 
inbreeding in selected populations facilitate a 
computationally feasible (i.e., deterministic) 
optimization of short and long-term response 
for static breeding schemes. The term "static 
breeding schemes" refer to schemes like mass 
selection and selection on BLUP-EBV, where 
selection decisions do not take account of the 
relation of specific individuals with the rest of 
the population. 
Regarding the balancing of inbreeding and 
genetic gain, the present method can answer 
questions like: what is the optimum number of 
parents, is it worthwhile to increase the number 
of selection candidates, is it worthwhile to 
collect progeny information or should selection 
be based on sib information. The main 
application of the present methodology, 
therefore, is the optimization of the design of 




Other methods: Many studies have 
addressed the balance between rates inbreeding 
and gain, mostly using stochastic simulation. 
There are two main approaches to reduce AF. 
First, the selection criterion can be optimized by 
reducing weight given to family information 
(e.g., GRUNDY and HILL, 1993; VERRER et al, 
1993; GRUNDY et al, 1994; VlLLANUEVA and 
WOOLLIAMS, 1997). Second, AF can be 
reduced by using factorial or minimum 
coancestry mating (e.g., WOOLLIAMS, 1989; 
CABALLERO et al, 1996). Combining both 
methods may further reduce AF (e.g., 
VlLLANUEVA et al, 1994; Luo et al, 1995). 
Furthermore, WRAY and GODDARD (1994) and 
BRISBANE and GIBSON (1995) reduced 
inbreeding by putting a cost factor on the 
average relationship of the selected animals. 
None of these studies, however, developed a 
theoretical concept of optimality. 
MEUWISSEN (1997a) introduced a dynamic 
selection tool to maximize genetic gain while 
restricting the rate of inbreeding (see also 
GRUNDY et al, 1998). Given the available 
selection candidates, this method maximizes the 
genetic level of the selected group while 
constraining the average coefficient of 
coancestry, and it is therefore equivalent or 
superior to other selection criteria. In 
combination with factorial and minimum 
coancestry mating strategies, this method is 
state of the art (SONESSON and MEUWISSEN, 
2000). Implementation of the method results in 
a dynamic breeding program, where the number 
of parents and the number of offspring per 
parent may vary, depending on the candidates 
available in a particular generation. 
Deterministic optimization of dynamic 
breeding schemes, where the rate of inbreeding 
is constrained in advance, requires methods to 
predict rates of gain for such schemes. This 
means that the selection differential needs to be 
predicted for a subset of the population of 
which the average coefficient of coancestry is 
constrained. A general solution to this problem 
is expected to be difficult, particularly for 
populations with overlapping generations. 
Dynamic selection rules (e.g., MEUWISSEN 
1997a; GRUNDY et al, 1998) are more efficient 
in maximizing gain while restricting inbreeding 
than static selection rules. (An additional 
advantage is that dynamic selection tools are 
likely to reduce the variance of the rate of 
inbreeding). Dynamic selection rules are often 
regarded as being selection tools during the 
course of a breeding scheme, whereas static 
selection tools are primarily suitable for a priori 
design of breeding schemes (VlLLANUEVA and 
WOOLLIAMS, 1997; GRUNDY et al, 1998). 
However, this distinction is false. The ideal 
approach would be to select using the tool that 
gives the highest genetic gain while 
constraining the rate of inbreeding. (This will 
be a dynamic selection rule.) Next, the design 
of the breeding scheme (e.g., the number of 
selection candidates, which information should 
be measured etc.) should be optimized given 
this specific selection tool, i.e., the a priori 
optimization of the design of breeding schemes 
should take account of the selection tool that is 
going to be used. A priori optimization of the 
design of breeding schemes assuming a static 
selection tool and the subsequent use of a 
dynamic selection tool makes the static 
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predictions invalid and may result in a sub 
optimal breeding scheme. The current problem 
is that we cannot deterministically predict 
genetic gain for dynamic selection procedures. 
With a priori optimization of the design using 
dynamic selection tools, therefore, one has to 
resort to computationally demanding stochastic 
simulation, which limits the number of 
alternative schemes that can be considered. 
However, this is a methodological problem, it 
does not indicate that one cannot a priori 
optimize breeding schemes while accounting 
for the use of dynamic selection rules. 
Characteristics of optimum schemes: 
Maximizing genetic gain while constraining 
inbreeding will change the layout of breeding 
schemes compared to simply maximizing 
genetic gain. Following the pioneering work of 
NICHOLAS and SMITH (1983) and subsequently 
many others (e.g., MEUWISSEN and 
WOOLLIAMS, 1993), breeding schemes for dairy 
cattle have moved towards selection based on 
sib information which enables higher short-term 
genetic gain. However, for species where the 
trait of interest cannot be measured on the 
selection candidate, maximizing gain while 
restricting inbreeding is likely to move optimum 
selection schemes back to progeny testing, in 
particular when population size is small and the 
constraint on AF is stringent (MEUWISSEN and 
SONESSON, 1998). 
As mentioned above, the degree of optimality 
of breeding schemes can be judged by the 
extent to which long-term genetic contributions 
are set to their desired values, which depends 
on the Mendelian sampling term. When 
selection is based solely on sib information, no 
information on the Mendelian sampling term of 
the candidate itself is obtained, so that the 
selection is between Mendelian sampling terms 
of the parents and more distant ancestors. Since 
the number of parents is generally much lower 
than the number of candidates, sib selection can 
be considered as a reduction of the selection 
differential among Mendelian sampling terms. 
Optimum breeding schemes for maximizing 
gain while restricting inbreeding are likely to be 
characterized by: the use of BLUP to estimate 
breeding values; the use of dynamic selection 
tools rather than simply truncation selection; 
decreased importance of sib information; 
increased importance of progeny testing; 
increased generation intervals; increased 
accuracy at the expense of selection intensity; 
and a mating strategy that accelerates the 
mixing of ancestral lines within the population, 
e.g., factorial mating and/or minimum 
coancestry mating. 
Animal Breeding as a Commercial 
Enterprise 
Animal breeding has become a commercial 
enterprise. Breeding companies often hesitate to 
sacrifice short-term response in order to 
safeguard long-term response, since their 
competitive position may deteriorate. 
Particularly in dairy cattle breeding, where 
estimated breeding values of bulls from 
different companies can be compared directly 
and genetic material is freely accessible on the 
market, there is a strong stimulus to focus on 
short-term response. Obviously, breeding 
companies are not willing to sacrifice short-
term response especially if their competitor is 
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going to benefit from the genetic variation they 
saved. Hence, there is a clear contradiction 
between collective interest and private interest 
and, in practice, collective interest is likely to 
get the worst of it. 
The consequences of short-term selection are 
demonstrated by the findings that 50% of the 
almost 5000 bulls from 18 countries born in 
1990, evaluated by the Interbull Center, were 
bred by only five sires (WICKHAM and BANOS, 
1998). Examination of the top-cow and top-
heifer data sets of the NRS (Royal Dutch Cattle 
Syndicate), which are used to select bull dams, 
revealed that the effective number of sires was 
below 8 and that the effective number of great-
grandsires was around 4 to 5. A single bull 
(Carlin M. Ivanhoe Bell) accounted for 50% of 
the genes contributed by males (PRINS, 1999). 
The fact that we do not observe dramatically 
increased rates of inbreeding in the commercial 
population is because the commercial 
population lags behind the nucleus population, 
and also because there is a certain degree of 
avoidance of mating or relatives. Additionally, 
in many countries, local black and white breeds 
have been replaced by the Holstein-Friesian 
(HF) breed, which has temporarily reduced 
inbreeding levels and hidden the between 
family selection that is going on. By the time 
increased rates of inbreeding are observed in 
the commercial population, genetic 
contributions of ancestors will be largely 
established. Hence, there will be little that can 
be done. Monitoring inbreeding rates in the 
commercial population, therefore, is of little use 
compared to managing genetic variation in the 
elite population. On the contrary, publication of 
inbreeding levels in the commercial population 
may serve as a false reassurance. 
To safeguard genetic variation of the 
Holstein-Friesian breed, commitment of the 
leading AI companies is essential. In the end 
this will benefit everybody, but nothing will 
change unless initiative is taken by one of the 
companies. 
In pig and poultry breeding, breeding 
companies generally own the lines and the 
competitor does not have access to the genetic 
material. Maintaining genetic variation of the 
line, therefore, benefits the breeding company 
itself and not its competitors. In pig and poultry 
breeding, therefore, a restriction on the rate of 
inbreeding is easier to achieve than in dairy 
cattle breeding. 
The Relevance of Inbreeding In 
Future Breeding Schemes 
Future changes in animal breeding programs 
will mainly be due to new developments in 
reproductive technology and molecular biology 
(genetic markers and knowledge of individual 
genes; BRASCAMP, 1998). Driving forces for 
implementing new technology are an increased 
commercial attitude among breeding companies 
and direct competition on a global market. 
Reproductive Technology 
Reproductive technologies may facilitate more 
efficient breeding schemes for maximizing 
genetic gain while restricting inbreeding. For 
example, the use of ovum pick up technologies 
in combination with in-vitro maturation of 
embryo's may enable complete factorial 
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designs, which give higher genetic gain at the 
same rate of inbreeding (WOOLLIAMS, 1989; 
WOOLLIAMS and WlLMUT, 1989; KlNGHORN et 
al. 1991; DE BOER and VAN ARENDONK, 1994; 
SONESSON and MEUWISSEN, 2000). 
Contrary to the expectation of BRASCAMP 
(1998), progeny testing remains an important 
selection tool for situations where the trait of 
interest can not be measured on the selection 
candidate itself {e.g., bulls in dairy cattle 
breeding), because selection based on progeny 
testing may yield higher genetic gain at the 
same rate of inbreeding (LUO et al., 1995; 
MEUWISSEN and SONESSON, 1998). 
When cloning becomes possible, in dairy 
cattle a completely different structure may 
evolve, which is closer to the pig and poultry 
breeding structures. In such a situation, the 
commercial product may be a crossbred clone, 
e.g., HFxJersey, to exploit non-additive genetic 
variance, primarily for traits related to fitness. 
To ensure good quality of the commercial 
product, a number of clone genotypes may be 
evaluated in a similar way as the current 
progeny testing schemes. Since the reliability of 
clone testing is: p2 = nh2/[h2(n-l)+l], with a 
heritability of 0.3, only 21 individuals would be 
required to reach a reliability of 90%. In such a 
situation, the performance of the commercial 
population may exceed that of the nucleus 
population. Selection in the pure line may 
include progeny testing of males on a limited 
number of testing herds, and aim at maximizing 
gain while restricting inbreeding. DE BOER and 
VAN ARENDONK (1994) showed that, with 
cloning, higher rates of gain at the same rate of 
inbreeding can be obtained by selecting fewer 
dams than sires. 
When the commercial product is a crossbred 
genotype and pure line testing takes place on a 
limited number of testing herds, pure-line 
genetic material is no longer available to the 
competitor and, therefore, it becomes easier to 
restrict the rate of inbreeding (see above). 
Additionally, the use of crossbred clones may 
lead to the reemerging of isolated strains within 
the HF population, which is desirable since it 
would increase the between breed diversity and 
thus reduce risk. In the past, isolated strains 
were based on geographical separation, whereas 
in the future they may be based on commercial 
separation. These considerations indicate that, 
contrary to common belief, the use of cloning 
may increase the genetic variation within the 
HF breed. A broader discussion on the potential 
benefits of cloning in relation to genetic 
diversity is in WOOLLIAMS and WILMUT (1999). 
Molecular Biology 
One of the first applications of molecular 
biology in animal breeding is the possibility to 
select for know genes or accurately mapped 
QTL. GIBSON (1994) showed that there is a 
conflict between short and long-term gain when 
selecting for an identified gene. DEKKERS and 
VAN ARENDONK (1998) and PONG-WONG and 
WOOLLIAMS (1998) confirmed the result of 
GIBSON (1994) and showed that it is more 
efficient to fix a favorable allele in a number of 
small steps instead of a few big steps. 
However, they did not restrict the rate of 
inbreeding. VILLANUEVA et al. (1999) showed 
that, when maximizing genetic gain while 
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restricting inbreeding, this conflict between 
short and long-term response was negligible. 
This result indicates that, when maximizing 
gain while restricting inbreeding, there is little 
interaction over time; i.e., with a constraint on 
the rate of inbreeding, current selection 
decisions do not jeopardize future possibilities 
for making genetic progress. This conclusion is 
expected to be rather robust. (However, one 
should probably allow for some recombination 
in the region adjoining the major gene, to avoid 
loss of potentially favorable genes in this region 
that have not yet been identified. The major 
gene, therefore, should not be fixed in very few 
generations). 
When knowledge of the genome is increasing 
and techniques for genetic modification of 
individuals become common tools, one may 
wonder whether inbreeding remains relevant at 
all, since favorable alleles may be introduced 
into the population artificially. However, most 
quantitative traits seem to be highly polygenic, 
so there will be many genes with small effect. It 
is very unlikely that we will be able to identify 
all of those genes and accurately estimate their 
effect, primarily since this would require huge 
amounts of phenotypic data. Development of 
new molecular technology, e.g., for studying the 
expression of genes, will not solve this problem 
because one still needs to validate and 
accurately estimate the effect of the gene within 
the population in which it is supposed to be 
used. In particular the effect of recent mutations 
will be difficult to estimate, since it may take 
some time before the number of individuals that 
carry the mutation is large enough to have 
sufficient phenotypic data. Furthermore, when 
epistatic effects are important (e.g., MACKAY, 
1998), we cannot accurately predict the result of 
an introgression program in advance. Therefore, 
our knowledge of the genome is insufficient to 
identify and preserve all the important genes 
and a restriction on the rate of inbreeding 
remains essential. Furthermore, restricting the 
rate of inbreeding will also preserve genes 
affecting traits that are currently perceived as 
being unimportant, but which may become 
important in the future. Finally, natural 
selection is becoming increasingly important, 
but it will only be effective in a population of 
sufficient size. In conclusion, restricting the rate 
of inbreeding is a general and risk averse way 
of safeguarding genetic variation within a 
population, and is likely to be more robust than 
relying solely on molecular technology. 
On the other hand, developments in 
molecular biology may be used to more 
effectively maintain genetic variation in a 
population. For example, markers may be used 
in a conservation program that aims at 
minimizing the loss of alleles (TORO et al., 
1998; LAMBERSON, 1998). The essential benefit 
of using markers to reduce the rate of 
inbreeding is that one can observe the drift due 
to Mendelian sampling. WANG and HILL (2000) 
show that, in principle, Ne can be increased 
indefinitely by restricting the sampling between 
maternally and paternally inherited genes within 
individuals, using genetic markers. For species 
with many chromosomes, however, the required 
amount of marker information and number of 
offspring per family restricts the efficiency of 
the method. In selected populations, the benefit 
of using markers to reduce drift due to 
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Mendelian sampling will be smaller, because 
the amount of inbreeding due to Mendelian 
sampling is only a small proportion of the total 
inbreeding. 
Methods for predicting rates of inbreeding 
may be extended to populations with mixed 
inheritance. With mixed inheritance, selection 
will affect the gene frequency of the major gene 
so that there will not be an equilibrium. Note 
that in the absence of equilibrium, there is no 
single AF to predict. In principle, genetic 
contributions can also be predicted in the 
absence of an equilibrium, but this requires 
iterative equations (CHAPTER 3, Equation 11, 
APPENDIX C). It is doubtful whether this is 
worth the effort. It is probably more practical to 
approximate the rate of inbreeding assuming an 
equilibrium. Furthermore, new major genes may 
come up during the course of the selection 
program. Assuming an equilibrium, therefore, 
may be more valid than assuming a single major 
gene which will be fixed over time, so that in 
the end only polygenic variance remains. 
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This thesis focuses on the prediction of long-term genetic contributions, rates of 
inbreeding and rates of genetic gain, in 
populations undergoing selection. The long-
term genetic contribution (r,) of ancestor i born 
at time th is defined as the proportion of genes 
from i that are present in individuals in 
generation t2 deriving by descent from ;', where 
(h - h) —* °°- In other words, the long-term 
contribution of an individual is its proportional 
contribution to the genetic make-up of the 
population in the long term. 
This thesis can be divided into three main 
parts. First, CHAPTERS 2 to 4 deal with the 
prediction of long-term contributions and their 
relation to genetic gain and generation interval. 
Second, CHAPTERS 5 to 8 deal with the 
prediction of rates of inbreeding using long-
term contributions. Finally, CHAPTERS 9 and 10 
deal with the application of the theory to 
Combined Crossbred Purebred Selection. 
CHAPTER 2 to 4: CHAPTER 2 formally shows 
that the rate of genetic gain per generation is 
related to the cross-product of long-term 
contributions and Mendelian sampling terms, 
AG = 'Lrfli, where a, is the Mendelian sampling 
contribution to the genotype of individual i and 
the sum is taken over all individuals in a 
generation. 
Furthermore, CHAPTER 2 develops a general 
theory to predict long-term contributions. Long-
term contributions were predicted by linear 
regression of contributions on selective 
advantages, E[r1?i|sliJt] = uik = ak + p t s^, where 
rik is the genetic contribution of individual i in 
category k and s^ is a vector of selective 
advantages of individual i in category k. With 
discrete generations, ak = l/(2Nk), where Nk is 
the number of parents of sex k. If si?k consists of 
a single element, then f3k = ocX(\-n)'x, where X 
is the regression coefficient of the number of 
selected offspring on sik, and nis the regression 
coefficient of Sjj of a selected offspring on sik of 
its parent. With overlapping generations, ak and 
P* were predicted using a modified gene flow 
approach. 
CHAPTER 3 studies methods to predict long-
term contributions, in populations with 
overlapping generations undergoing mass 
selection or selection on a sib index. Results 
were compared to classical gene flow theory. 
Due to selection, offspring of younger parents 
had an above average breeding value. Long-
term contributions of the youngest age classes, 
therefore, were higher than expected from the 
proportional contribution of those age classes to 
the group of parents. Generation interval was 
defined as the time in which long-term 
contributions sum to unity, and was generally 
shorter than the average age of parents when 
their offspring are born. 
CHAPTER 4 deals with the relation between 
gene flow and the rate of genetic gain, and 
shows that the relation between asymptotic 
proportions of genes and rates of genetic gain 
that is embodied in conventional gene flow 
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theory is invalid. It is shown that conventional 
gene flow theory considers the gain from a 
single cycle of selection arising from all 
previous cohorts, whereas the equation AG = 
Lrfli considers the gain arising from a single 
cohort over all subsequent cycles of selection. 
Both methods yield valid and similar 
predictions of the rate of genetic gain. 
CHAPTER 5 to 8: CHAPTER 5 deals with the 
relationship between long-term contributions 
and rates of inbreeding. First, the relation AF = 
Vi( 1—co) 2 ^2 . where co is the deviation from 
Hardy-Weinberg equilibrium, has been derived 
directly from identity by descent, whereas 
previous derivations were based on properties 
of the relationship matrix. Second, CHAPTER 5 
shows that rates of inbreeding may be predicted 
from expected long-term contributions, which 
makes a separate prediction of the variance of 
long-term contributions redundant. The 
prediction equation was: E[/1F] = 
j^nkE[ufk] + jY,nk^k - where ui:k is the 
k ' k 
expected long-term contribution of individual i 
in category k, nk is the number of parents 
selected from category k and 8k is a correction 
term for deviations of the variance of family 
size from a Poisson variance. Using this 
equation, tractable predictions of AF in selected 
populations were developed. Finally, CHAPTER 
5 shows an application of the theory to 
populations with discrete generations selected 
on a sib-index. 
CHAPTER 6 develops prediction equations for 
rates of inbreeding in populations with either 
discrete or overlapping generations undergoing 
mass selection, following the general theory 
presented in CHAPTERS 2 and 5. In the simplest 
case, with discrete generations and an equal 





(1 + K/I2)2 ST 
, where N 
is the total number of parents, i is selection 
intensity, K is Pearson's variance reduction 
coefficient, h2 is heritability and T is the total 
number of selection candidates per sex. 
Furthermore, CHAPTER 6 shows that, with mass 
selection and discrete generations and for the 
special case of overlapping generations with an 
equal number of parents selected from each age 
class, the present prediction equation is 
identical to previously derived equations which 
were based on the variance of gene frequency. 
Accurate predictions of AF were obtained both 
for populations with discrete generations as 
well as for populations with overlapping 
generations. The rate of inbreeding reached a 
maximum when an equal number of parents was 
selected from each age class, and a minimum 
when all parents except one were selected from 
the oldest age class. 
CHAPTER 7 shows how rates of inbreeding 
may be predicted for populations that are 
selected on Best Linear Unbiased Prediction 
(BLUP) of breeding values. Results showed 
that, with BLUP selection, an increase of 
selection intensity dramatically increased the 
rate of inbreeding. 
Finally, CHAPTER 8 shows how rates of 
inbreeding may be predicted for typical 
livestock breeding populations with overlapping 
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generations, BLUP selection and progeny 
testing. Predictions were considerably more 
accurate than predictions from other available 
methods that ignore the effect of selection on 
AF. Predictions were accurate for schemes with 
up to 20 sires. Predicted AF was too low for 
schemes with more than 20 sires, which was 
due to the use of simple linear models to predict 
genetic contributions. 
CHAPTERS 9 and 10: CHAPTERS 9 and 10 
deal with Combined Crossbred Purebred 
Selection (CCPS) in crossbreeding schemes. In 
CHAPTER 9, a pseudo-BLUP selection index is 
developed to predict response to multi-trait 
BLUP selection for crossbred performance. 
Correction of selection intensity for correlated 
index values of relatives proved to be essential 
to obtain the correct ranking of breeding 
schemes. Utilizing crossbred information 
increased selection response, in particular for 
low values of the purebred-crossbred genetic 
correlation. 
CHAPTER 10 describes the optimization of 
CCPS breeding schemes when the rate of 
inbreeding is restricted, and shows how the 
theory developed in CHAPTERS 2 to 8 can be 
used to balance rates of genetic gain and 
inbreeding for animal breeding schemes in a 
computationally feasible manner. Results 
indicate that changing from pure-line selection 
to CCPS, while keeping the number of parents 
constant, may substantially increase the rate of 
inbreeding. When compared at the same rate of 
inbreeding, CCPS was superior to pure-line 
selection and the superiority was only slightly 
reduced compared to a situation without a 
restriction on the rate of inbreeding. 
GENERAL DISCUSSION: The GENERAL 
DISCUSSION addresses the relevance of this 
thesis for quantitative genetic theory and for 
applied animal breeding, and discusses the 
relevance of the rate of inbreeding for future 




Dit hoofdstuk bevat een gepopulariseerde 
samenvatting van het proefschrift, en is met 
name gericht op personen die niet bekend zijn 
met het vakgebied Veefokkerij. Een 
wetenschappelijk verslag kunt u vinden in de 
Engelstalige samenvatting. 
Inleiding 
Het vakgebied Veefokkerij richt zich op het 
verbeteren van de genetische aanleg van 
landbouwhuisdieren, opdat de toekomstige 
generaties van landbouwhuisdieren de gewenste 
producten op een efficientere manier 
voortbrengen. Met de term "fokkerij" wordt dus 
niet "vermeerderen", maar "veredelen" bedoeld. 
Het verbeteren van de genetische aanleg vindt 
plaats door het selecteren van de beste dieren 
uit de huidige generatie, en deze vervolgens als 
ouders te gebruiken voor de volgende generatie. 
Veefokkerij rust op twee pijlers. De eerste is 
het schatten van de genetische aanleg van 
dieren. Dit wordt de fokwaardeschatting 
genoemd. Omdat we de genetische aanleg van 
een dier niet direct kunnen meten, schatten we 
de fokwaarde aan de hand van de uiterlijke 
kenmerken van een dier en van zijn 
bloedverwanten. In het eenvoudigste geval 
wordt alleen gebruik gemaakt van het kenmerk 
gemeten aan het dier zelf. In dat geval heeft het 
dier met de hoogste waarde voor het kenmerk 
ook de hoogste geschatte fokwaarde. 
Bijvoorbeeld, de koe die de meeste melk geeft 
heeft in dat geval ook de hoogste geschatte 
fokwaarde. In de veefokkerij wordt 
tegenwoordig algemeen gebruik gemaakt van 
een geavanceerde methode voor 
fokwaardeschatting, waarbij informatie van alle 
bloedverwanten in de fokwaardeschatting 
betrokken wordt. Dit wordt de BLUP-procedure 
genoemd. 
De tweede pijler onder de veefokkerij is het 
fokprogramma. Het fokprogramma is de 
structuur of de organisatie waarbinnen de 
genetische verbetering plaatsvindt. Belangrijke 
karakteristieken van een fokprogramma zijn: de 
kenmerken die worden gemeten en de keuze 
aan welke dieren wordt gemeten, het totaal 
aantal selectiekandidaten, het aantal ouders dat 
iedere generatie wordt geselecteerd, de leeftijd 
waarop de dieren worden geselecteerd, etc. 
In de afgelopen 50 jaar zijn zowel de 
methoden voor fokwaardeschatting als de 
fokprogramma's sterk verbeterd, hetgeen heeft 
geleid tot een sterke toename van de genetische 
vooruitgang. Tegelijkertijd heeft dit echter ook 
geleid tot een afname van de genetische 
diversiteit in populaties van landbouwhuisdieren. 
De afname van de genetische diversiteit in 
fokprogramma's wordt gemeten aan de hand 
van de inteelt toename. Inteelt is synoniem met 
het paren van bloedverwanten. De paring van 
een broer met zijn zus bijvoorbeeld is een vorm 
van inteelt. We zeggen dan dat de nakomeling 
uit een dergelijke paring is ingeteeld. 
Behalve door het opzettelijk paren van 
verwanten ontstaat inteelt ook als een populatie 
klein is, omdat we in dat geval niet kunnen 
voorkomen dat verwanten met elkaar gepaard 
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worden. Ter illustratie twee extreme 
voorbeelden. Als een populatie uit slechts twee 
dieren bestaat, een mannetje en een vrouwtje, 
dan zijn alle nakomelingen die hieruit geboren 
worden voile broers en zussen. In de volgende 
generatie moeten we dus een broer met zijn zus 
paren. Als de populatie uit vier dieren bestaat, 
kunnen we in de eerste generatie inteelt 
voorkomen door partners te selecteren die uit 
twee verschillende ouderparen komen. In de 
tweede generatie moeten we echter een paring 
maken van een neef met zijn voile nicht. Ook 
bij grotere populaties treedt dit effect op, maar 
dan zijn de paringen tussen verwanten van een 
kleinere verwantschapsgraad. 
Inteelt heeft overwegend negatieve gevolgen. 
Ten eerste veroorzaakt inteelt een afname van 
de genetische diversiteit, waardoor het in de 
toekomst steeds moeilijker wordt om genetische 
vooruitgang te boeken. Ten tweede veroorzaakt 
inteelt een afname van de fitness van dieren, 
hetgeen zich met name uit in een groter aantal 
vruchtbaarheidsproblemen. Tenslotte leidt 
inteelt tot het vaker voorkomen van erfelijke 
ziekten in de populatie. Gezien de nadelige 
gevolgen van inteelt is het dus van belang om 
inteelt zoveel mogelijk te beperken. Het is 
belangrijk om te beseffen dat inteelt nooit 
helemaal voorkomen kan worden, omdat elke 
populatie een eindige omvang heeft. 
Uiteindelijk zullen er altijd verwanten gepaard 
moeten worden, zodat er altijd sprake is van 
inteelttoename. 
Dit proefschrift 
In dit proefschrift is gekeken naar de gevolgen 
van verschillende selectiestrategieen op de 
inteelttoename in populaties van 
landbouwhuisdieren. Er zijn methoden 
ontwikkeld om de verwachte inteelttoename van 
een populatie vooraf te voorspellen, zodat een 
fokprogramma gekozen kan worden dat een 
acceptabele inteelttoename oplevert. 
Het centrale concept in dit proefschrift is de 
"genetische bijdrage". De genetische bijdrage 
van een individu is het aandeel van de genen in 
de populatie dat van dit individu afkomstig is. 
Bijvoorbeeld, in een populatie die uit 50 
vaderdieren en 50 moederdieren bestaat, is de 
gemiddelde genetische bijdrage van een 
vaderdier Vixl/50 = 0,01. Dat wil zeggen, 
vaders en moeders dragen elk de helft van de 
genen bij en binnen de vaders draagt ieder dier 
gemiddeld 1/50 bij. De werkelijke genetische 
bijdrage van een dier zal afwijken van 0,01 
omdat het ene vaderdier meer nakomelingen 
krijgt dan het andere. De gemiddelde bijdrage 
zal dus 0,01 bedragen, maar de werkelijke 
bijdrage zal varieren tussen de dieren. 
In de hoofdstukken 2 tot en met 4 zijn 
methoden ontwikkeld om de genetische 
bijdragen van individuen te voorspellen. Bij het 
voorspellen van genetische bijdragen in 
populaties van landbouwhuisdieren moet 
rekening worden gehouden met het 
fokprogramma. In het algemeen zullen dieren 
die een hogere fokwaarde hebben ook een 
hogere genetische bijdrage krijgen. 
Bijvoorbeeld, als er in een fokprogramma 
geselecteerd wordt voor een zo hoog mogelijke 
melkproductie, zullen we van een koe met een 
hoge melkproductie meer nakomelingen 
selecteren dan van een gemiddelde koe. 
Daardoor levert een dergelijke koe een 
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bovengemiddelde genetische bijdrage aan de 
populatie. Genetische bijdragen verschillen dus 
systematisch tussen dieren met een hoge en 
dieren met een lage fokwaarde. 
Er zijn twee mechanismen waardoor de 
genetische bijdrage van een dier bei'nvloed 
wordt. Ten eerste worden van een dier met een 
hogere fokwaarde gemiddeld meer 
nakomelingen geselecteerd. Ten tweede hebben 
nakomelingen van ouders met een hoge 
fokwaarde zelf ook weer een bovengemiddelde 
fokwaarde. In de hoofdstukken 2 tot en met 4 
zijn methoden ontwikkeld om genetische 
bijdragen te voorspellen door middel van het 
modelleren van deze beide mechanismen. 
Tevens laat hoofstuk 2 zien dat de genetische 
vooruitgang per generatie gelijk is aan de 
afwijking van de fokwaarde van een dier van 
het gemiddelde van zijn ouders, 
vermenigvuldigd met de genetische bijdrage 
van dit dier en vervolgens gesommeerd over 
alle dieren in de betreffende generatie. 
De hoofdstukken 5 tot en met 8 behandelen 
de relatie tussen de genetische bijdrage en de 
inteelttoename. Hoofdstuk 5 laat zien dat de 
inteelttoename per generatie gelijk is aan de 
helft van de som van de gekwadrateerde 
voorspelde genetische bijdragen per generatie. 
Bijvoorbeeld, als in de bovengenoemde 
populatie met 50 vaderdieren en 50 
moederdieren elk dier een voorspelde 
genetische bijdrage heeft van 0,01, dan 
bedraagt de inteelttoename Vixl 00x0,012 = 
0,005. Dit betekent dat er elke generatie 0,5% 
van de genetische diversiteit verloren gaat. In 
een geselecteerde populatie zullen dieren met 
een hogere fokwaarde een hogere voorspelde 
genetische bijdrage hebben. Bijvoorbeeld, als 
de 10 beste vaderdieren en de 10 beste 
moederdieren elk een voorspelde genetische 
bijdrage hebben van 0,02 en de rest van de 
dieren heeft een voorspelde bijdrage van 
0,0075, dan bedraagt de inteelttoename 
V2X(20xO,022 + 80x0,00752) = 0,00625, zodat 
er iedere generatie 0,625% van de genetische 
diversiteit verloren gaat. Dit eenvoudige 
voorbeeld laat zien op welke manier selectie 
leidt tot een verhoging van de inteelttoename. 
In de hoofdstukken 6 tot en met 8 zijn 
vervolgens formules afgeleid voor het 
voorspellen van de inteelttoename in 
verschillende fokprogramma's. De belangrijkste 
conclusie van deze hoofdstukken is dat, in een 
populatie waarbij dieren geselecteerd worden 
voor een bepaald kenmerk, de inteelttoename 
veel hoger is dan in een populatie waarbij 
willekeurige dieren geselecteerd worden als 
ouders voor de volgende generatie. Vooral het 
gebruik van geavanceerde methoden voor 
fokwaardeschatting, zoals de bovengenoemde 
BLUP-procedure, en het selecteren van dieren 
op basis van deze geschatte fokwaarden, leidt 
tot een forse verhoging van de inteelttoename. 
Voor de veefokkerij betekent dit dat er, bij 
toepassing van deze geavanceerde methoden, 
maatregelen genomen moeten worden om de 
inteelttoename te beperken. 
De hoofdstukken 9 en 10 behandelen een 
speciale toepassing van de methode om inteelt 
te voorspellen bij populaties waarin gebruik 
wordt gemaakt van kruising. In fokprogramma's 
voor varkens en kippen wordt geselecteerd in 
zogenaamde zuivere lijnen. Dit zijn lijnen die 
uit een ras bestaan. De uiteindelijke 
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productiedieren, bijvoorbeeld slachtvarkens, 
ontstaan uit het kruisen van een aantal van deze 
zuivere lijnen. Hoofdstuk 9 laat zien dat het 
meten van kenmerken aan deze gekruiste 
productiedieren een bijdrage kan leveren aan de 
genetische vooruitgang van het fokprogramma 
in de zuivere lijn. Vervolgens laat hoofdstuk 10 
zien dat het benutten van de informatie van 
gekruiste productiedieren niet alleen leidt tot 
een toename van de genetische vooruitgang, 
maar tevens kan leiden tot een forse verhoging 
van de inteelttoename. Door het verhogen van 
het aantal geselecteerde vaderdieren kan de 
inteelt echter tot aanvaardbare proporties 
worden teruggebracht en is de genetische 
vooruitgang nog steeds hoger dan in een situatie 
waarin geen gebruik wordt gemaakt van 
informatie afkomstig van gekruiste dieren. 
In de algemene discussie wordt ingegaan op 
het belang van het huidige proefschrift voor de 
kwantitatief-genetische theorie en voor de 
praktische veefokkerij. De belangrijkste 
bijdrage aan de kwantitatief-genetische theorie 
is de ontwikkeling van methoden voor het 
voorspellen van genetische bijdragen en inteelt 
in geselecteerde populaties. In de praktische 
veefokkerij kunnen deze methoden gebruikt 
worden om een balans te vinden tussen 
genetische vooruitgang en inteelttoename. Tot 
voor kort was dat alleen mogelijk met behulp 
van tijdrovende computersimulaties. 
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