Introduction
It is well-known that, In the inequality oonstrained optimization, the Kuhn-Tuoker conditions are sufficient for optimally, if the functions involved are convex. Various classes of functions have been investigated for the purpose of weakening this assnmption. Recently, Hanson [2] has considered a differentiable funotion f from R û into TR for which there exists a vector funotion i^(x,u) e R n such that where Vf denotes the gradient of f. He has shown that, if the objective function and the constraints of a nonlinear programming problem satisfy (1.1) with the same i?(x,u), then the Kuhn-Tuoker conditions are sufficient for optimality. Correspondingly to the definitions of quasi-convexity and pseudo-convexity, he has also defined two more general classes of functions, namely the class for which
and that for which
It turns out that these definitions are surprisingly general (see [3] , [4] ).
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has proved the Kuhn-Tuoker conditions for the nondifferentiable oase, assuming that the funotions involved are invex.
In this paper we extend the oonoept of invexity, giving some more comprehensive olase of functions which ensure that the Kuhn-Tuoker conditions are sufficient for optimality. We express them in terms of Dini generalized subdifferentials and employ for nonsmooth problems. We use the variable Lagrange multipliers method considered by Studniarski [5] . An example is included to show that the ordinary Lagrange multipliers method fails in the situation considered here and the more subtle tools must be used.
Botation and preliminaries
Let X be a topological vector space and f a funotion from X into R, where IR stands for the set R U {-00,+ 00}. We will call the set 9f(a) an approximate quasidifferential of f at a. The notion of approximately quasidifferentiable funotion is used in [4] to obtain necessary and sufficient optimality conditions. This is homologous to the oonoept of funotion possessing an upper convex approximation used by Studniarski in [6] . Definition 2.3. A function f:R n -Ris said n to be invex on a subset C <= R u at a eC with respect to 9f(a), if for some funotion -J t X*X --R n the following relations hold
where Cone (C-a) j» LJ A(C-a).
1>0
Definition 2.4. The normal cone to-a subset C c ]R n at a point a is defined by N(C,a) := { veR n j v T (x-a) « 0 forallxec}. Let fQ^f1,...,fm be extended real-valued functions, i.e. f^ : X -JR., and aedom fnC, where C is a nonempty subset of X. By f(x) we denote the vector (x),f2(x),...,fm(x)) T . Let us oonsider the problem P(f) :
Let L(x,A): X x lR n -*-]R. denote,as usual, the Lagrangian funotion, i.e.
L(x,*) :» fQ(x) + Vf(x).
-125 -We shall present an extension of Hanson's result [2] theorem 2.1) to a nondifferantiable problem. The result involves Studniarski's method of variable multipliers (see [5] ).
As an application we shall show that it yields Theorem 5.1 from [4] . Theorem 3.1.
If for xoeCndom f the following two assumptions hold (i) there exists a function 1?: C -*-X such that, for all x e C,
(ii) for eaoh real sequence tj^O there exists veotor 6 R m satisfying the conditions
then xQ is a minimizer of P(f). Proof. Suppose that xQ is not minimal. Then there exists a point xeC such that fQ(x) <*"(*") and f(x)< 0 and, since (3.1) hold, we get D|_f0(x0i^(x)) <0. We oan choose a sequence t^ 0 such that lim [f0(x0+V?U)) -f0(^0)]l=k 1 -D^x^x)).
For this sequenoe we oan choose 1 e IR m satisfying (3.3)-(3.5).
As a consequence of (3.3), (3.4) for all i€l »= { ± | ^ 0} we obtain that fi(xQ) = 0 and this gives the inequality f^x) 4f1(x0), since ^(x) < 0. Thus, by (3.2), we get D^x^fxJKO for all i 61. By using the same method as in the proof of Corollary 4.1, we obtain .
-129 - This ends the proof.
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