INTRODUCTION
Quantitative analysis of myocardial perfusion SPECT (MPS) studies has become a mainstay in nuclear cardiology practice. Software tools developed by several groups are now commercially available and are routinely used. These programs can automatically compute several important clinical parameters, such as amount of hypoperfusion at stress and rest. What is the value of these tools to a nuclear cardiology practitioner or a clinical researcher? How do they compare to visual analysis? What are their limitations? In this review, we look at the standard features of such quantitative tools, compare it with the visual scoring technique, and discuss particular strengths of the quantitative approach. We also highlight several possible challenges in applying quantitative analysis and discuss some recent software developments, which can mitigate these difficulties.
OVERVIEW OF BASIC METHODS
Several quantitative measures of myocardial perfusion can be derived automatically by software. The standard processing sequence is as follows: automatic 3D segmentation of the left ventricle, 1,2 extraction of the myocardial count density samples to polar map coordinates (typically by computing the maximal values for a given polar map pixel), and analysis of the polar map samples by the comparison of to average local values in the normal population. 3, 4 Site-or protocol-specific normal limits can be created using studies of lowlikelihood patients. The use of common polar map coordinates for all subjects allows inter-subject comparison of count intensities. The quantification of perfusion is relative in nature and therefore image counts in each study need to be normalized to a common level before the comparisons are made. A local measure of the hypoperfusion severity can be defined as the number of standard deviations below the lower normal threshold for a given myocardial location. Consequently, polar maps can be plotted with severity mapped to a color scale, or as the ''blackout'' maps where all pixels below normal limits are highlighted. An example of such quantitative polar maps is shown in Figure 1 .
The local samples of hypoperfusion can be aggregated into regional (per vascular territory) or global (per ventricle) measures. Myocardial perfusion defect extent (''defect extent'') can be expressed as a percentage of the pixels in the polar map, for which severity is greater than predefined statistical threshold (e.g., 2.5 standard deviations of the inter-subject normal perfusion sample). A parameter, which combines pixel-based defect extent and severity and estimates an overall magnitude of hypoperfusion, termed ''total perfusion deficit'' (TPD) has been developed. 3 TPD can be computed for the entire myocardium, or separately for each vascular territory. In addition, segmental perfusion scores for the AHA 17-segment model can be derived, based on the average defect severity in a given segment. Segments are assigned computed severity scores according to a 5-point scale: (0 = normal; 1 = mildly abnormal; 2 = moderately abnormal; 3 = severely abnormal; 4 = absent). 5 Segmental scores can be summed per region or for the whole myocardium. The summed stress score (SSS), the summed rest score (SRS), and the summed difference score (SDS) can be derived, analogous to the scheme employed in the visual scoring. 6 Standard tools with the above general functionality (but with some differences in the computational analysis methods) are available commercially. Several validation studies for these techniques have been reported, with angiography as a gold standard. 7, 8 Similarly, relative quantification can be also applied to PET perfusion quantification 9 In-depth description of specific approaches has been provided in a series of comprehensive reviews authored by the major groups.
STRENGTHS Reproducibility
An important strength of quantitative analysis is the inherent reproducibility of the measurements. Lower variability directly translates to improved detection of true differences in hypoperfusion. The reproducibility of quantitative perfusion analysis has been investigated with stress/rest SPECT acquisition repeated on the same day with the same injection.
14 The quantitative analysis was compared to standard visual perfusion scoring. Blinded visual analysis of stress and rest scans was performed by an expert reader, who repeated the scoring of the same data after 6 months. Quantitative measures of stress, rest, and ischemic (stress-rest) defects were significantly more reproducible than the visual scores (respective repeatability coefficients 3.3%, 1.8%, 3.2% versus 4.8%, 3.8%, 4.3%, all P \ .002). The BlandAltman plots comparing the quantitative and visual reads are shown in Figure 2 . Similarly, superior reproducibility of quantitative measures was demonstrated in a small (n = 31) population of stable patients with scans repeated after 9-22 months. Quantitative analysis (TPD) was compared to consensus visual read (two independent expert readers with over-read of discordance by a third expert) repeated after 6 months with the same display defaults. 15 This type of setup represents the case for the best possible visual intraobserver reproducibility. Repeatability coefficients were 6.1%, 6.4%, and 5.7% for the quantitative analysis of stress, rest, and ischemic TPD versus 10.1%, 11.8%, and 9.0% for the visual scoring of the % abnormal myocardium. These comparisons demonstrate clearly the advantage of the quantitative perfusion analysis over visual segmental scoring.
Diagnostic Accuracy
Quantitative analysis of myocardial perfusion can rival the diagnostic accuracy of visual observers in the detection of coronary artery disease (CAD). In one study, a standard quantitative approach has been found to achieve performance better than or equivalent to clinical visual assessment in the detection of C50% stenosis as measured by the area under the receiveroperator-characteristics (ROC) curve 3 ( Figure 3 ). Similar results were demonstrated recently in a larger population for the blinded expert scoring with and without clinical information. 16 One difficulty in comparing the diagnostic accuracy of the visual observers and quantitative analysis is that during a typical clinical reading session, physician integrates of all the available (including patient history) with image data. Nevertheless, equivalence to visual diagnostic performance was demonstrated, even if all clinical information was available to the visual readers.
Quantitative Prediction of Risk
Possibly of even greater importance than the ability to predict coronary stenosis is the potential to objectively quantify risk of cardiac events including the risk of cardiac death by MPS. Although a number of seminal studies clearly demonstrated the incremental prognostic value of MPS, [17] [18] [19] [20] [21] [22] [23] they relied on the clinical visual scoring rather than on quantitative measures. The particular advantage of quantitative analysis in this context is the independence from the clinical information. Quantitative MPS parameters separated from the clinical variables could be easily incorporated by computer algorithms into more comprehensive risk scores. 17 Only few publications to date have used automatic quantification in prognostic studies. Leslie et al 24 used quantitative analysis for predicting cardiac death or acute myocardial infarction in a cohort. However, they did not directly compare prognostic power of visual and quantitative analysis because they used a categorized model derived from clinical reports with only normal/abnormal visual assessment. In a recent case-control study, visual and quantitative analysis has been directly compared to evaluate the prognostic value of automated quantitative hypoperfusion parameters derived from adenosine stress MPS for predicting sudden or cardiac death. 25 By ROC analysis, the automatically derived stress TPD and blind visual reads (with or without clinical information) had similar predictive capabilities ( Figure 4 ). Based on these findings, we should expect equivalence of visual and quantitative scores in other prognostic comparisons.
Analysis of Subtle Changes
A particularly useful application for the quantitative analysis may be the estimation of subtle perfusion changes. Perfusion changes can be evaluated between stress and rest scans to determine the amount of ischemia. Changes can also be measured between serial scans of the same patient to estimate the progression or regression of the disease. In a widely cited COURAGE trial, quantitative analysis of perfusion was performed with QPS software from Cedars-Sinai Medical Center to compare the changes in ischemia measured by MPS before and after medical therapy and percutaneous coronary intervention (PCI). 26 Greater reduction of ischemia (-2.7%) was shown in the group with PCI therapy than in the group with medical therapy alone (-0.5; P \ .0001) ( Figure 5 ). Such small group differences may be much harder to demonstrate with visual scoring due to greater inter-and intra-observer variability. Consequently, clinical trials based on visual analysis may require considerably larger patient cohorts to show significant differences between study groups.
Conversely, quantitative analysis can be used to demonstrate agreement rather than differences between groups of studies. In a recent study, regadenosonadenosine and adenosine-adenosine serial data were compared with 4DM software by Mahmarian et al 27 The authors found good agreement in quantitative stress and ischemia measurements between these two protocols. Over 90% of patients randomized to either group had \5% absolute difference in quantitative defect size in repeat scan. This is in contrast to another study of similar data with visual analysis based on ischemia categories, where the agreement between the studies was relatively low at 62% (adenosine-adenosine) and 63% (adenosine-regadenoson). 28 Because of the improved reproducibility, the quantitative analysis would have been much more sensitive in discerning any possible changes between these protocols, if they existed.
Ischemia Analysis
Perfusion change analysis can also be applied in the same patient study for the estimation of ischemia from the stress/rest data pairs. The visual assessment of the amount of ischemia may be challenging for the visual observer because there can be differences in stress and rest alignments. Additionally, the display may not be normalized optimally to detect subtle changes between rest and stress. Globally, the quantitative ischemia estimate can be performed by simple subtraction of stress and rest quantitative TPD values as was done in the COURAGE trial. 26 This standard approach has shown good reproducibility and repeatability. 14, 29 Nevertheless, in efforts to further improve the quantitative analysis of changes, new software methods have been proposed to analyze the stress/rest studies in pairs, eliminating errors associated with multiple comparisons to normal limits and variations in contour placements. A method for automatic quantification of local myocardial perfusion stress-rest changes by 3D registration and stress-rest normalization has been proposed, guaranteeing the same contour of the left ventricle and the same orientation for the stress and rest studies. 30 When compared for prediction of stenosis, the area under the receiver operating characteristic curve (0.88 ± 0.03) was significantly better for the new algorithm than that obtained by the previous quantitative method (0.82 ± 0.03). One advantage of such an approach is that it can be applied for the quantitative comparison of any pair of studies since it does not require normal limits.
Other Advantages
There are also other advantages of employing quantification in clinical trials of new MPS protocols or technologies. A prominent feature of the quantitative analysis is the capability of truly unbiased comparative assessment of diagnostic accuracy or agreement between imaging protocols. Sometimes it may not be feasible to obtain visual scores with readers blinded to the type of protocol, for example, for attenuation corrected versus non corrected data, or for the equivalent data from different scanners. In such cases, the visual analysis may be (and often is) biased by observer preferences or skills associated with a particular technology. In contrast, the application of the quantitative software to new types of data will require at most creation of appropriate normal limits (in the case of direct ischemia quantification even this is not required). This can be of particular value in clinical trials, where new MPS technologies or experimental protocols are being compared to standard methods. Furthermore, retrospective computerized analysis can be performed in a small fraction of time and with significantly fewer resources than are needed for the visual reading. For these reasons, quantitative analysis should often be the preferred method for such studies.
POTENTIAL PITFALLS AND SOLUTIONS

Integration of Multiple Quantitative Parameters
When visual observers derive their final diagnosis from the MPS study, they take into account several imaging features, as well as associated clinical information such as patient response to exercise and symptoms. Additionally, visual observer typically integrates information from multiple image datasets. For example, functional datasets, stress and rest data, attenuationcorrected and non-corrected sets are all considered when assigning the final perfusion score. This fact may be perceived as a strength of visual analysis and a weakness of quantification because software algorithms typically report multiple scores (e.g., one perfusion score for attenuation-corrected dataset and another for non-corrected dataset). There are also image features other than perfusion considered for the final diagnosis. Transient Ischemic Dilation (TID) is known to be of diagnostic importance for severe CAD 31, 32 and may be considered by the visual observer. However, some studies showed that TID had a low prevalence and poor predictive value in the otherwise normal MPI. 33, 34 In addition, the quantitative perfusion scores do not use this information. The integration of various quantitative parameters and final diagnosis is left to the user. Nevertheless, computer results can be obtained within seconds and therefore it is possible to obtain all the variables simultaneously and then potentially reconcile multiple parameters to gain an overall improvement of quantitative accuracy-akin to visual analysis.
A few studies have investigated the possibility of combining multiple quantitative parameters with the aim of improving the overall diagnostic accuracy of MPS. In our clinical practice at Cedars-Sinai, we have found that standard perfusion quantification 3 and direct quantification of ischemic change 30 often provide complementary information. Recently, Prasad et al explored a computerized combination of direct change with standard normal-limits analysis of stress data 35 on a pixel-bypixel basis, where subtle deviations from normal limits could be up-scored by corresponding ischemic changes detected by direct change measures. Such a combination allowed a significant increase in the overall diagnostic sensitivity 91% versus 83% for the detection of coronary disease without any loss of specificity in 997 studies with correlating angiography.
Similarly, the combination of functional assessment obtained from post-stress data and relative perfusion analysis may enhance the ability of MPS to detect significant disease. 36 This is typically performed by visual readers when scoring perfusion data with the subjective review of the gated files. Lack of such integration could be seen as a limitation of the quantitative analysis. In efforts to develop an analysis tool with such capabilities, Lima et al 37 investigated whether visual reading supplemented with perfusion quantification and coupled with quantitative thickening fractions obtained from gated data can improve the detection of triple-vessel disease. Heuristic rules were then applied to assign abnormality to a given myocardial segment based on perfusion and function results. They found that in patients with triple-vessel disease, compared with perfusion alone, combined perfusion/function analysis resulted in significantly greater number of abnormal segments per patient compared with perfusion alone. In a preliminary work, Karimi-Ashtiani et al 38 investigated this concept in a fully automated quantitative study utilizing standard measures of perfusion and novel measures of motion changes. Combined motion/thickening/perfusion polar maps have been derived. It has been demonstrated that a pixel-by-pixel combination of motion/thickening and perfusion results in almost a 2-fold sensitivity increase for the detection of triple-vessel disease pattern (abnormalities in all vascular territories). These recent efforts in software developments show that it should be possible to emulate such integrative characteristics of visual reading.
Artifacts
Imaging artifacts are challenging for any quantitative software because they may produce apparent defects mimicking true abnormalities. The artifacts can be caused by patient motion during the scan, photon attenuation, misalignment of attenuation maps, or spillover of extracardiac activity. Well-trained expert readers should be able to detect and ignore the majority of them. In contrast, quantitative analysis trained only on the lowlikelihood data (with normal perfusion and free of artifacts) will most likely result in false-positive findings. Nevertheless, efforts have been made to automatically recognize and correct various artifacts.
Automatic motion correction and detection can be applied before the quantification process 39 to minimize motion artifacts. Chen et al 40 have demonstrated that automatic recognition of emission-transmission misalignment for scans with attenuation correction (AC) is possible with high sensitivity and specificity by detection of myocardium-mediastinum mismatch. Software has also been developed to automatically correct for such misalignment errors in PET perfusion imaging. 41 Xu et al 42 have demonstrated that artifacts present in either AC or non-corrected data can also be reconciled by combined analysis of both scans resulting in incremental improvement of the diagnostic accuracy. These new developments can help clinicians in recognizing these artifacts and provide quantitative results which take them into account.
When attenuation correction is not available, clinicians may use multiple sets (such as prone and supine) to visually recognize artifacts and reduce false-positive readings. 43 A combined quantitative analysis of supine and prone scans has been developed by pixel-wise comparisons of the prone and supine polar maps. 44 Subsequently, joint criteria of abnormality were derived from both scans for each myocardial location (see Figure 6 ). Such a computer algorithm has been shown to be very effective in eliminating the photon attenuation artifacts with an increase in the overall area under the ROC curve and in specificity (86% vs 65%), when compared to the analysis of the supine data, as confirmed by angiographic validation. Recently, this concept was extended to combined analysis of upright and supine data from the new solid-state MPS scanner, with similar gains in the specificity. 45 This method of artifact avoidance by quantitative analysis is likely to have more general applications, whenever the presence of artifacts needs to be determined by comparison of data from multiple scans.
Normal Databases
A potential limitation of the quantitative approach is the need for scanner-, protocol-, or gender-specific normal perfusion databases. Scanners with different geometries will require separate limits since the myocardial count distribution may not be uniform due to regional differences in sensitivity, resolution, photon attenuation, and scatter. Imaging tracers, e.g., 13N-ammonia PET may exhibit specific uptake patterns, necessitating separate limits. Similarly, patient positioning will influence normal myocardial distribution, e.g., in prone and in supine imaging. 44 Patient characteristics (such as ethnicity) may also play some role. 46 A mismatch between the characteristics of the data used for creation of the normal database and test-data may result in suboptimal quantification results. The protocolspecific normal limits can be easily created by the user from a small group (20-40 subjects) of visually normal scans with low likelihood of disease in most software implementations. Nevertheless, appropriate quality control has to be ensured to verify proper contour placement and to check for possible imaging artifacts. Further studies may be needed to solidify our knowledge regarding differences in the myocardial perfusion patterns in normal subjects. It should be perhaps possible to establish a comprehensive collection of normal limits for the general use by the nuclear cardiology community.
Variation in Contour Placements
The only element of human interaction required in the quantitative analysis is the potential adjustment of the computer-generated contours in a minority of cases. This manual interaction can introduce some user variability in otherwise fully automatically derived perfusion scores. In efforts to reduce the subjectivity Figure 6 . Artifact avoidance by combined supine-prone analysis. An example of supine diaphragmatic attenuation artifact on MPS normalizing on prone MPS in a 60-year-old male with a history of diabetes, hypertension, hypercholesterolemia, and a family history of premature CAD who achieved a heart rate of 148 (89% of maximum predicted heart rate). His body mass index was 34 and the ECG response to exercise stress was ischemic for ST segment depression. Subsequent coronary angiogram showed no significant stenosis. Images displayed in 3 short axis (SA), horizontal long axis (HLA), and vertical long axis (VLA) reveal apparent perfusion abnormality in inferior wall in supine images (top row); however, prone images show uniform tracer distribution (middle row). Quantitative results shown as black-out maps (bottom row) show 10% S-TPD, 2% P-TPD, and 0% C-TPD, consistent with absence of CAD (modified with permission from Nishina et al 44 ) .
of this step, the software for automatic identification of potentially incorrect contours has been developed. 47 Such automated contour check has demonstrated perfect sensitivity (100%) and very high specificity (98%) for the detection of incorrect shape of the LV as compared to an experienced operator. The software could also predict the need for adjustment of the valve position. Presumably, only a fraction of the studies will need visual verification of the contour by the human observer if these tools are deployed in the clinical practice.
Enhanced automation of the quantitative analysis enabled by such algorithms may allow accelerated quality control for clinical trials and may further reduce the subjectivity of the quantitative analysis.
Summary
Tools for automated quantification of myocardial perfusion are available to nuclear cardiology practitioners and researchers. These methods have demonstrated superior reproducibility with comparable diagnostic and prognostic performance, when compared with segmental visual scoring by expert observers. A particularly useful application of the quantitative analysis can be in the detection of subtle changes or in precise determination of ischemia. Some challenges remain in the routine application of perfusion quantification. Multiple quantitative parameters may need to be reconciled by the expert reader for the final diagnosis. Computer analysis may be sensitive to imaging artifacts, resulting in falsepositive scans. Perfusion quantification may require sitespecific normal limits and some degree of manual interaction. New software improvements have been proposed to address some of these challenges.
