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Abstract
Future colliders such as a linear e+e− collider or super B-factories require
unprecedented detector performance. Concerning the Vertex detector, high gran-
ularity, fast read-out, low material budget and low power consumption are needed.
DEPFET active pixel detectors are a good candidate to satisfy this requirements.
Several prototypes constructed by the DEPFET collaboration were characterized
in a beam of particles at DESY and CERN in 2012. In this thesis, some results
obtained from the analysis of the test beam data are presented.
Introduction
With the new discoveries made by the Large Hadron Collider (LHC), the Stan-
dard Model (SM) has a new boson, candidate for the Higgs boson. To prove the
real identity of this boson, precise measurement of its properties are needed. For
this, LHC can be complemented with an e+e− precision machine. The possible
candidates to achieve this goal are the International Lineal Collider (ILC) [8]
and the Compact Linear Collider (CLIC) [7]. Super B-factories like SuperKEKB,
with high luminosity, will allow to explore the Standard Model limits. Several
important aspects of these facilities are reviewed in section two.
Vertex detectors must satisfy unprecedented requirement on granularity, fast
read-out speed, low material budget and low power consumption. Sensors based
on DEPFET (DEpleted P-channel Field Effect Transistor) technology are a good
candidate to satisfy these requirements. DEPFETs are active sensors which
means that they have an internal amplification. In order to achieve this, a p-
channels field effect transistor is integrated on completely depleted bulk. The
sensor operation and its characteristics are introduced in section three.
For characterization of new sensor technology is necessary the test beams, it
allows to determine the sensor behavior in a radiation environment. For a specific
construction design of sensor, it is important know which is the resolution limit
that can be achieved. Tests of DEPFET sensors were performed in beams of
particles at CERN and DESY. The S/N (Signal/Noise) ratio obtained for 50 µm
thin DEPFET prototype is approximately 40, and the limit of spatial resolution,
using CoG (Center of Gravity) method, is around 8.5 µm. This and another
results, are explained in section five.
1 Future Colliders
The first traces of the modern science concept can be located in century VI B.C
in Greece. Greeks created the free research concept, the observation concept, and
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the study of nature. From this point, with collaboration of hundreds of thousands
of people, each more important, science has evolved to the present concept.
Nowadays, in the High Energy Physics field, the most successful theory to
explain the behavior of fundamental particles is the Standard Model, this model
describes the fundamental particles of the ordinary matter, and three of the four
fundamental interactions (apart from gravity). The new boson discovered by
LHC (Figure 1) boost the need of a new collider. If this new particle is the Higgs
boson, it will mean that all the particles predicted by Standard Model have been
discovered. But, to be sure that this particle is the Higgs boson, it is mandatory
to measure all its properties. For example, the Standard Model predicts couplings
to each known particle to the Higgs field as a precise value proportional to the
particle mass, but more complex models (for example supersymmetry) predict
deviations from this law. Precise measurements of the properties of the new bo-
son are required to full for a understanding [3].
Figure 1: The local probability p0 for a background-only experiment to be more signal-
like than the observation in the full mass range of this analysis as a function of Higgs
mass.
e+e− machines are characterized by their high precision due their low back-
ground (Electroweak interaction) and because the center of mass energy is well
known. Two such machines will be discussed in this report, the International
Lineal Collider (ILC) and SuperKEKB.
In e+e− machines, if the center of mass energy is enough (ILC), the main
production mechanisms for the SM Higgs boson are the Higgs-strahlung and the
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WW fusion processes (Figure 2). At the ILC, large samples of Higgs boson can
be produced in a setting in which the decay of this boson to each possible fi-
nal state can be recognized in an unbiased way. In the ILC environment the
Higgs boson couplings can be tested at the percent level of accuracy (Figure 3)
[8]. Also ILC discriminate from among a wide variety of possible models. Its
precision measurements of pair production leptons, of c-type quarks, and b-type
quark using polarized electrons and positrons beams, allows all the coupling of
this and possible new particles to be determined independently. The ILC in-
cludes, as well, a long experiment program related on top quark because ILC will
produce a hundreds of thousands of these particles and in the environment of the
ILC, complete events with production and decay of a pair of top quark can be
reconstructed with high precision.
Figure 2: Feyman diagrams for the dominant Higgs production mechanisms in ILC
Figure 3: ILC expectation for the measurement if the Higgs boson coupling
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SuperKEKB plays an essential role to answer important question in flavor
physics. The physics program includes searches of any new CP-violating phase,
any new right-handed current, any new flavor symmetry that explains the CKM
hierarchy, etc. Also this machine can be sensitive to new physics, doing preci-
sion measurement of processes involving loop diagrams, looking for rare decays,
forbidden or suppressed in the SM, which could receive contributions from the
new effects [12]. For example, SuperKEKB doesn’t have enough energy to cre-
ate directly the Higgs boson, but could measure its contribution like mediator,
revealing new physics beyond the SM (Figure 4).
Figure 4: Example of B decay mediated by Higgs boson (SUSY)
To conclude, the discovery power of the LHC is complemented by the preci-
sion that e+e− machines can provide, to make high precision studies on the new
physics discovered.
2 ILC and SuperKEKB
Both are e+e− machines but with opposite construction concept, ILC is a linear
collider, but SuperKEKB is a double ring collider. The reason for this difference
lies in its center of mass energy and the synchrotron radiation effect. SuperKEKB
is designed with 10.85 GeV, with correspond to the mass peak of the Υ (4S), while
500 GeV (upgradeable to 1TeV) will be reached in ILC facilities.
Synchrotron radiation is the energy that a particle looses as a electromagnetic
radiation when it is accelerated. Equation 1 gives the energy lost per turn, where
ρ(m) is synchrotron radius, E4(GeV ) is center of mass energy and m40(GeV/c
2)
is the accelerated particle mass. The energy lost increases proportional to fourth
power of particle energy and inversely proportional to fourth power of the particle
mass and bending radius. This means that for e− with
√
s = 500 GeV in the
LEP bending radius, the energy lost is more than 1 TeV. Usually RF chambers
have to replace this energy lost but in this case it would be untenable.
4
∆ESyn =
6.034 · 10−18
ρ(m)
· ( E(GeV )
m0(GeV/c2)
)4GeV (1)
The solution to reach a high energy in center of mass is use the linear collider
concept for e+e− collisions.
2.1 International Linear Collider
The ILC proposes two linear accelerators facing each other, the particles are ac-
celerated in each machine and collide in the center. The detector placed here will
record what happens in this collision. One drawback is that the linear accelerator
is a single pass machine, it means that particles go through the accelerator just
one time and this implies that high accelerator gradients are needed. The tech-
nology chosen here is Superconducting Radiofrequency (SCRF) chambers, which
will apply gradient of 31.5MV/m. These chambers will work at 1.3 GHz and
cryogenic temperatures will be needed (2K) [12].
The operation of the ILC starts with the electron source, where the beam is
created illuminating a photocathode with two lasers (DC Gun). This beam is
preaccelerated and accelerated up to 5 GeV and finally injected in the electron
damping ring with a longitude of 3.2 km [12]. Its main objective is to reduce
the longitudinal emittance alternating oscillators and SCRF chambers. Then the
bunches are injected to the main linac. Positrons are created on positron source,
which uses photoproduction to create electron-positron pairs. In the first step
of this process, the electron beam is deflected from the main linac direct to the
oscillator, where photon beam is generated. It impinges on a target for create
electron-positron pairs, then positrons are selected. After acceleration up to 5
GeV, they are injected to their damping ring [14]. Finally, the electron beam is
returned to the main linac.
For the Vertex Detector, one of the most important parameters is the beam
structure. ILC will have 1 ms Bunch Trains (BT) every 200 ms (5 Hz). Inside
each BT there will be 2820 bunches with a Bunch Crossing interval (BX) of 337
ns (Figure 6) [5]. Luminosity of 2 · 1034cm−2s−1 will be reached with this beam
structure for 500 GeV. In order to have clear reconstructions of events, the ideal
situation would be to read all sensors in each bunch crossing. However, nowadays
there is not technology able to readout in 337 ns and meet the ILC requirement.
The ILC vertex detector should integrate some BX and have enough granularity
to to reconstruct the independent events [5].
5
Figure 5: Schematic of ILC presented in SB2009 Proposal Document [13]
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Figure 6: ILC beam structure
2.2 Detector concepts at the ILC
In high energy physics it is important to have more than one detector to ensure
that the discoveries made by one of them can be confirmed by the other. To keep
the cost of the project as low as possible, ILC will have one interaction point, and
to meet the premise of the two detectors, the push-pull configuration is adopted.
It consist in the ability to move the detector quickly into and out of the interac-
tion region (push-pull operation) thus allowing the sharing of luminosity between
both detectors (Figure 7) [14].
Figure 7: Detectors in push-pull configuration [8]
There will be two interchangeable detectors on interaction point: SiD (Silicon
Detector) and ILD (International Large Detector). Both have a typical detector
structure of high energy physics. The vertex detector is placed near to the beam
pipe, to measure the different vertices generated in the pile up interaction and the
secondary vertices of long live heavy flavor particles. It is followed by a tracker
detector, gaseous TPC for ILD and solid state silicon detectors for SiD, where the
trajectories of charged particles are reconstructed. A measurement of the curva-
ture of the trajectory in a magnetic field of 5 Teslas for the SiD and 3.5 Teslas for
the ILD, allows to determine the particle momenta. Then, the electromagnetic
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and hadronic calorimeter are to measure the energy of particles. Finally, muon
detectors are foreseen in both concepts [8].
2.3 SuperKEKB
SuperKEKB (High Energy Research Facility in Tsukuba, Japan) is a collider
designed for the production of B mesons. It consist in a double ring collider (3
km in diameter) with asymmetric e+e− beam energies of 7 GeV/4 GeV corre-
sponding to a center of mass energy on the Υ(4S) resonance (10.58 GeV), which
decays by strong interaction into B meson pairs (50% B0B¯0, 50% B+B−). The
center-of-mass energy system moves in the direction of the electron beam, and
the B mesons are boosted in this direction with a factor β = 7−410.58 = 0.283. This
boost provide a separation of the two B mesons decay vertices. Differences of
decay time can be measured due to the CP violation.
SuperKEKB factory will be made as a KEKB accelerator upgrade, increasing
the luminosity up to 8 · 1035cm−2s−1, 40 times greater than KEKB luminosity,
using the concept of nano-beams (squeezing the beams) and increasing the beam
current.
Figure 8: SuperKEKB Factory scheme [15]
2.4 Belle II
Belle II is the upgrade of the Belle detector. It maintains the performance of
Belle, but adapts it to the new requirement due to the higher luminosity, higher
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radiation doses and faster readout. Belle II follows an onion-like hermetic design
typical for collider experiments. Near the beam pipe the vertex detector is lo-
cated, consisting of two layer pixel detector (PXD) with DEPFET technology and
four layer of silicon double-sided strip detector (SVD). The central drift chamber
(CDC) reconstructs charge particle tracks, measures the particle momenta and
provides identification by measuring the energy loss. Around the CDC another
system of identification is located, consisting of an array of quartz bars, which
measure the time-of-propagation of Cherenkov light created by charged particles.
The next layer is the electromagnetic calorimeter, which provides photon detec-
tion and energy measurement, and electron identification. Finally, the outermost
detector layer is the muon detector (Figure 9) [12].
Figure 9: Belle II scheme
The DEPFET contribution in Belle II consist of two pixel layers in the ver-
tex detector. Due the low momenta of the outgoing particles created in the
SuperKEKB interactions, the material budget of innermost must be controlled.
The DEPFET sensor are therefore thinned to 75 µm. The inner layer has 8 pla-
nar all-silicon sensors located at a radius of 14 mm. Each module has a sensitive
length of 90 mm and a width of 12.5 mm (1536x250 pixels with 50x50 µm2 of
pixel size). The outer layer at a distance of 22 mm to the center of the beam pipe
an consist of 12 modules with a sensitive length of 124 mm and the same width
than the modules of previous layer (1536x250 pixels with 75x50 µm2 of pixel size).
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3 DEPFET technology
DEPFET (DEpleted P-channel Field Effect Transistor) concept was proposed by
J.Kemmer and y G. Lutz in 1990 [16]. A DEPFET sensor consists in silicon
sensor laterally depleted with an Field Effect Transistor (FET) integrated on this
bulk.
The basic DEPFET structure is a pnp junction. By applying a negative volt-
age in both sides, the bulk is depleted from the pn junctions. When the bulk is
completely depleted, a minimum of potential plane is created between both junc-
tions and its positions depends of difference between the two voltages as equation
2 show (Figure 10), where q is the elemental charge, ND is the dopant concentra-
tion on the bulk, d is the total width, s is the semiconductor dielectric constant
and Vd, Vu are the voltages applied on lower side and upper side respectively [6].
Figure 10: Lateral depletion scheme (left), potential and electrical field distribution
(right) [6]
zmin =
d
2
+
s
qNDd
(Vd − Vu) (2)
The drain current in the FET is determined by the voltage applied to the gate
terminal, that opens or closes a ”conductive channel” between source and drain
[1].
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3.1 DEPFET operation
DEPFET sensors are active detectors, that have an internal amplification. The
first step in the signal amplification is intrinsic to DEPFET operation. This step
of amplification is made by a Field Effect Transistor (FET) integrated on com-
pletely depleted bulk. By means of lateral depletion using asymmetric voltages a
minimum of potential plane is created close to the FET channel. An additional
deep n-doping implantation under each transistor’s gate is necessary to create
lateral confinement. With this, a local minimum of potential is created, where
the signal is collected. This is named ”internal gate” (Figure 11).
Figure 11: Lateral DEPFET schematic view (left), four pixel upper connections (right)
When one particle impinges on the depleted bulk, it creates 80 electron-hole
pairs/µm. Holes drift to the backplane and the electrons drift to the internal gate.
The internal gate is capacitively coupled to the transistor channel. When charge
is accumulated there, the potential in this point is changed, and the transistor
current is modulated, such that the transistor drain current is proportional to
the charge collected in the internal gate. The internal amplification is measured
as the ratio between the charge collected and the transistor current. Equation
3 show the internal amplification dependencies, where Ids is the transistor’s cur-
rent, W is the transistor width and L is the gate length. [5].
gq =
δIds
δQint
=
I
1/2
ds
W 1/2 · L3/2 (3)
To archive a good S/N (Signal/Noise) ratio with the thinnest possible sensor,
gq must be of the order 500-1000 pAe
−. Formula 3 shows that a reduction of
the gate length is an effective means of increasing the gain. As example, in latest
tests beam, different gate length was tested, and for L = 5 µm a signal-noise ratio
(S/N) of 40 was obtained, whereas for L = 6 µm the signal-noise ratio (S/N) was
20. This will be addressed with more details in the following chapters.
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The collected charge (by impinging particles and thermal electron) must be
remove periodically from the internal gate. If the internal gate is saturated, it will
reject new signal. The charge is removed by applying high voltage in a contact
near to the internal gate, as shown in figure 12.
Figure 12: Lateral clear contact schematic view
To be sure that the electrons do not escape to the clear contact before DEPFET
readout, the clear contact should be less attractive than internal gate during the
charge accumulation process and more attractive during clean process. To achieve
this, the clear contract (n+ doped) is embedded in a p-well, creating a pn-juntion.
To make visible the clear contact for the electrons accumulated on internal gate,
a high voltage should be applied in the clear contact to overdeplete the pn-juntion
and extract the charge accumulated in internal gate.
3.2 DEPFET readout
For readout an array of DEPFET pixels, there are various concepts:
• Single Sampling: The drain current Id is measured once after each inte-
gration period, before the clear process. The measured current equals the
sum of the pedestal current Iped, the signal current Isig and contribution
from noise. To extract the signal value (Isig), Id should be corrected for the
pedestal and noise contributions oﬄine.
• Double Sampling: After the clear process a second sample is taken to mea-
sure Iped directly, the current signal can be extracted in the analog domain
of the readout chip. Isig = (Isig + Iped)− Iped.
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The choice of one or the other depends on readout speed requests, and in
practice, single sampling is often preferred.
To readout an array of DEPFET pixels the method used is the rolling shutter
mode. One horizontal pixel row at each time is activated by the switcher chip,.
The drain current of all those pixels are then transmitted in parallel to the read-
out chip for further processing (Figure 13). The clear process is parallel to this
process, the clear contact is activated by another switcher in another row. The
switchers activate row by row to readout and clean the signal. This mode of
operation allows the shared usage of the vertical drain lines for all pixels in the
same column. It also keeps the power consumption of the sensor’s active area to
a minimum.
In the Belle II readout design, the frame extraction have to be synchronized
to the operation of the SuperKEKB machine. The required readout speed is one
of the most challenging aspect on the design. A complete frame must be read
every 20 µs. To archieve this, the concept used is Single sampling, the module
is splitted in half using readout chips at both sides and there are four parallel
channels to readout four rows at the same time.
Figure 13: Scheme of DEPFET array (left), and scheme of common connections of
eight pixels (right)
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4 Test Beam Framework and analysis chain
Tests in beams of particles allow to characterize the sensor response to MIPs
(Minimum Ionization Particles). Two facilities which provide beams with defined
characteristics of energy, beam intensity or particle type are discussed below.
To measure the resolution a reference position on the sensor is needed. This
position can be obtained using a telescope. It allows to reconstruct the particle
tracks and determine the real hit position. Telescope consist in six planes of sen-
sor of pixels to determine the hit position in each plane and extrapolate the hit
position in the DEPFET sensor.
The analysis can be divided in three different steps, firstly convert from raw
data to another format more useful, second step is the analysis chain, to make
noise corrections and to extract the important information from sensor (hit posi-
tion reconstructed by sensor, amount of charge collected, real hit position recon-
structed by the telescope. . .), and finally, use this informations to get final results
and plots.
4.1 Beam Test Infrastructure
Several test beams were organized by the DEPFET collaboration in recent years,
using 4 GeV/c electrons at DESY (Germany) and 120 GeV/c pions at CERN
(Switzerland). Due the different characteristics of these projectiles (energy, mass),
multiple scattering will be a more important effect at DESY than at CERN. In
this section a brief study of this effect will be presented for both cases.
Figure 14: Scheme of DESY test beam area
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• DESY (Deutsches Elektronen-Synchrotron) provides three test beam lines
with electron or positrons from 1 up to 6 GeV of energy, the beam is gen-
erated using a bremsstrahlung beam created by a carbon fiber in the cir-
culating beam of the electron/positron synchrotron DESY II. Photons are
converted to electron-positron pairs with a metal plane (converter), then
the electrons and positrons beam is spread out using a dipole magnet, and
finally with a collimator, the kind of particle and its energy in selected
(Figure 14). In the test beam made in March 2012, the beam consisted of
electrons of 4 GeV/c.
• The SPS (Super Proton Synchrotron) is the second largest machine in
CERN’s accelerator complex. Measuring nearly 7 km in circumference, it
takes particles from the PS (Proton Synchrotron) and accelerates them (up
to 450 GeV for protons) to inject this beam in the LHC (Figure 15). CERN
also provides three experimental halls with electron, hadron or muon sec-
ondary beams with energies from 5 to 400 GeV/c, or the primary proton
beam at 400 (450) GeV/c. In test beams made here pions of 120 GeV/c are
used.
Figure 15: Scheme of LHC facilities
These two particles, have a different behavior when traversing the matter.
Coulomb Multiple scattering leads to deviations from a straight trajectory. Due
the different characteristics of both (energy and mass), the deviation will be big-
ger for the electrons of 4 GeV/c than pions of 120 GeV/c. Multiple scattering
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affect the precision of the reference position predicted by the telescope. Figure
16 is an example of multiple scattering deviation in the X telescope projection,
which show the position predicted by the telescope (cross point between blue
lines) and the real hit position (red point on vertical blue line). The vertical
dotted line represent the telescope planes, the blue vertical line is the DEPFET
sensor plane, the red point in each plane, is the real hit position, the dotted line
between red point is the trajectory predicted by the telescope, and the horizontal
blue line is the particle trajectory on the assumption of straight line predicted by
the telescope.
Figure 16: Example of multiple scattering deviation in X hit distribution
The sensor resolution is extracted from the residual distribution, which is the
differences between the position measured by the DEPFET and the position pre-
dicted by the telescope.
Multiple scattering contributes to the uncertainty in the hit position, and
broadens the residual distribution. The width of the residual distribution can be
estimated as a quadratic sum of each source of uncertainty. Equation 4 show the
total width as a function of different uncertainties. Where σTotal is estimated with
the RMS of residual distributions, σDEPFET is the intrinsic DEPFET resolution,
σTelescope is the telescope resolution in the estimation of hit position and σMS is
the de uncertainty due the multiple scattering.
σTotal =
√
σ2DEPFET + σ
2
Telescope + σ
2
MS (4)
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To estimate the contribution of σMS to the total resolution, the telescope was
simulated using Geant4, a general tool for the simulation of the particles inter-
acting with matter [9]. Figure 17 show the simulation geometry used, where blue
planes are the telescope planes, the orange plane is the DEPFET plane and green
planes simulate the aluminum DEPFET protection.
Figure 17: Simulation geometry used in Geant4 simulation.
Figure 18: Distribution of MS contribution to electrons of 4 GeV/c (above) and for
pions of 120 GeV/c (below), RMSe−=7.2 µm and RMSpi=0.4 µm
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The Geant4 simulation, generates an output file with the real hit position on
each plane. Using a Root (Data Analysis Framework, CERN) macro, the particle
track is reconstructed as a straight line. After that, an histogram is filled with
the subtraction between the hit estimated by the telescope (assuming a straight
trajectory) and the real hit position (Figure 16). The width of the residual dis-
tribution obtained here is entirely due to multiple scattering because σTelescope
and σDEPFET are zero (Equation 4). Figure 18 show the distribution of the X
deviation due the multiple scattering, the above distribution is to electrons of
4 GeV/c and the below distribution is to pions of 120 GeV/c. Note that the
horizontal scale is different in each case. The RMS for the electrons is 7.2 µm
and for the pions is 0.4 µm. Therefore, the MS term can be ignored safety for
the test in high every beam.
However, the multiple scattering contribution is important in test beams at
DESY. Solutions like broken-line fits or selection of straight tracks must be ex-
plored during the LHC technical stop in 2013-2014.
4.2 Test Beam Setup
All results from test beam presented in this work are related to the production
and characterization of the sensors under Belle II requirements. The two test
beams which this work is focused are March 2012 at DESY and July 2012 at
CERN. Typical test beam setup includes the telescope, the DEPFET module
and the readout system (Figure 19).
• The telescope used in last tests beam is the standard telescope made avail-
able by the AIDA project (Advanced European Infrastructures for Detectors
at Accelerators). It is formed by 6 planes of pixel sensor. The pixel sen-
sor technology chosen for this, was MAPS (Monolitic Active Pixel Sensor),
which is a kind of CMOS active pixel sensor. The pixel matrix has 1152x576
pixels with 18.4x18.4 µm2 of size and the readout speed is 80 MHz (112.5
µs per frame) using a binary readout. This features implies an intrinsic
resolution of each plane of 4 µm. It means that using this system, the hit
position on the DUT (Device Under Test) can be obtained with 2 µm of
uncertainty [17].
• The first and last elements, enclosing the setup, are the scintillators for the
trigger system, using the AND logic signal between pulses in both scintilla-
tors. This trigger is the first step in the readout process, it is synchronized
via TLU (Trigger Logic Unit), that accepts signals from the scintillator and
generate the signal to trigger the system. When readout system receive this
signal, sends the read event to the computer. The telescope information is
18
Figure 19: General Test Beam Setup
Figure 20: Trigger scheme (left), firing frequency in the plane 0 of the Telescope (right),
see the shadow of the small trigger.
processed directly by the EUDAQ acquisition software, but DEPFET in-
formation is first preanalysed in the DQM (Data Quality Monitor), which
allow to control the quality of the run and detect possible problems during
the data acquisition, then it is sent to the EUDAQ acquisition system to
save the complete event in a raw format (Figure 19).
• The DUT is situated in the middle of the two telescope arms. It is mounted
on a motor-stage that allows rotations perpendicular to the beam axis and
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horizontal and vertical movements. Because the sensitive area of the MAPS
is much bigger than the DEPFET, apart from the standard telescope trigger
(scintillators in both sides of the telescope, see Figure 19), another smaller
trigger is necessary to select the active area of the telescope and increase
the hit frequency on the DUT (Figure 20).
Several modules were tested in the last tests beam with different variation
of the Belle II design. The matrix sensor of the modules tested have 32x64
pixels and the following pixel characteristics:
– H4.1.04 (Golden Module): 50x50 µm2, 6 µm gate length, 50 µm and
thick oxide - March 2012 at DESY.
– H4.1.11 (Platinum Module): 50x75 µm2, 5 µm gate length, 50 µm and
thick oxide (pixel of second layer Belle II design) - March 2012 at DESY.
– H4.1.15 (Diamond Module): 50x75 µm2, 5 µm gate length, 50 µm and
thick oxide (pixel of second layer Belle II design) - July 2012 at CERN.
Although the final thickness for Belle II will be 75 µm, present sensor pro-
duction are 50 µm thick.
Figure 21: Mach 2012 Test Beam at DESY (Hamburg), MPV (landau most probably
value) = 10.4 ADU (ADC Units) with 6 µm of gate length (left), MPV = 20.9 ADU
with 5 µm of gate length (right)
In figure 21 the the response of two detector with gate lengths of 5 µm
(right) and 6 µm (left) is compared. The predicted dependence of the in-
ternal gain is clearly observed.
4.3 Analysis chain
After readout process a file with the data is created. The next step is to extract
the important information from this file. The off-line data analysis was done using
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Figure 22: Sensor picture (left) and Experimental Setup picture (right)
EUTelescope, which is a framework developed by EUDET/AIDA collaboration.
In this case, it was adapted to the DEPFET requirements by Julia Furletova
(Bohn) and Benjamin Schwenker (Gottingen). Most important tools used by this
software is, Marlin (Modular Analysis and Reconstruction for the LINear collider)
as a execution framework to modulate the steps in the analysis chain, LCIO (Lin-
ear Collider Input/Output) as standard data format and GEAR (GEometry Api
for Reconstruction) for a standard geometry description. The analysis strategy
is shown in Figure 23.
Figure 23: Schematic view if the overall analysis strategy.
Converter
The format converter is the first step in the event reconstruction chain. With this
processor the file get from EUDAQ acquisition software (.raw file) is converted to
standard LCIO format (.slcio). It consist in a header (run number, event number,
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time stamp. . .), then is printed the DEPFET information, as a raw ADC counts
for each pixel in ADU’s (ADC units), and finally, the MAPS’s pixel in each plane
after zero suppression, it means that just the firing pixels (pixels with hit) are
saved here. This structure is repeated for each event.
Pedestal, Noise and Common Mode Noise (CMN) Correction.
The main aim of this processor in calculate the pedestal (pi, a pixel specific off-
set), the noise (ni, coming from readout and random noise) and the common
mode noise (ci, common noise for the rows read at the same time).
The raw signal (ti) obtained from one event and one pixel is the sum of phys-
ical collected charge (si), the pedestal, the noise and the common mode noise,
ti = si + pi + ci. To extract the physical signal, the other terms must be calcu-
lated. The first step is estimate the pedestal for each pixel. In order to do this,
the average of raw data for N events is calculated in each pixel. Doing this in all
the pixels, a complete pedestal map is obtained (Figure 24), this processor works
updating the pedestal calculation every hundred events, but it remains almost
constant.
Figure 24: Example of Pedestal Map (event 5000) extracted from the July 2012 TB at
CERN (run 71076)
Second step is the common mode noise correction estimation. A common off-
set may be presented in all pixels read out at the same time, typically due to slow
variation in the bias voltages. The rolling shutter mode activates and reads just
four rows at the same time. To calculate the offset for each readout, the average
of the pixels which belong to the rows simultaneously activate is gotten.
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The last step is the estimation of the noise coming from readout fluctuation
and the random contribution. This noise is the baseline fluctuation after pedestal
and common mode noise correction. This parameter can be gotten for each pixel
as the width of the distribution of the raw data after correct it by pedestal and
common mode noise. An example of the noise distribution map is shown in figure
25, which show that the noise is stable on the central matrix region, and its mean
value is 0.6 (Figure 26).
Figure 25: Example of Noise Map (event 6000) extracted from the July 2012 TB at
CERN (run 71076)
Figure 26: Example of noise distribution extracted from the July 2012 TB at CERN
(run 71114). The mean noise is 0.6 ADU
Figure 26 show the noise distribution. The lower tail correspond to a detector
area with problems in the gate connection. The tail towards large noise is due
23
pixels close to the edge of the sensors. Figure 25 allow to find the regions with
this problems.
Pixels whose pedestal or noise is too much high or low respect the whole ma-
trix values, should be masked as bad pixels and exclude form the analysis (white
pixels in the figure 25).
Clustering
After the common mode and pedestal contribution calculation, the raw data is
cleaned to extract the hits on the map. Figure 27 is an example of one hit found
due to a 120 GeV pion. The main aim of this processor is make the noise cor-
rections and find the hits and clusters on the DEPFET. Also it has to find the
cluster on each telescope plane. Finally it has to store and sort this clusters.
Figure 27: Example of hit found after make the corrections, (event 3000) from the July
2012 TB at CERN (run 71076)
The first step is find the hits on the DEPFET, the signal charge for every pixel
can be extracted using si = ti−pi−ci. After that, it has to find along the matrix
the pixel which signal is higher than the seed threshold, (tseed or seed cut, which
is nn times the noise of that pixel, σseed). If si ≥ tseed = nn ·σi this pixel is sort as
a seed of one cluster . This threshold is high because the impinging particle leave
almost all charge in one pixel. The next step is reconstruct the cluster around
the seeds, looking for the pixel near to the seed pixel, which charge (si,neighbor)
has to be higher than the neighbor threshold (tneighbor = nn · σi,neighbor). After
this selection the cluster are sorted. In the clustering of the telescope plane, this
processor just look for firing pixel which are next each other (MAPS use a binary
readout) and sort together.
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The neighbor cut (tneighbor) is an important parameter in this report. This
parameter is used as a zero suppression cut (ZS cut) because the pixels with less
charge than tneighbor are not considered in the analysis. Almost all the charge of
one impinging particle is left on the pixel where the particle hit. Due the drift of
the electrons on the bulk, some charge can be accumulated in the neighbor pixel.
It means that if the hit is close to the edge of the seed pixel the charge will be
shared. The amount of charge shared depends of how far is the hit from the pixel
edge. Next processor use this analog information to determine more precisely the
position of the hit, using methods like Center of Gravity (CoG) or Eta correction.
If tneighbor threshold is fixed too high, part of this analog information will be lost
and some reconstruction errors will be added. On the other hand if this cut is
fixed too much low, some noisy pixels can add fake signals. Figure 28 show the
total size of the cluster for two neighbor cut (Zero Suppression Cut). The left plot
is to ZS cut = 3 ·σi,neighbor and right plot correspond to ZS cut = 8 ·σi,neighbor. An
increase in the number of clusters with size two or more is shown for low ZS cut.
Study this parameter and its influence on the sensor resolution will be discussed
on next chapter.
Figure 28: Cluster size distribution to ZS cut of 3 (left), and ZS cut of 8 (right), results
form March 2012 TB at DESY (run 2730)
Hit Reconstruction
When every cluster is reconstructed, the next step is to calculate the hit position
predicted by the DEPFET in local coordinates. If the cluster has size equal to one
pixel, the hit position is taken as the number of pixel in columns and in rows by
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its pitch respectively and adding half of the pitch to center the hit in the middle
of the pixel. This processor extract the structure information of the sensor using
the GEAR file, where all the system characteristics (telescope and DEPFET) are
described. If the charge is shared in more than one pixel a method to reconstruct
the hit position between pixels is needed. An straightforward method is Center
of Gravity (CoG), this method gives the hit position (xreco) weighting it in terms
of the charge fraction in every pixel to the cluster. Equation 5 is used to estimate
the hit position in the cluster where xi is the position in the middle of each pixel
belonging to the cluster and Qi is the charge accumulated there.
xreco =
∑
iQi · xi∑
iQi
(5)
The CoG method assumes that the interpolation of the position between the
pixels is linear with the charge distribution and this is not exactly true.
To evaluate a more realistic distribution, a simple simulation was set up as in
figure 29. To do this, a homogenous and perpendicular irradiation of two pixel
in one orthogonal direction is simulated. The charge left by each particle is ap-
proached to 20 ADU in a gaussian distribution. And the charge in each pixel
depends on how much of the gaussian distribution fall into one or another pixel.
With this simulation, the hit position and the charge distributed in each pixel
can be gotten.
Using the CoG Method, the hit position can be obtained following equation 6.
The left plot on the figure 30 is the hit position between the pixels as a function of
the charge distribution. The center of the left pixel is taken as position reference.
xreco =
Qright
Qright +Qleft
· 50µm (6)
In figure 29 the results of the simulation (rightmost figure) is compared to the
straight line assumption of the CoG method (leftmost figure).
Clearly, the assumption on charge sharing in the CoG is not realistic. To
reconstruct this position in the most accurate way, an algorithm with non-linear
interpolation between the two neighboring pixels is needed. The standard method
used is the η-algorithm, which is based on the fact that the probability to find
the hit, should be almost flat on the pixel surface.
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Figure 29: Layout of two pixels with 50 µm of pitch.
Figure 30: Charge sharing assumed by the CoG Method (left) and a more realistic
distribution from the simulation (rigth)
The η distribution is defined for two pixels in one orthogonal direction. Equa-
tion 7 show the η as a function of charge accumulated on each pixel. This quantity
is calculated for every event, and is used to find the η distribution.
η =
Qright
Qright +Qleft
(7)
The η probability density function (Equation 8) is calculated by integrating
the η distribution, where N0 in the total number of entries in this distribution
(dNdη ), and η0 is the η value for the considered event.
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f(η0) =
1
N0
∫ η0
0
dN
dη
dη (8)
The position predicted by this algorithm is given by the equation 9, where
xleft is the position of the center of the left pixel.
xreco,η = Pitch · f(η0) + xleft (9)
Correlator
In the first alignment step the processor has to find the offsets between the tele-
scope planes ,including the DEPFET, to pre-align the system. In order to do
that, it sets the first plane as a reference plane, and then look for the offsets,
plotting separately for each orthogonal direction, the hit position in the reference
plane as a function of the hit position in the selected plane. Global coordinates,
obtained on the previous processor, are used. If there is correlation between this
planes, a straight line will appear in the plot (Figure 31). To align the planes the
correlation line should pass through the point (0,0). The processor look for the
crossing point generated by the correlation line and the vertical line which passes
for 0. The distance between this point and the (0,0) point is the offset between
planes.
Tracking and Alignment
A good alignment is important to obtain the proper position for the hit in the
telescope prediction. The problem is that during the test beam, the telescope
planes and the DEPFET are handled, and after that, the positions are deviated
from the nominal location. The alignment processor has to find these deviations
and correct it. The process can be divided in three steps.
• The track finder looks for the tracks, fitting the hits on the telescope mod-
ules, including the DEPFET, to a straight line, minimizing the χ2. In this
case, because the tracking is made before the alignment, the χ2 can be huge.
• The seconds step is the alignment. The system use the tracks obtained be-
fore, to optimize the position of the modules by minimizing the χ2 of this
track.
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Figure 31: Correlation plots in the orthogonal directions. Run 71076
• After the alignment, the tracking is applied again, but in this case excluding
the DEPFET, this processor fit the hits minimizing the χ2, and this tracks
are used to predict the hit position on the DEPFET.
The residual distributions are shown in the next chapter in the figure 33.
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5 Main Results
In this chapter, the most important results after beam test in 2012 are presented.
5.1 Collected Charge
For thin sensor, the S/N (Signal/Noise) ration is one of the crucial parameters.
In the test beams made during last years, different prototypes were tested to
improve the S/N ratio. Table 1 show the values to the different modules tested
in 2012 test beams (with 50 µm thickness).
Prototype MPVCluster (ADU) MeanNoise (ADU) S/N
H4.1.04 (Golden) 10.7 ± 0.1 0.5 21.3 ± 0.2
H4.1.11 (Platinum) 20.9 ± 0.3 0.6 33.5 ± 0.5
H4.1.15 (Diamond) 23.9 ± 0.3 0.6 41.5 ± 0.4
Table 1: S/N of each prototype tested (Figure 21 and 26).
Figure 32: Charge distribution collected by the cluster a seed, MPVCluster = 23.9 ADU
and MPVseed = 18.3 ADU. Run 71076 (Diamond Module)
Figure 32 is an example of the charge collected by seed pixel (red plot) and
the total cluster (green plot). Approximately 90% of the signal is contened is a
single pixel. The signal follow a Landau distribution. The most probably value
of the distribution is recorded. The S/N ration is obtained by dividing the MPV
by the average pixel noise.
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5.2 Residual Distribution and Zero Suppression Cut
The most important parameter of the position sensitive devices is the spatial
resolution. This parameter can be obtained from the residual plots (Figure 33)
as the RMS (Root Mean Square) of the distribution. To make the estimation
more stable and remove the casual coincidences, a constraints on the maximum
residuals are added. This constrains exclude the coincidences with residuals big-
ger than two times the primary RMS (RMS estimated with all the distribution).
The final RMS is calculated with this limited distribution (named RMS90).
Figure 33: Example of Residual Distribution for Rows (left) and Columns (right). Run
71076 (ZS cut = 12)
In DEPFET sensors for Belle II most clusters are of a single pixel. For such
clusters the resolution can be estimated using the equation 10 (binary resolution).
For larger clusters, using CoG Method, the resolution is given by the equation 12
[18], where a is a constant which depends of the number of pixels included on the
cluster and also the noise, and S/N Total is the ratio between the total noise and
the total signal collected. The resolution of clusters with multiple pixel is better
than the single-pixel clusters.
σbin =
Pitch√
12
µm (10)
σCol =
50√
12
= 14.4 µm σRow =
75√
12
= 21.6 µm (11)
σCoG = (Pitch) · a · (S/NTotal)−1 µm (12)
In the figure 33 the residual distribution are shown. The black plot is the to-
tal residual distribution. The red plot is the residual distribution for the clusters
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with size equal to one. The RMS obtained to this clusters is 20 µm to the side
with pitch equal to 75 µm and 12.8 µm to the side with pitch equal to 50 µm.
The green plot is the residual distribution for the clusters with size equal to two.
In this case, the RMS obtained is 10.8 µm to the side pitch equal to 75 µm and
5.7 µm to the side with pitch equal to 50 µm.
Figure 34: Cluster with size larger than one divided by clusters with size equal to one
as a function of Zero Supression cut. Run 71076
Use of the analog information clearly allows for a better position estimation.
Therefore, is possible to optimize the overall resolution by increasing the frac-
tion of clusters formed by multiple pixels. The parameter which controls this, is
the Zero Suppression cut or Neighbor cut (tneighbor = nn · σi,neighbor), it fix the
minimum amount of charge in one pixel, to admit it as a part of one cluster. If
this cut is decreased the amount of clusters with size bigger than one will be in-
creased (Section 4.3). Figure 34 show how changes the ratio between the number
of clusters with size bigger than one and the clusters with size equal to one, as a
function of ZS cut.
5.3 Zero Suppression Scan
Zero Suppression cut or Neighbor cut (tneighbor = nn · σi,neighbor) controls the
amount of information used to make the hit position reconstructions, and con-
trols the resolution that the sensor can achieve. The sensor resolution was esti-
mated applying different ZS cuts. The result is shown in figure 35, which depicts
the RMS90 as a function of the ZS cut for each orthogonal direction. All the re-
sults shown in this section was gotten with the data from July 2012 TB at CERN.
In figure 35 the above plot is the result to the rows, and below plot is to the
columns. In both cases, if the ZS cut is increased, the RMS90 tends to the binary
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Figure 35: Resolution (RMS90) as a function of ZS cut. Columns (below), Rows
(above). Run 71076.
resolution (Equation 11), and if it is decreased the resolution is improved. This
improvement, from ZS cut = 14·σ to ZS cut = 2·σ, is almost 4 µm. The limit
of resolution is around 8.5 µm in the side with pitch equal to 50 µm, and 16 µm
in the side with pitch 75 µm. But if ZS cut goes below 2·σ the noise makes false
hits, and the resolution is worse.
5.4 Charge sharing
Figure 36 show the mean of the cluster size distribution as a function of the hit
position in a map of eight pixels for a three different ZS cuts. To make this plot,
the sensor was divided in macro-pixels (set of eight pixels). Then, the hits on each
macro-pixel was overlapped in one macro-pixel. The macro-pixel was divided in
regions of 2x2 µm2 (figure-pixels). For each figure-pixel, a total size distribution
due its hits was plotted. In the final figure, the mean of this distribution in each
figure-pixel was laid out. The reason why eight pixel was represented together is
to include two structures of four pixels and see that the both are the same (four
pixel structure is shown in figure 11). On the other hand, there is a different
charge collection for the pixels located in even or odd rows.
What figure 36 present is that if ZS cut is low, there is more charge sharing, so,
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Figure 36: Mean Cluster Size as a function of the hit position in a map of eight pixels.
Runs 71116, 71117, 71118, 71119.
the region where mean cluster size is equal to one, becomes small (purple region),
and the uncertainty of binary resolution applied in this kind of cluster becomes
small too, it is like reduce the pitch of the pixel where the binary resolution is
applied.
Figure 36 also show how the charge is shared. Especially for a ZS cut equal
to three, the mean cluster size changes with the hit position. The clusters with
mean size equal to two are located between each two pixels. The clusters with
mean size equal to four, are concentrated in the middle of the four pixels. This
map can give an idea of the efficiency of the different system to collect charge
(drift rings) and can determine if there is some structural problems on the sensor.
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5.5 Signal homogeneity
Figure 37: Charge collection homogeneity map (above), and mean charge collection
distribution for pixel separated in odd/even rows (below). Runs 71114, 71116, 71117,
71118, 71119, 71070, 71071, 71073, 71074
As was explained in section 3.1, one way to increase the sensor gain is by
reducing the gate length of the transistors integrated in the bulk. However, a too
small gate length generates technical issues. Due the difficulties to implant this
small structure. It is difficult get an homogeneous gate length in all the sensor,
and this generates variation on the gain of each pixel. This study try to quantify
these variations. To do this, the distribution of charge collected by the seed (pixel
with most charge) was reconstructed in each pixel. The results presented here are
from July 2012 TB at CERN. A landau function was fitted in each distribution.
The distribution obtained in each pixel is like the distribution is the figure 32,
the MPV (Most Probably Value) of this fit in every pixel, is plotted is the figure
37, in the above plot. White pixels are masked pixels because they have unusual
pedestals or noises.
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To quantify better the variation between pixels, in the below figure the dis-
tribution of sensor MPVs were plotted, also, due the visible differences on the
charge collection between odd and even rows, shown in the figure 36, the even
and odd rows were plotted separately. The mean value for the odd rows was 18.1
ADU and the width was 0.7 ADU, and to the even rows, the mean was 19.0 ADU,
and the width was 0.7 ADU.
To summarize, the inhomogeneity in the sensor is around 3.7 % (0.7 ADU),
which is equivalent to the noise charge fluctuation (Figure 26), on the other
hand, the charge difference between even and odd rows is around 1 ADU, this is
probably because there is some asymmetry on the four pixel structure.
Conclusions
Future colliders like an e+e− with
√
s = 200 - 500 GeV to study the electroweak
breaking mechanism, or super B factories, require unprecedented detector perfor-
mance to achieve precision measurements.
The DEPFET collaboration has developed a highly granular active pixel de-
tectors. Thanks to the integrate amplification, it can reduce the sensor thickness
to several tens of microns. DEPFET technology is selected as a pixel sensor in
the vertex detector to Belle II experiment , and is a good candidate for the ILC
vertex detector.
Prototype sensor with a thickness of 50 µm were tested in beams of particles
at DESY and CERN. In this work, the test beam framework and the analysis
chain operation has been presented. Results are presented for the most important
aspects of the detector performance.
The Multiple Scattering contribution was estimated for both test beam loca-
tions. This contribution is important to the test at DESY (7.2 µm) but can be
negligible to the test at CERN (0.5 µm), due to the particles of the beam and
their energy.
It has been shown that the S/N (Signal/Noise) ratio for these thin sensors is
around 40 and the spatial resolution is found to be 8.5 µm (16 µm) for the 50 µm
wide (75 µm) pixel. The results and their dependence on the zero suppression
threshold are in good agreement with expectations.
A study of cluster size versus in-pixel position reveals a structure that reflects
double-pixel layout of the sensor design.
The signal is found to be homogeneous over the area of the detector with 0.7
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ADU of width. This is compatible with the level of the mean value of the pixel
noise. Significant differences are observed between odd and even pixels (1 ADU),
but this is remain to be understood.
A further improvement of the resolution is possible using the η-correction (see
appendix 1). This will be implemented in future work.
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Appendix 1: Contribution to the resolution
improvement as a function of ZS cut.
Figure 38: Resolution (RMS90) as a function of ZS cut. Columns (below), Rows
(above). Run 71076.
In figure 38 the contribution to the RMS90 from clusters with size equal to
one (blue line) and the contribution from clusters with size equal to two (red
line), are plotted separately. What this figure shows in that the main contri-
bution to the total resolution improvement comes from the improvement of the
resolution get from clusters with size one, and shows that the resolution of cluster
with size equal to two worsen when the ZS cut is decreased. The resolution im-
provement can be understood because the region, where is possible to apply the
binary resolution (region where if there is a hit, a cluster with size equal to one
is created), becomes to be small if the ZS cut is decreased. This happen because
the amount of charge shared with the other pixels depends of the hit position, the
hits close to the edge, share more charge than the hits in the middle of the pixel.
39
If the minimum amount of charge to admit one pixel as part of a cluster is de-
creased, hits more centered will be considered a clusters with size bigger than one.
To see how the residual distribution changes with the ZS Cut, the figures 39,
40 and 33 are examples of this. The RMS90 get from distribution of the clusters
with size equal to one (red plot) decrease with the ZS cut (resolution is improved),
but the RMS90 from clusters with size equal to two (green plot), increase when
the ZS cut is decreased (resolution is worsen), also, if ZS cut is too much low, in
the residual distribution, in the columns direction, appears two peaks separated,
as show the figure 40 on the right plot.
Figure 39: Residual distribution for a ZS cut equal to eight. Rows (left) and Columns
(right). Run 71076.
The improvement on the resolution by the clusters with size equal to one can
be explained because if ZS cut is low, there is more charge sharing, so, the region
where mean cluster size is equal to one, becomes small (purple region in figure
36), and the uncertainty of binary resolution applied in this kind of cluster be-
comes small too, it is like reduce the pitch of the pixel where the binary resolution
is applied.
On the other hand, the deterioration on the resolution by the clusters with
size equal to two, is due the reconstruction algorithm. To prove this, a simulation
was made. This simulation was based in the simulation used in the section 4.3,
where two pixels are irradiated with an homogenous and perpendicular beam,
each hit leave 20 ADU of charge, and the charge distribution is made as a gaus-
sian distribution, the charge accumulated in each pixel, depends of how much of
the gaussian distribution fall into it. With the program is possible to control the
width of the gaussian. To simulate the zero suppression cut, a minimum of charge
40
Figure 40: Residual distribution for a ZS cut equal to four. Rows (left) and Columns
(right). Run 71076.
in each pixels is required to consider this event as a cluster with size equal to two.
In this kind of events, the Center of Gravity Method (CoG) and η-Method is
applied to reconstruct the hit position. On the other hand, if the charge in one
of the pixels is not enough, this event is considered as a cluster with size equal to
one. The hit position reconstructed in this case correspond to the center of the
pixel with more charge. Then, the residual distribution is plotted. The results
are shown in figures 43, 41 and 42, where the red plot is the distribution due the
cluster with size equal to one, the green plot is for the cluster equal to two, and
the black plot is the tots distribution.
As this simulation show, when the ZS cut is decreased, the width of the dis-
tribution, by clusters with size equal to two, is increased. This is the same that
happen in the real residual distribution (figure 33, 39 and 40). Also, if the ZS
cut is too low, in the simulation appears two peaks (figure 42, left), as happen in
figure 40, in the right plot. However, if the η-correction is applied, this problem
is corrected as show the plots in the right in the figure 43, 41 and 42. This means
that the resolution is due the reconstruction algorithm. Apply the η-correction
solve this problems.
The resolution limit that this sensor can get is around 8.5 µm in the side with
pitch equal to 50 µm, and 16 µm in the side with pitch 75 µm, but as was shown
with this simulation, the CoG Method has problems on the reconstruction when
the charge accumulated in one of the clusters pixel is small, so, the assumption
of the linear charge sharing as a function of the hit position is not good when the
ZS cut is low. The η-method correct this problem because uses the real sharing
distribution, as was explained in section 4.3. To get the limit of resolution, the
idea to the future, is modify the Hit Maker Processor to implement the η-method
on the analysis chain and then make this scan again.
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Figure 41: Simulation of the residual distribution, using CoG Method (left) and η-
Method (right), with an ZS cut equal to 9.
Figure 42: Simulation of the residual distribution, using CoG Method (left) and η-
Method (right), with an ZS cut equal to 2.
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Figure 43: Simulation of the residual distribution, using CoG Method (left) and η-
Method (right), with an ZS cut equal to 12.
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