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a b s t r a c t
In spite of the popularity of Fisher discriminant analysis in the realm of feature extraction
and pattern classification, it is beyond the capability of Fisher discriminant analysis to
extract nonlinear structures from the data. That is where the kernel Fisher discriminant
algorithm sets in the scenario of supervised learning. In this article, a new trail is
blazed in developing innovative and effective algorithm for polychotomous kernel Fisher
discriminant with the capability in estimating the posterior probabilities, which is
exceedingly necessary and significant in solving complex nonlinear pattern recognition
problems arising from the real world. Different from the conventional ‘divide-and-
combine’ approaches to polychotomous classification problems, such as pairwise and one-
versus-others, themethodproposedherein synthesizes themulti-category classifier via the
induction of top-to-down binary tree by means of kernelized group clustering algorithm.
The deficiencies inherited in the conventional multi-category kernel Fisher discriminant
are surmounted and the simulation on a benchmark image dataset demonstrates the
superiority of the proposed approach.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Being an important technique for feature extraction and pattern classification, Fisher discriminant analysis (FDA) has
been widely used to build dichotomic linear classifiers that are able to discriminate between two classes. By taking the label
information of the data into account, the idea of FDA is to seek a linear transformation that maximizes the between-class
scatter and minimizes the within-class scatter, in order to separate one class from others. However, due to the fact that the
features extracted by FDA are limited to linear combinations of input features, it is beyond the capability of FDA to capture
more complex nonlinear correlations and solve many modern learning problems appropriately.
On the other hand, as the turning point in the history of machine learning methods, the development of kernel-
based learning systems in the mid-1990s comes with a new level of generalization performance, theoretical rigor, and
computational efficiency [1]. The fundamental step of the kernel approach is to embed the data into a Euclidean space
where the patterns can be discovered as linear relations. This capitalizes on the fact that over the past 50 years, statisticians
and computer scientists have become very good at detecting linear relations within sets of vectors. This step therefore
reduces many complex problems to a class of well-understood problems. As a general framework to represent data, the
kernel method can be used if the interactions between elements of the domain occur only through inner product [1,2].
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In an attempt to generalize the FDA to a technique capable to extract nonlinear features and build nonlinear classifier
for the data, the kernel Fisher discriminant (KFD) was developed [1,3], where the kernel trick was generalized into Fisher
discriminant analysis to represent complicated nonlinear relations of the input data efficiently. Analogous to the rationale
in support vector machine (SVM) [1,4,5] and kernel principal component analysis (KPCA) [1,6], firstly the original inputs
were nonlinearly mapped into a high-dimensional feature space induced by a kernel function, where the linear FDA was
calculated, i.e., find a direction w in the feature space that separate the class means of the mapped data well (when
projected onto the found direction) while achieving a small variance around these means. The quantity measuring the
difference between the means is called between-class variance and the quantity measuring the variance around these class
means is called within-class variance, respectively. Hence, the objective of KFD is to find a direction that maximizes the
between-class variancewhileminimizing thewithin-class variance simultaneously for themapped data in the feature space,
thereby yielding a nonlinear discriminant in the input space. A crucial advantage of the Fisher discriminant algorithm over
standard support vector learning is that the outputs of the former can easily be transformed into the posterior probabilities;
in other words, the numbers from outputs imply not only whether a given test pattern belongs to a certain class, but
also the probability of this event [1]. Due to the empirical observation that in the high-dimensional feature space, the
histogram of each class of training examples as projected onto the discriminant can be closely approximated by a Gaussian,
the posterior probabilities can be found via Bayes’ rule by estimating two one-dimensional Gaussian class-conditional
probability densities for the projections of the training points onto the direction of discrimination. In practice, being able to
estimate the posterior probabilities can be very useful, for instance, in applications where the output of a classifier needs to
be merged with further sources of information [1].
However, in real world, most of classification problems encountered consist of multiple categories, i.e., polychotomous
classification problem, such as handwritten character recognition, face detection, and so on. Although the Fisher
discriminant has been naturally generalized to n-class feature extraction and dimension reduction problem with n > 2
by projecting the data onto a (n − 1)-dimensional space [7], this direct method is plagued with the restriction that it can
only be used in the case where the dimensionality of the input space is greater than the number of classes. In particular, as
pointed out in Ref. [8], for multi-category problem, the Fisher criterion is in general not optimal with respect to minimizing
the classification error rate in the lower-dimensional space due to the fact that the corresponding eigenvalue decomposition
is dominated by outlier classes, which leads to the over-weight of the influence of classes which are already well separated.
In this article, aimed at removing the limitationwhich precludes the application of Fisher discriminant to polychotomous
classification problem, an innovative binary-tree based KFD algorithm is developed, in which the n-class polychotomous
problem is decomposed into n−1 dichotomyproblems by invoking the kernelized group clusteringmethod developed in [9].
To validate the effectiveness of the developed classification algorithm for nonlinear multi-category problem, the simulation
study on the benchmark satellite image dataset is conducted, which demonstrates the superiority of the proposed approach
over other prevalent pattern classification methods.
The rest of this paper is organized as follows. In the next section, a brief review of the kernel Fisher discriminant is
given for the completeness of this article. Following that, the kernel-induced distances between datasets are investigated in
Section 3. In Section 4, the algorithm for design of binary tree via kernelized group clustering is developed. The simulation
study on satellite image data is demonstrated in Section 5, with concluding remarks in Section 6.
The following generic notations will be used throughout this paper: lower case symbols such as x, y, α, . . . refer to scalar
valued objects, lower case boldface symbols such as x, y,β, . . . refer to vector valued objects, and capital boldface symbols
such as N,K ,M, . . . , will be used for matrices.
2. Kernel Fisher discriminant for nonlinear feature extraction
Fisher discriminant analysis (FDA) aims at finding a linear projection such that the classes are well separated, and the
separability can be measured by the between-class scatter and the within-class scatter.
Given a set ofm-dimensional input vectors xj, j = 1, . . . , `, `1 in the subset D1 labeledω1 and `2 in the subset D2 labeled
ω2. By projecting xj onto the one-dimensional subspace in the direction of w, a corresponding set of samples yj = wTxj,
j = 1, . . . , ` divided into the subsets Υ1 and Υ2 can be obtained. Definem1 andm2 to be the empirical class means, i.e.
mi = 1
`i
∑
xj∈Di
xj. (1)
Similarly, the means of the data projected onto the direction ofw can be computed as
µi = 1
`i
∑
yj∈Υi
yj = 1
`i
∑
xj∈Di
wTxj = wTmi (2)
i.e. the means µi of the projections are the projected meansmi. The variances σ1, σ2 of the projected data can be expressed
as
σi =
∑
xj∈Di
(wTxj − µi)T . (3)
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Then maximizing the between-class variance and minimizing the within-class variance can be achieved by maximizing
J(w) = (µ1 − µ2)
2
σ1 + σ2 (4)
which will yield a direction w such that the ratio of between-class variance and within-class variance is maximal.
Substituting the Eq. (2) for the means and (3) for the variances into (4) yields
J(w) = w
T SBw
wT SWw
(5)
where the between-class scatter matrix SB and within-class scatter matrix SW are defined as
SB = (m2 −m1)(m2 −m1)T (6)
SW =
2∑
i=1
∑
xj∈Di
(xj −mi)(xj −mi)T . (7)
The quantity in Eq. (5) is often referred to as Rayleigh coefficient or generalized Rayleigh quotient. It is well known that the
w maximizing Rayleigh is the leading eigenvector of the generalized eigenproblem
SBw = λSWw. (8)
Similar to that in KPCA, for the purpose of generalizing the Fisher discriminant analysis into nonlinear features
extraction, the original input vectors xj are mapped into a high-dimensional feature space by nonlinear mapping φ(xj)
and then reformulate the problem in the feature space, where the inner product φT (xr)φ(xj) is defined as kernel function,
i.e., k(xr , xj) = φT (xr)φ(xj). Firstly, we rewrite SW as
SW =
2∑
i=1
∑
xj∈Di
(xjxTj −mimTi ) (9)
and make the key postulation that
w =
∑`
j=1
βjφ(xj). (10)
Rewriting the numerator in the generalized Rayleigh quotient (5) as
wT SBw = (wTm2 −wTm1)2 (11)
where
wTmi =
∑`
r=1
βrφ
T (xr)
1
`i
∑
xj∈Di
φ(xj) =
∑`
r=1
βr
∑
xj∈Di
φT (xr)φ(xj)
`i
=
∑`
r=1
βr
∑
xj∈Di
k(xr , xj)
`i
. (12)
By defining the rth component of the `-dimensional column vector ϑi as (ϑi)r =∑xj∈Di k(xr ,xj)`i , it can be followed from Eq.
(12) that
wTmi = βTϑi (13)
where β = [β1 β2 · · · β`]T and then substituting (13) into (11) yields
wT SBw = βT (ϑ2 − ϑ1)(ϑ2 − ϑ1)Tβ = βTNβ, (14)
where N = (ϑ2 − ϑ1)(ϑ2 − ϑ1)T . On the other hand, it follows from
wTφ(xj) =
∑`
r=1
βrφ
T (xr)φ(xj) =
∑`
r=1
βrk(xr , xj) (15)
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and Eq. (13) that
wT SWw =
2∑
i=1
∑
xj∈Di
wT
[
φ(xj)φT (xj)−mimTi
]
w
=
2∑
i=1
∑
xj∈Di
[
wTφ(xj)φT (xj)w −wTmimTi w
]
=
2∑
i=1
∑
xj∈Di
[∑`
r=1
βrk(xr , xj)
∑`
s=1
βsk(xs, xj)− βTϑiϑTi β
]
=
2∑
i=1
βT
[
KiK Ti − `iϑiϑTi
]
β
= βTMβ (16)
where (Ki)rj = k(xr , xj) andM = ∑2i=1[KiK Ti − `iϑiϑTi ], xj ∈ Di. Substituting Eqs. (14) and (16) back into the generalized
Rayleigh quotient (13) yields
J(β) = β
TNβ
βTMβ
. (17)
Hence, maximizing the Rayleigh coefficient (5) relative tow in the nonlinear feature space is equivalent tomaximize J(β) in
Eq. (17)with respect toβ, and the projections of themapped data in the nonlinear feature space onto the single-dimensional
directionw can be calculated by Eq. (15).
3. Distance function for measuring the dissimilarity between datasets
In clustering algorithms, the definition of distance measure plays a crucial role and has great impact on the
clustering performance. Hence, in an attempt to develop the kernelized group clustering algorithm, the distance measure
characterizing the dissimilarity between classes needs to be defined beforehand. As an abstract conception, the metric d is
defined as a distance measure satisfying the following conditions:
• reflectivity, i.e. d(x, x) = 0
• positivity, i.e. d(x, y) > 0 if x is distinct from y
• symmetry, i.e. d(x, y) = d( y, x)
• triangle inequality, i.e. d(x, y) ≤ d(x, z)+ d(z, y) for every z .
Basically, reflectivity and positivity are fundamental to define an appropriate dissimilarity measure [10]. The function d
is a distance function if it satisfies reflectivity, positivity and symmetry.
Given that the KFD extracts the nonlinear structure from the data implicitly in the feature space, it is necessary and
natural to define the measure of dissimilarity in the feature space. For the points x and y in the input space, the Euclidean
distance between them in the feature space was defined as:
d(x, y) = ‖Φ(x)− Φ( y)‖ (18)
where ‖·‖ is the Euclidean norm, andΦ is the implicit nonlinear map from the data space to feature space.
As we have seen in Section 2, by using the kernel k, all computations can be carried out implicitly in the feature space
that Φ maps into, which can have a very high (maybe infinite) dimensionality. Several commonly used kernel functions in
literature are:
• Gaussian radial basis function (GRBF) kernel:
k(x, y) = exp
(−‖x− y‖2
2σ 2
)
. (19)
• Polynomial kernel:
k(x, y) = (1+ 〈x, y〉)q. (20)
• Sigmoid kernel:
k(x, y) = tanh(α〈x, y〉 + β). (21)
Z. Lu et al. / Computers and Mathematics with Applications 60 (2010) 511–519 515
• Inverse multi-quadric kernel:
k(x, y) = 1√
‖x− y‖2 + c2
(22)
where σ , q, α, β , c are the adjustable parameters of the above kernel functions. The GRBF kernel and inverse multi-quadric
kernel are in the class of translation-invariant kernels, and thepolynomial kernel and sigmoid kernel are examples of rotation
invariant kernels. The kernel function provides an elegant way of working in the feature space avoiding all the troubles and
difficulties inherent in high dimensions, and this method is applicable whenever an algorithm can be cast in terms of dot
products. In light of this, the distance (18) is expressed in the entries of kernel [10,11],
‖Φ(x)− Φ( y)‖2 = (Φ(x)− Φ( y))T (Φ(x)− Φ( y))
= Φ(x)TΦ(x)− Φ( y)TΦ(x)− Φ(x)TΦ( y)+ Φ( y)TΦ( y)
= k(x, x)+ k( y, y)− 2k(x, y). (23)
Consequently, the distance (18) can be computed without explicitly using or even knowing the nonlinear mapping Φ , and
it can be defined as the kernel-induced distance in the input space. Below we confine ourselves to the Gaussian RBF kernel,
so k(x, x) = 1. Thus, we arrive at
‖Φ(x)− Φ( y)‖2 = 2− 2k(x, y). (24)
Further, for the sake of measuring the dissimilarity between classes in the feature space, a kernel-induced distance
between datasets in the input space needs to be defined. The best-known metric between subsets of a metric space is the
Hausdorff metric, which is defined as the maximum distance between any point in one shape and the point that is closest
to it in the other. That is, for point sets A = {ai | i = 1, 2, . . . , p} and B = {bj | j = 1, 2, . . . , q}, it is
dh(A, B) = max
{
max
ai∈A
min
bj∈B
∥∥ai − bj∥∥ ,max
bj∈B
min
ai∈A
∥∥ai − bj∥∥} . (25)
This metric is trivially computable in polynomial time, and it has some quite appealing properties. However, it might be
problematic to employ Hausdorff metric for some classification applications due to the fact that the Hausdorff distance does
not take into account the overall structure of the point sets. In an attempt to overcome this drawback, we adopt the sum of
minimum distances function dmd as follows [12]
dmd(A, B) = 12
∑
ai∈A
min
bj∈B
∥∥ai − bj∥∥+∑
bj∈B
min
ai∈A
∥∥ai − bj∥∥
 . (26)
For measuring the degree of dissimilarity between two datasets in the feature space, we consider the kernel-induced sum
of minimum distance function d˜md
d˜md(A, B) = 12
∑
ai∈A
min
bj∈B
∥∥Φ(ai)− Φ(bj)∥∥+∑
bj∈B
min
ai∈A
∥∥Φ(ai)− Φ(bj)∥∥
 . (27)
Obviously, by the formulation of (23), the distance (27) can also be expressed only in the entries of kernel. If Gaussian RBF
kernel was chosen as the kernel function, by using Eq. (24) d˜md can be recast into
d˜md(A, B) = 12
∑
ai∈A
min
bj∈B
√
2− 2k(ai, bj)+
∑
bj∈B
min
ai∈A
√
2− 2k(ai, bj)
 (28)
which implies that it can be calculated without knowing the nonlinear mappingΦ .
4. Top–down induction of binary tree via kernelized group clustering
In contrast to the direct method discussed in Section 1, the methodology of ‘divide-and-combine’ usually decomposes
themulti-category problem into several subproblems that can be solved by using binary classifiers. Twowidely used ‘divide-
and-combine’methods are pairwise and one-versus-others. In the approach of pairwise, an n-class problem is converted into
n(n−1)/2 dichotomic problemswhich cover all pairs of classes. Then, the binary classifiers are trained for each of pairs, and
the classification decision for a test pattern is given on the aggregate of outputmagnitudes. Apparently, in pairwisemethods,
the number of binary classifiers built increases rapidly with the increasing of the number of classes, which easily leads to
expensive computational effort. This problem is alleviated in the one-versus-others method, where only n binary classifiers
are needed for n-class problem and each of them is trained to separate one class of samples from all others. However, all
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Fig. 1. Top-to-down induction of binary tree.
training data have to be involved in constructing each binary classifier and one-versus-others method is not capable to yield
the optimal decision boundaries. In particular, both methods can result in the existence of unclassified regions.
In our approach to n-class polychotomous problems, the topology of binary tree is leveraged to facilitate the
implementation of polychotomous KFD via n− 1 binary classifiers, which is different than the heuristics mentioned above.
The synthesis of classifier initially starts from the root node, and all classes are firstly divided into two groups of classes
belonging to left node and right node respectively. Successively, from the top to down, at every non-leaf node, the multiple
classes in one group are further partitioned into two groups for its child nodes, and each group also consists of multiple
classes. By treating all classes in one group as a single class, the binary KFD classifier can be trained at each non-leaf node.
This procedure is iterated until every leaf node only contains one individual class, and apparently the number of leaf nodes
equals to the number of classes. The procedure of constructing a polychotomous KFD classifier via top–down induction of
binary tree is visualized in Fig. 1, where a binary tree is induced for a classification problem with 11 categories.
Generally, there exist many possibilities to split the multiple classes into two partitions for each non-leaf node. Hence,
how to partition the multiple classes at each non-leaf node, which directly determines the training dataset used for
constructing binary KFD classifiers, is critical to the overall classification performance of the algorithm.
Given the hierarchical architecture of binary tree, it is obvious that if the classification performance degrades at the upper
node of the binary tree, the overall classification performance causally becomes worse. Therefore, more separable classes
should be partitioned at the upper node of the binary tree, i.e., maximize the separability while partitioning the multiple
classes into two groups from top to down. Although the separability between two classes can be quantified by distance
function defined in Section 3 for measuring the dissimilarity between datasets, how to find the two groups of classes with
maximal separability is pretty challenging. In our approach, taking into account the fact that KFD calculate the decision
function implicitly in the feature space by kernel trick, this intractable problem is tackled by developing the kernelized
group clustering algorithm for multiple classes.
Firstly, choose the kernel functions to be used for dichotomic KFD and for computing the kernel-induced distance
between classes at each node. This step also provides us a chance to use different kernels in different nodes, which enhances
the flexibility of the multi-category classifier built. Then, starting from the root node and successively for every non-leaf
node, the kernelized group clustering algorithm is used in partitioning the classes for each non-leaf node: compute the
kernel-induced sum of minimum distance function d˜md between all pairs of the classes in the non-leaf node; partition the
pair of classes between which the distance is maximal into the left node and right node as the prototype classes of the child
nodes, respectively. Subsequently, assign the remaining classes in the non-leaf node into the child node whose prototype
class is the closest to it in the sense of kernel-induced distance function (27). This procedure is executed for every non-leaf
node from top to down until the leaf nodes are reached which only contain the prototype class. Thus, the overall structure
of binary tree is also determined, which provides insight into the data structure of classes.
Based on the structure of the binary tree, on each non-leaf node, the samples from the datasets in its left child node and
its right child node can be relabeled as +1 and −1, respectively. Then, the polychotomous KFD classifier can be obtained
by training the binary KFD at every non-leaf node, which implements a decision rule that separates the samples belonging
to the datasets in its left node from those belonging to the datasets in its right node. In our approach, the number of binary
classifiers needed for a n-class polychotomous problem is n− 1, which is less than that in pairwise and one-versus-others
methods. Also, as learningproceeds from top to down, thenumber of data involved in the trainingprocesses decrease rapidly.
For classifying an unlabeled pattern, the evaluation starts from the root node of the binary tree, and the dichotomic
classifiers trained on the non-leaf nodes determine which child node the input pattern should be assigned into. This
procedure is iterated until the unlabeled pattern is finally classified into the class associated with one of leaf nodes; thereby
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Table 1
Distribution of training samples in Landsat satellite image dataset.
N Description Train Test
1 Red soil 1072 (24.17%) 461 (23.05%)
2 Cotton crop 479 (10.80%) 224 (11.20%)
3 Grey soil 961 (21.67%) 397 (19.85%)
4 Damp grey soil 415 (09.36%) 211 (10.55%)
5 Soil with vegetation stubble 470 (10.60%) 237 (11.85%)
6 Very damp grey soil 1038 (23.40%) 470 (23.50%)
a trace from the root to one of leaf nodes is determined for classifying each unlabeled pattern. Contrary to the conventional
‘divide-and-combine’ methods where all the dichotomic decision functions need to be calculated in evaluating an unlabeled
pattern, only those dichotomic decision functions on the determined trace need to be calculated in the proposed method.
In particular, on the strength of the dichotomous KFD in producing the posterior probability [1], the proposed binary-tree
based polychotomous KFD can be readily extended to generate posterior probabilistic outputs in the case of multi-category.
For the trace along which an unlabeled pattern was classified from the root to one of the leaf nodes, each dichotomous KFD
associatedwith the non-leaf nodes on the trace is capable to produce the probability of assigning the unlabeled pattern to the
child node on the trace. Given that the trace is determined by a series of dichotomous KFD, the product of the probabilities
produced by each dichotomous KFD on the trace gives the probability of classifying the unlabeled pattern into one of the
multiple classes, i.e., the posterior probability. Of great significance are these attractive features inherited in our approach
in enhancing the flexibility and improving the computational efficiency.
5. Landsat satellite image data classification
In this section, the proposed algorithm was applied on the classification of satellite image data, which is a benchmark
problem and has been intensively studied and attacked by using many popular pattern recognition methods [13]. The
algorithm was implemented by using the Statistical Pattern Recognition Toolbox [14]. For the sake of comparison, we use
the same training and validation datasets as those used in Ref. [13].
The satellite image database was generated by taking a small section from the original Landsat Multi-Spectral Scanner
(MSS) image data from a part of Western Australia. The interpretation of a scene by integrating spatial data of diverse types
and resolutions including multi-spectral and radar data, maps indicating topography, land use etc. is expected to assume
significant importance with the onset of an era characterized by integrative approaches to remote sensing.
One frame of Landsat MSS imagery consists of four digital images of the same scene in different spectral bands. Two
of these are in the visible region (corresponding approximately to green and red regions of the visible spectrum) and two
are in the (near) infra-red. Each pixel is an 8-bit binary word, with 0 corresponding to black and 255 to white. The spatial
resolution of a pixel is about 80 m× 80 m. Each image contains 2340× 3380 such pixels. The database is a (tiny) sub-area
of a scene, consisting of 82× 100 pixels. Each line of data corresponds to a 3× 3 square neighborhood of pixels completely
contained within the 82× 100 sub-area. Each line contains the pixel values in the four spectral bands (converted to ASCII)
of each of the 9 pixels in the 3× 3 neighborhood and a number indicating the classification label of the central pixel. Hence,
each sample was featured by 36 attributes, which are numerical in the range 0 to 255. Namely, the input space is of 36
dimensions.
Totally, 4435 samples are included in the training dataset and 2000 samples in the testing dataset. There are six categories
of different soil conditions to be classified, and their distributions in the training and testing dataset are listed in Table 1.
To synthesize the polychotomous KFD classifier, the first step is to induce the topology of the binary tree to convert
the multi-category problem into several binary classification problems. To calculate the kernel-induced distance between
datasets in using the kernelized group clustering algorithm, the Gaussian radial basis function kernel with parameter
σ = 28 was chosen as the kernel function. For satellite image database, the topological structure of binary tree obtained via
top–down induction can be visualized in Fig. 2.
As soon as the structure of the binary tree is determined, the second step is to train the binary classifier on all non-leaf
nodes by using the KFD algorithm described in Section 2. In our experiment, after the nonlinear projections of the data onto
the optimal direction for each dichotomic problem were calculated by using the KFD, the optimal threshold on the one-
dimensional extracted features was estimated by using the soft-margin linear support vector machine. The regularization
constant for linear SVM is set to be C = 1.
To confirm the generalization capability of the proposed polychotomous KFD algorithm, the testing error was calculated
on the testing datasets, and then compared with those obtained from other popular classification strategies [13], such as
Logistic regression, RBF neural networks, K -nearest-neighbor and multi-category SVM direct method [15], and so on. The
details about the parameters setting and algorithmic implementation can be referred to the references [13,15].
From the testing error rates listed in the Table 2, it can be followed that the method of polychotomous KFD proposed in
this paper outperforms other state-of-the-art pattern classification strategies in terms of the generalization capability and
classification accuracy. In particular, the approach of binary-tree based polychotomous KFD offers a natural framework to
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Fig. 2. Binary tree constructed by using Landsat satellite image datasets.
Table 2
Comparison of the testing error rates of different pattern classification algorithms on the Landsat satellite image testing datasets.
Pattern classification algorithm Testing error rate (%)
Logistic discrimination 16.9
Quadratic discrimination 15.3
RBF neural networks 12.1
K -nearest-neighbor 9.4
Multi-class SVM direct method 9.15
Polychotomous KFD proposed 8.9
calculate the conditional probabilities of the classes, which can be inferred from the product of the conditional probabilities
in each dichotomic classifier along the path from the root to the leaf nodes.
6. Conclusion and future works
Focusing on the issue of how to extend the dichotomous KFD to solve the multi-category classification problem
effectively, this article capitalizes on the topology of binary tree and developed the sophisticated distant function to
convert the n-class problem into n − 1 dichotomy problems. Besides the excellent generalization capability, the proposed
polychotomous KFD algorithm has the superiority in converting the output of Fisher discriminant algorithm into posterior
probabilities. Future research may concentrate on developing innovative multi-category classification algorithms in the
presence of noisy class labels by using the probabilistic outputs [16], and their applications in angular-diversity radar target
recognition [17].
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