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a b s t r a c t
This paper is devoted to the study and construction of compactly supported tight frames
of multivariate multi-wavelets. In particular, a necessary condition for their existence is
derived to provide some useful guide for constructing such MRA tight frames, by reducing
the factorization task of the associated polyphasematrix-valued Laurent polynomial to that
of certain scalar-valued non-negative ones. We illustrate our construction method with
examples of both multivariate scalar- and vector-valued subdivision schemes. Since our
constructions for C1 and C2 piecewise cubic schemes are quite involved, we also include
the corresponding Matlab code in the Appendix.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and statement of main results
Let A ∈ Zs×s be any expansive dilation matrix, d := | det(A)|, and Γ = {γ0, . . . , γd−1} with γ0 = 0 be the set of rep-
resentatives of Zs/AZs. Also let Γ˜ = {γ˜0, . . . , γ˜d−1} with γ˜0 = 0 denote the set of representatives of Zs/ATZs, and Φ =
[φ1, . . . , φr ]T be a compactly supported refinable function vector with φj ∈ L2(Rs), j = 1, . . . , r , with refinement equation
Φ(x) =
∑
k∈Zs
PkΦ(Ax− k), x ∈ Rs, (1.1)
that generates a multiresolution analysis (MRA) of L2(Rs), where Pk, k ∈ Zs, are real-valued r × r matrices. As usual, by
adopting the definition
F̂(ω) =
∫
Rs
F(x)e−iω·xdx, ω ∈ Rs,
of the Fourier transform, the refinement equation (1.1) can be re-formulated as
Φ̂(ATω) = P(z)Φ̂(ω), z := e−iω = [e−iω1 , . . . , e−iωs ], (1.2)
with the two-scale symbol P(z) ofΦ given by
P(z) = d−1
∑
k∈Zs
Pkzk.
In this paper, we are interested in the construction of compactly supported function vectors
Ψj = [ψ (j)1 , . . . , ψ (j)r ]T ∈ closL2{Φ(A · −k), k ∈ Zs}, j = 1, . . . ,N,
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such that the family
Ψ := {d`/2ψ (j)i (A` · −k), ` ∈ Z, i = 1, . . . , r, j = 1, . . . ,N, k ∈ Zs}
constitutes a tight frame of L2(Rs). In other words, we are interested in the construction of matrix-valued Laurent polyno-
mials Qj, j = 1, . . . ,N , that determine
Ψ̂j(A
Tω) = Qj(z)Φ̂(ω), ω ∈ Rs. (1.3)
Construction of compactly supportedMRAwavelet tight frames of L2(Rs) associated with a given scalar-valued refinable
function (i.e. r = 1) often depends on the Unitary Extension Principle (UEP) proposed in [1, Corollary 6.7]. (See for
example [1–9]). The formulation of UEP has a straightforward extension to the vector-valued shift-invariant setting, i.e.
r > 1 (see [1, Section 6.2] and Theorem A in Section 2 of the present paper). However, although several constructions of
compactly supportedmulti-wavelet tight frames can be found in the literature (see [10,11]), yet to the best of our knowledge,
there is no general construction method based on the UEP framework available. For example, the results in [10] are based
on certain time-domain techniques developed in [12,13] and boil down to symmetric factorizations of local positive semi-
definite real matrices. In fact, the matrices in [10] depend only on the refinement coefficients of each component of Φ , so
that there is no difference between the constructions in the scalar and vector settings. Another method discussed in [11]
could be viewed as some aspect of the UEP based on singular-value decompositions, as studied in [14].
Among the novel contributions of the present paper are twomain results. The first one, to be stated as Theorem1, not only
gives certain useful sufficient conditions for easy verification of the existence of tight frame generators, but also leads to the
derivation of our frame construction algorithm, as stated in Lemmas 6 and 7, in the form of a factorization scheme of certain
scalar-valued Laurent polynomials. An advantage of this new approach is that combining the local matrix factorization
techniques and Theorem 1, one can construct wavelet tight frames with fewer frame generators, though of slightly larger
support, as illustrated in Example 2, Section 5 of the present paper. We remark that an even smaller number of frame
generators can be achieved for non-tight frames, such as biorthogonal univariate multi-wavelets obtained in [5,15].
The second main result of this present paper to be stated below as Theorem 2 provides an efficient way for ruling out
those refinable vector-valued functions Φ ∈ (L2(Rs))r , for which compactly supported MRA multi-wavelet tight frames
with a finite number of frame generators do not exist.
Theorem 1. Let Φ = [φ1, . . . , φr ]T ∈ (L2(Rs))r be a compactly supported function vector that satisfies (1.2). If its two-scale
symbol P(z) satisfies
J(z) :=
∑
γ˜∈Γ˜
(PP∗)(e−i2piA
−Tγ˜ z) ≤ Ir , z ∈ Ts, (1.4)
and all the coefficients of each entry of J are non-negative, then there exist compactly supported wavelets Ψ1, . . . ,ΨN ∈ closL2{Φ(A · −k), k ∈ Zs}, such that Ψ is a multi-wavelet MRA tight frame of L2(Rs).
We remark that the assumption that the coefficients of the entries of J are non-negative is satisfied if the coefficients
of the entries of P are required to be non-negative. This requirement is not too restrictive and is satisfied, for example, by
the subdivision schemes in [16–19] (see also Section 5). Our next main result states that the assumption (1.4) is actually a
necessary condition for the existence of multi-wavelet MRA tight frame of L2(Rs).
Theorem 2. Let Φ = [φ1, . . . , φr ]T ∈ (L2(Rs))r be a compactly supported function vector that satisfies (1.2). Then (1.4) is a
necessary condition for the existence of compactly supported Ψ1, . . . ,ΨN ∈ closL2{Φ(A · −k), k ∈ Zs}, for which Ψ generates
a multi-wavelet MRA tight frame of L2(Rs). Consequently, the weaker requirement
(PP∗)(z) ≤ Ir , z ∈ Ts (1.5)
is a necessary condition for the existence of compactly supported multi-wavelet MRA tight frames of L2(Rs).
The scalar-valued multivariate version of Theorem 2 was already established in our earlier paper [2]. For the scalar-
valued version of Theorem 1, the reader is referred to Lemma 5 in Section 3, which leads to an alternative proof of a result in
[6, Theorem 5.8], that gives rise to the construction of MRA tight frames associated with refinable function vectors of
bivariate box splines on the 3-directional and 4-directional meshes, ∆1 and ∆2, respectively (see Example 1 in Section 5).
The result in [6, Theorem 5.8] also provides certain upper bounds on the number of the frame generators, which we will not
elaborate in this paper.
The organization of this paper is as follows: In Section 2 we give a very brief review of some well-known results that
are useful for tight frame constructions and extend those that are needed in this paper to the vector-valued setting. In
Section 3, we state and prove the results that are crucial for the proofs of Theorems 1 and 2 in Section 4 as well as for the
construction of tight frames in Section 5. Of particular importance are Lemmas 6 and 7, which constitute the main steps
of our algorithm for multi-wavelet MRA tight frame construction. In Section 5, we first apply the results of Lemma 5 to
construct tight frames corresponding to the bivariate 3-directional and 4-directional box splines. To illustrate our method
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of multi-wavelet tight frame construction, we consider the subdivision schemes in [16,18] based on C0 piecewise linear
and C1 piecewise cubics, both on the 4-directional mesh ∆2, and determine their associated tight frame generators. To
achieve C2 smoothness while maintaining piecewise cubics (i.e. bivariate polynomials of total degree 3), the 6-directional
mesh ∆3 was introduced in [20]. Observe that ∆3 is achieved by subdividing each triangle of the 3-directional mesh ∆1
into 6 triangles using the Powell–Sabin split (of the first kind). We will also illustrate our method with the construction of
compactly supported tight frame associated with the 2-dimensional refinable function vector of C2 piecewise cubics on∆3
introduced in [20]. Since these tight frame constructions are quite involved, we also include the corresponding Matlab code
in Appendix.
2. Preliminaries and background
The proofs of Theorems 1 and 2 will depend on the following well-known results and commonly used notations. We
recall here that constructions of wavelet tight frames are often based on the scalar-valued or vector-valued UEP of Ron and
Shen [1, Section 6.2]
Theorem A. Let Φ = [φ1, . . . , φr ]T ∈ (L2(Rs))r be a compactly supported function vector that satisfies the refinement equation
(1.2), such that there exist r × r matrix-valued Laurent polynomials Qj, j = 1, . . . ,N, that satisfy
P(z)P∗(e−i2piA
−Tγ˜ z)+
N∑
j=1
Qj(z)Q
∗
j (e
−i2piA−Tγ˜ z) = δ|γ˜ |Ir , γ˜ ∈ Γ˜ , z ∈ Ts. (2.1)
Then Ψ , with the Fourier transform of Ψj defined by (1.3), generates a multi-wavelet MRA tight frame of L2(Rs).
Construction of tight frames often rely on the polyphase decomposition of the corresponding scalar- or matrix-valued
polynomial symbols. To state the essence of polyphase decomposition, we need the following multivariate notations. For
two given vectors z = [z1, . . . , zs]T and h = [h1, . . . , hs]T, and a scalar a, define
za := [za1, . . . , zas ]T and zh := zh11 · · · zhss . (2.2)
Also define
ah := [ah1 , . . . , ahs ]T (2.3)
and the product of two column vectors z and v = [v1, . . . , vs]T by taking component-wise products, namely:
vz := [v1z1, . . . , vszs]T. (2.4)
SetA = [a1, . . . , as], where a1, . . . , as ∈ Rs. Then since z = e−iω , it follows that
zA := [za1 , . . . , zas ]T =
[(
e−iω
)a1
, . . . ,
(
e−iω
)as]T
= [e−iaT1ω, . . . , e−iaTsω]T = e−i[aT1ω,...,aTsω]T = e−iATω.
Therefore, analogous to the scalar-valued setting, any matrix-valued Laurent polynomial
P(z) = d−1
∑
k∈Zs
Pkzk, Pk ∈ Rr×r , (2.5)
can be written as
P(z) = d−1
∑
γ∈Γ
zγ
∑
k∈Zs
Pγ+AkzAk. (2.6)
The polyphase components of P are then defined by
Pγ (z) :=
√
d
−1 ∑
k∈Zs
Pγ+Akzk, γ ∈ Γ , (2.7)
and the polyphase decomposition of P is of the form
P(z) = √d−1
∑
γ∈Γ
zγ Pγ (zA). (2.8)
The corresponding polyphase matrixMP(z) is given by
MP(z) := 1√
d

Ir Ir . . . Ir
zγ1 Ir (e−i2piA
−Tγ˜1z)γ1 Ir . . . (e−i2piA
−Tγ˜d−1z)γ1 Ir
...
... . . .
...
zγd−1 Ir (e−i2piA
−Tγ˜1z)γd−1 Ir . . . (e−i2piA
−Tγ˜d−1z)γd−1 Ir
 . (2.9)
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Proposition 1. The polyphase matrixMP(z) in (2.9) is unitary on the unit torus Ts.
Proof. Indeed, since
[Ir , zγ1 Ir , . . . , zγd−1 Ir ][Ir , (e−i2piA−Tγ˜ z)γ1 Ir , . . . , (e−i2piA−Tγ˜ z)γd−1 Ir ]∗
=
(
1+
∑
γ∈Γ \{0}
zγ (e−i2piA
−Tγ˜jz)−γ
)
Ir =
(∑
γ∈Γ
(ei2piA
−Tγ˜ )γ
)
Ir (2.10)
for γ˜ ∈ Γ˜ , it is sufficient to prove that∑
γ∈Γ
(ei2piA
−Tγ˜ )γ = d · δ0j, γ˜ ∈ Γ˜ . (2.11)
Here, if γ˜ = 0,we have ei2piA−Tγ˜ = [1, . . . , 1] so that (2.11) is trivial. On the other hand, if γ˜ 6= 0, then ei2piA−Tγ˜ 6= [1, . . . , 1]
and there exists some γ ∈ Γ , such that zγ0 6= 1. Observe that
(1− (ei2piA−Tγ˜ )γ )
∑
γ`∈Γ
(ei2piA
−Tγ˜ )γ` =
∑
γ`∈Γ
(ei2piA
−Tγ˜ )γ` −
∑
γ`∈Γ
(ei2piA
−Tγ˜ )γ+γ` (2.12)
and that {γ` + γ , γ` ∈ Γ } is also a set of representatives of Zs/AZs. Thus the right-hand side of (2.12) is equal to zero.
Hence, (2.11) holds for γ˜ 6= 0, since (ei2piA−Tγ˜ )γ 6= 1, and the matrixMP is unitary. 
The next simple observation leads to an equivalent polyphase formulation of (1.4).
Proposition 2. Let P be as given by (2.5). Then∑
γ˜∈Γ˜
(PP∗)(e−i2piA
−Tγ˜ z) =
∑
γ∈Γ
(
Pγ P∗γ
)
(zA), z ∈ Ts. (2.13)
Proof. Since
(e−i2piA
−Tγ˜ z)A = (e−i2piA−Tγ˜ )AzA =
(
e−i2piγ˜
TA−1A
)
zA = zA, γ˜ ∈ Γ˜ ,
we have, in view of (2.8),
P(e−i2piA
−Tγ˜ z) = √d−1
∑
γ∈Γ
(
e−i2piA
−Tγ˜ z
)γ
Pγ (zA), γ˜ ∈ Γ˜ .
This implies that[
P(e−i2piA
−Tγ˜0z) . . . P(e−i2piA
−Tγ˜d−1z)
]
= [Pγ0(zA) . . . Pγd−1(zA)]MP(z). (2.14)
Therefore, (2.13) follows by applying Proposition 1. 
3. Auxiliary results
Since the proofs of the main results in Section 4 will rely upon the following lemmas, we devote a separate section to
these auxiliary results so as not to clutter the proofs of themain results with technical details, which are nevertheless crucial
for the actual frame constructions in Section 5. Of the special importance are Lemmas 6 and 7, which constitute the main
steps of our algorithm for the construction of multi-wavelet MRA tight frames.
Lemma 1. Let L ∈ N and f1(z), . . . , fL(z) be s-variate Laurent polynomials. If
L∑
k=1
|fk(z)|2 = 1, z ∈ Ts, (3.1)
then there exists an (L+ 1)× (L+ 1)matrix-valued Laurent polynomial H which is unitary on Ts, such that
f1(z)
...
fL(z)
0
 = H(z)

1
0
...
0
 . (3.2)
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Proof. Let v = [−1, f1(z), . . . , fL(z)]T and
H1(z) = IL+1 − 2|v|2 vv
∗ = IL+1 − vv∗ (3.3)
be the Householder matrix generated by v. By (3.1) and the fact that |v|2 = 2, the matrix H1(z) is unitary on Ts and
H1(z)

0
f1(z)
...
fL(z)
 =

1
0
...
0
 . (3.4)
Furthermore, since H∗1(z) = H1(z), it follows from (3.4) that
0
f1(z)
...
fL(z)
 = H1(z)

1
0
...
0
 , z ∈ Ts. (3.5)
Let
H(z) :=
[
0 IL
1 0
]
H1(z), z ∈ Ts, (3.6)
then (3.2) follows from (3.5). 
Lemma 1 can be generalized to matrix-valued Laurent polynomials, as follows.
Lemma 2. Let L, r ∈ N with r < L and fj,`(z), j = 1, . . . , r, ` = 1, . . . , L be s-variate Laurent polynomials that satisfyf1,1(z) . . . f1,L(z)... . . . ...
fr,1(z) . . . fr,L(z)

f1,1(z
−1) . . . fr,1(z−1)
...
. . .
...
f1,L(z−1) . . . fr,L(z−1)
 = Ir , z ∈ Ts. (3.7)
Then there exists an (L+ r)× (L+ r)matrix-valued Laurent polynomial H which is unitary on Ts, such that
f1,1(z) . . . fr,1(z)
...
. . .
...
f1,L(z) . . . fr,L(z)
0r×r
 = H(z) [ Ir0L×r
]
. (3.8)
Proof. We prove this lemma by induction on r , noting that the statement reduces to Lemma 1 for r = 1. First observe that
since (3.1) holds for f1,`, ` = 1, . . . , L, in view of Lemma 1, there exists an (L+1)×(L+1)matrix-valued Laurent polynomial
H1(z)which is unitary on Ts such that
f1,1(z)
...
f1,L(z)
0
 = H1(z)

1
0
...
0
 . (3.9)
Let
H2(z) =
[
H1(z) 0L+1×r−1
0r−1×L+1 Ir−1
]
. (3.10)
It is clear that H2(z) is unitary on Ts. Also, by (3.7), the columns of the matrix on the left-hand side of (3.8) are mutually
orthogonal and the first row of H∗1(z) is of the form [f1,1(z−1), . . . , f1,L(z−1)]. Thus,
H∗2(z)

f1,1(z) . . . fr,1(z)
...
. . .
...
f1,L(z) . . . fr,L(z)
0r×r
 =
[ 1 01×r−1
0L×1 F(z)
0r−1×1 0r−1×r−1
]
. (3.11)
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Hence, since multiplication by an unitary matrix does not change the mutual orthogonality of vectors, we have F∗(z)F(z) =
Ir−1. Therefore, due to the fact that F(z) is of size L× r−1 and satisfies (3.7), it follows by applying the induction hypothesis
that there exists an (L+ r − 1)× (L+ r − 1)matrix-valued Laurent polynomial H3(z)which is unitary on Ts such that[
F(z)
0r−1×r−1
]
= H3(z)
[
Ir−1
0L×r−1
]
. (3.12)
Now let
H(z) = H2(z)
[
1 01×L+r−1
0L+r−1×1 H3(z)
]
, z ∈ Ts. (3.13)
We complete the induction argument by applying (3.11) and (3.12). 
The next result states that the row vectors of the matrix-valued Laurent polynomial H, as in Lemma 2, are mutually
orthogonal. Hence, by choosing them appropriately, we achieve a desirable orthogonal extension of the row-vector on the
left-hand side of (2.14).
Lemma 3. Let L, r ∈ N with r < L, and fj,`(z), j = 1, . . . , r, ` = 1, . . . , L, be s-variate Laurent polynomials that satisfy (3.7).
Then there exist Laurent polynomials gj,`(z), j = r + 1, . . . , r + L, ` = 1, . . . , L, such that
f1,1(z) . . . f1,L(z)
...
. . .
...
fr,1(z) . . . fr,L(z)
gr+1,1(z) . . . gr+1,L(z)
...
. . .
...
gr+L,1(z) . . . gr+L,L(z)

∗ 
f1,1(z) . . . f1,L(z)
...
. . .
...
fr,1(z) . . . fr,L(z)
gr+1,1(z) . . . gr+1,L(z)
...
. . .
...
gr+L,1(z) . . . gr+L,L(z)

= IL, z ∈ Ts. (3.14)
Proof. By Lemma 2, there exists an (L + r) × (L + r)matrix-valued Laurent polynomial H(z) unitary on Ts and for which
(3.8) holds. Therefore, the nonzero L× r block of the matrix on the left-hand side of (3.8) is indeed the upper left L× r block
of H(z). For each j = r + 1, . . . , r + L, by writing the jth column of H(z) as [gj,1(z), . . . , gj,r+L(z)]T, it follows that (3.14)
holds as a result of the mutual orthogonality of the row vectors of H(z) on Ts. 
Remark 1. Identities in the form of (3.14) hold for all (L+ r)× n sub-blocks of the matrix in (3.14), provided that n ≤ L.
Lemma 4. If matrix-valued Laurent polynomials P and H of dimensions r × r and r ×m, respectively, exist and satisfy∑
γ˜∈Γ˜
(PP∗)(e−i2piA
−Tγ˜ z)+ (HH∗)(zA) = Ir , z ∈ Ts, (3.15)
then there exist r × r matrix-valued Laurent polynomials Q1, . . . ,QN , N ≤ d+ dm/re, that satisfy (2.1) with the same P.
Proof. By applying Proposition 2, we may re-formulate (3.15) as
[
Pγ0(z
A) . . . Pγd−1(z
A) H(zA)
]

P∗γ0(z
A)
...
P∗γd−1(z
A)
H∗(zA)
 = Ir , (3.16)
where Pγ , γ ∈ Γ , denote the polyphase components of P. If m is not divisible by r , we may attach additional columns and
rows of zeros to (3.16). Hence, it follows from Lemma 3 and Remark 1, with L = dr + m and n = dr , that for some N ∈ N,
r × r matrix-valued Laurent polynomials Qj,γ , γ ∈ Γ and j = 1, . . . ,N exist and satisfy P
∗
γ0
(zA) Q∗1,γ0(z
A) . . . Q∗N,γ0(z
A)
...
...
. . .
...
P∗γd−1(z
A) Q∗1,γd−1(z
A) . . . Q∗N,γd−1(z
A)


Pγ0(z
A) . . . Pγd−1(z
A)
Q1,γ0(z
A) . . . Q1,γd−1(z
A)
...
. . .
...
QN,γ0(z
A) . . . QN,γd−1(z
A)
 = Idr , z ∈ Ts.
Set
Qj(z) =
√
d
−1∑
γ∈Γ
zγQj,γ (z
A), j = 1, . . . ,N.
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Then similar to (2.14), we have, by the definition of Qj and following the same argument as the proof of Proposition 2, that
P(e−i2piA
−Tγ˜0z) . . . P(e−i2piA
−Tγ˜d−1z)
Q1(e
−i2piA−Tγ˜0z) . . . Q1(e−i2piA
−Tγ˜d−1z)
...
...
QN(e
−i2piA−Tγ˜0z) . . . QN(e−i2piA
−Tγ˜d−1z)
 =

Pγ0(z
A) . . . Pγd−1(z
A)
Q1,γ0(z
A) . . . Q1,γd−1(z
A)
...
...
Q1,γ0(z
A) . . . QN,γd−1(z
A)
MP(z).
The fact that Qj, j = 1, . . . ,N , satisfy (2.1) follows from the unitary property of the polyphase matrixMP. 
Observe, from Lemma 4, that the existence of some matrix-valued Laurent polynomial H that satisfies (3.15) is the key
to the existence of Qj, j = 1, . . . ,N , that satisfy (2.1). In the following, we study those Laurent polynomials P that guarantee
the existence of H in (3.15).
Lemma 5. Let J be an s-variate symmetric Laurent polynomial. Suppose that all the coefficients of J are non-negative. If
J(1) ≤ 1, (3.17)
then there exist Laurent polynomials H1(z), . . . ,HN(z), N ∈ N, such that
J(z)+
N∑
j=1
Hj(z)Hj(z−1) = 1, z ∈ Ts. (3.18)
Proof. Let
J(z) =
∑
k∈Zs
ck zk, ck ≥ 0, z ∈ Ts. (3.19)
Then since J(z) is assumed to be symmetric, we have ck = c−k, k ∈ Zs. For each k = [k1, . . . , ks]with non-trivial ck, define
η(k) := the first index `, such that k` 6= 0. (3.20)
Denote by H the half plane
H := {k ∈ Zs: kη(k) > 0}, (3.21)
and observe that
1− J(z) = (1− J(1))+ (J(1)− J(z)),
= (1− J(1))+
∑
k∈H
ck(2− zk − z−k)
= (1− J(1))+
∑
k∈H
ck(1− zk)(1− z−k). (3.22)
Since both 1− J(1) ≥ 0 and ck ≥ 0, the decomposition (3.22) yields (3.18). 
Lemma 6. Let J(z) =
J11(z) . . . J1r (z)..
.
. . .
.
.
.
Jr1(z) . . . Jrr (z)
 be a Hermitian matrix on Ts, such that
|Jij(z)| ≤ Kij, for 1 ≤ i, j ≤ r and z ∈ Ts, (3.23)
where Kij = Kji and
K :=
K11 . . . K1r... . . . ...
Kr1 . . . Krr
 ≤ Ir . (3.24)
Then
det(Ir − J(z)) ≥ det(Ir −K), z ∈ Ts. (3.25)
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Proof. We prove this lemma by induction on r and observe that (3.25) is trivial for r = 1. By (3.24), the matrix Ir −K is
positive semi-definite, so that Kii ≤ 1, i = 1, . . . , r . If Kii = 1 for all i = 1, . . . , r , then (3.24) implies Kij = 0 for i 6= j,
and wemay conclude from (3.23) that J is a diagonal matrix-valued Laurent polynomial, so that (3.25) follows immediately.
Hence we may assume, without loss of generality, that K11 < 1. First observe that
Ir − J(z) =

1 0 . . . 0
− J
∗
12
1− J11 1 . . . 0
...
...
. . .
...
− J
∗
1r
1− J11 0 . . . 1

[
1− J11 0
0 J˜(z)
]
1 − J12
1− J11 . . . −
J1r
1− J11
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
 , (3.26)
where
J˜(z) :=

1− J22 − J
∗
12J12
1− J11 . . . −J2r −
J∗12J1r
1− J11
...
. . .
...
−Jr2 − J
∗
1r J12
1− J11 . . . 1− Jrr −
J∗1r J1r
1− J11
 . (3.27)
Thus we have
det(Ir − J(z)) = (1− J11(z)) det(J˜(z)) (3.28)
with 1− J11(z) ≥ 1− K11, in view of (3.23). Similarly, we have
Ir −K =

1 0 . . . 0
− K12
1− K11 1 . . . 0
...
...
. . . 0
− K1r
1− K11 0 . . . 1

[
1− K11 0
0 K˜
]
1 − K12
1− K11 . . . −
K1,r
1− K11
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
 , (3.29)
where
K˜ :=

1− K22 − K
2
12
1− K11 . . . −K2r −
K12K1r
1− K11
...
. . .
...
−Kr2 − K1rK121− K11 . . . 1− Krr −
K1rK1r
1− K11
 . (3.30)
It then follows from (3.29) that
det(Ir −K) = (1− K11) det(K˜). (3.31)
Thus, by (3.24) and the assumption K11 < 1, the matrix K˜ is positive semi-definite. From (3.30), it also follows that
K˜ = Ir−1 −
[
Kij + K1i · K1j1− K11
]
i,j=2,...,r
so that in view of K˜ ≥ 0, we have[
Kij + K1i · K1j1− K11
]
i,j=2,...,r
≤ Ir−1.
By (3.23) and due to 0 ≤ 1− K11 ≤ 1− J11(z), we obtain∣∣∣∣Jij(z)+ J1i(z)J1j(z)1− J11(z)
∣∣∣∣ ≤ Kij + K1iK1j1− K11 , i, j = 2, . . . , r.
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Therefore, by the induction hypothesis, we have, due to the structure of J˜,
det(J˜(z)) = det
(
Ir−1 −
[
Jij(z)+ J1i(z)J1j(z)1− J11(z)
])
≥ det(K˜).
The induction argument is therefore completed by applying (3.28) and (3.31). 
In the following, for an n × n matrix B, let B[i1, . . . , ik] denote the k × k submatrix of B with its (j, `) entry given by
biji` , for 1 ≤ j, ` ≤ k. The following corollary is a direct consequence of Lemma 6.
Corollary 1. Under the assumptions of Lemma 6,
det {(Ir − J(z))[i1, . . . , ik]} ≥ det {(Ir −K)[i1, . . . , ik]} , 1 ≤ k ≤ r, z ∈ Ts. (3.32)
The proof of the next result will also describe the first main step of our frame construction algorithm. The algorithmwill
then proceed as in the proof of Lemma 4.
Lemma 7. Let thematrix-valued Laurent polynomial J(z) =
J11(z) . . . J1r (z)..
.
. . .
.
.
.
Jr1(z) . . . Jrr (z)
 beHermitian onTs, such that all the coefficients
of Jij(z), 1 ≤ i, j ≤ r, are non-negative and
J(1) ≤ Ir . (3.33)
Then there exists some r ×mmatrix-valued Laurent polynomial H that satisfies
J(z)+ (HH∗)(z) = Ir , z ∈ Ts. (3.34)
Proof. We will again prove this lemma by induction on r , and observe that for r = 1, the result follows from Lemma 5. Let
Kij := Jij(1) for 1 ≤ i, j ≤ r . Then the non-negativity of the coefficients of Jij(z) implies that |Jij(z)| ≤ Kij on Ts. By (3.33), we
have K11 . . . K1r... . . . ...
Kr1 . . . Krr
 ≤ Ir . (3.35)
It follows from (3.35) that Kii ≤ 1, i = 1, . . . , r . The special case where Kii = 1, i = 1, . . . , r , reduces to the scalar-valued
case, i.e. r = 1. Hence we may assume, without loss of generality, that K11 < 1. Observe that
Ir − J(z) =

K11 − J11 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
+

1− K11 −J12 . . . −J1r
−J21 1− J22 . . . −J2r
...
...
. . .
...
−Jr1 −Jr2 . . . 1− Jrr
 . (3.36)
The second matrix on the right-hand side of (3.36) is positive semi-definite by Corollary 1, and can be factorized as follows:
1 0 . . . 0
− J
∗
12
1− K11 1 . . . 0
...
...
. . . 0
− J
∗
1r
1− K11 0 . . . 1

[
1− K11 0
0 J˜
]
1 − J12
1− K11 . . . −
J1r
1− K11
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
 , (3.37)
where
0 ≤ J˜(z) :=

1− J22 − J
∗
12J12
1− K11 . . . −J2r −
J∗12J1r
1− K11
...
. . .
...
−Jr2 − J
∗
1r J12
1− K11 . . . 1− Jrr −
J∗1r J1r
1− K11
 = Ir −
[
Jij + J
∗
1iJ1j
1− K11
]
.
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By following the argument of the proof of Lemma 6, we see that the matrix
[
Jij + J
∗
1iJ1j
1−K11
]
i,j=2,...,r
satisfies the assumptions of
Lemma 7. Therefore, by the induction hypothesis, there exist matrix-valued Laurent polynomial H˜ that satisfies
J˜(z) = (H˜H˜∗)(z), z ∈ Ts.
Decomposition of the polynomial K11 − J11 ≥ 0 can be obtained by following the argument in the proof of Lemma 5. Thus,
in view of the property 1− K11 > 0, we may advance the induction step by 1 in (3.34). 
The frame constructions in Section 5 will make use of the following generalized version of Lemma 7.
Corollary 2. Suppose thematrix-valued Laurent polynomial J(z) =
J11(z) . . . J1r (z)..
.
. . .
.
.
.
Jr1(z) . . . Jrr (z)
 is Hermitian onTs, and that there exists
some Hermitian positive definite matrixΘ = E∗E of constants, such that
J(1) ≤ Θ, (3.38)
and that all the coefficients of each entry of E−∗J(z)E−1 are non-negative. Then there exist matrix-valued Laurent polynomials
H1(z), . . . ,HN(z), that satisfy
J(z)+
N∑
j=1
(HjH∗j )(z) = Θ, z ∈ Ts. (3.39)
Proof. This result follows by using J˜(z) := E−∗J(z)E−1 in place of J(z) in Lemma 7. 
4. Proofs of main results
We are now ready to complete the proofs of Theorems 1 and 2.
Proof of Theorem 1. Let Pγ , γ ∈ Γ , be the polyphase components of P. By the assumptions in Theorem 1 and by
Proposition 2, the matrix-valued Laurent polynomial
J˜(zA) =
∑
γ∈Γ
(
Pγ P∗γ
)
(zA)
satisfies the assumptions of Lemma 7. Thus, there exist r × r matrix-valued Laurent polynomials Hj, j = 1, . . . ,M , for some
M ∈ N, such that (3.34) holds. Define
H(z) := [H1(z) . . . HM(z)] .
Hence, we have
J˜(zA)+ (HH∗)(zA) =
∑
γ˜∈Γ˜
(PP∗)(e−i2piA
−Tγ˜ z)+ (HH∗)(zA) = Ir , z ∈ Ts.
By Lemma 4, there exist r × r matrix-valued Laurent polynomials Qj, j = 1, . . . ,N , with N ≤ d + M that satisfy (2.1). The
theorem then follows by applying Theorem A. 
Proof of Theorem 2. Let z ∈ Ts, G := [P(e−i2piA−Tγ˜0z), . . . , P(e−i2piA−Tγ˜d−1z)] ∈ Cr×rd, and observe that (2.1) is equivalent
to 
P(e−i2piA
−Tγ˜0z) . . . P(e−i2piA
−Tγ˜d−1z)
Q1(e
−i2piA−Tγ˜0z) . . . Q1(e−i2piA
−Tγ˜d−1z)
...
. . .
...
QN(e
−i2piA−Tγ˜0z) . . . QN(e−i2piA
−Tγ˜d−1z)

∗ 
P(e−i2piA
−Tγ˜0z) . . . P(e−i2piA
−Tγ˜d−1z)
Q1(e
−i2piA−Tγ˜0z) . . . Q1(e−i2piA
−Tγ˜d−1z)
...
. . .
...
QN(e
−i2piA−Tγ˜0z) . . . QN(e−i2piA
−Tγ˜d−1z)
 = Idr . (4.1)
Hence, it follows that
Idr − G∗G =

Q1(z) . . . Q1(e
−i2piA−Tγ˜d−1z)
...
. . .
...
QN(z) . . . QN(e
−i2piA−Tγ˜d−1z)

∗ 
Q1(z) . . . Q1(e
−i2piA−Tγ˜d−1z)
...
. . .
...
QN(z) . . . QN(e
−i2piA−Tγ˜d−1z)
 ≥ 0,
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so that G(Idr − G∗G)G∗ ≥ 0, and therefore
GG∗ ≥ G(G∗G)G∗ = (GG∗)(GG∗). (4.2)
Since GG∗ ∈ Rr×r is a semi-positive definite Hermitian matrix, it has the decomposition
GG∗ = U∗diag(σ1, . . . , σ`, 0, . . . , 0)U,
where σ1, . . . , σ` are positive and U is some unitary matrix. By (4.2), we have σj − σ 2j ≥ 0, and thus, σj ≤ 1, j = 1, . . . , `.
This implies that GG∗ ≤ Ir , or the validity of (1.4), from which (1.5) immediately follows.
Without much additional effort, we can derive another useful necessary condition (4.4) to be formulated below. Fix
z ∈ Ts, then by (1.4), we have
Ir −
∑
γ˜∈Γ˜
(PP∗)(e−i2piA
−Tγ˜ z) ≥ 0.
Thus there exists an r × r matrix R, which may be different for different values of z, such that
Ir −
∑
γ˜∈Γ˜
(PP∗)(e−i2piA
−Tγ˜ z) = RR∗, (4.3)
or, equivalently,
[
P(e−i2piA
−Tγ˜0z) · · · P(e−i2piA−Tγ˜d−1z) R
]
P∗(e−i2piA
−Tγ˜0z)
...
P∗(e−i2piA
−Tγ˜d−1z)
R∗
 = Ir .
Therefore, the rows of
[
P(z) · · · P(e−i2piA−Tγ˜d−1z) R
]
∈ Cr×r(d+1) are mutually orthogonal and have norm equal to 1.
Hence, the matrix
[
P(z) · · · P(e−i2piA−Tγ˜d−1z) R
]
can be extended to some unitary matrix V, which may be different
for different values of z. The first r rows of V∗ can be written as a block submatrix
[
P∗(z) L∗1 · · · L∗d
]
for some r × r
matrices L`, ` = 1, . . . , d. Since VV∗ = I(d+1)r and V is a square matrix, we have V∗V = I(d+1)r , so that
(P∗P)(z)+
d∑
`=1
L∗`L` = Ir ,
and therefore
(P∗P)(z) ≤ Ir , z ∈ Ts.  (4.4)
5. Examples
In this sectionwe first apply Lemma5 for tight frame constructions based on the bivariate box splines on the 3-directional
mesh∆1 or 4-directional mesh∆2.
Example 1. The following result has already been discussed in [6, Theorem 5.8], where certain upper bounds on the number
of frame generators were also given. For A = 2I2, any bivariate box spline φ on either ∆1 or ∆2 is refinable with dilation
matrixA, and the two-scale symbols are given by
P(z) =
(
1+ z1
2
)` (1+ z2
2
)m (1+ z1z2
2
)n
, `,m, n ∈ N
and
P(z) =
(
1+ z1
2
)` (1+ z2
2
)m (1+ z1z2
2
)n (1+ z1z−12
2
)p
, `,m, n, p ∈ N,
for the 3- and 4-directional meshes, respectively. On the other hand, only the 4-directional box splines are refinable with
the dilation matrixA =
[
1 1
1 −1
]
, and their two-scale symbols are given by
P(z) =
(
1+ z1
2
)m (1+ z2
2
)n
, m, n ∈ N.
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Nonetheless, for both dilation matrices, J(z) :=∑γ˜∈Γ˜ (PP∗)(e−i2piA−Tγ˜ z) has non-negative coefficients and satisfies J(1)
= 1. Hence, by Lemmas 5 and 6 (with r = 1), there exist Laurent polynomials Q1(z), . . . ,QN(z), for some N ∈ N, that satisfy
(2.1). Thus, by Theorem A, the wavelets ψ1, . . . , ψN determined by the two-scale symbols Q1, . . . ,QN generate a wavelet
tight frame of L2(R2). Here, the number N of frame generators depends on how the decomposition (3.15) is achieved.
As an illustration, let us consider the 3-directional box spline with ` = n = m = 2, and define, as in Theorem 1, the
Laurent polynomial
J(z) = 1
1024
(
346+ 106z21 + 106z−21 + 106z22 + 106z−22 + 106z21z22 + 106z−21 z−22 + 6z−21 z−42
+ 6z−41 z−22 + 6z21z−22 + 6z−21 z22 + 6z21z42 + 6z22z41 + z41 + z−41 + z42 + z−42 + z41z42 + z−41 z−42
)
.
Since J(1) = 1, we can re-write the Laurent polynomial J in matrix formulation as follows:
1− J(z) = 4
64 · 64 x(z)

106 −106 0 0 0 0
−106 214 0 −1 −106 −1
0 0 118 −6 −6 −106
0 −1 −6 14 −6 −1
0 −106 −6 −6 118 0
0 −1 −106 −1 0 108
 x∗(z)
with x = [ z21z22 1 z22 z41z42 z21 z42 ]. The above matrix is a positive semi-definite matrix, which can be written as
Q TDQ with
Q =

1 −1 0 0 0 0
0 0 −6 7 0 −1
0 2 −6 −7 12 −1
0 −1 1 0 1 −1
0 1 1 0 −1 −1
 , D = diag
([
106
3
14
1
14
374
7
380
7
])
.
Thus, following the algorithm formulated in the Appendix with H(z) in Step 3 equal to 264x(z)Q
T, we can construct 9 frame
generators with supports in [−4, 4]2. We remark that there could be fewer generators at the expanse of larger support. For
example, a construction in [6, Example 5.4] gives 7 frame generators.
We remark that the above example is relatively straightforward for two reasons: firstly, it is an application to the scalar-
valued setting (with r = 1); and secondly, since the refinable functions, the box splines, are obtained by the convolution
operation, the two-scale symbols are trivial.
To illustrate the generality of our method, we now turn to the construction of multi-wavelet tight frames (with r ≥ 2).
We will give 3 examples based on the following subdivision schemes: the tight frame in Example 2 is associated with the
C0 piecewise linear (to be denoted by S01 ) refinable function vector on the 4-directional mesh ∆
2 with two-scaled symbol
given in [18]; the tight frame in Example 3 corresponds to the C1 piecewise cubic (to be denoted by S13 ) refinable function
vector on∆2 studied in [16]; and finally, the tight frame in Example 4 is constructed by using the C2 piecewise cubic (to be
denoted by S23 ) refinable function vector on the 6-directional mesh∆
3 introduced in [20]. As alreadymentioned in Section 1,
∆3 is obtained by the 1-to-6 Powell–Sabin split of each triangle of the 3-directional mesh∆1.
Unfortunately, since the condition J(1) ≤ Ir is not always satisfied, and certainly not in Example 2, we cannot directly
apply Lemma 7. To overcome this restriction, we determine a matrix sequenceDk, k ∈ Zs with the following properties: its
associated symbol D(z) is invertible on Ts; the refinable functionΦ# given by
Φ# =
∑
k∈Zs
DkΦ(· − k)
is in closL2{Φ(· − k), k ∈ Zs} and the two-scale symbol P# ofΦ# given by
P#(z) = D(zA)P(z)D−1(z) (5.1)
defines J# as in Theorem 1 satisfying J#(1) ≤ Ir . The invertibility of D(z) on Ts implies that Φ# and Φ generate the same
MRA. Thus, we can apply our construction to J# as well.
Example 2. LetΦ = [φ1, φ2]T ∈ S01(∆2) be refinable with dilation matrixA = 2I2. The two-scale symbol of the associated
subdivision scheme in [18] is given by
P(z) = 1
4
1+
1
2
(z1 + z2)(1+ z−11 z−12 )
1
2
(1+ z−11 )(1+ z−12 )
z1z2
1
2
(1+ z1)(1+ z2)
 .
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Let
P#(z) = diag(1,√2) P(z) diag(1, 1/√2)
and, to avoid working with square roots, consider
J(z) =
∑
γ˜∈{0,1/2}s
P(e−i2piA
−Tγ˜ z) diag(1, 1/2) P∗(e−i2piA
−Tγ˜ z).
We get
J(z) = 1
32
[
20+ 2z22 + 2z21 + 2z−21 + 2z−22 1+ z−21 + z−22 + z−21 z−22
1+ z21 + z22 + z21z22 12
]
and J(1) =
[
7/8 1/8
1/8 3/8
]
≤
[
1 0
0 1/2
]
. Applying Corollary 2 and Lemma 7 we obtain
H(z) = 1
16
[
(1− z22)[
√
6+ 2+ (√6− 2)z21 ] 2
√
6(1− z21) −
√
2J1,2(z)
0 0 4
√
2
]
such that
J(z)+ HH∗(z) =
[
1 0
0 1/2
]
.
By Lemmas 2 and 4, we obtain 6 frame generators with support [−3, 3]2 and determined by
Q1(z) = −

1
16
(−6+ z1 + z−11 + z2 + z−12 )
√
2
32
(1+ z−11 )(z−12 + 1)
√
2
8
(2+ z1 + z−11 + z−12 + z2 + 2z1z2)
1
64
(−29+ 2z1 + z−11 + 2z2 + z−12 + 2z1z2 + z−11 z−12 )

Q2(z) = − 164
2(2+ 2z21 − 14z1 + z31 + z−11 + z−12 + z21 z−12 + z2 + z2z21 ) √2(1+ z21 )(1+ z−11 )(z−12 + 1)
2
√
2(2z21 + z1 + z31 + z21 z−12 + z2z21 + 4z1z2) 2+ z21 − 29z1 + 2z2 + z21 z−12 + 2z1z2 + z1z−12

Q3(z) = − 164
2(2z22 + 2+ z1z22 + z1 + z22 z−11 + z−11 − 14z2 + z−12 + z32 )
√
2(1+ z−11 )(z22 + 1)(z−12 + 1)
2
√
2(2z22 + z1z22 + z22 z−11 + z2 + z32 + 4z1z2) 2+ z22 + 2z1 + z22 z−11 − 29z2 + 2z1z2 +
1
z1z2

Q4(z) = − 164
 16z1z2 4√2(1+ z1)(z2 + 1)√
2(z1 + 4+ z1z22 + z2z21 + 2z1z2 + z2)z1z2 2+ z22 z21 + 2z1 + z1z22 + 2z2 + z2z21 − 29z1z2
 ,
Q5(z) = − 1128

(2+√6)(z1 + z1z22 + z2z21 + 2z1z2 + z2)(z21 + 5− 2
√
6)(z2 − 1)(z2 + 1)
z13z23
(
√
3+√2)(z21 + 5− 2
√
6)(1+ z1)(z2 − 1)(z2 + 1)2
z31 z
3
2
2
√
6(z1 + z1z22 + z2z21 + 2z1z2 + z2)(1+ z1)(z1 − 1)
z2z31
2
√
3(z1 − 1)(z2 + 1)(1+ z1)2
z2z31
 ,
Q6(z) = 1128
√2
(
(2z2 + 2z22 + 2z32 + z42 + 1)(z1 + z31 )+ (2z21 + z41 + 1)(z2 + z32 )− 16z21 z22
)
z1z2
(z1 + 1)(z2 + 1)(z21 + z21 z22 − 8z1z2 + 1+ z22 )
z1z2
0 0
 .
The construction in [10, Section 5] yields 12 frame generators with supports in [0, 2]2.
Example 3. We next consider the refinable function vector Φ = [φ1, φ2]T ∈ S13(∆2) with dilation matrix A = 2I2 for the
subdivision scheme introduced and studied in [16]. Its two-scale symbol
P(z) =
[
p11(z) p12(z)
p21(z) p22(z)
]
is given by
p11(z) = 132 (1+ z
3
2)(z1 + z21)+ (z2 + z22)(1+ 4z1 + 4z21 + z31),
p12(z) = 1322(z
2
1 + z31)(z22 + z32),
p21(z) = 132 (1+ 2z2 + z
2
2)(1+ 2z1 + z21),
p22(z) = 132 (z2 + 2z
2
2 + z32)(z1 + 2z21 + z31).
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Defining J as in Theorem 1, we again do not get J(1) ≤ I2 right away. Thus, we consider
P#(z) = diag(√2, 1)P(z) diag(1/√2, 1)
and, again to avoid working with square roots, modify J as follows:
J(z) =
∑
γ˜∈{0,1/2}s
P(e−i2piA
−Tγ˜ z) diag(1/2, 1)P∗(e−i2piA
−Tγ˜ z).
Then J(1) ≤ diag(1/2, 1). Using the constructive proofs of Lemmas 6 and 7 with
K = J(1, 1) = 1
32 · 32
[
352 320
320 384
]
and the non-negativity of the coefficients of J(z), implying J22(z) ≤ K22 < 1 for z ∈ Ts, we get12 0
0 1
− J(z) =
[0 0
0 K22 − J22(z)
]
+
1 −J12(z)1−K22
0 1
 B(z)
 1 0−J∗12(z)
1−K22 1

with non-negative on Ts matrix-valued Laurent polynomial
B(z) =
12 − J11(z)− J12(z) · J21(z)1−K22 0
0 1−K22
 .
Due to 1−K22 > 0, our factorization task is reduced to writing the scalar-valued Laurent polynomials
K22 − J22(z) and 12 − J11(z)−
J12(z) · J21(z)
1−K22
as sums of squares of some scalar-valued Laurent polynomials. To do that we let
x1(z) =
[
z2β :β ∈ {0, 1}2]
and, due to x(z)I4 x∗(z) = 4, we get the following representation
K22 − J22(z) = 132 · 32x1(z)

96 0 0 00 96 0 00 0 96 0
0 0 0 96
−
54 18 18 618 54 6 1818 6 54 18
6 18 18 54

 x∗1(z). (5.2)
While this matrix representation is certainly not unique, the matrix inside the parentheses on the right-hand side is chosen
to be symmetric and positive semi-definite. In addition, its rank is 3 and has eigenvectors are v1 = [ 1 −1 −1 1 ]T,
v2 = [ 1 0 0 −1 ]T and v3 = [ 0 1 −1 0 ]T. This yields the factorization
K22 − J22(z) = x1(z)

...
...
...
v1 v2 v3
...
...
...


3
1024
0 0
0
1
256
0
0 0
1
256

· · · v
T
1 · · ·
· · · vT2 · · ·
· · · vT3 · · ·
 x∗1(z).
Using the techniques in [21, Section 5], we reduce the rank of the matrix in (5.2) and find another positive semi-definite
matrix of rank 2 whose eigenvectors are v1 = [ 1 1 −1 −1 ]T, v2 =
[
439
624
−439
624
− 156
2195
156
2195
]T
. This leads to
K22 − J22(z) = x1(z)

...
...
v1 v2
...
...

 1256 0
0
5
256
[· · · vT1 · · ·· · · vT2 · · ·
]
x∗1(z).
Next we look for a decomposition of 12 − J11(z)− J12(z)·J21(z)1−K22 . To do that let
x2(z) =
[
1 z21 z
2
2 z
2
1z
2
2 z
−2
1 z
−2
2 z
−2
1 z
2
2 z
2
1z
−2
2
]
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and note that
1
2
− J11(z)− J12(z) · J21(z)1−K22 =
1
32 · 32 · 640x2(z)
[
640 · diag(B)− 640 · C − ETE] x∗2(z) (5.3)
with
B = [166 119 119 100 3 3 1 1] ,
C =
[
C11 04×4
04×4 04×4
]
, C11 =
52 16 16 416 52 4 1616 4 52 16
4 16 16 52

and
E = [156 62 62 24 6 6 2 2 ] .
The entries ofB are chosen in such a way that x2(z) diag(B)x∗2(z) = 32× 16 and the resulting matrix
640 diag(B)− 640 C − ET E
is positive semi-definite, such that its row and column sums are zero, and the off-diagonal entries are non-positive. The
rank of this matrix is 7. Let w1 = [ 0 0 0 0 0 0 1 −1 ], w2 = [ 0 0 0 0 0 −4 2 2 ], w3 =
[ 0 0 0 0 −5 3 1 1 ], w4 = [ 2 1 1 4 −3 −3 −1 −1 ], w5 = [ 0 4 −4 0 0 0 0 0 ],
w6 = 1189 [ 2764 −1642 −1642 536 −6 −6 −2 −2 ],w7 =
[
3007
363
3007
726
3007
726 − 5602363 − 103242 − 103242 − 103726 − 103726
]
.
Then the Laurent polynomial in (5.3) has, for example, the following representation as sums of squares
1
32 · 32 · 160x2(z)

...
...
...
w1 · · · w7
...
...
...
F
· · · w
T
1 · · ·
...
...
...
· · · wT7 · · ·
 x∗2(z)
withF = diag
([
80 12 12
80 215
4356
355
189
4
605
21
])
. Wewould like to emphasize that the flexibility of working
with matrix factorization is not only in the variety of factorizations to choose from, but also in the choice of the matrices in
(5.2) and (5.3). Using the above decompositions and the algorithm in Appendix, we get 10 multi-wavelet frame generators
with supports in [−6, 6]2.
Example 4. Finally consider the minimum-supported bivariate spline φ1 ∈ S23(∆2) introduced independently in [20,22].
Although φ1, explicitly formulated in [20, Figure 10], is not refinable, yet it is shown in [20] that the 2-vectorΦ = [φ1, φ2]T
is a refinable function vectorwith the dilationmatrixA = 2I2, whereφ2 := φ1(A−11 ·)withA1 :=
[
2 −1
1 −2
]
. The corresponding
subdivision scheme is also studied in [20], by using the corresponding two-scale symbol
P(z) = 1
32
 −1+ p(z) 9
1+ 2
3
p(z)+ 1
3
p(z2)+ 1
3
q(z) 5+ 3p(z)+ q(z)

with
p(z) = z1 + z−11 + z2 + z−12 + z1z2 + (z1z2)−1,
q(z) = z21z2 + z−21 z−12 + z1z22 + z−11 z−22 + z1z−12 + z−11 z2.
Our construction of the multi-wavelet frame in this case is similar to the one in the previous example, which stresses once
again the simplicity of our construction method.
Defining J as in Theorem 1 we get J(1) ≤ I2 right away. Using the constructive proofs of Lemmas 6 and 7 with
K = J(1, 1) = 1
32 · 32
[
376 216
216 952
]
and the non-negativity of the coefficients of J(z), implying J22(z) ≤ K22 < 1 for z ∈ Ts, we, similar to Example 3, reduce
our factorization task to writing the scalar-valued Laurent polynomials
K22 − J22(z) and 1− J11(z)− J12(z) · J21(z)1−K22
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as sums of squares of some scalar-valued Laurent polynomials. To do that we let
x(z) := [1 z21 z41 z22 z42 z21z22 z41z42]
and, due to x(z) I7 x∗(z) = 7, we get the following representations
K22 − J22(z) = 932 · 32x(z)

4 0 0 0 0 0 −4
0 48 0 0 0 0 −48
0 0 4 0 0 0 −4
0 0 0 1720 −836 −836 −48
0 0 0 −836 888 −48 −4
0 0 0 −836 −48 1720 −836
−4 −48 −4 −48 −4 −836 944
 x
∗(z) (5.4)
and
1− J11(z)− J12(z) · J21(z)1−K22 =
9
32 · 32x(z)

2 0 0 0 0 0 −2
0 4 0 0 0 0 −4
0 0 2 0 0 0 −2
0 0 0 468 −232 −232 −4
0 0 0 −232 238 −4 −2
0 0 0 −232 −4 468 −232
−2 −4 −2 −4 −2 −232 246
 x
∗(z). (5.5)
The matrices on the right-hand sides of (5.4) and (5.5) are chosen in such a way that they are positive semi-definite with
row and column sums zero. They each have rank 6 and their respective eigenvectors vij, i = 1, 2, j = 1, . . . , 6, are given
by v11 = [ 1 0 0 0 0 0 −1 ]T, v12 = [ 0 1 0 0 0 0 −1 ]T, v13 = [ 0 0 1 0 0 0 −1 ]T, v14 =
1
2 [ 0 0 0 1 −1 1 −1 ]T, v15 = [ 0 0 0 a1 −a2 −a1 a2 ]T, v16 = [ 0 0 0 −a2 −a1 a2 a1 ]T
with a1 = 605921 and a2 = 3411303 , and v2j = v1j, j = 1, . . . , 4, v25 = [ 0 0 0 a3 −a4 −a3 a4 ]T, v26 =
[ 0 0 0 −a4 −a3 a4 a3 ]T with a3 = 10221563 and a4 = 8673221 . These yield the decompositions
9
32 · 32x(z)

...
...
...
vj1 · · · vj6
...
...
...
Fj
· · · v
T
j1 · · ·
...
...
...
· · · vTj6 · · ·
 x∗(z), j = 1, 2,
with F1 = diag
([
4 48 4 1768
88 968
31
17 920
31
])
and F2 = diag
([
2 4 2 472
24 698
169
134 162
169
])
. Us-
ing the above decompositions and the algorithm detailed in the Appendix (see Steps 5–8), we obtain 11multi-wavelet frame
generators.
Acknowledgements
The authors were partially supported by DARPA/NGA Grant HM1582-05-2-0003. Charles is also with the Department of
Statistics, Stanford University, Stanford, CA 94305, and his research is supported by ARO Grant W911NF-07-1-0525.
Appendix
In this section, for the convenience of the reader, we state the main steps of our frame construction algorithm implicitly
given in Sections 3 and 4.
Algorithm. 1. Step: Check the assumptions of Theorem 1 for J.
2. Step: If J does not satisfy the assumptions of Theorem 1, try to use (5.1).
3. Step: Use (3.36) and (3.37) to reduce the decomposition to the scalar-valued case r = 1.
4. Step: Use Lemma 5 or matrix techniques in [10] to obtain r ×mmatrix H(z) as in (3.34).
5. Step: Set
f(z) := [Pγ0(zA) . . . Pγd−1(zA) H(zA)] .
6. Step: Append fwith zeros, so that its new width rd+ m˜ is divisible by r .
7. Step: Apply Lemma 2 to f to get H = [Hi,j(z)]1≤i≤rd+m˜+r,1≤j≤rd+m˜+r as in (3.8).
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8. Step: Define Qj:
[
PT(z) QT1(z) . . . Q
T
d−1+m˜/r(z)
] := d−1 [zγ0 . . . zγd−1]

[
Hi,j(z)
]
1≤i≤r,1≤j≤rd+m˜+r[
Hi,j(z)
]
r+1≤i≤2r,1≤j≤rd+m˜+r
...[
Hi,j(z)
]
(d−1)r+1≤i≤dr,1≤j≤rd+m˜+r
 .
Note that one could do Step 6 in the algorithm above also after Step 7 appending H with zeros instead of f. We show,
next how to apply the above algorithm for Example 3 in Section 5 by giving the corresponding Matlab code.
syms z1 z2
% The symbol P
p11=z1+z1^2+z2+4*z1*z2+4*z1^2*z2+z1^3*z2+z2^2+4*z1*z2^2+4*z1^2*z2^2+z1^3*z2^2+z1*z2^3+z1^2*z2^3;
p12=2*z1^2*z2^2+2*z1^3*z2^2+2*z1^2*z2^3+2*z1^3*z2^3;
p21=1+2*z1+z1^2+2*z2+4*z1*z2+2*z1^2*z2+z2^2+2*z1*z2^2+z1^2*z2^2;
p22=z1*z2+2*z1^2*z2+z1^3*z2+2*z1*z2^2+4*z1^2*z2^2+2*z1^3*z2^2+z1*z2^3+2*z1^2*z2^3+z1^3*z2^3;
P=[p11 p12; p21 p22]; %should be multiplied by 1/32
Pstar=[P(1,1) P(2,1); P(1,2) P(2,2)]; Pstar=subs(subs(Pstar,z1,z1^-1),z2,z2^-1);
PPstar=expand(P*Pstar); % P*Pstar, should be multiplied by 1/32*32
% Apply Algorithm 1\colon
% 1. Step
J=simplify(expand(PPstar+subs(PPstar,z1,-z1)+subs(PPstar,z2,-z2)+subs(subs(PPstar,z1,-z1),z2,-z2)));
J11=subs(subs(J,z1,1),z2,1); % should be multiplied by 32*32
eig(diag([1 1])-1/(32*32)*J11); % one of the eigenvalues is negative
% 2. Step
PPstar=expand(P*diag([1/2,1])*Pstar); % should be multiplied by 1/32*32
J=expand(PPstar+subs(PPstar,z1,-z1)+subs(PPstar,z2,-z2)+subs(subs(PPstar,z1,-z1),z2,-z2));
J11=subs(subs(J,z1,1),z2,1); % should be multiplied by 1/32*32
eig(diag([1/2 1])-1/(32*32)*J11); % (3.38) is satisfied with O=diag(1/2 1)
% 3. Step % diag([1/2 1])-J=diag([0 K(2,2)-J(2,2)])+H1*B*H1star with
K=J11;
H1 =[1 -J(1,2)/(32*32-K(2,2)); 0 1];
H1star=[1 0; -J(2,1)/(32*32-K(2,2)) 1];
B=[32*16-J(1,1)-J(1,2)*J(2,1)/(32*32-K(2,2)) 0; 0 32*32-K(2,2)];
% 4. Step
x =[z1^-2*z2^-2; z1^-2; z2^-2; 1]; xstar=[z1^2*z2^2 z1^2 z2^2 1];
% decomposition of K(2,2)-J(2,2)
A=1/6*diag([96 96 96 96])-1/6*[54 18 18 6; 18 54 6 18; 18 6 54 18; 6 18 18 54];
% one possible factorization A-[v1 v2 v3]*diag([3 4 4])*[v1 v2 v3]’ with
v1=[1 -1 -1 1]’; v2=[1 0 0 -1]’; v3=[0 1 -1 0]’;
% so we get K(2,2)-J(2,2)-6*xstar*[v1 v2 v3]*diag([3 4 4])*[v1 v2 v3]’*x=0
% decomposition of 32*16-J(1,1)-J(1,2)*J(2,1)/(32*32-K(2,2))
x1 =[ 1; z1^-2; z2^-2; z1^-2*z2^-2; z1^2; z2^2; z1^2*z2^-2; z1^-2*z2^2];
xstar1=[1 z1^2 z2^2 z1^2*z2^2 z1^-2 z2^-2 z1^-2*z2^2 z1^2*z2^-2];
A=[52 16 16 4 0 0 0 0;...
16 52 4 16 0 0 0 0;...
16 4 52 16 0 0 0 0;...
4 16 16 52 0 0 0 0;...
0 0 0 0 0 0 0 0;...
0 0 0 0 0 0 0 0;...
0 0 0 0 0 0 0 0;...
0 0 0 0 0 0 0 0];
A=640*diag([166, 119, 119, 100, 3, 3, 1, 1 ])-640*A-[156 62 62 24 6 6 2 2]’*[156 62 62 24 6 6 2 2];
% one of the possible decomposition is
% A-[w1 w2 w3 w4 w5 w6 w7]*diag([4*80 4*300 12*4 80215/4356*4 355*4 189 2420/21])*[w1 w2 w3 w4 w5 w6 w7]’
% with
w1=[0 0 0 0 0 0 1 -1]’; w2=[0 0 0 0 0 -4/5 2/5 2/5]’; w3=[0 0 0 0 -5 3 1 1]’;
w4=[2 1 1 4 -3 -3 -1 -1]’; w5=[0 4 -4 0 0 0 0 0 ]’;
w6=[2764/189 -1642/189 -1642/189 536/189 -2/63 -2/63 -2/189 -2/189]’;
w7=[3007/363 3007/726 3007/726 -5602/363 -103/242 -103/242 -103/726 -103/726]’;
W=[w1 w2 w3 w4 w5 w6 w7];
Dsqrt=diag([8*sqrt(5) 20*sqrt(3) 4*sqrt(3) sqrt(80215)/(3*11) 2*sqrt(355) 3*sqrt(21) sqrt(5)*2*11/sqrt(21)]);
% H(z) satisfying (3.34) is given by
H=[ xstar1*W*Dsqrt -J(1,2) 0 0 0;...
0 0 0 0 0 0 0 sqrt(32*32-K(2,2)) xstar*[v1 v2 v3]*diag([3*sqrt(2) 2*sqrt(6) 2*sqrt(6) ])];
Hstar=[ [Dsqrt*W’*x1; -J(2,1); 0; 0; 0 ] ...
[0;0;0;0;0;0;0;sqrt(32*32-K(2,2)); diag([3*sqrt(2) 2*sqrt(6) 2*sqrt(6) ])*[v1 v2 v3]’*x]];
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% 5. Step
P=P*diag([1/sqrt(2) 1]);
P00=1/4*expand(1/2*(P+subs(P,z1,-z1)+subs(P,z2,-z2)+subs(subs(P,z1,-z1), z2, -z2)));
P10=1/4*expand(1/2*z1^-1*(P-subs(P,z1,-z1)+subs(P,z2,-z2)-subs(subs(P,z1,-z1), z2, -z2)));
P01=1/4*expand(1/2*z2^-1*(P+subs(P,z1,-z1)-subs(P,z2,-z2)-subs(subs(P,z1,-z1), z2, -z2)));
P11=1/4*expand(1/2*z1^-1*z2^-1*(P-subs(P,z1,-z1)-subs(P,z2,-z2)+subs(subs(P,z1,-z1), z2, -z2)));
f=diag([sqrt(2) 1])*[P00 P10 P01 P11 H];
% 6. Step
f=[f zeros(2,1)];
% 7. Step
v=expand([-1 f(1,\colon)]); vstar=subs(subs(v,z1,z1^-1),z2,z2^-1);
H1=[zeros(20,1) eye(20); 1 zeros(1,20)]*(eye(21)-v.’*vstar); % see (3.9)
H2=[H1 zeros(21,1); zeros(1,21) 1]; % see (3.10)
Fz=expand(subs(subs(H2.’,z1,z1^-1), z2, z2^-1)*[f zeros(2)].’);% see (3.11)
Fz=[-1; Fz(2\colon21,2)];
H3=[zeros(20,1) eye(20); 1 zeros(1,20)]*(eye(21)-Fz*Fz.’); % see (3.12)
H=H2*[1 zeros(1,21); zeros(21,1) H3]; % see (3.13)
% 8. Step
OurMatrix=H(1\colon8,\colon); % see Lemma 3
M1=OurMatrix(1\colon2,\colon); M2=OurMatrix(3\colon4,\colon); M3=OurMatrix(5:6,\colon); M4=OurMatrix(7\colon8,\colon);
PolyM=expand(1/2*(M1.’+z1*M2.’+z2*M3.’+z1*z2*M4.’));
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