Different commutative semigroups may have a common saturation. We consider distinguishing semigroups with a common saturation based on their "sparsity". We propose to qualitatively describe sparsity of a semigroup by considering which faces of the corresponding rational polyhedral cone have saturation points. For a commutative semigroup we give a necessary and sufficient condition for determining which faces have saturation points. We also show that we can construct a commutative semigroup with arbitrary consistent patterns of faces with saturations points.
Introduction
Let A = {a 1 , . . . , a n }, a i ∈ Z d , i = 1, . . . , n, be a finite set of integral points and let Q = Q(A) denote the commutative semigroup generated by a 1 , . . . , a n . In our previous paper (Takemura and Yoshida [2006] ) we studied properties of holes, which are difference between the semigroup and its saturation. We gave some necessary and sufficient conditions for the finiteness of the set of holes. In this paper we give a more detailed description of how holes are located, when there are infinitely many holes. Studying holes of Q finds applications in many areas, such as commutative algebra (Bruns et al. [1997] , Bruns and Gubeladze [2002b,a] , Kantor and Sarkaria [2001] , Gelfand et al. [1994] , Sturmfels [1996] ), optimization (Aardal and Lenstra [2002] , Aardal et al. [ , 2000 ), number theory (Barvinok and Woods [2003] ), and statistics (Dobra et al. [2003] , Cox [2000 Cox [ , 2002 , Ohsugi and Hibi [2006] , Vlach [1986] ).
Let K = cone(a 1 , . . . , a n ) is the rational polyhedral cone generated by a 1 , . . . , a n . In this paper, without essential loss of generality, we assume that the lattice generated by a 1 , . . . , a n is Z d . In this case the saturation Q sat of Q is defined by Q sat = K ∩ Z d . The elements of H = Q sat \ Q are called holes of Q. We assume that K is a pointed cone with non-empty interior. Let B denote the unique minimal Hilbert basis of K (i.e. the unique minimal generator of K ∩ Z d ). In the following we simply say the Hilbert basis instead of the unique minimal Hilbert basis.
All holes have to be close to the boundary of K. However holes may be concentrated only around some low dimensional proper faces of K or they may be distributed all over the boundary of K. In the latter case Q can be considered as more sparse than the former case. In order to qualitatively describe this distinction we define the notion of an almost saturated face of K and show how to determine whether a given face F is almost saturated or not. In this paper we consider that K is a given rational polyhedral cone and the purpose of our investigation is to differentiate semigroups with common saturation K ∩ Z d by their configurations of the almost saturated faces.
For the rest of this section we summarize some relevant definitions and results from Takemura and Yoshida [2006] . We call a ∈ Q sat , a = 0, a fundamental hole if Q sat ∩ (a + (−Q)) = {a}. Let H 0 be the set of all fundamental holes in Q. H 0 is always finite for any given semigroup by Proposition 7 in Takemura and Yoshida [2006] . a ∈ Q is called a saturation point if a + Q sat ⊂ Q. Let S be the set of all saturation points of the semigroup Q. Under the assumption that K is pointed, S is non-empty by Problem 7.15 of Miller and Sturmfels [2005] . LetS = Q \ S = non-saturation points of Q. Now, consider minimal points of S with respect to S or Q. We call a ∈ S an S-minimal (or a Q-minimal) saturation point if there exists no other b ∈ S, b = a, such that a − b ∈ S (or Q). Let min(S; S) be the set of S-minimal saturation points and min(S; Q) be the set of Q-minimal saturation points.
For each fundamental hole y ∈ H 0 and for each a ∈ A, we defineλ(y, a) = min{λ ∈ Z | y + λa ∈ Q}, if the set is non-empty. Otherwise we defineλ(y, a) = ∞. Similarly for each element b ∈ B in the Hilbert basis of K and for each a ∈ A, we defineμ(b, a) = min{λ ∈ Z | b+λa ∈ Q}, if the set is non-empty. Otherwise we defineλ(b, a) = ∞.
The following is a list of some notation:
Using these definitions and notation, Takemura and Yoshida [2006] showed several necessary and sufficient conditions for H's finiteness, which are summarized in the following theorem: Theorem 1.1 (Takemura and Yoshida [2006] ). Under the assumptions and the definitions above the the following statements are equivalent:
1. min(S; S) is finite.
cone(S) is a closed rational polyhedral cone.
3. There is some s ∈ S on every extreme ray of K.
H is finite.
5.λ(y, a) < ∞, ∀y ∈ H 0 , ∀a ∈ A.
6.μ(b, a) < ∞, ∀b ∈ B, ∀a ∈ A.
7.S is finite.
In this paper, we investigate saturation points and holes in a semigroup with the given polyhedral cone K farther and we study how saturation points are distributed in each face of the fixed polyhedral cone K. In Section 2, we will define almost saturated faces and nowhere saturated faces of K. Then, we will extend the results in Takemura and Yoshida [2006] in terms of almost saturated faces and nowhere saturated faces of K, and we will show some preliminary results on almost saturated faces and nowhere saturated faces of K. In Section 3, we will give the necessary and sufficient conditions for a face of K to be almost saturated or to be nowhere saturated. Section 4 shows that one can construct a semigroup Q from any antichain of faces of any given cone K so that the faces in the antichain are minimal almost saturated in Q. In Section 5 we will apply our theorems to a small example and to a more complicated example of 2 × 2 × 2 × 2 tables with three 2-marginals and a 3-marginal as the simplicial complex on 4 nodes [12] [13] [14] [234] with levels of 2 on each node.
Definitions and preliminary results
Let F denote the face poset of K. For each proper face F ∈ F, F K, there exists a supporting hyperplane
For each proper face F , we choose and fix c F throughout this paper. relint(F ) denotes the relative interior of F . Let A F = A∩F denote the set of elements of A in the face F . Similarly define
is the commutative semigroup generated by a ∈ A F . As a particular convenient element in Q(A) ∩ relint(F ), we often make use of the following element
Elements of the Hilbert basis B in F is denoted by
B F is the unique minimal Hilbert basis for F . It can be easily shown that every element in the Hilbert basis B not belonging to Q is a fundamental hole:
Now we give a key definition for this paper. Proof. First note that if F ⊂ G, then for any b ∈ relint(G) we have
The above lemma shows that if there are infinitely many holes, we can describe how the holes are distributed in terms of the set of minimal almost saturated faces. Here "minimal" refers to the partial order of the face poset in terms of inclusion of faces. Also by Lemma 2.2 a nowhere saturation of F is more naturally stated. In Definition 2.1 F is defined to be nowhere saturated if there is no saturation point of Q on relint(F ). In fact "relint" is not needed.
Lemma 2.3. F is nowhere saturated if and only if no point of
Proof. We only need to consider saturation points on the boundary of F . If there is a saturation point a of Q on the boundary of F , then a has to belong to some relative interior of G with G ⊂ F . Then by Lemma 2.2 F is almost saturated.
We end this section with some 2-dimensional examples to illustrate our definitions. The commutative semigroups of the examples share a common saturation but the distribution of the holes are different. In our examples we will write A as a d × n integral matrix, so that a 1 , . . . , a n are columns vectors of A.
Example 2.4. Let A be an integral matrix such that
Thus, H,S, and min(S; S) are all finite. Note that one dimensional faces 
Example 2.5. Let A be an integral matrix such that
A = 1 1 1 1 0 2 3 4 . The cone K is defined by K = cone(A) = {(x 1 , x 2 ) t : −4x 1 + x 2 ≤ 0, x 1 , x 2 ∈ R + } which
is the same as Example 2.4. The hole H consists of elements
Thus, H,S, and min(S; S) are all infinite. However, min(S; 
is the same as Example 2.4 and Example 2.5. The hole H consists of elements
Thus, H,S, and min(S; S) are all infinite. However, min(S; Q) = {(2, 4) t , (2, 5) t , (2, 6) t } is finite. Note that one dimensional faces 
Condition for almost saturation of a face
In this section we consider the problem of determining which face of K = cone(A) is almost saturated for a given A. We use the following fact proved in Lemma 15 of Takemura and Yoshida [2006] .
Lemma 3.1. Suppose that the semigroup Q = Q(A) is not saturated. a ∈ Q is a saturation point if and only if a + y ∈ Q for all fundamental holes y.
For a face F , we denote the parallel shift of Q F by y ∈ K by
We will consider the case that y is a hole. We now prove the following fact. Proof. Suppose that y + Q F ⊂ H for some fundamental hole y ∈ H 0 . Then for y + a ∈ Q for every a ∈ Q F . By Lemma 3.1 a is not a saturation point. Therefore F is nowhere saturated. Conversely suppose that F is nowhere saturated. By Lemma 2.3 no a ∈ Q F is a saturation point. Then by Lemma 3.1 for each a ∈ Q F there exists a fundamental hole y ∈ H 0 such that a + y ∈ H. Consider a * F in (1). a * F ∈ relint(F ) ∩ Q. Consider a * F , 2a * F , 3a * F , . . . . These are not saturation points of Q. Therefore for each ka * F , k ∈ N, there exists a fundamental hole y = y k such that ka * F + y ∈ H. Since there are only finite number of fundamental holes, there exists a fundamental hole y 0 ∈ H 0 such that ka * F + y 0 ∈ H for infinitely many k. Now each a ∈ Q F is a non-negative integer combination of a i 's in Q F : 
which is a contradiction. Therefore a + y 0 ∈ H for every a ∈ Q F .
We now state the following main result of this section.
Theorem 3.3. A face F is almost saturated if and only if every fundamental hole y ∈ H 0 can be written as y = x 1 a 1 + · · · + x n a n , x j ∈ Z, ∀j, and
Equivalently, F is nowhere saturated if and only if (3) does not have a feasible solution for some fundamental hole y.
Proof. Suppose that F is almost saturated. Then by Proposition 3.2. y + Q F ⊂ H for every fundamental holes y. Therefore for every y there exists a ∈ Q F such that y + a ∈ Q, i.e. b = y + a ∈ Q. But then y = b − a is a feasible solution to (3). Conversely suppose that (3) has a feasible solution for every fundamental hole y. Then
Therefore F is almost saturated by Proposition 3.2.
Theorem 3.3 is stated in terms of the fundamental holes. For applications it is more convenient to have a condition for elements in the Hilbert basis B of K. We have the following theorem.
Theorem 3.4. A face F is nowhere saturated if and only if for some element b of the Hilbert basis B
b = x 1 a 1 + · · · + x n a n , x j ∈ Z, ∀j, and
does not have a feasible solution.
Proof. Suppose that (4) does not have a feasible solution for some b ∈ B. Obviously this b can not belong to Q. Then by (2) b is a fundamental hole and F is nowhere saturated by Theorem 3.3. Conversely suppose that (4) has a feasible solution for every element b ∈ B. Now every fundamental hole y ∈ H 0 can be written as a non-negative integral combination of b's. Then forming the same non-negative integral combination of the feasible solutions of b's, we obtain a feasible solution to (3) for every fundamental hole y ∈ H 0 . Therefore by Theorem 3.3 F is almost saturated.
Finally we prove the following theorem. Proof. The set of Q-minimal saturation point min(S; Q) is always finite by Proposition 19 of Takemura and Yoshida [2006] . Suppose that F is nowhere saturated. Then min(S; Q) ∩ F = ∅. In Section 1, we chose the normal vector c F for F . Choose a point y 0 from min(S; Q) which minimizes c F · y: c F · y 0 = min
Because y 0 is a saturation point, all points on y 0 + Q F are saturation points. Suppose that some a ∈ y 0 + Q F is not an S-minimal saturation point. Then a can be written as a sum of non-zero saturation points a = a 1 + a 2 , a 1 , a 2 ∈ S.
and c F · a = c F · a 1 + c F · a 2 . Since a 1 , a 2 do not belong to Q F , both c F · a 1 and c F · a 2 are positive. In particular c F · a > c F · a 1 > 0. However c F · a = c F · y 0 and
Now a 1 can be written as a 1 = y 1 +ỹ, y 1 ∈ min(S; Q),ỹ ∈ Q, and therefore c F · a 1 ≥ c F · y 1 . Then c F ·y 0 > c F ·y 1 > 0, but this contradicts our choice of y 0 . Therefore y 0 + Q F ⊂ min(S; S). Conversely suppose that F is almost saturated. Then there exists a saturation point a on Q F . Let y be any Q-minimal saturation point and consider y + a, which is a sum of two non-zero saturation points and therefore not S-minimal. But y + a ∈ y + Q F . Therefore y + Q F ⊂ min(S; S).
Construction of a semigroup with arbitrary configuration of almost saturated faces
The set of minimal almost saturated faces form an antichain (Section 3.1 of Stanley [1997] ), i.e. there is no inclusion relation among minimal almost saturated faces. Then a natural question to ask is whether for any given antichain of faces we can construct Q = Q(A) such that the set of minimal almost saturated faces of Q coincides with the given antichain. In this section we show that it is always possible by explicitly constructing A for a given antichain.
Let {F 1 , . . . , F M } be an antichain of faces. Writē
which is the Hilbert basis with the origin added. For
Theorem 4.1. For any given antichain of faces {F 1 , . . . , F M } let
Note that each element of A is either i) 2b, b ∈ B , ii) 2b *
Proof. cone(A) = K because the Hilbert basis B contains all the extreme rays of K and A contains all 2b, b ∈ B. The saturation of Q(A) is K ∩ Z d because K ∩ Z d is generated by B and each b ∈ B can be written as b = (2b *
where both 2b * belong to A. Now we show that every face G ∈ G is nowhere saturated, where
For an arbitrary G ∈ G consider c G chosen in Section 2. G is a proper face and there exists
On the other hand let a ∈ Q(A) \ G. Since a is a non-negative integral combination of the elements of A, we distinguish two cases: i) a contains some 2b, b ∈ G, or ii) a does not contain any 2b, b ∈ G. In the former case we have
For the latter case a has to contain some 2b * F i , since a in not on G. Furthermore this F i is not a subset of G and therefore b * F i contains some b ∈ G. Then the same argument as in the case i) shows that a ∈ b G + Q G . We have shown that all points of b G + Q G are holes and hence G is nowhere saturated by Proposition 3.2.
Finally we need to show that each F i is almost saturated. Let C = |B| denote the number of elements in the Hilbert basis. We claim that 2Cb * F i is a saturation point and therefore F i is almost saturated. We are now going to prove this claim. Every element of Q sat = K ∩ Z d is a non-negative integral combination of elements of B. However 2b, b ∈ B, are already contained in A. Therefore x ∈ Q(A) is a saturation point if for every subsetB of B
is a saturation point. This proves the theorem.
Examples
In this section we will go through some theorems with an example from Example 2.5 and with a defining matrix for 2 × 2 × 2 × 2 tables with three 2-marginals and a 3-marginal as the simplicial complex on 4 nodes [12] [13] [14] [234] with levels of 2 on each node.
2 × 4 matrix from Example 2.5
Let A be an integral matrix such that
Now we examine whether F 1 and F 2 are nowhere saturated or almost saturated via Theorem 3.3. First, we will decide whether F 1 is nowhere saturated or almost saturated. Note that a 1 ∈ F 1 , so we set the system of linear equations and inequalities such that:
We count the number of integral solutions in the system (6) via LattE (DeLoera et al. [2003] ) and find out that there is no integral solution in the system. Thus, by Theorem 3.3, we know that F 1 is nowhere saturated. Secondly, we will decide whether F 2 is nowhere saturated or almost saturated. Note that a 4 ∈ F 2 , so we set the system of linear equations and inequalities such that:
We count the number of integral solutions in the system (7) via LattE and find out that there are two integral solutions in the system, namely (x 1 , x 2 , x 3 , x 4 ) = (0, 0, 3, −2) and (x 1 , x 2 , x 3 , x 4 ) = (0, 1, 1, −1). Thus, by Theorem 3.3, we know that F 2 is almost saturated. Now we are going to decide whether F 1 and F 2 are nowhere saturated or almost saturated via Theorem 3.4. Note that the Hilbert basis B of the cone K consists of 5 elements For F 2 we set the five system of equations and inequalities such that:
Using LattE we find out that all system contains integral solutions, thus by Theorem 3.4, F 2 is almost saturated. We are going to decide whether F 1 is nowhere saturated using Theorem 3.5. From Example 2.5, we know that min(S; Q) = {(1, 2) t , (1, 3) t , (1, 4) t }. We take (1, 2) t ∈ min(S; Q). Then we notice that (1, 2) t + Q F 1 is contained in min(S; S), thus, by Theorem 3.5, F 1 is nowhere saturated.
5.2 2 × 2 × 2 × 2 tables with 2-marginals and a 3-marginal Now we consider 2 × 2 × 2 × 2 tables with three 2-marginals and a 3-marginal as the simplicial complex on 4 nodes [12] [13] [14] [234] with levels of 2 on each node. Takemura and Yoshida [2006] showed that the cardinality of H for the semigroup defined by their matrix is infinite. Thus, we should like to investigate which face of the polyhedral cone defined by this matrix is almost saturated or nowhere saturated by Theorem 3.4. To compute minimal Hilbert bases of cones, we used normaliz (Bruns and Koch [2001] ) and to compute each hyperplane representation and vertex representation we used CDD (Fukuda [2005] ) and lrs (Avis [2005] ). Also we used 4ti2 (Hemmecke et al. [2005] ) to compute defining matrices. To count the number of integral solutions in each system, we used LattE (DeLoera et al. [2003] ).
After removing redundant rows (we removed redundant rows using cddlib) (Fukuda [2005] ), 2 × 2 × 2 × 2 tables with 2-marginals and a 3-marginal have the 12 × 16 defining matrix. Thus the semigroup is generated by 16 (column) vectors in Z 12 such that: Using CDD we computed the system of 48 linear inequalities for defining the cone. Thus, the cone K has 48 facets. The results of our experiments are in Table 1 . To enumerate all faces, we used allfaces gmp from CDDLIB.
From Table 1 we see that 64 almost saturated 2 dimensional faces are minimal. We have checked that all almost saturated faces with dimensions 3 or larger contain at least one of 64 Dimension # of faces # of nowhere # of almost  11  48  0  48  10  492  0  492  9  2104  0  2104  8  4898  2  4896  7  6956  16  6940  6  6440  56  6384  5  4064  112  3952  4  1796  140  1656  3  560  112  448  2  120  56  64  1 16 16 0 Table 1 : Faces for 2 × 2 × 2 × 2 tables with three 2-marginals and a 3-marginal. The first column represents the dimension of faces, the second column represents the number of faces, the third column represents the number of nowhere saturated faces, and the fourth column represents the number of almost saturated faces.
almost saturated 2 dimensional faces. This implies that 2 nowhere saturated 8 dimensional faces are the maximal nowhere saturated faces. Therefore the most important faces to investigate are 2 nowhere saturated 8 dimensional faces and 64 almost saturated 2 dimensional faces. We give detailed descriptions of these faces. For 2 nowhere saturated 8 dimensional faces, the set of extreme rays of a cone is the set of 8 columns of 16 generators for the semigroup, namely columns 1, 2, 7, 8, 11, 12, 13, 14 . Since this 8 dimensional face is spanned by 8 vectors, it is a simplicial face. The extreme rays of the other cone is just the complement of the extreme rays of this cone. These two nowhere saturated faces are corresponding to [234] marginals. In order to see a picture, we let x i correspond to the ith column of the defining matrix A above. Let T = (T ijkl ) be a 2 × 2 × 2 × 2 table where i, j, k, l = 1, 2. Then we can write 16 cells of a 2 × 2 × 2 × 2 table as Figure 4 . There are eight [234] marginals, i.e.
Four marginals {T +111 , T +221 , T +122 , T +212 } correspond to one face and and the other four marginals correspond to another face.
We now consider 64 almost saturated 2 dimensional faces. Each 2 dimensional face is spanned by two extreme rays and each extreme ray corresponds to a cell T ijkl . Therefore each face can be identified with a pair of cells. Rather than listing all 64 faces, it is more instructive to consider symmetry of the problem and list only different types of the faces. Note that the semigroup has the symmetry with respect to interchanging the values 1 ↔ 2 for each i, j, k, l independently, and with respect to the permutation of indices j, k, l. Therefore the product group S 2 × S 2 × S 2 × S 2 × S 3 is naturally acting on the semigroup. By this action an almost saturated face is mapped to another almost saturated face. Detailed investigation of group invariance for Markov bases is given by Aoki and Takemura [2003] and Aoki and Takemura [2005] . The orbits • There are 24 Type 2c almost saturated 2 dimensional faces.
There are no almost saturated 2 dimensional faces of other types. In order to make this classification based on symmetry clear, we give the following example. 
