Abstract. An austere submanifold is a minimal submanifold where for each normal vector, the set of eigenvalues of its shape operator is invariant under the multiplication by −1. In the present paper, we introduce the notion of weakly reflective submanifold, which is an austere submanifold with a reflection for each normal direction, and study its fundamental properties. Using these, we determine weakly reflective orbits and austere orbits of linear isotropy representations of Riemannian symmetric spaces.
Introduction
Orbits of an s-representation, that is a linear isotropy representation of a Riemannian symmetric pair, are important examples of homogeneous submanifolds in the hypersphere of a Euclidean space. For example, a homogeneous isoparametric hypersurface in the hypersphere, which many mathematicians have investigated, can be obtained as a principal orbit of an s-representation of a Riemannian symmetric pair of rank two. It is known that there exists a unique minimal isoparametric hypersurface in each parallel family of isoparametric hypersurfaces. Furthermore, typical examples of minimal submanifolds in the hypersphere are given as orbits of s-representations. Hirohashi-Song-Takagi-Tasaki [7] showed that there exists a unique minimal orbit in each strata of the stratification of orbit types. However, in general we can not explicitly point out which orbit among each strata is a minimal submanifold.
Harvey-Lawson [4] introduced the notion of austere submanifold, which is a minimal submanifold whose second fundamental form has a certain symmetry. They showed that one can construct a special Lagrangian cone, therefore absolutely areaminimizing, in a complex Euclidean space as the twisted normal bundle of an austere submanifold in a sphere (see [4] , [2] ). As we mentioned above, the complete list of minimal orbits of s-representations in the hypersphere is unknown at the moment. Therefore we first attempt to determine all austere orbits. We give a necessary and sufficient condition for an orbit to be an austere submanifold in the hypersphere in terms of the restricted root system of a Riemannian symmetric pair. By this criterion, we can determine all orbits which are austere submanifolds in the hypersphere. Since the definition is focused on a symmetry of its second fundamental form, the notion of austere submanifold is an infinitesimal property of a submanifold. However, we observe that some of austere orbits, which we classified, have a certain global symmetry. This symmetry is a globalization of the notion of austere submanifold and a weakened condition of a reflective submanifold. Therefore we shall call them weakly reflective submanifolds, and study some fundamental properties of them. Finally we determine all weakly reflective orbits of s-representations.
The organization of this paper is as follows. In Section 2, we will give the definition of weakly reflective submanifold (Definition 2.1), and recall some related notions. We study their relationship and fundamental properties. In Section 3, we summarize the geometry of orbits of s-representations of Riemannian symmetric pairs. This will be a preliminary for the sections below. In Section 4, we shall give the list of orbits of s-representations which are weakly reflective submanifolds in the hypersphere (Theorem 4.1). We show that these orbits are weakly reflective submanifold in the hypersphere there, however, we will show that the list gives all weakly reflective orbits later. In Section 5, we will give a criterion of austere orbits (Lemma 5.3), and determine all orbits which are austere submanifolds in the hypersphere (Theorem 5.1). Furthermore we show that austere orbits which are not enumerated in the list of weakly reflective orbits are not weakly reflective submanifolds. Then we will complete the proof of the list of weakly reflective orbits. In Section 6, we will study relationships between weakly reflective submanifolds in a sphere and those in Euclidean spaces or complex projective spaces.
The authors are profoundly grateful to Makoto Kimura and Osami Yasukura for their helpful suggestion on Proposition 4.4. Before we wrote this paper, Kimura, Yasukura and the third named author showed a previous version of Proposition 4.4 which is unpublished, that is, the orbit of the highest root of a compact Lie group under the adjoint action is an austere submanifold in the hypersphere. The authors would also like to thank Reiko Miyaoka for her valuable comments. In fact, Proposition 2.9 was essentially suggested by her. Finally the authors are grateful to the referee who gave them many useful comments.
Definitions and fundamental results
We begin with recalling the definition of reflective submanifold given by Leung [8] . LetM be a complete Riemannian manifold. A connected component of the fixed point set of an involutive isometry ofM is called a reflective submanifold. A reflective submanifold is a complete totally geodesic submanifold. The involutive isometry which defines a reflective submanifold M can be determined uniquely. We call it the reflection of M and denote by σ M . If M is a reflective submanifold iñ M and σ M is its reflection, then for any normal vector ξ ∈ T
hold. Taking notice of these properties, we define a weakly reflective submanifold as follows. In the case where M is a hypersurface, σ ξ is independent of the choice of ξ at each point x. In this paper mainly we deal with orbits of some isometric actions of compact Lie groups. We note that if M is an extrinsic homogeneous submanifold inM , that is an orbit of an isometric action of a Lie group onM , then it suffices to ascertain that at one point of M it satisfies the condition to be a weakly reflective submanifold.
Remark 2.2. For a reflective submanifold, there exists a reflection which is independent of the choice of a normal vector. So it is clear that a reflective submanifold is always a weakly reflective submanifold. Example 2.3.
Proof.
, it suffices to ascertain that at one point of S n−1 (1) × S n−1 (1) it satisfies the condition to be a weakly reflective submanifold. The tangent space of
is given by
and the normal space in (1) and 
For a normal vector ξ ∈ T ⊥ x M , we denote by A ξ the shape operator of M with respect to ξ and by h the second fundamental form of M . For X, Y ∈ T x M , we take vector fieldsX andỸ defined on a neighborhood of x inM which are tangent to M andX x = X andỸ x = Y . Since σ ξ satisfies σ ξ (M ) = M , vector fields dσ ξX and dσ ξỸ are tangent to M . Let∇ denote the covariant derivative ofM . Then we have
From the following calculation
This implies that (dσ ξ ) x provides an isomorphism between eigenspaces of A ξ for eigenvalues λ and −λ. Thus M is an austere submanifold.
In the rest of this section, we shall study weakly reflective orbits of isometric actions of Lie groups on Riemannian manifolds. First we shall provide some preliminaries. Let G be a Lie group acting isometrically on a Riemannian manifold M and G x be the isotropy subgroup at x, that is,
It is known that there exists a principal orbit. The codimension of a principal orbit is called the cohomogeneity of the action of G onM . An orbit which is not principal is called a singular orbit. The differential of the action of G x defines a linear representation of G x on T xM called the linear isotropy representation. The tangent space T x (G(x)) and the normal space T Proof. Suppose that the isometric action of a Lie group G on a Riemannian manifold M is cohomogeneity one. Let G(x) be a singular orbit.
First we consider the case where the codimension of G(x) is greater than or equal to 2. From the slice representation theorem, the isotropy subgroup G x acts transitively on the hypersphere in T ⊥ x (G(x)). In particular, for any ξ ∈ T ⊥ x (G(x)) there exists g ∈ G x such that dg x (ξ) = −ξ. Therefore g becomes a reflection of G(x) at x with respect to ξ. Since G(x) is a homogeneous submanifold, G(x) has a reflection with respect to any normal vector at any point. Thus G(x) is a weakly reflective submanifold inM .
When the codimension of G(x) is 1, dim T ⊥ x (G(x)) = 1 and the dimension of a nontrivial orbit of the slice representation is equal to 0 by Theorem 2.6. Moreover the slice representation at x is not trivial, because G(x) is a singular orbit. Therefore the image of the slice representation is not SO (1) but O(1) and for any ξ ∈ T ⊥ x (G(x)) there exists g ∈ G x such that dg x (ξ) = −ξ. Thus, by the same discussion with above, G(x) is a weakly reflective submanifold inM .
Remark 2.8. Podestá [13] proved that any singular orbit of a cohomogeneity one action is an austere submanifold. However, essentially he showed Proposition 2.7. Proof. Since there exist two singular orbits, the orbit spaceM /G is homeomorphic to a closed interval (Mostert [10] , Bergery [1] ). Orbits of interior points are principal and those of end points are singular. Moreover principal orbits are hypersurfaces inM , because the cohomogeneity of the action of G is one. Suppose that G(x) is a principal orbit which is a weakly reflective submanifold. Then, by the slice representation theorem, there exists a unit normal vector field ξ on G(x), which is invariant under the action of G. We take a geodesic γ(t) ofM which satisfies an initial condition
Then γ(t) is a section of the action of G onM , namely γ(t) meets all orbits
is a geodesic ofM which satisfies an initial condition
Since G(x) is a weakly reflective submanifold ofM , there exists an isometry σ of M which satisfies
that is a reflection of G(x) with respect to ξ x . We set
is a geodesic which satisfies an initial condition
by the same discussion for σ −1 and γ(−t). Thus σ(G(γ(t))) = G(γ(−t)) and σ induces a homeomorphism ofM /G. This implies that σ maps one singular orbit to the other one. Hence two singular orbits can be expressed as G(γ(t 1 )) and G(γ(−t 1 )) for some t 1 . Consequently we have the conclusion.
Orbits of s-representations
A linear isotropy representation of a Riemannian symmetric pair is called an s-representation as we mentioned in Introduction. In the following sections, we will study orbits of s-representations which are austere submanifolds or weakly reflective submanifolds. For this purpose, we shall provide some fundamental notions of orbits of s-representations in this section.
Let G be a compact, connected Lie group and K a closed subgroup of G. Assume that θ is an involutive automorphism of G and G
and G 0 θ is the identity component of G θ . Then (G, K) is a symmetric pair with respect to θ. We denote the Lie algebras of G and K by g and k, respectively. The involutive automorphism of g induced from θ will be also denoted by θ. Then we have k = {X ∈ g | θ(X) = X}. Take an inner product ⟨ , ⟩ on g which is invariant under θ and the adjoint representation of G. Set m = {X ∈ g | θ(X) = −X}, then we have a canonical orthogonal direct sum decomposition
Henceforth we assume that the symmetric pair (G, K) is irreducible, namely K acts irreducibly on m.
Fix a maximal abelian subspace a in m and a maximal abelian subalgebra t in g containing a. For α ∈ t we set
and define the root systemR of g bỹ
For α ∈ a we set
and define the restricted root system R of (g, k) by
SetR 0 =R ∩ k and denote the orthogonal projection from t to a by H →H. Then we have
We take a basis of t extended from a basis of a and define the lexicographic orderings > on a and t with respect to these bases. Then for H ∈ t,H > 0 implies H > 0. We denote byF the fundamental system ofR with respect to the ordering >. Set
then the fundamental system F of R with respect to the ordering > is given by
We setR
Under these notations, we have the following lemma.
Lemma 3.1 ([14] ).
(1) We have orthogonal direct sum decompositions
are respectively orthonormal bases of k λ and m λ and that for H ∈ a
We define a subset D of a by
A connected component of a − D is a Weyl chamber. We set
Then C is an open convex subset of a and the closure of C is given bȳ
For a subset ∆ ⊂ F , we define
For each α ∈ F , we take H α ∈ a such that
Then we haveC
We also set
Then we have an orthogonal direct sum decomposition
Lemma 3.3 ([6]). Fix a subset ∆ ⊂ F . For H ∈ C
∆ we have the following:
is a symmetric pair and its canonical decomposition is given by
without loss of generalities we may assume H ∈C. Moreover, from Lemma 3.2, there exists ∆ ⊂ F such that H ∈ C ∆ . For X ∈ k we define a vector field X * on m by 
Let h denote the second fundamental form of Ad(K)H at H in the hypersphere S.
where
The calculation of X * x mentioned above shows the representation of the second fundamental form.
For orbits of s-representations which are minimal submanifolds in the hypersphere, the following theorem is known.
Theorem 3.5 ([7]). Fix a hypersphere
However, in general we can not determine H where Ad(K)H is a minimal submanifold in S explicitly. In the following two sections, we will give the complete lists of H where Ad(K)H is an austere submanifold or a weakly submanifold in S.
Weakly reflective orbits of s-representations
In this section, we shall study orbits of irreducible s-representations which are weakly reflective submanifolds in the hypersphere. In the next section, we will study austere orbits. Since these two properties of orbits are invariant under scalar multiples on the vector spaces, we do not discriminate the difference of the length of a vector. The following theorem is the main result of this section. We shall follow the notations of root systems in [3] .
Theorem 4.1. An orbit of an irreducible s-representation which is a weakly reflective submanifold in the hypersphere is one of the following list:
(1) an orbit through a restricted root vector (Proposition 4.4), (2) Here we prove that orbits listed above are weakly reflective submanifolds. In the next section, we will classify all austere orbits of irreducible s-representations and show that all weakly reflective orbits can be obtained in Theorem 4.1. For this purpose, we shall first give the following lemma. 
Proof. From Lemma 3.4, the normal space of the orbit Ad(
If Ad(K)H is a weakly reflective submanifold in S, then for ξ ∈ H ⊥ ∩ a there exists a linear isometry σ ξ of m which satisfies
Here we have (dσ ξ ) H = σ ξ , since σ ξ is a linear isometry. Conversely, assume that Ad(K)H satisfies the condition (4.1). We take an ar-
Then, from the assumption, there exists a linear isometry σ which satisfies
Thus σ ξ is a reflection of Ad(K)H with respect to a normal vector ξ at H. Since Ad(K)H is a homogeneous submanifold, we have a reflection with respect to any normal vector at an arbitrary point. Consequently Ad(K)H is a weakly reflective submanifold in S.
Proposition 4.4. An orbit through a restricted root vector of the linear isotropy representation of an irreducible compact symmetric pair is a weakly reflective submanifold in the hypersphere S.
Proof. Let α 0 be a restricted root vector and put H = α 0 . The reflection s α0 on a with respect to α 0 is given by
and satisfies
The reflection s α0 is an element of the Weyl group, hence there exists
and we have Ad(K)(−H) = Ad(K)H. We define a linear isometry σ of m by 
We now define a linear isometry of m by
Thus from Lemma 4.3, Ad(K)H is a weakly reflective submanifold in S. Proof. An irreducible compact symmetric pair with the restricted root system of type D l is one of (
and (SO(2l), SO(l) × SO(l)). First we consider the case of (SO(2l) × SO(2l), SO(2l)
* ). In this case, m can be identified with o(2l) in a natural manner. We take a maximal abelian subalgebra
, and put
We define a linear isometry σ of o(2l) by
Then σ is an isometry of S and satisfies
Hence from Lemma 4.3, Ad(K)H is a weakly reflective submanifold in S. Second, we consider the case of (SO(2l), SO(l) × SO(l)). We take a maximal abelian subspace
and put
We define a linear isometry σ of m by
Hence from Lemma 4.3, Ad(K)H is a weakly reflective submanifold in S. Proof. We take a fundamental system of {±e i ± e j } of type D 4 :
The automorphism group of the Dynkin diagram is the permutation group of {α 1 , α 3 , α 4 }. So there exists an automorphism of m mapping α 1 to α 4 and fixing α 3 , which gives an equivalence of the orbits through e 1 and e 1 + e 2 + e 3 + e 4 . Thus the orbit through e 1 + e 2 + e 3 + e 4 is also a weakly reflective submanifold in the hypersphere. Similarly the permutation of α 1 and α 3 gives an equivalence of the orbits through e 1 and e 1 + e 2 + e 3 − e 4 . Thus the orbit through e 1 + e 2 + e 3 − e 4 is also a weakly reflective submanifold in the hypersphere.
In the case of (SO(8), SO(4) × SO(4)) we can explicitly represent a reflection of the orbit though e 1 + e 2 + e 3 + e 4 . The linear isotropy representation is equivalent to
Let e i denotes an element of M 4 (R) whose (i, i) component is 1 and others are 0. Then the orbit through e 1 + e 2 + e 3 + e 4 is SO (4) 
Since H ∼ = R 4 , we can regard ϕ z1⊗z2 as an element of M 4 (R) and ϕ induces an isomorphism M 4 (R) ∼ = H ⊗ H of real algebras. We define an involutive isometry σ of H ⊗ H by σ :
We also denote by σ the linear isometry of M 4 (R) induced from σ through ϕ. We note that
is invariant under σ. Therefore SO(4) is invariant under σ. The identity element I is fixed by the action of σ. The normal space of SO(4) at I in S 15 (2) is given by
It is easy to see that T ⊥ I (SO (4)) is contained in the eigenspace of σ for an eigenvalue −1. Thus σ is a reflection of SO(4) with respect to an arbitrary normal vector at I.
Austere orbits of s-representations
In this section we classify all orbits of irreducible s-representations which are austere submanifolds in the hypersphere S. In the previous section we showed that all orbits through restricted root vectors (or their scalar multiples) are weakly reflective, hence austere. Therefore, hereafter we shall concern with other orbits. We will also determine austere orbits which are not weakly reflective submanifolds. Then we will complete to prove Theorem 4.1.
The classification of austere orbits is following: Before giving a proof of Theorem 5.1 we shall provide some preliminaries. Let (G, K) be an irreducible compact symmetric pair. We shall use the notations in previous sections. From Lemma 3.4, for a normal vector ξ ∈ T ⊥ H (Ad(K)H), the shape operator A ξ of Ad(K)H in the hypersphere S is given by
For simplification, we discuss a normalization of a normal vector ξ. From Lemma 3.4,
Thus we have
This implies that eigenvalues of A Ad(k)ξ and their multiplicities coincide with those of A ξ . Hence, in order to show whether an orbit Ad(K)H is austere, it suffices to check eigenvalues of A ξ for ξ ∈ H ⊥ ∩ a. Hereafter we assume that ξ ∈ H ⊥ ∩ a. From Lemmas 3.1 and 3.4
On the other hand, from (5.2), we have Let A be a finite subset of a Euclidean space V . We consider a condition that, for any v ∈ V , the set {⟨a, v⟩ | a ∈ A} with multiplicities is symmetric by the multiplication of −1. This condition is equivalent to a condition that A is symmetric by the multiplication of −1 on V . Indeed, it is obvious that {⟨a, v⟩ | a ∈ A} is symmetric whenever A is symmetric. Conversely, fix an arbitrary a ∈ A. From the assumption we have
If −a / ∈ A, then the right hand side consists of finite union of hyperplanes of V . This is a contradiction. Therefore −a ∈ A. Consequently A is symmetric by the multiplication of −1 on V .
Let p H : a → H ⊥ ∩ a denote the orthogonal projection. An orbit Ad(K)H is austere in S if and only if the set
with multiplicities is symmetric by the multiplication of −1 on H ⊥ ∩ a. By this criterion, we can easily see that orbits listed in Theorem 5.1 are austere submanifolds in the hypersphere S. Hereafter we shall prove that all austere orbits can be obtained in Theorem 5.1.
We set RR = {xα | x ∈ R, α ∈ R}. We have already showed that the orbit through any element in RR is weakly reflective in the hypersphere, so we consider the orbits through elements in a − RR 
, and (5.4)
Here we denote by m(µ) the multiplicity of a restricted root µ, and µ // α means that µ and α are linearly dependent.
Excepting the case where the restricted root system R is of type BC, the equality
Proof. The orthogonal projection p H is defined by
p H (X) = X − ⟨X, H⟩ ⟨H, H⟩ H (X ∈ a).
Therefore Ad(K)H is an austere submanifold in S if and only if the set
with multiplicities is symmetric by the multiplication of −1 on H ⊥ ∩ a. In other words, there exists a mapping f :
This condition for the multiplicities is equivalent to (5.4). From (5.5), if f has a fixed point α, then H ∈ RR. Thus f has no fixed points.
If we assume (5.5), then there exist non-zero real numbers x, y so that H = xα + yf (α). Applying this to the equation (5.5), we have a quadratic equation
with respect to x and y. Thus we have
hence H can be expressed as
.
Since this equality holds for any α ∈ R + − R ∆ + , we have the condition (5.3). Replacing α in (5.5) by f (α), we have
From equations (5.5) and (5.6), we have
The above discussion stands for any restricted root systems R, including of type BC. Henceforth we assume that R is not of type BC. Then α is the only element of R + − R ∆ + which is a scalar multiple of α. Thus f 2 (α) = α. Since f has no fixed points, #(R + − R ∆ + ) is even. This completes the proof.
Here we mention some results concerning with the Weyl group needed later. The action of the Weyl group maps the restricted root system R onto itself ( [5] ). We can see that, for any restricted roots α and β with the same length, there exists an element s in the Weyl group such that β = sα by the classification of the restricted root systems. In this case, m(β) = m(α) holds. In particular, if the restricted root system R is one of the types A l , D l , E 6 , E 7 and E 8 , then the Weyl group acts transitively on R and all restricted roots have constant multiplicities, since all restricted roots have the same length.
Proposition 5.4. In the case where R is of type A l , an austere orbit is one of the following except orbits through a restricted root vector:
(1) when l = 2, the orbit through H = 2e 1 − e 2 − e 3 and the orbit through e 1 + e 2 − 2e 3 , (2) when l = 3, the orbit through H = e 1 + e 2 − e 3 − e 4 .
Proof. In the case of R = A l , R + is given by R + = {e i − e j | i < j}. Since all restricted roots have constant multiplicities, the condition (5.4) of Lemma 5.3 is always satisfied. From Lemma 5.3, without loss of generalities, we may assume that H = ±(a positive root) ± (a positive root), since all restricted roots have the same length. Moreover since any root can be translated to e 1 − e 2 by the action of the Weyl group, we may assume that H = (e 1 −e 2 )±(a positive root). The positive root in the second term of H is one of e 1 − e i (3 ≤ i), e 2 − e j (3 ≤ i), e i − e j (3 ≤ i < j).
In the case of H = (e 1 − e 2 ) ± (e 1 − e i ) (3 ≤ i), e i can be translated to e 3 by the action of an element of the Weyl group which fixes both e 1 and e 2 . Therefore we can put which have a possibility to be austere. In the case of H = 2e 1 − e 2 − e 3 , the only possibility to be the form H = (a positive root) ± (a positive root) is H = (e 1 − e 2 ) + (e 1 − e 3 ). Thus, from Lemma 5.3, the set R + − R ∆ + must be
When l ≥ 3, since ⟨e 3 − e 4 , H⟩ ̸ = 0, we have e 3 − e 4 ∈ R + − R ∆ + . This is a contradiction. Hence l = 2 and then Ad(K)H is austere in S. Similarly, the orbit through H = e 1 + e 2 − 2e 3 is also austere.
In the case of H = e 1 +e 2 −e 3 −e 4 , possibilities to be the form H = (a positive root)± (a positive root) are H = (e 1 − e 3 ) + (e 2 − e 4 ) = (e 1 − e 4 ) + (e 2 − e 3 ). (1) the orbit through H = e 1 , (2) when l = 4, the orbits through H = e 1 + e 2 + e 3 + e 4 , e 1 + e 2 + e 3 − e 4 .
Proof. In the case of R = D l , R + is given by R + = {e i ± e j | i < j}. Since all restricted roots have constant multiplicities, the condition (5.4) of Lemma 5.3 is always satisfied. It is easy to see that the orbit through e 1 (or its scalar multiple) is austere. Therefore we consider other orbits. From Lemma 5.3, we can assume H = ±(a positive root) ± (a positive root), since all restricted roots have the same length. Since any root can be translated to e 1 + e 2 by the action of the Weyl group, we can assume H = (e 1 + e 2 ) ± (a positive root). Furthermore any root can be translated to one of e 1 ± e 2 , e 1 + e 3 , e 2 + e 4 , e 3 + e 4 , e 3 − e 4 by the action of elements of the Weyl group which fix e 1 , e 2 . Therefore H is one of the following: which have a possibility to be austere. In the case of H = 2e 1 + e 2 + e 3 , the only possibility to be the form H = (a positive root) ± (a positive root) is H = (e 1 + e 2 ) + (e 1 + e 3 ).
Since ⟨e 1 − e 2 , H⟩ ̸ = 0, we have e 1 − e 2 ∈ R + − R ∆ + . This is a contradiction. Hence this orbit is not austere.
In the case of H = e 1 +e 2 +e 3 +e 4 , possibilities of the form H = (a positive root)± (a positive root) are H = (e 1 + e 2 ) + (e 3 + e 4 ) = (e 1 + e 3 ) + (e 2 + e 4 ) = (e 1 + e 4 ) + (e 2 + e 3 ). Remark 5.7. In the case of R = B 2 , there exist two singular orbits and these are not isometric. Hence from Proposition 2.9, a principal austere orbit in Proposition 5.6 is not a weakly reflective submanifold.
Proof. First we consider the case of R = B l , where R + = {e i , e i ± e j | i < j}. From Lemma 5.3, we can assume
i) When α and β are both short roots, we can put H = α ± β. Furthermore, since any short root α can be translated to e 1 by the action of the Weyl group, we can assume H = e 1 ± β. If β = e 1 , then H = 2e 1 and this is equivalent to the orbit through a root vector. If β = e j (j ≥ 2), then H = e 1 ± e j is a root vector.
ii) When α and β are both long roots, we can put H = α ± β. Since any long root α can be translated to e 1 + e 2 by the action of the Weyl group, we can assume H = (e 1 + e 2 ) ± β. Furthermore β can be translated to one of β = e 1 ± e 2 , e 1 + e 3 , e 2 + e 3 , e 3 + e 4 by the action of elements of the Weyl group which fix e 1 and e 2 .
In the case of β = e 1 ± e 2 , H is equivalent to a root or zero vector. In the case of β = e 1 + e 3 , H = (e 1 + e 2 ) ± (e 1 + e 3 ) = { 2e 1 + e 2 + e 3 , e 2 − e 3 (root).
When H = 2e 1 +e 2 +e 3 , the only possibility to be the form H = (a positive root)± (a positive root) is H = (e 1 + e 2 ) + (e 1 + e 3 ). Thus R + − R ∆ + must be R + − R ∆ + = {e 1 + e 2 , e 1 + e 3 }. On the other hand, since ⟨e 1 , H⟩ ̸ = 0, we have e 1 ∈ R + − R ∆ + . This is a contradiction. Hence this orbit is not austere.
In the case of β = e 2 + e 3 , H = (e 1 + e 2 ) ± (e 2 + e 3 ) = { e 1 + 2e 2 + e 3 ∼ 2e 1 + e 2 + e 3 , e 1 − e 3 (root).
In the case of β = e 3 + e 4 , H = (e 1 + e 2 ) ± (e 3 + e 4 ) = On the other hand, since ⟨e 1 , H⟩ ̸ = 0, we have e 1 ∈ R + −R ∆ + . This is a contradiction. Hence this orbit is not austere.
iii) When α is a short root and β is a long root, we can assume α = e 1 and H = e 1 ± β √ 2 where β = e 1 + e 2 , e 2 + e 3 .
In the case of H
On the other hand, there is no µ ∈ R + such that
Thus we have l = 2. In this case
then H satisfies the condition (5.3) of Lemma 5.3. Hence this orbit is austere if the multiplicities of the restricted roots are constant. In the case of
, we can express H as
Permuting e 1 and e 2 by the action of the Weyl group and replacing e 2 → −e 2 , we have that this orbit is equivalent to the orbit through
In the case of β = e 2 + e 3 ,
In this case e 3 ∈ R + − R ∆ + . On the other hand, there is no µ ∈ R + such that
Hence this orbit is not austere. Second we consider the case of R = C l , where R + = {2e i , e i ± e j | i < j}. For this purpose we shall use the dual mapping and transfer the result of the case R = B l by the dual mapping. A mapping
is called a dual mapping. This maps a root system to a root system, more precisely, a long root is moved to a short root and a short root is moved to a long root. The root systems of type B l and C l are dual by this mapping, and other irreducible root systems are self-dual. If there exists f which satisfies (5.3) for H ∈ a, then there exists f * which satisfies (5.3) for H * . In the above discussion, in the case of R = B l (l ≥ 3), we showed that there are no austere orbits except orbits through a restricted root vector. Thus we also have that there are no austere orbits except orbits through a restricted root vector in the case of R = C l (l ≥ 3). When l = 2, C 2 = B 2 .
Finally we shall consider the case of R = BC l , where R + = {e i , 2e i , e i ± e j | i < j}. From Lemma 5.3, we can put
If ∥α∥ = ∥β∥, then we can put H = α ± β. When α and β are both short roots or both long roots, H is a scalar multiple of a root vector. When α and β are both middle roots, we can assume α = e 1 + e 2 and H = (e 1 + e 2 ) ± β (β = e 1 + e 3 , e 2 + e 3 , e 3 + e 4 ).
By the action of the Weyl group, these are equivalent to Since there is no f which satisfies (5.3), this orbit is not austere. It remains the case where ∥α∥ < ∥β∥. When α is a short root and β is a long root, H is a scalar multiple of a root vector. By the dual mapping, we can identify two cases, where α is a short root and β is a middle root, and where α is a middle root and β is a long root. Therefore we shall discuss the former. In this case, we can assume α = e 1 and , the orbit has a possibility to be austere if l = 2. In this case, the orbit is a principal orbit. This orbit is austere if the sum of the multiplicities of long roots and short roots coincides with the multiplicity of middle roots. From the classification of symmetric pairs, there does not exist such a symmetric pair. Proof. The fundamental system F of the restricted root system of type G 2 is given by F = {α 1 = e 1 − e 2 , α 2 = −2e 1 + e 2 + e 3 } and the set R + of positive roots is 
When α and β are both short roots, we can put H = α±β (α ̸ = β). Furthermore, since any short root α can be translated to α 1 by the action of the Weyl group, we can assume
In the case of β = α 1 + α 2 ,
Then H is a root vector. In the case of β = 2α 1 + α 2 ,
Then H is a root vector. When α and β are both long roots, we can put H = α ± β (α ̸ = β). Since any long root α can be translated to α 2 by the action of the Weyl group, we can assume
In the case of β = 3α 1 + α 2 ,
Then H is a scalar multiple of a root vector. In the case of β = 3α 1 + 2α 2 ,
Then H is a scalar multiple of a root vector.
When α is a short root and β is a long root, we can assume α = α 1 and
We note that the orbit though H is a principal orbit. In these cases, H is equivalent to a scalar multiple of
by the action of the Weyl group. In the case of
) .
Thus from Lemma 5.3 this orbit is austere. This completes the proof. Proof. In this case R + is given by
} From Lemma 5.3, we can assume
When α and β are both short roots, we can put H = α ± β. In this case, since any short root can be translated to e 1 by the action of the Weyl group, we can put
In the case of β = e i , H is a root vector. In the case of β = 1 2 (e 1 ± e 2 ± e 3 ± e 4 ).
2 (e 1 ± e 2 ± e 3 ± e 4 ), 2 (e 1 ± e 2 ± e 3 ± e 4 ) (a root). Thus we consider the case of H = e 1 + 1 2 (e 1 ± e 2 ± e 3 ± e 4 ). In this case, ⟨e 4 , H⟩ ̸ = 0, however, there does not exist β ∈ R + such that
Hence from Lemma 5.3 this orbit is not austere. When α and β are both long root, we can assume H = e 1 + e 2 ± e i ± e j (i < j). Moreover, we exclude H which is a scalar multiple of a root vector. Then H = 2e 1 + e 2 ± e i , e 1 + 2e 2 ± e i (i = 3, 4).
The reflection s e3−e4 permutes e 3 and e 4 , and fixes e 1 , e 2 . Therefore we can put
In this case, ⟨e 3 , H⟩ ̸ = 0, however, there does not exist β ∈ R + such that
Hence this orbit is not austere. When α is a short root and β is a long root, we can put
Moreover, by the action of the Weyl group we can assume
In the case of
, we have ⟨e 3 , H⟩ ̸ = 0. However, there does not exist β ∈ R + such that
Hence this orbit is not austere. In the case of H = e 1 +
±e1+e2 √ 2
, we have ⟨e 2 + e 3 , H⟩ ̸ = 0. However, there does not exist β ∈ R + such that
Hence this orbit is not austere. Proof. In the case of R = E 8 , R + is given by
Since all restricted roots have constant multiplicities, the condition (5.4) of Lemma 5.3 is always satisfied. From Lemma 5.3, we can put H = e 1 + e 2 + β where 
Hence this orbit is not austere. When H = 2e 2 , since the reflection s e1−e2 permutes e 1 and e 2 , this orbit is equivalent to the orbit through H = 2e 1 . Hence this orbit is not austere.
ii) In the case of β = ±e 1 ± e i (3 ≤ i ≤ 8),
The reflection s e3−ei (i ≥ 4) fixes e 1 , e 2 and permutes e 3 and e i . Thus the orbit through H = 2e 1 +e 2 ±e i is equivalent to the orbit through H = 2e 1 +e 2 ±e 3 . Then ⟨e 1 +e 4 , H⟩ ̸ = 0, however, there does not exist β ∈ R + such that H = n(e 1 +e 4 ±β). Hence this orbit is not austere. iii) In the case of β = ±e 2 ± e i (3 ≤ i ≤ 8),
By the action of the Weyl group, the orbit through H = e 1 + 2e 2 ± e i is equivalent to the orbit through H = 2e 1 + e 2 ± e i . Hence this orbit is not austere. iv) In the case of β = ±e i ± e j (3 ≤ i < j ≤ 8), we can assume H = e 1 + e 2 ± e 3 ± e 4 .
Then ⟨e 1 + e 5 , H⟩ ̸ = 0, however, there does not exist β ∈ R + such that H = n(e 1 + e 5 ± β). Thus this orbit is not austere.
v) v-1) In the case of
v-2) In the case of
v-3) In the case of
In this case, there exists an i such that ν(i) = 1. Permuting e i and e 3 by the action of the Weyl group, we have
Then ⟨e 2 − e 3 , H⟩ ̸ = 0, however, there does not exist β ∈ R + such that H = n(e 2 − e 3 ± β). Thus this orbit is not austere. vi) In the case of
In this case ⟨e 1 + e 3 , H⟩ ̸ = 0, however, there does not exist β ∈ R + such that H = n(e 1 + e 3 ± β). Thus this orbit is not austere. 
From Lemma 5.3, we can assume H = e 7 − e 8 + β where
In the case of β = ±e i ± e j (1 ≤ i < j ≤ 6), we take k such that 1 ≤ k ≤ 6 and k ̸ = i, j. Then e j + e k ∈ R + and ⟨H, e j + e k ⟩ ̸ = 0, however, there does not exist α ∈ R such that H = n(e j + e k + α). Thus this orbit is not austere.
In the case of β = ± 1 2 (e 7 − e 8 +
Therefore it suffices to consider the case of H = there does not exist β ∈ R + such that H = n(α ± β). Thus this orbit is not austere. ii) In the case of β = ±e 2 ± e i (3 ≤ i ≤ 5), then H = e 1 + e 2 ± e 2 ± e i = { e 1 + 2e 2 ± e i , e 1 ± e i (root).
Therefore it suffices to consider the case of H = e 1 + 2e 2 ± e i . In this case, for j with 3 ≤ j ≤ 5 and j ̸ = i, we have e 1 + e j ∈ R + − R ∆ + . However, there does not exist β ∈ R + such that H = n(e 1 + e j ± β). Thus this orbit is not austere.
iii) In the case of β = ±e i ± e j (3 ≤ i < j ≤ 5), then H = e 1 + e 2 ± e i ± e j . For k with 3 ≤ k ≤ 5 and k ̸ = i, j, we have e 1 + e k ∈ R + − R ∆ + . However, there does not exist β ∈ R + such that H = n(e 1 + e k ± β). Thus this orbit is not austere.
iv) In the case of we have ⟨e 1 + e 3 , H⟩ ̸ = 0. However there does not exist β ∈ R + such that H = n(e 1 + e 3 ± β). Thus this orbit is not austere. This completes the proof.
By discussions above, we completed the proof of Theorem 5.1 and Theorem 4.1.
Miscellaneous results
In this section, we shall concern with some results on weakly reflective submanifolds besides orbits of s-representations. 
Thus M 1 × M 2 is a weakly reflective submanifold inM 1 ×M 2 .
The following proposition states that the cone over a weakly reflective submanifold in a sphere is also a weakly reflective submanifold in a Euclidean space. Proof. Fix x ∈ M . We note that for arbitrary t ∈ R (t > 0), we have Since σ ξ is an isometry of S n−1 (1) , it can be expressed as an orthogonal matrix. Thus σ ξ acts on R n and satisfies σ ξ (tx) = tσ ξ (x) = tx, (dσ ξ ) x ξ = −ξ.
In addition, for x ′ ∈ M, t ′ ∈ R, t ′ > 0, we have
Therefore σ ξ (C(M )) = C(M ). Hence C(M ) is a weakly reflective submanifold in R n .
Next we shall describe the relationship between weakly reflective submanifolds in an odd dimensional sphere and in a complex projective space. 
