We suggest here easy-to-use equations for population estimation for a single mark-release experiment in which individuals are captured at two points in time without being re-released. Two models are considered. Both models adopt an assumption that the survival rate of marked individuals is constant. In Model A, the total number of individuals including marked and non-marked individuals is assumed to be constant. The proportion of captured individuals need not be constant in this model. In Model B, the probability that an individual is captured is assumed to be constant. The total number of individuals need not be constant in this model. Maximum likelihood estimates and the unbiased estimates are derived in explicit form for both Model A and Model B. The relation with classical methods, such as Jackson's positive method and Itô's modified positive method, is examined. Numerical simulation indicates that the unbiased estimates work better than do other methods in both Model A and Model B.
INTRODUCTION
Population estimation methods for release-recapture experiments are divided into two categories: those for closed populations and those for open populations (Seber, 1982 (Seber, , 1986 (Seber, , 1992 (Seber, , 2001 Schwarz and Seber, 1999) . An open population is one that can change through such processes as birth, death, and migration. Most models for open populations are related to Cormack-Jolly-Seber models, which estimate population survival by following marked individuals only, and Jolly-Seber models, which estimate both survival and recruitment by following marked and unmarked individuals (Cormack, 1964; Jolly, 1965; Seber, 1965) . These models are now very sophisticated and can involve multiple groups of animals and the use of covariates and constraints to reduce the number of parameters. Lebreton et al. (1992) extended Cormack-Jolly-Seber models to allow the incorporation of external covariates (such as age, weight, sex, year, weather and geographic location) into linear-logistic equations for the probability of capture and the probability of survival. McDonald and Amstrup (2001) proposed a population estimator using the type of models devised by Lebreton et al. (1992) . They used a Horvitz-Thompson-type estimator that sums the inverse of estimated capture probabilities to estimate populations. Schwarz and Arnason (1996) improved the assumption for recruitment in Jolly-Seber models (Schwarz, 2001) .
Numerical optimization is sometimes required for obtaining the maximum likelihood estimates for sophisticated Cormack-Jolly-Seber models. Several comprehensive computer packages such as JOLLY, JOLLYAGE, POPAN, SURGE, and MARK are available for estimation (Pollock, 1991; Schwarz and Seber, 1999; McDonald and Amstrup, 2001; Schwarz, 2001) ; however, users need a variety of skills to use these sophisticated programs. Many users working in the field in Japan are still using simple formulae by which they can obtain estimates by a pocket calculator. Therefore, classic-style explicit formulae still must be developed for use in actual situations.
We sometimes use single-release experiments in which marked individuals are released only once and subsequently recaptured at several points in time. Several equations are available to estimate populations in such experiments (Seber, 1982) . Most of these methods operate on the assumption that recaptured individuals are returned to the field population. However, when we use traps in the recapturing censuses as a laborsaving procedure, recaptured individuals are not returned to the field in many cases. Yamamura et al. (1992) proposed an explicit formula that is applicable to such situations. They considered a situation in which the individuals to be released are collected from outside the experimental field or from populations reared in a laboratory. Then, they assumed that the field population is kept constant during the recapture census. This method saves labor because it requires one release and only two recapture censuses. However, we cannot apply their method to a situation in which individuals collected in the field are marked and released. In this article, we suggest other formulae that are applicable to a single-release experiment, in which natural individuals are released after being marked and subsequently recaptured at two points in time without being re-released. We describe two methods here, Models A and B, and we compare our methods with existing methods that have similar characteristics, such as Jackson's (1939) positive method, Bailey's (1951 Bailey's ( , 1952 positive method, Itô's (1973) regression for positive method, Itô's (1973) modified positive method, and Beverton's (1954) regression method. We also describe simulation experiments we conducted to show the behavior of estimates.
MODEL A: CONSTANT POPULATION
We use the following assumptions in Model A, the second, third, and fourth of which are the same as those used in Yamamura et al. (1992) :
(1) The total population size is kept constant during two consecutive sampling censuses. Even if many individuals are lost by emigration from the study area or by artificial removal, the total population size returns to the original level through immigration from the surrounding area.
(2) The proportion of marked individuals that survive and stay in the population between the two consecutive sampling censuses, i.e., the rate of individuals remaining, is constant.
(3) Both marked and unmarked individuals in the population have the same probability of being captured. The probability need not be the same between two recapture censuses.
(4) Marked individuals do not lose their marks, and all marks are reported when marked individuals are recaptured. We use the following notations: f: proportion of marked individuals that survive and stay in the population between the successive censuses, N: total number of individuals, M 0 : number of marked individuals released into the population (release timeϭ0), M i : number of marked individuals remaining in the population at time i, (iϭ1, 2), m i : number of marked individuals recaptured at time i. n i : total number of individuals captured at time i. We then have the following relationships:
The expectation of m 1 is
The conditional expectation of m 2 for a given m 1 is
The probability distributions of m 1 and m 2 can be given by hypergeometric distributions, but we use binomial distributions for simplicity to derive the maximum likelihood estimates. Then, the likelihood L is given by .
The maximum likelihood estimates of f and N which satisfy ∂ log L/∂fϭ0 and ∂ log L/∂Nϭ0 are given by (6)
The variance of estimates can be estimated by the delta method by using the variance of hypergeometric distributions, as follows (see Seber, 1982; Stuart and Ord, 1994, p. 350) :
The 95% confidence interval of N , which indicates the range that contains N by a probability of 0.95, is approximately estimated by NϮ1.96 SE, that is, NϮ1.96√ෆ V (N). Equation (7) has a positive bias, since the random variable m 1 appears in the denominator. An unbiased estimate is obtained by a slight modification of Eq. (7) (see the Appendix for the proof) as follows:
The variance is approximately given by .
(11)
MODEL B: CONSTANT PROBABILITY OF CAPTURE
We use the following assumptions in Model B, in which, unlike Model A, the total number of individuals need not be constant:
(1) The probability that an individual is captured in a census is the same during two consecutive sampling censuses.
(2) The proportion (not the probability) of marked individuals that survive and stay in the population between the two consecutive sampling censuses, i.e., the rate of remaining, is constant.
( (1) and (2) as before. The expectation of m 1 is
The expectation of m 2 for a given m 1 is
The expectation of u i is
The probability distribution of m 1 , m 2 , u 1 , and u 2 is given by multiplicative binomial distributions with an occurrence probability p. However, for simplicity, we use multiplicative Poisson distributions as an approximation. Then, we obtain the likelihood function L:
. (15) The maximum likelihood estimates of f, p, U 1 , and
are given by 
The maximum likelihood estimates of M 1 and N 1 are given by
The estimates at the second capture census, N 2 and M 2 , can be obtained in a similar way. The variance of estimates fˆ, p, M 1 , and Û 1 are estimated by the delta method by using the variance of the Poisson distribution as follows:
Unbiased estimates of M 1 , U 1 , and N 1 are obtained by a slight modification of Eqs. (18), (19), and (20) 
RELATION WITH EXISTING METHODS

Jackson's (1939) positive method
Jackson (1939) considered that, if the environmental conditions are not exceedingly variable, the proportion of marked individuals will decrease in a fairly regular way (actually in geometric progression) with the passage of time after the marking date. Given that, he constructed an estimator by assuming that the proportion of marked individuals decreases at a constant rate. The decrease in proportion may be due to several reasons, such as death or emigration of some of the marked individuals, and their replacement by others born or hatched, or entering the area from outside. He implicitly assumed that the recaptured individuals are returned to the population. In Model A, we considered a situation in which the total population is kept constant and the number of marked individuals decreases due to death or emigration. This situation is a special case of the situation considered by Jackson (1939) if there is no artificial removal of recaptured individuals, since the proportion of marked individuals decreases at a constant rate. Jackson (1939) , in a later part of his paper, considered another special case in which the birth and immigration rate per individual are constant. The proportion of marked individuals decreases at a constant rate in this situation, too.
Let us consider an experiment in which the catching takes place on k occasions at a regular 
This is a standardized number of marked individuals to be captured at the ith capturing, assuming that 100 marked individuals are released at time 0 and 100 individuals are captured at the ith recapture census. Let s be the common or average ratio of each value of y i to the value preceding it. Jackson (1939) estimated the s from the formula .
By extrapolating the sequence of y i for time 0, we obtain ŷ 0 , which indicates the estimated number of marked individuals to be captured at time 0 when we capture 100 individuals at random after releasing 100 marked individuals. Jackson (1939) used the following formula for this estimation:
The estimate of population at time 0, which is denoted by N 0 , is then given by
If there are only two recapture censuses (kϭ2), Eqs. (33) and (35) (7) where n 1 becomes much smaller than N, that is, (n 1 /N )→0. Bailey (1951) derived the maximum likelihood estimate for the positive method by incorporating both birth rate and death rate. He assumed a situation where the recaptured individuals are returned to the population. If a death rate was incorporated in the model, the corresponding factors in the likelihood cancel. Hence, the likelihood function contains only the influence of birth rate. An iterative calculation is required to obtain the maximum likelihood estimates of the birth rate and N 0 . However, in his later article, Bailey showed that the maximum likelihood estimate of N 0 can be calculated by Eq. (37) in a case of kϭ2 (Bailey, 1952) . Thus, it was shown that the population estimate calculated by Jackson's (1939) formula coincides with the maximum likelihood estimate if kϭ2. Itô (1973) implicitly used the same assumption with our Model A; the proportion of marked individuals that survive and stay in the population between the successive censuses is constant, and the total population is kept constant. Then, the positive method applies as stated before. We can express the sequence of y i by a linear form in a logarithmic scale, as follows:
Bailey's (1951) positive method
Itô's (1973) regression for positive method
where e i is a random error. Itô (1973) Itô's (1973) regression estimate is identical to that given by Jackson (1939) and Bailey (1952) if kϭ2.
Itô's (1973) modified positive method
The equation used by Jackson (1939) and Bailey (1951) yields biased estimates when captured individuals are removed from the field population. The survival rate is estimated to be lower, since the mortality by removal is implicitly included in the rate of change s. Then, the population N 0 is underestimated. Itô (1973) Hence, the number of marked individuals just before the ith recapture census cannot be larger than the following quantity:
Itô ( Seber (1982) introduced the procedure of Beverton (1954), who used a regression method by considering a situation where released individuals are recaptured continuously. His method is also applicable for instantaneous sampling such as that considered in this article. If recaptured individuals are returned to the field, the situation of his model is the same as that of our Model B. Then, we have
Beverton's (1954) regression method
Then, we obtain the following relationship:
We can estimate p and f by using a linear regression, by assuming that e i approximately follows the normal distribution with a constant variance. Miyatake et al. (2000) used a similar method for multiple-release and single-capture experiments. If the number of capturing censuses is 2, the regression estimates reduce to
These equations correspond to Eqs. (16), (17), and (20) where (m 1 /M 0 ) is sufficiently small.
NUMERICAL SIMULATIONS
Model A
We conducted simulation experiments to evaluate the effectiveness of our proposed method. The number of marked individuals at the first recapture census, M 1 , was calculated by Eq. (1) in a deterministic manner for a given set of M 0 and f. The number of marked individuals captured at the first census, m 1 , was generated by a random number that follows a hypergeometric distribution for the set of N, M 1 , and n 1 . The number of marked individuals at the second recapture census, M 2 , was then generated by Eq. (2) in a deterministic manner for the set of M 0 and m 1 and f. Finally, the number of marked individuals captured at the second census, m 2 , was generated by a random number that follows a hypergeometric distribution for the set of N, M 2 , and n 2 . We conducted simulations for the following four representative sets of parameters: (Nϭ1,000, fϭ0.5), (Nϭ1,000, fϭ0.8), (Nϭ 10,000, fϭ0.5), and (Nϭ10,000, fϭ0.8). The proportions of captured individuals for subsequent censuses were set equal for simplicity, i.e., (M 0 /N )ϭ(n 1 /N )ϭ(n 2 /N ), although the proportion of captured individuals need not be constant in Model A. We conducted simulations for the proportion of captured individuals from 0.05 to 0.5 by 0.05 intervals. Each simulation was replicated 100,000 times for each set of parameters and the proportion of captured individuals. We calculated the mean of the relative population estimate (N/N ) for each simulation. To evaluate the precision of 95% confidence intervals calculated by Eqs. (9) and (11), we calculated the proportion of simulations in which 95% confidence intervals containedˆ. . These estimates are meaningless, so we did not use such simulations in calculating (N/N) and the proportion of 95% confidence intervals containing the true population. Figure 1 shows the mean of (N/N) for the two extreme cases, (Nϭ1,000, fϭ0.5) and (Nϭ10,000, fϭ0.8). The results for (Nϭ1,000, fϭ0.8) and (Nϭ10,000, fϭ0.5) are not shown, since they were intermediate between the two extremes. In the simulation experiments for Nϭ1,000, the maximum likelihood estimate given by Eq. (7) approached the true quantity of a population with increasing proportion of captured individuals (upper panel in Fig. 1 ), as is expected from the general property of maximum likelihood estimates. Jackson's (1939) positive method and Itô's (1973) modified positive method underestimated the true population when the proportion of captured individuals is large. The difference between the maximum likelihood estimate and Jackson's estimate is n 1 as indicated by the difference between Eqs. (7) and (37). The degree of underestimation of Itô's (1973) modified positive method was not as large as that of Jackson's (1939) method. When the proportion of captured individuals is small, all three estimates yielded estimates that were much larger than the true population. In contrast, the unbiased estimation given by Eq. (10) did not yield such large estimates. It was generally very close to the true population over a wide range of the proportion of captured individuals. When the proportion of captured individuals was very small, the simulation yielded many unavailable results (i.e., m 1 ϭ0 or m 2 ϭ0), as indicated by the rectangles in the upper panel in Fig. 1 . In such a range, the unbiased estimate yielded smaller estimates. In the simulation experiments for Nϭ10,000, the proportion of unavailable results was almost zero (lower panel in Fig. 1 ). In these simulations, unbiased estimates were consistently close to the true population. The degree of overestimation in the maximum likelihood method, Jackson's (1939) positive method, and Itô's (1973) modified positive method was much smaller in the simulations for Nϭ10,000 than in those for Nϭ1,000.
The proportion of estimated 95% confidence interval that contains the true population was smaller than 0.95 in most cases (Fig. 2) . Both the maximum likelihood estimate and the unbiased estimate were subject to this bias; the proportion approached nearly 0.90 for all cases as the proportion of captured individuals increased, indicating that the estimated 95% confidence interval actually behaves like the 90% confidence interval. The degree of underestimation was especially large for the unbiased estimate with Nϭ1,000. This indicated that the confidence intervals estimated by Eq. (11) should be used with caution.
Model B
The Model B simulation procedure was almost the same as that used for Model A. The number of marked individuals at the first recapture census, M 1 , was calculated by Eq. (1) in a deterministic Population Estimation by Mark-Recapture 481 Fig. 1 . Biases in the population estimates evaluated by simulation experiments in Model A and related models. Rectangles show the proportion of unavailable simulations, i.e., the proportion of simulations that yielded m 1 ϭ0 or m 2 ϭ0. The upper panel indicates the simulations for Nϭ1,000 and fϭ0.5, while the lower panel indicates those for Nϭ10,000 and fϭ0.8.
manner for a given set of M 0 and f. The number of marked individuals captured at the first census, m 1 , was generated by a random number that follows a binomial distribution, assuming that each of the M 1 individuals is captured independently by a probability p. The number of unmarked individuals captured at the first census, u 1 , was generated by a binomial distribution, assuming that each of the U 1 individuals is captured independently by a probability p. The number of marked individuals at the second recapture census, M 2 , was then generated by Eq. (2) in a deterministic manner for the set of M 0 and m 1 and f. Finally, the number of marked individuals captured at the second census, m 2 , was generated by a random number that follows a binomial distribution, assuming that each of the M 2 individuals is captured independently by a probability p. We determined the number of marked individuals by M 0 ϭpN 1 for simplicity, although the total number of individuals need not be constant in Model B. We conducted simulations for the following four sets of parameters as with the previous simulation: (N 1 ϭ1,000, fϭ0.5), (N 1 ϭ1,000 , fϭ 0.8), (N 1 ϭ10,000, fϭ0.5), and (N 1 ϭ10,000,  fϭ0.8) . We changed the proportion of captured individuals from 0.05 to 0.5 by 0.05 intervals. The simulation was replicated 100,000 times for each set of parameters and the proportion of captured individuals. We calculated the relative population estimate (N 1 /N 1 ) and the proportion of simulations in which 95% confidence intervals contained the true population N 1 . If m 1 ϭ0 or if m 2 ϭ0, we did not use the replication in calculating N 1 and 95% confidence intervals.
These results are similar to those for Model A, as expected by the comparison of equations. The maximum likelihood estimate given by Eq. (20) approached the true quantity of the population as the proportion of captured individuals increased (Fig. 3) . Beverton's (1954) regression underestimates the true population when the proportion of captured individuals is large. When the proportion of captured individuals is small, both the maximum likelihood estimate and Beverton's (1954) regression method yield estimates that are much larger than the true population. In contrast, the unbiased estimation given by Eq. (28) did not yield such large estimates. When the proportion of captured individuals was very small in the simulation for N 1 ϭ1,000 and fϭ0.5, the simulation yielded many unavailable results (i.e., m 1 ϭ0 or m 2 ϭ0), as indicated by the rectangles in Fig. 3 . In such a range, the unbiased estimate yielded smaller estimates.
The characteristic of the 95% confidence interval is better than that of Model A. In the case of the maximum likelihood estimate, the proportion of estimated 95% confidence interval that contains the true population was nearly 0.95 if the proportion of captured individuals was larger than 0.2 (Fig. 4) . In the case of the unbiased estimate with N 1 ϭ1,000, the proportion was much smaller than 0.95, although it approached 0.95 as the proportion of captured individuals increased. Thus, it was indicated that the confidence intervals estimated by Eq. (31) should be used carefully. 
DISCUSSION
The methods proposed in this paper are among the simplest of the mark-recapture methods that allow for the mortality (and emigration) of marked individuals. They are applicable to experiments where marked individuals are released once and are recaptured at two points in time without re-release. Only two parameters are used in these models. In Model A, the parameters are the proportion of individuals remaining in the same field (f) and the total number of individuals in the field (N ). In Model B, the parameters are the proportion of individuals remaining in the same field (f) and the probability of capture (p). These methods differ from that of Yamamura et al. (1992) in that they are applicable to a situation where the individuals to be marked are gathered in the same field. Numerical simulations clarified the characteristics of estimates. The maximum likelihood estimates for Models A and B, which are given by Eqs. (7) and (20), respectively, were biased when the proportion of captured individuals was small (Figs. 1 and 3) . In contrast, the unbiased estimates given by Eqs. (10) and (28) were close to the true population for a wider range of the probability of capture, as expected from the analytical consideration. Thus, it is indicated that the unbiased estimates will be preferable, although the estimate of variances given Population Estimation by Mark-Recapture 483 Fig. 3 . Biases in the population estimates in Model B and related models evaluated by simulation experiments. Rectangles show the proportion of unavailable simulations, i.e., the proportion of simulations that yielded m 1 ϭ0 or m 2 ϭ0. The upper panel indicates the simulations for N 1 ϭ1,000 and fϭ0.5, while the lower panel indicates those for N 1 ϭ10,000 and fϭ0.8. by Eqs. (11) and (31) We should appropriately use either Model A or B depending on the method of recapture and the characteristics of the field populations. The results of numerical simulation were almost the same for Models A and B, since both of the assumptions used in Models A and B were satisfied in this simulation. If the assumptions are not satisfied, however, the results of estimation will become very different between the two models. The estimates obtained by Model B will be very biased if the proportion of captured individuals, p, fluctuates widely. For example, let us assume that the proportion of captured individuals at the second capture census is much smaller than that at the first recapture census. Then, the number of marked individuals captured at the second capture census, m 2 , becomes much smaller. The population estimates obtained by Model B (Eq. (20) or (28)) become much smaller accordingly. In contrast, Model A yields precise estimates even in this situation, if the population N is kept constant, because m 2 influence Eqs. (7) and (10) only through the ratio of (m 2 /n 2 ). On the other hand, the estimates obtained by Model A will be very biased if the total population, N, fluctuates widely. For example, let us next assume that a large population abruptly immigrated into the field between time 1 and 2. Then, the proportion of marked individuals in the sample at time 2 (m 2 /n 2 ) becomes much smaller. The population estimates obtained by Model A (Eq. (7) or (10)) become much smaller accordingly. In contrast, Model B yields precise estimates even in this situation, if the proportion of captured individuals is kept constant, because Eqs. (20) and (28) do not contain the ratio (m 2 /n 2 ). Model B does not assume the constancy for N or U. Hence it is also applicable to experiments where the individuals to be released are gathered from outside the experimental field or from populations reared in a laboratory. Thus, Model B can be substituted for the method of Yamamura et al. (1992) in several situations.
If we have a limited amount of data, the precision of an estimate does not always increase with increasing complexity of the model, because the precision of estimated parameters generally decreases as the number of parameters increases (Rao, 1989) . Thus, it is sometimes preferable to use a simpler model than the true complex model.
Curiously, therefore, we should use a false model rather than the true model if we want to enhance the precision of our estimate. Several criteria such as an information criterion (AIC) (Akaike, 1973) are used to determine the appropriate number of parameters. Similar arguments apply for mark-recapture methods. When we can release marked individuals at least twice, we can use the Jolly-Seber model (Jolly, 1965; Seber, 1965 ) that adopts less restrictive assumptions; N, p and f can change depending on the time. A major problem for using the original Jolly-Seber model is that the precision of estimates becomes lower unless we have a large amount of data (Seber, 1986) . Hence, it is sometimes better to use more parsimonious models by reducing the number of parameters. Jolly (1982) gave three restrictive versions of the Jolly-Seber models, in which p is constant, f is constant, and both p and f are constant. These models are extended by Brownie et al. (1986) . Lebreton et al. (1992) recommended selection of the optimal number of parameters by using AIC when using Cormack-Jolly-Seber models. The use of AIC was discussed further in several studies Burnham et al., 1994 Burnham et al., , 1995a . As the complexity of models increases, the importance of the problem of model selection increases as well as the problem of determining how many parameters are identifiable (Schwarz and Seber, 1999) . Models A and B that are proposed in this paper adopted several restrictive assumptions, and hence the range of application may be restricted if we can use more sophisticated models. However, these simple models might yield, because of their parsimony, more precise estimates than the complex models if the assumptions are approximately satisfied and if we apply the method carefully.
APPENDIX
The unbiasedness of Eq. (10) can be shown by using a procedure similar to that of Bailey (1951) . The exact expectation of the estimate N for the binomial distribution is given by 
We have the following relation by the definition of Napier's e.
Hence, the second term in the first bracket and the third term in the second bracket in the right hand side of Eq. (A3) are of order e Ϫm 1 . The third term in the first bracket and the fourth term in the second bracket of Eq. (A3) are of order m 1 e Ϫm 1 . These terms are quite small even for a moderate m 1 . If we ignore these four terms, Eq. (A3) becomes (A5)
The second term in the bracket in the right hand side of Eq. (A5) is smaller than 2M 1
Ϫ1
. Hence, Eq. (10) is nearly unbiased.
The unbiasedness of Eqs. (26) and (27) 
