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Introduction
Incremental graph algorithms are concerned with recomputing properties of a graph after a minor modification has been made to the graph. Such recomputations are also referred to as "updating" graph properties. Sequential incremental algorithms for recomputing minimum spanning trees efficiently by using the previous solution and possibly some auxiliary information that is generated during the initial computation of the solution. This in turn leads us to a third stage which consists of updating the auxiliary information. The complexity of an incremental algorithm depends on the complexity of these three stages and our objective is to design incremental algorithms that are efficient when compared to start-over algorithms.
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Pawagi and Ramakrishnan were the first to treat the problem of incremental computations in graph theory in the context of synchronous parallel computation. They have described efficient algorithms for updating minimum spanning trees [11], connected components and bridges [13], and the distance matrix and shortest paths [121 of an undirected graph on an unbounded model of a parallel random access machine (PRAM).
In this model of computation all processors have access to a global memory and processors can simultaneously read from the same location but no two processors can simultaneously write into the same location. We refer to this model as R-PRAM. Parallel algorithms for several graph problems have been devised on this particular model of computation [4, 7, 15, 181 . The algorithms developed on this model provide us with a basis for comparing the complexity of our incremental algorithms. In this paper we describe incre--, ..
mental algorithms for updating the transitive closure, the dominator tree and a topological ordering of a DAG on an R-PRAM. We consider the above mentioned minor changes except for a change in the weight of an edge. Our algorithms for updating these properties require O(log n)" + time and therefore are efficient when compared to the start-over algorithms for initial computation of these properties that require O(log 2 n) time.
A powerful variation of a PRAM is a model that has a concurrent write feature. We refer to this model as W-PRAM in which more than one processor can simultaneously write different values into the same memory location and only one processor succeeds but we do not know which. Start-over algorithms for initial computation of the above mentioned properties require O(log n) time and use O(n 4 ) processors on this model [10].
An important feature of our algorithms for updating the transitive closure and topological ordering is their versatility, that is, they can be adapted to run on a \V-PRAM using 0(n 4 ) processors. Our incremental algorithms require 0(1) time on a \V-PRAM write p 3 model and are thus efficient when compared to start-over algorithms.
The rest of the paper is organized as follows. In Section 2 we describe some graph theoretic preliminaries. In Section 3 we describe our algorithms for updating the transitive closure. In Section 4 we present our new start-over algorithm for computing the dominator tree. The incremental algorithm for updating the dominator tree is also described in this section. In Section 5 we extend the ideas to incremental computation of a topological ordering. Concluding remarks appear in Section 6 where we discuss the -adaptability of our incremental algorithms.
Preliminaries
In order to describe our algorithms for updating properties of a DAG we now define some graph theoretic terms and explain our notation for them.
Let G=(V,E) denote a graph where V is a finite set of vertices (nodes) and E is a set of pairs of vertices called edges. If the edges are unordered pairs then G is undirected else it is directed. Throughout this paper we assume that V consists of the set of vertices {1,2,...,n} and IEI=m. We denote the undirected edge from u to v by (u,v) vertex is defined similarly. The lowest common ancestor (LCA) of vertices x and y in T is the vertex z such that z is a common ancestor of x and y, and any other common ancestor of x and y in T is also an ancestor of z in T.
Transitive Closure
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It has been shown in [18] that several graph properties of an undirected graph can be computed by first constructing a spanning subtree for the graph. Consequently, update algorithms for these properties involve updating a spanning tree for the new graph (see [11, 131) . Similarly, start-over algorithms for initial computation of properties of a DAG require its transitive closure to be computed. Therefore the update of the transitive closure of a DAG is an important step in incremental algorithms for updating pro-.%-perties of a DAG. In this section we describe our algorithms for updating the transitive closure of a DAG after an edge has been inserted or deleted from it or a vertex has been Instead of computing the boolean matrix A*, we compute the lengths of the shortest paths for all vertex pairs and store them in A*. This computation assumes that edges have unit weights. Now A*[i,j] is the length of the directed shortest path from i to j. We refer to the length of a shortest path Ji -j] as the distance from i to j. The first step in recomputing A* is to determine the vertex pairs whose distances are unaffected by the graph change. In particular, we need to compute these pairs after an edge has been deleted from G. The other cases of edge and vertex insertion are easy to handle.
\Ve do not consider the problem of vertex deletion, because we are unable to determine the vertex pairs whose distances remain unchanged after vertex deletion.
In order to describe the actual computational steps of our algorithms and the proof of their correctness, we first describe the parallel start-over algorithm for computation of the transitive closure.
Start-Over Algorithm
It ha: been observed in Proof:
Steps (1) and (2b) can be done in constant time using n 2 processors.
Step (2a) can be done in 0(log n) time by assigning n processors to compute each element of the matrix DD. Since DD has n 2 elements we need O(n 3 ) processors to perform step (2a).
Note that at the end of tth iteration we would have found distances for those pairs whose vertices are at most 2 t units apart. Since the maximum distance for any pair of vertices is at most n-1 units, we need log(n-I) iterations of step (2a).
We denote the processor complexity of Algorithm 3.1 by Pt,(n). It can be easily improved to O(n 3 /log n) using a technique described in [8] . If Chandra's [2] algorithm for matrix multiplication is used in step (2a) then the proces;or complexity reduces to (n "/log n). We now proceed to describe our update algorithms and to prove their correctness.
Edge deletion
The problem of edge deletion update is concerned with recomputing the transitive closure A* after an edge has been deleted from the graph. In order to recompute A*, we first identify the pairs of vertices whose distances are unaffected bv the edge deletion step. \We then construct matrix A.* (u stands for unaffected) such that '-.
Now, two iterations of steps (2a) and (2b) of Algorithm 3.1 on A: recompute the transitive closure for the new graph. We will show later on that two iterations are sufficient for recomputing A*.
Let <x,y> be the deleted edge. Note that the i t ' row of A* corresponds to a shortest path tree that is rooted at r. Deletion of an edge from G may disconnect these trees af -cting the distances from the root to vertices in the subtrees that are now rooted at y (see Fig 3.1) . For ith row we want to determine the vertices whose distances from i might have been affected by deletion of <x,y>. The computational stups given below are for the ith row, but are executed for all rows in iparallel. Let dj denote the distance --to vertex j from the root i.
If di= d + A[y,j]
, then deletion of <x,y> may affect dj. Therefore for all such j, set Aij' = 00. All other entries in the i h row are not affected. As there are O(r ') entries to check we need O(n 2 ) processors.
2.
Perform two iterations of the start-over algorithm on Au* to compute the updated transitive closure matrix. This computation requires O(log n) time and uses O(n 3 )
processors.
\We now prove the correctness of our algorithm. Proof: The proof is immediate from steps 1 and 2 of our algorithm.
Edge and Vertex Insertion
We now describe our algorithms for updating the transitive closure matrix after an edge or a vertex has been inserted into G. In order to compute A,, from A* after an edge insertion operation we proceed as follows. Let <u,v> be the edge that has been inserted into G.
1.
Set A 'u .v-1. All other entries of A, are the same as those of A*.
2.
Perform two iterations of the start-over algorithm that uses A,, as its input to compute the updated transitive closure.
In the case of vertex insertion we add a n (w row and a c,,lu n to the old transitive 
Dominators
In this section we describe our start-over algorithm for computing the dominator tree of a DAG and an incremental algorithm for updating it. Computing the dominators of a directed acyclic graph (DAG) is a very important code optimization step in compilers (see '1 for details).
A directed graph is rooted at r if there is a path from r to every vertex in V. For the rest of this section, without loss of generality we shall assume that G is a directed acyclic graph rooted at r. Vertex i is a dominator of vertex j if i is on every path from r to j. In particular, for every i in V, r and i are dominators of i. Dominators exhibit transitivity, that is. for vertices i~j and k in V, whenever i is a dominator of j and j is a dominator of k, then i is a dominator of k. Therefore it is easy to see that the set of dominators of a vertex jcan be linearly ordered by their order of occurrence on a shortest path from r to j. The dominator of j closest to j (other than j) is called the imninediate dominator of j. Observe that the immediate dominator of every vertex is unique.
W'e can now express the dominator relation as a directed tree D, rooted at r called the dominator tree. If u is the immediate dominator of v then <u,v> is an edge of Dt.
Now i is a dominator of j if i is an ancestor of j in D t.
For each vertex k, Savage [141 first constructs a graph Gk, by deleting from G all edges leaving k. Next, the transitive closure of each of these graphs is computed in parallel. Let G* and Gk denote the transitive closures of G and Gk respectively. Dominators are then computed by using the simple observation that if i is reachable from r in G* and not in Gk, then k is a dominator for i. Savage's algorithm requires O(log 2 n) time and uses O(nPt,(n)) processors, where Pt,(n) is the processor complexity of computing the transitive closure.
In the case of undirected graphs, the processor complexities of computing a minimum spanning tree, bridges, bridge-connected components, cut points, and biconnected components are same as that of computing connected components (see [18] ).
lb Analogously, the processor requirements for computing properties of a DAG should be determined by the processor complexity of computing the transitive closure of a directed graph. In the following section we will describe our algorithm for computing the dominators on an R-PRAM. Our algorithm has O(log 2 n) time complexity and uses O(Pt,(n))
processors. Observe that our algorithm requires fewer processors by a factor of n than Savage's algorithm, no matter what algorithm is used for computing the transitive closure.
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Start-over Algorithm
In order to compute the dominator tree we first construct a shortest path tree for C that is rooted at r. We then compute the set of dominators for each vertex in a matrix DO.! such that DONIi,jl 1 if i is a dominator of j, otherwise DONI'i ,j 0. The computational steps are as follows.
. .
1.
Compute the transitive closure matrix A* for G. By Lemma 2.1, this computation requires O(log 2 n) time and uses O(Pt,(n)) processors. This completes the description of our start-over algorithm for computation of the dominator tree.
Compute the shortest path tree
Updating the Dominator Tree
Observe that all steps, except the first, of our start-over algorithm for computing ;. :
the dominator tree require O(log n) time. The first steps requires O(log n) time since it involves computing the transitive closure for G. In Section 3 we have described our
incremental algorithms for updating the transitive closure of a DAG, after an incremental change has been made to it. Instead of using a standard boolean matrix for transitive closure we used the shortest path matrix to represent the reachability set for each vertex. Since we are able to update the modified transitive closure matrix in O(log n) time we can update the dominator matrix for G in O(log n) time using O(n 3 ) processors.
Construction of dominator tree from the dominator matrix requires O(log n) time.
Therefore we have the following theorem.
%6
Theorem 4.2: Given the transitive closure as shortest path matrix for the original DAG G, we can update the dominator matrix and the dominator tree for G after an incremental change has been made to it in 0(log n) time using O(n) processors.
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Topological Ordering
In this section we describc algorithm for updating a topological ordering of vertices in a DAG. This is an important property of DAGs and finds applications in activity . . 
2.
For every vertex j, determine the cardinality C of the set of vertices from which j is reachable. This can be done in O(log n) time by assigning n processors to each vertex as it involves computing a sum of n elements.
3.
To obtain the topological ordering sort the vertices using C as a key.
Lemma 5.1: The above algorithm computes a topological order of the vertices.
Proof: By the definition of topological order, if vertex i is a predecessor of vertex j then i occurs before j in the ordering. Now C i is less than Cj because all predecessors of i are also predecc'ssors of j. Therefore when all vertices are sorted on Ck, 1<k<n, i must occur before j in the topological ordering.
The time and processor complexities of our algorithm are 0(log-2 n) and O(Pt,(n)) respective ly.-.
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Updating a Topological Ordering
It easy to see that we can update topological ordering if we can update the transitive closure of a DAG in 0(log n) time. By Theorem 3.1, the transitive closure of a DAG * can be updated in 0(log n) time using 0(n 3 ) processors, and the sorting step needs O(log n) time. Therefore we can update a topological ordering in O(log n) time. In order to come up with incremental algorithms that work for all variations of PRAM we have to N avoid the sorting step during updating of a topological ordering, because the sorting step cannot be done in 0(1) time on a W-PRAM.
We now proceed to describe the incremental algorithms for updating a topological ordering that can be adapted to run on a W-PRAM. Assume that the topological ordering is stored in an array To such that To(i) give the numerical ordering of i.
Among the three graph changes considered in this paper, deletion of an edge from G does not affect a topological ordering. Deletion of a vertex requires reducing the rank of the subsequent vertices in T. by 1. This can be done in constant time using n processors. Finally, as observed by Cheston 13), addition of a vertex is equivalent to adding an edge. Therefore we concentrate on edge insertion update. The steps involved are as follows. Let <u,v> be the edge that has been added to G.
1.
If To(u) _ To(v) then the previous ordering requires no update, else proceed with step ') 2. Since To(u) > To(v) it is sufficient to move v and those of its successors that appear in the topological order before u to positions after u.
This step is done using a known algorithm for merging two sorted lists, both of •~ ... ""'' " ' ..• .. -,.. -'-,a ".". . .. '-"..-"-"€ # , , "-"-". . -, "-"-". , . "."-". , "Rod.,.-'""" o " 
