An evergreen debate in Finance concerns the rules for making portfolio hedge decisions. A traditional tool proposed in the literature is the well-known standard deviation based Sharpe Ratio, which has been recently generalized in order to involve also other popular risk measures ρ, such as VaR (Value-at-Risk) or CVaR (Conditional Value at Risk). This approach gives the correct choice of portfolio selection in a mean-ρ world as long as ρ is homogeneous of order 1. But, unfortunately, in important cases calculating the exact incremental Sharpe Ratio for ranking profitable portfolios turns out to be computationally too costly. Therefore, more easy-to-use rules for a rapid portfolio selection are needed. The research in this direction for VaR is just the aim of the paper.
Introduction
An evergreen issue in Finance concerns the rules that would guide managers in making hedging portfolio decisions. The basic question posed is how to select among different alternatives offering different prospectives returns but, on the other hand, imposing different levels of risk. That means to compare risk and expected return and evaluate whether the risk-return trade-off is sufficiently favorable. An analytical tool traditionally proposed in the literature addressed to this aim is the Sharpe Ratio, defined as the expected return divided by the standard deviation. A sharp rule for discriminating favorable new entries follows: positiveness in incremental Sharpe Ratio (cf. (2.7)) signals the profitability of the candidate new entry to be included in the portfolio. However, as it has been pointed out in recent publications, the variance may strongly fall short as risk measure outside the elliptically distributed portfolio (see [5] ). Nevertheless, the problem can be tackled in much the same way by substituting the standard deviation with a more general risk measure ρ. This approach is called the Generalized Sharpe decision rule (see [2] or ch. 7 in [3] ). In the sequel we confine our attention to the case where ρ is the Value-at-Risk (VaR) or Conditional Value-at-Risk (CVaR).
In theory, a straightforward way to calculate the incremental Sharpe Ratio requires us to create a new portfolio incorporating the candidate new asset, then reassess the VaR or the CVaR, and finally compare the new Sharpe index with the previous one. But, as VaR and CVaR are not polynomial in the portfolio weights, this method may require a too intensive computation which does not permit its use in real-time decision making. A short cut is to apply handy-touse approximation formulae. The aim of this article is just to find out and discuss appropriate approximation procedures. Thereby, we deepen and supplement the work by [15] .
In the case the portfolio under consideration is composed by assets with an elliptical return distribution, an exact and clear-cut formula permits to discriminate favorable hedging decisions. But as we relax this non-realistic assumption, this rule may guide to misleading strategies. In such a case, the left shape of the distribution is no longer uniquely determined by the variance, but the moments of higher orders may have a relevant influence. Keeping in mind this unpleasant but realistic aspect, we look for more precise, even if rather more complicated, formulae. Numerical explorations for testing the "goodness" of the formulas achieved confirm that the use of too rough approximations may lead to incorrect decisions.
The paper is organized as follows. Section 2 presents the Generalized Sharpe decision rule. In Section 3 a marginal decision rule is developed. In Section 4 we discuss the decision rule from Section 3 for some common risk measures. Section 5 contains approximation formulae. Section 6 focuses on numerical examples: we show that outside the elliptical world there is no approximation to be globally sufficient. Nevertheless, combining several approximations can yield satisfying results and may give a correct feeling on the strategy to follow. Section 7 concludes the note.
The generalized Sharpe decision rule
We regard a portfolio with random return X over the risk-free interest rate. Assume that there is some asset with random return Y over the risk-free rate which is under consideration for being pooled with the portfolio. Denote the expected returns to the portfolio and the asset by m X = E[X] and m Y = E[Y ] respectively. m X should be positive, whereas m Y may be negative (for instance in case of a put option or an insurance policy). All random variables involved are assumed to have finite second moments or higher moments if that is needed. The question posed is the following:
(Q) How to see whether the portfolio performance can be improved by including Y into the portfolio?
Let a be the potential relative weight of Y in the re-balanced portfolio. Hence 1−a is the relative weight of X in the re-balanced portfolio. Let ρ(a) denote the risk of the re-balanced portfolio (i.e. ρ(0) is the risk of the existing portfolio). We need some further notations.
Define for random variables ξ and α ∈ (0, 1) the α-quantile q α of ξ by
For briefness we denote the uncertain return to the re-balanced portfolio by Z(a), its expectation by m(a), and its α-quantile by q α (a), i.e.
Z(a)
Example 2.1 (Popular choices for ρ) Standard deviation:
Value at risk (VaR):
Expected shortfall (or conditional value at risk, CVaR):
Usually, small values of α (e.g. 5 or 1 % or even less) are used for calculating VaR or CVaR since it is intended to detect downward deviations of the return with respect to its expectation. For most distributions of X and Y VaR as defined by (2.4) will be non-negative. But one can construct examples where it emerges as negative. In contrast to this anomaly, CVaR as defined by (2.5) is always non-negative.
One more caveat: We use definitions relative to the mean in the sense of [9] , p. 87, for the risk measures in (2.3) to (2.5). Another possibility would be to use absolute definitions. This kind of definition would correspond to consider η(a) def = ρ(a) − m(a) instead of ρ(a).
[3] (or [2] ch. 7) suggests the following approach to (Q): Let S(a) denote the Generalized Sharpe Ratio of the portfolio, i.e.
S(a)
S(a) is usually interpreted as remuneration in terms of expected return per unit of risk endorsed. The Sharpe decision rule (in the version from [3] ) says: if
then add asset Y with relative weight a to the existing portfolio. Note that (2.7) holds if and only if the Incremental Sharpe Ratio S(a) − S(0) is positive. (2.7) has a spontaneous financial interpretation: the portfolio Z(a) is preferable to Z(0) if and only if its remuneration (in terms of expected return) per unit of risk is greater than that provided by the current portfolio Z(0). For a justification to use the Generalized Sharpe Ratio, by RAROC considerations or Markowitz Theory, see e.g. [1] or [13] .
[3] advocates to fix a weight a and to look whether (i) How does the above decision rule depend on the particular risk-measure ρ employed? Under which circumstances the selection rule is invariant under any choice of ρ?
(ii) Does a handy checking rule for the existence of a (possibly small) quantity a fulfilling condition (2.7) exist?
With reference to question (i) a simple answer can be provided in a very special case. It is wellknown that if the joint distribution of the asset returns is of elliptic type, the mean-variance optimal portfolio is equivalent to the optimal portfolio with respect to any other "coherent" risk measure (see Theorem 1 in [5] , or [4] 
A marginal decision rule
Checking condition (2.7) may be a tricky puzzle: the fact that in general ρ(a) is not a polynom in a may lead to very intensive calculations. For overcoming these difficulties, we face the problem in a slightly different way.
(Q') Will the introduction of at least an infinitesimal portion a → 0 of the asset Y into the portfolio be a profitable strategy?
(Q') requires computing the derivative of the Generalized Sharpe Ratio S(a) as defined by (2.6) at a = 0. Assume for this section that the Generalized Sharpe ratio S(a) is a differentiable function of a. This will be the case if and only if the risk measure ρ(a) is differentiable. In section 4 we will see that in particular the risk measures from Example 2.1 are differentiable under fairly general circumstances.
Observe that S (0) > 0 implies that (2.7) holds for some a > 0 and that S (0) < 0 implies that (2.7) holds for some a < 0. Calculating the derivative yields
Hence, by the following equivalence relations (assume ρ(a) > 0 in a neighborhood of 0), we obtain a clear-cut rule for evaluating the convenience in including an infinitesimal portion of asset Y into the portfolio:
2) and (3.3) render sufficient (but not necessary) conditions for (2.8) and (2.9) -a kind of marginal decision rule. Note that by (3.2) and (3.3) we arrive at a decision at almost all times, since S (0) > 0 means that going long in Y is favorable whereas S (0) < 0 shows that going short is best. Only the unlikely case S (0) = 0 does not allow an immediate decision.
Obviously, the derivative of S can also be used in order to determine an optimal investment weight for asset Y . Observe that, for a risk-averse investor, only amounts a of Y with positive expected return m(a) to the re-balanced portfolio are of interest. In this case S (a) > 0 if
where [.] is the elasticity of [.] . In other words, at level a, an infinitesimal additional portion of Y produces a percentage increase in the final expected return m (a) which is greater than the percentage increase in risk ρ (a). That means that as long as S (a) > 0, the greater the portion of Y in the portfolio the greater is the Modified Sharpe Ratio.
By (3.1), a necessary condition for some a * to be maximizing for S(a)is
or equivalently,
ρ(a * ) , and hence
i.e., at a * the elasticity of the expected return must be equal to the elasticity of the risk measured by ρ. In case of ρ being a convex function of a there will be at most one such a * . If it exists, it will maximize globally S(a). ρ short (a) (if the distribution of Z(a) is continuous for all a) and ρ stdd (a) are convex functions, ρ VaR (a), in general, is not.
Special risk measures
Equations (3.2), (3.3), and (3.5) would be worthless if we were not able to compute the derivatives for the most popular examples of risk measures. We will focus on the standard deviation, the VaR and the CVaR.
The standard deviation
The most common way for quantifying the portfolio risk is to take the variance or standard deviation as risk index. This procedure turns out to be the best choice whenever the joint distribution of the involved variables is normal, or, in more general case, it belongs to some elliptically contoured family. In such a case, the variance fully captures all information about the data dispersion.
The formula
is well known and valid as long as X and Y have finite variances and Z(a) is not a constant. Substituting a = 0 in (4.1) and ρ = ρ stdd in (3.2) yields
Hence, whenever (4.2) is satisfied, we know that pooling the portfolio with return X with the asset with return Y will improve the performance according to the Sharpe Ratio for some (possibly small) positive weight of Y . Concerning (3.3) we could proceed the same way.
Denoting by
the beta coefficient of Y with respect to X, rule (4.2) for determining profitable new entries can be set out in equivalent terms as
Moreover, the optimality condition (3.5) can be easily worked out. According to (4.1) the optimal value a * solves
which leads to 
Value at risk and conditional value at risk
For the derivatives of ρ VaR and ρ short are formulae available, too. The conditions for them to be valid are more restrictive than in the case of ρ stdd (a), see Theorem 4.2.1 in [10] or Theorem 3.3 in [14] , but are likely to hold for instance if X and Y have a continuous joint density. We obtain
for the derivative of ρ VaR . This yields
as the decision rule corresponding to (3.2). For ρ short the formulae are
for the derivative and
for the decision rule respectively. Note that for independent X and Y all three rules (4.2), (4.8), and (4.10) indicate that pooling with Y is favorable as long as m Y is positive.
With (4.2), (4.8), and (4.10) at our disposal, we face the problem to calculate the involved quantities. In fact, there is no problem in calculating or estimating the variance and the covariance in (4.2). Calculating or estimating the quantile involved in (4.8) and (4.10) is a problem which has been paid a lot of attention to in the literature (cf. the list at the "All About Value-atRisk" homepage http://www.gloriamundi.org). We will not discuss it here. Once the quantile in (4.10) known, calculating or estimating the conditional expectation E[Y | X ≤ q α (X)] in (4.10) is easy in principle.
Since E[Y | X = q α (X)] in (4.8) will be a non-elementary conditional expectation (because of P[X = q α (X)] = 0) in general, computing or estimating it might be a harder task. Nevertheless, explicit formulae can be found in [10] , [7] , and [13] , and estimation could be done by kernel regression (cf. [12] ch. 5). For these and other estimation methods and their application to the problem see also [7] , [8] , and [10] . In the subsequent section, we will discuss another aspect, namely the question of analytic approximation formulae for E[Y | X = q α (X)].
Approximating conditional expectation

Linear approximation
, an obvious approximation for it is the best linear prediction of Y given X. This best linear prediction is defined as t * 0 +t * 1 X with (t * 0 , t
and
Plugging the resulting approximation
Therefore, the linear approximation of the conditional expectation leads to the same decision rule as we obtained in the previous case, where the risk was measured by the standard deviation.
In fact, once again, the decision rule states
So far, the following two questions concerning the goodness of (5.3) arise:
• Under which conditions the linear approximation (5.3) does provide the exact conditional expectation?
• Is the linear approximation a "satisfactory" approximation? Or vice versa, is a higher order approximation more advisable?
As could be expected, in both cases the answer depends on the probability distributions involved.
Elliptical world
As it has been already mentioned, in the elliptical world VaR turns out to be a coherent risk measure, so no differences in preference order come out in using the mean-variance principle or the mean-VaR principle as ranking tool. Consequently, (5.3) is no longer an approximation but turns out to be just the "exact" rule for discriminating profitable new entries.
This result can be also supported by an intuitive explanation: for elliptical distributions all information about the data dispersion can be derived from the variance. In this world, a decrease in variance always produces a double favorable effect over the data dispersion, in so far as it makes the data be more clustered around the mean as well as the tails becoming thinner.
Non-elliptical world
Whenever we skip from the "artificial" elliptical world, the variance becomes a questionable tool for controlling the risk. In fact, the strategy of minimizing the variance is addressed to reducing the "small" risks (those in the neighborhood of the mean) and vice versa slight importance is reached to the "catastrophic" risks. According to the mean-variance principle, the more data are concentrated around the mean the more the distribution is appreciated. On the other hand, VaR minimization is devoted to shrinking the left tail below the α-quantile of the distribution to zero, no attention is paid to the risk distribution above the α-quantile. Clearly, no advantages in VaR terms derive from a possible data concentration around the mean. Finally, we should not be surprised at all if such differently aimed strategies lead to a different portfolio preference ranking. A more suitable tool for measuring the tail "fatness" would be the central moments of "high" order, which emphasize the weight of data lying "far" from the mean. Unfortunately, whenever we leave behind the "artificial" elliptical world, many desirable properties fall short.
Specifically, the central moments of linear combinations of random variables do not preserve the features of the addenda.
In order to catch an idea of the possible misinterpretations we can face, we will cast a glance over the third order moment. A simple normalization provides the skewness coefficient, characterizing the degree of asymmetry of the distribution around its mean. Unlike the normal case, confidence intervals are no longer symmetrical around the mean value, but are tilted toward the direction of skewness. If the skewness is positive, the confidence intervals cover more on the right-hand side of the mean rather than on the left one. Clearly, the more rightskewed distributions are the more they are preferred by investors aiming to reduce the VaR. In contrast to what our intuition can suggest, skewness is not preserved under linear combination of random variables. In fact, a portfolio may display negative skewness even if its components are positively skewed (or vice versa). Moreover, a switching in skewness direction can happen even if the addenda are identically distributed and null-correlated! The mathematical explanation of these counter-intuitive results may be given by a thorough insight into the formula of higher order moments. By definition, the n-th order moment of the re-balanced portfolio is given by
(5.6) displays the fact that the n-th order moment does not depend only on both the n-th order pure moments of the addenda, but also on the mixed moments! Consequently, even if the correlation coefficient is zero, i.e. E (XY ) = 0, the mixed moments may be quite far from zero, so they can play the key-role in the determination of skewness and kurtosis (and, in general, of all higher moments) of the portfolio. How skewness direction may be strongly driven by the mixed moments, instead of the pure moments (i.e., the skewness and kurtosis of the addenda) has been proved by empirical investigations over the daily distribution of twenty assets along a stretch of five years (see [11] ). Moreover, it is worthwhile noting that the condition "correlation is zero", does not guarantee no-switching in skewness and kurtosis, because the mixed moments E X 2 Y , E XY 2 , E X 3 Y , E XY 3 , E X 2 Y 2 in general differ from zero and they strongly outweigh the pure moments (for a deeper investigation on how skewness and kurtosis depend on the type of dependence relation between addenda see [16] ).
In conclusion, the mixed moments of higher than second order may play an important role in the preference ranking according to the mean-ρ VaR principle. Therefore, the use of formulas involving only the variances and the covariances may be strongly misleading outside the elliptical world. On the other hand, including higher moments in the decision rule may impose to handle with cumbersome calculations.
Quadratic approximation
Since the quality of approximation (5.2) sometimes is quite moderate, one might try to replace it by the best quadratic prediction of Y given X. It is defined as t * 0 + t * 1 X + t * 2 X 2 with
This approach results in (cf. Proposition A.1)
Note that exact equality in (5.2) implies t * 2 = 0 and
. Hence, in this case linear and quadratic approximation lead to the same result, as it should be. This holds in particular if X and Y are jointly normally (or even elliptically) distributed.
Applying the quadratic approximation 1 as given by (5.8), (5.9), and (5.10) on (4.8) yields
An equivalent representation for (5.11) is
.
One apparent problem with (5.11) is the fact that its application requires the calculation of moments of fourth order. Even worse, we will see in section 6 that, in general, the quality of approximation by (5.12) is not essentially better than that of approximation by (5.4). Therefore, we consider still another approximation approach, the so-called two-piece linear regression (cf. [8] "Estimation by an asymmetric response model").
Two-piece linear regression means here to use (X − m X ) + and (X − m X ) − as regressors instead of X and X 2 . In this case (5.11) has to be replaced by
Observe that again exact equality in (5.2) implies that the right-hand side of (5.13) coincides with the right-hand side of (4.2).
It is also worthwhile noting that the negative and positive semi-variances involved in the above approximations capture the information on the relative "weight" of the left and the right tails in the calculation of the final variance. Clearly, semi-variances play the same informative role as the higher moments in (5.9) and (5.10).
6 Numerical examples 6.1 Linear or quadratic approximation: when to use them?
As it has been shown, the higher is the order of approximation the higher is the price to pay in terms of intensive and cumbersome computer calculations. So, a spontaneous question arises: does a quadratic approximation offer a substantial improvement to the result, such as to repay for the additional efforts?
This question seems to be positively answered at least when the distributions involved are far from being elliptically distributed. In the following example we will show how the linear approximation guides to a misleading strategy. On the other hand, the quadratic one signals the correct decision. Therefore
. That means that Y varies in the same direction as the current portfolio (the correlation is positive), but due to β yx > 1 it tends to enlarge the perturbations from the mean, hence turning out to be an aggressive asset. The rebalanced portfolio return turns out to be
where E ((1 − a) X + aY ) = 1 and var ((1 − a) X + aY ) = 0.18 + 2.64a + 46.18a 2 > var (X) = 0.18 for any positive a.
Let us see which decision the Generalized Sharpe Rule suggests: (i) Let ρ = ρ stdd . According to the standard Sharpe rule, no portion of the digital option Y should be included. In fact, no compensation in final expected return is given by facing a greater variance.
(ii) Let ρ = ρ VaR at confidence level α = 0.01. Since q α ((1 − a) X + aY ) = −2 + 2a, therefore
So, the more of Y is introduced in the portfolio the smaller total VaR. Clearly, according the Generalized Sharpe rule, the entry of Y appears to be surely a profitable strategy.
What about the marginal rule?
Since S (a) = Let us go a step further to investigate how the approximation formulae work.
• Linear approximation: since m Y < m X β yx , as we have seen above, no portion of Y should be added. Unfortunately, that is a glaring contradiction to all desirable expectations.
• Quadratic approximation: it guides to the correct strategy.
In fact, substituiting in (5.11) the following values
the right-hand-side of (5.11) is 1 3 , so the condition is completely fulfilled. It is worthwhile noting that also by using (5.13) we get the same result. In fact, calculating the right-hand side of (5.13) again results in the value • Two-piece linear approximation using the semi-variances: it suggests the correct strategy.
A simple credit portfolio model
Preliminaries
We consider two random variables L with values in [0, 1] and H with values in {0, 1}. L is interpreted as realized loss in percent of total exposure to a credit portfolio. H is the default indicator of a fixed credit instrument. Let
denote the default probability of H and the average default probability of the credits in L respectively. We assume that the credits in L earn the interest r L > p L and that the credit underlying H earns r H > p H (all earnings net of financing costs). Under the further simplifying assumption that all credits under consideration are zero-bonds, we get the random variables
as returns to the portfolio and to the credit instrument respectively. We are now in the setting of section 2 and can consider the effect of pooling X with Y in the sense of studying the return Z(a) = (1 − a) X + a Y of the re-balanced portfolio with relative weight 1 − a for the given credit portfolio and relative weight a for the new credit instrument. Recall the notation introduced in section 2. In particular, here we have
Fix a confidence level α ∈ (0, 1). We then obtain by (2.2) and (6.2)
if there is at most one u ∈ [0, 1] with
and hence
The generalized Sharpe Ratio from (2.6) reads in this case as
3)
The decision rule (4.8) can be formulated in terms of L and H as
Therefore, we will examine the effects of the approximation rules introduced in section 5 with
For this purpose first we have to specify the joint distribution of L and H.
Results
In order to arrive at a model which admits the exact calculation of the quantities interesting for us, we rely on the distribution presented in the section "The Law of Large Numbers method" of [6] . This distribution which we choose for the portfolio loss L is specified by 5) where
, and ξ is a standard normal random variable. The constant ρ ∈ (0, 1) may be interpreted as the average correlation of the asset values underlying the bonds in the credit portfolio the loss of has to be modeled. As [6] explains, this choice can be justified by means of the Law of Large Numbers. In particular, (6.5) implies 
where c H = Φ −1 (p H ) and (ξ 1 , ξ 2 ) again denotes a standard normal random vector, but this time with cov[ξ 1 , ξ 2 ] = τ ∈ (−1, 1). In general, τ will not equal ρ. τ = 0 implies independence of L and H, whereas τ > 0 implies positive correlation between L and H which may occur for instance in case of L containing a bond issued by the same obligor as the bond underlying H.
From (6.7) we derive easily the unconditional density f of L and the conditional density f 1 of L given H = 1 (i.e. default of the bond underlying H):
Knowing the unconditional density f of L and the conditional density f 1 of L given H = 1, one obtains for the conditional expectation of
(6.10) (6.8), (6.9), and (6.10) imply a particularly simple result in a relative error of more than 3.5 %. By and large, for these levels two-piece linear approximation seems best. But as shown by Figure 4 , the approximations lose dramatically precision when very high levels are reached. The loss in precision is particularly large for the quadratic approximation.
The fact that the quality of approximation by finite-dimensional regression becomes very poor at the very end of the distribution of L does not surprise since we derived the approximation formulae by the least squares criterion. This criterion delivers good precision in areas with high probability and bad precision in areas with low probability. It is also well-known that approximation by quadratic regression yields unstable results. More surprising is the goodness of approximation up to the relatively high level of 0.998 which is revealed by Figure 4 . Here arises the question of how to detect the level of precision breakdown. Figure 4 suggests to use more than one approximation procedure and to hope that the precision is sufficient as long as Results by exact calculation, and by linear, quadratic, and two-piece linear approximation. Parameters as in Figure 1 .
the approximation results by the different procedures do not differ too much.
Conclusions
In recent publications (see [2] and [3] ) a Generalized Sharpe rule for guiding risk managers in making investment decisions, hedging decisions, and more general portfolio management decisions has been proposed. If we confine our investigation to portfolios with elliptical return distributions, a friendly-to-use rule based on the beta coefficient of the candidate asset exists. Nevertheless, as soon as we leave behind this restrictive and less realistic assumption, the use of exact formulae may become too time-expensive and may prohibit the possibility of making real time decisions. Therefore, we have explored some approximation formulae. We have shown that the beta-based rule can be handled for making a preliminary rough selection, but it may turn out to be misleading as soon as the distributions differ from being elliptical. More precise approximations involving higher mixed moments of the variables involved have been developed. We have discussed these approximations by means of two numerical examples. Our observation is that the higher order approximations can yield correct results where the beta-based rule fails and vice versa. Therefore our recommendation would be to rely on approximation formulae only in case of their indications not differing too much. 273-286.
