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Abstract
The goal of the series of studies in this thesis is to understand the black hole accretion process and predict its
observational properties. The highly non-linear process involves a turbulent magnetized plasma in a general
relativistic regime, thus making it hard to study analytically. We use numerical simulations, specifically
general relativistic magnetohydrodynamics (GRMHD), to construct a realistic dynamical and radiation
model of accretion disks.
Our simulations are for black holes in low luminous regimes that probably possesses a hot and thick
accretion disk. Flows in this regime are called radiatively inefficient accretion flows (RIAF). The most plau-
sible mechanism for transporting angular momentum is turbulence induced by magnetorotational instability
(MRI). The RIAF model has been used to model the supermassive black hole at the center of our Milky
Way galaxy, Sagittarius A* (Sgr A*). Owing to its proximity, rich observational data of Sgr A* is available
to compare with the simulation results.
We focus mainly on four topics. First, we analyse numerical convergence of 3D GRMHD global disk
simulations. Convergence is one of the essential factors in deciding quantitative outcomes of the simulations.
We analyzed dimensionless shell-averaged quantities such as plasma β, the azimuthal correlation length
(angle) of fluid variables, and spectra of the source for four different resolutions. We found that all the
variables converged with the highest resolution (384x384x256 in radial, poloidal, and azimuthal directions)
except the magnetic field correlation length. It probably requires another factor of 2 in resolution to achieve
convergence.
Second, we studied the effect of equation of state on dynamics of GRMHD simulation and radiative
transfer. Temperature of RIAF gas is high, and all the electrons are relativistic, but not the ions. In
addition, the dynamical time scale of the accretion disk is shorter than the collisional time scale of electrons
and ions, which makes the gas have two temperatures. We assumed that the temperature ratio of the ions
and electrons Tp/Te is constant and constructed a new Synge-type equation of state that takes the effect
of two temperature fluid as well as variable adiabatic index caused by the non-relativistic to relativistic
transition of the particles into account. We found that the effect of the Synge-type equation of state on
ii
the dynamical model is negligible since the temperature variation in the flow is small enough to keep the
effective adiabatic index in time and space approximately constant. The spectra are not affected by the
equation of state either.
Thirdly, we studied effects of accretion rate on radiative properties of a black hole accretion disk. We
used GRMHD simulation and general relativistic ray-tracing to formulate the relation between accretion
rate and image size, as well as flux. The result will be compared to the expected change in emission of Sgr
A* due to the interaction with the approaching gas cloud G2.
Finally, we constructed a dynamical and radiative model of tilted black hole accretion disks. Rotational
axis of accretion disks are not necessarily aligned with spin of black holes. When they are not aligned,
deformation of the accretion disks (warps, twists, or emergence of new structure) are expected due to the
gravito-magnetic effect. We initially tilted otherwise equilibrium RIAF disks, seeded with a weak magnetic
field, and evolved. We found that m = 2 standing waves show up for radius < 6GMBH/c
2 with ratio of the
mode amplitude of m = 2 and m = 0 2-5 times larger than that of untilted disks. Shocks produced along
the waves heat up the gas and raise the temperature at inner radii. Resultant spectra of tilted disks have a
substantial increase in flux of the order of 1-2 magnitude for 15◦ and 30◦ tilted disks in infrared and X-ray.
The result assures the tilt is one of the fundamental parameters in modelling black hole accretion disks.
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Chapter 1
Introduction
Black holes are the most fascinating objects in astrophysics predicted by Einstein’s theory of general rela-
tivity. Although the subject has been studied for almost a century, it is still acquiring even more attention
of physicists and astrophysicists. A black hole is formed when a mass is compressed to a degree that even
its degenerate pressure can no longer sustain the self-gravity. The formation is most likely coincident with
a supernova explosion. Escape velocity at the surface of the black hole is equal to the speed of light, and
therefore, the spacetime inside the black hole cannot communicate with the outer world. Observations have
shown convincing evidence of the existence of black holes (e.g. Genzel et al., 2010).
Black holes are the most efficient energy producer in the universe. Gravitational energy of the infalling
matter is converted into heat by several mechanisms such as adiabatic compression. The total released
energy can reach as high as ∼40% of the rest mass energy of the accreting plasma. The energy source for
active galactic nuclei (AGN) likely comes from accretion onto supermassive black holes.
Infalling materials usually form an accretion disk near the hole and slowly proceed inward by transporting
their angular momentum. The transportation process involves highly non-linear dynamics of magnetized fluid
in general relativistic regime and is difficult to study analytically. My research concentrates on numerically
studying dynamics and radiative properties of the accretion flow. I focus on modeling radiatively inefficient
accretion which can be applied to the black holes like the one in the galactic center, Sagittarius A* (Sgr A*).
1.1 Theoretical Models
1.1.1 Disk Theory
Before talking about black hole accretion disks, this subsection reviews the basic equations of Newtonian
thin accretion disks. We assume that fluid can move only in radial and azimuthal directions in cylindrical
coordinate, and define surface density Σ =
∫
ρdz where ρ is volume density. The vertically integrated mass
conservation law is
r
∂Σ
∂t
+
∂
∂r
(rΣvr) = 0, (1.1)
1
and conservation of angular momentum gives
r
∂
∂t
(Σr2Ω) +
∂
∂r
(Σvrr
3Ω) =
1
2pi
∂T
∂r
(1.2)
where Ω is the orbital frequency and T is total torque on an annulus. The r-φ component of viscous stress
tensor is
τrφ = ρν
(
∂vφ
∂r
− vφ
r
)
= ρνr
∂Ω
∂r
, (1.3)
and hence
T = 2pir
∫
rτrφdz = 2pir
3νΣ
∂Ω
∂r
(1.4)
where ν is the kinematic viscosity. In a steady system, combining equation (1.1), (1.2), and (1.4) gives
vr =
∂
∂r
(
r3νΣ∂Ω∂r
)
/rΣ ∂∂r (r
2Ω) ∼ ν/r by approximating ∂∂r ∼ 1r and viscous time scale tvisc ∼
(
∂Σ
∂t
)−1
=(− 1r ∂rΣvr∂r )−1 ∼ r2/ν.
The famous α viscosity parameter in accretion disk was introduced by (Shakura & Sunyaev, 1973) which
is defined to be τrφ/p where p is gas pressure. Then, equation (1.3) is αp = ρνr∂Ω/∂r ∼ ρνΩ. Setting
cs =
√
Γp/ρ is the sound speed and using the dimensional relation cs = HΩ where Γ is the adiabatic index
and H is thickness of the disk, we can approximate ν ∼ αcsH. Therefore, the viscous time scale can be
rewritten as
tvisc ∼ r
2
ν
=
r2Ω
αcs2
∼ 1
αΩ
( r
H
)2
. (1.5)
These relations are very useful for estimates in studying any accretion disks.
1.1.2 Effect of General Relativity on Accretion Disk
General relativistic effects in regions close to the event horizon have strong effects on black hole accretion
disks. A black hole is characterized by three parameters: its mass MBH , spin a = J/MBHc, and electric
charge Q, where J is angular momentum of the black hole. The electric charge Q ∼ 0 in usual astrophysical
environments because it is unlikely that gravitational force wins the strong electric repulsion force in the
formation process. The Kerr-Newman metric is solution of the Einstein’s equation for the spacetime with
a 6= 0. One of the coordinates that is often used for the metric is Boyer-Lindquist coordinate:
ds2 = −∆
Σ
(dt− a sin2 θdφ)2 + sin
2 θ
Σ
[(r2 + a2)dφ− adt]2 + Σ
∆
dr2 + Σdθ2 (1.6)
2
where
∆ = r2 − 2MBHr + a2 +Q2 (1.7)
Σ = r2 + a2 cos2 θ (1.8)
Radius of event horizon is at rEH = M +
√
M2 − a2 where M = GMBH/c2 is length unit with G = c = 1.
Astrophysical black holes are usually assumed to be spinning, since it is likely that some angular mo-
mentum is deposited into the hole during its formation and growth. The spin of the black hole plays a big
role in characterizing the accretion system. As is seen in equation (1.6), the spacetime is not symmetric
about poloidal direction any more and orbit of a particle outside the equatorial plane is elliptic. This effect
can cause warping and twisting of the accretion disks (e.g. Bardeen & Petterson, 1975) for which practical
studies of outcoming radiation properties have just barely started (e.g. Dexter & Fragile, 2013).
Another important GR effect comes from the existence of innermost stable circular orbit (ISCO). Inside
the ISCO radius rISCO no stable orbit exists. The range of ISCO is 1 < rISCO < 6 for 1 > a > 0. For
thin α-disks (Shakura & Sunyaev, 1973), the radius is approximately corresponding to transition radius
of subsonic to transonic flow followed by approximate free-fall into the black hole. This approximation is
discussed in a number of classical papers (summarized in the introduction of Abramowicz & Kato, 1989),
and confirmed to be valid by modern hydrodynamic simulations (e.g. Shafee et al., 2008b; Abramowicz et al.,
2010). If magnetic field is included in the models, however, the approximation is no longer valid.
1.1.3 Effect of Magnetic Field
Importance of magnetic field in accretion disks has been recognized from long time ago (Thorne, 1974),
but it attracted much attention when magnetorotational instability (MRI) (Balbus & Hawley, 1991) was
discovered. MRI is a local shear instability that grows in weakly magnetized accretion disk with ∂Ω2/∂r < 0.
The fastest growing wavelength is λMRI ∼ 2piva/Ω where va is Alfve´n wave speed, and the growth rate is as
fast as 0.75Ω and does not depend on the magnetic field strength (in the absence of viscosity and resistivity).
The turbulence is self-sustained by dynamo and works effectively to transport angular momentum. MRI is
a leading candidate of producing reasonable value of α in accretion disks.
Magnetized accretion flows are, however, dramatically different from α-disks in many aspects. For ex-
ample, the zero-torque approximation is no longer applicable on plasma inside ISCO due to field structures
spread across rISCO (Gammie, 1999; Krolik, 1999; Agol & Krolik, 2000). Several general relativistic magne-
tohydrodynamics (GRMHD) simulations (e.g. Krolik et al., 2005) have shown that there is no evidence that
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the stress vanished at a specific radius in their relatively thick disks (H/R > 0.15 where R is radius where
H is measured) and thin disks H/R ∼0.07 (Penna et al., 2010). Also, magnetic field can transport angular
momentum without dissipation which alters radial profile of fluid variables, especially near the event hori-
zon, of α-disk models, most of which assume non-magnetized turbulence as the origin of angular momentum
transport (Penna et al., 2010). Coupling between a spinning hole and accretion disk through field lines even
makes it possible to extract energy from the black hole (e.g. Gammie, 1999) which may significantly affect
the morphology of the accretion system, e.g. through the formation of jets (Blandford & Znajek, 1977).
The existence of magnetic field in real black hole accretion systems is evident from observed synchrotron
radiation and polarization (e.g. summarized in table 1 of Shcherbakov et al., 2012, for Sgr A*). Considering
effects of magnetic field is essential in modelling black hole accretion disks.
1.1.4 Disk Types
Black hole accretion disks are divided broadly into two categories: thin and thick disks. The thin disks are
formed when the cooling time scale is much shorter than the accretion time scale, i.e. when tcool  tacc. The
internal energy of the disk is rapidly radiated away and H/r ∼0.01 or lower. Such solution was originally
derived by Shakura & Sunyaev (1973) and Lynden-Bell & Pringle (1974), and general relativistic effects are
included by Novikov & Thorne (1973) and Page & Thorne (1974). The thin disk models are often applied
to bright X-ray binaries (XRBs) and AGN that have accretion rate M˙ ∼ 0.1 − 1M˙Edd where M˙Edd is the
Eddington accretion rate. Those disks are expected to be optically thick.
Thick disks, on the other hand, are formed when tcool  tacc and the thermal energy is trapped to keep the
disk supported by the gas pressure from collapsing. The faint XRBs and low luminosity SMBH such as Sgr A*
are expected to be thick disks with M˙  M˙Edd. Standard thick disk model is advection-dominated accretion
flow (ADAF) introduced by (Narayan & Yi, 1994, 1995a,b). Since entropy of a fluid is advected together with
the fluid, we can define effective advection cooling rate of a volume, qadv = (~v · ∇)u ∼ vru/r ∼ u/tacc where
u is internal energy, in addition to the radiative cooling rate, q− (more detailed description in Narayan &
McClintock, 2008). The thin disk and ADAF correspond to regime qadv  q− and qadv  q−, respectively.
ADAF itself is categorized in two regimes depending on optical depth. The first regime is that the large
tcool is due to low density. The flow in this regime is called a radiatively inefficient accretion flow (RIAF).
The numerical simulations in this thesis are focused on RIAFs. The second regime is that density is very
high to the level that scattering of the emitted photons prevents efficient cooling. Disks in this regime are
called slim disks.
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1.2 Observation: Sgr A* and G2 Cloud
Sgr A*, a compact source of radio, near infrared (NIR), and X-ray, is a SMBH at the center of our galaxy. It
is a very dim object as a SMBH, ∼ 1036(erg/s)∼ 10−8LEdd at millimeter (mm) wavelength, and hence, is a
good candidate to apply RIAF model to explain the observational features. Since all of numerical simulations
in this thesis are using RIAF disks, I will now focus on introducing Sgr A* as an observational example of
black hole accretion. I also outline a cloud moving toward galactic center, G2, which may interact with Sgr
A* in the near future.
1.2.1 Sgr A*
Sgr A* is at distance 8.4kpc, and its mass is 4.5× 106M (Ghez et al., 2008) which is relatively small for a
SMBH ∼ 107 − 109M but still has the largest angular size ∼ 10µas among all black holes found to date.
Recent advances in very long baseline (VLBI) observation have made it possible to spatially resolve the
accretion disk, and possibly resolve ∼ GMBH/c2 in the next decade. Current best measurement shows the
apparent size of Sgr A* is ∼ 37µas∼ 7GMBH/c2 (Doeleman et al., 2008).
The observed spectrum is Fν ∼ νp with p =0.17-0.3 up to ν ∼230GHz with flux density ∼ 3.4Jy at
1mm (Marrone et al., 2006) and steady in time (Falcke et al., 1998), but more variable for ν >230GHz
probably because the disk transits from optically thick to thin around this frequency. The slope is flatter,
p=-0.46-0.08, for ν >230GHz and is negative at NIR except when Sgr A* is in a flaring state (see Figure 1.1
for observed data points and our model spectrum). Discovery of polarization at mm and NIR (Aitken et al.,
2000; Bower et al., 2003, 2005) showed the existence of magnetic field in the accretion flow and its importance
in deciding the spectrum. Therefore, it is standard to think that the submillimeter bump is produced by
synchrotron radiation from the magnetized plasma. Several numerical models of Sgr A* also successfully
reproduced the observed submillimeter spectrum (Noble et al., 2007; Mos´cibrodzka et al., 2009; Dexter et al.,
2010; Drappeau et al., 2013) by simulating magnetized RIAF and its synchrotron emission/absorption. Sgr
A* is well observed in X-ray, too, for more than a decade using Chandra, XMM−Newton, and Swift, and
more recently NuSTAR. In X-ray, Sgr A* has luminosity of ∼ 2×1033erg/s in quiescent state at 2−10keV.
X-ray photons can be produced by Compton upscattering of the synchrotron photon, and also much of the
quiescent emission may be produced by bremsstrahlung at large distance.
Sgr A* is also a highly variable source in IR and X-ray (Baganoff et al., 2001; Genzel et al., 2003; Ghez
et al., 2004; Haubois et al., 2012). The X-ray flux can reach 160 times the flux in quiescent state (Porquet
et al., 2003). The “flares” happen in few minutes to hours time scales, and sometimes in submillimeter which
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possibly is correlated in time with the X-ray/IR flares (Eckart et al., 2008; Yusef-Zadeh et al., 2009; Trap
et al., 2011). Also, the flares are highly polarized, especially for the brightest flares (Genzel et al., 2010).
There are claimed quasiperiodic oscillations (QPO) detecting in NIR during the flare events (e.g. Genzel
et al., 2003; Trippe et al., 2007). The claimed period ∼20min, and it is often speculated that it is caused
by hot-spot rotation close to the horizon. However, other NIR observations did not detect QPO and argued
that the previously reported QPOs are statistically insignificant (Meyer et al., 2008; Do et al., 2009).
1.2.2 G2 Cloud
A dusty gas cloud, G2, is recently found to be approaching the galactic center (Gillessen et al., 2012).
The estimated mass of the cloud is ∼ 3M⊕ which is ∼ 102-103 times more than the mass accrete by Sgr
A* in a year. There are two estimates of the trajectory of G2 available: Gillessen et al. (2013) reported
the time of the closest approach, eccentricity, and periastron are 2013.69 ± 0.04yrs, 0.9664 ± 0.0026, and
4400 ± 600RSch ∼ 300AU, respectively, while Phifer et al. (2013) reported them to be 2014.21 ± 0.14yrs,
0.9814± 0.0060 and 1900RSch ∼ 130AU.
The possible interaction with the accretion disk is expected to affect the observational features (e.g. Yusef-
Zadeh & Wardle, 2013). Narayan et al. (2012a) used numerical simulation to predict that a bow shock forms
in front of the cloud a few months before the closest approach. The shock accelerates electrons to relativistic
regime and non-thermal synchrotron emission can be enhanced several times of the quiescent state. Sa¸dowski
et al. (2013) extended the work of Narayan et al. (2012a) and calculated radio light curve produced when
the cloud penetrates the accretion disk for several assumed orbital orientations. They concluded that the
emission from the bow shock is much stronger than the quiescent state for 0.1 < ν < 1GHz.
According to the conducted analytical predictions, detectable change in emission is promising. Such
event is seldom seen in any observation of accretion disks, and comparison with those analytical results may
deepen understanding of the environments around Sgr A*.
1.3 Numerical Modelling
Black hole accretion is highly non-linear process and hard to solve analytically; it requires calculation of
MRI in general relativistic regime. To study such complicated systems, numerical integration is a critical
method. In this section, I introduce simulations of RIAF type black hole accretion disks since they are the
most common and well studied model, as well as the most plausible model for Sgr A* accretion disk.
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1.3.1 Dynamical Models
There are several methods to numerically integrate the accretion flows. The most common hydrodynamics are
performed either by smoothed-particle hydrodynamics (SPH) and grid-based finite volume method. While
SPH is able to resolve thin accretion disks because of its Lagrangian nature (e.g. Nelson & Papaloizou, 2000),
grid-based methods are often more preferred over SPH due to the difficulty of including magnetic field. Most
of the recent simulations employ flux-conservative high-resolution schemes which naturally capture shocks
in a turbulent fluid. In principle, it solves an equation of the form
∂tU + ∂iF = S (1.9)
where U is a set of conserved variables such as mass and momentum, F is their flux, S is a set of source
terms such as gravity, and t and xi are time and space coordinates, respectively. The computational region
is meshed, and F is calculated at each grid’s boundaries by solving the Riemann problem, although usually
approximate Riemann solvers are used for saving computational expense. Variables on the left and right side
of each boundary is usually evaluated by interpolation to achieve higher order accuracy in space. Since we
know exact amount to be transferred to the grids next to each other, the variables are conserved to machine
precision.
General relativistic magnetohydrodynamics (GRMHD) simulation is the standard method to numerically
model black hole accretion for a decade (e.g. De Villiers & Hawley, 2003; De Villiers et al., 2003; Gammie
et al., 2003, 2004; McKinney & Gammie, 2004; Krolik et al., 2005; McKinney, 2006; Shafee et al., 2008a;
Beckwith et al., 2008a,b, 2009; Mos´cibrodzka et al., 2009; Noble et al., 2009, 2010; Penna et al., 2010;
Narayan et al., 2012b; McKinney et al., 2013, , and many others). The conserved variables, fluxes, and
source terms are
U =
√−g

ρu0
T 0µ
Bj
 , F = √−g

ρui
T iµ
biuj − bjui
 , S = √−g

0
TκλΓ
λ
µκ
0
 , (1.10)
where ρ is fluid’s rest mass density, uµ is four-velocity, Tµν is stress-energy tensor, Bi and bi are magnetic
field vectors (Gammie et al., 2003), g =det(gµν), and Γ
λ
µκ is Christoffel symbols. Radiative pressure is not
included in the equations because Sgr A* disk is optically thin and the effect is small. Radiative cooling
does not affect the flow, either (Drappeau et al., 2013). In addition to these equation, ∂i
√−gBi = 0 needs
to be satisfied for the simulation to be magnetic monopole free. This is done by either divergence cleaning
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method or constrained transport (To´th, 2000). One advantage of GRMHD coding is that, since information
of space curvature is stored in the metric, one can choose any numerical coordinate system without modifying
anything except the metric. Using this feature, usually more zones are concentrated at the equatorial plane
of the black hole to resolve the disk better.
The most common initial condition of GRMHD accretion disk simulation is a weakly magnetized ra-
diatively inefficient disk in equilibrium. For the same or similar initial conditions, results from different
authors/codes are qualitatively the same. MRI grows on the time scale of the orbital period at the ini-
tial pressure maximum, and the induced turbulence eventually saturates in tens of growth time scales. The
stress produced by the turbulence redistributes angular momentum to nearly Keplerian and make the plasma
slowly accrete. Unlike the α-disk model, the stress extends well inside rISCO for high spin values. Ther-
mal pressure dominates in the turbulent disk but magnetic field is influential for r . rISCO, although the
strength depends on resolution unless the magnetic field is well resolved. Polar regions are evacuated and
dominated by magnetic field that has both radial and toroidal component (helical). Magnetic and thermal
pressure are comparable in between the evacuated regions and the turbulent disk (corona). See Figure 1.2
(identical to Figure 2.1 but for convenience to access) for an example of the turbulent state. Note that
there is no evidence that the above “general result” is what is happening at Sgr A*, but the result largely
depends on initial magnetic fieild structure (Beckwith et al., 2008a), spin, and possibly simulation duration
since we do not know if the accretion achieved a real “steady-state”. For example, McKinney et al. (2012)
found that polar magnetic field builds up and suppresses the disk in their long and large disk simulation
which eventually led to a highly non-axisymmetric accretion at the equatorial plane. Although the “general
result” can successfully reproduce the observed spectra to some extent (e.g. Mos´cibrodzka et al., 2009), more
detailed observations are required to precisely determine the underlying accretion model.
1.3.2 Equation of State
Temperature of RIAF can reach as high as ∼ 1011-1012K. Majority of GRMHD simulations to date use
gamma-law equation of state p = (Γ − 1)u assuming the specific heat ratio Γ is constant. However, the
assumption works only for sub-relativistic (kT . mc2) or ultra-relativistic regime (kT  mc2) whereas
a wide radial range of RIAF gas falls in between these regimes. Another complexity arises in black hole
accretion disks, because time scale of energy exchange between ions and electrons can be comparable or
longer than the dynamical time scale. Therefore, temperature of ions (Ti) and electrons (Te) of RIAF
plasma are in general not necessarily equal (collisionless plasma). Electrons stays relativistic in the flow, but
ions transit from sub-relativistic to trans-relativistic along the way from outer to inner radii. Under these
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circumstances, it is no longer adequate to use the polytropic equation of state with a constant adiabatic
index (Ryu et al., 2006). Discussion of the transition from non-relativistic to relativistic particles in black
hole accretion flows is given by Shapiro (1973).
Relativistic equation of state for a single component gas has been known for a while (Synge, 1957):
p = ρθ (1.11)
u = ρθg(θ) (1.12)
where
g(θ) =
η(θ − 1)
θ
− 1, (1.13)
θ = kT/m is a scaled temperature, and η(θ) = K3(1/θ)/K2(1/θ) where K2 and K3 are modified Bessel
functions of second kind. It can be inferred that the adiabatic index Γ =
(
∂ ln p
∂ ln ρ
)
s
of the above equation of
state depends on the temperature. There are several studies about the effect of the Synge-type equation of
state on relativistic flows. Chattopadhyay & Ryu (2009) extended the equation (1.11) for multi component
single temperature gas and studied the effect on spherical Schwarzschild black hole accretion flow. They
demonstrated that fluids with different composition can produce different solutions even if they start with
the same specific energy or the same temperature. Mignone & McKinney (2007) have also studied the effect
of Synge-type single specie equation of state on a magnetized relativistic shock, jet, and general relativistic
axisymmetric accretion. They concluded that the difference in solution is considerably large when there are
transitions from cold to hot present.
If a tenuous gas is magnetized, anisotropic pressure and heat conduction may also become important.
The Larmor radius of the particles can be small enough compared to their mean free path. This makes
them harder to interact in direction perpendicular to the field lines. Considering all of these effects simply
by equation of state is unrealistic but incorporation of new physics into the dynamical equations is required
(e.g. Sharma et al., 2007).
1.3.3 Convergence
To use the simulation results to predict observational properties of Sgr A*, their quantitative accuracy is
an important factor. The accuracy depends not only on the appropriate physical model used, but also on
artificial effects that arise in simulations. Resolution is one of the most common sources of the artificial
effects. If the resolution is not high enough, the accretion flows is more diffusive and causes e.g. decrease of
the accretion rate which has a large effect on the resultant flux.
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Due to its numerical expense, shearing-box approximation has been widely used for convergence studies
of accretion disk simulations (e.g. Hawley & Balbus, 1991; Simon et al., 2011). The simulation box is an
approximation for a local portion of the accretion disk at an arbitrary radius with a small radial extent,
co-rotating with the fluid. Equations of motion are integrated in Cartesian coordinate of the reference frame
with a source term for the Coriolis force.
One may expect that a simulation gets monotonically closer to the exact solution as the resolution gets
higher, but the actual convergence rate and criteria depends on the physics included. Each measured quantity
does not necessarily have the same criteria and convergence rate, either. Especially, convergence of MRI
is not well understood since it does not require explicit viscosity to transfer the angular momentum while
the effective Reynolds number depends on the resolution. Dissipation rate also depends on the resolution
without explicit resistivity. Dozens of MRI shearing box simulations found that the convergence depends on
whether or not the simulation includes an initial mean magnetic field, stratification, explicit dissipation, and
explicit treatment of energy transport. The only case that does not converge is a simulation without any of
mean magnetic field, stratification, and explicit dissipation (Fromang & Papaloizou, 2007), but otherwise it
converges.
For the purpose of modelling Sgr A*, convergence of non-local, global MHD accretion disk simulation is of
our main concern. Hawley et al. (2011) conducted 3d global MHD disk simulations using pseudo-Newtonian
potential and found that the required resolution for convergence is 20 and 10 grids per MRI wavelength in
azimuthal and poloidal directions, respectively. Hence, they claim that no well-converged global accretion
disk simulations have ever been conducted, except Noble et al. (2010) which barely satisfies the criteria.
Recent work of McKinney et al. (2012) reported that their 3d GRMHD global model converged, but their
model is for a special magnetic field configuration that MRI is suppressed, and hence comparison with
Hawley et al. (2011) may not be useful.
1.3.4 Radiative Model of Sgr A*
As mentioned in the last section, Sgr A* is extremely underluminous and tenuous magnetized gas is thought
to be the source of the emission. Therefore, RIAF type disk is a good approximation in its modelling.
Most of the emission comes from the inner part of the disk where general relativistic effects are important.
Ray-tracing is a simple but robust method to obtain spectral energy distribution (SED) and image of the
simulated flows. We put an “observer” at a location far enough from the black hole where space time is
approximately flat. The observer, then, integrate synchrotron emission/absorption at a specific frequency
along geodesics toward the accretion disk until optical depth of the synchrotron absorption reaches ∼ 1
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(effect of bremsstrahlung is negligible in modelling Sgr A*). The integration starts from each pixel of “image
frame” located at the observer, and the image is projected on the frame by assigning the integrated intensity
to each pixel (Figure 1.3). The black hole is located at the center of the image with angular size of ∼ 10µas.
The ring-like structure centered at the black hole is caused by gravitational lensing effect. The left side of the
image is brighter because of Doppler beaming of synchrotron emission. Also, SED is obtained by performing
the routine for a series of frequency and calculating total flux of each image. Examples are shown in e.g.
Noble et al. (2007) and Dexter et al. (2010). By adjusting the input parameters, such as accretion rate,
they produced a millimeter bump consistent with the observations. Inverse-Compton scattering can not be
integrated by ray-tracing method since the calculation requires statistical sampling of scattered photons,
although analytical model can approximate the result (Esin et al., 1996; Straub et al., 2012).
Monte-Carlo based radiative transfer method is alternative of ray-tracing method (Dolence et al., 2009;
Hilburn et al., 2010). The Monte-Carlo nature of the method is able to follow the inverse-Compton scat-
tering process. Hence, the method can calculate SED of X-ray and even higher frequencies due to multiple
scatterings in addition to the radio and IR part produced by synchrotron emission. The method first creates
sets of photons in the simulation regions. The photons follow their geodesics and eventually reach “cameras”
that are distributed over spherical surface at large enough radius that GR effects are negligible on the surface
and count number and energy of arrival photons. On the way to reach the cameras, photons are absorbed
or scattered with a probability that depends on the optical depth.
There are several parameters that controls the radiative properties of the model. The most influential
parameter is accretion rate. Mass of the disk can be chosen arbitrarily in the process of converting variables
in simulation unit to physical unit. Therefore, we can give accretion rate as an arbitrary parameter when
performing radiative transfer. Inclination angle, angle an observer see the accretion disk with respect to the
black hole’s spin axis, is also a standard parameter to consider. Flux is usually lower for viewing the disk face
on (i = 0◦) than edge on (i = 90◦) due to the Doppler beaming inthe equatorial plane. Another parameter is
ion to electron temperature ratio, Tp/Te, which is necessary for calculating electron temperature. Thermal
distribution function is used for the electrons and Tp is assumed to be given by simulation. Higher Tp/Te
gives lower flux. For GRMHD simulation, spin of the black hole has large effect in both dynamical and
radiative results (Beckwith et al., 2008b) although there are other factors that are possibly important such
as initial disk size and magnetic field configuration (Beckwith et al., 2008a).
Those parameters of Sgr A* can be constrained by the numerous past observations from all the wavelength
from radio to X-ray (see Genzel et al., 2010, for the review). Especially, the stable millimeter flux ν ∼ 230GHz
gives tight constraints. Mos´cibrodzka et al. (2009) performed 2-dimensional GRMHD simulation and Monte-
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Carlo based radiative transfer to fit the parameter. Their best fit values are M˙ = 2× 10−9M/yr, i = 85◦,
Tp/Te = 3 assuming it is constant throughout the disk, and a ∼ 0.94. Shcherbakov et al. (2012) conducted
3-dimensional GRMHD simulation and Ray-tracing for the parameter fitting. They included polarization
in their fitting using polarized radiative transfer code (Shcherbakov & Huang, 2011), and found the best
fit values are M˙ = 4.6 × 10−8M/yr, i = 75◦, and a ∼ 0.5 (their prescription gives Tp/Te as a function of
radius).
Light curve is another radiative property that we can compare the result with the observations. The
two primary features are QPO and flare. Unfortunately, existence of QPO in observation is not justified as
mentioned in the previous section, and hence we do not know if QPOs found in simulations are “correct”
or not. Dolence et al. (2012) performed GRMHD simulation and Monte-Carlo based radiative transfer, and
detected QPO of frequency ∼ 7min∼ISCO orbital period which is caused by m=1 flow structure near the
horizon, although the amplitude may depend on the resolution of the simulation. Shcherbakov & McKinney
(2013), on the other hand, found in their simulation that QPO is produced by the rotating black hole
magnetosphere’s action on the disk which gives longer period than Dolence et al. (2012) ∼35min.
For flare, (Dexter et al., 2009) reported submillimeter flux modulation of ∼ 50% that last few hours.
This is consistent with the observational result. Similar weak flares are found in our simulations, but
corresponding X-ray flux is only ∼ 5 times higher than the quiescent state, which is lower than observed
flares (factor of ∼ 10− 100 times).
1.4 Tilted disks
Many observation support that black hole accretion is the source of emission from X-ray binaries, AGN,
and their jets. Number of theoretical and numerical studies are done for both geometrically thin and thick
accretion. One of the fundamental parameters of such systems is the angle between spin of the black hole
and angular momentum of the disk. The gravitomagnetic force caused by the spin of the hole makes a tilted
disk warp and deform. It can produce differences from the untilted case in observed spectra, variability,
and in estimates for the black hole spin. Obviously, studying tilted configurations is crucial to understand
realistic black-hole accretion.
Tilted black hole accretion is favored in its formation process, or at least, allowed (Fragile et al., 2001).
For stellar mass binaries, any black hole that has its spin axis tilted with respect to its orbital angular
momentum will have a tilted disk. The orientation of the spin axis depends on how the system is formed.
It is essentially random if the black hole joined the system through multi-body interaction such as binary
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capture. If the black hole is formed through a supernova explosion in a preexisting binary system, non-
axisymmetric explosion can change direction of the orbital angular momentum while the spin keeps the
original direction, which results in a tilted configuration. The observational evidence that tilted accretion
is common is that there are several X-ray binaries that have the jets not perpendicular to the plane of the
binary, e.g. GRO J1655-40 (e.g. Orosz & Bailyn, 1997; Martin et al., 2008b) and XTE J1550-564 (e.g. Steiner
& McClintock, 2012). For AGN, galactic mergers may happen at random angles and reorient the black hole,
resulting in repeated tilted configurations. Several examples of warped disks are maser disks NGC4258,
NGC1068, and Circinus (Miyoshi et al., 1995; Gallimore et al., 2004; Greenhill et al., 2003, respectively).
The cause of their warps is not clear, but it is still possible to explain using tilted accretion (Caproni et al.,
2007; Martin, 2008). Moreover, Caproni et al. (2004) argued observational evidence of disk and jet precession
in some AGNs can be induced by tilted accretion.
The deformation of a misaligned disk is caused by Lense-Thirring precession, where the precession fre-
quency ΩLT = 2aM/r
3 + O(a2). Because of its strong radial dependence, the disk experiences differential
precession and it twists and/or warps.
The disturbance caused by differential precession can propagate in two ways. When the disk is thick,
H/r > α, the disturbance propagates in a wave-like fashion and produces “twist” patterns in the disk. If the
disk is thin, H/r < α, the propagation of the disturbance is diffusive and much slower than the wave-like
case. In this regime, the small structures (twists) are damped by the viscosity in the inner part of the disk,
and the inner disk is aligned with the black-hole’s equatorial plane on the viscous timescale. This effect was
first proposed by Bardeen & Petterson (1975) and is known as Bardeen-Petterson effect. In both cases the
outer part of the disk keeps its original orientation. This is because Lense-Thirring precession rate is so low
there that its effect is limited by pressure and viscous stresses.
Most GRMHD simulations of accretion disks are performed in RIAF regime as is the case of untilted
disks due to the numerical difficulties of simulating thin disks. Fragile et al. (2007) performed the first
GRMHD simulation of a tilted thick torus using a non-conservative numerical scheme. They observed big
differences in the accretion morphology from the untilted case, but the Bardeen-Petterson effect was not
seen. Notice that ∇·B = 0 was not maintained in their algorithm, which casts same suspicion on the result.
Lubow et al. (2002) also showed in their analytic model that tilted thick disks have a highly warped shape
and the Bardeen-Petterson effect does not necessarily happen when H/r > α.
For thin disks (H/r < α), the transition radius, the radius at which the inner part of the disk, which
is aligned with the black hole’s equatorial plane, transitions to the outer inclined disk, can be estimated by
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equating Ω−1LT and r/vr using thin disk theory (Hatchett et al., 1981);
RBP =
[
6a
α
(
H
r
)−2]2/3
M (1.14)
Isotropic viscosity and negligible pressure is assumed to derive the above radius.
Nelson & Papaloizou (2000) found a different result when H/r ∼ α. They performed an SPH simulation
of the Bardeen-Petterson effect using a pseudo-Newtonian potential. They found the Bardeen-Petterson
configuration was established on the sound crossing time rather than the viscous time scale. This is because
the disturbance of the differential precession can still propagate in a wave-like fashion and the communication
is much more efficient than in the diffusive regime. They estimated the transition radius for this regime by
equating the rate at which the disk is twisted up and the rate at which the twist is diffused/propagated away.
Supposing the viscosity parameter for the vertical shear (i.e. horizontal fluid motions that are a function of
the vertical position in the disk) to be α1, the transition radius is
RNP =
[
24α1a
(
H
r
)−2]2/3
M for
(
H
r
. α1
)
(1.15)
It is apparent that RBP  RNP for α 1. For example, when H/r = α = 0.03 and a = 1, RBP ∼ 3700M
while RNP ∼ 80M . Their simulation showed an even smaller transition radius, ∼ 30M .
Recently, Dexter & Fragile (2013) used ray-tracing method and calculated emergent radiation field for
the tilted disk simulations of Fragile et al. (2007). They found an enhancement of NIR flux for the tilted
disks compared to the untilted disks. Hence, they argue that the tilt angle must be included as one of the
parameters for fitting models of low luminous accretion disks. They also found that morphological change
in ray-traced images in time and azimuthal viewing angle are large enought to be detected.
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Figure 1.1: The observational data points fo Sgr A*: the black data points are for quiescent states (Baganoff
et al., 2001; Melia & Falcke, 2001; Hornstein et al., 2002; Baganoff et al., 2003; Genzel et al., 2003; Marrone,
2006; Scho¨del et al., 2007; Doeleman et al., 2008; Dodds-Eden et al., 2009; Scho¨del et al., 2011) plotted with
our model spectrum obtained from GRMHD simulation and general relativistic radiative transfer. Red dots
are for flaring states and the purple dots connected with the lines show simultaneous observations (An et al.,
2005).
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Figure 1.2: Poloidal slices of the initial and turbulent state of the global simulation. The pseudo-color is
showing scaled logarithmic density and black lines are the initial magnetic field lines.
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Figure 1.3: An edge-on view of ray-traced image of our SgrA* model. Black hole is located at the center of
the image. The side length is 30 gravitational radius.
17
Chapter 2
Global GRMHD Simulations of Black
Hole Accretion Flows: a Convergence
Study
2.1 Introduction
1 The numerical study of black hole accretion flows has advanced significantly in the last decade. The advent
of techniques for numerically solving the equations of general relativistic magnetohydrodynamics (GRMHD)
has enabled self-consistent global modeling of accretion driven by the magneto-rotational instability (MRI)
(Balbus & Hawley, 1991; Gammie, 2004) onto rotating black holes. Qualitative aspects of these simulations
are code independent (e.g. De Villiers & Hawley, 2003; Gammie et al., 2003; Anninos et al., 2005), but
quantitative variations raise the question of numerical convergence. Recent work has shifted focus from dy-
namical properties of the accretion flow to simulated observations that can potentially constrain parameters
for particular sources such as Sgr A* (Dolence et al., 2009; Mos´cibrodzka et al., 2009; Dexter et al., 2009,
2010), including polarized radiative transfer (Shcherbakov et al., 2012). To assess the credibility of these
radiative models, it is necessary to assess quantitative convergence of the underlying GRMHD simulations.
Convergence studies of global accretion models are computationally expensive. An alternative is to use a
local model with shearing box boundary conditions to study the dynamics of MRI driven turbulence. These
are simpler in the sense that there are fewer free parameters, and cheaper in that numerical resolution can
be focused on a few correlation volumes ∼ H3, where H is the disk scale height. The local model has for
decades been a key theoretical tool for probing astrophysical disks (e.g. Goldreich & Lynden-Bell, 1965;
Goldreich & Tremaine, 1978; Narayan et al., 1987) coupled to the shearing box boundary conditions has
been widely used for the study of magnetized disks (e.g. Hawley & Balbus, 1991, 1992; Hawley et al., 1995,
1996; Stone et al., 1996; Sano et al., 2004; Hirose et al., 2006; Fromang & Papaloizou, 2007; Fromang et al.,
2007; Guan et al., 2009; Davis et al., 2010; Fromang, 2010; Guan & Gammie, 2011; Simon et al., 2011).
Shearing box models have been integrated (1) with or without a mean magnetic field; (2) with or without
stratification; (3) with or without explicit dissipation; (4) with and without explicit treatment of energy
transport. There are now dozens of shearing box studies that treat aspects of this problem. The only models
1The work in this chapter is done in collaboration with Dolence, J. C., Gammie, C. F., and Noble S. C., and published as
Shiokawa et al. (2012).
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that clearly do not converge are unstratified, zero-net field models without explicit dissipation (Fromang &
Papaloizou, 2007). These models have a magnetic field correlation length that decreases proportional to the
grid scale (Guan et al., 2009). But with explicit dissipation (Lesur & Longaretti, 2007; Fromang, 2010),
a mean field (Hawley et al., 1995; Guan et al., 2009), or stratification (Davis et al., 2010; Simon et al.,
2011), the models do converge. One of the best resolved studies is Davis et al. (2010), who convincingly
demonstrate convergence of a stratified, isothermal, zero explicit dissipation model with the athena code
at a physical resolution of up to 128 zones per scale height H. These stratified local models are physically
closest to global simulations (e.g. Hirose et al., 2004), which are dominated by toroidal magnetic field. Local
studies have shown, therefore, that with sufficient resolution numerical studies of MRI-driven turbulence can
converge.
Local models can focus on a few H3, while global simulations must contain many H3. Are any of the
dozen or so global disk models (e.g. Brandenburg, 1996; Matsumoto et al., 1996; De Villiers & Hawley, 2003;
Gammie et al., 2003; De Villiers et al., 2003; McKinney & Gammie, 2004; Gammie et al., 2004; McKinney,
2006; Fragile et al., 2007; Beckwith et al., 2008a; Shafee et al., 2008a; Beckwith et al., 2009; Fragile et al.,
2009; Fragile & Meier, 2009; Noble et al., 2009, 2010; Penna et al., 2010; Beckwith et al., 2011; Flock et al.,
2011; Hawley et al., 2011, and many others) converged? And are synthetic observations based on global
models (e.g. Dexter & Fragile, 2011; Hilburn et al., 2010; Mos´cibrodzka et al., 2009; Dexter et al., 2009;
Noble et al., 2007; Schnittman et al., 2006) sensitive to resolution? While some authors have included limited
resolution studies (e.g. Shafee et al., 2008a; Noble et al., 2010; Penna et al., 2010), the answer is not yet
clear.
The first systematic convergence test of a global black hole accretion simulation was done by Hawley
et al. (2011, hereafter HGK), using a zeus type code to simulate an H/R ≈ 0.1 disk in a pseudo-Newtonian
potential. HKG simulate a pi/2 wedge in azimuth, varying resolution around a fiducial 256 × 288 × 64 (r,
z, φ in cylindrical coordinate). After reviewing local model simulations and global nonrelativistic models
HGK find that a minimum of 10 cells per vertical characteristic MRI wavelength is required for convergence
(HGK’s Qz; e.g. Sano et al., 2004), and 20 cells per azimuthal MRI wavelength (HGK’s Qφ). They conclude
that most global simulations to date are far from resolved, except Noble et al. (2010) which used barely
adequate poloidal resolution.
In this chapter we study the same convergence problem considered by HGK, but (1) in relativistic
MHD and (2) using slightly different diagnostics. We ask what resolution is required for convergence (if
convergence can be achieved), and how the global resolution requirements are related to local models. We
are also particularly interested in whether resolution influences the spectra calculated from the models in the
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weakly radiative limit. This requires a fully relativistic simulation since in weakly radiative accretion flows
much of the emission arises from plasma near or even inside the innermost stable circular orbit (ISCO) of a
spinning black hole. At these radii the relativistic models incorporate the dynamics of the plunging region
and strong lensing effects on the radiation field.
A third contrast with HGK is that we simulate a full 2pi in azimuth rather than pi/2. Our experience
suggests that there is structure in the disk in all azimuthal fourier components, with the most power in the
m = 1 component. Models with small azimuthal extent have reduced field strength and therefore require
higher physical resolution by the HGK Q criteria.
We proceed as follows. §2 describes the code and initial and boundary conditions. §3 describes con-
vergence of radial profiles of non-dimensional variables. §4 describes convergence of azimuthal correlation
lengths. §5 describes convergence of simulated spectra calculated with a Monte Carlo code. §6 gives a brief
summary.
2.2 Simulations
Throughout the chapter, we follow the standard notation of Misner et al. (1973) and set GM = c = 1. We
consider a test fluid (no self-gravity) in the Kerr metric with dimensionless spin a∗ = 1 − 2−4 ≈ 0.94. The
governing GRMHD equations express conservation of particle number
(ρuµ);µ = 0 , (2.1)
and conservation of energy-momentum
Tµν;µ = 0 , (2.2)
together with the source-free Maxwell equations
∗Fµν ;ν = 0 , (2.3)
where uµ, ρ, Tµν , and ∗Fµν are the fluid’s four velocity, rest mass density, GRMHD stress-energy tensor,
and dual of the electromagnetic field tensor, respectively. The equation of state is
p = (γ − 1)u (2.4)
where γ = 13/9, appropriate for a collisionless plasma with relativistic electrons and non-relativistic protons.
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We evolve the GRMHD equations using the HARM3D code (Noble et al., 2009, 2006; Gammie et al.,
2003). HARM3D is a conservative high-resolution shock-capturing scheme demonstrated to have second order
convergence in space and time for smooth flows. The zone-centered magnetic field is updated with flux-
interpolated constrained transport (Gammie et al., 2003; To´th, 2000) which preserves a particular numerical
representation of ∇ · B = 0. For this study, we use piecewise parabolic interpolation for both fluxes and
EMFs.
The numerical grid is uniform in modified Kerr-Schild coordinates x1, x2, and x3 (Gammie et al., 2003):
x1 = ln r (2.5)
θ = pix2 + h sin(2pix2) (2.6)
x3 = φ (2.7)
where r, θ, and φ are the Kerr-Schild radius, colatitude, and azimuth, respectively. We set h = 0.35 to
concentrate the grid near the equatorial plane. The grid extends from below the horizon to r = 40, [0.017pi,
0.983pi] in colatitude, and [0, 2pi) in azimuth. HARM3D sets a “floor” for density and internal energy to avoid
numerical problems that arise when those values are low: ρmin = 10
−4r−3/2 and umin = 10−6r−5/2.
The initial condition is an equilibrium, prograde torus (Fishbone & Moncrief, 1976) with inner edge at
r = 6, pressure maximum at 12, and outer edge at 40. To make the torus unstable to MRI, it is seeded with
weak poloidal magnetic field whose vector potential is
Aφ =

C(ρ/ρmax − 0.2) if Aφ > 0
0 if Aφ ≤ 0
(2.8)
where C is a constant and ρmax is the maximum initial density. This gives dipole field line loops that run
parallel to density contours. The field strength is normalized so that the ratio of the maximum gas pressure
to maximum magnetic pressure β is 100. Small perturbations are introduced into the initial conditions to
seed the MRI. The density and magnetic field lines are shown in Figure 2.1 for the initial conditions and for
a later snapshot of the turbulent accretion flow.
The models have outflow boundary conditions at the inner and outer radial (x1) boundaries and periodic
boundary conditions in the azimuthal (x3) direction. The remaining (x2) boundaries are offset slightly from
the pole, so the grid excludes a narrow cone around each pole. This avoids having the last polar zone control
the timestep via the Courant condition because the polar zones become narrow in x3 (the computational
expense is proportional to N5x if poles are included!). While this treatment is essential for a convergence
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study, it is difficult to implement an appropriate boundary condition on the cone. We consider two different
polar boundary conditions.
The first, “hard” boundary is a solid reflective wall. We manually set the flux through the boundary
to zero, and adjust the EMF in the flux-ct routine to make the cutout completely opaque to the magnetic
field, since the field vectors are modified in the routine after setting the boundary condition. This boundary
condition produces an unphysical relativistic flow in the grids along the polar cone, so in addition we force
the poloidal velocity in the zones along the boundary to be zero.
The second, “soft” boundary also models a reflective wall. The variables in the ghost zones are all copied
from the first physical zone. The x2 components of the velocity and magnetic field are inverted across the
boundary (as usual for reflecting boundaries), but this only zeros fluxes on the boundary to within truncation
error. This version of the polar boundary condition permits some leakage of magnetic flux through the polar
boundaries, but does not produce unphysical flows along the boundary.
We ran a low resolution simulation with no polar cutout to evaluate both boundary conditions. The
results suggest that the difference between the boundary conditions does affect the evolution of the high
latitude “funnel” region. The soft boundary condition, in particular, causes a steady drop in the funnel
region magnetic flux. On the other hand, all three cases (hard, soft, and no cutout) exhibit remarkably
similar disk evolution.
Table 2.1: List of Runs
Resolution Duration (GMBHc3 ) Polar Boundary Type
96× 96× 64 16,000 Soft
144× 144× 96 12,000 Soft
192× 192× 128 10,000 Soft
384× 384× 256 6, 000 Soft
96× 96× 64 16,000 Hard
128× 128× 96 12,000 Hard
192× 192× 128 10,000 Hard
Our runs have numerical resolution (Nx1 , Nx2 , Nx3) = (96, 96, 64), (144, 144, 96), (192, 192, 128), and
(384, 384, 256). The runs last until tf = 16, 000 for 96 × 96 × 64, 12, 000 for 144 × 144 × 96, 10, 000 for
192 × 192 × 128, and 6, 000 for 384 × 384 × 256. Each resolution is run for both the soft and hard polar-
boundary conditions except the highest resolution case which is run only for the soft-polar boundary due to
numerical expense. A list of runs is shown in Table 2.1. The runs required ≈ 106(Nx1/384)4(tf/6, 000) cpu
hours on TACC ranger.
Each simulation’s initial data contains noise inserted in each zone with a random number generator.
This noise seeds the growth of instabilities in the torus. Each run will therefore differ in the details of the
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evolution, but over long enough periods one expects the differences to average away. Nevertheless, because
our runs have finite duration, we expect some “cosmic variance,” and this noise from run-to-run variations
is present in every measurement we use to evaluate convergence.
To evaluate run-to-run variation, we have repeated each of the Nx1 = 96 and Nx1 = 144 runs 3 times,
and have used the variance of these runs to attach error bars to our measurements. We find that large
run-to-run variations are caused by “events” that last a non-negligible fraction of the simulation time. For
example, the lowest resolution runs sometimes gather a large mass of plasma near the ISCO, then dumps it
suddenly into the black hole. We have also observed a bundle of magnetic field directed opposite to the field
in the funnel merge into the funnel, leading to a large fluctuation in the run with resolution 144× 144× 96
and hard-polar-boundary. While the nature, frequency, and origin of these events is still unclear (we have
only a handful of runs) it appears that run-to-run variation decreases at higher resolution.
2.3 Radial profiles of non-dimensional variables
We will compare poloidally, azimuthally, and time averaged radial profiles of the flow variables for the
different resolution runs. We take a density-weighted average to focus on the accretion flow within ∼ H of
the equatorial plane. The explicit expression for the averaged radial profile F (x1) for a variable f is
F (x1) =
∫ t2
t1
f¯(t, x1)dt
t2 − t1 (2.9)
where
f¯(t, x1) =
∫ (x2)2
(x2)1
∫ (x3)2
(x3)1
√−gρ(t, ~x)f(t, ~x)dx2dx3∫ (x2)2
(x2)1
∫ (x3)2
(x3)1
√−gρ(t, ~x)dx2dx3
(2.10)
is the density weighted poloidally and azimuthally averaged radial profile of the variable f and g = g(~x) is
the determinant of the metric. For our case, ((x2)1, (x2)2) = (0.01, 0.99) and ((x3)1, (x3)2) = (0, 2pi).
We compare only non-dimensional variables since dimensional variables depend on the accretion rate,
which decreases in time as the initial torus is accreted by the black hole. Our choice of the non-dimensional
variables are scaled electron temperature θe = kTe/me (= mppg/(2meρ) if Te = Tp), and β ≡ pg/pB =
(Γ− 1)u/(b2/2), where b2 ≡ bµbµ,
bµ ≡ 1
γ
(gµν + u
µuν)Bν (2.11)
Bµ ≡ −nν∗Fµν where nµ = (−
√
−1/gtt, 0, 0, 0) , (2.12)
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γ is the Lorentz factor of the flow measured in the normal observer’s frame, and Γ, k, mp and me, and Tp
and Te are the adiabatic index, Boltzmann constant, proton and electron mass, and proton and electron
temperature, respectively. When calculating β we average pg and pb separately using equation 2.10 and take
the ratio of the averages. This prevents zones with near-zero magnetic energy from dominating the average.
Figure 2.2 shows the radial profile of β and θe calculated using equation 2.9 for all the runs. All time
averages run from t = 4000 to the end of the run; at t = 4000 the disk at r . 10 is in a steady state for all
runs except for the lowest resolution model, which shows a clear upward trend in β over the entire run. The
lowest (96× 96× 64) and medium (144× 144× 96) resolution runs are averaged over 3 runs with different
initial seeds to reduce run-to-run variation. The figure shows profiles for both the hard and the soft polar
boundary conditions described in §2.
Figure 2.3 shows β and θe plotted against radial resolution Nx1 for r = 2.04 (ISCO) and 8. The soft-
and hard-polar boundary results are shown as solid black and red lines, respectively. Most quantities vary
sharply from Nx1 = 96 to 144 and then far less at higher resolution. For example, the soft polar boundary
models have β(ISCO) = (11.6, 7.3, 7.8, 6.6), and θe(ISCO) = (31, 47, 48, 57) at the four resolutions.
Notice that at resolutions greater than 144×144×96 there are only small quantitative differences between
the hard- and soft-polar boundary conditions, as seen in Figure 2.2 and 2.3. We conclude that the effect of
the polar boundary conditions on the main, equatorial flow is small for these dimensionless variables.
What part of the variations at Nx1 ≥ 144 is real variation with resolution, and what part is run-to-run
noise? The error bars in Figure 2.3 show standard deviation of the three runs performed for the lowest
(96 × 96 × 64) and medium (144 × 144 × 96) data points with different initial seeds. Error bars are not
available for the higher resolution data points due to computational expense. The size of the error bars
is comparable to the differences between models run with different resolution. One might hope to gain
additional information by measuring, e.g., β at several radii and averaging the trend with resolution, but,
interestingly, the entire radial profile varies in a correlated way. Nevertheless Figures 2 and 3 show a clear
trend of decreasing β and θe with increasing resolution. It seems likely, therefore, that there is a genuine
but weak trend with resolution.
2.4 Correlation lengths
We have looked at one-point statistics for non-dimensional variables. What about two-point statistics, which
measure the spatial structure of the turbulence, and in particular the correlation length? The correlation
length is a natural measure of the outer scale of the turbulence, and should be resolved and independent of
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resolution in a converged simulation.
We consider only the azimuthal correlation length, as this is most straightforward to compute, and is
most often under resolved in global simulations (HGK). The correlation function at radius r on the equatorial
plane is
R(φ) =
∫ 2pi
0
δf(φ0)δf(φ0 + φ)dφ0 , (2.13)
where δf is deviation from average value of variable f at r. In practice, we average R in small area r∆r∆θ
across the equatorial plane, normalize, and average in time:
R¯(r, φ, t) =
∫
r±∆r2 , ±∆θ
R(r, θ, φ, t)rdrdθ/(r∆r∆θ) (2.14)
R¯(r, φ) =
∫ t2
t1
R(r, φ, t)/R(r, 0, t)dt . (2.15)
Note that the correlation function for magnetic field is defined as
R(φ) =
∫ 2pi
0
δbµ(φ0)δbµ(φ0 + φ)dφ0 , (2.16)
where bµ is defined in §2. Then
λ : R¯(r, λ) = R¯(r, 0)/e . (2.17)
is the correlation length at radius r.
Figure 2.4 shows the azimuthal correlation length for density ρ, internal energy u, magnetic field b, and
θe for all runs. Evidently the correlation lengths (angles) are nearly independent of r, except close to the
outer boundary where the models are not in a steady state. The correlation length varies between about
0.2pi at the lowest resolution to 0.1pi at the highest resolution for all variables except b. Since H/r ∼ 0.3 2
for all models over a wide range in radius (Figure 2.6), this corresponds (assuming flat space geometry) to
1 to 2 vertical scale heights.
The non-dimensional resolution λ/∆φ ' 12(λ/(H/r))(Nx1/384) where ∆φ = 2pi/Nx3 , is marginal even
for our highest resolution simulation. For b, the correlation length of the highest resolution is smaller than
that for any other variable. The magnetic field structure is underresolved.
Figure 2.5 plots correlation length against resolution at the ISCO for the same variables as in Figure 2.4;
here red is the hard polar boundary and black is the soft polar boundary. The dotted lines show how the
correlation length would vary if it were fixed at 2, 5 and 10 grid zones.
2The scale height at each radius is defined as average of
∫ pi/2
θ0
(θ − pi/2)2ρdθ/ ∫ pi/2θ0 ρdθ and ∫ pi−θ0pi/2 (θ − pi/2)2ρdθ/ ∫ pi−θ0pi/2 ρdθ
where θ0 is colatitude angle of the cutout = 0.017pi.
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For ρ, u, and θe (the nonmagnetic variables) the correlation length is ∼ 5 grid zones for the two lowest
resolution simulations. At higher resolution– Nx1 = 192 and 384– the correlation length increases to > 10
grid zones, and the slope of the change in correlation length with resolution decreases. This suggests that
for the two highest resolution runs some structures in the turbulence are beginning to be resolved.
For b, on the other hand, the correlation length decreases nearly proportional to the grid scale, with the
correlation length fixed at around 5 grid zones per correlation length. There are small signs of an increase
at the highest resolution, but in light of run-to-run variations the significance of this increase is marginal at
best. The outer scale for the magnetic field is not resolved.
For all variables the correlation lengths for hard and soft boundary polar conditions are consistent.
Evidently the polar boundary does not influence the structure of turbulence in the equatorial disk.
How do these correlation lengths correspond to those found in local model simulations? Guan et al.
(2009) found in their unstratified shearing box model that the three dimensional correlation function was a
triaxial ellipsoid elongated in the azimuthal direction and tilted into trailing orientation. The relationship
between our azimuthal correlation length λb and the Guan et al. (2009) results is
λ =
(
cos2 θtilt
λ2maj
+
sin2 θtilt
λ2min
)−1/2
(2.18)
where θtilt ≈ 15 deg is the tilt angle of the correlation ellipse, and λmaj , λmin are the major and minor
axis of magnetic correlation lengths. For the best resolved net azimuthal field model in Guan et al. (2009)
(y256b, which like our global models saturates at β ' 20), this implies λ ' 0.17H ' 0.05 rad, or 0.016pi rad.
Therefore, it is surprising that correlation length as large as ' 0.3 rad ∼ H are measured in our model for
the nonmagnetic variables.
Davis et al. (2010) have computed correlation lengths in stratified, isothermal models with zero net flux.
In a model run with athena at a resolution of 64 zones per scale height, the implied azimuthal correlation
length (averaged over −H < z < H) for the magnetic field is slightly larger than in the unstratified models of
Guan et al. (2009), about 0.23H, or 0.02pi rad. Guan & Gammie (2011) have also run stratified, isothermal
models at lower resolution with a zeus type code. They find an implied azimuthal midplane correlation
length (similarly averaged) for the magnetic field that is even larger, about 0.9H, or 0.09pi radians. Since
correlation length decreases with increasing resolution it is possible that Guan & Gammie (2011) are not
resolving the correlation length, and that at higher resolution the correlation length would be closer to that
measured by Davis et al. (2010).
The correlation length of our highest resolution run spans 0.6(H/r) to 0.4(H/r) from ISCO to r ∼ 10
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where the corresponding β is 7 and 16, respectively. This is larger than the stratified shearing box results of
Davis et al. (2010) but smaller than that of Guan & Gammie (2011). To resolve the correlation length found
in Davis et al. (2010) we would need another factor of 2 in linear resolution. Note that recently Beckwith
et al. (2011) found in their global thin disk MHD simulation that azimuthal correlation length to be about
1.3(H/r) by averaging |z| < H and 5 < r < 11. This is larger than our result but also falls between Davis
et al. (2010) and Guan & Gammie (2011).
2.5 Spectra
An interesting application of GRMHD models is to simulate observations of sources such as Sgr A* (Dolence
et al., 2009; Mos´cibrodzka et al., 2009; Hilburn et al., 2010; Dexter et al., 2009, 2010; Dexter & Fragile,
2011). Are the simulated spectra converged?
The dynamical models underlying the spectral models are run with zero cooling, and the spectra are
produced in a post-processing step. This is self-consistent as long as the flows are advection dominated: the
accretion timescale is much shorter than the cooling timescale. We calculate the emergent radiation using
grmonty, a general relativistic Monte Carlo radiative transfer code (Dolence et al., 2009).
grmonty makes no symmetry assumptions and includes synchrotron emission, absorption, and Compton
scattering. Using the rest-frame emissivity for a hot, thermal plasma (Leung et al., 2011) the code produces
Monte Carlo samples of the emitted photons–“superphotons” that carry a “weight” representing the number
of photons per superphoton. The superphotons follow geodesics, with weight varying continuously due to
synchrotron absorption. They also Compton scatter and produce new, scattered superphotons with weight
proportional to the scattering probability. We use a “fast light” approximation, where for each snapshot of
simulation data a spectrum is created by treating the fluid variables as if they were time-independent. This
approximation is excellent for the time-averaged spectra we consider here. Superphotons that reach large
radius are collected in poloidally and azimuthally distributed bins, and each bin produces a spectrum. A
complete description of the code is given in Dolence et al. (2009).
To compare runs we generate spectra for 200 − 1200 time slices (depending on the length of the run)
and time-average them. The spectrum of each time slice is produced from azimuthally averaged bins that
extend from 0.12pi < |θ − pi/2| < 0.18pi rad with respect to the equatorial plane.
We modify the simulation-provided data in one respect before calculating the spectrum. The quality of
the non-magnetic fluid variable integration in the funnel region is poor due to truncation error. In particular
the temperature can be high (θe > 10
4) and the particle density is determined entirely by a density floor
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in HARM3D. We therefore zero the emissivity if b2/ρ > 1 to avoid contaminating the spectrum with possibly
unphysical emission.
It is necessary to fix a mass, length, and time unit to generate a radiative model. The combination
GMBH sets a length and time scale but not a mass scale because the mass of the accretion flow is negligible
in comparison to the black hole. We set MBH = 4.5× 106M, comparable to the mass of Sgr A*. The mass
unit for the torus M is still free; we set it so that the 1.3 mm flux matches the observed flux from Sgr A*
of ' 3.4 Jy (Marrone et al., 2006).
We want to model emission from a statistically stationary accretion flow. Because we start with a finite
mass torus and it accretes over time, however, there is a steady decrease in density, field strength, accretion
rate, etc., as the simulation progresses. We scale away this long term evolution using a smooth model, as
follows. We set the mass unit M = M0s(t) where M0 is a constant and s(t) is a two-parameter scaling
function. Then
ρunit =M/(GMBH
c2
)3 uunit = ρunitc
2 Bunit = c
√
4piρunit , (2.19)
or expressing with s(t),
ρunit = ρ0s(t) uunit = u0s(t) Bunit = B0
√
s(t) (2.20)
where they are the unit mass density, internal energy, and magnetic field strength, respectively, and ρ0, u0,
and B0 are constants. Conversion from the simulation unit to the cgs unit is, e.g. ρcgs = ρsimρunit.
The scaling function we employ has a form
1
s(t)
= At−5/3 exp
(
− tν
t
)
(2.21)
where A and tν are free parameters determined by a fit to the numerical evolution. The form comes from
fitting 1-d relativistic viscous disk models (see Dolence et al. 2013 in prep. for more complete discussion).
Notice that without this time-dependent scaling procedure, or with a different scaling procedure, the spectra
would vary systematically over the course of the simulation. The spectra would also differ systematically
with resolution because the plasma β varies with resolution.
We fit for A and the viscous timescale tν from simulation data after a quasi-steady state has been reached,
typically from t = 2000 onwards. A sample fit to M˙ , for the 192 × 192 × 128 run, is shown in Figure 2.7.
The variance of the normalized accretion rate decreases with resolution, that is, at higher resolution the
fluctuations are smaller and equation 2.21 gives an increasingly good fit. The maximum of the normalized
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accretion rate is nearly independent of resolution, when models with different resolution are compared over
the same time interval.
Broadband, time-averaged synthetic spectra are shown in Figure 4.3. The mass unit of the torus is fixed
by the condition that fν(230 GHz) = 3.4 Jy for a Sgr A* model measured at the solar circle. The shape of
the spectrum is broadly similar at all resolutions for both polar boundary conditions.
Figure 2.9 shows flux density plotted against resolution in the infrared (3.8µm) and X-ray (integrated
from 2 keV to 8 keV) where most of the emission is from direct synchrotron and single Compton scatterings,
respectively. Some of the variation is likely due to run-to-run variation, as indicated by the error bars on
the Nx1 = 96 and Nx1 = 144 models. The flux varies with resolution by less than about 50% at infrared
and 30% at X-ray for Nx1 > 144. The spectra therefore appear remarkably consistent and independent of
resolution, at least for the M and M˙ appropriate to Sgr A*.
In a sense this is not surprising, because (1) our normalization procedure removes much of the variation
that might arise from the decrease of β with resolution, and (2) the temperature is very well converged.
The combined effect of the fixed flux normalization and the variation with resolution is to strengthen the
magnetic field slightly and move the synchrotron peak slightly further into the infrared. This is echoed in the
first Compton bump in the X-ray, which is forced to slightly higher energy by the increase in infrared input
photons. While we have demonstrated this for only a single set of the model parameters (M , fν(230 GHz)),
exploration of slightly different models with similarly consistent results shows that this is not a unique case.
2.6 Summary
We have investigated convergence of global GRMHD simulations of hot accretion flows onto a black hole
and the emergent spectrum. We have run GRMHD simulations for four different resolutions, 96× 96× 64,
144×144×96, 192×192×128, 384×384×256 in spherical-polar coordinates. We have probed convergence
using three diagnostics: time-averaged radial profiles of nondimensional quantities (plasma β and electron
temperature θe); azimuthal correlation lengths for several variables including the magnetic field; and artificial
spectra generated with a Monte Carlo code.
For most of our diagnostics there are substantial differences between the lowest (96× 96× 64) and next
lowest (144 × 144 × 96) resolution, and relative minor changes at higher resolution. Run-to-run variations
in the lower resolution models tend to be larger than the differences between the higher resolution (192 ×
192× 128 and 384× 384× 256) models.
We find that the magnetic correlation length is not converged. It decreases nearly linearly with resolution,
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with the number of grid cells per magnetic correlation length fixed at ∼ 5, although we do see a slight increase
as resolution increases. Comparison with local model/shearing box simulations suggests that the turbulence
does not change qualitatively at higher resolution. Such comparisons also suggest that another factor of ≈ 2
in linear resolution (costing about 1.6 × 107 cpu-hours) would resolve the azimuthal magnetic correlation
length. None of the existing simulations (local or global) resolve scales more than a factor of ≈ 4 smaller
than the correlation length (particularly the minor axis correlation length, which is oriented nearly along
the radial unit vector and which we have not investigated here). If we identify the correlation length with
the outer scale of MRI driven turbulence, as seems reasonable, then none of these models have a resolved
inertial range.
On the other hand, time-averaged synthetic spectra based on the GRMHD models, with parameters fixed
to match Sgr A*, are remarkably reproducible from resolution to resolution. This suggests that simulated
observations from existing simulations have some predictive power. We think it likely that the leading source
of error in the high resolution radiative models is now related to the underlying physical model (particularly
the fluid model treatment of the plasma, and the absence of conduction) rather than the finite resolution of
the models.
A similar convergence study has been conducted by HGK for nonrelativistic global models. It is worth
asking whether our models are converged according to the dimensionless resolution Q, the ratio of most
unstable MRI wavelength 3 to the grid cell size in the azimuthal and vertical direction. In the azimuthal
direction, ignoring relativistic corrections,
Q3 =
λMRI
r∆φ
' 2pi
(
H
r
) |B3|
cs
√
2ρ
1
∆φ
(2.22)
'2pi
(
H
r
)
β−1/2
1
∆φ
(2.23)
(Qy or Qφ in HGK’s notation), where cs ∼ HΩ is the sound speed. This gives Q3 & 22 and & 10 for
Nx1 = 384 and 192, respectively, for all radii less than 10. In the vertical direction,
Q2 ' 2pi
(
H
r
) |B2|
cs
√
2ρ
1
∆θ
= Q3
|B2|
|B3|
∆φ
∆θ
(2.24)
(Qz in HGK’s notation) where ∆θ is the zone size in Kerr-Schild coordinates at the midplane. Since |B3/B2|
is usually ∼ 3− 10 and ∆φ/∆θ = 4, this gives Q2 & 9− 29 and 4− 13 for Nx1 = 384 and 192, respectively,
for r < 10. The required Q values to resolve the characteristic wavelength are Q3 & 6 (Sano et al., 2004)
and Q2 & 20− 60. Hence, MRI in the toroidal direction is resolved but not in the poloidal direction in these
3Although Q is well defined, the background state is turbulent and there are no well defined linear MRI modes.
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runs according to HGK’s Q criterion.
To summarize our findings in the form of guidance for future simulators: (1) the resolution 96×96×64 is
too low. The convergence measurements differ by factors of several from the highest resolution runs, and the
magnetic field weakens steadily in a relative sense (β increases) over the course of the run; (2) the resolution
144 × 144 × 96 shows early signs of convergence except for the correlation length of the magnetic field; (3)
the resolution 192× 192× 128 and 384× 384× 256 differ relatively little from each other and show signs of
convergence in the azimuthal correlation lengths, the temperature, and spectra, but not in the correlation
length of magnetic field; (4) the observed trends with increasing resolution (to the extent that they are
significant at the highest resolution) are that β decreases, θe increases, correlation lengths decreases, and IR
and X-ray fluxes increase relative to millimeter fluxes, which we use to normalize the spectrum.
31
Figure 2.1: Poloidal slices of the initial and turbulent state of the global simulation. The pseudo-color is
showing scaled logarithmic density and black lines are the initial magnetic field lines.
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Figure 2.2: Radial profile of plasma β (upper row) and electron temperature θe (lower row) for each resolu-
tion. The columns are for the soft-polar-boundary (left) and hard-polar-boundary (right).
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Figure 2.3: Plasma β (left) and electron temperature θe (right) plotted as a function of resolution at the
ISCO (r = 2.04) and r = 8. The black lines are for the soft-polar-boundary and the red lines are for the
hard-polar-boundary.
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Figure 2.4: Azimuthal correlation length as a function of radius for each resolution. From the top panel,
density (ρ), internal energy (u), magnetic field (b), and electron temperature (θe). The left column is for
the soft-polar-boundary and right column is for the hard-polar-boundary.
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Figure 2.5: At ISCO, azimuthal correlation length of density (λρ), internal energy (λu), magnetic field (λb),
and electron temperature (θe) are plotted as a function of resolution. The black lines are for the soft-polar-
boundary and the red lines are for the hard-polar-boundary. Black dotted lines show a correlation length of
2, 5, and 10 grid cells, to which correlation length size of 2, 5, and 10 grids correspond at each resolution in
azimuthal direction.
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Figure 2.6: Radial profile of the scale height H/r for the runs with the soft polar boundary. The runs with
the hard polar boundary have similar profiles.
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Figure 2.7: Time evolution of accretion rate for the run 192× 192× 128 with hard polar boundary. Dotted
line is the actual accretion rate and the solid line is a fit of the form shown in equation (2.21).
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Figure 2.8: Spectra for each resolution. Flux is fixed to 3.4 Jy at 1.3 mm shown by the vertical solid line.
The left plot is for the soft-polar-boundary and right plot is for the hard-polar-boundary.
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Figure 2.9: Infrared flux density (3.8µm, left) and X-ray flux (integrated from 2 keV to 8 keV, right) as
a function of resolution. The black lines are for the soft-polar-boundary and the red lines are for the
hard-polar-boundary.
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Chapter 3
Effect of Equation of State on Spectra
of Radiatively Inefficient Accretion
Flows
3.1 Introduction
1 Black hole accretion flows are expected to become radiatively inefficient when the accretion rate M˙ is small
compared the Eddington rate, M˙ . α2Ledd/(0.1c2) (Rees et al. 1982). The accretion flow close to the event
horizon is then expected to be hot (T ∼ 1011 K), geometrically thick (ratio of scale height H to radius R of
order 1), and optically thin. Under these conditions the accreting plasma will be collisionless, the random
energy of the ions and electrons may not be equal (SLE), the ions and electrons may have a fluctuating,
anisotropic Sharma et al. (2006), nonthermal (e.g. O¨zel et al., 2000) distribution function, and the rms
electron Lorentz factor may be significantly larger than 1. Anisotropic heat conduction is also expected to
be important (e.g. Sharma et al. 2006). The implications of this physical complexity in the accreting plasma
need to be understood before truly predictive models of black hole accretion flows can be constructed.
Some of these effects have been considered individually. Sharma et al. (2008) consider spherical accretion
flow models with magnetic fields and anisotropic conduction, showing that the magneto-thermal instability
(Balbus, 2000) can change the final geometry of the magnetic field. Local simulations incorporating pressure
anisotropy in a double-adiabatic model with approximate heat conduction show that electron anisotropy can
lead to direct heating of the electron fluid and may, under some circumstances, naturally lead to a ratio of
ion-to-electron temperatures Ti/Te ∼ 10 (Sharma et al., 2007). The transrelativistic nature of the electron
distribution function has been studied by Chattopadhyay & Ryu (2009), who consider spherical accretion
models with a transrelativistic equation of state, based on Ryu et al. (2006) and following Blumenthal &
Mathews (1976) and Meliani et al. (2006). Mignone & McKinney (2007) have also studied the effect of
a transrelativistic electron distribution function, comparing the evolution of a fast shock, a jet, and an
axisymmetric accretion flow under a Synge gas equation of state and a gamma-law equation of state. Ideally
all these effects would be incorporated in a single, dynamical model, but there are substantial obstacles.
For example, a covariant version of the double adiabatic model used by Sharma et al. (2006) has yet to be
1The work in this chapter is an ongoing project in collaboration with Gammie, C. F..
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formulated.
In this brief chapter we take a small step toward evaluating the importance of one aspect of these effects:
the impact of the transrelativistic nature of the electron distribution function on the structure and spectral
energy distribution (SED) of a hot black hole accretion flow.
We evolve a radiatively inefficient disk around a spinning black hole using an axisymmetric numerical
general relativistic MHD (or GRMHD) model for several equations of state. The SED is calculated using
a Monte Carlo radiative transport code, grmonty (Dolence et al., 2009), in curved space-time including
synchrotron emission and Compton scattering. Our equation of state is constructed using two assumptions:
(1) each component of the plasma has Boltzmann distribution and (2) the temperature ratio of protons and
electrons is fixed. The second assumption, even though it is never true in real situations, allows us to confine
modifications of the numerical model to the equation of state.
The following is the outline of this chapter. In §2, we describe our model, methods, such as our equation
of state and the codes for the evolution and radiative transfer. We describe the evolution of the fluid
variables in §3 and the resulting spectra in §4. Discussion and conclusions follow in §5 and 6. We follow
standard notation (Misner et al., 1973) throughout this chapter. Hereafter, we adopt geometrized units
GM = c = 1 (M is the mass of the black hole). We work in a coordinate basis with metric components gµν
and independent variables t, x1, x2, and x3. The dual of the normal observer’s four-velocity is defined as
nµ = (−α, 0, 0, 0) where α2 = −1/gtt.
3.2 Model, Numerical Methods, and Equation of State
Our basic experiment begins with a black hole of mass M and spin a∗ ' 0.94 surrounded by a Fishbone-
Moncrief (Fishbone & Moncrief, 1976) torus with characteristic radius ∼ 15GM/c2 and negligible mass. The
torus is in hydrodynamic equilibrium, but a weak (plasma β ∼ 100) poloidal magnetic field is added that
perturbs and destabilizes the equilibrium via the magnetorotational instability (Balbus & Hawley, 1991,
MRI). The initial magnetic field is derived from a vector potential Aφ ∝ max(ρ0/ρmax − 0.2, 0) where
ρmax is the disk’s maximum rest-mass density. It is normalized so that the minimum of the ratio of gas
to magnetic pressure is 100. Turbulence ensues and over the course of 2000GM/c3—slightly less than a
viscous timescale—a quasi-steady inner disk forms and a small fraction of the torus is accreted onto the
black hole. We then calculate the emergent radiation due to synchrotron emission, synchrotron absorption,
and Compton scattering.
We evolve the initial torus using the HARM code. HARM is a second order, conservative scheme for
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relativistic MHD that integrates the basic equations in the form
∂tU = −∂iFi + S. (3.1)
Here U is a vector composed of “conserved variables” such as momentum and energy density, Fi are the
fluxes of the conserved quantities, and S is a vector of source terms. All three vectors depend on P, a vector
composed of “primitive variables” such as rest-mass density and internal energy.
A full description of HARM, with tests, is given in Gammie et al. (2003); Noble et al. (2006). The main
algorithmic change required to implement an alternative equation of state is to the transformation between
primitive and conserved variables. This is required once or more times per timestep. Going from primitive
to conserved is trivial, but the inversion (conserved to primitive) does not have a closed-form solution and
must be done numerically.
3.2.1 Conserved and Primitive Variables
Consider fluid with four-velocity uµ, rest mass density ρ0, internal energy u, and pressure p. The governing
equations are then the conservation of particle number
(ρ0u
µ);µ = 0 (3.2)
the conservation of energy
Tµν;µ = 0 (3.3)
where Tµν is the stress-energy tensor, which for ideal MHD (uµF
µν = 0) is
Tµν = (w + b2)uµuν +
(
p+
b2
2
)
gµν − bµbν . (3.4)
where
w = ρ0 + p+ u, (3.5)
and
bµ ≡ 1
γ
(gµν + u
µuν)Bν , (3.6)
and the source-free Maxwell equations
∗Fµν ;ν = 0, (3.7)
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where ∗Fµν is the dual of the electromagnetic field tensor. The system of equations is closed by the equation
of state (§3.2.2).
The primitive variables are ρ0, u, the spatial components of the magnetic field in the normal observer
frame
Bi ≡ −nν∗F iν , (3.8)
and the spatial components of the fluid four-velocity in the normal observer frame
u˜i ≡ (gµν + nµnν)uµ = ui + αγgti. (3.9)
where γ ≡ −nµuµ is the Lorentz factor in the normal observer frame.
The conserved variables are Bi, and the density and the energy-momentum measured by the normal
observer:
D ≡ −nµρ0uµ = γρ0 (3.10)
and Qµ ≡ −nνT νµ = αT tµ . (3.11)
Bi are both primitive and conserved variables.
The relationship between conserved and primitive variables constitutes a five-dimensional nonlinear sys-
tem that must be inverted to recover ρ0, u, and u˜
i from Qµ and D. HARM does this using “2D-scheme”
discussed in Noble et al. (2006) but is designed only for a γ law equation of state.
3.2.2 Equation of State
Our model for the accreting gas is a relativistic Boltzmann gas containing multiple species (e.g. ions and
electrons) with distinct temperatures and fixed temperature ratios (e.g., Ti/Te = const.). This model
incorporates the expected softening of the equation of state as electrons become relativistic near Te =
mec
2/k ' 5.9 × 109 K. Our modest goal is to evaluate how this effect changes the accretion flow structure
and spectrum.
First consider a gas composed of a single species of mass m and temperature T . The equation of state
can be written
p = ρ0θ (3.12a)
u = ρ0θg(θ) (3.12b)
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where θ = kT/m is the scaled temperature. The exact g(θ) is
g(θ) =
η(θ)− 1
θ
− 1 (3.13)
where η ≡ K3(1/θ)/K2(1/θ) and Ki is a modified Bessel function of the second kind (see Synge (1957)). In
terms of g(θ), the sound speed is
cs
2 =
Γθ
h
= Γ
θ
1 + θ + θg(θ)
(3.14a)
where
Γ ≡
(
∂ ln p
∂ ln ρ0
)
s
= 1 +
1
g + θ(dg/dθ)
(3.14b)
and h ≡ (p+ ρ0 + u)/ρ0 is the relativistic enthalpy.
The special functions in the exact equation of state are expensive to evaluate (although they could easily
be evaluated to any desired accuracy using a lookup table). Gammie & Popham (1998) used
g(θ) ' 6 + 15θ
4 + 5θ
, (3.15)
which fits the exact g(θ) to within 2% everywhere. Also, Γ and the sound speed agrees with the fitting
formulae of Service (1986) to better than 0.5% and 1.3% respectively.
In an Appendix we derive equation (3.12) for a gas consisting of multiple species with constant temper-
ature ratios between species. The result is
p = ρ0θ (3.16a)
u = ρ0θG(θ) (3.16b)
where
G(θ) =
1
R
∑
i
(
ri
fi
g(θi(θ))
)
(3.16c)
θi(θ) =
θ
fi
mi
m R
(3.16d)
where θi ≡ kTi/mi is the dimensionless temperature of each component, θ ≡ k(
∑
riTi)/m is a mean
temperature where ri = ni/n =(Number density of i
th particle)/(Total number density) and m is the mean
45
particle weight. The constants fi describe the temperature ratios via
f1T1 = f2T2 = · · · = fiTi = fi+1Ti+1 = · · · (3.17)
Also, R ≡∑(ri/fi). Notice that G(θ) reduces to g(θ) if the gas contains only one species.
The sound speed and ratio of specific heats are then
cs
2 =
Γθ
h
= Γ
θ
1 + θ + θG(θ)
(3.18a)
Γ ≡
(
∂ ln p
∂ ln ρ0
)
s
= 1 +
1
G+ θ(dG/dθ)
. (3.18b)
Equation (3.16) with g(θ) given in equation (3.15) is hereafter referred to as a “Synge-type EOS.”
We assume a pure hydrogen plasma, so the only species present are protons and electrons, and we
consider R ≡ Tp/Te = 1 (single temperature gas), 3, and 10. We have chosen these ratios because they
produce models that are broadly consistent with observations of Sgr A* (Mos´cibrodzka et al., 2009, e.g.),
and R = 10 is broadly consistent with recent work on heating by turbulence in collisionless disks by Sharma
et al. (2007).
Figure 3.1 shows Γ as a function of temperature for different R. Evidently there are steps where the
electrons, and then protons, become relativistic. Typically close to the black hole the ion temperature is
virial, with
Θe =
(mp/me)
3(1 +R)
(
GM
rc2
)
(3.19)
where
Θp =
R
3(1 +R)
(
GM
rc2
)
. (3.20)
Θp < 1 at all radii for all R (R > 1). For R = 3 Θe > 1 for r < 153GM/c
2, while for R = 10, Θe > 1 for
r < 55GM/c2; the electrons are therefore likely relativistic at r < 10GM/c2, which is the region where, it
turns out, most of the emission arises.
Since the Synge-type EOS is complicated and expensive to evaluate, it is natural to ask whether one
might choose an equivalent Γ law model that matches the Synge-type EOS over the relevant temperature
range. We will call this the “semi-Γ law” equation of state. It is possible to simply evaluate Γ for the Synge-
type EOS directly for a given T and R, but we can obtain a simpler result as follows. Suppose that T and
R are such that the electrons are relativistic (Γe = 4/3) and the protons are nonrelativistic (Γe = 5/3), and
the temperature ratio R is fixed. The estimates given above suggest that this is the case for most relevant
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T and R. Then
Γ(R) ≡
(
∂ ln p
∂ ln ρ0
)
s
= 1 +
2
3
(
R+ 1
R+ 2
)
. (3.21)
This gives Γ(R = 1) = 13/9 ≈ 1.44 (Shapiro, 1973), Γ(R = 3) = 23/15 ≈ 1.53, and Γ(R = 10) = 29/18 ≈
1.61. These Γ values are marked with colored broken lines in Figure 3.1 and correspond to the steps in Γ
for the Synge-type EOS.
The equation of state enters in both the dynamical calculation and the calculation of the electron tem-
perature used later in the radiative transfer calculation. We use
Te =
(Γ− 1)u
ρ0
(
mp +me
k
)(
1
R+ 1
)
. (3.22)
to estimate Te from u and ρ0 in the semi-Γ EOS.
The final equation of state we introduce is almost the same as semi-Γ-law EOS except Γ is no longer
a function of R but arbitrary. Its form is again p = (Γ − 1)u and equation (3.22) is used for calculating
Te. Hereafter we call this Equation of state “Γ-law EOS”. Γ-law EOS is identical to the ordinary single
temperature gamma-law EOS when R = 1. We include the comparison of this case with Γ = 43 and
5
3
because that is the most commonly used EOS in many simulations.
3.2.3 Implementation in HARM
It is not very straightforward to use our equation of state in HARM. We are usually required to perform
numerical root finding to use equation (3.16); for example we need to find p from ρ0 and u when we transform
primitive variables to conserved variables. Moreover, none of p, u, ρ0, or θ but only conserved variables (Qµ,
D, and Bi) are available in the inversion process (conserved to primitive).
As we mentioned before, there is no closed-form solution for the inversion transformation. Explicitly
stating the inversion process, it is to find primitive variables (ρ0, u, u˜
i) from D and Qµ by solving the
five-dimensional system
D = γρ0 (3.23)
Qµ = γ(w + b
2)uµ − (p+ b2/2)nµ + (nνbν)bµ (3.24)
The “2D-scheme” (Noble et al. (2006)) in HARM reduces the above system to a two-dimensional algebraic
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system:
Q˜2 = v2(B2 +W )2 − (QµB
µ)2(B2 + 2W )
W
(3.25a)
Qµn
µ = −B
2
2
(1 + v2) +
(QµBµ)2
2W 2
−W + p(W, v2, D) (3.25b)
where Q˜µ ≡ (gµν + nµnν)Qν is the energy-momentum flux perpendicular to the normal observer,
vi =
u˜i
γ
(3.26)
is the fluid’s velocity relative to the normal observer, v2 ≡ vivi, and
W ≡ γw . (3.27)
Then the equation (3.25) is solved for W and v2 using Newton-Raphson method.
Once the Newton-Raphson scheme is called, we are required to evaluate p, dp/dW , and dp/dv2 for many
sets of W and v2. Combining our equation of state and definitions of W , v2, and D, we can express them
as
p =
√
1− v2Dθ (3.28a)
dp
dW
= (1− v2)
(
1− 1
Γ(θ)
)
(3.28b)
dp
dv2
= −W
2
(
1− 1
Γ(θ)
)
(3.28c)
where Γ(θ) is the ratio of specific heats in equation (3.18b). Also, it can be shown that the relativistic
enthalpy h ≡ (ρ0 + p+ u)/ρ0 is
h =
W
√
1− v2
D
= 1 + θ + θG(θ) . (3.29)
Hence, one can easily find p, dp/dW , and dp/dv2 for a given set of W , v2 by just searching out θ from
equation (3.29) numerically. Tabulating h and θ before the whole simulation makes it faster.
After W and v2 are found, we can retrieve w = ρ0 + u + p and ρ0 from W = γw and D = γρ0 (note
the identity γ2 = 1/(1 − v2)). Equations (3.29) and (3.28a) give us p to recover u. Finally, the following
equation can be used to find u˜i:
u˜i =
γ
W + B2
[
Q˜i +
(QµBµ)Bi
W
]
. (3.30)
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One remaining thing is finding p from ρ0 and u in the forward transformation (primitive to conservative).
This calculation requires obtaining θ via a root finding different from the one we did for equation (3.29).
The relation between u, ρ0, and θ is
u
ρ0
= θG(θ) . (3.31)
Thus, one can tabulate u/ρ0 vs. θ before evolving the dynamics. Once θ is found, equation (3.16)
automatically gives us the pressure.
3.2.4 Radiative Transfer
Our radiative transfer is done by a Monte Carlo relativistic radiative transport code grmonty (Dolence
et al., 2009). The calculated spectra includes the effects of synchrotron emission, absorption, and Compton
scattering. It is valid for any arbitrary space time and relativistic velocity field.
For a given field of simulation variables, grmonty first calculates the emissivity and opacity. We employ
the emissivity expression appropriate for hot, synchrotron radiating plasmas (Leung et al., 2011). Instead of
a normal photon, ”superphoton”, which has its weight representing the number of photons in it, is emitted
in the rest frame of the plasma. Superphotons are distributed in all directions according to the emissivity
formula, and the code traces their geodesics. They are sometimes scattered and followed by a emission of a
new superphoton in a new direction or absorbed in a Monte Carlo fashion. These processes are accompanied
by the weight change of superphotons rather than removing them in order to keep the signal to noise ratio
high. Superphotons are finally put into angular bins at the desired distance from the radiating object.
We choose the bin at 45 degrees, which is the same as viewing the accretion inclining 45 degrees toward
the observer. grmontycan treat only optically thin flows. See Dolence et al. (2009) for a more complete
description of the code.
The GRMHD simulation is scale-free in that it does not specify the black hole mass (and therefore char-
acteristic simulation length and time scales GMBH/c
2 and GMBH/c
3) or the density scale of the accreting
plasma. To calculate the spectrum in cgs units we need to set these mass scales. First we pick the black
hole mass – MBH = 3.6× 106 M – which in our model appears only in the combination GMBH , so it does
not set a mass scale for the accreting plasma. Then we set the the characteristic mass of the torus Munit,
adjusting it so that each spectrum has ∼ 3.5Jy at 1mm in accordance with the observational data of Marrone
et al. (2006). Explicit relations between unit quantities are shown below (unit length, time, density, internal
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energy, and magnetic field strength, respectively).
Lunit = GMBH/c
2 Tunit = Lunit/c (3.32a)
ρunit = Munit/L
3
unit Uunit = ρunitc
2 Bunit = c
√
4piρunit (3.32b)
Converting simulation’s quantity to cgs unit can be done by ρcgs = ρsimρunit and so on.
3.3 Models
Before comparing resultant spectra, we first present some features of the dynamical evolution that arise from
the modification of EOS. There are no dramatic changes from the results of gamma-law EOS in dynamics,
but some quantitative changes are worth taking a look for the understanding of the nature of our equation
of states. Results of semi-Γ-law EOS are also shown and compared to that of Synge-type EOS. The right
picture in Figure 3.2 shows a snapshot of a HARM run to give a sense of what the evolution looks like.
When we analyze the results, we are required to average it over some period of time due to the large
fluctuation of MRI turbulence. The problem here is that the magnetic turbulence decays in axisymmetric
simulations. Its decaying timescale strongly depends on the resolution (e.g. Guan & Gammie (2008)).
Unfortunately, our choice of resolution (2562) does not sustain the strength of the turbulence long enough:
the turbulence decay timescale is not large enough compared to its largest fluctuation timescale. Our solution
to this problem is to run several simulations with different perturbations in the initial condition, and average
them. We choose 5 runs for each equation of state, and average for the period 1000M −2000M of all 5 runs,
where 1000M is about the time MRI saturates and 2000M is about the time the average magnetic energy
density becomes 70% of its saturated value. We need a 3D model to solve this problem completely, but this
treatment is enough for our purpose of this study. Results shown below are averaged in this manner.
The solid lines in Figure 3.3 show the adiabatic index in the equatorial plane plotted against the radius.
You can see the value does not change dramatically for each choice of Tp/Te, but mildly decreases toward
the horizon. This suggests that the approximation we made to derive semi-Γ-law EOS (relativistic electrons,
nonrelativistic protons) is fairly good, especially when Tp/Te is small. Those Γ values are shown with broken
lines in Figure 3.3. The approximation is less good for larger Tp/Te simulations since protons become more
relativistic and electrons become less relativistic in that case.
Figure 3.4 shows the electron temperature (Te), the rest mass density (ρ0), and the magnetic field
strength (b2) in the equatorial plane plotted against the radius. These three quantities directly affect the
emissivity. The electron temperature, as one expects, shows the largest differences for different Tp/Te runs;
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Te of Tp/Te = 1 simulations is more than 3 times higher than that of Tp/Te = 10 simulations everywhere in
the equatorial plane. Such large differences are not obtained by changing the Γ value in ordinary gamma-law
EOS, as you can see from Te of Γ-law EOS runs (Tp/Te = 1) with Γ = 5/3 and 4/3 in the plot. The colored
broken lines in Figure 3.4 are the results of semi-Γ-law EOS simulations with Γ = 13/9, 23/15, 29/18 (Te is
calculated using equation 3.22). The electron temperature profile of Synge-type EOS is well approximated
by a semi-Γ-law EOS. On the other hand, we see only minor quantitative differences in the density and
magnetic field strength plots for different EOS, and the small differences are comparable to that between
the Γ = 53 (black) and
4
3 (light blue) runs.
3.4 Spectra
All the spectra shown in this section are averaged over 5 runs with independent initial perturbations. Stan-
dard deviations of those 5 data points in each frequency bin are plotted as broken lines along the mean values
shown with solid lines. The density mass unit (Munit) is adjusted so that the mean value has ∼ 3.5(Jy) at
1(mm) for all the spectra.
Figure 3.5 shows the resulting spectra of Synge-type EOS with Tp/Te = 1, 3, and 10. Evidently increasing
Tp/Te moves the first peak to the right and increases its luminosity. The luminosity for Tp/Te = 10 is 0.5−1.0
orders of magnitude higher than for Tp/Te = 1 and 3 in the optically thin frequency range, which is clearly
different despite the large run-to-run variation. The overall spectral shape is similar. The Munit used for
each spectrum varies from 6.0×1018(g) for Tp/Te = 1 to 1.2×1019 for Tp/Te = 3 to 1.4×1020 for Tp/Te = 10.
Changing the value of Tp/Te from 1 to 10 affects the spectra a lot, changing the Γ value of single
temperature gas from 4/3 to 5/3 has negligible effect, as can be seen in Figure 3.6a, in which spectra for
Γ-law EOS with Γ = 5/3 (Munit = 3.7 × 1018) and 4/3 (Munit = 7.1 × 1018) together with Synge-type
EOS of Tp/Te = 1 (Γ varies around 13/9) are plotted. The relative differences between the mean luminosity
lines in Figure 3.6a are shown in Figure 3.6b. The largest differences are in the frequency range where the
transition from thermal synchrotron to Compton occurs, but the difference is comparable to the run-to-run
variation.
Figure 3.7 compares the semi-Γ-law EOS and Synge-type EOS. There is good agreement; the relative
differences are below 0.2 for all Tp/Te values for most of the frequency range, except the high frequency
regions where the signal to noise ratio is too low. Evidently the semi-Γ-law EOS can produce the same
spectra as that of Synge-type EOS for this accuracy of result in this frequency range. If we just want to see
the general effect of different Tp/Te on a spectrum, this result is useful: we can remove a layer of complexity
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from the code and save computation time.
3.5 Discussion
The fluctuation of Γ around the value derived from equation (3.21), which is its effective value when electrons
are relativistic and protons non-relativistic, is small in radiative region in Figure 3.3. The comparison in
Figure 3.7 in previous section confirms that this fluctuation also has an effect on the spectrum that is at
least small compared to the intrinsic (run-to-run) variation. Hence, the essential cause of the difference of
spectra for different Tp/Te values we see in Figure 3.5 resides in the treatment in semi-Γ-law EOS rather
than the complexities of the Synge-type EOS.
One cause of the spectral differences is the factor of 1/(Tp/Te + 1) in equation (3.22). There is also a
variation in Munit for each spectrum: the value used for Tp/Te = 10 case is more than 20 times larger than
that of Tp/Te = 1 case. This evidently plays very important role to decide spectra since none of simulation
variables (ρ0, u, and b) in simulation units varies on this scale. Those simulation variables are converted to
cgs units through equation (3.32), and the resultant variables are completely dependent on which Munit you
use.
To investigate the effect of the factor 1/(Tp/Te + 1) and Munit, we plot spectra from a single snapshot
of the evolution using several values of Munit without any constraints on luminosity, as well as using both
Tp/Te = 1 and 10 to calculate the electron temperature. Γ-law EOS with Γ = 4/3 was used for this
treatment. Red lines and blue lines in Figure 3.8 show the result of Tp/Te = 1 and 10 case, respectively.
Evidently raising Munit pushes the features in the spectrum rightward (B ∝M1/2unit, and the characteristic
synchrotron frequency is ∝ B). Also, the Tp/Te = 10 model, unsurprisingly, shows lower luminosity than the
Tp/Te = 1 model for the same Munit. We see that the relation between the lower most red line (Munit = 10
18,
Tp/Te = 1) and the top blue line (Munit = 10
20, Tp/Te = 10) is similar to the relation between the red
(Munit = 6.0 × 1018, Tp/Te = 1) and blue (Munit = 1.4 × 1020, Tp/Te = 10) lines in Figure 3.5 from the
standpoint of their relative positions and the “compactness” of blue lines compared to red lines. From this,
we can infer that the general trend of spectra by increasing Tp/Te value we see in Figure 3.5 is acquired by
the enforcement of lower electron temperature in its calculation, both for semi-Γ-law and Synge-type EOS:
i.e. higher Tp/Te makes the specific luminosity at 1(mm) lower, and so Munit must be larger to keep it
constant.
The above argument does not mean that only Tp/Te controls Munit and the spectrum; Γ also has some
effects. For example, for a Γ-law EOS with Tp/Te = 10, the spectrum differs from that of Synge-type EOS
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(or semi-Γ-law EOS) for both Γ = 4/3 and 5/3 cases as you can see in Figure 3.9. This is because Munit
is affected by the outcomes of the use of different Γ values, i.e. the difference of simulation data and the
difference of the factor (Γ − 1) in equation (3.22). These effects are more important for Tp/Te = 10 than
Tp/Te = 1 as one can see in Figure 3.6, which compares Γ = 4/3 and 5/3 results for Tp/Te = 1. This is
likely connected to our decision to fix the flux around the peak of the spectrum for Tp/Te = 1, which helps
make the two spectra similar.
Finally, we consider approximating spectra of an arbitrary Tp/Te model using a Γ-law EOS. Since the
position of the peak in the spectrum is controlled by Munit and the “compactness” can be controlled by
the factor 1/(Tp/Te + 1) in equation (3.22), it should be possible to empirically find a set of Munit and the
factor that give a reasonably close spectrum to that of Synge-type EOS and still satisfies the constraint of
the luminosity. For instance, the spectrum of Synge-type EOS with Tp/Te = 10 can be well fitted (relative
difference everywhere less than 20%) by that of Γ-law EOS with Γ = 13/9 if one uses Munit = 1.38 × 1020
and Tp/Te = 8.26.
3.6 Conclusion
We have examined influence of the equation of state on radiatively inefficient accretion flows, especially
considering effect of two-temperature flow. We constructed the equation of state for a plasma in relativistic
regime having the ratio of proton and electron temperature constant, used it in full GRMHD evolution
and radiative transfer, and compared the resultant spectra to that of simpler equation of states such as
gamma-law equation of state.
Under the constraint that the specific luminosity at 1mm is fixed, we found noticeable spectral differences
between models with different Tp/Te. Specific luminosity of the case Tp/Te = 10 is 0.5 − 1.0 order of
magnitude larger than the case of Tp/Te = 1 in the optically thin frequency range.
This difference is due mainly to changes in the radiative properties of the electrons rather than due to
dynamical changes in the flow due to changes in the equation of state. Those effects are small in part because
most of the radiation is generated near the event horizon in a regime with a mixture of relativistic electrons
and non-relativistic protons, so we can fix the adiabatic index to an approximate value and use a gamma-law
equation of state to obtain a fluid evolution that closely approximates that of a two-temperature flow. We
used semi-Γ-law EOS to show this, but if one wants to approximate the spectra of our two-temperature
EOS, one should also renormalize the electron temperature by a factor that can be found empirically.
We conclude that the effect of equation of state on the spectra of radiatively inefficient accretion flow is
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small. The general tendency of two-temperature flow spectra having roughly constant proton and electron
temperature ratio can be well approximated by simply dividing the electron temperature by the appropriate
factor when one does radiative transfer. One caveat, however, is that our models extend over only a limited
range in radius. Models with greater radial extent will contain the transition between a regime at large
radius where all components are nonrelativistic to a regime at small radius (modeled here) where electrons
are relativistic but protons are nonrelativistic, leading to more profound changes in the flow structure.
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Figure 3.1: Ratio of specific heats as a function of logarithmic electron temperature for Tp/Te = 1 (red),
3 (green), and 10 (blue), calculated using equation (3.18b). Broken lines are marking Γ values used in
semi-Γ-law EOS for the corresponding color (see equation (3.21)).
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Figure 3.2: Logarithmic density field of a magnetized torus around a Kerr black hole with a/M = 0.9375 at
t = 0 (left) and t = 1200M (right). Black is low and dark red is high density. The resolution is 2562.
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Figure 3.3: Adiabatic index in the equatorial plane for Tp/Te = 1 (red), 3 (green), and 10 (blue). Broken
lines are marking Γ values used in semi-Γ-law EOS for the corresponding color. The event horizon, ISCO,
and outer edge of the computational domain are shown with vertical solid lines (see equation (3.21)).
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Figure 3.4: Electron temperature (top left), rest mass density (top right), and squared magnetic field strength
in the equatorial plane for different equation of states. Red, green, and blue solid lines are results of Synge-
type EOS for Tp/Te = 1, 3, and 10, respectively, while dotted lines are results of semi-Γ-law EOS of the
corresponding color. Black and light blue solid lines are Γ-law EOS with Tp/Te = 1 (which is equivalent to
the ordinary gamma-law EOS) for Γ = 5/3 and 4/3, respectively. Event horizon, ISCO, and outer edge of
the computational domain are shown with vertical solid lines.
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Figure 3.5: Spectra of Synge-type EOS for Tp/Te = 1 (red), 3 (green), and 10 (blue). Specific luminosity
is fixed to ∼3.5Jy at 1mm by adjusting Munit. Dotted lines of the corresponding color are the standard
deviation of 5 data points (see §3).
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Figure 3.6: Top: Spectra of Γ-law EOS with Tp/Te = 1 (ordinary gamma-law EOS) with Γ = 5/3 (black),
4/3 (light blue), and Synge-type EOS with Tp/Te = 1 (red). Specific luminosity is fixed to ∼ 3.5(Jy) at
1(mm) by adjusting Munit. Dotted lines of the corresponding color are the standard deviation of 5 data
points (see §3). Bottom: Relative difference between the red and black/light-blue lines in the top plot, i.e.
|νLν Syng − νLν Γ|/νLν Syng.
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Figure 3.7: Comparison of Synge-type EOS and semi-Γ-law EOS spectra. Left column: Spectra of Synge-
type EOS (black) and semi-Γ-law EOS (colored). From top to bottom, Tp/Te = 1, 3, and 10. Specific
luminosity is fixed to ∼ 3.5(Jy) at 1(mm) by adjusting Munit. Dotted lines of the corresponding color are
the standard deviation of 5 data points (see §3). Right column: Relative difference between the colored and
black lines in the left, i.e. |νLν Syng − νLν Γ|/νLν Syng.
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Figure 3.8: Spectra found from a single snapshot of the evolution using several values of Munit. Γ-law EOS
with Γ = 4/3 is used for both Tp/Te = 1 (red) and 10 (blue) (see equation (3.22)). From top to bottom,
Munit = 10
20, 1019, and 1018 for each color.
Figure 3.9: Spectra of Γ-law EOS with Tp/Te = 10 with Γ = 5/3 (black), 4/3 (light blue), and Synge-type
EOS with Tp/Te = 10 (blue). Specific luminosity is fixed to ∼ 3.5(Jy) at 1(mm) by adjusting Munit. Dotted
lines of the corresponding color are the standard deviation of 5 data points (see §3).
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Chapter 4
Galactic Center Weather Forecast
4.1 Introduction
1 The recent discovery of a cloud moving towards the Galactic Center (Gillessen et al., 2012) creates a
potential opportunity for testing models of Sgr A*. The > 3M⊕ cloud will interact strongly with gas near
pericenter at rp ' 300AU ' 8000GM/c2 (M ≡ black hole mass), and may change the black hole accretion
rate M˙ . Since the structure of the cloud and the surrounding medium are uncertain, possible outcomes
range from small changes in M˙ over timescales of decades to rapid, large changes in M˙ .
The dynamical timescale at rp is td = (r
3
p/(GM))
1/2 = 0.5yr, and the viscous timescale tvis = (αΩ)
−1(R/H)2 ≈
100yr  tPhD, assuming α = 0.05 and H/R = 0.3, i.e. a hot, radiatively inefficient accretion flow. After
an initial transient phase while the flow circularizes—accompanied by transient emission—it is natural to
think the flow will settle into a steady state. The settling timescale could be as little as a few td, and so
the steady state may arrive as soon as mid-2014. If the resulting flow can be modeled as a steady disk, the
excess mass will drain away on the viscous timescale, i.e. the source will remain bright well into the 22nd
century. It is therefore interesting to ask how changes in M˙ manifest themselves observationally.
Current observations of Sgr A* show Fν = 0.5 − 1 Jy at 1-50 GHz with a nearly flat spectral slope
(Falcke et al., 1998); Fν ∼ νp=0.17−0.3. The spectral slope becomes flatter and variable at 230-690 GHz, with
p = −0.46 − 0.08, Marrone 2006), which is commonly interpreted as signaling a transition from optically
thick to optically thin synchrotron emission. The discovery of polarized emission (polarization fraction at
level of a few percent) at λ = 1.3mm and subsequent measurement of Faraday rotation imply a model
dependent limit 2× 10−7 > M˙ > 2× 10−9Myr−1 in the inner accretion flow (Bower et al. 2005, Marrone
et al. 2006). Sgr A* is resolved by VLBI at 1.3mm where interstellar scattering is comparable to the intrinsic
source FWHM 37+16−10µas (Doeleman et al., 2008). This is smaller than the apparent diameter of the event
horizon ∼ 55µas. Sgr A* fluctuates in the near-infrared (NIR), with average Fν ∼ 1mJy (Dodds-Eden et al.
2011). It is not yet detected at mid-infrared (MIR) wavelengths (λ ≤ 8.6µm, e.g. Scho¨del et al. 2011). In
1The work in this chapter is done in collaboration with Mos´cibrodzka, M. and Gammie, C. F., and published as Mos´cibrodzka
et al. (2012).
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the X-ray Sgr A* exhibits flares with characteristic duration of order an hour and a duty cycle of order 5%.
The upper limit for quiescent state X-ray emission is νLν < 2.4 × 1033erg s−1 (Baganoff et al., 2003). We
are not aware of secular trends in these observed properties of Sgr A*.
One model of Sgr A* that fits most observational constraints is our relativistic accretion model (Mos´cibrodzka
et al., 2009), where submillimeter, IR, and X-ray emission arise in an optically thin, geometrically thick disk
close to the event horizon; radio emission is assumed to arise nonthermally in a synchrotron photosphere
at larger radius (O¨zel et al., 2000), but is not predicted by our model, which focuses on the inner parts of
the accretion flow. The underlying flow model is a general relativistic magnetohydrodynamic (GRMHD)
simulation (Gammie et al. 2003, Noble et al. 2006, Shiokawa et al. 2012). The emerging radiation is calcu-
lated using Monte Carlo (Dolence et al., 2009) and ray-tracing schemes. The 1.3mm flux is Doppler boosted
synchrotron emission from the approaching side of the disk close the innermost stable circular orbit (ISCO).
Our relativistic disk model assumes alignment between black hole and disk angular momentum vectors,
a thermal electron distribution function, neglects thermal conduction, and assumes a constant ratio of ion to
electron temperature Ti/Te. The model does not produce the observed IR flaring at the correct amplitude,
but can with the addition of a small nonthermal component in the distribution function (Leung, 2010). If
we fix the black hole mass (MBH = 4.5 × 106M, Ghez et al. 2008) and distance (D = 8.4 kpc, Gillessen
et al. 2009), the remaining model parameters are the source inclination i, black hole spin a∗ (0 ≤ a∗ ≤ 1),
Ti/Te, and M˙ . We fix M˙ so that the 1.3mm flux matches the observed ' 3 Jy.
The relativistic accretion models are not tightly constrained by the data, but they reveal the following:
(1) face-on models that reproduce the millimeter flux would look like rings and therefore, in VLBI data, have
dips in visibilities on fixed intermediate baselines, while existing observations suggest that the ring radius
would need to vary to fit the data (Fish et al. 2011, see also Broderick et al. 2011). More nearly edge-on
models are therefore favored; (2) models with a∗ & 0.98 that reproduce the millimeter flux have a hot, dense
inner disk that would overproduce X-rays via inverse Compton scattering. Lower spin, a∗ ∼ 0.9, models are
therefore favored; (3) the observed source size and flux fix the temperature of the emitting electrons Te =
Fνc
2/(4pikν2σ2) (σ ≡ the RMS size of the source on the sky) and this turns out to favor Ti/Te ' 3 models.
The “best-bet” model from Mos´cibrodzka et al. (2009) has a∗ ' 0.94, i = 85◦, M˙ ≡ M˙0 ' 2× 10−9Myr−1,
and Ti/Te = 3.
The relativistic disk model uses self-consistent dynamics and radiative transfer but is not unique. The
electron distribution function is particularly poorly constrained. It is likely anisotropic, may contain multiple
temperature components (Riquelme et al. 2012) and power-law components, and vary in functional form
with time and position. Alternative accretion models (e.g. Broderick et al. 2011, Shcherbakov et al. 2012,
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Dexter et al. 2010) make different assumptions about the flow and/or distribution function and favor slightly
different M˙, a∗, and i. These models may respond differently to an increase in M˙ .
Indeed, radically different models may also fit the data. The model dynamics depends on the initial
magnetic field distribution; models with large vertical magnetic flux (e.g. McKinney et al. 2012) may
respond differently to variations in the mass flux. Also, jet models for Sgr A* (Falcke & Markoff 2000, Loeb
& Waxman 2007, Falcke et al. 2009) posit a luminous jet and a comparatively dim accretion disk. These
may also respond differently to an influx of mass.
How, then, does our relativistic disk model respond to increases in M˙? In this Letter we calculate the
1.3 and 0.87mm flux, source size, and spectrum for the best-bet model over a range of M˙ . One question we
seek to answer is whether a small increase in M˙ would hide the event horizon (and the ring-like signature
of the photon orbit, also known as the shadow or silhouette of the event horizon) underneath a synchrotron
photosphere. This might prevent detection of the photon orbit by the planned Event Horizon Telescope
(Doeleman et al., 2008). Another question is whether the increased M˙ would make Sgr A* detectable in
its quiescent state in the IR and X-ray. Below we describe variation of the flux and source morphology
at 230GHz (1.3mm) and 345GHz (0.87mm) (§ 4.2), describe variation of the spectrum (§ 4.3), and finally
discuss which features of the results are likely to be most robust (§ 4.4).
4.2 Change of Sgr A* sub-mm luminosity and size for enhanced
M˙
How do we naively expect the mm disk image size and flux to respond to changes in M˙? In our model,
1.3mm emission in Sgr A* is thermal synchrotron emission from plasma with optical depth τν ∼ 1, near
the ISCO. The true electron distribution undoubtedly contains nonthermal components (e.g. Riquelme et
al. 2012). Models with thermal + power-law distribution functions (e.g. Broderick et al. 2011) contain an
O(1/3) nonthermal contribution to the flux at 1.3mm, which hints at how uncertainty in the distribution
function translates into uncertainties in the spectrum.
The thermal synchrotron absorptivity is αν,a = jν/Bν , where jν =
√
2pie2neνs
3cK2(Θ
−1
e )
(X1/2+211/12X1/6)2 exp(−X1/3),
X = ν/νs, νs = 2/9(eB/2pimec)Θ
2
e sin θ, θ is an angle between the magnetic field vector and emitted photon,
K2 is a modified Bessel function of the second kind (Leung et al., 2011) and Bν ' 2ν2Θeme. Near 1.3mm,
X ∼ 1, and the emissivity is nearly independent of frequency, so jν ∝ νneB and αν,a ∝ ν−2neBΘ−1e .
We will assume that ne ∝ M˙r−3/2, Θe ∝ 1/r, and β ∼ const., so that B ∝ M˙1/2r−5/4 for r > GM/c2,
and ignore relativistic corrections. Then for τν  1 (or M˙  M˙0) the source has size ∼ GM/c2 and the
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flux Fν ∼ (4/3)pi(GM/c2)3jν ∝ M˙3/2. For τν  1 the source size is set by the photosphere radius rph where∫∞
rph
αa(r)dr = 1 (i.e. for M˙  M˙0, but not so large that Θe(rph) < 0.5 so that our emissivity approximation
fails). Then rph ∝ M˙3/2/ν2, and the flux Fν ∝ r2phBν(rph) ∼ M˙9/4/ν.
These scaling laws, unfortunately, are not a good description of the variation of source size and flux with
M˙ , for several reasons. First, relativistic effects are important; for M˙ ∼ M˙0 emission comes from close to
the photon orbit and the source size is determined by Doppler beaming and gravitational lensing. Second,
for the best-bet model at 1.3mm τν ∼ 1, so in a turbulent flow there is a complicated variation of the size of
the effective photosphere with M˙ . Third, the emissivity is not precisely frequency independent near peak.
We therefore need to turn to numerical models.
The best-bet model is taken from a survey of 2D models. Here we adopt the best-bet model parameters
(a∗ = 0.94, i = 85◦ and Ti/Te = 3) and use them to set parameters for a 3D model (Shiokawa et al., 2012) 2.
We use the same data set as Dolence et al. (2012), and choose three representative snapshots taken at times
when the flow is quiescent (t = 5000, 9000 and 13000GM/c3, where GM/c3 = 20s). We then recalculate
disk images and spectra for M˙ = (0.5, 1, 2, 4, 8, 16, 32, 64)M˙0.
The 3D model with M˙ = M˙0 is broadly consistent with observational data but is slightly more luminous
at higher energies than 2D models (β is lower in the 3D models, and this changes the X-ray to millimeter
color). The model is self-consistent only for M˙ < 64M˙0. At higher M˙ the efficiency of the flow is > 0.1 and
therefore our neglect of cooling in the GRMHD model is unjustified. At higher M˙ the 1.3mm photosphere
lies outside the limited range in radius where 〈dM˙/dr〉 = 0, so the emitting parts of the flow are not in a
steady state.
The images and total fluxes emitted by the disk at 230 and 345GHz are calculated using a ray tracing
scheme (Noble et al., 2007). To estimate the size of the emitting region we calculate the eigenvalues of the
matrix formed by taking the second angular moments of the image on the sky (the principal axis lengths).
The major and minor axis eigenvalues, σ1 and σ2 respectively, are related by σ = FWHM/2.3 to the FWHM
of the axisymmetric Gaussian model used to interpret the VLBI observations. We use 〈σ〉 = (σ1 + σ2)/2 to
measure the average radius of the emitting spot.
Figures 4.1 and 4.2 show the variation of 230 and 345 GHz Sgr A* model images with M˙ (based on
a single snapshot from the 3D GRMHD simulation). Evidently modest increases in M˙ make the ring-like
signature of the photon orbit easier to detect. For M˙ & 8M˙0, however, the ring (or black hole silhouette) is
hidden beneath the synchrotron photosphere at 230 GHz. The silhouette survives to higher M˙ at 345 GHz,
disappearing only at M˙ & 16M˙0. For low M˙ the silhouette is also difficult to detect because the emitting
2A 3D GRMHD model parameter survey is too computationally expensive, and has a poor return on investment given the
electron distribution function uncertainties.
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region is too small.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.1: Horizon silhouette detectability at 230 GHz for various M˙ . Panels a) to h) show images of
Sgr A* calculated for M˙ = (0.5, 1, 2, 4, 8, 16, 32, 64)M˙0, respectively. The center of the circle is positioned at
the image centroid and its radius, r = (σ1 + σ2)/2 is the RMS radius of the emitting region.
Figure 4.3, shows the accretion flow image size (〈σ〉, circle radii in Figure 4.1 and 4.2) and flux at 230
and 345GHz as a function of M˙ . Different point types correspond to different simulation snapshots. The
size of the emission region and flux increase with M˙ . The 345/230 GHz flux ratio increases with increasing
M˙ ; this is caused by the shift of the synchrotron peak towards higher energies at higher M˙ .
The following fitting formulae describe how σ and Fν depend on M˙ :
〈σ〉230GHz =

15.2× ( M˙
M˙0
)0.38, for M˙
M˙0
< 2
21.1× log10( M˙M˙0 ) + 13, for
M˙
M˙0
≥ 2
[µas] (4.1)
〈σ〉345GHz =

12× ( M˙
M˙0
)0.31, for M˙
M˙0
< 2
19.7× log10( M˙M˙0 ) + 8.3, for
M˙
M˙0
≥ 2
[µas] (4.2)
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Figure 4.2: Same as in Figure 4.1 but for ν = 345 GHz.
F230GHz =

3.17× ( M˙
M˙0
)1.03, for M˙
M˙0
< 2
10.62× log10( M˙M˙0 ) + 3.8, for
M˙
M˙0
≥ 2
[Jy] (4.3)
F345GHz =

3.2× ( M˙
M˙0
)1.3, for M˙
M˙0
< 2
25.13× log10( M˙M˙0 ) + 0.54, for
M˙
M˙0
≥ 2
[Jy] (4.4)
The constants are nontrivial to interpret because they encapsulate the complexities of the accretion flow
structure and relativistic radiation transport effects. The fitting functions are shown in Figure 4.3 as dashed
and dotted lines.
Figure 4.4 shows the relation between two observables, σ and Fν . The size is a linear function of the flux
and increases more steeply at 230 GHz than at 345 GHz. We also provide two phenomenological scaling
laws fitted to the data:
〈σ〉230GHz = 1.72(F230GHz/Jy) + 9.3 [µas] (4.5)
〈σ〉345GHz = 0.73(F345GHz/Jy) + 9.2 [µas] (4.6)
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Notice that these fits apply to the best-bet model only. For other a∗, Ti/Te, or i the scalings will be slightly
different. If the source is optically thick the source size-flux relation generally traces Te(r); in our model
Te ∝ 1/r.
Equation 4.5 predicts a size increase of 9 percent in Sgr A* when the 230 GHz flux increases from 2 to
2.7 Jy. Taking into account observational and theoretical uncertainties this is consistent with the observed
variations of source size, which increases by 6 percent as the flux increases from 2 to 2.7 Jy (Fish et al.,
2011).
4.3 Spectra
Our model spectra are generated by thermal synchrotron emission in the submillimeter/far-IR bump, and
by Compton scattering in the X-rays. The spectral slope of flaring NIR emission, and its high degree of
linear polarization (Dodds-Eden et al., 2011), imply that it is synchrotron from a small, nonthermal tail of
high energy electrons that is not (but can be; see Leung 2010) included in our best-bet model.
What are the expected scaling laws? Again, jν ∼ neB ∼ M˙3/2. The luminosity around the synchrotron
peak is Lpeak ∼ 4piνpeakjνpeak(GM/c2)3 ∼ M˙9/4, where νpeak ∼ M˙3/4 is such that ανGM/c2 = 1.
The emission rightward of the MIR/NIR is produced by Compton up-scattered synchrotron radiation.
The Thomson depth τsc = σTHneGM/c
2 ∼ M˙ , the X-ray luminosity is expected to scale as: νLν(ν ≈
1018Hz) ∼ Lpeakτsc ∼ M˙13/4, assuming that X-rays are produced by singly scattered synchrotron photons.
What do the numerical models show? Figure 4.5 shows spectra emitted from the 3D disk model as
observed at i ≈ 85◦. The SEDs are calculated using a general relativistic Monte Carlo scheme (Dolence
et al., 2009). The NIR luminosity νLν(ν = 10
14Hz) ∼ M˙2.5, which is only slightly steeper than the expected
dependence for the synchrotron peak. νLν(ν ≈ 1018Hz) ∼ M˙3.25 agrees well with the expected scaling.
We conclude that Sgr A* would become a persistent MIR and X-ray source (above the present upper
limits of 84mJy in MIR, Scho¨del et al. 2011, and 2.4 × 1033erg s−1 in X-rays, Baganoff et al. 2003) if
M˙ > 2M˙0. This is conservative in the sense that our models are strictly thermal. The addition of a high
energy nonthermal tail would only increase the MIR/NIR and X-ray flux.
We do not consider higher accretion rate models because for M˙ = 64M˙0 (νLν(ν = 10
18Hz) = 1039erg s−1)
the model becomes radiatively efficient,  = LBol/M˙c
2 > 0.1, and our neglect of radiative cooling in the 3D
GRMHD model is unjustified.
Finally, notice that the MeV flux increases sharply with M˙ . This suggests that electron-positron pair
production by photon-photon collisions in the funnel over the poles of the hole would increase sharply (the
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pair production n˙e± ∼ L2γ , Mos´cibrodzka et al. 2011). If this pair production is connected to jet production,
then at high M˙ Sgr A* might also produce a jet.
4.4 Discussion
In summary, we have used general relativistic disk models and relativistic radiative transfer to recalculate
millimeter images and spectra for Sgr A* at a range of M˙ > M˙0. Our models predict the following: (1) if the
230 GHz flux increases by more than a factor of 2, corresponding to an increase of M˙ by more than a factor
of 2, the central accretion flow will become a persistent, detectable, MIR and X-ray source; (2) the photon
orbit, which produces the narrow ring of emission visible in Figures 1 and 2, becomes easier to detect for
modest increases in the 230 GHz flux; (3) the photon orbit is cloaked beneath the synchrotron photosphere
at 230 GHz for M˙ & 8M˙0, or 230 GHz flux & 13 Jy; (4) the photon orbit is cloaked at 345 GHz only at
higher M˙ & 16M˙0, or 230 GHz flux & 17 Jy; (5) the size of the source increases in proportion to the flux
at both 230 and 345 GHz. We suspect that almost any accretion model for Sgr A* with a spatially uniform
model for the plasma distribution function will reach qualitatively similar conclusions, but that jet models
may differ significantly. There are order-unity uncertainties in our model predictions due to uncertainties in
the plasma model.
What range of changes in M˙ are reasonable? In our best-bet model the mass at radii within a factor of
two of the pericenter radius is ≈ 10−1.5 M⊕, assuming steady mass inflow from rp to the event horizon. The
addition of even a fraction of the inferred cloud mass to the accretion flow in a ring near rp could (eventually)
increase M˙ by a factor of ∼ 100. On the other hand, stellar winds supply mass in the neighborhood of the
central black hole at ∼ 10−3Myr−1. Models by Quataert (2004) and Shcherbakov & Baganoff (2010)
suggest that most of this mass is ejected in the form of a wind, and that ∼ 10−4.5Myr−1 to 10−7.3Myr−1
flows inward. A reasonable extrapolation of these models suggest the accretion flow at r < rp has a mass of
∼ 2M⊕; this is comparable to estimates of the mass of the inflowing cloud, so in this case we might expect
a factor of 2 increase in M˙ .
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(a) (b)
(c) (d)
Figure 4.3: Sizes (in terms of σ) of the emitting region and the total flux as a function of M˙ at 230 (upper
panels) and 345GHz (lower panels). Different point types correspond to different simulation snapshots. The
dashed/dotted lines show Equations 4.1, 4.2, 4.3, and 4.4.
71
Figure 4.4: Relation between flux and image size at ν =230 and 345 GHz. The dashed and dotted lines are
fits to the numerical data.
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Figure 4.5: Model spectrum for various M˙ . The M˙/M˙0 is shown on the righthand side. Observational
points and upper limits are taken from: Falcke et al. 1998, An et al. 2005, Marrone et al. 2006, Melia &
Falcke 2001, Scho¨del et al. 2011, Baganoff et al. 2003. The black symbols in the NIR showing the flaring
state are from Genzel et al. 2003. An example of X-ray flare is taken from Baganoff et al. 2001.
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Chapter 5
Dynamical and Radiative Models of
Tilted Accretion Flow onto Spinning
Black Hole
5.1 Introduction
1 Astrophysical black holes are expected to have nonzero spin angular momentum. Their spacetimes therefore
have an axis of symmetry, describable at large distance as lying along a spin vector s of the hole. The orbital
angular momentum of accreting material need not be aligned with s; in general at large radius the angular
momentum vector is tilted at an angle θˆ.
Are disks tilted? For accreting supermassive black holes, there are some clear examples, e.g. the famous
maser disk in NGC 4258 (Herrnstein et al., 2005). There is also a known absence of correlation between
the orientation of AGN jets and the orbital angular momentum of the galaxy at large radius Schmitt et al.
(2002), but see Verdoes Kleijn & de Zeeuw (2005); Battye & Browne (2009) for early type galaxies. If jets
align with black hole spin, this suggests that the disk is tilted at large radius. In stellar mass black holes,
both GROJ1655-40 Martin et al. (2008b) and V4641 Sgr Martin et al. (2008a) appear to have jets that are
misaligned with the orbit of the binary system. Again this indirectly suggests a tilted disk at large radius.
Fe Kα line measurements can measure the inclination of the inner disk directly, but in V4641 Sgr the implied
inclination disagrees with that of the jet (X-ray polarization measurements may also be able to measure the
inner disk inclination directly and thus constrain disk tilt, Li et al., 2009). In any event, it would seem
unreasonable to assume that all disks are aligned.
Once the disk is tilted, what shape does it assume? Adopting a model in which the disk is composed
of stiff, tilted rings of fluid moving on ballistic trajectories, it is possible to study the evolution of the disk
figure by considering nearly circular, nearly equatorial orbits. From here on we set GM = c = 1. For small
tilts the precession frequency with respect to time-at-infinity t is
ωp = Ω− νz = 1−
√
1− 4ar−3/2 + 3a2r−2
r3/2 + a
(5.1)
1The work in this chapter is an ongoing project in collaboration with Gammie, C. F., and Dolence, J. C..
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which agrees with the usual asymptotic precession rate
ωp =
2a
r3
+O(a2). (5.2)
ωp is positive, so the normal to the orbit n precesses counterclockwise around s, and the line of nodes
moves forward along the orbit for a prograde disk. At the innermost stable circular orbit (ISCO), ωp/Ω =
a/(3
√
6) +O(a2), increasing to 0.41 for the a = 0.9375 model we integrate below, and increasing again to 1
for a maximally rotating black hole. The precession rate varies with r, so an initially coplanar set of tilted
rings will precess differentially, the shape of the disk will change, and it will become twisted.
At this point it is useful to distinguish between tilt, warp, and twist. Again imagine that the disk can be
treated as a set of rings and describe the rings (nonrelativistically) using the unit normal n(r). Write the
direction n(r) in terms of θˆ (already defined) and φˆ, which gives the “longitude” of the tilt relative to an
arbitrarily defined prime meridian. The disk is tilted if n× s 6= 0; the disk is warped if n′ is nonzero, and the
disk is twisted if n′′× (n×n′) is nonzero. A commonly used characterization of disk figure, the shape of the
line of nodes, depends on s and the choice of prime meridian. It is badly coordinate dependent; for example
the spiral formed by the line of nodes can be leading or trailing depending on the choice of s. An invariant
characterization of the disk shape is given by the dimensionless warping rate w ≡ H2(θˆ′2 +sin2 θˆφˆ′2) and the
dimensionless twist t ≡ H2(φˆ′′θˆ′ sin θˆ − θˆ′′φˆ′ sin θ + 2θˆ′2φˆ′2 cos θˆ + φˆ′3 sin2 θˆ cos θˆ)/(θˆ′2 + sin2 θˆφˆ′2)1/2. The
twist vanishes for a (non-affinely-parameterized) geodesic on the unit sphere. If θˆ  H/r (H ≡ disk scale
height and r ≡ local radius), or the spin is very small (ω−1p  the accretion timescale), then the effect of
the tilt is likely imperceptible.
But astrophysical disks are not composed of tilted rings. Separate radii are coupled by fluid stresses,
including that due to turbulence, which is often modeled using an anomalous scalar viscosity ν = αcsH.
There is an extensive linear theory for tilted disks, beginning with Bardeen & Petterson (1975). Later work
(e.g. Ivanov & Illarionov, 1997) identified two regimes: a thin disk, diffusive regime where the dimensionless
viscosity α > H/r, where H is the scale height at radius r and α is take to be ratio of r − φ component
of viscous tensor and gas pressure (Shakura & Sunyaev, 1973), and a thick disk, wavelike regime where
α < H/r (Papaloizou & Lin, 1995), and the tilt is carried by inertial waves that couple resonantly to vertical
oscillations.
For a radially extended disk the diffusive regime is characterized by a tilted disk at large radius that
transitions to an aligned, equatorial disk at the Bardeen-Petterson radius rBP . The latter exhibits radial
oscillations with a wavelength that increases with radius. The key realization in this work is that warps couple
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resonantly to inertial oscillations in the disk. There are no fully relativistic linear analyses of precession that
extends down to the ISCO for all spins although recent work by Zhuravlev & Ivanov (2011) develops a fully
relativistic linear theory to O(a) in the spin.
Nelson & Papaloizou (2000) conducted the first global hydrodynamical simulation of tilted disks. They
studied thin, diffusive disks using smoothed particle hydrodynamics (SPH, with numerical viscosity standing
in for turbulence), and observed establishment of Bardeen-Petterson effect. They found the deformation time
scale is the sound crossing time rather than the viscous time, because disturbance of the differential precession
can still propagate in a wave-like fashion and the communication is more efficient than the original prediction.
For realistic accretion disks, however, turbulence induced by the magnetorotational instability (MRI Balbus
& Hawley, 1991) is likely the primary momentum transport mechanicsm. Simuations of magnetic disks in
the thin, diffusive (α > H/r) regime are expensive and have not yet been done.
On the other hand, general relativistic magnetohydrodynamics (GRMHD) simulations of thick disks
are relatively easy. Many have been carried out in a nonradiative (RIAF) regime, and give qualitatively
consistent results suggesting that turbulence is driven by the MRI and results in accretion and launching
of jets (e.g. De Villiers & Hawley, 2003; De Villiers et al., 2003; Gammie et al., 2003, 2004; McKinney &
Gammie, 2004; McKinney, 2006; Beckwith et al., 2009; Shafee et al., 2008a; Mos´cibrodzka et al., 2009; Noble
et al., 2009, 2010; Penna et al., 2010; Narayan et al., 2012b; Shiokawa et al., 2012; McKinney et al., 2013),
although the initial magnetic field configuration plays an important role in deciding the outcome (Beckwith
et al., 2008a).
The first GRMHD simulation of tilted thick disks was performed by Fragile et al. (2007). Their disks
are non-self-gravitating and initially 15◦ tilted with respect to the black hole’s spin axis. On average the
thickness and the viscosity of the disks are H/r ∼ 0.2 and α ∼ 0.01, respectively, so the disk is in the thick,
wavelike regime. Fragile et al. did not observe the wave-like propagation of the differential precession at
small radii. Instead, accretion occurred through two “plunging streams” emerging from r ∼5-6 independent
of spin value (Fragile, 2009) and a steady inner disk structure was established. The disk was tightly coupled
by the pressure force and precessed together at approximately the Lense-Thirring precession rate of the
initial pressure maximum. Such global precession happens when ωp ≤ cs/Rd where ωp is the precession
angular velocity, cs is sound speed, and Rd is disk radius (Papaloizou & Terquem, 1995; Larwood et al.,
1996), which is the case for their simulations.
Dexter & Fragile (2013) calculated the emergent radiation field for a tilted disk simulation using a
relativistic ray-tracing method and the simulation data of Fragile et al. (2007). They found that the near-
infrared flux (more precisely, the ratio of infrared to millimeter flux) is enhanced for the tilted disks compared
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to that of the untilted disks, and hence the tilt angle must be included as one of the parameters for fitting
models of sub-Eddington accretion disks. The infrared emission originates in hot plasma produced by shocks
in the plunging streams, where apocenters of highly elliptic orbits at small radii get crowded and compress
the gas (Fragile & Blaes, 2008). They also found that morphological changes in the ray-traced images in
time and azimuthal viewing angle are large enough to be detected.
5.2 Simulations
5.2.1 Model
We use a general relativistic magnetohydrodynamics (GRMHD) model for the accreting plasma. We will
focus on applications to Sgr A*, so we neglect radiative cooling (Drappeau et al., 2013). The governing
equations are conservation of particle number
(ρuµ);µ = 0, (5.3)
conservation of energy and momentum
Tµν;µ = 0, (5.4)
Maxwell’s equations
∗Fµν ;ν = 0, (5.5)
and a gamma-law equation of state
p = (Γ− 1)u. (5.6)
Here ρ is rest mass density, u is internal energy, Tµν is the GRMHD stress-energy tensor, and ∗Fµν is the dual
of the electromagnetic field tensor (see Gammie et al., 2003). We set Γ = 13/9, appropriate if Te & 6× 109
and Tp . 1013K, which obtains throughout most of our model (see Chapter 3).
We integrate the GRMHD equations using the conservative code HARM3D (Gammie et al., 2003; Noble
et al., 2006). HARM3D uses a local Lax-Friedrichs flux with piecewise parabolic reconstruction, constrained
transport to maintain ∇ ·B = 0 (To´th, 2000), parabolic reconstruction for estimating the EMF, and second
order Runge-Kutta timestepping. It has been extensively tested and converges at second order on smooth
flows (Gammie et al., 2003). The equations are integrated in the usual spherical Kerr-Schild coordinates,
which are regular on the event horizon, but with x1 = log(r) as the radial coordinate and x2 = θ/pi replacing
the colatitude.
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HARM3D has difficulty treating regions with low density, low internal energy, and high magnetic energy
density. To prevent these regions from developing we check the density and internal energy at the end of
each update and reset them if they are less than “floor values”, ρmin = 10
−4r−3/2 and umin = 10−6r−5/2.
5.2.2 Initial Conditions
Global disk simulations typically use equilibrium or near-equilibrium initial conditions to minimize initial
dynamical transients. There are exact (but unstable) hydrodynamic equilibria that can be used as initial
conditions for aligned disks in the Kerr metric (e.g. Fishbone & Moncrief, 1976).To our knowledge there are
no exact equilibria available for tilted disks. We solve this problem by starting with a near-equilibrium: we
rotate an aligned Fishbone-Moncrief torus by a tilt angle θˆo around an axis lying in the black hole equatorial
plane. Following Gammie et al. (2003) we add a weak magnetic field, which follows isodensity contours in
the poloidal plane of the initial disk, to the Fishbone-Moncrief solution, and then perturb the internal energy
to speed the development of the MRI. Our initial conditions are characterized by two key parameters: θˆo
and the radius of the torus pressure maximum.
Our approach differs slightly from that of Fragile & Anninos (2005). They introduce a tilted coordinate
system, then construct a semi-equilibrium torus (KDP in De Villiers et al., 2003) in the equatorial plane of
the tilted coordinate system, and evolve the disk in tilted coordinates. We prefer not to use this approach
because some of our models have smaller radial extent and therefore precess more rapidly. Once the disk
precesses by pi radians it acquires a tilt 2θˆo with respect to the tilted coordinates (assuming the tilt is
undamped). Large tilt places the (tilted) coordinate axis deeper in the disk and enhances truncation error.
Our initial disk is therefore tilted with respect to the usual Kerr-Schild coordinates.
We consider “small” and “big” disks, which have pressure maximum at rmax = 12 and 24, respectively.
We set the dimensionless spin of black holes to a = 1 − 2−4 ' 0.94 in all our simulations, so the event
horizon rh = 1.348 and rISCO = 2.044. The computational domain spans 1.18 < r < 60 (240) for the small
(big) disks. Outflow boundary conditions are used for the inner and outer boundaries. We exclude regions
within 2◦ of the coordinate axis to avoid the coordinate singularities and small timestep required by the
azimuthally thin grids near the poles, and apply reflecting boundary conditions at the poloidal boundaries2.
See Figure 5.1 for initial density distribution and magnetic field.
Table 5.1 summarizes the properties of each run. The numbers in the parentheses next to the simulation
durations are the corresponding orbital periods at the initial pmax.
In the table, the names of the runs stand for the initial disk size “s” (small) or “b” (big), tilt angle 0◦,
2At the poloidal boundary, u2 is artificially set to 0 to minimize numerical problems at the polar boundary. We have
confirmed that this does not affect the main accretion flow (Shiokawa et al., 2012).
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Table 5.1: List of Runs
Name Pressure Max Tilt Resolution Duration
(GM/c2) (r,θ,φ) (GM/c3)
s0-med 12 (small) 0◦ 144× 144× 96 8,000 (31)
s0-high 12 0◦ 192× 192× 128 11,000 (42)
s15-low 12 15◦ 96× 96× 64 7,000 (27)
s15-med 12 15◦ 144× 144× 96 7,000 (27)
s15-high 12 15◦ 192× 192× 128 7,000 (27)
s30-med 12 30◦ 144× 144× 96 7,000 (27)
b0-high 24 (big) 0◦ 260× 192× 128 14,000 (19)
b15-low 24 15◦ 96× 96× 64 33,000 (45)
b15-med 24 15◦ 195× 144× 96 26,000 (30)
b15-high 24 15◦ 260× 192× 128 14,000 (19)
15◦ or 30◦, and resolution “low”, “med” or “high”. Thus “s15-med” is a “small disk” that is initially tilted
15◦ and medium resolution 144× 144× 96 in x1, x2, and x3 direction. In simulations with “low” resolution
the accretion rate drops at qualitatively different rate compared to the higher resolution runs due to the
suppression of turbulence. Therefore we do not include the results of those simulations in the analysis of
this chapter. The number of x1 zones between the event horizon and pressure maximum is the same in
s0-med/s15-med/s30-med and b15-med. The number of x1 zones between the event horizon and pressure
maximum is also the same in s0-high/s15-high and b0-high/b15-high, but different from s0-med.
5.3 Results
5.3.1 Tilted Disk Coordinate
As we discuss in the next subsection, our tilted thick disks are made relatively rigid by pressure force.
Therefore, it is natural to introduce a concept of direction of disk’s tilt (direction of rotational axis) at each
time slice. The orbital angular momentum vector is not defined in the Kerr metric, however, since it is not
conserved: only the component of angular momentum parallel to the black hole spin axis is conserved.
We have tried a variety of definitions for disk direction that all produce similar results. The simplest is to
ignore the nonconservation of angular momentum and define an analog of the Newtonian angular momentum
vector:
~L(r) ≡
∫ √−gρ(~x× ~v)dθdφ. (5.7)
Here ~x and ~v are position vector and 3-velocity in the coordinates (x, y, z) = (r cos θ sinφ, r sin θ sinφ, r cos θ),
where vi = dxi/dt, t is the Kerr-Schild time coordinate, and the cross product is the usual three-dimensional
cross product.
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Having orientation as a function of radius, we can integrate over radius to obtain an overall average
direction of the disk, 〈~L〉, where the integration range excludes r < 6, where the disk is strongly twisted.
〈~L〉 has a direction on the unit sphere, given by the colatitude and longitude θˆD and φˆD. Evidently 〈~L〉 is
in general time-dependent.
We can now define a new set of spherical-polar angular coordinates (t, r, θ˜, φ˜) with axis aligned with 〈~L〉,
called “Tilted-disk-coordinates.” In these coordinates the poloidal angle θ˜ is 0 at the disk’s rotational axis
and 90◦ at the disk’s orbital plane. The azimuthal angle φ˜ = 0 along the line of descending nodes. Since
tilted-disk-coordinates are change with respect to Kerr-Schild coordinate as the disk precesses, and no fixed
relation between (t, r, θ, φ) and (t, r, θ˜, φ˜) exists.
Table 5.2 summarizes coordinate notations in this chapter. The camera angle (θˆc, φˆc) is introduced in
§5.4.1.
Table 5.2: Coordinate Notations
θ, φ Kerr-Shild coordinate (KS)
θ˜, φ˜ Tilted-disk-coordinate (TD)
θˆ(r), φˆ(r) Direction of rotational axis of a ring with radius r in KS (direction of of ~L(r))
θˆD, φˆD Direction of rotational axis of a disk in KS (direction of 〈~L〉)
θˆc, φˆc Latitudinal and longitudinal position of a camera where θˆc is in KS and φˆc is in TD
5.3.2 Plunging Streams
Figure 5.2 shows an isodensity surface from b15-high, averaged over 10, 000 < t < 14, 0003. The gas appears
to be accreting onto the black hole through two streams that emerge from the disk. Once this morphology
is established, the whole disk precesses together, as expected for disks with ωp ≤ cs/Rd where ωp is the
precession angular velocity, cs is sound speed, and Rd is disk radius (Papaloizou & Terquem, 1995; Larwood
et al., 1996) where (ωp, cs)∼(10−4, 0.1) at the pressure maximum (Rd ∼ 24) of the big disk. This model,
and indeed all our tilted models, have this same qualitative structure, consistent with Fragile et al. (2007).
To analyze the structure in more detail, we integrate density in poloidal direction at each radial and
azimuthal point to create an image of “surface density”:
Σ(r, φ˜) ≡
∫ √−gρ(r, θ˜, φ˜)dθ˜ (5.8)
The integration is done in tilted-disk-coordinates rather than Kerr-Schild coordinates (in Kerr-Schild coor-
dinates the resultant surface density would have higher values near the orbital nodes where the density is
3The time average was done in tilted-disk-coordinates to avoid the effects of precession.
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integrated obliquely with respect to the disk’s rotational axis). Figure 5.3 shows time averaged (t =4,000-
7,000) Σ¯(r, φ˜) for several tilted disk simulations, where Σ¯ is Σ normalized by total mass in each annulus:
Σ¯(r, φ˜) = Σ(r, φ˜)/
∫ 2pi
0
√−gΣ(r, φ˜)dφ˜ . (5.9)
In the figure, the two streams show up in all the images emerging from r ∼ 6. The emerging points and
ending points (event horizon) of the streams for 15◦ tilted disks are about 90◦ to 180◦ separated in azimuthal
direction, while those of s30-med are about 90◦ separated. The large m = 1 structures are appearent in the
untilted disk images.
From the Figure it is evident that the streams are in fact fairly modest enhancements in the surface
density, which exhibits a maximum peak-to-trough variation of ∼ 30%. The plunging streams are thus best
thought of as standing waves.
Next, we Fourier decompose Σ in φ˜ in each annulus and use the ratio of the m = 2 to m = 0 components
to characterize the dimensionless strength of the standing wave:
R ≡
√
a22 + b2
2
a0
(5.10)
where
am(r) =
1
pi
∫ pi
−pi
Σ(r, φ˜)cos(mφ˜)dφ˜ (5.11)
bm(r) =
1
pi
∫ pi
−pi
Σ(r, φ˜)sin(mφ˜)dφ˜ (5.12)
Figure 5.4 shows R(r) time averaged for t = 4, 000 − 7, 000 in several runs. For all the tilted disk runs R
increases inward, and is about a factor of 2-5 larger than in the control (untilted) runs. The same results
are obtained for internal energy u and magnetic field strength b
5.3.3 Temperature Distribution
Changes in the temperature structure of the inner disk can dramatically affect the spectrum. Is there shock
heating in the m = 2 standing wave that dominates the disk at small radius? Figure 5.5 shows that there
are indeed shocks. It shows a time averaged (t =4,000-7,000) pseudo-color temperature map overlaid with
density contour lines on a sphere at constant radius (r = 3; the abscissa is the untilted φ and the ordinate
is θ). The equatorial plane cuts horizontally across the middle of the plot.
An unperturbed tilted disk would appear as a smooth sinusoidal band on the plot. Due to the m = 2
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standing wave, however, there are density peaks at the peak and trough, where the disk is furthest from the
equatorial plane. As fluid rises or drops into these density peaks it is shocked, and the shock is inclined with
respect to lines of constant longitude φ. Similar plots at other radii, from r = 6 into the event horizon, have
a similar structure.
Standing shocks were also reported by Fragile & Blaes (2008). Their interpretation is that the fluid
trajectories at r . 6 are elliptical, and the trajectories crowd together near apocenter. The resulting
compression creates weak standing shocks.
Do the shocks change the temperature structure of the disk significantly? The spectrum is particularly
sensitive to the maximum temperature, so in Figure 5.6 we show
〈c2s(r)〉 ≡MAXφ
∫
dx2dt
√−gρc2s/
∫
dx2dt
√−gρ. (5.13)
In words: we take a density-weighted vertical and time average (t = 4000 to 7000) average of the sound speed,
then calculate the maximum over longitude at each radius. We use a maximum because the temperature
depends strongly on longitude.
In the figure, 〈cs2〉 of the tilted disks increases more rapidly toward the event horizon than the untilted
disks and is significantly higher in the region around the ISCO that produces most of the millimeter, X-
ray, and IR emission. Since the synchrotron emissivity is approximately proportional to T 2e ∝ c4s and the
emissivity is exponentially sensitive to temperature in the IR, this has a pronounced effect on the spectrum.
5.3.4 Disk Shape
We have defined ~L(r); how does the direction of this vector change with radius? Is the warped and twisted?
Figure 5.7 shows the direction of ~L(r), i.e. θˆ(r) and φˆ(r), for b15-high. The inclination angle θˆ increases
from the original tilt angle 15◦ to ∼ 20◦ as the radius decreases toward 6, and then decreases toward the
event horizon. The arc traced out by ~L(r) curves, as a result of differential precession, and so the disk is
both warped and twisted.
The variation of ~L at r < 6 shows that the inclination of the plunging stream declines toward the horizon,
and the plasma eventually accretes near the “orbital plane” of the outer disk. The disk continues to wrap
around the black hole spin vector, however, and the twist angle φˆ increases as radius decreases.
How does the disk shape evolve? The disk precesses at approximately the Lense-Thirring rate for the
mass-weighted mean radius of the disk. The small disks in our simulations therefore precesses 120◦ while
the big disk (s15-high) precesses only 15◦ over the run. We also observe the small disks’ θˆD decrease in time
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from 15◦ to 10◦; differential precession and dissipation causes the disk to settle toward the equatorial plane
of the black hole (Shiokawa et al. in preparation).
5.4 Spectral Energy distribution
The main goal of this work is to study how the spectrum of a tilted disk differs from that of an untilted
disk. We calculate the spectrum using grmonty, a Monte-Carlo based radiative transfer code that include
synchrotron radiation, absorption, and Compton scattering in full general relativity (Dolence et al., 2009).
We use a “fast light” approximation (i.e. we produce spectra for each time slice). This leads to negligible
errors if we time-average the resulting spectra. We assume that the electron distribution function is thermal
and that the electron temperature Te = Tp/3, where Tp is the ion temperature, motivated by the parameter
survey of Mos´cibrodzka et al. (2009).
To obtain a radiative flux we must convert code units to CGS units. This requires determining the mass
of the black hole and the accretion disk since we assume mass of the accretion disks is negligible compared
to that of the black holes in our simulations. We set the mass and distance of Sgr A* to 4.5× 106 M and
8.4(kpc) (Ghez et al., 2008; Gillessen et al., 2009), respectively, and adjust the mass of the disk so that
the time averaged flux (as seen in the equatorial plane of the hole) gives the observed 3.4Jy at λ = 1.3mm
(Marrone et al., 2006).
We begin the radiative transfer calculation at t ≈ 4000 and t ≈ 104 for small and big disks, respectively.
For the small disks a significant fraction of the mass is lost through the inner and outer boundaries over the
course of the run, leading to a secular decrease in flux for a constant mass unit. To avoid this, we scale the
mass unit with time, making it proportional to a power-law fit to the accretion rate at the event horizon.
For the big disks, the fractional mass loss over the course of the run is small and we keep the mass unit
constant.
5.4.1 Comparison of Tilted and Untilted Simulations
Figure 5.8 shows time averaged spectra of s0-med (black), s15-med (red), and s30-med (green). These spectra
are observed from a poloidal angle in Kerr-Schild coordinate θˆc = 90
◦ (equator), 60◦, and 30◦ for the top,
middle, and bottom panel, respectively. The azimuthal observer angle from the equatorial component of
the disks’ rotational axis, i.e. in tilted-disk coordinate φ˜, φˆc is 0
◦. (θˆc, φˆc) are referred as “camera angle” in
Table 2. The spectra are plotted together with the observational data points of Sgr A*; the red points are
for the flaring state.
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The Figure shows that the spectral energy distribution of the tilted models, s15-med and s30-med, have
higher flux than that of the untilted model, s0-med, at ν >230GHz. This is the case for all the observer
angles although the total flux decreases as the camera gets closer to the pole because emission is beamed
along the direction of plasma motion. The enhancement is especially significant in the IR around 1014GHz
where s30-med is approximately two orders of magnitude brighter. This high flux is Compton upscattered
so that the X-ray flux is larger as well. As can be seen in Figure 5.8, both tilted models overproduce the
X-ray flux compared to observations by an order of magnitude or more. The resultant spectra of the big
disks are almost the same as that of the small disks although their variability is smaller. This indicate the
emission is coming from close to the black hole where the small and big disks have similar structure.
Figure 5.9 and 5.10 show relation between the disk’s tilt angle and time averaged flux at infrared (1.7µm)
and X-ray (integrated from 2 to 8 keV) for (θˆc, φˆc) = (90
◦, 0◦). An adequate fit is
log10 νLν = 6.56× 10−2θˆc + 33.2 (IR) (5.14)
log10 νLν = 4.00× 10−2θˆc + 33.7 (X-ray). (5.15)
We use a simple power law since there are only three data points. Evidently tilt has a profound effect on
the IR and X-ray flux (at fixed millimeter flux) for tilts at least up to 30◦.
The time averaged spectra obtained from models with different size and resolution do not show any
definite trends in color or flux. One peculiar data point in Figure 5.9 and 5.10 is s15-high, which has 80%
lower flux than other simulations with tilt of 15◦. It is still within the range of the standard deviation of the
time fluctuation and run-to-run variation (Shiokawa et al., 2012). Nevertheless, this point does not change
the general increase in X-ray and IR flux with the tilt angle.
5.4.2 Origin of the Photons
Where do the new IR and X-ray photons in the tilted disks come from? Figure 5.11 shows Rem, the average
radius of photon emission (for unscattered synchrotron photons) or last scattering (Compton upscattered
photons) as a function of frequency for s30-med (green), s15-med (red), and s0-med (black). The top panel
shows the reference spectra, the middle pannel shows Rem, and the bottom spectrum shows the variance
(units of (GM/c2)2) for the distribution of emission radii. In the millimeter all photons originate close to
the ISCO. Tilted models generate direct synchrotron at still higher frequency, into the IR, due to higher
magnetic field strength, higher temperature, and higher density in the plunging streams. The characteristic
radius of emission then increases as synchrotron yields to Compton scattering in the optical and UV, then
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decreases again as the spectrum becomes dominated by Compton upscattering by high energy electrons in
the X-ray. A similar pattern obtains at every tilt, but the more tilted models have spectra that are shifted
toward higher energy.
Figure 5.12 shows an emissivity weighted average of Te, ne, and b, as a function of frequency. These are
the only variables required to calculate approximate synchrotron emissivity of hot thermal plasma in our
radiative models (Leung et al., 2011). As shown in the plots, all of those variables of the tilted runs have
higher values than the untilted run’s for most frequencies. In the range ≈ 1014 − 1015(Hz) where the flux
enhancement of the tilted models is largest, s15-med has an average ratio of Te, ne and b to that of s0-med
of 1.8, 3.1, and 2.1, respectively. For s30-med, the averaged ratio of Te, ne, and b to that of s0-med in this
frequency range is 5.1, 4.6, and 5.1, respectively, which gives ∼ 600 times higher approximate emissivity than
s0-med. In our thermal emission model the emissivity is proportional to exp(−(ν/νs)1/3) where νs ∝ T 2e b, so
the increase in Te and b can sharply increase emission on the high frequency side of the “millimeter bump.”
The choice of mass for the accretion flow has a strong, nonlinear dependence on the flux. This is expressed
through a choice of mass unit (Munit) used for converting simulation units to CGS units. While electron
temperature is dimensionless, the dimensional variables, density, internal energy, and magnetic strength
scale as ρ ∝Munit, u ∝Munit, and b ∝
√
Munit. Our choice of Munit is constrained by the requirement that
we match the observed flux of 3.4Jy at 230GHz. We set Munit = 0.94× 1019, 2.26× 1019, and 3.62× 1019g
for s0-med, s15-med, s30-med, respectively. The increase in Munit with tilt indicates that the millimeter
flux is suppressed for the tilted models and hence a higher accretion rate (disk mass) is required to raise the
millimeter flux and match observations at 230 GHz.
5.4.3 Dependence on Azimuthal Viewing Angle
The spectrum of tilted accretion models depends on both poloidal and azimuthal viewing angle, i.e. θˆc
and φˆc, respectively. Figure 5.13 shows time averaged spectra of b15-high viewed from various φˆc. We
see the variations of the spectra are as small as, or even smaller than the standard deviations caused by
the time variations shown in Figure 5.8 (notice that we do not vary Munit here!). The largest variation in
flux with φˆc among all the spectra in this study is about ∼ 60% in the millimeter bump of s30-med, at
θˆc = 60
◦. Therefore, we conclude that the spectrum is nearly independent of azimuthal viewing angle φˆc, to
the precision of our models.
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5.4.4 Imaging
We use a ray-tracing method (Noble et al., 2007) to simulate images of our disk models. Synchrotron
emission and absorption are integrated along geodesics that intersect each pixel of the observational plane.
Compton scattering is not included.
Figure 5.14 shows an example of the resultant images at ν = 230GHz, seen from the equatorial plane of
the black hole (θˆc = 90
◦). The top, middle, and bottom rows correspond to disks tilted at 0◦, 15◦, and 30◦,
respectively. Color corresponds to log(Iν).
We can see in the figure that the morphological differences of the accretion disks are also apparent in
the radiative images. For the untilted model, there is bright circular band of radius 20-30 (µas) caused by
gravitational lensing, and its left side is brighter due to relativistic beaming since the gas is moving toward
the observer. More complicated structures appear when the disk is tilted. Especially the images of the
30◦ tilted disk have two arm-like structures that are spiralling toward the center. Unlike the untilted disk,
morphology of the images of the tilted disks vary with the azimuthal viewing angle. The left, central, and
right columns in Figure 5.14 correspond to φˆc = 0
◦, 90◦, and 180◦, respectively.
The black elliptical circles in Figure 5.14 in each picture are placed at the centroid of emission. Their
semi-major axis is oriented in the direction of the axis of the image intensity with its length to be FWHM/2.3
of a Gaussian fit. We obtain these ellipses by taking second order central moments, construct covariance
matrices, and calculate its eigenvalues and eigenvectors for each image. Square root of the eigenvalues are
corresponding to the length of the semi-major and minor axes, σ1 and σ2, respectively, and the eigenvectors
are the orientation of the ellipses. Evidently the tilted disks have more elliptical emission and the emission
is tilted with respect to the circular pattern formed by emission along the photon orbit.
Figure 5.15 shows the relation between disk tilt and image size, defined as σ = σ1+σ22 . The error bars
indicate variance of σ with azimuthal viewing angle. In the figure, the image size and its variation in φˆc
increase with the tilt angle of the disks for both at 230GHz and infrared wavelength = 8.6(µm). The image
size for the IR is more compact than in the millimeter because most of the IR emission is coming from close
to the ISCO rather than from a radially extended region (5.11). However, the image size should increase
again as the wavelength gets shorter due to the Compton scattered photons at larger radii (again, notice
that Compton scattering is not included in these ray-traced images).
In Figure 5.16, eccentricity of the images are plotted against the tilt angle of the disks. The eccentricity
and its variation with φˆc increase with the disks’ tilt for 230GHz. On the other hand, the eccentricity stays
at ∼ 0.95 for IR, with just a small increase in the standard deviation with the disks’ tilt. This is, again,
because the IR emission is coming from the narrow range of the radius near the ISCO, the poloidal extent
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of emission region dominates and makes keep the image elongated in the vertical direction. We also found
that both tilt vs. image size and eccentricity are not sensitive to the poloidal viewing angle, at least between
θˆc = 90
◦ and 60◦ shown as black and red curves in the figures.
5.5 Discussion
Tilted black hole accretion disks are possibly a common configuration, with potentially significant impli-
cations for radiative disk models. In this chapter we have simulated tilted thick disks (H/r ∼ 0.3) with
tilt angle 0◦, 15◦ and 30◦. We have also explored models with different resolution and radial extent, and
compared their spectra and images (which may be measurable by the Event Horizon Telescope millimeter
VLBI experiment) using parameter appropriate to the galactic center black hole Sgr A*.
We found that at r . 6 tilted disks develop a strong standing wave with structure proportional to cos(2φ)
in the density, temperature, and magnetic field strength. The standing wave (or “plunging streams” in the
terminology of Fragile et al.) is strong enough to produce standing shocks that heat the accreting plasma.
The plasma in tilted models is significantly hotter (in an emissivity-weighted sense) inside r = 6 than in
untilted models.
The standing wave changes the radiative properties of the disk. If the disk mass is adjusted so that the
flux matches the observed flux from Sgr A* at 1.3mm, tilted disks have orders of magnitude higher flux in
the NIR and X-rays than untilted models. Using the same parameters for an a tilted model as for an untilted
model that satisfies most observational constraints (see Mos´cibrodzka et al., 2009) results in a model that
overproduces NIR and X-ray emission, even for models that are tilted by only 15◦. Evidently the shape of
the spectrum depends sensitively on the tilt.
A tilted disk arrives with two new parameters (angles) that describe the magnitude and direction of disk
tilt with respect to the line of sight to the observer. We found that the azimuthal viewing angle plays only
a small role in deciding the shape of the spectrum compared to the disk tilt angle, and it may be possible
as a first approximation to eliminate this parameter in fitting observations to tilted disk models.
Our study does not vary many important parameters of the model. We have considered only one value
of the black hole spin, and only one initial magnetic field configuration. We made this choice due to
computational expense, so there are many potentially interesting configurations waiting to be explored, such
as tilted counterrotating disks. And tilted thin disks—systems that lie in the diffusive warp propagation
regime, with α > H/r—have not yet been explored using MHD models.
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Figure 5.1: Azimuthal slice of the initial disk in spherical polar coordinate. The central hole is where the
black hole is, and extending cones from top and bottom of the hole are the cutouts of the coordinate poles
where the black hole’s spin axis also resides in. Pseudo-color shows the initial density distribution and the
black contours are the magnetic field lines. The disk’s angular momentum is tilted 15 degrees from the black
hole’s spin axis. The white lines show the largest initial magnetic field lines of the small disk mentioned in
§5.2.2. The labels on the axes are in M.
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Figure 5.2: Time averaged 3D density contour surface of 15◦ tilted disk showing the two accretion streams.
Radius of the black hole is 1.35.
89
Figure 5.3: Pseudo-color image of time averaged surface density Σ(r, φ˜) normalized by total mass at each
annulus Σ¯(r, φ˜). The x-axis is radius and y-axis is azimuthal angle in tilted-disk-coordinate. The linear color
range is set by, first find average and standard deviation σ of the values of Σ¯(r, φ) of each grid between ISCO
and initial pressure maximum, and then the minimum is set to the average minus 3σ and the maximum is
set to the average plus 3σ.
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Figure 5.4: Power ratio of m = 2 and m = 0 of time averaged surface density as a function of radius for
various simulations.
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Figure 5.5: Pseudo-color temperature distribution and density contours at r = 3. The fluid is sinusoidally
flowing from the left to right. The shocks are produced at where the plasma rises or drops into the density
peak pointed by the arrows. The color outside the lowest density contour line is set to blue, but actual
temperature is very high due to the low density.
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Figure 5.6: Time averaged radial profile of sound speed squared calculated from equation (5.13). From
around r . 5 and inner, cs2 of the tilted disks have higher values than the untilted disk’s, while it is lower
for the outer radii for the tilted disks than the untilted disk’s.
93
EH
ISCO
3 4
5
6
7
8
10
1420
=15 ◦
30
◦
45 ◦
s30-med
EH
ISCO
3 4
5
6
7 8
10
24
40
b15-high
Figure 5.7: The points in the figure show direction of rotational axis of annulus with different radii (θˆ(r), φˆ(r))
for s30-med (t = 2, 000) and b15-high (t = 9, 500) where the directions are calculated using equation 5.7. It
is a view looking down from the coordinate axis. The blue circles are contour lines of poloidal angle θ, the
blue cross at the center is the coordinate axis, and azimuthal angle φ = 0 in the direction of positive x from
the center. The green points are axes of tilted-disk-coordinate (θˆD, φˆD) for each disk. Each point is denoted
by the corresponding radius.
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Figure 5.8: The SED of small disks with different tilt angle, seen from φˆc = 0
◦ and θˆc=90, 60, 30◦ from the
top to bottom plot, respectively. The spectra are plotted together with the observational data points fo Sgr
A*: the black data points are for quiescent states (Baganoff et al., 2001; Melia & Falcke, 2001; Hornstein
et al., 2002; Baganoff et al., 2003; Genzel et al., 2003; Marrone, 2006; Scho¨del et al., 2007; Doeleman et al.,
2008; Dodds-Eden et al., 2009; Scho¨del et al., 2011), and red dots are for flaring states, where the purple
dots connected with the lines show simultaneous observations (An et al., 2005).
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Figure 5.9: Flux as a function of tilt angle at IR for the various simulations. The dotted line is the best fit
linear line.
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Figure 5.10: Flux integrated from 2 to 8keV as a function of tilt angle for the various simulations. The
dotted line is the best fit linear line.
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Figure 5.11: The average radius of photon emission (for unscattered synchrotron photons) or last scattering
(Compton upscattered photons) as a function of frequency for s30-med (green), s15-med (red), and s0-med
(black). Most of the IR emissions of 1013 − 1014(Hz) are coming from near the ISCO, while, for the higher
frequency, the emission radius gets more diverse and increases due to the effect of Compton scattering at
larger radii. It comes back to near the ISCO at even higher frequency since most of the Compton scattered
photons with such high energy are coming from there.
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Figure 5.12: Emissivity weighted average of Te, ne, and b, as a function of frequency for s0-med (black), s15-
med (red), and s30-med (green). Since the temperature is lower for the tilted disk at where radio photons
are emitted compared to that of the untilted disk as shown in figure 5.6, the mass unit Munit is required
to be higher to match the flux value at 2.3mm. This is the main cause of the higher scaled density and
magnetic field of the tilted disks at all frequencies. On the other hand the dimensionless temperature is
higher for the tilted disks due to the shock heating.
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Figure 5.13: Spectra of b15-high for θˆc = 60
◦, φˆc = 20◦, 70◦, 110◦, 160◦, 200◦, 250◦, 290◦, 340◦ various az-
imuthal viewing angle angle. Poloidal viewing angle is 60◦.
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Figure 5.14: Ray-tracing images of s0-med (top row), s15-med (middle row), and s30-med (bottom row) at
230GHz. Columns are corresponding to different azimuthal viewing angles φˆc where the left, middle, and
right columns are corresponding to φˆc = 0
◦, 90◦, and 180◦ (θˆc = 90◦). The black ellipses are placed at
centroid and oriented in axes of the images with the length of each axis is corresponding to Gaussian fit/2.3.
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Figure 5.15: Average axis length σ = (σ1 +σ2)/2 of ellipses in the images of Figure 5.14 as a function of tilt
angles (s0-med, s15-med, and s30-med). The solid and dotted lines are for the radio (230GHz) and infrared
(1.7µm) waves, respectively, while the black and red lines are for poloidal viewing angle of 90◦ and 60◦,
respectively. The error bars represent variation in size for different azimuthal viewing angles. The size is
larger for wavelengths at radio than that of IR due to more diverse radial emission range. Also, the size is
larger for the tilted disks since the poloidal and azimuthal emission ranges are more extended due to the
plunging streams.
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Figure 5.16: Average eccentricity of the ellipses in the images of Figure 5.14 as a function of tilt angles (s0-
med, s15-med, and s30-med). The solid and dotted lines are for the radio (230GHz) and infrared (1.7µm)
waves, respectively, while the black and red lines are for poloidal viewing angle of 90◦ and 60◦, respectively.
The error bars represent variation in size for different azimuthal viewing angles. The eccentricity has very
little change in IR since most of the emissions come from close to the ISCO. On the other hand, the images
get more eccentric for the radio wavelength as the disks’ tilt increases since the images are more extended
in specific direction due to the plunging streams.
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Chapter 6
Summary
We presented numerically study of black hole accretion disks. Along the way we used general relativistic
magnetohydrodynamics (GRMHD) and general relativistic radiative transfer for a hot, radiatively inefficient
accretion flow (RIAF). We focused mainly on four topics: numerical convergence of global disk simulations,
equation of state for a GRMHD simulation of RIAF, expected variation in observational features of Sagit-
tarius A* (Sgr A*), and tilted accretion disks.
First, we have performed a convergence study of GRMHD models computed with HARM3D. The models
span a factor of 4 in linear resolution, from 96× 96× 64 to 384× 384× 256. We consider three diagnostics
of convergence: (1) dimensionless shell-averaged quantities such as plasma β; (2) the azimuthal correlation
length of fluid variables; and (3) synthetic spectra of the source including synchrotron emission, absorption,
and Compton scattering. Shell-averaged temperature is, except for the lowest resolution run, nearly indepen-
dent of resolution; shell-averaged plasma β decreases steadily with resolution but shows signs of convergence.
The azimuthal correlation lengths of density, internal energy, and temperature decrease steadily with resolu-
tion but show signs of convergence. In contrast, the azimuthal correlation length of magnetic field decreases
nearly linearly with grid size. We argue by analogy with local models, however, that convergence should
be achieved with another factor of 2 in resolution. Synthetic spectra are, except for the lowest resolution
run, nearly independent of resolution. The convergence behavior is consistent with that of higher physical
resolution local model (“shearing box”) calculations and with the recent nonrelativistic global convergence
studies of Hawley et al. (2011).
Next, we consider how the emergent radiation from a hot, RIAF model depends on the equation of
state. We consider a Γ-law equation of state, a single-temperature Synge gas equation of state, and a two-
temperature Synge gas in the context of a GRMHD model. We first show how the run of fluid variables with
radius depends on the equation of state, then calculate the spectrum including the effects of synchrotron
emission and absorption and Compton scattering. Along the way we give a prescription for a Γ-law model
that has nearly the same spectrum as the more computationally expensive two-temperature Synge gas, and
quantify the run-to-run noise in the spectrum.
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We also used our results to predict an observational event of Sgr A*. Recently, a cloud moving toward
Sgr A* is discovered, and M˙ may increase from its present value M˙0. We therefore reconsider the “best-bet”
accretion model of Mos´cibrodzka et al. (2009), which is based on a GRMHD flow model and fully relativistic
radiative transfer, for a range of M˙ . We find that for modest increases in M˙ the characteristic ring of
emission due to the photon orbit becomes brighter, more extended, and easier to detect by the planned
Event Horizon Telescope submm VLBI experiment. If M˙ & 8M˙0 this “silhouette” of the black hole will
be hidden beneath the synchrotron photosphere at 230GHz, and for M˙ & 16M˙0 the silhouette is hidden at
345GHz. We also find that for M˙ > 2M˙0 the near-horizon accretion flow becomes a persistent X-ray and
mid-infrared source, and in the near-infrared Sgr A* will acquire a persistent component that is brighter
than currently observed flares.
Finally, we studied black hole accretion disks that is tilted with respect to the black hole spin. We consider
the spectrum of tilted disks around a black hole with spin ∼ 0.9, using a black hole mass and accretion rate
appropriate to Sgr A*. The underlying plasma model is a three dimensional GRMHD integration. To
calculate the spectrum, we assume a thermal model for the electron distribution function. The structure of
our inner disk is consistent with models by Fragile and collaborators, with two plunging streams dominating
the inner, luminous portion of the flow from twice the radius of the innermost stable circular orbit into the
event horizon. For the spectra, we find: (1) the spectrum is nearly axisymmetric around the black hole
spin axis, reducing the number of parameters needed to fit a tilted disk by one; (2) the IR/millimeter and
x-ray/millimeter colors are sensitive to tilt. Even a modest tilt of 15 to 30 degrees can change the IR flux
(at fixed millimeter flux) by more than two orders of magnitude. These changes are caused by the plunging
streams. While models of Sgr A* are still too primitive to warrant fitting tilted models, it is clear that the
spectrum contains information about the disk tilt.
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Appendix
We want to modify the equation (3.12) for a more general gas that has several kinds of particles having
different temperature each other. Setting the rest-mass density and dimensionless temperature of ith species
of the gas as ρi and θi = kTi/mi, the total pressure and internal energy are
p =
∑
i
ρiθi and u =
∑
i
ρiθig(θi) . (.1)
It is useful to define the ratio of the number density of ith particle to the total number density: ri = ni/n.
Then, the mean particle mass and the rest-mass density of each species can be expressed as m =
∑
rimi
and ρi = ρ0
rimi
m , respectively, where we define ρ0 as the total rest-mass density here. The total pressure is
now
p =
∑
i
ρiθi = ρ0
kT
m
(.2)
where T ≡∑ riTi. Defining dimensionless number θ ≡ kT/m, the total pressure is simply
p = ρ0θ . (.3)
We assume the relations between the temperature of the species to be
f1T1 = f2T2 = · · · = fiTi = fi+1Ti+1 = · · · (.4)
where all fi are constants. Then the relation between T and the temperature of a specific species i = n is,
T =
∑
riTi =
∑
(ri(fn/fi)Tn) = fnTn
∑
(ri/fi), or in terms of dimensional temperature,
θ =
kT
m
= fn
mn
m
Rθn (.5)
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where R =
∑
(ri/fi) is a constant. Using the above relation, the total internal energy is
u =
∑
i
ui =
∑
i
(ρiθig(θi)) = ρ0θ
1
R
∑
i
(
ri
fi
g(θi)
)
. (.6)
Summarizing, the equation of state of a gas containing multiple species with fixed temperature ratios is
p = ρ0θ (.7a)
u = ρ0θG(θ) (.7b)
where
G(θ) =
1
R
∑
i
(
ri
fi
g(θi(θ))
)
(.7c)
θi(θ) =
θ
fi
mi
m R
. (.7d)
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