Summary. We review stabilization of deterministic chaotic as well as noise-induced spatio-temporal patterns in spatially extended nonlinear systems by time-delayed feedback control. Different control schemes, e.g., a diagonal control matrix, or global control, or combinations of both, are compared. Specifically, we use two models of nonlinear charge transport in semiconductor nanostructures which are of particular current interest: (i) superlattice, (ii) double-barrier resonant-tunneling diode.
Introduction
Over the past decade control of unstable states has evolved into a central issue in applied nonlinear science. This field has various aspects comprising stabilization of unstable periodic orbits embedded in a deterministic chaotic attractor, which is generally referred to as chaos control [1] , stabilization of unstable fixed points, or control of the coherence and timescales of stochastic motion. Various methods of control, going well beyond the classical control theory [2, 3] , have been developed since the ground-breaking work of Ott, Grebogi and Yorke [4] . One scheme where the control force is constructed from time-delayed signals [5] has turned out to be very robust and universal to apply. It has been used in a large variety of systems in physics, chemistry, biology, and medicine [6] , in purely temporal dynamics as well as in spatially extended systems. Moreover, it has recently been shown to be applicable also to noise-induced oscillations and patterns [7, 8, 9] . This is an interesting observation in the context of ongoing research on the constructive influence of noise in nonlinear systems [10, 11, 12] .
In this review we focus on modern semiconductor structures whose structural and electronic properties vary on a nanometer scale. They provide an abundance of examples for nonlinear dynamics and self-organized pattern formation [13, 14, 15] . In these nanostructures nonlinear charge transport mechanisms are given, for instance, by quantum mechanical tunnelling through po-tential barriers, or by thermionic emission of hot electrons which have enough kinetic energy to overcome the barrier. A further important feature connected with potential barriers and quantum wells in such semiconductor structures is the ubiquitous presence of space charges. This, according to Poisson's equation, induces a further feedback between the charge carrier distribution and the electric potential distribution governing the transport. This mutual nonlinear interdependence is particularly pronounced in the cases of semiconductor heterostructures (consisting of layers of different materials) and lowdimensional nanostructures where abrupt junctions between different materials on an atomic length scale cause conduction band discontinuities resulting in potential barriers and wells. The local charge accumulation in these potential wells, together with nonlinear transport processes across the barriers have been found to provide a number of nonlinearities in the current-voltage characteristics. In the case of negative differential conductance, the current I decreases with increasing voltage U , and vice versa, which normally corresponds to an unstable situation. The actual electric response depends upon the attached circuit which in general contains -even in the absence of external load resistors -unavoidable resistive and reactive components like lead resistances, lead inductances, package inductances, and package capacitances. These reactive components give rise to additional degrees of freedom which are described by Kirchhoff's equations of the circuit. If, for instance, a circuit is considered which contains a capacitance C parallel to the semiconductor device, and a load resistance R L and a bias voltage U 0 in series with the device (Fig. 1) , then Kirchhoff's laws lead to
I 0 (t) = I(t) + C dU dt .
Hence the temporal behavior of the voltage is determined by the circuit equation
If a semiconductor element with negative differential conductance is operated in a reactive circuit, oscillatory instabilities may be induced by these reactive components, even if the relaxation time of the semiconductor is much smaller than that of the external circuit so that the semiconductor can be described by its stationary I(U ) characteristic and simply acts as a nonlinear resistor. Self-sustained semiconductor oscillations, where the semiconductor itself introduces an internal unstable temporal degree of freedom, must be distinguished from those circuit-induced oscillations. The self-sustained oscillations under time-independent external bias will be discussed in the following. Examples for internal degrees of freedom are the charge carrier density, or the electron temperature, or a junction capacitance within the device. Eq. (3) is then supplemented by a dynamic equation for this internal variable. It should be noted that the same class of models is also applicable to describe neural dynamics in the framework of the Hodgkin-Huxley equations [16] . Two important cases of negative differential conductivity (NDC) are described by an N-shaped or an S-shaped j(F ) characteristic, and denoted by NNDC and SNDC, respectively. However, more complicated forms like Zshaped, loop-shaped, or disconnected characteristics are also possible [15] . NNDC and SNDC are associated with voltage-or current-controlled instabilities, respectively. In the NNDC case the current density is a single-valued function of the field, but the field is multivalued: the F (j) relation has three branches in a certain range of j. The SNDC case is complementary in the sense that F and j are interchanged. In case of NNDC, the NDC branch is often but not always -depending upon external circuit and boundary conditionsunstable against the formation of nonuniform field profiles along the charge transport direction (electric field domains), while in the SNDC case current filamentation generally occurs, i.e., the current density becomes nonuniform over the cross-section of the current flow and forms a conducting channel. The elementary structures which make up these self-organized patterns are stationary or moving fronts representing the boundaries of the high-field domain or high-current filament. These primary self-organized spatial patterns may themselves become unstable in secondary bifurcation leading to periodically or chaotically breathing, rocking, moving, or spiking filaments or domains, or even solid-state turbulence and spatio-temporal chaos.
Chaotic oscillations should be avoided for a reliable operation of semiconductor devices. Therefore there is need for control of those. The important aspect of chaos control [1] is the emphasis of noninvasive control methods together with the observation that chaos supplies a huge number of unstable states that can be stabilized with tiny control power [4] . A particularly simple and efficient scheme uses time-delayed signals to generate control forces for stabilizing time periodic states [5] (time-delay autosynchronization, TDAS, or Pyragas method). Within this approach, an intrinsically unstable periodic orbit is stabilized using a feedback loop which couples back the difference of an output variable at the actual time t and the same variable at a delayed time t − τ . This scheme is simple to implement, quite robust, and has been applied successfully in real experiments, e.g., [17] - [27] . An extension to multiple time-delays (extended time-delay autosynchronization, ETDAS) has been proposed by Socolar et al [28] , and analytical insight into those schemes has been gained by several theoretical studies [29] - [36] as well as by numerical bifurcation analysis [37] . Such self-stabilizing feedback control schemes (timedelay autosynchronization) with different couplings of the control force have also been applied to spatio-temporal patterns resulting from various models of semiconductor oscillators [38] - [46] . They should be easy to implement in practical semiconductor devices.
Time-delayed feedback control has also been applied to purely noiseinduced oscillations in a regime where the deterministic system rests in a steady state. It has been shown that in this way both the coherence and the mean frequency of the oscillations can be controlled in simple models [7, 8, 47, 9, 48] as well as in spatially extended systems [49, 50, 51] . Fig. 2 . a) Superlattice exhibiting domain formation. The associated current density (j) versus field (F ) characteristic shows negative differential conductivity (NDC). The low-field domain corresponds to sequential tunnelling between equivalent levels of adjacent quantum wells (low-field peak of the j(F ) characteristic), while the highfield domain corresponds to resonant tunnelling between different levels of adjacent wells (high-field peak). b) Schematic potential profile of the double barrier resonant tunneling structure (DBRT). EF and Ew denote the Fermi level in the emitter, and the energy level in the quantum well, respectively. U is the voltage applied across the structure.
In the following, we use two paradigmatic models of semiconductor nanostructures which are of great current interest [15] , see Fig. 2 :
(i) Electron transport in semiconductor superlattices shows strongly nonlinear spatio-temporal dynamics. Complex scenarios including chaotic motion of multiple fronts have been found under time-independent bias conditions [52] , showing signs of universal front dynamics [53, 54] . Unstable periodic orbits corresponding to travelling field domain modes can be stabilized by time delayed feedback control. A novel control scheme using low-pass filtering and allowing for control loop latency has been developed [46] . Noise-induced front patterns have also been found [55] .
(ii) Charge accumulation in the quantum-well of a double-barrier resonanttunneling diode (DBRT) may result in lateral spatio-temporal patterns of the current density and chaos [56] . We demonstrate that unstable current density patterns, e.g., periodic breathing or spiking modes, can be stabilized in a wide parameter range by a delayed feedback loop. We will compare the control domains of different control schemes, relating them to their Floquet spectrum [45] . Delayed feedback control of noise-induced patterns is also demonstrated [57, 50] .
Chaos control of domains and fronts in superlattices
Semiconductor superlattices [58] have been demonstrated to give rise to selfsustained current oscillations ranging from several hundred MHz [59, 60] to 150 GHz at room temperature [61] . In any case, a superlattice constitutes a highly nonlinear system [15, 62, 63, 64] , and instabilities are likely to occur. Indeed, chaotic scenarios have been found experimentally [65, 66, 67] and described theoretically in periodically driven [68] as well as in undriven systems [52] . For a reliable operation of a superlattice as an ultra-high frequency oscillator such unpredictable and irregular conditions should be avoided, which might not be easy in practice.
Here we focus on simulations of dynamic scenarios for superlattices under fixed time-independent external voltage in the regime where self-sustained dipole waves are spontaneously generated at the emitter. The dipole waves are associated with travelling field domains, and consist of electron accumulation and depletion fronts which in general travel at different velocities and may merge and annihilate. Depending on the applied voltage and the contact conductivity, this gives rise to various oscillation modes as well as different routes to chaotic behavior [52, 54] .
We use a model of a superlattice based on sequential tunneling of electrons. In the framework of this model electrons are assumed to be localized at one particular well and only weakly coupled to the neighboring wells. The tunneling rate to the next well is lower than the typical relaxation rate between the different energy levels within one well. The electrons within one well are then in quasi-equilibrium and transport through the barrier is incoherent. The resulting tunneling current density J m→m+1 (F m , n m , n m+1 ) from well m to well m + 1 depends only on the electric field F m between both wells and the electron densities n m and n m+1 in the wells (in units of cm −2 ). A detailed microscopic derivation of the model has been given elsewhere [62] . A typical result for the current density vs electric field characteristic is depicted in Fig. 2 in the spatially homogeneous case, i.e. n m = n m+1 = N D , with donor density N D .
In the following we will adopt the total number of electrons in each well as the dynamic variables of the system. The dynamic equations are then given by the continuity equation
where N is the number of wells in the superlattice, and e < 0 is the electron charge.
The electron densities and the electric fields are coupled by the following discrete version of Gauss's law
where ǫ r and ǫ 0 are the relative and absolute permittivities, and F 0 and F N are the fields at the emitter and collector barrier, respectively. The applied voltage between emitter and collector gives rise to a global constraint
where d is the superlattice period.
The current densities at the contacts are chosen such that dipole waves are generated at the emitter. For this purpose it is sufficient to choose Ohmic boundary conditions:
where σ is the Ohmic contact conductivity, and the factor n N /N D is introduced in order to avoid negative electron densities at the collector. Here we make the physical assumption that the current from the last well to the collector is proportional to the electron density in the last well. It is in principle possible to use a more realistic exponential emitter characteristic [69] or calculate the boundary conditions using microscopic considerations, but the qualitative behavior is not changed.
In our computer simulations we use a superlattice with N = 100 periods, Al 0.3 Ga 0.7 As barriers of width b = 5nm and GaAs quantum wells of width w = 8nm, doping density N D = 1.0 × 10 11 cm −2 and scattering induced broadening Γ = 8meV at T = 20K. If the contact conductivity σ is chosen such that the intersection point with the homogeneous N-shaped current density vs. field characteristic is at a sufficiently low current value, accumulation and depletion fronts are generated at the emitter. Those fronts form a travelling high-field domain, with leading electron depletion front and trailing accumulation front. For fixed voltage U eq. (6) imposes constraints on the lengths of [70] , this also fixes the current. If the accumulation and depletion fronts have different velocities, they may collide in pairs and annihilate. With decreasing contact conductivity, or increasing voltage, chaotic scenarios arise, where the annihilation of fronts of opposite polarity occurs at irregular positions within the superlattice [52] , leading to complex bifurcation diagrams.
In Fig. 3 (a) a density plot of the positions (well numbers) at which two fronts annihilate is shown as a function of the voltage. We see that for low volt-age the annihilation takes place at a definite position in the superlattice with a variation of only a few wells. This distribution broadens for increasing voltage in characteristic bifurcation scenarios reminiscent of period doubling, leading to chaotic regimes. We note that in the chaotic regime periodic windows exist. A one-parameter bifurcation diagram is given in Fig. 3(b) , obtained by plotting the time difference ∆t between two consecutive maxima of the electron density in a specific well. Chaotic bands and periodic windows can be clearly seen. The transition from periodic to chaotic oscillations is enlightened by considering the space-time plot for the evolution of the electron densities ( Fig. 4(a) ). At U = 1.15V chaotic front patterns with irregular sequences of annihilation of front pairs occur.
We shall now introduce a time-delayed feedback loop to control the chaotic front motion and stabilize a periodic oscillation mode which is inherent in the chaotic attractor [46, 71] . As a global output signal which is coupled back in the feedback loop, it is natural to use the total current density J = 1 N +1 N m=0 J m→m+1 . For the uncontrolled chaotic oscillations, J versus time (grey trace in Fig. 4(a) ) shows irregular spikes at those times when two fronts annihilate. Note that the grey current time trace is modulated by fast small-amplitude oscillations (due to well-to-well hopping of depletion and accumulation fronts in our discrete model) which are not resolved temporally in the plot. They can be averaged out by considering an exponentially weighted current density (black curve in Fig. 4(b) ), which corresponds to a low-pass filter:
with a cut-off frequency α. The information contained in the low-frequency part of the current (Fig. 4 (a), black curve) is then used as input in the extended multiple-time autosynchronization scheme. The voltage U across the superlattice is modulated by multiple differences of the filtered signal at time t and at delayed times t − τ
where U 0 is a time-independent external bias, and U c is the control voltage. K is the amplitude of the control force, τ is the delay time, and R is a memory parameter. A sketch of the whole control circuit is displayed in Fig. 5a . Such a global control scheme is easy to implement experimentally. It is non-invasive in the sense that the control force vanishes when the target state of period τ has been reached. This target state is an unstable periodic orbit of the uncontrolled system. The period τ can be determined a priori by observing the resonance-like behavior of the mean control force versus τ . The result of the control is shown in Fig. 4(b) . The front dynamics exhibits annihilation of front pairs at fixed positions in the superlattice, and stable periodic oscillations of the current are obtained.
In Fig. 5 (b) the control domain is depicted in the parameter plane of R and K. A typical horn-like control domain similar to the ones known from other coupling schemes [42] is found. Control is achieved in a range of values of the control amplitude K, which is widened and shifted to larger K with increasing memory parameter R. Typically, the left-hand control boundary corresponds to a period-doubling bifurcation leading to chaos for smaller K, while the right-hand boundary is associated with a Hopf bifurcation. The shape of our control domain and its size resemble the results obtained analytically for diagonal control schemes where observables are measured and controlled locally. In particular we do not observe the influence of other branches of the Floquet eigenvalue problem, which might reduce the size of the control domain severely [72] . Thus our control scheme is of similar control performance as local control. In order to investigate the effect of the low-pass filtering on the frequency spectrum of the system, it is helpful to consider the transfer function formalism in the frequency domain for the ETDAS control scheme both with and without an additional low-pass filter.
In the frequency domain Eq. (11) reads
where T (ω) denotes the transfer function which can be calculated as
T ET DAS (ω) is the transfer function of the ETDAS control scheme [20] given by
and T low−pass (ω) is the transfer function of the low-pass filter:
The shape of |T ET DAS (ω)| is displayed in Fig. 6 (a) for different values of R. As discussed by Sukow et al [20] , the transfer function drops to zero at multiples of the frequency of the unstable periodic orbit (UPO), i.e., τ −1 . The notches at these frequencies become narrower for larger R. Due to the notches, the frequency of the UPO does not contribute to the control signal, so that the control force vanishes if stabilization is successful. The steeper notches for larger R indicate that the ETDAS feedback is more sensitive to frequencies different from the one to be controlled, so that more feedback is produced for these unwanted frequencies, which makes the control scheme more efficient.
The maximum value of |T ET DAS (ω)| approaches unity for R close to 1 and the plateaus become flatter. Therefore, intermediate frequencies generate a smaller response for larger R and thus are less likely to destabilize the system.
The combined transfer function |T (ω)| for ETDAS and low-pass filtering is displayed in Fig. 6 (b). As in Fig. 6 (a), there are notches at multiples of the frequency of the UPO, which become narrower for increasing R. The amplitudes of frequencies larger than the cut-off frequency α are reduced and thus are only minor contributions to the feedback response. This is important to notice in order to understand how the low-pass filter improves the controllability of the system.
Consider a control signal that inhibits frequency components above the frequency of the unstable periodic orbit, ω 0 = 2π/τ . As discussed above, the ETDAS transfer function becomes zero at multiples of ω 0 so that these frequencies are stabilized since no feedback is generated. The harmonics of a small deviation from ω 0 are given by m(ω 0 + ǫ) = mω 0 + mǫ with an integer number m. It is likely that special harmonics of the deviation coincide with one of the notches. In this case, ETDAS would generate a control force that stabilizes ω 0 + ǫ and not only the desired frequency of the UPO ω 0 . Inserting a low-pass filter overcomes this effect because higher frequency components are suppressed in the control signal.
Another way to understand the influence of the low-pass filter is to take a look at frequencies which should be destabilized, i.e., suppressed by the control scheme. For this discussion see Fig. 7 , which depicts the transfer function of the ETDAS method for R = 0.2 with and without a low-pass filter (ατ = 1) as the dashed and solid line, respectively. The circles and dots indicate an unwanted frequency ω 1 and its first three harmonics. Let us discuss first the case without a low-pass filter (solid line and black dots). Here we find that the third harmonic (4ω 1 ) is almost located in the middle of a notch of the transfer function. Thus it will enter the generation of the control force with a high spectral weight so that the control scheme accidentally stabilizes its fundamental frequency ω 1 . This effect can be overcome by an additional low-pass filter as shown by the dashed curve and the circles. Again the third harmonic is located near a minimum of the transfer function, but since the notch is not so steep due to the low-pass filter, the spectral weight of the harmonic is smaller. Therefore the component of the control force that supports the fundamental frequency ω 1 is reduced.
For a better understanding of the influence of the low-pass filter on the semiconductor superlattice, let us consider the Fourier power spectra of the global current density in the case with and without low-pass filter. Panels The solid line and black dots correspond to the case without a low-pass filter, the dashed line and the circles to the case with a low-pass filter (ατ = 1). The leftmost dot and circle depict an unwanted frequency ω1, the three rightmost dots and circles at 2ω1, 3ω1, and 4ω1 the first three harmonics.
J in the absence of a control scheme, i.e., K = 0, for both the unfiltered and filtered version of J where the red curve corresponds to J and the blue curve corresponds to its filtered counterpart. The parameters of the superlattice are as in Fig. 4 and the cut-off frequency of the filter is set to α = 1GHz. Panel (b) is an enlargement of panel (a) to give details of the spectra in the range of 0 to 2GHz. The spectra in panel (a) do not show sharp peaks, but a large band of frequencies indicating that the stabilization is not successful. In the spectra, there are some local maxima visible. Next to a maximum at about 0.5GHz [see panel (b)], there are additional local maxima at 10GHz and 20GHz, which can be identified with the high frequency of the well-to-well-hopping of the charge fronts and its first harmonic. As expected, the two spectra are similar in the range of low frequencies [see panel (b) ], but the amplitudes of high frequency components are reduced in the filtered version of J. From this it can be predicted that an additional control voltage according to Eq. (11) will control the low frequency dynamics, which is subject of stabilization, and will not be sensitive to the disturbing high frequency parts.
In fact, panels (c) and (d) of Fig. 8 show exactly this result in the presence of ETDAS control with a low-pass filter (α = 1GHz). The red and blue curves in the diagram refer again to the original unfiltered current density and its filtered counterpart, respectively. Panel (d) shows again an enlargement of panel (c) in the range of 0 to 2GHz.
Distinct peaks are visible in each spectrum. Panel (d) shows that these peaks belong to the fundamental frequency f 0 = τ −1 = 0.437GHz and its harmonics. Thus, the control is successful. It can be seen from the spectrum of the unfiltered J in panel (c) that high frequencies are still present in the system as frequency components in the range of 10GHz, which corresponds to the wellto-well-hopping process of the fronts in the device (see also grey curve in the J vs. t plot of Fig. 4 ), but the oscillations are successfully stabilized because the control scheme is not sensitive to the disturbing high frequencies. This can be seen in the spectrum of the filtered current density. The frequencies of the well-to-well-hopping process of the electrons are strongly reduced. Since the control force is generated from the filtered J, there are no high frequency contributions in U c which might destabilize the system.
In conclusion, time-delay autosynchronization represents a convenient and simple scheme for the self-stabilization of high-frequency current oscillations due to moving domains in superlattices under dc bias. This approach lacks the drawback of synchronization by an external ultrahigh-frequency forcing, since it requires nothing but delaying of the global electrical system output by the specified time lag.
Control of noise-induced oscillations in superlattices
Noise is an inevitable feature of physical models. Theoretical and experimental research has recently shown that noise can have surprisingly constructive effects in many nonlinear systems. In particular, an optimal noise level may give rise to ordered behavior and even produce new dynamical states [11] . Well-known examples are provided by stochastic resonance [73, 74] in periodically driven systems, and by coherence resonance [75, 10, 76] in autonomous systems. In spite of considerable progress on a fundamental level, useful applications of noise-induced phenomena in technologically relevant devices are still scarce. Here we will demonstrate that noise can give rise to oscillating current and charge density patterns in semiconductor nanostructures even if the deterministic system exhibits only a steady state, and that these spacetime patterns can be controlled by the time-delayed feedback scheme applied to purely deterministic chaotic front patterns in a superlattice in the previous section.
We develop a stochastic model for the superlattice approximating the random fluctuations of the current densities by additive Gaussian white noise ξ m (t) with
in the continuity equation (4):
where D is the noise intensity. Since the inter-well coupling in our superlattice model is very weak and the tunneling times are much smaller than the characteristic time scale of the global current, these noise sources can be treated as uncorrelated both in time and space. Charge conservation is automatically guaranteed by adding a noise term ξ m to each current density J m−1→m . The physical origin of the noise may be, e.g., thermal noise, 1/f noise, or shot noise due to the randomly fluctuating tunneling times of discrete charges across the barriers. The latter is Poissonian and can be approximated by [64, 77] which increases with decreasing current cross section A; thus this type of noise dominates for small devices. In the following we summarize the global effect of noise by a constant D. Note that the results coincide very well with those obtained for current-dependent shot noise. We choose the control parameters U and σ such that the deterministic system exhibits no oscillations but is very close to a bifurcation thus yielding it very sensitive to noise. The transition from stationarity to oscillations in the system may occur either via a Hopf or via a saddle-node bifurcation on a limit cycle as depicted in the bifurcation diagram of Fig. 9 . The different nature of these two bifurcations is reflected in the effect noise has in each case. The local character of the Hopf bifurcation is responsible for noise-induced high frequency oscillations of strongly varying amplitude around the stable fixed point. We try to characterize basic features of these oscillations such as coherence and time scales. The need to be able to adjust these features as one wishes will lead to the application of the time-delayed feedback scheme as introduced for the deterministic system in Sect. 2. But first we will be looking at the other dynamical regime [55] , slightly below the global saddlenode bifurcation on a limit cycle (cross in the lower inset of Fig. 9 ).
There the scenario is quite different. As seen in Fig. 9 , keeping σ fixed and increasing the voltage U , a limit cycle of approximately constant amplitude and increasing frequency is born. This happens through the collision of a stable fixed point and a saddle-point. Plotting the frequency of these oscillations vs the bifurcation parameter U , we obtain the characteristic square-root scaling law (upper inset of Fig. 9 ) that governs a saddle-node bifurcation on a limit cycle. At the critical point U crit the frequency of the oscillations tends to zero. This corresponds to an infinite period oscillation and therefore this bifurcation is also known as saddle-node infinite period bifurcation or SNIPER [78, 79] . We now prepare the system at the stable fixed point, which corresponds to a stationary accumulation front (Fig. 10(a) ), and introduce noise. As the noise intensity is increased, the behavior of the system changes dramatically (Fig. 10(b) ): the accumulation front remains stationary only for a while, until a pair of a depletion and another accumulation front (i.e., a charge dipole with a high-field domain in between) is generated at the emitter. As is known from the deterministic system, this dipole injection depends critically upon the emitter current [54] . Here it is triggered by noise at the emitter (we have in fact verified that the same scenarios occur if noise is applied locally only to the wells near the emitter). Because of the global voltage constraint, Eq. (6), the growing dipole field domain between the injected depletion and accumulation fronts requires the high field domain between the stationary accumulation front and the collector to shrink, and hence that accumulation front starts moving towards the collector. For a short time there are two accumulation fronts and one depletion front in the sample, thereby forming a tripole [80] , until the first accumulation front reaches the collector and disappears. When the depletion front reaches the collector, the remaining accumulation front must stop moving because of the global constraint, and this happens at the position where the first accumulation front was initially localized. After some time noise generates another dipole at the emitter and the same scenario is repeated.
There are two distinct time scales in the system. One is related to the time the depletion front takes to travel through the superlattice. The other timescale is associated with the time needed for a new depletion front to be generated at the emitter. These two time scales are also visible in the noiseinduced current oscillations, see Fig. 11(a) . The time series of the current density are in the form of a pulse train with two characteristic times: the activation time, which is the time needed to excite the system from this stable fixed point (time needed for a new depletion front to be generated at the emitter) and the excursion time which is the time needed to return from the excited state to the fixed point (time the depletion front needs to travel through the device). Low noise is associated with large activation times and small, almost constant, excursion times, while as the noise level increases activation times become smaller and at sufficiently large D vanish. At low D the spike train looks irregular, and the interval between excitations (mean interspike-interval T ) is relatively large and random in time. At moderate noise, the spiking is rather regular therefore suggesting that the mean interspike-interval does not vary substantially. Further increase of noise results in a highly irregular spike train with very frequent spikes.
To get deeper insight into the effect noise has on the time scales and coherence of the system we determine the interval between two consecutive excitations and calculate the mean interspike-interval T . In Fig. 11(b) (top) the decrease of T as a function of D is shown thus demonstrating that the mean interspike-interval is strongly controlled by the noise intensity especially at lower values of the latter. This is very important in terms of experiments, where noise can induce oscillations by forcing stationary fronts to move. The corresponding spectral peak frequency f shows a linear scaling for small D. As a measure for coherence we use the normalized fluctuations of pulse duration [10] 
This quantity, as seen in Fig. 11 (b) (bottom), is a non-monotonic function of D, exhibiting a minimum at moderate noise intensity. This is the well phenomenon of coherence resonance and is strongly connected to excitability. Next we prepare the system in the vicinity of the lower bifurcation line in Fig. 9 , slightly below a Hopf bifurcation marked by the small rectangle in Fig.9 [49] . In the absence of noise the only stationary solution is a stable fixed point which now corresponds to a stationary depletion front near the emitter, associated with a stationary current density flowing throughout the device (Fig. 12(a), top) . In the phase space it corresponds to a stochastic oscillation around the stable fixed point. With increase of the noise intensity (D > 0), the current density starts oscillating in a rather regular way around the steady state ( Fig. 12(a) , middle). At larger noise intensities, the dynamics changes significantly (Fig. 12(a), bottom) . Current oscillations become sharply peaked and spiky, and the average current is shifted towards larger values. In the spatiotemporal picture (omitted here), no significant front motion is observed. At low noise intensities the depletion front as a whole starts to "wiggle" around its deterministically fixed position. At higher noise intensities the depletion front exhibits a slightly more asymmetric motion and occasionally the onset of a tripole oscillation may be observed without, however, further development.
Although noise in this case fails to induce significant front motion, the associated current oscillations exhibit interesting features in dependence upon the noise intensity. To quantify the regularity of these oscillations a suitable and widely used measure is the correlation time t cor given by the formula [81] :
where ψ(s) is the autocorrelation function of the current density signal J(t),
and ψ(0) is its variance. Additionally we may consider the Fourier power spectral densities (shortly referred to as spectra) for different values of noise intensities D. They provide qualitative understanding of how the noise level affects basic characteristics of noise-induced oscillations ( Fig. 12(b) , lower panel). We see that an increase of the noise level broadens the spectral peak and suppresses secondary ones. At the same time the position of the main spectral peak, corresponding to the basic frequency of the oscillations, is almost unchanged. This is confirmed by the inset of the same figure, where the dependence of the basic period T 0 (the inverse of the frequency at which the spectral peak is centered) of the noisy oscillations versus the noise intensity is presented. This basic period is close to the period of self-oscillations above the Hopf bifurcation. Next we are interested in the effect of time-delayed feedback on the coherence and time scales of the noise-induced oscillations. We will apply the scheme proposed by Eq. (10) but with R = 0 and cut-off frequency α = 1 GHz. A natural choice for τ is the basic period of the Hopf oscillation (or integer multiples of it). As seen in Fig. 13(b) the application of control indeed improves the coherence of the current signal, since the main peak in the power spectrum becomes narrower. This improvement may also be expressed through the correlation time (Fig. 13a) , where in the controlled system it acquires larger values especially at higher noise intensities. In order to study the influence of control on the time scales of the system, the parameter to be varied will be the time delay τ . Calculating spectra for increasing τ it was found that additional peaks appear, while the main (most pronounced) peak moves towards lower frequencies. Plotting the period of the resulting main peak as a function of τ , we see that T 0 (τ ) has an almost piecewise linear, oscillatory character (Fig 13c) in agreement with [7, 8] . Therefore, while the position of the main peak of the spectrum does not depend on the noise level in the case without control, it is indeed possible to shift its position by the proposed time-delayed feedback scheme. To conclude, noise-induced front motion and oscillations have been observed in a spatially extended system. The former are induced in the vicinity of a global saddle-node bifurcation on a limit cycle where noise uncovers a mechanism of excitability responsible also for coherence resonance. In another dynamical regime, namely below a Hopf bifurcation, noise induces oscillations of decreasing regularity but with almost constant basic time scales. Applying time-delayed feedback enhances the regularity of those oscillations and allows to manipulate the time scales of the system by varying the time delay τ .
Chaos control of spatio-temporal oscillations in resonant tunneling diodes
Next we consider a double-barrier resonant tunneling diode (DBRT), which exhibits a Z-shaped (bistable) current-voltage characteristic [15] . We include the lateral re-distribution of electrons in the quantum well plane (x coordinate) giving rise to filamentary current flow [82, 83] . Complex chaotic scenarios including spatio-temporal breathing and spiking oscillations have been found in a simple deterministic reaction-diffusion model [56] . We extend this model to include control terms, and obtain the following equations [45] where we use dimensionless variables throughout:
Here u(t) is the inhibitor and a(x, t) is the activator variable. In the semiconductor context u(t) denotes the voltage drop across the device and a(x, t) is the electron density in the quantum well. The nonlinear, nonmonotonic function f (a, u) describes the balance of the incoming and outgoing current densities of the quantum well, and D(a) is an effective, electron density dependent transverse diffusion coefficient. The local current density in the device is j(a, u) = jdx is associated with the global current. Eq. (22) represents Kirchhoff's law of the circuit (3) in which the device is operated. The external bias voltage U 0 , the dimensionless load resistance r ∼ R L , and the time-scale ratio ε = R L C/τ a (where C is the capacitance of the circuit and τ a is the tunneling time) act as control parameters. The one-dimensional spatial coordinate x corresponds to the direction transverse to the current flow. We consider a system of width L = 30 with Neumann boundary conditions ∂ x a = 0 at x = 0, L corresponding to no charge transfer through the lateral boundaries.
Eqs. (21), (22) contain control forces F a and F u for stabilizing time periodic patterns. The strength of the control terms is proportional to the control amplitude K, which gives one important parameter of each control scheme. In the semiconductor context these forces can be implemented by appropriate electronic feedback circuits [41] .
The dynamics of the free system, i.e. K = 0, develops temporally chaotic and spatially nonuniform states (spatio-temporal breathing or spiking) in appropriate parameter regimes [56] , see Fig. 14. For any value of L the system, due to the global coupling, allows only single spikes at the boundary of the spatial domain [84] . In the semiconductor context the time and length scales of our dimensionless variables are typically given by 3.3 picoseconds (tunneling time) and 100 nanometers (diffusion length), respectively. Typical units of the electron density, the current density, and the voltage are 10 10 cm −2 , 500 A/cm 2 , and 0.35 mV, respectively. A characteristic bifurcation diagram exhibiting a period-doubling route to chaos is shown in Fig. 15 .
We are concerned with controlling unstable time periodic patterns u p (t) = u p (t + τ ), a p (x, t) = a p (x, t + τ ) which are embedded in a chaotic attractor. For that purpose we apply control forces F a and F u which are derived from time-delayed differences of the voltage and the charge density. For example we may choose F u = F vf with the voltage feedback force
(extended time-delay autosynchronization).
Here we concentrate on the question how the coupling of the control forces to the internal degrees of freedom influences the performance of the control. For our model we consider two different choices for the control force F a . On the one hand we use a force which is based on the local charge density according to
whereas on the other hand we propose a construction which is only based on its spatial average
We call the choice F a = F loc a local control scheme in contrast to the global control scheme F a = F glo which requires only the global average and does not depend explicitly on the spatial variable. The second option has considerable experimental advantages since the spatial average is related to the total charge in the quantum well and does not require a spatially resolved measurement.
In general the analysis of the control performance of time-delayed feedback methods results in differential-difference equations which are hard to tackle. Stability of the orbit is governed by eigenmodes and the corresponding complex valued growth rates (Floquet exponents). There exists a simple case (which we call diagonal control) where analytical results are available [30, 85] , namely for F a = F loc and F u = F vf . It is a straightforward extension to a spatially extended system of an identity matrix for the control of discrete systems of ordinary differential equations (cf. [29] ). Fig. 16 shows successful control of a chaotic breathing oscillation after the control force is switched on.
In Figure 17 the regime of successful control in the (K, R) parameter plane and the real part of the Floquet spectrum Λ(K) for R = 0 is depicted. The control domain has its typical triangular shape bounded by a flip instability (Λ = 0, Imaginary part Ω = π/τ ) to its left and by a Hopf (Neimark-Sacker) bifurcation to its right. Inclusion of the memory parameter R increases the range of K over which control is achieved. We observe that the numerical result fits very well with the analytical prediction. To confirm the bifurcations at the boundaries we consider the real part of the Floquet spectrum of the orbit subjected to control. Complex conjugate Floquet exponents show up as doubly degenerate pairs. The largest nontrivial exponent decreases with increasing K and collides at negative values with a branch coming from negative infinity. As a result a complex conjugate pair develops and real parts increase again. The real part of the exponent finally crosses the zero axis giving rise to a Hopf bifurcation. Our numerical simulations are in agreement with the analytical result.
Let us now replace the local control force F a = F loc by the global control F a = F glo . Fig. 18 shows the corresponding control regime and Floquet spectrum. The control domain looks similar in shape as for diagonal control, although the domain for the global scheme is drastically reduced. The shift in the control boundaries is due to different branches of the Floquet spectrum crossing the (Λ = 0)-axis. 389. Large dots: successful control in the numerical simulation, small grey dots: no control, dotted lines: analytical result for the boundary of the control domain according to [85] . Bottom: Leading real parts Λ of the Floquet spectrum for diagonal control in dependence on K (R = 0).
Finally, we note that the period-one orbit can be stabilized by our control scheme throughout the whole bifurcation diagram including chaotic bands and windows of higher periodicity, as marked by two solid lines in Fig. 15 for diagonal control. Thus our method represents a way of obtaining stable self-sustained voltage oscillations in a whole range of operating conditions, independently of parameter fluctuations. 5 Noise-induced spatio-temporal patterns in the DBRT
In the previous section we discussed the possibilities to control deterministic chaotic oscillations in the double barrier resonant tunneling diode (DBRT). Now we will study the effects of noise in this system and investigate whether we can control noise-induced spatio-temporal oscillations by the same method of time-delayed feedback [57, 50] .
We use the same model equations (21) and (22). First we will consider the system without control (K = 0), but with two additional noise sources:
where ξ(x, t) and η(t) represent uncorrelated Gaussian white noise sources with noise intensities D a and D u , respectively:
Here we concentrate on the effects of external noise modeled by the additional noise voltage D u η(t) in the current equation. This term is easily accessible in a real circuit and the noise intensity D u can be adjusted in a large parameter range using a noise generator in parallel with the supply bias, as realized experimentally, e. g., in [86] . In typical dimensional units of εk B T /e [56] D u = 1 corresponds to a parallel noise voltage of 2 mV at temperature T = 4 K.
Internal fluctu ations of the local current density on the other hand, e.g., shot noise [77] , can not be tuned from the outside. Therefore in the following we keep this value fixed at a small noise amplitude of D a = 10 −4 , corresponding to a noise current density of the order of 50mA/cm 2 , which is within the range of Poissonian shot noise currents.
In the noise-free case, D u =D a = 0, one can calculate the null isoclines of the system. These are plotted in Fig. 19 using the current-voltage projection of the originally infinite-dimensional phase space. There are three curves, the null isoclineu = 0 (i. e., the load line) and two null isoclinesȧ = 0, one for a reduced system, including only spatially homogeneous states, and one for the full system. We call the system spatially homogeneous if the space dependent variable a(x, t) is uniformly distributed over the whole width of the device, i. e. a(x, t) = a(t) for all x ∈ [0, L], otherwise it is called spatially inhomogeneous.
In Fig. 19 one can see the Z-shaped current-voltage characteristic of the DBRT (solid curve), and the inset represents our special regime of interest for the following investigations. We fix ε = 6.2 slightly below the Hopf bifurcation, which occurs at ε Hopf ≈ 6.469 (cf. Fig. 15 ). In this regime we have a stable, spatially inhomogeneous fixed point marked 'I' in Fig. 19 , which is determined by the intersection of the load line with the nullclineȧ = 0 for inhomogeneous a(x, t). The neighboring intersection of the load line with the homogeneous nullcline (marked 'H') defines another, spatially homogeneous fixed point which is a saddle-point. It is stable with respect to completely homogeneous perturbations but generally unstable against spatially inhomogenous fluctuations. Other parameters as in [57, 45] .
Finally, the system (26) has a stable homogeneous fixed point which is characterized by negative voltage u and almost zero current density J. This point corresponds to the non-conducting regime of the DBRT, which is beyond the scope of the present study.
In Fig. 20 one can see the rather rapid transition of the deterministic system from the slightly perturbed homogeneous fixed point (H) to the inhomogeneous filamentary one (I). This illustrates that for the given parameters the only stable solution, apart from a trivial, non-conducting fixed point, is an inhomogeneous steady state.
To quantify the degree of (in)homogeneity we use the measure of the absolute spatial variation v(t) of a(x, t) defined by
For completely homogeneous states a(x, t) = a(t) the absolute spatial variation equals zero and the larger v(t) grows, the more inhomogeneous the spatial charge carrier density distribution a(x, t) appears. In Fig. 20 (b) the spatial variation of v(t) tends towards a fixed value of approximately 2.6, indicating the inhomogeneity of the corresponding fixed point. In the following we will investigate the behavior of the system under variation of the noise intensity D u . Note that this noise term does not have any space dependent influence upon a. Now we initialize the system at the inhomogeneous fixed point and simulate it with different noise intensities D u . The results can be seen in Fig. 21 . While for small noise the system exhibits rather Let us now quantify the spatial and the temporal ordering of the system. We call the system spatially coherent if the space dependent variable a(x, t) is uniformly distributed over the whole length of the device. To reveal whether a particular state of the system is spatially homogeneous or not we use the simple measure of the absolute spatial variation defined in eq. (28) above.
The temporal ordering of the system, on the other hand, can be measured by the correlation time [81] , where Ψ (s) ≡ (u(t) − u ) (u(t − s) − u ) t is the autocorrelation function of the variable u(t) and σ 2 = Ψ (0) is its variance. By calculating the temporal mean values of v(t) for different D u we can characterize the shape of the dynamics in dependence on the noise intensity. In Fig. 22 (a) these values are plotted versus the noise intensity and one can see that the mean value of v monotonically tends towards zero with increasing noise, indicating an increase in spatial coherence. The error bars in this plot show the standard deviation. In fact they reflect an essential feature of this transition, namely the competition between spatially inhomogeneous and homogeneous modes for intermediate values of D u . The larger the standard deviation of v is, the more "mixed" the dynamics appears. Fig. 22(b) offers the same information showing the variance of v versus D u . For noise close to zero only slight oscillations around the inhomogeneous fixed point with almost fixed spatial profile of a(x, t) lead to a vanishingly small variance of v. With increasing noise more and more frequently the system tends to a homogeneous state. The variance exhibits a maximum around D u = 1.3, indicating maximum fluctuations of the system between homogeneous and inhomogeneous modes. Thus, this value could be treated as a boundary between predominantly filamentary and predominantly homogeneous behavior. For even larger noise intensity the homogeneous mode is getting more and more dominant and therefore the variance of v again falls off towards zero.
On the other hand, the correlation time versus noise intensity in Fig. 22 (c) shows that the temporal coherence of the system in contrast to the spatial ordering decreases rapidly with increasing noise. In summary, noise induces oscillations in the system, which would otherwise rest in its inhomogeneous fixed point. With growing noise intensity the dynamics changes from small inhomogeneous oscillations which are quite coherent in time to spatially homogenous oscillations which on the other hand appear very irregular in time.
In order to control the noised-induced patterns, we will now use the method of time-delayed feedback which was previously applied successfully in deterministic chaos control of this particular system [45] as well as for control of noise-induced oscillations in simple models [7, 8, 9] without spatial degrees of freedom.
The voltage u is easily accessible in a real experiment. Therefore, as a simple and adaptive method of control we add the time-delayed feedback only to the voltage variable u in eq. (26):
By varying the control amplitude K we can adjust the strength of the control force; τ is the time delay of the feedback loop. To get a first impression whether or not this control force is able to change the temporal regularity of the noise-induced oscillations we fix D u = 0.1, D a = 10 −4 , as in the upper panel of Fig. 21 , and calculate the correlation time in dependence of the feedback strength K for two different delay times τ . From Fig. 23 one can see that the qualitative result depends strongly upon the choice of the delay time. While for τ = 7 the control loop strongly increases the correlation time with increasing K, it is on the other hand able to decrease it significantly for τ = 5. The difference in regularity for different values of τ and K also shows up in the corresponding spatio-temporal patterns and voltage time series (Fig. 24) , where (b) is clearly more regular than (a).
The role of the appropriate choice of the control delay τ becomes even clearer if we keep K fixed and calculate the correlation time in dependence of τ . The result is plotted in Fig. 25(a) where one can clearly see the oscillatory character of the correlation time under variation of τ , which is characterized by the presence of "optimal" values of τ , corresponding to maximum regularity, and "worst" values of τ which are related to minimum regularity of the noiseinduced dynamics. At the same time it is shown that the control with K = 0.1 produces no effect at all upon the correlation time if the noise is too large (lower curve for D u = 1.0). The fact that noise-induced oscillations take place in the vicinity of the spatially inhomogeneous fixed point gives us a hint that some properties of these oscillations could relate to the stability of the above mentioned fixed point. To gain some insight into how the control actually affects the systems dynamics around the spatially inhomogeneous fixed point we linearize the system equations (30) Λ i from discr. system Λ i from char. eq. Λ i at the fixed point. First of all we calculate these eigenvalues from the spatially discretized system which we use for the numerical simulation. This discretized version is just a set of ordinary differential equations (ODEs) and the linearization and the eigenvalues can be computed easily. In Fig. 25(b) one can see that the control with K = 0.1 does not change the stability of the inhomogenous fixed point since the real parts of all eigenvalues do not become positive within the given range of τ . Nevertheless with increasing τ the real parts of the eigenvalues intersect at particular values of τ (vertical dotted lines) and therefore the leading eigenvalue, i. e. the least stable one, or the one with the largest real part, changes at these values of τ . As one can see, these crossover points correspond to the minima of the correlation time in Fig. 25(a) whereas the local maxima of the real parts correspond to the maxima of the correlation time. This gives rise to a rather intuitive explanation for the behavior of the correlation time: The closer to zero the real part of an eigenvalue is, the weaker is the attracting stability of the fixed point and the easier it is for the noise to excite exactly the oscillating mode corresponding to this particular eigenvalue. On the other hand, at the intersection points of the real parts of the leading eigenvalue these values have the largest distance from zero, meaning that the attracting stability of the fixed point is stronger and in addition there are two different corresponding oscillating modes which are excited by the noise. Thus the control cannot reach its optimal effect.
As a direct consequence, the main frequency which is activated by the noise switches exactly at these values of τ to the eigenfrequency of the corresponding leading eigenvalue. In Fig. 25 (c) the eigenperiods are plotted as black dots in dependence of τ . The circles mark the positions of the highest peak in the Fourier power spectrum for the corresponding noisy system with D u = 0.1. One can see clearly that these main periods switch from one branch to another exactly at the positions where the real parts of two different eigenvalues cross over.
As we have already noted, the eigenvalues for the linearized deterministic system at the inhomogeneous fixed point, plotted as black dots in Figs. 25b,c are computed numerically for the system (30) in the deterministic case by using the spatially discretized set of ordinary differential equations.
To achieve a deeper understanding of the stability properties of the inhomogeneous fixed point under the influence of the control force and to obtain the general form of the characteristic equation which determines the eigenvalues of this linearized system, we perform the linearization of the original continuous system (30) at the spatially inhomogeneous fixed point (a 0 (x), u 0 ). Introducing
and a linear operator
and using the ansatz δa(x, t) = e Λtã (x), δu(t) = e Λtũ for the deviations from the fixed point we can write down the coupled eigenvalue problem:
For the case K = 0 this eigenvalue problem of the inhomogeneous filamentary fixed point has been analyzed generally [84] . In the voltage-clamped case (δu = 0), the Sturmian eigenvalue equation λã = Lã with Neumann boundary conditions (which can be shown to be self-adjoint) has solutions λ 0 > λ 1 > λ 2 > . . . where the corresponding eigenmode ψ n (x) has n nodes, and λ 0 > 0, while all other eigenvalues λ n < 0 for n ≥ 1 are stable. The eigenmodes of the full eqs. (33), (34) can be expanded in terms of the voltageclamped eigenmodes,ã (x) = n (ã, ψ n ) ψ n (x),
where
0ã (x)ψ n (x)dx denotes the usual scalar product in Hilbert space. Inserting this into eq. (33) yields
Forming the scalar product with ψ m and using orthonormality gives the expansion coefficients (ã, ψ m ) = (f u , ψ m ) Λ − λ mũ .
The expansion (35) can be inserted into eq. (34):
We will now neglect the higher modes ψ n because they oscillate fast whereas a 0 (x) varies slowly in space, and approximate the sum in eq. (35) by the dominant first term ψ 0 with λ 0 > 0. We obtain the characteristic equation for the eigenvalue Λ:
where the static differential conductance at the inhomogeneous fixed point
has been introduced using eqs. (35) , (37) in the static case Λ = 0 [15] . Without control, K = 0, eq. (39) reduces to a characteristic polynomial of second order, which gives the well-known conditions for stability of a filament [84] :
Without control a Hopf bifurcation on the two-dimensional center manifold occurs if A = 0. With control, eq. (39) can be expressed as 
Conclusions
We have investigated the complex spatio-temporal behavior of two semiconductor nanostructures, viz. the superlattice and the double barrier resonant tunneling diode (DBRT). The first exhibits nonlinear dynamics of interacting fronts, while the second demonstrates breathing and spiking of filamentary current density patterns characteristic of globally coupled reaction-diffusion systems. Applying time-delayed feedback control of Pyragas type to both deterministic and stochastic oscillations, we have been able to suppress deterministic chaos and control the regularity and the mean period of noise-induced dynamics.
As an example for the constructive influence of noise in nonlinear systems, we have shown that random fluctuations are able to induce quite coherent oscillations of the current density in a regime where the deterministic system exhibits a stable fixed point, thereby demonstrating the phenomenon of coherence resonance for systems close to, but below, a Hopf bifurcation (superlattice and DBRT) as well as close to, but below, a global saddle-node bifurcation on a limit cycle (superlattice). This extends the phenomena of noise-induced oscillations from purely time-dependent generic models, e. g. [7] , to space-time patterns. Moreover, we have shown for the DBRT that the noise which is applied globally to a space-independent variable determines the type of the spatio-temporal pattern of these oscillations. While for small noise intensity the system demonstrates oscillations which are quite correlated in time, but spatially inhomogeneous, with increasing noise intensity the shape of the spatiotemporal pattern changes qualitatively until the system reaches a highly homogeneous state. Thus the increase of spatial coherence is accompanied by the decrease of temporal correlation of the observed oscillations. In between these two situations for intermediate noise strength one can observe complex spatio-temporal behavior resulting from the competition between homogeneous and inhomogeneous oscillations.
We have seen that delayed feedback can be an efficient method for manipulation of essential characteristics of chaotic or noise-induced spatiotemporal dynamics in a spatially discrete front system and in a continuous reactiondiffusion system. By variation of the time delay one can stabilize particular unstable periodic orbits associated with space-time patterns, or deliberately change the timescale of oscillatory patterns, and thus adjust and stabilize the frequency of the electronic device. Moreover, with a proper choice of feedback parameters one can also effectively control the coherence of spatio-temporal dynamics, e. g. enhance or destroy it. Increase of coherence is possible up to a reasonably large intensity of noise. However, as the level of noise grows, the efficiency of the control upon the temporal coherence decreases.
The effects of the delayed feedback can be explained in terms of a Floquet mode analysis of the periodic orbits, or a linear stability analysis of the fixed point. For a better understanding of noise-induced patterns in the DBRT, we have derived the general form of the characteristic equation for the deterministic system (30) close to, but below, a Hopf bifurcation. Both dependences, coherence and timescale vs. τ , demonstrate an oscillatory character, which can be explained by oscillations of the real and imaginary parts of the eigenvalues of the linearized system at the fixed point, in the vicinity of which the noise-induced oscillations occur. The most coherent timescale corresponds to values of τ , for which the real parts of the eigenvalues attain a maximum. In some sense, the noise excites the least stable eigenmode: the less stable an eigenmode is, the greater is the coherence of the corresponding oscillations.
While these investigations have enlightened our basic understanding of nonlinear, spatially extended systems under the influence of time-delayed feedback and noise, they may also open up relevant applications as nanoelectronic devices like oscillators and sensors.
