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Abstract
We describe several techniques for the exhaustive computer generation of non-isomorphic associ-
ation schemes with a given set of intersection numbers using a backtracking algorithm with forward
checking and dynamic variable ordering. We have applied these techniques to the classiﬁcation of
certain open parameter sets for three-class association schemes listed byVan Dam in (Three-class as-
sociation schemes, J.Algebraic Combin. 10 (1999) 69–107) for which we present several new results.
Among these are some new (imprimitive) distance regular graphs of diameter 3.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
An association scheme can be deﬁned as a partition of the edge set of a complete graph
into a set of regular subgraphs satisfying certain additional conditions. Much research has
gone into the investigation and computer classiﬁcation of the two-class case, better known
as strongly regular graphs [6,11,13]. In [15], Van Dam describes several constructions
of three-class association schemes and gives theoretical conditions for existence of such
association schemes with given parameter sets. He also lists all feasible parameter sets
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for three-class association schemes on at most 100 vertices. In this paper we discuss
the computer classiﬁcation of several cases in this list which were still left
open.
In Section 2 we give a brief introduction to association schemes (for further informa-
tion we refer to [2,3]). In Section 3 we describe the main generation algorithm, based on
backtracking with forward checking and dynamic variable ordering and in Section 4 we
explain how this algorithm was employed for our particular problem. Finally, in Section 5
we present the new results which were obtained by applying these techniques.
2. Association schemes
Let V be a ﬁnite set of n vertices. A d-class association scheme  on V is an ordered set
(R0, R1, . . . , Rd) of relations on V satisfying the axioms listed below. (We use the notation
xRiy to indicate that (x, y) ∈ Ri .)
(1) {R0, R1, . . . , Rd} is a partition of V × V .
(2) R0 is the identity relation, i.e., xR0y if and only if x = y, whenever x, y ∈ V .
(3) Every relation Ri is symmetric, i.e., if xRiy then also yRix, for every x, y ∈ V .
(4) Let x, y ∈ V , 0 i, j, kd such that xRky. Then pkij := |{z ∈ V : xRiz and zRjy}|
only depends on i, j and k.
The numbers pkij are called the intersection numbers of . Note that ki := p0ii denotes the
number of vertices y in relationRi to a ﬁxed vertex x ofV, and does not depend on the choice
of x. It also follows that n = k0 + · · · + kd is completely determined by the intersection
numbers of . Intersection numbers are often arranged into a set of intersection matrices
{L0, L1, . . . , Ld} where pkij is used as the entry of matrix Li at position k, j .
With every relationRi we may associate a (0, 1)-matrixAi of size n×n as follows: rows
and columns of Ai are indexed by the elements of V and the entry at position x, y of Ai
is deﬁned to be 1 if and only if xRiy, and 0 otherwise. In terms of these matrices the four
deﬁning axioms of a d-class association scheme translate to
d∑
i=0
Ai = J, A0 = I, Ai = ATi and AiAj =
d∑
k=0
pkijAk ,
where I denotes the n × n identity matrix, J is the all-one matrix of the same size and AT
is the transpose of A.
It will sometimes be convenient to regard Ai , i = 0 as the adjacency matrix of a regular
graph Gi with vertex set V and degree ki .
3. Exhaustive computer classiﬁcation
In the algorithms we discuss below, we represent an association scheme  on n vertices
by a square symmetric n × n matrix M with entry Mxy = i if and only if xRiy (i.e.,
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M = A1 + 2A2 + · · · + dAd ). During the course of the algorithms sometimes partially
instantiated versionsM ′ of M will arise, i.e., tentative versions of M in which some of the
entries have already been ﬁlled in but some are still ‘unknown’. When position x, y ofM ′
has not yet been assigned a value we shall write x?y.
We are interested in classifying (by computer) all association schemes with a given set
of intersection numbers (up to isomorphism).An obvious way to perform this classiﬁcation
would be to use a basic backtracking algorithm where each non-diagonal entry Mxy of
M is recursively instantiated with every possible value from the domain {1, . . . , d}. Basic
backtracking can be regarded as a traversal of a recursion tree where nodes at depth k
correspond to partially instantiated matricesM ′ where exactly k (upper diagonal) entries of
M ′ are already ﬁlled in. Branches of the recursion tree then correspond to the systematic
extension of a matrix to a matrix in which one more entry is ﬁlled in, or in the opposite
direction, the backtracking to a matrix in which one more entry is ‘unknown’. Note that
with basic backtracking the order in which matrix entries are instantiated is determined in
advance.
For every matrix that results from this process we need to check whether the cor-
responding relations satisfy the deﬁnition of an association scheme with the given pa-
rameters and verify that we have not yet obtained an isomorphic copy of this matrix at
an earlier stage. However, even for small n this simple approach takes far too long to
complete.
The use of pruning techniques can reduce the execution time of such an algorithm by a
signiﬁcant factor: during the recursive construction process we may reject partially instan-
tiated matricesM ′ for which it can be proved that they cannot possibly be extended to a full
matrix M that would correspond to an association scheme  with the required properties.
The following constraints, derived from the deﬁnition of intersection number, have been
successfully used as a pruning technique in our algorithms when applied to partially instan-
tiated matricesM ′:
Constraints. Let x, y ∈ V , 1 i, jd . Deﬁne
kxi := |{z ∈ V : xRiz}|, pxyij := |{z ∈ V : xRiz and zRjy}|.
Then
(1) kxi ki ,
(2) if xRky, then pxyij pkij ,
(3) if x?y, then pxyij maxk pkij .
If during the traversal of the recursion tree we encounter a partially instantiated matrix
M ′ that does not satisfy one of these constraints for some x, y ∈ V , 1 i, jd, then M ′
is not extended, i.e., the corresponding branch of the recursion tree is pruned. In practice
not every possible pair x, y of vertices needs to be considered, but only those pairs for
which x or y is a row or column number of the element that was instantiated in the last
step.
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Example. Consider a two-class association schemewithp121=2 and a partially ﬁlledmatrix
as depicted below.
Extension of this matrix by an entry with value 1 at position 1, 6 (and the same value at
the symmetric position) can be rejected because 0R11 and p0121 = 3> 2 = p121 violate the
second constraint given above.
Basic backtracking systematically tries to assign every value of the domain {1, . . . , d} to
entryMxy at every node in the search tree. However, some of these values are inconsistent
with the matrix as it is instantiated thus far: adding them to the matrix at the given position
would violate some of the given constraints.
This can be avoided by applying the following forward checking technique [8]. For each
position (x, y) of the matrix we keep track of the domain of values which can safely be
instantiated at that position. After every recursion step we examine the domain for each
entry which at that point has not yet been instantiated. Any value for that entry which is
found to violate the constraints is then (temporarily) removed from the domain of that entry.
In practice we implement this concept in a somewhat different manner: instead of exam-
ining every uninstantiated entry at each step, we only select entries for domain reduction
according to the following rules:
Domain reduction rules. Let x, y ∈ V , 1 i, jd. Deﬁne
Zxi := {z : xRiz}, Zxyij := {z : xRiz and zRjy}.
Then
(1) If kxi = ki then w ∈ V \Zxi cannot satisfy wRix.
(2) If xRky and pxyij = pkij then w ∈ V \Zxyij such that wRix cannot satisfy wRjy at the
same time. Similarly, any w ∈ V \Zxyij for which wRjy cannot also satisfy wRix.
(3) If x?y and pxyij =maxk pkij then w ∈ V \Zxyij such that wRix cannot satisfy wRjy at
the same time. Similarly, any w ∈ V \Zxyij for which wRjy cannot also satisfy wRix.
(4) If pxyij >pkij for some k, 1kd then x, y cannot satisfy xRky.
Note that the application of these domain reductions induces an additional constraint:
whenever a domain for an uninstantiated entry becomes empty, then the matrix cannot be
further extended.
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Example. Consider a two-class association schemewithp211=1 and a partially ﬁlledmatrix
as depicted below.
Applying the second rule above reduces the domain of position 2, 4 to {2}. Experiments
show that the order in which matrix entries are chosen for instantiation substantially in-
ﬂuences the running time of the backtrack algorithm. We have tried several heuristics for
selecting an optimal ordering. In some cases an ordering was determined in advance and
remained ﬁxed during the algorithm, in other cases the next entry to be considered was
chosen dynamically at each step.We obtained the best results by extending each node in the
recursion tree with the matrix entry whose remaining domain had the smallest cardinality
at that time. Note that a dynamic variable ordering strategy like this implies that the order
of instantiation does not need to be the same in different branches of the recursion tree.
4. Details
From the list of feasible parameter sets of three-class association schemes on at most
100 vertices compiled byVan Dam [15], we have selected several open cases and classiﬁed
them using the techniques described in the previous section.
In each of the cases we consider, the parameter set has the additional property that (at
least) one of the relations of the scheme, say Rs , has a corresponding graphGs which must
be strongly regular. In other words, if we identify the two remaining (non-trivial) relations,
we always obtain a two-class association scheme. The fact that Gs is strongly regular and
the parameters of Gs can be inferred from the intersection numbers of .
This extra property enables us to divide the generation process into several stages:
(1) We start from a complete list of non-isomorphic strongly regular graphs s with the
parameters of Gs .
(2) For each element in this list we reduce the domain to the singleton {s} for those pairs
x, y that are adjacent in s .
(3) We then apply the exhaustive generation process as described above to generate a set
of matrices M.
(4) Finally, we remove isomorphic solutions from this result by an explicit isomorphism
test based on the well-known program nauty [9].
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The number of isomorphic three-class association schemes we obtain from a single strongly
regular graph s can be at most the size |Auts | of the automorphism group of this graph.
In most cases this number is rather small, and always signiﬁcantly smaller than the number
of isomorphic elements we might expect if we started the generation from scratch. For
this reason it was not necessary to incorporate an isomorphism removal technique in the
algorithm proper, as would normally be done in similar structure generation programs
[10,12].
Our approach was made possible because other authors have classiﬁed the corresponding
strongly regular graphs s . The following table lists those results which were needed for
our search. For each parameter set (v, k, ,) of a strongly regular graph we also list the
parameter set for the complement of that graph.
v k   No. of graphs Author(s) References
35 16 6 8 3854 B.D. McKay, E. Spence [11,14]
35 18 9 9
40 12 2 4 28 E. Spence [13,14]
40 27 18 18
45 12 3 3 78 E. Spence [14]
45 32 22 24
64 18 2 6 167 W. Haemers, E. Spence [6,14]
64 45 32 30
To increase the reliability of the computer results listed below, we have used a second
(more classical) generation method for some of the parameter sets. This method requires a
longer execution time than the ﬁrst method and therefore we could only apply this second
technique to the smaller cases. The fact that in these cases it agrees with the ﬁrst method
makes us also conﬁdent of the correctness of the other results.
We have applied this second method in the special case where the three-class association
scheme corresponds to aHoffman-coloring ofGs (again this is a property of the intersec-
tion numbers of, not an additional requirement we impose).A Hoffman-coloring ofGs is
a partition of the vertices ofGs into 1+ k/m disjoint cocliques of equal size, where−m is
the smallest eigenvalue of the graph (see [7]). The Hoffman-coloring deﬁnes an equivalence
relationwhich turns out to be one of the relationsRh of the association scheme. Note that the
structure of the graphGh that corresponds to Rh is uniquely determined by the intersection
numbers of .
The second generationmethod runs along similar lines as themethod discussed before but
now it starts by adjusting the domains of the elements according toGh instead ofs . In this
casewe do not need to know the list of possible strongly graphss in advance.Unfortunately
the automorphism group AutGh is too large, so we need some extra isomorphism removal
techniques. We also introduce additional constraints based on properties of the minimal
idempotents of the association scheme, very similar to the techniques we used in earlier
generation programs [4].
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5. Results
The results listed belowuse a similar notation as in [15].The ﬁrst columngives the number
of vertices, the second column lists the degrees ki of the graphs for the corresponding
relations Ri and columns L1, L2, L3 denote the intersection matrices with top row and
leftmost column omitted. The column marked # lists the number of known non-isomorphic
association schemes of that type, as given in [15], and in bold face the number of non-
isomorphic schemes as generated by our programs. The last column indicates which relation
corresponds to a strongly regular graph (‘srg’), and which relation is a Hoffman-coloring
of that graph, when such a coloring exists.
Two of the parameter sets have the additional property that one of the relationsRi deﬁnes
a distance regular graph Gi of diameter 3 (an imprimitive distance regular cover of a
complete graph). Again this is indicated in the last column (using the abbreviation ‘drg’).
A complete list of all resulting association schemes can be retrieved from the web page
http://caagt.UGent.be/tca/.
5.1. Association schemes with n= 35
n ki L1 L2 L3 #
35 12 4 6 1 6 9 3 1 3 0 1
18 4 6 2 6 9 2 2 2 0 ⇓ srg(35, 18, 9, 9)
4 3 9 0 9 9 0 0 0 3 35 Coloring 7K5
The exhaustive search applied to the parameters listed above, yields 35 non-isomorphic
three-class association schemes with this parameter set, where before only 1 example was
known. These 35 association schemes arise from 22 different strongly regular graphs.
The following table lists the sizes of the underlying automorphism groups: Auts for
the strongly regular graph and Aut for the related three-class association schemes.
|Auts | |Aut| |Auts | |Aut| |Auts | |Aut|
40320 168 12 3 4 1
288 24, 24 8 4,4 4 1
96 4 8 4,4 3 3,3
64 8,4 8 2 3 3
32 8,8,4,4 8 2 3 3
21 21 4 4,4 2 1,1
16 4 4 2,2
12 12,12 4 2,2
The six association schemeswith largest automorphismgroups (|Aut|12) correspond
to solutions of Kirkmans schoolgirl problem: how to ﬁnd 7 arrangements (one for each day
of the week) of a class of 15 schoolgirls in 5 groups of 3 such that at the end of the week
every girl has shared a group with every other girl exactly once?
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The 7 × 5 = 35 groups are the vertices of the association scheme, two groups are in
relation R2 if they have a girl in common, in relation R3 if they belong to the same day
and in relation R1 otherwise. There are exactly seven non-isomorphic solutions to the
schoolgirl problem (see [1]), leading to 6 different association schemes. (The two solutions
where girls and groups correspond to points and lines of PG(3, 2) yield the same association
scheme.)
5.2. Association schemes with n= 40
n ki L1 L2 L3 #
40 9 2 6 0 6 18 3 0 3 0 1 drg
27 2 6 1 6 18 2 1 2 0 ⇓ srg(40, 27, 18, 18)
3 0 9 0 9 18 0 0 0 2 3 Coloring 10K4
(G1 is a distance regular antipodal cover of the complete graph K10.)
There are 3 non-isomorphic three-class association schemes which satisfy this parameter
set, where before only 1 example was known. They arise from two different strongly regular
graphs. Again we list the sizes of the corresponding automorphism groups:
|Auts | |Aut|
51,840 1440
432 432,144
The largest automorphism group corresponds to the association scheme generated from
the symplectic generalized quadrangleW(3) colored by the lines of a spread. The other two
can be constructed as follows:
Consider the graph  with the following vertices:
• all triples of the form (a, b, c) with a ∈ GF(4)∗, b ∈ GF(4) and c ∈ Z/3Z,
• all elements of the form (b) with b ∈ GF(4)
and adjacency as follows (let a, a′ ∈ GF(4)∗, b, b′ ∈ GF(4) and c ∈ Z/3Z):
• (b) ∼ (b′), (a, b, c) ∼ (b), (a, b, c) ∼ (a′, b, c) and (a, b, c) ∼ (a, b′, c), deﬁning a
4× 4 grid for each value of c, where the three grids share a line (as depicted below),
• (a, b, c) ∼ (a′, b′, c + 1) if and only if b′ + b = a′/a,
• (a, b, c) ∼ (a′, b′, c − 1) if and only if b′ + b = a/a′.
It can be veriﬁed (e.g., by computer) that this graph is strongly regular with parameters
(v, k, ,)= (40, 12, 2, 4).
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RelationR2 of the three-class association scheme corresponds to the complementG2=
of this graph. Relation R3 is a coloring in , in other words, a spread of , a partition of
the vertices into 10 cliques of size 4.
We may construct such a spread by taking the common line of the three grids mentioned
before, together with the three lines of each grid that are ‘parallel’ to that line. This yields the
three-class association schemewith an automorphism group of order 432.We obtain another
spread (and from this, the scheme with automorphism group of order 144) by swapping the
four lines of one grid in the spread for the other four lines of the same grid. Both types of
spread are indicated by the dark lines in the pictures below.
For a second set of intersection numbers for n = 40 it turns out that no three-class
association scheme exists:
n ki L1 L2 L3 #
40 9 0 4 4 4 4 4 4 4 10 0
12 3 3 3 3 2 6 3 6 9 ⇓ srg(40, 12, 2, 4)
18 2 2 5 2 4 6 5 6 6 0
5.3. Association schemes with n= 45
n ki L1 L2 L3 #
45 24 12 5 6 5 0 3 6 3 3 2
8 15 0 9 0 7 0 9 0 3 ⇓ Coloring 5K9
12 12 6 6 6 0 2 6 2 3 764 srg(45, 12, 3, 3)
There are 764 non-isomorphic three-class association schemes of the above type, where
only 2 examples were known before.Automorphism groups range in size from 1 upto 1296.
There are 305 cases with a trivial automorphism group and the largest automorphism group
corresponds to an association scheme that can be constructed from the unique generalized
quadrangle with parameters (s, t)= (4, 2).
n ki L1 L2 L3 #
45 16 6 6 3 6 4 6 3 6 3 0
16 6 4 6 4 8 3 6 3 3 ⇓
12 4 8 4 8 4 4 4 4 3 0 srg(45, 12, 3, 3)
There are no three-class association schemes with the intersection numbers above. Note
that for this parameter set, graphG2 is also strongly regular (and isomorphic to the triangular
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graph T (10)). However, using that graph as a starting point for our algorithm takes too long
to complete.
n ki L1 L2 L3 #
45 16 7 5 3 5 5 6 3 6 3 0
16 5 5 6 5 7 3 6 3 3 ⇓
12 4 8 4 8 4 4 4 4 3 0 srg(45, 12, 3, 3)
Again there are no association schemes with the parameters given above.
5.4. Association schemes with n= 64
n ki L1 L2 L3 #
enspace64 15 2 12 0 12 30 3 0 3 0 5 drg
45 4 10 1 10 32 2 1 2 0 ⇓ srg(64, 45, 32, 30)
3 0 15 0 15 30 0 0 0 2 94 Coloring 16K4
(G1 is a distance regular antipodal cover of the complete graph K16.)
There are 94 non-isomorphic three-class association schemes of the above type,
where only 5 examples were known before. Automorphism groups range in size from
16 upto 23,040. Among the results we ﬁnd the 5 association schemes
that correspond to spreads in the unique generalized quadrangle with parameters (s, t) =
(3, 5). We have veriﬁed by computer that at least 80 of the generated schemes
can be constructed by means of the method described by Fon-Der-Flaass in
[5, construction 4].
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