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We present results on how partial knowledge helps to solve linear programs. In
particular, if a linear system, Ax 5 b and x $ 0, has an interior feasible point, then
we show that finding a feasible point to this system can be done in O(n2.5c(A))
iterations by the layered interior-point method, and each iteration solves a least-
squares problem, where n is the dimension of vector x and c(A) is the condition
number of matrix A defined by Vavasis and Ye. This complexity bound is reduced
by a factor n from that when this property does not exists. We also present a result
for solving the problem using a little strong knowledge.  1996 Academic Press, Inc.
1. INTRODUCTION
In this paper we consider solving a linear feasibility (LF) problem
Ax 5 b, x $ 0. (1)
Here, A is an m 3 n real matrix assumed to have rank m, b [ Rm is a
given vector, and x [ Rn is a unknown vector. The problem is to find a
feasible x satisfying (1).
We study whether or not certain kinds of partial knowledge could help
in solving this problem and how they impact the complexity of the problem.
If such knowledge is helpful and available, then the owner of a problem
instance might be able to use it to solve the instance more efficiently. This
research area has been explored by Filipowski (1993).
Without any information, finding a feasible point to (1) or proving its
infeasibility can be done in O(n3.5c(A)) interior-point-method iterations,
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where c(A) is a condition number of matrix A defined in Vavasis and Ye
(1996). However, if
System (1) has an interior feasible point x, i.e., Ax 5 b, x . 0, (2)
then we show that the system can be solved in O(n2.5c(A)) interior-point-
method iterations. Furthermore, if a vector f . 0 is known and if
System (1) has a feasible point x and for every xi , i 5 1, . . . , n, (3)
fi/p(n) # xi # fip(n),
where p(n) is any fixed polynomial in n, then we show that the problem
can be solved in O(n0.5 log n) interior-point-method iterations.
Consider the linear programming (LP) problems in primal-dual form:
Primal: minimize cTx
subject to Ax 5 b, (4)
x $ 0,
and
Dual: maximize bTy
(5)
subject to s 5 c 2 ATy $ 0,
where c [ Rn and b [ Rm are given vectors and x [ Rn and y [ Rm are
unknown vectors.
If this problem has an optimal solution, then there exists a unique index
set B , h1, . . . , nj and N 5 h1, . . . , nj\B, such that x is optimal for the
primal iff it satisfies
ABxB 5 b, xB $ 0, xN 5 0,
and (y, s) is optimal for the dual iff it satisfies
sB 5 cB 2 ATBy 5 0, sN 5 cN 2 ATNy $ 0,
(This partition is called the complementarity partition.) Moreover, it is
known that the system
ABxB 5 b, xB $ 0
has an interior feasible point, and
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cB 2 ATBy 5 0, sN 5 cN 2 ATNy $ 0
also has an interior feasible point (y, sN . 0). Thus, knowing the partition
B and N leads to solving the LP problems (4) and (5) in O(n2.5c(A))
interior-point-method iterations, since c(AB) # c(A). Of course, in the
nondegenerate case, if B and N are known, AB is nonsingular and optimal
solutions can be obtained directly.
2. THE LAYERED INTERIOR POINT ALGORITHM
We now review the layered interior point (LIP) algorithm developed in
Vavasis and Ye (1996). Consider the primal and dual LP problems (4) and
(5). Assume that an interior feasible point pair, that is, a pair (x, s) . 0,
exists. The optimality conditions for the problem pair may be written as
Ax 5 b,
ATy 1 s 5 c,
(6)
SXe 5 0,
x $ 0, s $ 0
where X denotes diag(x), S denotes diag(s), and e denotes the vector of
all 1’s.
To define a primal-dual interior point method, we introduce a parameter
e . 0 in the last equation of (6) to obtain the following equations:
Ax 5 b,
ATy 1 s 5 c,
(7)
SXe 5 ee,
x . 0, s . 0.
These equations always have a unique solution for any e . 0 provided
that the primal and dual problems both have interior feasible points. The
solution to these equations, written (x(e), y(e), s(e)), is called the central
path point for e, and the aggregate of all points, as e ranges from 0 to y,
is the central path of the LP problem. Note that as e R 01, (7) approaches
(6) and (x(e), y(e), s(e)) approaches an optimal solution.
In a generic path-following interior point method, one solves (7) approxi-
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mately to obtain an ‘‘approximately centered’’ point, where for each i
(Corollary 1 of Vavasis and Ye (1996), with h0 5 .2)
(3/4)si # si(e) # (5/4)si (8)
and
(3/4)xi # xi(e) # (5/4)xi . (9)
Then each iteration decreases e toward zero, and for each new value of
e, the approximate point (x, y, s, e) to (7) is updated.
The LIP algorithm also fits into this framework; the number of times
that e is decreased is finite, and on the final step e is driven to zero. In
particular, the LIP algorithm uses a main loop iteration which consists of
standard path-following interior point steps, plus an occasional use of a
new type of step, the layered least-squares (LLS) step.
How is a layer defined? Given a current approximate central path point
(x, y, s, e), partition the index set h1, . . . , nj into p layers J1 , . . . , Jp by
using s and x as follows. Let
di 5 Ïesi/xi , i 5 1, . . . , n. (10)
Note that if (x, y, s) is perfectly centered, then SXe 5 ee, i.e., d 5 s 5 eX21e.
Now find a permutation f that sorts these quantities into increasing order:
df(1) # df(2) # ? ? ? # df(n) .
Let g . 1 be a ‘‘gap size’’ parameter, which will be defined in terms of A
by equation (11) below. Find the leftmost ratio-gap of size greater than g
in the sorted quantities, i.e., find the smallest i such that df(i11)/df(i) . g.
Then let J1 5 hf(1), . . . , f(i)j. Now, put f(i 1 1), f(i 1 2), . . . in J2 ,
until another ratio-gap greater than g is encountered, and so on. Thus, the
values of di for quantities indexed by Jk for any k are within a factor of
g uJku # gn of each other, and are separated by more than a factor of g from
quantities in Jk11 .
The key concept for developing a complexity bound is a crossover event
(see Definition, Lemma 7, (42) and (43) of Vavasis and Ye, 1996):
DEFINITION. Given an LP porblem in primal-dual form, and given a
current approximately centered iterate (x, y, s, e), we say that the 4-tuple
(e9, e, i [ N, j [ B) crossover event occurs if j s2 i, i.e., for some k $ 1
i [ (J1 < ? ? ? < Jk) and j [ (Jk < ? ? ? < Jp)
484 YINYU YE
and the algorithm reduces e to e9, 0 , e9 , e, such that, for every
approximately centered point (x0, y0, s0, e0), e0 [ (0, e9], i s j meaning
that i is in a layer strictly higher than that containing j.
In simple terms, (e9, e, i, j) specifies a crossover event provided that
sj [ B is of the same order as, or is much larger than, si [ N for an
approximately centered iterate (x, y, s, e), but s9j ! s9i for every approxi-
mately centered point (x9, y9, s9, e9), and furthermore the relation s0j ! s0i
remains in force for every approximately centered point (x0, y0, s0, e0)
where e0 [ (0, e9]. Thus, for a specific pair of (i [ N, j [ B), the cross-
over event (e9, e, i, j) can happen at most once for some 0 # e9 ,
e # e0, if the algorithm generates a sequence of approximate centers
(x, y, s, e) where e is strictly decreasing.
The main theorem of the paper (Vavasis and Ye, 1996) is that every pass
through a main loop iteration of Algorithm LIP causes at least one crossover
event to occur and the algorithm generates a sequence of approximate
centers (x, y, s, e) where e is strictly decreasing, until an optimal solution
is generated. Thus, the total number of the main loops is clearly bounded
by uBu uNu, the total number of possible crossover events, where uBu is the
cardinality of set B and uNu is the cardinality of set N. Since uBu 1
uNu 5 n, uBu uNu is further bounded above by n2/4.
To prove this theorem, we require a lemma:
LEMMA 1. Let (x, y, s, e) and (x9, y9, s9, e9) be two points on the central
path such that 0 # e9 , e. Then for any i,
s9i # nsi and x9i # nxi .
(Here (x9, y9, s9, 0) designates any optimal solution pair.) Then, using the
result that a regular primal-dual path-following interior-point algorithm
can reduce e to e9 (,e) in O(Ïn log(e/e9)) iterations, while maintaining
suitable proximity to the central path, we have proved in Vavasis and
Ye (1996).
THEOREM 1. Let gap-size g satisfy (11) and consider one main loop
iteration of Algorithm LIP. If the algorithm does not terminate, this iteration
causes a crossover event to take place. In other words, if e denotes the central
path parameter at the beginning of the iteration and e9 at the end, then
there exists two indices i [ N, j [ B such that (e9, e, i, j) is a crossover
event.
We can now state the complexity of the algorithm. There are a total of
at most uBu uNu # n2/4 main loop iterations of Algorithm LIP. The work
associated with each main loop iteration is the standard interior-point-
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method iterations. There are O(n1.5 ? c(A)) interior-point-method iterations
per main loop iteration, where
c(A) 5 log g 1 log xA 1 log n,
(11)
g 5 128(1 1 h0)n2xA ,
xA 5 suphiAT(ADAT )21ADi: D [ D j, (12)
and D is the set of all positive definite n 3 n diagonal matrices. The
quantity xA is always finite, and it applies for any induced matrix norm.
For this paper, we confine ourselves to 2-norms. Observe that this parameter
is invariant when A is scaled by a constant. (See Gonzaga and Lara, 1996,
for the latest result on this quantity.)
Thus, the total number of interior-point-method iterations is bounded
by O(uBu uNun1.5c(A)). Each interior-point-method iteration requires solu-
tion of a system of linear equations, which takes O(m2n) arithmetic opera-
tions. The LLS step also requires O(m2n) operations.
It should be noted that this complexity bound does not depend on the
value of e given to Algorithm LIP at the start of the first main loop iteration.
(This is in contrast to other interior point methods, whose complexity
depends logarithmically on the initial value of the central path parameter.)
This is an important point for the procedure in the next section. We mention
here that Megiddo et al. (1996) recently developed a modification of the
LIP algorithms that does not need to know g or xA in advance in order to
compute the LLS step but still retains all the theoretical features of the algo-
rithm.
3. SOLVING THE LF PROBLEM WITH NON-EMPTY INTERIOR
Now consider solving linear feasibility problem (1). Given (A, b), we
consider the following artificial primal and dual LP formulation
minimize MeTx2
subject to Ax 2 Ax2 5 b,
(13)
x1 1 x 5 2Me,
x1 , x , x2 $ 0,
and
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maximize bTy 1 2MeTy1
subject to y1 1 s1 5 0,
ATy 1 y1 1 s 5 0, (14)
2ATy 1 s2 5 Me,
s1 , s, s2 $ 0.
We may select an initial feasible point for this pair as
x01 5 Me, x0 5 Me, x02 5 Me 2 d
y0 5 0, y01 5 2Me
and
s01 5 Me, s0 5 Me, s02 5 Me
where d is a vector satisfying Ad 5 b, for example, d 5 AT(AAT )21b, which
is the minimum-norm vector subject to Ax 5 b. Obviously, this selection
satisfies all equations in both (13) and (14) for any M . 0. We now choose
M sufficiently large such that all (x10 ; x0 ; x20) and (s10 ; s0 ; s20) are positive and
they are approximately centered with parameter
e0 5
3nM2 2 MdTe
3n
.
Therefore, we are ready to apply Algorithm LIP to solving (13) and (14).
It has been shown that if we choose M sufficiently large, then we are
guaranteed that an optimal solution generated from this artificial problem
is a feasible point for the original problem (1). We also have the following
lemma developed in Vavasis and Ye (1996).
LEMMA 2.
x(Aˆ) # 3Ï2(1 1 xA)
where
Aˆ 5 S0 A 2A
I I 0
D.
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This lemma shows that the condition number of the artificial constraint
matrix is almost the same as that of the original constraint matrix. However,
the artificial problem has a ready interior point to start the LIP algorithm.
We study the solution structure of the constructed artificial problem.
LEMMA 3. Let M . (xA 1 1)idi in the artificial problem and let (1) have
an interior feasible point. Then the complementarity partition of the artificial
problem is (x1 ; x) . 0 and x2 5 0 for the primal, and y 5 0,
y1 5 0 with (s1 ; s) 5 0 and s2 5 Me . 0 for the dual.
Proof. Since (1) has a feasible solution, it has a basic feasible xB such
that AB¯ xB¯ 5 b and xB¯ $ 0. Thus,
ixB¯ i 5 iA21B¯ bi 5 iA21B¯ Adi # iA21B¯ Ai ? idi # xAidi,
where iA21B¯ Ai # xA is proved in Vavasis and Ye (1996). Since (1) has non-
empty interior, there must be an interior feasible solution x close to xB¯
such that
ixi # ixB¯ i 1 idi # (xA 1 1)idi.
Thus, we must have an optimal primal solution for the artificial problem
such that (x1 ; x) . 0 and x2 5 0.
The other statements in the lemma follow from the construction. n
We have the following lemma which is a direct result of (8), Lemma 1,
and the selection of the starting point. Note that the number of variables
in the artificial problem is 3n and s2 5 Me is the unique optimal dual
slack vector.
LEMMA 4. If (1) has an interior feasible point, then for any 0 ,
e # e0, the central path of the artificial problem satisfies
Me/(3n) 5 s2(0)/(3n) # s2(e) # 3ns2(e0) # (15/4)nMe.
Thus, from (8) and (9), at any approximately centered point (x, y, s, e)
we have
Me/(3nÏ5/3) # d2 :5 e1/2S1/22 X21/22 e # (15/4)nMÏ5/3e.
In other words, for any two quantities di and dj of d2 we have
(di/dj) # (75/4)n2 , g.
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This implies that, for every approximately centered point and for any 0 ,
e # e0, all indexes of s2 remain in a single layer. We now prove the
main theorem:
THEOREM 2. The LIP interior-point algorithm generates an interior feasi-
ble point of (1) in at most 2n main loop iterations, if (1) has an interior
feasible point.
Proof. From Theorem 1, at the beginning of a main loop iteration of
the LIP algorithm we must have an si of s2 and an sj of (s1 ; s) such that
j s2 i, i.e., i is in a layer lower than or the same as j’s, and after the main
loop iteration we have reduced e to e9 such that for all e0 [ (0, e9],
i s j, that is, a crossover event has occurred. Since all indexes of s2 remain
in a single layer for any e, we must have them all in i’s layer which is lower
than or the same as j’s at the beginning of the main loop iteration, and
have them all in i’s layer which remains higher than j’s after the end of
the main loop iteration. Thus, exactly n crossover events have taken place
during the main loop iteration. This fact holds for every main loop iteration.
In simple words, for one crossover event to occur it must be that n crossover
events occur. Therefore, there can be no more than 2n, the total number
of variables in (s1 ; s), main loop iterations. n
4. SOLVING THE LF PROBLEM UNDER STRONG PARTIAL KNOWLEDGE
Now we discuss the case that we know a vector f and know that a feasible
x satisfies
f/p(n) # x # fp(n).
We scale A by f, let Aˆ :5 (AII, 2b) and consider the homogeneous system
Aˆx 5 0, x $ 0.
Thus, the scaled homogeneous problem has an interior feasible point x satis-
fying
1
p(n)
e # x # p(n)e. (15)
Moreover, after we obtain an interior feasible point for the homogeneous
problem, we can easily scale it back to an interior feasible point for (1).
Consider the following artificial problem:
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minimize x2
subject to Aˆx 2 (Aˆe)x2 5 0,
(16)
eTx 5 n 1 1,
x , x2 $ 0
and its dual
maximize (n 1 1)y1
subject to AˆTy 1 y1e 1 s 5 0,
(17)
2eTAˆTy 1 s2 5 1,
s, s2 $ 0,
We may select an initial feasible point as
x0 5 e, x02 5 1,
y0 5 0, y01 5 21,
and
s0 5 e, s02 5 1.
Obviously, this selection satisfies all equations in (16) and (17), and the
initial point is positive and it is perfectly centered with parameter
e0 5 1.
Therefore, we are ready to apply a regular path-following algorithm to
solving (16) and (17).
Clearly, the complementarity partition for this pair is x* . 0 and x*2 5
0, and y* 5 0, y*1 5 0, s* 5 0, and s*2 5 1. We have the following lemma
which is a direct result of Lemma 1 and the selection of the starting point.
Note that the number of variables in the artificial problem is n 1 2, and
the artificial problem has an optimal solution
x* 5
n 1 1
eTx
x $
1
(p(n))2
e and x*2 5 0,
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where x is an interior feasible point of the homogeneous system satis-
fying (15).
LEMMA 5. For any 0 , e # e0 5 1, the central-path of the artificial
problem satisfies
(n 1 2)e $ x(e) $
1
(p(n))2(n 1 2)
e
and
n 1 2 $ s2(e) $ 1/(n 1 2).
The above lemma implies that x2(e) # (n 1 2)e. Thus, when
e ,
1
g(p(n))2(n 1 2)2
for some g $ 1, x(e) and x2(e) or s(e) and s2(e) will be separated by g,
i.e., min(x(e)) . gx2(e) or g max(s(e)) , s2(e). This condition can be
reached in O(Ïn(log g 1 log n)) standard interior-point-method iterations,
since e0 5 1. Furthermore, we have the following theorem.
THEOREM 3. Let (x, x2 , y, y1 , s, s2 , e) be an approximately centered
point generated by the path-following algorithm. Then, if min(x) .
Ïn 1 1x2 , we can terminate the algorithm with an interior feasible solution
for the homogeneous system (and hence for (1)) using a single least-
squares step.
Proof. We first set x2 to zero and consider the least-squares problem
similar to the one described in Ye (1992):
minimize iX21dxi subject to Aˆ(x 1 dx) 5 0,
or
minimize iX21dxi subject to AˆXX21dx 5 2Aˆx 5 2(Aˆe)x2 .
The solution is
X21dx* 5 2XAˆT(AˆX 2AˆT )21(Aˆe)x2 .
Thus,
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iX21dx*i2 5 x22(Aˆe)T(AˆX 2AˆT )21(Aˆe)
# S x2min(x)D2 (Aˆe)T(AˆAˆT )21(Aˆe)
,
1
n 1 1
iei2 5 1.
Hence, we must have
x* :5 x 1 dx* 5 X(e 1 X21dx*) . 0. n
Note that if we select g 5 2Ïn 1 1, then in O(Ïn log n) interior-point-
method iterations we have min(x(e)) $ gx2(e). Since (x, x2 , y, y1 , s, s2 , e)
is approximately centered, we must have min(x)) $ (3/5)gx2 5 (6/5)
Ïn 1 1x2 . Ïn 1 1x2 from (8) and (9). Therefore, the total number of
interior-point-method iterations is bounded by O(Ïn log n) before we
generate an interior feasible point for the LF problem.
Mike Todd, Robert Freund, and Tamas Terlaky have recently pointed
out to me that using such strong knowledge one can set up a scaled LF
problem such that the ellipsoid method also solves the problem in strongly
polynomial time.
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