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Tunable nanomagnetism in moderately cold fermions on optical lattices
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(Dated: November 6, 2018)
Localized defects, unavoidable in real solids, may be simulated in (generically defect-free) cold-
atom systems, e.g., via modifications of the optical lattice. We study the Hubbard model on a square
lattice with single impurities, pairs of nearby impurities, or lines of impurities using numerically exact
determinantal quantum Monte Carlo simulations. In all cases, correlations on the “impurity” sites
are enhanced either by larger on-site interactions or by a reduced coupling to the environment.
We find highly nontrivial magnetic correlations, which persist at elevated temperatures and should
be accessible in cold-atom systems with current experimental techniques. With improved cooling
techniques, these features could be followed towards generic quantum antiferromagnetism in the
homogeneous limit. More generally, tunable crossing points between different correlation functions
could be used, in a quantum steelyard balance setup, as robust thermometers.
PACS numbers: 71.10.Fd, 71.27.+a, 67.85.-d, 75.10.Jm
I. INTRODUCTION
Imperfections, such as impurity atoms and lattice
defects may significantly affect the properties of real
materials.1 This issue is particularly important and com-
plex in the context of strongly correlated materials, where
impurity effects may also be employed for detection pur-
poses. For example, single impurities were used in the
detection of superconducting pairing symmetries within
unconventional superconductors2–4 and for demonstrat-
ing Friedel oscillations.5 While cold-atom systems are in-
trinsically defect-free, impurities can be introduced there
in a controlled way, e.g., by employing fine-grained laser
speckles,6–8 by trapping impurity atoms,9–12 or by pro-
jection of (in principle) arbitrary lattice patterns.13 Even
the manipulation of individual sites using off-resonant
laser light or another species of atoms or ions has come
within reach.12,14 The unprecedented tunability of arti-
ficial impurities provides an exciting route for probing
and manipulating the properties of cold atoms, which
is attracting increasing theoretical interest for impurity
physics in the cold-atom context. In particular, the ef-
fects of impurities (both static and mobile) on a two-
component superfluid Fermi gas in the continuum case
as well as trapped in an optical lattice were addressed in
detail.15–20
It is clear that impurities will, in general, affect local
and longer-range properties strongly also in the normal
phase (with potentially drastic consequences for trans-
port and long-range coherence). Of particular interest is
the effect on magnetism, i.e., spin correlations, in two-
flavor fermionic mixtures, as this important aspect of
correlation physics is not yet fully under experimental
control. More specifically, the experimental realization
of the long-range antiferromagnetic order that is charac-
teristic of effective single-band Hubbard systems at (or
near) half filling, would require further breakthroughs in
cooling techniques21 and, likely, also larger system sizes.
“Finite-range antiferromagnetism” should be just within
reach of current experiments, when using tunable dimen-
sionality and/or frustration,22,23 but requires tempera-
tures low enough for realizing an entropy s < ln(2) per
site throughout the half-filled core of the system. This
constraint could be relaxed in systems with a small frac-
tion of inequivalent bonds or sites which, loosely speak-
ing, induce lower-entropy physics locally.24
We suggest to employ this outstanding flexibility of
optical lattices to get new insights into the local antifer-
romagnetism (AF).22 As we will show, localized inhomo-
geneities, in particular impurities, may induce anoma-
lously large spin correlations in the surrounding at or
above magnetic ordering temperatures (or the “spin
crossover temperature”25 in two dimensions), which can
be viewed as precursors of the AF phase. This fact,
together with the recent progress in experimental tech-
niques allowing precise measurement of double occupan-
cies and of nearest-neighbor (NN) spin correlations in
trapped fermionic systems,26–28 could provide the long
sought key to the realization and manipulation of quan-
tum magnetism in trapped fermionic systems on optical
lattices.29
In this paper, we consider inhomogeneous variants of
the Hubbard model in two dimensions, i.e., we study
correlated Anderson-Hubbard-type impurities in a cor-
related Hubbard-type background, as appears adequate
in the cold-atom context. This is a quite challenging
problem already in the one-dimensional case, for which
several specialized techniques exist, most notably the
Bethe ansatz and the density matrix renormalization
group (DMRG) approach. However, also the physics of
Hubbard chains is very special so that previous DMRG
results for the impurity impact on spin correlations30
are not directly relevant in higher dimensions. In the
limit of a weakly correlated background and for a single
impurity (and uniform hopping), our model reduces to
the Wolff model,31 which is closely related to the An-
derson impurity model32 and the Kondo model;33 the
latter two have been of prime theoretical interest for
decades. More recently, various extensions to correlated
hosts have been considered, e.g., in the context of high-
2Tc superconductivity.
4 The impact of localized defects on
the spin physics of insulating systems (i.e., for a strongly
correlated host) in two dimensions has been modelled
via vacancies in the Heisenberg model34–37 and via sites
with extra external couplings;37 we will relate our work
to some of these studies in the following.
The main results of this paper are based on direct de-
terminantal quantum Monte Carlo simulations of the sys-
tems of interest, i.e., are exact in the limit of vanishing
Trotter discretization and up to statistical errors. In ad-
dition, we provide data obtained using a real-space exten-
sion (i.e., going beyond the so-called local density approx-
imation) of dynamical mean-field theory (DMFT).38,39
This comparison helps in identifying the essential physics
generating the observed correlation patterns. At the
same time, our assessment of the real-space DMFT points
out important limitations of this popular approximation.
II. MODEL AND METHODS
We consider the single-band Hubbard Hamiltonian
Hˆ =−
∑
〈ij〉,σ
tij cˆ
†
iσ cˆjσ +
∑
i
Ui
(
nˆi↑ −
1
2
) (
nˆi↓ −
1
2
)
(1)
with (in general) bond-dependent hopping amplitudes tij
between nearest neighbors and (in general) site-specific
local interactions Ui; nˆiσ = cˆ
†
iσ cˆiσ denote spin-resolved
densities. Particle-hole symmetry (at zero chemical po-
tential) guaranties half filling at each site: 〈nˆi↑+nˆi↓〉 = 1,
thereby avoiding the sign problem in determinantal quan-
tum Monte Carlo calculations.
In the homogeneous case (tij = t, Ui = U) and
on a simple cubic lattice, the model (1) exhibits long-
range antiferromagnetic (AF) order at low temperatures
T < TN, corresponding to a critical entropy per particle
sN . 0.34 ≈ ln(2)/2.
22 Even at elevated temperatures,
strong AF correlations remain dominant in the param-
agnetic phase, roughly up to the mean-field critical en-
tropy sDMFTN
U→∞
−→ ln(2) ≈ 0.69; later, we will denote the
corresponding spin-crossover temperature as Tsc. This
“finite-range antiferromagnetism” has remarkably uni-
versal characteristics: local properties and short-range
correlations depend only weakly on the dimensionality
at constant s, which makes its realization a worthwhile
and realistic goal for cold-atom experiments.22
The same can be expected for the nanomagnetic prop-
erties of interest in this paper, i.e., the (change of) AF
correlations induced by impurities embedded in otherwise
homogeneous systems: the essential physics and mecha-
nisms should be very similar in two and three dimensional
host systems (at constant s and for equivalent interac-
tion strengths). We will consider square lattices in this
paper, which are not only easier to simulate numerically,
but also offer important advantages (in particular, the
possibility of single-site addressing) in cold-atom experi-
ments.
We examine two types of local inhomogeneities, both
tailored towards enhanced correlations. In the first case,
we introduce deviating on-site interactions Uimp = U
′ >
U on some of the lattice sites (compared to the homoge-
neous background with interaction U), whereas both the
nearest-neighbor hopping amplitudes tij = t and the fill-
ing are kept constant across the sample. The on-site in-
teraction on the “impurity” sites U ′ = 8t = 2U was cho-
sen to maximize the spin-crossover temperature Tsc(U),
which reaches a peak value of T impsc ≈ 0.4t at the in-
termediate coupling U = 8t.22,25 In contrast, the weak
coupling U = 4t chosen for the remaining sample is asso-
ciated with a much smaller T homsc ≈ 0.2t, so that we can
expect to see strong impurity effects at the moderately
low temperature T = 0.25t (as T homsc < T < T
imp
sc ).
The second type of “impurities” we are going to con-
sider is realized by a reduced coupling to the environ-
ment: all the hopping amplitudes timp,j = t
′ between
such impurity and its nearest neighbors are smaller than
the NN hopping amplitude t throughout the rest of the
sample, whereas the on-site interaction is constant for all
the lattice sites.
If not explicitly stated otherwise, results presented
in the following were obtained employing determinantal
quantum Monte Carlo (DQMC)40–42 with finite Trotter
discretization ∆τ ≤ 0.1/t and up to 100 sites.
III. RESULTS
In the following, we discuss effects of impurities on lo-
cal and short-range magnetic properties that could be
relevant for cold fermionic gases on optical lattices. We
focus on two observables that are accessible in cold-
atom experiments and have a direct connection with
antiferromagnetism: the double occupancy22,43,44 D =
〈nˆi↑nˆi↓〉 and the nearest-neighbor (NN) spin correlations
〈Si · Sj〉.
26–28,45
A. Impurities with increased local interaction
Let us first take a look at the impact of locally en-
hanced on-site repulsions, as depicted in Fig. 1. We con-
sider four different implanted impurity patterns, marked
by bright white dots: a single impurity site (1st column of
Fig. 1), a pair of impurities on neighboring sites (2nd col-
umn) and two patterns with next-nearest neighbor pairs
(in the taxi-cab metric) along the axis and diagonal (3rd
and 4th columns, respectively). Due to its local charac-
ter, the changes in the double occupancy closely follow
the implanted impurity pattern: the second row of Fig.
1 demonstrates a local suppression of the double occu-
pancy by about 30% at the sites with doubled on-site
interaction, reflecting strongly enhanced on-site correla-
tions. By proximity effects, the double occupancy is also
slightly reduced, by about 5 − 10% on the immediate
neighbors of each impurity. The nearest-neighbor spin
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FIG. 1. (Color online) The effect of single or paired impurity
sites with on-site interaction U ′ = 8t introduced into U = 4t
medium at T = 0.25t. Nearest-neighbor spin correlations
〈Si · Sj〉 (1
st row) and double occupancy D (2nd row) from
DQMC calculations as compared to 〈Si · Sj〉 (3
rd row) and
D (4th row) from RDMFT calculations. Impurity sites are
marked with bright white dots.
correlations (1st row of Fig. 1) are also, in general, en-
hanced in the vicinity of the impurities. However, this
effect is by no means restricted to the bonds extending
from the impurity sites. Already in the case of a single
isolated impurity site (the first column of Fig. 1), the
strongest spin correlations appear along bonds between
nearest and the next-nearest neighbors of the site with
doubled interactions, forming a square around the impu-
rity; here, the enhancement of 〈Si ·Sj〉 is more than twice
as large as for the bonds extending from the impurity.
Note that this phenomenology goes beyond the resonant-
valence-bond (RVB) picture proposed for vacancies in the
Heisenberg model,34 where the elimination of some spin
correlations (between the “vacancy” and the enviroment)
enhances correlations at adjacent bonds; in the present
case, such an RVB-type explanation cannot be applied
since all NN spin correlations involving the NN sites of
the impurity are enhanced.
In the case of multiple impurities, the patterns become
much more complex: in the case of a NN impurity pair
(2nd column), the bonds above and below the impurity
pair are particularly strongly correlated; with one extra
spacing (3rd row), the central bonds orthogonal to the
impurity pair become enhanced. We will shed more light
on this fascinating physics in the following.
Apart from the intrinsic interest, the above systems
can also serve as extreme test cases for the applica-
bility and accuracy of the real-space extension of dy-
namical mean-field theory (RDMFT)43,46–49, here eval-
uated using a Hirsch-Fye quantum Monte Carlo impu-
rity solver.50–52 As expected, RDMFT yields rather ac-
curate estimates of local observables such as the double
occupancy22 (4th row of Fig. 1) on the impurity sites
(while the weaker proximity effects observed in the re-
sults of DQMC calculations are nearly lost). However,
RDMFT neglects nonlocal correlations arising from fluc-
tuations: 〈Si · Sj〉
DMFT
−→ 〈Si〉 · 〈Sj〉. Consequently, non-
trivial (i.e., nonlocal) spin correlations vanish in the ab-
sence of static magnetization. As the bulk parameters
are outside the mean-field AF phase, the DMFT esti-
mates of 〈Si · Sj〉 (3
rd row of Fig. 1) vanish exactly in
the bulk; inserting a single impurity or an impurity pair
with sufficient spacing does not change the situation, as
seen in the first and third column of Fig. 1. However, the
finite (small) spin correlations in the second and fourth
column of Fig. 1 indicate that already a single impurity
pair can give rise to a local magnetization pattern if the
temperature is not too far above the bulk mean-field Neel
temperature. The corresponding mean-field spin corre-
lations, however, fail to reproduce the DQMC data both
quantitatively and qualitatively, as is clear from the com-
parison of the 1st and 3rd rows of Fig. 1.
Moreover, the true correlation patterns at finite inter-
actions (first row of Fig. 1) are also substantially different
from those previously observed36 in the case of two vacan-
cies in the Heisenberg model (to which our model maps,
e.g., in the limit U ′ ≫ U ≫ t), in analogous configura-
tions. These comparisons reemphasize that the spatial
structure of the impurity-induced spin correlations ob-
served in the DQMC data is by far not trivial.
Still, one might ask whether the patterns seen in the
case of multiple impurities (in the first row of Fig. 1)
can be understood on the basis of the single-impurity ef-
fects. More precisely: are the changes in the NN spin
correlations induced by the impurities mere superposi-
tions of the effects of the individual impurities or do we
see genuine many-impurity effects? In order to answer
this question, we have computed the differences ∆〈Si ·Sj〉
between the NN spin correlations in the presence of im-
purities and those of the homogeneous system. For the
special case of a single impurity, we denote the result as
∆〈Si · Sj〉0, i.e. with an index 0; it is shown in the top
left corner of Fig. 2. The other subfigures in the first row
of Fig. 2 have been obtained by adding up these single-
impurity results for each of the impurities (bright dots).
Indeed, these superpositions look remarkably similar to
the patterns seen in the first row of Fig. 1 (and Fig. 3); if
plotted using the same color code, both data sets would
hardly be distinguishable from each other. If we, how-
ever, subtract the exact results from the superpositions,
as shown in the second row of Fig. 2, we see that a pair
of NN impurities (second column) induces singlet-type
physics, i.e. a stronger correlation between the impuri-
ties and reduced correlations between the impurities and
the environment (while this observable vanishes by defi-
nition in the single-impurity case). This many-impurity
effect decays rapidly when the distance is doubled (third
column); the slight overall enhancement in the case of a
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FIG. 2. (Color online) First row: the sum of the effects of
two single impurities
∑
(∆〈Si · Sj〉0). For the ease of com-
parison we consider the change in NN spin correlations with
respect to the homogeneous impurity-free value 〈Si · Sj〉hom:
∆〈Si · Sj〉 = 〈Si · Sj〉 − 〈Si · Sj〉hom. Red/green colors in-
dicate enhanced/suppressed spin correlations (relative to the
impurity-free homogeneous value). Second row: difference of
∆〈Si ·Sj〉 and
∑
(∆〈Si · Sj〉0). All parameters are as in Fig.
1. Impurity sites are marked with bright white dots.
diagonal pair (fourth column) might be an artifact due
to finite-size effects in the underlying simulations. We
can conclude that, for interaction type impurities, intrin-
sic many-impurity effects are significant only when these
are directly connected by hopping bonds.
B. Impurities with reduced coupling to the bulk
A direct experimental realization of the impurity type
considered above might be difficult, since it requires lo-
cal changes of the on-site interaction together with ad-
justments of the chemical potential on the impurity sites
to keep the density at half filling. An alternative strat-
egy for inducing stronger local correlations at selected
“impurity sites”, namely a partial decoupling by reduced
hopping amplitudes between the impurity sites and their
environment, seems to be more feasible.28
In the following, we choose timp,j = t
′ = 0.5t, keeping
all interactions the same as for the environment (with
U = 4t). With this choice, the ratio U/t′ between in-
teraction and hopping on the impurity sites is the same
as in the previous section (i.e., U/t′ = U ′/t = 8). Note
that the ratios between temperature T and hopping (t
or t′) or interaction (U ′ or U) deviate by a factor of two
in both systems. For our particular choice of parame-
ters, however, the impact of this discrepancy should be
minimal, as the magnitude of NN spin correlations in ho-
mogeneous systems with U/t = 4 at T/t = 0.25 and with
U/t = 8 at T/t = 0.5 are almost identical [cf. Fig. 6(a)].
As seen in the second row of Fig. 3, the effect of the
reduced hopping on spin correlations is dramatic and dif-
fers much from the previously discussed case of impurities
with increased local interactions, shown again in the first
row of Fig. 3 for comparison. Most notably, we observe a
strong suppression of spin correlations between the impu-
rities and their “normal” NN (for t′ = 0.5t, shown in the
second row in Fig. 3, by approximately a factor of two),
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FIG. 3. (Color online) The effect of impurity sites introduced
into a U = 4t medium at T/t = 0.25 on nearest-neighbor
spin correlations 〈Si · Sj〉. First row: U
′ = 8t = 2U , t′ = t;
second row: U ′ = 4t = U , t′ = 0.5t; third row: U ′ = 4t = U ,
t′ = 0.7t. Red/green colors indicate enhanced/suppressed
spin correlations (relative to the impurity-free homogeneous
value). A red frame highlights the system with two impurities
on neighboring lattice sites discussed in detail in the main
text. Impurity sites are marked with bright white dots.
whereas NN spin correlations between the sites surround-
ing the impurities are significantly amplified. In contrast,
the spin correlation between NN impurities (2nd column
of Fig. 3) is enhanced at t′ = 0.7t (3rd row), while it
recovers the background value at t′ = 0.5t (2nd row). It
is clear that such behavior cannot arise from overlaying
single-impurity effects (in contrast to the case of inter-
action type impurities, cf. Fig. 2). In other words: all
patterns depend crucially on the precise locations of all
impurities (and also on the tuning parameter t′). As in
the case of interaction-type impurities, our DQMC re-
sults for the Hubbard model do not share obvious simi-
larities to the correlation patterns observed36 in the case
of two vacancies in the Heisenberg model in analogous
configurations.
Let us focus now on the case of two impurities on neigh-
boring lattice sites, for which the full space distribution
of NN spin correlations is shown in the second column
of Fig. 3. NN spin correlations relate to a pair of neigh-
boring lattice sites, which we are going to refer to as a
“bond” i− j between lattice sites i and j. For the follow-
ing quantitative analysis, we choose three types of bonds
that capture the main features of the emerging pattern,
as illustrated in the inset of Fig. 4: the one between im-
purity sites (imp-imp, shown in blue on the inset of Fig.
4), two equivalent bonds between “normal” sites next to
impurities parallel to impurity pair (NN-NN, shown in
red on the inset of Fig. 4), and four equivalent bonds
(orthogonal to imp-imp) between each impurity and the
neighboring “normal” sites (imp-NN, shown in green on
the inset of Fig. 4). These three types of bonds demon-
strate very different dependencies of spin correlations on
t′/t. AF spin correlations along imp-NN bonds (filled tri-
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FIG. 4. (Color online) The effect of impurity sites with U ′ =
4t = U , timp,j = t
′ introduced into a medium with U = 4t at
T/t = 0.25 on NN spin correlations: 〈Si · Sj〉 as a function
of t′ for a system with two impurities on the neighboring
lattice sites as in the second column of Fig. 3 (dashed lines
and open symbols) or single line of impurities (solid lines and
filled symbols). The inset illustrates the choice of the bonds
i − j for the case of an impurity pair. Black solid line: NN
spin correlations 〈Si ·Sj〉hom for the homogeneous system with
U/t = 4, T/t = 0.25. Dotted line: NN spin correlations for
a homogeneous system with the parameters of the impurity
(LDA), 〈Si · Sj〉LDA.
angles in Fig. 4) are suppressed by the reduction of t′/t,
and converge to zero as t′ decreases to zero. In contrast, a
reduction of t′/t induces amplified AF correlations along
NN-NN bonds (filled squares), due to the reduced coor-
dination of the involved sites. Spin correlations imp-imp
between impurity sites (filled circles) show more complex
behaviour upon variation of t′/t with a slight increase of
the correlations amplitude upon tuning t′/t down from
1.0 to 0.7, and subsequent decrease with further lowering
of t′/t. At t′/t ≈ 0.5 imp-imp correlations are matching
again the homogeneous impurity-free value 〈Si · Sj〉hom
(black solid line in Fig. 4). Similar trends are observed
in 〈Si · Sj〉LDA(t
′/t) for a homogeneous system with the
parameters of the impurity serving here as a local den-
sity approximation (LDA) for the initial system (dotted
line in Fig. 4). This shows that the physics of the full
system (two NN impurities) can be understood, to a first
approximation, in a local LDA-type picture. Note, how-
ever, that the enhancement of imp-imp AF correlations
(filled circles) at t′/t ≈ 0.7 is about twice as strong as the
LDA prediction; i.e., singlet physics or, more generally,
reduced dimensionality must play an important role.
In order to answer this question and to allow for com-
parisons also with the correlations involving normal sites
(imp-NN and NN-NN), we consider a system containing
a single line of impurities, i.e., a single layer of sites with
reduced hopping, sandwiched between multiple layers of
“normal” sites (with periodic boundary conditions); cor-
responding results are shown using open symbols (and
solid lines) in Fig. 4. In this case, imp-imp refers to NN
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FIG. 5. (Color online) Temperature dependence of impurity
effects on NN spin correlations 〈Si · Sj〉. First column: U
′ =
8t = 2U , t′ = t; second column: U ′ = 4t = U , t′ = 0.5t; third
column: U ′ = 4t = U , t′ = 0.7t. Amplified spin correlations
(relative to the impurity-free homogeneous value for specific
T/t) are shown in red, suppressed ones in green. The data
in the red frame is repeated from Fig. 3. Impurity sites are
marked with bright white dots.
correlations within the “impurity” layer, while NN-NN
denotes NN correlations within either of the adjacent lay-
ers and imp-NN refers to correlations across the layers.
We find that the imp-imp correlation in the stacked sys-
tem (open circles), despite its reduced dimensionality, is
very close to the LDA prediction (dotted lines), at least
in the parameter region t′/t ≈ 0.7. This shows that the
enhancement seen for the impurity pair is really an effect
of singlet physics, i.e., specific for NN impurity pairs. As
we will show later, this nonlocal effect arises only at quite
low temperatures. In comparison, the other correlation
functions differ less between the two systems (impurity
pair versus stacked); however, the deviations from the
homogeneous limit (t’/t=1) are generically stronger for
the (zero-dimensional) impurity pair system (except for
imp-imp at t′/t . 0.5).
Obviously, the temperature T/t = 0.25 chosen so far
was sufficiently low for realizing interesting spin corre-
lation patterns. It is important to check whether this
remains true towards elevated temperatures which are
more easily realized in experiments. The evolution of
impurity-induced changes in 〈Si · Sj〉 with temperature
is illustrated in Fig. 5. Whereas in case of “interaction”-
type impurities (first column of Fig. 5) a heating of the
system by a factor of 2 to T = 0.50 (1st row) leaves
only a faint trace of the 〈Si · Sj〉 enhancement seen at
T/t = 0.25 (2nd row), features caused by “hopping”-type
impurities are much more robust. In particular, spin cor-
relations over NN-NN bonds which are parallel to imp-
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FIG. 6. (Color online) Temperature dependence of NN spin
correlation functions 〈Si · Sj〉 for a system with two impu-
rities on neighboring lattice sites (filled symbols and dashed
lines) or with a single line of impurities (open symbols and
solid lines). U ′ = 4t = U , timp,j = t
′ with (a) t′ = 0.5t and
(b) t′ = 0.7t. Bonds are denoted as in Fig. 4. Black solid
line: 〈Si · Sj〉hom(T ) for the homogeneous impurity-free sys-
tem with U/t = 4. Gray dotted line: NN spin correlations
〈Si · Sj〉LDA for a homogeneous system with the parameters
of the impurity (LDA). Arrows are pointing to the crossing
temperatures T1 and T2 discussed in the main text. Inset: T1
as a function of t′/t.
imp provide (for t′ = 0.5t) strong signals in the large
range of elevated temperatures. Along with this thermal
stability we also observe another interesting signature:
tuning the temperature of the system at constant t′/t
drives spin correlations between impurity sites from a
high-temperature suppression (greenish colors in Fig. 5)
relative to the impurity-free homogeneous value (black)
to a significant low-temperature amplification (reddish
colors). Note that the color scales in Fig. 5 differ between
the rows, reflecting temperature changes of 〈Si · Sj〉hom
in the impurity-free homogeneous system.
To explore this nontrivial behaviour and its poten-
tial use in the cold atom context, let us trace the tem-
perature dependence of the selected spin correlations.
These data are shown in Fig. 6 for the three types of
bonds discussed above (see also the inset of Fig. 4). NN
spin correlations in a homogeneous impurity-free system
〈Si ·Sj〉hom(T ) plotted with black solid lines in Fig. 6 cor-
respond to black-encoded values in the colormaps of each
row in Fig. 5. We see that imp-imp AF spin corelations
are suppressed at high T relatively to the homogeneous
impurity-free phase (and relative to the strong NN-NN
correlations). Lowering the temperature causes strong
enhancements of correlations between the impurity sites,
which then exceed (by absolute value) the homogeneous
impurity-free value 〈Si · Sj〉hom(T ) for T < T1. Below
some point T2 < T1 imp-imp spin correlations become
even stronger than NN-NN (see arrows in Fig. 6). This
specific form of temperature dependences suggests the
use of impurity-induced NN spin correlations as a sensi-
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FIG. 7. (Color online) (a) Excess entropy ∆Simp = S − Shom
of a system with two NN impurities [U ′ = 4t = U , t′ = 0.7t
(circles), t′ = 0.5t (squares) or t′/t → 0 (triangles)] versus
temperature T . (b) Entropy Sat of an isolated “atomic” site
(U/t = 4, t′/t = 0; dash-dotted line) and entropy per particle
(S/N)hom of the reference homogeneous impurity-free system
with U = 4t (solid line); their difference defines the excess en-
tropy ∆Sat per decoupled site (dotted line). (c) Scaling of the
excess entropy [data of panel (a)] with the relative bandwidth
change 1−(t′/t)2 of each of the two NN impurities; in the limit
t′ → 0 (black triangles), ∆Simp includes 2∆Sat (two decou-
pled atomic sites) plus a surface contribution ∆Ssurf (shaded;
with Nsurf = 6 surface sites; cf. inset). (d) Excess entropy
of single-impurity system at t′ = 0 (crosses); here, ∆Simp in-
cludes ∆Sat (one decoupled atomic site) plus surface effects
∆Ssurf (with Nsurf = 4 surface sites; cf. inset). (e) Surface
contribution ∆Ssurf (per surface site Nsurf) to the excess en-
tropy for systems with two NN impurities [triangles, cf. (a)
and (c)] or a single impurity [crosses, cf. (d)].
tive thermometer. Measuring, e.g., ratios (or differences)
of imp-imp and NN-NN (or homogeneous) correlations
should strongly suppress systematic measurement errors
and allow rather precise estimates of T . For obtain-
ing even higher precision, one may adjust the value of
t′/t (similar to shifting the counterweight on a steelyard
balance) until the selected correlation functions become
equal; then T can be read off from the curve T1(t
′/t) [or
T2(t
′/t)], as plotted in the inset of Fig. 6.
Introducing solitary impurity sites into systems of ex-
perimentally relevant sizes is not expected to affect the
mean entropy per particle (as well as any other observable
mean values) in any noticable way. Still, the insertion
of impurities will, in general, induce an excess entropy
in an otherwise transition-invariant system. Fig. 7(a)
shows the temperature dependence of the excess entropy
∆Simp due to a pair of NN impurities (circles for t
′ = 0.7t,
squares for t′ = 0.5t and triangles for the limiting case
of fully decoupled impurities t′/t→ 0), defined here as a
difference in the entropies of equally sized systems with
7and without impurities. These curves demonstrate non-
trivial dependencies on both temperature and t′. The
high-temperature tails of ∆Simp for various t
′ scale per-
fectly with the relative bandwidth change 1 − (t′/t)2, as
demonstrated in Fig. 7(c). At lower temperatures, at
T . t [i.e., T/(t + T ) . 0.5; dashed vertical lines in
Fig. 7], one observes a significantly reduced slope, un-
til a broad minimum develops at T/t ∼ 0.4 in the fully
decoupled limit t′/t→ 0.
As the Hamiltonian can be split up exactly at t′/t = 0
into Nimp contributions describing isolated (“atomic”)
impurity sites and the rest of the system (with N−Nimp)
sites, respectively, the same must be true for the associ-
ated entropy contributions. The dashed-dotted line in
Fig. 7(b) shows the entropy Sat of a single isolated inter-
acting site (when T is measured in units of U/4), which is
seen to exceed the entropy per particle (S/N)hom of the
reference homogeneous impurity-free system (blue solid
line); the difference (shaded region) ∆Sat (dotted line)
has a local maximum at T ≈ t (= U/4). As seen in
Fig. 7(c), the resulting contribution 2∆Sat (dotted line)
accounts for a large part of the total excess entropy of
the two-NN-impurity system at t′ = 0 (black triangles);
in particular, both agree within precision at T . 0.25.
However, a significant difference (shaded) remains at el-
evated temperatures, with a maximum at t ≈ T . This
second contribution to ∆Simp, to be denoted as ∆Ssurf is
clearly associated with the impact of introducing a sur-
face (here by taking Nimp = 2 sites out) into an otherwise
homogeneous system.
While this impact could, in principle, depend on the
exact topology of the surface, we may expect that the
primary mechanism is a reduction in the coordination
number (from Z = 4 to Z = 3) of each of the Nsurf = 6
surface sites. We should, therefore, expect that ∆Ssurf
is approximately proportional to Nsurf = 6. In order to
test this picture, we have also computed the excess en-
tropy of a single-impurity system (at t′ = 0); shown as
crosses in Fig. 7(d). Again, we can compute the surface
contribution ∆Ssurf (shaded) by subtracting ∆Sat of the
single involved impurity. Already at first sight, we see
that ∆Ssurf is clearly smaller than in the two-impurity
case, as expected for a reduced number Nsurf = 4 of im-
purity sites. A closer inspection of the surface contribu-
tion per surface site, shown in Fig. 7(e) shows that, in-
deed, ∆Ssurf/Nsurf agrees, within error bars, between the
single-impurity case (crosses) and two-NN-impurity case
(triangles) in the accessible temperature range. We con-
clude that, to a good approximation, the excess entropy
in the fully decoupled case t′/t = 0 is independent of
the shape of the boundaries and has contributions linear
in the number ∆Simp of impurities and Nsurf of surface
sites, respectively. In the general situation (0 < t′ < t),
all sites remain coupled and, consequently, the total ex-
cess entropy will be more complicated and specific to each
particular topology.
IV. CONCLUSIONS
In this study, we considered in detail the effect of lo-
calized inhomogeneities on local magnetic phenomena,
focussing on nearest-neighbor spin correlations. We
demonstrated that at or above the spin crossover tem-
perature impurities may induce anomalously large spin
correlations in the surrounding. These impurity-induced
spin correlations possess a non-trivial spatial structure,
which cannot be captured within real-space dynamical
mean field calculations. For an impurity type with
reduced hopping amplitudes from/to the impurity, we
found a special structure of spin correlations that, to-
gether with its temperature evolution, suggests to use a
pair of such impurities as a sensitive local thermometer
in experiments with cold gases on optical lattices.
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