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DISCRETIZED LAVRENT′EV REGULARIZATION FOR
THE AUTOCONVOLUTION EQUATION
STEVEN BU¨RGER AND PETER MATHE´
Abstract. Lavrent′ev regularization for the autoconvolution equa-
tion was considered by J. Janno in Lavrent′ev regularization of ill-
posed problems containing nonlinear near-to-monotone operators
with application to autoconvolution equation, Inverse Problems,
16(2):333–348, 2000. Here this study is extended by considering
discretization of the Lavrent′ev scheme by splines. It is shown how
to maintain the known convergence rate by an appropriate choice
of spline spaces and a proper choice of the discretization level. For
piece-wise constant splines the discretized equation allows for an
explicit solver, in contrast to using higher order splines. This is
used to design a fast implementation by means of post-smoothing,
which provides results, which are indistinguishable from results
obtained by direct discretization using cubic splines.
Key words: autoconvolution, inverse problem, Lavrent′ev regularization
MSC: 47J06, 47A52, 65F22
1. Introduction, problem formulation
We shall study the numerical solution of the following autoconvolu-
tion operator, say F : L2(0, 1)→ L2(0, 1), given as
(1) [F (x)](s) :=
∫ s
0
x(s− t)x(t)dt, s ∈ [0, 1],
for real-valued functions. The solution to such equations attracted
attention both from applications, cf. [10, 1], and from the mathematical
side, see e.g. [6, 5, 3], and [2], where different approaches are taken.
Instead of the exact equation F (x0) = y0 we are given noisy data y
δ
given as
(2) yδ = F (x0) + δξ
for given noisy right hand side. The assumption on the noise will be
specified, below.
To this end we use Lavrent′ev regularization, and hence we choose
some a priori guess, say x∗, and a parameter α > 0 such that we look
for some x = xδα with
(3) α(x∗ − x) + yδ = F (x).
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2 STEVEN BU¨RGER AND PETER MATHE´
Extending the analysis from [7] we want to use finite dimensional ap-
proximations to solve Eq. (2). To this end we consider linear approxi-
mations Q = Qm with certain approximation properties, to be specified
later. Having chosen Qm we replace Eq. (3) by
(4) αQm(x∗ − x) +Qmyδ = QmF (Qmx).
Remark 1. This is a two-sided discretization, since we use a finite
amount of data Qmy
δ, and we also aim at representing the solution
in the range of Qm.
The outline for the material is as follows. In Section 2 we provide the
error analysis for (4), extending Janno’s original ideas, where no dis-
cretization was involved. These results are then extended in Section 3.
We also derive an explicit implementation of the scheme (4). Finally
we provide some numerical study, where we discuss the control of the
involved parameters, in particular the choice of α, and the discretiza-
tion level m, both as functions of the noise level δ, which is assumed
to be known. Most of the proofs are given in the appendix.
2. Error analysis of the discretized regularization
problem
The goal is to formulate the main results. To do so we first introduce
the basic assumptions, then we derive some properties of the autocon-
volution operator. Special attention is paid on the approximation of
the value x0(0), since this will prove important. The main results and
some consequences are then given in § 2.4.
2.1. Assumptions. The error analysis will be based on several as-
sumptions, especially on the noise, the (unknown) solution x in (2),
and the discretization schemes, to be considered.
We shall consider two different assumptions on the noise.
Assumption 1 (noise). Suppose that we are given a noise level δ > 0.
(1) The element ξ obeys ‖ξ‖∞ ≤ δ.
(2) The element ξ obeys ‖ξ‖2 ≤ δ.
The main result, Theorem 1 is concerned with the first case, Assump-
tion 1(1), and we shall briefly discuss the more relaxed assumption 1(2)
in its Corollary 1.
We turn to the solution smoothness. For x ∈ L∞(0, 1) we will denote
the essential supremum norm of x as ‖x‖∞.
Assumption 2 (solution smoothness). The unknown solution element x0
is positive, it belongs to W 2∞(0, 1), and ‖x0‖C1(0,1) ≤ K, where we equip
the space C1(0, 1) with norm ‖x‖C1(0,1) := max {‖x‖∞ , ‖x′‖∞}. In par-
ticular we assume that x0(0) > 0.
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Remark 2. Since we assumed that the unknown solution is positive and
the autoconvolution of a positive function is obviously nonnegative, we
know that the exact data y0 := F (x0) are nonnegative. For this reason
we will assume that our noisy data are nonnegative as well, otherwise
we would define new data y˜δ by
y˜δ(s) =
{
yδ(s) if yδ(s) ≥ 0
0 else
without increasing the noise level.
Following the study [7], having fixed some σ ≥ 0 (to be specified
later) we equip L2(0, 1) with the inner product
〈x, y〉σ =
∫ 1
0
e−2σtx(t)y(t)dt,
and the corresponding (weighted) norm
‖x‖2σ =
∫ 1
0
e−2σtx(t)2dt.
Although the norms ‖·‖ and ‖·‖σ are equivalent, i.e., for fixed σ > 0
we have that
(5) e−σ‖x‖0 ≤ ‖x‖σ ≤ ‖x‖0, x ∈ L2(0, 1),
we shall occasionally denote the weighted Hilbert space by Lσ2 (0, 1).
There is a natural isometry Dσ : L2(0, 1)→ Lσ2 (0, 1), given through the
function fσ(t) = e
σt, t ∈ [0, 1] as
(6) Dσx = fσx, x ∈ L2(0, 1).
Similarly, if x ∈ L2(0, 1) is such that it is absolutely continuous, and
the weak derivatives are in L2(0, 1), then we shall denote the weighted
Sobolev Hilbert space of such elements by Hσ1 (0, 1), equipped with
norm
‖x‖1,σ :=
1
2
(
‖x‖2σ + ‖x′‖2σ
)1/2
.
Furthermore we introduce the operator norm ‖.‖σ→σ as
‖A‖σ→σ := ‖A : Lσ2 (0, 1)→ Lσ2 (0, 1)‖ = sup
x∈Lσ2 (0,1)
‖Ax‖σ
‖x‖σ
.
for linear Operators A : Lσ2 (0, 1)→ Lσ2 (0, 1).
Remark 3. Note that ‖.‖σ reduces to the standard L2-norm for σ = 0.
Also, due to the above equivalence, the spaces Hσ1 (0, 1) are equivalent
to the usual Sobolev Hilbert spaces H1(0, 1). Finally, we mention that
functions x ∈ C1(0, 1) belong to Hσ1 (0, 1) and ‖x‖Hσ1 (0,1) ≤ ‖x‖C1(0,1).
We turn to describing the approximation scheme, captured by the
approximation operators Qm, m = 1, 2, . . .
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Assumption 3 (approximation power). We assume that we are given
a sequence Xm ⊂ L2(0, 1), m ∈ N, of finite dimensional subspaces,
dim(Xm) = m with orthogonal (in L
σ
2 (0, 1)) projections Q
σ
m onto the
spaces Xm. There is a constant L < ∞ such that for all x ∈ Hσ1 (0, 1)
we have
(7) inf {‖x− z‖σ , z ∈ Xm} ≤
L
m
‖x‖Hσ1 (0,1) , m ∈ N.
We highlight the relations and approximation properties between
the unweighted (σ = 0) and weighted (σ > 0) spaces. Specifically, any
family of projection operators (Qm)m∈N, which fulfills assumption 3 for
σ = 0 can be used to construct projection operators Qσm for σ > 0,
which also satisfy assumption 3, with simple proof to be found in the
appendix.
Lemma 1. Let Xm ⊂ L2(0, 1), m ∈ N a sequence of finite dimen-
sional subspaces with orthogonal (in L2(0, 1)) projections Qm onto the
spaces Xm, satisfying Assumption 3 with a constant L <∞. Moreover
let fσ and Dσ as in (6). Then for σ > 0 the projection operators Q
σ
m
defined by
(8) Qσm := DσQmD
−1
σ
are orthogonal projection operators w.r.t. 〈., .〉σ, for which Assump-
tion 3 holds with constant
√
2 (1 + σ)L, onto the spaces DσXm.
We provide the following illustrative examples.
Example 1 (piece-wise constant splines). We let X˜m be the spline
spaces Sm1 of piece-wise constant functions with respect to the equi-
distant partition ∆i = [(i− 1)/m, i/m), i = 1, . . . ,m. The spaces Xm
are then given as Xm = Dσ(X˜m).
The approximation power for elements in H1(0, 1) by piece-wise con-
stant functions is known (cf. [11, Thm. 6.1, eq. (6.7)] with p=q=2) as
(9) inf
{
‖x− z‖, z ∈ Xm
}
≤ L
m
‖x‖H1(0,1) , m ∈ N,
and hence the spaces X˜m obey Assumption 3 for σ = 0 with con-
stant L = 1. By virtue of Lemma 1 this extends to the spaces Xm.
We mention that this approximation maps nonnegative functions to
nonnegative piece-wise constant functions.
Example 2 (cubic splines). As above we consider the equidistant par-
tition, and we let Sm4 be the space of cubic splines, with corresponding
orthogonal (in L2(0, 1)) projection Qm. Then Assumption 3 holds, and
we refer to the comprehensive monograph [11, Cor. 6.26] (with m =
4, σ = 1, p = q = 2, r = 0) for σ = 0. Therefore, the validity of
Assumption 3 extends to σ > 0.
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Actually, for functions which fulfill Assumption 2 we even have the
stronger assertion
inf {‖x− z‖∞ , z ∈ Xm} ≤
L
m2
‖x‖W 2∞(0,1) , m ∈ N,
see e.g. [11, Cor. 6.26] (with m = 4, σ = 2, p = q = ∞, r = 0).
However, we cannot benefit from this additional approximation power
in the overall performance of the proposed Lavrent′ev regularization.
2.2. Properties of the autoconvolution operator. In the subse-
quent analysis we will relate the nonlinear autoconvolution equation (1)
to the following linear Volterra equation. We note that for F from (1)
its Fre`chet-derivative F ′(x) : L2(0, 1)→ L2(0, 1), at element x, is given
by
(10) [F ′(x)h](s) = 2
∫ s
0
x(s− t)h(t)dt, s ∈ [0, 1], h ∈ L2(0, 1).
Under the assumptions made on the solution x0 the equation
(11) F ′(x0)ω = x0 − x0(0),
has a solution, and we refer to [7, Lemma 4].
We bound the norm of the Fre`chet derivative in the weighted Hilbert
spaces Lσ2 (0, 1).
Lemma 2. For the Fre`chet-derivative F ′(u) of F at u ∈ Lσ2 (0, 1) the
estimate
‖F ′(u) : Lσ2 (0, 1)→ Lσ2 (0, 1)‖ ≤ 2‖u‖σ, u ∈ Lσ2 (0, 1),
holds. Consequently, we also have that
(12) ‖F (x)‖σ ≤ ‖x‖2σ, x ∈ Lσ2 (0, 1).
Proof. Let u ∈ Lσ2 (0, 1). Then we have
‖F ′(u)v‖2σ =
∫ 1
0
e−2σs
(
2
∫ s
0
u(s− t)v(t)dt
)2
ds
=4
∫ 1
0
(∫ s
0
e−σ(s−t)u(s− t)e−σtv(t)dt
)2
ds
≤4
∫ 1
0
(∫ s
0
e−2σ(s−t)u(s− t)2dt
)(∫ s
0
e−2σtv(t)2dt
)
ds
≤4
∫ 1
0
(∫ 1
0
e−2σtu(t)2dt
)(∫ 1
0
e−2σtv(t)2dt
)
ds
=4‖u‖2σ‖v‖2σ.
The final assertions follows from the observation that F (x) = 1
2
F ′(x)x,
which completes the proof. 
The following technical lemma will be used to prove the main result.
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Lemma 3 (cf. [7, Lem. 3 & 4]). Suppose that x0 obeys Assumption 2.
For each 0 < c < 1 there is some σ0 ≥ 0 such that for σ ≥ σ0 we have
that
(1) 〈F ′(x0)v, v〉σ ≥ 0, v ∈ L2(0, 1), and
(2) the solution ω to (11) obeys ‖ω‖σ < c.
2.3. Approximation of the initial value. Recall, for the solution to
the equation (11) to exist, we required to know the value x0(0). Since
this is not the case, we need to find a good approximation to it, based
on the given data yδ. This is done by averaging with the approximating
mapping Q0m from example 1, formulated in the following proposition,
again with proof postponed to the Appendix.
Proposition 1. Let σ > 0, δ ≤ 1 and m ∈ N be fixed, with m ≥ 1/δ.
If the noise obeys Assumption 1(1) then∣∣∣∣∣
√
1√
δ
[Qmyδ](
√
δ)− x0(0)
∣∣∣∣∣ ≤
(
1 + 4 ‖x0‖2C1(0,1)
)
x0(0)
√
δ,
if [Qmy
δ](
√
δ) ≥ 0 and
|x0(0)| ≤
(
1 + 4 ‖x0‖2C1(0,1)
)
x0(0)
√
δ,
otherwise.
Thus we use the approximation as found in Proposition 1 to define
the reference element x∗. Specifically, given δ > 0 we let x∗ be the
constant function defined as
(13) x∗ ≡
{√
1√
δ
[Qmyδ](
√
δ), if [Qmy
δ](
√
δ) ≥ 0
0, else.
The above approximation cannot be used for general noise which just
belongs to L2(0, 1). We give the following result for this case.
Proposition 2. Suppose that the noise obeys Assumption 1(2). Then
there is a constant D < ∞ such that for h :=
(
2
3
‖x0‖2C1(0,1)
)− 2
5
δ
2
5 we
have that ∣∣∣∣∣∣
√
2
h2
∫ h
0
yδ(t)dt− x0(0)
∣∣∣∣∣∣ ≤ Dx0(0)δ 25 , as δ → 0.
Remark 4. Estimation of the derivative of a function under L2-noise
has not been studied as often. The best results in this direction are
presented in [9, 8]. This will not immediately give results under the
smoothness Assumption 2. It is not clear to the authors, whether a
reconstruction rate δ1/2 is possible under L2-noise.
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2.4. Main result. We now recall the equation (4), as
(14) Q(α(x∗ − x) + yδ − F (Qx)) = 0,
where Q is any, not necessarily orthogonal, projection. We are in-
terested in its solution. Therefore we introduce the family of linear
operators Hα := (α Id +QF
′(x0)Q) , α > 0. For projections Q onto
some space Xm ⊂ X, orthogonal in a suited Lσ2 (0, 1) the mapping Hα
is continuously invertible, and maps Xm into Xm, which is easy to
check. For given α > 0, to be specified later, we apply H−1α to both
sides. We see that
0 =H−1α Q
(
α(x∗ − x) + yδ − F (Qx)
)
=H−1α Q
(
yδ − F (x0)− F ′(x0)(Qx− x0)− F (Qx− x0) + α(x∗ − x)
)
=H−1α
(
− (QF ′(x0)(Q(x− x0)) + α(Qx− x0))+QF ′(x0)(x0 −Qx0)
+Q
(
yδ − y0 − F (Qx− x0)
)
+ α(Qx∗ − x0)
)
=x0 −Qx+
H−1α
(
Q
(
F ′(x0)(x0 −Qx0) + yδ − y0 − F (Qmx− x0)
)
+ α(Qx∗ − x0)
)
.
This can be written as a fixed-point equation for the (continuous non-
linear) mapping G : X → X, given by
G(Qx) := x0 +H
−1
α
(
Q
(
F ′(x0)(x0 −Qx0) + yδ − y0
−F (Qmx− x0)
)
+ α(Qx∗ − x0)
)
, x ∈ Lσ2 (0, 1).
(15)
The fixed-point equation we consider is now given as
(16) G(Qx) = Qx,
on some domain to be determined later. The following holds true.
Proposition 3. Let σ > 0 be such that F ′(x0) is accretive on Lσ2 (0, 1).
Suppose that m ≥ σ/δ, δ ≤ 1 and that the element ω as the solution
to (11) satisfies ‖ω‖σ < 1/4. If the noise obeys Assumption 1(1) then
there is some r > 0 such that the mapping G obeys
G (B(x0, r) ∩Xm) ⊂ B(x0, r) ∩Xm.
Consequently it has a fixed point.
We are now in the position to formulate the main result,
Theorem 1. Suppose that the noise obeys Assumption 1(1), and that
the true solution obeys Assumption 2, and that the discretization is with
spaces Xm which fulfill Assumption 3. Moreover let the assumptions
of Proposition 3 hold. There is a constant c > 0 such that for α :=
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c
√
δ, Lavrent′ev regularization with discretization according to (4) has
a solution xδα ∈ Xm which obeys∥∥x0 − xδα∥∥ ≤ c√δ, as δ → 0.
Again, we postpone the proofs, both for Proposition 3 and Theorem 1
to the Appendix.
We shall next mention the modification of the main results when the
noise obeys Assumption 1(2). As the interested reader may check, the
arguments used in the proofs of Proposition 3 and Theorem 1 remain
valid, except that the optimal parameter choice strategy is different.
Corollary 1. Under the assumptions of Theorem 1, but with noise ful-
filling Assumption 1(2) we have the following. There is a constant c > 0
such that for the parameter α is chosen from
α = cδ
2
5
this yields ∥∥x0 − xδα∥∥ ≤ cδ 25 , as δ → 0.
3. Extension
We will extend the main results to the situation when the projections
used in (14) are not orthogonal, but the corresponding spaces Xm still
obey Assumption 3.
As we know from Lemma 3 we can choose the value of σ > 0 such
that accretivity of the operator F ′(x0) holds in Lσ2 (0, 1). This, of course,
extends to accretivity of the mapping QF ′(x0)Q, whenever Q is an
orthogonal projection in Lσ2 (0, 1).
In some cases, the accretivity extends at the expense of an additional
correction term to nonorthogonal projections. The prototypical exam-
ple is the projection onto the piece-wise constant functions, which is
orthogonal in L2(0, 1), but not in L
σ
2 (0, 1). The following ’closeness’
can be established.
Lemma 4. Consider the spaces X˜m as in Example 1, and let Qm := Q
0
m
be the projection, which is orthogonal in L2(0, 1). Then, for m ≥ σ we
have that
‖Qm −Qσm‖σ→σ ≤ 2
σ
m
.
Consequently we find that
‖Qm‖σ→σ ≤ 1 + 2
σ
m
.
As a consequence of the preceding lemma we obtain
Corollary 2. Suppose that σ > 0 is chosen such that QσmF
′(x0)Qσm is
accretive w.r.t. 〈., .〉σ. Then QmF ′(x0)Qm + 8σ‖x0‖m Id is accretive w.r.t.
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〈., .〉σ. Consequently
‖(α Id +QmF ′(x0)Qm)−1‖σ ≤ 2
α
and
‖(α Id +QmF ′(x0)Qm)−1QmF ′(x0)Qm‖σ ≤ 2
for α ≥ 16σ‖x0‖
m
.
Based on these preliminary results, we show that in the setting of
Example 1 the result of Theorem 1 can also be obtained with the
projections Qm := Q
0
m even for σ > 0.
Proposition 4. Let σ > 0 and Qm, Q
σ
m as in Lemma 4. We denote the
projection space corresponding to Qm by X
0
m. For the noise level 0 <
δ ≤ 1 assume that we have mδ ≥ 1. Then the Lavrent′ev-regularized
equation
(17) αQm(x∗ − x) +Qmyδ = QmF (Qmx).
has a solution xδα ∈ X0m with∥∥x0 − xδα∥∥ ≤ c√δ,
for a suitable parameter choice α = c
√
δ with some constant c (inde-
pendent of δ).
The proofs of the previous results, Lemma 4, Corollary 2, and Propo-
sition 4 are given in the appendix.
4. Numerical simulation
Here we are going to highlight the validity of the theoretical findings.
Also, we want to discuss that some of the theoretical limitations cannot
be seen in practical simulations. This concerns the assumption of the
accretivity, i.e., when we require σ to be chosen according to Lemma 3.
4.1. An explicit solver. We shall show that the discretization de-
scribed in Example 1 leads to a convenient explicit scheme for solving
the discretized equation (4) with Qm := Q
σ
m. Thus, we fix σ > 0, and
m ∈ N, and we consider the orthogonal projection Qσm from Example 1.
First we simplify the operator Qσm ◦F ◦Qσm. Therefore we define for
x ∈ L2(0, 1) , and for 1 ≤ i ≤ m, the quantities
fi(s) :=
{
eσs, for i−1
m
≤ s ≤ i
m
,
0, else,
and
xi := m
∫ i
m
i−1
m
e−σtx(t)dt.
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In these terms we see that
Qσmx =
m∑
i=1
xifi, x ∈ L2(0, 1).
We identify R(Qσm) with a vector in Rm through the bijection
x −→ (xi)1≤i≤m.
Furthermore, let
hi(s) :=

i−1
m
+ s for i−1
m
≤ s < i
m
i+1
m
− s for i
m
≤ s < i+1
m
0 else
Then for x ∈ L2(0, 1) we have
(Qσm ◦ F ◦Qσm)(x) =(Qσm ◦ F )
(
m∑
i=1
xifi
)
=Qσm
(
m∑
i=1
m−i+1∑
j=1
xixjfi ∗ fj
)
=Qσm
(
m∑
k=1
k∑
j=1
xk−j+1xj(fk + fk+1)hk
)
=
1
2m
m∑
k=1
k∑
j=1
xk−j+1xj(fk + fk+1).
Now we can write equation (14) component-wise as follows. For i = 1
we find that x1 must satisfy the quadratic equation(
x1
)2
+ 2mαx1 −
(
2m
(
yδ
)1
+ 2mαx1∗
)
= 0.
Note that (yδ)i ≥ 0 for all i = 1, . . . , n, since we can assume that yδ ≥ 0
(see remark 2). The non-negative solution is
(18) x1 = −mα +
√
m2α2 + 2m((yδ)1 + αx1∗).
For i = 2, . . . ,m we find that
(19) α(xi∗ − xi) + (yδ)i −
1
2m
(
i∑
j=1
xi−j+1xj +
i−1∑
j=1
xi−jxj
)
= 0.
This can be considered as a linear equation in xi, if all xj for j < i are
already determined. Rearrangement yields
(20)
xi =
m
mα + x1
(
(yδ)i + αxi∗ −
1
2m
(
i−1∑
j=1
xjxi−j +
i−1∑
j=2
xjxi−j+1
))
.
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Thus we have obtained the piece-wise constant approximation Qσmx,
and we now apply post-smoothing by a cubic spline. By doing this
appropriately we can retain approximation rate 1
2
. Indeed, consider
a cubic spline S ∈ Sm4 , and let xδα be the above piece-wise constant
approximation. The triangle inequality yields∥∥S − xδα∥∥ ≤ ‖S − x0‖ + ∥∥x0 − xδα∥∥
By the main result, the second summand above is of order
√
δ. On the
other hand, the solution x0 can be approximated by a cubic spline at
the rate 1
m2
(see [11, Corollary 6.21]). Hence we can have the left hand
side of order
√
δ by choosing m ≥ δ− 14 .
Thus, for given σ > 0, m ∈ N, and parameter α > 0, this results
in the following simple algorithm to compute a solution to (14), which
requires O(n2) operations.
Figure 1. Description of the algorithm
Input: Data yδ, reference element x∗.
Init: Compute x1 from (18).
Iter: For i = 2, . . . ,m solve (20) to obtain x2, . . . , xm.
Smooth: Approximate the function fˆ :=
∑m
i=1 x
ifi by a cubic
smoothing spline S(fˆ) ∈ S4(∆m).
Output: spline S(fˆ).
4.2. Simulation study. The setup is according to the theoretical
study. We fix some function x0 : [0, 1] → R+, and then we generate
data yδ = F (x0)+δξ on a fine grid (meshsize= 5000), where ‖ξ‖∞ = 1.
For different values of δ = 0.04, 0.0025 we let α =
√
δ. The theoretical
results were based on the accretivity assumption, and we shall perform
simulations, both for x0 that satisfies (1) in Lemma 3, but also for x0 vi-
olating the accretivity assumption for σ = 0. The spaces X˜m are chosen
both, as piece-wise constant functions, and cubic splines, respectively,
and on a grid with discretization level m ≥ d1
δ
e for piece-wise constant
functions and m ≥ d 4
√
20
δ
e for cubic splines.
We then show the reconstructions, for piece-wise constant ansatz
functions, without( left panel) and with (middle panel) post-smoothing
by cubic spline interpolation. We add the corresponding reconstruc-
tions with cubic splines (right panel). For the first and the last case we
obtain a convergence rate of order 1
2
from the theory (cf. Theorem 1).
4.3. Accretivity for σ = 0. Here we let
(21) x0(t) = t
2 − 2t+ 2, 0 ≤ t ≤ 1.
This function is positive, decreasing and convex on the unit interval,
and hence σ = 0 is appropriate for the accretivity. Figure 2 shows the
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reconstructions for the noise level δ = 0.04, whereas Figure 3 for δ =
0.0025.
Figure 2. Simulations for δ = 0.04
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Figure 3. Simulations for δ = 0.0025
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Table 1. computation times for function x0 from (21)
data error approximation space m cpu-time [s]
δ = 0.0025 piece-wise constant 400 1.68
cubic splines 10 1076
δ = 0.04 piece-wise constant 25 0.173
cubic splines 5 338
The computation times for the different methods are shown in Ta-
ble 1. Since the time for smoothing the piece-wise constant solution is
negligible, the corresponding computation times are not listed here.
Figure 4 shows a log-log plot of reconstruction errors of the different
reconstruction methods depending on the noise level.
We observe that we obtain acceptable reconstructions from all three
methods, where post smoothing of the piece-wise constant reconstruc-
tion and cubic spline ansatz yield almost identical results. Since the
computation time for the piece-wise constant ansatz is much lower, we
recommend this method. In Figure 4 we see that all three methods have
a numerical convergence rate of approximately 1
2
, where the curves for
the last two methods are almost identical for small data error.
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Figure 4. − ln(‖xδα−x0‖) versus − ln(δ) for piece-wise
constant (red), smoothed piece-wise constant (blue), and
cubic splines (black) ansatz
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4.5
5
4.4. Accretivity for positive σ. We consider the function
(22) x0(t) = 2 + cos(4pit), 0 ≤ t ≤ 1.
The following Figures 5 & 6, show the reconstructions.
Figure 5. Simulations for δ = 0.04
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In principle we observe the same behavior as for the first test func-
tion. The numerical convergence rates shown in figures 7 are slightly
lower than 1
2
. A reason could be that the constant c in the parameter
choice rule α = c
√
δ has been chosen to small.
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Figure 6. Simulations for δ = 0.0025
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Table 2. computation times for function x0 from (22)
data error approximation space m cpu-time [s]
δ = 0.0025 piece-wise constant 400 1.60
cubic splines 10 1003
δ = 0.04 piece-wise constant 25 0.176
cubic splines 5 319
Figure 7. − ln(‖xδα−x0‖) versus − ln(δ) for piece-wise
constant (red), smoothed piece-wise constant (blue), and
cubic splines (black) ansatz
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3
3.5
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Appendix A. Proofs
Proof of Lemma 1. First, notice that the mappingsQσm are idempotent,
and hence projections onto their ranges. Further we have the relation
between the weighted and unweighted spaces
‖x‖σ = ‖D−1σ x‖, x ∈ L2(0, 1).
This yields
‖Qσmx‖σ =
∥∥D−1σ Qσmx∥∥ = ∥∥QmD−1σ x∥∥ = ∥∥D−1σ x∥∥ = ‖x‖σ , x ∈ Dσ(Xm),
such that the mappingsQσm are partial isometries, and hence orthogonal
projections on their ranges.
To show the approximation property let x ∈ H1(0, 1) be arbitrary.
Then f−1σ x ∈ H1(0, 1) because f−1σ is a smooth function. Since Qm
satisfies assumption 3 we obtain
‖f−1σ x−Qm(f−1σ x)‖ ≤
L
m
‖f−1σ x‖H1 .
Moreover we have
‖f−1σ x‖2H1 = ‖f−1σ x‖2 + ‖(f−1σ x)′‖2
= ‖f−1σ x‖2 + ‖ − σf−1σ x+ f−1σ x′‖2
≤ (1 + 2σ2)‖f−1σ x‖2 + 2‖f−1σ x′‖2
= (1 + 2σ2)‖x‖2σ + 2‖x′‖2σ
≤ max{2, 1 + 2σ2} ‖x‖2Hσ1 .
Using the above two estimates we derive
‖x−Qσmx‖σ = ‖D−1σ x−D−1σ DσQmD−1σ x‖
= ‖f−1σ x−Qm(f−1σ x)‖
≤ L
m
‖f−1σ x‖H1
≤ max
{√
2,
√
1 + 2σ2
} L
m
‖x‖Hσ1 .
Since we find that max
{√
2,
√
1 + 2σ2
} ≤ √2 (1 + σ) we can complete
the proof. 
A.1. Proofs for § 2.3. Before turning to the proof of Proposition 1
we provide representations for y0 and its derivatives. Indeed, since it
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holds y0(0) = 0, we have , from the Taylor expansion that
y0(s) = y0(0) + y
′
0(0)s+
1
2
y′′0(ξ)s
2 = y′0(0)s+
1
2
y′′0(ξ)s
2 for some ξ ∈ [0, s]
(23)
y′0(s) = x0(0)x0(s) +
∫ s
0
x′0(s− t)x0(t)dt = x0(0)x0(s) +
∫ s
0
x0(s− t)x′0(t)dt,
y′′0(s) = 2x0(0)x
′
0(s) +
∫ s
0
x′0(s− t)x′0(t)dt.
This shows, among other things that y′′ is continuous, but we also
conclude that
(24) ‖y′0‖∞ ≤ 2 ‖x0‖2C1(0,1) and ‖y′′0‖∞ ≤ 3 ‖x0‖2C1(0,1) .
Proof of Proposition 1. We first derive a uniform bound. We shall use
the piece-wise constant approximations from Example 1. For t ∈ ∆ we
then find that
|(Qmy0 − y0)(t)| = m
∣∣∣∣∫
∆
(y0(τ)− y0(t)dτ
∣∣∣∣ ,
which yields the bound
|(Qmy0 − y0)(t)| ≤ 1
m
‖y′0‖∞ ,
by using |y0(τ)− y0(t)| = |y′0(ξ)(τ − t)| ≤ |∆| ‖y′0‖∞. Thus we have
(25) ‖Qmy0 − y0‖∞ ≤
1
m
‖y′0‖∞ ≤
2
m
‖x0‖2C1(0,1) ,
by virtue of (24). Let now h > 0. We start with (23) (s:=h), which
yields for the derivative of y0 at zero
y′0(0) =
y0(h)
h
− 1
2
y′′0(ξ)h.
Using (1), (24) and (25) we see that∣∣∣∣ [Qmyδ](h)h − y′0(0)
∣∣∣∣ ≤ |[Qyδ](h)− [Qy0](h)|h + |[Qy0](h)− y0(h)|h
+
1
2
h|y′′0(ξ)| ≤
δ + 2
m
‖x0‖2C1(0,1)
h
+
3
2
‖x0‖2C1(0,1) h,
If we set h =
√
δ this yields∣∣∣∣ 1√δ [Qmyδ](√δ)− y′0(0)
∣∣∣∣ ≤
(
1 +
2 ‖x0‖2C1(0,1)
mδ
+
3
2
‖x0‖2C1(0,1)
)√
δ
≤
(
1 +
7
2
‖x0‖2C1(0,1)
)√
δ,
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provided that mδ ≥ 1. Since for a, b > 0 it holds true that |√a− b| ≤
|a−b2|
b
, whereas for a < 0 we have b ≤ |a−b
2|
b
, we can complete the proof
with letting
a :=
{√
1√
δ
[Qmyδ](
√
δ), if [Qmy
δ](
√
δ) ≥ 0,
0, else.
and b := x0(0), such that b
2 = y′0(0), cf. the above representations for
y0 and its derivatives. 
Proof of Proposition 2. Due to (23) we obtain
|y0(t)− y′0(0)t| ≤
1
2
y0(ξ)t
2 for some ξ ∈ [0, t].
Using (24) this gives
|y0(t)− y′0(0)t| ≤
3
2
‖x0‖2C1(0,1)t2.
Integration from 0 to h yields∣∣∣∣∫ h
0
y0(t)dt− 1
2
h2y′0(0)
∣∣∣∣ ≤ 12h3‖x0‖2C1(0,1).
Moreover, by the Ho¨lder inequality we have∣∣∣∣∫ h
0
(y0(t)− yδ(t))dt
∣∣∣∣ ≤ ∫ h
0
|y0(t)− yδ(t)|dt
≤
√∫ h
0
(y0(t)− yδ(t))2dt ·
√∫ h
0
dt ≤ δ
√
h.
The triangle inequality yields∣∣∣∣∫ h
0
yδ(t)dt− 1
2
h2y′0(0)
∣∣∣∣ ≤ 12h3‖x0‖2C1(0,1) + δ√h
or equivalently∣∣∣∣ 2h2
∫ h
0
yδ(t)dt− y′0(0)
∣∣∣∣ ≤ h‖x0‖2C1(0,1) + δh− 32 .
Considered as a function of h, the right hand side of this inequality ob-
tains its minimum for h :=
(
2
3
‖x0‖2C1(0,1)
)− 2
5
δ
2
5 , and then the assertion
is proved. 
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A.2. Proofs for § 2.4.
Proof of Proposition 3. We recall the definition of the mappingG from (15).
We shall first see that there is some r > 0 such that ‖Qx− x0‖σ ≤ r
yields that ‖G(Qx)− x0‖σ ≤ r. By the definition of G we see that
‖G(Qx)− x0‖σ ≤ I1 + I2 + I3 + I4,
where
I1 := ‖H−1α QF ′(x0)(x0 −Qx0)‖σ,
I2 := ‖H−1α Q(yδ − y)‖σ,
I3 := ‖H−1α QF (Qx− x0)‖σ, and
I4 := ‖H−1α α(Qx∗ − x0)‖σ.
We bound each summand, separately. By using Lemma 2 and Assump-
tion 3 we find that
I1 ≤
∥∥H−1α ∥∥σ ‖F ′(x0)‖σ ‖Qx0 − x0‖σ ≤ 2Lmα ‖x0‖σ ‖x0‖Hσ1 (0,1)
≤ 2L
mα
‖x0‖2Hσ1 (0,1) ‖Q‖σ→σ .
where throughout we use ‖Q‖σ→σ = 1, since Q : Lσ2 (0, 1) → Lσ2 (0, 1)
is an orthogonal projection by Assumption 3. By Assumption 1(1) on
the noise we bound
I2 ≤ ‖H−1α ‖σ ‖Q(yδ − y)‖σ ≤
δ
α
.
Next, we see from Lemma 2 that
I3 ≤ ‖H−1α ‖σ ‖F (Qx− x0)‖σ ≤
‖Qx− x0‖2σ
α
.
The bound for I4 is more tedious, and we decompose
I4 ≤ α‖H−1α (Q(x0(0)− x0) +Q(x∗ − x0(0)) + (Qx0 − x0)‖σ
≤ α‖H−1α (Q(x0(0)− x0))‖σ + α‖H−1α Q(x∗ − x0(0))‖σ + α‖H−1α (Qx0 − x0)‖σ.
Again, we bound separately. The last summand is easily bounded as
α‖H−1α (Qx0 − x0)‖σ ≤
L
m
‖x0‖Hσ1 .
For the middle summand we recall that the reference element x∗ was
chosen constant, cf. (13), such that by Proposition 1 we find
α‖H−1α Q(x∗ − x0(0))‖σ ≤ ‖Q(x∗ − x0(0))‖σ ≤
(
1 + 4 ‖x0‖2C1(0,1)
)
x0(0)
√
δ.
It remains to bound the first summand in I4, above. To this end we
use the element ω from (11) and find that
α‖H−1α (Q(x0(0)− x0))‖σ ≤ α
∥∥H−1α QF ′(x0)ω∥∥σ .
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We bound the right hand side, again using Lemma 2, as
α
∥∥H−1α QF ′(x0)ω∥∥σ ≤ α ∥∥H−1α QF ′(x0)Qω∥∥σ + α ∥∥H−1α QF ′(x0)(Id−Q)ω∥∥σ
≤ α ‖ω‖σ + 2 ‖Q‖σ→σ ‖x0‖σ ‖(Id−Q)ω‖σ .
By Assumption 2 the right hand side in (11) is in W 2∞(0, 1), its deriva-
tive is in Hσ1 , and so will be the element ω, where we refer to [7, Proof
of Lem. 4]. Therefore Assumption 3 gives
α
∥∥H−1α QF ′(x0)ω∥∥σ ≤ α(‖ω‖σ + 2Lmα ‖Q‖σ→σ ‖x0‖σ ‖ω‖Hσ1 (0,1)
)
.
Overall this gives for I4 the bound
I4 ≤ α ‖ω‖σ +
2L
m
‖x0‖σ ‖ω‖Hσ1 (0,1) +
L
m
‖x0‖Hσ1 +
(
1 + 4 ‖x0‖2C1(0,1)
)
x0(0)
√
δ.
We rearrange terms and write
(26) ‖G(Qx)− x0‖σ ≤ I3 + (I1 + I2 + I4) .
The following result proves useful.
Lemma 5. Suppose that a, b, u, v ≥ 0 are such that u ≤ av2 + b. If
4ab < 1 then v ≤ r implies that u ≤ r for the choice of
(27) r =
1
2a
(
1−√1− 4ab
)
.
Proof. The assertion holds true if r can be found such that ar2−r+b ≤
0, and this is the case whenever 4ab < 1. In this case the choice of r
according to (27) does the job. 
We shall apply this fact to the estimate (26), hence with u :=
‖G(Qx)− x0‖σ , v := ‖Qx − x0‖σ, a := α−1 ‖Q‖σ→σ , b := I1 + I2 + I4.
Thus, we aim at arranging the parameter α > 0 such that
4α−1 ‖Q‖σ→σ (I1 + I2 + I4) = 4 ‖Q‖σ→σ ‖ω‖σ
+ 4α−1 ‖Q‖σ→σ (I1 + I2 + I4 − α ‖ω‖σ) < 1.
The first summand is smaller than one under the assumption on ‖ω‖σ,
(note that ‖Q‖σ→σ = 1 here), and hence we need to make the second
summand, temporarily denoted by Res, sufficiently small for an ap-
propriate choice of α. Looking at the bounds for I1, I2 and I4 we find
constants C1, . . . , C5 > 0 such that
Res ≤ C1 1
mα2
+ C2
δ
α2
+ C3
1
mα
+ C4
√
δ
α
+ C5
1
mα
.
Now we recall that the bounds were obtained under the assumption
that mδ ≥ 1 (cf. Proposition 1), and assuming that the noise level is
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small, hence assuming that δ ≤ 1, then we can specify the previous
bound to the form
Res ≤ (C1 + C2) δ
α2
+ (C3 + C4 + C5)
√
δ
α2
.
Thus, the remainder Res can be made arbitrarily small if δ/α2 is suf-
ficiently small. This can be achieved by letting α := c
√
δ with a suffi-
ciently large constant c > 0.
Under the assumptions made, and in the light of Lemma 5 we can
find r > 0 such that
G(B(x0, r) ∩RQ) ⊂ B(x0, r) ∩RQ.
Notice, that the set B(x0, r)∩RQ is compact and convex, such that the
Schauder Fixed Point Theorem, cf. [4, Chapt. V.9], yields the existence
of a fixed point of the continuous mapping G. 
Proof of Theorem 1. Under the given assumptions, by Proposition 3
the equation (14) has a solution, say xδα in Xm which satisfies x
δ
α ∈
B(x0, r), where r is given by Lemma 5, with a, b specified, there. Ob-
viously, we can bound r ≤ 1/(2a). The specification for a was given
as a := ‖Qm‖σ→σ /α, and it yields that r ≤ α/(2 ‖Qm‖σ→σ) ≤ α/2,
such that with α = c
√
δ (cf. proof of Proposition 3), we find
r ≤ α/2 = c
2
√
δ.
Notice, that the value of c depends on the constants C1, . . . , C5, only,
and these were dependent on properties of x0, but not on the noise
level δ. which completes the proof. 
A.3. Proofs for § 3.
Proof of Lemma 4. Let x ∈ L2(0, 1) and s ∈ [0, 1). Then there exists
i ∈ N, s.t. s ∈ [ i−1
m
, i
m
). Using σ
m
≤ 1 and the inequality
|ex − 1| ≤ 2|x| for |x| ≤ 1
DISCRETIZED LAVRENT′EV REGULARIZATION 21
we estimate
∣∣[(Qm −Qδm)x](s)∣∣ = m
∣∣∣∣∣
∫ i
m
i−1
m
x(t)dt− eσs
∫ i
m
i−1
m
e−σtx(t)dt
∣∣∣∣∣
= meσs
∣∣∣∣∣
∫ i
m
i−1
m
(eσ(t−s) − 1)e−σtx(t)dt
∣∣∣∣∣
≤ meσs
∫ i
m
i−1
m
∣∣eσ(t−s) − 1∣∣ · ∣∣e−σtx(t)∣∣ dt
≤ meσs
∫ i
m
i−1
m
2 |σ(t− s)| · ∣∣e−σtx(t)∣∣ dt
≤ meσs
∫ i
m
i−1
m
2
σ
m
∣∣e−σtx(t)∣∣ dt
≤ 2σeσs
(∫ i
m
i−1
m
e−2σtx(t)2dt
) 1
2
√
1
m
,
where we used the Ho¨lder inequality in the last step. Now we have
‖(Qm −Qδm)x‖2σ =
m∑
i=1
∫ i
m
i−1
m
e−2σs
∣∣[(Qm −Qσm)x](s)∣∣2ds
≤
m∑
i=1
∫ i
m
i−1
m
4σ2
m
(∫ i
m
i−1
m
e−2σtx(t)2dt
)
ds
=
4σ2
m2
∫ 1
0
e−2σtx(t)2dt =
4σ2
m2
‖x‖2σ
and thus
‖Qm −Qσm‖σ→σ ≤
2σ
m
,
which proves the first assertion. Finally, in operator norms we bound
‖Qm‖σ→σ ≤ ‖Qm −Qσm‖σ→σ + ‖Qσm‖σ→σ ≤
2σ
m
+ 1,
which completes the proof of the lemma. 
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Proof of Corollary 2. Let v ∈ L2(0, 1) be arbitrary. Then〈(
QmF
′(x)Qm +
8σ‖x‖σ
m
Id
)
v, v
〉
σ
= 〈QσmF ′(x)Qσmv, v〉σ + 〈QmF ′(x)Qmv, v〉σ − 〈QσmF ′(x)Qσmv, v〉σ +
8σ‖x‖σ
m
‖v‖2σ
≥ 〈(Qm −Qσm)F ′(x)Qmv, v〉σ + 〈QσmF ′(x)(Qm −Qσm)v, v〉σ +
8σ‖x‖σ
m
‖v‖2σ
≥ 8σ‖x‖σ
m
‖v‖2σ − ‖(Qm −Qσm)F ′(x)Qmv‖σ · ‖v‖σ − ‖QσmF ′(x)(Qm −Qσm)v‖σ · ‖v‖σ
≥ 8σ‖x‖σ
m
‖v‖2σ − 2‖Qm −Qσm‖σ→σ · ‖F ′(x)‖σ→σ · ‖v‖2σ.
Now we use Lemma 2 and Lemma 4 to see that
2‖Qm −Qσm‖σ→σ · ‖F ′(x)‖σ→σ · ‖v‖2σ ≤
8σ
m
‖x‖σ ‖v‖2σ ,
which implies the accretivity of QmF
′(x)Qm +
8σ‖x‖
m
Id. For the sake
of readability we set J := QmF
′(x)Qm. Let now α ≥ 16σ‖x‖m . Then
α
2
≥ 8σ‖x‖
m
, thus G := J + α
2
Id is accretive. We recall [7, Eq. (14)],
which asserts that for β > 0 we have
‖(β Id +G)−1‖σ ≤ 1
β
and ‖(β Id +G)−1G‖σ ≤ 1.
We use this to conclude that
‖(α Id +J)−1‖σ = ‖
(
α
2
Id +(α
2
Id +J)
)−1‖σ ≤ 2
α
,
and
‖(α Id +J)−1J‖σ = ‖
(
α
2
Id +(α
2
Id +J)
)−1
(α
2
Id +J − α
2
Id)‖σ
≤ ‖(α
2
Id +(α
2
Id +J)
)−1
(α
2
Id +J)‖σ + ‖
(
α
2
Id +(α
2
Id +J)
)−1 α
2
Id ‖σ
≤ 1 + 2
α
· α
2
= 2,
and the proof is complete. 
Sketch of the proof of Proposition 4. By Lemma 3, it exists a σ1 > 0
s.t.
‖ω‖σ1 <
1
48
.
Since by Lemma 4 we have with m ≥ σ1 that
‖Qm‖σ1→σ1 ≤ 1 + 2
σ1
m
≤ 3
and hence we find that
‖ω‖σ1 · ‖Qm‖σ1→σ1 <
1
16
.
In the following we will abbreviate Qm by Q. Basically we follow the
proofs of Proposition 3 and Theorem 1, but the norm ‖Q‖σ→σ is no
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longer equal to one. Analogous to (15) we write equation (17) in fix-
point form as
G(Qx) = Qx
with
G(Qx) := x0+H
−1
α
(
Q
(
F ′(x0)(x0−Qx0)+yδ−y−F (Qmx−x0)
)
+α(Qx∗−x0)
)
,
where
Hα := QF
′(x0)Q.
As in the proof of Prop. 3 we have
‖G(Qx)− x0‖σ1 ≤ I1 + I2 + I3 + I4,
where
I1 := ‖H−1α QF ′(x0)(x0 −Qx0)‖σ1 ,
I2 := ‖H−1α Q(yδ − y)‖σ1 ,
I3 := ‖H−1α QF (Qx− x0)‖σ1 and
I4 := ‖H−1α α(Qx∗ − x0)‖σ1 .
The following estimations are almost the same as before, except that
we assume
(28) α ≥ 16σ‖x‖
m
and make use of Corollary 2. This yields
I1 ≤ 4L
mα
‖x0‖2Hσ11 (0,1) ‖Q‖σ1→σ1 ,
I2 ≤ 2 δ
α
‖Q‖σ1→σ1 ,
I3 ≤ 2
‖Qx− x0‖2σ1
α
‖Q‖σ1→σ1
and
I4 ≤ 2α ‖ω‖σ1 +
4L
m
‖Q‖σ1→σ1 ‖x0‖σ1 ‖ω‖Hσ11 (0,1)
+
2L
m
‖x0‖Hσ11 +
2
(
1 + 4 ‖x0‖2C1(0,1)
)
x0(0)
√
δ ‖Q‖σ1→σ1 .
Now we want to apply Lemma 5 with the parameters u := ‖G(Qx)− x0‖σ1 , v :=
‖Qx− x0‖σ1 , a := 2α−1 ‖Q‖σ1→σ1 , b := I1 + I2 + I4. Again we have to
ensure that 4ab < 1. This is equivalent to
16 ‖Q‖σ1→σ1 ‖ω‖σ1 + 8α−1 ‖Q‖σ1→σ1
(
I1 + I2 + I4 − 2α ‖ω‖σ1
)
< 1.
Due to the choice of σ1 we have
16 ‖Q‖σ1→σ1 ‖ω‖σ1 < 1
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and the second summand, denoted by Res can be estimated as
Res ≤ C1 1
mα2
+ C2
δ
α2
+ C3
1
mα
+ C4
√
δ
α
+ C5
1
mα
.
with constants C1, . . . , C5. With the assumptions mδ ≥ 1 and δ ≤ 1
we derive
Res ≤ (C1 + C2) δ
α2
+ (C3 + C4 + C5)
√
δ
α2
.
Hence Res can be made arbitrarily small by setting α = c
√
δ with c
big enough and c ≥ 16σ‖x‖
m
√
δ
, which ensures (28). If c is now chosen in
such a way that
16 ‖Q‖σ1→σ1 ‖ω‖σ1 + Res < 1
we apply Lemma 5 and obtain
G(B(x0, r) ∩RQ) ⊂ B(x0, r) ∩RQ.
for r = 1
2a
(
1−√1− 4ab). Since B(x0, r) ∩ RQ is a compact and
convex set, we obtain that G has a fixed point by the Schauder Fixed
Point Theorem. The remainder of the proof is analogous to the proof
of Theorem 1. 
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