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Re´sume´. — Cette the`se s’inte´resse aux automorphismes des surfaces
alge´briques re´elles, c’est-a`-dire les transformations polynomiales admettant
un inverse polynomial. La question centrale est de savoir si leur restriction au
lieu re´el refle`te toute la richesse de la dynamique complexe. Celle-ci est traite´e
sous deux aspects : celui de l’entropie topologique et celui de l’ensemble de
Fatou.
Pour le premier point, on introduit une quantite´ purement ge´ome´trique,
appele´e concordance, qui ne de´pend que de la surface. Puis on montre que le
rapport des entropies re´elle et complexe est relie´ a` cette quantite´. La concor-
dance est calcule´e explicitement sur de nombreux exemples de surfaces, no-
tamment les surfaces abe´liennes qui sont traite´es en de´tails, ainsi que certaines
surfaces K3.
Dans la seconde partie, on e´tudie l’ensemble de Fatou, qui correspond aux
points complexes pour lesquels la dynamique est simple. On montre, graˆce a`
des re´sultats ante´rieurs de Dinh et Sibony sur les courants positifs ferme´s, que
celui-ci est hyperbolique au sens de Kobayashi, quitte a` lui enlever certaines
courbes fixe´es par (un ite´re´ de) notre transformation. Cette proprie´te´ permet
d’en de´duire que ce lieu re´el ne peut pas eˆtre entie`rement contenu dans l’en-
semble de Fatou, hormis quelques cas exceptionnels ou` la topologie du lieu re´el
est simple et la dynamique bien comprise. Ainsi la complexite´ de la dynamique
est presque toujours observable sur les points re´els.
iv
Abstract. — This thesis deals with automorphisms of real algebraic surfaces,
which are polynomial transformations with a polynomial inverse. The main
concern is whether their restriction to the real locus reflects all the richness
of the complex dynamics. This question is declined in two directions: the
topological entropy and the Fatou set.
For the first one, we introduce a purely geometric quantity depending only
on the surface, and we call it concordance. Then we show that the ratio of real
and complex entropies is linked to this quantity. The concordance is explicitely
computed for many examples of surfaces, especially abelian surfaces which are
broadly studied, as well as some K3 surfaces.
In the second part, we are interested in the Fatou set, which corresponds to
complex points for which the dynamics is simple. Thanks to previous results
of Dinh and Sibony about closed positive currents, we prove that this set is
hyperbolic in the sense of Kobayashi, after possibly deleting some curves which
are fixed by (an iterate of) our transformation. From this property we deduce
that, except for some exceptional cases in which the topology of the real locus
is simple and the dynamics well understood, this real locus cannot be entirely
contained in the Fatou set. Thus the complexity of the dynamics is observable
on real points in most cases.
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INTRODUCTION
Cette the`se s’inte´resse aux interactions entre ge´ome´trie re´elle et ge´ome´trie
complexe, notamment au niveau de la dynamique des automorphismes. Pour
pre´ciser un peu les choses, donnons-nous X une varie´te´ alge´brique re´elle
de dimension d. Une telle varie´te´ peut eˆtre vue ou bien comme l’ensemble
des ze´ros d’un ensemble de polynoˆmes a` coefficients re´els, ou bien comme
une varie´te´ projective complexe munie d’une involution anti-holomorphe σ.
Quelque soit le point de vue adopte´, on a une notion de points re´els et de
points complexes : dans le premier cas, X(R) est l’ensemble des ze´ros re´els,
tandis que X(C) est l’ensemble des ze´ros complexes ; dans le second cas,
X(R) est l’ensemble des points fixes de σ.
On suppose dans ce qui suit que X(C) est une varie´te´ lisse et que
X(R) est non vide.
Notons que X(C) est alors une varie´te´ analytique complexe compacte de
dimension complexe d, donc de dimenion re´elle 2d, tandis que X(R) est une
varie´te´ analytique re´elle compacte de dimension d.
Groupes d’automorphismes
Selon le point de vue choisi, un automorphisme f de X est ou bien une
application bire´gulie`re de X(C) dans lui-meˆme donne´e par des e´quations a`
coefficients re´els (1), ou bien une application biholomorphe de X qui commute
1. La terminologie diffe`re ici de [BCR87] par exemple, pour lesquels les morphismes sont
des applications re´gulie`res seulement sur X(R).
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avec σ. Un tel automorphisme de´finit un diffe´omorphisme re´el-analytique fR
sur X(R), ce qui donne une fle`che injective
Aut(X) →֒ Diff(X(R))
f 7→ fR.
Dans une tre`s large mesure, le but de cette the`se est d’essayer de comprendre
l’image de ce morphisme. Avant d’explorer plusieurs questions relatives a` ce
sujet, e´tudions un exemple.
Exemple ([Maz92]). — Soit P (x1, x2, x3) ∈ R[x1, x2, x3] un polynoˆme de
degre´ 2 par rapport a` chacune des trois variables. On conside`re la surface
alge´brique X donne´e par l’annulation du polynoˆme P , que l’on projectivise
dans P1×P1×P1. Autrement dit, si P˜ est le polynoˆme homoge´ne´ise´ par rapport
a` chaque variable
P˜ (u1, v1, u2, v2, u3, v3) = (v1v2v3)
2 P
(
u1
v1
,
u2
v2
,
u3
v3
)
,
alors pour K = R ou C, la varie´te´ X(K) est donne´e par
X(K) =
{
([ui : vi])1≤i≤3 ∈ P1(K)
3 ∣∣ P˜ (u1, v1, u2, v2, u3, v3) = 0} .
On dit que X est une surface de degre´ (2, 2, 2) dans P1 × P1 × P1. Une telle
surface vient avec trois reveˆtements doubles pi : X → P1 × P1, qui consistent
a` oublier une des trois coordonne´es xi. Conside´rons les trois involutions si de
chacun de ces reveˆtements. D’apre`s un the´ore`me de Lan Wang [Wan95] (voir
aussi [Can01]), ces trois involutions engendrent un produit libre
Γ ≃ Z/2Z ∗ Z/2Z ∗ Z/2Z
dans Aut(X) de`s que X est lisse. On voit donc pour cet exemple que le groupe
des automorphismes est gros, au sens ou` il contient un groupe libre. Cepen-
dant, l’image dans Diff(X(R)) peut eˆtre relativement mince. Il existe ainsi des
exemples (voir [Mon08]) pour lesquels il y a au plus un automorphisme par
composante connexe de Diff(X(R)). (2)
2. Plus exactement, on montre dans ce texte qu’il existe une surface re´elle lisse X de
degre´ (2, 2, 2) telle que :
• X(R) est une surface compacte orientable de genre 3 ;
• le groupe Aut(X) est e´gal au produit libre Γ des trois involutions ;
• Aut(X) s’injecte dans le mapping class group de la surface X(R), via le morphisme
compose´
Aut(X) →֒ Diff(X(R))։ MCG(X(R)).
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Dynamique des automorphismes
Inte´ressons-nous maintenant aux aspects dynamiques. E´tant donne´ un auto-
morphisme f , on cherche a` comparer les deux syste`mes dynamiques
fR : X(R)→ X(R) et fC : X(C)→ X(C).
Par restriction, on sait que la dynamique de fC est plus complexe que celle
de fR. Les deux questions que l’on se pose naturellement sont les suivantes :
(1) La dynamique dans le re´el peut-elle eˆtre aussi riche que celle dans le
complexe ?
(2) A` l’inverse, se peut-il que la dynamique dans le re´el soit tre`s simple
alors que celle dans le complexe est tre`s complique´e ?
Dans [BK09a], Bedford et Kim ont donne´ une re´ponse positive a` la premie`re
interrogation dans le cadre des surfaces (voir plus loin). Dans cette the`se, on
s’inte´resse plutoˆt a` la seconde proble´matique. Afin de lui donner une forme plus
pre´cise, nous utilisons des outils quantitatifs (entropie) et qualitatifs (ensemble
de Julia et de Fatou) pour e´tudier ces dynamiques.
Remarque. — En dimension 1, la dynamique d’un automorphisme est
simple, car on est dans un des trois cas suivants, selon le genre g de X(C) :
(1) Si g = 0, on a X(C) ≃ P1(C), donc Aut(X(C)) ≃ PGL2(C) est connexe.
En particulier tout automorphisme est isotope a` l’identite´, et la dynamique
est bien comprise (c’est celle d’une application line´aire).
(2) Si g = 1, alors X(C) est un tore C/Λ, et le groupe Aut(X(C)) est e´gal,
a` indice fini pre`s, au groupe des translations sur ce tore.
(3) Si g ≥ 2, le groupe Aut(X(C)) est fini.
Dans cette the`se, on se limite a` la dimension 2, pour laquelle on a de´ja`
de nombreux exemples inte´ressants (cf. [Can01, McM02, BK06, McM07,
BK09a, BK09b] entre autres). Voir aussi [Bed10] ou [Can10b] pour des
surveys re´cents sur la dynamique complexe des automorphismes de surfaces.
Entropie topologique
On de´finit de la manie`re suivante (voir [KH95]) l’entropie topologique d’un
syste`me dynamique continu T : E → E, ou` (E, dist) est un espace me´trique
compact. Pour ε > 0 et n ∈ N∗, on dit qu’un ensemble fini F ⊂ E de´crit E a`
la pre´cision ε et a` l’ordre n si
∀x ∈ E, ∃y ∈ F, ∀k ∈ {0, · · · , n− 1}, dist(T k(x), T k(y)) < ε.
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On note N(ε, n) le cardinal minimal d’un tel ensemble, puis on de´finit l’entro-
pie topologique de T par la formule :
htop(T ) = lim
ε→0
lim sup
n→+∞
1
n
logN(ε, n) ≥ 0.
C’est un invariant topologique (il ne de´pend pas du choix de la me´trique dist)
qui mesure la complexite´ de la dynamique de T : plus htop(T ) est grand, plus
la dynamique est chaotique, au sens ou` l’on a besoin de plus de conditions
initiales pour pouvoir de´crire toutes les orbites a` une pre´cision ε donne´e. Un
syste`me d’entropie nulle aura en ce sens une dynamique relativement simple.
Lorsque f : X → X est un automorphisme d’une varie´te´ alge´brique re´elle,
les entropies des deux syste`mes dynamiques fR et fC sont relie´es par
0 ≤ htop(fR) ≤ htop(fC),
car X(R) ⊂ X(C). L’entropie complexe htop(fC) peut eˆtre calcule´e plus sim-
plement en terme d’action sur la cohomologie (voir [Yom87] et [Gro03]) :
The´ore`me (Gromov, Yomdin). — Soit f une transformation holomorphe
d’une varie´te´ complexe compacte ka¨hle´rienne X. On note λ(f) le rayon spectral
de l’application induite sur la cohomologie f∗ : H∗(X;R)→ H∗(X;R). On a
alors l’e´galite´ (3)
htop(f) = log(λ(f)).
De plus, le rayon spectral λ(f) est atteint sur le sous-espace
⊕d
p=0H
p,p(X;R),
ou` d est la dimension complexe de X.
Dans le cas ou` f est un automorphisme d’une surface, htop(fC) est donc e´gal
au logarithme λ(f) du rayon spectral de f∗ restreint a` H1,1(X(C);R). On se
limite au cas ou` cette entropie est positive (strictement), ce qui correspond a`
des dynamiques non triviales. En effet, dans tous les autre cas, soit un ite´re´
de f est isotope a` l’identite´, soit f pre´serve une fibration elliptique, d’apre`s
[Can01] et [Giz80] (voir aussi le chapitre 2).
3. Gromov a montre´ l’ine´galite´ htop(f) ≤ log(λ(f)) dans des notes re´dige´es en 1977 (fi-
nalement publie´es en 2003) ; Yomdin a montre´ l’autre ine´galite´ dans le cadre plus ge´ne´ral
d’une transformation C∞, en conside´rant les taux de croissance du volume des sous-varie´te´s.
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De´finition. — Un automorphisme f d’une surface complexe compacte
ka¨hle´rienne X est dit de type loxodromique (4) (ou plus simplement loxodro-
mique) lorsque
λ(f) > 1,
ce qui e´quivaut a` htop(fC) > 0.
Ces automorphismes ont e´te´ de´crits par Cantat dans [Can99b] et [Can01].
En particulier, il y montre le the´ore`me suivant (la seconde partie est due a`
[Nag61]) :
The´ore`me (Cantat, Nagata). — Soit X une surface complexe compacte,
et soit f un automorphisme de X de type loxodromique. Alors la dimension
de Kodaira kod(X) vaut 0 ou −∞. Plus pre´cise´ment, on est dans un des deux
cas suivants :
(1) Si kod(X) = 0, alors il existe un morphisme birationnel π : X → X0
tel que la surface X0 soit un tore, une surface K3 ou une surface d’En-
riques, et f induit un automorphisme f0 sur X0, qui est de type loxodromique
avec htop(f0) = htop(f) > 0
(5).
(2) Si kod(X) = −∞, alors X est une surface rationnelle non minimale,
isomorphe a` P2 e´clate´ en n points, avec n ≥ 10.
Suite de l’exemple. — La formule d’adjonction et le the´ore`me des sections
hyperplanes de Lefschetz montrent qu’une surface lisse X de degre´ (2, 2, 2) est
une surface K3. L’automorphisme f de´fini par la composition des trois involu-
tions si (dans n’importe quel ordre) est de type loxodromique, et son entropie
se calcule facilement graˆce a` l’action de f∗ sur le sous-groupe deH1,1(X(C);R)
engendre´ par les fibres des trois fibrations πi : (x1, x2, x3) ∈ X 7→ xi ∈ P1 (voir
[Can01], ou l’exemple 2.14 du chapitre 2) :
htop(fC) = log(9 + 4
√
5) > 0.
Dans le chapitre 9, on introduit une famille (Xt)t∈R∗ de telles surfaces,
chacune e´tant munie de l’automorphisme loxodromique f t : Xt → Xt de´crit ci-
dessus. Pour cette famille d’automorphismes, l’entropie du syste`me dynamique
complexe est constante, tandis que celle du syste`me dynamique re´el converge
4. Voir le chapitre 2, ou [Can01], pour la justification d’une telle terminologie.
5. Autrement dit, f est obtenu a` partir d’un automorphisme loxodromique sur une surface
minimale en e´clatant certaines orbites finies, et cette surface minimale est un tore, une surface
K3 ou une surface d’Enriques.
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vers 0 lorsque t→ 0. Il existe donc des exemples d’automorphismes de surfaces
pour lesquels le rapport
htop(fR)
htop(fC)
est arbitrairement petit. La question de savoir si, pour les automorphismes de
surfaces, ce rapport peut eˆtre nul est actuellement ouverte.
Remarque. — Dans [BK09a], Bedford et Kim ont re´pondu a` la question in-
verse de savoir s’il existe un automorphisme f d’une surface alge´brique re´elleX
qui soit d’entropie maximale, c’est-a`-dire tel que htop(fR) = htop(fC) > 0. Ils
re´pondent positivement a` cette question, en donnant des exemples de tels au-
tomorphismes sur des surfaces ge´ome´triquement rationnelles, construites par
e´clatements succesifs de P2. Par contre, on ne connaˆıt pas de tels exemples sur
d’autres types de surfaces (K3 ou Enriques).
Comparaison de volumes
Dans [Yom87] (voir aussi [Gro87]), Yomdin relie l’entropie topologique
avec la croissance des volumes des sous-varie´te´s. Cette approche nous incite
a` comparer les longueurs des courbes re´elles avec les aires des courbes com-
plexifie´es, plutoˆt que de comparer les entropies. Nous menons cette e´tude dans
la partie II.
Pour une courbe alge´brique re´elle C sur X, on note
mvolR(C) = max
{
long(C ′(R)) |C ′ courbe telle que [C] = [C ′]}
et volC(C) = aire(C(C)),
ou` [C] de´signe la classe d’homologie de C(C) dans H2(X(C);R). Les volumes
sont ici calcule´s vis-a`-vis d’une me´trique de Ka¨hler sur X(C), ce qui a pour
conse´quence que l’on n’a pas besoin de prendre de maximum dans la de´finition
de volC (l’aire d’une courbe ne de´pend que de sa classe, par la formule de
Wirtinger). On a toujours l’ine´galite´
mvolR(C) ≤ Cste volC(C),
qui est une conse´quence de la formule de Cauchy-Crofton (cf. chapitre 5).
De´finition. — On de´finit la concordance α(X) comme la borne supe´rieure
des exposants α ≥ 0 pour lesquels il existe Cste > 0 telle que
mvolR(C) ≥ Cste volC(C)α
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pour toute courbe alge´brique re´elle C dans un ensemble suffisamment large de
courbes (6).
La concordance α(X) est ainsi un nombre compris entre 0 et 1, qui ne
de´pend que deX (il ne de´pend pas du choix d’une me´trique particulie`re surX).
On arrive a` calculer cette concordance sur des exemples pre´cis. Par
exemple, lorsque le nombre de Picard ρ(X) (7) est e´gal a` 1, on a α(X) = 1.
Ceci concerne par exemple le plan projectif X = P2, ou encore la quadrique
projective x2 + y2 + z2 − t2 = 0 dans P3. Plus ge´ne´ralement lorsque le coˆne
nef (8) est polye´dral rationnel, et que ses rayons extre´maux sont engendre´s
par de ≪ vraies ≫ courbes re´elles, au sens ou` ces courbes ont un lieu re´el non
vide qui n’est pas constitue´ uniquement de points isole´s, alors α(X) = 1.
Ceci s’applique lorsque X est une surface de Del Pezzo (cf. chapitre 6), par
exemple X = P1 × P1. Les premiers exemples de surfaces pour lesquelles la
concordance n’est pas 1 sont donne´s au chapitre 8 :
The´ore`me A. — Soit X une surface abe´lienne re´elle, c’est-a`-dire une sur-
face alge´brique re´elle telle que X(C) est un tore. Le nombre de Picard ρ(X)
vaut 1, 2 ou 3, et la concordance est donne´e par :
(1) Si ρ(X) = 1, alors α(X) = 1.
(2) Si ρ(X) = 2, alors α(X) vaut 1 ou 1/2 selon que X posse`de ou non une
fibration elliptique re´elle.
(3) Si ρ(X) = 3, alors α(X) = 1/2.
De plus, la concordance vaut 1/2 exactement pour les tores sur lesquels il existe
un automorphisme loxodromique re´el.
La concordance 1/2 qui apparaˆıt dans ce the´ore`me est e´gale au rapport
des entropies re´elles et complexes des automorphismes loxodromiques sur les
tores. Ce lien entre concordance et rapport des entropies est un phe´nome`ne
plus ge´ne´ral, qui est mis en relief au chapitre 7 :
The´ore`me B. — Soit X une surface alge´brique re´elle.
(1) On suppose qu’il existe un automorphisme f de type loxodromique
sur X. On a alors la majoration
α(X) ≤ htop(fR)
htop(fC)
.
6. Voir le chapitre 6 pour une de´finition pre´cise.
7. Il s’agit ici du nombre de Picard re´el.
8. La` encore, il s’agit du coˆne nef re´el.
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(2) Si de plus ρ(X) = 2, alors
α(X) =
htop(fR)
htop(fC)
.
La premie`re partie du the´ore`me est lie´e au the´ore`me de Yomdin sur la crois-
sance des volumes [Yom87]. La seconde se de´montre graˆce a` l’approximation
de l’entropie par des ≪ fers a` cheval ≫, un the´ore`me duˆ a` Katok [KH95].
Au chapitre 9, on obtient comme corollaire de ce the´ore`me et de l’exemple
de famille (Xt, f t)t∈R∗ cite´ plus haut :
Corollaire 1. — Il existe une famille (Xt)t∈R∗ de surfaces K3 re´elles telles
que
lim
t→0
α(Xt) = 0.
Comme autre conse´quence de la premie`re partie du the´ore`me B, on obtient
au chapitre 10 des informations sur l’image du morphisme
Aut(X)→ Diff(X(R)).
Plus exactement, lorsque X est de dimension de Kodaira nulle, les automor-
phismes pre´servent une forme d’aire canonique µ sur X(R), et on peut rempla-
cer le groupe Diff(X(R)) par le sous-groupe Diffµ(X(R)) des diffe´omorphismes
qui pre´servent l’aire. On a alors l’e´nonce´ suivant (comparer avec [KM09,
Theorem 4, Proposition 6]) :
Corollaire 2. — Soit X une surface alge´brique re´elle telle que α(X) > 0.
(1) L’image de Aut(X) dans Diff(X(R)) n’est pas dense pour la topolo-
gie C∞ sur Diff(X(R)).
(2) Si kod(X) = 0, l’image de Aut(X) dans Diffµ(X(R)) est e´galement non
dense, pour la topologie C∞.
(3) Si le groupe Aut(X) est discret pour sa topologie usuelle, alors son image
dans Diff(X(R)) est aussi discre`te pour la topologie C1.
La question de savoir s’il existe des surfaces avec α(X) = 0 reste ouverte.
Cette question est lie´e a` celle e´voque´e pre´ce´demment de savoir s’il existe un
automorphisme loxodromique d’une surfaceX d’entropie re´elle nulle : une telle
surface X serait ne´cessairement de concordance nulle, d’apre`s la majoration
du the´ore`me B.
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Ensemble de Julia et ensemble de Fatou
Par de´finition, l’ensemble de Fatou de f , note´ Fatou(f), est le plus grand
ouvert de X sur lequel la famille (fn)n∈Z est une famille normale
(9). Autre-
ment dit, un point x ∈ X(C) est dans l’ensemble de Fatou s’il posse`de un
voisinage U tel que toute suite a` valeurs dans {fn |n ∈ Z} posse`de une sous-
suite qui converge uniforme´ment sur les compacts de U . Le comple´mentaire
de l’ensemble de Fatou est appele´ ensemble de Julia.
Intuitivement, l’ensemble de Julia correspond aux points autour desquels
les orbites ont une forte de´pendance aux conditions initiales : c’est donc le
lieu ou` la dynamique est chaotique. A contrario, l’ensemble de Fatou apparaˆıt
comme le lieu ou` la dynamique est plutoˆt simple. Un exemple e´vident d’ouvert
inclus dans l’ensemble de Fatou est donne´ par les domaines sur lesquels f est
conjugue´ a` une rotation sur un domaine circulaire de C2 : un tel ouvert est
appele´ domaine de rotation au sens fort.
Dans la partie III, on cherche a` re´pondre a` la question suivante :
Question. — Existe-t-il un automorphisme loxodromique f d’une surface
alge´brique re´elle X tel que X(R) ⊂ Fatou(f) ?
Notons qu’un tel automorphisme serait d’entropie nulle sur X(R), et four-
nirait ainsi des re´ponses positives aux questions que l’on s’est de´ja` pose´es plus
haut. On va plutoˆt essayer de montrer que la re´ponse est ne´gative. Ceci fait
l’objet de la partie II.
Pour cela, on e´tudie l’hyperbolicite´ de l’ensemble de Fatou, que l’on de´duit
essentiellement d’un the´ore`me non publie´ de Dinh et Sibony sur les courants
positifs ferme´s (cf. chapitre 11).
The´ore`me C. — Soit f un automorphisme loxodromique d’une surface com-
plexe compacte ka¨hle´rienne X. Alors l’ensemble Fatou(f), prive´ d’e´ventuelles
courbes pe´riodiques, est hyperbolique au sens de Kobayashi. (10)
Comme conse´quence, on obtient dans le chapitre 12 que toutes les com-
posantes de Fatou qui posse`dent des points re´currents sont des domaines de
rotation au sens de [BK09b], ce qui transpose au cas des automorphismes des
9. Certains auteurs de´finissent l’ensemble de Fatou comme le domaine de normalite´ des
ite´re´s positifs de f . Si l’on note Fatou+(f) ce dernier ensemble, et Fatou−(f) = Fatou+(f−1),
on a la relation
Fatou(f) = Fatou+(f) ∩ Fatou−(f).
10. On a en fait un e´nonce´ plus fort, cf. the´ore`me 11.15.
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surfaces un re´sultat obtenu par Ueda pour les endomorphismes de Pn [Ued94,
Theorem 3.1].
Corollaire 3. — Soit f un automorphisme loxodromique d’une surface com-
plexe compacte ka¨hle´rienne X, et soit Ω une composante connexe de l’ensemble
de Fatou. On suppose qu’il existe x et y dans Ω tels que
fnk(x) −→
k→+∞
y
pour une suite nk → ±∞. Alors Ω est un domaine de rotation, au sens ou` il
existe une suite nk → ±∞ telle que
fnk −→
k→+∞
idΩ
uniforme´ment sur les compacts de Ω.
On de´duit de cette e´tude des restrictions topologiques pour le lieu re´el des
surfaces X qui re´pondent positivement a` la question ci-dessus.
The´ore`me D. — Soit f un automorphisme loxodromique d’une surface
alge´brique (11) re´elle X. Si une composante connexe de X(R) est contenue
dans Fatou(f), alors celle-ci ne peut eˆtre qu’une sphe`re, un tore, un plan
projectif ou une bouteille de Klein.
On obtient aussi une description simple de ce que doit eˆtre la dynamique
sur une telle composante re´elle (voir chapitre 13).
De`s que la topologie de X(R) devient complique´e, il est donc impossible
d’obtenir un tel exemple. En revanche, il est le´gitime de se demander s’il existe
des mode`les alge´briques re´els de surfaces topologiques simples qui posse`dent
un automorphisme loxodromique pour lequel le lieu re´el est contenu dans l’en-
semble de Fatou. Je montre au chapitre 14 qu’un tel exemple existe, si l’on
s’autorise a` prendre une application birationnelle au lieu d’un automorphisme.
The´ore`me E. — Il existe une application birationnelle re´elle f sur la sur-
face X = P1 × P1 telle que
(1) λ(f) > 1 ; (12)
(2) le lieu re´el X(R) ≃ R2/Z2 est inclus dans l’ensemble de Fatou.
Plus pre´cise´ment, X(R) est inclus dans un domaine de rotation au sens fort.
11. Ce the´ore`me est vrai dans le cas plus ge´ne´ral ou` X est une surface complexe compacte
ka¨hle´rienne, munie d’une structure re´elle, cf. chapitre 1.
12. Ici, λ(f) doit eˆtre de´fini comme limn→+∞ ‖(f
n)∗‖1/n, plutoˆt que comme le rayon spec-
tral de f∗ qui serait e´gal a` limn→+∞ ‖(f
∗)n‖1/n.
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Contenu de la the`se
La premie`re partie est constitue´e essentiellement de rappels de re´sultats
e´parpille´s dans la litte´rature. Rien n’y est nouveau, excepte´ la proposition 3.31
et le the´ore`me 4.3. Les chapitres 3 et 4 sont ne´cessaires seulement pour la
partie III, et peuvent donc n’eˆtre lus qu’apre`s la partie II.
Le chapitre 1 fixe les principales notations et conventions, utilise´es tout au
long du texte, concernant les surfaces alge´briques complexes et re´elles, et plus
ge´ne´ralement les surfaces ka¨hle´riennes munies d’une structure re´elle.
La chapitre 2 s’inte´resse aux automorphismes de ces surfaces. On y rappelle
la classification homologique des automorphismes introduite dans [Can01],
qui justifie la terminologie de type loxodromique pour les automorphismes
d’entropie positive. Une attention particulie`re est aussi porte´e aux courbes
pe´riodiques d’un tel automorphisme.
Dans le chapitre 3, on passe en revue la the´orie des courants positifs ferme´s
sur une varie´te´ complexe. On y fait apparaˆıtre la notion de courant d’Ahlfors
associe´ a` une courbe entie`re.
Dans le chapitre 4, on montre comment on peut associer a` un automor-
phisme loxodromique f des courants positifs ferme´s T+f et T
−
f , avec potentiels
locaux continus, qui sont e´troitement lie´s a` la dynamique de f . Lorsque f
posse`de des courbes pe´riodiques, on montre que les potentiels de T+f et T
−
f
sont constants le long de ces courbes, si l’on choisit un bon recouvrement
(the´ore`me 4.3). Cette dernie`re proprie´te´ s’ave`rera utile au chapitre 11.
La partie II s’inte´resse a` la comparaison de volumes e´voque´e plus haut.
Ses re´sultats font l’objet d’un article [Mon11] a` paraˆıtre dans International
Mathematics Research Notices, publie´ en ligne depuis septembre 2011. Cette
partie est inde´pendante des chapitres 3 et 4.
Le chapitre 5 est consacre´ a` la formule de Cauchy-Crofton dans le cadre de
l’espace projectif. Cette formule implique la majoration, e´voque´e plus haut,
de la longueur d’une courbe re´elle par l’aire de la courbe complexe correspon-
dante, a` une constante multiplicative pre`s.
Le chapitre 6 est de´die´ a` la de´finition et aux premie`res proprie´te´s de la
concordance. On y voit plusieurs exemples de surfaces ayant une concordance
e´gale a` un.
Le chapitre 7 e´tablit le lien entre cette concordance nouvellement de´finie et le
rapport des entropies pour un automorphisme. On y de´montre le the´ore`me B,
en utilisant pour la premie`re partie le the´ore`me de Yomdin de´ja` mentionne´
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sur la relation entre entropie et croissance des volumes, et pour la seconde
un the´ore`me de Katok sur l’approximation de l’entropie par celle d’un ≪ fer a`
cheval ≫.
Dans le chapitre 8, on de´crit de manie`re comple`te la concordance pour les
surfaces abe´liennes re´elles, et on de´montre le the´ore`me A. On y montre aussi
que la concordance peut varier si l’on change de structure re´elle sur la surface
complexe sous-jacente (§8.4, qui n’est pas dans [Mon11]).
Le chapitre 9 est de´die´ aux surfaces K3 re´elles. On commence par y donner
une version ame´liore´e, dans le cadre des surfaces K3, de la deuxie`me partie du
the´ore`me B (celle concernant les surfaces de nombre de Picard 2) : on pre´cise a`
quelles conditions les hypothe`ses de ce the´ore`me sont satisfaites, et on montre
que la concordance est un dans le cas contraire. Puis on de´crit l’exemple de
famille (Xt, f t)t∈R∗ mentionne´ plus haut, ce qui donne le corollaire 1.
Enfin, le chapitre 10 concerne la de´monstration du corollaire 2 sur la
non-densite´ et la discre´tude de Aut(X) dans Diff(X(R)).
Dans la troisie`me et dernie`re partie, on s’inte´resse a` l’ensemble de Fatou
des automorphismes loxodromiques d’une surface ka¨hle´rienne compacte, dans
le but de re´pondre partiellement a` la question pose´e plus haut.
Le chapitre 11 contient la preuve du re´sultat principal de cette troisie`me
partie, a` savoir le the´ore`me C concernant l’hyperbolicite´ de l’ensemble de
Fatou. On y trouve aussi l’e´nonce´ et la preuve du the´ore`me de Dinh et Sibony
sur les courants, qui permet de montrer ce re´sultat. Les courbes pe´riodiques
sont un obstacle a` pouvoir de´duire directement l’hyperbolicite´ de ce dernier
the´ore`me ; on s’en tire ne´anmoins en se plac¸ant sur un mode`le minimal singulier
ou` l’on a contracte´ toutes ces courbes, et graˆce au the´ore`me 4.3.
On montre ensuite au chapitre 12 que les composantes de Fatou re´currentes
sont des domaines de rotation au sens de Bedford et Kim (corollaire 3).
Au chapitre 13, on applique ce corollaire pour prouver le the´ore`me D sur les
restrictions topologiques a` ce que X(R) soit inclus dans l’ensemble de Fatou.
Une description plus pre´cise de la dynamique est donne´e dans ce cas.
Dans le dernier chapitre, on discute de l’optimalite´ des restrictions topolo-
giques donne´es par ce dernier the´ore`me, et on donne un exemple ou` l’ensemble
de Fatou contient un tore re´el, mais pour une application birationnelle au lieu
d’un automorphisme (the´ore`me E).
PARTIE I
PRE´LIMINAIRES

CHAPITRE 1
VARIE´TE´S ALGE´BRIQUES COMPLEXES ET
RE´ELLES
1.1. Varie´te´s alge´briques complexes
Dans ce texte, on appelle varie´te´ alge´brique complexe X une sous-varie´te´
alge´brique irre´ductible et lisse d’un espace projectif complexe PnC. De manie`re
e´quivalente (1),X est une sous-varie´te´ analytique complexe, connexe, compacte
et non singulie`re de Pn(C).
1.1.1. Groupes de diviseurs. — Par de´finition, un diviseur (de Weil)
sur X est une combinaison line´aire finie, a` coefficients entiers, de sous-varie´te´s
alge´briques irre´ductibles de codimension 1, e´ventuellement singulie`res. Un tel
diviseur est effectif lorsque les coefficients sont positifs. On note (Div(X),+)
le groupe abe´lien des diviseurs.
Lorsque f : X 99K C est une fonction rationnelle non nulle, le diviseur
associe´ a` f est
div(f) =
∑
Z
ordZ(f)Z, (1.1)
ou` la somme est prise sur les sous-varie´te´s alge´briques irre´ductibles de codi-
mension 1 (seul un nombre fini de termes sont non nuls) : un tel diviseur est dit
principal. Le quotient de Div(X) par le sous-groupe des diviseurs principaux
est ce que l’on appelle le groupe de Picard, note´ Pic(X). Deux diviseurs ayant
meˆme classe dans Pic(X) sont dit line´airement e´quivalents.
Par ailleurs, l’e´quivalence entre diviseurs de Weil et diviseurs de Cartier
permet d’associer a` un diviseur D un fibre´ en droites OX(D), de´fini a` isomor-
phisme pre`s : ceci induit un isomorphisme entre Pic(X) et le groupeH1(X,O∗X)
1. C’est le the´ore`me de Chow (voir par exemple [GH94]).
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des classes de fibre´s en droites. La suite exacte courte
1 −→ Z −→ OX exp(2pii·)−→ O∗X −→ 1 (1.2)
induit une suite exacte longue
· · · → H1(X;Z)→ H1(X,OX)→ H1(X,O∗X)→ H2(X;Z)→ · · · , (1.3)
qui permet de de´finir la (premie`re) classe de Chern de D dans H2(X;Z),
note´e [D]. Deux diviseurs qui ont meˆme classe de Chern sont dits alge´brique-
ment e´quivalents.
Remarque 1.1. — Modulo les sous-groupes de torsion de H2(X;Z) et
H2n−2(X;Z), la classe de Chern [D] est Poincare´-duale a` la classe fondamen-
tale de D dans H2n−2(X;Z). L’e´quivalence alge´brique est donc caracte´rise´e
par l’e´galite´ des classes d’homologie.
Dans la suite, on conside`re toujours les groupes de (co)homologie
modulo torsion.
Le sous-groupe deH2(X;Z) forme´ par les classes de Chern est appele´ groupe
de Ne´ron-Severi de X, et note´ NS(X), ou parfois NS(X;Z) lorsqu’on veut
insiter sur le fait que les coefficients sont entiers. C’est un groupe abe´lien
libre, dont le rang ρ(X) est appele´ nombre de Picard de X. Le the´ore`me des
(1, 1)-classes de Lefschetz (voir [GH94, p. 163]) donne l’e´galite´
NS(X) = H2(X;Z) ∩H1,1(X;R). (1.4)
Remarque 1.2. — Lorsque le premier nombre de Betti de X est nul, le
groupe Pic(X) s’identifie a` NS(X). Dans le cas ge´ne´ral, on a un morphisme
surjectif
Pic(X)→ NS(X)→ 0 (1.5)
dont le noyau, note´ Pic0(X), peut eˆtre muni d’une structure de varie´te´
abe´lienne complexe, duale a` la varie´te´ d’Albanese.
1.1.2. Cas des surfaces : forme d’intersection. — Lorsque X est de
dimension 2, le cup-produit des classes de cohomologie induit une forme qua-
dratique non de´ge´ne´re´e sur H2(X;R), a` valeurs entie`res sur H2(X;Z). Cette
forme quadratique q est appele´e forme d’intersection. L’intersection D1 · D2
entre deux diviseursD1 etD2 est de´finie par celle de leurs classes de Chern, qui
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correspond, par dualite´ de Poincare´, a` l’intersection des classes d’homologie (2).
On notera avec un point toutes ces intersections.
Sur l’espace vectoriel complexe H2(X;C) = H2(X;R)⊗RC, la forme d’in-
tersection se prolonge en une forme hermitienne, toujours appele´e forme d’in-
tersection, donne´e par
q([ω]) =
∫
X
ω ∧ ω (1.6)
pour toute 2-forme diffe´rentielle ω. La de´composition de Hodge
H2(X;C) = H2,0(X;C)⊕H1,1(X;C)⊕H0,2(X;C) (1.7)
est alors orthogonale vis-a`-vis de cette forme d’intersection. Celle-ci est
de´finie-positive sur les sous-espaces H2,0(X;C) et H0,2(X;C), et de signature
(1, h1,1(X) − 1) sur H1,1(X;C), d’apre`s le the´ore`me de l’indice de Hodge. A`
noter que les sous-espaces complexes H2,0(X;C)⊕H0,2(X;C) et H1,1(X;C)
sont en fait de´finis sur R : on note (H2,0 ⊕ H0,2)(X;R) et H1,1(X;R) les
sous-espaces re´els correspondant. La forme d’intersection y est respectivement
de signature (2h2,0(X), 0) et (1, h1,1(X)− 1).
Comme X est projective, il existe des diviseurs qui sont d’auto-intersection
strictement positive, donc la forme d’intersection sur le sous-espace NS(X;R) :=
NS(X)⊗R de H1,1(X;R) est de signature (1, ρ(X)−1). Le coˆne de positivite´
{q > 0} dans NS(X;R) posse`de donc deux composantes connexes : on note
NS+(X) celle qui contient des classes de diviseurs effectifs.
NS+(X)
Figure 1.1. Le coˆne convexe ouvert NS+(X).
2. Lorsque D1 et D2 se coupent transversalement, il s’agit simplement de compter le
nombre de points d’intersection.
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1.1.3. Autres notions de positivite´. — (voir [Laz04])
Un diviseur D est dit ample lorsque l’application rationnelle
φ|kD| : X 99K PH0(X,OX(kD))∗
x 7−→ {s ∈ H0(X,OX(kD)) ∣∣ s(x) = 0} (1.8)
de´finit un plongement pour un certain k ∈ N∗ (on dit que kD est tre`s ample).
Cela e´quivaut a` l’existence d’un plongement projectif de X tel que le divi-
seur kD soit une intersection hyperplane. On note Amp(X) le coˆne convexe
de NS(X;R) engendre´ par les classes de diviseurs amples.
Un R-diviseur (3) D est dit nef (4) lorsque D · C ≥ 0 pour toute courbe
alge´brique C sur X, ou` D · C de´signe l’intersection entre la classe de Chern
[D] ∈ H2(X;Z) et la classe d’homologie de C dans H2(X;Z). C’est une notion
plus faible que l’amplitude. Si l’on note Nef(X) le coˆne convexe forme´ par les
classes de R-diviseurs nef, un the´ore`me de Kleiman donne alors :
Nef(X) = Amp(X) et Amp(X) =
◦
Nef(X). (1.9)
Dans le cas ou` X est une surface, les diviseurs amples sont d’auto-
intersection strictement positive, ce qui entraˆıne l’inclusion
Amp(X) ⊂ NS+(X). (1.10)
1.1.4. Quelques the´ore`mes classiques sur les surfaces. — (voir
[BHPVdV04])
On suppose a` nouveau que X est de dimension 2. On note KX le diviseur
canonique sur X (de´fini a` e´quivalence line´aire pre`s), qui correspond au lieu
des ze´ros moins le lieu des poˆles d’une 2-forme me´romorphe sur X.
The´ore`me 1.3 (formule du genre). — Soit D une courbe irre´ductible
sur X. Son genre arithme´tique, de´fini par g(D) = h1(D,OD), est donne´ par
la formule
g(D) = 1 +
1
2
D · (D +KX). (1.11)
Dans le cas ou` D est une courbe lisse, il est e´gal au genre de D au sens
topologique.
Pour tout diviseur D sur X, on note OX(D) le faisceau inversible associe´
au diviseur D, c’est-a`-dire le faisceau des fonctions me´romorphes f telles
que div(f) + D est effectif. Pour tout faisceau inversible F , on de´finit la
3. c’est-a`-dire un e´le´ment de Div(X;R) := Div(X)⊗R
4. pour nume´riquement effectif, mais aussi pour numerically eventually free
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caracte´ristique d’Euler de F par la formule χ(F) = ∑2k=0(−1)khk(X,F),
ou` hk(X,F) = dimHk(X,F). La caracte´ristique d’Euler du faisceau struc-
tural OX est donne´e par la formule de Noether :
χ(OX) = χ(X) +K
2
X
12
, (1.12)
ou` χ(X) =
∑4
k=0(−1)k dimHk(X;R) de´signe la caracte´ristique d’Euler topo-
logique de X.
The´ore`me 1.4 (formule de Riemann-Roch). — Pour tout diviseur D
sur X, on a
χ(OX(D)) = χ(OX) + 1
2
D · (D −KX). (1.13)
The´ore`me 1.5 (dualite´ de Serre). — Pour tout diviseur D sur X, on a
h2(X,OX(D)) = h0(X,OX(KX −D)). (1.14)
Corollaire 1.6. — Soit D un diviseur sur X. On suppose que KX −D n’est
line´airement e´quivalent a` aucun diviseur effectif. Alors
h0(X,OX(D)) ≥ χ(OX) + 1
2
D · (D −KX). (1.15)
De´monstration. — On a h2(X,OX(D)) = h0(X,OX(KX − D)) = 0 par hy-
pothe`se, donc la formule de Riemann-Roch donne
h0(X,OX(D))− h1(X,OX(D)) + 0 = χ(OX) + 1
2
D · (D −KX). (1.16)
On en de´duit le re´sultat, car h1(X,OX(D)) ≥ 0.
1.2. Structure re´elle sur une varie´te´ alge´brique complexe
Le lecteur de´sireux de plus de de´tails pourra ici se re´fe´rer a` [Sil89].
1.2.1. Ge´ne´ralite´s. — Par de´finition, une varie´te´ alge´brique re´elle XR est
la donne´e :
(1) d’une varie´te´ alge´brique complexeXC (au sens de la section pre´ce´dente) ;
(2) d’une structure re´elle sur XC, c’est-a`-dire une involution anti-
holomorphe σX (note´e plus simplement σ la plupart du temps).
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On supposera en outre que l’ensemble X(R) des points fixe´s
par σ est non vide. Cet ensemble forme alors une varie´te´ analytique re´elle
compacte, non ne´cessairement connexe, de dimension dimC(X).
Par de´finition, les morphismes entre varie´te´s alge´briques re´elles sont
e´quivariants vis-a`-vis des structures re´elles, et les sous-varie´te´s alge´briques
deXR sont pre´serve´es par σ. Au niveau des notations, on distinguera la varie´te´
alge´brique re´elle XR de l’ensemble des points re´els X(R) sous-jacent, ainsi que
la varie´te´ alge´brique complexe XC et l’ensemble des points complexes X(C).
Remarque 1.7. — Lorsque XC est le lieu des ze´ros, dans PnC, de polynoˆmes
a` coefficients re´els, le choix naturel pour σ est la structure re´elle induite
par la conjugaison complexe des coordonne´es dans Pn(C). L’ensemble X(R)
des points re´els est alors l’intersection de X(C) avec Pn(R). On dit dans
ce cas que XR est une sous-varie´te´ alge´brique de PnR, qui est irre´ductible et
ge´ome´triquement lisse (d’apre`s les hypothe`ses faites sur XC). En fait, toute
varie´te´ alge´brique re´elle est obtenue de cette manie`re (cf. proposition 1.8).
1.2.2. Action de σ sur les diviseurs et sur la cohomologie. — L’in-
volution anti-holomorphe σ agit naturellement :
(1) sur l’ensemble des diviseurs D de XC : D
σ est par de´finition l’image
de D par σ. En terme de diviseurs de Cartier, si D a pour e´quation (locale-
ment) f = 0, alors le diviseur Dσ est donne´ par σC ◦ f ◦ σX , ou` σC de´signe
la conjugaison dans C. Par de´finition, un diviseur D sur XC est re´el (on dit
aussi que D est un diviseur sur XR) si D = D
σ.
(2) sur l’espace H2(XC;R), graˆce a` l’action de σ sur les 2-formes
diffe´rentielles. Cette action σ∗ pre´serve la structure entie`re H2(XC;Z) et
renverse la structure de Hodge, i.e. σ∗Hp,q(X;C) = Hq,p(X;C). En parti-
culier, le sous-groupe NS(XC;Z) = H
2(XC;Z) ∩H1,1(XC;R) est pre´serve´
par σ∗.
En revanche, l’action de σ sur les diviseurs ne correpsond pas a` l’action sur
les classes de Chern. Plus exactement, on a la formule suivante (voir [Sil89,
§I.4]) :
[Dσ] = −σ∗[D]. (1.17)
Par conse´quent, l’ensemble des classes de Chern de diviseurs re´els est e´gal au
sous-groupe
NS(XR) := {θ ∈ NS(XC) |σ∗θ = −θ} . (1.18)
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Ce groupe est appele´ groupe de Ne´ron-Severi de XR, et son rang ρ(XR) est
le nombre de Picard de XR.
1.2.3. Positivite´. — Les notions de positivite´ introduites pre´ce´demment
sont pre´serve´es par l’action de σ sur les diviseurs. On de´signe par Amp(XR)
et Nef(XR) l’intersection des coˆnes convexes Amp(XC) et Nef(XC) avec le
sous-espace NS(XR;R) ⊂ NS(XC;R). A` noter que Amp(XR) est non vide,
car si D est un diviseur ample sur XC, alors D + D
σ est un diviseur ample
sur XR.
Proposition 1.8. — Toute varie´te´ alge´brique re´elle est isomorphe a` une
sous-varie´te´ alge´brique de PnR.
Esquisse de de´monstration. — Soit D un diviseur tre`s ample sur XR. Le fait
que Dσ = D permet de munir le fibre´ OX(D) d’une structure re´elle natu-
relle. L’espace projectif complexe PnC = PH
0(X,OX(D))∗ vient alors avec une
conjugaison complexe σPn , et le plongement Φ|D| : XC →֒ PnC est e´quivariant
vis-a`-vis de σX et σPn . Il de´finit donc un isomorphisme entre XR et son image,
qui est une sous-varie´te´ alge´brique de PnR, graˆce au the´ore`me de Chow.
Dans le cas ou` X est une surface, la restriction de la forme d’intersection au
sous-espace NS(XR;R) est de signature (1, ρ(XR)− 1), car un diviseur ample
sur XR est d’auto-intersection strictemement positive. L’intersection
NS+(XR) := NS
+(XC) ∩ NS(XR;R) (1.19)
est donc un coˆne convexe ouvert dans NS(XR;R), et on a le meˆme dessin que
pour NS+(XC).
1.3. Varie´te´s ka¨hle´riennes re´elles
Toutes ces notions s’e´tendent au cas ou` XC est une varie´te´ complexe
ka¨hle´rienne, compacte et connexe, munie d’une structure re´elle σ : on dit
alors (comme par exemple dans [Man97]) que XR est une varie´te´ ka¨hle´rienne
re´elle. Il faut alors remplacer la notion de sous-varie´te´ alge´brique complexe
par celle de sous-varie´te´ analytique complexe ferme´e.
Cependant, lorsque XC est une surface qui n’est pas alge´brique, la forme
d’intersection est ne´gative (mais pas ne´cessairement de´finie-ne´gative) sur
NS(XR;R) et NS(XC;R), et les coˆnes NS
+(XR) et NS
+(XC) sont vides. Il
est donc pre´fe´rable d’e´tudier l’espace H1,1(XC;R) tout entier plutoˆt que les
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groupes de Ne´ron-Severi.
Par analogie avec l’espace NS(XR;R) (cf. (1.18)), on pose
H1,1(XR;R) := {θ ∈ H1,1(XC;R) |σ∗θ = −θ}. (5) (1.20)
Avec cette notation, l’e´quation (1.18) se re´e´crit (comparer avec (1.4)) :
NS(XR) = H
1,1(XR;R) ∩H2(XC;Z). (1.21)
La notion correspondant au coˆne ample est celle du coˆne de Ka¨hler, dont
les e´le´ments sont les classes des formes de Ka¨hler dans H1,1(XC;R), et que
l’on note Kah(XC). On de´finit aussi le coˆne de Ka¨hler re´el
Kah(XR) := Kah(XC) ∩H1,1(XR;R). (1.22)
Pour K = R ou C, le the´ore`me de plongement de Kodaira donne l’e´galite´
Amp(XK) = Kah(XK) ∩ NS(XK;R), (1.23)
mais dans le cas ou` X n’est pas alge´brique, cet ensemble est vide.
Lorsque X est une surface, la forme d’intersection q restreinte aux
sous-espaces H1,1(XC;R) et H
1,1(XR;R) est non de´ge´ne´re´e de signature
(1, ∗) (6). On peut donc de´finir, par analogie avec NS+(XC) ⊂ NS(XC;R) et
NS+(XR) ⊂ NS(XR;R), des coˆnes convexes ouverts
H+(XC) ⊂ H1,1(XC;R) et H+(XR) ⊂ NS(XR;R), (1.24)
en prenant la composante connexe de {q > 0} qui contient les classes de formes
de Ka¨hler.
5. Attention, cela n’a rien a` voir avec la cohomologie de X(R).
6. Pour H1,1(XR;R), cela provient du fait que si κ est une forme de Ka¨hler quelconque
sur XC, alors κ−σ
∗κ est e´galement une forme de Ka¨hler, et sa classe est dans H1,1(XR;R).
CHAPITRE 2
AUTOMORPHISMES D’UNE SURFACE
2.1. Ge´ne´ralite´s sur les automorphismes d’une varie´te´ complexe
Un automorphisme d’une varie´te´ complexe compacte ka¨hle´rienne X est une
application biholomorphe f : X → X. Lorsque X est alge´brique, le principe
GAGA [Ser56] garantit que f est un automorphisme si et seulement si f est
un morphisme bire´gulier de X dans elle-meˆme. On note Aut(X) le groupe des
automorphismes de X. Un the´ore`me de Bochner et Montgomery (1) [BM46,
BM47] affirme que, muni de la topologie de la convergence uniforme, Aut(X)
est un groupe de Lie complexe, d’alge`bre de Lie H0(X,TX).
2.1.1. Action des automorphismes sur les diviseurs. — Le groupe
Aut(X) agit de deux manie`res sur l’ensemble Div(X) des diviseurs de X :
(1) Si f ∈ Aut(X) et D ∈ Div(X), on peut conside´rer l’image directe de D
par f , note´e f∗D. Ceci de´finit une action a` gauche.
(2) On peut aussi conside´rer D comme un diviseur de Cartier de´fini loca-
lement par des e´quations hi = 0. Le diviseur f
∗D est alors le diviseur donne´
par les e´quations hi ◦ f = 0. Ceci de´finit une action a` droite.
Ces deux actions sont en fait inverses l’une de l’autre : on a
f∗D = f−1∗ D ∀D ∈ Div(X). (2.1)
L’action de Aut(X) sur Div(X) est compatible avec la loi de groupe abe´lien,
ainsi qu’avec les relations d’e´quivalence line´aire et d’e´quivalence alge´brique.
Elle de´finit donc une action par automorphismes sur les groupes Pic(X) et
NS(X).
1. Ce the´ore`me est facile a` de´montrer dans le cas ou` X est alge´brique.
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2.1.2. Action des automorphismes sur la cohomologie. — Le groupe
Aut(X) agit line´airement (a` droite) sur la cohomologie de De RhamHk(X;R),
en pre´servant a` la fois la structure entie`re Hk(X;Z), et la structure de Hodge
Hk(X;C) =
⊕
p+q=k
Hp,q(X;C). (2.2)
Pour tout f ∈ Aut(X), on note f∗ les diffe´rents automorphismes induits par
cette action, et on note aussi f∗ = (f−1)∗ (ce qui de´finit une action a` gauche). A`
noter que l’action sur le sous-groupe NS(X) = H1,1(X;C)∩H2(X;Z) co¨ıncide
avec celle de´finie au paragraphe pre´ce´dent. Autrement dit, l’action au niveau
des classes de Chern est compatible avec celle au niveau des diviseurs (notez
la diffe´rence avec le §1.2.2).
2.1.3. Cas des surfaces. — Lorsque X est une surface, l’action de
f ∈ Aut(X) sur la cohomologie de X est domine´e par celle sur la cohomologie
de rang 2, au niveau du rayon spectral. En effet :
(1) L’action de f sur H0(X;Z) et sur H4(X;Z) est triviale.
(2) Si ω est une 1-forme holomorphe non nulle telle que f∗ω = λω,
alors ω ∧ ω de´finit une classe non nulle dans H2(X;R) qui est un vecteur
propre associe´ a` |λ|2. Comme H1(X;C) = H1,0(X;C) ⊕ H1,0(X;C), les
valeurs propres de f∗ sur H1(X;C) sont infe´rieures, en module, a` celles sur
H2(X;C).
(3) Par dualite´, l’action sur H3(X;C) est domine´e par celle sur H2(X;C).
Le rayon spectral de f∗ sur H∗(X;C) est donc atteint sur H2(X;C).
De plus, la forme d’intersection q sur H2(X;Z) est pre´serve´e par l’action de
Aut(X). On a donc une action par isome´tries de f ∈ Aut(X) sur chacun des
sous-espaces supple´mentaires (H2,0 ⊕ H0,2)(X;R) et H1,1(X;R). Comme le
premier est de´fini-positif pour q, la restriction de f∗ a` ce sous-espace appartient
au groupe compact
O
(
(H2,0 ⊕H0,2)(X;R), q) ≃ O (2h2,0(X),R) . (2.3)
En particulier les valeurs propres complexes de f∗ sur (H2,0 ⊕ H0,2)(X;R)
sont de module 1.
Remarque 2.1. — Dans le cas ou` X est une surface alge´brique, f∗ est
meˆme d’ordre fini sur ce sous-espace (H2,0 ⊕ H0,2)(X;R). En effet, f∗
pre´serve NS(X), et donc pre´serve aussi son supple´mentaire orthogonal
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dans H2(X;R), que l’on note E. Comme
E = (H2,0 ⊕H0,2)(X;R) ⊥⊕ (E ∩H1,1(X;R)) , (2.4)
et que les deux sous-espaces de la somme directe sont a` la fois stables par f∗
et de´finis pour la forme d’intersection, on en de´duit que f∗|E est dans un sous-
groupe compact de GL(E). Comme par ailleurs E est un sous-espace rationnel
de H2(X;R), la transformation f∗|E est donne´ par une matrice a` coefficients
entiers : elle est donc d’ordre fini.
Tout ceci montre que l’action de Aut(X) sur la cohomologie est domine´e
par l’action sur le sous-espace H1,1(X;R).
De´finition 2.2. — Pour f ∈ Aut(X), on appelle degre´ dynamique de f , et
on note λ(f), le rayon spectral de f∗ sur la cohomologie de X ou, ce qui est
la meˆme chose, sur H1,1(X;R).
Dans la suite, on s’inte´resse donc a` l’action de f sur H1,1(X;R), qui in-
duit une isome´trie d’un espace hyperbolique. On commence par rappeler la
classification des isome´tries d’un tel espace.
2.2. Isome´tries d’un espace hyperbolique
Pour plus de de´tails, on renvoie a` [BP92]. Soit E un espace vectoriel re´el
de dimension n + 1 ≥ 2, muni d’une forme quadratique q de signature (1, n).
Pour fixer les ide´es, on peut prendre la forme quadratique standard sur Rn+1 :
q(x) = x20 − x21 − · · · − x2n. (2) (2.5)
Notons que les sous-espaces totalement isotropes maximaux sont de dimen-
sion 1 pour une telle forme quadratique.
La quadrique {q = 1} est un hyperbolo¨ıde a` deux nappes. On note Hn l’une
d’entre elles. Le plan tangent a` Hn en l’un de ses points v a pour direction
l’orthogonal v⊥, et he´rite donc d’une forme quadratique de´finie ne´gative par
restriction de q a` v⊥. En prenant l’oppose´ de ces formes quadratiques, on
de´finit ainsi une me´trique riemanienne sur Hn, de courbure ne´gative constante
e´gale a`−1. C’est la me´trique dont la distance associe´e est donne´e par la formule
dist(v1, v2) = argch(v1 · v2), (2.6)
ou` (v1, v2) 7→ v1 · v2 de´signe la forme biline´aire associe´e a` q. Il s’agit de l’un
des mode`les de l’espace hyperbolique de dimension n. Topologiquement, Hn
2. On parle dans ce cas de l’espace de Minkowski.
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s’identifie a` la projection de Hn dans PE, qui est home´omorphe a` une boule ou-
verte, dont le bord ∂Hn s’identifie avec la projection du coˆne isotrope {q = 0}
dans PE.
Les transformations line´aires de E qui pre´servent q fixent l’hyperbolo¨ıde
{q = 1} = Hn ∪ −Hn. Le sous-groupe d’indice 2 de O(E, q) forme´ par les
e´le´ments qui pre´servent chacune des deux nappes s’identifie avec le groupe des
isome´tries de l’espace hyperbolique Hn, que l’on note Isom(Hn).
Une isome´trie φ ∈ Isom(Hn) induit une transformation continue de la boule
ferme´e Hn = Hn ∪ ∂Hn, et le the´ore`me de Brouwer implique l’existence d’au
moins un point fixe v ∈ Hn, qui correspond a` une direction propre pour φ
dans le coˆne {q ≥ 0}. On distingue trois types d’isome´tries selon la nature des
points fixes. Commenc¸ons par e´noncer un re´sultat pre´liminaire bien connu sur
les valeurs propres de φ :
Lemme 2.3. — Soit φ ∈ O(E, q).
(1) Si λ et µ sont deux valeurs propres re´elles telles que λµ 6= 1, alors les
sous-espaces propres ker(φ− λ id) et ker(φ− µ id) sont orthogonaux.
(2) Toute valeur propre complexe λ de module diffe´rent de 1 est une valeur
propre re´elle, et le sous-espace propre associe´ est une droite contenue dans le
coˆne isotrope {q = 0}.
De´monstration. — (1) Soient v et w deux vecteurs propres associe´s respec-
tivement aux valeurs propres λ et µ. On a alors
v · w = φ(v) · φ(w) = λµ (v · w), (2.7)
ce qui montre que v et w sont orthogonaux, car λµ 6= 1.
(2) On complexifie l’espace vectioriel E en EC = E⊗RC, et on prolonge q
en une forme hermitienne sur EC, toujours note´e q. L’endomorphisme φ induit
une application C-line´aire φ⊗R idC sur EC, toujours note´e φ, qui pre´serve la
forme hermitienne q.
Soit v ∈ EC un vecteur propre complexe pour la valeur propre λ. On a les
e´galite´s
q(v) = q(φ(v)) = q(λv) = |λ|2q(v) (2.8)
v · v = φ(v) · φ(v) = λv · λv = λ2(v · v). (2.9)
Comme |λ| 6= 1, cela implique q(v) = 0 et v · v = 0. On en de´duit que q
est nulle sur le sous-espace complexe engendre´ par v et v. Or les sous-espaces
totalement isotropes maximaux sont de dimension 1, donc rangC(v, v) = 1.
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Ainsi w := v+v2 est un vecteur propre re´el pour la valeur propre λ, ce qui
montre que λ ∈ R.
Par ailleurs, le sous-espace propre associe´ a` λ est un sous-espace totalement
isotrope, en vertu de (2.8). Il est donc de dimension 1.
Le lemme 2.3 implique la trichotomie suivante pour les points fixes de φ
sur Hn :
Proposition 2.4. — Soit φ ∈ Isom(Hn). On a trois cas disjoints :
(1) Type elliptique : φ posse`de un point fixe v dans Hn. L’application
line´aire φ est semi-simple (3), et ses valeurs propres complexes sont toutes de
module 1.
(2) Type parabolique : φ ne posse`de pas de point fixe dans Hn, mais
posse`de un unique point fixe sur ∂Hn. Un tel point fixe correspond alors a` une
droite D de points fixes pour φ dans le coˆne isotrope {q = 0}. L’application
line´aire φ n’est pas semi-simple, et ses valeurs propres complexes sont toutes
de module 1.
(3) Type loxodromique : φ posse`de exactement deux points fixes sur ∂Hn.
Ces points fixes correspondent a` deux droites propres D+ et D− dans le coˆne
isotrope, associe´es a` des valeurs propres λ et λ−1, avec λ > 1. L’application
line´aire φ est semi-simple, avec λ et λ−1 valeurs propres simples et toutes les
autres valeurs propres complexes de module 1.
De´monstration. — (1) Soit v un point fixe de φ dans Hn. La forme d’inter-
section est de´finie-ne´gative sur l’orthogonal de Rv, donc φ|v⊥ est semi-simple
avec des valeurs propres de module 1. Comme E = Rv ⊕ v⊥ et φ(v) = v, on
en de´duit la meˆme proprie´te´ pour φ.
(2) Soit D = Rv l’unique droite propre dans le coˆne isotrope. Comme φ
pre´serve Hn, la valeur propre associe´e est positive. Si celle-ci est diffe´rente
de 1, le fait que det(φ)2 = 1 (φ pre´serve une forme biline´aire syme´trique
non de´ge´ne´re´e) implique l’existence d’une deuxie`me valeur propre de module
diffe´rent de 1, donc (d’apre`s le lemme 2.3) une deuxie`me droite propre dans
le coˆne isotrope : ceci contredit l’unicite´. La droite D est donc une droite de
points fixes.
3. On rappelle qu’un endomorphisme est semi-simple si sa matrice est C-diagonalisable.
Ceci e´quivaut au fait que tout sous-espace stable admet un supple´mentaire stable (cf.
[Bou81]).
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Supposons que φ soit semi-simple. L’hyperplan D⊥ posse`de alors un
supple´mentaire stable Rw, avec φ(w) = λw. Comme v · w = φ(v) · φ(w) =
λ v · w 6= 0, on a λ = 1 et φ(w) = w. Une combinaison line´aire de v et w est
alors un point fixe dans Hn : contradiction.
(3) Supposons que l’on ne soit dans aucun des deux premiers cas. Alors φ
posse`de au moins deux droites propres D+ et D− dans le coˆne isotrope, as-
socie´es a` des valeurs propres positives λ et µ, avec par exemple µ ≤ λ. On
ne peut pas avoir λ = µ = 1, car sinon on aurait un point fixe dans Hn par
combinaison line´aire. Or D+ et D− ne sont pas orthogonales (sinon D+⊕D−
serait un plan isotrope). On en de´duit d’apre`s le lemme 2.3 que µ = 1/λ, et
en particulier λ > 1. Par ailleurs, il ne peut pas y avoir de troisie`me droite
propre dans le coˆne isotrope, car d’apre`s le meˆme raisonnement, celle-ci serait
associe´e a` la fois a` la valeur propre 1/λ et 1/µ = λ.
La forme d’intersection est de´finie-ne´gative sur le supple´mentaire orthogo-
nal S de D+ ⊕D−, donc φ|S est semi-simple et ses valeurs propres complexes
sont de module 1. Comme E = D+ ⊕D− ⊕ S, le re´sultat s’en suit.
Remarque 2.5. — Le type de φ est caracte´rise´ par la croissance des
normes ‖φk‖, pour un choix quelconque de norme sur End(E) :
(1) φ est elliptique si et seulement si ‖φk‖ est borne´e.
(2) φ est parabolique si et seulement si ‖φk‖ a une croissance polynomiale
(non borne´e).
(3) φ est loxodromique si et seulement si ‖φk‖ croˆıt exponentiellement. Plus
pre´cise´ment, ‖φk‖ croˆıt comme λk, ou` λ est l’unique valeur propre supe´rieure
a` 1 de φ.
Le rayon spectral limk→+∞ ‖φk‖1/k vaut 1 dans les deux premiers cas, et λ > 1
dans le dernier cas. Remarquons aussi que φ et φ−1 ont meˆme type et meˆme
rayon spectral.
Dans le cas parabolique, la croissance est en fait quadratique, comme le
montre la proposition suivante (4) :
4. On trouve dans l’appendice de [DF01] une preuve de ce fait dans le cas particulier ou` φ
est induite par un automorphisme d’une surface complexe (voir le paragraphe suivant), et
pre´serve donc une structure entie`re. Dans le cas ge´ne´ral, c’est aussi bien connu, mais difficile
a` ≪ localiser ≫ dans la litte´rature.
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Proposition 2.6. — Soit φ une isome´trie de type parabolique de Hn, et
soit D la droite fixe de φ dans le coˆne isotrope. Il existe un sous-espace
vectoriel F de dimension 3, stable par φ et contenant D, tel que :
(1) E = F ⊕ F⊥ ;
(2) q|F⊥ est de´finie-ne´gative, donc φ|F⊥ est semi-simple avec des valeurs
propres de module 1 ;
(3) q|F a pour signature (1, 2) ;
(4) il existe une base (v0, v1, v2) de F , avec v0 ∈ D, v1 ∈ D⊥ et v2 ∈ Hn,
dans laquelle la matrice de φ|F est un bloc de Jordan de taille 21 1 00 1 1
0 0 1
 . (2.10)
En particulier, on obtient les deux faits suivants :
(5) La droite D admet la caracte´risation suivante, qui est inde´pendante de
la forme quadratique q :
D = ker(φ− id) ∩ im(φ− id). (2.11)
(6) La croissance de ‖φk‖ est quadratique.
De´monstration. — Le polynoˆme caracte´ristique de φ s’e´crit (x − 1)mQ,
ou` Q ∈ R[x] n’admet pas 1 pour racine. Le the´ore`me de de´composition
des noyaux donne la de´composition en sous-espaces stables E = E1 ⊕ EQ,
ou` E1 = ker ((φ− id)m) et EQ = ker (Q(φ)). Remarquons que D ⊂ E1. De
plus, on a l’inclusion EQ ⊂ D⊥ : en effet, si v ∈ D et w ∈ EQ, on a
0 = v ·Q(φ)(w) = Q(φ)(v) · w = Q(1) (v · w), (2.12)
donc v · w = 0. On en de´duit que E1 * D⊥, donc la forme quadratique q|E1
est non de´ge´ne´re´e et a pour signature (1,dim(E1) − 1). Dans la suite, on se
retreint a` ce sous-espace caracte´ristique E1, sur lequel la seule valeur propre
complexe de φ est 1.
Soit v2 ∈ Hn∩E1, et soit v1 = φ(v2)−v2. Ce vecteur v1 est dans l’orthogonal
de la droite D dans E1, que l’on note D
⊥, et il est non nul, car sinon φ serait
de type elliptique.
Soit φ l’endomorphisme induit par φ sur D⊥/D. Cet endomorphisme
pre´serve la forme quadratique induite, qui est de´finie-ne´gative (car q|D⊥ est
ne´gative de noyau D). Ainsi φ est semi-simple, avec pour seule valeur propre
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complexe 1 (car D⊥ ⊂ E1 par hypothe`se), donc φ = id. On en de´duit qu’il
existe un vecteur v0 ∈ D tel que φ(v1) = v1 + v0.
Supposons que v0 = 0. Le plan P = Vect(v1, v2) est alors stable par φ. Or
ce plan est de signature (1, 1), donc il contient deux droites isotropes, qui sont
pre´serve´es ou e´change´es par φ. Ainsi, φ|P admet une matrice de la forme(
λ 0
0 µ
)
ou
(
0 λ
µ 0
)
, (2.13)
et comme de plus sa seule valeur propre complexe est 1 (car P ⊂ E1), on
a φ|P = idP . Ceci contredit le fait que φ(v2) 6= v2.
On en de´duit que v0 ∈ D\{0}. Les vecteurs v0, v1 et v2 forment donc une
base d’un sous-espace stable F ⊂ E1 de dimension 3, sur lequel φ a pour
matrice 1 1 00 1 1
0 0 1
 . (2.14)
En restriction a` F , q est non de´ge´ne´re´e et a pour signature (1, 2). L’orthogonal
de F dans E (et pas dans E1) est alors un supple´mentaire stable, sur lequel q
est de´finie-ne´gative. Ceci ache`ve la de´monstration.
La proposition suivante est triviale, mais nous servira a` de nombreuses
reprises.
Proposition 2.7. — Soit F un sous-espace de dimension m + 1 de E sur
lequel la restriction de q est de signature (1,m), et soit φ une isome´trie de Hn
qui pre´serve le sous-espace F . Alors φ de´finit par restriction une isome´trie φF
de l’espace hyperbolique Hm = F ∩Hn, qui est de meˆme type que φ.
De´monstration. — Il suffit de remarquer que la suite ‖φk‖ est borne´e sur le
supple´mentaire orthogonal F⊥ de F , car q y est de´finie-ne´gative. La croissance
de ‖φk‖ ne de´pend donc que de la restriction a` F .
Dans les cas parabolique et loxodromique, on en de´duit que les droites
propres dans le coˆne isotrope sont contenues dans le sous-espace F .
2.3. Classification homologique des automorphismes
Soit X une surface complexe compacte ka¨hle´rienne. On applique les
re´sultats de la section pre´ce´dente en prenant pour E l’espace H1,1(X;R)
muni de la forme d’intersection. On note HX l’espace hyperbolique de
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dimension h1,1(X) − 1 obtenu en prenant celle des deux nappes de l’hyper-
bolo¨ıde {q = 1} qui est contenue dans H+(X) (i.e. qui contient une classe de
Ka¨hler). Le groupe Aut(X) agit par isome´tries sur H1,1(X;R), en pre´servant
le coˆne de Ka¨hler donc H+(X) : ses e´le´ments induisent ainsi des isome´tries
de l’espace hyperbolique HX .
De´finition 2.8 ([Can01]). — Soit f ∈ Aut(X). On dit que f est un au-
tomorphisme de type elliptique, parabolique ou loxodromique (5) selon que f∗
de´finit une isome´trie de type elliptique, parabolique ou loxodromique de HX .
Le type de f est aussi le type de f∗ = (f∗)−1, en vertu de la remarque 2.5.
Le degre´ dynamique λ(f) est le rayon spectral de f∗ ou f∗ agissant sur l’un
des espaces H1,1(X;R), H2(X;R) ou H∗(X;R). Il est e´gal a` 1 lorsque f est
de type elliptique ou parabolique, et strictement supe´rieur a` 1 lorsque f est
de type loxodromique.
2.3.1. Type elliptique. — Soit f un automorphisme de type elliptique
de X, et soit θ ∈ HX un vecteur propre de f∗. Notons F l’orthogonal du
vecteur θ dans H1,1(X;R). Puisque f∗ pre´serve a` la fois la structure entie`re
H2(X;Z) et la de´composition orthogonale
H2(X;R) = Rθ ⊕ F ⊕ (H2,0 ⊕H0,2)(X;R), (2.15)
ou` la forme d’intersection est de´finie sur chacun des trois sous-espaces, f∗ est
alors d’ordre fini. Un the´ore`me de Lieberman et Fujiki permet d’en de´duire :
The´ore`me 2.9 ([Lie78, Fuj78, Can99a]). — Soit f un automorphisme
d’une surface complexe compacte ka¨hle´rienne X. Alors f est de type elliptique
si et seulement s’il existe un ite´re´ de f qui est isotope a` l’identite´ (6) sur X.
2.3.2. Type parabolique. — Soit f un automorphisme de type parabo-
lique de X. D’apre`s la proposition 2.6, l’unique droite propre D de f∗ contenue
dans le coˆne isotrope est donne´e par
D = ker(f∗ − id) ∩ im(f∗ − id). (2.16)
Cette e´quation est vraie a priori dans H1,1(X;R), mais aussi dans H2(X;R),
car f∗ est semi-simple sur l’espace (H2,0⊕H0,2)(X;R). Comme f∗−id pre´serve
la structure entie`re, on en de´duit que la droite D intersecte non triviale-
ment H2(X;Z).
5. On pourrait dire aussi de type hyperbolique.
6. En fait, f est dans la composante connexe de l’identite´ du groupe de Lie Aut(X).
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Il existe donc un vecteur θ ∈ NS(X;Z) tel que θ2 = 0 et f∗θ = θ. On
peut alors montrer qu’un multiple de θ est la classe d’une unique fibration
elliptique π : X → B qui est pre´serve´e par f , et on en de´duit la caracte´risation
suivante :
The´ore`me 2.10 ([Giz80, Can99a]). — Soit f un automorphisme d’une
surface complexe compacte ka¨hle´rienne X. Alors f est de type parabolique si
et seulement si f pre´serve une fibration elliptique et aucun ite´re´ de f n’est
isotope a` l’identite´.
Exemple 2.11. — On reprend l’exemple vu dans l’introduction (voir aussi
[Can01]). Soit X une surface lisse de degre´ (2, 2, 2) dans P1×P1×P1, donne´e
par l’annulation d’un polynoˆme P (x1, x2, x3) de degre´ 2 en chaque variable.
On note s1, s2 et s3 les trois involutions canoniques de X. Par exemple, s1 est
l’involution (x1, x2, x3) 7→ (x′1, x2, x3), ou` x1 et x′1 sont les deux racines du po-
lynoˆme P (x, x2, x3) ∈ C[x]. La compose´e f = s1◦s2 de´finit un automorphisme
de type parabolique sur X, qui pre´serve la fibration elliptique
π3 : X → P1
x 7→ x3.
(2.17)
Pour montrer que f est effectivement de type parabolique, notons Fi la
classe dans NS(X) de la fibre de πi : x 7→ xi (pour i ∈ {1, 2, 3}). Le sous-
espace engendre´ NSgen(X) est stable par f∗, car
s∗iFj = Fj et s
∗
iFi = −Fi + 2Fj + 2Fk (2.18)
pour {i, j, k} = {1, 2, 3}. Sur ce sous-espace, la forme d’intersection a pour
matrice 0 2 22 0 2
2 2 0
 (2.19)
dans la base (F1, F2, F3), donc sa signature est (1, 2). Le type de f ne de´pend
donc que de la restriction de f∗ a` NSgen(X), en vertu de la proposition 2.7.
Or la matrice de f∗ sur ce sous-espace s’e´crit1 2 00 −1 0
0 2 1
−1 0 02 1 0
2 0 1
 =
 3 2 0−2 −1 0
6 2 1
 , (2.20)
de polynoˆme caracte´ristique (x − 1)3. Comme cette matrice n’est pas diago-
nalisable, f∗ est de type parabolique.
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2.3.3. Type loxodromique. — Il apparaˆıt donc que les seuls automor-
phismes ayant une dynamique riche sont ceux de type loxodromique. En effet,
on a le the´ore`me de Gromov et Yomdin :
The´ore`me 2.12 ([Gro03, Yom87]). — Soit f un automorphisme d’une
surface complexe compacte ka¨hle´rienne X. Alors f est de type loxodromique
si et seulement si f est d’entropie positive, et on a l’e´galite´
htop(f) = log (λ(f)) . (2.21)
Remarque 2.13. — Lorsque f est un automorphisme d’une surface com-
plexe compacte X qui n’est pas ka¨hle´rienne, on a ne´cessairement htop(f) = 0
d’apre`s [Can99b] (voir aussi [Can99a, p. 26] pour une de´monstration plus
de´taille´e).
Exemple 2.14. — Reprenons l’exemple 2.11, avec cette fois-ci f = s1◦s2◦s3.
La matrice de f∗ dans la base (F1, F2, F3) de NSgen(X) s’e´crit1 0 20 1 2
0 0 −1
1 2 00 −1 0
0 2 1
−1 0 02 1 0
2 0 1
 =
15 6 210 3 2
−6 −2 −1
 . (2.22)
Son polynoˆme caracte´ristique est x3 − 17x2 − 17x + 1, et ses valeurs propres
sont −1, λ = 9+ 4√5 et 1/λ = 9− 4√5. Ainsi f est de type loxodromique, et
son entropie vaut htop(f) = log(9 + 4
√
5).
Remarque 2.15. — Lorsque f est un automorphisme de type loxodromique,
on a vu que f∗ admet λ(f) et λ(f)−1 comme valeurs propres simples, et
toutes les autres valeurs propres sont de module 1. Comme f∗ provient d’une
transformation Z-line´aire de H2(X;Z), son polynoˆme caracte´ristique est a`
coefficients entiers, et le nombre λ(f) est e´galement un entier alge´brique. On
voit ainsi que λ(f) est un entier quadratique ou un nombre de Salem (7). Parmi
les nombres de Salem, le nombre de Lehmer λ10 ≈ 1, 17628081, de´fini comme
la plus grande racine du polynoˆme
x10 + x9 − x7 − x6 − x5 − x4 − x3 + x+ 1, (2.23)
7. Par de´finition, un nombre de Salem est un entier alge´brique λ > 1 dont les conjugue´s
sont λ−1 et des nombres complexes de module 1.
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est le plus petit connu. Un the´ore`me de McMullen [McM07] affirme que λ10
est le minimum (8) de tous les degre´s dynamiques d’automorphismes loxodro-
miques (sur toutes les surfaces ka¨hle´riennes compactes possibles).
Notation 2.16. — Fixons une forme de Ka¨hler κ sur X. Lorsque f est un
automorphisme loxodromique de X, on note θ+f et θ
−
f les vecteurs propres de
f∗ sur H1,1(X;R) de´finis par les conditions{
f∗θ+f = λ(f) θ
+
f
θ+f · [κ] = 1
et
{
f∗θ−f = λ(f)
−1 θ−f
θ−f · [κ] = 1
(2.24)
On note aussi
D+f = Rθ
+
f et D
−
f = Rθ
−
f (2.25)
les directions propres associe´es, qui elles ne de´pendent pas de κ.
Proposition 2.17. — Soit f un automorphisme loxodromique d’une sur-
face ka¨hle´rienne compacte X. Les deux droites D+f et D
−
f de f
∗ supportent
des rayons extre´maux dans l’adhe´rence du coˆne de Ka¨hler Kah(X). Plus
pre´cise´ment, pour toute classe de Ka¨hler θ ∈ H1,1(X;R), les limites
lim
n→+∞
1
λ(f)n
f∗nθ et lim
n→+∞
1
λ(f)n
fn∗ θ (2.26)
sont des vecteurs non nuls de D+f et D
−
f respectivement.
De´monstration. — La classe de Ka¨hler θ se de´compose en
θ = α+θ+f + α
−θ−f + θ
⊥, (2.27)
ou` θ⊥ ∈ Vect(θ+f , θ−f )⊥ et α+α− 6= 0. On a f∗nθ−f = λ(f)−n θ−f → 0, et f∗nθ⊥
est borne´e car q est de´finie-ne´gative sur Vect(θ+f , θ
−
f )
⊥. On en de´duit que
lim
n→+∞
1
λ(f)n
f∗nθ = lim
n→+∞
1
λ(f)n
f∗n(α+θ+f ) = α
+θ+f . (2.28)
Le re´sultat pour la limite de 1λ(f)n f
n∗ θ est obtenu de manie`re similaire, en
remplac¸ant f par f−1.
Le coˆne de Ka¨hler e´tant invariant par f∗, on obtient des vecteurs non nuls
de D+f et D
−
f comme limites d’e´le´ments de Kah(X). Le fait que les rayons
engendre´s par ces vecteurs soient extre´maux dans Kah(X) provient du fait
qu’ils sont d’auto-intersection nulle, et Kah(X) ⊂ {q ≥ 0}.
8. Voir aussi [BK06] et [McM11b, McM11a] pour des exemples ou` ce minimum est
atteint, le premier pour une surface rationnelle, le deuxie`me pour une surface K3.
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2.3.4. Cas des surfaces alge´briques. — Dans le cas ou` X est alge´brique,
la forme d’intersection est de signature (1, ρ(X)−1) sur NS(X;R). On dispose
donc d’un second espace hyperbolique HalgX = NS
+(X) ∩ {q = 1}, sur lequel
Aut(X) agit aussi par isome´tries. D’apre`s la proposition 2.7, le type d’un au-
tomorphisme f est aussi le type de f∗ en tant qu’isome´trie de HalgX . Dans le
cas ou` f est de type loxodromique, on obtient donc :
Proposition 2.18. — Soit X une surface alge´brique complexe, et soit f un
automorphisme loxodromique de X. Les directions propres D+f et D
−
f sont dans
le sous-espace NS(X;R) de H1,1(X;R), et supportent des rayons extre´maux
dans le coˆne convexe Nef(X).
2.4. Classification d’Enriques-Kodaira et automorphismes
Les puissances tensorielles du fibre´ en droites canonique KX de´finissent des
applications rationnelles
φk : X 99K PH
0(X,K⊗kX )
∗. (2.29)
On de´finit la dimension de Kodaira de X par la formule
kod(X) = max
k∈N∗
dim (φk(X)) , (2.30)
avec la convention que dim (φk(X)) = −∞ lorsque H0(X,K⊗kX ) = {0}. On a
donc
kod(X) ∈ {−∞, 0, 1, · · · ,dim(X)}. (2.31)
Pour les surfaces ka¨hle´riennes compactes, la classification suivante est due
a` Enriques et Kodaira (voir [BHPVdV04, §6]) :
(1) kod(X) = −∞ : X est une surface rationnelle ou une surface re´gle´e.
(2) kod(X) = 0 : le mode`le minimal de X est un tore, une surface K3, une
surface hyper-elliptique ou une surface d’Enriques.
(3) kod(X) = 1 : X est une surface elliptique d’un type particulier (la
fibration elliptique est donne´e par une puissance du fibre´ canonique KX).
(4) kod(X) = 2 : X est ce que l’on appelle une surface de type ge´ne´ral.
De plus, on a unicite´ du mode`le minimal lorsque kod(X) ≥ 0.
Nous reviendrons plus en de´tails sur certains de ces types de surfaces, et
notamment sur ceux qui apparaissent dans le the´ore`me suivant :
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The´ore`me 2.19 ([Can99b, Nag61]). — Soit X une surface ka¨hle´rienne
compacte. On suppose qu’il existe un automorphisme f de type loxodromique
sur X. Alors kod(X) = −∞ ou 0. De plus :
(1) Dans le cas ou` kod(X) = −∞, X est une surface rationnelle isomorphe
a` P2C e´clate´ en au moins 10 points.
(2) Dans le cas ou` kod(X) = 0, f induit un automorphisme loxodromique
sur le mode`le minimal de X, qui est un tore, une surface K3 ou une surface
d’Enriques.
Ide´e de la de´monstration. — Pour une de´monstration plus comple`te, on
pourra se reporter a` [Can99a]. Si kod(X) = 2, le groupe Aut(X) est fini
d’apre`s [Mat63]. Si kod(X) = 1, la fibration elliptique d’Iitaka φk : X → B
(pour un certain k ∈ N∗) est pre´serve´e par tout automorphisme f , ce qui
implique que f est de type parabolique ou elliptique. Le meˆme argument
montre aussi que les automorphismes des surfaces hyper-elliptiques et des
surfaces re´gle´es sont d’entropie nulle, car ils pre´servent une fibration elliptique
ou rationnelle.
Pour les surfaces rationnelles, le fait qu’elles soient isomorphes a` P2 e´clate´es
en au moins 10 est duˆ a` [Nag61].
Lorsque X0 est une surface minimale de dimension de Kodaira nulle,
ses applications birationnelles co¨ıncident avec ses automorphismes d’apre`s
[IS96, p. 180]. Ainsi f induit un automorphisme sur le mode`le minimal X0
lorsque kod(X) = 0.
Des exemples sont connus pour chacun des cas e´nume´re´s dans le the´ore`me
2.19 :
(1) Lorsque X = C2/Λ est un tore, un automorphisme f de X provient, a`
translation pre`s, d’une transformation line´aire F de C2. Le rayon spectral de
f∗ sur H1,1(X;R) est alors le carre´ de celui de F , et il existe de nombreux
exemples ou` celui-ci est plus grand que 1. Par exemple, lorsque le re´seau Λ se
de´compose en Γ×Γ, la matrice
(
2 1
1 1
)
induit un automorphisme f sur C2/Λ
avec λ(f) =
(
3+
√
5
2
)2
. On verra d’autres exemples au chapitre 8.
(2) Un automorphisme loxodromique d’un tore donne par passage au quo-
tient un automorphisme loxodromique sur la surface de Kummer associe´e, qui
est une surface K3. Un exemple moins trivial est celui donne´ dans [Can01],
qui a de´ja` e´te´ de´crit en 2.14. D’autres exemples avaient e´te´ e´tudie´s auparavant
dans [Fan06, Sev10] et [Weh88].
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(3) Une surface d’Enriques est le quotient d’une surface K3 par une involu-
tion holomorphe agissant sans point fixe, et les automorphismes proviennent
d’automorphismes sur cette surface K3.
(4) Des exemples sur les surfaces rationnelles ont e´te´ e´tudie´s dans [McM07]
et [BK06, BK09a, BK10, BK09b] entre autres.
Remarque 2.20. — Soit X une surface ka¨hle´rienne compacte de dimension
de Kodaira nulle. On sait que son mode`le minimal X ′ admet un reveˆtement
e´tale fini π : Y → X ′, ou` Y est un tore ou une surface K3. Comme le fibre´ cano-
nique KY est trivial, Y admet une 2-forme holomorphe Ω qui ne s’annule pas,
et Ω∧Ω de´finit alors une forme volume sur Y , qui est uniquement de´termine´e a`
une constante pre`s. On peut par exemple choisir la normalisation
∫
Y Ω∧Ω = 1.
Cette forme volume est invariante par les automorphismes du reveˆtement, et
passe donc au quotient en une forme volume ≪ canonique ≫ sur X, de volume
total 1. Celle-ci est pre´serve´e par tous les automorphismes de X.
De meˆme, lorsque X (et donc Y ) posse`de une structure re´elle, |Ω| de´termine
une forme d’aire sur Y (R), qui passe au quotient en une forme d’aire cano-
nique µX sur X(R), qui est pre´serve´e par tous les automorphismes de XR.
2.5. Courbes pe´riodiques
Soit f un automorphisme d’une surface ka¨hle´rienne compacte X. Une
courbe complexe compacte C est dite pe´riodique lorsque cette courbe est
invariante par un ite´re´ de f .
Proposition 2.21. — Soit f un automorphisme loxodromique d’une sur-
face ka¨hle´rienne compacte X. Une courbe irre´ductible C est pe´riodique si
et seulement si sa classe [C] dans H1,1(X;R) appartient a` l’orthogonal du
plan Π = Vect(θ+f , θ
−
f ). En particulier, toute courbe pe´riodique est d’auto-
intersection ne´gative.
De´monstration. — Soit C une courbe (irre´ductible ou non) invariante par fk.
Puisque f∗ est une isome´trie pour la forme d’intersection, les sous-espaces
propres de f∗k sont orthogonaux deux a` deux, et on en de´duit que [C] ∈ Π⊥.
La forme d’intersection est de´finie-ne´gative sur Π⊥ (car de signature (1, 1)
sur Π), d’ou` C2 < 0.
Re´ciproquement, soit C une courbe irre´ductible telle que [C] ∈ Π⊥.
Comme q est de´finie-ne´gative sur Π⊥, il n’y a qu’un nombre fini de points
entiers θ ∈ Π⊥ ∩ H2(X;Z) tels que q(θ) = [C]2. En particulier, il existe un
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entier k > 0 tel que f∗k[C] = [C]. Puisque C2 < 0 et C est irre´ductible, la
classe [C] est re´duite a` la seule courbe C, et donc f−k(C) = C.
En utilisant le crite`re de Grauert-Mumford (voir [BHPVdV04, §III (2.1)
p. 91]), on peut alors contracter les courbes pe´riodiques, et on obtient le
re´sultat suivant :
The´ore`me 2.22 ([Can01, DJS07, Kaw08, Can10a])
Soit f un automorphisme loxodromique d’une surface ka¨hle´rienne com-
pacte X.
(1) Il n’y a qu’un nombre fini de courbes irre´ductibles pe´riodiques, et celles-
ci sont de genre (9) 0 ou 1. Plus pre´cise´ment, quitte a` prendre un ite´re´ de f
et a` contracter un nombre fini de (−1)-courbes (10) pe´riodiques, chaque courbe
pe´riodique connexe est
• soit un arbre de courbes rationnelles lisses ;
• soit une courbe de genre 1 qui est de l’un des types suivants :
– une courbe elliptique lisse,
– une courbe rationnelle avec une singularite´ nodale ou cuspidale,
– une union de deux courbes rationnelles qui se coupent en deux
points (confondus ou non),
– trois courbes rationnelles qui s’intersectent en un unique point
– ou un cycle de n ≥ 3 courbes rationnelles lisses.
(2) Il existe un morphisme birationnel π : X → X0, ou` X0 est une surface
normale e´ventuellement singulie`re, qui contracte les courbes pe´riodiques
connexes de f . Par conse´quent, f induit sur X0 un automorphisme
f0 : X0 → X0 de type loxodromique.
Remarque 2.23. — Si X est un tore, il ne peut pas y avoir de courbe
pe´riodique, car X n’admet pas de courbe d’auto-intersection ne´gative.
Lorsque X est une surface K3 ou une surface d’Enriques, la formule du genre
permet de montrer que les courbes pe´riodiques irre´ductibles sont des courbes
rationnelles lisses d’auto-intersection −2. En revanche, les courbes pe´riodiques
peuvent eˆtre de genre 1 sur une surface rationnelle (voir [Can10a] pour un
exemple).
9. Cf. the´ore`me 1.3 pour la de´finition du genre pour une courbe non lisse.
10. Par de´finition, une (−1)-courbe est une courbe rationnelle lisse (irre´ductible) d’auto-
intersection −1.
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2.6. Automorphismes des surfaces re´elles
A` partir de maintenant, XR est une surface ka¨hle´rienne re´elle (compacte
par hypothe`se). Un automorphisme de XR (ou automorphisme re´el de X)
est par de´finition un automorphisme de X qui commute avec σ (11). Dans le
cas ou` XR est une sous-varie´te´ alge´brique de PnR, les automorphismes de XR
correspondent aux automorphismes de X qui sont de´finis par des formules
polynomiales a` coefficients re´els. On note Aut(XR) le sous-groupe de Lie re´el
de Aut(XC) forme´ par ces automorphismes.
Notation 2.24. — Lorsque f ∈ Aut(XR), on note fR (resp. fC) le
diffe´omorphisme analytique induit sur X(R) (resp. sur X(C)).
Par restriction, on a une action du groupe Aut(XC) sur les diviseurs et la
cohomologie de XC. Le fait que les automorphismes re´els commutent avec σ
implique que cette action commute avec l’action de σ. Par conse´quent, l’action
de Aut(XR) pre´serve :
• le sous-groupe Div(XR) de Div(XC) ;
• le sous-groupe Pic(XR) de Pic(XC) ;
• le sous-groupe NS(XR) de NS(XC), ainsi que les coˆnes convexes
NS+(XR) et Amp(XR) ;
• le sous-espace H1,1(XR;R) de H1,1(XC;R), ainsi que les coˆnes
convexes H+(XR) et Kah(XR).
La` encore, la proposition 2.7 implique que l’on peut regarder l’action de
Aut(XR) sur le sous-espace H
1,1(XR;R), ou meˆme sur NS(XR;R) dans le cas
ou` X est alge´brique, pour connaˆıtre le type de fC : XC → XC (on dit plus
simplement le type de f). Dans le cas loxodromique, cela donne le re´sultat
suivant :
Proposition 2.25. — Soit XR une surface ka¨hle´rienne re´elle, et soit f un
automorphisme de type loxodromique de XR.
(1) Les directions propres D+f et D
−
f sont dans le sous-espace H
1,1(XR;R),
et supportent des rayons extre´maux dans l’adhe´rence du coˆne de Ka¨hler re´el
Kah(XR).
11. Il est demande´ ici que les automorphismes soient de´finis sur X(C), ce qui diffe`re de
la terminologie utilise´e par certains auteurs, comme par exemple [KM09]. Dans ce dernier
texte, un automorphisme de XR est ce que nous appelons dans la suite un diffe´omorphisme
birationnel (voir chapitre 14).
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(2) Si de plus X est alge´brique, alors les droites D+f et D
−
f sont dans le sous-
espace NS(XR;R), et supportent des rayons extre´maux dans le coˆne convexe
Nef(XR).
En combinant la proposition 2.7 avec le the´ore`me 2.10, on en de´duit aussi
la caracte´risation suivante des automorphismes re´els de type parabolique :
The´ore`me 2.26. — Soit f un automorphisme d’une surface ka¨hle´rienne
re´elle XR. Alors f est de type parabolique si et seulement si f pre´serve
une fibration elliptique re´elle et aucun ite´re´ de fC n’est isotope a` l’identite´
sur X(C).
Esquisse de de´monstration. — Seul le sens direct est non trivial. Supposons
que fC soit de type parabolique. Il pre´serve alors une fibration elliptique,
dont la fibre ge´ne´rique F est une courbe lisse de genre 1 telle que F 2 = 0.
La classe de F engendre l’unique droite fixe D de f∗ dans le coˆne iso-
trope, donc celle-ci est dans NS(XR). Autrement dit, on a [F
σ] = [F ].
Le syste`me line´aire |F + F σ| est alors un syste`me line´aire re´el non trivial,
car H0(X,OX(F )) s’injecte dans H0(X,OX(F + F σ)). Sa partie mobile est
sans point base, car (F + F σ)2 = 0. La factorisation de Stein du morphisme
induit par ce syste`me line´aire est alors une fibration elliptique re´elle qui est
pre´serve´e par f . Voir aussi [Kol97, p. 5] pour une de´monstration similaire.
Remarque 2.27. — Le diffe´omorphisme fR peut eˆtre isotope a` l’identite´
sur X(R) sans que fC soit isotope a` l’identite´ sur X(C). Par exemple, soit X
la surface re´elle lisse de degre´ (2, 2, 2) dans P1R×P1R×P1R, donne´e par l’annu-
lation du polynoˆme
P (x1, x2, x3) = (x
2
1 + 1)(x
2
2 + 1)(x
2
3 + 1) + tx1x2x3 − 2, (2.32)
ou` t est un parame`tre re´el non nul. Topologiquement X(R) est une sphe`re,
donc tout automorphisme de XR est isotope a` l’identite´ sur X(R). Cependant,
si f est l’automorphisme re´el donne´ par l’un des deux exemples 2.11 ou 2.14, f
est de type parabolique ou loxodromique, donc n’est pas isotope a` l’identite´
sur X(C).
CHAPITRE 3
COURANTS POSITIFS FERME´S
On suit ici [Sib99], auquel on pourra se re´fe´rer pour plus de de´tails.
3.1. Ge´ne´ralite´s sur les courants
De´finition 3.1. — Soit M une varie´te´ C∞ de dimension m. Un courant de
degre´ k (ou plus simplement un k-courant) surM est une forme line´aire conti-
nue sur l’espace Dm−k(M) des formes diffe´rentielles C∞ de degre´ m − k a`
support compact. On note Dm−k(M)′ l’espace des k-courants, que l’on munit
de la topologie de la convergence faible.
Remarque 3.2. — L’espace des 0-courants s’identifie a` l’espace des distribu-
tions, via un choix de forme volume sur M .
Exemple 3.3. — Toute k-forme diffe´rentielle ω sur M de´finit un k-courant,
toujours note´ ω, par la formule
〈ω, θ〉 =
∫
M
ω ∧ θ (3.1)
pour toute θ ∈ Dm−k(M).
Exemple 3.4. — Soit N une sous-varie´te´ de dimension m − k de M . On
de´finit le courant d’inte´gration sur N , note´ {N}, par la formule :
〈{N}, θ〉 =
∫
N
θ|N (3.2)
pour toute θ ∈ Dm−k(M).
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De´finition 3.5. — Pour tout courant T sur une varie´te´ M , on de´finit la
restriction de T a` un ouvert U par la formule
〈T|U , θ〉 = 〈T, θ〉 (3.3)
pour toute forme diffe´rentielle θ a` support compact dans U . Le support de T ,
note´ Supp(T ), est alors le plus grand ferme´ F ⊂M tel que T|M\F = 0.
De´finition 3.6. — Soit T un k-courant sur une varie´te´ M . On de´finit un
(k + 1) courant dT par la formule
〈dT, θ〉 = (−1)k+1〈T, dθ〉 (3.4)
pour toute θ ∈ Dm−k−1(M). On dit que T est ferme´ lorsque dT = 0, et exact
lorsqu’il existe S ∈ Dm−k+1(M)′ tel que T = dS.
Remarque 3.7. — Lorsque ω est une k-forme diffe´rentielle de classe C1, la
diffe´rentielle au sens des courants co¨ıncide avec celle au sens des formes, graˆce
au the´ore`me de Stokes. En particulier, ω est ferme´ en tant que courant si et
seulement si ω est ferme´e en tant que forme diffe´rentielle.
Remarque 3.8. — Un courant d’inte´gration sur une sous-varie´te´ ferme´e N
est ferme´, toujours d’apre`s le the´ore`me de Stokes. Plus ge´ne´ralement, le cou-
rant {N} est ferme´ si et seulement si ∂N est de codimension ≥ 2 dans N .
Notons HkD′(M ;R) l’espace vectoriel quotient
HkD′(M ;R) =
{T ∈ Dk(M)′ |T est ferme´}
{T ∈ Dk(M)′ |T est exact} . (3.5)
L’espace de cohomologie de De Rham Hk(M ;R) se plonge naturellement
dans HkD′(M ;R), et il se trouve que ce plongement est un isomorphisme (voir
[GH94, p. 382]). On peut donc conside´rer la classe d’un k-courant ferme´ T ,
modulo les courants exacts, comme un e´le´ment de Hk(M ;R). On notera [T ]
une telle classe.
3.2. Courants sur une varie´te´ complexe
De´finition 3.9. — Soit X une varie´te´ complexe de dimension n. Un courant
de type (p, q) (ou plus simplement un (p, q)-courant) est une forme C-line´aire
continue sur l’espace Dn−p,n−q(X) des formes diffe´rentielles C∞ de type (n−
p, n−q) a` support compact. On note Dn−p,n−q(X)′ l’espace des (p, q)-courants,
que l’on munit de la topologie de la convergence faible.
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Pour tout entier k ≤ 2n, on a la de´composition en somme directe de sous-
espaces ferme´s :
D2n−k(X)⊗C =
⊕
p+q=k
Dn−p,n−q(X). (3.6)
Si l’on identifie l’espace Dn−p,n−q(X)′ au sous-espace de D2n−k(X)′⊗C forme´
des formes line´aires qui s’annulent sur
⊕
(p′,q′) 6=(p,q)Dn−p
′,n−q′(X) (ce que l’on
fera toujours), on a alors, par dualite´, la de´composition en somme directe :
D2n−k(X)′ ⊗C =
⊕
p+q=k
Dn−p,n−q(X)′. (3.7)
Avec cette e´criture, un courant de type (p, q) est un courant (complexe) de
degre´ p + q particulier. Par exemple, le (p + q)-courant de´fini par une forme
de type (p, q) est un courant de type (p, q).
Au niveau de la cohomologie, cette de´composition en somme directe induit
la de´composition de Hodge usuelle lorsque X est une varie´te´ ka¨hle´rienne com-
pacte. Autrement dit, la classe d’un courant de type (p, q) est dansHp,q(X;C).
De meˆme que l’on a de´fini un ope´rateur d sur les courants, on de´finit les
ope´rateurs ∂ et ∂. On de´finit e´galement un ope´rateur
dc =
1
2iπ
(∂ − ∂), (3.8)
de telle sorte que l’on a
ddc =
i
π
∂∂ (3.9)
et
〈ddc T, θ〉 = 〈T, ddc θ〉 (3.10)
pour tout courant T ∈ D2n−k(X)′ et pour toute forme θ ∈ D2n−k(X).
Comme l’ope´rateur d, mais contrairement aux ope´rateurs ∂ et ∂, dc est un
ope´rateur re´el, au sens ou` dcT = dcT . En particulier, si T est une courant re´el
de type (p, p), alors ddc T est un courant re´el de type (p+1, p+1). Le lemme
suivant est une variation de [GH94, p. 149] :
Lemme 3.10 (dit ≪ du ddc global ≫). — Soit T un courant re´el de type
(p, p) sur une varie´te´ ka¨hle´rienne compacte X. On suppose que le courant T
est exact pour l’un des ope´rateurs d, ∂ ou ∂. Alors il existe un courant re´el S
de type (p− 1, p− 1) tel que
T = ddc S. (3.11)
De plus, si T est donne´ par une forme diffe´rentielle C∞, alors S e´galement.
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3.3. Courants positifs
De´finition 3.11. — Soit T un courant de type (p, p) sur une varie´te´ com-
plexe X. On dit que T est positif lorsque
〈T, iα1 ∧ α1 ∧ · · · ∧ iαn−p ∧ αn−p〉 ≥ 0 (3.12)
pour tout (n− p)-uplet de formes (α1, · · · , αn−p) ∈ (D1,0(X))n−p.
En particulier, un courant positif est re´el.
Exemple 3.12. — Soit Y une sous-varie´te´ complexe deX de dimension n−p.
Alors le courant d’inte´gration {Y } est un courant de type (p, p) qui est positif,
et ferme´ lorsque Y est ferme´e.
Plus ge´ne´ralement, lorsque Y est une sous-varie´te´ analytique complexe qui
n’est pas lisse, on de´finit le courant d’inte´gration {Y } comme le courant
d’inte´gration sur la partie lisse de Y . C’est un courant positif, qui est ferme´
lorsque Y est ferme´e (car l’ensemble des points singuliers de Y est de codi-
mension re´elle au moins 2 dans Y ).
Proposition 3.13 ([GH94, p.386]). — Soit T un (p, p)-courant positif sur
une varie´te´ complexe X de dimension n. Alors T s’e´tend en une unique forme
line´aire continue T˜ sur l’espace des (n− p, n− p)-formes continues a` support
compact sur X. (1)
Dans la suite, lorsqu’on parle de courants positifs ferme´s, il est sous-entendu
que ceux-ci sont de type (1, 1).
3.3.1. Masse. — Soit X une varie´te´ complexe compacte de dimension n,
que l’on munit d’une me´trique hermitienne h. Cette me´trique induit une norme
sur l’espace Dn−p,n−p(X). Lorsque T est un courant positif de type (p, p), la
norme de T en tant que forme line´aire sur Dn−p,n−p(X) est appele´e masse du
courant T par rapport a` la me´trique h, que l’on note ‖T‖h. Si l’on note κ la
(1, 1)-forme Im(h) (non ne´cessairement ferme´e), on a la formule
‖T‖h =
〈
T,
κn−p
(n− p)!
〉
. (3.13)
Lorsque κ est une forme de Ka¨hler, on note plutoˆt ‖T‖κ la masse par rapport
a` la me´trique ka¨hle´rienne, et l’e´galite´ pre´ce´dente se traduit en terme d’inter-
sections de classes :
‖T‖κ =
1
(n− p)! [T ] · [κ]
n−p. (3.14)
1. En termes plus savants, on dit que le courant S est d’ordre 0.
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Comme la norme induite par la me´trique h sur Dn−p,n−p(X) est continue
par rapport a` la topologie de Dn−p,n−p(X), on en de´duit :
Proposition 3.14. — Un ensemble de courants positifs de masses borne´es
est relativement compact (pour la topologie faible sur l’espace des courants).
3.3.2. Potentiel. — Une fonction pluri-sous-harmonique sur une varie´te´
complexe X est une fonction u : X → R ∪ {−∞} telle que
(i) u est semi-continue supe´rieurement ;
(ii) pour tout disque holomorphe ϕ : D → X, la fonction v = u ◦ ϕ est
sous-harmonique, ce qui signifie que
v(z) ≤ 1
2π
∫ 2pi
0
v(z + reiθ) dθ (3.15)
de`s que le disque de rayon r centre´ en z est inclus dans D (cela n’exclut pas
le cas ou` v est identiquement e´gale a` −∞).
Pour les proprie´te´s de base des fonctions sous-harmoniques et pluri-sous-
harmoniques, je renvoie le lecteur a` [Gun90]. Par exemple, on montre que
toute fonction pluri-sous-harmonique u est localement inte´grable (sauf si elle
est identiquement e´gale a` −∞). Ceci permet de de´finir le (1, 1)-courant ddc u,
qui est positif ferme´. Localement, tous les courants positifs ferme´s sont de
cette forme :
Lemme 3.15 (dit ≪ du ddc local ≫ [GH94, p. 387])
Soit T un courant positif ferme´ sur une varie´te´ complexe X. Alors locale-
ment, on peut e´crire
T = ddc u, (3.16)
ou` u est une fonction pluri-sous-harmonique, unique a` addition pre`s d’une
fonction pluri-harmonique. De plus, si T est donne´ par une forme diffe´rentielle
C∞, alors u est une fonction C∞.
Cela signifie que pour tout point x ∈ X, il existe un voisinage ouvert U
et une fonction pluri-sous-harmonique u sur U telle que T|U = ddc u, ou` le
courant T|U est de´fini par la restriction de la forme line´aire T au sous-espace
ferme´ D1,1(U) ⊂ D1,1(X).
De´finition 3.16. — Une fonction u comme dans le lemme 3.15 est appele´e
potentiel local du courant T .
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Remarque 3.17. — Comme la diffe´rence entre deux potentiels locaux est
une fonction pluri-harmonique, donc C∞, les potentiels locaux de T ont tous
la meˆme re´gularite´. On peut ainsi parler sans ambigu¨ıte´ de la re´gularite´ des
potentiels (locaux) d’un courant positif ferme´ : re´gularite´ C0, α-Ho¨lder, C∞,
etc.
Proposition 3.18. — Soit T un courant positif ferme´ sur une varie´te´ com-
plexe X. On suppose que T est donne´ sur un ouvert U par un potentiel local
u. Alors
(X\Supp(T ))∩U = {x ∈ X |u est pluri-harmonique dans un voisinage de x}.
(3.17)
3.4. Ope´rations sur les courants
3.4.1. Image directe. — Soit f :M → N une application lisse entre deux
varie´te´s M et N de dimensions respectives m et n, et soit T un k-courant sur
M . On suppose que l’application f est propre en restriction au support de T
(ceci est le cas par exemple lorsque M est compacte). On peut alors de´finir
l’image directe f∗T du courant T par f par la formule :
〈f∗T, θ〉 = 〈T, f∗θ〉 (3.18)
pour toute forme θ ∈ Dm−k(N). Il s’agit donc d’un courant de degre´ k+n−m
sur N .
3.4.2. Image re´ciproque. — Soit f : X → Y une application holomorphe
entre deux varie´te´s complexes X et Y , et soit T un courant positif ferme´ de
type (1, 1) sur Y . On peut de´finir un courant positif ferme´ f∗T sur X, dit
image re´ciproque de T par f , de la manie`re suivante : si u est un potentiel
local de T sur un ouvert U ⊂ Y , on pose f∗T|f−1(U) = ddc u◦f . Cette de´finition
ne de´pend pas du potentiel choisi, car si u′ est un autre potentiel, (u− u′) ◦ f
est pluri-harmonique, et donc ddc(u−u′)◦f = 0. Comme X est recouvert par
de tels ouverts, on de´finit ensuite f∗T globalement graˆce a` une partition de
l’unite´ subordonne´e a` un tel recouvrement.
L’image re´ciproque d’un courant est compatible avec l’ope´ration pull-back
sur la cohomologie, c’est-a`-dire que pour tout courant positif ferme´ T , on a
f∗[T ] = [f∗T ]. (3.19)
Dans le cas ou` f : X → X est un automorphisme d’une varie´te´ complexe
compacte, on peut prendre l’image directe ou l’image re´ciproque d’un courant
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par f ou par f−1, et on a la formule :
f∗T = (f−1)∗T (3.20)
pour tout courant positif ferme´ T .
3.4.3. Produit exte´rieur. — Soient T et S des courants positifs ferme´s sur
une varie´te´ complexe X, de types respectifs (1, 1) et (p, p). On suppose que les
potentiels locaux de T sont continus. Sous ces hypothe`ses, nous allons de´finir,
selon [BT76], un courant T ∧ S de type (p + 1, p + 1), dit produit exte´rieur
(ou intersection) de T et S.
Soit u un potentiel continu de T sur un ouvert U ⊂ X, et soit S˜ le prolonge-
ment de S a` l’espace des (n−p, n−p)-formes continues a` support compact (cf.
proposition 3.13). On peut donc de´finir un courant uS sur U par la formule
〈uS, θ〉 = 〈S˜, uθ〉 (3.21)
pour tout θ ∈ Dn−p,n−p(U). Puis on pose
(T ∧ S)|U = ddc uS. (3.22)
Comme S est ferme´, cette de´finition ne de´pend pas du potentiel u choisi. On
de´finit ensuite T ∧ S globalement graˆce a` une partition de l’unite´.
Cette de´finition prolonge celle du produit exte´rieur des formes diffe´rentielles.
Lorsque S est un courant de type (n− 1, n− 1), le produit exte´rieur de T et
S est une mesure de masse totale [T ] · [S].
3.5. Nombres de Lelong
3.5.1. De´finition et exemples. — Je suis ici [GH94]. SoientX une varie´te´
complexe de dimension n, T un courant de type (p, p) positif ferme´ sur X, et
x un point de X. Nous allons associer a` chaque point x ∈ X un nombre positif
ν(T, x), dit nombre de Lelong de T en x, qui vaut 0 lorsque le courant T
est lisse en x (c’est-a`-dire qu’en restriction a` un voisinage de x, T est donne´
par une (n − p, n − p)-forme lisse), et qui vaut 1 lorsque T est un courant
d’inte´gration sur une sous-varie´te´ lisse passant par x.
Dans un premier temps, de´finissons les nombres de Lelong pour un courant
positif ferme´ T sur un ouvert Ω deCn (T de type (p, p)). On note ω = i2∂∂‖z‖2
la forme de Ka¨hler standard sur Cn. Fixons un point x ∈ Ω. Pour 0 < r ≤
dist(x, ∂Ω), on de´finit
ν(T, x, r) =
1
(πr2)n−p
〈T, χB(x,r)ωn−p〉, (3.23)
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ou` χB(x,r) de´signe la fonction caracte´ristique de la boule B(x, r) de centre x
et de rayon r dans Cn. Ici, le nombre 〈T, χB(x,r)〉 est de´fini graˆce a` une limite
croissante de fonctions C∞ a` support compact dans B(x, r) qui convergent,
dans L1loc, vers χB(x,r).
The´ore`me 3.19 (Lelong (voir [GH94, p. 390])). — La fonction r 7→
ν(T, x, r) est une fonction positive et croissante sur l’intervalle ]0, dist(x, ∂Ω)].
Cette fonction posse`de donc une limite positive en 0, que l’on appelle nombre
de Lelong de T en x :
ν(T, x) = lim
r→0
ν(T, x, r). (3.24)
Lorsque T est un courant positif ferme´ sur X, tout point x ∈ X posse`de une
carte holomorphe ψ : U → Cn centre´e en x, et on de´finit ν(T, x) = ν(ψ∗T, 0).
Ce nombre ne de´pend pas du choix de la carte, car les nombres de Lelong sont
invariants par isomorphisme.
Exemple 3.20. — Si le courant T est donne´ par une forme a` coefficients dans
L1loc, alors ν(T, x) = 0 pour tout x ∈ X, par convergence domine´e.
Exemple 3.21. — Lorsque T est le courant d’inte´gration sur un sous-espace
vectoriel complexe de codimension p dans Cn, on voit, graˆce a` la formule de
Wirtinger, que
1
(n− p)!〈T, χB(0,r)ω
n−p〉 = (πr
2)n−p
(n− p)! (3.25)
(c’est le volume de la boule de rayon r dans Cn−p). Par conse´quent, on a
ν(T, 0) = ν(T, 0, r) = 1 pour tout r > 0.
De manie`re plus ge´ne´rale, si T est le courant d’inte´gration sur une sous-
varie´te´ analytique complexe ferme´e Y ⊂ X, le nombre de Lelong ν(T, x) est
e´gal a` la multiplicite´ de Y en x.
3.5.2. Minoration de l’aire d’une courbe holomorphe et comparaison
aire–diame`tre. — Le re´sultat suivant est un cas particulier du the´ore`me de
Lelong 3.19 (voir aussi [BD01, appendice] pour un e´nonce´ similaire) :
Corollaire 3.22. — Soit X une varie´te´ complexe compacte munie d’une
me´trique riemannienne g. Il existe r0 > 0 et c > 0 tels que pour toute courbe
complexe C ⊂ X, pour tout x ∈ C et pour tout r ≤ r0, on ait :
distg(x, ∂C) ≥ r =⇒ aireg(C) ≥ cr2. (3.26)
Dans la de´monstration, on utilise un type particulier de recouvrement, que
l’on re´utilisera a` de nombreuses reprises :
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De´finition 3.23. — Soit X une varie´te´ complexe compacte de dimension n.
Un recouvrement relativement compact de X est une famille de triplets
(Uα, V α, ψα)α∈A, avec A fini, telle que :
(1) Uα et V α sont des ouverts de X ;
(2) X =
⋃
α∈A U
α ;
(3) Uα ⋐ V α, i.e. Uα est relativement compact dans V α ;
(4) ψα : V α → Cn est une carte holomorphe.
De´monstration du corollaire 3.22. — Fixons un recouvrement relativement
compact (Uα, V α, ψα)α de X. Soit r0 > 0 tel que chaque boule Bg(x, r0) de
rayon r0 soit incluse dans un des ouverts U
α du recouvrement. Comme Uα
est relativement compact dans V α, il existe une constante δ > 0 telle que l’on
ait, pour tout α et tout vecteur v tangent a` Uα :
1
δ
‖ψα∗ v‖ ≤ ‖v‖g ≤ δ‖ψα∗ v‖. (3.27)
Soient C une courbe analytique dans X, et x un point de C. On suppose
qu’il existe r ∈ ]0, r0] tel que distg(x, ∂C) ≥ r. Soit α tel que B(x, r) ⊂ Uα. On
pose
x′ = ψα(x), C ′ = ψα(C ∩ Uα) et r′ = r/δ, (3.28)
de telle sorte que ψα(Bg(x, r)) contienne la boule B(x
′, r′) de Cn, et donc
∂C ′ ∩B(x′, r′) = ∅. (3.29)
On de´finit sur B(x′, r′) ⊂ Cn le courant d’inte´gration
T = {C ′ ∩B(x′, r′)}. (3.30)
Comme ∂C ′∩B(x′, r′) = ∅, il s’agit d’un courant positif ferme´, donc on peut lui
appliquer le the´ore`me de Lelong 3.19 : la fonction t 7→ ν(T, 0, t) est de´croissante
sur ]0, r′], et converge en 0 vers ν(T, 0) = 1. On en de´duit que
aire(C ′ ∩B(x′, r′))
πr′2
= ν(T, 0, r′) ≥ 1, (3.31)
et donc, graˆce a` l’ine´galite´ (3.27),
aireg(C) ≥ 1
δ2
aire(C ′) ≥ πr
′2
δ2
=
π
δ4
r2. (3.32)
On a ainsi la minoration voulue, avec c = π/δ4.
Remarque 3.24. — Lorsque X = Cn munie de sa me´trique hermitienne
standard, on peut choisir r0 = +∞ et c = π.
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Comme conse´quence du corollaire 3.22, on a le the´ore`me suivant sur la
comparaison aire–dimame`tre (voir [BD01, appendice]) :
The´ore`me 3.25 (Briend – Duval). — Soit X une varie´te´ complexe com-
pacte (ou plus ge´ne´ralement un espace analytique complexe), munie d’une
me´trique riemannienne g. Pour tous ε > 0 et a ∈ ]0, 1[, il existe η > 0 tel
que pour tout disque holomorphe ψ : D→ X, on ait :
aireg(ψ(D)) < η =⇒ diamg(ψ(Da)) < ε, (3.33)
ou` Da de´signe le disque de rayon a dans C.
3.5.3. Estime´es volumiques. — Le the´ore`me suivant est une ge´ne´ralisa-
tion de [Kis00, the´ore`me 3.1] :
The´ore`me 3.26 (Zeriahi [Zer01, 4.2]). — Soit Ω un ouvert de Cn, et soit
U un ensemble de fonctions pluri-sous-harmoniques sur Ω. On suppose qu’il
existe un compact K ⊂ Ω et un re´el θ ∈ R∗+ tels que
sup
x∈K
lim
r→0
sup
u∈U
ν(ddc u, x, r) ≤ θ < +∞. (3.34)
Alors pour tout ouvert W contenant K et relativement compact dans Ω, il
existe des constantes C1 > 0 et C2 > 0 telles que
log (vol{x ∈ K |u(x) < −t}) ≤ C1
∫
W
|u|dvol + C2 − t
θ
(3.35)
pour tous u ∈ U et t ∈ R∗+.
L’hypothe`se (3.34) du the´ore`me de Zeriahi est ve´rifie´e lorsque l’ensemble U
est donne´ par des potentiels locaux de courants positifs ferme´s de´finis sur une
varie´te´ ka¨hle´rienne compacte, et que les masses de ces courants sont borne´es :
Proposition 3.27. — Soit X une varie´te´ complexe compacte, munie d’une
me´trique hermitienne h. Il existe une constante θ > 0 telle que pour tout
(p, p)-courant positif ferme´ T et pour tout x ∈ X, on ait la majoration
ν(T, x) ≤ θ‖T‖h. (3.36)
Plus pre´cise´ment, si l’on fixe un recouvrement relativement compact
(Uα, V α, ψα)α de X, alors il existe des compacts K
α ⊂ Uα qui recouvrent X,
et il existe un re´el r0 > 0, tels que pour tout x ∈ Kα, on a
B(ψα(x), r0) ⊂ ψα(Uα) (3.37)
et ν(ψα∗ T, ψ
α(x), r) ≤ θ‖T‖h (3.38)
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pour tout r ≤ r0 et pour tout (p, p)-courant positif ferme´ T . En particulier,
si T est un ensemble de courants positifs ferme´s de masse ≤ 1, alors
max
α
sup
x∈Kα
lim
r→0
sup
T∈T
ν(ψα∗ T, ψ
α(x), r) ≤ θ. (3.39)
De´monstration. — Comme Uα ⋐ V α, il existe δ > 0 tel que
∀α, ∀v ∈ TUα, 1
δ
‖ψα∗ v‖ ≤ ‖v‖h ≤ δ‖ψα∗ v‖. (3.40)
En termes de (1, 1)-formes positives, cela se traduit par
1
δ2
ψα∗ ω ≤ κ ≤ δ2 ψα∗ ω, (3.41)
ou` κ = Im(h) et ω de´signe la forme de Ka¨hler standard sur Cn (n = dim(X)).
Soit ρ0 > 0 tel que pour tout point x ∈ X, il existe α tel que Bh(x, ρ0) ⊂ Uα.
Pour un tel α, on a
B(ψα(x), ρ0/δ) ⊂ ψα(Bh(x, ρ0)) ⊂ ψα(Uα). (3.42)
On pose r0 = ρ0/δ et
Kα = {x ∈ Uα |B(ψα(x), r0) ⊂ ψα(Uα)}. (3.43)
Par construction, ce sont des ensembles compacts qui recouvrent X.
Soit x ∈ Kα. Pour tout r ≤ r0, on obtient :
ν(ψα∗ T, ψ
α
∗ (x), r) ≤ ν(ψα∗ T, ψα∗ (x), r0) (3.44)
=
1
(πr20)
n−p 〈ψα∗ T, χB(ψα(x),r0)ωn−p〉, (3.45)
≤
(
δ2
πr20
)n−p
〈T, κn−p〉 (3.46)
= (n− p)!
(
δ2
πr20
)n−p
‖T‖h. (3.47)
On a donc la majoration voulue avec θ = (n− p)! (δ2/πr20)n−p. On en de´duit :
ν(T, x) = ν(ψα∗ T, ψ
α(x)) ≤ ν(ψα∗ T, ψα(x), r) ≤ θ‖T‖h. (3.48)
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3.6. Courants d’Ahlfors
Soit X une varie´te´ complexe de dimension n, munie d’une me´trique hermi-
tienne h. Soit ϕ : C → X une courbe entie`re (non ne´cessairement injective).
Pour r > 0, on pose
aϕ(r) =
∫
Dr
‖ϕ′‖2h dvol =
∫ r
0
∫ 2pi
0
‖ϕ′(teiθ)‖2h tdθ dt (3.49)
et ℓϕ(r) =
∫
∂Dr
‖ϕ′‖h dσr =
∫ 2pi
0
‖ϕ′(reiθ)‖h r dθ, (3.50)
ou` Dr de´signe le disque de rayon r dans C (centre´ en 0), dvol la forme volume
standard sur C et σr la mesure de Lebesgue sur le cercle ∂Dr. On pose aussi
maϕ(r) =
∫ r
0
aϕ(t)
dt
t
(3.51)
et mℓϕ(r) =
∫ r
0
ℓϕ(t)
dt
t
(3.52)
On note Sϕ,r le (n− 1, n− 1)-courant positif de´fini par :
〈Sϕ,r, θ〉 = 1
maϕ(r)
∫ r
0
[∫
Dt
ϕ∗θ
]
dt
t
. (3.53)
Lorsque ϕ est injectif, on a
aϕ(r) = aire(ϕ(Dr)), (3.54)
ℓϕ(r) = long(ϕ(∂Dr)) (3.55)
et Sϕ,r =
∫ r
0
{ϕ(Dt)}dt
t
/∫ r
0
aire(ϕ(Dt))
dt
t
. (3.56)
Remarque 3.28. — Si l’on note κ la (1, 1)-forme positive associe´e a` h, on a
la formule
aϕ(r) =
∫
Dr
ϕ∗κ. (3.57)
En particulier, les courants Sϕ,r sont tous de masse 1.
Lemme 3.29 (Ahlfors). — Soit X une varie´te´ complexe compacte, munie
d’une me´trique hermitienne h. Pour toute courbe entie`re ϕ : C→ X, on a :
lim inf
r→+∞
mℓϕ(r)
maϕ(r)
= 0. (3.58)
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Par conse´quent, il existe des suites rn → +∞ telles que les courants Sϕ,rn
convergent vers un courant positif ferme´ S. Par de´finition, une telle limite est
un courant d’Ahlfors (2) associe´ a` ϕ.
De´monstration. — Je reproduis ici la preuve de [Bru99]. Par Cauchy-
Schwarz, on a, pour tout r > 0, l’ine´galite´ d’Ahlfors :
ℓϕ(r)
2 =
(∫ 2pi
0
‖ϕ′(reiθ)‖h r dθ
)2
≤ 2πr
(∫ 2pi
0
‖ϕ′(reiθ)‖2h r dθ
)
= 2πra′ϕ(r).
(3.59)
On en de´duit, a` nouveau par Cauchy-Schwarz,
mℓϕ(r)−mℓϕ(1) ≤
∫ r
1
(2πa′ϕ(t))
1/2 dt
t1/2
(3.60)
≤
(∫ r
1
2πa′ϕ(t) dt
∫ r
1
dt
t
)1/2
(3.61)
≤ (2π log(r)aϕ(r))1/2 (3.62)
=
(
2πr log(r)ma′ϕ(r)
)1/2
. (3.63)
Pour ε > 0 et R ≥ 1, on pose B(ε,R) = {r ≥ R |mℓϕ(r) − mℓϕ(1) ≥
εmaϕ(r)}. Lorsque r ∈ B(ε,R), on a
maϕ(r)
2 ≤ 2π
ε2
r log(r)ma′ϕ(r), (3.64)
et on en de´duit que∫
B(ε,R)
dr
r log(r)
≤ 2π
ε2
∫
B(ε,R)
ma′ϕ(r)
maϕ(r)2
dr ≤ 2π
ε2maϕ(R)
< +∞. (3.65)
Comme
∫ +∞
R
dr
r log(r) = +∞, il existe donc r ≥ R tel que r /∈ B(ε,R), i.e.
mℓϕ(r)
maϕ(r)
< ε. (3.66)
Ceci montre l’e´galite´ (3.58) pour la limite infe´rieure, car maϕ(r)→ +∞.
Soit rn → +∞ une suite telle que
lim
n→+∞
mℓϕ(rn)
maϕ(rn)
= 0. (3.67)
2. Certains auteurs les appellent courants de Nevanlinna, et re´servent l’appellation cou-
rants d’Ahlfors aux limites ferme´es des courants non moyenne´s {ϕ(Dr)}/aϕ(r).
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La suite de courants (Sϕ,rn)n est de masse constante e´gale a` 1, donc quitte a`
en extraire une sous-suite, on peut supposer qu’elle converge faiblement vers
un courant positif S. Montrons que ce courant est ferme´. En effet, pour toute
1-forme θ sur X, on a, graˆce au the´ore`me de Stokes,
〈dS, θ〉 = − lim
n→+∞〈Sϕ,rn ,dθ〉 (3.68)
= lim
n→+∞
−1
aϕ(rn)
∫ rn
0
[∫
Dt
ϕ∗dθ
]
dt
t
(3.69)
= lim
n→+∞
−1
aϕ(rn)
∫ rn
0
[∫
∂Dt
ϕ∗θ
]
dt
t
. (3.70)
Pour x ∈ X, on note |||θ(x)|||h la norme d’ope´rateur de θ(x) : TxX → R vis-a`-
vis de la me´trique ka¨hle´rienne sur TX, et on note |||θ|||h = maxx∈X |||θ(x)|||h <
+∞ (par compacite´ de X). Avec ces notations, on a alors∣∣∣∣∫
∂Dt
ϕ∗θ
∣∣∣∣ ≤ ∫
∂Dt
|||θ(ϕ(z))|||h ‖ϕ′‖h dσt(z) ≤ |||θ|||h ℓϕ(t), (3.71)
d’ou` ∣∣∣∣∣ 1aϕ(rn)
∫
∂Drn
ϕ∗θ
∣∣∣∣∣ ≤ |||θ|||h mℓϕ(rn)maϕ(rn) −→n→+∞ 0, (3.72)
et donc 〈dS, θ〉 = 0, ce qui montre que le courant S est ferme´.
A` partir de maintenant, X de´signe une surface. Dans ce cas, la formule de
Jensen (cf. [Dem97, p. 12]) permet de de´montrer (voir [Bru99]) :
The´ore`me 3.30 (Nevanlinna). — Soit S un courant d’Ahlfors associe´ a`
une courbe entie`re ϕ : C → X, ou` X est une surface complexe compacte.
On suppose que l’image de ϕ n’est contenue dans aucune courbe complexe
compacte. Alors [S] est une classe nef, ce qui signifie
[S] · [C] ≥ 0 (3.73)
pour toute courbe complexe C. En particulier, [S]2 ≥ 0.
Lorsque la fonction aϕ est borne´e, on montre en revanche que l’image de ϕ
est contenue dans une courbe rationnelle, ce qui e´tait de´ja` connu dans le cas
ou` X est une surface projective [Dem97], mais pas dans le cas ge´ne´ral.
Proposition 3.31. — Soit X une varie´te´ complexe munie d’une me´trique
hermitienne h, et soit ϕ : C→ X une courbe entie`re telle que
lim
r→+∞ aϕ(r) < +∞. (3.74)
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Alors ϕ se prolonge par continuite´ en une application holomorphe
ϕ˜ : P1(C)→ X. (3.75)
De´monstration. — L’ine´galite´ d’Ahlfors (3.59) implique qu’il existe une suite
Rn → +∞ telle que
ℓϕ(Rn)→ 0. (3.76)
En effet, dans le cas contraire, il existerait ε > 0 et R > 0 tel que ℓϕ(r) > ε
pour r > R, puis par l’ine´galite´ d’Ahlfors
+∞ = ε
2
2π
∫ +∞
R
dr
r
≤
∫ +∞
R
a′ϕ(r) ≤ limr→+∞ aϕ(r) < +∞. (3.77)
Pour r > 0, posons Er = ϕ(C\Dr), ou` Dr de´signe le disque de rayon r. Les
ensembles Er sont de´croissants avec r, et on pose
δ = lim
r→+∞ diamh(Er). (3.78)
Il suffit de montrer que δ = 0. En effet : pour tout suite zn →∞, la suite ϕ(zn)
sera alors de Cauchy, donc convergente dans X, et toutes ces suites auront la
meˆme limite L, que l’on prend comme valeur de ϕ˜ en ∞.
Supposons donc que δ > 0. Pour r < r′, on note Cr,r′ la couronne
Cr,r′ =
{
z ∈ C ∣∣ r < |z| < r′} . (3.79)
A` r fixe´, on a
diamh ϕ(Cr,r′) −→
r′→+∞
diamh ϕ(C\Dr) ≥ δ, (3.80)
donc pour r′ assez grand, ce diame`tre est supe´rieur a` 2δ/3. Il existe donc (rn)
et (r′n) deux suites extraites de (Rn) telles que :
(1) rn < r
′
n < rn+1 ;
(2) ℓϕ(rn) ≤ δ6 et ℓϕ(r′n) ≤ δ6 ;
(3) diamh(An) ≥ 2δ3 , ou` An = ϕ(Crn,r′n).
Affirmation. — Il existe xn ∈ An tel que
disth(xn, ∂An) ≥ δ
12
. (3.81)
Dans le cas contraire, on aurait An = Bn ∪B′n, avec
Bn =
{
x ∈ An | disth(x, ϕ(∂Drn)) <
δ
12
}
(3.82)
et B′n =
{
x ∈ An | disth(x, ϕ(∂Dr′n)) <
δ
12
}
. (3.83)
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Comme max
{
diamh(ϕ(∂Drn)), diamh(ϕ(∂Dr′n))
} ≤ δ12 (d’apre`s la condition
(2)), cela impliquerait :
max
{
diamh(Bn), diamh(B
′
n)
} ≤ δ
12
+
δ
12
+
δ
12
=
δ
4
. (3.84)
Or par connexite´ de An, Bn ∩B′n 6= ∅, et donc
diamh(An) ≤ diamh(Bn) + diamh(B′n) ≤
δ
2
, (3.85)
ce qui contredit la condition (3) et termine la preuve de l’affirmation.
Appliquons alors le corollaire 3.22 du the´ore`me de Lelong, avec les courbes
An et les boules B(xn, δ/12) : il existe η > 0, inde´pendant de n, tel que
aireh(An) ≥ η (3.86)
pour tout n. Cela implique :
aireh(ϕ(C)) ≥
+∞∑
n=0
aireh(An) = +∞, (3.87)
ce qui contredit l’hypothe`se, et ache`ve ainsi la preuve de la proposition 3.31.
CHAPITRE 4
COURANTS DILATE´S ET CONTRACTE´S PAR
UN AUTOMORPHISME
Le but de ce chapitre est de donner une de´monstration comple`te du
the´ore`me suivant :
The´ore`me 4.1 (Cantat [Can01], Dinh – Sibony [DS05, DS10])
Soit X une surface complexe compacte ka¨hle´rienne de forme de Ka¨hler κ,
et soit f : X → X un automorphisme loxodromique de X. Il existe un unique
courant positif ferme´ T+f tel que [T
+
f ] = θ
+
f
(1). En particulier, T+f est l’unique
courant positif ferme´ de masse 1 tel que
f∗T+f = λ(f)T
+
f . (4.1)
De plus, les potentiels locaux de T+f sont α-ho¨lde´riens (donc continus)
(2)
pour tout α < htop(f)/χtop(f) = log(λ(f)) < χtop(f), ou` χtop(g) de´signe
l’exposant de Liapunov topologique χtop(g) = limn→+∞ 1n log |||dgn|||κ,∞ (qui
ne de´pend pas du choix de la me´trique κ).
En appliquant le meˆme re´sultat a` f−1, on obtient l’existence et l’unicite´
d’un courant positif ferme´ T−f = T
+
f−1
, de classe θ−f et de masse 1, tel que
f∗T−f =
1
λ(f)
T−f , (4.2)
avec potentiels ho¨lde´riens e´galement. On dit que le courant T+f est dilate´ par
f , alors que T−f est contracte´ par f .
Dans le dernier paragraphe, on montre que si f posse`de des courbes
pe´riodiques, alors les potentiels de T+f et T
−
f sont constants le long de
1. On rappelle que θ+f l’unique vecteur de H
1,1(X;R) qui ve´rifie f∗θ+f = λ(f) θ
+
f et
θ+f · [κ] = 1.
2. Cette re´gularite´ ne de´pend pas du choix des potentiels locaux, cf. remarque 3.17.
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ces courbes, quitte a` re´duire les ouverts sur lesquels ils sont de´finis. Cette
proprie´te´ s’ave`rera essentielle au chapitre 11 lors de la de´monstration du
the´ore`me 11.15.
La plupart du temps, on notera simplement T+ et T− au lieu de T+f et T
−
f .
Dans la suite du chapitre, on note aussi λ = λ(f).
4.1. Existence du courant dilate´ et continuite´ du potentiel
Appelons r la dimension de H1,1(X;R), et fixons r formes de Ka¨hler
ω1, · · · , ωr dont les classes forment une base de H1,1(X;R). Notons A la
matrice de 1λf
∗ dans cette base, et ω le vecteur colonne
ω =
ω1...
ωr
 . (4.3)
Comme les composantes du vecteur 1λf
∗ω − Aω sont des formes exactes, le
lemme du ddc global 3.10 donne l’existence de fonctions C∞ u1, · · · , ur sur X
telles que, si l’on note u le vecteur t(u1, · · · , ur),
1
λ
f∗ω = Aω + ddc u. (4.4)
On a ainsi, pour tout n ∈ N :
1
λn
f∗nω = Anω + ddc
n−1∑
k=0
1
λk
An−k−1u ◦ fk︸ ︷︷ ︸
vn
. (4.5)
Comme toutes les valeurs propres de A autres que 1 sont de module < 1, la
suite An converge vers la matrice d’une projection sur Rθ+f (c’est la projection
de direction (θ−f )
⊥). Ainsi, le premier membre de la somme converge vers un
vecteur η, dont les composantes ηi sont des (1, 1) formes ferme´es.
Par ailleurs, la suite (vn)n∈N est de Cauchy pour la topologie de la conver-
gence uniforme. En effet, fixons ε > 0, et notons N un entier positif tel que
max
{
+∞∑
k=N
1
λk
; sup
(n,p)∈N2, n≥N
∣∣∣∣∣∣An −An+p∣∣∣∣∣∣} ≤ ε, (4.6)
ou` |||·||| de´signe la norme subordonne´e a` la norme infinie sur Rr. Posons
e´galement
M = sup
n∈N
|||An||| < +∞. (4.7)
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Pour une fonction continue v : X → Rn, on note
‖v‖∞ = max
x∈X
‖v(x)‖, (4.8)
ou` ‖v(x)‖ de´signe la norme infinie du vecteur v(x) ∈ Rr. Lorsque n ≥ 2N et
p ≥ 0, on a alors :
‖vn − vn+p‖∞ ≤
n−N+1∑
k=0
1
λk
∣∣∣∣∣∣∣∣∣An−k−1 −An−k−1+p∣∣∣∣∣∣∣∣∣ ‖u‖∞
+
n−1∑
k=n−N
1
λk
∣∣∣∣∣∣∣∣∣An−k−1∣∣∣∣∣∣∣∣∣ ‖u‖∞
+
n+p−1∑
k=n−N
1
λk
∣∣∣∣∣∣∣∣∣An+p−k−1∣∣∣∣∣∣∣∣∣ ‖u‖∞
(4.9)
≤
n−N+1∑
k=0
ε‖u‖∞
λk
+ 2
+∞∑
k=n−N
M‖u‖∞
λk
(4.10)
< ε‖u‖∞
(
+∞∑
k=0
1
λk
+ 2M
)
. (4.11)
On en de´duit que (vn)n∈N converge uniforme´ment vers une fonction continue
v∞ = t(v∞1 , · · · , v∞r ).
Ainsi, les courants positifs ferme´s 1λn f
∗nωi convergent faiblement vers les
courants Ti = ηi + dd
c v∞i . En particulier, on a f
∗Ti = λTi. Ces courants Ti
sont positifs ferme´s, comme limites de courants positifs ferme´s. Par ailleurs, les
potentiels locaux de Ti sont continus, comme sommes de la fonction continue
v∞i et des potentiels locaux de ηi, qui sont lisses. On a ainsi montre´ l’existence
de courants positifs ferme´s a` potentiels continus (de classe θ+f quitte a` les
multiplier par un nombre positif) qui sont dilate´s par f .
Bien que cela ne soit pas ne´cessaire dans la suite du texte, nous allons
montrer que les fonctions v∞i sont en fait ho¨lde´riennes, ce qui montrera que
les potentiels de Ti le sont e´galement (voir aussi [Bri97], [DS05] et [CLB05]
par exemple). Pour cela, soit α > 0 tel que
α <
log(λ)
χtop(f)
=
htop(f)
χtop(f)
≤ 1. (4.12)
Posons
ε =
log(λ)− αχtop(f)
2α
> 0. (4.13)
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Par de´finition de χtop(f), il existe n0 ∈ N∗ tel que pour tout n ≥ n0, on ait :
log |||dfn|||κ,∞
n
≤ χtop(f) + ε, (4.14)
ce qui se re´e´crit (
|||dfn|||κ,∞
)α
λn
≤ µn, (4.15)
ou` l’on a pose´
µ = exp
(
αχtop(f)− log(λ)
2
)
< 1. (4.16)
Les fonctions ui sont C1, donc α-ho¨lde´riennes. Il existe alors C > 0 tel que
|ui(x)− ui(y)| ≤ C distκ(x, y)α (4.17)
pour tout i et pour tous x et y dans X.
Soient n ∈ N et x, y ∈ X. On a alors :
‖vn(x)− vn(y)‖∞ ≤
n−1∑
k=0
∣∣∣∣∣∣An−k−1∣∣∣∣∣∣ ‖u ◦ fk(x)− u ◦ fk(y)‖∞
λk
(4.18)
≤
n−1∑
k=0
MC distκ(f
k(x), fk(y))α
λk
(4.19)
≤MC
n−1∑
k=0
(∣∣∣∣∣∣dfk∣∣∣∣∣∣
κ,∞ distκ(x, y)
)α
λk
(4.20)
≤MC
n0−1∑
k=0
(∣∣∣∣∣∣dfk∣∣∣∣∣∣
κ,∞
)α
λk
+
n−1∑
k=n0
µk

︸ ︷︷ ︸
C′<+∞
distκ(x, y)
α.
(4.21)
Par passage a` la limite, on obtient donc
‖v∞(x)− v∞(y)‖∞ ≤ C ′ distκ(x, y)α, (4.22)
ce qui montre que les fonctions v∞i sont α-ho¨lde´riennes.
4.2. Unicite´ du courant dilate´
Nous venons de voir qu’il existe un courant positif ferme´ T+ tel que [T+] =
θ+f , f
∗T+ = λT+, et qui a des potentiels locaux continus. Supposons qu’il
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existe un courant positif ferme´ T 6= T+ tel que [T ] = [T+]. D’apre`s le lemme
du ddc global 3.10, il existe une distribution g telle que
T = T+ + ddc g. (4.23)
Localement, cette distribution est donne´e par la diffe´rence entre un potentiel
pluri-sous-harmonique de T et un potentiel continu de T+. On voit donc que
g est en fait une fonction semi-continue supe´rieurement. Par conse´quent, cette
fonction atteint son maximum, et on va supposer que
max
x∈X
g(x) = 0. (4.24)
Pour tout n ∈ N, on pose Tn = λnfn∗ T et gn = λng◦f−n. Puisque λnf∗T+ =
T+, on a
Tn = T
+ + ddc gn. (4.25)
De plus,
max
x∈X
gn(x) = 0. (4.26)
Fixons un recouvrement relativement compact (Uα, V α, ψα)α∈A de X (cf.
de´finition 3.23) tel que les courants T+ et Tn admettent des potentiels u
α
+ et
uαn sur chaque ouvert V
α, avec
gn|V α = u
α
n − uα+ (4.27)
pour tous n et α. Comme les fonctions uα+ sont borne´es sur U
α (car U
α ⊂ V α
est compact et uα+ est continue), on peut e´galement supposer que les potentiels
uα+ sont ne´gatifs sur U
α, et donc
uαn |Uα ≤ gn|Uα ≤ 0 (4.28)
pour tout n ∈ N.
Lemme 4.2. — Il existe une suite strictement croissante (nk)k∈N ∈ NN telle
que pour tout α ∈ A, la suite (uαnk)k∈N converge dans L1loc(Uα).
De´monstration. — On applique [Ho¨r94, the´ore`me 3.2.12] aux fonctions uαn,
qui sont uniforme´ment majore´es par 0 sur Uα : pour tout α ∈ A,
(1) ou bien (uαn)n∈N converge vers −∞ localement uniforme´ment sur Uα,
(2) ou bien il existe une sous-suite (unk)k∈N qui converge dans L
1
loc(U
α).
Si l’on est dans le premier cas pour un certain α, alors on est dans le meˆme
cas pour tous les β ∈ A (car uαn − uβn = uα+ − uβ+ ne de´pend pas de n), et
donc d’apre`s (4.27) la suite gn converge uniforme´ment vers −∞ sur X, ce qui
contredit (4.26).
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On est donc dans le second cas pour tous les α ∈ A. On commence par
prendre une premie`re suite extraite (uα1nk)k∈N qui converge dans L
1
loc(U
α1).
Les suites (uαnk)k∈N ve´rifient les meˆmes proprie´te´s que les suites de de´part,
donc on peut faire une deuxie`me extraction de manie`re a` avoir des suites qui
convergent dans Uα1 et Uα2 , etc.
D’apre`s la proposition 3.27, il existe des compacts Kα ⊂ Uα qui recouvrent
X, et il existe θ > 0, tels que
max
α
sup
x∈Kα
lim
r→0
sup
n∈N
ν(ψα∗ Tn, ψ
α(x), r) ≤ θ. (4.29)
Fixons des voisinages ouvertsWα de Kα, avecWα ⋐ Uα. D’apre`s le the´ore`me
de Zeriahi 3.26, il existe des constantes C1 > 0 et C2 > 0 telles que
log (volκ{x ∈ Kα |uαn(x) < −t}) ≤ C1
∫
Wα
|uαn|dvolκ + C2 −
t
θ
(4.30)
pour tous α ∈ A, n ∈ N et t ∈ R∗+. Comme les suites (uαnk)k∈N convergent
dans L1loc(U
α), donc dans L1(Wα), il existe en fait une constante C > 0 telle
que
log
(
volκ{x ∈ Kα |uαnk(x) < −t}
) ≤ C − t
θ
(4.31)
pour tous α ∈ A, k ∈ N et t ∈ R∗+.
Comme on a suppose´ T 6= T+, alors la fonction g n’est pas presque partout
nulle, et il existe t > 0 tels que
ε := volκ{x ∈ X | g(x) < −t} > 0. (4.32)
En utilisant que gn ◦ fn = λng, on obtient, pour tout k ∈ N :
ε = volκ
(
f−nk{x ∈ X | gnk ≤ −λnkt}
)
(4.33)
≤ ∣∣∣∣∣∣df−nk ∣∣∣∣∣∣
κ,∞ volκ{x ∈ X | gnk(x) ≤ −λnkt} (4.34)
≤
(∣∣∣∣∣∣df−1∣∣∣∣∣∣
κ,∞
)nk∑
α
volκ{x ∈ Kα |uαnk(x) < −λnkt} (4.35)
≤ card(A) exp
(
C − λnkt+ nk log
∣∣∣∣∣∣df−1∣∣∣∣∣∣
κ,∞
)
. (4.36)
Comme le membre de droite tend vers 0 lorsque n → +∞, on a obtenu une
contradiction. Ceci ache`ve la preuve du the´ore`me 4.1.
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4.3. Courants dilate´s et courbes pe´riodiques
The´ore`me 4.3. — Soit f un automorphisme loxodromique d’une surface
ka¨hle´rienne compacte X. Il existe un recouvrement de X par des ouverts V α
tels que
(1) T+|V α = dd
c uα, ou` uα est une fonction continue sur V α ;
(2) le potentiel uα est constant sur CP(f) ∩ V α, ou` CP(f) de´signe l’union
des courbes pe´riodiques de f .
Si l’on note π : X → X0 le morphisme birationnel de contraction des courbes
pe´riodiques (cf. the´ore`me 2.22), les potentiels uα sont alors constants sur les
fibres de π, et induisent donc des fonctions continues uα0 sur V
α
0 := π(V
α).
Remarque 4.4. — On a la meˆme proprie´te´ pour le courant T−f , en rem-
plac¸ant f par f−1.
De´monstration. — D’apre`s le premier point du the´ore`me 2.22, il existe un
morphisme birationnel η : X → X1, avec X1 lisse, tel que f (quitte a` le rem-
placer par un ite´re´, ce qui ne change pas le courant T+f ) induit un automor-
phisme f1 : X1 → X1, pour lequel chaque courbe pe´riodique connexe est
• soit un arbre de courbes rationnelles lisses ;
• soit une courbe (re´ductible) de genre 1 qui est de l’un des types sui-
vants :
– une courbe elliptique lisse,
– une courbe rationnelle avec une singularite´ nodale ou cuspidale,
– une union de deux courbes rationnelles qui se coupent en deux
points (confondus ou non),
– trois courbes rationnelles qui s’intersectent en un unique point
– ou un cycle de n ≥ 3 courbes rationnelles lisses.
Nous affirmons qu’il suffit de montrer le the´ore`me sur la surface X1, pour
l’automorphisme f1. En effet, l’unicite´ du courant dilate´ donne T
+
f = η
∗T+f1 ,
a` une constante multiplicative pre`s. Si uα1 est un potentiel local pour T
+
f1
sur V α1 , alors u
α := uα1 ◦ η sera un potentiel pour T+f sur V α := η−1(V α1 ).
Si l’on montre que uα1 est constant sur CP(f1) ∩ V α1 , alors uα sera constant
sur η−1(CP(f1) ∩ V α1 ) = CP(f) ∩ V α.
On suppose donc dans la suite que chaque courbe pe´riodique connexe est de
l’un des types de´crits plus haut. Quitte a` faire un nombre fini d’e´clatements
f -e´quivariants (au plus trois), on peut alors supposer que chaque courbe
pe´riodique connexe est
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• une courbe elliptique lisse,
• un arbre de courbes rationnelles lisses
• ou un cycle d’au moins trois courbes rationnelles lisses.
En effet, si l’on note β : X˜ → X une telle suite d’e´clatements, et f˜ l’auto-
morphisme induit sur X˜, le courant T+
f˜
a pour potentiels localement uα ◦ β,
si bien qu’il suffit de montrer la proprie´te´ (2) sur X˜.
Dans la suite, on suppose donc, ces modifications e´tant faites, que pour tout
point x ∈ X sur une courbe pe´riodique, l’union E des courbes pe´riodiques
irre´ductibles contenant x est de la forme suivante :
• E est une courbe elliptique lisse,
• E est une courbe rationnelle lisse
• ou E est l’union de deux courbes rationnelles qui se coupent transver-
salement en x (et uniquement en x).
Nous allons montrer qu’un tel point x posse`de un voisinage comme souhaite´,
en montrant que E posse`de un voisinage ouvert V sur lequel T+f admet un
potentiel, qui est continu et constant sur E. Il suffira ensuite de re´duire la
taille de ce voisinage de telle sorte qu’il n’intersecte pas les autres courbes
pe´riodiques.
Pour construire un tel voisinage V , on conside`re le morphisme biration-
nel πE : X → XE qui contracte E sur un point y (a priori XE est singulie`re
en y), et on prend pour V la pre´image par πE d’une petite boule autour de y.
Lorsque cette boule est suffisamment petite, on a
H1(V,O) ≃ H1(E,OE) (4.37)
par [KM98, proposition 4.45]. Par ailleurs, cet espace H1(E,OE) est nul
lorsque E est constitue´ d’une ou deux courbes rationnelles lisses, et isomorphe
a`C lorsque E est une courbe elliptique lisse (voir par exemple [BHPVdV04]).
Dans la suite, on note T le courant T+f restreint a` V . Ce courant est lo-
calement de´fini par des potentiels continus uα sur un recouvrement (V α)α
de V :
T|V α = ddc uα, (4.38)
ou` le potentiel uα est uniquement de´termine´ modulo l’addition d’une fonction
pluri-harmonique. Notons C0 le faisceau des fonctions continues, et PH celui
des fonctions pluri-harmoniques. Alors T peut eˆtre vu comme un e´le´ment de
H0(V, C0/PH). La suite exacte courte de faisceaux
0 // PH // C0 // C0/PH // 0 (4.39)
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fournit la suite exacte longue
0 // H0(V,PH) // H0(V, C0) // H0(V, C0/PH)
c1
uu
H1(V,PH) //
(4.40)
ou` c1 est le morphisme connectant. Le but est de montrer que
T ∈ H0(V, C0/PH) (4.41)
provient d’un e´le´ment de H0(V, C0), ce qui e´quivaut a` c1(T ) = 0.
Pour cela on conside`re la suite exacte courte de faisceaux
0 // R
j
// O Re // PH // 0 , (4.42)
ou` j de´signe la multiplication par 2iπ. Le fait que cette suite soit exacte
correspond au fait que toute fonction pluri-harmonique est localement partie
re´elle d’une fonction holomorphe, unique a` l’addition pre`s d’une constante
imaginaire pure. On obtient la suite exacte longue
0 // H0(V,R)
j0 // H0(V,O) Re0 // H0(V,PH)
δ1
uu
H1(V,R)
j1 // H1(V,O) Re1 // H1(V,PH)
δ2
uu
H2(V,R) //
(4.43)
Lemme 4.5. — Le morphisme Re0 est surjectif, quitte a` re´duire la taille
de V .
De´monstration. — On peut supposer que V est recouvert par des ouverts V α
tels que pour tous α et β :
• V α est simplement connexe ;
• E ∩ V α est non vide et connexe ;
• Si V α ∩ V β 6= ∅, alors E rencontre cet ouvert.
Soit u une fonction pluri-harmonique sur V . Cette fonction est harmonique
sur E, donc constante, et on peut supposer que cette constante est nulle.
Comme V α est simplement connexe, il existe une fonction hα ∈ O(V α) telle
que u|V α = Re(hα). Sur E ∩ V α, hα est alors une fonction holomorphe de
partie re´elle nulle, donc une constante imaginaire pure, que l’on peut choisir
nulle. Sur les intersections V α ∩ V β qui sont non vides, la fonction hα − hβ
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est une fonction pluri-harmonique, de partie re´elle u− u = 0 : c’est donc une
constante imaginaire pure, qui est nulle car hα = hβ = 0 sur E∩V α∩V β 6= ∅.
On peut donc recoller les fonctions hα en une fonction holomorphe h de´finie
globalement sur V , et telle que u = Re(h).
On en de´duit que δ1 est le morphisme nul, et que j1 est injectif. Lorsque E
est une courbe elliptique lisse, on a
• H1(V,O) ≃ H1(E,OE) ≃ C par (4.37),
• H1(V ;R) ≃ H1(E,R) ≃ R2 car V est contractible sur E.
Comme j1 est injectif, on en de´duit qu’il est aussi surjectif, car il s’agit d’une
application line´aire entre deux espaces vectoriels re´els de meˆme dimension.
Dans le cas ou` E est forme´ d’une ou deux courbes rationnelles, H1(V,O) = 0,
si bien que j1 est surjectif dans tous les cas.
Ceci montre que Re1 est le morphisme nul, donc δ2 est injectif. Pour montrer
que c1(T ) ∈ H1(V,PH) est nul, il suffit donc de montrer δ2 ◦ c1(T ) = 0.
Lemme 4.6. — L’image δ2 ◦ c1(T ) ∈ H2(V,R) correspond a` la classe de
cohomologie du courant T via l’isomorphisme de De Rham.
De´monstration. — Commenc¸ons par voir comment est construit δ2 ◦ c1(T ).
Le 0-cocycle T ∈ H0(V, C0/PH) est donne´ localement par des fonctions conti-
nues uα ∈ C0(Uα), avec uαβ := uβ − uα pluri-harmonique sur les intersec-
tions Uαβ = Uα ∩ Uβ . Ces fonctions uαβ de´finissent un 1-cocycle qui corres-
pond a` c1(T ) ∈ H1(V,PH), modulo un cobord.
On peut supposer, quitte a` raffiner le recouvrement, que les intersec-
tions Uαβ sont simplement connexes, et que les tri-intersections Uαβγ :=
Uα ∩ Uβ ∩ Uγ sont connexes. Ainsi uαβ ∈ PH(Uαβ) est la partie re´elle d’une
fonction holomorphe hαβ sur Uαβ . Sur les tri-intersections Uαβγ , la fonction
hβγ − hαγ + hαβ est holomorphe de partie re´elle nulle, donc il existe une
constante re´elle Cαβγ telle que
hβγ − hαγ + hαβ = 2iπ Cαβγ . (4.44)
Par construction, (Cαβγ)αβγ est le 2-cocycle qui correspond a` δ2 ◦ c1(T ).
Voyons maintenant comment ce 2-cocycle est relie´ a` la classe de cohomologie
de De Rham du courant T . La premie`re e´tape dans l’isomorphisme de De Rham
est la correspondance
H2DR(V ) ≃ H1(V,Z1), (4.45)
ou` Z1 de´signe le faisceau des 1-formes diffe´rentielles ferme´es. Comme T est
donne´ localement par la 1-forme exate ddc uα, le 1-cocycle correspondant a` [T ]
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dans H1(V,Z1) est donne´ par
dc uβ − dc uα = dc uαβ ∈ Z1(Uαβ). (4.46)
Or uαβ = Re(hαβ), donc
dc uαβ =
1
2iπ
(∂ − ∂)uαβ (4.47)
=
1
4iπ
(
∂ hαβ − ∂ hαβ
)
(4.48)
= d
(
1
2π
Im(hαβ)
)
. (4.49)
Ainsi, le 2-cocycle correspondant dans l’isomorphisme de De Rham
H1(V,Z1) ≃ H2(V,R) (4.50)
est donne´ par
1
2π
Im(hβγ − hαγ + hαβ) = Cαβγ . (4.51)
Le lemme est donc de´montre´.
Pour terminer la de´monstration du the´ore`me 4.3, il s’agit maintenant de
montrer que [T ] ∈ H2(V,R) est nul. Notons φ[T ] la forme line´aire sur H2(V,R)
qui correspond a` [T ] par dualite´. Par construction du voisinage V ,H2(V,R) est
engendre´ par les classes d’homologie [Ei], ou` les Ei sont les composantes de la
courbe E (il y en a une ou deux). Comme les Ei sont des courbes pe´riodiques,
la proposition 2.21 implique
φ[T ]([Ei]) = [T
+
f ] · [Ei] = 0. (4.52)
Ceci montre que la forme line´aire φ[T ] est nulle, et donc [T ] = 0.
Re´capitulons. On a montre´ que δ2◦c1(T ) = 0, ce qui implique par injectivite´
que c1(T ) = 0. Par exactitude de la suite (4.40), ceci implique que T est donne´
par un potentiel continu u globalement de´fini sur V . De plus, ddc u|Ei de´finit
une (1, 1)-forme positive sur Ei, qui est d’inte´grale nulle car∫
Ei
ddc u = [T+f ] · [Ei] = 0. (4.53)
On en de´duit que ddc u|Ei = 0, et u|Ei est une fonction harmonique, donc
constante. Comme E = ∪iEi est connexe, u est constante sur E.

PARTIE II
ENTROPIE ET COMPARAISON
DE VOLUMES

CHAPTER 5
CAUCHY-CROFTON FORMULA AND AN
UPPER BOUND FOR REAL VOLUMES
Let X be an arbitrary d-dimensional real algebraic variety (1). We fix a Rie-
mannian metric on the complex manifold X(C). When Y is a k-dimensional
real algebraic subvariety of X, we denote by
• volR(Y ) the k-volume of Y (R),
• volC(Y ) the 2k-volume of Y (C),
both with respect to the Riemannian metric. The goal of what follow is to com-
pare volR(Y ) and volC(Y ) for arbitrary subvarieties. In this chapter, we show
that volR(Y ) is bounded from above by volC(Y ), up to a positive constant.
We begin with the case of projective spaces, where we have a Cauchy-Crofton
formula. This easily implies the case of a projective variety.
5.1. Cauchy-Crofton formula
What is described here can be found in the manuscript [Chr04], except
for the proof of Lemma 5.3.
There is a classical way, in integral geometry (see [San76]), to compute
the volume of a k-dimensional submanifold N of Pd(R), just by taking the
mean of the number of intersections betweenN and k-codimensional projective
subspaces. In order to make it work, we choose both a metric on Pd(R),
and a probability measure on the Grassmannian G(d − k, d) (i.e., the real
algebraic variety of (d− k)-dimensional projective subspaces of Pd(R)), which
are invariant under the action of the orthogonal group O(d+1). Namely, we set
1. Recall that with our conventions, X is projective, smooth, irreducible, and has non
empty real locus X(R).
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the Fubini–Study metric on Pd(R), and the probability µd−k,d on G(d− k, d)
induced by the Haar measure on O(d+1) (the Grassmannian is homogeneous
with respect to this group). Now we can state the formula.
Theorem 5.1 (Cauchy–Crofton formula). — Let N be a k-dimensional
submanifold of Pd(R). With respect to the Fubini–Study metric,
vol(N) = vol(Pk(R))
∫
Π∈G(d−k,d)
♯(N ∩Π)dµd−k,d(Π). (5.1)
Sketch of proof. — It is enough to check the formula when N is a k-simplex,
and then to approach an arbitrary submanifold by such simplices. A similar
formula in the Euclidean context can be found in [San76, p. 245 (14.70)].
5.2. Un upper bound for real volumes
5.2.1. Case of projective space. — We set the Fubiny-Study metric
on Pd(C). Now Wirtinger equality (cf. [GH94, p. 31]) implies, for any
k-dimensional subvariety Y ,
volC(Y ) = deg(Y ) volC(P
k), (5.2)
where deg(Y ) is the degree of Y as a subvariety of Pd, i.e. the number of in-
tersections with a general (d−k)-plane. Combining this with Cauchy-Crofton
formula, we get:
Corollary 5.2. — Let Y be a real k-dimensional algebraic subvariety of PdR.
With respect to the Fubini–Study metric,
volR(Y ) ≤ deg(Y ) volR(Pk) = volR(P
k)
volC(Pk)
volC(Y ), (5.3)
with equality if and only if Y is a union of deg(Y ) real projective subspaces.
Proof of Corollary 5.2. — Observe that ♯(Y (R) ∩ Π) ≤ deg(Y ) for all Π
in G(d − k, d). Thus we get Inequality (5.3) using the Cauchy–Crofton
formula.
The equality is obviously achieved when Y is the union of deg(Y ) projective
subspaces. Now we prove that this last condition is necessary.
Lemma 5.3. — Let Y be a geometrically irreducible real k-dimensional al-
gebraic subvariety of PdR. If deg(Y ) > 1, then there exists a real projective
k-codimensional subspace Π such that the number of real points of Y ∩ Π,
counted with multiplicities, is no more than deg(Y )− 2.
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Proof. — Observe that the assumptions imply 0 < k < d. By Bertini’s theo-
rem (see [Laz04, 3.3.1]), there exists a real projective subspace L of dimen-
sion d− k + 1 ≥ 2, such that the curve C = Y ∩ L is irreducible over C and
deg(C) = deg(Y ) > 1. (5.4)
First we suppose that there is no hyperplane of L containing the curve C.
We choose two distinct complex conjugate points P and P on the curve C(C),
and a real hyperplane Π of L such that Π(C) contains these two points. As C
is irreducible and not contained in Π, the intersection C ∩ Π = Y ∩ Π is a
finite number of points, including the complex points P and P . The number
of complex points of this intersection, counted with multiplicities, is exactly
deg(Y ), and at least two complex points are not real. The result follows.
Otherwise, let L′  L be the minimal projective subspace that contains the
curve C. As deg(C) > 1, it follows that dim(L′) ≥ 2. By the first step, we
can choose a hyperplane Π′ ⊂ L′ such that
♯(C ∩Π′)(R) ≤ deg(C)− 2. (5.5)
Then we take any hyperplane Π of L containing Π′ and not L′, and we are
done.
Let us go back to the proof of the case of equality. Let Y be a real
k-dimensional subvariety of Pd that is not the union of real projective
subspaces. We may assume that Y is irreducible over R. If it is not ge-
ometrically irreducible, then Y = Z ∪ σ(Z), with Z a complex subvariety
that is not real, hence volR(Y ) = 0 < deg(Y ) volR(Pk). Otherwise we can
deduce from Lemma 5.3 that there exists a real hyperplane Π such that
♯(Y ∩ Π)(R) ≤ deg(Y ) − 2 (with multiplicities). This inequality remains
satisfied on a neighborhood of Π in the Grassmannian G(d− k, d). Such a
neighborhood has a positive probability for µd−k,k, so the Cauchy–Crofton
formula implies volR(Y ) < deg(Y ) volR(Pk).
5.2.2. General case. — Let X be an arbitrary d-dimensional real algebraic
variety. Since it is projective, we can put a Riemannian metric that is induced
by a Fubini–Study metric on some Pn in which it is embedded. Corollary 5.2
provides positive constants Ck > 0 such that volR(Y ) ≤ Ck volC(Y ) for any k-
dimensional subvariety Y . Since X(C) is compact, two arbitrary Riemannian
metric are comparable and we get a similar inequality for any Riemannian
metric on X. This yields the following proposition.
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Proposition 5.4. — Let X be a real algebraic variety, equipped with an ar-
bitrary Riemannian metric. For any k ∈ N∗ there exists a constant Ck > 0,
depending on the choice of the metric, such that
volR(Y ) ≤ Ck volC(Y ) (5.6)
for all k-dimensional subvarieties Y of X.
CHAPTER 6
CONCORDANCE OF A REAL ALGEBRAIC
VARIETY
Let X be a real algebraic variety, whose dimension is d. We choose a
Ka¨hler (1) metric on X(C) (this is a particular case of a Riemannian metric),
whose Ka¨hler 2-form is denoted by κ. We are interested in volumes of real
subvarieties Y with respect to this metric. We restrict ourselves to codimen-
sion 1 subvarieties, which carry sufficient information on the geometry of X.
We rather use the language of divisors instead of that of algebraic (d − 1)-
dimensional subvarieties, and we will talk about the (real or complex) volume
of an effective divisor D.
In the preceding chapter, we have shown that volR(D) is bounded from
above by volC(D) (up to a constant). In what follows, we are interested in
finding a lower bound for volR(D) which depends only on volC(D). The first
step is to assure positivity of volR(D)
(2).
6.1. Positivity of volumes
6.1.1. Complex volumes. — Let D be an effective divisor on XC. Since
we have chosen a Ka¨hler metric, the volume of D(C) is given by Wirtinger
formula :
volC(D) =
1
(d− 1)!
∫
D(C)
κd−1 =
1
(d− 1)! [κ
d−1] · [D] > 0, (6.1)
where [κd−1] · [D] denotes the cup product between the De Rham cohomology
class of κd−1 in H2d−2(XC;R) and the Chern class of D in H2(XC;R). In
particular, volC(D) only depends on this Chern class [D] ∈ NS(XC).
1. The reason for this choice will be made obvious in what follows.
2. Let us recall that our conventions imply X(R) 6= ∅.
76 CHAPTER 6. CONCORDANCE OF A REAL ALGEBRAIC VARIETY
Proposition 6.1. — There exists a positive constant K such that
volC(D) ≥ K (6.2)
for all effective divisors D 6= 0.
Proof. — As all Riemannian metrics are equivalent, it is enough to show the
inequality when the metric is the Fubini–Study metric on Pn ⊃ X. In this
case the volume of D(C) is proportional to the degree of D as a subvariety
of Pn, which is a positive integer. Thus we get the lower bound with K =
volC(Pd−1) > 0.
6.1.2. Real volumes. — Let D be a real effective divisor on X. Although
the volume of D(C) is always positive, it may happen that volR(D) = 0
for some divisors D. For instance, on X = PdR, for any even degree δ the
divisor Dδ given by the equation
∑d
j=0 Z
δ
j = 0 has an empty real locus, hence
volR(Dδ) = 0. Yet this divisor is algebraically (and even linearly) equivalent
to D′δ given by
∑d
j=1 Z
δ
j = Z
δ
0 , and we have volR(D
′
δ) > 0.
Definition 6.2. — We denote by V(D) the family of effective divisors D′ on
XR such that [D] = [D
′] in NS(XR) (3). Then we set
mvolR(D) = max
D′∈V(D)
volR(D). (6.3)
Remark 6.3. — Since volC(D) only depends on [D], there is no need to
define mvolC(D).
In the preceding example, we have volR(Dδ) = 0, but mvolR(Dδ) ≥
volR(D
′
δ) > 0. In the following, we are interested in the positivity of
mvolR(D) instead of that of volR(D).
Remark 6.4. — Since
V(D1 +D2) ⊃ V(D1) + V(D2), (6.4)
the function mvolR is superadditive on the set of real effective divisors. In
particular
mvolR(kD) ≥ kmvolR(D) ∀k ∈ N∗. (6.5)
3. For a subvariety Y of arbitrary dimension k, we would rather define V(Y ) as the
family of real algebraic subvarieties which have the same homology class in H2k(XC;Z).
This definition is equivalent for divisors, by Poincare´ duality.
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Proposition 6.5. — Let D be a real effective divisor such that the linear
system |D| contains a pencil, that is, h0(X,OX(D)) ≥ 2. Then
mvolR(D) > 0. (6.6)
Proof. — Let (Dλ)λ∈P1(C) be a real pencil in |D| (in this context, real means
Dλ = σ(Dλ)). By Bertini’s theorem [GH94, p.137] there is a finite set S ⊂
P1(C) such that, for all λ /∈ S, the subvariety Dλ(C) is smooth away from
the base locus B of the pencil (Dλ)λ∈P1(C). Let P ∈ X(R)\
(
B ∪⋃λ∈S Dλ).
Then there exists λ in P1(R)\S such that the point P is on (the support of)
the divisor Dλ. As Dλ is smooth at P , the real locus Dλ(R) contains an arc
around P , and thus mvolR(D) ≥ volR(Dλ) > 0.
Corollary 6.6. — Let D be a very ample divisor on XR. Then
mvolR(D) > 0. (6.7)
By contrast, it may happen that mvolR(D) = 0 for some effective divisors
that are not ample, as shown in the two following examples.
Example 6.7. — Let X be the variety obtained by blowing up PdR at two
(distinct) complex conjugate points, and let E be the exceptional fiber of the
blow-up. For any k ∈ N∗, we have V(kE) = {kE}, thus
mvolR(kE) = 0, (6.8)
for E(R) is empty. Nevertheless, observe that [E] is not in the closure of the
cone NS+(XR), since its self-intersection is negative.
Example 6.8. — Let C be a real smooth quartic in P2R such that C(R) is
empty, for instance the one given by the equation
Z40 + Z
4
1 + Z
4
2 = 0. (6.9)
Take 8 pairs of complex conjugate points (Pi, P i) on C in such a way that the
linear class of ∑
i
(Pi + P i)−OP2(4)|C (6.10)
is not a torsion point of Pic0(C). Let π : X → P2 be the blow-up morphism
above these 16 points (defined over R) and let C ′ be the strict transform of C
in X. For all divisors D in V(kC ′) the curve π∗D has degree 4k and passes
through the 16 blown-up points with multiplicity at least k. Then the choice
of the points Pi implies that π∗D = kC, hence D = kC ′. So we see that
mvolR(kC
′) = 0 (6.11)
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for all k ∈ N∗. Here C ′ is a nef divisor that is not ample, as an irreducible
divisor with self-intersection 0 (see [Laz04, §1.4]).
6.2. Definition and first properties of concordance
We would like to know for which non-negative exponents α we can write
inequalities such as mvolR(D) ≥ C volC(D)α, with C > 0 independent of D.
Since such an inequality is possible only when mvolR(D) > 0, the preceding
paragraph suggests us to restrict to ample divisors.
Definition 6.9. — Let A(X) be the set of non-negative exponents α for
which there exist C > 0 and q ∈ N∗ such that
mvolR(D) ≥ C volC(D)α (6.12)
for all real ample divisors D whose Chern classes are q-divisible. The upper
bound of A(X) is the concordance of X, and is denoted by α(X). We say the
concordance is achieved when α(X) is contained in A(X).
Remark 6.10. — The set A(X), and thus the concordance α(X), only de-
pend onX, and not on the choice of a particular metric (by the same argument
as in §5.2.2).
Proposition 6.11. — The set A(X) is an interval of the form [0, α(X)] or
[0, α(X)), depending on whether the concordance is achieved or not.
Proof. — Let α ∈ A(X), and take a real number β such that 0 ≤ β < α. We
show that β ∈ A(X).
By Proposition 6.1, there exists K > 0 such that mvolC(D) ≥ K for all real
effective divisors D. When [D] is q-divisible, we then have
mvolR(D) ≥ C volC(D)α ≥ CKα−β volC(D)β, (6.13)
and so β is in A(X) too.
Proposition 6.12. — The concordance α(X) is in the interval [0, 1].
Proof. — Let α ∈ A(X). By Proposition 5.4, there exists a positive constant
C ′ > 0 such that mvolR(D) ≤ C ′ volC(D) for all real ample divisors D. When
[D] is also q-divisible, we obtain, for all k ∈ N∗,
C volC(kD)
α ≤ mvolR(kD) ≤ C ′ volC(kD). (6.14)
If α > 1, this contradicts limk→+∞ volC(kD) = +∞.
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6.3. Examples of varieties with concordance 1
6.3.1. Picard number 1. — We can apply the corollary of Cauchy-Crofton
formula to compute the concordance of the projective space.
Proposition 6.13. — The concordance of the d-dimensional projective
space PdR is equal to 1, and it is achieved.
Proof. — We take the Fubini–Study metric on Pd(C), and we set
C =
volR(Pd−1)
volC(Pd−1)
. (6.15)
Corollary 5.2 implies that mvolR(D) = C volC(D) for any effective divisor
on PdR. This shows that 1 in contained in A(X).
More generally, the concordance is 1 when the Picard number of XR is 1.
Proposition 6.14. — Let X be a real algebraic variety such that ρ(XR) = 1.
Then α(X) = 1, and the concordance is achieved.
Proof. — Let D0 be a very ample divisor on XR. Its Chern class [D0] spans
a finite index subgroup of NS(XR;Z) : let q denote this index. If D is a real
effective divisor on XR such that [D] is q-divisible, we can write [D] = k[D0]
for some positive integer k. Thus, by setting
C = mvolR(D0)/ volC(D0), (6.16)
we have
mvolR(D) = mvolR(kD0) ≥ kmvolR(D0) = Ck volC(D0) = C volC(D).
(6.17)
This shows that 1 belongs to the interval A(X).
Corollary 6.15. — If X is a real algebraic curve, then α(X) = 1 and is
achieved.
Thus, we see that nontrivial cases (those with α(X) < 1) can only occur
when both the dimension and the Picard number are at least 2. In the follow-
ing, we focus on the case of surfaces, which already include many intersting
examples (cf. chapter 8 for examples with α(X) < 1).
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6.3.2. Rational polyhedral nef cone and Del Pezzo surfaces. —
Proposition 6.14 is a particular case of the following one.
Proposition 6.16. — Let X be a real algebraic variety. Assume that the
cone Nef(XR) is polyhedral, with extremal rays spanned by classes [Dj ] such
that mvolR(Dj) > 0. Then the concordance α(X) is 1, and it is achieved.
Proof. — Define
C = min
j
(mvolR(Dj)/ volC(Dj)) > 0. (6.18)
The classes [Dj ] span a finite index subgroup of NS(XR;Z). Denote by q
this index. Since Amp(XR) ⊂ Nef(XR), every real ample divisor D with [D]
q-divisible is equivalent to a divisor of the form
∑
j kjDj , where the kj ’s are
nonnegative integers. Hence
mvolR(D) ≥
∑
j
kj mvolR(Dj) ≥ C
∑
j
kj volC(Dj) = C volC(D). (6.19)
We can then conclude that 1 is contained in A(X).
Corollary 6.17. — Let X be a real Del Pezzo surface. The concordance of X
is 1, and it is achieved.
Proof. — By definition, a surface is Del Pezzo when its anticanonical divi-
sor −KX is ample. The cone of curves is then rational polyhedral by the
cone theorem (see [Laz04, 1.5.33, 1.5.34], or [Kol97] for a statement over R).
Thus its dual cone Nef(XR) is also rational polyhedral.
Lemma 6.18. — Let D be a nef divisor on a Del Pezzo surface X, which is
not numerically trivial. Then the linear system |D| contains a pencil.
Proof. — The proof is a simple application of Riemann–Roch formula and
Serre duality (cf. corollary 1.6):
h0(X,OX(D)) ≥ χ(OX) + 1
2
(−KX ·D +D2). (6.20)
Here, χ(OX) = 1 since X is rational. Moreover, we have
−KX ·D > 0 and D2 ≥ 0, (6.21)
since −KX is ample and D is nef. This shows that
h0(X,OX(D)) > 1. (6.22)
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Let us go back to the proof of Corollary 6.17. Since the extremal rays of
the convex cone Nef(XR) are spanned by classes [Dj ] such that |Dj | contains
a pencil, Proposition 6.5 implies that mvolR(Dj) > 0, and thus we are in the
context of Proposition 6.16.

CHAPTER 7
CONCORDANCE AND ENTROPY OF
AUTOMORPHISMS
From now on X is a real algebraic surface equipped with a Ka¨hler metric,
whose Ka¨hler form is denoted by κ.
7.1. Complex volumes
Theorem 7.1. — Let f be an automorphism of a complex algebraic sur-
face X. For all ample divisors D we have
lim
n→+∞
1
n
log (volC(f
n
∗D)) = htop(fC) = log(λ(f)). (7.1)
Proof. — Wirtinger’s equality gives (cf. (6.1))
volC(f
n
∗D) = f
n
∗ [D] · [κ]. (7.2)
If the spectral radius λ(f) of f∗ is 1, then the last sequence has at most a
polynomial growth (actually it is bounded or quadratic, cf. chapter 2). Hence
lim
n→+∞
1
n
log (volC(f
n
∗D)) = 0 = log(λ(f)). (7.3)
If λ(f) > 1, since [D] is in the ample cone, the sequence
(
fn∗ [D]
λ(f)n
)
n∈N
con-
verges to α θ−f , with α > 0 (cf. Proposition 2.17). In particular
lim
n→+∞
volC(f
n∗D)
λ(f)n
= α, (7.4)
and then
lim
n→+∞
1
n
log (volC(f
n
∗D)) = log(λ(f)). (7.5)
The equality log(λ(f)) = htop(f) is given by Gromov–Yomdin theorem 2.12.
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Remark 7.2. — For varieties with arbitrary dimension d, the formula
lim
n→+∞
1
n
log (volC(f
n
∗D)) = log(λ(f)) (7.6)
still holds. But this is not necessarily equal to the entropy htop(f), which is
the logarithm of the spectral radius on the whole cohomology, a priori distinct
from the spectral radius λ(f) on H2(XC;R).
7.2. An upper bound for real volumes
Theorem 7.3. — Let f be a real automorphism of a real algebraic surface X.
For all ample real divisors D we have
lim sup
n→+∞
1
n
log (mvolR(f
n
∗D)) ≤ htop(fR). (7.7)
The proof of this result relies on [Yom87, Theorem 1.4], which gives a
lower bound for entropy in terms of volume growth. It is here stated in the
particular case of dimension 1 submanifolds.
Theorem 7.4 (Yomdin). — Let M be a compact Riemannian manifold,
g :M →M (7.8)
be a differentiable map and γ : [0, 1] → M be an arc, each of class Cr,
with r ≥ 1. Then
lim sup
n→+∞
1
n
log (length(gn ◦ γ)) ≤ htop(g) + 2
r
χtop(g), (7.9)
where χtop(g) denotes the topological Liapunov exponent
χtop(g) = lim
n→+∞
1
n
log |||dgn|||∞ . (1) (7.10)
In particular when the regularity is C∞, then
lim sup
n→+∞
1
n
log (length(gn ◦ γ)) ≤ htop(g). (7.11)
Looking carefully at the proof in Yomdin [Yom87], one sees that this result
can be improved to the case when we consider a family of Cr-arcs (γj)j whose
derivatives are uniformly bounded to the order r, that is, there is a positive
1. The notation |||dg|||∞ stands for maxx∈M |||dg(x)|||, the norm being taken with respect
to the Riemannian metric. Nevertheless the number χtop(g) does not depend on the choice
of the Riemannian metric.
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number K such that ‖γ(k)j (t)‖ ≤ K for all j, t ∈ [0, 1] and k ≤ r. Under these
assumptions we have
lim sup
n→+∞
1
n
log
(
max
j
{length(gn ◦ γj)}
)
≤ htop(g) + 2
r
χtop(g). (7.12)
We also use the following lemma:
Lemma 7.5 ([Gro87, Algebraic Lemma 3.3]). — Let Y be the intersection
of an algebraic affine curve in Rd with [−1, 1]d. For any r ∈ N∗ there exist at
most m0 arcs of class Cr
γj : [0, 1]→ Y, (7.13)
where m0 is an integer depending only on d, r, and deg(Y ), such that
(1) Y =
⋃
j γj([0, 1]);
(2) ‖γ(k)j (t)‖ ≤ 1 for all j, t ∈ [0, 1] and k ≤ r;
(3) all γj’s are analytic diffeomorphisms from (0, 1) to their images;
(4) the images of the γj’s can only meet on their boundaries.
Proof of Theorem 7.3. — Inequality (7.7) does not depend on the choice of a
particular metric on X, so we can consider an embedding X ⊂ PdR and take
the metric induced by Fubini–Study on X. The projective space Pd(R) is
covered by the (d + 1) cubes Qk, for k ∈ {0, · · · , d}, given in homogeneous
coordinates by
|Zk| = max
j
|Zj |. (7.14)
Each of these Qk is located in the affine chart Uk = {Zk 6= 0} ≃ Rd, and in
this chart Qk is identified with [−1, 1]d.
The degree of D as a subvariety of Pd only depends on the Chern class [D].
Therefore we can apply Lemma 7.5 to any divisor D′ ∈ V(D), intersected
with one of the Qk’s: any real locus of D
′ ∈ V(D) is covered by at most m1
arcs γD′,j of class Cr, the integer m1 = (d + 1)m0 being independent of D′,
such that
‖γ(k)D′,j‖∞ ≤ K (7.15)
for all k ≤ r, where r is a fixed positive integer and K a positive constant
(which comes from the comparison of Euclidean and Fubini–Study metrics
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on [−1, 1]d). Now we apply (7.12) to obtain
lim sup
n→+∞
1
n
log (mvolR(f
n
∗D)) ≤ lim sup
n→+∞
1
n
log
(
m1max
D′,j
{
length(fnR ◦ γD′,j)
})
≤ htop(fR) + 2
r
χtop(fR).
(7.16)
Since the regularity of both X(R) and fR is C∞, we may take the limit as r
goes to +∞ and get the desired inequality.
Remark 7.6. — Yomdin’s theorem (as well as its version in family) and Gro-
mov’s lemma still hold for arbitrary dimensional submanifolds. Therefore the
proof of Theorem 7.3 can be adapted when X is a variety with higher dimen-
sion.
7.3. Link between the concordance and the ratio of entropies
Theorem 7.7. — Let X be a real algebraic surface and let f be a real loxo-
dromic type (2) automorphism of X. Then
α(X) ≤ htop(fR)
htop(fC)
. (7.17)
Proof. — Let α be an exponent in the interval A(X). This means that there
are q ∈ N∗ and C > 0 such that
mvolR(D) ≥ C volC(D)α (7.18)
for all real ample divisors D with [D] q-divisible. For such a divisor, fn∗ [D] is
also q-divisible for all n ∈ N, and by Theorems 7.1 and 7.3 we get
htop(fR) ≥ lim sup
n→+∞
1
n
logmvolR(f
n
∗D)
≥ lim sup
n→+∞
1
n
(logC + α log volC(f
n
∗D))
= α htop(fC).
(7.19)
Then we take the limit as α→ α(X) and we obtain (7.17).
We have seen in Remark 2.15 that all loxodromic type automorphisms f
of X satisfy
htop(fC) ≥ log(λ10), (7.20)
2. Recall that loxodromic type means λ(f) > 1, or equivalently htop(fC) > 0.
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where λ10 > 1 denotes the Lehmer number. Combined with Theorem 7.7, this
gives the following corollary.
Corollary 7.8. — Let f be a real automorphism of a real algebraic surface X.
If htop(fR) > 0, then
htop(fR) ≥ α(X) log(λ10). (7.21)
This universal lower bound is interesting when α(X) > 0, and enables
us (cf. Chapter 10) to show nondensity results for Aut(XR) in the group of
diffeomorphisms of X(R) (or in those diffeomorphisms which preserve the area
when kod(X) = 0).
Remark 7.9. — If there exists a real parabolic type automorphism
f : X → X, we know that, for each ample divisor D, volC(fn∗D) grows
quadratically (cf. Proposition 2.6 in Cahpter 2), and we can reasonably think
that mvolR(f
n∗D) grows at most linearly (see what happens for a torus for
instance). So we conjecture that α(X) ≤ 12 in this case.
7.4. A lower bound for real volumes
Definition 7.10. — Let M be a differentiable surface. A family Γ of curves
on M is said to be very ample if for all P ∈M and for all directions D ⊂ TxM ,
there is a curve γ ∈ Γ on which P is a regular point and whose tangent direction
at P is D.
Example 7.11. — Let X be a real algebraic surface and D be a very ample
real divisor on X. Then the family V(D), as a family of curves on X(R), is a
very ample family in the sense of Definition 7.10.
Theorem 7.12. — Let M be a compact Riemannian surface,
g :M →M (7.22)
be a diffeomorphism of class C1+ε (with ε > 0) with positive entropy, and Γ
be a very ample family of curves on M . Then for all λ < exp(htop(g)), there
exist a curve γ ∈ Γ and a constant C > 0 such that
length(gn(γ)) ≥ Cλn ∀n ∈ N. (7.23)
In other words, we have the following inequality:
sup
γ∈Γ
{
lim inf
n→+∞
1
n
log (length(gn(γ)))
}
≥ htop(g). (7.24)
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This has to be compared with a similar result due to Newhouse [New88],
who considers manifolds of arbitrary dimension and noninvertible maps, but
obtains the inequality (7.24) with a limit superior instead of a limit inferior
(assumptions on the family Γ are also lightly different). On the other hand,
the lower bound (7.24) is optimal when M and g are C∞, by Yomdin’s Theo-
rem 7.4.
Corollary 7.13. — Let f be a real automorphism of a real algebraic sur-
face X. For all λ < exp(htop(fR)) and all very ample real divisors D on X,
there exists C > 0 such that
mvolR(f
n
∗D) ≥ Cλn ∀n ∈ N. (7.25)
The proof of Theorem 7.12 relies on a result due to Katok [KH95, Theorem
S.5.9 p. 698], which asserts that the entropy of surface diffeomorphisms is well
approximated by horseshoes. For definition and properties of horseshoes, we
refer to [KH95, §6.5].
Theorem 7.14 (Katok). — Let M be a compact surface, and
g :M →M (7.26)
be a diffeomorphism of class C1+ε (with ε > 0) with positive entropy. For
any η > 0, there exists a horseshoe Λ for some positive iterate gk of g such
that
htop(g) ≤ 1
k
htop(g
k
|Λ) + η. (7.27)
Proof of Theorem 7.12. — Fix real numbers λ and η such that
1 < λ < exp(htop(g)) and 0 < η ≤ htop(g)− log(λ). (7.28)
Let Λ be a horseshoe for G = gk satisfying (7.27), and let ∆ ⊃ Λ be a
“rectangle” corresponding to this horseshoe, in such a way that
Λ =
⋂
j∈Z
Gj(∆). (7.29)
The set G(∆) ∩∆ has q connected components ∆1, · · · ,∆q, which are “sub-
rectangles” crossing entirely ∆ downward (see Figure 7.1). The restriction G|Λ
is topologically conjugate to the full-shift on q symbols, by the conjugacy map
{1, · · · , q}Z −→ Λ
(ωj)j∈Z 7−→
⋂
j∈Z
Gj(∆ωj ).
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In particular htop(G|Λ) = log(q). We denote by L the distance between the
upper and lower side of ∆.
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Figure 7.1. An example of horseshoe, here with q = 2.
Lemma 7.15. — Let γ ⊂ ∆ be an arc crossing the rectangle ∆ downward.
Then
length(Gn(γ)) ≥ qnL ∀n ∈ N. (7.30)
Proof. — It is enough to remark that the arc Gn(γ) contains qn subarcs cross-
ing ∆ downward (see Figure 7.1 for n = 1). This can be seen by induction
on n.
Now fix a point P ∈ Λ, which we can write
P =
⋂
j∈Z
Gj(∆ωj ). (7.31)
Let γ ∈ Γ be a curve that goes through P transversally to the stable vari-
ety W s(P ) (the horizontal one). For any sequence (εj)j∈N ∈ {1, · · · , q}N, we
set (see Figure 7.2)
Rε1,··· ,εn =
n⋂
j=0
G−j(∆εj ). (7.32)
The sequence (Rε1,··· ,εn)n∈N is a decreasing sequence of nested rectangles
that converge to the curve ⋂
j∈N
G−j(∆εj ). (7.33)
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γ
W s(P )P
R21
R1
R2
R11
R22
R12
Figure 7.2. The rectangles Rε1 and Rε1,ε2 for the horseshoe of Fig-
ure 7.1.
If (εn)n∈N = (ω−n)n∈N this curve is the stable variety W s(P ) (intersected
with ∆). Since γ is transverse to it, there exist an integer n0 and a sub-
arc γ′ ⊂ γ such that γ′ crosses the rectangle Rω0,··· ,ω−n0 downward. (On Fig-
ure 7.2, we may choose γ′ ⊂ R22.) Hence the arc Gn0(γ′) ⊂ Gn0(γ) satisfies
the assumptions of Lemma 7.15, and thus
length(Gn0+n(γ)) ≥ qnL ∀n ∈ N. (7.34)
So if we set
C ′ = min
{
L
qn0
,
(
length(Gn(γ))
qn
)
0≤n≤n0−1
}
, (7.35)
then
length(gnk(γ)) ≥ C ′qn
= C ′ exp(n htop(gk|Λ))
≥ C ′ exp(nk(htop(g)− η))
≥ C ′λnk.
(7.36)
Since
length(gn(γ)) ≤ ∣∣∣∣∣∣dg−1∣∣∣∣∣∣∞ length(gn+1(γ)), (7.37)
we get Inequality (7.23) by Euclidean division by k, where we have set
C = C ′(λ
∣∣∣∣∣∣dg−1∣∣∣∣∣∣∞)−k > 0. (7.38)
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7.5. Concordance for surfaces with Picard number 2
Theorem 7.16. — Let X be a real algebraic surface with ρ(XR) = 2. Assume
that there exists a real loxodromic type automorphism f on X. Then the
inequality of Theorem 7.7 is an equality :
α(X) =
htop(fR)
htop(fC)
. (7.39)
Remark 7.17. — The assumptions of the theorem imply that the surface X
is either a torus, a K3 surface, or an Enriques surface. Indeed, as seen in
Chapter 2, its minimal model is either one of these three types of surfaces,
or a rational surface. But if X is not minimal or if X is rational, then the
class of the canonical divisor KX would be nontrivial in NS(XR;R). Since
this class is preserved by f∗, this map would have 1 as an eigenvalue. This is
impossible, because NS(XR;R) has dimension 2 and the spectral radius of f∗
must be greater than 1.
Proof of Theorem 7.16. — By Theorem 7.7, it is enough to prove that any
nonnegative exponent
α <
htop(fR)
htop(fC)
(7.40)
belongs to A(X). This is obvious when htop(fR) = 0, so we suppose that fR
has positive entropy, and we fix such an exponent α.
Lemma 7.18. — Let D be a very ample real divisor on X. There exists a
constant C > 0 such that
mvolR(f
n
∗D) ≥ C volC(fn∗D)α ∀n ∈ Z. (7.41)
Proof. — Since
λ(f)α = exp(α htop(fC)) < exp(htop(fR)), (7.42)
there exists, by Corollary 7.13, a positive number CR such that
mvolR(f
n
∗D) ≥ CRλ(f)nα ∀n ∈ N. (7.43)
On the other hand there is a positive number CC such that (cf. (7.4))
volC(f
n
∗D) ≤ CCλ(f)n ∀n ∈ N. (7.44)
It follows that
mvolR(f
n
∗D) ≥ C+ volC(fn∗D)α ∀n ∈ N, (7.45)
where we have set C+ = CR/C
α
C.
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Applying the same argument to f−1, there exists a positive number C−
such that
mvolR(f
−n
∗ D) ≥ C− volC(f−n∗ D)α ∀n ∈ N. (7.46)
Hence we obtain (7.41), with C = min(C+, C−).
Lemma 7.19. — There are finitely many real ample divisors D1, · · · , Dr
on X such that any real ample divisor D on X is algebraically equivalent to
one of the form
s∑
k=1
fn∗Djk , (7.47)
with n ∈ Z and jk ∈ {1, · · · , r}.
Proof. — Snce NS(XR;R) has dimension 2 and the isotropic eigenvectors θ
+
f
and θ−f belong to Amp(XR), then we have the equality
Amp(XR) = NS
+(XR), (7.48)
and this open convex cone is just the open quadrant delimited by the half-
lines R+θ+f and R
+θ−f . The integer points in this cone correspond to classes
of real ample divisors. Let θ1 be such a point that we choose to be primitive,
and let θ2 = f∗θ1 (observe that θ2 is also primitive). Denote by D the closed
convex cone of NS(XR;R) bordered by half-lines R
+θ1 and R
+θ2. By con-
struction D\{0} is a fundamental domain for the action of f∗ on Amp(XR)
(see Figure 7.3).
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Figure 7.3. The fundamental domain D\{0}.
Denote by θ3, θ4, · · · , θr the entire points inside the parallelogram whose
vertices are 0, θ1, θ1 + θ2 and θ2. Any point in D can be expressed uniquely
as
k1θ1 + k2θ2 + θj or k1θ1 + k2θ2, (7.49)
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with (k1, k2) ∈ N2 and j ∈ {3, · · · , r}. For all real ample divisors D, there
is n ∈ Z such that f−n∗ [D] ∈ D, so we are done by setting D1, · · · , Dr real
ample divisors whose classes are θ1, · · · , θr.
We go back to the proof of Theorem 7.16. Let q be a positive integer such
that the divisorsD′1 = qD1, · · · , D′r = qDr are all very ample. By Lemma 7.18,
there exists a positive number C such that
mvolR(f
n
∗D
′
j) ≥ C volC(fn∗D′j)α ∀j ∈ {1, · · · , r}, ∀n ∈ Z. (7.50)
Let D be a real ample divisor whose Chern class is q-divisible. There are n ∈ Z
and j1, · · · , js ∈ {1, · · · , r} such that
[D] =
s∑
k=1
fn∗ [D
′
jk
]. (7.51)
Then
mvolR(D) ≥
∑
k
mvolR(f
n
∗D
′
jk
) (7.52)
≥ C
∑
k
volC(f
n
∗D
′
jk
)α (7.53)
≥ C
(∑
k
volC(f
n
∗D
′
jk
)
)α
(7.54)
= C volC(D)
α. (7.55)
From (7.53) to (7.54), we have used the following special case of Minkowski
inequality: (
s∑
k=1
|xk|
)α
≤
s∑
k=1
|xk|α ∀α ∈ (0, 1]. (7.56)
Hence we see that α belongs to A(X), and Theorem 7.16 is proved.
Remark 7.20. — We do not know if concordance is achieved in Theo-
rem 7.16.

CHAPTER 8
CONCORDANCE FOR ABELIAN SURFACES
The aim of this chapter is to prove the following theorem, which describes
exhaustively the concordance for real abelian surfaces.
Theorem 8.1. — Let X be a real abelian surface. We have the following
alternative:
(1) ρ(XR) = 1 and α(X) = 1.
(2) ρ(XR) = 2 and
(a) if the intersection form represents 0 on NS(XR;Z), then α(X) = 1;
(b) otherwise, α(X) = 1/2.
(3) ρ(XR) = 3 and α(X) = 1/2.
The concordance is achieved in all cases. It equals 1/2 if and only if X admits
real loxodromic type automorphisms.
Of course the case ρ(XR) = 1 is trivial (cf. Proposition 6.14), so we just
have to prove the last two cases.
8.1. Generalities on abelian surfaces
A real abelian varietyX is a real algebraic variety whose underlying complex
manifoldX(C) is a complex torusCg/Λ. We say real elliptic curve when g = 1,
and real abelian surface when g = 2. As X(R) 6= ∅, we can assume that the
antiholomorphic involution σX comes from the complex conjugation on C
g,
and the lattice Λ has the form
Λ = Zg ⊕ τZg, (8.1)
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where τ ∈Mg(C) is such that
Im(τ) ∈ GLg(R) and 2Re(τ) =
(
Ir 0
0 0
)
, (8.2)
the integer r being characterized by the fact that X(R) has 2g−r connected
components (cf. [Sil89, §IV]).
Notation 8.2 (Elliptic curves). — A real elliptic curve has the form
E = C/(Z⊕ τZ), (8.3)
where τ = iy or τ = 1/2 + iy, with y > 0. We denote by Ey and E
′
y these
elliptic curves, and by Γy and Γ
′
y the corresponding lattices in C. Namely :{
Γy = Z⊕ iyZ
Ey = C/Γy
and
{
Γ′y = Z⊕ (1/2 + iy)Z
E′y = C/Γ
′
y
(8.4)
Note that Ey(R) has two connected components, whereas E
′
y(R) has only one
connected component.
A (real) homomorphism between two real abelian varieties is a holomorphic
map
f : Cg/Λ −→ X ′ = Cg′/Λ′ (8.5)
which is compatible with the real structures (that is, σX′ ◦ f = f ◦ σX) and
which respects the abelian group structures (this is equivalent to f(0) = 0).
Such a map lifts to a unique C-linear map F : Cg → Cg′ such that F (Λ) ⊂ Λ′,
whose matrix has integer coefficients (for F (Zg) ⊂ Λ′ ∩Rg′ = Zg′). We also
talk about endomorphisms, isomorphisms and automorphisms of real abelian
varieties. Observe that in this context, automorphisms are asked to pre-
serve the origin.
8.1.1. Isogenies and Picard numbers. — A real isogeny between two real
abelian varieties of same dimension is a homomorphism of real abelian varieties
that is surjective, which means that its matrix has maximal rank. Two real
abelian varieties are said to be isogenous when there exists an isogeny from
one to the other (this is an equivalence relation; cf. [BL99, 1.2.6]).
Example 8.3. — The multiplication by 2 in C sends the lattice Γy into Γ
′
y,
and conversely. Thus we have the following isogenies of real elliptic curves:
Ey
×2−→ E′y and E′y ×2−→ Ey. (8.6)
Thus the two types of real elliptic curves Ey and E
′
y are in the same class of
isogeny.
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Remark 8.4. — The real Picard number does not change by isogeny. Indeed,
any isogeny f : X → X ′ gives rise to a homomorphism
f∗ : NS(X ′R;Z)→ NS(XR;Z) (8.7)
which is injective, hence ρ(X ′R) ≤ ρ(XR); the other inequality follows by the
symmetry of the isogeny relation.
Proposition 8.5. — Any real abelian surface X is isogenous to C2/Λ, with
Λ = Z2 ⊕ iSZ2, (8.8)
where S = (Sij) ∈M2(R) is a symmetric positive definite matrix.
When X is on this form, the Ne´ron–Severi group NS(XC) identifies itself
with R-bilinear forms ω whose matrix in the R-basis (e1, e2, iSe1, iSe2) of C
2
writes down
Ω =
(
A B
−tB C
)
, (8.9)
with A,B,C ∈M4(Z), A and C antisymmetric, and satisfying both conditions
C = det(S)A and SB = tBS. (8.10)
Elements of NS(XR) are those which satisfy the supplementary condition
A = C = 0. (8.11)
Their respective ranks are given by
ρ(XC) = 6− rankQ(S11, S12, S22)− rankQ(1,det(S)) ∈ {1, 2, 3, 4}, (8.12)
ρ(XR) = 4− rankQ(S11, S12, S22) ∈ {1, 2, 3}. (8.13)
Proof. — The existence of a real polarization on X = Cg/Λ (see [Sil89,
§IV.3]) implies that the lattice Λ can be set on the form
DZ2 ⊕ τZ2, (8.14)
the matrix D being diagonal with integer coefficients, and the matrix τ being
symmetric, with S = Im(τ) positive definite and 2Re(τ) an integer matrix.
Hence the dilation by 2 in C2 gives rise to a real isogeny
C2/Λ
×2−→ C2/(Z2 ⊕ iSZ2). (8.15)
The description of NS(XC) comes from [BL99, §1, 3.4]. Elements ω
of NS(XR) must moreover satisfy σ
∗ω = −ω (cf. [Sil89, §IV (3.4)]), where σ
denotes the complex conjugation on C2. The matrix of σ∗ in the prescripted
R-basis is
Σ =
(
I2 0
0 −I2
)
, (8.16)
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so this condition becomes tΣΩΣ = −Σ, hence(
A −B
tB C
)
=
(−A −B
tB −C
)
, (8.17)
which gives A = C = 0. The assertion on the Picard numbers follows from an
easy calculation.
Remark 8.6. — The difference ρ(XC) − ρ(XR) between complex and real
Picard number is 1 or 0, depending on whether det(S) ∈ Q or not. The
exceptional value ρ(XC) = 4 is achieved exactly when X is isogenous to the
square of an elliptic curve with complex multiplication (cf. [BL99, §2 7.1]).
The interest of looking at real abelian surfaces up to isogeny resides in the
following proposition.
Proposition 8.7. — Let X and X ′ be two isogenous real abelian varieties.
Then A(X) = A(X ′), and consequently α(X) = α(X ′).
Proof. — Since the isogeny relation is symmetric, it is enough to show the
inclusion A(X) ⊂ A(X ′). Let f : X ′ → X be an isogeny. For K = R or C,
denote by fK the induced map from X
′(K) to X(K). We take an arbitrary
Ka¨hler metric on X, and then we take its pullback on X ′, so that f is locally
an isometry for the respective metrics.
Fix any α ∈ A(X). There exist C > 0 and q ∈ N∗ such that any real ample
divisor D on X, whose Chern class is q-divisible, satisfies
mvolR(D) ≥ C volC(D)α. (8.18)
Since f∗ : NS(XR;Z) → NS(X ′R;Z) is an injective homomorphism, its image
has finite index n. Let D′ be a real ample divisor on X ′ whose class is nq-
divisible. Then there is a real ample divisor D on X with [D′] = [f∗D], and
furthermore [D] is q-divisible.
Any point on the curve D(R) has exactly deg(fR) preimages, hence
volR(f
∗D) = deg(fR) volR(D) (8.19)
by the choice of the metrics. Since f∗ realizes a bijective map between V(D)
and V(D′), we deduce, taking the upper bound on V(D), that
mvolR(D
′) = deg(fR)mvolR(D). (8.20)
By the same argument, we also have
volC(D
′) = deg(fC) volC(D) (8.21)
8.1. GENERALITIES ON ABELIAN SURFACES 99
So if we set C ′ = C deg(fR)/deg(fC)α, we obtain
mvolR(D
′) ≥ C ′ volC(D′)α. (8.22)
This shows that the exponent α is contained in A(X ′).
8.1.2. Entropy of automorphisms. — The following fact is very specific
to tori, for which automorphisms come from linear maps.
Proposition 8.8. — Let f be an automorphism of a real abelian surface X.
Then
htop(fC) = 2 htop(fR). (8.23)
Accordingly, α(X) ≤ 1/2 as soon as X admits real loxodromic type automor-
phisms.
Proof. — We lift the automorphism f to a C-linear map F : C2 → C2 whose
matrix is in SL2(Z) (replacing f by f
2 if necessary). If F has spectral radius 1,
then it is obvious that htop(fR) = htop(fC) = 0. Otherwise, F has two distinct
eigenvalues λ and λ−1, with |λ| > 1. As a R-linear map of C2, F has eigen-
values (λ, λ, λ−1, λ−1) (with multiplicities), thus htop(fC) = 2 log |λ| (see, for
instance, [BS02, 2.6.4]). Restricted to R2, F has eigenvalues (λ, λ−1), hence
htop(fR) = log(|λ|).
The last part is a consequence of Theorem 7.7.
Remark 8.9. — (1) If f is a real loxodromic automorphism of a real
abelian surface, then λ(f) is an algebraic integer of degree at most ρ(XR) ≤ 3.
Since its minimal polynomial has λ(f) and λ(f)−1 as roots, and all the other
roots (if they exist) have modulus one, then this polynomial has degree 2.
The minimal quadratic integer being λ2 =
3+
√
5
2 , we have
htop(fC) ≥ log(λ2). (8.24)
This lower bound is reached : for instance, take X = C2/Z[j]2, and f given
by the matrix
(
2 1
1 1
)
.
(2) Now if f is a complex loxodromic automorphism of an abelian surface,
the degree of λ(f) is at most ρ(XC) ≤ 4. Thus λ(f) is either a quadratic
integer or a degree four Salem number, and the minimal possible value is the
largest root λ4 of the polynomial x
4 − x3 − x2 − x+ 1, so we get
htop(fC) ≥ log(λ4). (8.25)
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Again this lower bound is reached, on the same surface X = C2/Z[j]2 : for in-
stance, take f given by the matrix
(
j −1
j j2
)
(see also [McM11b]). This gives
a minimum which is strictly less than the one obtained for real automorphisms.
8.2. Abelian surfaces with Picard number 2
8.2.1. Hyperbolic rank 2 lattices. — By definition, a lattice is a free
abelian group L of finite rank, equipped with a nondegenerate symmetric
bilinear form ϕ taking integral values. We say the lattice is hyperbolic when
the signature of the induced quadratic form on L⊗R is (1, rank(L)− 1). The
determinant of the matrix of ϕ in a base of L is the same for all bases. Its
absolute value is a positive integer, called the discriminant of the lattice.
Let (L,ϕ) be a rank 2 hyperbolic lattice. There are exactly two isotropic
lines in L ⊗ R. The discriminant δ is a perfect square if and only if the
quadratic form associated to ϕ represents 0, which means that there exists a
nonzero isotropic point in L, or to say it otherwise both isotropic lines in L⊗R
are rational.
Suppose that δ is no perfect square. Then the study of Pell–Fermat equa-
tion implies the existence of a hyperbolic isometry of L, that is, an isometry
whose spectral radius is greater than 1. Such an isometry spans a finite index
subgroup of the isometries of L. To be more precise, the group Isom+(L,ϕ) of
direct isometries of L (those with determinant +1) is an abelian group isomor-
phic to Z×Z/2Z, and any infinite order element in Isom+(L,ϕ) is hyperbolic.
Conversely if δ is a perfect square, there is no hyperbolic isometry, and the
isometry group is finite. More precisely, Isom+(L,ϕ) = {id,− id} ≃ Z/2Z.
Example 8.10. — Let X be a real algebraic surface with ρ(XR) = 2. Then
the group NS(XR;Z), equipped with the intersection form, is a rank 2 hyper-
bolic lattice.
8.2.2. When X has a real elliptic fibration. — Let X and B be two
complex algebraic varieties. An elliptic fibration on X is a holomorphic
map π : X → B that is proper and surjective, and such that the generic fiber
is an elliptic curve. When the varieties X, B and the morphism π are defined
over R, we say the elliptic fibration is real.
Proposition 8.11. — Let X be a real abelian surface with ρ(XR) = 2. The
following are equivalent:
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(1) the intersection form on NS(XR;Z) represents 0;
(2) there exists a real elliptic fibration on X;
(3) X is isogenous to the product of two elliptic curves Ey1 and Ey2.
In this case, the concordance of X equals 1, and it is achieved.
Remark 8.12. — The elliptic curves Ey1 and Ey2 cannot be isogenous, for
otherwise the Picard number would be 3.
Proof. — (1) ⇒ (2): Let θ a nonzero primitive point in NS(XR;Z) such
that θ2 = 0. After changing θ into −θ if necessary, there exists a real ef-
fective and irreducible divisor D whose class is θ (here we use the fact that
Nef(XR) is the closure of NS
+(XR); cf. [Laz04, 1.5.17]). By the genus for-
mula, the arithmetic genus of D is 1. Since an abelian surface does not have
any rational curve, D must be a real elliptic curve. We may suppose that D
goes through 0 (if not, we translate it and obtain an algebraically equivalent
divisor), and thus it is a real subtorus. Now the canonical projection
π : X → X/D (8.26)
is a real elliptic fibration.
(2)⇒ (3) follows from the Poincare´ reducibility theorem (see [Deb99, §VI
8.1]).
(3) ⇒ (1): Let f : X → Ey1 × Ey2 be an isogeny. The effective divi-
sor D given by f∗(Ey1 × {0}) has self-intersection 0, so the intersection form
represents 0.
As the nef cone of Ey1 × Ey2 is spanned by [Ey1 × {0}] and [{0} × Ey2 ],
Proposition 6.16 implies that the interval A(Ey1 × Ey2) is equal to [0, 1]. By
invariance under isogeny, we also have A(X) = [0, 1].
8.2.3. When X has no real elliptic fibration. —
Theorem 8.13. — Let X be a real abelian surface with ρ(XR) = 2. Assume
that the intersection form on NS(XR;Z) does not represent 0. Then
(1) there exists a real loxodromic type automorphism on X;
(2) the concordance of X equals 1/2 and it is achieved.
We use the following result (see, for instance, [Bea85]):
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Theorem 8.14 (Torelli theorem for tori). — Let X be a real abelian sur-
face and let φ be a Hodge isometry (1) of H2(XC;Z) that preserves the ample
cone and has determinant +1. Then there exists an automorphism f of XC,
unique up to a sign, such that f∗ = φ. If moreover φ commutes with the
involution σ∗X , then f or f
2 is a real automorphism.
Remark 8.15. — To prove the last part, it is enough to remark that
σX ◦ f ◦ σX = ±f−1 (8.27)
by the uniqueness part.
Lemma 8.16. — Let L be an free abelian group of finite rank, L′ be a finite
index subgroup of L and φ′ be an automorphism of L′. Then some positive
iterate φ′k extends to an automorphism φ on L.
Proof. — Denote by q the exponent of the group L/L′, so that qL ⊂ L′.
As φ′ projects to an automorphism of L′/qL′ that has finite order k, it follows
that φ′k(qL) ⊂ qL. Let µq : L → qL be the isomorphism defined by θ 7→ qθ.
Then the automorphism φ = µ−1q ◦ φ′k |qL ◦ µq satisfies the desired property.
Proof of Theorem 8.13. — Since the intersection form does not represent 0,
there exists a hyperbolic isometry φ1 of L1 = NS(XR;Z) (cf. §8.2.1). Replac-
ing φ1 by φ
2
1 if necessary, we may suppose that φ1 preserves the cone Amp(XR)
and that det(φ1) = 1. Denote by L2 the orthogonal of L1 in L = H
2(XC;Z),
and by L′ the direct sum L1⊕L2. The subgroup L′ has finite index in L, and
so, by Lemma 8.16, φk1 ⊕ idL2 extends to an automorphism φ on H2(XC;Z)
for some k ∈ N∗. It is clear by construction that φ satisfies the assump-
tions of Theorem 8.14. Thus there exists a real automorphism f on X such
that f∗ = φ2. Its dynamical degree is greater than 1, as a power of the spectral
radius of φ1.
The equality α(X) = 1/2 follows from Theorem 7.16 and Proposition 8.8.
In order to show that the concordance is achieved, we replace α by
1
2
=
htop(fR)
htop(fC)
(8.28)
inside the proof of Theorem 7.16 by using the following lemma, which improves
the inequality of Corollary 7.13.
1. By definition, a Hodge isometry of H2(XC;Z) is a bijective linear map which preserves
the intersection form and the Hodge decomposition.
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Lemma 8.17. — Let f be a real automorphism of a real abelian surface X.
Assume that λ = exp(htop(fR)) > 1. Then for all very ample real divisors D
on X, there exists C > 0 such that
mvolR(f
n
∗D) ≥ Cλn ∀n ∈ N. (8.29)
Proof. — The automorphism f lifts to a linear self-map F of R2. Replac-
ing f with f2 if necessary, F has eigenvalues λ and λ−1. We choose a scalar
product on R2 such that the eigenlines D+ and D−, respectively, associated
to λ and λ−1, are orthogonal. Then we take on X(R) the Riemannian metric
induced by this scalar product.
If necessary, we change D (by translation) into an algebraically equivalent
divisor containing the origin as a smooth point. Then the curveD(R) contains
a smooth simple arc γ through 0. Let γ˜ be the lift of γ to R2 containing the
origin, and let p : R2 → R2 be the projection on D+ with direction D−. Then
mvol(fn∗D) ≥ length(fn(γ))
= length(Fn(γ˜))
≥ length(p ◦ Fn(γ˜))
= λn length(p(γ˜)).
(8.30)
Observe that length(p(γ˜)) > 0. Indeed, if it were zero, γ˜ would be contained
in D−, hence the real analytic curve D(R) would contain the projection of D−
on the torus R2/Z2. But then D(R) would be Zariski-dense, since the line D−
is irrational : this is impossible. Thus we get the result with C = length(p(γ˜)).
8.3. Abelian surfaces with Picard number 3
Lemma 8.18. — Let X be a real abelian surface with ρ(XR) = 3. There
exists a real elliptic curve E such that X is isogenous to E × E.
Proof. — Changing X by isogeny if necessary (cf. Proposition 8.5), X has
the form C2/(Z2 ⊕ iSZ2), with S = (Sij) ∈ M2(R) symmetric and pos-
itive definite. As ρ(XR) = 3, it follows that rankQ(S11, S12, S22) = 1, so
there exists m ∈ N∗ such that mS12 and mS22 are in ZS11 (S11 6= 0, since
det(S) = S11S22 − S212 > 0). Then the dilation by m in C2 gives rise to an
isogeny from X to ES11 × ES11 .
As a consequence, it is enough to restrict ourselves to the case
X = E × E, (8.31)
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where E is a real elliptic curve. We can also suppose (see example 8.3) that
E = E′y (8.32)
with y > 0. By making this choice, X(R) = E′y(R) × E′y(R) has only one
connected component, are the real curves will be more easy to study.
Observe that the group GL2(Z) acts on X and gives many examples of real
loxodromic type automorphisms. A consequence from this fact and Proposi-
tion 8.8 is that we already have the inequality
α(X) ≤ 1/2. (8.33)
In order to compute volumes, we choose the standard Euclidean metric on
the torus X = C2/(Γ′y)2, whose Ka¨hler form is given by
κ =
i
2
(dz1 ∧ dz1 + dz2 ∧ dz2) . (8.34)
For this metric, we have volR(E) = 1 and volC(E) = y. In the remaining part
of this section, we follow [Chr04].
Definition 8.19. — A rational line on X is the projection of a line of C2
given by an equation az1 = bz2 with (a, b) ∈ Z2. The number a/b ∈ Q ∪ {∞}
is the slope of this rational line.
Example 8.20. — The curves H, V , and ∆, which are respectively the hor-
izontal, the vertical, and the diagonal of E ×E, are rational lines with slopes
by 0, ∞, and 1, respectively. Proposition 8.5 implies that their classes form a
base of NS(XR;Z) (this follows from an easy computation).
Lemma 8.21. — Let D be a rational line on X. Then
volR(D) = C volC(D)
1/2, (8.35)
with C = y−1/2 = volR(E)/ volC(E)1/2.
Proof. — Let a/b be the slope of D, with coprime integers a and b. We
compute the length of D(R) by the Pythagorean theorem:
volR(D) =
√
a2 + b2. (8.36)
On the other hand, it is clear, from the form of κ, that
volC(D) = volC(E)(D ·H +D · V ). (8.37)
We easily check that D ·H = a2 and D · V = b2, hence
volC(D) = y(a
2 + b2). (8.38)
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The group SL2(Z) acts by automorphisms on X, thus by isometries
on NS(XR;R). This action preserves the ample cone Amp(XR), which here
is the same as NS+(XR) (see [Laz04, §1.5.B]).
If we identify the disk D = P(Amp(XR)) with the Poincare´ half-plane H,
by the unique isometry matching the class of a rational line in ∂D with the
inverse of its slope in ∂H = R∪{∞}, then the induced action of PSL2(Z) on D
corresponds to the standard action by homographies on H. Accordingly we
see that the triangle T ⊂ D, whose vertices are P[H], P[V ], and P[∆], contains
some fundamental domain for the action of PSL2(Z) on D (see Figure 8.1).
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Figure 8.1. A fundamental domain for the action of PSL2(Z) on H.
This domain is contained in the triangle corresponding to T, whose
vertices are ∞, 0 and 1.
Let D be a real ample divisor on X. There exists some f ∈ SL2(Z) such
that P(f−1∗ [D]) ∈ T. So there are nonnegative numbers k1, k2 and k3 such
that
f−1∗ [D] = k1[H] + k2[V ] + k3[∆]. (8.39)
The numbers k1, k2, and k3 are actually integers, for ([H], [V ], [∆]) is a base
of NS(XR;Z). Hence the divisor D is algebraically equivalent to
k1D1 + k2D2 + k3D3, (8.40)
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where D1 = f(H), D2 = f(V ), and D3 = f(∆) are rational lines. Then
mvolR(D) ≥
∑
j
kj volR(Dj) (8.41)
= C
∑
j
kj volC(Dj)
1/2 by Lemma 8.21 (8.42)
≥ C
∑
j
kj
2 volC(Dj)
1/2 by Minkowski inequality (7.56)
(8.43)
≥ C
∑
j
kj volC(Dj)
1/2 (8.44)
= C volC(D)
1/2. (8.45)
We deduce that 1/2 ∈ A(X). Thus the concordance is 1/2 and it is achieved.
This ends the proof of Theorem 8.1.
8.4. The concordance depends on the real structure
The aim of this paragraph is to show that there is a complex abelian
surface XC which admits two different real structures σ1 and σ2, and thus
two distinct real abelian surfaces X1 and X2, such that α(X1) 6= α(X2).
Fix a positive irrational number π such that π2 /∈ Q. We consider the
complex abelian surface
XC = Epi × Epi, (8.46)
with the two following real structures which define two real abelian surfacesX1
and X2:
(1) σ1 is the standard complex conjugation: σ1(z1, z2) = (z1, z2);
(2) σ2 is given by σ2(z1, z2) = (z1,−z2).
Since π is irrational, Epi has no complex multiplication, and the Picard
number of XC is 3.
We have seen in the last section that
ρ(X1) = 3 and α(X1) = 1/2. (8.47)
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Now consider the complex isomorphism
XC = Epi × Epi ψ−→ X ′C = Epi × Epi−1
(z1, z2) 7−→
(
z1, iπ
−1z2
)
.
(8.48)
Then ψ ◦ σ2 ◦ ψ−1 is the standard complex conjugation on X ′C, thus X2 is
isomorphic to the real abelian surface X ′R = Epi × Epi−1 (with the standard
real structure). Since we have chosen π2 irrational, the real elliptic curves Epi
and Epi−1 are not isogenous over R (although they are isomorphic over C,
via the complex multiplication by iπ−1), so X ′R has Picard number 2 and
concordance 1. It follows that
ρ(X2) = 2 and α(X2) = 1. (8.49)

CHAPTER 9
CONCORDANCE FOR K3 SURFACES
9.1. Generalities on K3 surfaces
We recall that a K3 surface is a compact complex surface X such that
H1(XC;Z) = 0 (9.1)
and the canonical divisor KX is trivial. Such a surface is necessarily Ka¨hler.
A real K3 surface is a K3 surface equipped with a real structure. See [DIK00,
§8.4] for a review of the possible topological types for the X(R).
In this chapter only, all K3 surfaces are supposed to be algebraic.
9.1.1. Exceptional curves. — On a real K3 surface, a complex irreducible
curve C with negative self-intersection must have self-intersection −2, by the
genus formula. By contrast, when C is a real curve that is irreducible over R
and has negative self-intersection, we can also have C2 = −4. Indeed the
curve C can also have the form E + Eσ, where E is a complex (−2)-curve
with E · Eσ = 0.
By extension we call a real effective divisor exceptional if it has self-
intersection −2 or it has the form E + Eσ, where E is a complex curve
with E2 = −2 and E · Eσ = 0 (this implies (E + Eσ)2 = −4). We denote
by ∆ ⊂ NS(XR;Z) the set of classes of exceptional curves. By description of
the Ka¨hler cone (cf. [BHPVdV04, §VIII (3.9)]),
Amp(XR) = {θ ∈ NS+(XR) | θ · d > 0 ∀d ∈ ∆}. (9.2)
This cone coincides with one of the chambers of NS+(XR)\
⋃
d∈∆ d
⊥. As a
special case, we see that the lack of exceptional curves is equivalent to the
equality Amp(XR) = NS
+(XR).
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9.1.2. Torelli theorem. — Let us recall the following result, which de-
scribes automorphisms of K3 surfaces (see [BHPVdV04, §VIII (11.1) &
(11.4)], [Sil89, §VIII (1.7)]).
Theorem 9.1 (real Torelli theorem). — Let X be a real K3 surface and
let φ be a Hodge isometry of H2(XC;Z) that preserves the ample cone. Then
there exists a unique automorphism f of XC such that f∗ = φ. If moreover φ
commutes with the involution σ∗X , then f is a real automorphism.
Remark 9.2. — As a consequence, we see that the kernel of the representa-
tion
Aut(XR)→ Isom(NS(XR;Z)) (9.3)
is finite, where Isom(NS(XR;Z)) denotes the group of isometries of NS(XR;Z).
Indeed, the space H2(XC;R) decomposes into the orthogonal direct
sum V1 ⊕ V2 ⊕ V3, where V1 = NS(XR;R), V2 stands for the orthogonal
of V1 in H
1,1(XC;R), and V3 = (H
0,2 ⊕H2,0)(XC;R). The intersection form
is negative definite on V2 and positive definite on V3. If f ∈ Aut(XR) is in
the kernel of the representation, then the induced map f∗ on H2(XC;R)
preserves the intersection form, so it is contained in the compact sub-
group {idV1} ⊕ Isom(V2)⊕ Isom(V3). Since the matrix of f∗ must also have
integer coefficients in a base of H2(XC;Z), there are finitely many possibilities
for f∗, and thus for f by uniqueness in the Torelli theorem. See also [DIK00,
D.1.4] for a proof independant of the Torelli theorem.
9.2. Picard number 2
When ρ(XR) = 2, the nef cone Nef(XR) has exactly two extremal rays. We
say this cone is rational if both rays are rational, that is, if they contain an
element of NS(XR;Z)\{0}.
Theorem 9.3. — Let X be a real K3 surface with ρ(XR) = 2.
(1) If the intersection form on NS(XR;Z) represents 0, or if there are ex-
ceptional curves on X, then the group Aut(XR) is finite, the cone Nef(XR) is
rational and α(X) = 1, the concordance being achieved.
(2) Otherwise X admits a real loxodromic type automorphism f . Such an
automorphism spans a finite index subgroup of Aut(XR), and
α(X) =
htop(fR)
htop(fC)
. (9.4)
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Remark 9.4. — The intersection form on NS(XR;Z) represents 0 if and only
if there exists some real elliptic fibration (see [PSˇSˇ71, Corollary 3 in §3]).
Proof. — First case: the intersection form represents 0. Then the group
Isom(NS(XR;Z)) is finite (cf. §8.2.1), and so is the kernel of the represen-
tation Aut(XR) → Isom(NS(XR;Z)), hence Aut(XR) must be finite. The
extremal rays of Nef(XR) are either isotropic half-lines, or orthogonal to the
class of an exceptional curve: they are rational in both cases.
Second case: the intersection form does not represent 0 and there are ex-
ceptional curves. We show that X has many exceptional curves. To be more
precise, let d ∈ ∆ be the class of such a curve, and let φ′ be a hyperbolic isom-
etry of NS(XR;Z). Replacing φ
′ by a positive iterate if necessary, the isome-
try φ′ ⊕ idNS(XR;Z)⊥ extends to an isometry φ on NS(XC;Z) (cf. Lemma 8.16).
Note that we cannot apply the Torelli theorem here, for φ does not preserve
the ample cone (even if we suppose that it preserves NS+(XR)). Nevertheless,
we show the following lemma.
Lemma 9.5. — For all n ∈ Z, ±φn(d) is the class of an exceptional curve.
Proof. — If d2 = −2, then φn(d)2 = −2. The Riemann–Roch formula shows
that h0(X,OX(φn(d))) + h0(X,OX(−φn(d))) ≥ 2, hence φn(d) or −φn(d) is
the class of an effective divisor.
Otherwise, d = e − σ∗e (the minus sign comes from (1.17)) with e2 = −2
and e · σ∗e = 0, where e is the class of a complex effective divisor. From the
same argument, it comes that φn(e) or −φn(e) is also the class of a complex
effective divisor. Thus ±φn(d) = ±(φn(e) − σ∗φn(e)) is the class of a real
effective divisor.
Observe that when n goes to ±∞, the lines Rφn(d) converge to the two
isotropic lines. Consequently, there are exceptional curves whose classes are
arbitrarily close to both isotropic directions. The cone Amp(XR) is one of the
chambers of NS+(XR)\
⋃
d∈∆ d
⊥, so both its extremal rays must be orthogonal
to classes of exceptional curves, hence they are rational. Since the subgroup of
Isom(NS(XR;Z)) whose elements fix or exchange these extremal rays is finite,
the group Aut(XR) is also finite by Remark 9.2.
In the first two cases, letR+[D] be an extremal ray of the cone Nef(XR). By
Riemann–Roch, h0(X,OX(D)) ≥ 2, thus mvolR(D) > 0 by Proposition 6.5.
The assertion about α(X) follows, using Proposition 6.16.
Third case: the intersection form does not represent 0 and there is no ex-
ceptional curve. Let φ′ be a hyperbolic isometry of NS(XR;Z) that preserves
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the cone Amp(XR) = NS
+(XR). By the same argument as in the proof of
Theorem 8.13, some iterate φ′k extends to a Hodge isometry φ of H2(XC;Z)
that commutes with σ∗. Then by the Torelli theorem, there exists on X
a real automorphism f such that f∗ = φ. The dynamical degree λ(f) is
greater than 1 as a power of the spectral radius of φ′. Now the representation
Aut(XR) → Isom(NS(XR;Z)) has finite kernel, and the subgroup generated
by f∗ has finite index in Isom(NS(XR;Z)) (cf. §8.2.1). It follows that f spans a
finite index subgroup of Aut(XR). The concordance formula is a consequence
of Theorem 7.16.
Example 9.6 ([Weh88]). — Let Y be the 3-dimensional flag variety
Y =
{
(P,L) ∈ P2C × (P2C)∗ |P ∈ L
}
. (9.5)
Let X be a smooth hypersurface of Y such that the projections
π1 : XC → P2C and π2 : XC → (P2C)∗ (9.6)
are ramified 2-coverings. Then X is a K3 surface, called a Wehler surface. Fur-
thermore, generic Wehler surfaces have a rank 2 Ne´ron–Severi group, spanned
by generic fibers of the two coverings. The automorphism group is then iso-
morphic to a free product Z/2Z∗Z/2Z, the generators being the involutions s1
and s2 of the coverings π1 and π2, respectively. Furthermore, the automor-
phism f = s1 ◦ s2 has loxodromic type, his dynamical degree being easily
computed from the action on the 2-dimensional subspace of NS(X;R):
λ(f) = 7 + 4
√
3. (9.7)
If moreover the surface X is defined over R, then NS(XR;Z) = NS(XC;Z),
and the automorphism f is real. So, by Theorem 7.16,
α(X) =
htop(fR)
htop(fC)
=
htop(fR)
log(7 + 4
√
3)
. (9.8)
9.3. Deformation of K3 surfaces in P1 × P1 × P1
The following example was first described by McMullen [McM02]. Fix a
nonzero real number t. Let Xt be the hypersurface of P1(C)3 defined in its
affine chart C3 by
(z21 + 1)(z
2
2 + 1)(z
2
3 + 1) + tz1z2z3 = 2. (9.9)
It is a smooth surface of tridegree (2, 2, 2), hence a K3 surface [Maz92], here
defined over R. We have three double (ramified) coverings πtj : X
t → P1 × P1
(with j ∈ {1, 2, 3}) that consist in forgetting the j-th coordinate. These
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three coverings give rise to three involutions stj on X
t that span a subgroup
of Aut(XR), which is a free product Z/2Z ∗Z/2Z ∗Z/2Z [Wan95]. Let f t be
the automorphism of Xt obtained by composing these three involutions. We
have seen in chapter 2 (cf. Example 2.14) that f t is loxodromic and
htop(f
t
C) = log(9 + 4
√
5). (9.10)
For parameter t = 0, the complex surface X0(C) is not smooth, for there
are 12 singular points (∞,±i,±i), (±i,∞,±i), and (±i,±i,∞). However,
these points are not real, so the real surface Xt(R) remains smooth at t = 0.
Restricted to X0(R), the birational map f0 is an order 2 diffeomorphism given
by the formula f0(x1, x2, x3) = (−x1,−x2,−x3). Consequently
htop(f
0
R) = 0. (9.11)
Let X be the submanifold of P1(R)3 ×R defined by
X = {(x, t) |x ∈ Xt(R)}. (9.12)
The projection p : X → R is a locally trivial bundle whose fibers are the real
surfaces Xt(R). Thus there is an open neighborhood Iε = (−ε, ε) around 0,
and an injective local diffeomorphism
ψ : X0(R)× Iε → X (9.13)
such that p◦ψ is the natural projection on the second coordinate. For all t ∈ Iε
the map ψ induces a diffeomorphism from X0(R) to Xt(R), which enables us
to conjugate f tR : X
t(R)→ Xt(R) to a diffeomorphism gt : X0(R)→ X0(R).
This family of diffeomorphisms on X0(R) is a continuous family for the C∞-
topology. As the map g0 = f0R has entropy 0, it follows that
lim
t→0
htop(g
t) = 0, (9.14)
by continuity of the topological entropy on Diff∞(X0(R)) (see [Yom87] or
[New89] for the upper semicontinuity, and [KH95, Corollary S.5.13] for the
lower semicontinuity). Since the entropy does not change by conjugacy, we
also have
lim
t→0
htop(f
t
R) = 0. (9.15)
On the other hand, Theorem 7.7 gives the inequality
α(Xt) ≤ htop(f tR)/ htop(f tC) = htop(f tR)/ log(9 + 4
√
5) (9.16)
for t 6= 0, and so we get
lim
t→0
t6=0
α(Xt) = 0. (9.17)
114 CHAPTER 9. CONCORDANCE FOR K3 SURFACES
To sum up, we have found a family (Xt, f t)t∈R∗ of real loxodromic type
automorphisms f t on real K3 surfaces Xt ⊂ (P1)3, such that
(1) htop(f
t
C) is a positive constant;
(2) as t goes to 0, Xt(R) degenerates in a smooth surface, and f tR in a
zero-entropy diffeomorphism;
(3) limt→0 α(Xt) = 0.
So we have just proved the following theorem.
Theorem 9.7. — For any η > 0 there exists a real K3 surface in (P1)3 such
that α(X) < η.
CHAPTER 10
AUTOMORPHISMS OF XR AND
DIFFEOMORPHISMS OF X(R)
Let X be a real algebraic surface. For any r ∈ N ∪ {∞} we denote
by Diffr(X(R)) the group of Cr-diffeomorphisms of the surface X(R), to-
gether with its Cr-topology (when r = 0, Diff0(X(R)) = Homeo(X(R))
stands for homeomorphisms). The group Aut(XR) identifies with a subgroup
of Diffr(X(R)). We would like to know how this subgroup sits into the whole
group of diffeomorphisms.
10.1. Nondensity of Automorphisms in Diff(X(R))
When Aut(XR) does not have any positive entropy element, it obviously
cannot be dense in Diff∞(X(R)). Indeed, there always exist positive entropy
diffeomorphisms on X(R), and these diffeomorphisms cannot be approached
by any automorphism, by the continuity of the entropy on Diff∞(X(R)) (cf.
[KH95]).
Now suppose that α(X) > 0. We have seen in Corollary 7.8 that an auto-
morphism f whose entropy on X(R) is not zero satisfies
htop(fR) ≥ α(X) log(λ10) > 0. (10.1)
Thus any diffeomorphism g of X(R) whose entropy satisfies
0 < htop(g) < α(X) log(λ10) (10.2)
cannot be approached (in the C∞-topology) by any automorphism. Since there
always exists such diffeomorphisms, this gives the following proposition.
Proposition 10.1. — Let X be a real algebraic surface such that α(X) > 0.
Then the image of the group Aut(XR) in Diff
∞(X(R)) is not dense.
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When the Kodaira dimension is 0, X(R) is naturally equipped with a canon-
ical area form µX , which comes from an everywhere nonzero holomorphic
2-form on some finite covering space of the minimal model of X (cf. Re-
mark 2.20). The image of Aut(XR) is contained in the subgroup Diff
∞
µX
(X(R))
of Diff∞(X(R)) whose elements preserve this area form. So in this case, the
non-density occurs for trivial reasons, as pointed out in [KM09]. Nevertheless,
the same proof gives this more precise result.
Proposition 10.1 bis. — Let X be a real algebraic surface of Kodaira di-
mension 0 such that α(X) > 0. Then the image of the group Aut(XR)
in Diff∞µX (X(R)) is not dense.
Remark 10.2. — In [KM09], Kolla´r and Mangolte established the nonden-
sity of the image of Aut(XR) in Homeo(X(R)) as soon as X(R) has the topol-
ogy of a connected orientable surface with genus ≥ 2. By contrast, they
proved, for surfaces birational to P2R, the density in Diff
∞(X(R)) of the group
of birational transformations with imaginary indeterminacy points.
10.2. Discreteness of Automorphisms in Diff(X(R))
We can be more precise when the Lie group Aut(XC) is discrete, that is,
when the connected component Aut(XC)
0 of the identity is reduced to a single
point. For instance, this is the case for K3 and Enriques surfaces, but not for
tori (for which Aut(XC)
0 consists in all translations).
Proposition 10.3. — Let X be a real algebraic surface. Assume that
α(X) > 0 and Aut(XC)
0 = {idX}. Then the image of the group Aut(XR)
in Diff1(X(R)) is a discrete subgroup.
Proof. — Fix α > 0 such that α ∈ A(X). There are positive numbers q and C
such that any real ample divisor D whose class is q-divisible satisfies
mvolR(D) ≥ C volC(D)α. (10.3)
Let D0 be such a divisor and let M > 1 be such that CM
α > mvolR(D0) (in
particular, volC(D0) < M).
Lemma 10.4. — The set Γ = {f ∈ Aut(XR) | volC(f∗D0) ≤M} is finite.
Proof of Lemma 10.4. — Denote by Θ ⊂ NS(XR;Z) the set of classes of am-
ple divisors D that satisfy volC(D) ≤M . This set is finite because such classes
10.2. DISCRETENESS OF AUTOMORPHISMS IN Diff(X(R)) 117
are in the compact set
{θ ∈ Nef(XR) | θ · [κ] ≤M}, (10.4)
where κ denotes the Ka¨hler form on X.
By [Lie78, 2.2] or [Fuj78, 4.8], the subgroup
{f ∈ Aut(XR) | f∗[D0] = [D0]} (10.5)
has finitely many connected components, so in our case it is finite. It follows
that the set
Γ = {f ∈ Aut(XR) | f∗[D0] ∈ Θ} (10.6)
is finite.
As Γ is finite and
CMα
mvolR(D0)
> 1 =
∣∣∣∣∣∣d(idX(R))∣∣∣∣∣∣∞ , (10.7)
we can find a neighborhood U of idX(R) in Diff
1(X(R)) such that
(1) U ∩ Γ = {idX(R)};
(2) for all g ∈ U , |||dg|||∞ <
CMα
mvolR(D0)
.
Let f be a real automorphism of X such that the restricted map
fR : X(R)→ X(R) (10.8)
is in U . Since the length of a curve is at most multiplied by |||dfR|||∞ when
we take its image by f , we obtain
mvolR(f∗D0) ≤ |||dfR|||∞mvolR(D0) < CMα. (10.9)
On the other hand,
mvolR(f∗D0) ≥ C volC(f∗D0)α, (10.10)
so we get
volC(f∗D0) < M, (10.11)
hence f ∈ Γ. Then by hypothesis on U , we get fR = idX(R). This implies
that Aut(XR) is a discrete subgroup of Diff
1(X(R)).

PARTIE III
ENSEMBLE DE FATOU DES
AUTOMORPHISMES

CHAPITRE 11
HYPERBOLICITE´ ET ENSEMBLE DE FATOU
Dans ce chapitre, on montre que l’ensemble de Fatou d’un automorphisme f
de type loxodromique, sur une surface ka¨hle´rienne compacte, est hyperbo-
lique au sens de Kobayashi, modulo d’e´ventuelles courbes pe´riodiques (voir le
the´ore`me 11.15 pour un e´nonce´ pre´cis). Ce re´sultat s’appuie sur un the´ore`me
de Dinh et Sibony (the´ore`me 11.12) concernant les courants positifs ferme´s
a` potentiels continus, que l’on applique aux courants T+f et T
−
f de´finis au
chapitre 4.
Je commence par faire quelques rappels sur la pseudo-distance de Ko-
bayashi et l’hyperbolicite´ (§11.1). Je donne ensuite dans la section 11.2 une
de´monstration du the´ore`me de Dinh et Sibony sur les courants. Enfin dans le
paragraphe 11.3, j’e´nonce et de´montre le the´ore`me principal sur l’hyperbolicite´
de l’ensemble de Fatou. Le cas ou` f posse`de des courbes pe´riodiques ne´cessite
une adaptation de la preuve du the´ore`me 11.12 qui utilise le fait, de´montre´
au §4.3, que les potentiels des courants T+f et T−f induisent des fonctions
continues sur la surface X0 ou` l’on a contracte´ les courbes pe´riodiques.
11.1. Ge´ne´ralite´s sur les espaces hyperboliques
Dans ce chapitre, on a besoin de conside´rer des ≪ varie´te´s ≫ complexes qui
peuvent admettre des singularite´s (c’est la cas de la surface X0 donne´e par le
the´ore`me 2.22). On parle dans ce cas d’espace analytique complexe plutoˆt que
de varie´te´ complexe. Par de´finition, un atlas d’un tel espace est forme´ d’ouverts
isomorphes au lieu d’annulation d’un nombre fini de fonctions holomorphes sur
un ouvert Ω de CN .
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11.1.1. Pseudo-distance de Kobayashi. — Dans [Kob05], l’auteur
de´finit une pseudo-distance sur un espace analytique complexe X de la
manie`re suivante. Soient x et y deux points de X. Une chaˆıne de disques
reliant ces points est, par de´finition, une famille Ψ = (ψk : D→ X)k=1,...,n de
disques holomorphes avec des points marque´s ak, bk ∈ D, tels que
• ψk(bk) = ψk+1(ak+1) ;
• ψ1(a1) = x et ψn(bn) = y.
La longueur d’une telle chaˆıne est alors de´finie par
long(Ψ) =
n∑
k=1
distD(ak, bk), (11.1)
ou` distD de´signe la distance de Poincare´ sur le disque unite´. On de´finit ensuite
la pseudo-distance de Kobayashi kobX par
kobX(x, y) = inf
{
long(Ψ)
∣∣Ψ chaˆıne de disques reliant x a` y} . (11.2)
La fonction kobX : X → R+ ∪ {+∞} ve´rifie :
• kobX(x, x) = 0 ;
• syme´trie : kobX(x, y) = kobX(y, x) ;
• ine´galite´ triangulaire : kobX(x, z) ≤ kobX(x, y) + kobX(y, z) ;
• kobX(x, y) = +∞ exactement lorsque x et y ne sont pas dans la meˆme
composante connexe de X.
Autrement dit, en restriction a` chaque composante connexe, kobX ve´rifie tous
les axiomes d’une distance, sauf e´ventuellement la se´paration des points (d’ou`
le nom de pseudo-distance).
De´finition 11.1. — On dit que X est hyperbolique lorsque kobX est une
distance en restriction a` chaque composante connexe de X, i.e. lorsque
∀x, y ∈ X, x 6= y ⇒ kobX(x, y) > 0. (11.3)
Exemple 11.2. — Lorsque X est le disque unite´ D, kobD co¨ıncide avec la dis-
tance de Poincare´ distD, et D est ainsi une varie´te´ hyperbolique. En revanche,
sur X = C, la pseudo-distance kobC est identiquement nulle, donc C n’est pas
hyperbolique.
La proposition suivante est imme´diate d’apre`s la de´finition :
Proposition 11.3 (De´croissance de la pseudo-distance de Kobayashi)
Soit f : X → Y une application holomorphe entre deux espaces analytiques
complexes. Pour tout couple (x, y) ∈ X2, on a
kobY (f(x), f(y)) ≤ kobX(x, y). (11.4)
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Corollaire 11.4. — Si X est une varie´te´ hyperbolique, elle ne contient au-
cune courbe entie`re (non constante) ϕ : C→ X.
Corollaire 11.5. — Tout ouvert d’une varie´te´ hyperbolique est hyperbolique.
Corollaire 11.6. — Si f : X → X est un automorphisme d’une varie´te´
complexe, alors f est une isome´trie pour la pseudo-distance kobX .
En revanche, le re´sultat suivant est non trivial (voir [Lan87]) :
The´ore`me 11.7 (Barth). — Soit X un espace analytique complexe
connexe. Si X est hyperbolique, alors la distance kobX induit la topologie
usuelle sur X.
11.1.2. Reparame´trisation de Brody. — Fixons une me´trique hermi-
tienne h sur X.
De´finition 11.8. — Une courbe de Brody est une courbe entie`re (non
constante) ϕ : C→ X ≪ a` vitesse majore´e ≫, c’est-a`-dire telle que la fonction
‖ϕ′‖h est majore´e sur C.
Notons que si X est compact, cette de´finition ne de´pend pas du choix de la
me´trique h. On introduit aussi la de´finition suivante (voir [Lan87, §II]) :
De´finition 11.9. — Soit X un espace analytique complexe muni d’une
me´trique hermitienne h, et soit Y un sous-ensemble de X. On dit que Y est
hyperboliquement plonge´ dans X s’il existe une fonction continue ℓ : X → R+∗
telle que pour toute application holomorphe ψ : D→ Y (1), on ait
‖ψ′(0)‖h ≤ ℓ(ψ(0)). (11.5)
Cette de´finition ne de´pend pas du choix de h. Lorsque Y est relativement
compact, on peut remplacer la fonction ℓ par une constante strictement posi-
tive. Un espace X est hyperbolique si et seulement s’il est hyperboliquement
plonge´ dans lui-meˆme, et on a l’implication suivante :
Y hyperboliquement plonge´ dans X =⇒ Y hyperbolique. (11.6)
The´ore`me 11.10 (Brody). — Soit Y un sous-ensemble relativement com-
pact d’un espace analytique complexe X. On suppose que Y ne contient aucune
courbe de Brody. Alors Y est hyperboliquement plonge´ dans X (donc Y est hy-
perbolique).
1. C’est-a`-dire une application holomorphe ψ : D→ X telle que ψ(D) ⊂ Y .
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Corollaire 11.11. — Un espace analytique complexe compact X est hyper-
bolique si et seulement s’il ne contient aucune courbe de Brody.
De´monstration du the´ore`me de Brody. — (voir aussi [Lan87, §III]) Suppo-
sons que Y ne soit pas hyperboliquement plonge´ dans X. Il existe alors une
suite ψn : D → Y d’applications holomorphes telle que ‖ψ′n(0)‖h ≥ n. La
reparame´trisation de Brody consiste a` restreindre les applications ψn a` des
disques plus petits, puis de les reparame´trer afin d’obtenir des applications ϕn
de´finies sur des disques de plus en plus grands avec controˆle des de´rive´es, de
telle sorte que l’on puisse prendre une limite ϕ : C → Y qui soit une courbe
de Brody.
Pour ψ : D → X et z ∈ D, on note |||dψ(z)|||
D,h la norme d’ope´rateur de
la diffe´rentielle vis-a`-vis de la me´trique de Poincare´ ‖∂/∂z‖TzD = 1/(1− |z|2)
sur TzD et de la me´trique h sur Tψ(z)X. On a donc :
|||dψ(z)|||
D,h =
∥∥∥∥dψ(z) · (1− |z|2) ∂∂z
∥∥∥∥
h
= (1− |z|2)‖ψ′(z)‖h. (11.7)
Fixons un re´el 0 < r < 1. On note
ψn,r : D→ X
z 7→ ψn(rz).
(11.8)
Pour tout z ∈ D, on a :
|||dψn,r(z)|||D,h = |||dψn(rz)|||D,h
∥∥r ∂∂z∥∥TrzD∥∥ ∂
∂z
∥∥
TzD
=
r(1− |z|2)
1− |rz|2 |||dψn(rz)|||D,h .
(11.9)
En particulier, lim|z|→1 |||dψn,r(z)|||D,h = 0, donc la norme de la diffe´rentielle
de ψn,r atteint son maximum, note´ Rn, en un point zn ∈ D. Notons que
Rn = |||dψn,r(zn)|||D,h ≥ |||dψn,r(0)|||D,h = r‖ψ′n(0)‖h ≥ nr −→n→+∞ +∞.
(11.10)
Pour R > 0, on note DR le disque de rayon R (centre´ en 0) dans C, que
l’on munit de la me´trique ‖∂/∂z‖TzDR = 1/R(1− |z/R|2). Soit gn : DRn → D
un isomorphisme tel que gn(0) = zn. On pose alors
ϕn = ψn,r ◦ gn : DRn → Y. (11.11)
11.2. UN THE´ORE`ME DE DINH ET SIBONY 125
Comme gn est une isome´trie entre DRn et D, on a, pour tout z ∈ DRn ,∥∥ϕ′n(z)∥∥h = |||dϕn(z)|||DRn ,h
Rn
(
1− |z|2
Rn2
) = |||dψn,r(gn(z))|||D,h
Rn
(
1− |z|2
Rn2
) ≤ 1
1− |z|2
Rn2
(11.12)
et ‖ϕ′n(0)‖h =
‖dψn,r(zn)‖D
Rn
= 1. (11.13)
Pour tout compact K ⊂ C, les applications ϕn sont de´finies sur K pour n
assez grand, et la majoration (11.12) implique que les normes des de´rive´es ϕ′n
sont uniforme´ment majore´es sur K. Par compacite´ de X, il existe alors une
sous-suite qui converge uniforme´ment sur K vers une application a` valeurs
dans Y . Par un proce´de´ d’extraction diagonale, on peut donc trouver une
sous-suite (ϕnk)k∈N qui converge uniforme´ment sur tout compact vers une
fonction holomorphe ϕ : C→ Y . De plus, on a pour tout z ∈ C :
‖ϕ′(z)‖h = lim
k→+∞
‖ϕ′nk(z)‖h ≤ limk→+∞
1
1− |z|2
Rnk
2
= 1. (11.14)
Enfin, ϕ est non constante car
‖ϕ′(0)‖ = lim
k→+∞
‖ϕ′nk(0)‖ = 1. (11.15)
On a ainsi construit une courbe de Brody ϕ : C→ X a` valeurs dans Y , ce qui
contredit l’hypothe`se.
11.2. Un the´ore`me de Dinh et Sibony
Cette section a pour but de donner la de´monstration d’un the´ore`me non
publie´ de Dinh et Sibony (voir la premie`re version de [DS05] sur http://
arxiv.org/abs/math/0311322v1), que l’on utilise dans la section suivante
pour montrer l’hyperbolicite´ de l’ensemble de Fatou.
The´ore`me 11.12 (Dinh – Sibony). — Soit (X,κ) une varie´te´ ka¨hle´rienne
compacte de dimension d, et soit T un (1, 1)-courant positif ferme´ a` poten-
tiels continus. On suppose qu’il existe une courbe de Brody ϕ : C→ X telle
que ϕ∗T = 0. Alors tout courant d’Ahlfors S associe´ a` ϕ ve´rifie T ∧ S = 0.
De´monstration. — Premier cas : la fonction aϕ est borne´e.
Dans ce cas, la proposition 3.31 montre que l’image de ϕ est contenue dans
une courbe rationnelle C = ϕ(C). Si S est un courant d’Ahlfors associe´ a` ϕ,
on a alors
S =
1
aireκ(C)
{C}. (11.16)
126 CHAPITRE 11. HYPERBOLICITE´ ET ENSEMBLE DE FATOU
Pour montrer que T ∧ S = 0, on prend θ une fonction C∞ a` support compact
dans un ouvert U sur lequel T = ddc u, avec u continue. Le fait que ϕ∗T = 0
se traduit par ddc(u ◦ ϕ) = 0, et alors
〈T ∧ S, θ〉 = 〈S, u ddc θ〉 (11.17)
=
1
aireκ(C)
∫
C
(u ◦ ϕ) ddc(θ ◦ ϕ) (11.18)
=
1
aireκ(C)
∫
C
(θ ◦ ϕ) ddc(u ◦ ϕ) (11.19)
= 0. (11.20)
Comme X est recouvert par de tels ouverts U , on a bien T ∧ S = 0.
Deuxie`me cas : la fonction aϕ est non borne´e.
Fixons (Uα, V α, ψα)α un recouvrement relativement compact de X (cf.
de´finition 3.23) tel que sur V α, on ait T = ddc uα avec uα continue. Pour r > 0,
on introduit la notation suivante :
Dαr = Dr ∩ ϕ−1(Uα) =
{
z ∈ C ∣∣ |z| < r et ϕ(z) ∈ Uα} . (11.21)
Soit S = limSϕ,rn un courant d’Ahlfors associe´ a` ϕ. Nous allons montrer
que T ∧ S = 0, ce qu’il suffit de montrer en restriction a` chaque ouvert Uα.
Pour cela, soit θ une fonction C∞ a` support compact dans Uα. On a :
〈T ∧ S, θ〉 = 〈S, uα ddc θ〉 = lim
n→+∞ In, (11.22)
ou`
In = 〈Sϕ,n, uα ddc θ〉 = 1
maϕ(rn)
∫ rn
0
dt
t
∫
Dαt
(uα ◦ ϕ) ddc(θ ◦ ϕ). (11.23)
Pour alle´ger les notations, on note u˜ = uα ◦ ϕ et θ˜ = θ ◦ ϕ. Puisque ϕ∗T = 0,
on a
ddc u˜ = 0. (11.24)
En particulier, la fonction u˜ est harmonique, donc C∞. On a l’e´galite´
d(θ˜ dcu˜) + dc(u˜ dθ˜) = dθ˜ ∧ dcu˜+ θ˜ ddcu˜+ dcu˜ ∧ dθ˜ + u˜dcdθ˜ (11.25)
= −u˜ ddcθ˜, (11.26)
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qui donne, en remplac¸ant dans (11.23) :
In =
1
maϕ(rn)
∫ rn
0
dt
t
∫
Dαt
u˜ ddcθ˜ (11.27)
=
−1
maϕ(rn)
∫ rn
0
dt
t
∫
Dαt
(
d(θ˜ dcu˜) + dc(u˜ dθ˜)
)
(11.28)
=
−1
maϕ(rn)
∫ rn
0
dt
t
∫
∂Dαt
θ˜ dcu˜︸ ︷︷ ︸
I1n
+
−1
maϕ(rn)
∫ rn
0
dt
t
∫
Dαt
dc(u˜ dθ˜)︸ ︷︷ ︸
I2n
. (11.29)
Il suffit donc de majorer les deux inte´grales I1n et I
2
n. Commenc¸ons par la
deuxie`me. Si u˜ dθ˜ s’e´crit en coordonne´es v1 dx+ v2 dy, on a
dc(u˜ dθ˜) =
−1
2π
(
∂v1
∂x
+
∂v2
∂y
)
dx ∧ dy, (11.30)
puis par le the´ore`me de Stokes∫
Dαrn
dc(u˜ dθ˜) =
−1
2π
∫
∂Dαrn
(v1 dy − v2 dx). (11.31)
On obtient donc, en notant M le maximum de la fonction uα sur U
α
,
|I2n| ≤
1
2πmaϕ(rn)
∫ rn
0
dt
t
∫
∂Dαt
∥∥∥u˜ dθ˜∥∥∥ dσt (11.32)
≤ M
2πmaϕ(rn)
∫ rn
0
dt
t
∫
∂Dαt
|||dθ(ϕ(z))|||κ ‖ϕ′(z)‖κ dσt (11.33)
=
M |||dθ|||κ,∞
2π
mℓϕ(rn)
maϕ(rn)
−→
n→+∞ 0. (11.34)
D’autre part, comme
dcu˜ =
1
2π
(
∂u˜
∂y
dx− ∂u˜
∂x
dy
)
, (11.35)
on a la majoration suivante pour I1n :∣∣I1n∣∣ ≤ |||θ|||κ,∞2πmaϕ(rn)
∫ rn
0
dt
t
∫
∂Dαt
‖∇u˜‖dσt. (11.36)
Lemme 11.13. — Il existe C > 0 telle que pour tout r ≥ 1, on ait∫
Dαr
‖∇u˜‖dvol ≤ C r aϕ(2r)1/2. (11.37)
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De´monstration du lemme. — On note Ω = ϕ−1(V α) le domaine de de´finition
de u˜. Comme u˜ est harmonique sur Ω, l’ine´galite´ de Harnack (voir par exemple
[GM05, p. 28]) implique l’existence de K > 0 tel que
∀z ∈ ϕ−1(Uα), ‖∇u˜(z)‖ ≤ K
dist(z, ∂Ω)
. (11.38)
Il suffit donc de majorer l’inte´grale
I(r) =
∫
Dαr
dvol(z)
dist(z, ∂Ω)
. (11.39)
Pour δ > 0, posons
Dαr (δ) = {z ∈ Dαr | dist(z, ∂Ω) < δ}. (11.40)
D’apre`s le the´ore`me de Fubini, on a, pour tout ∆ > 0,∫ ∆
0
aire(Dαr (δ))
dδ
δ2
=
∫
Dαr (∆)
dvol(z)
∫ ∆
dist(z,∂Ω)
dδ
δ2
(11.41)
=
∫
Dαr (∆)
(
1
dist(z, ∂Ω)
− 1
∆
)
dvol(z). (11.42)
On en de´duit que
I(r) =
∫
Dαr \Dαr (∆)
dvol(z)
dist(z, ∂Ω)
+
∫
Dαr (∆)
dvol(z)
dist(z, ∂Ω)
(11.43)
≤
∫
Dαr \Dαr (∆)
dvol
∆
+
∫
Dαr (∆)
dvol
∆
+
∫ ∆
0
aire(Dαr (δ))
dδ
δ2
(11.44)
=
1
∆
aire(Dαr ) +
∫ ∆
0
aire(Dαr (δ))
dδ
δ2
(11.45)
≤ πr
2
∆
+
∫ ∆
0
aire(Dαr (δ))
dδ
δ2
. (11.46)
Affirmation 11.14. — Il existe M > 0 tel que
aire(Dαr (δ))
δ2
≤M aϕ(2r) ∀δ > 0, ∀r ≥ 1. (11.47)
De´monstration de l’affirmation. — Pour tout r ≥ 1 et δ ≥ r/4, on a
aire(Dαr (δ))
δ2
≤ πr
2
δ2
≤ 16π ≤ 16π
aϕ(2)
aϕ(2r). (11.48)
Dans la suite, on suppose donc 0 < δ < r/4. Pour tout r ≥ 1, on peut
trouver un recouvrement de Dr par un nombre fini de disques D(zi, δ) tel
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que tout point soit dans au plus 36 disques D(zi, 3δ). Comme chaque zi est
dans Dr+δ ⊂ D5δ/4, on a donc
D(zi, 3δ) ⊂ D2r. (11.49)
On applique alors le the´ore`me 3.25 sur la comparaison aire-diame`tre : il
existe η > 0 tel que
aireκ(ϕ(D(zi, 3δ))) < η =⇒ diamκ(ϕ(D(zi, 2δ))) < distκ(Uα, ∂V α). (11.50)
On pose {zi} = {ai} ∪ {bi}, avec
aireκ(ϕ(D(ai, 3δ))) ≥ η et aireκ(ϕ(D(bi, 3δ))) < η. (11.51)
Montrons que les disques D(bi, δ) n’intersectent pas Dαr (δ). En effet,
soit z ∈ Dαr ∩ D(bi, δ). Comme ϕ(z) ∈ Uα ∩ ϕ(D(bi, 2δ)) et
diamκ(ϕ(D(bi, 2δ))) < distκ(U
α
, ∂V α), (11.52)
on a alors ϕ(D(bi, 2δ)) ∩ ∂V α = ∅, et donc ∂D(bi, 2δ) ∩ ∂Ω = ∅. On en de´duit
que
dist(z, ∂Ω) > dist(z, ∂D(bi, 2δ)) > δ, (11.53)
et donc z /∈ Dαr (δ).
Par conse´quent, Dαr (δ) est recouvert par les disques D(ai, δ). Soit N le car-
dinal des ai. Comme D(ai, 3δ) ⊂ D2r et que chaque point de D2r est dans au
plus 36 de ces disques, on a
Nη ≤
∑
i
aireκ(ϕ(D(ai, 3δ))) ≤ 36 aϕ(2r). (11.54)
On en de´duit que
aire(Dαr (δ)) ≤
∑
i
aire(D(ai, δ)) = Nπδ
2 ≤ 36π
η
aϕ(2r) δ
2. (11.55)
L’affirmation est ainsi de´montre´e, en prenant M = max(16π/aϕ(2), 36π/η).
Revenons a` la preuve du lemme 11.13. On de´duit de l’affirmation la majo-
ration suivante : ∫ ∆
0
aire(Dαr (δ))
dδ
δ2
≤M aϕ(2r)∆. (11.56)
En reportant dans (11.46), on obtient
I(r) ≤ πr
2
∆
+M aϕ(2r)∆, (11.57)
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qui est valable pour tout ∆ > 0. En prenant ∆ = r/(aϕ(2r))
1/2, cette ine´galite´
donne
I(r) ≤ (π +M) r aϕ(2r). (11.58)
Ceci ache`ve la preuve du lemme 11.13.
Reprenons le cours de la de´monstration du the´ore`me 11.12. On voulait mon-
trer que limn→+∞ I1n = 0, avec∣∣I1n∣∣ ≤ |||θ|||κ,∞2πmaϕ(rn)
∫ rn
0
dt
t
∫
∂Dαt
‖∇u˜‖dσt. (11.59)
Posons Kn = E(log2(rn)). Graˆce au lemme 11.13, on obtient la majoration
suivante :∫ rn
1
dt
t
∫
∂Dαt
‖∇u˜‖dσt ≤
Kn∑
k=0
∫ rn/2k
rn/2k+1
dt
rn/2k+1
∫
∂Dαt
‖∇u˜‖dσt (11.60)
≤ 2
Kn∑
k=0
1
rn/2k
∫
Dα
rn/2k
‖∇u˜‖dvol (11.61)
≤ 2C
Kn∑
k=0
aϕ(rn/2
k−1)1/2 (11.62)
≤ 2C
+∞∑
k=0
2k−1
rn
∫ rn/2k−2
rn/2k−1
aϕ(t)
1/2 dt (11.63)
≤ 4C
∫ 4rn
0
aϕ(t)
1/2
t
dt (11.64)
= 4Cmraϕ(4rn), (11.65)
ou` l’on a pose´
mraϕ : R
+ → R+
r →
∫ r
0
aϕ(t)
1/2
t
dt.
(11.66)
Comme ϕ est une courbe de Brody, sa vitesse est majore´e, disons
par V > 0, et on a alors aϕ(r) ≤ V 2πr2 pour tout r > 0. On en de´duit
que mraϕ(r) ≤ V π1/2r, et donc
lim inf
r→+∞
mraϕ(4r)
mraϕ(r)
≤ 4. (11.67)
Quitte a` extraire une suite de (rn), on peut donc supposer que
mraϕ(4rn) ≤ 5mraϕ(rn). (11.68)
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On en de´duit que ∫ rn
1
dt
t
∫
∂Dαt
‖∇u˜‖dσt ≤ 20Cmraϕ(rn). (11.69)
Il existe donc une constante C ′ > 0 telle que∫ rn
0
dt
t
∫
∂Dαt
‖∇u˜‖dσt ≤ C ′mraϕ(rn), (11.70)
et donc d’apre`s (11.59), on obtient :
|I1n| ≤
C ′ |||θ|||κ,∞
2π
∫ rn
0 t
−1aϕ(t)1/2 dt∫ rn
0 t
−1aϕ(t) dt
. (11.71)
Comme
t−1aϕ(t)1/2
t−1aϕ(t)
−→
t→+∞ 0 et
∫ r
0
t−1aϕ(t) dt −→
r→+∞+∞, (11.72)
le quotient des deux inte´grales dans (11.71) converge vers 0. On en de´duit que
〈T ∧ S, θ〉 = lim
n→+∞(I
1
n + I
2
n) = 0. (11.73)
Ceci montre que T ∧ S = 0 et ache`ve ainsi la preuve du the´ore`me 11.12.
11.3. L’ensemble de Fatou est hyperbolique modulo les courbes
pe´riodiques
Nous sommes maintenant en mesure de de´montrer le re´sultat principal de
ce chapitre :
The´ore`me 11.15. — Soit f un automorphisme loxodromique d’une surface
ka¨hle´rienne compacte X. Alors l’ensemble de Fatou est hyperbolique modulo
les courbes pe´riodiques, i.e. pour tous x et y dans l’ensemble de Fatou :
kobFatou(f)(x, y) = 0 =⇒
{
x et y sont relie´s par une
courbe pe´riodique connexe.
En particulier, Fatou(f)\CP(f) est hyperbolique, ou` CP(f) de´signe l’union des
courbes pe´riodiques.
De´monstration. — On note T+ = T+f , T
− = T−f et λ = λ(f). On conside`re le
courant positif ferme´
T = T+ + T−, (11.74)
qui est a` potentiels continus (cf. chapitre 4). Soit Ω l’ouvert f -invariant de´fini
par
Ω = X\Supp(T ). (11.75)
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Lemme 11.16. — On a l’inclusion Fatou(f) ⊂ Ω.
De´monstration du lemme 11.16. — Soit x ∈ Fatou(f), et soit U ⊂ Fatou(f)
un voisinage ouvert relativement compact de x. On veut montrer que T±|U = 0.
Faisons-le pour T+ (la preuve pour T− est la meˆme, en remplac¸ant f
par f−1). Comme la famille (fn)n∈N est normale sur Fatou(f), il existe une
sous-suite (fnk)k∈N qui converge uniforme´ment sur U vers une application h.
Quitte a` restreindre l’ouvert U et a` re´extraire une sous-suite, on peut supposer
qu’il existe un ouvert V ⊃ h(U) tel que :
(1) fnk(U) ⊂ V pour tout k ∈ N ;
(2) T+ = ddc u sur V , avec u continue (u localement borne´e suffit).
Soit θ une (1, 1)-forme C∞ a` support compact dans U . Pour tout k ∈ N, on a :
〈T+, θ〉 = 1
λnk
〈f∗nkT+, θ〉 (11.76)
=
1
λnk
〈T+, f∗−nkθ〉 (11.77)
=
1
λnk
〈ddc u, f∗−nkθ〉 car Supp(f∗−nkθ) ⊂ fnk(U) ⊂ V
(11.78)
=
1
λnk
∫
K
(u ◦ fnk) ddc θ. (11.79)
Par convergence domine´e, l’inte´grale converge vers
∫
U (u ◦ h) ddc θ, et on en
de´duit que 〈T+, θ〉 = 0 car λnk tend vers +∞. Ceci ache`ve la preuve du
lemme 11.16.
Revenons a` la de´monstration du the´ore`me 11.15. Nous allons maintenant
montrer que l’ouvert Ω est hyperbolique modulo les courbes pe´riodiques, ce
qui impliquera le meˆme e´nonce´ sur Fatou(f), par de´croissance de la pseudo-
distance de Kobayashi.
Premier cas : f ne posse`de aucune courbe pe´riodique. Supposons que Ω
ne soit pas hyperboliquement plonge´. Cela signifie qu’il existe des disques
holomorphes ψn : D → Ω tels que ‖ψ′n(0)‖κ → +∞, ou` κ est une forme de
Ka¨hler sur X. La reparame´trisation de Brody permet alors de construire une
courbe de Brody ϕ : C → Ω, limite uniforme d’applications ϕn : DRn → Ω.
De plus, cette courbe de Brody ve´rifie
ϕ∗T = 0. (11.80)
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En effet, soit U un ouvert sur lequel T = ddc u, avec u continue, et soit θ une
fonction a` support compact K ⊂ C dans ϕ−1(U). Pour n assez grand, ϕn est
de´finie sur K et ϕn(K) ⊂ U . Le the´ore`me de convergence domine´e donne alors
〈ϕ∗nT, θ〉 =
∫
K
(u ◦ ϕn) ddc θ −→
n→+∞
∫
K
(u ◦ ϕ) ddc θ = 〈ϕ∗T, θ〉. (11.81)
Le membre de gauche est nul, car ϕn est a` valeurs dans Ω = X\Supp(T ), et
on en de´duit que 〈ϕ∗T, θ〉 = 0. Comme C est recouvert par de tels ouverts
ϕ−1(U), ceci montre que ϕ∗T = 0.
D’apre`s le the´ore`me de Dinh et Sibony 11.12, il existe alors un courant
d’Ahlfors S associe´ a` ϕ tel que T∧S = 0, et donc [T ]·[S] = 0. Comme [T ]2 > 0,
le the´ore`me de l’indice de Hodge implique que [S]2 < 0, donc [S] n’est pas une
classe nef. D’apre`s le the´ore`me de Nevanlinna 3.30, l’adhe´rence de l’image de
ϕ est donc une courbe compacte C, et on a S = {C} a` une constante pre`s.
Comme [C] · (θ+f + θ−f ) = [S] · [T ] = 0 et [C] · θ±f ≥ 0, on a [C] · θ±f = 0. On
en de´duit que C est une courbe pe´riodique, d’apre`s la proposition 2.21 : une
contradiction. L’ouvert Ω est donc hyperboliquement plonge´.
Cas ge´ne´ral. On conside`re le morphisme de contraction des courbes
pe´riodiques π : X → X0 (cf. the´ore`me 2.22). Nous allons montrer, par un
argument similaire au permier cas, que Ω0 := π(Ω) est hyperboliquement
plonge´ dans X0. Notons que ceci implique le re´sultat, car par de´croissance de
la pseudo-distance de Kobayashi, on a pour tous x et y dans Ω :
kobΩ(x, y) = 0 =⇒ kobΩ0(π(x), π(y)) = 0 =⇒ π(x) = π(y). (11.82)
Supposons donc que Ω0 ne soit pas hyperboliquement plonge´ dans X0.
Comme dans le premier cas, on peut construire une courbe de Brody
ϕ0 : C→ X0, limite uniforme d’applications ϕn : DRn → Ω0. Cette courbe
de Brody se rele`ve en une courbe entie`re ϕ : C → X telle que π ◦ ϕ = ϕ0.
Mais ϕ n’est pas ne´cessairement une courbe de Brody, et on ne peut donc
pas appliquer directement le the´ore`me 11.12. Cependant, on peut reprendre
pas a` pas la de´monstration de ce the´ore`me pour montrer que tout courant
d’Ahlfors S associe´ a` ϕ est tel que T ∧ S = 0.
Le cas ou` l’aire est borne´e n’utilise pas que ϕ est de Brody, et peut donc
eˆtre recopie´ tel quel. Pour le second cas, on utilise le the´ore`me 4.3 de´montre´
au chapitre 4. D’apre`s ce the´ore`me, il est possible de choisir un recouvrement
relativement compact (Uα, V α, ψα) tel que
(1) T|V α = ddc uα, ou` uα est un fonction continue sur V α ;
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(2) le potentiel uα est constant sur CP(f) ∩ V α, ou` CP(f) de´signe l’union
des courbes pe´riodiques de f .
Par conse´quent, le potentiel uα provient d’une fonction continue uα0
sur V α0 := π(V
α) telle que uα = uα0 ◦ π. On a donc le diagramme com-
mutatif suivant :
V α
pi

uα // R
C ⊃ ϕ−1(V α) ϕ0 //
ϕ
44
V α0
uα
0
FF (11.83)
Ainsi, la fonction u˜ = uα ◦ ϕ, utilise´e dans la de´monstration du
the´ore`me 11.12, peut eˆtre vue aussi comme la composition
u˜ = uα0 ◦ ϕ0. (11.84)
Dans la majoration du lemme 11.13, qui fait intervenir uniquement cette fonc-
tion u˜, on peut donc utiliser la fonction ϕ0 au lieu de ϕ. En effet, la seule chose
a` modifier est la de´monstration de l’affirmation 11.14. Pour ceci, au lieu d’ap-
pliquer le the´ore`me 3.25 de comparaison aire–diame`tre sur X, on l’applique
sur X0 muni d’une me´trique hermitienne, avec ε = dist(U
α
0 , ∂V
α
0 ). Le reste de
la preuve est identique, et on obtient donc la majoration∫
Dαr
‖∇u˜‖dvol ≤ C r aϕ0(2r)1/2 (11.85)
qui remplace (11.37). Puis en utilisant que ϕ0 est a` vitesse majore´e, on obtient,
au lieu de (11.71), la majoration suivante :
|I1n| ≤
C ′ |||θ|||κ,∞
2π
∫ rn
0 t
−1aϕ0(t)1/2 dt∫ rn
0 t
−1aϕ(t) dt
. (11.86)
Or la me´trique hermitienne sur X0 peut eˆtre choisie de manie`re a` ce que
aϕ ≥ aϕ0 . (11.87)
On re´obtient donc ainsi l’ine´galite´ (11.71), et la fin de la preuve est la meˆme.
Il est donc possible de construire un courant d’Ahlfors S sur X, associe´ a`
la courbe entie`re ϕ : C → X, et tel que T ∧ S = 0. Les meˆmes arguments
que dans le premier cas montrent alors que S est, a` une constante pre`s, le
courant d’inte´gration sur une courbe pe´riodique irre´ductible C, et que ϕ est
a` valeurs dans cette courbe. Mais alors ϕ0 = π ◦ ϕ serait constante : une
contradiction.
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11.4. Une caracte´risation de l’ensemble de Fatou
Proposition 11.17. — Soit X une surface ka¨hle´rienne compacte, et soit f
un automorphisme loxodromique de X. On a alors l’e´galite´ suivante
Fatou(f) = X\Supp(T+f + T−f ) (11.88)
modulo les courbes pe´riodiques de f , ce qui signifie que la diffe´rence
syme´trique (2) de ces deux ensembles est contenue dans l’union des courbes
pe´riodiques.
Lemme 11.18. — Soit f : X → X un automorphisme d’un espace analytique
complexe compact, et soit Ω ⊂ Xreg un ouvert f-invariant hyperboliquement
plonge´ dans X. Alors
Ω ⊂ Fatou(f). (11.89)
De´monstration du lemme. — Fixons une me´trique hermitienne h sur X. Sup-
posons qu’il existe x ∈ Ω\Fatou(f). Comme x n’est pas dans l’ensemble de
Fatou, la famille (fn)n∈Z n’est pas e´quicontinue au voisinage de x, d’apre`s le
the´ore`me d’Ascoli. Ceci donne l’existence d’un vecteur v tangent a` x tel que
sup
n∈Z
‖dfn(x) · v‖h = +∞. (11.90)
Soit ϕ : D→ Ω une application holomorphe telle que ϕ(0) = x et ϕ′(0) = v.
Pour n ∈ Z, on pose
ϕn = f
n ◦ ϕ : D→ Ω. (11.91)
On a alors ϕ′n(0) = dfn(x) · v, donc la suite (‖ϕ′n(0)‖h)n∈Z n’est pas borne´e.
Ceci contredit le fait que Ω soit hyperboliquement plonge´.
De´monstration de la proposition 11.17. — Comme au paragraphe pre´ce´dent,
on note Ω = X\Supp(T+f + T−f ), ainsi que Ω∗ = Ω\CP(f), ou` CP(f) de´signe
l’union des courbes pe´riodiques de f . Nous allons montre la double inclusion
Ω∗ ⊂ Fatou(f) ⊂ Ω. (11.92)
La seconde a de´ja` e´te´ de´montre´e au paragraphe pre´ce´dent (cf. lemme 11.16).
Pour montrer l’inclusion de gauche, on conside`re le morphisme π : X → X0
de contraction des courbes pe´riodiques, et on note Ω0 = π(Ω), Ω
∗
0 = π(Ω
∗). On
a vu lors de la preuve du the´ore`me 11.15 que Ω0 est hyperboliquement plonge´,
ce qui implique que Ω∗0 l’est aussi. On en de´duit, d’apre`s le lemme 11.18, que
Ω∗0 ⊂ Fatou(f0), (11.93)
2. En fait, on a toujours l’inclusion de gauche a` droite (cf. lemme 11.16), donc la diffe´rence
syme´trique est une diffe´rence.
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ou` f0 est l’automorphisme induit sur X0. En prenant l’image re´ciproque par π,
on obtient Ω∗ ⊂ Fatou(f), car Fatou(f0) et π(Fatou(f)) co¨ıncident en dehors
des valeurs critiques de π. Ceci ache`ve la de´monstration.
Remarque 11.19. — On ne sait pas si CP(f)∩Ω est contenu dans l’ensemble
de Fatou. Il faudrait pour cela mener une e´tude plus fine sur les courbes
pe´riodiques qui intersectent Ω.
CHAPITRE 12
E´TUDE DES COMPOSANTES RE´CURRENTES
DE L’ENSEMBLE DE FATOU
Dans ce chapitre, on montre que les composantes re´currentes de l’ensemble
de Fatou sont des domaines de rotation, graˆce aux proprie´te´s d’hyperbolicite´
e´tablies au chapitre pre´ce´dent. Ce chapitre s’inspire tre`s fortement de [BS91,
Ued94, FS95, LV07, BK09b].
12.1. Ge´ne´ralite´s sur les domaines de rotation
Dans ce paragraphe,X de´signe une varie´te´ complexe compacte de dimension
quelconque, et f un automorphisme de X.
De´finition 12.1 ([BS91, FS94]). — Soit Ω un ouvert connexe deX tel que
Ω ⊂ Fatou(f) et f(Ω) = Ω. On dit que Ω est un domaine de rotation (1) lorsqu’il
existe une suite mk → ±∞ telle que
fmk −→
k→+∞
idΩ (12.1)
uniforme´ment sur les compacts de Ω.
On a la caracte´risation suivante (voir aussi [BK09b]) :
Proposition 12.2. — Soit Ω ⊂ Fatou(f) un ouvert connexe fixe par f . On
note G(Ω) l’adhe´rence du sous-groupe engendre´ par f dans Aut(Ω), pour la
topologie de la convergence uniforme sur les compacts. Les e´nonce´s suivants
sont e´quivalents :
(1) Ω est un domaine de rotation pour f ;
(2) le groupe G(Ω) est compact.
1. On dit aussi domaine de Siegel.
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Si ces conditions sont ve´rifie´es, G(Ω) est alors un groupe de Lie abe´lien com-
pact, dont la composante connexe de l’identite´ G(Ω)0 est un tore re´el Td. L’en-
tier d est appele´ rang du domaine de rotation.
La de´monstration de cette proposition utilise le the´ore`me suivant.
The´ore`me 12.3 (Cartan ; Bochner – Montgomery)
Soit Ω un ouvert connexe d’une varie´te´ complexe X. Le groupe Aut(Ω)
est muni de la topologie de la convergence uniforme sur les compacts, qui
en fait un groupe topologique. Soit G un sous-groupe ferme´ de Aut(Ω), dont
les e´le´ments forment une famille normale en tant qu’applications holomorphes
de Ω dans X. Alors G est un groupe de Lie.
De´monstration. — On montre dans un premier temps que G est localement
compact. Pour ceci, soit K ⊂ Ω un compact d’inte´rieur non vide, et soit x
un point inte´rieur de K. Alors l’ensemble Gx,K := {g ∈ G | g(x) ∈ K} est
un voisinage de l’identite´ dans G. Montrons qu’il est compact. Soit (gn) une
suite d’e´le´ments de Gx,K , dont on extrait une suite (gnk) qui converge uni-
forme´ment sur les compacts vers une application holomorphe g : Ω→ X. Par
compacite´ de K, on peut supposer qu’il existe y ∈ K tel que gnk(x)→ y. On
a alors g(x) = y ∈ Ω. Une adaptation d’un the´ore`me de H. Cartan (voir par
exemple [Nar95, chapitre 5, the´ore`me 4]) montre alors que g ∈ Aut(Ω), et
donc g ∈ Gx,K car G est ferme´.
Le groupe topologique G est donc localement compact. De plus, il agit par
diffe´omorphismes de classe C2 sur Ω, et tout e´le´ment g ∈ G fixant un ouvert
est l’identite´ (par prolongement analytique). D’apre`s un the´ore`me de Bochner
et Montgomery [BM46], on en de´duit que G est un groupe de Lie re´el.
De´monstration de la proposition 12.2. — Seul (1) =⇒ (2) est non trivial.
D’apre`s le the´ore`me 12.3, le groupe G(Ω) est un groupe de Lie abe´lien. Il est
donc isomorphe a` F × Td ×Rk, ou` F est un groupe abe´lien fini. Si Ω est un
domaine de rotation, alors ne´cessairement k = 0.
En dimension 1, les domaines de rotation sont les disques de Siegel et les
anneaux de Herman, et le groupe G(Ω)0 est un cercle (cf. [Mil06]).
En dimension 2, on peut montrer que le rang du domaine de rotation est 1
ou 2 pour les automorphismes loxodromiques (voir [BK09b, the´ore`me 1.6]).
Dans [McM02], McMullen donne des exemples d’automorphismes loxodro-
miques sur des surfaces K3 non alge´briques qui admettent un domaine de ro-
tation de rang 2 (voir aussi [Ogu10]). Sur les surfaces rationnelles, il existe des
exemples de domaines de rotation de rang 1 et 2 (voir [BK09a] et [McM07]).
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12.2. Les composantes de Fatou re´currentes sont des domaines de
rotation
A` partir de maintenant, X de´signe une surface ka¨hle´rienne compacte, et f
un automorphisme loxodromique de X. On appelle composante de Fatou une
composante connexe de Fatou(f).
Lorsque X est une surface de dimension de Kodaira nulle, X posse`de une
forme volume canonique (cf. remarque 2.20) qui est pre´serve´e par f , ainsi
que par les limites normales de fnk|Ω , qui sont donc des automorphismes de Ω.
Toute composante de Fatou est donc un domaine de rotation, d’apre`s la ca-
racte´risation 12.2 (voir aussi [BK09b, Proposition 1.1]).
En revanche, sur les surfaces rationnelles, il existe des exemples ou` l’en-
semble de Fatou est un bassin d’attraction pour f (voir [McM07]) ; mais
dans ce cas Fatou(f) n’est pas re´current, au sens de la de´finition suivante.
De´finition 12.4. — On dit qu’un ouvert Ω ⊂ X est re´current s’il existe des
points x0, y0 ∈ Ω et une suite nk → ±∞ tels que
fnk(x0) −→
k→+∞
y0. (12.2)
Il est clair d’apre`s la de´finition que les composantes de Fatou re´currentes
sont pe´riodiques (mais la re´ciproque n’est pas ne´cessairement vraie). Quitte a`
prendre un ite´re´ de f , on supposera qu’elles sont fixes.
Bien e´videmment, les domaines de rotations sont des composantes de Fatou
re´currentes. Graˆce a` l’hyperbolicite´ de Fatou(f), on montre que l’hypothe`se
de re´currence est suffisante pour garantir qu’une composante de Fatou est un
domaine de rotation.
The´ore`me 12.5. — Soit f un automorphisme loxodromique d’une surface
compacte ka¨hle´rienne X, et soit Ω une composante de Fatou re´currente, telle
que f(Ω) = Ω. Alors Ω est un domaine de rotation.
De´monstration. — On note Ω∗ = Ω\CP(f), ou` CP(f) de´signe l’union des
courbes pe´riodiques de f . L’ensemble Ω∗ est alors un autre ouvert fixe´ par f ,
qui est dense dans Ω. Montrons qu’il est re´current e´galement. Pour cela,
soit x0 ∈ Ω ve´rifiant la condition (12.2). Quitte a` extraire une sous-suite, on
suppose que fnk converge uniforme´ment sur tout compact de Ω vers une
fonction h : Ω → Ω, qui est continue. L’ouvert h−1(Ω) est non vide (il
contient x0), donc il intersecte Ω
∗ en un point x. Montrons que y = h(x) ∈ Ω∗.
Dans le cas contraire, y est dans CP(f), qui est un ferme´ invariant. Quitte a`
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re´extraire une sous-suite, f−nk converge uniforme´ment sur les compacts de Ω,
et f−nk(y)→ z ∈ CP(f). Or comme y ∈ Ω, on a
lim f−nk ◦ fnk(x) = lim f−nk(y) = z, (12.3)
d’ou` x = z ∈ CP(f), ce qui est une contradiction. On a donc
fnk(x) −→
k→+∞
y ∈ Ω∗ (12.4)
avec x et y dans Ω∗, ce qui montre que Ω∗ est re´current.
De plus, Ω∗ est hyperbolique, d’apre`s le the´ore`me 11.15. On montre alors,
en suivant [Ued94, Theorem 3.1], que Ω est un domaine de rotation. Pour
cela, on pose
V = {x′ ∈ Ω∗ | kobΩ∗(x, x′) < ε}, (12.5)
W = {y′ ∈ Ω∗ | kobΩ∗(y, y′) < ε/2}, (12.6)
ou` ε > 0 est choisi de telle sorte que V et W soient relativement compacts
dans Ω∗, et tel que V ⊂ h−1(Ω∗). Quitte a` extraire une sous-suite, on sup-
pose que fnk(x) ∈W pour tout k. On a alors W ⊂ fnk(V ). En effet, pour
tout y′ ∈W , on a, en utilisant que f est une isome´trie pour kobΩ∗ ,
kobΩ∗(x, f
−nk(y′)) = kobΩ∗(fnk(x), y′) (12.7)
≤ kobΩ∗(fnk(x), y) + kobΩ∗(y, y′) (12.8)
≤ ε/2 + ε/2 = ε. (12.9)
Quitte a` re´extraire, on suppose que mk := nk+1 − nk → ±∞ et que fmk → g
uniforme´ment sur les compacts de Ω. On a alors, a` k fixe´,
sup
y′∈W
kobΩ∗(f
mk(y′), y′) ≤ sup
x′∈V
kobΩ∗(f
mk ◦ fnk(x′), fnk(x′)) (12.10)
= sup
x′∈V
kobΩ∗(f
nk+1(x′), fnk(x′)). (12.11)
Comme la suite fnk converge uniforme´ment sur V vers h : V → Ω∗,
cette dernie`re expression converge vers 0 lorsque k → +∞. On en de´duit
que fmk → idW uniforme´ment surW , et par prolongement analytique g = idΩ.
Ceci montre que Ω est un domaine de rotation.
CHAPITRE 13
ENSEMBLE DE FATOU ET LIEU RE´EL
Dans ce chapitre, on applique les re´sultats des chapitres pre´ce´dents au cas
ou` X posse`de une structure re´elle qui est pre´serve´e par f . On obtient alors
des restrictions topologiques sur les composantes connexes de X(R) qui sont
contenues dans l’ensemble de Fatou :
The´ore`me 13.1. — Soit X une surface ka¨hle´rienne re´elle, et soit f un
automorphisme loxodromique re´el de X. Soit S une composante connexe
de X(R) telle que S ⊂ Fatou(f). Alors f posse`de au plus χ(S) points
fixes sur S, ou` χ(S) de´signe la caracte´ristique d’Euler topologique de S. En
particulier, χ(S) ≥ 0, et S est l’une des surfaces topologiques suivantes :
• une sphe`re,
• un tore,
• un plan projectif,
• une bouteille de Klein.
De plus, nous verrons au paragraphe 13.4 que f est conjugue´ a` une ≪ rota-
tion ≫ sur S.
Corollaire 13.2. — Soit f un automorphisme loxodromique d’une surface
ka¨hle´rienne re´elle X, et soit S une composante connexe de X(R). On suppose
que f posse`de au moins trois points pe´riodiques sur S. Alors S intersecte
l’ensemble de Julia.
Remarque 13.3. — Apre`s avoir termine´ de re´dige´ ce manuscrit, je me suis
rendu compte qu’il n’y avait en fait pas besoin de l’hyperbolicite´ de l’ensemble
de Fatou pour de´montrer les re´sultats contenus dans ce chapitre. Voir pour
cela la remarque 13.8. Avec cette de´monstration alternative, ces re´sultats se
ge´ne´ralisent ainsi au cas ou` :
142 CHAPITRE 13. ENSEMBLE DE FATOU ET LIEU RE´EL
(1) f est d’ordre infini (il n’y pas besoin de supposer qu’il est de type
loxodromique) ;
(2) f est un diffe´omorphisme birationnel (voir le chapitre suivant) ;
(3) X est une surface complexe compacte munie d’une structure re´elle (le
caracte`re ka¨hle´rien n’intervient pas).
13.1. Formule de Lefschetz
Avant de de´montrer le the´ore`me 13.1, faisons quelques rappels sur la formule
des points fixes de Lefschetz [Lef37] (voir aussi [GH94] pour une pre´sentation
plus moderne). Soit g : M → M un diffe´omorphisme d’une varie´te´ lisse. On
suppose que les points fixes de g sont isole´s (il sont donc en nombre fini),
et que ceux-ci sont non de´ge´ne´re´s, i.e. pour tout point fixe x, l’endomor-
phisme (dg(x)− id) sur l’espace tangent en x est inversible. On de´finit alors,
pour tout point fixe x, l’indice de g en x :
i(g;x) = signe (det(dg(x)− id)) . (13.1)
On de´finit aussi le nombre de Lefschetz :
Lef(g) =
dimM∑
k=0
(−1)ktr
(
g∗|Hk(M ;R)
)
, (13.2)
En exprimant de deux manie`res diffe´rentes le nombre d’intersection,
dans M ×M , de la diagonale avec le graphe de g, on obtient la formule
de Lefschetz :
Lef(g) =
∑
g(x)=x
i(g;x). (13.3)
Un cas particulier est celui ou` le diffe´omorphisme g est isotope a` l’identite´.
Dans ce cas, g agit trivialement sur la cohomologie, et le nombre de Lefschetz
est e´gal a` la caracte´ristique d’Euler topologique χ(M), ce qui donne
χ(M) =
∑
g(x)=x
i(g;x). (13.4)
13.2. Line´arisation au voisinage d’un point fixe
Soit f un automorphisme d’une surface complexe X. Supposons qu’il existe
un point fixe x dans l’ensemble de Fatou de f , et notons Ω la composante
de Fatou qui contient le point x (celle-ci est re´currente et stable par f). On
conside`re l’adhe´rence Gx des germes {fnx |n ∈ Z} dans le groupe des germes
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d’automorphismes au voisinage de x. Le fait que x soit dans l’ensemble de
Fatou implique :
Lemme 13.4. — Gx est un groupe abe´lien compact.
De´monstration. — Soit nk → ±∞ telle que fnk → g et f−nk → h uni-
forme´ment sur les compacts de Ω (on peut toujours s’y ramener par extraction
d’une sous-suite). Comme g est continue, il existe un voisinage ouvert U de x
tel que g(U) ⊂ Ω. En prenant y ∈ U , on obtient
y = lim
k→+∞
f−nk ◦ fnk(y) = lim
k→+∞
f−nkg(y) = h ◦ g(y). (13.5)
De manie`re similaire, on obtient g ◦ h = id sur un voisinage de x, ce qui
montre que g et h de´finissent des germes d’automorphismes en x, inverses l’un
de l’autre.
On peut alors utiliser un argument de line´arisation duˆ a` Henri Cartan :
Proposition 13.5. — Il existe un germe de diffe´omorphisme
ψ : (C2, 0)→ (Ω, x) (13.6)
tel que ψ−1Gxψ soit un sous-groupe abe´lien compact de GL2(C).
De´monstration. — Soit µ la mesure de Haar sur Gx. On se place dans des
coordonne´es locales au voisinage de x, et on pose
ψ =
∫
Gx
g−1 ◦ dg(x) dµ(g). (13.7)
Pour tout h ∈ Gx, on a alors
h ◦ ψ =
∫
Gx
hg−1 ◦ dg(x) dµ(g) (13.8)
=
∫
Gx
(gh−1)−1 ◦ d(gh−1)(x) ◦ dh(x) dµ(g) (13.9)
= ψ ◦ dh(x). (13.10)
De plus, ψ est un germe de diffe´omorphisme, car
dψ =
∫
Gx
d(g−1 ◦ dg) dµ(g) (13.11)
=
∫
Gx
dg−1 ◦ dg dµ(g) (13.12)
= id . (13.13)
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On a donc ψ−1Gxψ = {dh(x) |h ∈ Gx}, qui est un sous-groupe abe´lien compact
de GL2(C).
Remarque 13.6. — La proposition pre´ce´dente reste vraie en dimension quel-
conque, avec la meˆme de´monstration.
Supposons maintenant que f pre´serve une structure re´elle, et que x est un
point fixe re´el dans l’ensemble de Fatou. Les diffe´rentielles dh(x) sont alors
dans un sous-groupe compact de GL2(R), donc quitte a` composer ψ a` droite
par une matrice de GL2(R), on peut supposer que ψ
−1Gxψ ⊂ O(2). Comme
de plus, ce groupe est abe´lien et infini, on a en fait
ψ−1Gxψ ⊂ SO(2). (13.14)
En particulier, on obtient le corollaire suivant :
Corollaire 13.7. — Soit f un automorphisme d’ordre infini d’une surface
complexe connexe X, qui pre´serve une structure re´elle sur X. Alors fR
est conjugue´ a` une rotation irrationnelle au voisinage de chaque point
fixe re´el x dans l’ensemble de Fatou. En particulier, les points fixes de f
sur X(R) ∩ Fatou(f) sont isole´s, non de´ge´ne´re´s, et leur indice est e´gal a` +1.
De´monstration. — On a de´ja` vu que fR est conjugue´ a` une rotation dans
un voisinage de x. Si celle-ci e´tait d’ordre fini k, alors fk serait l’identite´ sur
un voisinage de x, donc sur X tout entier par prolongmement analytique,
contredisant ainsi l’hypothe`se sur l’ordre de f .
Comme une rotation irrationnelle n’a pas de point fixe autre que l’origine,
ceci implique que les points fixes sur X(R)∩Fatou(f) sont isole´s. Au voisinage
d’un tel point x, (df(x)− id) est conjugue´ a` une matrice de la forme(
cos(θ)− 1 − sin(θ)
sin(θ) cos(θ)− 1
)
(13.15)
avec θ ∈ R\2πQ, qui a pour de´terminant 2− 2 cos(θ) > 0. Ceci montre que x
est un point fixe non de´ge´ne´re´ et que i(f ;x) = +1.
13.3. De´monstration du the´ore`me 13.1
Quitte a` prendre un ite´re´, on suppose que f(S) = S. On note Ω la compo-
sante de Fatou contenant S. Comme f pre´serve le ferme´ S, Ω est re´current, et
le the´ore`me 12.5 montre qu’il s’agit d’un domaine de rotation. Le groupe G(Ω)
est ainsi un groupe de Lie compact, qui n’a qu’un nombre fini de composantes
connexes. Quitte a` reprendre un ite´re´ de f , on peut donc supposer qu’il est
13.4. DYNAMIQUE RE´ELLE DANS L’ENSEMBLE DE FATOU 145
connexe. Or les e´le´ments de ce groupe pre´servent la structure re´elle (par pas-
sage a` la limite de la relation fnk ◦ σ = σ ◦ fnk), et de´finissent par restriction
des diffe´omorphismes R-analytiques de S. La connexite´ montre alors que f|S
est isotope a` l’identite´.
D’apre`s le corollaire 13.7, on peut appliquer la formule de Lefschetz (13.4)
a` f|S , qui s’e´crit
χ(S) = card{x ∈ S | f(x) = x}. (13.16)
En particulier, on obtient χ(S) ≥ 0.
Remarque 13.8. — On peut montrer que Ω est un domaine de rotation de
la manie`re suivante, qui n’utilise pas l’hyperbolicite´ de´montre´e au chapitre 11.
Comme Ω est contenu dans l’ensemble de Fatou, il existe une suite nk → +∞
telle que fnk → g uniforme´ment sur les compacts de Ω, avec g : Ω → X(C)
holomorphe. Quitte a` passer a` une sous-suite, on peut e´galement supposer
que f−nk → h, fmk → i avec mk := nk+1 − nk → +∞. En restriction a` S,
la convergence est uniforme et les fonctions g, h et i sont a` valeurs dans S.
On peut donc composer les limites dans les expressions idS = f
nk ◦ f−nk et
fmk = fnk+1◦f−nk , ce qui donne idS = g|S◦h|S et i|S = g|S◦h|S . En particulier,
i|S = idS , et par prolongement analytique on en de´duit que i = idΩ. Ainsi Ω
est un domaine de rotation.
13.4. Pre´cisions sur la dynamique re´elle dans l’ensemble de Fatou
Soit S une composante connexe de X(R) qui satisfait les hypothe`ses du
the´ore`me 13.1. On sait que la composante de Fatou Ω contenant S est un
domaine de rotation (voir ci-dessus), et (quitte a` prendre un ite´re´ de f) le
groupe G(Ω) est donc soit un cercle S1 = {z ∈ C ∣∣ |z| = 1}, soit un tore de
dimension deux T2 = S1×S1. Ce groupe agit fide`lement par diffe´omorphismes
sur S, ce qui permet de de´crire de manie`re simple la dynamique de f sur S.
The´ore`me 13.9. — Soit f un automorphisme loxodromique re´el d’une sur-
face ka¨hle´rienne compacte re´elle X, et soit S une composante connexe de X(R)
qui est contenue dans l’ensemble de Fatou de f . Alors, quitte a` prendre un
ite´re´ (1), f|S est conjugue´ a` une rotation, c’est-a`-dire :
(1) Si S est une sphe`re, il existe un diffe´omorphisme
ψ : S2 =
{
(x, y, z) ∈ R3 ∣∣x2 + y2 + z2 = 1} −→ S (13.17)
1. On doit prendre un ite´re´ pour avoir f(S) = S et f|S isotope a` l’identite´ via une isotopie
dans le groupe G(Ω).
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tel que ψ−1 ◦ f|S ◦ ψ soit donne´ par une matrice de rotationcos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1
 , (13.18)
pour un certain angle θ ∈ R\2πQ.
(2) Si S est un tore, il existe un diffe´omorphisme
ψ : T2 =
{
(z1, z2) ∈ C2
∣∣ |z1| = |z2| = 1} −→ S (13.19)
tel que ψ−1 ◦ f|S ◦ ψ soit donne´ par le produit de deux rotations
(z1, z2) 7−→ (eiθ1z1, eiθ2z2), (13.20)
pour certains angles (θ1, θ2) ∈ R2\(2πQ)2.
(3) Si S est un plan projectif re´el, il existe un diffe´omorphisme
ψ : P2(R) −→ S (13.21)
tel que ψ−1◦f|S◦ψ soit donne´ dans la carte affine R2 ⊂ P2(R) par une matrice
de rotation (
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
, (13.22)
pour un certain angle θ ∈ R\2πQ.
(4) Si S est une bouteille de Klein, il existe un diffe´omorphisme
ψ : K2 =
T2 =
{
(z1, z2) ∈ C2
∣∣ |z1| = |z2| = 1}
(z1, z2) ∼ (z−11 , eipiz2)
−→ S (13.23)
tel que ψ−1 ◦ f|S ◦ ψ soit donne´ par une rotation
(z1, z2) 7−→ (z1, eiθz2), (13.24)
pour un certain angle θ ∈ R\2πQ.
Remarque 13.10. — Le rang du domaine de rotation Ω ⊃ S ne peut eˆtre
e´gal a` 2 que lorsque S est un tore et que les angles θ1 et θ2 (avec les notations
ci-dessus) sont Q-line´airement inde´pendants.
Lemme 13.11. — Soit une action de classe C1, fide`le et sans point fixe, du
groupe S1 sur le cylindre C = [0, 1]× S1 ou sur le ruban de Mo¨bius M = C/s,
ou` s est l’involution (t, z) 7→ (1 − t, eipiz). Alors cette action est conjugue´e a`
l’action standard de S1 par rotation :
eiθ · (t, z) = (t, eiθz). (13.25)
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De´monstration. — (1) On traite d’abord le cas ou` S1 agit sur le cylindre.
Cette action provient d’un champ de vecteurs
−→
V de classe C1 sur C. Comme
l’action est sans point fixe,
−→
V ne s’annule pas. En particulier, les orbites sous
l’action de S1, qui sont les trajectoires du champ de vecteurs, sont des cercles
homotopes aux bords du cylindre (c’est une conse´quence facile du the´ore`me
de Poincare´–Bendixson).
En faisant tourner ce champ de vecteurs d’un angle positif de π/2, on obtient
un champ de vecteurs orthogonal
−→
W . Chaque trajectoire γ de
−→
V de´coupe C
en deux cylindres C1 et C2 (e´ventuellement un des deux est un cercle si γ est
un des deux bords), avec le champ de vecteurs
−→
W qui est rentrant le long de γ
sur C1, et sortant sur C2. Ainsi, toute trajectoire de −→W sur C1 (resp. C2) partant
d’un point de γ (resp. terminant sur un point de γ) ne peut pas revenir sur le
bord γ une seconde fois, a` cause de l’orientation de
−→
W . On en de´duit le fait
suivant :
Les trajectoires des champs
−→
V et
−→
W se coupent en au plus un point.
Conside´rons une trajectoire γ pour
−→
W , que l’on fait partir de l’un des deux
bords du cylindre (celui pour lequel le champ de vecteurs
−→
W est rentrant).
Comme cette trajectoire ne peut pas revenir sur le premier bord, a priori deux
cas sont possibles :
• La trajectoire γ atteint le deuxie`me bord du cylindre en un temps
fini t1 > 0.
• La courbe γ est de´finie pour tout t ≥ 0, et reste dans l’inte´rieur du
cylindre. En vertu du the´ore`me de Poincare´–Bendixson, cette trajectoire
admet un point limite ou un cycle limite Γ. Comme le champ
−→
W ne
s’annule pas, il ne peut s’agir que d’un cycle limite Γ, qui ne peut eˆtre
homotopiquement trivial, donc qui est homotope au bord du cylindre. Or
l’orbite sous S1 d’un point de Γ est e´galement un cercle homotope a` Γ,
qui coupe Γ transversalement en au plus un point, d’apre`s le fait e´nonce´
plus haut : ceci est impossible.
Quitte a` renormaliser et a` inverser la trajectoire, on a ainsi construit une
courbe γ : [0, 1]→ C telle que
(a) γ(0) ∈ {0} × S1 et γ(1) ∈ {1} × S1 ;
(b) toute orbite coupe γ exactement une fois, et de manie`re transverse.
Le diffe´omorphisme
ψ : [0, 1]× S1 −→ C
(t, eiθ) 7−→ eiθ · γ(t), (13.26)
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conjugue alors l’action standard de S1 sur [0, 1]× S1 a` notre action sur C.
(2) Conside´rons maintenant une action fide`le et sans point fixe de S1 sur le
ruban de Mo¨biusM. On note π : C →M le reveˆtement double correspondant
a` l’involution s : (t, z) 7→ (1− t, eipiz) sur C.
Pour des raisons topologiques, le bord ∂M est ne´cessairement une orbite
sous l’action de S1. Toute orbite est homotope a` ce bord, donc dans π∗ (π1(C)).
On en de´duit que l’action de S1 sur M se rele`ve en une action de S1 sur C,
ne´cessairement fide`le et sans point fixe (l’action est fide`le, car elle l’est en
restriction a` chacun des bords). D’apre`s le premier point, l’espace des orbites
pour cette dernie`re action s’identifie avec le segment [0, 1], et l’involution s
induit une involution (non triviale) sur les orbites : par continuite´, il existe
donc une orbite γ qui est fixe´e par s.
En de´coupant C le long de cette orbite γ, on obtient deux cylindres iden-
tiques C1 et C2, et le ruban de Mo¨biusM est re´obtenu a` partir d’un tel cylindre
en recollant les deux moitie´s de γ (voir figure 13.1). Il suffit maintenant d’ap-
pliquer le premier cas a` l’un de ces cylindres Ci, puis de recoller de la manie`re
que nous venons d’indiquer pour obtenir la conjugaison voulue.
γ
Figure 13.1. Le de´coupage et recollage du ruban de Mo¨bius.
De´monstration du the´ore`me 13.9. — Soit Ω un domaine de rotation conte-
nant S. Quitte a` prendre un ite´re´ de f , le groupe G(Ω) est un tore de dimen-
sion 1 ou 2, qui agit par diffe´omorphismes R-analytiques sur S. Cette action
est fide`le, car si g ∈ G(Ω) est l’identite´ sur S, alors g est l’identite´ sur Ω par
prolongement analytique.
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Si G(Ω) ≃ T2, alors l’orbite d’un point ge´ne´rique x0 ∈ S est un tore de
dimension 2, et le diffe´omorphisme
ψ : G(Ω) ≃ T2 −→ S
g 7−→ g(x0),
(13.27)
conjugue l’action par translations de T2 sur lui-meˆme a` l’action de G(Ω) sur S.
En particulier, f|S est conjugue´ a` une rotation.
A` partir de maintenant, on suppose que G(Ω) = S1. Si S est orientable, la
formule de Lefschetz montre que f posse`de 2 points fixes sur S si S est une
sphe`re, ou 0 point fixe si S est un tore. Dans le premier cas, f est conjugue´
a` une rotation dans des petits disques au voisinage de chaque point fixe ; en
retirant ces disques, on obtient un cylindre S′ ⊂ S sur lequel S1 agit fide`lement
et sans point fixe. Dans le second cas, en de´coupant le tore S suivant une orbite
de S1 (celle-ci est une courbe ferme´e simple non contractible (2)), on obtient
aussi un cylindre S′ sur lequel S1 agit fide`lement et sans point fixe. On sait
d’apre`s le lemme 13.11 que l’action de S1 sur S′ est conjugue´e a` une rotation,
et en recollant, on obtient une action par rotation sur S.
Il reste a` traiter le cas ou` S est non orientable. Si S est un plan projec-
tif, le groupe S1 posse`de χ(S) = 1 point fixe sur S, autour duquel l’action est
line´arisable et conjugue´e a` une rotation. En enlevant un petit disque autour de
ce point fixe, on obtient un ruban de Mo¨bius, sur lequel f agit par rotations
d’apre`s le lemme 13.11. Enfin, si S est une bouteille de Klein, on obtient de
meˆme un ruban de Mo¨bius en de´coupant le long d’une orbite, et f agit par
rotations sur ce ruban. Le re´sultat s’en de´duit par recollement.
2. Sinon il y aurait un point fixe dans le disque borde´ par cette courbe.

CHAPITRE 14
UN EXEMPLE DE DIFFE´OMORPHISME
BIRATIONNEL DU TORE
Au chapitre pre´ce´dent, nous avons de´montre´ que les seules composantes
re´elles qui pouvaient eˆtre incluses dans l’ensemble de Fatou sont des sphe`res,
des tores, des plans projectifs ou des bouteilles de Klein. Il est maintenant na-
turel de chercher des exemples ou` l’ensemble de Fatou contient de telles compo-
santes. Pour cela, on e´largit l’e´tude aux applications birationnelles qui sont des
diffe´omorphismes sur X(R) : on montre l’existence d’un tel diffe´omorphisme
pour lequel le lieu re´el est un tore inclus dans un domaine de rotation de
rang 2.
14.1. Applications birationnelles et diffe´omorphismes birationnels
Soit X une surface complexe projective (ou ka¨hle´rienne compacte), et
soit f ∈ Bir(X) une application birationnelle (ou bime´romorphe) de X. On
note Ind(f) l’ensemble des points d’inde´termination de f .
Dans ce cadre, il n’existe pas de de´finition universelle pour l’ensemble de
Fatou. On de´cide d’adopter la de´finition suivante, qui est assez restrictive, ce
qui n’est pas un proble`me compte tenu de ce que l’on veut montrer.
De´finition 14.1. — Un point x ∈ X est dans l’ensemble de Fatou s’il existe
un voisinage U de x tel que
• U ∩ Ind(fn) = ∅ pour tout n ∈ Z ;
• la famille (fn|U )n∈Z est une famille normale.
En particulier, f est un diffe´omorphisme analytique en restriction a` l’en-
semble de Fatou.
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Par analogie avec le cas des automorphismes, on de´finit aussi le (premier)
degre´ dynamique graˆce a` l’action induite par les ite´re´s de f sur H1,1(X;R) :
λ(f) = lim
n→+∞ ‖(f
n)∗‖1/n . (14.1)
Dans le cas des automorphismes, on a (fn)∗ = (f∗)
n, donc λ(f) est bien e´gal
au rayon spectral de f∗, prolongeant ainsi la de´finition de´ja` donne´e dans ce
cadre. Les applications birationnelles dont le degre´ dynamique est strictement
supe´rieur a` 1 apparaissent ainsi comme l’analogue des automorphismes de type
loxodromique : ce sont celles qui ont une dynamique riche (voir [DF01]). Pour
cette raison, on les appelle applications birationnelles de type loxodromique.
Lorsque X posse`de une structure re´elle, on note BirDiff(X) l’ensemble des
applications birationnelles qui pre´servent cette structure re´elle, et telles que
Ind(f) ∩X(R) = Ind(f−1) ∩X(R) = ∅. (14.2)
Une telle application de´finit un diffe´omorphisme re´el-analytique de X(R) :
1→ BirDiff(X) −→ Diffω(X(R)) (14.3)
f 7−→ fR := f|X(R). (14.4)
Pour cette raison, on dit que f est un diffe´omorphisme birationnel (1). Rappe-
lons le re´sultat de´montre´ par Kolla´r et Mangolte :
The´ore`me 14.2 ([KM09, Luk79]). — Soit X une surface alge´brique
re´elle qui est birationnelle a` P2R. Alors le groupe BirDiff(X) est dense
dans Diff(X(R)).
Ceci s’applique par exemple lorsque X est la surface re´elle P1R × P1R. On se
propose de de´montrer le the´ore`me suivant :
The´ore`me 14.3. — Soit X la surface rationnelle P1×P1, munie de sa struc-
ture re´elle standard. Il existe f ∈ BirDiff(X) tel que
(1) f est de type loxodromique, i.e. λ(f) > 1 ;
(2) l’ensemble de Fatou de f contient le lieu re´el X(R) ≃ T2.
Plus pre´cise´ment, on montre que X(R) est contenu dans un domaine de
rotation de rang 2.
1. Cette terminologie n’est pas standard.
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14.2. Conjugaison a` une rotation
On de´signe par S1 l’ensemble des nombres complexes de module 1, et par T2
le tore S1 × S1. Pour θ = (θ1, θ2) ∈ R2, on note Rotθ la rotation d’angle θ sur
le tore T2, donne´e par la formule
Rotθ(x, y) = (e
iθ1x, eiθ2y). (14.5)
Le the´ore`me suivant est de´montre´ par Herman dans [Her75], en reprenant
des ide´es de Arnol′d [Arn61] et Moser [Mos66] (voir aussi [Her79, A.2.2]) :
The´ore`me 14.4 (Arnold, Moser, Herman). — Soit α = (α1, α2) ∈ R2
qui ve´rifie une condition diophantienne, c’est-a`-dire qu’il existe C > 0 et β > 0
tels que pour tout k = (k1, k2, k3) ∈ Z3\{0}, on ait
|k1α1 + k2α2 + 2πk3| ≥ C
(‖k‖∞)β
. (14.6)
Pour tout ε > 0, il existe alors un voisinage Uα,ε de Rotα dans le groupe
Diffω(T2) tel que
∀g ∈ Uα,ε, ∃θ ∈ ]−ε, ε[2 , ∃ψ ∈ Diffω(T2), g = Rotθ ◦ ψ ◦ Rotα ◦ ψ−1. (14.7)
A` partir de maintenant, on se place sur la surface rationnelle X = P1 × P1,
avec la structure re´elle standard. Le lieu re´el de cette surface
X(R) = P1(R)× P1(R) (14.8)
s’identifie au tore T2 via la transformation de Cayley
Ψ : X(R)→ T2 (14.9)
(x, y) 7→
(
x− i
x+ i
,
y − i
y + i
)
. (14.10)
Via cette transformation, la rotation Rotθ correspond a` un automorphisme
re´el de X que l’on note Rθ, et qui est donne´ par la formule
Rθ(x, y) =
(
x+ tan(θ1/2)
−x tan(θ1/2) + 1 ,
y + tan(θ2/2)
−y tan(θ2/2) + 1
)
. (14.11)
Fixons un nombre α ∈ [0, 2π]2 qui ve´rifie une condition diophantienne du
type (14.6), et soit Uα,ε le voisinage de Rotα dans Diffω(T2) donne´ par le
the´ore`me de Herman-Arnold-Moser 14.4, ou`
ε = max(|π − α1|, |π − α2|) > 0. (14.12)
On note Vα = Ψ−1Uα,εΨ le voisinage correspondant de Rα dans Diffω(X(R)).
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Proposition 14.5. — Soit f ∈ BirDiff(X) tel que fR ∈ Vα. Il existe alors
θ ∈ ]−ε, ε[2 tel que la transformation Rθf soit analytiquement conjugue´e, sur
un voisinage Ω de X(R), a` la rotation d’angle α sur une bicouronne de C2. Au-
trement dit, il existe un diffe´omorphisme analytique complexe ψ : C1 × C2 → Ω,
ou` C1 et C2 sont des couronnes dans C, tel que
ψ−1 ◦ (Rθf) ◦ ψ(z1, z2) = (eiα1z1, eiα2z2). (14.13)
En particulier Ω est un domaine de rotation de rang 2 pour Rθf , et
X(R) ⊂ Ω ⊂ Fatou(Rθf). (14.14)
De´monstration. — Par construction du voisinage Vα, il existe θ ∈ ]−ε, ε[2 et
un diffe´omorphisme re´el-analytique ψ : T2 → X(R) tels que
f|X(R) = R−θ ◦ ψ ◦ Rotα ◦ ψ−1. (14.15)
Comme ψ est analytique, il se prolonge en un diffe´omorphisme analy-
tique ψ˜ : C2η → Ω pour un certain η > 0, ou` Cη de´signe la couronne
Cη =
{
z ∈ C ∣∣ − η < log |z| < η} . (14.16)
On peut supposer, quitte a` re´duire η, que le voisinage Ω de X(R) ne contient
pas de point d’inde´termination pour f . On a alors, par prolongement analy-
tique :
(Rθf)|Ω = ψ˜ ◦ Rotα ◦ ψ˜−1. (14.17)
Comme α est diophantien, la rotation Rotα est irrationnelle (au sens ou` ses
orbites sont denses dans T2), donc Ω est un domaine de rotation de rang 2
pour Rθf .
Comme les diffe´omorphismes birationnels sont denses dans Diff∞(X(R)) (cf.
the´ore`me 14.2), on peut s’attendre a` ce qu’il existe de telles transformations
birationnelles Rθf qui soient de type loxodromique. C’est ce que nous allons
montrer maintenant.
Remarque 14.6. — Cette construction est analogue a` celle des anneaux de
Herman a` l’aide de produits de Blaschke pour des endomorphismes de P1(C),
telle que pre´sente´e par exemple dans [Mil06, §15].
14.3. Construction explicite d’un diffe´omorphisme birationnel de
grand degre´ dynamique
Pour s’assurer que le degre´ dynamique est strictement supe´rieur a` 1, on va
utiliser le lemme suivant, que l’on ne rede´montre pas ici :
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Lemme 14.7 ([Xie11, Theorem 3.1]). — Soit X une surface complexe
rationnelle, et soit f : X 99K X une application birationnelle de X. On
fixe L ∈ NS(X;R) la classe d’un R-diviseur ample sur X, et on suppose que
q =
degL(f
2)
degL(f)
≥ 318
√
2, (14.18)
ou` degL(g) de´signe le nombre d’intersection g∗L · L. Alors
λ(f) >
2× 336(4× 336 − 1)q2 + 1
25/2 × 354 q ≥ 1. (14.19)
Remarque 14.8. — Lorsque X = P2 et L est une droite, degL correspond au
degre´ usuel d’une application rationnelle, c’est-a`-dire le degre´ des polynoˆmes
homoge`nes P , Q et R tels que f = [P : Q : R]. Dans [Xie11], le lemme 14.7
est de´montre´ uniquement dans ce cadre, mais la de´monstration qui en est faite
se transpose naturellement au cas plus ge´ne´ral donne´ ci-dessus. Nous allons
l’appliquer avec X = P1×P1 et L un vecteur propre pour f∗ sur NS(X;R) (2).
Fixons d un entier tel que
d ≥ 2−3/4 × 39 ≈ 11703, 6. (14.20)
Pour n ∈ N∗, soit Fn la fraction rationnelle suivante :
Fn(x) =
x2d + 2nx
d + 1
x2d + 1
. (14.21)
Ses ze´ros et ses poˆles sont simples, et sont donne´s par les ensembles
Zn =
{
ei(± arccos(
1
n
)+2kpi)/d
∣∣ k ∈ {0, · · · , d− 1}} , (14.22)
Pn =
{
ei(±
pi
2
+2kpi)/d
∣∣ k ∈ {0, · · · , d− 1}} . (14.23)
En particulier, Zn∩Pn = ∅ et (Zn∪Pn) ⊂ C\R. Soit gn : X 99K X l’application
rationnelle de´finie par
gn(x, y) = (Fn(x)y, x). (14.24)
Cette application est birationnelle re´elle, d’inverse (x, y) → (y, x/Fn(y)). Les
points d’inde´termination de gn sont donne´s par
Ind(gn) =
(
Zn × {∞}
) ∪ (Pn × {0}), (14.25)
et ceux de g−1n sont donne´s par
Ind(g−1n ) = ({0} × Zn) ∪ ({∞} × Pn). (14.26)
2. Contrairement a` ce qui se passe pour les automorphismes, f∗ peut avoir des vecteurs
propres qui sont des classes amples.
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En particulier, ces points d’inde´termination ne sont pas re´els, donc gn est
un diffe´omorphisme birationnel de X. D’autre part, Ind(gn) et Ind(g
−1
n ) ne
s’intersectent pas, donc d’apre`s [DF01]
(g2n)∗ = (gn∗)
2. (14.27)
The´ore`me 14.9. — Pour n ∈ N∗ et θ = (θ1, θ2) ∈ R2, on conside`re l’appli-
cation
fn,θ = Rθ ◦ g2n ∈ BirDiff(P1 × P1). (14.28)
On suppose que θj 6= π mod 2π pour j ∈ {1, 2}. Alors :
(1) Ind(fn,θ) ∩ Ind(f−1n,θ) = ∅, et donc (f2n,θ)∗ = (fn,θ∗)2.
(2) λ(fn,θ) > 1.
De´monstration. — Les points d’inde´termination de fn,θ sont donne´s par
Ind(fn,θ) = Ind(g
2
n) (14.29)
= Ind(gn) ∪ g−1n (Ind(gn)) (14.30)
=
(
Zn × {∞}
) ∪ (Pn × {0}) ∪ ({∞} × Zn) ∪ ({0} × Pn), (14.31)
et ceux de f−1n par
Ind(f−1n,θ) = Rθ(Ind(g
−2
n )) (14.32)
= Rθ(Ind(g
−1
n ) ∪ gn(Ind(g−1n )) (14.33)
= Rθ
(
({0} × Zn) ∪ ({∞} × Pn) ∪ (Zn × {0}) ∪ (Pn × {∞})
)
(14.34)
=
({tθ1} × Zn,θ2) ∪ ({−t−1θ1 } × Pn,θ2)
∪ (Zn,θ1 × {tθ2}) ∪ (Pn,θ1 × {−t−1θ2 }), (14.35)
ou` tθj = tan(θj/2), Zn,θj = Rθj (Zn) et Pn,θj = Rθj (Pn), avec
Rθj (x) =
x+ tθj
−tθjx+ 1
. (14.36)
La condition sur θj implique tθj 6= ∞. Comme de plus tθj est re´el, il n’est
pas dans Zn ∪ Pn. Ainsi, la seule possibilite´ pour que Ind(fn,θ) et Ind(f−1n,θ)
s’intersectent est d’avoir
tθ1 = 0 et
(
Zn ∩ Pn,θ2
) ∪ (Pn ∩ Zn,θ2) 6= ∅, (14.37)
ou la meˆme condition en inversant θ1 et θ2.
On noteR le groupe {Rθ | θ ∈ R}. Ce groupe agit sur P1(C), et l’orbite d’un
point x ∈ S1\{i,−i} est un cercle transverse a` S1, qui n’intersecte S1 qu’aux
points x et −1/x. Les points i et −i sont quant a` eux fixes par R. Comme Zn
14.3. CONSTRUCTION EXPLICITE D’UN DIFFE´OMORPHISME BIRATIONNEL 157
et Pn sont des sous-ensembles de S1 qui ne s’intersectent pas, et comme Pn est
stable par x 7→ −1/x, on en de´duit que Zn ∩ (R ·Pn) = ∅. Par conse´quent, les
intersections ci-dessus sont toujours vides, et donc Ind(fn,θ) ∩ Ind(f−1n,θ) = ∅.
Notons H = [P1×{0}] et V = [{0}×P1] la base canonique de NS(X). Dans
cette base, la matrice de gn∗ s’e´crit
A =
(
2d 1
1 0
)
. (14.38)
En effet, il suffit de calculer les nombres d’intersection gn∗H · V , gn∗V · V ,
etc. qui correpondent aux degre´s des fonctions coordonne´es par rapport a` x
et y. Cette matrice admet λ = d +
√
d2 + 1 pour plus grande valeur propre,
et L = λH + V pour vecteur propre associe´ a` λ. Notons que L est une classe
ample.
Comme (g2n)∗ = (gn∗)2 et (Rθ)∗ = id, la matrice de fn,θ∗ est la matrice A
2.
De plus (f2n,θ)∗ = (fn,θ∗)
2, donc la matrice de (f2n,θ)∗ est A
4. On en de´duit,
avec les notations du lemme 14.7, que degL(fn,θ) = 2λ
3 et degL(f
2
n,θ) = 2λ
5
(on a L2 = 2λ). Ainsi,
degL(f
2
n,θ)
degL(fn,θ)
= λ2 ≥ 4d2 ≥ 318
√
2 (14.39)
d’apre`s la condition (14.20). Le lemme 14.7 implique alors λ(fn,θ) > 1.
De´monstration du the´ore`me 14.3. — Comme gn converge vers l’application
(x, y) 7→ (y, x) dans Diffω(X(R)), la suite (fn,α)n∈N∗ converge vers Rα.
Pour n suffisamment grand, les applications fn,α sont donc dans le voisi-
nage Vα de Rα (de´fini a` la section pre´ce´dente). D’apre`s la proposition 14.5, il
existe θ ∈ ]−ε, ε[2 tel que Rθfn,α = fn,α+θ soit conjugue´ a` une rotation dans
un voisinage de X(R). D’apre`s le choix de ε (cf. (14.12)), la condition
αj + θj 6= π mod 2π (14.40)
du the´ore`me 14.9 est satisfaite. On a donc :
λ(fn,α+θ) > 1 et Fatou(fn,α+θ) ⊃ X(R), (14.41)
et le the´ore`me 14.3 est de´montre´.
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