A method recently developed for calculating vibrational spectral densities of molecules, previously tested successfully on H 2 O, is applied here to several larger molecules. The method relies on use of a time averaging procedure in the conventional semiclassical ͑SC͒ initial value representation ͑IVR͒ expression for the spectral density. The convergence of the SC-IVR average over the phase space of initial conditions ͑of classical trajectories͒ is greatly enhanced by time averaging and is generally achieved with as few as 1000 trajectories per degree of freedom. Furthermore, meaningful results can be obtained with only a single trajectory propagated for a long time. ͑For systems with chaotic dynamics, however, the phase space average converges more slowly.͒ Results for vibrational energy levels of H 2 CO, NH 3 , CH 4 , and CH 2 D 2 are reported and compared with quantum mechanical calculations available in the literature. The accuracy of the time-averaged SC-IVR is very encouraging, with the vibrational energy levels consistently in agreement with the quantum results to a few parts in a thousand.
I. INTRODUCTION
With the development of robust variational methods 1, 2 and the advent of practical on-the-fly techniques, 3, 4 the calculation of vibrational frequencies of polyatomics has received much attention in the dynamics community. Most notably, work on the systematic improvement of the selfconsistent field theory 5, 6 has added immensely to the progress of accurate calculations of the vibrational levels of polyatomics. [7] [8] [9] [10] The applicability of the variational methods can be measured by the success of MULTIMODE, 7-10 a widely used program for calculating rovibrational states of molecules. However, as with all basis set methods, the convergence of excited states is slow, due to the oscillatory nature of the excited wave function, and the size of the calculation still grows exponentially with the size of the system. Semiclassical ͑SC͒ approaches, although approximate, offer the possibility of procedures that are much more efficient than fully quantum methods, particularly so the larger the molecular system. The initial value representation ͑IVR͒ of SC theory, for example, involves a phase space average over the initial conditions of classical trajectories, and provided these phase space averages can be performed by Monte Carlo techniques, the overall procedure should scale linearly with the size of the system, i.e., the number of atoms. One would thus not be bound by computational limitations inherent to quantum calculations and have the possibility of extending the methodology to very large systems.
SC-IVR theory 11 has undergone a resurgence of interest in recent years and been successfully applied to a variety of dynamical phenomena. [12] [13] [14] [15] The key task in such calculations is the phase space average over initial conditions ͑of classical trajectories͒, which is more difficult to perform than that involved in ordinary classical mechanics because the integrand has phase information ͑which carries all the quantum effects, e.g., quantization of the energy of bounded systems͒. For the calculation of spectral densities, and therefore vibrational energy levels, we have recently shown that the efficiency of the IVR phase space average is greatly enhanced by performing a time average of the integrand for each set of initial conditions. 16 ͑We also note related work by Kay et al. 17, 18 ͒ This procedure, which entails no approximation, averages out much of the oscillatory behavior of the integrand, so that many fewer initial conditions ͑i.e., trajectories͒ are needed for the Monte Carlo phase space average to converge. Useful results are obtained, for example, with only one set of initial conditions ͑i.e., one trajectory͒, and fully converged results are typically achieved with no more than ϳ10 3 trajectories per degree of freedom. The vibrational energy levels identified from the the spectral density of a converged SC-IVR calculation show very good agreement with accurate quantum results, a few parts in a thousand.
Section II first reviews the time-averaged version of the SC-IVR spectral density, and Sec. III then presents results for all vibrational energy levels of H 2 CO with up to three quanta of excitation, and the fundamental and some overtone and combination levels of NH 3 , CH 4 , and CH 2 D 2 . Fully converged IVR results are given, as well as those of the ''one trajectory'' or zeroth-order semiclassical approximation, SC (0) .
II. THE TIME AVERAGED SPECTRAL DENSITY
The spectral density with respect to a reference state ͉͘, 
where ␥ is the diagonal matrix of Gaussian width parameters, and F is the number of degrees of freedom. Applying the time-averaging procedure detailed in our earlier work, 16 the spectral density, equation ͑2.2͒, takes the form 
where L is the Lagrangian, p 2 /2mϪV(q), and that
the spectral density becomes 
͑2.9a͒
The pre-factor in the time averaged expression ͓Eq. ͑2.8͔͒ is, therefore, given by
where the latter notation emphasizes that both (p t 2 ,q t 2 ) and (p t 1 ,q t 1 ) evolve from the same initial conditions, (p 0 ,q 0 ), only for different lengths of time. The partial derivatives in Eq. ͑2.9b͒ can all be referenced to the initial phase space variables (p 0 ,q 0 ) by using the chain rule
The following properties of the two-time pre-factor of Eq. ͑2.9b͒-which we now denote as C(t 2 ,t 1 ), its dependence on (p 0 ,q 0 ) being implied-are apparent from its definition:
C͑t,t ͒ϭ1, ᭙t, ͑2.11b͒
C͑t,0͒ϭC HK ͑ t ͒, ͑2.11c͒ the latter quantity being the standard ͑i.e., ''one-time''͒ HK pre-factor of Eq. ͑2.9a͒. We showed in our previous work that treating the twotime pre-factor using the separable approximation can drastically simplify the calculation of Eq. ͑2.8͒ while introducing no significant error. 16 Writing the two-time pre-factor as
where (t)ϭphase͓C t (p 0 ,q 0 )͔, and substituting it into Eq. ͑2.8͒ yields a simplified expression for I(E)
͑2.13͒
With 
III. RESULTS AND DISCUSSION
Below we present the results of test calculations that illustrate the capabilities and limitations of time averaged SC-IVR applied to real dynamical systems. Atomic units are used throughout unless otherwise specified.
A. A complete assignment of the H 2 CO levels
A wealth of experimental information exists on the vibrational levels of formaldehyde, which makes it a useful target for benchmark calculations. Carter et al. 23 performed quantum calculations for Jϭ0 H 2 CO using the potential due to Martin et al. 24 and assigned levels up to ϳ6000 cm Ϫ1 . Formaldehyde is a planar C 2V structure with four low frequency modes 1 (b 1 ), 2 (b 2 ), 3 (a 1 ), 4 (a 1 ), and two modes of substantially higher frequency which are nearly degenerate, 5 (a 1 ), 6 (b 2 ), in the order of increasing energy. 25 We use a symmetrized reference state , chosen as a product of coherent states over all normal modes, to project out the spectral densities belonging to the different C 2V symmetry blocks
where (p i (k) ,q i (k) ) are the momentum and coordinate for normal mode k and ⑀ k is the symmetry index required for the nontotally symmetric modes. The basis functions for the normal modes that do not belong to the totally symmetric representation a 1 are symmetrized by making the following linear combination:
͑3.2͒
Choosing ⑀ k to be ϩ1 makes the basis function corresponding to normal mode k transform as the totally symmetric representation, i.e., a 1 . Alternatively, choosing ⑀ k to be Ϫ1 makes the basis function transform as the representation of the normal coordinate k, i.e., b 1 or b 2 . Note that the a 1 normal modes can only have ⑀ k ϭϩ1. By combining the individual symmetries of the basis functions, one obtains various forms of the product in Eq. ͑3.1͒ ͑there are 2 nЈ different possibilities with nЈ being the number of nontotally symmetric modes͒. For example, to construct a reference state ͉͘ of a 2 symmetry ͑note that none of the normal modes of H 2 CO are of a 2 symmetry͒ one must have ⑀ 1 ϭϪ1 and either ⑀ 2 ϭϪ1 or ⑀ 6 ϭϪ1 and all the others as ϩ1.
A single calculation that was converged with 24 000 trajectories was used for all eight possible reference states, encompassing the four symmetries. Figure 1 shows four of the eight spectral densities which give the best resolution of the low energy eigenstates. The labeling of states is conventional spectroscopic notation ͓ k ͔ n ͑brackets excluded͒, i.e., n quanta in mode k . Figure 1͑a͒ shows a spectrum of symmetry A 1 , where one can identify the zero point peak at ϳ5800 cm Ϫ1 , followed by two features appearing between 7200 and 7600 cm Ϫ1 which are identified as the 3 1 1 3 1 /1 1 4 1 , and 1 1 2 1 3 1 /1 1 2 1 4 1 , respectively 1͑a͒, also appears in the other figures as combinations 2 1 5 1 , 1 1 5 1 , and 1 1 2 1 5 1 . The weak feature appearing between 4 and 5 in Fig. 1͑a͒ is assigned as the first overtones of modes 1 and 2 , designated 1 2 and 2 2 , and it reappears in an almost identical fashion in Fig. 1͑c͒ as combinations 1 3 and  1 1 2 2 . In Figs. 1͑b͒ and 1͑d͒ the second of the peaks in this feature is not visible, and the one visible peak is assigned as 1 2 2 1 and 1 3 2 1 , respectively. Further analysis yields identification of other energy levels, i.e., those overtones and combinations appearing to the right of the 5 fundamental in Fig.  1͑a͒ and reappearing in Figs. 1͑b͒-1͑d͒. Their energies and labels are given in Tables I-III. It may be helpful to break down the assignments in groups according to the number of quanta excited in a given eigenstate. The energies identified for the zero point peak and the singly excited states ͑the fundamentals͒, along with the results from a single trajectory calculation, SC (0) , are summarized in Table I . The agreement of the converged IVR calculation with the quantum result is very good and consistent for all modes. The single trajectory calculation, SC (0) , also provides an excellent description of the fundamentals, a clear improvement over the harmonic approximation. The doubly excited states ͑21 in total͒ and the assigned triply and quadruply excited states are summarized in Tables II and III. While the single trajectory results are seen to deviate more as the energy increases, the IVR result continues to be consistently accurate regardless of the character or the energy of a state.
To provide a visual impression of the performance of the various approximations, we have made a comparative plot of the relative errors given by the fully converged IVR, the single trajectory SC (0) approximation, and the harmonic approximation. Figures 2͑a͒-2͑c͒ are the respective illustrations for the results in Tables I-III. The error of the converged IVR is negative, on average, and grows very slowly with the increasing energy of the excited quanta, whether for the fundamentals or the doubly and triply excited states. The error of the single trajectory result deviates little from that of the IVR for the fundamentals, but becomes larger for the combination bands and overtones. Nevertheless, SC (0) proves to be a very useful method since it is a considerable improvement over the harmonic approximation and very easy to implement.
B. The low-energy levels of NH 3 , CH 4 , and CH 2 D 2
The vibrational levels of NH 3 are well studied and present a convenient test for the time averaged IVR. We use the potential of Martin et al. 26 and the quantum calculations of Handy et al. 27 as the benchmark. In the present formulation, NH 3 is treated in C S symmetry, retaining only one of the three V planes and discarding the C 3 axis. In practice this is achieved by slightly changing one of the hydrogen masses, by 0.001% of the original mass. Calculations were performed for four reference states ͉͘, two of symmetry AЈ and two of AЉ, and the IVR was converged with 32 000 trajectories, propagated for 244 fs. A single trajectory calculation, SC (0) , was propagated for 1.22 ps. The results for the low energy eigenvalues are summarized in Table IV , along with the quantum results. Both the IVR and SC (0) predict the zero point energy and the levels up to 4500 cm Ϫ1 equally well. The 2 1 4 1 state has posed some difficulties, mainly in identifying the corresponding peaks in the density due to the splitting of the EϫE combination into the overlapping E, A 1 , and A 2 components.
We now consider the vibrational levels of methane and its doubly substituted deuterium isotopomer. Carter et al. 28 performed quantum calculations using the potential surface of Lee and co-workers 29 and assigned the important levels up to ϳ3000 cm Ϫ1 . As with the case of ammonia, we cast CH 4 into an Abelian symmetry group, C 2V , by slightly changing the masses of two hydrogens. For CH 2 D 2 the use of C 2V is natural. Using the aforementioned prescriptions for symmetrizing the reference state, the four symmetry elements, A 1 , A 2 , B 1 , and B 2 , are projected out in a single calculation of 32 000 trajectories for each system, propagated 244 fs for IVR and 1.22 ps for SC (0) . The results are summarized in Tables V and VI for CH 4 and CH 2 D 2 , respectively. Overall, the IVR yields excellent values for the energy levels of both systems. One notable omission is the 3 1 fundamental which we were unable to assign due to a close overlap with the 2 2 overtone appearing in the same symmetry block. However, the state is easily identified in the SC (0) spectral density.
IV. CONCLUDING REMARKS
The cases studied in this paper show the time-averaged version of the IVR spectral density, Eq. ͑2.13͒, to be a reliable and a practical method for calculating vibrational eigenvalues of polyatomic molecules. A very important finding is that the number of classical trajectories required to converge the phase space integral is drastically reduced compared to the standard ͑i.e., nontime averaged͒ Herman-Kluk expression, Eqs. ͑2.2͒ and ͑2.3͒. This is because the time averaging procedure, which effectively averages the original IVR integrand over all phase points along a given trajectory, quenches the oscillatory character of the integrand to a great extent, thus making the Monte Carlo average over initial conditions much more efficient, cf. hyde. We have observed this average over initial conditions ͑i.e., trajectories͒ to converge equally rapidly for all the cases considered, typically requiring about a 1000 trajectories per degree of freedom, thus exhibiting linear scaling with the size of the molecule. ͑Such linear scaling with system size is typical of Monte Carlo procedures.͒ While the computational effort of the calculation is typically greater than that of a standard molecular dynamics simulation, i.e., we require O(n 3 ) operations per propagation step, where n is the number of degrees of freedom, all of the above described features are very encouraging with regard to the application of this methodology to even larger molecular systems which are too large for conventional quantum treatments. In particular, the ''one trajectory'' approximation, SC (0) , for example, which was seen to be quite good for describing all the fundamental vibrational excitations ͑and not so bad for overtones and combinations͒ would be feasible for quite large molecular systems.
So far we have encountered relatively few difficulties in applying the time averaging IVR method to spectral densities. One intrinsic problem is that the relatively low resolution makes it difficult to identify closely lying states of the same symmetry, i.e., states of the same symmetry separated by less than the resolution of the Fourier transform. For loosely bound molecules which have many low frequency vibrational modes, the ability to resolve individual vibrational levels is even more difficult. Short of propagating the ensemble for longer times, which is the main bottleneck in these calculations, we have tried to use an alternative choice for the reference state ͉͘ that has a better overlap with one of the states in question, thus essentially projecting out the other state. We successfully used this technique to identify the 6 1 state of formaldehyde. Similarly, we rely on the SC (0) method to resolve closely lying peaks in the density, due to the extremely low computational cost of a single trajectory calculation. Another possible way to systematically improve the resolution of the IVR calculation is to use the method of Mandelshtam and Taylor. [30] [31] [32] In this method one expands the integrand of the time integral as a linear combination of harmonic functions with complex frequencies, where the complex frequencies are determined by diagonalizing an appropriate complex matrix. More work in this area would be very useful.
Finally, the application of time averaging IVR can be easily extended to other problems involving spectral densities, such as the calculation of UV absorption spectra and photo-electron or photo-detachment spectra.
M͑t ͒ϭM 1 ͑ t,t 1 ͒M 0 ͑ t 1 ,0͒,
͑A1͒
where t 1 Ͻt is an intermediate point which is selected when the error in M 0 reaches the tolerance. The advantage of the split at t 1 is that now we propagate M 1 only from t 1 to t and ''freeze'' the error accumulated in M 0 . The next point, t 2 , is selected when M 1 acquires error which reaches the set tolerance, and so on. Finally, the monodromy matrix appears as a product of monodromy matrices evaluated at the K intermediate points
The error in M(t) is significantly smaller, and the trajectory can be propagated for as long as desired.
