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ABSTRACT
Investigating Atmospheric Gravity Waves Using 3-Dimensional Spectral Analysis
by
Kenneth I. Zia, Doctor of Philosophy
Utah State University, 2022

Major Professor: Michael J. Taylor, Ph.D.
Department: Physics
Atmospheric gravity waves (GW) are known to play a significant role in the global
atmospheric circulation via transport and deposition of energy and momentum from the
lower to the upper atmosphere. Specifically, GWs of small scales (period <∼ 1 h) contribute
the most to the vertical transport of momentum. This dissertation utilizes USU’s Advanced
Mesospheric Temperature Mapper (AMTM) data of OH airglow (∼ 87 km altitude) over
McMurdo Station to quantify properties of GWs in this region. This data is taken as
part of an international collaboration, the ANtarctic Gravity Wave Instrument Network
(ANGWIN), with the goal of understanding wave processes on a continent-wide scale. A 3dimensional Fast Fourier Transform (3-D FFT) spectral analysis technique was developed by
ANGWIN collaborators at Japan’s National Institute of Polar Research (NIPR) to provide
insight into the wave characteristics and effects on the Mesosphere Lower Thermosphere
(MLT) region. This technique was developed to standardize analysis across instruments
and has been adapted for use on AMTM data. It was applied as a sliding window on a
unique 96-hour continuous data set to analyze small time scale variability of wave activity,
but it was also utilized to determine gravity wave climatology over McMurdo Station using
data from 2017 to 2020.
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As a separate project, a machine learning algorithm for automation of pre-processing
airglow data was developed to clean USU’s large volume of airglow image data. Results
show that the machine learning algorithm categorizes USU images accurately and efficiently.
(118 pages)
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PUBLIC ABSTRACT
Investigating Atmospheric Gravity Waves Using 3-Dimensional Spectral Analysis
Kenneth I. Zia
Atmospheric gravity waves (GW) are generated from the ground and go into the upper
layers of the atmosphere where space begins. These waves have strong effects on the temperature and circulation of the Earth’s atmosphere. The temperature changes caused by these
waves are observed through special cameras looking at light that the Earth’s atmosphere
naturally emit at night. One of these cameras is placed at McMurdo Station, Antarctica
where the long nights are used to see these waves longer than anywhere else. The images
captured there are automatically analyzed to determine wave properties to better understand how often they are there, how strong, and in what direction they are moving. All
of there are important pieces of information in understanding them and their influences
better.
This document details how these waves are formed and move, the production of the
naturally occurring light of the atmosphere, and the analysis used to gather information on
the waves. Then later chapters discuss results the analysis found of waves making it to the
edge of space and the properties they exhibit there.
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For the original Dr. Zia, Mahmood A. Zia M.D.
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CHAPTER 1
INTRODUCTION

1.1

Earth’s Atmosphere
Earth’s atmosphere comprises four domains, depicted in Figure 1.1. These regions

are characterized by changes in the temperature gradient with altitude and have transition
altitudes called “-pause” layers. The troposphere is from the ground up to ∼ 10 km altitude
and is denoted by a negative temperature gradient. Between the troposphere and the next
layer, the stratosphere, is the tropopause defined by a gradient change from negative to
positive which has the effect of limiting upward convection of warm air from below. In
the stratosphere, ∼ 10 − 50 km altitude, the positive temperature gradient is achieved
by solar ultraviolet (UV) absorption by high ozone density found in this layer. Above the
stratopause, near ∼ 50 km altitude, there is another region of negative temperature gradient
that is the mesosphere (∼ 50 − 90 km). At the atmosphere’s coldest point is the mesopause
(∼ 90 km) due to radiative cooling, where temperatures are usually ∼ 130 − 190 K. Beyond
the coldest point is the thermosphere which has the largest temperature gradient from
absorption of extreme UV and UV radiation by atomic oxygen. All the layers together form
a stably stratified atmosphere in hydrostatic equillibrium in which waves can propagate.

1.2

Atmospheric Waves
The stably stratified property of the atmosphere allows it to support wave motion in the

ranges of smaller scale gravity waves (GW) to larger scale tides and planetary waves. These
smaller scale waves are generated from mostly lower atmospheric/ground based forcing and
are able to deposit the energy and momentum they carry into the upper atmosphere’s
Mesosphere Lower Thermospher (MLT) region. These waves are perturbations in the background atmosphere’s temperature, density, and wind field. None of those properties can be

2

Figure 1.1: Seasonal averaged, summer (red) and winter (blue) temperature profiles with
labels of the neutral atmospheric regions and dashed lines denoting. The data is from the
MSIS empirical model with and input of high solar activity (F10.7 of 200) over Logan, UT.
observed directly, but their influences upon cloud creation can create wave-like structure
(Figure 1.2). As these waves propagate upward in the atmosphere their amplitude increases
inversely with the square root of air density, causing heating and mixing in the region where
they eventually break (similar to a wave crashing on the shore). The goal of this chapter is
to give a background on the theory of gravity waves and the different types of atmospheric
waves.

3

Figure 1.2: Picture taken June 22, 2019 demonstrating gravity wave’s influence on cloud
formation over Moab, UT.

1.2.1

Gravity Wave Theory

Atmospheric gravity waves are reliant on oscillations of a stably stratified fluid with
gravity/buoyancy as the restoring force that propagates the wave. In general GWs can
be formed from a variety of sources including storm convection, strong wind shears, unbalanced flow near jet streams and frontal systems, body forcing accompanying localized
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wave dissipation, and wave-wave interactions (e.g., Fritts & Alexander, 2003). The resonant
frequency of an oscillation produced by the restoring force of buoyancy is defined as the
buoyancy frequency N and is given in terms of the vertical gradient of potential temperature
θ,
2

N =


g  g
dT
.
=
+
dz
T
Cp
dz

 g  dθ
θ

(1.1)

The conversion from potential temperature is done from the relation θ = T (P0 /P )γ with
γ = CP /CV as the ratio of specific heats (Smith, 2019).
Using the fundamental fluid equations in Cartesian coordinates (x, y, z) that come from
conservation of momentum, mass, and energy (Fritts & Alexander, 2003):
du
1 ∂p
− fv +
= X,
dt
ρ ∂x

(1.2)

dv
1 ∂p
+ fu +
= Y,
dt
ρ ∂y

(1.3)

dw 1 ∂p
+
+ g = 0,
dt
ρ ∂z

(1.4)

1 dρ ∂u ∂v ∂w
+
+
+
= 0,
ρ dt
∂x ∂y
∂z

(1.5)

dθ
= Q,
dt

(1.6)

where d/dt represents the total time derivative, (u, v, w) are the fluid velocity vectors of
the Cartesian coordinates, and the terms X, Y, and Q represent unspecified forcing on
the system (i.e., diffusive mixing). Other symbols are pressure p, density ρ that changes
generally as ρ = ρ0 exp[−(z−z0 )/H] with ρ0 = ρ(z0 ) (the density at reference altitude z0 and
scale height H), and the Coriolis parameter f = 2Ω sin ϕ (where Ω is the Earth’s rotation
rate and ϕ is latitude). Considering the unforced equations above and linearize them to
a horizontally uniform hydrostatic state which varies only in altitude z; with background
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winds of (ū, v̄, 0), density ρ, potential temperature θ̄, and pressure p̄:
Du′
∂ ū
∂
+ w′
− f v′ +
Dt
∂z
∂x

 ′
p
= 0,
ρ̄

 
Dv ′
∂ p′
′ ∂v̄
′
= 0,
+w
+ fu +
Dt
∂z
∂y ρ̄
 
 
Dw′
1 p′
ρ′
∂ p′
−
+ g = 0,
+
Dt
∂z ρ̄
H ρ̄
ρ̄
 
N2
D θ′
+ w′
= 0,
Dt θ̄
g
 
∂u′ ∂v ′ ∂w′ w′
D ρ′
+
+
+
−
= 0,
Dt ρ̄
∂x
∂y
∂z
H
 
1 p′
θ′
ρ′
= 2
− .
cs ρ̄
ρ̄
θ̄

(1.7)

(1.8)
(1.9)

(1.10)
(1.11)
(1.12)

The D/Dt derivative is the linearized form of the time derivative:
D
∂
∂
∂
=
+ ū
+ v̄ ,
Dt
∂t
∂x
∂y
and the prime quantities are perturbations from the background. The second terms of
Equations (1.7)-(1.8) can be neglected assuming the (ū, v̄) and N vary slowly and vertically
over one period (the WKB approximation). Assume a wave solution of the form


h
′
′
′
z i
′ ′
′ θ p ρ
u ,v ,w , , ,
= (ũ, ṽ, w̃, θ̃, p̃, ρ̃) · exp i(kx + ly + mz − ωt) +
2H
θ̄ ρ̄ ρ̄

(1.13)

to describe a monochromatic wave of wavenumbers (k, l, m) and ground-based frequency
√
ω. The wavenumbers can be considered as the horizontal kh = k 2 + l2 = λ2πh and vertical
m=

2π
λz

components. Substituting this wave into Equations (7)-(12) yields a set of algebraic

equations for (ũ, ṽ, w̃, θ̃, p̃, ρ̃):
− iω̂ũ − f ṽ + ik p̃ = 0,

(1.14)

− iω̂ṽ + f ũ + ilp̃ = 0,

(1.15)
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1
p̃ = −g ρ̃,
− iω̂ w̃ + im −
2H

− iω̂ θ̃ + N 2 /g w̃ = 0,

(1.16)
(1.17)



1
− iω̂ ρ̃ + ikũ + ilṽ + im −
w̃ = 0,
2H

(1.18)

θ̃ = p̃/c2s − ρ̃,

(1.19)

where ω̃ = ω−kū−lv̄ is the intrinsic frequency (the frequency in the frame of reference of the
wave) and cs is the speed of sound. By combining Equations (1.14)-(1.19) and considering
only the real components of the equations are left with
!


2 − f2

ω̂
1
1
2
2
2
2
2
2
2
2
2
ω̂ k + l + m +
−
=N k +l +f m +
.
4H 2
c2s
4H 2

(1.20)

This equation is able to represent two classes of atmospheric wave, acoustic and gravity
waves (acoustic waves exists in the range where the phase speed of the waves are much
higher than gravity waves). The acoustic wave term is only in the fourth-order of ω̂, and is
removed by setting the speed of sounds to be cs → ∞ to leave the gravity wave dispersion
relation,
2

ω̂ =


N 2 k 2 + l2 + f 2 m2 +
k 2 + l2 + m2 +

1
4H 2

1
4H 2


.

(1.21)
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Figure 1.3: Depiction of 4 possible outward propagating GW packets from general 2-D
GW dispersion relation. The dark circle is the oscillating disturbance, the ellipses are the
wave packets, the thin lines are phase lines, and the arrows are showing phase line motion
(Cp ) and group velocity vectors (Cg ).

The atmospheric waves being considered are in the high-frequency limit such that
ω̂ ≫ f , which removes the second term of Equation (21). For the case of the middle
atmosphere, the scale height H ∼ 7 km becomes significant when considering waves of
∼ 30 km or larger (the change in background conditions is appreciable over the vertical
wavelength of the wave). This upper limit also comes into consideration at the ‘turning
level’, when the vertical wavelength grows very large, m → 0, and undergoes total internal
reflection (Fritts & Alexander, 2003). Lastly, neglecting the Corioilis force term when
applying limits to the vertical wavenumber m ≫ 1/4H 2 , simplifies the dispersion relation
to
ω̂ 2 =

N 2 kh2
.
kh2 + m2

(1.22)

Smith (2019) gives typical values for the buoyancy frequency in the troposphere and
stratosphere as N ≈ 0.01 s− 1 and N ≈ 0.02 s− 1 respectively, and these correlate to
buoyancy periods (TN =

2π
N)

to be TN ≈ 10 min, TN ≈ 5 min for the troposphere and

stratosphere respectively. This derivation is helpful to consider an important implication
of Equation (1.22), that |ω| ≤ N . Meaning that only periods greater than 10 or 5 min can
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propagate in the troposphere and stratosphere. Smith (2019) does describe that the periods
less than that limit can exist, but only within the vicinity of local forcing. Equation (1.22)
can also be used to determine the horizontal and vertical group velocity of wave packets
produced
∂ω
±N m2
=
3/2 ,
∂k
kh2 + m2

(1.23)

∂ω
±N kh m
=
3/2 .
2
dm
kh + m2

(1.24)

CgX = −
CgZ = −

Equations (1.23)-(1.24) are the two components of the group velocity that produce the
vector shown in Figure 1.3. The ratio of the components is m/kh and is what determines
the direction of Cg for the propagating wave packet.
The Momentum Flux (MF) of a wave is the associated energy that the wave carries
with it and deposits upon termination. The description of this can be written in several
forms:
MF = ρ u′ w′ = −

ρN ⟨w⟩2
,
Uk

MF = ρ u′ w′ = −ρU N k⟨η⟩2 ,
MF = ρ u′ w′ =

−ρU k⟨u⟩2
,
N

MF = ρ u′ w′ = −

ρU N k
2
 ⟨T ⟩ .
dθ 2

(1.25)
(1.26)
(1.27)
(1.28)

dz

Each of these is the same representation of the covariance of the zonal and meridional
perturbations of the wind field, and they can be defined as the variance associated with each
of the atmospheric parameters that the GWs influence (zonal wind w, density η, meridional
wind u, and temperature T ).

1.2.2

Mountain Waves

Mountain Waves (MW) are a phenomenon of vertically propagating waves generated
by surface airflow patterns disturbed by mountains. In addition to making unique wave
structures over mountains (Figure 1.4 lenticular clouds), MWs carry large amounts of energy
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and momentum into remote regions of the atmosphere which play an important role in
the global atmospheric circulation via transportation from their generation in the lower
altitude (troposphere) to the MLT region (e.g., Pautet et al., 2016). As waves propagate
the amplitude increases inversely with the square root of air density, and causing heating
and mixing in the region where they eventually break. There are a few regions considered
“hot spots” of gravity waves where almost 100 MW events occur in a 6 month season (Pautet
et al., 2021). One is over the southern Andes (e.g., Alexander & Teitelbaum, 2011) and the
others are considered over New Zealand and Tasmania (e.g., Fritts et al., 2016).

Figure 1.4: Picture taken Feb 06, 2021 demonstrating mountain waves generating broad
lenticular clouds over the Wasatch Front.

MWs are formed when strong winds flowing over mountains give the initial forcing
necessary to produce wave propagation. This lends to the questions how much wind is
needed? Smith (1989) addresses this concern with a non-dimensional mountain height
parameter
ĥ =

Nh
U

(1.29)
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with the buoyancy frequency N , the height of the feature for wind to flow over h and the
wind speed U . When ĥ < 1 the air can flow over the top, and when ĥ > 1 the air flow is
split around the feature with little change in altitude. Another approach to this question
is to apply the wave theory derived previously to a sinusoidal lower boundary that has a
constant flow over it
h(x) = hmax cos(kx).

(1.30)

Using the previous assumptions in the derivation, the Scorer equation

d2 ŵ 
+ S(z)2 − k 2 ŵ = 0,
2
dz

(1.31)

is satisfied, and the Scorer parameter
S 2 (z) ≈

N 2 (z)
UZZ
−
U 2 (z)
U (z)

(1.32)

ˆ z) is the Fourier transform of the vertical velocity field w(x, z) (Scorer, 1949).
where w(k,
The Scorer parameter can be further simplified by considering the wind speed is constant
with altitude near this generating source to have S 2 =

N2
.
U2

The solution to the Scorer

equation (Equation (1.27)) is

ŵ(z) = Re[A exp(imz)],

(1.33)

and then determine the lower boundary condition of w(x, z) as

w(x, z = 0) = U (0)

dh
= −U (0)hmax k sin(kx).
dx

(1.34)

This leaves two possible scenarios. First, the |k| is larger than |S|, and gives the expression
w(x, z) = −U hmax k exp(−|m|z) sin(kx)

(1.35)
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where the perturbation decays with altitude z. The more interesting case for |S| greater
than |k| gives
w(x, z) = −U hmax k sin(kx − mz),

(1.36)

which has a vertical tilted phase upwind and does not decay with altitude. This scenario
can be seen in Figure 1.5 as the group velocity points opposite the background flow and the
phase speed is directed downwind. A remarkable feature of this solution is in the Earth-

Figure 1.5: Illustration of non-decaying solution to Scorer equation with background wind
U , fluid-relative group velocity CgF , and Earth-relative group velocity CgE (Smith, 2019).

relative group velocity, which is the fluid-relative velocity derived in Equation (23) with the
addition of the background wind

CgXE = U −

∂ω
N m2
=U∓
3/2 .
∂k
kh2 + m2

(1.37)

Smith (2019) describes the CgXE = 0 for this hydrostatic limit as the horizontal component
of the fluid-relative group velocity is exactly canceled by the mean wind. This means that the
MWs can be found directly above their generating location and the entire wave propagates
vertically with
Cg zE =

kU 2
.
N

(1.38)

An example of this vertical speed is for a wavelength of 20 or 200 km from U = 10 ms− 1
and N = 0.01 s− 2 result in Cg zE = 3.14 and 0.31 ms− 1, respectively. Meaning for a MW

12
to be observed entering the troposphere (∼ 10 km) one would have to set an observation
time of 0.9 and 9 h, respectively.

1.2.3

Wave Propagation

In the lower stratosphere (∼ 15 − 22 km) there is a “valve layer” that can filter waves
from propagating deeply into the upper atmosphere (Kruse & Smith, 2015). There was
a large campaign to explore the ability of MWs to propagate into the upper atmosphere
named the Deep Propagating Gravity Wave Experiment (DEEPWAVE) which employed
airborne and ground-based instrumentation (Fritts et al., 2016). These type of GWs are
used because they have definite sources and can be traced as they are measured with
different instruments up through the atmosphere. DEEPWAVE was done over the MW
“hot spot” in New Zealand’s Southern Island to provide a better chance of coincidence
between instruments with the same event’s propagation behavior. The “valve layer” is
caused by a slowing of the typically eastward winds in the stratosphere which cause the
MWs to become non-linear and dissipate (Kruse & Smith, 2015). An example of how this
phenomenon occurs is in Figure 1.6, where the horizontal wind profile U (z) Figure 1.6(a)
is able to affect the Scorer parameter Figure 1.6(c) such that if the profile were abnormal
even the larger wavelengths shown could be evanescent due to the “valve layer”. Waves
that survive the conditions of the valve are still able to produce large responses at the
higher altitudes from continued amplitude growth in the growing horizontal winds (Kruse
& Smith, 2015).
GWs are known to be observed in the mesosphere through radar, lidar, and airglow
imaging systems (e.g., Pautet et al., 2021). However, Eckermann et al. (2016) modeled the
same linear hydrostatic wave equation derived here to determine the theoretical breaking
altitude (their model was MWs produced over the Auckland Islands). They found that
the amplitude at 78 km (the altitude of the observed wave being modeled) would be unrealistically large, implying that the breaking altitude would be much lower in the lower
stratosphere. They proposed three stabilizing dynamics effects that tamp down the amplitude growth and allow for the propagation into the upper mesosphere: (1) refraction of the
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Figure 1.6: Example of how background horizontal wind profile (a) and typical buoyancy
frequency profile (b) influence the Scorer parameter (c) in the troposphere/stratosphere
(Smith, 2019).
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background winds affecting the wave amplitude, (2) horizontal spreading of the wave fields
into larger areas to decrease local wave amplitude, and (3) reflection and termination of
amplitude contributions at specific wave harmonics. These conditions allow the linear wave
conditions to persist to through to the upper mesosphere and keep the model consistent
with AMTM observations.

1.2.4

Ducted Waves

The ”valve layer” discussed previously is shown to filter GWs through the wind field
with respect to the wave speed, however, this is not the only way to create an evanescent
region for wave propagation. A negative temperature gradient can also cause conditions
for the w2 value of the dispersion relation to become negative and forbid wave propagation
(Equation 1.22). This is due to the squared buoyancy frequency N 2 becoming negative, from
Equation 1.1, when the

g
Cp

+

dT
dz

becomes negative. For the case of the mesopause region,

this occurs when a negative temperature gradient overtakes the value for the gravitational
acceleration over the local specific heat is ∼ 9.5 K · km−1 . A duct occurs when one of these
evanescent conditions occur at two layers, as shown in Figure 1.7, that result in a region
in between where the wave becomes trapped and allowed to propagate purely horizontally.
These waves have a very gradual decay of amplitude as they propagate in the duct and
make large perturbations to airglow intensity.

1.2.5

Directional Filtering

As discussed in the case of MWs, the background wind field is instrumental in the waves
ability to propagate vertically over the source. However, the wind field can also cause the
a GW’s termination by absorbing the waves energy into the wind. This can be considered
as Doppler shifting the intrinsic frequency of the wave to zero,

Ω = ω(1 −

u
)
cw ave

(1.39)
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Figure 1.7: Diagram of temperature profile resulting in wave ducting region.
where Ω is the intrinsic frequency, ω is the ground-relative frequency, and u is the background wind speed in the same direction as a wave traveling at, cw ave, speed. This concept
can be applied to a background wind profile to determine a forbidden region of wave activity
if that wave were to propagate from the ground to the top of the profile. This technique
wave developed in Taylor et al. (1997) and is shown expanded into


uz cos(ϕ) + um sin(ϕ)
Ω=ω 1−
,
vx

(1.40)

where the wind vector is split into meridional, um , and zonal, uz , components over the horizontal phase speed, vx of the wave. Figure 1.8 has an example wind profile and its resulting
blocking region in phase velocity. The white region is the forbidden region integrated along
the wind profile signifying that any wave in that region generated from the ground level
should be blocked. Also in Figure 1.8, is an example wave that would be allowed if it is
generated above the blocking wind region, as denoted by the red arrow.
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Figure 1.8: Example wind profile from MERRA-2 with corresponding phase speed directional filtering.
1.2.6

Secondary Generation Waves

Waves that do break at lower altitudes have the ability to continue influencing the
upper atmosphere through secondary and even tertiary wave generation. This was shown
in modeled data from Vadas and Becker (2019), and recently secondary generation was
found from Kogure et al. (2020). Figure 1.9(a) is data taken from the Atmospheric Infrared
Sounder (AIRS) instrument aboard the Aqua satellite which uses two CO2 infrared bands to
observe temperature perturbations at ∼ 23 and 40 km altitudes. These waves were observed
over the Andes for several hours, while strong eastward surface winds were present, making
them likely MWs. This study then looked at another data set, the Visible/Infrared Imaging
Radiometer Suite (VIIRS) on the Suomi-NPP satellite which provides OH airglow intensity
at an altitude of ∼ 87 km. Figure 1.9(b) shows strong evidence of secondary wave generation
from the breaking of the MWs below them with the ring pattern of the waves centered on
the Andes. This helped to demonstrate that even if the MW is terminated the energy can
continue to be brought to higher altitudes.
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Figure 1.9: Coincident satellite images over southern Andes mountain range showing
mountain wave activity at ∼ 40 km (left) and rounded wavefronts propagating away from
mountain wave site at ∼ 87 km alitude (Kogure et al., 2020).
1.3

McMurdo Station
McMurdo Station is situated on the southern edge of Ross Island (77.5◦ S, 166.4◦ E) in

the northwest portion of the Ross Ice Shelf (RIS). Figure 1.10 is a contour map showing its
location near several stark vertical features able to produce GWs in the right forcing conditions. Steinhoff et al. (2013) determined this is accurate through use of Atmospheric Infrared
Sounder (AIRS) on NASA’s Aqua satellite to determine McMurdo’s location is coincident
with a GW ”hotspot” found in stratospheric CO2 irradiance measurements (∼ 30 − 40 km),
and determined that over McMurdo they were predominantly produced orographically. The
global hotspots found are shown in Figure 1.11 with regions 65 (Austral winter) and 89
(Austral spring) situated near/over McMurdo Station.

1.4

Overview of Contents
This dissertation will investigate the occurence and detection of small scale GWs over

McMurdo Station, Antarctica (77.8◦ S, 166.7◦ E) using a 3-dimensional Fast Fourier Transform (3-D FFT) technique applied to airglow imagery from the Advanced Mesospheric
Temperature Mapper (AMTM).
Chapter 2 introduces Earth’s hydroxyl (OH) airglow layer and the chemistry and
physics which are used in modeling the line strengths and volume emission rate. Modeling
the OH emission is essential to understand the mechanism the AMTM uses to determine
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Figure 1.10: Antarctic map (a) with hightlighted region of Ross Ice Shelf (RIS),
Transantarctic Mountains (TAM), and the boxed region of the McMurdo Dry Valleys (b)
(adapted from Steinhoff et al. (2013)).

Figure 1.11: Global map of gravity wave ”hotspots” shown in Austral winter (c) and
spring (d) (adapted from Hoffmann et al. (2013)).
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the rotational temperature of the OH molecules as a proxy for the background atmospheric
temperature.
Chapter 3 then delves into the imaging analysis and optical system of the AMTM.
There are unwanted effects of using a wide-angle imager to remove in order to obtain a
temperature map of linear scale for the OH layer’s temperature. The temperature maps
are then shown to be treated for use in the 3-D FFT analysis developed by collaborators
in Japan for all-sky airglow images, and adapted for AMTM analysis, with methodology
outlined for the resulting spectral analysis of wave properties.
Chapter 4 reports the results of the FFT analysis used on a unique 96 hour continuous
AMTM data set. The unique set of images is analyzed using a sliding 2 hour window to
see small-time scale structure in the wave variability. Varability of the wave activity is
analyzed further with modeled wind filtering theory and compared to lidar studies of larger
wave activity.
Chapter 5 reports the finding of a four year climatology of AMTM observed wave
activity over McMurdo. The climatology is performed with the FFT analysis demonstrating
monthly averages in directional preference and phase speed as well as the total power
associated with each night’s activity. These results are compared with other climatological
studies over Antarctica, model wind filtering, effects of the southern stratospheric jet, and
possible mountain wave activity seen over the station.
Chapter 6 addresses the use of Machine Learning (ML) in aiding the future task of
cleaning raw OH imagery data using Light Gradient Boosting Machine (LightGBM). This
procedure is compared to a similar process used in cleaning all-sky aurora data sets and
shows the possible future capabilities the technique has in stream-lining data for future
climatologies.
Chapter 7 summarizes key results and gives insights to future studies to be continued
from what is presented.
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CHAPTER 2
HYDROXYL AIRGLOW

2.1

Introduction
Nighttime airglow is a naturally occurring phenomenon in Earth’s upper atmosphere

when excited atomic and molecular species decay and release bands of light. Figure 2.1
shows the bands of light from the International Space Station (ISS) viewing the limb of the
atmosphere. The lower yellow band is sodium, green is oxygen, and the diffuse red is also
oxygen emissions. The source used in this dissertation is infrared emission produced from
excited hydroxyl (OH) radicals which are generated in the MLT region (near the green band
of Figure 2.1) of the atmosphere and constitute the brightest nighttime airglow emission.
Gravity wave (GW) analysis is performed on this relatively thin layer (∼ 8 km) of airglow
emission because it is useful when isolating the horizontal structure of the waves propagating
through it with vertical wavelengths larger than the layer itself. The Advanced Mesospheric
Temperature Mapper (AMTM) instrument specifically uses the (3,1) emission band of OH,
which corresponds to transitions of vibrotational (vibration and rotation) state three to
state one of the diatomic molecule in a ground electronic state (X 2 ΠJ ). OH(3,1) band is
viable for ground based observation because it falls in a window of high transmission of the
atmospheric absoption. This chapter will derive individual line strengths of the OH(3,1)
band, the chemistry theorized in its production, and retrieval of the molecular rotational
temperature.

2.2

Line Strengths
Understanding individual line emission strengths of the OH(3,1) band are necessary

to determine a relationship between the lines emitted and rotational temperature of the
molecule. The equivalence between gas temperature and rotational temperature is well
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Figure 2.1: Earth’s nighttime airglow taken from the ISS (image credit: NASA).
established (Wallace, 1962) and the ratio of P1 (2) to P1 (4) is what enables the AMTM to
derive MLT temperature maps (Pautet et al., 2014). The OH molecules are denoted as
X 2 ΠJ , where X states it is in the molecular ground state, 2 Π means there is a total spin of
2 with orbital angular momentum of 1 along the internuclear axis, and J is the projection
of total angular momentum along the internuclear axis (Herzberg, 1950).

J =K +S

(2.1)

This equation shows that J, total angular momentum, is the sum of the angular momentum
state, K (integers ≥ 1), and the electronic spin, S (±1/2) and results in two possible
ground state configurations of J = 1/2, 3/2. Figure 2.2 shows this dual ground state as
two sub-states, known as spin-splitting, denoted as X 2 Π1/2 and X 2 Π3/2 , where the inverted
nature of the states causes the X 2 Π3/2 to be lower energy levels than the X 2 Π1/2 state.
Transitions bewteen the sub-bands are not shown in the figure and are not used in band
emission modeling as the probability of such transitions are very low. There are also doublet
states shown in Figure 2.2 from parity of wavefunctions reflected through the plane of
the internuclear axis (states ’e’ and ’f’) (Rousselot et al., 2000). In spectrocopic studies,
there are three groups of transitions: Q refers to transitions with the same total angular
momentum (J) value, P is the transitions from J to J − 1, and R is from J to J + 1. The
wavelength of light emitted is the associated energy gap of the state transition witch is
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defined from Krassovsky, Shefov, and Yarin (1962)
X 2 Π3/2 : F1 (v, K) = Bv [(K +1)2 −1−1/2

p
4(K + 1)2 + Yv (Yv − 4)]−Dv K 2 (K +1)2 , (2.2)

p
X 2 Π1/2 : F2 (v, K) = Bv [K 2 − 1 + 1/2 4K 2 + Yv (Yv − 4)] − Dv K 2 (K + 1)2 .

(2.3)

In the preceding equations Krassovsky has defined the energy associated with each
K state with molecular constants Bv , Yv , and Dv which are gathered from observations
and correspond to parameters such as molecular spring constant, interatomic spacing, and
resonant behavior at different vibrotational states (v) (current constants found in Brooke et
al. (2016)). These energy levels, and their associated transitions, provide the wavelengths of
the radiation emitted in the band. The relative intensity of individual lines are determined
by the product of the line strength (S) and the temperature (T ) dependent excited state
(J ′ ) population distribution given by a Boltzmann factor

I

J ′ →J ′′

=

′′
SJJ′



F (J ′ )
.
exp −
kB T

(2.4)

The line strength is defined from Hönl-London formulae and is show for each branch
to be
(J ′ + Λ′ )(J ′ − Λ′ )
,
J′

(2.5)

(2J ′ + 1)Λ′2
,
J ′ (J ′ + 1)

(2.6)

(J ′ + 1 + Λ′ )(J ′ + 1 − Λ′ )
,
J′ + 1

(2.7)

SJR =

SJQ =
SJP =

where J ′ is the excited angular momentum state and Λ′ is either 1/2 or 3/2 depending on
the corresponding substate. From what has been described, a model can be made of the
individual line intensities of any OH emission using the needed parameters for Equations 2.2
and 2.3. The results of this model are demonstrated in Figure 2.3 for a temperature of 250 K
where the individual branches of the OH(3,1) emission are seen as the R-branch to the left,
and the Q-branch depicted with dotted lines closer to the 1500 nm mark. The P-branch is
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Figure 2.2: Visualized electronic and vibrational state transitions with sub-bands of total
spin 3/2 (left) and 1/2 (right) transitions. The P1(2) transition is highlighted yellow and
shows the 2 associated doublets of the transition defined as states e and f (adapted from
Rousselot et al. (2000)).
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Figure 2.3: Simulated line strengths of OH(3,1) band emission at 250 K with specific lines
used in AMTM instrument noted. The R1 and R2 branches are solid to the left of 1500
nm, Q1 and Q2 are dotted lines near the center of the band, and P1 branch is the solid
lines to the right with P2 branch denoted by dashed lines.
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broken into X 2 Π3/2 (P1) and X 2 Π1/2 (P2) which follows Figure 2.2 that the higher energy
state, X 2 Π1/2 , has its corresponding lines at smaller wavelengths. All three branches follow
the trend that higher order J states are less populated and are shown to have a waning
intensity and wavelengths that drift from the first lines (lower J states).
The role that temperature plays in controlling line intensity is explored more in the
discussion of the AMTM instrument. Corresponding code for modeling the emission lines
is found in Appendix A.

2.3

OH Emission
The relative line strengths defined previously are the percentages of the total emission

that each line contributes, thus to know individual line emission the overall band volume
emission rate (VER) must be determined. The VER for a specific band emission is discerned
by the relation,
VER[

photons
] = A(v ′ , v ′′ ) · [OH(v ′ )]
scm3

(2.8)

where A(v ′ , v ′′ ) is the Einstein coefficient,[s−1 ] for radiative decay from virbrotational states
v ′ to v ′′ and [OH(v ′ )] is the number density of the OH molecules in state v ′ .

2.3.1

OH Production

The production of OH molecules are shown as purely chemical, with the absence of
solar influence during nighttime observations, through a reaction of hydrogen atoms and
ozone
k

HO3
H + O3 −−
−→ OH(v = 5 − 9) + O2

(2.9)

(e.g., Charters, Macdonald, and Polanyi (1971); Herzberg (1951)). The reaction is found
to have a well defined distribution of vibrational states from nascent production: reaction
(1) f9 = 0.47, f8 = 0.34, f7 = 0.15, f6 = 0.03, f5 = 0.01 (Adler-Golden, 1997). The nascent
production of OH does not match observed OH(v) emissions (Adler-Golden, 1997; Kalogerakis, 2019), therefore collisional relaxation are an important in obtaining a redistributed
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population. Collisional relaxation is defined as
k HM

O
OH(v ′ ) + M −−
−−→ OH(v ′′ ) + M

(2.10)

where M is considered O2 , N2 , or O(3 P ) (unexcited). Whilst a collision with an excited
oxygen atom can remove OH from the system
OH(v ′ ) + O∗ → H + O2 .

(2.11)

The relaxation term is what brings about changes in altitude for respective band emissions
as the higher density at lower altitudes causes faster relaxation for high vibrotational states
and allows decay of lower levels to form band emissions.

2.3.2

Altitude Dependence

Excited OH is created in the MLT at an altitude of ∼ 87 km with a thickness of
∼ 6 − 10 km, and through its creation of atomic hydrogen and ozone collisions it can
populate up to the v ′ = 9 state (Anlauf, Macdonald, & Polanyi, 1968). Satellite data
from Envisat/SCIAMACHY (Scanning Imaging Absorption spectroMeter for Atmospheric
CHartographY) observed OH(3,1), OH(6,2), and OH(8,3) bands and investigated mean
emission altitudes of each band. The results were shown in von Savigny et al. (2012) to
have altitudes in descending order OH(8,3), OH(6,2) and then OH(3,1) with a gap as large as
3 − 4 km between the upper OH(8,3) and lower OH(3,1) emissions. Using the atmospheric
chemistry discussed previously, they were able to model the altitude dependence in the
production of each OH state as well as emission rate. These results are shown in Figure 2.4
to have similar altitude characterization observed in the satellite data but for each state’s
possible emissions, where the band used in this study is represented by the presence of the
excited state (v=3) in the plots.
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Figure 2.4: Modeled OH production showing altitude distribution of vibrotational states
(left), and their corresponding emission rates from each state (adapted from von Savigny
et al. (2012)).
2.4

Summary
Gravity waves have a strong impact on the OH VER due to perturbation in both the

atmospheric temperature and density. The AMTM’s ability to extract the temperature
allows for much less uncertainty in determining wave amplitude. The OH layers narrow
structure allows for observation of GWs with vertical wavelengths greater than ∼ 5 km and
displays the horizontal structure as the waves propagate through. Use of this layer is of
significant importance for ground and spaced based imaging systems to study GWs in the
MLT region.
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CHAPTER 3
INSTRUMENT AND ANALYSIS

3.1

Introduction
Ground based airglow imaging has been valuable for investigating small-scale gravity

wave (GW) horizontal dynamics and properties (horizontal wavelength, period, and ground
phase velocity) (e.g., Taylor et al., 1997; Walterscheid et al., 1999). However, the airglow intensity measurements are an amalgam of perturbations in density and temperature caused
by wave activity and can alter chemical reaction rates that will alter important atmospheric constituents (Lee, Teng, Wennberg, Crounse, & Cohen, 2014). In order to separate
the density and temperature parameters, the Advanced Mesospheric Temperature Mapper
(AMTM), created at Utah State University, utilizes the near infrared airglow emission of
hydroxyl (discussed in Chapter 2) to derive the molecular temperature present from the
emission lines. This detangles the two parameters and allows for a more direct view of
the energy associated with the waves. The nighttime hydroxyl emission is utilized at high
latitudes for long observational windows in the winter season.
An issue in studies pursuing identification of small-scale GW events has been a possible bias from person to person performing an analysis on airglow image data. Some
difficulty is faced determining when one event begins and one ends or whether a wave is
present in the data. This issue is solved through using a 3-D Fast Fourier Transform (FFT)
spectral analysis technique developed at the National Institute of Polar Research (NIPR)
in Japan, and was shared with Utah State University’s (USU) Atmospheric Imaging Lab
(AIL) through an international ANtartic Gravity Wave Instrument Network (ANGWIN)
collaboration (Matsuda, Nakamura, Ejiri, Tsutsumi, & Shiokawa, 2014).
This chapter describes the process of producing the temperature maps from the AMTM,

29
and the steps in the automated 3-D FFT analysis technique used to determine wave characteristics.

3.2

AMTM Instrument
The AMTM utilizes advanced infrared optical systems to measure high resolution spa-

tial and temporal wave perturbations. Figure 3.1 shows the AMTM fully assembled. On
the top of the instrument is a mounted fish-eye lens of 120◦ field of view.The incoming light
is collimated onto narrow band filters in the black filter wheel. Next, the light travels to the
bottom of the stainless steel tube to a fast optical (f/1) re-imaging system, and terminates
to a near infrared detector.

Figure 3.1: AMTM mounted in observatory at McMurdo Station, Antarctica. (Image
credit: D.-P. Pautet).

The AMTM determines mesospheric temperature by using the rotational temperature
(Tr ) of hydroxyl as a proxy (Wallace, 1962). The rotational temperature,

Tr

=

259.58
ln (2.644 ∗ R)

(3.1)
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is determined through relative brightness

R=

P1 (2) − BG
P1 (4) − BG

(3.2)

of background subtracted OH(3,1) band’s P1(2) and P1(4) lines (Meriwether, 1975). This
temperature dependent relation of the ratios is shown in Figure 3.2 using the temperature
dependent intensities derived in Chapter 2. The relation also shows as the temperature
rises to ∼ 250 K the change in temperature to change in intensity ratio become to small
too keep the AMTM uncertainty below 2 K /citeppautet2014.

Figure 3.2: P1 (2) and P1 (4) line strength ratio as a function of temperature.

The AMTM observes each line, including the background, with narrow band filters to
capture images integrated during 10 s. AMTM’s focal plane is a 320 x 256 pixel InGaAs
detector, with a high sensitivity between ∼ 900 and ∼ 1, 700 nm. Temperature is determined
from each pixel post calibration, star removal, and background subtraction.

31

Figure 3.3: Wavelength locations of AMTM narrow band filters used in capturing OH(3,1)
P1 (2), P1 (4), and background images.
3.3

Temperature Maps
The two narrow band filters of the AMTM are used to produce a resulting temperature

for each pixel in the image, however, before that there are several steps necessary to prepare
them for the convolution to temperature maps.
First, each AMTM image, P1 (2), P1 (4), and background, is calibrated and star removed, as shown in Figure 3.4, by rotating it due North to the top and removing Gaussian
peaks due to stars by using near-by pixel averaging. These are then flat field corrected, a
common practice for wide angle imaging systems that reduces intensity gradients across the
field of view on the image sensor. This is done by determining the average of each pixel over
a data set and dividing it out to determine an flat field correction to achieve more uniform
intensity across the image. Figure 3.5 (a-c) show the resulting calibrated, star-removed, and
flat fielded imaged. Next is the unwarping of the wide-angle deformation on the images.
Figure 3.6 is a depiction of the process of stretching and re-binning the pixels to a linear
scale for producing the maps (F. Garcia et al., 1997). Lastly, the convolution mentioned
earlier of, now fully processed, P1 (2), P1 (4), and background images to produce a temperature map are able to be completed (Figure 3.5(d)). The temperature of the mesosphere

32
has dimensions of 160 x 200 km with a 625 m linear resolution. Each map has total time
of ∼ 30 s between each one and the temperature perturbations are determined within 2 K
(Pautet et al., 2014).

Figure 3.4: Process of making a raw image (a) calibrated (b) and star removed (c) for each
frame of the AMTMs P1 (2), P1 (4), and background images (image courtesy P.-D. Pautet).

3.4

Spectral Analysis
The 3-D FFT analysis technique is able to determine wave characteristics of phase

speed, direction, and wave energy based on its amplitude and duration. The analysis
technique is adapted from Matsuda et al. (2014), where it was first used on all-sky imager
data of OH airglow. In their study, small scale GWs with periods between 8 and 60 minutes
and wavelengths between 5 and 100 km were investigated. This process to perform the
analysis is depicted in Figure 3.7.
To begin the analysis, a time series of temperature maps are squared tp 220 x 220 pixel
and each temperature map is mean subtracted mean divided,

T −T̄
T̄

(Figure 3.7a). The mean

subtract and division is used by convention to have the resulting power represent a good
proxy for the momentum flux of the wave events.
Filters (Hanning and pre-whitening) are applied to prepare for the 3-D FFT along
with zero padding (Figure 3.7b). The pre-whitening filter is spatially applied (2D) for
each image and is defined in (Coble, Papen, & Gardner, 1998). It is described as a finite
impulse response filter, with its coefficients given in Coble et al. (1998), which is used as a
convolution matrix and applied to each image. This is used with the goal of limiting power
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Figure 3.5: Producing a temperature map (d) from background (a), P1 (2) (b), and P1 (4)
(c) .

Figure 3.6: Depiction of wide-angle image pixels (top) being stretched to a linear scale
(bottom) (adapted from F. Garcia et al. (1997)).
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leakage of low wavenumber portions the high wavenumber regions by enhancing the high
frequency components of the data prior to computing the spectrum. Zero padding is also
added in the time dimension to increase the number of samples for better visualization in
the frequency domain, and each padded dimension is made to base 2 to allow for faster
computation time.
The FFT results are demonstrated in Figure 3.7c as a series of 2-D power spectral
density (PSD) plots in wavenumber (k,l) along the frequency domain. Both the spatial and
temporal ranges are truncated to preserve the period and wavelength domain defined.
A convolution and interpolation is performed to the wavenumber and frequency spectrum to produce phase speed PSD along the frequency range (Figure 3.7d). The convolution
is derived from the relationship between the horizontal phase velocity (vx , vy ) to the horizontal wavenumber (k, l) and frequency (w)

vx =

vy =

wk
,
k 2 + l2

(3.3)

wl
.
+ l2

(3.4)

k2

And is used by calculated a Jacobian term (J) to apply to dvx · dvy · dw = J · dk · dl · dw.
The resulting phase speed power spectrum density (PSD) has large gaps at higher phase
speeds (looks like spokes on a wheel) and required interpolation to produce the 2-D mesh
plots used in the results. The initial results used in Matsuda et al., 2014 used a standard
linear interpolation technique to fill the gaps, and currently it uses a triangle scheme to
interpolate the PSD.
Lastly, the data is integrated along the frequency domain to give a PSD distribution
as a function of phase velocity (Figure 3.7e). The intensity of the resulting PSD is directly
related to the coherence and amplitude of wave activity present in the temperature maps
with unlitless power.
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Figure 3.7: The process used in producing a phase speed power spectral density plot from the 3D-FFT analysis is depicted in A-F.
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3.4.1

Simulated Results

A necessary description of the PSD floor is needed to accurately describe when a wave
is present and how large a region is produced from a very clear wave propagating through
the field. Simulated data was created using a propagating Gaussian wave packet through a
background atmosphere of 200 K. The parameters of the wave are found in Table 3.1.

Table 3.1: Wave parameters used
Wavelength
Period
Amplitude
Phase Speed
Noise

in simulated AMTM dataset.
28 km
18 min
4K
26 ms−1
±2 K

The simulated data started partially out of the frame in the top right corner and
propagated through the bottom left in steps of 1 min. A snapshot of the wave is shown in
Figure 3.8 as a mean subtracted temperature map. The test wave data is analyzed through
the 3-D FFT process outlined in Figure 3.7, and results in Figure 3.9. This plot can be
considered a representation of the wave activity over the entire simulated data set, or an
average of the wave activity for the duration. In the phase speed is the correct associated
direction and speed with the input wave parameters are observed.
Another analysis capability is breaking the large data set into the 2 hour segments
(Nyquist theorem requirement for a maximum period of 1 hour) to analyze at a time, and
step through the data in 30 min increments. This approach shows a finer scale time evolution
of wave activity. The stepping analysis results in phase speed plots every step, however, the
more telling feature of this technique is the total power of each phase speed PSD plot which
allows better understanding of wave duration and individual wave occurrence. Figure 3.10
shows the total spectral power peak as the Gaussian wave packet is fully captured at the
2 hour mark. After the wave packet leaves the field of view, the total power drops and levels
off at the noise floor which correlates to the simulated AMTM noise of ±2 K and result in
the floor being ∼ 10−9.75 .
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Figure 3.8: Simulated AMTM data with Gaussian wave packet perturbing a background
atmospheric temperature. The figure is captured with the wave mid temperature map and
mean subtracted to highlight perturbations caused by the wave.
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Figure 3.9: Resulting phase speed power spectral density plot of 3-D FFT analysis of
simulated data set.

Figure 3.10: Use of sliding window over simulated data set gives a peak phase speed
spectral density plot shown in A. The total power of each 30 min step is plotted in B with
a peak when the Gaussian wave packet filling the scene (Figure 3.8) and a drop in power
before and after the wave fully enters and exits the field of view.
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This chapter outlined the capabilities and production of AMTM temperature maps
from OH airglow narrow band filter images, and the capabilities and execution of the 3D FFT analysis for GW properties. The key ability of rotational temperature of OH to
stand as a proxy for the neutral atmospheric temperature has been well established, and its
calculation through the ratio of P1 (2) to P1 (4) showed a strong relation to temperature which
allowed for a small uncertainty in AMTM temperature measurements. The analysis was
able to be characterized through simulated temperature maps with coherent wave structure
producing a clear power spectrum density with the associated power well confined to the
appropriate speed and direction. The simulated noise left after the wave departs the frame
gave a noise floor which is used in producing the PSD phase velocity figures for future
analysis. The use of the sliding window is used in the following chapter for its ability to fully
capture the wave peak energy and give insights to the wave activity as wave packets/events
come and go in the AMTM field of view.
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CHAPTER 4
WAVE VARIABILITY OVER 96 HOURS

4.1

Introduction
Atmospheric gravity waves (GW) have an important influence in atmospheric circu-

lation and temperature structures with the transportation and deposition of momentum
from the lower atmosphere to the mesosphere and lower thermosphere (MLT) (e.g., Fritts
& Alexander, 2003). Small-scale, short-period < 1 hr, GWs account for a large portion of
vertical momentum transport in the middle atmosphere (Vincent, 1984). Ground based airglow imaging has been valuable for investigating small-scale GW horizontal dynamics and
properties (horizontal wavelength, period, and ground phase velocity) (e.g., Taylor et al.,
1997; Walterscheid et al., 1999). Identification of these small-scale GW events in airglow
data has potential biases between persons performing the analysis, such as the difficulty
determining possible weak events or when one event begins and one ends. This issue is
solved through a 3-D spectral analysis technique (Matsuda et al., 2014) developed at the
National Institute of Polar Research of Japan, and shared with us through the ANtartic
Gravity Wave Instrument Network (ANGWIN) international collaboration. To date, this
technique has been used to investigate seasonal variations (e.g., Matsuda et al., 2017; Takeo
et al., 2017; Tsuchiya et al., 2018) and day-to-day variations (e.g., Matsuda et al., 2017;
Perwitasari et al., 2018; Tsuchiya et al., 2018) of phase velocity spectra from airglow imagers across Antarctica and other sites globally. Using the AMTM instrument allows for
similar analysis capabilities of other airglow imagers with the additional benefit of perturbations of temperature instead of intensity. Previous studies have utilized the AMTM to
perform analysis on zenith temperature oscillations (e.g., Y. Zhao et al., 2019) and individual event analysis (e.g., Pautet, Taylor, Snively, & Solorio, 2018; Reichert et al., 2019). In
this chapter, a novel AMTM temperature map data set is obtained from McMurdo Station,
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Antarctica from 27-30 June, 2017. Also, the 3-D spectral analysis of short-period gravity
waves are produced using the AMTM by using simulated data to give insights of the noise
floor in the analysis technique. Results of small time scale wave energy and directionality
variability are given for select events to depict the wave activity over McMurdo.

4.2

Data
In June 2017, a unique combination of extended winter nights and clear skies provided

a 96 hour AMTM data set was obtained over McMurdo Station, Antactica (77.8 deg S,
166.7 deg E). The retrieved temperature map’s zenith temperatures are shown in Figure 4.1
using the averaged center, 20 x 20 pixel square, and smoothed with a high pass filter of
5 minutes. Zenith temperature perturbations are used to shows larger scale features than
resolvable by the field of view of the AMTM such as tides and internal GWs (horizonal
wavelengths >

100 km). Temperature maps from the AMTM deployed at McMurdo

Station, Antarctica (77.8◦ S, 166.7◦ E) in 2017 were obtained as a part of the ANGWIN
program. USU’s AMTM. The AMTM maps have a total exposure time of ∼ 30 s and the
temperature perturbations of the OH layer (∼ 87 km) are determined within 2 K (Pautet
et al., 2014).
The AMTM data set used in this study uniquely comprises 96 hours of uninterrupted
nighttime airglow. This continuous time frame of data, due to the unique high latitude
location of the observation site, is what makes it unique, and is taken advantage of to
show the variability from hour to hour and day to day without gaps. Figure 4.1 shows the
zenith temperature corresponding to the center 20x20 pixels square average and smoothed
with a high pass filter of 5 minutes. The features that remain after the smoothing do not
comprise the small-scale wave activity, but show the relative calm not sure this is really
calm atmosphere that was present during the 4 days over McMurdo.

4.3

Results
In order to effectively capture the GW variability in the data, a 3D FFT analysis was

performed using 2-hour sliding windows, constrained by the upper limit of the period range,
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Figure 4.1: AMTM zenith temperature with a 5 min high pass filter for the 27-30 June
2017 period over McMurdo Station, Antarctica.
in incremental steps of 30 min. The resulting total power analysis is shown at the bottom
of Figure 4.2, wherein four events (a-d) are presented with their corresponding phase speed
PSD plots along with an example mean subtracted temperature map of the frames used
in the phase speed analysis window. The peaks in total power clearly occur as events a,
c, and d, correspondingly characterized by strong phase speed PSD and their dominant
directionality in the 2-hour windows. Figure 4.2e plots the GW phase speed PSD of the
entire data set, with total power identified by the red dashed line in the total power plot.
The total PSD is seen to have a preferential direction to the southwest, and there is a notable
loss of power in the PSD and accompanying smearing of energy. This average analysis is
often used for climatological scales lacks the temporal and spatial duration that Figure 4.2
captures in the half hour steps.

4.3.1

Wind Filtering

The average wave speed PSD is driven by the accumulative effects of background winds
which filter the waves by propagation direction. This is occurs when the phase velocity is
equal to the background wind field, wherein the GW energy is absorbed into the mean flow
of the wind at critical layers. Critical layers are numerically described by the intrinsic wave
frequency (ω) being Doppler shifted (Ω) to zero:

Ω = ω(1 − (Vz cosϕ + Vm sinϕ)/vx )

(4.1)
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Figure 4.2: The bottom plot is the total power (blue) every 30 min of the 96 hours of AMTM data on 27-30 June 2017 over
McMurdo and the average (red). The middle and top images are events a-d’s phase speed (middle) and temperature perturbations
(top) with highlighted direction (red arrows). E is the average power spectrum for the data set.
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where Vz and Vm is the zonal and meridional wind speed, ϕ is the propagation direction,
and vx is the phase speed. This is used to produce a blocked region where GWs generated
from the lower atmosphere would be unable to propagate to the mesosphere (e.g., Wang
and Tuan, 1988 Taylor et al., 1993, Stockwell et al., 2001, Matsuda et al., 2017).

Figure 4.3: Depiction of MERRA2 wind profiles (left), temporal position in total power
(bottom), and phase speed spectrum blocking region (dash circles) for events a (left) and d
(right) from Figure 4.2.

Events a and d in Figure 4.2 show strongly symmetric wave directionality, each with
strong PSD peaks to the southwest and northeast. Possibilities for the dual wave features
are the generation of secondary wave from breaking of larger scale waves into secondary
generation or the presence of a ducted region that would allow for the lack of direction
propagation preference. This is corroborated by the analysis of MERRA-2 (GMAO 2015)
wind profiles to determine the approximate directions and speeds that would be filtered
from the ground up to the mesosphere. Figure 4.3 is the analysis of filtering directions and
speeds according to MERRA-2 wind profiles interpolated to that time period (MERRA-2
profiles are in 3 hour periods).
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4.3.2

Wave Activity Periodicity

Figure 4.2 total power plot shows periods of strong GW activity over a background wave
level. In order to determine any periodicity of the enhanced wave activity in the total power
an FFT was performed. Figure 6 shows several periods of wave activity over the 96 hours.
These periods are consistent with lidar observations over McMurdo Station (Chen et al.
2015) which observed inertial gravity waves (IGW) with periods of approximately 7.5, 6.5,
and 3.4 hours. These larger scale IGWs can influence the wind field and block wave activity
in the OH layer as a possible cause to the changes in levels of wave activity over the 4−day
period. Another possible influence is changes in the ground level forcing that induces the
GW activity at the source.

Figure 4.4: Total power FFT spectral analysis shows several period structures present in
the periodicity of gravity wave activity over the 4 days.

4.4

Summary
This chapter focused on a novel 96 hours of continuous nighttime airglow observations,

providing long duration GW measurements and their variability over McMurdo station
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(from 27-30 June, 2017). A recently developed analysis technique was adapted to investigate significant hour-to-hour variability in GW activity, directionality, and wave power. As
determined by our analysis, at no time during this period did the GW power cease. Critical
wind filtering was consistent with overall directionality with a few exceptions highlighted
with phase speed PSD being unable to propagate to airglow altitude. A possible scenario
for their appearance is secondary GW generation or generation of GWs above the filtering
regions, however, more data is needed for a definitive causality. The variability in wave
energy was explored with Fourier analysis and found evidence of larger scale wave filtering/enhancement on scales similar to lidar studies over McMurdo. This study is the fist use
of a spectral analysis technique on AMTM data.
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CHAPTER 5
CLIMATOLOGY OF WAVE ACTIVITY OF MCMURDO STATION

5.1

Introduction
A climatological understanding of GW activity is needed to increase accuracy of GCMs

which have grid-scales significantly larger than the typical small-scale events (λ ∼ 20 −
50 km). The effects of these waves are still incorporated through some parameterization
schemes to influence the mesospheric circulation in the models. One issue of GCMs has
been attributed to an absence of small scale GWs influences in models which caused the
‘cold-pole’ problem (e.g., Garfinkel & Oman, 2018). WACCM was able to ameliorate effects
of the southern hemisphere ‘cold-pole’ bias by making changes to a wave flux parameter by
a factor of 2 in the model (R. R. Garcia, Smith, Kinnison, de la Cámara, & Murphy, 2017)
and was also able to see improvements in other aspects (i.e., ozone density and northern
sudden stratospheric warming climatology). R. R. Garcia et al. (2017) was able to show
the importance of GWs as an input for GCMs, however, observational results are needed
to document the geographical, seasonal, and amplitude distribution of GW fluxes (e.g.,
Alexander, 2015; Geller et al., 2013). These needs are achievable through climatological
studies of GW activity at multiple locations around the globe. This study helps to cover
the region of Antarctica over McMurdo Station (78◦ S).
Previous airglow imaging climatological studies (at least 2 years of data) at high southern latitudes have covered the mesospheric region over Commandante Ferraz Station (62◦ S)
(Bageston, Wrasse, Gobbi, Takahashi, & Souza, 2009), Halley Station (76◦ S) (Espy, Jones,
Swenson, Tang, and Taylor (2004); Nielsen et al. (2009); Nielsen, Taylor, Hibbins, Jarvis,
and Russell III (2012)), Rothera Station (76◦ S) (Espy et al., 2006), Davis Station (68◦ S)
(Rourke et al., 2017), and South Pole Station (90◦ S) (Suzuki et al., 2011). McMurdo Station has yet to have an imager-based climatological study, though there has been studies
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utilizing the station’s lidar (J. Zhao et al., 2017) and MF radar (Chen et al., 2013). Both
instruments have been used to look at waves with large periods (4 − 9 hours) where the
AMTM has the capability of determining periods of 2 − 60 min which are believed to have a
major role in atmospheric circulation at the mesospheric altitudes (e.g., Fritts & Alexander,
2003). Until now, there has not been an extensive study of small scale GW characteristics
observed over McMurdo Station.
This study presents the persistent GW characteristics observed at 78◦ S over Antarctica using the 3-D spectral analysis technique described in Chapter 3 to determine wave
directionality, speed, and power.

5.2

AMTM Data
The AMTM data analyzed in the climatology is from the beginning of AMTM oper-

ations, 2017, until the 2020 winter season. As discussed previously in Chapter 3, the 3-D
FFT analysis requires a minimum of 2 hours continuous clear sky to allow for study of
GWs up to 1 hour period, and results in phase velocity power spectral density of wave
structures present in the AMTM temperature maps. Each season was manually cleaned
by reviewing each day’s unprocessed P1 (2) filter frames for moon glare, clouds, or aurora
that would contaminate the power spectra. Post cleaning, Figure 5.1 depicts the amount
of greater than 2 hour periods of data available to be used in the 3-D FFT analysis on a
month-by-month basis. June 2017 and July 2018 have 200 hours of clear skies due to a good
combination of the weather and moon phase which allowed for excellent viewing conditions
while other periods such as June 2020 were less fortunate. The beginning (March) and end
(September) of the season tended to have the least desirable weather and have the shortest nights (September average nighttime ∼ 9 hours), however, this does not influence the
power spectrum as they are averages of the day’s viable temperature maps. The averaging
removes any weighting due to length of data in the analysis and should represent the overall
strength of wave activity in each of the periods of studied.
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Figure 5.1: Each month’s amount of clean data used in the climatology (2017-2020).
5.3

Spectral Analysis Results
A 3-D FFT spectral analysis was performed monthly for each of the 4 seasons of

AMTM data over McMurdo Station. The results are discussed in the aspect of monthly
wave velocity spectral density averages and total power due to wave activity. The wave’s
phase velocity is shown first in a discussion on the variability of wave directionality and
speed and followed by a discussion on the variability of the overall wave activity (total
spectral power) over the 4 seasons.

5.3.1

Phase Velocity Power Spectra

The 4 years of phase velocity power spectra were averaged into monthly plots and are
organized in Figure 5.2 with each year in the columns and rows corresponding to the month’s
average. The power spectral densities are given in unitless power and are scaled individually
to better define the wave preference for direction and speed. The power differences will be
addressed later.
April shows a consistent directional preference towards the southwest with 2018 having
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some power spreading more westward and southward than the other years. For all 4 years,
most of the power was associated with waves with phase speed < 50 ms−1 (the first solid
white ring in Figure 5.2).
May remains similar to April, wave speeds keeping at or below ∼ 50 ms−1 , however,
there is slightly more directional variability though remaining with an overall southwestern
directional preference. The spread of power in more directions (2018 and 2020) hints to
fluctuations in the wind profile allowing waves with other directions to propagate into the
mesopause region.
June demonstrates a change to a more westward dominated propagation preference
with a weakening southern power density. The overall speed is still below ∼ 50 ms−1 with
some weaker power leaking into higher speeds in 2019 and 2020’s plots.
July maintains a westward preference with large swings in the waves’ directionality
for 2017 and 2019, again demonstrating wind field variability at lower altitudes allowing
the wide array of directions. There is also instances of bidirectional behavior in each year
where power is found in one direction and its opposite. There is also much more wave power
pushing the outer speed range of ∼ 60 ms−1 .
August sees a return of consistent wave propagation towards the southwest, and with
a larger range of directions for 2018 and 2020 allowing waves to propagate in almost all
directions as well and the bidirectional wave activity is also present in 2019. The wave
speed has been much less confined as in the previous months and has weak power spread
to the outer range of 80 ms−1 in the corners.
September does not have data for 2020 as frost formed inside the dome and made the
temperature maps unusable in this study. The years that are available show a dramatic
shift in the directional preference of southward for 2017 and 2018 followed by a 180◦ shift
in 2019 to northward propagating waves.

5.3.2

Wave Activity As Total Power

Integrating the power spectral density plotted in the phase velocity figures can be used
as a proxy for the temperature variance due to waves in the temperature maps and thus is
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Figure 5.2: McMurdo Station gravity wave monthly phase speed power spectra from 2017
to 2020.
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closely related to the wave power being carried (as shown in Chapter 1). Figure 5.3 shows
the daily total power from the associated phase velocity power spectrum as a function of
the day of year that the time the data was taken (in universal time, UT). There is a clear
trend from well concentrated wave activity near 1 · 10−5 in April, and then by mid-June
there is an uptick of wave activity into the 4 · 10−5 range. This is considering a mean of
1.66 · 10−5 and standard deviation of 1.00 · 10−5 , also there are 2 points omitted from the
figure for clarity, they were ∼ 7 · 10−5 on doy 197 and 256. Figure 5.3 does demonstrate
a stark increase in days with total power above ∼ 2 · 10−5 in mid-June, and below that
threshold, seems to persist a lower energy. Figure 5.4 highlights this split in power for each
day. These seemingly decoupled groups of wave activity would lend to a scheme where there
is a continuous background of lower energy (amplitude and short duration) wave events and
a mechanism that allows for an increase in higher energy wave events that begins mid-June
and continues until the Austral-fall.

Figure 5.3: Average daily gravity wave power from 2017 to 2020.
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Figure 5.4: Average daily gravity wave power (left) split on the right into the higher power
domain (top) and lower power days of wave activity (bottom).
5.4

Discussion
Directionality of GWs are greatly influenced by their tropospheric generation and di-

rectional filtering due to the wind field in which they propagate. The main sources of wave
generation at McMurdo would be orographic generation from the Transantarctic Mountains
which stretch along the coast of McMurdo Station, convective storms off the coast in the
Southern Ocean, or wind shear associated to the strong southern stratospheric jet. Changes
to one or all of these influence the GW variation seen in Figure 5.2.

5.4.1

Wind Filtering

Wind filtering effects are strongly correlated to wind direction in the MLT region.
Using Modern-Era Retrospective analysis for Research and Application version 2 (MERRA2) data (Gelaro et al., 2017), blocking diagrams (Taylor, Ryan, Tuan, & Edwards, 1993) are
created from averaging the 3-hour data product to produce a daily averaged phase speed
diagram with blocking region. Figure 5.5(a) shows an example of the blocking region for
a typical day (Aug 13-14, 2018). In contrast, Figure 5.5(b) shows a similar plot for a day
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when a large part of the power propagated within a wind blocking region. Possibilities for
this inconsistency are: (1) the averaged wind profile does not allow for the small time scale
changes that can occur and open windows for wave activity for small periods and (2) the
wave can be formed through secondary generation above the altitude region corresponding
to its filtering speed or above the altitude range of MERRA-2 wind data (80 km). The
fast time scale problem is only solved by coincident wind data from radars or lidars that
can provide stratosphere to mesosphere profiles on time scales similar to the AMTM. These
same instruments are needed to determine is wave activity is due to secondary generation
to observe the lower altitude conditions and vertical component of the waves.

Figure 5.5: Phase velocity diagrams for August 14th and 20th, 2018 overlaid with a
corresponding blocking region (outlined in pink) from MERRA-2 averaged wind profiles.

5.4.2

Stratospheric Jet

A typical form of the southern stratospheric jet is shown in Figure 5.6. McMurdo’s
location is on the inner ring, placing it near strong shears as the speed quickly increases
with lower latitudes. This sharp increase is a possible generator of waves as well as a strong
source of wave filtering. Because the vortex is not stationary, McMurdo Station can become
closer to the eye of the vortex resulting in weakening of the winds allows for less filtering
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in directionality and conversely the vortex can place McMurdo in much stronger winds
for significant filtering results. A unique phenomenon, shown in Figure 5.7, is a Sudden
Stratospheric Warming (SSW) event that occurred in late-August to mid-September 2019
(e.g., Lim et al., 2021). Major SSWs are known to cause dramatic warming (> 30 − 40 K
over period of days) and are characterized by a reversal of the zonal wind at 60◦ latitude at
10 hPa (Butler et al., 2015). Major SSWs occur in the northern hemisphere every 1−2 years
on average, however, the southern hemisphere has only recorded one previous major SSW
(e.g., Nishii & Nakamura, 2004) . This event in 2019 drastically changed the winds over
McMurdo Station (from usually northwesterly to southerly) and can result in dramatic
changes in GW activity. This was seen for September 2019 as compared to 2017 and 2018
with a complete reversal of the preferred propagation direction for the monthly average.
Poor waether conditions prevented observations prior to and during the SSW, however, what
is shown is the enduring effects post-SSW over McMurdo compared to previous seasons.

Figure 5.6: Typical southern stratospheric jet (10 hPa) with its eye near geographic south
pole and McMurdo Station, shown in green circle, located on the inner portion (image
courtesy earth.nullschool.net).
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Figure 5.7: Major sudden stratospheric warming event shown in a splitting of the southern
stratospheric jet (10 hPa) into two vortices causing the main vortex’s eye to migrate far
from the geographic south pole and McMurdo Station, shown in green circle, now located
in much stronger winds in a unique orientation (image courtesy earth.nullschool.net).
5.4.3

Stationary Wave Observations

While manually cleaning the four seasons of AMTM data, stationary wave events
(vphase = 0 relative to the ground) were observed. These are considered possible mountain wave (MW) events without corroborating wind profiles of the event periods, because
waves can become stationary to ground observations by propagating equal and opposite to
the wind it is propagating in, and showing a persistent wind direction from the source up
the observing layer is needed to confirm a true MW event. There is a record of MW activity observed in the troposphere and stratosphere have been made (e.g., Chenoli, Turner, &
Samah, 2018; Hendricks, Doyle, Eckermann, Jiang, & Reinecke, 2014; Hoffmann et al., 2013;
Steinhoff et al., 2013) as well as MW numerical simulations over McMurdo Station (Vadas,
Zhao, Chu, & Becker, 2018), however, this is the first indication of MWs propagating into
the MLT region.
The Figure 5.8 shows the distribution in observed stationary wave activity over the four
year period of the study. The large number of observations in 2018 and few sightings in 2020
are directly related to the number of hours used for each year with 2018 having the most
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clear nights and 2020 with the least. Possible sources producing MW activity are, shown
in Figure 5.9, the McMurdo Dry Valleys (MDV) to the west of the station and the islands
and peninsula to the south in the Ross Ice Shelf (RIS) (Chenoli et al., 2018; Steinhoff et al.,
2013). An example of MW-like activity is shown in the OH(3,1) band intensity (average of
P1 (2) and P1 (4) filters) Figure 5.10 has the event lasting ∼ 20 min on the night of May 29,
2019, and note the orientation of the wave crests and how they are situated parallel to the
MDV highlighted in Figure 5.9. This is strong evidence that the event was generated from
that feature, but without the winds profile there is still no causality.
Another unique feature of these stationary waves is their time in the MLT observations.
Smith (2019) has MWs persisting on timescales of hours to days while the majority of the
events observed over McMurdo are only visible on the order of minutes. This could be due
to weather constraints at McMurdo in Austral winter not allowing the long viewing window
that other sites allow. There is also a recurring turbulence with their appearance, meaning
as they appear they are quick to dissipate or are mid-breaking when they appear in the
OH airglow layer as they reach the end of their lifespan. The numerical study in Vadas et
al. (2018) found that most MWs generated over McMurdo dissipate in the troposphere and
stratosphere due to background atmospheric conditions, meaning that the short lifespan
observed is possibly remnants that are allowed through with small time scale wind profile
features that have favorable MW conditions.
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Figure 5.8: Number days stationary waves were observed from 2017 to 2020 over McMurdo
Station, Antarctica.

Figure 5.9: Terrain map of the area surrounding McMurdo Station with red marks
highlighting possible MW sources to the west and south of the station (image credit:
GoogleMaps).
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Figure 5.10: Possible MW event May 29th 2019 shown in AMTM OH(3,1) band intensity
at the begining (top left) and end (top right) with a NS keogram showing the stationary
wave form over the ∼ 20 min period.
5.4.4

Antarctic Climatology Comparison

There have been other GW climatological studies of mesospheric GWs across Antarctica
performed with all-sky imagers. OH Antarctic airglow climatologies consist of: Rourke et
al. (2017) studied similar short-peiod GW activity over Davis Station (68◦ S, 78◦ E) during
Austral winters from 1999 to 2013 and Nielsen et al. (2009) of Halley Station (76◦ S, 27◦ W)
over the 2000 and 2001 winter season. The study of Rourke et al. (2017) gives some insight
to the marked increase in daily total power. They found a marked increase in ratio of GWs
to ripples (smaller wavelength scale GWs), see Figure 5.11, from June onward as well as
both an increase in preference pole-ward (Southernly) and duration of wave activity. The
climatology results of Nielsen et al. (2009) also corroborate the wave activity described, as
shown in Figure 5.12. This analysis over Davis and Halley Station agrees well with findings
over McMurdo shown in the directional preference and the increase in daily wave power.
The influence of the polar vortex in filtering meospheric GW directionality is seen in
the other climatologies as well. For a more complete coverage of Antarctica, Matsuda et
al. (2017) is included in Figure 5.13. This image shows the consistent westerly direction
of wave propagation in the early Austral-winter (May) before the poleward trend becomes
dominant. Each of the directional plots are oriented in the local North and are centered
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over the station they are derived (Matsuda et al., 2017; Nielsen et al., 2009; Rourke et al.,
2017).

Figure 5.11: Climatological study of monthly direction of GW (red) and smaller wavelength ripples (green) with strength representing event duration (adapted from Rourke et
al. (2017)).
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Figure 5.12: Climatological study of monthly events of GWs in each direction wedge
(adapted from Nielsen et al. (2009)).
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Figure 5.13: Climatological studies of May from various years over Antarctica stations
(clockwise from bottom) McMurdo (this study), Davis (Rourke et al., 2017), Syowa (Matsuda et al., 2017), and Halley (Nielsen et al., 2009).
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CHAPTER 6
MACHINE LEARNING

6.1

Introduction
Automation of GW images has begun in the form of Matsuda et al. (2014) with the 3-

D FFT analysis method, and the continuous wavelet transform of the Stockwell transform
analysis to detect GWs from space and ground based images (Stockwell, Mansinha, &
Lowe, 1996). Both of these methods extract the wave features over a period of time, and
would experience significant noise in their spectra if the image data input is filled with
undesirable observations of moon glare, clouds, or aurora. Machine learning provides an
ability to automatically clean the raw data from all-sky imagers and AMTM to remove
these undesirable spectral influences.
The first use of a convolutional neural network (CNN) in machine learning was used
for image processing of a cat eye’s response to light stimulus (Hubel & Wiesel, 1959). This
concept has developed considerably since then, as a layered approach used in most modern
CNNs in the LeNet-5 multilayer neural network used to classify digits written by hand
(LeCun, Bottou, Bengio, & Haffner, 1998). Since then a large increase in computation power
has allowed to advances such as Clausen and Nickisch (2018) use of a deep neural network
to model a classifier of aurora all-sky images for cleaning and identification. Even more
recently, Lai et al. (2019) developed the ability to use machine learning to automatically
identify clean airglow data with a CNN and then apply a faster region-based convolution
neural network (Faster R-CNN) to detect individual waves from all-sky airglow images.
This chapter seeks to leverage the success of these other works on all-sky imagers to
improve the capabilities of USU’s Atmospheric Imaging Lab to join their ranks in further
automation of processing large amounts of data from the several sites collecting images.
The approach presented here differs from the algorithms used in Clausen and Nickisch
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(2018) and Lai et al. (2019) in the model used in much less computationally demanding
and correspondingly runs faster.

6.2

Machine Learning Model
The model used is Light Gradient Boosted Machine (LightGBM), created by Microsoft

(Ke et al., 2017). LightGBM is different from the CNN’s discussed in other studies as it
utilizes a random forest instead of a neural network. This change is what allows for the
greater speed and lighter hardware demands of the CNNs. Figure 6.1 shows the number
of nodes used to compute the output for a classical neural network and the number of
computations grows more demanding as the number of layers increase. Decision trees
calculations are shown in Figure 6.2 with the normal tree fully calculated out to each
possible branch (and would continue to grow more complex with increased depth), and the
boosted tree growth is shown on the right with only viable branches allowed to propagate.
This method is to be used for purely binary classification to determine the clean data (0)
and bad data (1).

Figure 6.1: Graphic depiction of a single (A) and multi-layer or deep (B) neural network
(adapted from Lateef et al. (2019).

Gradient Boosted Decision Trees (GBDT) are designed to produce a function to go
from an input space X s to a gradient space G. The viability of a branch is determined
in the gradient boosting parameter gi , where each tree model follows a branch/node with
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Figure 6.2: Graphic depiction of a decision tree (A) and a boosted decision tree (B).
the largest information gain. In the language of binary classification of images, the number
of pixels cropped into the machine learning algorithm are the number of features in the
input space, and the training data set O is the number of images used to train the model.
Calculating the information gain is done by measuring the variance after splitting and
determining branch allows the greatest increase

Vj|O (d) =

1 

nO

P

{xi ∈O:xij ≤d} gi

njl|O (d)

2

P
+

{xi ∈O:xij >d} gi

njr|O (d)

2 

,

(6.1)

where nO is the number of images in the training set, the first term denotes properties that
fall in the left branch: njl|O (d) is the number of images from the training set that fall to
the left of feature j < d the numerator is the total gradient squared of the same feature
set. The same is computed in the second term but for the rest of the training data set.
This variance equation is then found to be maximized at some value j ∗ that would be, in
this example, the best pixel across the training data to help sort 0s and 1s (good and bad
images).

6.3

Using OATH Aurora Data
Clausen and Nickisch (2018) used machine learning as a tool for performing a binary

classification of aurora and no aurora visible of 5, 824 THEMIS all-sky images. Their version of classification utilized a pretrained neural network developed by Google’s Machine
Intelligence, specifically the Inception-v4 (Szegedy, Ioffe, Vanhoucke, & Alemi, 2017). This
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neural network performs a ridge classification scheme to perform linear regression of the
input feature vectors (for images pixels). To perform the analysis, each of the raw aurora
images are cropped in size by 15% to remove pixels of low elevation (e.g., treeline, radio
antennas), the brightness of each image is normalized, and the images are randomly rotated
to remove directional dependence. Figure 6.4 shows their labeling scheme where all the
variables are kept for reproducibility. The results of this process are shown in Figure 6.3’s
top row giving examples of the no aurora classification and bottom row’s aurora classification. Using a conventional 70 − 30% split of the images for training, 70%, and testing, 30%,
of the model, Clausen and Nickisch (2018) was able to correctly predict image labels 92%
of the time (some discrepency reported between Clausen and Nickisch (2018) and Sado,
Clausen, Miloch, and Nickisch (2022). This method was not able to be reproduced because
their repository became obsolete (a python environment (.yml) was not provided). As a
bench mark, they do mention on their repository that a computer using a 4 Core i7-3520-M
CPU (2.9 GHz) took over an hour to produce a model with the results mentioned.

Figure 6.3: Images (a) through (f) are cropped and normalized THEMIS images from classifications cloudy, moon, clear/noaurora, arc, discrete, and diffuse (adapted from Clausen
and Nickisch (2018).
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Figure 6.4: Snippet of labeled image list with ’class2’ being the binary label, ’class6’ as
the further label scheme which corresponds to the ’picType’ label, ’picNum’ is the image
number, and ’rotAng’ is the image degree of rotation used in the training set.
6.3.1

Aurora Data Using LightGBM

The THEMIS data set was used with LightGBM to produce a model and have its results
compared to the pretrained neural network used in Clausen and Nickisch (2018) study. The
same processing was performed on the images as the other study, and LightGBM was indeed
faster. After the image processing, the model was produced in ∼ 2 minutes and labeled
the binary classification 93.99%. LightGBM performed well despite the less sophistication
and computational demands of this algorithm compared to the neural network. Figure 6.6
shows the number of iterations to realize the model’s capability to categorize the training
images in its ”log-loss” parameter. In the plot, the training curve approached 0 just after
∼ 120 decision tree iteration and at that same point the labeling error of the test set was
also minimized. is the confusion matrix showing the number correctly identified along the
blue diagonal and the off diagonal has the number of misidentified images.
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Figure 6.5: Confusion matrix of aurora binary classification.

Figure 6.6: Log loss function in number of iterations that decisions trees are made.
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6.4

Using Airglow Image Data
Successfully reproducing the abilities presented in Clausen and Nickisch (2018) with

LightGBM allowed continuation of building a machine learning model for use with AIL’s
airglow image data. USU undergraduate Anastasia Brown was able to produce a labeled
database of 4900 images for use in training and testing with the same procedure outlined
for the aurora images. These images from the 2012 season where one day with good and
one day with bad airglow conditions were observed every month (April through October).
Every 5th image was used from each day and labeled 0 or 1 appropriately to comprise the
testing/training set. As with the study with the aurora images, each image is cropped,
normalized, and stretched into a 1-D array to train and test the algorithm. Those first two
processes are shown in Figure 6.7 where the hot pixel (bright yellow) are left in to reduce
computation time and are shown to have no influence on the machine’s ability to classify.
The hot pixels would become a possible issue if the model attempts to classify images from
a different instrument with different positions of hot pixels that might correlate poorly to
the pixels used most predominantly in the decision tree. This weighting of pixels in the
identification process is shown in Figure 6.8, where the darker pixels are the most dominant.
The placement of these highly weighted pixels are not clustered any where conspicuous (i.e.,
corners, edges, or and position in particular) and do not overlap the hot pixels in Figure 6.7.

Figure 6.7: Original all-sky image of OH airglow (left) and the cropped and intensity
normalized image (right).
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Figure 6.8: Plot of weights used in classification of the airglow images using a log scale to
show all dominant pixels.
The resulting machine learning model performed remarkably well with an accuracy of
98.50% correspondingly, shown in the confusion matrix (Figure 6.9), there is very few misidentified images from the selection of the 2012 season. Logloss plot also shows an improved
closeness between the curves of the training set and test sets accuracy improvement with
each iteration (Figure 6.10).
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Figure 6.9: Plot of weights used in classification of the airglow images using a log scale to
show all dominant pixels.

Figure 6.10: Plot of weights used in classification of the airglow images using a log scale
to show all dominant pixels.

72
The model was then applied to un-cleaned raw imager data from Davis taken in 2020.
The resulting output is shown in the top of Figure 6.11 as values from 0 to 1 for rating the
”clean-ness” of each image. Example images are shown below the histogram with the far
left corresponding to the far left orange line in the histogram. The full cloud cover shown in
the first two image are very much well identified as dirty and the third image falls nicely in
a clean frame as designated by the model. The spike in bad data speaks to the sensitivity
of the model as those are wispy clouds (seen on the edges of the third image) that migrate
to the center of the frame shortly after the third orange line. This is remarkable as the
wispy clouds are nearly impossible to see by eye (without watching them move at a slightly
different speed than the background airglow layer) and is a common mistake, among new
members of the lab, to think the image is still clean of clouds.

Figure 6.11: Label output from the raw images are shown in the top plot with a value
from 0 to 1 for each frame as a designation for how clean or dirty the images are, and
example images along the bottom correspond to the orange lines in the top plot.

6.5

Summary
A machine learning model based on a random forest classification technique in the

LightGBM Python API was able to successfully categorize a test set of all-ski airglow
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images to 98.50% accuracy. The classification uncertainty comes from the way the 0 and 1
identification is decided. The model provides a probability of the image fit to each of the
classifications and picks the identity which is more probable. For most of the images, there
is a clear delineation in identification but occasionally there was an image that fell close
to 0.5 (near equal probability of state 0 or 1). This distribution is given in Figure 6.12 for
probability that an image would classify as dirty, 1, the cutoff is set to 0.5, and for more
more than the binary classifications the threshold would vary Clausen and Nickisch (2018)).
Preliminary results seen in Davis 2020 data sets are promising in the wide use of this
technique in data from other sites to streamline the process of building GW studies for
better climatological understandings.

Figure 6.12: Histogram of number of images in each probability bin of classified as dirty,1.
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CHAPTER 7
SUMMARY AND FUTURE RESEARCH

7.1

Summary
The primary objective of this research is to investigate the characteristics of short-

period gravity waves (GWs) observed in the nighttime OH airglow layer (∼ 87 km) above
Antarctica where previous measurements of GWs have been sparse. To achieve this, 2,165
hours of data from Utah State University’s (USU) Advanced Mesopsheric Temperature
Mapper (AMTM) stationed at McMurdo Station (77.8◦ S,166.7◦ E) was analyzed with a
novel 3-Dimensional Fast Fourier Transform (3-D FFT) technique, developed by collaborators in Japan.
Hydroxyl airglow layer temperature perturbations caused by GWS were observed over
a four year period (2017-2020). During this period a unique 96 hours of continuous, clear,
observations were made, giving an unprecedented opportunity to determine GW intermittency on small time scales over McMurdo. Intermittency was analyzed through the use of
the 3D-FFT technique applied to a sliding window of data to determine individual wave
events and their duration. Applying MERRA-2 wind data allowed for a basis on wave generation through blocking diagrams, where a minority of the wave power was theoretically
blocked and thus would have been generated either above the altitude of winds associated
with the blocking or allowed through on time scales not resolvable by the model. This also
gave insights into possible valve mechanisms that allow or block the propagation of GWs
into the mesosphere by comparing period wave activity to inertial GWs observed through
McMurdo Station based lidar systems.
The capability of having four Austral-winter seasons of AMTM data allowed for new
climatological understanding of mesospheric GW activity over McMurdo. This was accomplished by using a minimum of 2 hours of continuous, clean, data to perform the 3D-FFT
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analysis to determine GW parameters of phase velocity and power for each day. These were
then averaged into months and compared year to year and through each season to observe
similarities and differences in the wave activity. The parameters of directionality and power
were able to be compared with similar studies performed at Davis Station (68◦ S,78◦ E)
and Halley Station (76◦ S,27◦ W ) using data from OH airglow all-sky imagers over 19992013 and 2000-2001 seasons respectively. These other studies were able to corroborate the
seemingly unique characteristics of the total power and directional shift observed from year
to year as a systematic property of the Antarctic GW climate. Such at the sudden increase
in wave activity mid-June and the pole-ward (Southward) shift in propagation direction.
The extremely rare major southern hemisphere sudden stratospheric warming (SSW)
event that occurred, September 2019, in the polar vortex allowed for further insight into
the effects that changing winds have on the GW propagation directions in the mesosphere.
Though the overall wave energy was comparable from September to September of the three
years available (2017-2019), there was the dramatic change in directionality seen in the
swing from a usual Southward propagation to the Northward.
While cleaning the data to perform the 3D-FFT analysis, a number of stationary waves
were observed in the AMTM data. In total 54 possible mountain wave (MW) events were
observed to be either actively propagating through the mesosphere or breaking in the region
of the OH layer. These are events not normally associated with McMurdo and have not
previously been observed at these altitudes. Once corroborated with radar or lidar, they
will be a novel discovery.
Using the 3D-FFT analysis required extensive cleaning of the data to avoid any contamination of the airglow intensity by clouds, aurora, or moon glare. For this technique to
be applied more broadly to the other instruments in the USU Atmospheric Imaging Lab
(AIL), a automated method for cleaning needed to be developed. University of Olso researchers developed a machine learning (ML) algorithm to clean all-sky aurora data and
was attempted to be repeated and tested on AIL imager data. However, by that time the
software API was updated and no longer compatible with the code initially used, so their

76
data set was used as a benchmark case to test other algorithms against. This proved the
ability of Light Gradient Boosted Machine (LightGBM) to perform the automated task on
the aurora data and provided proof of concept to continue its use on airglow data. The
model is currently being used to clean Davis 2020 data to prepare for 3D-FFT analysis.

7.2

Future Research
The results from McMurdo Station have shown the viability of techniques used in this

dissertation to perform climatological analysis, small time scale analysis, and the capability
to automate said analyses for faster application on short-period GWs. As much has been
learned about the wave characteristics over McMurdo, there are still many unknowns. New
studies should include ray tracing to determine dominant sources near McMurdo Station,
obtain coincident data from the meteor radar and resonant lidar at the station to corroborate MW events, and continue improving use of the ML algorithm to train on different
instruments and locations for faster processing.
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OH(3,1) Relative Line Strengths Calculations
May 25, 2022
This Python notebook walks through the calculations and sources for the excited vibrational levels
of OH radicals and their corresponding electronic transitions that constitute the bands of interest.

0.1

References

Brooke, James SA, et al. “Line strengths of rovibrational and rotational transitions in the X2Π
ground state of OH.” Journal of Quantitative Spectroscopy and Radiative Transfer 168 (2016):
142-157.
Herzberg, Gerhard. “Spectra of diatomic molecules.” Molecular Spectra & Molecular Structure 1
(1950).
Krassovsky, V. I., N. N. Shefov, and V. I. Yarin. “Atlas of the airglow spectrum 3000–12400 Å.”
Planetary and Space Science 9.12 (1962): 883-915.
Rousselot, P., et al. “Night-sky spectral atlas of OH emission lines in the near-infrared.” Astronomy
and Astrophysics 354 (2000): 1134-1150.

0.2

Code

Starting with front matter and defining variables for holding Band wavenumbers (P,Q,R), wavelength (WP,WR,WQ), and Intensities (IP,IQ,IW). These are also divided into the OH subbands
(1/2 and 3/2) shown in Figure 2 of Rousselot et al. [2000] and denoted by the (P1,P2,ect.).
[2]: import matplotlib.pyplot as plt
import numpy as np
plt.rcParams.update({'font.size': 15})
Jnum=15 #Number of lines derived
Temp=np.arange(150,250) #K
F1lower=np.zeros((Jnum))
F2lower=np.zeros((Jnum))

#3/2 states
#1/2 states

F1upper=np.zeros((Jnum))
F2upper=np.zeros((Jnum))

#3/2 states
#1/2 states

OH31P12=np.zeros((3,np.size(Temp)))
1

OH31P14=np.zeros((3,np.size(Temp)))
OH20Q2=np.zeros((3,np.size(Temp)))
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Lines=Jnum-4
P1=np.zeros((Lines))
R1=np.zeros((Lines))
Q1=np.zeros((Lines))
P2=np.zeros((Lines))
R2=np.zeros((Lines))
Q2=np.zeros((Lines))
WP1=np.zeros((Lines))
WR1=np.zeros((Lines))
WQ1=np.zeros((Lines))
WP2=np.zeros((Lines))
WR2=np.zeros((Lines))
WQ2=np.zeros((Lines))
IP1=np.zeros((Lines))
IR1=np.zeros((Lines))
IQ1=np.zeros((Lines))
IP2=np.zeros((Lines))
IR2=np.zeros((Lines))
IQ2=np.zeros((Lines))
Vibrational state constants are defined below from Brooke et al. [2016] and only Ynu is given
in the correct form from Krassovsky et al. [1962]. Here we also have the band center line nu0
defined from the energy level change of vibrational levels.
[3]: #OH(3,1) Band [v=1,v=3] constants
Bnu=np.array([17.82391990,16.427914])
Dnu=np.array([0.001870447,0.00180599])
Ynu=np.array([-7.876,-8.568])
#<--Krassovsky & Brooke --> -0.113749,-0.
,→10250])
Anu=np.array([-139.32031,-139.84424])
qnu=np.array([-0.0369357,-0.033393])
Gnu=np.array([3570.35244,10216.1478])
nu0 = Gnu[1]-Gnu[0]
Electronic state energy levels are defined in Herzberg pg.232 and Krassovsky pg.896, below
is using the total electron angular momentum (K) instead of the orbital angular momentum (L);
K=L+S where S is spin (±1/2 for OH). Again refer to Fig. 2 of Rousselot for a clearer image of
the relationship and initial K states allowed for the 1/2 (F2) and 3/2 (F1) subbands. *[The version
below does not use the hyper fine splitting present in each line for clarity].
2

[4]: for J in range(0,Jnum):
J3 = J+0.5
J2 = J+1.5
K = J
#K relations
F1upper[K] = Bnu[1]*((K+1)**2-1-1/2*np.
,→sqrt(4*(K+1)**2+Ynu[1]*(Ynu[1]-4)))-Dnu[1]*K**2*(K+1)**2
F1lower[K] = Bnu[0]*((K+1)**2-1-1/2*np.
,→sqrt(4*(K+1)**2+Ynu[0]*(Ynu[0]-4)))-Dnu[0]*K**2*(K+1)**2
F2upper[K] = Bnu[1]*(K**2-1+1/2*np.
,→sqrt(4*K**2+Ynu[1]*(Ynu[1]-4)))-Dnu[1]*K**2*(K+1)**2
F2lower[K] = Bnu[0]*(K**2-1+1/2*np.
,→sqrt(4*K**2+Ynu[0]*(Ynu[0]-4)))-Dnu[0]*K**2*(K+1)**2
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P, Q, and R branches wavenumbers are calculated as the difference of energy [cm−1 ] from
upper state and lower state plus the inital band position of nu0 (where transitions are only being
allowed within the same subband) [Herzberg pg. 261].
[5]: for J in range(0,Jnum-4):
P1[J]=nu0+F1upper[J+1]-F1lower[J+2]
R1[J]=nu0+F1upper[J+3]-F1lower[J+2]
P2[J]=nu0+F2upper[J+1]-F2lower[J+2]
R2[J]=nu0+F2upper[J+3]-F2lower[J+2]
Q1[J]=nu0+F1upper[J+1]-F1lower[J+1]
Q2[J]=nu0+F2upper[J+1]-F2lower[J+1]
#converted to nm from cm^-1
WP1 = 1/P1*10**7
WP2 = 1/P2*10**7
WR1 = 1/R1*10**7
WR2 = 1/R2*10**7
WQ1 = 1/Q1*10**7
WQ2 = 1/Q2*10**7
Relative line strength intensities From Herzberg pg.126-7, the intensities of rotation-vibration
bands in emission are proportional to the product of a frequncy factor (ν 4 ), line strength (SJ ), and
the Boltzmann factor. SJ is defined on page 208 (Honl-London formulae) for each branch, and the
J
Boltzmann factor is the exp( −1.44∗E
), where 1.44 is the constant hc/kB converted to cm−1 .
T
[6]: for J in range(0,Jnum-4):
KP=(J+1)
KR=(J+1)
z=99
IP1[J]=(J+1+1/2+1+3/2)*(J+1+1/2+1-3/2)/(J+1+1/2+1)*np.exp(-1.
,→44*F1upper[J+1]/Temp[z])
3

IR1[J]=(J+3+1/2+3/2)*(J+3+1/2-3/2)/(J+3+1/2)*np.exp(-1.44*F1upper[J+3]/
,→Temp[z])
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IP2[J]=(J+1/2+1+1/2)*(J+1/2+1-1/2)/(J+1/2+1)*np.exp(-1.44*F2upper[J+1]/
,→Temp[z])
IR2[J]=(J+3-1/2+1/2)*(J+3-1/2-1/2)/(J+3-1/2)*np.exp(-1.44*F2upper[J+3]/
,→Temp[z])
IQ1[J]=(2*J+1+1/2+1)*(3/2)**2/((J+1+1/2)*(J+1+1/2+1))*np.exp(-1.
,→44*F1upper[J+1]/Temp[z])
IQ2[J]=(2*J+1-1/2+1)*(1/2)**2/((J+1-1/2)*(J+1-1/2+1))*np.exp(-1.
,→44*F2upper[J+1]/Temp[z])

0.3

Resulting OH(3,1) Line Intensity Spectrum

[7]: total = np.sum(IP1)+np.sum(IP2)+np.sum(IQ2)+np.sum(IR1)+np.sum(IR2)+np.sum(IQ1)
plt.figure(figsize=(12,12))
plt.title('OH(3,1)')
plt.xlabel('Wavelength [nm]')
plt.ylabel('Relative Intensity')
plt.stem(WP1,IP1/total,label='P(1)',linefmt='-') #Branch with P1[0]=P1(2)␣
,→lines and P1[2]=P1(4) line use OH(3,1)
plt.stem(WP2,IP2/total,label='P(2)',linefmt='--')
plt.stem(WR1,IR1/total,label='R(1)',linefmt='-')
plt.stem(WR2,IR2/total,label='R(2)',linefmt='-')
plt.stem(WQ1,IQ1/total,label='Q(1)',linefmt=':') #Q1[0] = Q1(1) line Use OH(2,0)
plt.stem(WQ2,IQ2/total,label='Q(2)',linefmt=':')
plt.legend()
[7]: <matplotlib.legend.Legend at 0x1a9750f6310>
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APPENDIX B
Machine Learning
Light Gradient Boosted Machine (LightGBM) is used to produce a machine learning
classification model of decision trees for automatic determination of clean airglow images.
1

# -* - coding : utf -8 -* -

2

"""

3

Created on Wed Apr 20 14:20:32 2022

4
5

@author : Ken

6

"""

7
8

# https :// www . kaggle . com / code / prashant111 / lightgbm - classifier - in - python /
notebook

9

# https :// www . analyticsvidhya . com / blog /2021/08/ complete - guide - on - how - to - use lightgbm - in - python /

10

# https :// lightgbm . readthedocs . io / en / latest / Python - Intro . html # training

11
12

import os

13

import numpy as np

14

import pandas as pd

15

import matplotlib . pyplot as plt

16

import matplotlib . image as mpimg

17

import seaborn as sns

18

import cv2

19

from sklearn . model_selection import train_test_split

20

from sklearn . metrics import accuracy_score

21

import lightgbm as lgb

22

from sklearn import metrics

23

import glob as glob

24
25

path = r ’C :\ Users \ Ken \ Desktop \ OATHdata \ oath_v1 .1\ classifications ’
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26
27
28

df = pd . read_csv ( path + r ’\ ASI_data . csv ’)

29
30

# train_test_split seperates data into a training and test

31

# data set .

32

train , test = train_test_split ( df , test_size =0.30 , random_state =0)

33

# save the data

34

df_train = pd . DataFrame ( train )

35

df_test = pd . DataFrame ( test )

36
37

df_train . to_csv ( path

+ r ’\ ASI_train . csv ’ , index = False )

38

df_test . to_csv ( path + r ’\ ASI_test . csv ’ , index = False )

39
40

# Training Set Image Location

41

imgnumTr = df_train [ ’ Frame ’ ]. to_numpy ()

42

imgdateTr = df_train [ ’ Date ’ ]. to_numpy ()

43

imgfilesTr =[ ’ ’ ]*( np . size ( imgnumTr ) )

44

filesqTr =[ ’ ’ ]*( np . size ( imgnumTr ) )

45

month = [ ’ January ’ , ’ February ’ , ’ March ’ , ’ April ’ , ’ May ’ , ’ June ’ , ’ July ’ , ’ August ’ ,
’ September ’ , ’ October ’ , ’ November ’ , ’ December ’]

46

mon = [ " Jan " , " Feb " , " Mar " , " Apr " , " May " , " Jun " , " Jul " , " Aug " , " Sep " , " Oct " ,
" Nov " , " Dec " ]

47

Year = ’ 2012 ’

48

Drive = ’G :\\ ’

49

for i in range ( np . size ( imgnumTr ) ) :

50

a = imgdateTr [ i ]

51

ax = a [0]+ a [1]+ a [2]

52

index = mon . index ( ax )

53

imgfilesTr [ i ]= os . path . join ( Drive , month [ int ( index ) ]+ Year , imgdateTr [ i ])

54
55
56

filesqTr [ i ]= os . path . join ( imgfilesTr [ i ] , ’ OH_ ’+ str ( imgnumTr [ i ]) . zfill (4) + ’
. tif ’)

57

filesqTr [ i ] = os . path . normpath ( filesqTr [ i ])
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58
59

rotateTr = np . random . rand ( np . size ( imgnumTr ) ) *360.0

60
61

y_train = df_train [ ’ Class 2 ’ ]. to_numpy ()

62
63

# Testing Set Image Location

64
65

imgnumTe = df_test [ ’ Frame ’ ]. to_numpy ()

66

imgdateTe = df_test [ ’ Date ’ ]. to_numpy ()

67

imgfilesTe =[ ’ ’ ]*( np . size ( imgnumTe ) )

68

filesqTe =[ ’ ’ ]*( np . size ( imgnumTe ) )

69
70

month = [ ’ January ’ , ’ February ’ , ’ March ’ , ’ April ’ , ’ May ’ , ’ June ’ , ’ July ’ , ’ August ’ ,
’ September ’ , ’ October ’ , ’ November ’ , ’ December ’]

71

mon = [ " Jan " , " Feb " , " Mar " , " Apr " , " May " , " Jun " , " Jul " , " Aug " , " Sep " , " Oct " ,
" Nov " , " Dec " ]

72

Year = ’ 2012 ’

73

Drive = ’G :\\ ’

74

for i in range ( np . size ( imgnumTe ) ) :

75

a = imgdateTe [ i ]

76

ax = a [0]+ a [1]+ a [2]

77

index = mon . index ( ax )

78

imgfilesTe [ i ]= os . path . join ( Drive , month [ int ( index ) ]+ Year , imgdateTe [ i ])

79

imgfilesTe [ i ] = os . path . normpath ( imgfilesTe [ i ])

80
81

filesqTe [ i ]= os . path . join ( imgfilesTe [ i ] , ’ OH_ ’+ str ( imgnumTe [ i ]) . zfill (4) + ’
. tif ’)

82

filesqTe [ i ] = os . path . normpath ( filesqTe [ i ])

83
84

rotateTe = np . random . rand ( np . size ( imgnumTe ) ) *360.0

85

y_test = df_test [ ’ Class 2 ’ ]. to_numpy ()

86
87

print ( filesqTr [0])

88

testFrame = cv2 . imread ( filesqTr [0] ,2)
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89

testFrame = testFrame

# ## Dont want to normalize until after cropping

/ np .

max ( testFrame )
90

c = np . shape ( testFrame )

91

# print ( c [1] - c [0])

92

testFrame = testFrame [48: -48 ,80: -80]

93

testFrame = testFrame / np . max ( testFrame )

94

# testFrame2 = testFrame

95

# for i in range (200) :

96

#

97

#

98

#

99

plt . imshow ( testFrame )

# [28: -28 ,60: -60]

## Normalized here now

for j in range (200) :
if testFrame2 [i , j ] > np . mean ( testFrame2 ) +4* np . std ( testFrame2 ) :
testFrame [i , j ] = np . mean ( testFrame2 )

100

plt . colorbar ()

101

c = np . shape ( testFrame )

102

a = testFrame . reshape ( -1)

103

np . size ( a )

104
105
106
107
108
109
110

Frame = np . zeros (( c [0] , c [1]) )

111

readFrame = np . zeros (( c [0] , c [0]) )

112

X_train = np . zeros (( np . size ( imgnumTr ) , np . size ( a ) ) )

113

print ( np . size ( a ) )

114

for k in range ( np . size ( imgnumTr ) ) :

115

butsFrame = cv2 . imread ( filesqTr [ k ] ,0)

116

Frame = np . double ( butsFrame )

117

# Frame [: ,:]= Frame / np . max ( Frame [: ,:])

118

readFrame = Frame [48: -48 ,80: -80]

119

# readFrame2 = readFrame

120

# for i in range (200) :

121

#

122

#

# [28: -28 ,60: -60]

for j in range (200) :
if readFrame2 [i , j ] > np . mean ( readFrame2 ) +4* np . std ( readFrame2 ) :
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123

#

124

readFrame = readFrame / np . max ( readFrame )

125

if ( rotateTr [ k ] <= 90) :

126

readFrame = readFrame

127

if ( rotateTr [ k ] > 90 and rotateTr [ k ] < 180) :
readFrame = cv2 . rotate ( readFrame , cv2 . R O T A T E _ 9 0 _ C O U N T E R C L O C K W I S E )

128
129

if ( rotateTr [ k ] > 180 and rotateTr [ k ] < 270) :
readFrame = cv2 . rotate ( readFrame , cv2 . ROTATE_180 )

130
131

else :
readFrame = cv2 . rotate ( readFrame , cv2 . cv2 . ROTATE_90_CLOCKWISE )

132
133

readFrame [i , j ] = np . mean ( readFrame2 )

cv2 . imwrite ( r ’C :\ Users \ Ken \ Desktop \ OATHdata \ oath_v1 .1\ images \
ASI_scaled_rotated \ train ’+ str ( imgnumTr [ k ]) + ’. png ’ , readFrame )

134

readFrame = readFrame . reshape ( -1)

135

X_train [k ,:]= readFrame

136
137

print ( str ( k ) + ’ .... ’+ str ( np . size ( imgnumTr ) ) + ’ training ’)

138
139

X_test = np . zeros (( np . size ( imgnumTe ) , np . size ( a ) ) )

140

for k in range ( np . size ( imgnumTe ) ) :

141

testFrame = cv2 . imread ( filesqTe [ k ] ,0)

142

Frame = np . double ( testFrame )

143

# readFrame = testFrame / np . max ( testFrame )

144

# readFrame = Frame [: ,32: -32]

145

readFrame = Frame [48: -48 ,80: -80]

146

# readFrame2 = readFrame

147

# for i in range (200) :

148

#

149

#

150

#

151

readFrame = readFrame / np . max ( readFrame )

152

if ( rotateTe [ k ] <= 90) :

153

readFrame = readFrame

154
155
156

for j in range (200) :
if readFrame2 [i , j ] > np . mean ( readFrame2 ) +4* np . std ( readFrame2 ) :
readFrame [i , j ] = np . mean ( readFrame2 )

if ( rotateTe [ k ] > 90 and rotateTe [ k ] < 180) :
readFrame = cv2 . rotate ( readFrame , cv2 . R O T A T E _ 9 0 _ C O U N T E R C L O C K W I S E )
if ( rotateTe [ k ] > 180 and rotateTe [ k ] < 270) :
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157
158
159
160

readFrame = cv2 . rotate ( readFrame , cv2 . ROTATE_180 )
else :
readFrame = cv2 . rotate ( readFrame , cv2 . cv2 . ROTATE_90_CLOCKWISE )
cv2 . imwrite ( r ’C :\ Users \ Ken \ Desktop \ OATHdata \ oath_v1 .1\ images \
ASI_scaled_rotated \ test ’+ str ( imgnumTe [ k ]) + ’. png ’ , readFrame )

161

X_test [k ,:]= readFrame . reshape ( -1)

162

print ( str ( k ) + ’ .... ’+ str ( np . size ( imgnumTe ) ) + ’ testing ’)

163
164
165
166
167

model = lgb . LGBMClassifier ( learning_rate =0.09 , max_depth = -5)

168

model . fit ( X_train , y_train , eval_set =[( X_test , y_test ) ,( X_train , y_train ) ] ,

169

verbose =20 , eval_metric = ’ logloss ’)

170
171

print ( ’ Training accuracy {:.4 f } ’. format ( model . score ( X_train , y_train ) ) )

172

print ( ’ Testing accuracy {:.4 f } ’. format ( model . score ( X_test , y_test ) ) )

173
174

lgb . plot_metric ( model )

175
176

metrics . p lot_c onfu sion_ matr ix ( model , X_test , y_test , cmap = ’ Blues ’)

177
178

print ( metrics . clas sific atio n_rep ort ( y_test , model . predict ( X_test ) ) )

179
180

a = model . feature_importances_

181

b = np . reshape (a ,(200 ,200) )

182

plt . figure ( figsize =(10 ,8) )

183

plt . pcolormesh ( np . log10 ( b ) , cmap = ’ Greys ’ )

184

plt . colorbar ( label = ’ log10 ( Pixel Weights ) ’)

185
186

model . booster_ . save_model ( " model1 . txt " )

187
188

# ## for loading

189

# # new predictions :

190

# clf_fs = lgb . Booster ( model_file = ’ model1 . txt ’)

98
191

# y_pred2 = clf_fs . predict ( X_data2 , num_iteration = clf_fs . best_iteration_ ) [: ,
1]
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Kenneth I. Zia
US Citizen

Logan, UT 84321
kenneth.zia@usu.edu

Education:
08/2018-Present

08/2016- 05/2018

2014 – 05/2016

PhD Physics: Expected Graduation 2022
Advised by Dr. Mike J. Taylor
Utah State University, Department of Physics, Logan, Utah
Dissertation: “Investigating Gravity Waves Using 3-Dimensional Spectral Analysis”
M.S. Physics
Advised by Dr. Ludger Scherliess
Utah State University, Department of Physics, Logan, Utah
Thesis: “Sensitivity of the OPAL Instrument for Gravity Wave Detection”
https://digitalcommons.usu.edu/etd/7365
B.S. Physics: Professional Emphasis
Utah State University, Department of Physics, Logan, Utah

Relevant Coursework: See transcript
Research Projects:
08/2018-Present

Gravity Wave Analysis

07/2015 -06/2018

OPAL Cube Satellite

2006 – 2010

Dr. Michael J. Taylor, Dr. Yucheng
Zhao, & Dr. P.-D. Pautet
Developed 3D-FFT analysis for use on Advanced Mesospheric Temperature Mapper.
Successfully applied to McMurdo datasets2017-2020. As well as machine learning
algorithm for automated data cleaning.
Dr. Ludger Scherliess &
Dr. Michael J. Taylor
Modeling of CubeSat flight path, field of view (FOV), and the line of sight (LOS)
geometry for the OPAL instrument. Programmed Rodriguez rotation matrix for LOS
pointing vector and mapping the FOV.

University of Arizona
Department of Physics, Tucson, Arizona
Transferred to Utah State University

Research Projects:
2008 – 2010

Radiation Detection and
Dr. William S. Bickel
Scanning Monospectroscopy
Built and calibrated a radiation detector with counting statistics and a multichannel
analyzer. Built and calibrated a scanning mono-spectrometer.
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Professional Leadership Experience:
08/20-Present

Instructor on Record
USU Department of Physics
Logan, UT
PHYS2220-Online
Dr. Jan Sojka
Created course content on Canvas platform with exams, MasteringPhysics assignments, quizzes,
and use module reflections to help students keep on track and adjust study/time management
habits.

05/18 – 08/18
05/19 – 08/19

Engineer Internship
Space Dynamics Laboratory
North Logan, UT
Timecard Engineer
Alan Thurgood
Lead project to calibrate black body cavities used in infrared imaging calibrations. Included
calibration of SPRT’s and TC’s with triple point water cell to determine proper coefficients in
temperature conversion. Included optical profiling of the freezing point black body cavity to use
as a reference of spectral radiance, and integration of hardware for continuous data acquisition
and storage.

08/15 – present
01/15 - 06/15

Graduate Teaching Assistant
Department Recitation and Lab Instructor
PHYS 2210/2220
Utah State University
Logan, UT
PHYS 3600/4600
Department of Physics
PHYS 4700/4710
Leading recitations require deep understanding of the physics involved, and the ability to
increase the breadth of students understanding. The PHYS 2210/2220 is Introduction for Science
and Engineers, PHYS 3600/4600 is Electricity and Magnetism, and PHYS 4700/4710 is
Quantum Mechanics (as well as Optics, Thermodynamics, and Classical Mechanics).

02/12- 08/14

Store Manager
Bookoff USA
Torrance, CA
Lead monthly corporate meetings to discuss goals, plans of action, and policy changes for my
store. Trained new hires, assisted in staff scheduling, and delegated duties to employees.
Organized store logistics including receiving and shipping merchandise between stores,
register operation, and cash flow. Provided excellent customer service including assisting
customers with locating merchandise, returns, refunds, and item sales. Attended biannual
corporate sales meeting in Yokohama, Japan in March 2014.

Additional Research:
09/18-11/18

07/17-08/17

Foreign Visiting Researcher

National Institute of Polar
Tokyo, Japan
Research (NIPR)
Contributed to NIPR’s upper atmospheric and space physics group as part of the international
ANtartic Gravity Wave Instrument Network (ANGWIN) collaboration. Developed a 3D-FFT
analysis for detection and characterization of gravity waves observed with the Advanced
Mesospheric Temperature Mapper.
Incoherent Scatter Radar
NSF, SRI International
Arecibo,
Summer School
Puerto Rico
A two-week program designed to introduce the technique, uses, and analysis of incoherent
scatter radar. The result was the design, running, and analysis of a project using the 305m
diameter ISR dish at the Arecibo Observatory.
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06/10-8/10

Summer REU: Atomic NearNano-Optics Group
Long Beach,
Field Spectroscopic Optical
Dr. Yohannes Abate
CA
Microscopy
California State University
Laboratory calibration of high-powered UV laser on the optical bench and programming
enabling nano-scale ‘imaging’.

Volunteer Summary:
08/19-Present

Graduate Student Mentor

Society of Physics Students
Logan, UT
Utah State University
Assisting new undergraduate student officers in club organization and mentorship in
undergraduate research skills.

06/17-06/18
06/16- 06/17
01/16-06/16

Vice President
SPIE (Optics & Photonics) Club Logan, UT
President
Utah State University
Secretary
Planning meetings and other events for club members, and tracking club activities and
membership. Facilitated interdepartmental collaboration with monthly research talks.

06/15- 06/16

VP- Outreach Coordinator
USU Society of Physics Students Logan, UT
Planning and executing community events for physics education aimed at grade school
students and beyond in Cache Valley to increase interest in sciences. Educating physics
undergraduates in building and explaining demonstrations of fundamental physics
concepts.

10/14-05/15

VP- Research Officer
USU Society of Physics Students Logan, UT
Gave peers an introduction to physics department research opportunities and ran an
operation radio telescope for research educational purposes. Participated in outreach
events aimed at grade school students and beyond within Cache Valley.

Special Skills
• Proficiency in conversational Japanese
• High vacuum procedures
• Soldering and electronic measuring/circuitry
Professional Memberships:
• American Geophysical Union
• American Physical Society
• SPIE
• ∑∏∑
Computer Skills:
• Software: Visio, Maple, Word, Excel, PowerPoint, Outlook
• Languages: Python, Fortran, IDL, MATLAB
• Proficient in adapting to and learning various software
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Research Presentations:
“Gravity Wave Ducting Over Poker Flat, Alaska” (Oral) USU Physics Colloquium. Logan, UT. November 2019.
“Investigating Mesosphere Gravity Wave Events Over Antarctica and Alaska” (Oral) 2019 CEDAR Workshop:
Arctic Workshop. Santa Fe, NM. June 2019.
“Investigating Short-Term Variability of Mesospheric Gravity Waves Over Antarctica” (Poster) 2019 CEDAR
Workshop. Santa Fe, NM. June 2019.
“USU Atmospheric Imaging Lab Gravity Wave Analysis” (Oral) Society of Physics Students Zone 14 Annual
Meeting. Logan, UT. February 2019.
“3D-FFT Atmospheric Gravity Wave Analysis Using Airglow Imagers” (Poster) Idaho/Utah AAPT Meeting 2019.
Logan, UT. February 2019. Awarded 2nd place poster contest.
“NIPR and USU Collaboration of Gravity Wave Analysis Using Airglow Imagers” (Oral) USU Physics
Colloquium. Logan, UT. January 2019.
“Utah State University Atmospheric Imaging Group & NIPR Collaboration” (Oral) NIPR Upper Atmospheric
Physics Seminar. Tachikawa, Tokyo, Japan. October 2018.
“Investigating the OPAL Cubesat’s Ability to Measure Thermospheric Gravity Waves” (Poster) 2018 CEDAR
Workshop. Santa Fe, NM. June 2018.
“Sensitivity of the OPAL Instrument for Gravity Wave Detection” (Oral) USU M.S. Defense. Logan, UT. April
2018.
“OPAL CubeSatellite Data Analysis” (Oral) USU Physics Colloquium. Logan, UT. September 2017.
“OPAL CubeSat Data Analysis Model” (Poster) 2017 CEDAR Workshop. Keystone, CO. June 2017.
“OPAL CubeSatellite Flight, Line of Sight Integration, and Atmospheric Modeling” (Poster) Idaho/Utah AAPT
Meeting 2017. University of Utah. 2017. Awarded 2nd place poster contest.
“OPAL CubeSatellite Flight, Line of Sight Integration, and Atmospheric Modeling” (Poster) 2016 CEDAR
Workshop. Santa Fe, NM. 2016
"OPAL CubeSatellite Flight and Line of Sight Integration Modeling" (Poster) 2016 Student Research Symposium,
Utah State University. Logan, UT. 2016
“Calibration of Muon Detector for Coincidence Cathodoluminescence Experiments” (Poster) 2015 Student
Research Symposium, Utah State University, Logan, UT, 2015.
“Cathodoluminescence Events Coincident with Muon Detection” (Poster) 2014 APS Four Corners, Utah Valley
University, Ogden, UT, 2014.
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Research Grants & Awards:
• USU College of Science – Physics Scholar 2019
• Gene Adams Endowment Award 2019
• USU Physics Department Keith Taylor Summer Research Fellowship Summer 2017
• USU Physics Graduate TA of the Year Award 2017
• USU Undergrad Research and Creative Opportunities (URCO) Grant Spring 2015
• Lawrence R. and Abelina Megill Scholarship 2015
• Space Dynamics Lab and USU Physics Department Research Grant Fall 2014

