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Abstract
In variable or graph selection problems, finding a right-sized model or controlling
the number of false positives is notoriously difficult. Recently, a meta-algorithm
called Stability Selection was proposed that can provide reliable finite-sample con-
trol of the number of false positives. Its benefits were demonstrated when used in
conjunction with the lasso and orthogonal matching pursuit algorithms.
In this paper, we investigate the applicability of stability selection to structured se-
lection algorithms: the group lasso and the structured input-output lasso. We find
that using stability selection often increases the power of both algorithms, but that
the presence of complex structure reduces the reliability of error control under sta-
bility selection. We give strategies for setting tuning parameters to obtain a good
model size under stability selection, and highlight its strengths and weaknesses
compared to competing methods screen and clean and cross-validation. We give
guidelines about when to use which error control method.
1 Introduction
Selecting a discrete set of elements such as variables or edges in a graphical model is an important
problem in modern statistics, arising in key areas such as genome-wide association studies. Of-
tentimes, there is no ground truth available for such problems and an interpretation of the result is
difficult. Most selection algorithms allow the analyst to control the number of selected elements
(model size) by varying tuning parameters which determine, for example, the amount of regulariza-
tion used. No matter what values are chosen for these tuning parameters, it is often unclear whether
too many, too few or just the right number of elements have been selected.
A number of solutions have been proposed to address this problem, the main ones being information
criteria such as the Akaike Information Criterion (AIC) [1] and the Bayesian Information Criterion
(BIC) [17], and cross-validation [3]. However, none of these perform consistently well in the espe-
cially challenging case where the number of elements to select from greatly exceeds the number of
available data samples [12].
Recently, a meta-algorithm called Stability Selection [12, 15] was introduced to address this is-
sue. Stability selection can be used in conjunction with any other selection algorithm (which we
call the sub-algorithm), and can augment and improve this sub-algorithm in several respects. For
sub-algorithms lasso and orthogonal matching pursuit (OMP), Meinshausen and Bu¨hlmann [15]
demonstrated: (1) Under (strong) assumptions, we have a theoretically derived bound on the ex-
pected number of false positives (NFP) when using stability selection. (2) This bound holds up in
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experiments even under much weaker conditions. (3) Stability selection increases statistical power.
And, (4) theoretical asymptotic consistency of selection holds under more general conditions when
stability selection is used.
It is clear that in scenarios where all of these benefits apply, stability selection is a powerful tool.
Hence, it is important to better understand when they apply. If we can demonstrate that stability
selection works well when used with more complex sub-algorithms, we would significantly broaden
its scope of applicability and increase the attractiveness of those sub-algorithms. This is the aim of
this paper. Specifically, we are interested in a family of recently introduced algorithms called sparse
structured multivariate and multi-task regression, where various forms of structural information in
the data is used to boost power. High performance and practical usability of structured regression
algorithms have been demonstrated in various applications [2, 4–7, 9, 13, 14, 18, 20, 22].
In this paper, we study the lasso [19], the group lasso [23] and the structured input-output lasso
(SIOL) [8]. We begin by defining notation and the error control methods studied in this paper in
section 2. In section 3, we discuss the applicability of the theoretically derived NFP bound from [15].
Then we perform an extensive empirical study on a variety of synthetic and partially synthetic data
sets for which the ground truth selection is available. We describe the data sets used in section 4 and
the results in section 5.
The main contributions from our analysis are:
• We demonstrate that stability selection increases the power of lasso, group lasso and SIOL
in many settings.
• We show how the reliability of the theoretically derived NFP bound for stability selection
depends on the complexity of the structural information used.
• We introduce a strategy for automatic calibration of tuning parameters to achieve a desir-
able trade-off between NFP and number of true positives (NTP).
• We highlight the strengths and weaknesses of stability selection compared to two com-
peting error control methods, cross-validation and screen and clean [21], in the context of
structured regression and give guidelines on when to use which method.
We conclude in section 6.
2 Definitions and Background
We frame a general selection problem as the task of choosing some subset of elements S of a discrete
selection set K on the basis of a data set X with N data points. Our goal is that the chosen S is
close to the “true subset” S∗ (which may not be well-defined in practice). We call its compliment
N∗ (= K\S∗), the number of false positives V = |N∗ ∩ S| and the number of true positives
T = |S∗ ∩ S|. A selection algorithm is a function f that maps X to S.
All selection algorithms we study in this paper (lasso, group lasso and SIOL) are for variable selec-
tion, a specific type of selection problem. In that setting, we wish to discover statistical associations
between d input variables and t output variables (also called tasks). We denote input variables by
integers {1, .., d} and the output variables by integers {1, .., t}. Every data point has d + t dimen-
sions, each corresponding to the value of an input or output variable. The selection set K has d ∗ t
elements, each corresponding to a possible association between a single input variable and a single
output variable (input-output pair). The three selection algorithms are defined in section A in the
appendix.
2.1 Stability selection
Stability selection is a meta-algorithm that can be used in conjunction with any selection algorithm f
as defined above, and “f with stability selection” can itself be viewed as a selection algorithm. Sta-
bility selection samples a random subset of fixed size bpNc from the data set without replacement.
Then it runs f on this subset and obtains a selection S1. This is repeated I times with independently
drawn subsets to obtain selections S1, S2, .., SI . The stability τ of each element of K is the propor-
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tion of these I selections it appears in. The final selection Sstable will be the set of elements in K
that have stability greater or equal to some threshold pi. Stability selection is shown in algorithm 2.
Algorithm 2: Stability selection
Data: Selection algorithm f , choice of tuning parameters for f , data set X of size N ,
sub-sampling parameter p, threshold parameter pi
Result: Selection Sstable
1 τ1,..,K = 0 ;
2 for iter = 1 to I do
3 Select random subset Xiter of data set X of size bpNc;
4 Run f on Xiter with chosen tuning parameters to obtain selection Siter;
5 forall k in Siter do
6 τk = τk +
1
I ;
7 Sstable = {k ∈ K : τk ≥ pi}
Meinshausen and Bu¨hlmann [15] used a slightly different form of stability selection. They consid-
ered the maximum stability over different values of λ. We did not follow this practice because it
makes the algorithm more complicated, less universal (the sub-algorithm must have a λ-parameter)
and yielded, on average, worse results in our experiments.
2.2 Cross-validation for selection algorithms
A classic approach to setting tuning parameters in many selection settings is k-fold cross-validation.
Under this procedure, the dataset is partitioned into k folds of equal or near-equal size. One of those
folds is then considered the validation set and the remaining folds together the training set. For a
given tuning parameter configuration, the following three steps are performed.
1. Run the selection algorithm on the training set to obtain an initial selection.
2. Fit a predictive model on the validation set whose complexity is controlled by the initial
selection.
3. Calculate the error of the predictive model on the validation set. This is the validation
error.
These steps are then repeated for all considered tuning parameter configurations and all k possible
validation sets. The tuning parameter that achieves the least mean validation error across the k
validation sets is ultimately chosen. The final selection is then the selection obtained when running
the selection algorithm on the whole dataset.
For variable selection problems, the predictive model from step 2 is usually (unregularized) least
squares regression from the input to the output variables where all regression coefficients corre-
sponding to input-output pairs not in the initial selection are fixed to be zero. This is the choice we
follow in this paper.
2.3 Screen and clean
Screen and clean, like stability selection, is a meta-algorithm that augments selection algorithms to
enable error control. Screen and clean consists of a screen phase and a clean phase. In the screen
phase, promising elements of the selection set are being singled out using cross-validation. Screen
and clean makes use of the tendency of cross-validation to over-select. This tendency ensures that
most positives enter the clean phase, where we hope to remove many remaining false positives.
We sketch screen and clean for variable selection in algorithm 3. FDR stands for the Benjamini-
Hochberg False Discovery Rate [16]. Screen and clean produces p-values for each input-output pair.
As the name suggests, admitting all pairs with p-value less than pi (pi < 1) into the final selection
bounds the probability of obtaining a false positive at pi, as long as the assumptions that were used
to derive the p-values hold. Just as the NFP bound for stability selection, these conditions do not
hold exactly in practice and so the reliability of the p-values varies.
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Algorithm 3: Screen and clean for variable selection
Data: Variable selection algorithm f , data setX , threshold pi
Result: Selection SSaC
1 for iter = 1 to I do
2 Randomly split X into two shards X1iter and X
2
iter of equal size;
3 Obtain Siter by running f on X1iter, setting tuning parameters for f by k-fold cross-validation;
4 for j = 1 to t do
5 Siter(j) = all i with (i, j) ∈ Siter;
6 Obtain the linear regression model where output j is the response, all inputs i with
i ∈ Siter(j) are predictors, and the data set used is X2iter;
7 forall i ∈ Siter(j) do
8 p(i,j) = p-value for the t-statistic obtained from the linear model for input i;
9 parray(i,j) [iter] = p(i,j) ∗ |Siter(j)| ∗ t;
10 for i = 1 to d, i 6∈ Siter(j) do
11 parray(i,j) [iter] = d ∗ t;
12 for j = 1 to t do
13 for i = 1 to d do
14 p(i,j) = FDR(p
array
(i,j) );
15 SSaC = {(i, j) ∈ K : p(i,j) ≥ pi}
We have deliberately phrased screen and clean in algorithm 3 to allow pseudo-p-values larger than
1. Thus, we can meaningfully set pi to values greater than 1 and still bound the expected number of
false positives at that value. FDR can be used to combine such pseudo-p-values.
The central idea behind screen and clean is that the screen phase reduces the number of variables
considered for selection in the clean phase, which reduces the magnitude of the correction needed
for multiple testing (line 9 in algorithm 3).
3 Error control with stability selection
Meinshausen and Bu¨hlmann [15] proved a theoretical bound on the expected NFP when using sta-
bility selection, under strong assumptions that are unachievable in practice. In experiments with the
lasso, however, this bound turned out to be quite reliable. To predict when it is reliable, we must
understand how closely the assumptions made resemble reality.
Fix N and consider the following assumptions: (1) Data points are drawn independently from some
distribution P . (2) There is a constant c such that for all k ∈ N∗ we have P(k ∈ Sb 12Nc) = c,
where Sb 12Nc is the selection of the sub-algorithm on a random data set of size b
1
2Nc drawn from
P . (3) The sub-algorithm is not worse than random guessing, i.e.
E(|S∗∩Sb 1
2
Nc|)
E(|N∗∩Sb 1
2
Nc|)
≥ |S∗||N∗| . Let
q = E(|Sb 12Nc|). Under these assumptions, the number of false positives of stability selection with
sub-sampling parameter p = 12 and selection threshold pi is bounded, in expectation over random
data sets of size N , by:
E(V stable) ≤ q
2
|K|(2pi − 1) (1)
We define B to be q2|K|(2pi−1) .
The strongest assumption is (2). It says that each mistake is equally likely, which implies that
running the sub-algorithm on independent data sets will likely produce different mistakes. Stability
selection is based on running the sub-algorithm multiple times on partially independent data sets
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for validation. Assumption (2) ensures the effectiveness of this. We will discuss how realistic this
assumption is in the case of variable selection, an important class of selection problems that we
study in this paper.
For variable selection algorithms that are symmetric in the input variables such as lasso and OMP,
condition (2) is fulfilled, for example, when (a) the input variables are exchangeable and (b) the
output variables are independent of the input variables they are not associated with when conditioned
on the input variables they are associated with. An example of an exchangeable distribution is a joint
Gaussian distribution where each diagonal element of the covariance matrix has the same value and
each off-diagonal element has the same value. However, any small perturbation of the covariance
matrix would cause assumption (2) to be violated. In practice, of course, certain pairs of predictors
tend to be more correlated than others, as in the case of linkage disequilibrium in genome-wide
association studies. This may violate condition (2).
When we introduce structure such as group structure, the selection algorithm is no longer symmetric
with respect to all input variables. This may make (2) more unrealistic by introducing asymmetry in
the selection probabilities of the negatives. We can ask three questions to gauge the size of this effect:
(i) Are some groups partially contained in S∗? (ii) How symmetric is the group structure? And, (iii)
what is the weight of the group-based penalties compared to individual-component penalties?
If a group is partially contained in S∗, the negatives in that group tend to be more likely to be selected
than negatives that do not share a group with one or more positives. For example, if groups do not
overlap and we know / assume that S∗ is a union of groups, then the accuracy of the NFP bound
should not be compromised as much as if groups overlap or we wish to discover isolated positives
within groups.
If the group structure is asymmetric, it is likely that some negatives will be favored over others. For
example, if we have group information on certain input variables but not on others, the total amount
of regularization acting on each variable may differ between these two types of input variables.
Similarly, groups of different size may behave differently. In general, larger groups of negatives are
more likely to be selected then smaller ones. (This can be mitigated to some degree by giving larger
groups a higher weight.) Similarly, variables in the overlap of two groups are treated differently from
variables that are exclusively in one group. Also, if the group penalties overall have a high weight
compared to the individual-component penalties (or there are no individual-component penalties),
the problems described may be exacerbated.
For example, assumption (2) holds when the input distribution is exchangeable, the groups are dis-
joint, of equal size and cover all input variables, and |S∗| does not contain partial groups. If the
groups were of unequal size, we would have to weight each group penalty by the square root of its
size and assume that the input variables are pairwise independent to maintain (2).
Summary We expect error control under stability selection to work better when there are no
groups, the group structure is simple or the weight on the group penalties is small compared to
individual-component penalties. We will investigate this hypothesis in section 5.
Note that the NFP bound (1) uses the quantity q, which is an expectation over a randomly drawn
data set. For real-world data sets, of course, there is no “distribution” from which the data set is
drawn. Hence, we must use the empirical estimate qˆ =
∑I
i=1 |Si|
I =
∑
k τk (notation is the same
as in algorithm 2). While q could be estimated accurately in experiments with synthetic data where
we control the data distribution P , we will use qˆ in all our experiments to make them as realistic as
possible. We conjecture that V − qˆ2|K|(2pi−1) may actually have a lower variance than V − q
2
|K|(2pi−1)
in practice. We denote q
2
|K|(2pi−1) by B and qˆ
2
|K|(2pi−1) by Bˆ.
3.1 Parameter tuning
As we vary the tuning parameters of any selection algorithm, we will obtain varying numbers of
true positives and false positives. It is reasonable to assume that we can express our preference for a
tuning parameter setting as an objective function v(.) that depends on T and V . Our goal is then to
find tuning parameters such that v(T, V ) is maximized. Of course, T and V are unknown. However,
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we may use the NFP bound and proxy V with Bˆ and consequently T with |S| − Bˆ. Hence, our goal
becomes to maximize v(|S| − Bˆ, Bˆ). We will investigate this strategy in section 5.3.
4 Data sets
In this section, we describe the data sets we generated for our empirical study. In order to evaluate
selection algorithms, it is necessary to use data with available ground truth selection S∗. In the vari-
able selection setting, this is conventionally achieved by synthetically generating output variables as
functions of several input variables, plus noise. A pair of an input and an output variable is contained
in S∗ if the input variable was used to generate the output variable, and then we say the variables
are associated.
In this paper, we use seven types of design matrices. The first five types (A-E) are synthetic. They
correspond to a particular recipe for drawing a (random) matrix. Type F is also synthetic but refers
to a specific fixed data set. Type G is a specific real-world data set and is also fixed. The seven types
are very similar to those used in [15] and are as follows.
A Input vectors are drawn from N (0, I).
B Input vectors are drawn from N (0,Σ), where Σ is block-diagonal with 10 blocks of equal
size. Σij is 1 if i = j, 0.5 if i and j are in the same block and 0 otherwise.
C Input vectors are drawn from N (0,Σ), where Σij = 0.99|i−j|. Hence, Σ is Toeplitz.
D Input vectors are drawn from a factor model. We first draw two factors f1 and f2 according
to N (0, I) distributions for the entire data set. Then, the input vectors are generated as
af1 + bf1 + , where a and b are N (0, 1) scalars and  is a N (0, I) vector.
E Same as type D but with 10 factors instead of 2.
F A simulated human genome data set with 5000 input variables and 1000 data points. This
was generated using a software called “GWAsimulator” [11].
G A yeast genome data set with 1260 input variables and 114 data points [10].
To build a data set, we first generate a design matrix Xin by picking a type and, for types A-E,
choosing d and N and performing the random draw. Then, we normalize mean and variance of
each input variable and choose a ground truth S∗. We generate a matching β∗ where components
corresponding to input-output pairs in S∗ are drawn from the uniform distribution on [0, 1] and the
remaining components are 0. Next, we generate the response matrix Xout according to Xout =
Xinβ
∗ + , where  has independent Gaussian components with variance σ2. We choose σ2 to
(approximately) achieve a certain signal-to-noise ratio (snr) in our data set. Specifically, we set
σ2 =
||Xβ∗||22
t∗N∗snr , where snr is the target snr. Finally, we normalize both mean and variance of the
output variables.
We generate different data sets for lasso, group lasso and SIOL. For lasso, we generate a single
output variable and S∗ contains s uniformly randomly chosen input variables, where s is a parameter
we vary. For group lasso, we choose groups gi = {4i − 3, 4i − 2, 4i − 1, 4i}, 1 ≤ i ≤ d4 , and the
ground truth S∗ is the union of sg = s4 uniformly randomly chosen groups. For SIOL, we choose
input group gi to range from max(5∗ (i−1), 1) to min(5∗ i+ 1, d), where 1 ≤ i ≤ d5 . We generate
five output variables in a single output group. S∗ contains all input-output pairs where the input
variable is from one of sg randomly chosen input groups. Hence, each output variable is associated
to the same input variables. Note that because groups are overlapping, for a fixed sg , |S∗| varies.
We call a data configuration a choice of a design matrix type and values of d, N , s / sg and snr,
whenever these parameters are applicable. We generate a total of 5600 data sets each for lasso and
group lasso (100 random draws for each of 56 configurations) and 2600 for SIOL (100 random
draws for each of 26 configurations). The configurations used are shown in tables 3, 4 and 5. We
choose configurations similar to [15].
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Figure 1: ROC curve relative to baseline, by regime and algorithm. Results are averaged over all
data sets. Beyond 20 false positives, only data sets with at least 500 data points and input variables
are considered.
5 Empirical Results
In this section, we show and discuss the results of our experiments. In subsection 5.1, we investi-
gate the ability of stability selection to increase the power of each sub-algorithm, i.e. its ability to
raise the ROC curve. In subsection 5.2, we investigate the reliability of the NFP bound provided
for stability selection by [15]. In subsection 5.3, we investigate the possibility of setting tuning pa-
rameters automatically to control the trade-off between NFP and NTP. In the appendix, we present
more detailed results (section D), compare the runtime of algorithms (section C) and provide more
experimental details (section B).
For convenience, let us define two terms. From now on, we will use the word algorithm to refer
to one of {lasso, group lasso, SIOL} and the word regime to refer to whether we are running an
algorithm with Stability Selection, with Screen and Clean or as baseline (= without either of the
two).
5.1 Statistical power
In this section, we compare the ROC curves under different regimes. For screen and clean, the trade-
off between NTP and NFP is controlled by a single parameter, the selection threshold pi. Under the
baseline regime, it is controlled by the parameter λ. Stability selection has both of these parameters.
Hence, to make the comparison fair, we automatically set λ to achieve qˆ ≈ √0.8 ∗ |K| and then
only vary the threshold parameter pi to generate the ROC curve. This is a heuristic introduced in [15].
In figure 1, we show, for each of the three algorithms, the ROC curve of stability selection, normal-
ized by the average of the ROC curves of stability selection and the baseline. We show the average
of the curves across all of our data sets (as described in section 4). We also show the equivalent
curves for screen and clean.
For all algorithms, we see that the power is improved by stability selection and screen and clean with
respect to the baseline in the critical scenario when the NFP is small, except for group lasso with
screen and clean. Also, for small NFP, stability selection outperforms screen and clean. Importantly,
stability selection performs consistently well across data configurations. When the NFP is 0, stability
selection outperforms the baseline in 51/56 configurations for lasso, 42/56 configurations for group
lasso and 21/26 configurations for SIOL. There are only four configurations across all algorithms
where stability selection finds less than 70% as many false positives as the baseline.
A breakdown of results by configuration for the caseNFP = 0 is given in section D. While stability
selection consistently outperforms the baseline, screen and clean behaves more erratically. Surpris-
ingly, the performance gap between regimes can change significantly between data configurations
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Figure 2: Observed number of false positives against theoretical upper bound, by regime and algo-
rithm. On the left, we show the average number of false positives over all data sets. On the right, we
show the probability that V is below the theoretical upper bound. Notice the use of log scales. For
piSaC > 10, we only consider data sets with at least 500 input variables and data points. For SIOL
with stability selection, we show two curves, one where λ is set to achieve qˆ ≈√0.8 ∗ |K|, and one
where it is set to achieve qˆ ≈√0.8 ∗ |K| ∗ t.
that are very similar. It is not clear which factors in the data cause each regime to perform well or
badly.
As the NFP increases, the performance of stability selection and screen and clean decline with
respect to the baseline, suggesting it is more advantageous to use these regimes when we are looking
to obtain a small model size. Stability selection still outperforms screen and clean for larger values
of NFP for lasso and group lasso, and underperforms for SIOL.
We hypothesize that one reason for the difference in performance between stability selection and
screen and clean is that screen and clean does not use group information during the clean phase, as
it simply performs least squares regression. This is a disadvantage for detecting weak associations
of input variables that share a group with other, more strongly associated input variables. Such
variables may be discarded in the clean phase, whereas they may be “saved” by the group structure
under the other regimes. This disadvantage is particularly strong for the group lasso, as the penalties
are completely group-based. On the other hand, discarding group information in the clean phase is
an advantage when it comes to discarding negatives that share a group with one or more positives.
This advantage appears if there are groups which are partially contained in S∗, as in our setup for
SIOL.
5.2 Reliability of the theoretical NFP bound
To study whether the NFP bound for stability selection holds in practice, we simply verify whether
Bˆ exceeds V . Of course, this will not always hold. We only have a bound on the expected number
of false positives, where the expectation is taken over random draws of the data set. Also, the
assumptions required for the bound may be more or less unrealistic, depending on the data and
algorithm.
In section 5.1, we showed that overall, stability selection has high power when setting λ to achieve
qˆ ≈√0.8|K|. We will continue to use this heuristic in this section. In figure 2, we show the average
number of false positives V obtained under stability selection and the probability of obtaining a
number of false positives less than or equal to Bˆ. The averages / probabilities are with respect to all
data sets. The value of Bˆ when varying pi is shown on the x-axis. We also show equivalent results
for screen and clean, where the value of the selection threshold piSaC itself acts as the bound on the
expected NFP, because screen and clean assigns a p-value to each input-output pair.
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Regime Algorithm Bˆ / piSaC A B C D E F G
SaC lasso 1 0.07 0.66 3.55 0.76 2.23 2.56 1.11
SS lasso 1 0.00 0.02 0.03 0.04 0.51 1.04 0.05
SaC lasso 10 0.67 2.82 8.24 2.31 5.20 4.07 2.73
SS lasso 10 0.43 1.62 1.60 1.79 4.82 4.20 1.61
SaC group lasso 1 0.03 0.44 0.22 0.79 2.67 0.59 0.14
SS group lasso 1 0.00 0.07 0.13 0.99 4.21 1.31 0.45
SaC group lasso 10 0.28 2.62 1.98 2.46 6.14 1.53 0.55
SS group lasso 10 0.14 2.34 3.54 4.34 11.70 5.32 3.16
SaC SIOL 1 0.05 0.72 0.19 2.70 7.88 0.87 0.03
SS SIOL 1 0.00 0.00 0.00 5.93 9.28 12.95 7.98
SaC SIOL 10 0.47 3.15 1.54 6.48 17.11 2.31 0.32
SS SIOL 10 0.01 0.79 0.00 18.31 24.05 28.44 23.15
SS* SIOL 5 0.01 1.02 0.05 11.39 23.96 27.00 23.46
SS* SIOL 50 0.53 16.33 7.17 38.89 59.27 61.41 43.89
Table 1: Average number of false positives observed (V ) by design matrix type when setting the
NFP bound to a certain value by tuning pi. For stability selection, we use the heuristic qˆ ≈√0.8|K|
to set λ, except rows marked with * use qˆ ≈√0.8|K|t.
First, notice that if qˆ ≈ √0.8|K|, Bˆ can only lie, approximately, within the range [0.8, 10]. This is
because Bˆ = qˆ2|K|(2pi−1) ≈ 0.8|K||K|(2pi−1) = 0.82pi−1 . pi can vary meaningfully between 1 and just above
0.5, which leads to the aforementioned range of Bˆ.
Our results are in line with our hypothesis from section 3 that more complex structure leads to a
decline in the error control capabilities of stability selection. We chose our data sets / group structure
to make SIOL more challenging than group lasso under the criteria discussed in section 3. When
Bˆ = 1, the average number of false positives obtained is 0.20 for lasso, 1.27 for group lasso and
4.95 for SIOL. This result for SIOL becomes 5.64 when the group penalty is multiplied by 2 relative
to the individual-component penalty and 4.44 in the reverse case. As expected, a relatively larger
group penalty leads to a less reliable NFP bound.
Interestingly, even for SIOL, the probability of exceeding the bound across all data sets never falls
significantly below 0.5. In other words, the median of V only exceeds Bˆ slightly. This indicates that
the distribution of the number of false positives is very sparse across data sets. In fact, setting Bˆ = 1
yields an average of 12.95 false positives for design matrix type (F) and less than 0.01 false positives
for design matrix types (A), (B) and (C). Hence, Bˆ is not only unreliable for SIOL, but it may be
either a gross underestimate or overestimate depending on the data. The complete breakdown by
design matrix type is shown in table 1.
A possible reason for this volatility is that large blocks of overlapping groups often mean that either
no negatives or a large number of negatives are selected. In our experiments with SIOL, we often
saw that V suddenly jumps from 0 to 10 or 15 as pi decreases. As we cannot feasibly set Bˆ to 15,
this poses a problem for the usability of the NFP bound. For this reason, we also generated results
for the alternative heuristic qˆ ≈ √0.8|K|t. This causes Bˆ to lie in the range [0.8t, 10t], which is a
natural choice for problems with multiple output variables. We show the results in figure 2 and table
1 and observe that the problems are only slightly mitigated. For design matrix types (E) and (F),
we still have V >> Bˆ and for design matrix types (A), (B) and (C), we still have V << Bˆ. This
suggests that the pathology is not caused by the choice of λ.
The accuracy of the NFP bound of screen and clean is affected less by structure and also varies less
between design matrix types. Hence, screen and clean may be a better choice for error control when
complex structure is present or the data set is challenging. Note that while the threshold piSaC can
be meaningfully set outside the range [0.8, 10] (as opposed to Bˆ), figure 2 shows that the bound is
of poor quality in that region.
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SaC 1 3.74 (4.54) 1.56 (0.38) 4.41 (12.36) 1.19 (3.17) 19.64 (62.06) 2.97 (19.65)
SS (fixed λ) 2 3.10 (4.48) 0.75 (0.41) 7.02 (13.55) 3.84 (2.03) 19.86 (62.32) 12.02 (21.78)
SS 3 3.48 (6.46) 1.59 (0.61) 10.63 (23.94) 5.14 (2.45) 69.12 (122.40) 57.09 (37.47)
Cross-val. 4 7.30 (4.21) 14.00 (0.75) 20.79 (16.53) 18.58 (3.39) 129.41 (82.58) 144.45 (33.98)
Table 2: Selections obtained from maximizing objective function v(T, V ) = T − V . We show NTP
and NFP obtained from empirical estimates and the “true optima” in brackets. Results are averaged
over all data sets.
5.3 Model Choice
In this section, we investigate the usefulness of the NFP bound of stability selection for automatic
parameter tuning as outlined in section 3.1. We will study the very simple objective function
v(T, V ) = T − V , that can be approximated as vˆ(|S|, Bˆ) = |S| − 2 ∗ Bˆ. While this objective
function has shortcomings (in our most challenging data sets, it is maximized by the empty selec-
tion ...) it is simple and there does not exist a single objective function that is “right” in all practical
situations.
In table 2, we show the number of true positives and false positives at the parameter configuration
where the objective function is maximized, both using proxies and using the actual values for V and
T . (The latter are shown in brackets.) We find that both stability selection (with λ fixed to achieve
qˆ ≈√0.8|K|) and screen and clean find points close to the optimum for lasso, but their performance
degrades for the group lasso, and substantially for SIOL. This is no surprise given that we showed
that with more complex structure, it becomes harder to estimate the number of false positives. Also,
we cannot expect to get close to the optimum if the NFP there exceeds 10. One option for mitigating
this is to optimize the objective with respect to both λ and pi under stability selection (line 3 in table
2). While optimizing over too many parameters may lead to over-fitting, we do find significantly
more positives for SIOL.
For all algorithms, we notice that stability selection and screen and clean do allow us to find model
sizes where the majority of selected variables are true positives. This cannot be achieved by cross-
validation, where in 63% of all data configurations, more negatives than positives are selected.
Screen and clean seems to be particularly suited for this. For SIOL, only 2.97 negatives are se-
lected on average. We may be able to adjust our objective function to encourage small model sizes
and achieve an even better ratio between the number of positives and negatives selected. Cross-
validation, on the other hand, should be used for obtaining large selections that contain many posi-
tives and negatives, possibly for further processing (as is done inside the screen and clean algorithm).
In this regard, the error control schemes complement each other.
6 Discussion and Conclusion
In this paper, we studied the interaction of stability selection with structured selection algorithms.
We found that stability selection raises the statistical power in the critical case when there are few
false positives, in most of the settings considered. Hence, even in the absence of error control
requirements, it may be preferable to run stability selection. If the selection algorithm uses no
structure or the structure is simple, the NFP bound can be used to estimate the number of false
1We maximize over pi: |S| − 2 ∗ pi and T − V (in brackets)
2We set λ to achieve qˆ ≈√0.8 ∗ |K| and maximize over pi: |S| − 2 ∗ Bˆ and T − V (in brackets)
3We maximize over λ and pi: |S| − 2 ∗ Bˆ and T − V (in brackets)
4We simply run cross-validation (no maximization). Values in brackets are obtained from optimizing T −V
over λ in the baseline regime
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positives and set tuning parameters automatically to find a model size where the majority of selected
variables are true positives. Such model sizes cannot be found using cross-validation. However,
cross-validation excels at selecting large model sizes that contain the majority of positives.
In settings with complex structure (SIOL), the error control mechanisms or stability selection are
inaccurate and we found screen and clean to be a better alternative that offers very similar benefits.
This paper has two major caveats. First, it depends heavily on heuristics. Our strategy for setting
λ and our choice of objective function in section 5.3 are the most prominent examples. There is no
guarantee that some of the limitations found in this paper cannot be overcome by better heuristics.
Our goal in this paper was to explore one set of heuristics in depth. We hope this paper can serve as
a starting point for exploring other heuristics.
The second caveat is that it is difficult to make generalized statements about algorithms like SIOL
from studying a finite number of data sets and a small set of group structures. While we conducted
a large number of experiments, more work remains to be done to determine which properties of the
data sets are responsible for variations in performance between data sets and regimes.
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Algorithm Design matrix type N d s snr
lasso A 100 1000 4 0.5
lasso A 100 1000 4 2
lasso A 100 1000 10 0.5
lasso A 100 1000 10 2
lasso A 1000 1000 20 0.5
lasso A 1000 1000 20 2
lasso A 1000 1000 50 0.5
lasso A 1000 1000 50 2
lasso B 200 1000 4 0.5
lasso B 200 1000 4 2
lasso B 200 1000 10 0.5
lasso B 200 1000 10 2
lasso B 1000 1000 20 0.5
lasso B 1000 1000 20 2
lasso B 1000 1000 50 0.5
lasso B 1000 1000 50 2
lasso C 200 1000 4 0.5
lasso C 200 1000 4 2
lasso C 200 1000 10 0.5
lasso C 200 1000 10 2
lasso C 1000 1000 20 0.5
lasso C 1000 1000 20 2
lasso C 1000 1000 50 0.5
lasso C 1000 1000 50 2
lasso D 200 100 10 0.5
lasso D 200 100 10 2
lasso D 200 100 30 0.5
lasso D 200 100 30 2
lasso D 200 1000 4 0.5
lasso D 200 1000 4 2
lasso D 200 1000 10 0.5
lasso D 200 1000 10 2
lasso D 1000 1000 20 0.5
lasso D 1000 1000 20 2
lasso D 1000 1000 50 0.5
lasso D 1000 1000 50 2
lasso E 200 200 10 0.5
lasso E 200 200 10 2
lasso E 200 200 30 0.5
lasso E 200 200 30 2
lasso E 200 1000 4 0.5
lasso E 200 1000 4 2
lasso E 200 1000 10 0.5
lasso E 200 1000 10 2
lasso E 1000 1000 20 0.5
lasso E 1000 1000 20 2
lasso E 1000 1000 50 0.5
lasso E 1000 1000 50 2
lasso F 1000* 5000* 20 0.5
lasso F 1000* 5000* 20 2
lasso F 1000* 5000* 50 0.5
lasso F 1000* 5000* 50 2
lasso G 114* 1260* 4 0.5
lasso G 114* 1260* 4 2
lasso G 114* 1260* 10 0.5
lasso G 114* 1260* 10 2
Table 3: Data configurations for data sets for the lasso. Parameters valued marked with a * are
intrinsic to the fixed design matrix.
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Algorithm Design matrix type N d s snr
group lasso A 100 1000 4 0.5
group lasso A 100 1000 4 2
group lasso A 200 1000 10 0.5
group lasso A 200 1000 10 2
group lasso A 1000 1000 10 0.5
group lasso A 1000 1000 10 2
group lasso A 1000 1000 25 0.5
group lasso A 1000 1000 25 2
group lasso B 200 1000 4 0.5
group lasso B 200 1000 4 2
group lasso B 200 1000 10 0.5
group lasso B 200 1000 10 2
group lasso B 1000 1000 10 0.5
group lasso B 1000 1000 10 2
group lasso B 1000 1000 25 0.5
group lasso B 1000 1000 25 2
group lasso C 200 1000 4 0.5
group lasso C 200 1000 4 2
group lasso C 200 1000 10 0.5
group lasso C 200 1000 10 2
group lasso C 1000 1000 10 0.5
group lasso C 1000 1000 10 2
group lasso C 1000 1000 25 0.5
group lasso C 1000 1000 25 2
group lasso D 200 100 5 0.5
group lasso D 200 100 5 2
group lasso D 200 100 15 0.5
group lasso D 200 100 15 2
group lasso D 200 1000 4 0.5
group lasso D 200 1000 4 2
group lasso D 200 1000 10 0.5
group lasso D 200 1000 10 2
group lasso D 1000 1000 10 0.5
group lasso D 1000 1000 10 2
group lasso D 1000 1000 25 0.5
group lasso D 1000 1000 25 2
group lasso E 200 200 5 0.5
group lasso E 200 200 5 2
group lasso E 200 200 15 0.5
group lasso E 200 200 15 2
group lasso E 200 1000 4 0.5
group lasso E 200 1000 4 2
group lasso E 200 1000 10 0.5
group lasso E 200 1000 10 2
group lasso E 1000 1000 10 0.5
group lasso E 1000 1000 10 2
group lasso E 1000 1000 25 0.5
group lasso E 1000 1000 25 2
group lasso F 1000* 5000* 10 0.5
group lasso F 1000* 5000* 10 2
group lasso F 1000* 5000* 25 0.5
group lasso F 1000* 5000* 25 2
group lasso G 114* 1260* 2 0.5
group lasso G 114* 1260* 2 2
group lasso G 114* 1260* 5 0.5
group lasso G 114* 1260* 5 2
Table 4: Data configurations for data sets for the group lasso. Parameter values marked with a * are
intrinsic to the fixed design matrix.
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Algorithm Design matrix type N d s snr
SIOL A 500 500 5 0.5
SIOL A 500 500 5 2
SIOL A 500 500 10 0.5
SIOL A 500 500 10 2
SIOL B 500 500 5 0.5
SIOL B 500 500 5 2
SIOL B 500 500 10 0.5
SIOL B 500 500 10 2
SIOL C 500 500 5 0.5
SIOL C 500 500 5 2
SIOL C 500 500 10 0.5
SIOL C 500 500 10 2
SIOL D 500 500 5 0.5
SIOL D 500 500 5 2
SIOL D 500 500 10 0.5
SIOL D 500 500 10 2
SIOL E 500 500 5 0.5
SIOL E 500 500 5 2
SIOL E 500 500 10 0.5
SIOL E 500 500 10 2
SIOL F 1000* 5000* 5 0.5
SIOL F 1000* 5000* 5 2
SIOL F 1000* 5000* 20 0.5
SIOL F 1000* 5000* 20 2
SIOL G 114* 1260* 2 0.5
SIOL G 114* 1260* 2 2
Table 5: Data configurations for data sets for SIOL. Parameter values marked with a * are intrinsic
to the fixed design matrix.
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A Algorithm Details
A.1 Selection algorithms
The selection algorithms we study are also regression algorithms. They are phrased as convex
optimization problems over a parameter β. We minimize the objective until convergence to obtain
an optimal parameter value βˆ. Each component of that parameter corresponds to an input-output
pair and hence to an element of the selection set K. Hence, we may refer to components of β,
selection set elements and input-output pairs interchangeably. We select an element from K if and
only if the corresponding component of βˆ is non-zero.
A.1.1 Lasso
The lasso is a classic, well-studied algorithm for discovering associations between input variables
and a single output variable. Hence, t = 1 and K and the components of β correspond to the
set of input variables. Lasso uses least-squares regression coupled with an L1-penalty term on the
components of β. This causes shrinkage which in turn leads to components corresponding to input
variables with little or no association to the output to become exactly zero. The formula is given
below. β is a d by 1 vector.
min
β
1
2N
||y −Xβ||22 + λ||β||1
A.1.2 Group lasso
The group lasso is an extension of the Lasso. It is applied in cases where, instead of selecting indi-
vidual input variables, we wish to select groups of input variables. Each input variable must belong
to exactly one group, and t = 1 holds. In βˆ, either all components belonging to the same group
are equal to zero or all are non-zero. The group-wise selection property is achieved by imposing an
L2-norm penalty on each group of components. This penalty is called a group penalty.
min
β
1
2N
||y −Xβ||22 + λ
∑
g∈G
θg||βg||2
β is a d by 1 vector. G is the set of groups - a set of subsets of {1, .., d} such that all g ∈ G are
disjoint and their union is {1, .., d}. βg is the sub-vector of β containing the components of β in g.
This algorithm has additional tuning parameters θg that allow us to weight the penalties applied to
different groups. Note that this algorithm reduces to the lasso if every input variable belongs to its
own group of size one and the θg are all equal to one.
A.1.3 Structured input-output lasso
Structured input-output lasso (SIOL) extends group lasso in several respects. Firstly, it admits multi-
ple output variables. This means that β becomes a d by tmatrix. Secondly, it admits group penalties
across components of β corresponding to the same output variable. Thirdly, it admits overlapping
groups. Fourthly, it combines L2-based group penalties with single-component L1-penalties. This
allows the algorithm to select isolated elements while encouraging the selection of groups as well as
blocks of input and output groups which have a high overlap.
min
β
1
2N
||Y −Xβ||22 + λ(w
d∑
i=1
t∑
j=1
|βij |+
∑
g∈G
t∑
j=1
θg||βgj ||2 +
d∑
i=1
∑
h∈H
φh||βih||2)
G is the set of input groups as before except that input groups do not have to be disjoint and not
all input variables have to be in an input group. βgj is the sub-vector of matrix β of components
corresponding to output variable j and input variables in g. H / βih are the equivalent to G / βgj for
output groups. w, θg and φh allow us to weight different penalty terms. Note that if no output groups
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are chosen, this objective function decomposes over output variables into independent optimization
problems. If also no input groups are chosen, the algorithm reduces to the Lasso.
B Experimental details
Group lasso We only consider groups of equal size and set the group weights θg to 1.
SIOL We set θg / θh to be equal to the square root of the size of the corresponding group. This is
a popular choice. We run SIOL both with w = 0.5 and w = 2. Note that instead of fixing tuning
parameters such as the θg / θh or w in advance, we can use the error control schemes to set some
or all of them automatically. This is beyond the scope of this paper. We only tune the parameter λ
(which represents the overall amount of regularization) along with, for stability selection and screen
and clean, the selection threshold pi.
Cross-validation We compute the cross-validation error for a sequence of values λ1, λ2, .., λL,
where λ1 is large enough so that the initial selection on the training set is empty. We set λl =
0.98 ∗ λl−1 for 2 ≤ l ≤ L and we set L to be very large, so that we consider every sensible choice
of λ. A popular rule of thumb is that cross-validation becomes unreliable once there is an output
variable for which the number of selected input variables exceeds one half the number of data points
in the training set. This is the “cutoff” value for L that we use in this paper. We use ten folds
(k = 10).
Stability Selection We follow the example of [15]. We run 100 iterations (I = 100) and sub-
sample one half of the data set at each iteration (p = 12 ). In many experiments, we use the heuristic
of setting λ to achieve qˆ ≈ √0.8 ∗ |K|. As λ decreases, qˆ almost certainly increases. Thus, there
is usually a unique value or a small range of values of λ that exactly achieves qˆ =
√
0.8 ∗ |K|.
In practice, we consider the same sequence of λ-values as in cross-validation, and then choose the
smallest value of λ in that sequence for which qˆ >
√
0.8 ∗ |K| holds.
Screen and Clean We use 10 top-level data splits (I = 10). Within each screen phases, we use
10-fold cross-validation as described above.
C Running time
In this section, we compare the running time of different error control schemes. For each of stability
selection, screen and clean and cross-validation, the running time is almost completely determined
by the number of times they execute the sub-algorithm. In our experiments, we always observed
that the running time was close to the value obtained by multiplying the time it took to run the
sub-algorithm once with the number of repetitions. Stability selection executes the sub-algorithm
I times, there I is the number of iterations. Screen and clean executes the sub-algorithm Ik times,
where I is the number of separate screen / clean phases and k is the number of folds used for the
cross-validation sub-routine. Cross-validation executes the sub-algorithm k times.
One minor point is that cross-validation runs the sub-algorithm on almost the entire data set, whereas
stability selection and screen and clean use only roughly 12 of the data set in each iteration. Hence,
cross-validation may take a little longer on each iteration. This assumes that we set the sub-sampling
parameter p to 12 for stability selection. In our experiments, we always did this (consistent with [15])
but we may get away with a smaller value to achieve a speed-up.
Also, note that if we set λ to achieve qˆ ≈ √0.8 ∗ |K| for stability selection, then we may not
have to run the sub-algorithm for small values of λ as we have to do for cross-validation and screen
and clean. This may cause a significant speed-up, as it is a well-known fact that lasso and related
algorithms converge much more slowly when the value of λ is small. In our experiments, we used
the same values of λ for all error control schemes and did not analyze this further.
In our experiments, we chose k = 10 and I = 10 for screen and clean and I = 100 for stability
selection. Hence, screen and clean and stability selection had almost the same running time. These
values are consistent with other literature.
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The benefit of increasing I and k lies in eliminating random noise obtained from random data split-
ting. Of course, this means that growing I and k yields diminishing returns. We cannot increase I
and k arbitrarily and expect our results to keep improving. We did not investigate this trade-off.
Finally, we note that all runs of the sub-algorithm can be trivially parallelized.
D Detailed Results
In figures 3, 4, and 5, we show by-configuration results for the statistical power of the regimes. We
focus on the important case NFP = 0 and show the largest possible number of true positives that
can be selected. To achieve a fair comparison, for each regime, we maximize NTP over a single
tuning parameter. For stability selection, we set λ to achieve qˆ ≈ √0.8 ∗ |K| and maximize over
pi. For screen and clean, we maximize over pi. For the baseline regime, we maximize over λ. In
the charts, we show the probability that the number of positives we can select without selecting a
negative is dγ ∗ se or larger (s = |S∗|), for γ = 0.1 and γ = 0.4. Probabilities are with respect
to randomly drawn data sets within each data configuration and are estimated as empirical averages
over the 100 data sets we generated for each configuration. In figure 5, we break down results also
by the value of w, the tuning parameter in SIOL.
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Figure 3: Probability (over 100 random data sets) that there exists a tuning parameter value such that
at least dγ ∗ se positives and zero negatives are selected. Parameter values for data configuration are
shown above the charts. Results shown pertain to lasso.
18
 0
 0.25
 0.5
 0.75
 1
Su
cce
ss 
Ra
te,
 ga
mm
a =
 0.
1
data
dN
s_g
snr
(A)
1000100 2001000
4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2
(B)
1000200 1000
4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2
(C)
1000200 1000
4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2
Group Lasso
(D)
100 1000200 200 1000
5 15 4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2 0.5 2 0.5 2
(E)
100 1000200 200 1000
5 15 4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2 0.5 2 0.5 2
(F)
50001000
10 25
0.5 2 0.5 2
(G)
1260114
2 5
0.5 2 0.5 2
 0
 0.25
 0.5
 0.75
 1
Su
cce
ss 
Ra
te,
 ga
mm
a =
 0.
4
data
dN
s_g
snr
(A)
1000100 2001000
4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2
(B)
1000200 1000
4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2
(C)
1000200 1000
4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2
(D)
100 1000200 200 1000
5 15 4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2 0.5 2 0.5 2
baseline screen and clean stability selection
(E)
100 1000200 200 1000
5 15 4 10 10 25
0.5 2 0.5 2 0.5 2 0.5 2 0.5 2 0.5 2
(F)
50001000
10 25
0.5 2 0.5 2
(G)
1260114
2 5
0.5 2 0.5 2
Figure 4: Probability (over 100 random data sets) that there exists a tuning parameter value such that
at least dγ ∗ se positives and zero negatives are selected. Parameter values for data configuration are
shown above the charts. Results shown pertain to group lasso.
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Figure 5: Probability (over 100 random data sets) that there exists a tuning parameter value such that
at least dγ ∗ se positives and zero negatives are selected. Parameter values for data configuration are
shown above the charts. Results shown pertain to SIOL.
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