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Abstract. Dynamics of DNA bubbles are of interest for both statistical physics and
biology. We present exact solutions to the Fokker-Planck equation governing bubble
dynamics in the presence of a long-range entropic interaction. The complete meeting
time and meeting position probability distributions are derived from the solutions.
Probability distribution functions reflect the value of the loop exponent of the entropic
interaction. Our results extend previous results which concentrated mainly on the tails
of the probability distribution functions and open a way to determining the strength of
the entropic interaction experimentally which has been a matter of recent discussions.
Using numerical integration, we also discuss the influence of the finite size of a DNA
chain on the bubble dynamics. Analogous results are obtained also for the case of
subdiffusive dynamics of a DNA bubble in a heteropolymer, revealing highly universal
asymptotics of meeting time and position probability functions.
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1. Introduction
DNA bubbles are local openings of the DNA double-helix caused by thermal or torsional
forces. The genetic information is stored inside of the double-helix. Hence, the
bubbles facilitate binding proteins to DNA for transcription, replication, and repair
[1]. Bubbles (also known as loops) influence DNA thermodynamics and mediate long-
range interactions along the DNA chain necessary for the existence of the melting phase
transition [2].
DNA undergoes a melting (denaturation) transition during which the double helix
separates into two single strands. The nature of the DNA melting transition was first
described by Poland and Scheraga [3, 4]. Their theory assumes that a DNA molecule
consists of loops and bound double-stranded segments. The Poland-Scheraga model is
a basic yet extendable model of DNA; it constitutes a limiting case of more complex
models which motivates our study of its dynamics.
In the Poland-Scheraga model, whose form of the Gibbs free energy we use in
this work, the strength of the long-range interactions and thus the order of the phase
transition is determined by the loop entropy exponent c multiplying the logarithmic
potential term. The value of c depends on the self-avoiding and mutually avoiding
properties of DNA bubbles. Diffusion in a logarithmic potential has been the subject of
recent studies [5, 6].
Previous works studied the bubble dynamics in DNA denaturation using a sequence-
averaged continuous model [7, 8, 9, 10, 11]. Extending this model, we aim to show how
the value of the loop exponent could be determined from bubble-closing dynamics. We
focus on the physical aspects of the dynamics and do not explicitly discuss biological
processes involving DNA bubbles in this work, because recent studies have shown them
to be strongly sequence-dependent [12, 13, 14] and controlled by the interplay between
torsional and thermal forces [15, 16, 17, 18, 19].
Fisher [20] obtained c = 1.76 considering only excluded-volume interactions among
bases in the same bubble, corresponding to a continuous phase transition. This
approximation is valid for short chains (∼ 104 base pairs) [7]. If inter-bubble and inter-
chain interactions are included as well, a calculation based on the polymer network
theory predicts c = 2.12 in the thermodynamic limit, yielding a first-order phase
transition [21] (see Fig. 1 for an illustration of the excluded-volume interactions).
The value of the loop entropy exponent has not yet been conclusively measured due
to its strong correlation with the cooperativity parameter σ [22]. Therefore, we study
how c influences DNA bubble closing dynamics, which are independent of σ. Previous
results [9, 10, 11, 23] focused mainly on the long-time asymptotics where we expect the
experimental signal-to-noise ratio to be low. The solution presented below is valid for
all times. Moreover, we also find the solution for the meeting position, which especially
around its peak proves as a useful complementary quantity for experimental verification.
We study two regimes of bubble dynamics – diffusive and subdiffusive – shown
to exist for a random DNA sequence [24]. The subdiffusive regime appears in the
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Figure 1. Loop entropy coefficient c dependence on the excluded volume
interactions taken into account. a) No exclusion effects, c = 3/2 comes purely
from the constraint on the bubble to form a closed loop [4]. b) Excluded volume
within a single bubble, c = 1.76 given by the statistics of 3D self-avoiding walks [20].
c) Excluded volume among all segments of the DNA chain, renormalized value is
c = 2.12 [21].
continuous limit of bubble trapping in AT rich regions, whose melting is energetically less
costly than GC-region melting. For both of these regimes, we compute the probability
distribution functions (PDFs) of the meeting time, i.e., the time when the bubble ends
meet and the bubble closes, and the meeting position PDFs. The computations are
carried out analytically in the Laplace picture and numerically inverse transformed to
the time domain afterwards.
In the diffusive regime, we show how the loop exponent influences bubble dynamics
in a finite DNA chain. Our result extends previous results for finite molecules that
neglected the loop entropy[25, 26, 27]. Meeting time and meeting position PDFs are
obtained using the finite-element method.
The article is organised as follows. Section 2 details our model. Section 3 solves
the diffusive model, while section 4 the subdiffusive one. In section 5, we describe
bubble diffusion along finite DNA chains. In section 6, we briefly comment on the
experimental feasibility of verifying the obtained results based on known and estimated
thermodynamic parameters of DNA. We close with concluding section 7.
2. Model definition
The Poland-Scheraga model describes the DNA molecule as a one-dimensional chain of
alternating parts: loops and bound segments [4, 28]. Initiating a loop and denaturing
a subsequent base pair are associated with their Gibbs free energy Ginit and ∆Gbp,
respectively. The value of ∆Gbp is usually determined by melting small DNA molecules
[29] and corresponds to a complete denaturation of the DNA chain. A closed loop can
attain fewer configurations than two fully denatured strands. The difference in allowed
configurations scales as a power of the number of open base pairs in the loop with the
loop entropy exponent c. The entropy reduction is thus logarithmic in the bubble size:
∆Sloop = −kB c lnn.
The dependence of entropy on the loop length mediates an effective long-range
interaction between the ends of the loop where the opening and closing dynamics take
place. Because the entropies of individual loops contribute to the total Gibbs energy
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G = H − TS of the DNA molecule, the system interacts on a long range, which is a
necessary condition for a phase transition to occur in one dimension [30]. The long-range
interactions grow more prominent with increasing c. The transition occurs if c > 1 and
is of the first order for c > 2.
2.1. Gibbs free energy landscape
Initiating a loop costs a substantial amount of energy (Ginit ≃ 10kBTphys at physiological
temperatures Tphys ≃ 310 K). The statistical weight of opening the bubble σ(T ) =
exp(−βGinit) is called the cooperativity parameter; its typical value is σ(Tphys) ≃ 10−4.
Bubbles are thus separate thermal excitations except close to the melting temperature
Tc [7]. Treating a single bubble approximates the DNA chain dynamics well.
We approximate the number of open base pairs n by a continuous variable x ≥ 0.
The Gibbs free energy for a single bubble with x open base pairs depicted in Figure 2
then reads:
G(x) = Ginit + x∆Gbp + kBT c lnx . (2.1)
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Figure 2. Character of the Gibbs free energy (in units of kBT ) as a function
of the number of open base pairs for various temperatures. Under the melting
temperature Tc, both the linear term fx = β∆Gbpx/2 and the logarithmic term c/x
contribute to the closing of the bubble. At the phase transition, only the logarithmic
term remains. Above Tc, the logarithmic term serves as a nucleation barrier to the
denaturation of DNA.
2.2. Two types of DNA bubble dynamics
Bubbles in a random (spatially uncorrelated) DNA sequence have two regimes of
propagation separated by a glass transition: diffusive and subdiffusive [24]. Below
the glass transition (T ≤ Tg ≤ Tc), the dynamics of bubbles are diffusive. Between Tg
and Tc, the subdiffusive regime appears with an exponent of subdiffusion 0 < ν < 1
monotonously decreasing from unity at Tg to zero at Tc.
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We consider only the closing dynamics of a single bubble in the following, due to
the low statistical weight σ(T ) ≪ 1 for reopening of the bubble. The dynamics being
dominated by loop closing was observed experimentally in [8].
3. Diffusive dynamics
3.1. Bubble-size Fokker-Planck equation
In the continuous approximation, the Fokker-Planck equation (FPE) describes the
diffusive dynamics of a bubble. Given a potential G, FPE has the form [31, Sec. 5.4]:
∂τPs(x, τ |x0) = −∂xSs(x, τ |x0) = K∂x [∂xPs(x, τ |x0) + βPs(x, τ |x0)∂xG(x)] , (3.1)
where Ps(x, τ |x0) is the bubble-size PDF‡ at time τ , Ss(x, τ |x0) the probability current,
K the diffusion constant, and β the inverse temperature. Initially, x0 base pairs are
open and Ps(x, t = 0|x0) = δ(x − x0). We introduce dimensionless time t = τK/2,
where K can be regarded as a fitting parameter for comparison with the experiment.
The definition of dimensionless time t reflects that the bubble shrinks or grows at its
edges, which propagate with diffusion constant K/2.
The potential (2.1) introduces a drift term opening or closing the bubble
∂xG(x) = ∆Gbp + kBTc/x . (3.2)
Substituting (3.2) into (3.1) yields
∂tPs(x, t|x0)− 2∂xxPs(x, t|x0)− 4∂x
[(
f +
γ
x
)
Ps(x, t|x0)
]
= 0 , (3.3)
where f ≡ β∆Gbp/2 and γ ≡ c/2 are introduced. The absorbing boundary condition
limx→0+ Ps(x, t|x0) = 0 represents closing dynamics. We focus on the regime T < Tc,
where f > 0.
3.2. Mapping to the Coulomb problem
FPE (3.3) maps to the imaginary-time Coulomb problem [9, 10]. This mapping is
an example of transforming the Fokker-Planck operator to a Hermitian one [31]. The
transformed PDF w(x, t|x0) is related to the original bubble size PDF by
Ps(x, t|x0) = e−f(x−x0)
(
x
x0
)−γ
w(x, t|x0) . (3.4)
The spatial part of FPE (3.3) is then Hermitian[
−∂t + 2∂xx − 2f 2 − 4fγ
x
− 2γ(γ + 1)
x2
]
w(x, t|x0) = 0 (3.5)
w(x, t→ 0+|x0) = δ(x− x0), w(x→ 0+, t|x0) = 0 .
Fogedby and Metzler used this transform to obtain the spectrum, the long-time
asymptotics of bubble dynamics, as well as the complete solution at the critical point
where f = 0 [9, 10].
‡ In the text we use Ps, Pc, and Pe to denote the bubble size, centre, and edge PDFs, respectively.
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3.3. Green function
While the spectral approach to (3.5) provides an insight to the long-time behaviour of
bubble dynamics, summing the eigenfunctions to obtain the short-time dynamics proves
to be difficult. To obtain an exact Laplace picture form of the solution (denoted by the
bar over the quantities), we take a Laplace transform of (3.5) instead:[
∂xx −
(
f 2 +
s
2
)
− 2fγ
x
− γ(γ + 1)
x2
]
w¯(x, s|x0) = −1
2
δ(x− x0) , (3.6)
w¯(x→ 0+, s|x0) = 0 .
The task is to find the Green function of a differential operator with s as a parameter.
We find homogeneous solutions of (3.6) and construct the Green function as their linear
combination.
The homogeneous solutions are the Whittaker functions M(−fγ/α(s);γ+1/2)(2xα(s))
andW(−fγ/α(s);γ+1/2)(2xα(s)), where we defined α
2(s) = f 2+s/2. M(−fγ/α(s);γ+1/2)(2xα(s))
is regular for x→ 0 and diverges at infinity; W(−fγ/α(s);γ+1/2)(2xα(s)) is a regular solu-
tion at infinity and singular at the origin [32].
The Green function is continuous and has a first-derivative discontinuity
limx→x0+ ∂xw¯(x, s|x0) − limx→x0− ∂xw¯(x, s|x0) = −1/2. The linear combination of
Whittaker functions that satisfies both (3.6) and the above conditions is
w¯(x, s|x0) =
Γ(1 + γ + fγ
α(s)
)
4α(s)Γ(2 + 2γ)
[
θ(x− x0)M(− fγ
α(s)
;γ+ 1
2
)(2x0α(s))W(− fγ
α(s)
;γ+ 1
2
)(2xα(s)) +
+ θ(x0 − x)W(− fγ
α(s)
;γ+ 1
2
)(2x0α(s))M(− fγ
α(s)
;γ+ 1
2
)(2xα(s))
]
, (3.7)
where the prefactor ensures the correct discontinuity of the first derivative at x0 and
can be related to the constant Wronskian of the Whittaker functions [32, Sec. 13.14.26]
W ≡Mκ;µ(x) d
dx
Wκ;µ(x)−Wκ;µ(x) d
dx
Mκ;µ(x) = − Γ(1 + 2µ)
Γ(1
2
+ µ− κ) . (3.8)
The Green function of (3.3) in the Laplace picture is obtained by substitution of
w¯(x, s|x0) into (3.4)
P¯s(x, s|x0) = e−f(x−x0)
(
x
x0
)−γ Γ(1 + γ + fγ
α(s)
)
4α(s)Γ(2 + 2γ)
×
×
[
θ(x− x0)W(− fγ
α(s)
;γ+ 1
2
)(2xα(s))M(− fγ
α(s)
;γ+ 1
2
)(2x0α(s)) +
+ θ(x0 − x)M(− fγ
α(s)
;γ+ 1
2
)(2xα(s))W(− fγ
α(s)
;γ+ 1
2
)(2x0α(s))
]
. (3.9)
To our best knowledge, an analytical form of the inverse Laplace transform of the
previous equation does not exist and has to be evaluated numerically instead. Current
experimental techniques cannot directly observe time dependence of the bubble-size
PDF. Therefore, it is necessary to evaluate derived PDFs, namely for the meeting time
and meeting position. In the following, we give the Laplace picture expressions for these
PDFs.
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3.4. Meeting time PDF
The probability of the bubble surviving up to time t is the total integral of the Ps(x, t|x0)
over all possible x. This can only be reduced by the probability flux out of the system at
its boundaries [33, 27, 34], which for our case happens if the two edges of a bubble meet.
Thus, we define the meeting time PDF π¯mt(t|x0) as the probability current through the
absorbing boundary at the origin
πmt(t|x0) ≡ −Ss(0, t|x0) = lim
x→0
[
2∂x + 4
(γ
x
+ f
)]
Ps(x, t|x0) . (3.10)
After substituting from (3.9) into the previous equation, the Laplace transform of the
meeting time PDF reads
π¯mt(s|x0) = e
fx0
Γ(1 + 2γ)
(
x0
√
4f 2 + 2s
)γ
Γ
(
1 + γ + fγ
√
2
2f 2 + s
)
×
×W(−fγ√ 2
2f2+s
;γ+ 1
2
)
(
x0
√
4f 2 + 2s
)
. (3.11)
We invert the Laplace transform numerically. Generally, the numerical inverse
Laplace transform is ill-conditioned because the associated operator is unbounded [35].
Available numerical methods restrict the operator to smaller spaces of functions. A
class of these methods invert functions with known pole structure, while other methods
operate on real axis both in the direct and Laplace picture (see Refs. [35, 36] for an
overview).
We used the Stehfest algorithm [37] in this work which computes the Laplace inverse
as a weighted sum of π¯mt(s|x0) for real s. The algorithm requires the resulting functions
to be continuous with bounded derivatives. The bounds of derivatives determine the
stability of the algorithm. In our case, the selected parameters result in curves with
sufficiently small derivatives. To further avoid instabilities, we used high-precision
arithmetics (up to 100 digits).
The results are shown in Figure 3 together with the asymptotics
πmt ∝ t−(c+3)/2 exp(−2f 2t) (3.12)
from Ref. [9]. Both parameters c and f influence strongly not only the tails of the PDFs
but also their peak values.§
3.5. Meeting position PDF
Apart from changing its size, a bubble diffuses freely along the DNA chain, described
by the bubble centre position y and its PDF Pc(y, t|y0). The energy landscape is flat
because pairing energies are sequence averaged. The Fokker-Planck equation for the
centre position reads
∂tPc(y, t|y0) = ∂yyPc(y, t|y0) , (3.13)
§ The values in the figures correspond to an ideal loop (c = 1.5), self-avoiding loop (c = 1.76) [20],
renormalised value in the presence of an external stretching force (c = 1.85) [38, 39], self-avoiding and
mutually avoiding loops (c = 2.12) [21], and the maximal allowed value for RNA with pseudoknots and
hairpins (c = 2.49) [40].
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Figure 3. Meeting time PDFs. a,b) Dependence of the meeting time PDFs πmt(t)
on c for f = 0.4 and x0 = 1. c,d) Dependence of the meeting time PDFs πmt(t) on
f for c = 2.12 and x0 = 1. The asymptotic behaviour exhibits a transition from
power law controlled by c to an exponential decay given by f2, except for T = Tc
(corresponding to f = 0), where the power law holds for all times. Dotted lines are
the asymptotic functions (3.12) from Ref. [9].
where y0 is the initial centre position. Without loss of generality, we set y0 = 0. The
bubble position PDF is
Pc(y, t|0) = 1√
2πt
exp
(
−y
2
2t
)
. (3.14)
Integrating the product of the meeting time PDF and the bubble position PDF
over all times yields the meeting position PDF
πmp(y|x0, y0) =
ˆ ∞
0
dt πmt(t|x0)Pc(y, t|y0) . (3.15)
The time when the bubble edges meet is projected onto the meeting position which
leads to the equivalence of the Fourier transform of the meeting position PDF and
the Laplace transform of the meeting time PDF. We refer to this equivalence as the
projection principle because closing dynamics of the bubble in the time variable t are
completely projected onto the closing dynamics in the spatial variable y.
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The Fourier transform of the definition of the meeting position distribution (3.15)
(denoted by tilde) reads
F [πmp] (k|x0) ≡ π˜mp(k|x0) =
ˆ ∞
0
dt πabs(t|x0)P˜c(k, t) , (3.16)
where we use the unitary Fourier transform F [h(y)] (k) = (2π)−1/2 ´∞−∞ h(y) exp(−iky)dy.
The Fourier transform of the probability distribution function of the position of the
bubble-centre PDF is given by
P˜c(k, t) =
1√
2π
e−
k2
2
t . (3.17)
Inserting this expression into (3.16) yields
π˜mp(k|x0) = 1√
2π
ˆ ∞
0
dt πmt(t|x0)e− k
2
2
t . (3.18)
Finally, we compare the previous relation with the Laplace transform of the meeting
time probability density
L [πmt(t|x0)] (s|x0) ≡ π¯mt(s|x0) =
ˆ ∞
0
dt πmt(t|x0)e−st , (3.19)
which leads to the relation
π˜mp(k|x0) = 1√
2π
π¯mt(s|x0)
∣∣∣
s→ k2
2
. (3.20)
This is the explicit form of the projection principle described above.
The Fourier picture expression for the meeting position PDF is
π˜mp(k|x0) = 1√
2π
efx0
Γ(1 + 2γ)
(
x0
√
4f 2 + k2
)γ
Γ
(
1 + γ +
2fγ√
4f 2 + k2
)
×
×W(
− 2fγ√
4f2+k2
;γ+ 1
2
) (x0√4f 2 + k2) . (3.21)
Its inverse Fourier transform can be obtained numerically using Fast Fourier transform
(FFT) based algorithms [41, Sec. 13.8]. For f = 0, the result can be expressed
analytically in the form of a modified Lorenz distribution
πmp(y|x0, y0) = 2x
1+c
0√
π
Γ
(
c
2
+ 1
)
Γ
(
c
2
+ 1
2
) (x20 + 4(y − y0)2)−(1+ c2) . (3.22)
For non-zero f , we again observe an exponential suppression of the PDF tails (Figure
4).
4. Subdiffusive dynamics
4.1. Fractional Fokker-Planck equation
Subdiffusion can be described similarly to diffusion, by introducing fractional time
derivatives. The fractional Fokker-Planck equation (FFPE) is the subdiffusive analogue
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Figure 4. Meeting position PDFs. a,b) Dependence of the meeting position PDFs
on c for f = 0.4 and x0 = 1, y0 = 0. c,d) Dependence of the meeting position PDFs
on f for c = 2.12 and x0 = 1, y0 = 0. The asymptotics show a transition from the
power law behaviour at the melting temperature (f = 0) to an exponential decay for
finite f . This is similar to the case of the meeting time PDF, although the onset of
the exponential behaviour is more pronounced for the meeting position.
of the diffusive FPE (3.1). Introduction to and mathematical background of subdiffusion
and FFPE is given in reviews [42, 43]. The bubble-size FFPE reads
∂τP
(ν)
s (x, τ |x0) = −∂xS(ν)s (x, τ |x0) (4.1)
= 0D1−ντ Kν∂x
[
∂xP
(ν)
s (x, τ |x0) + βP (ν)s (x, τ |x0)∂xG(x)
]
,
where 0D1−ντ is the Riemann-Liouville differential operator [42]
0D1−ντ f(τ) ≡
∂τ
Γ(ν)
ˆ τ
0
dτ ′
f(τ ′)
(τ − τ ′)1−ν . (4.2)
Solutions of FFPE are subordinate to solutions of the corresponding FPE [43]
P¯ (ν)s (x, s|x0) = sν−1P¯s(x, sν |x0) . (4.3)
A similar relation exists for the current. Comparing (3.1) and (4.1) gives
S¯(ν)s (x, s|x0) = S¯s(x, sν |x0) . (4.4)
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4.2. Subdiffusive Green function
Since the transform (3.4) only acts on the spatial part of the bubble-size FPE, analogy
of (3.5) can be found for subdiffusion, with dimensionless time t = τ [Kν/2]
1/ν
− ∂tw(ν)(x, t|x0) + 0D1−νt
[
2∂xx − 2f 2 − 4fγ
x
− 2γ(γ + 1)
x2
]
w(ν)(x, t|x0) = 0 (4.5)
w(ν)(x, t→ 0+|x0) = δ(x− x0), w(ν)(x→ 0+, t|x0) = 0 .
Using (4.3), we find the corresponding subdiffusive Green function
P¯ (ν)s (x, s|x0) = sν−1e−f(x−x0)
(
x
x0
)−γ Γ(1 + γ + fγ
αν(s)
)
4αν(s)Γ(2 + 2γ)
×
×
[
θ(x− x0)W(− fγ
αν(s)
;γ+ 1
2
)(2αν(s)x)M(− fγ
αν(s)
;γ+ 1
2
)(2αν(s)x0) +
+ θ(x0 − x)M(− fγ
αν (s)
;γ+ 1
2
)(2αν(s)x)W(− fγ
αν (s)
;γ+ 1
2
)(2αν(s)x0)
]
, (4.6)
where αν(s) =
√
f 2 + sν/2 .
4.3. Meeting time PDF
The subdiffusive meeting time PDF follows from substituting (3.11) into (4.4) and has
again the meaning of the probability flow into the boundary due to the bubble closing
events
π¯
(ν)
mt (s|x0) =
efx0
Γ(1 + 2γ)
(
x0
√
4f 2 + 2sν
)γ
Γ
(
1 + γ + fγ
√
2
2f 2 + sν
)
×
×W(−fγ√ 2
2f2+sν
;γ+ 1
2
) (x0√4f 2 + 2sν) . (4.7)
The inverse Laplace transform is obtained numerically as in the diffusive case
(Section 3) and plotted in Figure 5. We observe a universal behaviour for large times
and all values of f and c studied, where the meeting time PDFs decay as a power law
with exponent −(1 + ν) (see Figure 5).
We propose the following explanation of this effect. We assume the existence of a
finite mean meeting time
T1 = − lim
s→0+
π¯mt(s|x0)
s
. (4.8)
of the diffusive meeting time PDF. Due to πmt being bounded and having asymptotics
(3.12), the finiteness of T1 is guaranteed for all c > 0 below the melting temperature
(f > 0) and for c > 1 at the transition (f = 0). The meeting time PDF can be expanded
around s = 0 as π¯mt(s|x0) = 1 − T1s + O(s2) in the Laplace picture. Subordination
gives π¯
(ν)
mt (s|x0) = 1 − T1sν + O(s2ν) for small s in the subdiffusive case. Tauberian
theorems [44, Ch. XIII, Eq. (5.22)] lead to π
(ν)
mt (t → ∞|x0) = t−(1+ν) + O(t−(1+2ν)) in
the time domain for ν < 1. Alternatively, the scaling can be derived by considering the
subdiffusive dynamics to be a limit of a continuous time random walk [45, 46, 47].
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Figure 5. Meeting time PDFs for subdiffusion. a,b) Dependence of the meeting
time PDFs on c for f = 0.4 and x0 = 1. c,d) Dependence of the meeting time PDFs
on f for c = 2.12 and x0 = 1. The main figures show results for ν = 3/4 while the
insets those for ν = 1/2. The dotted lines show the universal power-law behaviour
with the exponent −(1 + ν).
In contrast to the universal behaviour of the tails, peaks of meeting time PDFs
show a very strong dependence on f and c, which is even more pronounced than in the
diffusive case. The peak values of the subdiffusive meeting time PDF surpass those in
the diffusive case. Returning to the physical origin of the subdiffusive behaviour allows
us to explain this behaviour.
The subdiffusive regime appears as the heterogeneity of the DNA sequence leads
to the trapping of bubbles in AT-rich (soft) regions surrounded by GC-rich regions [24].
The hard-to-open GC-rich regions limit the growth of the bubble, which can be likened
to the presence of a reflective boundary condition. The presence of a boundary decreases
the mean meeting time, as we observe below in the case of finite DNA chains. However,
if the bubble overcomes such a GC-rich barrier, it spreads out to the next AT-rich region
and its survival time increases. This corresponds to the power law behaviour in tails
which results in a small fraction of long-lived bubbles which is larger than in the diffusive
case.
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4.4. Meeting position PDF
The definition of the meeting position PDF (3.15) holds for subdiffusive dynamics
as well. However, subdiffusive dynamics do not lead to a simple Gaussian form of
the bubble position PDF and, therefore, the projection principle cannot be used.
Subdiffusive bubble position PDF solves the appropriately modified Eq. (3.13)
∂tP
(ν)
c (y, t|y0) = 0D1−νt ∂yyP (ν)c (y, t|y0), (4.9)
with the following scaling property of the solution P
(ν)
c (y, t|y0) = P (ν)c ((y −
y0)/t
ν/2, 1|0)/tν/2 stemming directly from the joint Laplace and Fourier transform of
Eq. (4.9). Explicitly, the solution is described in terms of the Fox H-functions [42]
P (ν)c (y, t|y0) =
1√
2πtν
H2,01,2
[
(y − y0)2
2tν
∣∣∣ (1− ν2 , ν)
(0, 1), (1
2
, 1)
]
, (4.10)
which reduce to the Meijer G-functions (more commonly implemented in numerical
libraries than the Fox H-functions), if ν = q/p is rational. However, the number of Meijer
G-function parameters increases with growing q and p, increasing the computational
effort for evaluating the functions and decreasing their precision. Useful special cases
are ν = 1/2 and ν = 3/4, for which the bubble centre PDFs take on the forms
P (1/2)c (y, t|y0) =
1
2π
3
2 t
1
4
G3,00,3
[
(y − y0)4
64t
∣∣∣(0, 1
4
,
1
2
)
]
,
P (3/4)c (y, t|y0) =
1
2
√
23
1
8π
5
2 t
3
8
G7,02,7
[
(y − y0)8
324t3
∣∣∣ ( 524 , 1324)
(0, 1
8
, 1
4
, 3
8
, 1
2
, 5
8
, 3
4
)
]
, (4.11)
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with asymptotics reading
P (1/2)c (u→∞, 1|0) ∝ exp
(
−3
4
u
4
3
)(
u−
1
3 +O
(
u−
4
3
))
, (4.12)
P (3/4)c (u→∞, 1|0) ∝ exp
(
−3
3
55
16
u
8
5
)(
u−
1
5 +O
(
u−
6
5
))
. (4.13)
These functions, along with the Gaussian (3.14) for comparison, are plotted in
Figure 6 which shows their characteristic non-analytic behaviour at zero (cusp, i.e.
the discontinuity in first derivative). The inset shows their localisation around zero
(stronger than exponential but weaker than Gaussian).
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Figure 7. Meeting position PDFs for subdiffusion (y0 = 0, x0 = 1). a,b)
Dependence of the meeting position PDFs on c for f = 0.4. c,d) Dependence of the
meeting position PDFs on f for c = 2.12. The main figures show results for ν = 3/4
while the insets those for ν = 1/2. The cusp from the bubble centre PDFs (see Figure 6)
is projected into the meeting position PDFs. The peak value increases with decreasing
ν (also compare with Figure 4). The PDFs exhibit universal power law asymptotics
y−3, which are independent of ν, c and f — dotted lines.
These localisation properties can be used in the calculation and analysis of the
meeting position PDFs determined by the integral (3.15)
π(ν)mp(y|x0) =
ˆ ∞
0
dt π
(ν)
mt (t|x0)P (ν)c (y, t|0) =
ˆ ∞
0
dt
t
ν
2
π
(ν)
mt (t|x0)P (ν)c
( y
t
ν
2
, 1
∣∣∣0) . (4.14)
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Now, assuming y > 0 (both P
(ν)
c (y, t|0) and, consequently, also π(ν)mp(y|x0) are even
functions of y), we substitute t→ η = y/tν/2 in the above integral, which yields
π(ν)mp(y|x0) =
2
ν
y
2
ν
−1
ˆ ∞
0
dη η−
2
νP (ν)c (η, 1|0)π(ν)mt
((
y
η
) 2
ν
∣∣∣x0
)
. (4.15)
This equation was used for the numerical evaluation of the meeting position PDFs
π
(ν)
mp(y|x0) depicted in Figure 7. Furthermore, the super-exponential localisation of the
integrand factor η−2/νP
(ν)
c (η, 1|0) in Eq. (4.15) around zero together with the power-
law decay of π
(ν)
mt (t→∞|x0) ≈ t−(1+ν) derived in Sec. 4.3 give a surprisingly universal
expression for the large-distance asymptotics
π(ν)mp(y →∞|x0) ≈ y−3 ×
2
ν
∞ˆ
0
dηη2P (ν)c (η, 1|0),
whose power exponent is just −3, completely independent of any parameters of the
model such as f , c, and, most remarkably, also ν. This universality is demonstrated in
Figure 7 for the two cases with ν = 1/2 and ν = 3/4.
5. Dynamics in finite DNA chains
In a finite DNA molecule, the diffusive dynamics of bubble position and its size depend
on each other because the boundary conditions break the translational invariance of
the infinite-length problem and, thus, connect the two variables. We need to consider
a joint PDF Pe(ξ, χ, t|ξ0, χ0) of the edge positions ξ, χ that do not cross: ξ < χ. We
rescale ξ and χ to take values between 0 and 1 (see the discussion on scaling below).
The bubble size x and bubble position y relate to the edge locations through ξ = y−x/2
and χ = y + x/2.
5.1. Two-dimensional Fokker Planck equation
Keeping the same form of the Gibbs free energy as in the infinite chain case (2.1), the
two-dimensional FPE reads[
−∂t + ∂ξξ + ∂χχ + (∂χ − ∂ξ)
(
2f +
2γ
χ− ξ
)]
Pe(ξ, χ, t|ξ0, χ0) = 0 , (5.1)
Pe(ξ, χ, t→ 0+|ξ0, χ0) = δ(ξ − ξ0)δ(χ− χ0) .
We track the closing dynamics of a single loop and impose the absorbing boundary
condition
lim
χ→ξ+
Pe(ξ, χ, t|ξ0, χ0) = 0 . (5.2)
Bubble edges behave as vicious walkers [48, 49] that annihilate each other upon
meeting. This picture has already helped investigating coalescence of DNA bubbles
in Refs. [26, 27].
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In our model, the single strands of DNA are considered to be clamped together at
the ends of the molecule. This assumption leads to the reflecting boundary conditions[
∂ξ − 2f − 2γ
χ− ξ
]
Pe(ξ, χ, t|ξ0, χ0)
∣∣∣
ξ=0
= 0 , (5.3)[
∂χ + 2f +
2γ
χ− ξ
]
Pe(ξ, χ, t|ξ0, χ0)
∣∣∣
χ=1
= 0 . (5.4)
Admissible positions of the edges form an isosceles right-angled triangle with the
absorbing condition on the hypotenuse and the reflecting conditions on the legs,
described as Ω in Figure 8.
Figure 8. Support Ω and boundary conditions of the finite-chain bivariate
Fokker-Planck partial differential equation (5.1). The reflective boundary conditions
(blue legs) correspond to the ends of the DNA chain where the strands are clamped
together. The absorbing boundary condition (red hypotenuse) corresponds to closing
of the bubble if ξ = χ.
The effect of the entropic term γ/x relative to the energetic term f is strongest for
small bubbles or for low f , i.e., close to the melting temperature. The equations (3.1),
(4.1), and (5.1) can be rescaled as follows
x = Ax′
f = f ′/A
γ = γ′ (5.5)
t = A2/νt′ .
Note that the loop exponent c = 2γ stays unchanged under the scaling. Position
variables y, ξ, and χ transform in the same fashion as x. The principal relation is
fx = f ′x′, because the scaling of the time variable can be absorbed into the fitting of the
diffusion constant. The measure Pe(ξ, χ, t|ξ0, χ0)dξdχ stays invariant in order to ensure
a consistent norming of probability, yielding Pe(ξ, χ, t|ξ0, χ0) = A−2Pe(ξ′, χ′, t′|ξ′0, χ′0) ,
from which the scaling of the initial and boundary conditions follows (compare also with
the discussion below Eq. (4.9)).
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5.2. Time-integrated quantities
We solve the dynamics in finite chains numerically. Derived quantities – the first
moment of the meeting time and the meeting position PDF – need only time-integrated
information, which reduces the numerical effort.
5.2.1. Moments of the meeting time PDF. Closing of a bubble reduces the proportion
of bubbles surviving; the meeting time PDF equals the negative of the time derivative
of the spatial integral of Pe(ξ, χ, t|ξ0, χ0) over Ω [31, Sec. 8.1]
πmt(t|ξ0, χ0) = − d
dt
ˆ
Ω
dξdχPe(ξ, χ, t|ξ0, χ0) = (5.6)
= −
ˆ 1
0
dξ
ˆ 1
ξ
dχ
dPe(ξ, χ, t|ξ0, χ0)
dt
.
The first moment of the meeting time PDF is defined by
T1(ξ0, χ0) =
ˆ ∞
0
tπmt(t|ξ0, χ0)dt =
ˆ
Ω
p1(ξ, χ|ξ0, χ0)dΣ , where (5.7)
p1(ξ, χ|ξ0, χ0) = −
ˆ ∞
0
t
dPe(ξ, χ, t|ξ0, χ0)
dt
dt =
ˆ ∞
0
Pe(ξ, χ, t|ξ0, χ0)dt . (5.8)
We apply LFP – the spatial part of (5.1) – on both sides of the previous equation and
use that Pe(ξ, χ, t|ξ0, χ0) solves the FPE LFPPe(ξ, χ, t|ξ0, χ0) = ∂tPe(ξ, χ, t|ξ0, χ0) with
the δ-function initial condition (5.1) [31, Sec. 8.1]
LFPp1(ξ, χ|ξ0, χ0) = −δ(ξ − ξ0)δ(χ− χ0) . (5.9)
We have determined the auxiliary function p1(ξ, χ|ξ0, χ0) numerically using the finite
element method (FEM), which has the advantage that δ-distribution has a simple
implementation in the weak formulation of the FPE. A hierarchy of auxiliary functions
exists for higher moments of πmt(t|ξ0, χ0) [31, Sec. 8.1] and the approach using FEM
can be suitably generalised.
5.2.2. Mean meeting time In Figure 9, we compare the numerical results for T1 in the
case of finite chains with the infinite chain mean meeting time T1(∞) obtained from
Eqs. (4.8) and (3.11). We rescaled the results to keep the initial size of the bubble fixed
at x0 = 1, whereas we vary the total chain length L, using the scaling relations (5.5).
We observe a rapid exponential convergence with a characteristic convergence length
ℓ ≪ 1 to the infinite chain value, leading to |T1(10)/T1(∞) − 1| < ǫFEM ≃ 10−5, thus
being indistinguishable for the FEM implementation used here. The sole exception is
the critical point, where T1(∞) − T1(L) ∝ L−1. This is consistent with the entropic
term being scale-free as shown in Eq. (5.5). The exponential scaling can be recovered
by initially placing the bubble in the vicinity of one of the chain ends. Generally, the
presence of ends reduces the mean meeting time as it prevents the bubble from spreading
out as is demonstrated in Figure 10.
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Figure 9. Mean meeting time — finite chain. a) Dependence of the mean
meeting time T1 on c and f for L = 1, ξ0 = 0, and χ0 = 1. b) Scaling of T1
for a bubble of initial size x0 = 1 in a chain of length L in dependence on f . The
infinite chain results are approached exponentially in case of finite f . c) Comparison
of a bubble placed symmetrically in the centre of the chain with a bubble placed
asymmetrically at its edge. Presence of the boundary causes the exponential scaling to
remain at the melting temperature (f = 0), while the centrally placed bubble exhibits
scaling linear with L−1. Full lines are fits of linear T1(∞) + (T1(1) − T1(∞))/L or
exponential T1(∞) + (T1(1) − T1(∞)) exp(−(L − 1)/ℓ) functions, respectively, with
T1(∞) being analytically known in the case of the symmetric initial condition or
just another fitting parameter in the asymmetric case. The obtained values for the
characteristic convergence length are ℓ(N) = 0.42 ± 0.02, ℓ() = 0.192 ± 0.001, and
ℓ(H) = 0.096± 0.006.
5.2.3. Meeting position PDF The meeting position PDF is the time integrated
probability that the bubble closes at a given position ξ = χ along the absorbing
boundary. We restate it as the time-integrated projection of the probability current
~Se to the direction ~n3 orthogonally crossing the absorbing boundary in Fig. 8 taking on
the following form[
~Se(ξ, χ, t|ξ0, χ0) · ~n3
]
χ→ξ+
=
[(
−∂ξ + 2f + 2γ
χ− ξ ,−∂χ − 2f −
2γ
χ− ξ
)
Pe(ξ, χ, t|ξ0, χ0) · (5.10)
· 1√
2
(1,−1)
]
χ→ξ+
=
√
2
2
[(
−∂ξ + ∂χ + 4γ
χ− ξ
)
Pe(ξ, χ, t|ξ0, χ0)
]
χ→ξ+
,
where we have used the absorbing boundary condition to eliminate the term containing
f . The time integral of the previous equation is
πmp(ξ|ξ0, χ0) =
ˆ ∞
0
dt
[
~Se(ξ, χ, t|ξ0, χ0) · ~n3
]
χ→ξ+
=
=
1√
2
ˆ ∞
0
dt
[(
−∂ξ + ∂χ + 4γ
χ− ξ
)
Pe(ξ, χ, t|ξ0, χ0)
]
χ→ξ+
=
=
1√
2
[(
−∂ξ + ∂χ + 4γ
χ− ξ
)
p1(ξ, χ|ξ0, χ0)
]
χ→ξ+
. (5.11)
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Therefore the meeting position PDF can also be obtained from the first auxiliary
function p1(ξ, χ|ξ0, χ0) as the first moment of the meeting time PDF above. Numerical
observations show that both partial derivatives and p1(ξ, χ|ξ0, χ0)/(χ − ξ) stay finite
and non-zero as the limit χ → ξ+ is approached. Figure 10 shows results for selected
parameter values. As in the case of the mean meeting time, we observe a rapid
convergence of the meeting position PDF to the infinite chain values if the bubble
is placed symmetrically. Placing the bubble at the extremity of the chain significantly
modifies the shape of the PDF leading to a sharper peak around the initial position of
the bubble centre.
Figure 10. Meeting position — finite chain. Meeting position PDF for several
values of c for f = 0.4 for different initial conditions: a) L = 1, ξ0 = 0 and χ0 = 1, b)
L = 2, ξ0 = 0.5 and χ0 = 1.5. The PDF rapidly approaches the infinite chain value in
case of the symmetric initial placement of the bubble. c) L = 2, ξ0 = 0 and χ0 = 1.
The presence of the boundary modifies the shape of the distribution, which becomes
more concentrated around the peak values. The shaded area represents the range of
infinite chain values for identical parameters.
6. Possible experimental verifications
Successful experimental observation requires careful choice of the initial bubble size and
the measurement temperature. Increasing temperature introduces more experimental
noise into the measurements. In heteropolymers, the subdiffusive regime appears at
temperatures close to the melting temperature. On the other hand, at low temperatures,
the entropic effects play a reduced role.
The force f = β∆Gbp/2 resulting from the Gibbs free energy can be expressed in
terms of the enthalpy and entropy differences
f =
∆H(T )− T∆S(T )
2kBT
. (6.1)
At critical temperature ∆H(Tc) = Tc∆S(Tc); we linearly approximate the drift term
f =
∆S(Tc)(Tc − T )
2kBT
=
∆S◦(Tc)(Tc − T )
2RT
. (6.2)
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(R = kBNA
.
= 8.31J/(K.mol) is the gas constant and NA the Avogadro number).
An example DNA chain with average molar ∆H◦(Tc) ≡ NA∆H(Tc) = 30kJ/mol and
∆S◦(Tc) ≡ NA∆S(Tc) = 90J/(K.mol) has Tc = 333K. The force at physiological
temperature is thus f ≃ 0.4.
Previous experimental studies have measured the auto-correlation function which
can be related to the bubble survival probability. The auto-correlation function is an
integral of the meeting time PDF. In the case of the meeting time PDFs, we treated the
diffusion constant as a parameter which would first have to be determined independently
or fitted. Instead, we focus on the meeting position PDF in discussing the possible
experimental realisations. The meeting position PDF is independent of the exact value
of the diffusion constant, as the time variable is integrated out.
The difference between various values of c can be clearly discerned at the peak as
opposed to the tails, underlining the importance of knowing the entire meeting position
PDF. The difference in the peak value is 2.8 % between c = 2.12 and c = 1.76 for a
bubble of initial size of ten base pairs (see Figure 11). For a bubble of initial size of 100
bp and 1000 bp, the difference reduces to 0.68 % and 0.17 %, respectively. Our method
can be extended to cases when the initial bubble size has a known distribution; this
requires a convolution of the distribution with the Green function. An experimental
observation would require a preparation of bubbles of sizes of tens of base pairs at
physiological temperatures and subsequent observation of the histogram of their closing
position with a precision of 10−2.
Moreover, our results show a rapid approach of the finite chain to the infinite chain
results. Therefore, precise knowledge of the chain length should not be crucial and a
chain only several times longer than the initial bubble size would be sufficient to obtain
data described by the infinite chain PDFs.
The approach in this work reduces the three-dimensional conformational dynamics
of the DNA chain to the effective one-dimensional model with entropic interactions.
Such dimensional reduction appears leads to logarithmic terms in free energy in other
models as well. The interplay with bending and twisting of the DNA chain in three
dimensions may further influence the bubble dynamics — e.g., by formation of a bend
in the bubble which prevents its closing [50]. Care would have to be taken to separate
the closing dynamics as described here from such additional events. For example, a light
stretching force would reduce the formation of bends.
7. Conclusions
We have presented a solution of the Fokker-Planck equation governing DNA bubble
dynamics in the framework of the Poland-Scheraga model both for normal diffusion,
as well as for its fractional counterpart describing the subdiffusive dynamics in
heteropolymers.
Expressions for the meeting time and meeting position PDFs have been given in
the analytical form in the Laplace/Fourier image and numerically transformed back to
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Figure 11. Possibility of experimental observation. For a DNA homopolymer
around physiological temperatures and initial bubble size of 10 base pairs, the relative
difference between the peak values of the meeting position PDFs for c = 2.12 and
c = 1.76 is 2.8 %.
the full time/position variable range, thus extending previous results focused mainly on
the asymptotic behaviour of the meeting time PDF. Meeting position PDF, which is a
promising newly suggested quantity for the determination of the value of the entropic
loop exponent, shows in the subdiffusive case surprisingly universal asymptotic features
which appear to be pertinent to a whole class of stochastic processes. Furthermore, we
have studied the influence of a finite length of the DNA chain on the diffusive dynamic
of a bubble and shown a generic (with the only exception for the symmetrically placed
bubble at the critical point) exponentially fast convergence to the infinite length limit.
Our solution constitutes a reference point for more involved models or numerical
simulations. The results are relevant for determining the value of the entropic loop
exponent from the bubble breathing dynamics in future experiments.
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