For a fixed finite dimensional vector space, we parametrize all compatible topologies by vector subspaces. More precisely, for a given finite dimensional vector space X over a non-trivial valuation field (K, ν) whose metric completion (K,ν) is a locally compact space, we construct a correspondence between all topologies with which X becomes a topological vector space and subspaces ofX, whereX is a scalar extension of X. This correspondence is a lattice isomorphism between compatible topologies with the inclusion ⊂ and subspaces with the inverted inclusion ⊃.
Introduction
For a fixed topological field K, a topological vector space X over K is a vector space endowed with a topology with which the following operators are continuous:
• the addition: X × X ∋ (x, x ′ ) → x + x ′ ∈ X,
• the scalar Multiplication: K × X ∋ (α, x) → α · x ∈ X.
We call a topology on a vector space X with which X is a topological vector space a compatible topology. In this paper, we consider the set τ K (X) of all compatible topologies on a fixed finite dimensional vector space X over a fixed topological field K. Relating to τ K (X), in [1] , Garrett Birkhkoff studied a lattice of topologies, Σ(X). With the inclusion ⊂, it is a partially ordered set of all topologies on a fixed set X and any of its two elements have a supremum and infimum in it. A partially ordered set L with such an order ≤ is called a lattice, which is also seen as an algebraic structure with two binary operators:
Then, τ K (X) is a sub-partially ordered set of Σ(X). Our goal is to describe its lattice structure for a given topological field K and a vector space X. Chen Yong studied in [4] , geometric aspects of open neighborhoods in non-Hausdorff compatible topologies, introducing a notion of strip-space. Also, he stated that non-Hausdorff compatible topologies are determined by the closure of zero, {0}, which is a linear subspace. Indeed, it is valid, when a coefficient field K is a non-trivial complete valuation field that all compatible topologies τ K (X) correspond to all its subspaces σ K (X) because there is the only one compatible Hausdorff topology (see also [5] ). For example, in the case that K is R and X is R n , a map τ R (R n ) ∋ T → {0} ∈ σ R (R n ) is a canonical correspondence, where we take the closure of zero with respect to the topology T .
However, when the coefficient field of X is a non-trivial, non-complete valuation field like Q, the above correspondence does not hold generally, because more than one compatible Hausdorff topologies appear and thus, the map T → {0} is not injective. This paper mainly studies τ K (X) when X is a finite dimensional vector space over a non-trivial, non-complete valuation field. In this case, we conduct a metric completion of K denoted byK and a scalar extension defined asX :=K K X. Then we construct a more general correspondence between all compatible topologies τ K (X) and all subspaces ofX denoted by σK(X). Thus our main theorem ( §3, Theorem 3.3) is stated as follows:
Theorem. Let K be a non-trivial, non-complete valuation field and X be a finite dimensional vector space over K. Then mapsF : σK (X) → τ K (X) andĜ : τ K (X) → σK (X) are inverse maps (see §3, Definition 3.1 for the definitions ofF andĜ ). Moreover,F andĜ invert the inclusion relation.
As a result, τ K (X) is a lattice, which is isomorphic to all subspaces σK(X) with the inverted inclusion relation. As an application, by using the correspondence, we prove an equivalent condition of a linear map being continuous with respect to given compatible topologies on domain and codomain ( §5, Proposition 5.1). The following is the statement.
Proposition. Let K be a non-trivial valuation field whose metric completion is a locally compact space. Let X and Y be finite dimensional vector spaces over K. Then, for a linear map L : X → Y and for compatible topologies T X and T Y on X and Y , respectively, L is a continuous map from (X, The outline of this paper is as follows: In Section 2, we introduce and prepare some notations and propositions and we check a correspondence between compatible topologies and subspaces in the case that coefficient field is a non-trivial complete valuation field. In Section 3, we consider a vector space over a non-trivial non-complete valuation field. By a metric completion of the valuation field, we construct a correspondence between its all compatible topologies and all linear subspaces of a vector space over the complete valuation field. The Section 4 is devoted to prove the main theorem (Theorem 3.3) and in Section 5, we prove the equivalence of the condition of corresponding subspaces that a given linear map is continuous with respect to compatible topologies.
Preliminaries
In this paper, a term "topology" on a set X means a family of subsets of X which satisfies the open set axioms.
Lattices
Definition 2.1. A partially ordered set (L, ≤) is called a lattice if, for two elements x, y of L, a set {x, y} has a supremum s and an infimum i in L, where supremum (infimum, resp.) is an element s (i, resp.) of L satisfying the following two properties:
Because any two elements x, y of a lattice have a unique supremum and infimum defined above, thus we define binary operators x ∨ y and x ∧ y called the join and the meet defined by taking supremum and infimum of {x, y}.
is called a lattice homomorphism if f preserves their joins and meets, that is, f satisfies f (x ∨ 1 y) = f (x) ∨ 2 f (y) and 
We need a lemma relating to lattices.
Lemma 2.4. Let (P, ≤ P ) be a partially ordered set and (L, ≤ L ) be a lattice. If there is a bijection f : P → L such that f and its inverse map g preserve their order, then (P, ≤ P ) is also a lattice and f, g are lattice isomorphism between (P, ≤ P ) and (L, ≤ L ).
Proof. We denote the join operator of (L, ≤ L ) by ∨ L . For elements x, y of P , we define an element
. It is easily shown that z is a supremum of {x, y}. Thus x and y has a supremum. A similar argument holds for an infimum of {x, y}. Therefore (P, ≤ P ) is a lattice. The way we find a supremum of x and y
, where ∨ P is the join operator of (P, ≤ P ). Thus g preserves the joins. We can see g also preserves the meets by a similar argument. Therefore g and its inverse map f are lattice isomorphisms between (P, ≤ P ) and (L, ≤ L ).
Example 2.5. The following are two examples of lattices.
1. Let X be a set, and let Σ(X) denote the set of all topologies on X, namely elements of Σ(X) are families of subsets of X which satisfy the open set axioms. A partially ordered set (Σ(X), ⊂) is a lattice. For two topologies T 1 , T 2 on X, the join of {T 1 , T 2 } is the topology whose subbase is T 1 ∪ T 2 and the meet of
2. Let X be a linear vector space, and let σ(X) denote the set of all linear subspaces of X. Then (σ(X), ⊂) is a lattice, where the join of {S 1 , S 2 } is S 1 + S 2 and the meet of {S 1 , S 2 } is S 1 ∩ S 2 .
Topological Vector Spaces
Definition 2.6. A topological field K is a commutative field endowed with a topology with which the following three operators are continuous:
where we endow K × K and K \ {0} with a product topology and a relative topology of K, respectively.
Definition 2.7. Let K be a topological field and X be a vector space over K. We call a topology T on X is compatible with X if the following two operators of X are continuous with respect to T :
where we endow X × X and K × X with product topologies. A pair (X, T ) is called a topological vector space.
Definition 2.8. Let X be a vector space over a field K. For subsets A, B of X and for a subset L of K, we define the subsets A + B and L · A of X by
For simplicity, we denote {a} + B and A + {b} by a + B and A + b, respectively and also denote {α} · A by α · A.
Because shift maps X ∋ x → x + a ∈ X for fixed elements a ∈ X are self-homeomorphisms of a topological vector space (X, T ), we have the following:
1. a + A = a + A for all a ∈ X and all subsets A of X. Definition 2.9. Let K be a topological field, and let X be a vector space over K. We denote, by τ K (X), the set of all compatible topologies on X, that is,
, respectively if the coefficient field K is clear. We denote the set of all K-linear subspaces of X by σ K (X). We also abbreviate σ K (X) to σ(X) if there is no dangers to confuse.
Note that we do not identify homeomorphic topologies in this paper. Remark 2.10. If a topological field K is not a Hausdorff space, K is an indiscrete topological space (see [3] for a proof). Then, a vector space X over K can have only one compatible topology with X, namely the indiscrete topology (that is, τ K (X) = {{φ, X}}). Therefore we assume that a topological field K be a Hausdorff space for the rest of this paper. Definition 2.11. Let X and Y be vector spaces over a topological field K, and let f : X → Y be a linear map.
We can see easily that f * is a map from τ K (Y ) to τ K (X) and that, if f is surjective, f * is a map from τ K (X) to τ K (Y ).
For any family {T λ } λ∈Λ of τ K (X), a topology T sup generated by λ∈Λ T λ belongs to τ K (X) because the addition: (X, T sup ) × (X, T sup ) → (X, T λ ) and the scalar multiplication: K × (X, T sup ) → (X, T λ ) are continuous for all λ ∈ Λ. Therefore τ K (X) has the maximum (strongest) element with respect to the inclusion. We introduce a notation to denote this topology.
Definition 2.12. Let X be a vector space over a topological field K. Then, T max K (X) denotes the maximum topology in the τ K (X) with respect to the inclusion. We abbreviate T max K (X) to T max (X) if the coefficient field is clear.
Proof. Note that the condition of a topological vector space (X, T ) being a Hausdorff space is equivalent to the condition that, for all nonzero element x in X, there is an open neighborhood of zero which does not contain x. We denote the topology of the topological field K by T K . Let x 0 be a nonzero element in X. Then X is decomposed into a direct sum of span K {x 0 } and a linear subspace S, where span K {x 0 } is the linear subspace generated by {x 0 }. Let L be a linear map from X to K defined by
where α · x 0 and s are components of x with respect to the direct sum. Since K is a Hausdorff space, we can take disjoint open subsets V 1 and V 2 in K separating 0 and 1. Then we can separate zero and
, and by the definition of
. Therefore we can separate zero and an arbitrary nonzero x 0 by disjoint open subsets of T max (X) and we conclude that (X, T max (X)) is a Hausdorff space.
Next we define maps which will be used to construct a correspondence between τ K (X) and σ K (X).
Definition 2.14. Let X be a vector space over a topological field K. We define maps
as follows:
where π S : X → X/S is the quotient map.
In the next proposition, we show that G(T ) is actually a subspace of X and that G(T ) equals to the closure of zero, {0}, with respect to T . Proposition 2.15. For any T in τ K (X), a subset G(T ) of X is a K-subspace of X and equals to {0}, where we take the closure of zero with respect to T .
Proof. G(T ) contains zero by its definition. Fix two elements x, y in G(T ) and zero's open neighborhood U ∈ T . We can take zero's open neighborhood V satisfying V +V ⊂ U by the continuity of the addition at (0, 0). Then x, y belong to V , by the definition of G(T ), which implies x + y is in U . Since U is an arbitrary zero's open neighborhood in (X, T ), we have x + y ∈ G(T ). Hence G(T ) is closed under the addition. A similar argument holds for closedness under the scalar multiplication, using the continuity of the scalar multiplication at (α, 0) for all α ∈ K. Therefore G(T ) is a subspace of X.
Next we show that G(T ) equals to {0}. Take an arbitrary element x from {0} and zero's open neighborhood U ∈ T . Because x + U is an open neighborhood of x, we have x + U ∈ T contains 0, which implies −x is in U . Since U is an arbitrary zero's open neighborhood, −x is in G(T ). Then x is in the subspace G(T ). To show the other inclusion, take an element x from G(T ). Since G(T ) is a subspace, −x is in G(T ). Thus 0 = x + (−x) is in x + U for arbitrary zero's open neighborhood U in T , which implies x belongs to {0} because { x + U | 0 ∈ U ∈ T } is a base of a neighborhood system at x.
We see some properties of G and F 0 in the next lemma.
Lemma 2.16. Let T ∈ τ (X) be a compatible topology with X and S be a subspace of X. Then we have the following:
Proof. First, we prove 1. U + G(T ) ⊃ U holds since G(T ) contains 0 from Proposition 2.15. Take an element x from U + G(T ). Then x is represented as x = u + y, where u ∈ U and y ∈ G(T ). By the definition of
Next, we prove 2. It follows from the definition of F 0 (S, T ) and from ker(
The following lemma, which plays an important role in this paper states that all compatible topologies with X are constructed from Hausdorff ones and that, when a compatible Hausdorff topology is unique, compatible topologies are determined by their corresponding subspaces {0} as Chen described in [4] . Although essentially the same statement as this lemma is proven in §5 in [5] , when the coefficient field of X is R or C, here we give a proof for a more general topological field.
Lemma 2.17. Let X be a (may be infinite dimensional) vector space over a Hausdorff topological field K. Then we have the following.
The inverse map of F is G : τ (X) → σ(X).
(τ (X)
, ⊂) is a lattice and is isomorphic to the lattice (σ(X), ⊃) by G.
Proof. First, we show that F 0 is surjective. We fix T as an arbitrary element of τ (X). By extending a basis of G(T ), X is decomposed into X ′ G(T ), where X ′ ⊂ X is a linear subspace. We endow X ′ with a relative topology T X ′ of (X, T ) and G(T ) with the topology T max (G(T )). We define a natural linear isomorphism L by
We obtain a topology T 0 on X as a topology coinduced by L, where X ′ × G(T ) has a product topology. (X ′ , T X ′ ) is a Hausdorff topological vector space because the natural inclusion X ′ ֒− → X is linear and because, by the definition of G(T ), for any nonzero x ′ ∈ X ′ , we can take zero's open neighborhood U ∈ T to which x ′ does not belong. (G(T ), T max (G(T ))) is also a Hausdorff space from Proposition 2.13. Thus T 0 is a Hausdorff topology, that is, T 0 ∈ τ H (X). We complete a proof of 1 by showing the following equalities:
=T.
(1) follows from 2 of Lemma 2.16. For (2), any element U in T 0 is represented as (2) holds. The other inclusion in (2) can be proved by taking
For the other inclusion, take an element
Therefore we have the claim. Now we assume that τ H (X) = {T max (X)}. Since T 0 in the above proof coincides with
For an element x from X \ S (outside of S), because the quotient space (X/S, T max (X/S)) is a Hausdorff space from Proposition 2.13, we can take disjoint open neighborhoods
. This completes the proof of 2.
Lastly, the definition of G and 2 of Lemma 2.16 imply that G and F preserve the orders of (τ (X), ⊂) and (σ(X), ⊃). By Lemma 2.4, a partially ordered set (τ (X), ⊂) is a lattice and isomorphic to (σ(X), ⊃).
Definition 2.18. When τ K (X) has at most one element, we call the map F : σ K (X) → τ K (X) in the above Lemma 2.17 the strip map between σ K (X) and τ K (X).
By using Lemma 2.17, we can see that (τ (X), ⊂) is a sublattice of (Σ(X), ⊂) which consists of all topologies on X.
Corollary 2.19. Let X be a finite dimensional vector space over a topological field K. If τ H (X) consists of one element, then (τ (X), ⊂) is a sublattice of (Σ(X), ⊂), that is, for any two elements T 1 , T 2 in τ (X), the meet T 1 ∩ T 2 and the join T 1 ∨ T 2 of (Σ(X), ⊂) are again in τ (X), where T 1 ∨ T 2 is a topology on X whose subbase is T 1 ∪ T 2 .
Proof. For two elements T 1 , T 2 of τ (X), the join T 1 ∨ T 2 is again a compatible topology from the same argument of the definition of T max (X). For T 1 ∩ T 2 , from Theorem 3.3 and Lemma 2.16,
max (X) }, which coincides with F (G(T 1 ) + G(T 2 )) by Lemma 2.16. Thus T 1 ∩ T 2 is again in τ (X). This completes the proof.
Therefore we can understand the lattice (τ K (X), ⊂) by a lattice of all subspaces (σ K (X), ⊃) if τ H K (X) is a singleton. However, when τ H K (X) has more than one element, we can not understand (τ K (X), ⊂) just by using Lemma 2.17, since it does not state the structure of τ H K (X). Next, we give two examples of vector spaces which have a unique compatible Hausdorff topology and one example of a vector space which has more than one compatible Hausdorff topologies. Example 2.20. Let K be a finite field which has q elements with discrete topology, and X be a finite dimensional linear space over K. Because a Hausdorff topology on a finite point set is the discrete topology, we can use Lemma 2.17 to conclude that the number of elements of τ K (X) is equal to that of σ K (X), namely
, where n is a dimension of X.
We introduce a notion of a valuation field to give another example.
Definition 2.21. Let K be a commutative field. A function ν : K → R is called a valuation on K if ν satisfies the following four properties:
is complete and is not a discrete topological space, we call a valuation field (K, ν) a non-trivial complete valuation field.
Next we consider a finite dimensional vector space X over a non-trivial complete valuation field (K, ν). We see that τ H K (X) is a singleton by the following proposition stated in [3] . 
where K n has a product topology of K.
As a consequence, for a finite dimensional vector spaces over R, C and Q p , all compatible topologies correspond to its all subspaces. Next we give an example of a vector space which has more than one compatible Hausdorff topologies. Example 2.23. We endow a real field R with the ordinal topology defined by the ordinal absolute value and give a relative topology to K := Q. We construct two compatible Hausdorff topologies on X := Q 2 . One is a product topology T P and the other is constructed as follows. Let F := Q( √ 2) be a subfield of R which is the smallest field containing Q and √ 2. We identify X and F as a Q-vector space by a bijection map f : X → F by which (p, q) is sent to p + q √ 2. We endow F with a relative topology of R and endow X with an induced topology by f denoted by T f . Then, T P and T f are both Hausdorff compatible topologies. We show that T P does not coincide with T f as a family of open sets in X by contradiction. Assume that T P coincides with T f . Since zero has an open neighborhood which is contained in a set B := { (p, q) ∈ X | p 2 + q 2 < 1 } in (X, T P ), there is a small positive ǫ such that
is an open ball of radius ǫ and centered at 0 in R. Fix a sufficiently large positive integer m so that 10 −m < ǫ holds. We define a point (p 0 , q 0 ) in X by
where ⌊·⌋ is the floor function. Then f (p 0 , q 0 ) is in B ′ (0, ǫ), and thus is in B. This is a contradiction because 1 ≤ p 0 2 + q 0 2 .
Topologies on Vector Space over Non-complete Valuation Field
For the rest of this paper, we only consider K to be a valuation field (K, ν).
Our main theorem is an analogy of Lemma 2.17. First, we conduct a metric completion of a valuation field. Let (K, ν) be a non-trivial valuation field (see Definition 2.21). We denote byK the completion of K as a metric space (K, d ν ). ThenK has natural addition, + and multiple, * defined bŷ for allα ∈K, where {α n } ∞ n=1 is a sequence in K which converges toα ∈K. Now we have a complete valuation field (K,ν). For a given finite dimensional vector space X over K, we denote, byX, a tensor productK K X, which is aK-vector space and denote, by I : X →X, an injective map defined by x → 1 ⊗ x. Definition 3.1. We define mapsF :
where F is the strip map between σK (X) and τK (X) and we take the closure of I(U ) with respect to T max K (X).
We can see thatF (S) is an element of τ K (X) by the following reasons:X is a K-vector space by restricting the scalar multiplication to K ×X. Therefore, F (S) is an element of τ K (X). SinceF (S) is a coinduced topology by the K-linear map I : X →X, we haveF (S) ∈ τ K (X).
We show thatĜ(T ) is actually aK-subspace ofX. (X) ∋ V 1 , V 2 ⊂X satisfying U 1 + U 2 ⊂ U and V 1 + V 2 ⊂ V . Because x + V 1 and y + V 2 are neighborhoods of x and y, respectively, they intersect I(U 1 ) and I(U 2 ). Hence (x + y + V ) ∩ I(U ) is not empty, containing ((x + V 1 ) ∩ I(U 1 )) + ((y + V 2 ) ∩ I(U 2 )).
For the scalar multiplication, fix an element α ∈K and x ∈Ĝ(T ). If α is 0, then α · x is 0 and belongs toĜ(T ). If α is not 0, for an arbitrary zero's open neighborhood U ∈ T and neighborhood
and L · V ′ ⊂ V because of the continuity of the scaler multiplication. Since K is a dense subset of the Hausdorff spaceK, we have an element q ∈ L ∩ (K \ {0}). Now I(q
U is an open neighborhood of 0 ∈ X. Let I(q −1 · u) be an element of the intersection.
Thus α · x belongs to I(U ). Since U is arbitrary,Ĝ(T ) has α · x and is aK-subspace.
With the above preparation, our main theorem can be stated equivalently in the following way. Theorem 3.3. We have the following.
1.Ĝ andF invert the inclusion in σK(X) and τ K (X).
2.Ĝ •F
4. IfK has a locally compact topology with respect toν, thenF •Ĝ = id τK (X) . Thus (τ K (X), ⊂) is a lattice, which is lattice isomorphic to (σK(X), ⊃) byĜ.
Proof of the Main Theorem
First, we prove several lemmas.
Lemma 4.1. I(X) is a dense subset ofX with respect to any compatible topology T ∈ τK(X).
Proof. Letx be an element inX. We representx as Σ
. By applying Lemma 3.2 for X endowed with the indiscrete topology, T i , we obtain that G(T i ) = I(X) is aKsubspace ofX, where the closure is taken with respect to T max K (X). Thus I(X) is closed under the scalar multiplication and the addition, which implies thatx is in I(X). Thus, I(X) is a dense subset inX with respect to T max K (X) and it is also dense with respect to any weaker topology T than
there is an open neighborhood U ∈ T of zero in X, which satisfies the following property: If a subspace S ofX is contained in I(U ), then S ⊂Ĝ(T ) holds, where we take the closure of I(U ) with respect to T max K (X).
Proof. For a zero's open neighborhood U ∈ T , we define a positive integer Md(U ) by
Md(U ) := max{ dimK(S) | S is aK-subspace contained in I(U ) }.
Let m be the minimum number of Md(U )'s for all zero's open neighborhoods U ∈ T . We take a zero's open neighborhoods U 0 , U 1 ∈ T so that Md(U 0 ) attains m and that U 1 + U 1 ⊂ U 0 by the continuity of the addition at (0, 0). Because U 1 ⊂ U 0 , we have m ≤ Md(U 1 ) ≤ Md(U 0 ) = m and hence we can take a subspace S 1 contained in I(U 1 ) whose dimension is m. To prove the lemma, it suffices to show that any subspace S contained in I(U 1 ) is also contained in S 1 and that S 1 is equal toĜ(T ). For the first claim, take a subspace S which is contained in I(U 1 ). Since S 1 and S are contained in I(U 1 ), a subspace S + S 1 is contained in I(U 0 ). Here we use the inclusion A + B ⊂ A + B proved right after Definition 2.8. By the definition of Md(U 0 ), the subspace S + S 1 is m-dimensional, which contains the m-dimensional subspace S 1 . Thus S + S 1 is equal to S 1 , which implies S ⊂ S 1 . For the second claim, sinceĜ(T ) is contained in I(U 1 ), a subspaceĜ(T ) is contained in S 1 from the first claim. We prove the other inclusion by contradiction. Assume that we have an element x from S 1 \Ĝ(T ). By the definition ofĜ(T ), there is a zero's open neighborhood U 2 such that x does not belong to I(U 2 ). Take a subspace S 2 contained in I(U 1 ∩ U 2 ) whose dimension attains Md(U 1 ∩ U 2 ). Since S 2 and S 1 is contained in I(U 1 ), a subspace S 1 + S 2 is contained in I(U 0 ). Here we again use the inclusion A + B ⊂ A + B. Thus we have the following inequality:
This implies S 1 + S 2 is equal to S 2 , which is a contradiction because x ∈ S 1 + S 2 = S 2 ⊂ I(U 2 ). Definition 4.3. Let { b 1 , b 2 , . . . , b n } be a K-linear basis of X. Then { I(b 1 ), I(b 2 ) , . . . , I(b n ) } is â K-linear basis ofX. We define norms || · || X and || · ||X on X andX, respectively, defined by
Because I : X →X preserves coefficients, I preserves these norms. Moreover, the topologies which these norms define coincide with T max K (X) and T max K (X), respectively. This is proved as follows: Let T X be the topology which || · || X defines. It is easily checked that
For each k = 1, 2, . . . , n, by the continuity of the scalar multiplication at points (0, Lemma 4.4. Let A be a subset of X. Then, the following equalities hold:
where the closure and the interior are taken with respect to T max K (X) in the left hand side and to T max K (X) in the right hand side.
To prove the other inclusion, we take the norms defined in Definition 4.3 denoted by || · || X and || · ||X . Take an element from I(X) ∩ I(A) denoted by I(x). Since I(x) belongs to the closure of I(A), there is a sequence {a n } ∞ n=1 in A with ||I(x) − I(a n )||X → 0 (n → ∞). Since I preserves the norms, ||x − a n || X converges to 0, which implies that x is in the closure of A and that I(x) is in I(A).
For the second claim, A = I −1 (I(A)) follows from the injectivity of I and from the first equality. A) ) i ) holds and, by taking the image of I, we have the inclusion ⊃ in the second claim. Next, for an element I(x) in I((A) i ), we have an open ball B X (x, ǫ), defined by the norm || · || X , whose center is x and radius is ǫ contained in (A)
i . From the first equality and, as I is an isometry, BX (I(x), ǫ) ∩ I(X) = I(B X (x, ǫ)) ⊂ I(A) holds, where BX (I(x), ǫ) is an open ball whose center is I(x), radius is ǫ with respect to the norm || · ||X . By Lemma 4.1, I(X) is a dense subset ofX, which implies that BX (I(x), ǫ) ⊂ BX (I(x), ǫ) ∩ I(X) ⊂ I(A). Therefore, we have the other inclusion ⊂ in the second claim. Proof. Let S be aK-linear subspace ofX and putT := F (S), where F : σK(X) → τK (X) is the strip map. It suffices to show thatĜ •F (S) coincides with G(T ) because we have G(T ) = G • F (S) = S by Lemma 2.17 and Proposition 2.22. First, it is easy to show that:
where we take the closure with respect to T max K (X). Next, because I(X) is a dense subset ofX and, 
The definition of U ′ and 2 of Lemma 2.16 implies that V 1 is an open neighborhood of zero with respect to F (Ĝ(T )) and that U
′ is an open neighborhood of zero inF (Ĝ(T )). We show that U ′ is contained in U . Since I(U 0 ) includesĜ(T ), we have
, where we use the inclusion A + B ⊂ A + B right after Definition 2.8. By taking the intersection with I(X) and by Lemma 4.4, we have the following:
Taking the inverse image of I, we complete the proof to show that U ′ ⊂ U . Theorem 4.1 (Restatement). Let (K, ν) be a non-trivial valuation field and X be a finite dimensional vector space over K. Then the mapsF : σK(X) → τ K (X) andĜ : τ K (X) → σK (X) defined in Definition 3.1 satisfy the following properties:
1.F andĜ invert the inclusion relation ⊂ in σK(X) and in τ K (X),
4. if the completion (K,ν) is a locally compact space, thenF •Ĝ = id τK (X) . Thus (τ K (X), ⊂) is a lattice and is lattice isomorphic to (σK (X), ⊃) byĜ.
Proof. 1 follows from the definition ofF andĜ. 2 and 3 follow from Lemma 4.5 and Lemma 4.6. We show 4, especiallyF •Ĝ(T ) ⊂ T . Fix an element T of τ K (X). By Lemma 4.2, there is a zero's open neighborhood U in which any subspace contained is also contained inĜ(T ). By Lemma 4.9, we have a balanced neighborhood N contained in U , and we take a zero's open neighborhood contained in N denoted by U ′ . Let Y be the quotient spaceX/Ĝ(T ) and P :X → Y be the quotient map. We claim that, for all nonzero y ∈ Y , there exists a positive number M y depending on y, such that for any α ∈K satisfyingν(α) ≥ M y , we have α · y ∈ P • I(U ′ ), where we take the closure of P • I(U ′ ) with respect to T max K (Y ). We give a proof by contradiction. Suppose that α · y belongs to P • I(U ′ ) for arbitrary large α with respect to the valuationν. Then y = 0 is represented as y = P (x), x ∈X \Ĝ(T ). By Lemma 4.7, P • I(U ′ ) equals to P (I(U ′ )), where we take the closure of I(U ′ ) with respect to T max K (X). More precisely, by the continuity of P : (X,
we have the inclusion ⊃. Because an open set P (X \ I(U ′ )) does not intersect P (I(U ′ )) from Lemma 4.7, P (I(U ′ )) is a closed subset containing P •I(U ′ ). Thus we have P • I(U ′ ) = P (I(U ′ )). This implies that α · y ∈ P • I(U ′ ) is equivalent to α · x ∈ I(U ′ ). Hence α · x ∈ I(U ′ ) for arbitrary large α, and a subspace generated by x is contained in I(U ) because N is a balanced neighborhood. Because of the way we take U , the point x is inĜ(T ) and this contradicts against y being nonzero. Now we again take a balanced neighborhood N ′ contained in U ′ . By extending a basis ofĜ(T ), we obtain a subspace is an open ball centered at q whose radius is r with respect to the norm || · || Y . Since ν is non-trivial, we fix an element κ with ν(κ) > 1. We define a subset A of Y as follows:
We use the assumption ofK being locally compact to deduce that A is a compact subset in (Y, T max K (Y )). For all element y in A, we can take a natural number n y so that κ ny ≥ M y holds and positive number ǫ y so that B Y (κ ny · y, ǫ y ) ∩ P • I(N ′ ) = ∅ holds. Since A is compact, we can take a finite subcover of 1, 2 , . . . , m }. Let M be the maximum of { n yi |i = 1, 2, . . . , m }. Take a nonzero element y from P (I(N ′ )). Then there exists an integer z satisfying ν(κ z ) ≤ ||y|| Y < ν(κ z+1 ). Because κ −z · y is in A by the definition of A, we can take i so that
, where W is a zero's open neighborhood with respect to T max K (X). Because P (W ) is a zero's open neighborhood in Y , the inclusion B Y (0, δ) ⊂ P (W ) holds for some positive δ. We can take λ ∈ K \ {0} so that ν(λ) < δ/ν(κ M+1 ) holds. We show that a neighborhood of zero λ · N ′ in (X, T ) is contained in V . Let x be an element of N ′ . Since the norm of P • I(x) is bounded by ν(κ M+1 ), we have ||P • I(λ · x)|| Y ≤ ν(λ)ν(κ M+1 ) < δ. Thus P • I(λ · x) is in P (W ), and I(λ · x) ∈ W +Ĝ(T ). By taking the inverse image of I, we deduce λ · x is in V . Therefore we have λ · N ′ ⊂ V ∈F •Ĝ(T ) andF •Ĝ(T ) ⊂ T . By Lemma 2.4, we conclude that (τ K (X), ⊂) is a lattice, which is isomorphic to (σK(X), ⊃) ifK is a locally compact space.
Application
By using the main theorem, we can describe the continuity of linear maps in terms of subspaces. Example 5.2. Let K = Q be the rational number field with the ordinal absolute value and X := Q n be an n-dimensional Q-linear space for n ≥ 2. IdentifyingQ with R (⊃ Q) andX :=Q Q Q n with R n , we have a correspondence between τ Q (Q n ) and σ R (R n ) by Theorem 3.3. With the above identification, using homogeneous coordinates [x 1 : x 2 : . . . : x n ] ∈ P n−1 (R), we define the topology on Q n byF (span R {(x 1 , x 2 , . . . , x n )}) denoted by T 
where we identify P GL n (Q) with a subset of P GL n (R).
