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Vorwort
Das Werkzeug der Videodetektion des Verkehrs ist, insbesondere im Tunnelbetrieb, schon seit
Jahren im Einsatz. Mittels der sogenannten intelligenten Kameras ko¨nnen dort Sto¨rfa¨lle wie
Unfa¨lle und Bra¨nde in wenigen Sekunden erfasst und dem Operator gemeldet werden. Dieses
System wird sich auf Grund seiner Detektionsschnelligkeit und Vielfa¨ltigkeit der Anwendung
in Straßenverkehrstunneln durchsetzen. Außerhalb von Tunneln besteht an Straßenbereichen
mit hohen verkehrlichen und vor allem verkehrssicherheitstechnischen Problemen ebenfalls ein
großer Bedarf, Sto¨rfa¨lle automatisch zu erkennen und kritische Situationen zu detektieren und
streckenbezogene Verkehrsinformationen zu gewinnen. Die Auswerteverfahren der im Einsatz
befindlichen statischen Videodetektionssysteme basieren meist auf Referenzbildern und sind
daher auf konstante Lichtverha¨ltnisse angewiesen. Hinzu kommt, dass bei statischen Kameras
nur ein relativ beschra¨nkter Straßenabschnitt eingesehen werden kann. Die in dieser Arbeit
beschriebene Schwenk-Neige-Kamera hat den Vorteil, einerseits einen wesentlichen gro¨ßeren
Verkehrsbereich zu erfassen, aber auch an Kreuzungen den Verkehr mehrerer Richtungen
aufzunehmen. Damit ko¨nnen erhebliche Kosten eingespart werden. Kern der Arbeit war
es ein Verfahren zu entwickeln, das Situationsanalysen ohne Referenzbild ermo¨glicht und
Objekte eindeutig identifiziert. Die exakte Ausrichtung der Kamera zu jedem Zeitschritt
ist Voraussetzung, um unter Nutzung von abgelegtem Vorwissen in einem Szenenmodell
die Einscha¨tzung von Verkehrssituationen abzuleiten. Fu¨r die Objektverfolgung wurde der
Condensation-Algorithmus gewa¨hlt, der auch bei schwierigen Bedingungen robuste Ergebnisse
garantiert. Schließlich wurde eine Pru¨fsoftware entwickelt, die die Verfahren zur Orientie-
rungsbestimmung, zur Extraktion von Objektmerkmalen und schließlich zur Objektverfolgung
beschreibt und nach Aufstellung einer Wissensbasis die Modelle an Hand realer Szenen
validiert. Herr Brake hat mit dieser Arbeit einen wertvollen Beitrag geleistet, verkehrliche
Probleme an Straßenabschnitten und Kreuzungen mit der Schwenk-Neige-Kamera mit wirt-
schaftlich vertretbarem Aufwand zu analysieren. Er hat mit dieser Arbeit 2008 am Lehrstuhl
fu¨r Straßenwesen, Erd- und Tunnelbau der RWTH Aachen promoviert.
Aachen, im Juli 2008
Prof. Dr. habil. Bernhard Steinauer
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VORWORT
”
Stets das Rechte tun ist der Weg,
auf dem ein Leben gelingt,
eine gut gebaute Straße
ohne to¨dliche Gefahren.“
Spru¨che 12, 28
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KURZFASSUNG
Kurzfassung
Zur Erho¨hung der Sicherheit auf Straßen werden zunehmend Videokameras zur Beobach-
tung des Verkehrsgeschehens eingesetzt. Hierzu kommen aus wirtschaftlichen Gru¨nden meist
Schwenk-Neige-Kameras zum Einsatz. Eine Automatisierung der Sto¨rfallerkennung mittels Vi-
deodetektionssystemen (VDS) wa¨re eine deutliche Erleichterung fu¨r den Betrieb. Zudem bo¨ten
VDS die Voraussetzungen, streckenbezogene Verkehrsinformationen zu gewinnen, deren Erfas-
sung durch herko¨mmliche Detektionssysteme nicht mo¨glich ist.
Weil die Auswerteverfahren der zur Zeit im Einsatz befindlichen VDS fu¨r statische Perspekti-
ven und konstante Lichtverha¨ltnisse konzipiert und daher meist referenzbildbasiert sind, ko¨nnen
diese bei beweglichen Kameras und bei vera¨nderlichen Umfeldbedingungen nicht oder nur be-
dingt eingesetzt werden. Fu¨r VDS, die auch bei sich a¨ndernder Perspektive sowie allen Witte-
rungen eingesetzt werden sollen, sind demnach Verfahren zu verwenden, die nicht auf festen
Referenzbildern basieren.
Im Hinblick auf diese Aspekte wurde in dieser Arbeit ein Verfahren entwickelt, das eine
Situationsanalyse von Straßenverkehrsszenen fu¨r Schwenk-Neige-Kameras ohne Referenzbild
ermo¨glicht. Die beiden Kernaufgaben des Modells, die Auswahl geeigneter Verfahren sowie die
Verknu¨pfung extrahierbarer Merkmale mit definiertem Vorwissen, wurden unter Beru¨cksichti-
gung der Funktionsweise menschlicher Intelligenz entwickelt.
Um eine robuste Objekterkennung zu ermo¨glichen, waren Verfahren zur Merkmalsextraktion
herauszuarbeiten. Es wurde untersucht, welche Merkmale eines digitalisierten Bildes geeignet
sind, um ein Objekt eindeutig zu identifizieren und zu beschreiben. Einen besonderen Schwer-
punkt bildet hier die Entwicklung eines Konzepts zur Extraktion von Objektkonturen.
Nur bei bekannter Ausrichtung der Kamera (Schwenk-, Neigewinkel, Brennweite) kann eine
exakte Bestimmung von Objektpositionen bzw. eine Interpretation von Objektbewegungen er-
folgen. Es wurden drei Verfahren eingehend untersucht, welche die Kameraorientierung aus den
Informationen der vorhandenen Bildsequenz und dem im Szenenmodell abgelegten Vorwissen
ableiten.
Zur Objektverfolgung wurde mit dem Condensation-Algorithmus ein Verfahren umgesetzt,
mit dem robuste Ergebnisse auch unter schwierigen Bedingungen erreicht werden.
Fu¨r die Evaluierung der vorgestellten Modelle und Verfahren wurde eine Pru¨fsoftware ent-
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wickelt, in der die Verfahren zur Orientierungsbestimmung, zur Extraktion von Merkmalen
sowie zur Objekterkennung und -verfolgung implementiert werden. Nach Aufstellung einer
Wissensbasis wurden die Modelle anhand detaillierter Analysen realer Szenen validiert.
Abschließend werden die Ergebnisse dieser Arbeit zusammengefasst sowie ein Ausblick fu¨r
zuku¨nftige Forschungsfelder im Bereich der Videodetektion gegeben.
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ABSTRACT
Abstract
To increase safety on roads, an increasing number of cameras are being used to observe the
traffic situation. For economic reasons, rotatable cameras are mostly used. An automation of
the incident detection by means of video detection systems (VDS) would be a clear relief for
the operation. In addition, VDS could be used to gain spatial traffic-data, which is not possible
by conventional detection systems.
Because the techniques of currently-used VDS are designed for static perspectives and con-
stant lighting conditions and are therefore mostly based on a reference picture, they cannot be
used with rotatable cameras and changing environmental conditions. Therefore, for VDS which
are to be used with changing perspectives and all weather conditions, procedures which are not
based on fixed reference pictures have to be used.
With a view to these conditions, a procedure to make a situation analysis of traffic scenes
for rotating cameras possible without using reference pictures was developed. The development
of the two main tasks of the model–the selection of suitable procedures as well as the linking
of extractable characteristics with defined previous knowledge-took human intelligence into
consideration.
In order to make a reliable object recognition possible, procedures for the extraction of cha-
racteristics had to be worked out. The usability of several characteristics of a digitized picture
were examined in order to identify and describe an object clearly. Here the development of a
concept for the extraction of object outlines was a special emphasis.
An accurate determination of object positions and an interpretation of object movements can
only take place using a known adjustment of the camera (direction, slope angle, focal length).
Three procedures which derived the camera orientation from the information of the existing
picture sequence and the given knowledge put in a scene model were examined in detail.
For object tracking the Condensation algorithm was executed, which achieves reliable results
even under difficult conditions. A test software was developed for the evaluation of the presented
models and procedures, in which the orientation regulation, the extraction of characteristics as
well as object recognition and tracking are implemented. After creating a knowledge base, the
models were validated with detailed analyses of lifelike traffic scenes.
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ABSTRACT
At the end of the text, the results of this work are summarized, and a view for future research
fields within the range of video detection is given.
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1 Einleitung und Problemstellung
1.1 Ausgangssituation
Aufgrund der stetig zunehmenden Verkehrsbelastungen in Ballungsra¨umen und im u¨bero¨rtli-
chen Straßennetz geraten die Verkehrssysteme immer ha¨ufiger an ihre Leistungsgrenzen. Weil
ein Neu- und Ausbau des Straßennetzes aus ra¨umlicher und finanzieller Sicht meist nicht
mo¨glich oder erwu¨nscht ist, wird eine effizientere Nutzung des vorhandenen Verkehrsraums
durch beeinflussende Maßnahmen angestrebt.
Auf Bundesfernstraßen werden aufgrund der knappen Mittel fu¨r einen dementsprechenden
Ausbau in ju¨ngster Zeit vermehrt Seitenstreifen in Spitzenbelastungszeiten fu¨r den Verkehr
freigegeben. Dem so erreichten Kapazita¨tszuwachs steht jedoch ein zusa¨tzliches Gefa¨hrdungs-
potenzial gegenu¨ber, weil wa¨hrend der Freigabe kein fla¨chendeckender Raum fu¨r Pannenfahr-
zeuge mehr zur Verfu¨gung steht. Fu¨r die Gewa¨hrleistung der Verkehrssicherheit bei einer tem-
pora¨ren Seitenstreifenfreigabe stehen deshalb zwei Aspekte im Vordergrund: Zuna¨chst muss
sichergestellt sein, dass sich bei Freigabe des Seitenstreifens kein Fahrzeug auf diesem befin-
det, des Weiteren ist fu¨r den Fall, dass ein havariertes Fahrzeug auf dem Seitenstreifen steht, die
Freigabe desselben unverzu¨glich aufzuheben. Sowohl die Kontrolle vor und wa¨hrend der Frei-
gabezeiten sind insbesondere bei la¨ngeren Abschnitten nur mittels einer Videou¨berwachung
effizient durchfu¨hrbar.
In Ballungsra¨umen sind zudem ha¨ufig Verkehrsinformationsdienste aus o¨ffentlicher und pri-
vater Hand im Einsatz, um u¨ber die Bereitstellung von aufbereiteten Verkehrsinformationen
oder Routenempfehlungen eine optimale Nutzung des vorhandenen Verkehrsraums zu errei-
chen. Zur Darstellung und Prognose der Verkehrslage werden u¨berwiegend lokal erhobene
Daten verwendet. Diese besitzen jedoch streng genommen nur fu¨r den Erfassungsquerschnitt
Gu¨ltigkeit, so dass aussagekra¨ftige Informationen wie Dichte und Reisezeit nicht dargestellt
werden ko¨nnen.
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1.2 Problemstellung
Schon bei der Konzeption der ersten Seitenstreifenfreigabe in Deutschland kam der Wunsch
nach einer videobasierten Sto¨rfalldetektion auf, um die Freigabekriterien automatisch zu pru¨fen
sowie die laufende ¨Uberwachung auf havarierte Fahrzeuge durchzufu¨hren. Wa¨hrend im Tunnel-
bereich die Videodetektionstechnik weit fortgeschritten und verbreitet ist, ist die Nutzung dieser
Technik im Außenbereich problembehaftet. Insbesondere die optischen Auswirkungen durch
Witterung, wechselnde Lichtverha¨ltnisse und Schwankungen durch Mastbewegungen erfordern
intelligente Verfahren zur Kompensation dieser Sto¨reffekte. Weitere Schwierigkeiten fu¨r die
automatische Sto¨rfalldetektion ergeben sich aus dem Wunsch der Betreiber, fu¨r die Seitenstrei-
fenu¨berwachung Schwenk-Neige-Kameras einzusetzen. Einerseits bieten diese aufgrund der
Reduzierung der notwendigen Infrastruktur (Vervielfachung des Kameraabstands) wirtschaft-
liche Vorteile, zudem kommt die Mo¨glichkeit der manuellen Steuerung (schwenken, neigen,
zoomen) dem betrieblichen Wunsch entgegen, im Sto¨rfall individuell genauere Informationen
zu gewinnen. Auf der anderen Seite beno¨tigen konventionelle Videodetektionssysteme immer
eine statische Kameraperspektive, da sie i.d.R. auf Basis eines Referenzbildes arbeiten und ge-
naue Kenntnisse der Geometrie bzw. Perspektive voraussetzen. Aufgrund dieser Einschra¨nkung
existieren derzeit noch keine Systeme zur automatischen Videodetektion fu¨r Schwenk-Neige-
Kameras.
1.3 Vorgehensweise
Inhalt dieser Arbeit ist die Entwicklung von Verfahren, die Bildsequenzen einer Schwenk-
Neige-Kamera hinsichtlich komplexer Szenen zu interpretieren. Nach Darstellung der An-
wendungsgebiete fu¨r Schwenk-Neige-Kameras im Straßenverkehr in Kapitel 2 und einer
Einfu¨hrung in die Videodetektion im Verkehrsbereich (Kapitel 3) werden die Schritte von der
Bildaufnahme bis hin zur Bildinterpretation beschrieben. Die programmiertechnische Umset-
zung und ¨Uberpru¨fung sa¨mtlicher hierzu erforderlichen Algorithmen ist ebenfalls Bestandteil
dieser Arbeit.
Soll trotz der zuvor genannten Probleme bei Schwenk-Neige-Kameras im Außenbereich die
Videodetektionstechnik zur automatischen Sto¨rfalldetektion herangezogen werden, sind diverse
Modelle notwendig, die in Kapitel 4 zusammengestellt und mit einem definierten Vorwissen
verknu¨pft werden. Ferner wird in diesem Kapitel die Architektur der Pru¨fsoftware entwickelt,
die zur ¨Uberpru¨fung der ausgewa¨hlten Verfahren dienen soll.
Im ersten Schritt ist es notwendig, Objekte in einem bewegten Bild zu identifizieren. Hierbei
sollte zum Beispiel erkannt werden, ob Bildinhalte zum unvera¨nderlichen Hintergrund geho¨ren
(z.B. Straßenlaterne, Stromkasten, Leitpfosten) oder ob es sich um ein bewegliches Objekt han-
delt. Hier ist zu unterscheiden zwischen Objekten, die relevant fu¨r die Situationsanalyse sind
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wie Fahrzeuge, Personen und verlorene Ladung auf der Fahrbahn, und Objektbewegungen, die
keine Bedeutung fu¨r die Szene haben. Als Beispiel fu¨r unbedeutende Bewegungen seien hier
durch Wind umherfliegendes Laub, Vo¨gel oder sonstige Objekte außerhalb des Untersuchungs-
raums genannt. Nur wenn bekannt ist, aus welchen Teilen die Szenenobjekte bestehen und
welche optischen und geometrischen Eigenschaften diese besitzen, kann gezielt nach ihnen ge-
sucht und somit die entsprechende Bildinformation abstrahiert werden. Diese Interpretation ist
nur anhand eines Modells mo¨glich, das Vorwissen u¨ber die zu erwartenden Objekte sowie die
Einsatzumgebung aufnehmen und verknu¨pfen kann. Das im Rahmen dieser Arbeit hierfu¨r ent-
wickelte und umgesetzte generische Szenenmodell wird in Kapitel 5 behandelt.
Fu¨r eine robuste Objekterkennung wird weiterhin herausgearbeitet, welche Merkmale eines
digitalisierten Bildes geeignet sind, um ein Objekt eindeutig zu identifizieren und zu beschrei-
ben. Kapitel 6 (Identifikation von Objekten) bescha¨ftigt sich ausfu¨hrlich mit verschiedenen
Verfahren zur Bildverarbeitung der Objekterkennung- und repra¨sentation.
Der zweite notwendige Schritt auf dem Weg zur Situationseinscha¨tzung von Verkehrsszenen
ist die eindeutige Bestimmung von Objektpositionen. Weil nur bei bekannter Ausrichtung der
Kamera (Schwenk-, Neigewinkel, Brennweite) eine exakte Interpretation der Objekte erfolgen
kann, kommt diesem Schritt eine besondere Bedeutung zu. Da es sich bei Bildern um eine
zweidimensionale Abbildung dreidimensionaler Szenen handelt, ist diese Bestimmung jedoch
nicht trivial. Hier fließen Informationen aus dem entwickelten Szenenmodell ebenso wie die
Ergebnisse des in Kapitel 7 beschriebenen Abbildungsmodells ein. Inhalt dieses Modells ist
zum einen die Bestimmung der Kameraorientierung und -bewegung alleine aus den Infor-
mationen der vorhandenen Bildsequenz und dem im Szenenmodell abgelegten Vorwissen, zum
anderen die Koordinatenbestimmung beliebiger Objekte innerhalb des sichtbaren Bildes.
Sind Kameraorientierung und Objektpositionen bekannt, werden im dritten Schritt die Re-
lativbewegungen der Objekte erfasst und analysiert. Hierzu bedarf es Algorithmen, welche
die aktuellen Positionen vorausscha¨tzen und validieren. Im Kapitel 8 wird die Thematik der
Trackingverfahren genauer behandelt. Anhand der Objektpositionen, der Bewegungsrich-
tungen und -geschwindigkeiten muss anschließend unter Zuhilfenahme des Szenenmodells
in einem Entscheidungsmodell (Kapitel 9) abgeleitet werden, ob eine Gefahrensituation vor-
herrscht.
Sa¨mtliche vorgestellten Modelle werden in einer Software programmtechnisch umgesetzt.
Die Modelle und Algorithmen werden abschließend anhand aufgezeichneter Szenarien mit rea-
len Verkehrssituationen in einem Feldtest (Kapitel 10) auf ihre Tauglichkeit u¨berpru¨ft und
beurteilt.
Die Ergebnisse dieser Arbeit werden in Kapitel 11 zusammengefasst sowie ein Ausblick fu¨r
zuku¨nftige Forschungsfelder im Bereich der Videodetektion gegeben.
3
2 Anwendungsgebiete fu¨r
Schwenk-Neige-Kameras im
Straßenverkehr
In Kapitel 1.1 wurde beschrieben, dass die durch die zunehmende Verkehrsbelastung bedingten
Defizite im Straßenverkehrsablauf beeinflussende Maßnahmen erfordern. Als sicherheitsrele-
vante Anwendung wurde die automatische ¨Uberwachung von Seitenstreifen vor und wa¨hrend
einer tempora¨ren Freigabe identifiziert. Das derzeit vorhandene Sicherheitsdefizit bei tem-
pora¨ren Seitenstreifenfreigaben ist die prima¨re Motivation fu¨r die Entwicklung eines Vide-
odetektionssystems fu¨r Schwenk-Neige-Kameras. Ein solches System besitzt daru¨ber hinaus
weitere Potenziale im Bereich der Verkehrsbeeinflussung. Als wichtiges Einsatzfeld ist hierbei
die Verkehrszustandsermittlung zu nennen. Auch die Kombination beider Anwendungen, die
Verkehrszustandsermittlung als Freigabekriterium fu¨r Seitenstreifen, ist sinnvoll. Im Folgen-
den werden diese und weitere Anwendungsgebiete von Videodetektionssystemen fu¨r Schwenk-
Neige-Kameras erla¨utert.
2.1 Tempora¨re Freigabe von Seitenstreifen
2.1.1 Notwendigkeit von Seitenstreifenfreigaben
Aufgrund des starken Verkehrswachstums der vergangenen Jahrzehnte gera¨t die vorhandene
Verkehrsinfrastruktur immer ha¨ufiger an ihre Kapazita¨tsgrenze. Zur besseren Ausnutzung des
Straßennetzes hinsichtlich der Leistungsfa¨higkeit in Abha¨ngigkeit von Straßenangebot und Ver-
kehrsnachfrage steht mit der Verkehrstelematik ein erprobtes Mittel der Verkehrsbewa¨ltigung
zur Verfu¨gung. Sie la¨sst eine optimierte Nutzung der vorhandenen Netzkapazita¨ten durch ver-
besserte Verkehrsabla¨ufe zu und tra¨gt auf diese Weise zur Verbesserung der Mobilita¨t sowie zu
einem erheblichen Teil zur Erho¨hung der Verkehrssicherheit bei. Durch stetige Weiterentwick-
lung verbesserte Sie die Informationen der Fahrer u¨ber die unmittelbar vor ihnen liegenden
Streckenabschnitte (z. B. Stauwarnung) und die Gewa¨hrleistung eines Ho¨chstmaßes an Sicher-
heit durch Beeinflussung des Fahrablaufs direkt an der Straße mittels Harmonisierung des Ver-
kehrsablaufs. ¨Uber das Maß der erhofften Effekte wie Kapazita¨tszuwachs, Reduzierung der Rei-
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sezeiten sowie des damit verbundenen Sicherheitsgewinns existieren diverse Untersuchungen.
Der Sicherheitsgewinn einer Streckenbeeinflussungsanlage (SBA), gemessen an der Reduzie-
rung der Unfallzahlen, ist durch [Sie00] eindeutig nachgewiesen worden. Demnach kann die
Anzahl der Unfa¨lle um bis zu 30% reduziert werden. Auch die Reduzierung der Zusammen-
bruchswahrscheinlichkeit durch Streckenbeeinflussungsanlagen ist unumstritten. [Sch03] weist
diesen Effekt in seiner Arbeit nach. Dennoch sind die Aussagen bezu¨glich des Kapazita¨tszu-
wachses durch SBAn teilweise widerspru¨chlich. Wa¨hrend [Zac72] einen Kapazita¨tszuwachs
von bis zu 10% in empirischen Untersuchungen aufzeigt, weist [Ku¨h99] weit ho¨here Kapa-
zita¨tszuwa¨chse nach, kann diesen Effekt jedoch nicht fu¨r alle Anlagen besta¨tigen.
Bei vielen Streckenabschnitten mit regelma¨ßigen und deutlichen ¨Uberschreitungen der Ka-
pazita¨t ist deshalb der Neubau einer VBA als Maßnahme zur Kapazita¨tssteigerung entweder un-
zureichend oder aber wegen eines mittelfristig zu erwartenden Ausbaus des Streckenabschnitts
als unwirtschaftlich anzusehen. Zudem werden selbst im vordringlichen Bedarf des Verkehrs-
wegeplanes ausgewiesene Ausbaumaßnahmen wegen der angespannten Haushaltslage oft nicht
oder spa¨t realisiert. Aus diesen Gru¨nden wurden in den letzten Jahren auch im Hinblick auf die
weiter zunehmende ¨Uberlastung an vielen Autobahnabschnitten ¨Uberlegungen zu Alternativen
fu¨r kapazita¨tssteigernde betriebliche Maßnahmen angestellt. Speziell wurde in diesen Fa¨llen
die Nutzung des Standstreifens durch dessen Ummarkieren als zusa¨tzlicher Fahrstreifen fu¨r den
fließenden Verkehr erwogen. Gema¨ß [FGS03a] kann somit mit Kapazita¨tszuwa¨chsen von 40 bis
50 % gerechnet werden.
2.1.2 Verkehrssicherheit
Standstreifen (amtlich: Seitenstreifen) werden in der Regel fu¨r das Abstellen von havarierten
Fahrzeugen, zum Ausweichen bei Hindernissen, fu¨r die Verkehrsfu¨hrung bei Baustellen, als
Fahrgasse bei Unfa¨llen, als Arbeitsraum fu¨r den Betriebsdienst oder als Weg fu¨r den Rettungs-
dienst genutzt, sie dienen also in erster Linie der Sicherheit des Straßenbetriebs. Die Regelquer-
schnitte fu¨r Bundesautobahnen der Straßenkategorie AI sehen deshalb einen Seitenstreifen vor.
Der Seitenstreifen ist zwar Bestandteil der Fahrbahn, darf jedoch, außer in den oben genannten
Fa¨llen, nicht befahren werden. Wegen der grundsa¨tzlichen Bedeutung des Seitenstreifens wird
seine Verwendung als zusa¨tzlicher Fahrstreifen auch bei tageszeitlich begrenzten Freigaben nur
sehr restriktiv angewendet. Hierbei muss der durch die Kapazita¨tserho¨hung erreichte Nutzen
einem eventuellen Sicherheitsnachteil infolge des fehlenden Seitenstreifens gegenu¨bergestellt
und in jedem Einzelfall sorgfa¨ltig abgewogen werden. Nur bei u¨berlasteten Autobahnabschnit-
ten mit ha¨ufigen Staus oder schweren Verkehrssto¨rungen, die Auffahrunfa¨lle nach sich ziehen,
sind durch die Benutzung des Seitenstreifens so starke Entlastungen mo¨glich, dass die durch
den Wegfall des Seitenstreifens entstehenden Sicherheitseinbußen und andere Nachteile, wie
z.B. fehlende Abstellmo¨glichkeit fu¨r Pannenfahrzeuge oder Zugang fu¨r Rettungsfahrzeuge, in
Kauf genommen werden ko¨nnen ([WWWa]).
Untersuchungen bezu¨glich Sicherheitsgewinnen oder -defiziten bei fehlendem Seitenstreifen
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ergaben keine durchweg eindeutige Aussagen. Wa¨hrend [Arn01] bei fehlenden Seitenstreifen
und Nothaltebuchten eine Zunahme um 80% der Unfa¨lle mit schwerem Personenschaden aus-
machte, kommen [Hei98] und [Mat02] zu dem Ergebnis, dass die Sicherheitsgewinne bei der
tempora¨ren Seitenstreifenumnutzung u¨berwiegen. Die Untersuchung von [Dam03] fasst zusam-
men, dass Seitenstreifen eine deutliche Reduzierung der Stauunfa¨lle zur Folge haben, jedoch bei
einigen Streckenabschnitten starke Zuwa¨chse bei den Unfa¨llen mit schwerem Personenscha¨den
zu verzeichnen sind. Es folgt jedoch, dass eine nur auf Zeiten hoher Verkehrsbelastung be-
schra¨nkte Freigabe des Seitenstreifens gegenu¨ber der dauerhaften Ummarkierung im Hinblick
auf die Verkehrssicherheit, den Verkehrsablauf und den Betrieb vorteilhaft ist.
Neben der Gefa¨hrdung durch zeitweise Hinwegnahme des Seitenstreifens ist festzustellen,
dass der Vorgang der Freigabe selbst ein großes Gefa¨hrdungspotenzial aufweist und mit rechtli-
chen Problemen behaftet ist, weil im Zeitraum der Sperrung havarierte und noch nicht beiseite
geschaffte Fahrzeuge ein großes Sicherheitsrisiko fu¨r Fahrzeuge darstellen, die den nun freige-
gebene Seitenstreifen nutzen. Es obliegt deshalb der Pflicht des Betreibers, vor Freigabe dessen
gefahrlose Befahrbarkeit sicherzustellen.
Seit dem 14. Dezember 2001 ist durch § 41 der StVO die tempora¨re Freigabe von Seiten-
streifen zumindest rechtlich abgesichert. Hiernach ist vor jeder Anordnung zu pru¨fen, ob der
Seitenstreifen frei von Hindernissen ist.
Die Pru¨fung kann in der Praxis durch
• Vorbeifahrt durch Polizeistreife
• augenscheinlich (Monitoring)
• vollautomatisch
vollzogen werden.
2.1.3 Bestehende ¨Uberwachungsanlagen
Die erste Pilotanlage wurde im Jahr 2001 an der Bundesautobahn A 4 zwischen Refrath und
Merheim eingerichtet. Eine Strecke von 1,7 km wurde mit 17 statischen Kameras auf 9 Me-
ter hohen Masten ausgeru¨stet, um den Seitenstreifen mittels Videoanalysen vollautomatisch
zu u¨berwachen und die Anlage vollautomatisch zu betreiben. Die damals hochgesteckten Zie-
le konnten jedoch nicht erreicht werden, da insbesondere widrige Witterungsbedingungen und
die Da¨mmerung die Verfahren der Videoanalysen u¨berforderten. Ferner mussten die Kame-
raabsta¨nde fu¨r eine lu¨ckenlose ¨Uberwachung wegen der kurvenreichen Trassierung und sicht-
einschra¨nkender Bru¨ckenbauwerke auf ca. 100 Meter verku¨rzt werden. Anfangs erfolgte die
Freigabe nach Vorbeifahrt einer Polizeistreife durch Umklappen von Hinweistafeln. Diese
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Mo¨glichkeit der Kontrolle bedeutet einen hohen Personalaufwand und birgt einige Risiken,
weil in der Zeitspanne zwischen Begutachtung und Freigabe havarierte Fahrzeuge nicht ent-
deckt werden konnten. Aus diesem Grund schien die ¨Uberwachung des Streckenabschnitts mit
Videokameras unumga¨nglich, wobei die u¨bermittelten Videobilder in einer Zentrale von Ope-
rateuren betrachtet werden.
Wa¨hrend in ¨Osterreich bereits Planungshandbu¨cher zur Errichtung von Videoanlagen erarbei-
tet wurden ([SFA07]), existieren in Deutschland noch keine derartigen Richtlinien. Trotz jahre-
langer positiver Erfahrungen mit der Videotechnik im Ausland in verschiedenen Anwendungs-
bereichen des Verkehrswesens werden auf bundesdeutschen Straßenverkehrsanlagen nur verein-
zelt Videodetektionssysteme ausgeschrieben. Selbst in Tunneln, die im Rahmen des Nachru¨st-
programms mit Videokameras ausgestattet werden, ist eine automatische Detektion nicht vor-
geschrieben.
Videokameras ohne automatische Detektion werden mittlerweile in Niedersachsen, Hessen
und Bayern zur ¨Uberwachung der Seitenstreifenfreigabe eingesetzt.Wegen der hohen Investi-
tionskosten der Kameras sowie der Masten kamen zum u¨berwiegenden Teil Schwenk-Neige-
Kameras zum Einsatz. Durch die Fernsteuerung (Zoomen, Schwenken, Neigen) deckt die Ka-
mera ein erheblich gro¨ßeres Sichtfeld ab, das jedoch nur durch dementsprechendes Bewegen
der Kamera komplett eingesehen werden kann. Durch programmierte Bewegungsabla¨ufe kann
die Kamera den Seitenstreifen u¨berpru¨fen.
2.1.4 Notwendigkeit automatischer zyklischer Ereignisdetektion
Neben der kritischen Sicherheitssituation bei der Freigabe eines Seitenstreifens ist der betrieb-
lichen Sicherheit ein hoher Stellenwert zugeordnet. Diese Pru¨fung ist deshalb nach der Frei-
gabe zyklisch zu wiederholen, wobei die Methode und der Zyklus fu¨r diese wiederkehrende
¨Uberpru¨fung bis dato nicht definiert sind und im Ermessen des Betreibers liegen. Die Presse-
meldung in Abbildung 2.1 zeigt die Gefa¨hrdung auf, denen Personen in havarierten Fahrzeugen
ausgesetzt sind. Dabei sind gefa¨hrliche Ereignisse auf Seitenstreifen keineswegs vereinzelte
Ereignisse, wie eine Studie von [Ger06] belegt. In einem 2-wo¨chigen Feldtest wurde die A 9
(Mu¨nchberger Senke) auf einer La¨nge von ca. 300 Metern hinsichtlich gefa¨hrlicher Ereignisse
auf Seitenstreifen untersucht. Die Sichtung der Aufzeichnungen deckte auf, dass es innerhalb
dieser Zeitspanne auf diesem Abschnitt vier gefa¨hrlich langsame Fahrzeuge und sieben hal-
tende Fahrzeuge, meist aufgrund einer Panne, gab. Soll die tempora¨re Seitenstreifenfreigabe
weiterhin eingesetzt werden, ist fu¨r einen sicheren Betrieb die Unterstu¨tzung der Operatoren
durch automatische visuelle Systeme unabla¨ssig. Diese mu¨ssen in erster Linie die Anforderung
erfu¨llen, eine Gefahrensituation schnell zu erkennen und dem Operator zu melden. Daru¨ber hin-
aus ist es fu¨r die Akzeptanz des Systems außerordentlich wichtig, dass die Detektion verla¨sslich
und robust ist. Werden Gefahrensituationen unter gewo¨hnlichen Umsta¨nden nicht erkannt, ist
der Nutzen des gesamten Systems in Frage zu stellen. Auf der anderen Seite werden Operatoren
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durch zu ha¨ufige Fehlmeldungen des Systems u¨berfordert, so dass eine gewisse Fehlalarmrate
nicht u¨berschritten werden sollte.
Abbildung 2.1: Pressemeldung eines Unfalls auf einem freigegebenen Seitenstreifen ([Pol])
2.2 Verkehrszustandsermittlung
Verkehrszusta¨nde sind eine wichtige Datengrundlage fu¨r o¨ffentliche und private Verkehrsinfor-
mationsdienste. La¨nder, Kommunen und Private bieten vermehrt webbasierte Informationssy-
steme an (z.B. [WWWb]), bei denen sich jeder Verkehrsteilnehmer vor Antritt der Fahrt oder
mittels mobilen Endgera¨ten unterwegs u¨ber den Verkehrszustand auf seiner Route erkundigen
kann. Private Anbieter nutzen die Verkehrsdaten meist zusa¨tzlich zur dynamischen Routenemp-
fehlung. Außerdem stellen Verkehrszusta¨nde die Klassifikationsbasis fu¨r die Weitergabe von
Verkehrsinformationen innerhalb von Verkehrsmanagementsystemen dar.
2.2.1 Verkehrszustandsermittlung basierend auf lokalen
Verkehrsdaten
Fu¨r die Ermittlung des Verkehrszustands werden meist lokale Verkehrsdaten (i.A. u¨ber In-
duktionsschleifen oder ¨Uberkopfsensoren) erfasst und in Verkehrszustandsklassen u¨berfu¨hrt.
Gebra¨uchlich sind hier die Einteilungen des Merkblatts fu¨r die Ausstattung von Verkehrs-
rechnerzentralen und Unterzentralen (MARZ, [MAR99]) oder die Verwendungen der
”
Le-
vels of Service“ (LoS) des Handbuchs fu¨r die Bemessung von Straßenverkehrsanlagen (HBS,
[FGS03a]). Das Verfahren nach MARZ unterscheidet vier Verkehrszusta¨nde (frei, za¨hfließend,
dicht, gestaut), welche mittels Schwellwertverfahren aus den Eingangsgro¨ßen lokale Progno-
segeschwindigkeit und (quasilokale) Prognosedichte ermittelt werden. Das Verfahren des HBS
wurde prima¨r fu¨r die Bemessung von Straßenverkehrsanlagen konzipiert und sieht anhand der
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mittleren Pkw-Reisegeschwindigkeit als Eingangsgro¨ße eine sechsstufige Einteilung der Ver-
kehrsqualita¨t (Levels A-E) vor. Nach [Off01] ist der LoS in leicht modifizierter Weise auch die
Grundlage neuerer Algorithmen der Verkehrsflussanalyse.
Befand sich der Fokus von Verkehrsinformations- und managementsystemen in der Vergan-
genheit meist auf u¨berregionalen Verkehrswegen, wurden in ju¨ngster Zeit o¨ffentliche und priva-
te Verkehrsmanagementsysteme auch vermehrt fu¨r Ballungsra¨ume und Innensta¨dte umgesetzt.
Da die oben genannten Verfahren zur Verkehrszustandsanalyse fu¨r Richtungsfahrbahnen außer-
orts konzipiert sind, ist deren Anwendbarkeit auf Innerortsstraßen als fraglich zu bezeichnen.
Abgesehen davon, dass die oben genannten Verfahren zur Verkehrszustandsklassifikation kei-
ne Beru¨cksichtigung von Umfeldbedingungen, Trassierung oder Schaltungen von Lichtsignal-
anlagen (LSA) enthalten, hat im innersta¨dtischen Bereich die Wahl des Messquerschnitts einen
starken Einfluss auf die Aussagekraft der erhobenen lokalen Daten. Messstellen, die sich direkt
hinter einem Knotenpunkt befinden, weisen i.A. andere Geschwindigkeitsverteilungen auf als
Messstellen auf freier Strecke oder vor LSA. Demnach ist der Schluss von lokal erfassten Daten
auf den Verkehrszustand eines Abschnitts nur bedingt mo¨glich. Aussagekra¨ftige Kenngro¨ßen,
wie Reise- oder Verlustzeiten sind aus lokalen Daten nicht unmittelbar extrahierbar.
2.2.2 Verkehrszustandsermittlung mittels mobil erfasster
Verkehrsdaten
Bei Floating Car Data (FCD) handelt es sich um mobil erfasste Verkehrsdaten, welche die
ra¨umlich-zeitliche Bewegung eines Fahrzeuges beschreiben. Die Erfassung dieser Daten setzt
eine entsprechende Hardwareeinheit (OBU: On-Board-Unit) voraus, welche sowohl Erfas-
sungsaufgaben (Positionsermittlung u¨ber GPS), Protokollierung des Fahrtverlaufs sowie die
Kommunikation mit der Verkehrsleitzentrale u¨bernimmt. Im Gegensatz zu Verfahren, die auf lo-
kalen Verkehrsdaten basieren, ermo¨glicht es die FCD-Technologie, Reisezeiten- und geschwin-
digkeiten direkt zu messen.
Das Potenzial der mobilen Verkehrsdaten ist nach [Hub01] und [Off01] in mehreren For-
schungsprojekten mit umfangreichen Feldversuchen untersucht worden (u.A. LoCoMoTiv,
STORM, WAYFlow, Taxi-FCD). Aufgrund der bislang sehr geringen Ausstattungsrate von
Fahrzeugen mit entsprechenden OBUs und die hierdurch statistischen Unsicherheiten ist nach
[Ste06] die Nutzung von FCD fu¨r die kollektive Verkehrsbeeinflussung nur in großen Sektoren
und langen Analyseintervallen bei gleichzeitig hoher Verkehrsbelastung von Nutzen.
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2.2.3 Videobasierte Verkehrszustandsermittlung
Lokale Verkehrsdaten werden mittlerweile auch mit Videodetektionssystemen erhoben (siehe
auch Kapitel 3.2.1). Obwohl die Kamerasensoren in den Verkehrsraum
”
hineinschauen“ und
somit abschnittsbezogene Daten erhoben werden ko¨nnten, beschra¨nkt sich die Auswertung der
ga¨ngigen Systeme meist auf
”
virtuelle Messschleifen“. Die Unzula¨nglichkeiten der auf lokalen
Messdaten basierenden Verfahren zur Verkehrszustandsklassifikation bestehen also auch hier.
Die Potenziale der Videodetektion werden demnach nicht voll genutzt.
2.3 Weitere potenzielle Anwendungen
Neben der Seitenstreifenu¨berwachung und Verkehrszustandsermittlung existieren weitere An-
wendungen im Verkehrsbereich, in denen Schwenk-Neige-Kameras - geeignete Bildanalysever-
fahren vorausgesetzt- ein verkehrstechnisches Potenzial besitzen. Im Folgenden werden einige
Anwendungsmo¨glichkeiten vorgestellt.
Kombination der Anwendungen
Durch das gro¨ßere Blickfeld von Schwenk-Neige-Kameras und deren Mo¨glichkeit, den Ver-
kehrsraum bei gleichzeitiger Erfassung der Fahrzeugmengen und -geschwindigkeiten
”
abzusu-
chen“, ko¨nnen sowohl im innersta¨dtischen als auch im Autobahnbereich abschnittsweise Ver-
kehrszusta¨nde erfasst, klassifiziert und zur Information bereitgestellt werden. Der Vorteil ge-
genu¨ber bereits vorhandenen Verkehrsdetektions- und -informationssystemen besta¨nde in fol-
genden Punkten:
• Da die Verkehrsdichte aus dem beobachteten Abschnitt direkt ermittelt werden kann, wa¨re
eine wesentlich feinere und genauere Bestimmung von Verkehrskenngro¨ßen in Echtzeit,
also ohne eine zeitliche Aggregierung von Daten, mo¨glich.
• Die Kombination mehrerer Anwendungen ko¨nnen in eine Detektionseinheit zusam-
mengefasst werden. Eine Kamera kann z.B. fu¨r einen definierten Streckenabschnitt
die Verkehrszusta¨nde ermitteln, hierauf basierend eine Seitenstreifenfreigabe empfeh-
len, die Freigabekriterien u¨berpru¨fen und wa¨hrend der Freigabe eine Sto¨rfalldetektion
durchfu¨hren. Durch eine laufende ¨Uberpru¨fung der Verkehrssituation kann gegebenen-
falls die Freigabe des Seitenstreifens wieder aufgehoben werden.
Abbildung 2.2 symbolisiert diese Anwendung. Hier ist beispielhaft dargestellt, wir spurge-
trennte Verkehrsstufen in frei definierten Absta¨nden erkannt und symbolisiert werden.
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frei
dicht
zähfließend
gestaut
Verkehrsdichten
Abbildung 2.2: Verkehrszustandsermittlung in Echtzeit (in Anlehnung an [WWWb])
Personendetektion
Im Bereich der Fußga¨nger-Bewegungsinterpretation erscheinen mehrere Anwendungen denk-
bar. Die Technik kann fu¨r sicherheitsrelevante Bereiche (Objektu¨berwachung) ebenso eingesetzt
werden wie fu¨r LSA-Anforderungssysteme und zur Unterstu¨tzung wissenschaftlicher Untersu-
chungen.
Gefahrendetektion / Objektu¨berwachung
In Verkehrsra¨umen, in denen Fußga¨nger sich selbst oder andere Verkehrsteilnehmer gefa¨hr-
den, ist eine Fußga¨ngerdetektion sinnvoll. Diese besta¨nde im Prinzip aus den in Kapitel 9.3
und 9.4 dargestellten Algorithmen, in denen an mo¨glichen Eintrittbereichen nach besonderen
Merkmalen (hier: Kopf-Schulter-Partie) gesucht wird und diese zeitlich-o¨rtlich verfolgt werden.
Im Tunnelbereich sowie bei der Objektu¨berwachung ist die Anwendung der Personendetektion
bereits vereinzelt im Einsatz. Neu wa¨ren hier die Ansa¨tze, die Robustheit mittels referenzbild-
freier Verfahren zu erho¨hen sowie mittels der Schwenk-Neige-Technik und den im Rahmen
dieser Arbeit entwickelten Algorithmen wesentlich gro¨ßerer Areale mit nur einer Kamera zu
u¨berwachen.
Bewegungsanalysen
Pla¨tze mit hohen Fußga¨ngerstro¨men und beschra¨nktem Raum, wie U-Bahn-Passagen,
Fußga¨ngerzonen, Schalterbereiche und Bahnho¨fe (siehe Abbildung 2.3), sind oft durch chaoti-
sche Bewegungen und auf Grund der mangelnden
”
Verkehrsregeln“ durch gegenseitige Behin-
derungen gekennzeichnet. Um fußga¨ngerverkehrsreiche Pla¨tze optimal gestalten zu ko¨nnen ist
eine vorangegangene Analyse der Fußga¨ngerstro¨me hilfreich. Die hier entwickelten Verfahren
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bieten die Mo¨glichkeit, mittels Langzeitbewegungsanalysen die Grundlage fu¨r wissenschaftli-
che Untersuchungen zu bilden.
Abbildung 2.3: Bewegungsanalyse von Fußga¨ngerstro¨men (Prinzipdarstellung)
Anforderungsschaltungen
Im innersta¨dtischen Bereich ko¨nnten die entwickelten Verfahren eingesetzt werden, um LSA-
Bedarfsschaltungen zu steuern. Die Detektion von Fußga¨ngern bzw. Menschentrauben ko¨nnte
eine Verbesserung der Schaltungen ermo¨glichen. Ebenso kann durch fru¨hzeitige Erfassung und
Abscha¨tzung der Gehgeschwindigkeit von Fußga¨ngern in der Anna¨herungsphase die Ankunfts-
zeit vorausgescha¨tzt werden, die Gru¨nphase rechtzeit angefordert und somit die Wartezeiten
optimiert werden.
LSA-Steuerung
LSA-Steuerungen werden u¨berwiegend mittels eines vorgegebenen Signalprogramms mit kon-
stanter Umlaufzeit gesteuert (Festzeitsignalprogramm). Um ein Optimum zwischen Verlust-
zeiten und Wartezeit zu erreichen, werden vereinzelt variable Signalprogramme oder Anfor-
derungssysteme (meist schleifen- oder infrarotbasiert) eingesetzt. LSA mit Signalprogrammen
ko¨nnen zwar auf tageszeitliche Schwankungen der Verkehrsrelationen reagieren, die Auswahl
des Programms beruht jedoch auf den historischen Erfahrungen und nicht auf der tatsa¨chlichen
Verkehrssituation. Anforderungssysteme haben zudem folgende Nachteile:
• Fahrzeuge werden erst erfasst, sobald diese die Anforderungsschleife u¨berfahren bzw.
den Infrarotsensor unterfahren haben. Fahrstreifengetrennte Schleifen werden meist nah
an der LSA, Infrarotdetektoren meist am Peitschenmast der LSA selbst installiert. Dies
hat ein Anhalten des Fahrzeuges vor der Detektion zu Folge.
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• Die genaue Anzahl von Fahrzeugen in der Warteschlange ist bei Belegungssensoren
schwer ermittelbar.
Die Potenziale einer Schwenk-Neige-Kamera im LSA-Bereich sind in Abbildung 2.4 darge-
stellt.
Rückstaudetektion
Ermittlungaller
VerkehrsströmeFrühzeitige Erkennung
nahender Fahrzeuge
Abbildung 2.4: Potenziale eine SNK im LSA-Bereich
Der wesentliche Vorteil einer Schwenk-Neige-Kamera mit entsprechenden Auswerteverfah-
ren la¨ge in einer Dynamisierung der Steuerung. Dies kann erreicht werden, indem das aktuelle
Verkehrsgeschehen erfasst und als Grundlage fu¨r die Steuerung genutzt wird. Ebenso wie bei
der zuvor beschriebenen Fußga¨ngerdetektion bra¨chte der Einsatz einer beweglichen Kamera
die Mo¨glichkeit, die sich bei Rot-Phase na¨hernden Fahrzeuge bereits im Vorfeld zu erfassen
und hiermit pro-aktive Schaltungen zu ermo¨glichen. Des Weiteren wa¨re die mengenma¨ßige Er-
fassung der Abbiegerelationen der letzten Umla¨ufe ein wichtiges Kriterium, um die Steuerung
anhand der aktuellen Verkehrsrelationen zu optimieren. Zusa¨tzlich ko¨nnte die Funktionalita¨t
integriert werden, spurgenaue Ru¨ckstaus zu erfassen und eine entsprechend la¨ngere Gru¨nphase
anzufordern.
Rampenzuflusssteuerung
Rampenzuflusssteuerungen an Anschlussstellen von Bundesautobahnen haben die Aufgabe,
einfahrende Pulks durch eine geeignete Zuflussdosierung aufzulo¨sen. Ziel ist es, den Verkehr
auf der Hauptfahrbahn damit stabil zu halten. Die Umlaufzeiten der LSA auf der Rampe wird
meist in Abha¨ngigkeit der Belegung des stromabwa¨rts liegenden Messquerschnitts gewa¨hlt und
ist so konzipiert, dass in jedem Umlauf ein bis zwei Fahrzeuge passieren ko¨nnen.
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Optimal wa¨re eine Steuerung, die eine weglu¨ckenbasierte Steuerung vornimmt. Fahrzeuge
sollten bevorzugt eingefahren werden lassen, wenn ein ausreichend große Weglu¨cke auf dem
rechten Fahrstreifen zu erwarten ist.
Die Detektion von Weglu¨cken sowie die Prognose des Belegungszustandes ist mit den im
Rahmen dieser Arbeit beschriebenen Verfahren mo¨glich (vgl. Abbildung 2.5). Durch den Ein-
satz einer Schwenk-Neige-Kamera ko¨nnte zudem die Verkehrslage der Hauptfahrbahn beurteilt
sowie zyklisch eine ¨Uberpru¨fung des Ru¨ckstaus auf der Rampe stattfinden.
Vorhersage
Beobachtung
Rampe LSA
Hauptfahrbahn
Weglückendetektion
Kamera
Rückstauerfassung
Abbildung 2.5: Weglu¨ckenprognose zur Rampenzuflusssteuerung
2.4 Zusammenfassende Darstellung der
Einsatzmo¨glichkeiten
Auf dem Anwendungsgebiet der tempora¨ren Nutzung von Seitenstreifen ist eine Pru¨fung des-
selben vor und wa¨hrend der Freigabe unabla¨ssig. Die ¨Uberwachung durch Operatoren kann ab
einer gewissen La¨nge des zu u¨berwachenden Abschnitts nicht in der notwendigen Geschwin-
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digkeit gewa¨hrleistet werden. Die videobasierte Sto¨rfalldetektion wa¨re hier ein Mittel, die Si-
cherheit auf Autobahnen zu erho¨hen und das Personal bei Entscheidungen zu unterstu¨tzen.
Des Weiteren existieren auf dem Gebiet der automatischen Verkehrszustandsermittlung De-
fizite. Auf lokalen Verkehrsdaten basierende Verfahren sind besonders im Innerortsbereich zur
Verkehrszustandsermittlung unpraktikabel.
Schwenk-Neige-Kameras sind in der Lage, nach vorgegebenen Programmen verschiedene
Positionen anzufahren (
”
scans“). Bei entsprechend hohem Standpunkt der Kamera kann so-
mit ein großer Abschnitt beobachtet werden. Geeignete Algorithmen bzw. marktreife Produkte,
welche diese Informationen aus bewegten Bildern extrahieren, existieren bislang nicht.
Es ist demnach wu¨nschenswert, die Videodetektionstechnik dahingehend zu entwickeln, dass
aussagekra¨ftige Verkehrskenngro¨ßen wie Reisezeit und Verkehrsdichte erhoben werden ko¨nnen
sowie die lokale Einschra¨nkung der Datengu¨ltigkeit durch die Betrachtung eines mo¨glichst
großen Abschnitt aufgehoben werden kann.
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3 Videodetektionssysteme (VDS)
In diesem Kapitel werden die bisherigen Erfahrungen mit Videodetektionssystemen (VDS) be-
schrieben. Nach der Erla¨uterung des Aufbaus und der Komponenten von VDS wird ein ¨Uber-
blick der Entwicklungen und Anwendungsgebiete der letzten Jahrzehnte gegeben. Neben den
Einsatzgebieten wird auch auf videospezifische Probleme durch a¨ußere Einflu¨sse eingegangen.
Unter der Zielsetzung eines neu zu konzipierenden VDS, das die Schwa¨chen bisheriger Systeme
vermeiden soll, werden neben den Einflu¨ssen auch die Defizite bisheriger Methoden der Bild-
verarbeitung genannt. Des Weiteren werden grundlegende Bildanalyseverfahren beschrieben,
auf denen weitergehende Methoden zur robusten Objekterkennung fußen.
3.1 Systeme
3.1.1 Systemarchitektur
Die notwendigen Komponenten eines VDS sind in Abbildung 3.1 aufgefu¨hrt. Unverzichtbare
Bestandteile von Videodetektionssystemen sind die Kamera- und Auswerteeinheit. An erster
Stelle des Systems steht die Kamera als optischer Aufnehmer des Geschehens. Die Qualita¨t der
Kamera bzw. des Kamerasignals, Installationsort und -ho¨he sind mit entscheidend fu¨r die Gu¨te
der automatischen Datenerhebung und Szeneninterpretation. Die Signale der Kamera werden
in analoger oder digitaler (evtl. komprimierter) Form zu der Auswerteeinheit u¨bertragen oder
bei entsprechender Technik direkt in der Kamera verarbeitet. Im Regelfall wird das Signal au-
ßerhalb der Kamera verarbeitet, die aufgenommene Szene muss dann von der Kamera zur Aus-
werteeinheit und optional zu einem Monitor u¨bertragen werden. Zum Durchschalten verschie-
dener Signalquellen an einen oder mehrere Monitore wird eine Kreuzschiene als Steuergera¨t
beno¨tigt. Die ¨Ubertragung des Videosignals kann je nach Entfernung analog u¨ber Kupfer- oder
Koaxialkabel sowie nach Digitalisierung und Codierung auch u¨ber Netzwerke (LAN/WAN)
umgesetzt werden. Vorteil einer Netzwerklo¨sung ist, dass die kostenintensive Kreuzschiene
entfa¨llt bzw. durch eine
”
virtuelle Kreuzschiene“ ersetzt wird. Nachteil der digitalen Lo¨sung
ist jedoch, dass Video-Massendaten eine erhebliche ¨Ubertragungsbandbreite beno¨tigen. Aus
diesem Grund werden Videostreams meist codiert bzw. komprimiert. Mittels Codecs (
”
Coder-
Decoder“) ko¨nnen die Datenstro¨me je nach Anwendungsgebiet auf einen Bruchteil reduziert
werden, indem z.B. fu¨r das menschliche Auge nicht erkennbare Informationen verworfen wer-
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den. Da die u¨berwiegende Zahl der Codecs verlustbehaftet ist, gehen allerdings auch Informa-
tionen im Bild verloren, die jedoch fu¨r die Bildinterpretation wichtig sein ko¨nnten. Daher wird
bei Videoanlagen in den meisten Fa¨llen die ¨Ubertragung des Videosignals von der Kamera bis
zur Auswerteeinheit analog, der Signalweg bis zum Monitor z.B. u¨ber ein lokales Netzwerk in
komprimierter digitaler Form konzipiert.
Kameraeinheiten
Monitor
Videokreuzschiene
Aufzeichnung/
ArchivierungAuswerteeinheiten
Abbildung 3.1: Komponenten eines Videodetektionssystems
Wird das aufgenommene Bild lediglich auf einem Monitor zwecks einer augenscheinli-
chen ¨Uberwachung dargestellt, wird diese Betriebsform auch als
”
Monitoring“ bezeichnet. Erst
durch eine Auswerteeinheit kann der Anwender mit den gewu¨nschten Daten bzw. erforderliche
Alarmmeldungen versorgt werden. Die Auswerteeinheit ist sowohl als Software- als auch als
Embedded-Lo¨sung denkbar. Hardwarebasierte Systeme, die als onboard-Systeme auch direkt
in der Kameraeinheit untergebracht sein ko¨nnen, sind durch ihre kompakte Bauweise platz-
und auf Grund geringer Wa¨rmefreisetzung a¨ußerst energiesparend. Dieser Aspekt mag fu¨r eine
einzelne auszuwertende Kameraeinheit irrelevant sein, kann bei der Auswertung von vielen Vi-
deosignalen, etwa in großen Tunnelanlagen, entscheidendes Kriterium sein. Weiterhin ist eine
leichte Wartung der Einheiten durch einfachen Austausch der Module gewa¨hrleistet. Haupt-
nachteile der hardwarebasierten Systeme ist jedoch, dass diese im Gegensatz zu PC-Systemen
meist deutlich weniger Rechenleistung aufweisen und weniger flexibel an neue Programmver-
sionen angepasst werden ko¨nnen.
Weiterhin kann in der Videoaufzeichnung eine optionale Komponente eingesetzt werden, die
es ermo¨glicht, Einzelbilder oder Videosequenzen parallel zur Auswertung aufzuzeichnen. In der
Regel werden die Videodaten digital auf Festplatten oder vereinzelt auch auf Ba¨ndern gespei-
chert. Eine Aufzeichnung kann in vielerlei Hinsicht sinnvoll sein, wie z.B. zur Entwicklung und
Verbesserung von VDS oder um Fehlerquellen zu beseitigen. Weil VDS oftmals auch zu Ver-
kehrsu¨berwachungszwecken eingesetzt werden, ist eine Aufzeichnung z.B. bei Schadensfa¨llen
zur Rekonstruktion von Unfallherga¨ngen und zur Beweissicherung von Nutzen.
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3.1.2 Systemtypen
3.1.3 Statische Systeme
Als statische Kameras werden diejenigen Kameras bezeichnet, deren Standort und Ausrichtung
wa¨hrend des Betriebs konstant sind. Da fu¨r die meisten Verfahren der automatischen Bildaus-
wertung ein unvera¨nderlicher Bildausschnitt vorausgesetzt wird, ist im strengen Sinne auch die
Brennweite der Kamera unvera¨nderlich zu halten, was die Mo¨glichkeit des Zoomens durch den
Betreiber bei gleichzeitiger Bildauswertung verhindert. Statische Kameras zur Verkehrsu¨berwa-
chung sind insbesondere in Tunneln weit verbreitet. Dies liegt zum einen darin begru¨ndet, dass
nichtautomatische Videou¨berwachung in Straßenverkehrstunneln schon seit den 80er Jahren
eingesetzt wird und zum damaligen Zeitpunkt aus technischen und wirtschaftlichen Gru¨nden
nur statische Kamerasysteme zum Einsatz kamen. Seit den spa¨ten 90er Jahren werden ver-
mehrt Videodetektionssysteme in Straßenverkehrstunneln eingesetzt, welche bisher eine kon-
stante Kameraausrichtung erfordern.
3.1.4 Schwenk-Neige-Kameras
Schwenk-Neige-Kameras (SNK) sind ortsfeste Kameras, im Unterschied zu statischen sind
diese jedoch um zwei Achsen drehbar. Mittels Elektromotoren an der Schwenk-Neige-Einheit
(SNE) wird ein Schwenken um die Hoch-Achse (Gieren) sowie ein Neigen um die Querachse
(Nicken) ermo¨glicht (Abbildung 3.2). Je nach Hersteller kann so eine Ausrichtung der Kamera
in jeden beliebigen Raumwinkel erfolgen. Beim Betrieb von SNK wird großer Wert auf eine
hohe Positioniergeschwindigkeit und -genauigkeit sowie eine gute Bedienbarkeit gelegt.
Gieren
Nicken
Hochachse
Querachse
Abbildung 3.2: Schwenk-Neige-Einheit
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3.1.5 Quasistatische Kamerasysteme
Bei quasistatischen Kamerassystemen handelt es sich um Schwenk-Neige-Kameras, die pro-
grammierte Ausrichtungen ansteuern und fu¨r diese Perspektive eine Bildauswertung analog zur
statischen Kamera vornehmen. Werden fu¨r die Bildauswertung Referenzbilder (vgl. Kapitel
3.4.6) beno¨tigt, so mu¨ssen diese fu¨r jede festgelegte Position generiert und angepasst werden.
Des Weiteren ist bei dieser Betriebsform eine extrem genaue Positioniergenauigkeit der SNE
zu gewa¨hrleisten.
3.2 Anwendungen
3.2.1 Verkehrsdatenerfassung
Bereits in den 80er Jahren wurden erste Erfahrungen mit digitalen Bildauswertesystemen im
Verkehrsbereich gemacht. Aufgrund der damals niedrigen Rechnerleistungen war eine direkte
(Online-) Auswertung nicht mo¨glich, zusa¨tzlich beschra¨nkte sich die Bildauswertung auf weni-
ge Bildelemente oder linienhafte Strukturen. Anhand einer laufenden Auswertung der Hellig-
keiten auf vordefinierten Linien oder kleinen Regionen ließen sich einfache automatische Aus-
wertungen bewerkstelligen. Im Zuge der Weiterentwicklung auf den Gebieten der Mikropro-
zessortechnik (ho¨here Rechenleistungen der Prozessoren), der Kameratechnik (elektronische
Kameras mit hoher Auflo¨sung und Scha¨rfe der Aufzeichnung) und des Datenspeichers wuch-
sen auch die Mo¨glichkeiten der voll- oder teilautomatisierten Auswertung von Videosequenzen
in Echtzeit im Livebetrieb, so dass Analyseverfahren auch außerhalb von Forschungsvorhaben
realisierbar und wirtschaftlich durchfu¨hrbar wurden.
Pra¨senzdetektoren
Erste kommerzielle Anwendungen im Verkehrswesen fand die Videotechnik ab Anfang der
90er Jahre bei einfachen Za¨hl- und Belegungsmesssystemen, unter anderem als Pra¨senzdetekto-
ren fu¨r Zulaufstrecken von Kreuzungen zur LSA-Steuerung (Abbildung 3.3). Vorteil gegenu¨ber
schleifenbasierten Systemen ist die einfache und preiswerte Montage ohne Eingriff in den Ober-
bau der Straße. Weitere Vorteile liegen in einer flexiblen Handhabung und der Mo¨glichkeit, mit
einer Detektionseinheit mehrere virtuelle Detektoren (z.B. mehrere Fahrstreifen) auswerten zu
ko¨nnen.
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Abbildung 3.3: Pra¨senzdetektoren zur LSA-Steuerung (Traficon)
Za¨hlungen und Geschwindigkeitsermittlung
Mittlerweile sind videobasierte Systeme zur Verkehrsdatenerhebung weit verbreitet. Neben den
oben genannten Anwendungen werden sie zunehmend auch zur Geschwindigkeitsmessung, zur
direkten Ermittlung des Verkehrszustandes und der Verkehrsdichte eingesetzt.
Kennzeichenerfassung
Eine weitere Anwendung der Videodetektion ist die Kennzeichenerfassung. Mit dem Aufkom-
men leistungsfa¨higer Personalcomputer in den 90er Jahren wurde auch die automatisierte Er-
kennung von Kennzeichen anhand der Analyse von Videobildern mo¨glich. Diese stammen von
Kameras, welche an geeigneter Position u¨ber oder neben der Fahrbahn angebracht sind und
i.d.R. jeweils eine Fahrspur fokussieren. Bei der automatischen Auswertung der Videobilder
wird zuna¨chst innerhalb eines Videobildes der Bereich gesucht, in dem das Kennzeichen ent-
halten ist. Dieses Teilbild wird separiert, in ein Bina¨rbild (Schwarz-Weiß-Bild fu¨r maximale
Kontrastbildung) umgewandelt und an ein Texterkennungsmodul (Optical Character Recogniti-
on, OCR) u¨bergeben. Dort werden die einzelnen Zeichen des Kennzeichens anhand der Formen
und Umrisse erkannt.
3.2.2 Sto¨rfalldetektion in Tunneln
Die Brandkatastrophen in Alpenstraßentunneln (u.a. Gotthard- und Tauerntunnel) gaben mit
den Ausschlag fu¨r die Entwicklung videobasierter Sto¨rfalldetektionssysteme. Mittlerweile ha-
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ben sich eine Reihe von VDS zur automatischen Erkennung von Rauch, Langsamfahrern, Lie-
genbleibern, Falschfahrern und Personen im Verkehrsraum (Abbildung 3.4) am Markt etabliert,
deren grundsa¨tzliche Eignung in einem Forschungsprojekt [Ste05] eindeutig besta¨tigt wurde.
Die Untersuchung zeigte auf, dass VDS in der Lage sind, Rauchentwicklung weit unter den
in den Richtlinien fu¨r die Ausstattung und den Betrieb von Straßentunneln (RABT, [FGS03b])
geforderten 60 Sekunden zu detektieren. Die Detektionszeit ist abha¨ngig vom eingesetzten Sy-
stem, der Stro¨mungsgeschwindigkeit im Tunnel sowie der Entfernung der Kameras zum Brand-
herd. Bei den im Rahmen des oben genannten Forschungsprojekts durchgefu¨hrten Brandversu-
chen (Benzinwannenbra¨nde nach RABT) erreichten die videobasierten Systeme Detektionszei-
ten zwischen 9 und 42 Sekunden.
Die Detektion der zuvor genannten verkehrlichen Sto¨rfa¨lle erfolgte je nach Sto¨rfalltyp und
eingesetzem VDS zwischen 0 und 12 Sekunden und kam somit einer Echtzeiterkennung sehr
nahe.
a) b)
c) d)
Abbildung 3.4: Sto¨rfalldetektion im Tunnel
a) Pannenfahrzeug b) Person c) verlorene Ladung d) Falschfahrer
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3.3 Videospezifische Probleme
¨Ahnlich den konventionellen Erhebungstechniken fu¨r Verkehrsdaten (Radar-, Infrarot-,
Ultraschall-, Induktionsschleifen-Sensoren) besitzt die Videodetektionstechnik ebenfalls sy-
stemspezifische Probleme, die ihren Einsatz und Genauigkeit begrenzen. So kann je nach
Wahl des Kamerastandortes, insbesondere bei dichter Fahrzeugfolge, die Sicht auf benachbar-
te Objekte behindert sein. Durch eine u¨berlegte Wahl des Kamerastandortes kann diese Ein-
schra¨nkung jedoch reduziert bzw. genau definiert werden. Im Außenbereich wird dies meist
durch hohe Masten, im Tunnel durch Anbringung an der Tunneldecke zwischen den Fahrstrei-
fen und einer entsprechenden Verdichtung der Kameraabsta¨nde erreicht.
Wa¨hrend die Probleme, die sich aus der Kameraperspektive ergeben, durch geeignete Plat-
zierung der Kamera auf ein definiertes Maß beschra¨nkt werden ko¨nnen, haben die witterungs-
bedingten Probleme gro¨ßeren Einfluss auf die Detektion. Im Außenbereich wird die Videode-
tektion im Gegensatz zur Tunnelanwendung durch undefinierte Lichtverha¨ltnisse sowie viele
Sto¨reinflu¨sse erschwert. Der vera¨nderliche Sonnenstand bewirkt, dass Schatten in Richtung
und Ausdehnung variieren sowie, insbesondere in den Wintermonaten, Blendungen auftreten
ko¨nnen. Daru¨ber hinaus ko¨nnen Regen, Schnee und Nebel zu Einschra¨nkungen bei der Detekti-
on fu¨hren, sowie durch Wind verursachte Bewegungen von Mast und Ba¨umen eine zuverla¨ssige
Detektion erschweren. Der unmittelbare Einfluss von Regen und Schnee durch Verschlechte-
rung der direkten Sicht wird meist u¨berscha¨tzt. Vielmehr wirken sich die indirekten Einflu¨sse
dieser Wetterereignisse negativ auf die Verfahren der Videodetektion aus, weil sich nach einem
Niederschlagsereignis die optischen Eigenschaften von Oberfla¨chen stark vera¨ndern. Auch tre-
ten bei Na¨sse ha¨ufig Reflexionen auf, die sich zumeist sto¨rend auf die Bildauswertung aus-
wirken. Weiterhin ko¨nnen Feuchtigkeit und niedrige Temperaturen auch die Kamera selbst
bescha¨digen, wodurch der Einsatz entsprechender spezieller und teurer Hardware erforderlich
wird.
Schatten und Helligkeitsa¨nderungen ko¨nnen insbesondere bei automatischen Auswertever-
fahren zu Fehlerkennungen fu¨hren. Weiter erfordert die Auswertung von Videobildern in den
meisten Fa¨llen eine weitgehend ruckelfreie Aufnahme. Die erschu¨tterungsfreie Befestigung der
Kamera ist jedoch ha¨ufig problematisch.
Bei Digitalkameras kommen i.d.R. Kompressionsverfahren zur speicherplatzsparenden Auf-
zeichnung des Videos zum Einsatz. Je nach Verfahren, Kompressionsrate und Bandbreite des
¨Ubertragungsmediums kann es dabei vereinzelt zu Bildsto¨rungen (Artefakte, Blockbildungen
im encodierten Video) kommen, welche zu Fehlern bei der Auswertung fu¨hren ko¨nnen.
In Abbildung 3.5 a) bis c) sind beispielhaft einige der genannten Sto¨reinflu¨sse dargestellt.
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Abbildung 3.5: Sto¨reinflu¨sse bei der Videodetektion
a) diffuser Schattenwurf b) Fahrbahnna¨sse c) Sonnenblendungen
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Verkehrsdatenerfassung
[Lis04] fu¨hrte von Oktober 2001 bis Februar 2002 umfangreiche Feldversuche zur videoba-
sierten Erfassung von Verkehrskenngro¨ßen auf der A 7 durch. Er kommt zu dem Ergebnis,
dass die Kombination von Messbedingungen und Kamerapositionierung entscheidend fu¨r die
Auswirkungen auf die Erfassungsqualita¨t ist. Als wichtigster Auslo¨ser fu¨r Fehl- und Phantom-
detektionen werden hier hohe Verkehrsdichte und hoher Lkw-Anteil, flache Kameraneigung,
Da¨mmerung, seitlicher Sonnenstand sowie Wind identifiziert. Die im Rahmen des Feldversuchs
durchgefu¨hrte Bestimmung der Verkehrssta¨rke ergab, dass die in den Technischen Lieferbedin-
gungen fu¨r Streckenstationen (TLS) geforderte zula¨ssige Abweichung von unter 10% in 84
Prozent der 5-Minuten-Intervalle eingehalten wurden. Bei der Erhebung der Geschwindigkei-
ten konnten die in den Richtlinien zula¨ssige Geschwindigkeitsabweichung von 3% in 22 bis 36
Prozent der Fa¨lle unterschritten werden.
Seitenstreifenfreigabe
In der Forschungsarbeit von [Fri07] wurden in Feldtests mehrere Videodetektionssysteme auf
ihre Eignung fu¨r eine automatische Seitenstreifenu¨berwachung u¨berpru¨ft. Die Untersuchung
kommt zu dem Ergebnis, dass Gefahrensituationen mittels Videodetektion zwar schnell und zu-
verla¨ssig erkannt werden ko¨nnen, die getesteten Systeme jedoch aufgrund der hohen Anzahl
produzierter Fehlalarme derzeit noch nicht praxistauglich sind. Ursachen der Fehlalarme liegen
hier u¨berwiegend bei sich bewegenden Schatten und Reflexionen sowie bei zu rascher ¨Ande-
rung des Referenzbildes durch vera¨nderliche Beleuchtung und Witterungseinflu¨sse. Die in der
Forschungsarbeit getroffenen Empfehlungen gehen von einer Installation neuer Kameras, einer
besseren Ausrichtung, Wartung und Parametrierung bis hin zur Entwicklung neuer Algorith-
men.
3.4 Grundlagen der digitalen Bildverarbeitung
3.4.1 Bildaufnahme
Die Bildaufnahme einer realen Szene umfasst die drei Aspekte der
• Geometrie,
• Radiometrie und der
• Pixelverarbeitung
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Durch die Geometrie einer Szene wird die Frage, wohin ein Objekt des dreidimensionalen
Raums auf eine zweidimensionale Bildebene projiziert wird, beantwortet. Entscheidend fu¨r
die Komplexita¨t dieser Fragestellung ist der Sachverhalt, dass mit dieser Projektion der Ver-
lust einer Koordinate verbunden ist. Daher stellt das Erfordernis, die dreidimensionale Welt aus
zweidimensionalen Bildern zu rekonstruieren, hohe Anspru¨che an die hier verwendeten Model-
le und Verfahren.
Unter dem Begriff der Radiometrie versteht man den Zusammenhang zwischen optischen Ei-
genschaften des Objektes, des Aufnahmesystems und der damit verbundenen Helligkeit der Ab-
bildung. Der letzte Aspekt, die Pixelverarbeitung, behandelt die Digitalisierung und Quantifi-
zierung, also die Umwandlung eines kontinuierlichen Bildes in ein digitales, gerastertes Bild.
In Kapitel 7 wird vertieft auf die Thematik der Geometrie eingegangen, im Folgenden werden
die Grundlagen der Digitalisierung dargestellt. Fu¨r eine detaillierte Beschreibung der Radiome-
trie und Pixelverarbeitung sei hier auf [Ja¨h02] verwiesen.
3.4.2 Bildsensoren
Die Gro¨ße von CCD- oder CMOS-Bildsensoren wird meist in Zoll (engl. inch) angegeben. Pro-
fessionelle Videokameras enthalten Sensoren der Gro¨ßen 1“, 2/3“ oder 1/2“, Prosumer-Gera¨te
1/3“ und Consumer-Gera¨te 1/4“ oder 1/6“.
Bei historischen Bildaufnahmero¨hren (Vidicon) wurde der a¨ußere Glasdurchmesser der licht-
empfindlichen Frontfla¨che in Zoll angegeben. Die real nutzbare Fla¨che des lichtempfindlichen
Chips ist jedoch kleiner, so dass die in Zoll angegebene Chipdiagonale nicht mit der nutzbaren
Bilddiagonalen u¨bereinstimmt. Diese Eigenart bei der Gro¨ßenangabe der Videoro¨hre bestimmt
noch heute die Gro¨ßenangaben bei CCD-Sensoren von Digitalkameras. Die tatsa¨chliche Bild-
diagonale betra¨gt bei 1/2“-CCDs ca. 9 mm und bei 1/3“-CCDs ca. 6 mm. Bei einem Seiten-
verha¨ltnis von 4:3 besitzt ein 1“ Sensor eine nutzbare Bildfla¨che von rund 10mmx×13mm, was
einer Diagonale von 16,4 mm entspricht. Obwohl 1 Zoll international als 25,4 mm festgelegt
ist, wird die Ro¨hre als 1“-Ro¨hre bezeichnet, so dass bei CCD-Chips 1“ = 16,4 mm entspricht.
Bei Digitalaufnahmen mit Bildsensoren, die sich vom 24mm×36mm Kleinbild-Format unter-
scheiden, muss die Brennweite mit dem Formatfaktor multipliziert werden, um die a¨quivalente
Brennweite einer Kleinbildkamera zu ermitteln. Der Formatfaktor ist das Verha¨ltnis der effek-
tiven Chipdiagonalen (16,4 mm bei 1“ Chips) zu der Diagonalen des Kleinbildformats (43,27
mm).
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3.4.3 Digitalisierung
Zur Verwendung und Weiterverarbeitung von Bildern auf Rechnern mu¨ssen die Bildinhalte in
eine computergerechte bzw. numerische Form gebracht werden. Dieser Vorgang wird als Digi-
talisierung bezeichnet und umfasst die Schritte Rasterung und Quantisierung. Die Feinheit der
Rasterung und die Anzahl der Quantisierungsstufen sind ein Maß fu¨r die maximale Scha¨rfe und
Auflo¨sung des digitalisierten Bildes. Die Digitalisierung analoger Videosignale erfolgt mittels
TV- oder Framegrabberkarten.
Da ein Bild eine kontinuierliche Verteilung von Intensita¨ten ist, wird zur Digitalisierung ei-
nes Bildes B die mathematische Beschreibung der Bildinhalte durch eine Bildfunktion f(x,y)
beno¨tigt. Diese Funktion beschreibt fu¨r alle Koordinatenpaare des Bildbereichs die Intensita¨t
der Bildinformation. Bei Farbbildern wird diese Intensita¨t in mehrere Farbkana¨le aufgeteilt
(Mehrkanalbilder). Im Allgemeinen sind dies die Farben Rot (R), Gru¨n (G) und Blau (B) (RGB
Farbmodell), so dass aus der Funktion f(x,y) ein Vektor der Form
~f (x,y) =
 fR(x,y)fG(x,y)
fB(x,y)
 (3.1)
mit: fR: Rotwert der Koordinate (x,y)
fG: Gru¨nwert der Koordinate (x,y)
fB: Blauwert der Koordinate (x,y)
wird. Beim Vorgang der Rasterung wird der Definitionsbereich (x,y) getrennt fu¨r x- und y-
Richtung in m bzw. n Intervalle (x j,yk) mit j ∈ [0..m[,k ∈ [0..n[ aufgeteilt. Das Ergebnis ist
eine m ·n-Matrix von Werten f (x j,yk), von denen jeder einen Bildpunkt (=Pixel, engl.
”
picture
element“) darstellt.
Die im Anschluss an die Rasterung folgende Zuweisung von Farb-/Grauwertstufen wird als
Quantisierung bezeichnet. Aus datentechnischen Gru¨nden ist es sinnvoll, fu¨r die Anzahl der
Quantisierungsstufen eine Zweierpotenz zu wa¨hlen. Im Allgemeinen fa¨llt die Entscheidung auf
eine 8-Bit-Struktur, so dass 28 = 256 Farbstufen je Kanal vorliegen. Die Bezeichnung dieser
Stufen reicht dann von 0 (=̂ dunkel) bis 255 (=̂ hell).
3.4.4 Farbinformationen
Zur Farbu¨bertragung analoger Videosignale existieren diverse Standards. In Europa, Australien,
Su¨damerika sowie in vielen afrikanischen und asiatischen La¨ndern wird das PAL-Verfahren
(Phase Alternate Line) genutzt. Der PAL Standard nutzt das YUV-Farbmodell, welches zur
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Darstellung der Bildinformation zwei Komponenten, die Luma Y (Lichtsta¨rke pro Fla¨che) und
die Chrominanz entha¨lt, wobei die Chrominanz wiederum aus zwei Komponenten U und V
besteht.
Das YUV-Farbmodell geht auf die Entwicklung des analogen Farbfernsehens zuru¨ck. Das
YUV-Modell bot die technische Mo¨glichkeit, bei der Umstellung von Schwarz-Weiß- auf Farb-
fernsehen auf eine Erho¨hung der Bandbreite zu verzichten und die Abwa¨rtskompatibilita¨t zum
Schwarz/Weiß-Signal zu erhalten.
Die Farbinformationen U und V entstehen aus der Differenz zwischen Blauanteil B und Lu-
minanz Y bzw. Rotanteil R und Luminanz. Die exakte Berechnung kann nach [Poy03] mittels
folgender Gleichungen geschehen.
U(x,y) = ( fB(x,y)−Y (x,y)) ·0,493
=−0,147 · fR(x,y)−0,289 · fG(x,y)+0,437 · fB(x,y) (3.2)
V (x,y) = ( fR(x,y)−Y (x,y)) ·0,877
=−0,615 · fR(x,y)−0,515 · fG(x,y)+0,100 · fB(x,y) (3.3)
Neben dem RGB- und dem YUV-Farbmodell kann ein Bildpunkt auch im HSV-Raum (auch
HSB-Raum) dargestellt werden. Bei diesem Farbmodell wird die Farbe mit Hilfe des Farbtons
(Hue), der Sa¨ttigung (Saturation) und der Helligkeit (Value, Brightness) definiert. Das HSV-
Abbildung 3.6: HSV-Farbmodell
Farbmodell a¨hnelt der menschlichen Farbwahrnehmung. Es fa¨llt hier leichter, eine gewu¨nschte
Farbe zu komponieren. Der Farbton wird hierbei als Winkel auf dem Farbkreis (0◦ = Rot, 120◦
= Gru¨n, 240◦ = Blau), die Sa¨ttigung in Prozent (z. B. 0% = keine Farbe, 50% = ungesa¨ttigte
Farbe, 100% = gesa¨ttigte Farbe), sowie die Helligkeit ebenfalls als Prozentwert (z. B. 0% =
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keine Helligkeit, 100% = volle Helligkeit) angegeben (Abbildung 3.6).
H =

(
0+ G−BMAX−MIN
) ·60◦, wenn R = MAX(
2+ B−RMAX−MIN
) ·60◦, wenn G = MAX(
4+ R−GMAX−MIN
) ·60◦, wenn B = MAX (3.4)
S = MAX −MIN
MAX
(3.5)
V = MAX (3.6)
(3.7)
mit: MAX = max(R,G,B)
MIN = min(R,G,B)
R = fR(x,y)
G = fG(x,y)
B = fB(x,y)
Grauwertkonvertierung
Fu¨r die meisten Verfahren der Videodetektion ist die Auswertung eines Grauwertbildes ausrei-
chend, d.h. es werden nur die Bildluminanzen genutzt. Nur fu¨r spezielle Anwendungen, wie z.B.
die Erkennung von biometrischen Merkmalen, ist eine Nutzung der Farbinformation unabding-
bar. Wa¨hrend die Luminanz eine Komponente des YUV-Farbmodells ist, muss ein Grauwertbild
aus den drei Signalen Rot, Gru¨n und Blau (RGB) u¨ber ein gewichtetes Mittel berechnet werden.
Fu¨r bereits digitalisierte Luminanzen (=Grauwerte) wird im Folgenden der Bezeichner g ver-
wendet. Die allgemeine Umrechnung eines Farbwerts in einen Grauwert geschieht dann mittels
folgender Gleichung:
Y (x,y) = g(x,y) =
cr · fr(x,y)+ cg · fg(x,y)+ cb · fb(x,y)
cr + cg + cb
(3.8)
mit: cR, cG, cB Gewichtungen fu¨r R, G, B
Unter Beru¨cksichtigung der unterschiedlichen Empfindlichkeit der fu¨r das farbige Sehen des
menschlichen Auges zusta¨ndigen Zapfen werden die Gewichtungen in Abha¨ngigkeit des Farb-
spektrums festgelegt, so dass eine Grauwertkonvertierung mittels
Y (x,y) = 0,299 · fR(x,y)+0,587 · fG(x,y)+0,114 · fB(x,y) (3.9)
durchgefu¨hrt werden kann.
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3.4.5 Ha¨ufigkeitsverteilungen von Grauwerten
Ein Mittel zum Auffinden von Bereichen mit besonderen Helligkeitseigenschaften in einem
Bild oder einem Bildbereich ist die Verwendung von Grauwert-Ha¨ufigkeitsverteilungen. Die in
Abbildung 3.7 beispielhaft dargestellte Grauwertverteilung (Histogramm) eines Bildes zeigt,
dass sich die Luminanz der Pixel dieses Bildes gro¨ßtenteils im mittleren Bereich (100-125) des
gesamten Tonwertumfanges (0-255) befindet.
0 255
Abbildung 3.7: Histogramm eines Grauwertbildes
Mittels Grauwertschwellen ko¨nnen beliebige Grauwertbereiche aus dem Bild hervorgehoben
oder herausgefiltert werden. In Abbildung 3.8 ist die Binarisierung aller Grauwerte eines Bildes
fu¨r die Luminanzstufe 152 dargestellt. Die Filterantwort besteht aus den besonders hellen Bild-
bereichen, hier den Betonfahrbahnen und den Fahrbahnmarkierungen. In der Praxis ko¨nnen auf
Grund wechselnder Lichtverha¨ltnisse und Blendeneinstellungen der Kamera keine konstanten
mittleren Helligkeiten erwartet werden. Es empfiehlt sich daher, fu¨r die Filterung von Hellig-
keitsbereichen keine konstanten Schwellen zu wa¨hlen, sondern diese anhand von Fraktilwerten
(hier: 90%) in der Summenlinie zu berechnen.
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90%
152 2550
Abbildung 3.8: Grauwertfilterung mit Fraktilen, hier 90% Fraktil =̂ Grauwert 152
Weiterhin ist eine Reduzierung der Binarisierung auf Unterbereiche des Bildes, z.B. einzelne
Fahrstreifen, sinnvoll.
3.4.6 Referenzbild
Als Referenzbild R wird das Bild bezeichnet, welches die Beobachtungsumgebung ohne be-
wegliche Objekte zeigt, z. B. einen leeren Straßenabschnitt. Im Optimalfall ist das Referenzbild
statisch, in der Praxis muss es jedoch fortlaufend an die allma¨hlich auftretenden ¨Anderungen
durch z. B. wechselnde Lichtverha¨ltnisse und eingetragen Na¨sse angepasst werden.
Verfahren, die unter Verwendung von Referenzbildern arbeiten, lassen sich streng genommen
nur bei statischen Kameraperspektiven anwenden, da eine ¨Anderung des betrachteten Bildaus-
schnitts sich unweigerlich im Differenzbild auswirkt.
3.4.6.1 Generierung und Aktualisierung eines globalen Referenzbildes
Anhand der Bilddaten G(x,y) und der zugeho¨rigen Parameter der Kameraausrichtung kann ein
globales Referenzbild Rg( ¯X , ¯Y ) erzeugt werden, welches den Hintergrund aller bisher durch die
Kamera abgebildeten Szenenbereiche entha¨lt. Das Prinzip der Referenzbildgenerierung besteht
aus einer Transformation der Bildinformationen in die Horizontalebene. Hierzu kann beispiels-
weise die in Kapitel 5.3.1 beschriebene Modellkarte genutzt werden. Wichtig ist hierbei die
Definition einer geeigneten Auflo¨sung A
¯X , ¯Y , die festlegt, welche Fla¨che durch ein Referenzbil-
delement abgebildet werden soll. Ein Pixel des Grauwertbildes kann besonders in entfernteren
Bereichen gro¨ßere Fla¨chen abdecken. Je nach gewa¨hlter Auflo¨sung des Referenzbildes kann
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demnach das Ergebnis der Koordinatentransformation auch eine Menge RT (x,y) mehrerer Re-
ferenzbildkoordinaten ¯X , ¯Y sein (Abbildung 3.9).
1 Pixel 1 Einheitdes
globalen
Referenzbildes
1 Pixel 9 Einheiten des
globalen
Referenzbildes
RT(x2,y2)
RT(x1,y1)
(x1,y1)
(x2,y2)
Abbildung 3.9: Unterschiedliche Abdeckungen im globalen Referenzsystem
Voraussetzung fu¨r das Verfahren ist, dass im Mittel kein Bildelement mehr als 50% der Zeit
durch bewegliche Objekte optisch verdeckt wird. Sollte dies fu¨r einen definierten Zeitraum nicht
gewa¨hrleistet sein, z.B. bei einem Stau oder einem liegengeblieben Fahrzeug, muss die Refe-
renzbildaktualisierung fu¨r den Zeitraum der Sto¨rung komplett oder fu¨r den betroffenen Bild-
bereich ausgesetzt werden. Weiterhin ist ein Referenzbildakkumulator AR notwendig, der fu¨r
jedes Element des globalen Referenzbildes festha¨lt, wieviele gu¨ltige Grauwerte g zur Ergebnis-
bildung eingeflossen sind. Die zur Referenzbildanpassung verwendete exponentielle Gla¨ttung
erfordert, dass die Grauwerte im Referenzbild nicht durch 255 diskrete Grauwerte, sondern
durch Fließkommazahlen repra¨sentiert werden, da es andernfalls zu starken Gla¨ttungsfehlern
kommen kann.
Abbildung 3.10 zeigt das Prinzip, wie ein globales Referenzbild generiert und an Vera¨nde-
rungen der Situation angepasst wird. Zuna¨chst wird gepru¨ft, ob die Bildschirmkoordinate (x,y)
einen Teil eines stehenden Objekts abbildet. Ist dies der Fall, wird die Referenzbildanpas-
sung fu¨r dieses Element ausgesetzt. Andernfalls wird die Bildschirmkoordinate auf die Menge
RT (x,y) der globalen Referenzbildkoordinaten ( ¯X , ¯Y ) transformiert.
Fu¨r jede der globalen Referenzbildkoordinaten folgt anschließend eine Pru¨fung, ob das je-
weilige zugeho¨rige Akkumulatorelement AR
¯X, ¯Y eine definierte Schwelle SR,min u¨berschritten hat.
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Transformation
inkrementiere
Akkumulator
lösche Akkumulator
exponentielleGlättung exponentielle Glättung
Initialisierung keine Anpassung
sonst
sonst
Differenzschwelle überschritten sonst
sonst
Störfall
Akkumulatorschwelle
überschritten
Differenzschwelle
unterschritten
Abbildung 3.10: Generierung und Aktualisierung des globalen Referenzbildes
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Diese Schwelle gewa¨hrleistet, dass ein globales Referenzbildelement erst dann den Hintergrund
repra¨sentiert, wenn dieses u¨ber einen definierten Zeitraum a¨hnliche Werte entha¨lt. Wurde die
notwendige Anzahl a¨hnlicher Grauwerte im Akkumulator noch nicht erreicht, wird der Grau-
wert G(x,y) mit dem aktuellen Grauwert der globalen Referenzbildkoordinaten Rg,t−∆t( ¯X , ¯Y )
verglichen. Liegt die Differenz u¨ber einer Schwelle DR,max, so wird das zugeho¨rige Akkumu-
latorelement zuru¨ckgesetzt (Wert: 0) und das Referenzbildelement mit dem Grauwert G(x,y)
initialisiert:
Rg,t( ¯X , ¯Y) = G(x,y), fu¨r alle ¯X , ¯Y ∈ RT (x,y) (3.10)
Liegt der Betrag der Differenz der Grauwerte G(x,y) und Rg,t−∆t unter der Schwelle DR,max,
wird der neue Wert Rg,t unter Verwendung einer exponentiellen Gla¨ttung generiert:
Rg,t( ¯X , ¯Y) = (1−αR) ·Rg,t−∆t( ¯X , ¯Y )+αR ·Gx,y (3.11)
wobei αR den Anpassungsparameter darstellt.
Die Schwelle D(R,max) bewirkt, dass zu starke ¨Anderungen im Bild, die durch bewegliche
Objekte, Umfeldeinflu¨sse oder Sto¨rungen entstehen ko¨nnen, nicht in das globale Referenzbild
u¨bernommen werden.
3.4.6.2 Bewertung Referenzbild
Die Praxis zeigt, dass die Beschra¨nkheit vorhandener Videodetektionssysteme auf Anwendun-
gen mit definierten Randbedingungen in der Verwendung eines sich vera¨ndernden Referenzbil-
des begru¨ndet liegt. Moderne, konturbasierte Verfahren (z.B. [Bla98]) verzichten voll auf die
Verwendung von Referenzbildern und sind somit den oben genannten Schwierigkeiten nicht
unterworfen. Die Problematik der Anpassung des Referenzbildes verscha¨rft sich zudem beim
Einsatz von Schwenk-Neige-Kameras. Hier besteht bei sto¨renden Witterungseinflu¨ssen, wie
schlagartig einsetzendem Regen, die Gefahr, dass die Anzahl der zur laufenden Aktualisie-
rung des Referenzbildes R notwendigen optischen ¨Uberstreichungen nicht erreicht wird. Ur-
sache hierfu¨r ist der Anpassungsparameter αr, der bewusst niedrig parametriert ist, um eine
¨Ubertragung nicht hintergrundeigener Bildelemente auf das Referenzbild zu unterbinden, die
zu falschen Ergebnissen im Differenzbild fu¨hren wu¨rden. Hinzu kommen Fehler aus eventuel-
len Lageunsicherheiten aus der Perspektivbestimmung (Kapitel 7). Aus diesen Gru¨nden wird
die Verwendung dieses Verfahrens hier nicht weiter verfolgt.
3.4.7 Operatoren
Mittels digitaler Operatoren lassen sich gewu¨nschte Bildmerkmale hervorheben bzw. un-
erwu¨nschte Sto¨reffekte unterdru¨cken. Sie lassen sich sowohl auf einfache Nachbarschaften bis
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hin zu kompletten Bildern anwenden. Eingangsgro¨ßen von Bildoperatoren sind Matrizen eines
Bildes oder mehrerer, gegebenenfalls bereits operierter Bilder. Abbildung 3.11 gibt eine ¨Uber-
sicht von Operatoren und deren Kombinationsmo¨glichkeiten.
Glättungsfilter
(z.B.Gauß) G't-1=FGaußGt-1 G't=FGaußGt G'R=FGaußR
G''t-1=FLaplaceGt-1 G''t=FLaplaceG't G''R=FLaplaceG'RKantenfilter(z.B. Laplace)
Dt=|G't-1-G't| Dt,R=|G't-G'R|
D't=|G''t-1-G''t| D't,R=|G''t-G''R|
Differenz-
operatoren
Differenz-
operatoren
vorheriges Grauwertbild
Gt-1
aktuelles Grauwertbild
Gt
Referenzbild
R
Abbildung 3.11: Bildoperatoren
Als Werkzeug zur Verbesserung und zur Merkmalsextraktion eines Bildes sind Filteropera-
toren wie Gla¨ttungs- und Kantenfilter geeignet. Fu¨r den Vergleich zweier Bilder werden Diffe-
renzoperatoren verwendet. Mit ihnen ist ebenso der Vergleich eines Bildes mit einer Referenz
mo¨glich wie die Gegenu¨berstellung zweier zeitlich aufeinander folgender Bilder. Im Folgenden
wird auf diese Operatoren detailliert eingegangen.
3.4.7.1 Filteroperatoren
Lineare Verknu¨pfungen von Pixeln in kleinen Nachbarschaften, sogenannte lineare Filter,
sind ein einfaches und vielseitiges Hilfsmittel zum Hervorheben gewu¨nschter oder zur Un-
terdru¨ckung unerwu¨nschter Bildmerkmale. Das pixelweise Ergebnis der Filteroperation, die
Filterantwort, besteht aus der Aufsummierung einer gewissen Nachbarschaft mit gewichteten
Filter-Koeffizienten. Lineare Filter werden meist in Matrizenform dargestellt. Die Anwendung
des Filters auf der Bildmatrix wird auch als Faltung bezeichnet.
Sei G(x,y) die Bildmatrix und F(x,y) die Faltungsmatrix an der Stelle (x,y). Dann ist die
diskrete Faltung G ·F definiert als
G′(x,y) = (G ·F)(x,y) =
n
∑
i=−n
n
∑
j=−n
G(x+ i,y+ j)F(x+ i,y+ j) (3.12)
3.4.7.1.1 Gla¨ttungsfilter Videobilder sind stets rauschbehaftet, auch wenn sie von hoch-
wertigen Kameras stammen. Einige der nachfolgend beschriebenen Filter zur Kantendetektion
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sind stark anfa¨llig gegen Bildrauschen, so dass eine entsprechende Vorverarbeitung des Bildma-
terials notwendig ist. Um Bildrauschen unter Beibehaltung groberer Strukturen zu eliminieren,
werden Gla¨ttungfilter eingesetzt. Typische Gla¨ttungsfilter sind
• Mittelwertfilter
• Gaußfilter
Ein einfaches Mittelwertfilter ermittelt die Bildpunkte des gefilterten Bildes anhand der Mit-
telwerte ihrer n×m Nachbarn. In der Regel ist eine (3×3) Umgebung ausreichend, so dass sich
das Filter wie folgt definiert:
FMittelwert =
1
9
1 1 11 1 1
1 1 1
 (3.13)
Ein ha¨ufig eingesetztes Filter zur Rauschunterdru¨ckung ist das Gauß’sche Gla¨ttungfilter. Es
entspricht einer auf einer 3× 3 Matrix diskretisierten zweidimensionalen Normalverteilung.
Durch die Anwendung der Normalverteilung entsteht ein weniger konturverwaschenes Bild als
beispielsweise durch die Anwendung eines einfachen Mittelwertfilters.
FGauß =
1
16
1 2 12 4 2
1 2 1
 (3.14)
3.4.7.1.2 Kantenfilter Kanten von realen physikalischen Ko¨rpern lassen sich leicht durch
plo¨tzliche ¨Anderung der Oberfla¨chennormalen beschreiben. Im Bereich der Bildverarbeitung
sind Kanten als sprunghafte ¨Anderung der Grauwertfunktion g(~x) eines Bildes definiert, wo-
bei der Betrag des Sprungs ein Maß fu¨r die Auspra¨gung der Kante ist. Eine ideale Kante ist
mathematisch gesehen eine Diskontinuita¨t der Grauwertfunktion, weshalb zur Kantendetekti-
on immer die Ableitung der Bildfunktion herangezogen wird. Die erste Ableitung unterdru¨ckt
konstante Helligkeitsbereiche und versta¨rkt Grauwertvera¨nderungen. Sie weist an einer Kante
ein Maximum oder Minimum auf, die zweite Ableitung besitzt an der steilsten Stelle des An-
oder Abstiegs der Grauwertfunktion eine Nullstelle. Sowohl erste als auch die zweite Ableitung
ko¨nnen zur Kantenbestimmung herangezogen werden.
Eine optimale Kantenextraktion besteht aus drei Kriterien ([Wag06]):
• Erkennung aller und nur tatsa¨chlicher Kanten
• mo¨glichst kleiner Abstand zwischen tatsa¨chlicher und detektierter Kante (Lokalisierung)
• keine Mehrfacherkennung der selben Kante (geeignetes Ansprechverhalten des Extrakti-
onsverfahrens)
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Differenzverfahren erster Ordnung (Gradientenverfahren)
Die ¨Anderung der Grauwertfunktion wird beim Differenzverfahren erster Ordnung durch den
Gradienten
gradG(x,y) = ∂G(x,y)∂x +
∂G(x,y)
∂y (3.15)
beschrieben, der an Kanten ein lokales Maximum aufweist. Der Betrag des Gradienten
|gradG|=
√
(∂G(x,y)/∂x)2 +(∂G(x,y)/∂y)2 (3.16)
ist ein Maß fu¨r die Kantensta¨rke. Ha¨ufig wird die Kantensta¨rke in der Praxis wegen der
aufwa¨ndigen Wurzelberechnung durch
|gradG| ≈ |∂G(x,y)∂x |+ |
∂G(x,y)
∂y | (3.17)
angena¨hert. Die Richtung des Gradienten
Θ = arctan(∂G(x,y)∂x /
∂G(x,y)
∂y ) (3.18)
ist normal zur Kante orientiert. Die partiellen Ableitungen lassen sich bei diskreten Grauwert-
funktionen wie folgt berechnen:
∂G(x,y)
∂x =
G(x,y)−G(x−1,y)
1
(3.19)
∂G(x,y)
∂y =
G(x,y)−G(x,y−1)
1
(3.20)
Ein in der Praxis ha¨ufig eingesetzter Filteroperator erster Ordnung ist das Sobel-Filter, das
trotz seiner einfachen Berechnung zu guten Ergebnissen fu¨hrt. Der Sobel-Operator ist nicht iso-
trop, es muss somit fu¨r jede Untersuchungsrichtung ein eigener Filter definiert werden. Welche
Filterrichtungen fu¨r den praktischen Einsatz am besten geeignet sind, ha¨ngt in der Regel vom
zu untersuchenden Bildmaterial ab. Im Allgemeinen fa¨llt die Wahl auf achsparallele Filtermas-
ken:
FSobel,x(x,y) =
−1 −2 −10 0 0
1 2 1
 (3.21)
FSobel,y(x,y) =
−1 0 1−2 0 2
−1 0 1
 (3.22)
Ein Nachteil des Sobel-Operators ist die starke Richtungsabha¨ngigkeit der Filterantwort.
Durch die Anisotropie des Filters sprechen fu¨r die oben angegebenen Filtermasken beispiels-
weise horizontale und vertikale Kanten sta¨rker an.
36
KAPITEL 3 VIDEODETEKTIONSSYSTEME
Template Matching
Als Template Matching wird eine gezielte Untersuchung des Bildes auf Kanten mittels Scha-
blonen bezeichnet. Diese Schablonen (Templates) sind verschieden orientierte Filtermasken,
welche diskrete Modellkanten darstellen. Die Sta¨rke der Antwort fu¨r verschiedene Filtermas-
ken wird als Maß fu¨r die ¨Ubereinstimmung mit der jeweiligen Musterkante interpretiert. Auch
die zuvor vorgestellten Faltungsmasken des Sobel-Operators ko¨nnen als Templates dienen. Ein
Vertreter des Template Matchings ist der Kirsch-Operator, welcher acht Filtermatrizen fu¨r Kan-
ten in 45◦-Schritten verwendet.
Differenzoperatoren zweiter Ordnung
Als weiteres Maß der Intensita¨t einer optischen Kante eignen sich Operatoren zweiter Ordnung,
die eine signifikante Kante bei der Nullstelle der zweiten Ableitung der Grauwertfunktion ermit-
teln. Der Laplaceoperator, ein richtungsunabha¨ngiger Filter zur Kantendetektion, approximiert
die Summe der beiden partiellen zweiten Ableitungen ∂2G∂2x +
∂2G
∂2y . Die Rechenoperation kann
durch eine Faltung des Untersuchungsbereichs mit der Maske
FLaplace =
0 1 01 −4 1
0 1 0
 (3.23)
durchgefu¨hrt werden. Richtungsabha¨ngige Kantenintensita¨ten ko¨nnen mittels folgender Fal-
tungsmasken erstellt werden:
FLaplace,x =
(
1 −2 1) (3.24)
FLaplace,y =
 1−2
1
 (3.25)
Nach Anwendung der Filtermaske wird das so aufbereitete Bild zur Kantendetektion auf
Nulldurchga¨nge durchsucht. Besitzen benachbarte Pixel unterschiedliche Vorzeichen, handelt
es sich um einen Nulldurchgang und somit um eine Kante. Die Differenz der Pixelgrauwerte ist
dabei ein Maß fu¨r die Sta¨rke der optischen Kante. Differenzoperatoren zweiter Ordnung sind
extrem rauschanfa¨llig, so dass das Bild bei ihrer Anwendung durch Gla¨ttungsfilter vorbehandelt
werden sollte.
3.4.7.2 Differenzoperatoren
Durch pixelweise Subtraktion der Grauwerte zweier Bilder werden die Unterschiede zwischen
beiden Bildern hervorgehoben. Im Allgemeinen wird das Ergebnis der Subtraktion eines belie-
bigen gaußgefilterten Bildes G′t von einem Referenzbild G′R als Differenzbild Dt,R bezeichnet.
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Durch die Differenzbildung heben sich bewegte Objekte vom unbewegten Bildhintergrund ab,
wobei zu beachten ist, dass eine Differenz nicht automatisch auf ein Objekt schließen la¨sst,
da durch Schattenwurf etc. ebenso hohe Differenzen erzeugt werden ko¨nnen. Das Differenz-
bildverfahren la¨sst sich auch auf gefilterte Bilder anwenden. Hierzu muss zuna¨chst aus dem
Referenzbild R ein Kantenfilter-Referenzbild G′′R erzeugt werden, welches ebenso wie das Re-
ferenzbild laufend angepasst werden muss.
Abbildung 3.12: Differenzbild ohne und mit Schwellwert sowie als Bina¨rbild
Bewegte Objekte des aktuellen Grauwertbildes G heben sich im Normalfall durch Generie-
rung eines Differenzbildes Dt,R deutlich vom Referenzbild R ab. Die in Kapitel 3.4.6.2) be-
schriebenen Unzula¨nglichkeiten bei der Referenzbildanpassung wirken sich jedoch direkt auf
das Differenzbild aus. Eine weiterer Schwachpunkt von Differenzbildern ist, dass die Form des
Objekts auf Grund des Schattenwurfs oftmals verfa¨lscht wird. Aus diesen Gru¨nden wird auf die
Verwendung des Differenzbildverfahrens zur Szeneninterpretation verzichtet.
3.4.7.3 Operatoren auf Bildfolgen
Wird anstelle eines einzelnen Bildes eine Bildfolge betrachtet, so muss der Definitionsbereich
der Bildfunktion um eine Dimension - die Zeit - erweitert werden. Die Grauwertfunktion nimmt
somit die Form gt(x,y) an.
Als ga¨ngigster Operator fu¨r die Analyse von Bildfolgen ist der bereits beschriebene Differen-
zoperator (Kapitel 3.4.7.2) zu nennen, der sich auch fu¨r den Vergleich zweier zeitlich aufeinan-
derfolgender Bilder eignet.
Folgedifferenzbilder
Mit den in den vorherigen Abschnitten beschriebenen Operatoren lassen sich unter Verwen-
dung von Bildfolgen weitere Informationen gewinnen, die insbesondere fu¨r die Objekterken-
nung bzw. die Detektion von Objektbewegungen wichtig sind. Werden zwei zeitlich aufeinan-
derfolgende gaußgefilterte Bilder G′t−1 und G′t voneinander subtrahiert, wird dies als Folgediffe-
renzbild Dt bezeichnet (Abbildung 3.13). Hierdurch ko¨nnen insbesondere Bewegungen sichtbar
gemacht werden.
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Die zuvor genannten Schwa¨chen des Differenzbildes Dt,R ko¨nnen durch die Nutzung der
Folgebilddifferenz Dt umgangen werden. Der Einfluss allma¨hlicher Vera¨nderungen des Hinter-
grundes ist hier so klein, dass sich die Differenzen bei ausreichend hoher Differenzschwelle SD
nicht sto¨rend auswirken. Starke Vera¨nderungen der Folgebilddifferenz durch sich bewegende
Objekte werden dennoch deutlich abgebildet.
Abbildung 3.13: Folgebilddifferenz
Der Nachteil von Folgedifferenzbildern ist, dass aus der Differenz zweier identischer Bil-
der keine Information extrahierbar ist, d.h. bei einer statischen Kamera sind stehende Objekte
nicht im Folgedifferenzbild sichtbar. Des Weiteren ist zu beachten, dass bei Folgedifferenzbil-
dern nur die vorderen und hinteren Objektteile (Bewegungsrichtung) sichtbar sind. Eine genaue
Definition der sich bewegenden Form ist aus dem Folgedifferenzbild nicht erkennbar.
Als ein geeignetes Verfahren fu¨r die Objekterkennung - und Verfolgung hat sich die Un-
tersuchung der Differenz zweier aufeinanderfolgender kantengefilterter Bilder herausgestellt.
Der bei den ungefilterten Folgedifferenzbildern auftretende Effekt der ¨Uberlappung tritt hier
nur stark vermindert auf, so dass sich das bewegte Objekt vom Hintergrund abhebt und dessen
Form auch in der Differenz leicht extrahierbar ist.
Wurden die Perspektive der Kamera zwischen der Aufnahme zwei aufeinanderfolgender Bil-
der Gt und Gt−1 vera¨ndert, mu¨ssen die Bilder fu¨r eine Differenzbildung perspektivisch aufein-
ander angepasst werden. Das Prinzip der Perspektivanpassung beruht auf einer Ru¨cktransforma-
tion des aktuellen Bildes auf einen der vorherigen Zeitschritte unter Verwendung der gescha¨tz-
ten Bewegungs- bzw. Ebenenparameter. Bei korrekter Scha¨tzung ergibt die Differenz zwischen
dem transformierten und dem vorherigen Bild fu¨r alle Bildelemente, die sich auf der gescha¨tzten
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Hintergrundebene befinden und statisch sind, Null. Alle beweglichen Elemente sowie alle Bild-
punkte von 3-dimensionalen Objekten, die nicht Teil der angenommenen Ebene sind, erzeugen
Werte im Differenzbild.
Die Ru¨cktransformation wird unter Nutzung der Gleichungen 7.49 durchgefu¨hrt. Neben der
Mo¨glichkeit, die Ru¨ckwa¨rtstransformation
Gt(x,y) 7→ G−t (x,y) (3.26)
des aktuellen Grauwertbildes Gt(x,y) auf die Ausrichtung des letzten Bildes Gt−1(x,y) zu
berechnen, ist ebenso eine Transformation
Gt−1(x,y) 7→ G+t−1(x,y) (3.27)
des letzten Bildes in positive Richtung denkbar. Wird nun die Differenz zweier aufeinander-
folgender Bilder
Dt(x,y) = |Gt(x,y)−G+t−1(x,y)| (3.28)
gebildet, lassen hohe Werte auf nicht hintergrundeigene oder sich bewegende Objekte schlie-
ßen.
Die Bildung eines Folgedifferenzbildes aus zwei perspektivisch leicht unterschiedlichen Bil-
dern ist in 3.14 dargestellt. Helle Stellen im Folgedifferenzbild symbolisieren die Bereiche, die
entweder nicht zur Fahrbahn als Hintergrundebene geho¨ren (z.B. Ba¨ume) oder beweglich sind
(Fahrzeuge).
G+t-1(x, y)
Gt(x,y)
Abbildung 3.14: Perspektivische Anpassung und Differenzbildung zweier aufeinanderfolgen-
der Bilder
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Da die Berechnung der Folgedifferenzen fu¨r das gesamte Bild aufgrund der Transformation
aufwa¨ndig ist, empfiehlt es sich, die Untersuchung fu¨r die Detektion neu in das Bild eintretender
Objekte auf definierte Eintrittsbereiche E einzuschra¨nken. Die Position dieser Eintrittsbereiche
kann als Vorwissen in der Modellkarte (Kapitel 5.3.1) definiert werden.
3.5 Zusammenfassung
Videodetektionssysteme zur Analyse des Verkehrsgeschehens sind seit Ende der 90er Jahre
erfolgreich im Einsatz. Im Tunnelbereich werden diese fu¨r die schnelle und zuverla¨ssige De-
tektion von Rauchentwicklungen und verkehrlichen Sto¨rfa¨llen eingesetzt.
Außerhalb von Tunneln existieren zwar Videodetektionssysteme, diese werden jedoch zu-
meist fu¨r die Erfassung lokaler Verkehrsdaten verwendet. Eine zuverla¨ssige objektbezogene
Auswertung der Verkehrsszenen scheiterte in der Praxis meist an den sich a¨ndernden Umfeld-
bedingungen wie Beleuchtung und Niederschlag. Die Unzula¨nglichkeiten der Systeme liegen in
den dort verwendeten Verfahren begru¨ndet, die zumeist auf dem in Kapitel 3.4.6 beschriebenen
Referenzbildverfahren basieren.
Die in Kapitel 2 vorgestellten Einsatzgebiete von Schwenk-Neige-Kameras stellen ein wei-
teres Problem fu¨r die videobasierte Sto¨rfalldetektion dar. Fu¨r sa¨mtliche derzeit im Verkehrs-
bereich eingesetzten Systeme ist eine statische Perspektive obligatorisch. Die Ursache hierfu¨r
liegt ebenfalls in dem festen Hintergrundbild, das fu¨r die Analysen beno¨tigt wird.
Fu¨r eine Umsetzung der in Kapitel 2 gesetzten Ziele ist demnach eine Konzeption der zu ver-
wendenden Verfahren vorzunehmen, die auf die Verwendung eines Referenzbildes verzichtet.
Als Grundlage stehen hierzu Bildoperatoren zur Verfu¨gung, die das Herausstellen erwu¨nschter
und die Unterdru¨ckung unerwu¨nschter Merkmale ermo¨glichen. Die Grundfunktionen digitaler
Bildoperationen bestehen aus der Quantifizierung von Farbwerten und Bildluminanzen. Als Fil-
teroperatoren zum Unterdru¨cken von Rauschen werden Mittelwert- und Gaußfilter eingesetzt,
zum Herausstellen von optischen Kanten eignen sich besonders der Laplace- und Sobeloperator.
Zudem ermo¨glicht die Faltung zweier unterschiedlicher Bilder die Extraktion weiterer Merk-
male. Somit lassen sich mittels der Differenzbildung zweier Bilder deren Unterschiede heraus-
stellen, so dass Objekte vom Hintergrund getrennt und Bewegungen erkannt werden ko¨nnen,
ohne auf ein Referenzbild angewiesen zu sein.
Bei vera¨nderlicher Perspektive, so wie sie beim Einsatz von Schwenk-Neige-Kameras auftre-
ten, ist hierfu¨r eine perspektivische Anpassung notwendig, die durch Transformation der Bild-
koordinaten erreicht werden kann.
Die hier beschriebenen Verfahren bilden die Grundlage der notwendigen Methoden, die zur
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Szenenerkennung notwendig sind. Die Zusammenstellung dieser Methoden ist Inhalt des nach-
folgenden Kapitels 4.
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4 Zusammenstellung der Modelle und
Ableitung der Softwarearchitektur
Im vorherigen Kapitel 3 wurde festgestellt, dass die derzeit vorhandenen Ansa¨tze zur automa-
tischen Sto¨rfalldetektion nicht geeignet sind, zuverla¨ssige Ergebnisse unter wechselnden Um-
feldbedingungen zu liefern. Der Einsatz herko¨mmlicher VDS ist bei Schwenk-Neige-Kameras
nicht mo¨glich, da diese auf eine feste Referenz angewiesen sind.
VDS sind inbesondere im Außenbereich zahlreichen Sto¨reinflu¨ssen unterworfen (3.3). Die-
se Einflu¨sse fu¨hren dazu, dass die Videodetektionstechnik in diesem Anwendungsbereich oft
sto¨rungsanfa¨llig und witterungsempfindlich ist. Die Anforderungen an ein ¨Uberwachungssy-
stem gehen hingegen in Richtung eines fehlerfreien Betriebs. Auch wenn dieses ha¨ufig gefor-
derte Gu¨temaß u¨berzogen ist, da prinzipiell keine fehlerfreien technischen Systeme existieren,
ist zu beachten, dass nur ein fehlerarmes System Akzeptanz beim Betreiber und Bediener fin-
den wird. In der Praxis laufen die Meldungen einer Vielzahl von Videou¨berwachungsanlagen in
einer Zentrale auf. Weil es sich bei Videdetektionssystemen um autonom und parallel agierende
Systeme handelt, multipliziert sich die mittlere Fehlerquote mit der Anzahl der u¨berwachenden
Kameraeinheiten. Dies fu¨hrt dazu, dass die zumutbare Belastung des Operators schnell u¨ber-
schritten werden kann.
Oberstes Ziel bei der Konzeption einer Sto¨rfalldetektionssoftware ist es deshalb, die Ver-
fahren von Anfang an im Hinblick auf einen sto¨rungsarmen Betrieb auszuwa¨hlen. Nur so ist
eine Interpretation komplexer Straßenverkehrsszenen unter allen Umfeldbedingungen auch bei
vera¨nderlicher Kameraperspektive erreichbar. In Anlehnung an das menschliche Gehirn, das
das Gesehene zuerst abstrahiert und mit bereits Gelerntem vergleicht, soll hier ebenfalls vor-
definiertes Wissen genutzt werden, um die gewu¨nschte Detektion besonderer Ereignisse zu
ermo¨glichen.
Die Einordnung der notwendigen Modelle in einen Analyseablauf unter Beru¨cksichtigung
einer programmiertechnischen Umsetzbarkeit ist ebenfalls Inhalt dieses Kapitels.
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4.1 Zusammenstellung der Modelle
Die Analyse einer Straßenverkehrsszene la¨sst sich in mehrere Schritte aufgliedern. Diese Schrit-
te, die hierzu notwendigen Modelle und deren Zusammenhang sind in Abbildung 4.1 dargestellt
und werden im Folgenden beschrieben.
Generisches
Szenenmodell
Abbildungsmodell
Objekterkennungund
-repräsentation
Bewegungsschätzung (Tracking)
Kameraorientierungs-
und -bewegungsmodell
Identifikation
Position
Bewegung
Situations-
einschätzung
Vorwissen
der Umgebung
Objekteigenschaften
(Geometrie, Optik)
Entscheidungsmodell
2D-Bildfolge
2D-Bild
Modell
Information
(Teil-)Ergebnis
Abbildung 4.1: Beno¨tigte Modelle zur videobasierten Situationseinscha¨tzung
1. Szenenmodell und Objektidentifikation: Bevor eine Analyse der Szene stattfinden
kann, ist es wichtig, die in ihr enthaltenen Objekte zu identifizieren. Hierbei muss zwi-
schen dynamischen Bildelementen und Objekten, die fester Bestandteil der Umgebung
sind, unterschieden werden. Als Beispiel ist die Fahrstreifenmarkierung zu nennen, die
als Objekt deutlich erkennbar ist und sich mitten auf der Fahrbahn befindet, jedoch keine
Gefahr fu¨r den Verkehrsteilnehmer darstellt, da sie ein fester leitwirkender Bestandteil
der Straße ist. Bei dynamischen Objekten muss erkannt werden, ob diese eine Relevanz
fu¨r die Szene haben. Eine umherwehende Zeitung auf der Straße kann als unkritisch an-
gesehen werden, ein verlorenes Stu¨ck Metall mit a¨hnlichen Abmessungen stellt jedoch
ein Sicherheitsrisiko fu¨r den Verkehrsteilnehmer dar. Diese notwendigen Unterscheidun-
gen stellen hohe Anforderungen an die Objekterkennung, die mit einer gezielten Suche
nach vordefinierten Objekten mit bekannten optischen und geometrischen Eigenschaften
umgesetzt werden ko¨nnen.
Fu¨r die Objektidentifikation sind demnach zwei Modelle notwendig. Zum einen mu¨ssen
ein
”
Wissensmodell“ geschaffen, zum anderen Algorithmen entwickelt werden, welche
die entsprechenden Objektmerkmale aus der 2D-Bildinformation extrahieren. Das
”
Wis-
sensmodell“ wird in Kapitel 5 behandelt. Hier wird ein generisches Szenenmodell be-
schrieben, das Wissen u¨ber die Umgebung und die zu erkennenden Objekte verknu¨pft, um
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eine wissensbasierte Objekterkennung durchzufu¨hren. Kapitel 6 bescha¨ftigt sich ausfu¨hr-
lich mit verschiedenen Verfahren der Bildverarbeitung sowie der Objekterkennung- und
repra¨sentation.
2. Positionsbestimmung: Der Ort, an dem sich Objekte befinden bzw. bewegen, geht mit
in die Bewertung der Situationseinscha¨tzung ein. Fußga¨nger, die auf einer Bru¨cke eine
Autobahn u¨berqueren, sind unkritisch, befinden sie sich jedoch im Verkehrsraum, besteht
eine Gefahrensituation mit Handlungsbedarf. Außerdem muss fließender Verkehr auf den
regula¨ren Fahrstreifen anders interpretiert werden als auf einem gesperrten Seitenstreifen.
Um diese Unterscheidungen vornehmen zu ko¨nnen, bedarf es einer eindeutigen Bestim-
mung der Objektpositionen und -geschwindigkeiten. Diese ist bei statischen Kameras
als unproblematisch anzusehen, bei Kameras mit Schwenk-Neige-Einheiten und dyna-
mischem Fokus muss die Information u¨ber die Orientierung und Brennweite entweder
vorgegeben oder aus der abgebildeten Szene abgeleitet werden. Kapitel 7 befasst sich
ausfu¨hrlich mit den hierzu notwendigen Verfahren zur Orientierungsermittlung sowie zur
Koordinatenbestimmung beliebiger Objekte innerhalb des sichtbaren Bildes.
3. Objektverfolgung Mit entscheidend fu¨r die Gefahrenanalyse ist, ob und wie sich ein
Objekt relativ zur Umgebung bewegt. Sich langsam bewegende Einzelobjekte stellen im
freien Verkehrsfluss eine Gefahr fu¨r den nachfolgenden Verkehr dar, auf dem Seiten-
streifen sind sie ein Indiz fu¨r havarierte Fahrzeuge. An Ein- und Ausfahrten sind diese
Bewegungsformen jedoch als ungefa¨hrlicher Normalfall einzustufen. Die Erfassung und
Analyse dieser Objektbewegungen ist Inhalt des Kapitels 8, in dem Verfahren zur Objekt-
verfolgung vorgestellt werden.
4. Situationseinscha¨tzung Aus den vorangegangenen Analysen der objektspezifischen Be-
wegungsverfolgung wird in diesem Schritt ein zeitlich-o¨rtlicher Abgleich der Bewe-
gungsdaten vorgenommen. Fu¨r eine Abscha¨tzung der Situation kommen hierzu abermals
die in der Wissensdatenenbank hinterlegten Informationen zum Einsatz. In Kapitel 9 ist
der Ablauf eine Situationseinscha¨tzung fu¨r ein Anwendungsbeispiel beschrieben.
4.2 Programmiertechnische Umsetzung
Fu¨r die Evaluierung der entwickelten Modelle und Verfahren wird eine Pru¨fsoftware DVA-SN
in der Programmiersprache [Phi] erstellt. Als Compiler kommt Microsoft Visual C++ zum Ein-
satz. Zur Planung und Umsetzung der Pru¨fsoftware wurden die Verfahren der Objektorientierten
Programmierung (OOP) gewa¨hlt, ein Vorgehen zur Strukturierung von Computerprogrammen
[OOP], in dem zusammengeho¨rige Daten und die darauf arbeitende Programmlogik zu Einhei-
ten (den sogenannten Objekten) zusammengefasst werden. Die Vorteile der Objektorientierten
Programmierung liegen in einer ho¨heren Wartbarkeit und gro¨ßeren Flexibilita¨t des Program-
mes, die durch Modularisierung des Codes entstehen. Daru¨ber hinaus erlaubt der modulare
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Aufbau ein einfaches Austauschen von Programmkomponenten. Dies ermo¨glicht, Algorithmen
oder Verfahren zu erweitern oder durch verbesserte Modelle zu ersetzen.
4.2.1 Echtzeitfa¨higkeit
Der Begriff
”
Echtzeit“ (englisch: real-time) stammt aus der Informatik und beschreibt die reale
Zeit, die Abla¨ufe verbrauchen. Der Begriff sagt nichts u¨ber die Geschwindigkeit oder Verarbei-
tungsleistung eines Systems aus, sondern legt fest, dass ein System auf ein Ereignis innerhalb
eines vorgegebenen Zeitrahmens reagieren muss. Ist die Laufzeit eines Prozesses synchron zur
Echtzeit, handelt es sich um ein echtzeitfa¨higes System.
Bei Bildverarbeitungssystemen ist eine Echtzeitverarbeitung dann gegeben, wenn die fu¨r die
Verfahren notwendige Anzahl an Einzelbildern innerhalb einer definierten Zeitspanne verarbei-
tet werden ko¨nnen. Bei Systemen, die fu¨r die Funktionsfa¨higkeit der Verfahren auf 25 Bilder
pro Sekunde angewiesen sind, bedeutet dies, dass die Berechnungen eines jeden Zyklus inner-
halb von 0,04 s abgehandelt sein mu¨ssen. Die Bearbeitungszeit jedoch ist von diversen Faktoren
abha¨ngig, unter anderem:
• Anzahl der CPU-Kerne sowie CPU-Taktrate
• Gro¨ße des Hauptspeichers
• ¨Ubertragungsrate des internen Bus-Systems
• Programmiertechnische Umsetzung der Algorithmen
• Betriebssystem
Eine genaue Angabe u¨ber die beno¨tigte Zeit ist daher nur schwer mo¨glich und la¨sst sich am
einfachsten heuristisch bestimmen. Je nach Wahl der Verfahren kann auch die Bearbeitungszeit
der Zyklen nicht konstant sein. So ist beispielsweise die Berechnungszeit bei Konturverfol-
gungsalgorithmen direkt abha¨ngig von der Anzahl der beobachteten Objekte.
Wa¨hrend fu¨r Forschungszwecke, Labortests und die Entwicklung von Verfahren auf die Echt-
zeitfa¨higkeit verzichtet werden kann, ist diese fu¨r ein Produkt im realen Betrieb unverzichtbar.
Bei einem in der Praxis einzusetzenden System muss demnach die Hardware an die Komplexita¨t
der Berechnungen angepasst werden oder es mu¨ssen die verwendeten Verfahren so modifiziert
werden, dass die Echtzeitfa¨higkeit unter vorgegebener Hardware garantiert ist.
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4.2.2 Bestandteile der Software
Die Pru¨fsoftware DVA-SN unterteilt sich in mehrere Bestandteile:
• Einleseroutinen fu¨r Bildsequenzen
• Benutzeroberfla¨che (auch GUI: Graphical User Interface)
• Steuerung des grundsa¨tzlichen Analyseablaufs (Kapitel 9)
• Auswerteroutinen
Die Einleseroutinen enthalten die Mo¨glichkeit, durch eine TV-Karte eingespeiste und digi-
talisierte PAL-Videosignale im RGB-Format zu verarbeiten. Hierdurch ist es mo¨glich, sowohl
Direktu¨bertragungen als auch Aufzeichnungen auszuwerten. Des Weiteren besteht die Mo¨glich-
keit, gespeicherte Videodateien einzulesen und einer Auswertung zuzufu¨hren. Dies ist beson-
ders bei der Entwicklung von Vorteil, wenn eine Szene unter Verwendung unterschiedlicher
Verfahren oder unter Variation von Parametern analysiert werden soll. Zu beachten ist jedoch,
dass die digitalisierte Videodatei bei der Verwendung einer verlustbehafteten Komprimierung
(Codecs) nicht mehr alle Merkmale entha¨lt, die im Original vorhanden waren. Da einige der
Verfahren auf bestimmte Merkmale im digitalisierten Bild angewiesen sind, ist bei der Analyse
die Verwendung verlustfreier Digitalaufzeichnungen, entweder auf Band oder auf Festplatte, zu
bevorzugen.
Die GUI ermo¨glicht dem Benutzer des Programms die Anpassung diverser Verfahrenspa-
rameter. Erga¨nzend werden auf der GUI die Ergebnisse der Verfahren dargestellt. Neben der
Anzeige des Originalvideobildmaterials (Monitoring) existiert die Mo¨glichkeit, die Ergebnisse
der Bildverarbeitung (z.B. Filterantworten), der Orientierungsscha¨tzung sowie der Szeneninter-
pretation symbolisch darzustellen.
4.2.3 Analyseablauf
In Abbildung 4.2 ist der Ablauf des Testprogramms dargestellt. Der innere, zyklisch ablaufende
Teil der Analyse (Ablaufkoordination) entstand in Anlehnung an die in Abbildung 4.1 darge-
stellte Abfolge.
Initialisierung
Zuna¨chst wird das Programm initialisiert, d.h. der zur Ausfu¨hrung beno¨tigte Speicherplatz
fu¨r das Programm wird reserviert und mit Startwerten gefu¨llt. Es folgt der Ladevorgang und
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Abbildung 4.2: Ablauf des Testprogramms
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die Konstruktion der Wissensbasis, zuna¨chst der allgemeine Teil mit den Informationen u¨ber
Objektbeschaffenheiten, anschließend der spezifische Teil, der die Untersuchungsumgebung
entha¨lt.
Ablaufkoordination
Nach dem vollsta¨ndigen Laden und der Initialisierung des Programms kann die Auswertung
vom Benutzer gestartet werden. Nach dem Start la¨uft diese bis zum Abbruch durch den An-
wender. Auch bei laufender Auswertung ist eine ¨Anderung der Programm-Parameter und somit
eines sofortige Kontrolle der Auswirkungen mo¨glich.
Die Analyse la¨uft zyklisch, d.h. immer dann, wenn ein neues Bild zur Auswertung vorliegt,
werden alle notwendigen Verfahren abgearbeitet. Fu¨r den Fall, dass die Auswertealgorithmen
fu¨r die Berechnungen unter 125 Sekunde beno¨tigen (Echtzeitfa¨higkeit), muss vor dem na¨chsten
Zyklus solange gewartet werden, bis ein neues Bild von der Einleseeinheit zur Verfu¨gung steht.
Dauert die Berechnung la¨nger als die Zykluszeit der Bildfrequenz, liegt keine Echtzeitfa¨hig-
keit des Verfahrens vor. In diesem Fall muss entschieden werden, ob einige der Einzelbilder
verworfen werden und mit dem na¨chsten anstehenden Einzelbild weitergerechnet wird, oder
ob die Echtzeitfa¨higkeit aufgegeben wird. In dem Fall werden die nicht verarbeiteten Einzel-
bilder zwischengespeichert und verspa¨tet ausgewertet. Innerhalb eines Zyklus werden folgende
Operationen ausgefu¨hrt:
1. Bildaufbereitung: Zuna¨chst werden Verfahren zur Verbesserung des Bildes angewandt,
wie zum Beispiel Filter zur Rauschunterdru¨ckung, Differenzbilderzeugung etc. (s. Kapitel
3.4.7) Des Weiteren wird mittels geeigneter Operatoren ein Kantenbild erzeugt, auf das
die nachfolgenden Verfahren zuru¨ckgreifen.
2. Perspektivbestimmung: Es folgen Verfahren zur Perspektivbestimmung (Kapitel 7), die
das Bild auf Passpunkte, Referenzlinien oder Bewegungen hin untersuchen, um die aktu-
elle Ausrichtung der Kamera zu ermitteln. Die hierzu notwendigen Informationen, nach
welchen Merkmalen zu suchen ist und demnach welches Verfahren angewendet werden
muss, bezieht das Programm aus der spezifischen Wissensbasis und aus dem zuvor auf-
bereiteten Bild.
3. Objektsuche: Anschließend wird an Eingangspunkten, die aus der Wissensbasis entnom-
men werden, nach neuen Objekten gesucht. Hierzu kommen die in Kapitel 6.3 beschrie-
ben Methoden zum Einsatz.
4. Objektverfolgung: In dieser Phase wird versucht, Objekte, die in einem der letzten Zy-
klen erkannt wurden, im aktuellen Bild wiederzufinden. Dieses Vorgehen, das auch als
”
Tracking“ bezeichnet wird, ist in Kapitel 8 beschrieben. Die auf das u¨bergeordnete Ko-
ordinatensystem (x,y,z) transformierten Koordinaten der Objekte werden gespeichert.
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5. Bewegungsanalyse: Anhand des zeitlichen Verlaufs der Koordinaten lassen sich fu¨r jedes
Objekt Weg-Zeit-Linien erstellen, mit denen eine Bewegungsanalyse mo¨glich ist. Die
Verfahren hierzu finden sich in Kapitel 9.4.
6. Ausgabe: Die Ergebnisse der Analyse werden dem Anwender grafisch dargestellt, so
dass eine visuelle Kontrolle der Ergebnisse mo¨glich ist. Eine zusa¨tzliche Dateiausgabe
objektspezifischer Ergebnisse ermo¨glicht zudem eine genaue nachgelagerte Analyse fu¨r
die Entwicklung und den Test der Algorithmen.
4.3 Zusammenfassung
Durch Zusammenstellung von Verfahren wurde ein Ablauf festgelegt, anhand dessen sich kom-
plexe Straßenverkehrsszenen unter allen Umfeldbedingungen auch bei vera¨nderlicher Kame-
raperspektive interpretieren lassen. Grundlage hierfu¨r sind verschiedenartige Modelle zur Ob-
jekterkennung und -verfolgung sowie zur Kameraorientierung. Diese Modelle sind mit einem
generischen Szenenmodell verknu¨pft, in das vordefiniertes Wissen u¨ber die Umgebung und u¨ber
Objekteigenschaften Eingang findet. Ebenso wurde der Rahmen fu¨r die programmiertechnische
Umsetzung der Modelle festgelegt. Neben der Definition der notwendigen Softwarebestandteile
wurde der Analyseablauf des Programms hergeleitet.
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5 Wissensbasierte Interpretation von
Bildern
In Kapitel 4 wurden Modelle zur Interpretation komplexer Straßenverkehrsszenen zusammen-
gestellt. Die Modelle zur Objektidentifikation- und verfolgung sowie zur Kameraorientierung
stu¨tzen sich hierbei auf vordefiniertes Wissen u¨ber die Umgebung und die zu erkennenden
Objekte. Fu¨r die Nachahmung intelligenten Verhaltens haben sich wissensbasierte Systeme
bewa¨hrt. Sie zeichnen sich dadurch aus, dass anwendungsabha¨ngiges Wissen explizit in einer
Wissensbasis formuliert ist. In diesem Kapitel wird na¨her auf die Definition und die Nutzung
von Wissen eingegangen.
Das menschliche Auge ist in Verbindung mit dem Gehirn in der Lage, auch unter widrigsten
Umsta¨nden komplexe Szenen zu interpretieren. So kann es z.B. auch bei schlechter Witterung
Umgebungen und Objekte korrekt einscha¨tzen. Im Gegensatz zur digitalen Bildverarbeitung
findet im Gehirn keine
”
pixelweise“ Auswertung des Gesehenen statt, sondern die Szene wird
anhand von bisher Gelerntem abstrahiert und interpretiert. Es ist deshalb zu untersuchen, ob
Videodetektionssysteme im Außenbereich durch ein Nachahmen der menschlichen Intelligenz
fu¨r die Aufgaben der Sto¨rfalldetektion einsetzbar gemacht werden ko¨nnen. Hierbei ko¨nnen die
Systeme entweder selbstlernend konzipiert werden oder das Wissen anhand einer Wissensbasis
vorgegeben werden.
Eine Verkehrsszene besteht aus dreidimensionalen Ko¨rpern, die auf der Straßenoberfla¨che
ra¨umlich angeordnet sind. Die Kamera erfasst die Szene und liefert ein zweidimensionales Bild
der dreidimensionalen Welt. Videobasierte Sto¨rfalldetektionssysteme erfordern das Erkennen
von komplexen Objekten aus diesen Informationen. Wa¨hrend jedoch u¨ber rein geometrische
Begriffe wie
”
Gerade“ oder
”
Kreis“ kein Wissen existiert, kann u¨ber Begriffe mit symbolischer
Bedeutung, wie z. B.
”
Leitpfosten“ oder
”
Markierung“ explizites Wissen formuliert werden. Ein
wichtiges Ziel der rechnergestu¨tzten Bildinterpretation ist die automatische Generierung einer
symbolischen Beschreibung der abgebildeten Szene, um vordefiniertes Wissen (
”
Wissensinhal-
te“) nutzbar zu machen. Die Zuweisung einer symbolischen Bedeutung zu dem abgebildeten
Objekt wird auch als
”
Interpretation eines Bildes“ bezeichnet. In der Regel lassen sich Objek-
te in der Natur in ihrem Erscheinungsbild nicht exakt beschreiben. Der Mensch verfu¨gt jedoch
u¨ber Erfahrungswissen und hat sich aus seinen zahlreichen Beobachtungen ein generisches Mo-
dell abgeleitet, so dass das menschliche Auge in Verbindung mit dem Gehirn die Fa¨higkeit
besitzt, diese Objekte zu erkennen.
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5.1 Nutzung von A-Priori Wissen fu¨r die Bildanalyse
Der Begriff
”
Wissen“ kann aufgeteilt werden in das im Vorhinein bekannte Wissen allgemeiner
Art (
”
Vorwissen“ oder
”
A-Priori-Wissen“) sowie dem spezielleren Fallwissen. Dieses Wissen,
das vor Auswertung des Bildes verfu¨gbar ist, wird in Abha¨ngigkeit des Anwendungsfalls defi-
niert. Wa¨hrend ein System zur Interpretation von Straßenverkehrsszenen Kenntnisse u¨ber Fahr-
zeuge und Markierungen besitzt, ist hingegen einem Gesichtsscanner Vorwissen u¨ber Augen-
und Mundpartie implementiert.
A-Priori-Wissen la¨sst sich in drei Bereiche gliedern (siehe auch Abbildung 5.1):
• Szenenbereichswissen
• Sensorwissen
• Bildbereichswissen
Das Szenenbereichswissen la¨sst sich weiter in eine physikalische und und eine semantische
Ebene unterteilen. Die physikalische Ebene beschreibt die Eigenschaften der zu analysierenden
Objekte hinsichtlich ihrer Geometrie, Position, Farbe oder Temperatur. Die semantische Ebene
umfasst das Wissen u¨ber die Komponenten eines Objekts und deren Beziehung zueinander.
Sensorwissen umfasst ein geometrisches und radiometrisches Abbildungsmodell. Das geo-
metrische Modell entha¨lt die Abbildungsgesetze, welche den Zusammenhang zwischen der 3D-
Geometrie der Ko¨rper in einer Szene und deren Abbildung auf die 2D-Bildebene beschreiben.
Diese Thematik wird ausfu¨hrlich in Kapitel 7 behandelt. Das radiometrische Modell beschreibt
die Beziehung zwischen dem Erscheinungsbild der Objekte (Farbe, Helligkeit) und den Ma-
terialeigenschaften (Temperatur, Rauigkeit, Reflexion). Auf Infrarotsensoren und das Erschei-
nungsbild in Anha¨ngigkeit der Temperatur wird im Rahmen dieser Arbeit jedoch nicht na¨her
eingegangen.
Das Bildbereichswissen entha¨lt sowohl die geometrischen Eigenschaften von 2D-Objekten
auf der Bildebene (z.B. Regionen, Linien, Punkte) als auch die zugeho¨rigen Verfahren der Bild-
verarbeitungsebene, um diese geometrischen Eigenschaften zu extrahieren.
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5.2 Definition / Wissensarten
Es existiert eine Vielzahl von Definitionen und Formen des Wissens. Die entscheidende Wis-
sensart fu¨r die Interpretation von Bildern ist das deklarative Wissen, welches auf einer semanti-
schen und einer physikalischen Ebene definiert werden kann. Objektspezifisches Wissen, wel-
ches auf der physikalischen Ebene eingeordnet wird, umfasst Informationen u¨ber die Eigen-
schaften eines Objektes, wie z.B. die Breite oder das Material einer Straße. Strukturelles Wissen
in der semantischen Ebene entha¨lt Aussagen zu den Bestandteilen eines Objekts, beispielswei-
se dass eine Straße aus der Oberfla¨che, Markierungen, Bankett etc. besteht. Ferner umfasst
deklaratives Wissen Informationen u¨ber semantische Beziehungen von Objekten untereinander.
Semantische Beziehungen sind Aussagen zu mindestens zwei Objekten, wie beispielsweise Ab-
straktionen, Teil-Von-Beziehungen, sowie zeitlichen, ra¨umlichen oder kausalen Beziehungen.
Fu¨r die unterschiedlichen, in Abbildung 5.2 dargestellten Arten von Beziehungen wird die Dar-
stellungsform der Unified Modeling Language (UML), einer Modellierungssprache fu¨r Soft-
ware und andere betrieblichen Anwendungssysteme, genutzt [Boo99]. Die ha¨ufigsten Elemente
von semantischen Beziehungen werden im Folgenden na¨her erla¨utert.
Eine Generalisierung ist die gerichtete Beziehung zwischen einem generelleren und einem
spezielleren Objekt. Dies bedeutet, dass das speziellere Objekt implizit u¨ber alle Merkmale
(Struktur- und Verhaltensmerkmale) des generelleren Objekts verfu¨gt (Vererbung). Ein Beispiel
fu¨r eine Generalisierung ist die Beziehung
”
Katze - Tier“. Hierbei ist
”
Tier“ als abstrakterer
Begriff die Generalisierung von
”
Katze“. Eine Generalisierung wird als Pfeil zwischen den
beiden beteiligten Objekten notiert, wobei die Pfeilspitze geschlossen und nicht ausgefu¨llt ist
sowie auf das abstrakte Objekt zeigt.
Eine Beziehung zwischen zwei oder mehr Objekten wird allgemein als Assoziation bezeich-
net. (z.B.
”
Bankkunde - Konto“). Objektbeziehung zwischen einem Ganzen und seinen Tei-
len (
”
Teil-von-Beziehungen“) werden als Komposition und Aggregation bezeichnet. Bei einer
Komposition ist die Komponente vom Aggregat existenzabha¨ngig. (
”
Auto - Motor“), im Gegen-
satz besteht bei einer Aggregation keine zwingende Existenz der Komponente (
”
Vase - Blume“).
In der grafischen Darstellung einer Komposition dekoriert eine ausgefu¨llte Raute das Ende, das
mit dem Aggregat-Objekt verbunden ist. Im Fall der Aggregation ist es eine nicht ausgefu¨llte
Raute.
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Abbildung 5.2: Deklaratives Wissen
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5.3 Vorgehensweisen zur Bildinterpretation
Prinzipiell ko¨nnen bei der wissensbasierten Interpretation von Bildern zwei Vorgehensweisen
unterschieden werden.
• datengetrieben (bottom up)
• modellgetrieben (top down)
Bei datengetriebenen Strategien muss zuna¨chst eine Segmentierung des Bildes in Bildprimi-
tive oder Konturen vorgenommen werden, da eine bildpunktweise Bedeutungszuordnung nicht
mo¨glich ist. Die extrahierten Bildprimitive (Regionen, Konturen) werden einem Interpretati-
onsmodul u¨bergeben, das fu¨r die symbolische Verarbeitung zusta¨ndig ist. Korrespondierende
Information aus verschiedenen Sensoren, z.B. CCD- und Infrarotsensoren, werden fusioniert,
Bildprimitive werden zu komplexen Strukturen gruppiert, so dass abschließend eine symboli-
sche Bedeutung zugewiesen werden kann.
Modellgetriebene Vorgehensweisen leiten aus dem generischen Modell Hypothesen u¨ber Exi-
stenz, Form, Farbe und Lage der gesuchten Objekte ab. Diese Erwartungen werden anhand der
vorliegenden Sensordaten verifiziert oder falsifiziert.
5.3.1 Modellkarte
Zur Darstellung des A-priori-Szenenbereichswissens wurde die Verwendung einer zweidimen-
sionalen Modellkarte ˜S( ˜X , ˜Y ) gewa¨hlt, welche die einsehbare Umgebung der Kamera in der
Draufsicht abbildet. Das hierin verwendete Koordinatensystem entspricht meist dem u¨berge-
ordneten Koordinatensystem, kann jedoch auch zur besseren Erkennbarkeit der Fahrstreifen
untereinander entlang der Straßenachse in einem vergro¨ßerten Maßstab dargestellt werden.
Die wichtigsten Elemente der Modellkarte sind Fahrstreifenobjekte ˜Fi, welche diverse Attri-
bute besitzen. Obligatorisch ist ein Polygonzug ˜Pi, der den Verlauf des Fahrstreifens abbildet.
Zusa¨tzlich ko¨nnen dem Fahrstreifen individuelle Eigenschaften wie Fahrbahnbreite, zula¨ssi-
ge Ho¨chstgeschwindigkeit vmax, kritische Geschwindigkeit vkrit als Sto¨rfallkriterium oder auch
Materialarten zugeschrieben werden. Die Positionen straßenseitiger Einrichtungen, beispiels-
weise Bru¨cken, Leitpfosten und Schutzplanken, ko¨nnen ebenfalls Eingang in die Modellkarte
finden. Abbildung 5.3 illustriert die Abbildung einer realen Szene durch eine Modellkarte.
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Abbildung 5.3: Abbildung einer Szene durch eine Modellkarte
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5.3.2 Bildanalyseverfahren
Kernstu¨ck der wissensbasierten Bildinterpretation ist die Anwendung geeigneter Bildanalyse-
verfahren zur gezielten objektspezifischen Merkmalsinterpretation.
Anhand der Eintra¨ge in der vorliegenden Wissensdatenbank mu¨ssen Regeln und Verfahrens-
schritte zur Erkennung generiert werden, welche sich wiederum aus den in Kapitel 6 genannten
Verfahren zusammensetzen. Im Folgenden wird fu¨r die wesentlichen Verfahren beschrieben, ob
diese zur Merkmalsextraktion geeignet sind.
5.3.2.1 Material (Farbe)
Aus einem digitalisierten Bild ko¨nnen Merkmale u¨ber Farbwerte, Farbintensita¨ten und Hellig-
keiten extrahiert werden. Die genaue Erla¨uterung der Verfahren befindet sich in Kapitel 3.4.4.
Unter Laborbedingungen (Tageslicht) erscheint das Wiederfinden von Bildbereichen unter Vor-
gabe einer Farbeigenschaft als gelo¨st, birgt jedoch in der Realita¨t wegen der wechselnden farbli-
chen Eigenschaften bei unterschiedlichen Beleuchtungsverha¨ltnissen Schwierigkeiten. Aus die-
sem Grund kann die Farbe nicht als konstante Gro¨ße eines Objekts gesehen werden, sondern
muss von den Attributen Material und Beleuchtung abgeleitet werden. So muss fu¨r jedes auf-
tretende Material eine Tabelle des Farbspektrums unter Variation der Beleuchtungsverha¨ltnisse
(Intensita¨t, Winkel/Reflexion) erstellt werden.
Die Erkennung von Materialeigenschaften gliedert sich demnach in drei Teile:
• Erkennung /Erkundung der Beleuchtungsverha¨ltnisse
• Ableitung des Farbspektrums
• Auffinden der Wertebereiche im Bild
Die Verwendung von Farbinformationen fu¨r die Videodetektion ist wegen der undefinier-
ten Beleuchtungsverha¨ltnisse als eher ungeeignet anzusehen. Lediglich bei matten oder absor-
bierenden Materialien, deren Farbeigenschaften weniger von den Beleuchtungsgegebenheiten
abha¨ngig sind, wa¨re eine Verwendung denkbar. Fu¨r die Interpretation von Verkehrssituationen
im Außenbereich wird jedoch im Rahmen dieser Arbeit auf die Verwendung der Farbinforma-
tion verzichtet.
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5.3.2.2 Geometrie
Im Gegensatz zu der farblichen Darstellung eines Objektes ist dessen abgebildete Form wesent-
lich weniger abha¨ngig von a¨ußeren Einflu¨ssen. Beim menschlichen Gehirn ist die Form eines
Objektes das entscheidende Merkmal fu¨r dessen (Wieder-)Erkennen. Dieser Sachverhalt soll
durch Abbildungen 5.4 und 5.5 verdeutlicht werden. Abgebildet sind Teilinformationen zweier
Gegensta¨nde: Das erste Bild zeigt ca. 80% der Fla¨che des zu erkennenden Objektes, jedoch mit
vera¨ndertem Umriss. Im zweiten Bild ist die Bildinformation des zu erkennenden Objekts auf
etwa 1% reduziert, jedoch ist dessen Form sichtbar.
Abbildung 5.4: Zwei zu erkennende Objekte mit reduzierter Information
Es wird deutlich, dass es dem menschlichen Auge ohne Schwierigkeiten gelingt, das zweite
Objekt als ein Fahrrad zu erkennen, hingegen beim ersten Objekt trotz der fast vollsta¨ndigen
Abbildung Schwierigkeiten darin bestehen, dieses als Tennisball zu identifizieren. Bei der Kon-
zeption einer ku¨nstlichen Objekterkennung muss dieser Sachverhalt beru¨cksichtigt werden, so
dass eine erfolgreiche Szeneninterpretation im Wesentlichen auf einer Umrisserkennung ba-
siert.
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Abbildung 5.5: Zwei zu erkennende Objekte mit vollsta¨ndiger Information
5.4 Interpretation eines Beispielszenarios
Im Folgenden wird ein Szenenmodell fu¨r ein Beispielszenario erstellt (Abbildung 5.6). Fu¨r
Objekte, die sich in dem Beispielszenario zur Erkennung und Interpretation anbieten, wird das
vorhandene spezifische und strukturelle Wissen aufgefu¨hrt. Abbildung 5.7 stellt das konkrete
Szenenmodell des Beispielszenarios in sa¨mtlichen Ebenen dar.
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Kfz
Kfz
Kfz
Kfz
Kfz
Kfz
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Abbildung 5.6: Szenenmodell des Beispielszenarios (original / interpretiert)
5.4.1 Semantische Ebene
Die Szenerie entha¨lt das Objekt
”
Autobahn“, welches sich wiederum aus den Elementen Fahr-
bahn, Leitpfosten, Schutzplanken und dem Bankett zusammensetzt. Auf der Fahrbahn sind ver-
schiedene Arten von Markierungen (Seitenstreifen-, Fahrstreifen- und Randmarkierung) vor-
handen. Das Bankett besteht meist aus Rasen. Auf der Fahrbahn ko¨nnen ebenfalls bewegliche
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Abbildung 5.7: Konkretes Szenenmodell der Testsequenz
Objekte wie Fahrzeuge oder aber auch Personen existieren. In der in Abbildung 5.7 dargestell-
ten Modellkarte des Beispielszenarios sind die wesentlichen Elemente verzeichnet.
5.4.2 Physikalische Ebene
Die physikalischen Eigenschaften der in der semantischen Ebene dargestellten Elemente wer-
den im Folgenden beschrieben. Hierbei werden Angaben u¨ber Material, Form, Geometrie, Po-
sition und Erscheinungsform in der optischen Abbildung gemacht, welche sich auch in Tabelle
5.1 sowie in Abbildung 5.7 wiederfinden.
Fahrbahn
Die Fahrbahn aus Asphalt erscheint bei ausreichendem Abstand als kontrastarme Fla¨che, de-
ren Farbe je nach Sonneneinstrahlung und -winkel in sa¨mtlichen Grauto¨nen zwischen Weiß
und Schwarz variieren kann. Betonfahrbahnen erscheinen meist auch bei nasser Fahrbahn in
vergleichsweise hellen Grauto¨nen.
Fahrbahnmarkierungen
Als auf der Fahrbahn aufgebrachte Markierungen existieren auf Autobahnen Leit- und Randlini-
en. Leitlinien dienen der Separation einzelner Fahrstreifen und werden als unterbrochene Linien
dargestellt. Ihre Linienelemente haben im Regelfall einen Abstand von 12 Metern, sind 6 Meter
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Abbildung 5.8: Modellkarte des Beispielszenarios
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lang und 15 cm breit. Randlinien (Breite 0,30 m) sind durchgehend und dienen der Abgrenzung
des Seitenstreifens bzw. der Kenntlichmachung der Fahrbahnra¨nder. Optisch erscheinen Fahr-
bahnmarkierungen als weiße, gerade und meist in Flucht verlaufende Geraden(-abschnitte), die
sich meist deutlich von der Fahrbahn abgrenzen.
Bankett
Ein Bankett ist ein teilweise befestigter Seitenstreifen an Straßen. Er befindet sich neben der
Fahrbahn und ist im Allgemeinen mit leichter Schottertragschicht befestigt und mit Oberboden
und Rasen bedeckt. Im Bankett stehen Verkehrseinrichtungen (Leitpfosten, Verkehrszeichen),
Notrufsa¨ulen und Schutzplanken. Optisch zeichnet sich ein Bankett durch die zumeist gru¨ne
Farbe und die i.d.R schwache Struktur aus. Zu beachten ist, das sich die farblichen Eigenschaf-
ten insbesondere in den Herbst- und Wintermonaten stark vera¨ndern ko¨nnen.
Leitpfosten
Das in Deutschland verwendete Leitpfosten-Modell besteht aus einem ca. 100 cm hohen hohlen
dreieckigen Kunststoffkorpus, der oben zur Fahrbahn hin abgeschra¨gt ist. Parallel dazu ist eine
ca. 20 cm breite Binde aus schwarzer Kunststofffolie angebracht, in die Reflektoren (vorne bzw.
rechts ein rechteckiger Reflektor, weiß; hinten bzw. links zwei kleinere runde Reflektoren, weiß)
eingelassen sind. Sie werden im Abstand von 50 Metern rechts neben der Fahrbahn angebracht.
Leitpfosten weisen folgende optische Eigenschaften auf: Sie werden durch nahezu vertikale
Linien abgebildet und heben sich durch ihre schwarz-weiße Farbe meist deutlich vom Bankett
ab.
Schutzplanken
Schutzplanken sind passive Schutzeinrichtungen aus Metall (Stahl bzw. Aluminium), die in ver-
schiedenen Formen vorkommen. Sie werden hauptsa¨chlich neben der Fahrbahn zum Schutz von
Einrichtungen und zum Schutz der Insassen von Fahrzeugen, die von der Fahrbahn abkommen,
eingesetzt. Da es sich bei passiven Schutzeinrichtungen um parallel zur Fahrbahn verlaufende
Objekte handelt, werden diese in der optischen Abbildung bei einem geradlinigen Straßenver-
lauf als Fluchtlinen dargestellt. Der Stahl der Schutzplanken erscheint im passiven Licht grau,
bei starker Sonneneinstrahlung kann dieses durch Reflexionen bis ins Weiße u¨bergehen.
Fahrzeuge
Die optischen Eigenschaften von Fahrzeugen sind wegen der auftretenden Vielzahl von Fahr-
zeugarten, Farben und Formen schwer zu verallgemeinern. Als fu¨r die Auswertung nutzbare
Eigenschaft kann die Breite, die zwischen 1,50 m (Kleinwagen) bzw. 1,00 m (Motorrad) und
2,50 m (Lkw) liegt, sowie die maximale Ho¨he von 4,00 Metern herangezogen werden. Zudem
besitzt jedes Fahrzeug unabha¨ngig von den Beleuchtungsverha¨ltnissen einen verschatteten Be-
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Objekt Geometrie Farbe Strukur Umgebung
Fahrbahn Ebene grau kontrastarm grenzt an Bankett,
entha¨lt Markierungen
Bankett Ebene (gru¨n) kontrastarm grenzt an Fahrbahn,
entha¨lt Leitpfosten
und Schutzeinrichtung
Leitpfosten vertikale Linien schwarzweiß kontrastarm auf Bankett, Abstand
untereinander 50 m
Schutzplanke geradlinig,
Fluchtlinie
hellgrau bis
weiß
kontrastreich auf Bankett, kann Pfo-
sten enthalten
Fahrstreifen Ebene / Trapez grau kontrastarm -
Seitenstreifen Ebene / Trapez grau kontrastarm zwischen Bankett und
Fahrstreifen
Trennlinie Linie weiß kontrastfrei zwischen Fahrbahn
und Bankett
Fahrbahn- unterbrochene
Linie
weiß kontrastfrei zwischen Fahrstreifen
markierung
Fahrzeuge unterschiedliche
Formen
unbestimmt,
im unteren
Bereich meist
schwarz
(verschattet)
kontrastreich auf Fahrstreifen
Tabelle 5.1: physikalische Objekteigenschaften
reich unter dem Chassis. Als relativ eindeutig erkennbare Form, ein Trapez mit abgerundeten
Kanten, hat sich der Umriss der Windschutzscheiben herausgestellt. Diese la¨sst zwar nicht auf
den gesamten Fahrzeugumfang schließen, ist jedoch fu¨r die Detektion von Fahrzeugen und de-
ren Verfolgung a¨ußerst hilfreich.
5.4.3 Zusammenfassung
Die Interpretation einer abgebildeten Szene, also die Generierung einer symbolischen Beschrei-
bung, ist ein wichtiges Ziel der rechnergestu¨tzten Bildinterpretation, um vordefiniertes Wissen
nutzbar zu machen. Das nutzbare Erfahrungswissen umfasst hierbei die Kenntnisse u¨ber den
Bildsensor sowie den Szenen- und Bildbereich.
Als komplexeste Wissensart ist das Szenenbereichswissen zu bezeichnen. Sowohl die physi-
kalische als auch die semantische Beschreibung von Objekten und Objekteigenschaften wurden
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in diesem Kapitel erla¨utert und fu¨r ein Fallbeispiel definiert. Eine Modellkarte, in der das vorde-
finierte Wissen Eingang findet, wurde als nutzbare Darstellungsform von Szenenbereichswissen
entwickelt und fu¨r das Fallbeispiel erstellt.
Wissen u¨ber den Zusammenhang zwischen der 3D-Geometrie von Ko¨rpern und deren Ab-
bildung auf die 2D-Bildebene wird als Sensorwissen bezeichnet. Auf das geometrische Abbil-
dungsmodell als Teil des Sensorwissens wird ausfu¨hrlich in Kapitel 7 eingegangen.
Um die geometrischen Eigenschaften von 2D-Objekten auf der Bildverarbeitungsebene zu
extrahieren (Bildbereichswissen), sind geeignete Bildanalyseverfahren notwendig. Diese bilden
den Kern des in Kapitel 4 aufgestellten Ablaufs der Pru¨fsoftware und werden ausfu¨hrlich im
folgenden Kapitel 6 beschrieben.
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6 Identifikation von Objekten
Wie im vorherigen Kapitel 5 beschrieben, sind Bildanalyseverfahren mit gezielter objektspe-
zifischer Merkmalsinterpretation notwendig, um unter Nutzung von Bildbereichswissen eine
Verkehrsszene korrekt zu interpretieren. Im Folgenden wird auf die Verfahren eingegangen, mit
denen geeignete Merkmale aus einem digitalisierten Bild extrahierbar sind. Dies geschieht im
Hinblick auf eine programmiertechnische Umsetzbarkeit der Verfahren.
6.1 Merkmalsextraktion / Auswahl geeigneter
Objektmerkmale
6.1.1 Merkmalsreiche Bildbereiche
Eine ha¨ufig genutzte Methode zur Objektverfolgung in der Bildverarbeitung ist die Verwen-
dung begrenzter Umgebungen - so genannte
”
Blo¨cke“ -, die aufgrund ihrer Eindeutigkeit leicht
in dem na¨chsten Bild der Bildfolge wiederzufinden sind. Fu¨r dieses Verfahren mu¨ssen zuerst
markante - der Einfachheit halber meist quadratische - Bildbereiche ermittelt werden, die be-
stimmte eindeutig definierbare Merkmale aufweisen.
Die erste Bedingung fu¨r eine merkmalsreiche Umgebung ist die Existenz einer optischen
Kante mit hoher Intensita¨t. Dies kann mittels den in Kapitel 3.4.7.1 beschriebenen Filteropera-
toren ermittelt werden. Die Intensita¨t optischer Kanten allein ist noch kein hinreichendes Krite-
rium fu¨r die Auswahl eines geeigneten Blocks. Bildpunkte, die Teil einer linienhaften Struktur
sind, ko¨nnen aufgrund der sogenannten Blendenproblematik nicht eindeutig wiedergefunden
werden (vgl. Abbildung 6.1). Aus diesem Grund muss die Richtungsunabha¨ngigkeit (Aniso-
tropie) der Kante gepru¨ft werden. Das dritte Kriterium fu¨r ein eindeutiges Wiederfinden ist ein
deutliches Abheben des Blocks vom Hintergrund.
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?
Zuordnung
eindeutig
Zuordnung
nicht
eindeutig
Ecke Kante
Abbildung 6.1: Blendenproblematik
6.1.1.1 Anisotropie
Der Erfolg beim Wiederfinden eines definierten Merkmals in einem zweiten Bild ist stark davon
abha¨ngig, ob das Merkmal ausreichend anisotrop, d.h. richtungsunabha¨ngig, ist. Die Richtungs-
abha¨ngigkeit kann am besten durch den Strukturtensor J dargestellt werden. Der Strukturtensor
ist eine ada¨quate Darstellung erster Ordnung einer Nachbarschaft.
J =
(
J11 J12
J21 J22
)
(6.1)
J11 =
1
2 ·u−1
u−1
∑
n=−u+1
u−1
∑
m=−u+1
[g(x+m,y+n−1)−g(x+m,y+n+1)]2 (6.2)
J22 =
1
2 ·u−1
u−1
∑
n=−u+1
u−1
∑
m=−u+1
[g(x+m−1,y+n)−g(x+m+1,y+n)]2 (6.3)
J12 =
1
2 ·u−1
u−1
∑
n=−u+1
u−1
∑
m=−u+1
[g(x+m,y+n−1)−g(x+m,y+n+1)]
· [g(x+m−1,y+n)−g(x+m+1,y+n)]
(6.4)
u: Breite bzw. Ho¨he der Umgebung U
Der Strukturtensor ist symmetrisch und kann durch Rotation in eine diagonale Form J′ ge-
bracht werden (Abbildung 6.2). Der Orientierungsvektor entspricht dem zum kleinsten Eigen-
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wert des Tensors J geho¨rigen Eigenvektor. Die Suche nach einer lokalen Orientierung reduziert
sich also auf eine Eigenwertanalyse des Strukturtensors J.
J J'
q
Abbildung 6.2: Rotation des Strukturtensors
J′ =
(
λ1 0
0 λ2
)
(6.5)
Das Eigenwertproblem kann wie folgt gelo¨st werden:
J′ =
(
λ1 0
0 λ2
)
=
(
cosθ −sinθ
sinθ cosθ
)(
J11 J12
J21 J22
)(
cosθ sinθ
−sinθ cosθ
)
=
(
J11 cos2 θ+J22 sin2 θ−J12 sin2θ 1/2(J11−J22)sin2θ+J12 cos2θ
1/2(J11−J22)sin2θ+J12 cos2θ J11 sin2 θ+J22 cos2 θ+J12 sin2θ
) (6.6)
Obwohl ein nichtlineares Gleichungssystem vorliegt, kann es leicht nach dem Winkel θ auf-
gelo¨st werden. Werden die nicht diagonalen Elemente zu Null gesetzt, kann die Normalenform
durch folgende Gleichung (
1/2(J11−J22)sin2θ+J12 cos2θ = 0
) (6.7)
bestimmt werden. Nach Umformungen ergibt sich der Orientierungswinkel zu
tan2θ = 2J12J22−J11 (6.8)
anhand dessen nach [Gra78] ein Orientierungsvektor~o
~o =
(
J22−J11
2J12
)
(6.9)
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definiert werden kann, der letztendlich eine lokale Struktur auf eine lokale Orientierung redu-
ziert.
Das Koha¨renzmaß cc ist das Verha¨ltnis aus dem Betragsquadrat des Orientierungsvektors und
der Spur des Tensors J und ist nach [Ja¨h02] ein gutes Maß fu¨r die lokale Orientierung.
cc =
|~o|2
spurJ =
√
(J22−J11)2 +4J212
J11 +J22
=
λ1−λ2
λ1 +λ2
(6.10)
Der Wertebereich der Koha¨renz cc liegt zwischen 0 und 1. Bei einer isotropen Struktur liegt
sie bei null, fu¨r eine anisotrope Grauwertumgebung bei eins.
6.1.1.2 Abheben vom Hintergrund
Existieren Bildelemente im Referenzbild, die eine starke, richtungsunabha¨ngige Kante aufwei-
sen, besteht die Gefahr, dass dieses Element als Objektblock ausgewa¨hlt wird. Um diesen Fall,
der zu einer Art
”
Ha¨ngenbleiben“ von Objektbewegungen am Referenzbild fu¨hrt, zu vermeiden,
mu¨ssen sich die ausgewa¨hlten Blo¨cke ausreichend vom Referenzbild abheben. Ob dies der Fall
ist, kann mit Hilfe des Differenzbildes (Kapitel 3.4.7.2) ermittelt werden.
Hierzu werden die Grauwertdifferenzen zwischen dem Block und der angenommenen Positi-
on im Referenzbild R gebildet und deren Betra¨ge aufsummiert. Je gro¨ßer diese Summe ausfa¨llt,
desto eher hebt sich der Inhalt des Blocks von dem der angenommenen Position ab. Nach den
Erla¨uterungen in Kapitel 3.4.7.2 bestimmt sich das Differenzbild zu
Dt,R(x,y) = |G′t(x,y)−G′R(x,y)| (6.11)
Die Summe der Abweichungen aller Bildelemente des Blocks zum Referenzbild
Ds =
1
n ·m
m/2
∑
i=−m/2
m/2
∑
j=−m/2
Dt,R(x+ i,y+ j, t) (6.12)
ist ein Maß, wie stark sich ein Block vom Hintergrund abhebt.
6.1.2 Geradenextraktion
Im Folgenden wird der Ablauf einer Geradenextraktion beschrieben, wie er in Abbildung 6.3
dargestellt ist.
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SegmenteGeraden
Betrag
Richtung
Hough-
TransformationKantenfilterungUrsprungsbild
02 1 0 3 2 1
2 3 5 7 5 1 0
1 0 2 5 9 2 8
0 0 1 0 3 0 1
0 7 0 1 0 0 1
0 0 7 0 0 0 1
Abbildung 6.3: kompletter Ablauf der Geradenextraktion (nach Bessmann & Kreyss 1998)
Ausgehend von dem zu analysierenden Bild werden mittels geeigneter Filtermasken (Kap
3.4.7.1) die Informationen Kantensta¨rke und -orientierung extrahiert. Zur Detektion kolli-
nearer Bildpunkte und teilweiser verdeckter oder unvollsta¨ndiger Strukturen ist die Hough-
Transformation besonders geeignet. Die Hough-Transformation ist ein robustes globales Ver-
fahren zur Erkennung von Geraden, Kreisen oder beliebigen anderen parametrisierbaren geo-
metrischen Figuren in einem bina¨ren Gradientenbild. Es handelt sich hierbei um ein heuristi-
sches Verfahren, in dem ein Punktmodell in mehreren Schritten in ein Linienmodell transferiert
wird.
6.1.2.1 Hough-Transformation
Durch jeden beliebigen Punkt P(x,y) der (x,y)-Bildebene laufen unendlich viele Geraden, die
jeweils durch die Hessesche Normalenform mit den Parametern r und ϕ beschrieben werden
ko¨nnen.
~r ·~n = 0 (6.13)
cos(φ) = (~n ·~ex) (6.14)
Der Wert r beschreibt hierbei den senkrechten Abstand der Geraden zum Ursprung und φ die
Orientierung der Senkrechten. Wird jede mo¨gliche durch einen Punkt laufende Gerade in den
(r,φ) Raum transferiert, ergibt sich eine Sinuskurve der Form r = x ·sin(φ)+ y ·cos(φ) (Abbil-
dung 6.4).
Seien nun Pi(x,y) beliebig viele Punkte auf einer Geraden l0. Jeder Punkt dieser Gerade wird
im Hough-Raum durch eine Sinuskurve repra¨sentiert, welche sich wiederum alle in einem Punkt
des Hough-Raumes schneiden. Dieser Schnittpunkt d(r0,φ0) repra¨sentiert die Gerade l0 in der
Bildebene (x,y).
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x2,y2
x1,y1
x0,y0
r0=x0 cos f0 +y0 cos f0
x
y
f
r
r2=x2 cos f2 + y2 cos f2
r1=x1 cos f1 + y1 cos f1
Abbildung 6.4: Hough-Transformation
6.1.2.2 Hough-Akkumulator
Zur Ermittlung der Schnittpunktanzahl wird zuna¨chst der Hough-Raum diskretisiert. Die Fein-
heit der Winkel (z. B. 1◦ oder 5◦) und die Abstufungen der Radien mu¨ssen entsprechend der
beno¨tigten Genauigkeit gewa¨hlt werden. Durch die Diskretisierung entsteht ein endliches, zwei-
dimensionales Feld, das auch als Akkumulator A(r,φ) bezeichnet wird. Jedes Element im Akku-
mulator entspricht einer Geraden im (x,y)-Koordinatensystem. Zu Beginn der Schnittpunkter-
mittlung wird der Akkumulator mit Nullwerten initialisiert. Alle Geradenelemente der Bildebe-
ne werden Punkt fu¨r Punkt mit der Hough-Transformation in den (r,φ)-Raum u¨berfu¨hrt und in
den Akkumulator eingetragen, d.h. der Wert der entsprechenden Zelle wird inkrementiert. Das
Ergebnis der Transformation ist ein gefu¨llter Akkumulator (Abbildung 6.5), der anschließend
auf lokale Maxima untersucht wird. Bei der Suche nach lokalen Maxima mu¨ssen gegebenenfalls
Cluster (Ha¨ufungen in einer engeren Umgebung) auf einen Punkt reduziert werden.
Bei einer großen Anzahl von Geraden und einer niedrigen erforderlichen Mindestla¨nge der
zu detektierenden Segmente kann es zur Extraktion fehlerhafter Liniensegmente kommen. Ab-
bildung 6.6 zeigt ein Beispiel, bei dem die Schwelle im Akkumulator fu¨r die Mindestanzahl
der Elemente auf einer Geraden niedriger ist als die Anzahl nebeneinanderliegender kurzer
Liniensegmente. Das Ergebnis ist, dass die ku¨rzeste Linie mit fu¨nf La¨ngeneinheiten nicht er-
kannt wird, hingegen eine fehlerhafte Gerade extrahiert wird, welche alle sechs Liniensegmente
schneidet.
6.1.2.3 Segmentierung der Geraden
Das Ergebnis der Hough-Transformation sind Geraden. Fu¨r die Objekterkennung werden je-
doch exakte Positionen, also Anfangs- und Endpunkte, von Liniensegmenten beno¨tigt. Zur Er-
mittlung der Segmente wird das Originalbild oder das filtermaskierte Bild entlang der extra-
hierten Geraden mit dem Tracking-Verfahren (nicht zu verwechseln mit den in Kapitel 8 vorge-
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Abbildung 6.5: Grauwertbild (oben links), sobelgefiltert (oben rechts) und zugeho¨riger Hough-
Akkumulator (links)
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kurzes
Liniensegment
(l=5)
fehlerhafte
Gerade
(6Schnitt-
punkte)
Liniensegmente
detektierte Geraden
Abbildung 6.6: fehlerhafte Geradenextraktion
stellten Verfahren) entlang untersucht. ¨Uberschreitet die Anzahl aufeinanderfolgender Kanten
eine definierte Schwelle lmin, ist diese als Liniensegment zu werten. Der Ablauf des Trackings
entlang von Geraden wird in folgender Abbildung 6.7 dargestellt.
lmin
Abbildung 6.7: Tracking entlang von Geraden
6.1.2.4 Erweiterte Hough-Transformation
Nachteil der Hough-Transformation ist ihr hoher Rechenaufwand. Das exhaustive Ausprobie-
ren aller oder zumindest vieler mo¨glicher Fa¨lle, das auch als
”
Brute-Force-Ansatz“ bezeichnet
wird, ergibt bei einem (n x n) Bild fu¨r das Erkennen von Geraden Laufzeiten der Ordnung O(n3).
Die Hough-Transformation in ihrer urspru¨nglichen Form ist daher mit u¨blichen Rechnern nicht
zur Analyse von Videosequenzen in Echtzeit geeignet. Fu¨r eine performantere Geradenextrak-
tion kann der Hough-Algorithmus durch Nutzung der aus der Kantenextraktion gewonnenen
Richtungsinformation erweitert werden. Anstatt die Transformation eines Linienelements fu¨r
alle mo¨glichen um den Winkel φ gedrehten Schnittgeraden durchzufu¨hren, wird diese Berech-
nung beim erweiterten Ansatz unter Hinzunahme der in Kapitel 3.4.7.1.2 ermittelten lokalen
Ausrichtung des Messpunktes beschra¨nkt. Hierdurch reduziert sich die Anzahl der zu berech-
nenden Akkumulatorelemente erheblich, zudem wird das gesamte Niveau der Matrix gesenkt,
so dass lokale Maxima besser erkannt werden ko¨nnen. Da jedoch die lokale Ausrichtung nur
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die ungefa¨hre Lage der lokalen Ausrichtung beschreibt, wird in der Erweiterung diese Trans-
formation in einer frei definierbaren Umgebung δ der lokalen Ausrichtung θ durchgefu¨hrt.
Der Wertebereich des Winkels φ ∈ [0,pi) reduziert sich im erweiterten Ansatz auf
φ ∈

[θ−δ,θ+δ) , f alls δ ≤ θ < pi−δ
[0,θ+δ)∪ [pi−δ+θ,pi) , f alls θ < δ
[0,δ−θ)∪ [θ,pi) , f alls θ > pi−δ
(6.15)
Neben der besseren Performance ist beim erweiterten Hough-Algorithmus von Vorteil, dass
die zuvor erwa¨hnten Fehler der Geradenextraktion stark reduziert werden ko¨nnen.
6.2 Splines
Ein Spline d-ten Grades ist eine stu¨ckweise definierte Polynomfunktion, die aus verknu¨pften
Polynom-Bereichen (spans) besteht und an den Knotenpunkten (d−2) mal stetig differenzier-
bar ist. Der Begriff
”
Spline“ stammt aus dem Schiffsbau, bei dem eine du¨nne Kunststofflatte
(Straklatte), die an einzelnen Punkten durch Na¨gel fixiert wird, fu¨r den Entwurf von Linien-
rissen und das Anzeichnen von Kurven genutzt wird. Diese Latte biegt sich wie ein kubischer
Spline unter natu¨rlicher Randbedingung.
Splines eignen sich besonderes zur Interpolation von Randkurven in Bildern. Entgegen der
Verwendung einer Polynominterpolation entfa¨llt bei der Spline-Interpolation die Problematik,
dass fu¨r n+1 Stu¨tzpunkte ein Polynom n-ten Grades zur Interpolation beno¨tigt wird. Zudem
wird die sonst u¨bliche starke Abweichung von der zu interpolierenden Funktion in den Rand-
bereichen vermieden. Ein Polygonzug mit linearen Polynomen (d = 2) wird lineares Spline
genannt, analog gibt es quadratische, kubische usw. Splines. Einfache Randkurven ko¨nnen
durch ein Spline zweiten oder dritten Grades ausreichend beschrieben werden. Komplexere
Kurven ko¨nnen zwar durch einen ho¨heren Grad dargestellt werden, es ist jedoch stattdessen
eine Verku¨rzung der Spline-Abschnitte vorzuziehen.
6.2.1 B-Splines
Eine besonders effiziente und leicht zu berechnende Spline-Repra¨sentation ist mit B-Splines
mo¨glich. Ein Polynom mit n Stu¨tzpunkten wird durch eine Spline-Funktion ~x(s) aus n ge-
wichteten Summen von Polynom-Basisfunktionen Bi(s) gebildet, wobei die Basisfunktionen
mo¨glichst glatt, d.h. mindestens d−2 mal stetig differenzierbar sind.
B(s) =
n−1
∑
i=0
xiBi(s) (6.16)
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In Abbildung 6.8 ist eine quadratische B-Spline Basisfunktion B0(s) zweiten Grades (d = 3)
dargestellt. Es handelt sich um eine abschnittsweise definierte Funktion aus d = 3 Abschnitten
(spans).
B0(s) =

1
2(
s
ls )
2 , 0 ≤ s < ls
3
4 − ( sls − 32)2 , ls ≤ s < 2 · ls
1
2(
s
ls −3)2 , 2 · ls ≤ s < 3 · ls
(6.17)
mit: L: La¨nge des Polynombereichs
Im regula¨ren Fall mit gleicher, frei wa¨hlbarer La¨nge ls der Abschnitte sind alle Basisfunktio-
nen identisch, d.h. es gilt Bn(s) = B0(s−d) [Bla98].
sL LL L L L
Abbildung 6.8: B-Spline Basisfunktion
Jede Kurve im Raum oder in der Ebene kann durch eine zusammengesetzte Funktion u¨ber
die Gewichte des Kontrollvektors Q angena¨hert werden:
~x(s) = B(s)T ·Q (6.18)
Q =
 ~x0..
~xn−1
 (6.19)
mit: B(s) = (B0(s),B1(s)...Bn−1(s))
Abbildung 6.9 zeigt fu¨r den eindimensionalen Fall, wie der Spline B(s) durch die Kombi-
nation von vier xi(s)-gewichteten Basisfunktionen Bi(s) gebildet wird. Die Summe aus den
gewichteten Basiskurven ergibt eine stetige und differenzierbare Funktion, die tangential an die
Verbindungsgeraden des Kontrollpolygons Q anschließt.
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x0
x2
x1
SxiBi(s)
x0B0(s)
x1B1(s)
x2B2(s) x3B3(s)
x3
Abbildung 6.9: Gewichtete Basisfunktionen (ls,i = 1)
Mit dem Kontrollpolygon Q kann der quadratische B-Spline B(s) abschnittsweise u¨ber n-1
Gleichungen definiert werden:
Bk(s) = M
1s
s2
 QkQk+1
Qk+2
 (6.20)
mit: k = 0,1, ..n−2
0 < s < 1
M =
0 1 10 2 −2
1 −2 1
 (6.21)
Die Steigungsfunktion la¨sst sich einfach u¨ber die Ableitung der Gleichung 6.20 zu
B˙k(s) = M
 01
2s
 QkQk+1
Qk+2
 (6.22)
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ermitteln.
¨Uber die Kontrollpunkte ko¨nnen somit beliebige d-dimensionale offene und geschlossene
Kurven erstellt werden. Die Generierung von Gelenkpunkten (Ecken) innerhalb des Splines ist
mittels multipler Knoten mo¨glich. Diese entstehen, wenn zwei aufeinanderfolgende Kontroll-
punkte mit identischen oder nah beieinanderliegenden Koordinaten definiert werden (Abbildung
6.10).
Abbildung 6.10: Gelenkpunkte mittels multipler Knoten
6.2.2 Bestimmung der Kontrollpunkte fu¨r eine extrahierte
Randkurve
Soll der Umriss eines abgebildeten Objekts mathematisch durch ein Spline beschrieben werden,
mu¨ssen zuna¨chst die Punkte eines Kontrollpolygons definiert werden. Dies kann durch einen
iterativen Prozess geschehen, der im Folgenden erla¨utert wird (Abbildung 6.11).
Fu¨r das Initial-Kontrollpolygon wird die Randkurve R in regelma¨ßigen Absta¨nden ls mit
Punkten Qi besetzt. Hierzu wird mit einem markanten Punkt der abzubildenden Randkurve
(Anfangskontrollpunkt Q0), z. B. einer detektierten Ecke, begonnen. Anschließend wird der
Punkt Qi+1 gesucht, der sich als Schnittpunkt eines um Qi gedachten Kreises mit dem Radius
ls mit der Randkurve ergibt und mo¨glichst wenig von der Orientierung des Vektors ~Qi−1Qi ab-
weicht. Dies wird solange durchgefu¨hrt, bis der Anfangskontrollpunkt Q0 wieder erreicht ist.
Es entsteht ein Randlinienpolygon, welches die Splineabschnitte Rk(s) definiert.
Das aus den so gewonnenen Kontrollpunkten generierbare Spline deckt sich im Allgemeinen
nur teilweise mit der darzustellenden Randkurve R. Ein Maß fu¨r die Gu¨te der ¨Uberdeckung
zwischen einer Kurve und einem Spline ist die abschnittsweise Berechnung und der Vergleich
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der inneren Produkte
Z s
0
Bk(s) ·Bk(s)ds (6.23)
Z s
0
Bk(s) ·Rk(s)ds (6.24)
Diese Berechnung entspricht dem
”
least square“ Verfahren. Bei vollsta¨ndiger ¨Uberdeckung
sind die inneren Produkte identisch.
Q0
Q1
Q2
Objekt ExtrahierteRandkurve
Initialkontrollpolygon
ls
ls
ls
Rn
Rk(s)
neuer
Kontrollpunkt
dmax
Anpassung
niQi
Q*i
verschobener Kontrollpunkt
Rk(s)
Abbildung 6.11: Generierung des Kontrollpolygons
Solange die Abweichung zu groß ist, wird das Spline durch Einfu¨gen und Verschieben von
Kontrollpunkten angepasst. Eine Mo¨glichkeit zur Bestimmung und zur Korrektur der Abwei-
chungen ist, entlang der Kurve fu¨r jeden Abschnitt den maximalen senkrechten Abstand des
Splines zur Kurve zu ermitteln. Entlang dieser Normalen wird nun der Kontrollpunkt nach Glei-
chung
~Q∗i = ~Qi +(~Qi ·~ni) ·~ni (6.25)
verschoben, bis dieser
”
ideal“, d.h. die Differenz der inneren Produkte (Gleichung 6.24) fu¨r den
enstehenden Splineabschnitt ausreichend klein ist.
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Eine weitere Mo¨glichkeit der Splineanpassung ist es, die Kontrollpunkte qi entlang der
Spline-Normalen ~ni so zu verschieben, dass die Abweichung zwischen Spline und Randkur-
ve minimiert wird. Auch dieses Vorgehen der Anpassung wird solange durchgefu¨hrt, bis die
Abweichung zwischen Spline und Randkurve ausreichend klein ist.
6.3 Splinegenerierung
Wie in Kapitel 5 erla¨utert, ist die Identifikation von Objekten dann am effektivsten, wenn das
Verfahren diese mit vordefiniertem oder gelerntem Wissen vergleicht und wiedererkennt. Wei-
terhin ist bekannt, dass fu¨r die Objekterkennung insbesondere der Umriss eines Objekts als
Erkennungskriterium geeignet ist. In Abbildung 6.12 ist dargestellt, auf welchem Wege Splines
generiert werden ko¨nnen, die der Form der erwarteten Objekte entsprechen.
Objektmodelle(Prototypen)
Orientierungsmodellskalierte und rotierte Objektmodelle
Shapegenerierung
(Splines / Kontrollpunkte)
Szenenmodell
K
F
F
P
Pl
Pl
S
E
MFMS
Abbildungs-/Orientierungsmodell
Abbildung 6.12: Modelle fu¨r Splinegenerierung
Das Vorwissen u¨ber zu erkennende Objekte kann in einer Objektdatenbank abgelegt sein.
Diese besteht aus dreidimensionalen Objekt-Prototypen, die mathematisch mo¨glichst ein-
fach beschrieben werden ko¨nnen. Um die Erscheinungsform des erwarteten Objektes voraus-
zuscha¨tzen, werden Informationen aus dem Orientierungs- und Abbildungsmodell sowie aus
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dem generischen Szenenmodell beno¨tigt. Dem generischen Szenenmodell kann unter ande-
rem die Information entnommen werden, welche Objekttypen an welcher Stelle zu erwarten
sind und welche Orientierung diese wahrscheinlich haben. Abbildungs- und Orientierungsmo-
dell stellen schließlich den Bezug zwischen Objekt- und Bildkoordinaten her, so dass konkrete
Bildkoordinaten bzw. -bereiche vorliegen, an denen nach bestimmten Mustern gesucht werden
soll. Das genaue Vorgehen hierzu wird in Kapitel 9.3 hergeleitet und beschrieben. Abschließend
muss die a¨ußere Umrandung des zuvor skalierten und rotierten 3D-Objekts berechnet und als
2D-Spline definiert werden.
6.3.1 Objektprototypen
Fu¨r eine mo¨glichst einfache Modellierung von 3D-Objektprototypen werden Modellelemente
als 2D-Polygon mit den Elementen P′′i in der (Y ′′−Z′′)-Ebene definiert, die durch eine zugeord-
neten Tiefe ∆X ′′P einen 3D-Ko¨rper bilden (Abbildung 6.13). Die Drehachse des Ko¨rpers verla¨uft
durch den Mittelpunkt MP der Grundfla¨che, welcher zu
MP =
 ∆X ′′P/2max∆Y ′′P /2
0
 (6.26)
festgelegt wird.
2D-Polygon
X‘‘
Z‘‘Y‘‘
DX''P
MP
max DY''P
Abbildung 6.13: Koordinatensystem der Objektprototypen
Im Rahmen dieser Arbeit wurden zuna¨chst die in Abbildung 6.14 dargestellten Objektpro-
totypen erstellt. Hierbei handelt es sich um zwei unterschiedliche Pkw und einen Lkw. Des
Weiteren werden Objektprototypen definiert, die keine kompletten Objekte darstellen, sondern
lediglich markante Teilbereiche von Objekten modellieren. Als deutlich erkennbare und ha¨ufig
vorkommende Form hat sich bei der Kfz-Detektion der Umriss von Windschutzscheiben sowie
bei der Personenerkennung die Kopf-Schulterpartie herausgestellt.
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Pkw(Kleinwagen) Pkw (Limousine) Lkw
Windschutzscheibe Kopf/Schulter
Abbildung 6.14: Beispiele fu¨r Objektprototypen
6.3.2 Rotation der Prototypen
Die Position und Orientierung der Objektprototypen im Raum (Abbildung 6.15) bestimmt deren
Erscheinungsbild in der Abbildung. Ist die Orientierung des Prototyps bekannt, so ko¨nnen die
Weltkoordinaten der Eckpunkte durch eine einfache Rotation berechnet werden:
Pi = MP +(P′′i −MP)
 cos(ϕP) sin(ϕP) 0−sin(ϕP) cos(ϕP) 0
0 0 1
 (6.27)
Die Abbildung der Eckpunkte
Pi 7→ pi
geschieht mittels der in Kapitel 7.1.3 beschriebenen Transformation.
6.3.3 Generierung der Kontrollpunkte
Zur Generierung der 2D-Splines bzw. der zugeho¨rigen Kontrollpunkte muss die Kontur des
perspektivisch angepassten 3D-Modells projiziert werden. Die Ermittlung der Kontrollpunkte
geschieht in zwei Schritten: der Sichtbarkeitspru¨fung und der ¨Uberpru¨fung auf Schnittpunkte.
Die Schritte sind in Abbildung 6.16 dargestellt und werden im Folgenden erla¨utert.
81
KAPITEL 6 IDENTIFIKATION
jx
Kamerastandpunkt
Prototyp
jP
Sichtfeld
Abbildung 6.15: Positionierung und Rotation der Prototypen in der Modellkarte
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Abbildung 6.16: Splinegenerierung fu¨r Objektprototypen
Sichtbarkeitspru¨fung
Der Polygonzug PP des abgebildeten Prototyps wird punktweise gepru¨ft und in ein tempora¨res
Shape-Polygon PP,t mit den Elementen pt,i u¨bernommen. Bei nicht sichtbaren Fla¨chen werden
die Polygonppunkte pi, bei sichtbaren Fla¨chen die Punkte p′i gewa¨hlt. Hierzu wird zuna¨chst
fortlaufend fu¨r zwei aufeinanderfolgende Punkte pi und pi+1 des Prototypen-Polygons PP so-
wie deren korrespondierenden Punkte p′i und p′i+1 gepru¨ft, ob die durch diese vier Punkte auf-
gespannte Fla¨che sichtbar ist. An den Stellen, wo ein Wechsel von sichtbaren zu nicht oder nur
teilweise sichtbaren Teilfla¨chen vorliegt, wird dem Shape-Polygon an entsprechender Stelle ein
zusa¨tzlicher Punkt eingefu¨gt.
Durch die Vektoren v0 = pi − pi+1 und v1 = pi − p′i sind die Fla¨chen FP,i definiert, die an
PP angrenzen. Ob eine Fla¨che aus der Kameraperspektive sichtbar ist, kann nach Bildung des
Kreuzprodukts vn,i = v0,i× v1,i u¨berpru¨ft werden.
vn,i,z = v0,i,x ·v1,i,y− v0,i,y ·v1,i,x ≥ 0 (6.28)
Ist die z-Komponente des Normalenvektors positiv, so ist die Fla¨che in Richtung der Kamera
orientiert.
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¨Uberpru¨fung auf Schnittpunkte
In einem zweiten Schritt wird das tempora¨re Polygon PP,t auf sich schneidende Elemente un-
tersucht. Die sich schneidenden Polygonelemente werden auf den Schnittpunkt verku¨rzt. Im
Anschluss werden alle Polygonpunkte aus PP,t entfernt, die zwischen den beiden sich schnei-
denden Geraden liegen. Zwei durch die Punkte pt,i, pt,i+1, pt, j und pt, j+1 definierte Strecken
s0 = pt,i +(pt,i+1− pt,i)
s1 = pt, j +(pt, j+1− pt, j)
schneiden sich genau dann, wenn
pt,i + r ·(pt,i+1− pt,i) = pt, j + s ·(pt, j+1− pt, j)und (6.29)
0 < r < 1sowie (6.30)
0 < s < 1 (6.31)
gilt.
6.4 Zusammenfassung
Zur Extraktion von Objektmerkmalen aus zweidimensionalen Bildinformationen wurden die
Verfahren fu¨r punktfo¨rmige Merkmale, Geraden und Randkurven unterschieden und vorge-
stellt.
Es hat sich herausgestellt, dass merkmalsreiche Bildbereiche einer Nachbarschaft ausrei-
chend anisotrop sein mu¨ssen, um eindeutig erkannt werden zu ko¨nnen. Das Koha¨renzmaß
wurde hier als eindeutige Gro¨ße zur Eignung eines Merkmals hergeleitet. Schwa¨chen wei-
sen punktfo¨rmige Merkmale allerdings bei der Objektverfolgung auf, da zur Vermeidung des
”
Ha¨ngenbleiben“ von Merkmalen an Hintergrundelementen ein einwandfreies Referenzbild
beno¨tigt wird. Dies steht jedoch zu dem in Kapitel 4 erkla¨rten Ziel, referenzbildfreie Verfahren
zu verwenden, entgegen, so dass dieser Merkmalstyp nur fu¨r die Objekterkennung und nicht fu¨r
die Objektverfolgung eingesetzt werden sollte.
Fu¨r das Erkennen von linienfo¨rmigen Objektmerkmalen eignet sich die Hough-
Transformation. Wegen der extremen Rechenintensivita¨t des Verfahrens in seiner urspru¨ngli-
chen Form ist die Nutzung der erweiterten Hough-Transformation sinnvoll, welche die Rich-
tungsinformation der Untersuchungsumgebung zur Einschra¨nkung der Rechenga¨nge nutzt.
Das dem menschlichen Sehen a¨hnliche Verfahren ist die Erkennung von Objektumrissen.
Mathematisch ko¨nnen diese Kurven durch sogenannte Splines beschrieben werden. Das zur
Bestimmung der Objektkontur angewandte Konzept wird als
”
Aktive Konturen“ bezeichnet.
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Hierbei wird das Spline nach einer Initialisierung iterativ korrigiert. Als Grundlage fu¨r die In-
itialisierung wurden 3D-Objektprototypen entwickelt, anhand derer die zu erwartende Form ei-
nes Objekts generiert werden kann. Die hierzu notwendigen Verfahren wurden entwickelt und
beschrieben.
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7 Kameraorientierung
Eine exakte Interpretation von Objekten kann nur bei bekannter Ausrichtung der Kamera
(Schwenk-, Neigewinkel, Brennweite) erfolgen, da nur so die Verfahren zur Detektion, Lo-
kalisierung und Verfolgung von Verkehrsobjekten anwendbar sind. In diesem Kapitel werden
Methoden hergeleitet, anhand derer sowohl bei statischer als auch bewegter Bildaufnahme die
aktuelle Orientierung der Kamera bestimmt werden kann. Die naheliegendste Mo¨glichkeit wa¨re
die Verwendung von Steuerungsdaten der Kamera (s. Abbildung 7.1). Die beno¨tigten Gro¨ßen
liegen zwar in hochgenauer Form vor, durch Mastschwankungen verursachte Vera¨nderungen
der Perspektive ko¨nnen u¨ber die Kamerasteuerung jedoch nicht erfasst werden. Daru¨ber hin-
aus wa¨re bei einer Bildauswertung außerhalb der Kamera, etwa in einem externen Rechner, die
¨Ubertragung der internen Kamera-Steuerungsdaten notwendig, bei zeitlich nachgelagerter Bild-
auswertung sogar die Aufzeichnung derselben. Aus diesem Grund ist die Mo¨glichkeit der Per-
spektivbestimmung unter Verwendung von Bildmerkmalen zu untersuchen. Den gro¨ßten Nut-
zen in der praktischen Anwendung verspricht eine Fusion beider zuvor genannten Methoden
der Perspektivermittlung, indem eine grobe Scha¨tzung der Parameter aus den Steuerungsdaten
entnommen und die genaue Perspektivberechnung aus dem Bildmaterial vorgenommen wird.
jx
f
P1
P2
P3
g1 g2
Fusion
jx, jy,f
jy
Kamerasteuerungsdaten Bildinformationen
Abbildung 7.1: Gewinnung notwendiger Parameter der Kameraorientierung
Das in Kapitel 5 definierte Sensorwissen stellt den Zusammenhang zwischen der 3D-
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Geometrie der Ko¨rper in einer Szene und deren Abbildung auf die 2D-Bildebene her. Um die
Ausrichtung der Kamera mit vertretbarem Aufwand zu ermitteln, bedarf es eines vereinfachten
Abbildungsmodells, welches in diesem Kapitel hergeleitet und dargestellt wird. Anschließend
werden drei Verfahren zur Orientierungsbestimmung untersucht, die aus statischen bzw. beweg-
ten 2D-Bildern in realen Koordinaten bekannte Merkmale suchen, um hieraus die gesuchten
Parameter abzuleiten.
Ebenso wird bestimmt, wie genau die reale Abbildung durch die modellierte angena¨hert wer-
den kann und fu¨r welche Bild- und Kameraparameter die fu¨r die anschließenden Verfahren
definierten Grenzwerte eingehalten werden ko¨nnen.
7.1 Allgemeines
7.1.1 Koordinatensysteme
Fu¨r die Interpretation von Situationen aus einer Bildsequenz sowie fu¨r die hieraus mo¨gliche
Ableitung eines Gefa¨hrdungspotenzials werden die in Kapitel 4.1 genannten Modelle verwen-
det. Diese basieren jedoch auf unterschiedlichen Bezugssystemen. In nachfolgender Abbildung
7.2 sind die verschiedenen Bezugssysteme dargestellt, die innerhalb der entwickelten Modelle
verwendet werden.
Z
X
Y
y
z
x
X‘
Y‘
Z‘
Abbildung 7.2: ¨Ubersicht der verwendeten Koordinatensysteme
Das globale Koordinatensystem (X ,Y,Z) dient der Orientierungsbestimmung der Kamera
und ist als u¨bergeordnetes, absolutes Bezugssystem fu¨r die Interpretation von Objektbewegun-
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gen und -positionen notwendig. Im Rahmen dieser Arbeit wird hierfu¨r das Gauß-Kru¨ger Sy-
stem verwendet, das von Carl Friedrich Gauß und Johann Heinrich Louis Kru¨ger zwischen den
Jahren 1820 und 1830 entwickelt wurde. Sehr viele amtliche topografische Kartenwerke im
deutschsprachigen Raum, insbesondere großer und mittlerer Maßsta¨be, bauen auf dem Gauß-
Kru¨ger-Koordinatensystem auf [Wit91].
Die zur Objektsuche notwendigen Modellobjekte (Kapitel 6.3.1) haben ihr eigenes, lokales
Koordinatensystem (X ′′,Y ′′,Z′′). Fu¨r jedes generierte Modellobjekt wird das Koordinatensy-
stem entsprechend der erwarteten Fahrtrichtung orientiert und in das globale Koordinatensy-
stem hineingesetzt. Unter der Voraussetzung, dass die Fahrzeuge keine a¨ußerst starken Neigun-
gen durchfahren oder um ihre Achse kippen, reduziert sich die notwendige Koordinatentrans-
formation in das u¨bergeordnete Koordinatensystem auf eine Rotation um die Z’-Achse und eine
Translation an die vermutete Objektposition.
Die durch die Kamera sichtbare Szenerie wird auf das zweidimensionale Bildkoordinaten-
system (x,y) abgebildet. Die Transformation dieser Abbildung ist unter Kenntnis der Kame-
raorientierung mo¨glich und wird durch die Formeln 7.9 des Kapitels 7.1.3 beschrieben. Die
zweidimensionale Abbildung selbst kann ebenfalls als eigenes dreidimensionales mitgedrehtes
Koordinatensystem aufgefasst werden, in dem die dritte Komponente (z’-Achse) der Blickachse
entspricht.
Um umgekehrt von den zweidimensionalen Bildkoordinaten eines Objekts auf die Objektko-
ordinaten zu schließen, kann - die Kenntnis der Z-Koordinate des Objekts vorausgesetzt - die
Umkehrung des Abbildungsgesetzes angewendet werden.
7.1.2 Einfache Abbildungen
Die Erzeugung eines Bildes von einem Gegenstand (bzw. einer Szene) mit Hilfe der von ihm
ausgehenden oder an ihm reflektierten Lichtstrahlen unter Ausnutzung von Brechungseigen-
schaften wird als optische Abbildung bezeichnet. Der von einem Punkt des Gegenstandes
(Dingpunkt) ausgehende Strahl wird dabei nach der Brechung beim Durchgang durch eine Linse
oder ein Linsensystem im Idealfall wieder in einem Punkt vereinigt, dem so genannten Bild-
punkt. Die Bildpunkte in ihrer Gesamtheit ergeben das Bild des Gegenstandes. Bildstrahlen, die
in Sammellinsen parallel zur optischen Achse einfallen, schneiden sich nach Durchgang durch
die Linse in einem Punkt der optischen Achse (Abbildung 7.3). Dieser Punkt wird als Brenn-
punkt F , die im Brennpunkt senkrecht auf der optischen Achse stehende Ebene als Brennebene
bezeichnet. Die Entfernung vom Brennpunkt zum Mittelpunkt der Linse wird als Brennwei-
te f bezeichnet. Strahlen, die parallel zueinander unter dem Winkel τ durch die Linse fallen,
schneiden sich in einem Punkt der Brennebene, und zwar im Schnittpunkt des dem parallelen
Strahlenbu¨ndel angeho¨renden Mittelpunktstrahls mit der Brennebene [Ahl89].
Die optische Mitte h (Bildhauptpunkt) ist bei realen Objektiven nicht immer identisch mit
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der Bildmitte. Die Verschiebung wird bei kurzen Aufnahmedistanzen durch Verzeichnungen
des Objektivs sowie bei durch Fehler in der Ausrichtung des Objektivs zum Film bzw. zum
Chip verursacht. In modernen Objektiven werden daher mehrere Linsen aus unterschiedlichen
Glassorten kombiniert, um diese Fehler mo¨glichst weitgehend zu eliminieren. Diese Korrektur
ist inzwischen so weit fortgeschritten, dass nur wenige Leistungsschwa¨chen in der Abbildung
eindeutig nachweisbar sind. Deshalb wird im Rahmen dieser Arbeit die Annahme getroffen,
dass der Bildhauptpunkt h identisch mit dem Bildmittelpunkt ist.
Das allgemeine Abbildungsgesetz lautet:
ˆB
ˆG
=
ˆb
gˆ
(7.1)
mit: ˆB: Bildgro¨ße
ˆG : Gegenstandsgro¨ße
ˆb : Bildweite
gˆ : Gegenstandsweite
Zwischen Gegenstandweite gˆ, Bildweite ˆb und Brennweite f besteht der folgende, als Lin-
sengesetz bezeichnete Zusammenhang:
1
f =
1
ˆb
+
1
gˆ
(7.2)
Fu¨r optische Systeme, bei denen das aufzunehmende Objekt im Vergleich zur Brennweite f
weit entfernt ist, so wie es bei Verkehrskameras der Fall ist, kann aus den Gleichungen 7.1 und
7.2 folgende Vereinfachung geschlossen werden:
ˆB
f =
ˆG
gˆ
= tan(τ) (7.3)
7.1.3 Transformationen
Jeder diskrete Bildpunkt p(~x) repra¨sentiert einen oder mehrere Punkte ~X in Weltkoordinaten.
Bei bekannter Ausrichtung und Brennweite der Kamera la¨sst sich anhand der Abbildungs-
gesetze ermitteln, auf welche 2D-Bildkoordinaten ein 3D-Raumpunkt P(~X) abgebildet wird.
Die umgekehrte Transformation ist nur mit Kenntnis einer der Raumkoordinaten, meist der Z-
Koordinate, mo¨glich. Im folgenden werden diese Transformationen hergeleitet.
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Abbildung 7.3: Abbildungsmodell einer Sammellinse
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Abbildung 7.4: Sichtstrahl auf einen Objektpunkt
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Jeder Bildpunkt p(~x) la¨sst sich auch anhand der Winkel τp,x und τp,y des Sichtstrahls darstel-
len:
τp,y = arctan(
(y− Ay2 ) ·CCDy
Ay · f ) (7.4)
τp,x = arctan(
(x− Ax2 ) ·CCDx
Ax · f ) (7.5)
mit: CCDx : Breite des CCD-Chips [mm]
CCDy : Ho¨he des CCD-Chips [mm]
Hierbei stellt τp,x den Winkel dar, um den der Punkt p in x-Richtung vom Bildmittelpunkt
abweicht, analog steht τp,y fu¨r die Abweichung in Richtung der y-Achse. Nach Umrechnung in
die Winkel τp,x und τp,y la¨sst sich bei bekannter Installationsho¨he Z0 der Kamera die Entfernung
des Punktes P in gedrehten Weltkoordinaten (X ′,Y ′)
Y ′ =
PZ −Z0
tan(τy +ϕy)
(7.6)
X ′ =
√
(PZ −Z0)2 +(PY −Y0)2 · tan(τX) (7.7)
berechnen. Hierbei ist zu beachten, dass diese Gleichungen nur fu¨r τy + ϕy > 0, also Bild-
punkte unterhalb der Horizontlinie, lo¨sbar sind.
Die Koordinaten des Punktes P im u¨bergeordneten Weltkoordinatensystems lassen sich bei
bekanntem Schwenkwinkel ϕx und Koordinaten (X0,Y0) der Kamera ermitteln:
X = X0 +X ′ · cosϕx +Y ′ · sinϕx (7.8)
Y = Y0−X ′ · sinϕx +Y ′ · cosϕx (7.9)
Somit ist die Transformation eines Bildpunktes in den Objektraum
p(~x) 7→ P(~x)
mo¨glich, wenn die Ho¨he des Punktes PZ = Z bekannt ist. Die Ru¨ckrechnung eines Punkts
P(~X) des Objektraums in Bildkoordinaten kann durch Umkehr der Gleichungen erfolgen. Die
Transformation wird wie folgt dargestellt:
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P(~X) 7→ p(~X)
Um Blendungen durch tiefstehende Sonne oder durch Fahrzeugscheinwerfer zu verhindern
sollten Kameras generell so ausgerichtet sein, dass der Horizont nicht sichtbar ist. In diesem
Fall ist der sichtbare Bereich begrenzt und kann leicht u¨ber die Randgeraden berechnet werden.
Bei ungu¨nstig ausgerichteter Kamera (ϕy−βy/2 ≤ 0, Sicht auf Horizont) ist fu¨r die Bildpunkte
u¨ber der Horizontallinie yH eine Transformation in die Weltkoordinaten nicht mo¨glich. Die y-
Bildschirmkoordinate der Horizontallinie kann mittels der Gleichung
yH = Ay · tanϕytanβy (7.10)
bestimmt werden.
7.2 Orientierungsbestimmung
Zur Bestimmung der Kameraorientierung ko¨nnen mehrere Verfahren zur Anwendung kommen.
Jedes dieser Verfahren stu¨tzt sich auf spezielle Bildinformationen, die fu¨r dessen Anwendbar-
keit zwingend vorkommen mu¨ssen. Durch das Bewegen der Kamera werden unterschiedliche
Perspektiven erzeugt. Dies fu¨hrt dazu, dass die fu¨r ein Verfahren notwendigen Merkmale nicht
zwangsla¨ufig jederzeit aus dem Bild extrahierbar sind. In diesem Fall muss die aktuelle Ausrich-
tung der Kamera mit einem Alternativverfahren, welches auf anderen Merkmalstypen basiert,
abgescha¨tzt werden.
Insgesamt werden drei Methoden zur Perspektivermittlung entwickelt und vorgestellt, die auf
unterschiedlichen extrahierbaren Merkmalstypen basieren. Abbildung 7.5 gibt einen ¨Uberblick
u¨ber die ideale Vorgehensweise zur Perspektivbestimmung einer ortsfesten Schwenk-Neige-
Kamera. Der naheliegendste Schritt ist, die Kamera in eine Initial-Stellung mit bekannten Pa-
rametern zu bringen. Das erste Verfahren, das aus einem 2-dimensionalen Bild Orientierungs-
informationen extrahiert, ist das Passpunktverfahren (1). Hierzu mu¨ssen mehrere Punkte einer
Ebene im Bild sichtbar sein, deren Weltkoordinaten oder Abstand untereinander bekannt sind.
Unter Voraussetzung der Sichtbarkeit dieser Punkte liefert dieses Verfahren eine leicht zu be-
rechnende Lo¨sung. Das Passpunktverfahren wird in Kapitel 7.2.1 hergeleitet und vorgestellt.
Insbesondere bei Kameras in Zoomstellung ist die Sichtbarkeit und die Mo¨glichkeit zur ein-
deutigen Identifizierung von geeigneten Passpunkten nicht gegeben. In diesem Fall wird un-
tersucht, ob sichtbare geradlinige Strukturen zur Perspektivbestimmung herangezogen werden
ko¨nnen. Das Verfahren zur Perspektivbestimmung mittels paralleler Geraden (2) wird in Kapi-
tel 7.2.2 ausfu¨hrlich beschrieben. Sind weder definierte Passpunkte noch Geraden aus dem zu
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analysierenden Bild sichtbar, bietet das dritte Verfahren Scha¨tzung der Perspektive aus der Ka-
merabewegung (3) (Kapitel 7.2.3) eine Mo¨glichkeit, die aktuelle Perspektive anhand der zuletzt
bekannten Perspektive und der Verschiebung des 2D-Bildes abzuscha¨tzen.
Das Passpunktverfahren und die Orientierungsbestimmung anhand paralleler Geraden wer-
den anschließend mit einem Versuch auf ihre Funktionsfa¨higkeit und Genauigkeit untersucht.
Fu¨r die Scha¨tzung der Perspektive aus der Kamerabewegung sind komplexere Untersuchun-
gen unter Nutzung neuronaler Netze notwendig. Da dieser Aspekt den Rahmen dieser Arbeit
u¨bertrifft, wird bei dieser Thematik in Kapitel 7.3.3 auf entsprechende Literatur verwiesen.
P0
P1 P2 P3
1. 2.
g1 g2
3.
Abbildung 7.5: Verfahren zur Perspektivbestimmung
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7.2.1 Passpunktverfahren
Das Passpunktverfahren ist eine Methode zur Georeferenzierung. Hierbei werden bekannte
3D-Koordinanten im Objektraum 2-dimensionalen Bildkoordinaten zugeordnet. Das Verfah-
ren basiert auf der allgemeinen Abbildungsgleichung der Zentralperspektive (Kollinearita¨ts-
gleichung), welche im Folgenden beschrieben wird.
7.2.1.1 Zentralprojektion des Raums
Ein im XYZ-Koordinatensystem gegebener Punkt P la¨sst sich anhand dreier Drehwinkel
(φX ,φY ,φZ) in das X’Y’Z’-System transformieren (vgl. Abbildung 7.6). Hierbei wird das kar-
tesische Koordinatensystem nacheinander um die drei Achsen gedreht, bis die Objektebene
parallel zur Bildebene ausgerichtet ist. Die hierbei durchgefu¨hrte Transformation wird durch
die Gleichungen
~X ′ = RT (~X − ~X0). (7.11)
bzw.
 XY
Z
−
 X0Y0
Z0
= R
 x− x0y− y0
0− f
 (7.12)
beschrieben.
Die beno¨tigten Drehungen im Euklidischen Raum ko¨nnen durch die Eulerschen Drehmatri-
zen berechnet werden. Es entstehen dabei Drehtensoren um die X , Y und Z-Achsen des Welt-
koordinatensystems.
Drehung um die X -Achse:
~XφX =
 1 0 00 cosφX −sinφX
0 sinφX cosφX
 XY
Z
= RφXT ·~X (7.13)
Drehung um die Y -Achse:
~XφX φY =
 cosφY 0 sinφY0 1 0
−sinφY 0 cosφY
 XφXYφX
ZφX
= RφYT ·~XφX (7.14)
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X
Y
Z
Z0
Y0
X0
P
fz
fy
x
PO
Z’,z
Y’,y
X’,x
h
p
f
Abbildung 7.6: Drehung des Koordinatensystems auf die Bildebene
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Drehung um die Z-Achse:
~XφX φY φZ
 cosφZ −sinφZ 0sinφZ cosφZ 0
0 0 1
 XφX φYYφX φY
ZφX φY
= RφZT ·~XφX φY (7.15)
Die drei durchgefu¨hrten Drehungen sind nicht kommutativ, d.h. die Reihenfolge der durch-
gefu¨hrten Drehungen bestimmt auch die Beschaffenheit der Drehmatrix. Fu¨r die oben durch-
gefu¨hrte Drehreihenfolge entsteht die folgende Drehmatrix R
RT =
 cosφz · cosφy sinφz · cos φx + cosφz · sinφy · sinφx sinφz · sinφx− cosφz · sinφy · cos φx−sinφz · cosφy cos φz · cos φx− sinφz · sinφy · sinφx cosφz · sinφx + sinφz · sinφy · cos φx
sinφy −cosφy · sinφx cosφy · cosφx

=
 r11 r12 r13r21 r22 r23
r31 r32 r33
 (7.16)
Zu beachten ist, das fu¨r die Fa¨lle φx = 0∧ φy = −φz, φy = 0∧ φx = −φz und φz = 0∧ φx = −φy nu-
merische Problem auftreten, d.h. das Gleichungssystem nicht lo¨sbar ist. Ist eine Drehung der Kamera
um nur zwei Achsen mo¨glich, also das Kippen um die Sichtachse behindert, treten diese Winkelkombi-
nationen fu¨r ortsfeste Kameras allerdings nur fu¨r den Fall φx = φy = φz = 0 auf, d.h. wenn die Kamera
senkrecht nach oben ausgerichtet ist. Aus diesem Grund wird auf denkbare Lo¨sungen der Problematik
(z.B. Nutzung von Quaternionen) hier nicht weiter eingegangen.
7.2.1.2 Bestimmung der inneren und a¨ußeren Orientierung
Das Projektionszentrum in Bezug zur Bildebene wird als innere Orientierung bezeichnet und kann durch
die drei Parameter
hx,hy = Bildkoordinaten des Bildhauptpunktes
f = Brennweite
festgelegt werden. Je nachdem, ob die Brennweite bekannt ist und die Annahme
”
Bildhauptpunkt =
Bildmittelpunkt“ gelten soll, liegen hier 0 bis 3 Unbekannte vor.
Die a¨ußere Orientierung bestimmt die Stellung des Bildes im Objektkoordinatensystem. Da die Ro-
tationsmatrix R zwar neun Elemente, jedoch nur drei unabha¨ngige Parameter entha¨lt, wird die a¨ußere
Orientierung durch folgende sechs Parameter bestimmt:
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X0,Y0,Z0 = Objektkoordinaten des Kamerastandortes
φx,φy,φz = Drehung des Bildes um die Achsen des XYZ-Koordinatensystems
Bei unbekannter innerer Orientierung sind also neun Unbekannte zu bestimmen. Hierzu existieren
mehrere Ansa¨tze. [Bop78] benutzt zur Bestimmung der Parameter ein System aus 11 linearen Gleichun-
gen, in die die Koordinaten von 6 Passpunkten eingesetzt werden. Da die Elemente mit Hilfe nicht-
linearer Funktionen (trigonometrische oder quadratische Funktionen) definiert sind, lassen sich diese
nicht geschlossen lo¨sen, sondern mu¨ssen mit gescha¨tzten Na¨herungswerten iterativ ermittelt werden.
Vorteil des Verfahrens ist, dass sich die gesuchten Parameter direkt ermitteln lassen. Nachteilhaft ist
jedoch der erho¨hte Rechenaufwand sowie die Notwendigkeit von mindestens sechs Passpunkten.
Damit Passpunkte im Bild extrahiert werden ko¨nnen, mu¨ssen diese mo¨glichst eindeutig erkennbar
sein. Voraussetzung ist, dass die Realpositionen auf Fahrbahnebene (Z′=0) liegen. Zudem mu¨ssen sie in
der Abbildung einen hohen Kontrast und ein hohe Anisotropie aufweisen. Die hierdurch ohnehin schon
eingeschra¨nkte Auswahl an mo¨glichen Passpunkten kann bei Straßenverkehrsszenen zudem durch zeit-
weise optische Verdeckung sich bewegender Fahrzeuge weiter eingeschra¨nkt werden. Es wird hier des-
halb ein Verfahren bevorzugt, welches auf eine mo¨glichst kleine Anzahl von notwendigen Passpunkten
angewiesen ist.
Unter vereinfachenden Annahmen definiert [Kra88] ein Verfahren, welches den Zusammenhang zwi-
schen Objekt- und Bildkoordinaten anhand von vier Passpunkten ermo¨glicht. Das Verfahren besitzt keine
Unterteilung in innere und a¨ußere Orientierung. Die Vereinfachung besteht in der Einschra¨nkung, dass
alle Objektpunkte auf einer Ebene liegen (Z = 0). Durch diese Festlegung gilt Z0f = const und die Anzahl
der Unbekannten im zu lo¨senden Gleichungssystem reduziert sich auf acht.
Aus Abbildung 7.6 sowie der Gleichung 7.3 kann die innere Orientierung mittels Strahlensatz folgen-
dermaßen berechnet werden:
x−hx
f =
X ′−X ′0
Z′−Z′0
(7.17)
y−hy
f =
Y ′−Y ′0
Z′−Z′0
(7.18)
Aufgelo¨st nach den Bildkoordinaten ergibt sich
x = hx− f X
′−X ′0
Z′−Z′0
(7.19)
y = hy− f Y
′−Y ′0
Z′−Z′0
(7.20)
Der Zusammenhang zwischen den Bildkoordinaten x und y eines Bildpunktes P′ und den Koordinaten
eines Objektpunktes P ist in folgenden Gleichungen mathematisch dargestellt.
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 X −X0Y −Y0
Z−Z0
=
 r11 r12 r13r21 r22 r23
r31 r32 r33
 X ′−X ′0Y ′−Y ′0
Z′−Z′0
 (7.21)
Die Parameter ri j sind die Elemente der ra¨umlichen Drehmatrix R, die die ra¨umliche Stellung des Bil-
des im Bezug zum XYZ-Objektkoordinatensystem beschreibt. Der gesuchte Zusammenhang zwischen
Bild- und Weltkoordinaten ergibt sich aus den folgenden Gleichungen:
x = x0 − f r11 · (X −X0)+ r21 ·(Y −Y0)+ r31(Z−Z0)
r13 · (X −X0)+ r23 ·(Y −Y0)+ r33(Z−Z0) (7.22)
y = y0 − f r12 · (X −X0)+ r22 ·(Y −Y0)+ r32(Z−Z0)
r13 · (X −X0)+ r23 ·(Y −Y0)+ r33(Z−Z0) (7.23)
Die sechs Parameter der a¨ußeren Orientierung ko¨nnen anhand der Verwendung von Passpunkten er-
mittelt werden. Hierbei mu¨ssen die Koordinaten von vier Punkten in der Objektebene sowie die korre-
spondierenden Koordinaten auf der Bildebene bekannt sein.
Durch Einfu¨hrung des Parametersatzes

a1
a2
a3
b1
b2
b3
c1
c2

=

r11 ·Z0−r31 ·X0
f ·r33
r12 ·Z0−r32 ·X0
f ·r33
− r13 ·Z0−r33 ·X0f ·r33
r21 ·Z0−r31 ·X0
f ·r33
r22 ·Z0−r32 ·X0
f ·r33
− r23 ·Z0−r33 ·X0f ·r33
− r31
c· r33
− r32
c· r33

(7.24)
kann Gleichung 7.21 vereinfacht als
X =
a1 ·x+ a2 ·y+ a3
c1 ·x+ c2 ·y+ c3
Y =
b1 ·x+ b2 ·y+ b3
c1 ·x+ c2 ·y+ c3 (7.25)
bzw. als lineare Gleichungen multipliziert mit dem Nenner dargestellt werden:
X = (x ·a1 + y ·a2 + a3− x ·X ·c1 − y ·X ·c1)
Y = (x ·b1 + y ·b2 + b3− x ·Y ·c1− y ·Y ·c1) (7.26)
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Liegen vier Passpunkte (X1,Y1;X2,Y2;X3,Y3;X4,Y4) vor, so entsteht das nachfolgende eindeutig lo¨sba-
re Gleichungssystem

X1 Y1 1 0 0 0 −X1 ·x1 −X1 ·y1
X2 Y2 1 0 0 0 −X2 ·x2 −X2 ·y2
X3 Y3 1 0 0 0 −X3 ·x3 −X3 ·y3
X4 Y4 1 0 0 0 −X4 ·x4 −X4 ·y4
0 0 0 X1 Y1 1 −Y1 ·x1 −Y1 ·y1
0 0 0 X2 Y2 1 −Y2 ·x2 −Y2 ·y2
0 0 0 X3 Y3 1 −Y3 ·x3 −Y3 ·y3
0 0 0 X4 Y4 1 −Y4 ·x4 −Y4 ·y4


a1
a2
a3
b1
b2
b3
c1
c2

=

x1
x2
x3
x4
y1
y2
y3
y4

(7.27)
Nach Einsetzen der vier Koordinatenpaare und Lo¨sung der 8x8 Matrix sind die Parameter der a¨ußeren
Orientierung bestimmt. Nach Umformung der Formeln 7.26 lassen sich fu¨r beliebige Bildkoordinaten
(x,y) die Weltkoordinaten (X ,Y ) mittels
X =
a1 ·x+ a2 ·y+ a3
c1 ·x+ c2 ·y+ 1
Y =
b1 ·x+ b2 ·y+ b3
c1 ·x+ c2 ·y+ 1 (7.28)
bestimmen.
Anhand dieser Gleichung kann nun folgendermaßen auf die Ausrichtung der Kamera sowie die Brenn-
weite geschlossen werden (Abbildung 7.7). Wird der Bildmittelpunkt Pm (0,0) sowie der Bildfußpunkt Pa
(Ax2 ,0) in Gleichung 7.28 eingesetzt, kann die Strecke PaPm berechnet werden. Der horizontale Schwenk-
winkel ϕx sowie der vertikale Neigewinkel ϕy ko¨nnen anhand des Dreiecks POPaPm und mittels Glei-
chungen
ϕx = pi/2−arctan( |
~Pm − ~P0|
Z0−Zm ) (7.29)
ϕy = arctan(
Pm,x −X0
Ym,x −Y0 ) (7.30)
(7.31)
bestimmt werden.
Ist die variable Brennweite der Kamera unbekannt, kann diese unter Verwendung des Kosinussatzes
folgendermaßen
β
2
= arccos(
|~P0− ~Pa|2 + |~P0− ~Pm|2−|~Pm− ~Pa|2
2 · |~P0− ~Pa| · |~P0− ~Pm|
) (7.32)
f = CCDy
2 · tan β2
(7.33)
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Abbildung 7.7: Bestimmung der a¨ußeren Orientierung
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abgeleitet werden. Liegt die aktuelle Brennweite aus den Steuerungsdaten der Kamera vor, so kann die
berechnete Gro¨ße als ¨Uberpru¨fungsgro¨ße dienen.
Die Positionsermittlung abgebildeter Passpunkte ist auf orientierungsinvariante Merkmale (vgl. Kapi-
tel 3.4.7.1.2) beschra¨nkt. Bei Bewegung einer Verkehrskamera durch eine Verkehrsszene ist jedoch nicht
immer gewa¨hrleistet, dass Passpunkte vorhanden sind, die diese Voraussetzungen erfu¨llen.
7.2.2 Orientierungsscha¨tzung mittels paralleler Geraden
Insbesondere bei Szenen mit starkem Zoom oder bei sehr schnellen Kamerabewegungen kann es vor-
kommen, dass das Bild durch kontrastarme Regionen gepra¨gt ist, die sich teilweise durch linienhafte
Strukturen voneinander abgrenzen. Bei bekannter Ausrichtung ko¨nnen diese Geraden der Perspektivbe-
stimmung dienen. In diesem Abschnitt wird untersucht, wie eine Orientierungsscha¨tzung anhand festge-
legter paralleler Raumgeraden erfolgen kann (siehe Abbildung 7.8).
f
g1
g2
n1
v1
u1
n2
v2
u2
Z0
Y
X
zx
y
x
y
b2b1
a
1
a
2
Bildebene
g‘2
g‘1
g‘2
g‘1
X0
Y0
Z
Abbildung 7.8: Orientierungsbestimmung mittels paralleler Geraden
Raumgeraden gi mit der Orientierung ~g werden auf der Bildebene ebenfalls durch Geraden g′i abge-
bildet, welche sich wiederum durch die Parameter ai (Steigung) sowie bi (Achsabschnitt) beschreiben
lassen. Die Abbildung von Geraden kann somit durch zwei Vektoren ~ui und ~vi dargestellt werden.
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~ui =
 xx ·ai + bi
− f
 ,~vi =
 −x−x ·ai + bi
− f
 (7.34)
Durch die beiden Vektoren ~ui und ~vi wird eine Ebene aufgespannt, die durch deren Normalenvektor
~ni = ~ui×~vi (7.35)
repra¨sentiert werden kann.
Werden die Ebenennormalen ni fu¨r die Abbildungen zweier paralleler Raumgeraden g1 und g2 gebil-
det, la¨sst sich anhand deren Kreuzprodukt ~g′ = ~n1 × ~n2 der die Orientierung der Geraden g1 bzw. g2 aus
Bildkoordinatensicht berechnen. Dieser Vektor kann unter Nutzung der Rotationsmatrix R mit den drei
Drehwinkeln φx, φy und φz vom Bildkoordinatensystem in das globale Koordinatensystem transformiert
werden:
~g′
|~g′| = R ·
~g
|~g| (7.36)
Die Lo¨sung dieses Gleichungssystems liefert die Drehung der Bildebene in Bezug auf das Weltkoor-
dinatensystem. Sie ist jedoch aufgrund der Nichtlinearita¨t a¨ußerst aufwa¨ndig zu berechnen. Des Weiteren
beziehen sich die enthaltenen Winkel auf die drei Achsen des Weltkoordinatensystems, zur Bildauswer-
tung ist jedoch eine Darstellung der Kameraorientierung in Bezug auf die Schwenk- und Neigeachse
erwu¨nscht. Aus diesem Grund wird eine einfachere Lo¨sung durch die Drehung des Bildkoordinatensy-
stems in zwei Phasen angestrebt (Abbildung 7.9). Hierbei wird von den Randbedingungen ausgegangen,
dass die Kamera ortsfest und die Drehung um die Kamera-z-Achse (
”
Rollen“) nicht mo¨glich ist. Zuna¨chst
wird die Neigung der Bildebene durch Drehung um die x-Achse soweit gea¨ndert, bis die Normale der
Ebene senkrecht noch oben zeigt und somit parallel zur Z-Achse des Weltkoordinatensystems ist (Abbil-
dung 7.10). Dieser Neigewinkel ϕ′y bestimmt sich zu
ϕ′y = arctan
g′z
g′y
(7.37)
Der Schwenkwinkel ϕ′x kann anschließend durch die Drehung um die Z-Achse berechnet werden:
ϕ′x = arctan
g′z
g′x
(7.38)
ϕ′x und ϕ′y beschreiben die horizontalen und vertikalen Winkel zwischen der Kamera-z-Achse und der
Raumgerade g. Fu¨r die Bestimmung der Kameraausrichtung in einem festgelegten Koordinatensystem
(z.B. Gauß-Kru¨ger) mu¨ssen diesen Winkeln demnach noch die entsprechenden Orientierungswinkel der
Raumgeraden aufgeschlagen werden.
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Abbildung 7.9: Koordinatentransformation
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Abbildung 7.10: Konvertierung der Raumgerade~g in das Bildkoordinatensystem
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Es sei~g die Orientierung der Raumgeraden g. Mit den Abbildungen des Vektors~g auf die XY -Ebene
~gXY =~g ·
 11
0
T (7.39)
sowie auf die X -Achse
~gX =~g ·
 10
0
T (7.40)
ko¨nnen der Horizontalwinkel ϕgZ und der Vertikalwinkel ϕgXY der Raumgerade mittels
ϕgZ = arccos
~g ·~gXY
|~g| · |~gXY | , (7.41)
ϕgXY = arccos
~g · ~gX
|~g| · |~gX | (7.42)
berechnet werden.
Somit ist der Neigewinkel ϕy mittels der Gleichung
ϕy = ϕ′y + ϕgZ (7.43)
bestimmbar, der Schwenkwinkel ϕx ergibt sich zu
ϕx = ϕ′x + ϕgXY (7.44)
7.2.3 Orientierungsscha¨tzung aus der Kamerabewegung
Wa¨hrend die zuvor beschriebenen Orientierungsmodelle die Kameraausrichtung auf Grundlage der
Merkmale eines einzelnen Bildes ermitteln, nutzt das im Folgenden beschriebene Verfahren hierzu die
Perspektivinformation der letzten Zeitschritte sowie den optischen Bildfluss.
Nachfolgend wird zuna¨chst anhand der Abbildungsgesetze ermittelt, welche Auswirkungen eine
Vera¨nderung von Kameraausrichtung und -brennweite auf die Bildebene hat. Hieraus werden anschlie-
ßend vereinfachte Abbildungsmodelle fu¨r die Bewegungsrepra¨sentation hergeleitet. Fu¨r das Ziel, anhand
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von Bewegungsmessungen in der Bildebene auf die Kamera-Geometrie-Parameter zu schließen, mu¨ssen
geeignete Verfahren fu¨r die Auswahl repra¨sentativer Bewegungsvektoren entwickelt werden. Hierbei
wird sowohl auf Verfahren zum Auffinden geeigneter Merkmale als auch auf statistische Methoden zur
Ausreißerermittlung eingegangen.
7.2.3.1 Auswirkungen von Kamerabewegungen auf die Bildebene
Ein Neigen der Kamera entspricht der Addition eines Nickwinkels ∆ϕy auf den Neigewinkel ϕy, Kame-
ragieren wird durch Aufschlagen des Winkels ∆ϕx auf den Schwenkwinkel ϕx abgebildet. Die Verschie-
bung (in Pixeln) eines beliebigen Bildpunkts Pt(x,y) auf den Punkt Pt+∆t(x,y) in Folge einer Kamerabe-
wegung bzw. durch Vera¨nderung der Brennweite ∆ f innerhalb einer Zeitspanne ∆t betra¨gt
~vx(t + ∆t) = x(t)− x(t + ∆t) (7.45)
~vy(t + ∆t) = y(t)− y(t + ∆t) (7.46)
mit
x(t + ∆t) = Ax/2− 2 · tan(ϕx + ∆ϕx) · ( f + ∆ f ) ·AxCCDx (7.47)
y(t + ∆t) = Ay/2− 2 · tan(ϕy + ∆ϕy) · ( f + ∆ f ) ·AyCCDy (7.48)
Der Betrag der resultierenden Gesamtverschiebung ergibt sich zu
~v =
√
~vx
2 +~vy
2 (7.49)
Die Auswirkungen der Bewegungen sind getrennt fu¨r Neigen, Schwenken und Zoomen in folgen-
den Abbildungen dargestellt. Sie verdeutlichen, dass sich ein Neigen der Kamera (Abbildung 7.11) nur
auf die y-Komponente der Verschiebung ~v auswirkt, wa¨hrend ein Kameraschwenken (Abbildung 7.12)
nur ~vx beeinflusst. Die Verschiebungsfunktion fu¨r Schwenken hat in x-Richtung einen parabelfo¨rmi-
gen und in y-Richtung einen konstanten Verlauf. Beim Neigen der Kamera ist die Auswirkung auf die
Verschiebungsvektoren nur in y-Richtung vorhanden und die Verschiebungsfunktion verla¨uft u¨ber die
y-Koordinaten parabelfo¨rmig.
Die Scheitelpunkte der Parabeln lassen sich in Abha¨ngigkeit der ausgefu¨hrten Winkela¨nderung fol-
gendermaßen bestimmen:
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xmin = Ax/2+
∆ϕx ·Ax
2 · arctan 2·( f+∆ f )CCDx
(7.50)
ymin = Ay/2+
∆ϕy ·Ay
2 · arctan 2·( f+∆ f )CCDy
(7.51)
Wurde die Brennweite durch einen Zoomvorgang vera¨ndert, ist somit f +∆ f unbekannt und die Glei-
chungen ko¨nnen nicht nach den Winkelverschiebungen aufgelo¨st werden. Auf die Winkela¨nderung der
Kamera kann dennoch auf iterativem Weg geschlossen werden, wenn in Gleichung 7.49 der Betrag der
Verschiebungsfunktion beim lokalen Minimum sowie die zugeho¨rigen Koordinaten xmin und ymin einge-
setzt werden. Als Startwert der Iteration sollte fu¨r f die Brennweite aus dem letzten Zeitintervall gewa¨hlt
werden.
Beim Zoomen der Kamera (Abbildung 7.13) verlaufen die Verschiebungsvektoren radial vom bzw.
zum Bildmittelpunkt. Die Verschiebungsfunktion verla¨uft sowohl in x- als auch in y-Richtung linear, der
Betrag der Verschiebung ist proportional zur Entfernung vom Bildmittelpunkt.
7.2.3.2 Parametrische Verschiebungsmodelle
Die Verschiebungsgleichung 7.49 kann wegen ihrer Nichtlinearita¨t nicht auf analytischem Wege nach
den Parametern ∆ϕy, ∆ϕx und ∆ f aufgelo¨st werden. Sollen die Parameter mittels Verschiebungsmes-
sung ermittelt werden, so liegt es nah, den Zusammenhang zwischen Kamerabewegung und den daraus
resultierenden Pixelverschiebungen durch eine einfachere Funktion f (~x) zu beschreiben. Die dabei auf-
tretende Abweichung zwischen vereinfachtem Modell und Realita¨t muss auf ein definiertes Maß begrenzt
werden. Das vereinfachte Abbildungsmodell la¨sst sich durch die Gleichung
f (~x) = A ·~x +~t (7.52)
darstellen, wobei die Matrix A Drehungen und Scherungen sowie der Vektor~t den translatorischen
Anteil der Bildbewegung beschreibt.
Affines Bewegungsmodell
Mit einem affinen Bewegungsmodell ko¨nnen alle komplexen Bewegungen abgebildet werden, die durch
Translation, Rotation, Skalierung und Scherung entstanden sind. Es ist wie folgt definiert:
x(t + ∆t) = a1 ·x(t)+ b1 (7.53)
y(t + ∆t) = a3 ·y(t)+ b2 (7.54)
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v[px]
Abbildung 7.11: Pixelverschiebungen in Abha¨ngigkeit der Bildkoordinate fu¨r einen Nickwinkel
∆ϕy
v[px]
Abbildung 7.12: Pixelverschiebungen in Abha¨ngigkeit der Bildkoordinate fu¨r einen Gierwinkel
∆ϕx
v[px]
Abbildung 7.13: Pixelverschiebungen in Abha¨ngigkeit der Bildkoordinate fu¨r eine Vera¨nderung
der Brennweite ∆ f
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oder vektoriell notiert
(
xa(t + ∆t)
ya(t + ∆t)
)
=
(
a1
a3
)(
x(t)
y(t)
)
+
(
b1
b2
)
(7.55)
Biquadratisches Bewegungsmodell
Perpektivische Verzerrungen ko¨nnen durch das affine Modell nicht beschrieben werden. Hierzu ist ein
Modell ho¨herer Ordnung erforderlich, welches im Folgenden vorgestellt wird. Es entha¨lt im Gegensatz
zum affinen Modell zusa¨tzlich einen quadratischen Term. Die Bewegungsgleichungen werden demnach
durch die Gleichungen
x(t + ∆t) = a1 ·x(t)+ a2 ·x2(t)+ b1 (7.56)
y(t + ∆t) = a3 ·y(t)+ a4 ·y2(t)+ b2 (7.57)
beschrieben.
Auswahl des Bewegungsmodells
Im Folgenden wird hergeleitet, unter welchen Voraussetzungen das affine Modell mit ausreichender Ge-
nauigkeit genutzt werden kann bzw. ab wann die Verwendung des komplexeren biquadratischen Modells
notwendig wird. Hierfu¨r wird die maximale Gier-, Nicke- und Zoomgeschwindigkeit der Kamera beru¨ck-
sichtigt. Der Hersteller der im Rahmen dieser Arbeit eingesetzten Schwenk-Neige-Einheit
”
PLATON-
AFX“ gibt folgende Werte als maximale Gier-/Nickgeschwindigkeit an:
∆ϕy,max =
90◦
s
(Nicken) (7.58)
∆ϕx,max =
180◦
s
(Gieren) (7.59)
(7.60)
Die Zoomgeschwindigkeit des Objektivs ist kameraabha¨ngig und wird hier zu ∆ fmax = 100mms ange-
nommen.
Bei 25 auszuwertenden Bildern je Sekunde ergibt sich die mo¨gliche Winkel- bzw Zooma¨nderung fu¨r
zwei aufeinander folgende Einzelbilder somit wie folgt:
|∆ϕy| ≤ 90
◦
25 = 3,6
◦ (Nicken) (7.61)
|∆ϕx| ≤ 180
◦
25 = 7,2
◦ (Gieren) (7.62)
|∆ f | ≤ 100 mm
25 = 4,0 mm (Zoomen) (7.63)
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Abbildung 7.14 stellt die Verschiebung eines Pixels in Abha¨ngigkeit des Nickwinkels ∆ϕy und der
y-Koordinate der Bildebene sowie Schwenkwinkel ∆ϕx und der x−Koordinate her (Auflo¨sung von 320
x 240 Bildpunkten , f =40 mm).
a) f=40
Djy[°]
v[px]
b)
Djx [°]
f=40
v[px]
Abbildung 7.14: Pixelverschiebungen ( f =40)in Abha¨ngigkeit von
a)Nickwinkel ∆ϕy und y-Koordinate
b)Gierwinkel ∆ϕx und x-Koordinate
Die Abbildung macht deutlich, dass innerhalb des zuvor (Gleichungen 7.61, 7.62, 7.63) definierten
Wertebereiches ein nahezu linearer Zusammenhang zwischen den Neige- bzw. Schwenkwinkeln und
den resultierenden Pixelverschiebungen besteht. Des Weiteren ist festzustellen, dass beim Schwenken
am Bildrand liegende Elemente sta¨rker verschoben werden als Elemente in Bildmitte. Die Funktionen
besitzen einen u¨ber die x-bzw. y-Koordinate einen konkaven Verlauf, der umso sta¨rker ausgepra¨gt ist, de-
sto kleiner die Brennweite ist. Abbildung 7.15 demonstriert dies anhand dreier Verschiebungsfunktionen
mit unterschiedlichen Brennweiten.
f=40
Djx[°] Djx[°]
f=24mm f=40 mm f=80 mm
Djx [°]
v[px] v[px] v[px]
Abbildung 7.15: Pixelverschiebungen durch Schwenken, Variation der Brennweite
Da die Verschiebungen, die fu¨r kleine ¨Anderungen der Kameraorientierung bei großen Brennweiten
entstehenden, nahezu affin sind, konzentriert sich die ¨Uberpru¨fung der Abweichung zum vereinfachten
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Modell auf kleine Brennweiten. Treten bei kleinen Brennweiten und großen Verschiebungen zu große
Abweichungen der Modelle auf, ist der lineare Zusammenhang nicht mehr gegeben und muss durch eine
biquadratische Funktion angena¨hert werden. In nachfolgender Abbildung 7.16 ist der maximale Feh-
ler des affinen Modells bei maximaler Schwenkgeschwindigkeit in Abha¨ngigkeit der Brennweite und
der horizontalen Pixelposition dargestellt. Es wird deutlich, dass die zwischen affinen und realen Abbil-
dungsmodellen auftretenden Abweichungen in erster Linie von der Entfernung zur Bildachse abha¨ngig
sind. Im dargestellten Beispiel liegt die Abweichung bei einer Entfernung von 80 Pixeln zur vertikalen
Bildachse zwischen 1 und 2 Pixeln. Werden Verschiebungsvektoren gewa¨hlt, die weiter am Bildrand
liegen, gewinnt der Einfluss der Brennweite auf den Abbildungsfehler.
1.0
2.0
3.0
2.5
1.5
0.5
Abbildung 7.16: Abweichung des affinen Modells gegenu¨ber dem realen Abbildungsmodell fu¨r
Pixelverschiebungen in Folge von Kameraschwenken (∆ϕx = ∆ϕx,max)
Im Hinblick auf die fu¨r statistischen Verfahren (Kapitel 7.2.3.3.1) notwendige Genauigkeiten der Ver-
schiebungsscha¨tzung wa¨re bereits bei einem angenommen Modellfehler von maximal einem Pixel die
Verwendung eines affinen Bewegungsmodells derart in der Auswahl der Verschiebungsvektoren auf Ele-
mente in Na¨he der Bildmitte beschra¨nkt, dass nachfolgend die Verwendung eines biquadratischen Ver-
schiebungsmodells weiter verfolgt wird.
7.2.3.3 Scha¨tzung von Bewegungsparametern
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7.2.3.3.1 Verschiebungsvektorscha¨tzung Fu¨r die Ermittlung der Punktkorrespondenzen
zweier Bilder Gt und Gt−n·∆t gibt es eine Vielzahl von Ansa¨tzen. Das Grundprinzip besteht in der
Auswahl geeigneter, merkmalsreicher Bildbereiche (
”
Blo¨cke“) des letzten Bildes Gt−∆t , nach denen im
aktuellen Bild Gt in einer Umgebung U gezielt gesucht wird. Die Identifikation geeigneter Merkmale
(Kapitel 6.1) ermo¨glicht, die entsprechenden Bildbereiche in dem zeitlich folgenden Bild der Sequenz
wiederzufinden. Eine solche Ermittlung von korrespondierenden Bildbereichen, die jeweils dieselben
Objektpunkte abbilden, wird u¨blicherweise als Verschiebungsvektorscha¨tzung bezeichnet.
Die am ha¨ufigsten verwendete Methode zur Scha¨tzung von Verschiebungsvektoren ist das so genannte
Block-Matching-Verfahren (engl. to match: u¨bereinstimmen, zusammenpassen). Beim Blockmatching
wird ein Ausschnitt Mt−∆t aus Bild Gt−∆t so lange u¨ber das Suchfenster U des Bildes Gt verschoben, bis
ein mo¨glichst gut dazu passender Bildausschnitt gefunden ist (siehe Abbildung 7.17). Hierbei werden
die Grauwertdifferenzen zwischen dem Referenzblock in Bild Gt−∆t und den zu vergleichenden Blo¨cken
in Bild Gt bestimmt und bewertet.
Da das Block-Matching-Verfahren mit einem hohen Berechnungsaufwand verbunden ist, wenn der
Ausschnitt Mt−∆t bei der Suche nach seinem Gegenstu¨ck Mt in Bild Gt u¨ber einen großen Suchbereich
in 1-Pixel-Schritten verschoben wird, ist im Allgemeinen die Wahl eines kleineren Suchfensters U sinn-
voll, in dem der passende Pixelblock vermutet wird. Das Suchfenster kann beispielsweise sehr klein
gewa¨hlt werden, wenn ein gewisses Vorwissen u¨ber Art und Richtung der Bewegung bekannt ist. In der
Realita¨t wird i. A. keine exakte ¨Ubereinstimmung der beiden Pixelblo¨cke erzielt werden ko¨nnen, da sich
einerseits die Ansicht der Szene zwischen den beiden Bildern vera¨ndert und andererseits Rauscheffekte
auftreten.
SuchfensterU
Mt-DtXt-Dt
xt
di
u
u
s
s
Mt,i
Gt
Gt-Dt
Residuenbild R
di
vollständige
keine
Überein-
stimmung
Abbildung 7.17: Blockmatching mittels des Mester-Ho¨tter-Verfahrens
Eine spezielle Variante des Block-Matching Verfahrens ist das Mester-Ho¨tter-Verfahren ([Mes95]).
Wenn der Koordinatenvektor des Mittelpunktes des Originalblocks aus Bild Gt−∆t mit ~xt−∆t und der Ko-
ordinatenvektor des Mittelpunktes des Blocks aus Gt,i mit ~xt,i bezeichnet wird, dann ist der Differenzvek-
tor ~di = ~xt,i − ~xt−∆t der Verschiebungsvektor zwischen diesen Blo¨cken. Der Vektor ~xt−∆t ist unvera¨nder-
lich, da der entsprechende Block aus dem Markantheitsbild extrahiert wurde. Dahingegen existieren viele
mo¨gliche Vektoren ~xt,i und somit auch viele potenzielle Verschiebungsvektoren ~di, wovon nur einer der
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bestmo¨gliche ist. Als mo¨gliches ¨Ahnlichkeitskriterium ri zwischen den beiden Blo¨cken kann die Summe
der quadratischen Abweichungen der einzelnen Pixel-Grauwerte aus Bild Gt−∆t und aus Bild Gt gewa¨hlt
werden, also
ri(~xt−∆t ,~xt,i) = ∑
~xt,i∈Mt
(g(~xt−∆t)−g(~xt,i))2) (7.64)
wobei Mt den Suchbereich in Bild Gt angibt (Abbildung 7.17). Dieses ¨Ahnlichkeitskriterium ri wird
auch als Residuum bezeichnet. Das Residuenbild R symbolisiert fu¨r jeden Verschiebungsvektor di die
Sta¨rke der ¨Ubereinstimmung. Zur Bestimmung des optimalen Scha¨tzwertes wird das errechnete Residu-
enbild R anschließend mit einer Gauß’schen Standardverteilung gewichtet:
p(~xt,i) =
1
σ
√
2pi
e−(
|~di−µd |
σ )
2 (7.65)
Die zweidimensionale Anordnung der Wahrscheinlichkeitsdichte p(~xt,i) fu¨r die Verschiebungsvekto-
ren an allen mo¨glichen Positionen innerhalb des Suchbereichs wird als Verteilung der Wahrscheinlich-
keitsdichte bezeichnet. Als Erwartungswert des Verschiebungsvektors µd wird die errechnete Bewegung
des letzten Intervalls zu ~dopt,t−∆t angenommen. Fu¨r die Standardabweichung σ wird hier die halbe Breite
der Umgebungsbreite u angenommen.
Als wahrscheinlichste Verschiebung dopt wird abschließend die Position, welche die Bedingung
r(~x1,~x2)
p(~x1)
= min (7.66)
erfu¨llt, gewa¨hlt.
Diese Verschiebungsvektorscha¨tzung wird fu¨r jeden der ausgewa¨hlten merkmalsreichen Blo¨cke
durchgefu¨hrt. Ergebnis ist eine Verschiebungsmatrix V, deren Elemente die wahrscheinlichste Verschie-
bung v eines jeden Blocks enthalten.
7.2.3.3.2 Auswahl der Verschiebungsvektoren Um von der Verschiebungsmatrix V auf
die Parameter des Bewegungsmodells zu schließen, mu¨ssen diese anhand einer statistischen Analyse
bewertet werden. Liegen normalverteilte Sto¨rungen vor, stellt das
”
least-square“ Verfahren einen
”
opti-
malen Scha¨tzer“ dar. Diese Annahme kann jedoch fu¨r die Sto¨rungen der Verschiebungsvektoren bei der
Bewegungsscha¨tzung in planaren Szenen aus folgenden aufgefu¨hrten Gru¨nden nicht getroffen werden
[Fei02]:
Viele der zur Bewegungsscha¨tzung erforderlichen markanten Bildbereiche sind nicht Element der
planaren Hintergrundebene und werden somit auch nicht nach den zu bestimmenden Parametern ver-
schoben.
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Verschiebungsvektoren mit ausreichend niedrigen Residuen ha¨ufen sich in Regionen von hoher Dy-
namik (z.B. sich bewegende Fahrzeuge), wa¨hrend die planare Hintergrundebene oftmals eine unzurei-
chende Anzahl merkmalsreicher Elemente besitzt. Wenn nur markante Bildbereiche in die Menge der
Verschiebungsvektoren eingehen, ko¨nnen diese zwar mit einer hohen Gu¨te bestimmt werden, repra¨sen-
tieren jedoch gegebenenfalls nur zu einem kleinen Anteil die Bewegung der Hintergrundebene, was einen
hohen Ausreißeranteil zur Folge hat.
Dieser Sachverhalt ist in Abbildung 7.18 dargestellt. In diesem Beispiel wurden die Verschiebungs-
Abbildung 7.18: Verschiebungsvektoren der sta¨rksten Merkmale
vektoren mit der ho¨chsten Merkmalsauspra¨gung fu¨r die Bewegungsscha¨tzung gewa¨hlt. Gelb dargestellt
sind die Merkmale, welche Element der zu bestimmenden planaren Hintergrundebene sind. Sie sind ro-
bust gegen Ausreißer, besitzen also einen geringen Fehler bei der Bewegungsscha¨tzung. Der Anteil der
in Rot dargestellten, nicht zum Hintergrund zugeho¨rigen Verschiebungsvektoren ist bei diesem Ansatz
vergleichsweise hoch.
Abbildung 7.19 zeigt einen alternativen Ansatz, den hohen Anteil nicht hintergrundeigener Elemente
durch eine gezielte Streuung der Verschiebungsvektor-Positionen zu verringern. Es werden also versta¨rkt
Bildblo¨cke beru¨cksichtigt, die Repra¨sentanten der zu bestimmenden Ebene sind. Aufgrund der fehlenden
Strukturen und der hieraus resultierenden mangelhaften Qualita¨t der Punktkorrespondenzen ergibt sich
auch hier eine hohe Ausreißerwahrscheinlichkeit, die unter Verwendung des
”
least square“-Verfahrens
eine robuste Parameterbestimmung erschweren.
Fu¨r eine gesicherte Bestimmmung der Verschiebung der planaren Hintergrundebene muss deshalb
ein Verfahren gewa¨hlt werden, welches den Erfordernissen einer hohen Robustheit und der Gleichver-
teilung der Punktkorrespondenzen nachkommt. Der Erkennung hintergrundfremder Bewegungsvektoren
als Ausreißer kommt demnach eine besondere Stellung zu.
7.2.3.3.3 Bestimmung der Verschiebungsparameter Eine Mo¨glichkeit zur Bestimmung
der Verschiebungsparameter besteht in der Anwendung des least-square-Verfahrens, wobei die Parameter
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Abbildung 7.19: Verschiebungsvektoren der sta¨rksten Merkmale
iterativ durch Unterdru¨ckung bzw. Eliminierung von Vektoren mit hoher Fehlerenergie ermittelt werden.
Eine weitere Methode zur Parameterbestimmung liegt in der Verwendung von alternativen Scha¨tzfunk-
tionen, sogenannten M-Estimatoren. Im Folgenden werden diese zwei Ansa¨tze vorgestellt und auf ihre
Eignung untersucht.
7.2.3.3.3.1 Iteratives Entfernen von Fehlervektoren Der Ansatz einer iterativen globa-
len Transformation von Hintergrundbewegungen unter Verwendung gewichteter Verschiebungsvektoren
besteht darin, Datensa¨tze mit großen Abweichungen im Laufe der Iteration mit Null zu gewichten und
somit den Einfluss auf das Gesamtergebnis zu eliminieren. Hierzu sind nach [Ung04] folgende Schritte
vorgesehen (Abbildung 7.20):
• Parameterbestimmmung mit gewichteten Vektoren
• Bestimmung der Vektorabweichungen
• Bewertung der Verschiebungsvektoren mittels einer Gewichtungsfunktion
Parameterbestimmung
Zu Beginn eines jeden Iterationschrittes j werden die n erhobenen Verschiebungsvektoren~vi, j mit den im
letzten Iterationsschritt j−1 ermittelten Gewichten gi, j−1 multipliziert. Fu¨r den ersten Durchlauf ( j = 1)
werden alle Gewichte gi, j zu 1 gesetzt.
~vi,1 = 1 ·~vi,1 fu¨r j = 1 (7.67)
~vi, j = gi, j−1 ·~vi, j−1 fu¨r j > 1 (7.68)
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Berechnungder Vektorabweichungen
Bewertung der Vektoren mittels
Gewichtungsfunktion
Parameter-
bestimmung
mit gewichteten
Vektoren
Abbildung 7.20: Iterative Verschiebungsvektorbestimmung
Nach dem in Kapitel 7.2.3.2 vorgestellten biquadratischen Bewegungsmodell (Gleichungen 7.56 und
7.57) ko¨nnen die durch ¨Anderung der Kameraorientierung entstehenden Verschiebungsvektoren durch
folgende multivariate Gleichung mit ausreichender Genauigkeit vereinfacht dargestellt werden:
~vi, j =
√
(a1, j ·xi, j + a2, j ·yi, j + b1, j)2 +(a3, j ·x2i, j + a4 ·y2i, j + b2, j)2 (7.69)
Diese multivariate Gleichung entha¨lt keine gemischten Glieder (x ·y), sondern besteht im Prinzip
aus der Summe zweier quadratischer Teilfunktionen. Der Fehler eines jeden Vektors ~vi, j ist bestimmt
durch
ri, j =
√
(~vx,i, j − (a1, j ·xi, j + a2, j ·x2i, j + b1, j))2 +(~vy,i, j − (a3 ·yi + a4 ·y2i, j + b2, j))2 (7.70)
Nach der Methode der kleinsten Quadrate wird die Summe ∑ni=1 r2i, j gebildet. Da keine gemischten
Glieder enthalten sind, la¨sst sich diese in zwei Einzelsummen aufteilen:
n
∑
i=1
r2i, j =
n
∑
i=1
(~vx,i, j − (a1, j ·xi, j + a2, j ·x2i, j + b1, j))2 +
n
∑
i=1
(~vy,i, j − (a3, j ·yi, j + a4, j ·y2i, j + b2, j))2 (7.71)
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mit: n: Anzahl Verschiebungsvektoren
Diese Einzelsummen ko¨nnen nun partiell nach a1, j,a2, j,a3, j,a4, j,b1, j und b2, j abgeleitet werden. Nach
Nullsetzen der Ableitungen sowie Umformungen ergeben sich folgende Gleichungen:
∑~vxi, j = b1, j ·∑gi, j + a1, j ·∑xi + a2, j ·x2i, j
∑~vxi, j ·xi, j = b1, j ·∑xi, j + a1, j ·∑x2i, j + a3, j ·∑x3i, j
∑~vx2i, j ·x2i, j = b1, j ·∑x2i, j + a1, j ·∑x3i, j + a3, j ·∑x4i, j
∑~vyi, j = b2, j ·∑gi, j + a3, j ·∑yi, j + a4, j ·y2i, j
∑~vyi, j ·yi, j = b2, j ·∑yi, j + a3, j ·∑y2i, j + a4, j ·∑y3i, j
∑~vy2i, j ·y2i, j = b2, j ·∑y2i, j + a3, j ·∑y3i, j + a4, j ·∑y4i, j (7.72)
Diese ko¨nnen wie folgt aufgelo¨st werden:
b1, j =
∑~vx,i, j −a1, j · ∑xi−a2, j ·x2i, j
∑gi, j
a1, j =
(∑~vx,i, j ·xi, j − 1∑gi, j ∑xi, j · ∑~vx,i, j)−a2, j ·(∑x3i, j − 1n ∑x2i, j · ∑xi, j)
∑x2i, j − 1∑gi, j (∑xi, j)2
a2, j = [∑x2i, j~vx,i, j − 1∑gi, j ∑x
2
i, j ∑ ·~vx,i, j) · (∑x2i, j − 1∑gi, j (∑xi, j)
2)
− (∑x3i − 1∑gi, j ∑x
2
i, j ·∑xi, j) · (∑xi, j~vx,i, j − 1∑gi, j ∑xi, j ·∑~vx,i, j)]
/[(∑x4i, j − 1∑gi, j (∑x
2
i, j)
2) · (∑x2i, j − 1∑gi, j (∑xi, j)
2)− (∑x3i, j − 1∑gi, j ∑x
2
i, j ·∑xi)2]
b2, j =
∑~vy,i, j −a3, j · ∑yi, j −a4, j ·y2i, j
∑gi, j
a3, j =
(∑~vy,i, j ·xi− 1∑gi, j ∑yi, j · ∑~vy,i)−a4, j ·(∑y3i − 1∑gi, j ∑y2i, j · ∑yi, j)
∑y2i, j − 1∑gi, j (∑yi, j)2
a4, j = [∑y2i, j~vy,i, j − 1∑gi, j ∑y
2
i, j ∑ ·~vy,i, j · (∑y2i, j − 1∑gi, j (∑yi, j)
2)
− (∑y3i, j − 1∑gi, j ∑y
2
i, j ·∑yi, j) · (∑yi, j~vy,i, j − 1∑gi, j ∑yi, j ·∑~vy,i, j)]
/[∑y4i, j − 1∑gi, j (∑y
2
i, j)
2) · (∑y2i, j − 1∑gi, j (∑yi, j)
2)− (∑y3i, j − 1∑gi, j ∑y
2
i, j ·∑yi, j)2]
(7.73)
Hiermit sind fu¨r die Iteration j die Parameter des biquadratischen Bewegungsmodells bestimmt.
Bestimmmung der Vektorabweichung
Nachdem im vorherigen Schritt fu¨r die aktuelle Iteration j die Parameter des biquadratischen Bewe-
gungsmodells berechnet wurden, ist nun die Ermittlung der Modellabweichung der einzelnen Verschie-
bungsvektoren mo¨glich, indem deren Residuen ri, j nach Gleichung 7.70 berechnet werden. Nach [Ben02]
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findet hier bei der ersten Iteration eine Bereinigung der Vektoren statt. Verschiebungsvektoren, deren Re-
siduen eine definierte Quantilgrenze qr u¨berschreiten, werden hier direkt als Ausreißer deklariert, indem
deren Gewichte gi, j zu Null gesetzt werden. Dieser Schritt ist urspru¨nglich zur Eliminierung von Zah-
lendrehern bei ha¨ndisch erfassten und eingegebenen Daten konzipiert, ist aber durchaus auch fu¨r grobe
Ausreißer rechnergenerierter Daten sinnvoll.
Bewertung der Verschiebungsvektoren mittels einer Gewichtungsfunktion
[Fei02] berechnet zuna¨chst den mittleren Fehler
µri, j =
∑ni=1 ri, j
∑gi, j (7.74)
und gewichtet anschließend die Vektoren mit einer Gewichtungsfunktion
g(i, j) =
{
(1− ( r(i, j)q·µri, j )
2)2, |r(i, j)| < q ·µri, j
0, |r(i, j)| ≥ q ·µri, j
(7.75)
mit: q = 2: Einflussparameter der Gewichtungsfunktion
[Ben02] setzt bei einem hohen Anteil von fehlerhaften Verschiebungsvektoren (mehr als ein Zehn-
tel der Beobachtungen) die
”
robuste Scha¨tzung“ fu¨r die Bereinigung von Datenfehlern ein. Sie besteht
ebenso aus einem iterativen Ablauf, bei dem Beobachtungen mit großen Residuen kleinere Gewichte
zugeteilt bekommen. Zusa¨tzlich zu dem vorher genannten Vorgehen werden die Datensa¨tze zu Beginn
durch Beschra¨nkung der Residuen (Quantilgrenzen) bereinigt. Außerdem unterscheidet sich das Verfah-
ren durch eine sehr schnell konvergierende Gewichtungsfunktion, welche die Anzahl der notwendigen
Iterationen stark beschra¨nkt.
gi, j+1 =
{
gi√
1+a2
, j = 1,2,3
gi, j ·ea2 , j ≥ 4
(7.76)
a =
ri, j
c ·σri
, c = 2 (7.77)
Die iterative Regewichtung bewirkt, dass Bewegungsvektoren, die entweder fehlerhaft sind bzw. nicht
zur planaren Hintergundebene geho¨ren, gegen Null herabgewichtet werden und somit immer geringeren
Einfluss auf die Parameterbestimmung haben. Dies wird solange durchgefu¨hrt, bis der mittlere gewich-
tete Fehler µri, j einen definierten Wert unterschreitet.
7.2.3.3.3.2 M-Estimatoren Die Anfa¨lligkeit des Least-Square-Scha¨tzers gegenu¨ber Ausreißern
beruht zum gro¨ßten Teil auf der quadratischen Bewertung der Residuen. Das grundlegende Prinzip eines
M-Estimators besteht darin, das Residuenquadrat der Least-Squares-Scha¨tzung durch eine geeignetere
Funktion ρ zu ersetzen. Das heißt, dass an Stelle des Kriteriums
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∑
i
r2i = min (7.78)
folgende Bedingung tritt:
∑
i
ρ( ri
σi
) = min (7.79)
Die Ableitung der ρ-Funktion
ψ(ri) =
∂ρ(ri ∈ V)
∂ri
(7.80)
bestimmt den Einfluss der Ausreißer auf das Scha¨tzergebnis und wird deswegen auch als Einflussfunk-
tion bezeichnet. Die Einflussfunktion von Least-Square-Scha¨tzern besitzt die Form einer Geraden, was
bedeutet, dass sehr große Residuen, wie sie bei Ausreißern auftreten, auch einen sehr großen Einfluss auf
das Scha¨tzergebnis ausu¨ben. Die Einflussfunktionen der robusten M-Estimatoren hingegen laufen meist
fu¨r große Residuen gegen Null, so dass der Einfluss dieser Residuen auf das Ergebnis der Scha¨tzung
vernachla¨ssigbar ist.
Ebenfalls wichtig fu¨r die Beurteilung des Einflusses von Ausreißern ist die zweite Ableitung ω der
ρ-Funktion, die auch als Gewichtungsfunktion bezeichnet wird.
ω(ri) =
∂2
∂r2i
ρ(ri) (7.81)
Tabelle 7.1 gibt die gebra¨uchlichsten ρ-Funktionen sowie deren Ableitungen an. In nachfolgender
Abbildung 7.21 werden diese in grafischer Form gegenu¨bergestellt.
Im Folgenden wird die Eignung einiger der dargestellten M-Estimatoren kurz beschrieben.
• Least-squares Estimatoren sind nicht robust, da ihre Einflussfunktion nicht beschra¨nkt ist.
• Die Einflussfunktion des Least-absolute Estimators ist zwar beschra¨nkt, geht fu¨r große Residuen
jedoch nicht gegen Null. Da die Gewichtungsfunktion fu¨r eindeutige Ergebnisse jedoch stets ein
globales Minimum enthalten sollte, ist auch diese Funktion nur bedingt geeignet.
• Der L2 − L1 Estimator verknu¨pft die Vorteile der Least-squares und Least-absolute Funktionen,
die Gewichtungsfunktion strebt hier fu¨r große Residuen gegen Null.
• Der Verlauf der Least-power Estimator beschreibt eine Funktionenschar. Der Parameter ν vari-
iert von 1 bis 2, somit bewegt sich die Funktion zwischen den Least-squares und Least-absolute
Funktionen. Je kleiner ν gewa¨hlt wird, desto kleiner ist auch der Einfluss großer Residuen.
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Abbildung 7.21: M-Estimatoren
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Funktion ρ(x) ψ(x) ω(x)
Least-squares(L2) r2i 2ri 2
Least-absolute(L1) |ri| sgn(ri) 0
L1−L2 2(
√
1+ r2i /2−1) ri√1+r2/2
1√
1+r2i /2
Least-power
|ri|ν
ν sgn(ri)|ri|ν−1 |ri|ν−2
Fair c2[ |ri|
c
− ln(1+ |x|
c
)]] ri1+|ri|/c
c2
(c+|ri|)2
Huber
{
|ri| ≤ k
|ri|> k
{
r2i /2
k(|ri|− k/2)
{
ri
k ·sgn(ri)
{
1
0
Cauchy c22 ln(1+(ri/c)
2) ri
(1+ri/c)2
1
(1+ri/2)2
Geman-McClure r
2
i /2
(1+r2i )2
ri
(1+r2i )2
1
(1+r2i )2
Welsh c22 [1− e−2(ri/c)
2
] 2 ·ri ·e−2(ri/c)2 e−(ri/c)2)
Tukey
{
|ri| ≤ c
|ri|> c
{
c2
6 (1− (1− (ri/c)2)3)
c2/6
{
ri(1− (ri/c)2)2
0
{
(1− (ri/c)2)2
0
Tabelle 7.1: gebra¨uchliche M-Estimatoren
• Die Fair Funktion erzielt in einer vergleichenden Untersuchung von [Fei02] die robustesten
Scha¨tzungen, selbst wenn die Beobachtungen durch große Ausreißer gesto¨rt wurden.
• Der Estimator nach Huber verha¨lt sich zuna¨chst quadratisch und nach einer Schwelle k linear.
Fu¨r die Ermittlung der Verschiebungsparameter unter Verwendung der M-Estimatoren wird ebenfalls
ein iteratives Verfahren gema¨ß Kapitel 7.2.3.3.3 verwendet. Die Initialparameter fu¨r die erstmalige Be-
rechnung der Residuen ko¨nnen mittels des zuvor beschriebenen Least-squares Ansatzes ermittelt werden.
Diese werden nun mit den ω-Funktionen gema¨ß Tabelle 7.1 neu gewichtet. Anschließend wird der Pa-
rametersatz der Bewegung nach den Formeln 7.72 und 7.73 berechnet. Dieses Vorgehen wird solange
wiederholt, bis das Ergebnis konvergiert und der Term ∑i ρ( riσi ) ausreichend klein ist.
7.3 Modellu¨berpru¨fung
Im Folgenden werden die zuvor genannten Verfahren auf Funktion und Genauigkeit u¨berpru¨ft. Wa¨hrend
in Kapitel 7.3.3 fu¨r die Perspektivscha¨tzung aus der Kamerabewegung aufgrund der Komplexita¨t auf die
Literatur verwiesen werden muss, wird im Folgenden fu¨r die Verfahren mit Passpunkten und parallelen
Raumgeraden ein in der Praxis durchgefu¨hrter Versuch beschrieben, der deren Funktionalita¨t u¨berpru¨ft
und deren Genauigkeiten abscha¨tzt. Hierzu wurde vom Drehturm
”
Belvedere“ auf dem Lousberg in
Aachen eine Bildaufnahme mit hoher Bildauflo¨sung (3264×2448 Pixel) des Universita¨tsviertels erstellt.
Als parallele Geraden zu Perspektivbestimmung wurden die Ra¨nder des Theatersaaldachs und die Ecken
desselben als Passpunkte gewa¨hlt. Der Versuchsaufbau ist in Abbildung 7.22 dargestellt.
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Theatersaal
Belvedere
Abbildung 7.22: Testszenarios zur Perspektivbestimmung
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Die Koordinaten des Kamerastandortes, des Bildmittelpunktes und des Zielobjekts (Tabelle 7.2) wur-
den aus Katasterpla¨nen abgelesen und deren Ho¨hen mit einem Theodoliten bestimmt. Mit diesen In-
formationen wurden der bei Aufnahme des Bildes vorhandene Schwenk- und Neigewinkel der Kamera
abgeleitet. Zusa¨tzlich wurde die KB-a¨quivalente Brennweite der Kamera bei der Aufnahme notiert.
Objekt Rechtswert Hochwert Ho¨he u¨. NN
Kamerastandort 2505717 m 5627891 m 293,74 m
Bildmittelpunkt 2505429 m 5627338 m 201,16 m
Tabelle 7.2: Koordinaten zur Perspektivbestimmung des Testaufbaus
Aus den Koordinaten des Kamerastandortes und des Zielobjektes bestimmt sich die Ausrichtung der
Kamera zu
• Neigewinkel: 8,33◦
• Schwenkwinkel: 28,09◦
Des Weiteren wurde eine Brennweite der Testaufnahme von f = 160,27 mm (KB a¨quivalent) festgehal-
ten.
Mittels der bekannten Koordinaten der Eckpunkte des Geba¨udes kann die Orientierung der Geraden g
der in Abbildung 7.23 dargestellten Dachkante als normierter Vektor dargestellt werden: 0,1060,994
0,0

R:2505417,5
H: 5627352,3
R: 2505415,3
H: 5627327,3
R: 2505441,3
H: 5627325,2
R: 2505443,5
H: 5627350,2
sichtbare
Dachkante
Abbildung 7.23: Gauß-Kru¨ger Koordinaten der Geba¨udeecken des Theatersaals
7.3.1 Passpunktverfahren
Fu¨r die vier Eckpunkte des Daches liegen die Koordinaten aus dem Lageplan vor. Zudem wurden die
Pixel-Koordinaten der Eckpunkte im Bild abgelesen. In Tabelle 7.3 sind die Werte zusammenfassend
dargestellt.
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Bildkoordinaten[px] Objektkoordinaten[m]
P0 2040 1248 2505415.5 5627349.2
P1 1808 1167 2505412.9 5627324.9
P2 1251 1198 2505437.9 5627321.9
P3 1466 1282 2505440.5 5627346.2
Tabelle 7.3: Gauß-Kru¨ger Koordinaten der Geba¨udeecken des Theatersaals
Gema¨ß Formel 7.27 wird aus den gegebenen Koordinaten die 8x8 Matrix aufgestellt:

2040 1248 1 0 0 0 −5111047620 −3126758544
1808 1167 1 0 0 0 −4529786523 −2923816854
1251 1198 1 0 0 0 −3134302813 −3001514604
1466 1282 1 0 0 0 −3672975773 −3211974721
0 0 0 2040 1248 1 −11479792375 −7022931802
0 0 0 1808 1167 1 −10174203425 −6567088158
0 0 0 1251 1198 1 −7039779697 −6741531636
0 0 0 1466 1282 1 −8249689529 −7214257828


a1
a2
a3
b1
b2
b3
c1
c2

=

2505415,5
2505412,9
2505437,9
2505440,5
5627349,2
5627324,9
5627321,9
5627346,2

Nach Auflo¨sung des Gleichungssystems ergibt sich

a1
a2
a3
b1
b2
b3
c1
c2

=

−56,5946979
2974,8015170
2505185,1970000
−126,8695425
6681,4538090
5626543,0620000
−0,0000226
0,0011872

Mit diesen Parametern kann nun jede Koordinate berechnet werden, die sich auf einer gedachten
Erweiterung der Dach-Ebene befindet. Die Koordinaten (Ax2 |
Ay
2 des Bildmittelpunktes PM und der Bild-
fußpunkt P0 mit den Koordinaten (Ax2 |Ay) bestimmen sich somit zu
Pm = (2505427,2;5627335,7)
Pa = (2505527,1;5627520,8)
Aus diesen Gro¨ßen lassen sich nach Gleichungen 7.31, 7.29 und 7.33 Neige- und Schwenkwinkel
sowie die Brennweite der Kamera berechnen:
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ϕx = pi/2−arctan(630,9391,48 ) = 8,25
◦
ϕy = arctan(
−292,77
−551,35 ) = 27,97
◦
cos(
β
2
) =
533363
534754 = 0,997399
β = 8,27◦
f = CCDy
2 · tan β2
= 166,34 mm
7.3.2 Parallele Geraden
Aus den Informationen des 2D-Bildes (Abbildung 7.24) werden nun unter Nutzung des in Kapitel 7.2.2
entwickelten Orientierungsmodells mittels paralleler Geraden sowohl Schwenk- als auch Neigewinkel
der Kamera ermittelt und mit den aus den Koordinaten berechneten Gro¨ßen verglichen.
Zuna¨chst werden die optischen Kanten des Daches aus dem Bild z.B. mittels in Kapitel 3.4.7.1 vor-
gestellten Kantenfiltern extrahiert. Anschließend werden die Steigungen ai und Achsabschnitte bi der
abgebildeten Geraden bestimmt.
Aus dem kantengefilterten Bild wurden die Steigungen und Achsabschnitte der Geraden wie folgt
ermittelt:
a1 = 0,3473
b1 = 1,2045 mm
a2 = 0,3103
b2 =−1,1613 mm
Hieraus ergeben sich gema¨ß Formel 7.34 die Vektoren
~u1 =
 −10,857
−160,271
 ,~v1 =
 11,552
−160,271
 , ~u2 =
 −1−1,471
−160,271
 ,~v2 =
 1−0,851
−160,271

und deren Kreuzprodukte
~n1 =
 111,320−320,540
−2,409
 , ~n2 =
 99,479−320,540
2,323

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Abbildung 7.24: 2D-Bild zur Perspektivbestimmung
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Die Orientierung der Geraden g1 und g2 aus Kamerasicht berechnet sich als normiertes Kreuzprodukt
aus ~n1 und ~n2 gema¨ß Formel 7.35
~n =
 −0,369−0,121
−0,922

Die relative Orientierung zur gesuchten Raumgeraden ~g bestimmt sich demnach zu
ϕ′x = arctan
−0,922
0,369 =−61,99
◦
ϕ′y = arctan
−0,922
−0,121 = 7,48
◦
Da die Raumgerade parallel zur XY -Ebene liegt, muss lediglich der Winkel ϕgXY bestimmt und zum
Schwenkwinkel ϕ′x hinzugefu¨gt werden:
ϕgXY = 6,11◦
ϕxy = 90−68,22+ 6,11◦ = 27,89◦
.
Zusammenstellung der Ergebnisse
Die Ergebnisse der getesteten Verfahren sind in der folgenden Tabelle 7.4 zusammengestellt.
Sollwert Passpunktverfahren parallele Geraden
ϕx 28,01◦ 27,97◦ 27,89◦
ϕy 8,33◦ 8,25◦ 7,48◦
f 160,27 mm 166,34 mm –
Tabelle 7.4: Genauigkeiten der Orientierungsverfahren
Es zeigt sich, dass hinsichtlich der Orientierungswinkel Werte nah an der Realita¨t erreicht werden.
Die Abweichungen liegen beim Passpunktverfahren mit 0,04◦ bzw. mit 0,08◦ auf niedrigem Niveau. Das
Verfahren der parallelen Geraden weist beim Gierwinkel ebenfalls eine niedrige Abweichung von 0,12◦
auf, der Nickwinkel weicht 0,85◦ vom realen Wert ab. Bei der berechneten Brennweite ergeben sich
Abweichungen von 6,07 mm zur realen Brennweite.
Im Gegensatz zu der hier durchgefu¨hrten Modellu¨berpru¨fung mit einem hochauflo¨senden Bild ist
in der Praxis wegen der niedrigeren Auflo¨sung (z.B. PAL) sowie mo¨glicher, durch die Diskretisierung
bedingten Ungenauigkeiten bei der Ermittlung der Geraden und Passpunkte mit deutlich gro¨ßeren Ab-
weichungen zu rechnen. ¨Uber die Ursachen und Gro¨ßenordnung der Abweichungen wird im folgenden
Absatz na¨her eingegangen.
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Genauigkeiten
Im Folgenden wird gepru¨ft, welche Auswirkungen Messungenauigkeiten auf die Bestimmung der Ori-
entierungsparameter haben. Messungenauigkeiten entstehen einerseits systembedingt durch die Diskre-
tisierung des Bildes sowie zufa¨llig, z.B. durch Bildrauschen. Zur Ermittlung der Ungenauigkeit wird das
Ursprungsbild um den Faktor 10 verkleinert, so dass sich eine Auflo¨sung von 322× 245 Pixeln ergibt.
Die Bildkoordinaten werden dementsprechend auf die geringe Auflo¨sung angepasst und auf ganze Werte
gerundet. Werden die zuvor durchgefu¨hrten Berechnungen zur Perspektivbestimmung mit den gerunde-
ten Bildkoordinaten wiederholt, ergeben sich die in Tabelle 7.5 dargestellten Abweichungen.
Passpunktverfahren parallele Geraden
∆ϕx 0,04◦ 4,37◦
∆ϕy 0,08◦ 0,73◦
∆ f 56,69 mm –
Tabelle 7.5: Abweichung der Orientierungsverfahren infolge Rasterung
Es wird deutlich, dass sich der Fehler extrem auf die Bestimmung der Brennweite auswirkt. Wa¨hrend
das Verfahren der parallelen Geraden bei der Bestimmung des Nickwinkels ungenauer wird, werden
beide Orientierungswinkel beim Passpunktverfahren weiterhin sehr genau getroffen.
Aufgrund der in Kapitel 6.1.2.1 beschriebenen notwendigen Abstufung der Winkel und Radien beim
Hough-Verfahren zur Detektion von Geraden entstehen insbesondere beim Verfahren der parallelen Ge-
raden weitere Ungenauigkeiten. Die Auswirkung wird hier beispielsweise durch Verschiebung einer Ko-
ordinate um ein Pixel in x- und y-Richtung dargestellt. Nach der Verschiebung a¨ndern sich die Kamera-
parameter wie in Tabelle 7.6 angegeben.
Passpunktverfahren parallele Geraden
∆ϕx 0,10◦ 7,61◦
∆ϕy 0,07◦ 3,83◦
∆ f 70,42 mm –
Tabelle 7.6: Abweichung der Orientierungsverfahren infolge Messfehlern
Auch hier sind die Auswirkungen auf die Bestimmung der Brennweite groß, wa¨hrend sich beim Pass-
punktverfahren keine wesentlichen weiteren Auswirkungen einstellen. Beim Verfahren der parallelen
Geraden hingegen vergro¨ßert sich der Fehler weiter.
Zusammenfassend la¨sst sich feststellen, dass das Passpunktverfahren fu¨r die grobe Ausrichtungser-
mittlung geeignet ist, jedoch fu¨r die Brennweiteermittlung sehr empfindlich auf Messabweichungen rea-
giert. Beim Verfahren der parallelen Geraden sind bei hoher Auflo¨sung Ergebnisse mit hoher Genauig-
keit mo¨glich, Abweichungen in der Messung infolge der Rasterung wirken sich jedoch sta¨rker auf die
erreichbare Genauigkeit aus.
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7.3.3 Orientierungsscha¨tzung aus Kamerabewegung
In der Arbeit von [Fei02] wurde untersucht, inwieweit eine Bewegungsscha¨tzung aus monukularen Bild-
sequenzen von Straßenverkehrsszenen realisiert werden kann, um eine Hinderniserkennung aus dem fah-
renden Fahrzeug zu ermo¨glichen. Es wird gezeigt, dass unter Nutzung von Vorwissen u¨ber Objektbewe-
gungen Zellulare Neuronale Netzwerke (CNN) a¨ußert robust gegenu¨ber verrauschten oder fehlerhaften
Eingangsdaten sind. Hiermit ist die Bildung eines Differenzbildes zwischen dem bewegungskompensier-
ten und dem urspru¨nglichen Bild mo¨glich, anhand dessen eine Erkennung von Objekten mo¨glich ist, die
das Ebenenmodell verletzen. Die in [Fei02] zugrunde gelegten Modelle, eine statistische Verschiebungs-
vektorscha¨tzung planarer Szenen und die Verwendung robuster Scha¨tzmethoden, sind vergleichbar mit
den in Kapitel 7.2.3.3 beschriebenen Ansa¨tzen. Aus diesem Grund sind die Ergebnisse u¨bertragbar.
7.4 Zusammenfassung
In diesem Kapitel wurde die Mo¨glichkeit untersucht, die Kameraperspektive unter Verwendung extra-
hierbarer Bildmerkmale zu bestimmen. Zur Bestimmung der Kameraorientierung ohne die Nutzung von
Steuerungsdaten werden aus einem 2-dimensionalen Bild geometrische Merkmale extrahiert. Hierzu
wurden mehrere Verfahren untersucht. Das Passpunktverfahren und das Verfahren zur Perspektivbestim-
mung mittels paralleler Geraden wurden anhand eines Fallbeispiels auf ihre Anwendbarkeit und ihre
Genauigkeit u¨berpru¨ft. Es stellte sich heraus, dass das Passpunktverfahren fu¨r die grobe Ausrichtungs-
ermittlung geeignet ist, jedoch fu¨r die Brennweitenermittlung sehr empfindlich auf Messabweichungen
reagiert. Beim Verfahren der parallelen Geraden sind bei hoher Auflo¨sung Ergebnisse mit hoher Genau-
igkeit mo¨glich, Abweichungen in der Messung infolge der Rasterung wirken sich jedoch sta¨rker auf die
erreichbare Genauigkeit aus. Ein drittes Verfahren, die Scha¨tzung der Perspektive aus der Kamerabewe-
gung, wurde erla¨utert und dessen Anwendbarkeit durch Literaturangaben belegt.
Mit der Mo¨glichkeit, die Ausrichtung der Kamera zu ermitteln, sind die Verfahren zur Detektion und
Verfolgung von Objekten anwendbar. Letztere werden im nachfolgenden Kapitel 8 beschrieben.
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8 Tracking
Der Begriff Tracking (dt. Nachfu¨hrung) an sich beschreibt kein bestimmtes Verfahren, sondern umfasst
alle Methoden, die Zusammenha¨nge von Bild-Strukturen aus aufeinanderfolgenden Bildern herstellen
und somit der Verfolgung von bewegten Objekten dienen.
Ziel dieser Verfolgung ist zum einen die Extraktion von Informationen u¨ber den Verlauf der Bewegung
und somit der Lage eines Objektes und zum anderen die Verminderung von negativen Einflu¨ssen auf die
Messgu¨te, welche von zumeist zufa¨lligen Erfassungsfehlern (Rauschen) herru¨hren. Aus den extrahier-
ten Informationen ko¨nnen die Geschwindigkeit der Bewegung, die Beschleunigung sowie Informationen
bezu¨glich der Lage zu einem bestimmten, oft in der Zukunft liegenden Zeitpunkt abgeleitet bzw. vor-
ausgescha¨tzt werden. Die Genauigkeit der bestimmten Lage- und Bewegungsinformation ha¨ngt neben
dem verwendeten Tracking-Algorithmus auch von der Genauigkeit der Messungen und der Abtastrate
der zyklischen Messungen ab.
Grob ko¨nnen Tracking Methoden nach [Kol00] in direkte Abgleichverfahren (Direct Matching Mo-
dels) und Bewegungsmodelle (Motion Models) unterteilt werden (Abbildung 8.1). Direkte Abgleichver-
fahren scha¨tzen die Position von Objekten oder Objektteilen ohne Vorhersage- oder Messmodell. Meist
wird hier an verschiedenen Positionen innerhalb einer Umgebung die Struktur des Objekts verglichen
und anschließend z.B. die Methode der Minimierung der mittleren quadratischen Abweichungen ange-
wandt (vgl. Kapitel 7.2.3.3.1). Bei Bewegungsmodellen hingegen wird vorab die neue Strukturposition
gescha¨tzt. Dies kann sowohl anhand physikalischer Modelle als auch durch erlerntes Wissen (Trainings-
sequenzen) geschehen.
[Coi98] unterscheidet und bewertet Trackingverfahren wie folgt:
• modellbasierte Verfahren
Der Ansatz, einzelne Fahrzeuge mit Hilfe eines dreidimensionalen Modells zu verfolgen, wurde
durch mehrere Forschungen untersucht [Sul92]. Der Ansatz besteht aus einem Abgleich der Beob-
achtung mit detaillierten 3D-Modellen. Die Hauptschwa¨che des Verfahrens liegt darin, dass eine
detaillierte Modellierung sa¨mtlicher Objekte auf einer Autobahn nicht mo¨glich ist.
• regionbasierte Verfahren
Regionenbasierte Verfahren modellieren Fahrzeuge meist durch so genannte
”
blobs“. Dies sind
zweidimensionale, zusammenha¨ngende Bildbereiche von einfacher Form. Meist wird hierbei das
in Kapitel 3.4.7.2 vorgestellte Differenzbildverfahren verwendet, bei dem bewegte Objekte vom
Hintergrund durch Subtraktion der Pixelgrauwerte getrennt werden. Der leichten Berechnung die-
ses Verfahrens steht gegenu¨ber, dass sich Objekte durch optische Verdeckung oftmals nicht von-
einander trennen lassen, was insbesondere bei der Sto¨rfalldetektion ha¨ufige Fehlinterpretationen
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Tracking Methoden
Direkte
Abgleichverfahren
Bewegungsmodelle
messwertbasierte
Modelle
bewegungsbasierte
Modelle
Kalmanfilter
Condensation
Algorithmus
Abbildung 8.1: Trackingverfahren (nach [Kol00])
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zur Folge hat. Eine weitere Problematik besteht darin, dass das Referenzhintergrundbild laufend
an die ¨Anderungen der optischen Verha¨ltnisse durch Da¨mmerung und Witterung angepasst werden
muss. (vgl. Kapitel 3.4.6.1).
• aktive konturbasierte Verfahren
Die Idee hinter aktiven konturbasierten Verfahren besteht darin, Objekte durch ihre a¨ußere Form
(Splines, siehe Kapitel 6.2) zu erfassen und diese laufend zu aktualisieren. Die beim regionen-
basierten Ansatz beschriebene Verdeckungsproblematik kann jedoch auch hier nicht vollsta¨ndig
ausgeschlossen werden.
• merkmalsbasierte Verfahren
Der merkmalsbasierte Ansatz verzichtet auf die Identifikation und Verfolgung eines Objekt als
Ganzes, sondern beschra¨nkt sich auf besonders pra¨gnante Punkte oder Geradenelemente des Ob-
jekts. Der Hauptvorteil merkmalsbasierter Verfahren ist, dass diese selbstregulierend gegenu¨ber
¨Anderungen der Umgebung sind, d.h. kein Referenzbild notwendig ist.
Tracking la¨sst sich in folgende Verarbeitungsschritte unterteilen:
• Auswahl geeigneter Merkmalsbereiche:
Die Bewegung von Objekten wird anhand einer Auswahl bestimmter Bildregionen gescha¨tzt. Die-
se Auswahl besteht aus Regionen, die besonders pra¨gnante Merkmale des Objekts enthalten. Fu¨r
ein sicheres Wiederfinden innerhalb von Bildfolgen mu¨ssen diese Regionen bestimmten Krite-
rien genu¨gen (vgl. Kapitel 6.1). In diesem ersten Schritt wird in definierten Zonen nach hierfu¨r
geeigneten Merkmalen gesucht.
• stochastische Zustandsscha¨tzung Da die meisten messwertbasierten Scha¨tzverfahren Sto¨rein-
flu¨ssen wie Messfehlern, Rauschen und Modellfehlern unterworfen sind, werden fu¨r robuste Al-
gorithmen stochastische Zustandsscha¨tzer eingesetzt. Die Zustandsscha¨tzung fu¨r den Zeitpunkt
t + ∆t, basierend auf einer durchgefu¨hrten Messung, geschieht in zwei Schritten:
– Pra¨diktion / Predict-Schritt:
Bei Bewegungsmodellen erfolgt in diesem Verarbeitungsschritt die deterministische, aprio-
rische Vorausscha¨tzung der Lage- und Bewegungsinformationen (Systemzustand) anhand
vorangegangener Bewegungen sowie physikalischer oder mathematischer Gesetzma¨ßigkei-
ten.
– Innovation / Correct-Schritt:
Die Bestimmung der aktuellen Lage und anderer bewegungsrelevanter Informationen erfolgt
einerseits durch die Pra¨diktion und andererseits durch aktuelle Messungen (bzw. Berech-
nungen aus aktuellen Messungen). Der Innovationsschritt fu¨hrt beide Ergebnisse gewichtet
zusammen. Die Gewichtung kann sowohl dynamisch als auch statisch erfolgen.
Im folgenden werden zwei Zustandsscha¨tzer genauer erla¨utert und auf ihre Eignung fu¨r die Aufgaben
der optischen Objektverfolgung untersucht. Hierbei wird auch auf Erfahrungen diverser vergleichender
Untersuchungen von Bildanalyse-Algorithmen eingegangen.
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8.1 Kalman-Filter
8.1.1 Beschreibung
Der bekannteste statische Zustandsscha¨tzer ist das Kalman Filter, das 1960 von Rudolf Ka´lma´n
entwickelt wurde und seitdem in den unterschiedlichsten Bereichen eingesetzt wird. Zur Kurzzeit-
Navigation in Flugzeugen hat das Kalman-Filter ebenso Verwendung gefunden wie in Radios, Funk-
gera¨ten, Computern sowie in fast allen anderen Arten von Video- und Kommunikationsgera¨ten.
Allgemein scha¨tzt das Kalman Filter den Zustand eines linearen dynamischen Systems voraus, in-
dem es den aktuellen Systemzustand misst und mit fortgeschriebenen vorherigen Zustandsscha¨tzungen
kombiniert. Es besteht somit aus zwei Teilmodellen: dem Systemmodel und dem Messmodell. Das Sy-
stemmodell beschreibt fu¨r einen zuku¨nftigen Zeitpunkt t die Abha¨ngigkeit des Zustandsvektors~kt vom
Zustandsvektor~kt−1, einem Steuereingang ut−1 sowie einer Zufallsgro¨ße ~wt−1 zum Zeitpunkt t − 1. Es
wird durch folgende Gleichung beschrieben (Predict-Schritt):
~k−t = At~kt−1 + Bt~ut−1 +~wt−1 (8.1)
mit: ~k−t : gescha¨tzter Zustandsvektor zum Zeitpunkt t
~kt−1 : Zustandsvektor zum Zeitpunkt t−1
At : Zustandsu¨bergangsmatrix zum Zeitpunkt t
Bt : Steuermatrix zum Zeitpunkt t
~ut−1 : Steuereingang zum Zeitpunkt t−1
~wt−1 : normalverteilte Zufallsvariable zum Zeitpunkt t−1
Die Kovarianzmatrix P−t dieser Pra¨diktion betra¨gt
P−t = AtPt−1ATt + Qt−1 (8.2)
mit: P−t : Pra¨diktionsfehlerkovarianzmatrix
Pt−1 : Kovarianzmatrix zum Zeitpunkt t−1
Qt−1 : Modellkofaktormatrix zum Zeitpunkt t−1
Das Messmodell beschreibt den per Definition linearen Zusammenhang zwischen Messung und Sy-
stemzustandsvektor mittels folgender Gleichung:
~zt = Ht~kt +~vt (8.3)
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mit: ~zt : Messung zum Zeitpunkt t
Ht : Messmatrix zum Zeitpunkt t
~vt : Messungenauigkeit zum Zeitpunkt t
(8.4)
Aus Gleichung 8.4 wird nun der Correct-Schritt abgeleitet. Mittels des sogenannten
”
Kalman-Gains“
Kt , auch Kalman’sche Versta¨rkung genannt, wird die Gewichtung der Messung gegenu¨ber der Pra¨diktion
anhand der Pra¨diktionsfehlerkovarianzmatrix P−t und der Messfehlerkovarianzmatrix R bestimmt:
Kt = P−t HTt (HtP−t HTt + Rt)−1 (8.5)
mit: Rt : Messfehlerkovarianzmatrix fu¨r Zeitpunkt t
Der Innovationsschritt verknu¨pft die Messung~zt mit der Pra¨diktion~kt :
~kt =~k−t Kt(~zt −Ht~k−t ) (8.6)
Die Kovarianzmatrix zu dieser Scha¨tzung bestimmt sich zu
Pt = (I−KtHt)P−t (8.7)
mit: I : Einheitsmatrix
In Abbildung 8.2 sind die Modelle samt Kovarianzmatrizen der zwei Phasen des Kalman-Filters zu-
sammengefasst.
8.1.2 Konkrete Anwendung als Tracker in Bildanalysen
Fu¨r den konkreten Fall, dass der Verlauf eines sich bewegenden Objekts gemessen werden soll, ko¨nnen
zwei verschiedene Ansa¨tze verfolgt werden. Der Unterschied liegt im Bezugssystem des Messmodells.
Das Objekt kann entweder in Weltkoordinaten betrachtet werden (
”
Kamera als Messsensor der realen
Welt“), oder es wird dessen Abbildung in Bildkoordinaten (
”
Digitales Bild als Messung der Abbildung“)
untersucht. Beide Ansa¨tze werden im Folgenden erla¨utert.
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Correct-Schritt
Predict-Schritt
Systemmodell Messmodell
Abbildung 8.2: Ablauf des Kalman-Filters
Tracking des Objekts in Weltkoordinaten
Wird der Ansatz gewa¨hlt, dass das Modell in 3D-Koordinaten misst, beschreibt A die Bewegung des
Objekts aus Weltkoordinatensicht. Bei einem gleichfo¨rmig bewegten Objekt mit dem Zustand(
~x
~˙x
)
(8.8)
bestimmt sich die Zustandsu¨bergabematrix zu
A =
(
1 ∆t
0 1
)
(8.9)
Ferner entspricht die Messmatrix H dem hergeleiteten Abbildungsmodell in Kapitel 7.2.1.1, also der
in Formel 7.11 durchgefu¨hrten Transformation. Durch die enthaltene Rotationsmatrix R ist diese Ma-
trix jedoch nichtlinear und die per Definition geforderte Linearita¨t des Modells wa¨re somit nicht mehr
gegeben.
Zusta¨nde nichtlinearer Systeme ko¨nnen jedoch mit dem erweiterten Kalman-Filter (oder engl. exten-
ded Ka´lma´n filter) (EKF) gescha¨tzt werden. Das EKF beruht auf einer Taylor-Entwicklung erster Ord-
nung der Systemgleichungen und ist daher nur fu¨r kleine Abtastintervalle ein verla¨sslicher Scha¨tzer.
Tracking des abgebildeten Objekts auf Sensorebene
Der Vorteil, das Systemmodell auf die Sensorebene zu beziehen, besteht in der einfachen linearen
Messmatrix
H =
(
1 0
0 1
)
(8.10)
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Die abgebildete Bewegung hingegen entspricht nicht mehr dem Bewegungsmodell aus der realen
Welt. Wenn beispielsweise ein Fahrzeug mit konstanter Geschwindigkeit auf einer langen Geraden Rich-
tung Horizont fa¨hrt, erscheint die Bewegung auf Abbildung nicht mehr als gleichfo¨rmige Bewegung.
Dieser Zusammenhang ist zwar auch nicht linear, die Linearisierung la¨sst sich hier jedoch wesentlich
einfacher durchfu¨hren als beim Tracking des Objekts in Weltkoordinaten, da nur zwei Freiheitsgrade
existieren.
Die Korrelationsmatrix R der Messung ist chipabha¨ngig und entspricht der Kovarianz der Messunge-
nauigkeit.
Das Objekt selbst kann durch durch das Modell nicht direkt gesteuert werden. Deshalb mu¨sste die
Steuerkomponente B~ut−1 entfallen. Stattdessen wird die durch die Kamerabewegung bedingte ¨Anderung
der Objektposition auf dem Bildsensor eingesetzt (siehe Kapitel 7.2.3.2).
Bewertung
Da die zu erfassenden Objekte zum einen nicht steuerbar sind, zum anderen bei der Verwendung des
Kalman-Filters durch ein lineares Bewegungsmodell definiert werden mu¨ssen, sind fu¨r beide der be-
schriebenen Ansa¨tze Schwierigkeiten zu erwarten, sobald das Objekt unerwartet stark von der erwarteten
Fahrtrichtung abweicht. Einerseits kann bei Fahrzeugen in kurzen Intervallen in der Regel von vorher-
sagbarem Bewegungsverlauf ausgegangen werden, anderereseits sind es gerade die außergewo¨hnlichen
Bewegungsfa¨lle (z.B. Ru¨ckprall eines Fahrzeuges nach Kollision), deren Detektion das eigentliche Ziel
eines Systems zur Sto¨rfallerkennung ist. Insbesonders die Bewegungen von Fußga¨ngern und Radfahrern
sind schwer vorhersehbar, so dass auch hier beim Kalmanfilter Defizite zu erwarten sind.
8.2 Bewegungsscha¨tzung mit dem Condensation
Algorithmus
Der Condensation (Conditional Density Propagation) Algorithmus fu¨r visuelles Tracking wurde 1998
von Michael Isard und Andrew Blake vero¨ffentlicht und hat sich seitdem als sehr erfolgreiches Ver-
fahren in der Bildverarbeitung herausgestellt. Es zeichnet sich durch seine hohe Geschwindigkeit und
extreme Robustheit aus. Da der Condensation Algorithmus Vorwissen aus der Vergangenheit fu¨r seine
Scha¨tzungen nutzt, handelt es sich um ein probabilistisches Verfahren. Anstatt die Vorhersage eines ein-
zigen vorhergesagten Zustands zu korrigieren, modelliert der Condensation Algorithmus den zeitlichen
Verlauf einer multimodalen Wahrscheinlichkeitsverteilung ([Bla98]).
Da die direkte Bestimmung der Wahrscheinlichkeit P(A|B) (Objektposition A im Bild mit der Bild-
information B) schwierig ist, nutzt der Condensation Algorithmus den Satz von Bayes, welcher eine
Umkehrung von Schlussfolgerungen behandelt. Die wesentlich einfachere ¨Uberpru¨fung der Aussage
P(B|A), also ob die Bildinformation mit der vermuteteten Objektinformation u¨bereinstimmt, wird durch
das Bayestheorem ermo¨glicht. Der Condensation Algorithmus kann als eine diskrete Repra¨sentation des
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rekursiven Bayes-Filters gesehen werden, da dessen Funktionsweise auf diesem Zusammenhang ba-
siert.
P(A|B) = P(B|A) ·P(A)
P(B)
(8.11)
mit: P(A) : die A-Priori-Wahrscheinlichkeit fu¨r ein Ereignis A
P(B) : die A-Priori-Wahrscheinlichkeit fu¨r ein Ereignis B
P(A|B) : die Wahrscheinlichkeit fu¨r ein Ereignis A unter der Bedingung, dass B auftritt
P(B|A) : die Wahrscheinlichkeit fu¨r ein Ereignis B unter der Bedingung, dass A auftritt
Faktorisiertes Sampling
Zur Darstellung der Wahrscheinlichkeitsdichte einer multimodalen Verteilung wird beim Condensation-
Algorithmus eine numerische Approximation mit gewichteten Samples durchgefu¨hrt. Betrachtet werden
die Samples einer Menge S:
S = [s1,s2, ..,sn]T (8.12)
Samples sind extrahierbare Objektmerkmale (z.B. Geraden, Splines, etc.). Sie besitzen Parameter wie
Position, Abmessungen und Ausrichtung, die sie von einem Sample der letzten Iteration erben und die
innerhalb des Algorithmus leicht variiert werden. Der Ablauf des faktorisierten Samplings mit Sam-
pleauswahl, Streuung und Variation besteht aus drei Phasen und ist in Abbildung 8.3 fu¨r zwei Zyklen
dargestellt.
Bei der Initialisierung werden zum Zeitpunkt t = 0 die Samples anhand einer beliebigen Verteilung
um die letzten Sampleparameter gestreut. Die gewa¨hlte Verteilung entspricht somit P(At=0).
Anschließend wird im zweiten Schritt jedes Sample mit der Beobachtungsdichte verglichen. Als Be-
obachtungsdichte kann beispielsweise die Auspra¨gung eines extrahierten Merkmals (Kantensta¨rke, -
richtung) dienen. pt(si) gibt den Wert der Beobachtungsdichtefunktion P(Bt |At) an der Position bzw.
fu¨r die Parameter des Samples i an. Jedem Sample wird ein Gewicht ρi,t zugeordnet, die der relativen
Beobachtungsdichte der Dichtefunktion an der Sampleposition entspricht. Diese gewichteten Samples
entsprechen somit den Wahrscheinlichkeiten P(At|Bt), welche die ¨Ubereinstimmung von Bildinformati-
on und Sampleparametern repra¨sentieren.
ρi,t =
pt(si)
∑Nj=1 p(si,t)
(8.13)
Im dritten Schritt wird fu¨r alle Samples, deren relative Gewichtung einen definierten Schwellenwert
u¨berschreiten, eine deterministische Vorhersage getroffen, die auf den Beobachtungen der letzten Zeit-
schritte basiert. Anschließend werden fu¨r den na¨chsten Zeitschritt neue Samples erzeugt, deren Anzahl in
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Abbildung 8.3: Prinzip des faktorisierten Samplings
Relation zum Samplegewicht stehen. Die Anzahl der neu zu generierenden Samples kann nach folgender
Gleichung ermittelt werden:
ni,t = ⌊Nmax · ρi,t∑Nt1 ρi,t
⌋ (8.14)
mit: ni,t : Anzahl der neuen Samples si,t+1, die aus dem gewichteten Sample si generiert
werden
Nmax : Zielwert der maximalen Anzahl aller Samples
Die Summe der generierten Samples kann aufgrund der in Gleichung 8.14 enthaltenen Abrundung
unterhalb des Zielwertes Nmax liegen.
Abschließend werden die Parameter der neu generierten Samples anhand einer beliebigen Zufalls-
verteilung um die zuvor deterministisch vorhergesagten Sampleparameter gestreut. In Abbildung 8.4
ist die Streuung von Sampleparametern beispielhaft dargestellt. Variiert werden hier sowohl Mittel-
punkt als auch Gro¨ße einer Umrandungskurve. Abbildung 8.5 zeigt die Bewegungsscha¨tzung mit dem
Condensation-Algorithmus anhand des Samplings und eines einfachen modellbasierten Ansatzes, wel-
ches die Beobachtung mit einfachen 3D-Modellen abgleicht. Anhand der Erfahrungen aus den letzten
Bewegungsschritten wird zuna¨chst gescha¨tzt, an welcher Position auf der Modellkarte (Kapitel 5.3.1)
sich das Objekt im na¨chsten Zeitschritt befinden wird und welche Ausrichtung es hat. Anschließend
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Abbildung 8.4: Streuung der Sampleparameter ([Isa98])
werden die Parameter x- und y-Position sowie gegebenfalls die Fahrtrichtung um diese Erwartungswer-
te gestreut. Im nachfolgenden Zeitschritt tn+1 werden die Samples mit der Beobachtung u¨berdeckt und
entsprechend faktorisiert.
tn+1tn
Vorhersage
und
Streuung
Gewichtete
Samples
Abbildung 8.5: Sampling eines 3D-Modells
8.3 Gegenu¨berstellung Kalman Filter / Condensation
Algoritmus
Der Hauptunterschied der vorgestellten Zustandsscha¨tzer besteht in der Modellierung des zeitlichen
Verlaufs der Beobachtungsdichte. Da das Kalman Filter Gauß’sche bzw. unimodale Verteilungen der
Zustandswahrscheinlichkeiten mit geschlossener Lo¨sung modelliert, ko¨nnen Mehrdeutigkeiten in der
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Messung nicht aufgelo¨st werden. Hingegen nutzt der Condensation Algorithmus beliebige multimodale
Verteilungen, die durch Samples angena¨hert werden. Somit kann der zeitliche Verlauf der Beobachtungs-
dichte abgebildet werden.
[Isa98] stellte das Kalman Filter und den Condensation Algorithmus gegenu¨ber, indem er die Metho-
den anhand einer Videosequenz (tanzendes Kind, Abbildung 8.6) testete. Er kommt zu dem Ergebnis,
dass der Condensation Algorithmus wesentlich robuster arbeitet und das zu verfolgende Objekt auch
unter schwierigen Bedingungen nicht verliert. Hingegen stellte sich das Kalmanfilter fu¨r die Testsequenz
als nicht ausreichend dar, da es durch die Schnelligkeit der Bewegung und durch den unruhigen Hin-
tergrund zu stark gesto¨rt wurde. In der Abbildung ist fu¨r beide Verfahren die gescha¨tzte Objektposition
(Kopf des Kindes) im Verlauf der Zeit ersichtlich. Es zeigt sich, dass das Kalman-Filter bereits nach der
ersten abrupten Richtungsa¨nderung das Objekt verliert, wa¨hrend der Condensation-Algorithmus die Be-
wegungen u¨ber den gesamten Zeitraum exakt nachverfolgen kann. Diese Schwa¨che deckt sich mit den
in Kapitel 8.1.2 geta¨tigten Bewertungen des Kalmanfilters zur Videodetektion.
StartStart
Condensation-Algorithmus KalmanFilter
Abbildung 8.6: Gegenu¨berstellung Kalman Filter/ Condensation Algorithmus anhand der Vi-
deosequenz
”
tanzendes Kind“ ([Isa98])
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[Kol00] verglich das lineare und erweiterte Kalmanfilter mit dem Condensation-Algorithmus auf der
Grundlage von Entfernungsbildern, die ein fahrbarer Robotor in einer mit Gegensta¨nden behafteten Um-
gebung generierte. Das Ergebnis (Tabelle 8.1) zeigt, dass das erweiterte Kalmanfilter und der Conden-
sation Algorithmus a¨hnlich gute Ergebnisse zeigen, wa¨hrend das lineare Kalmanfilter insbesonders bei
nichtlinearen Messmodellen sehr hohe Fehlerraten aufweist.
Systemmodell Messmodell Abweichung
Condensation
Abweichung
Kalman
Abweichungen
EKF
linear linear 0,00841474 0,00655673 0,00655673
linear nicht-linear 0,0000610592 > 90,0 0,0000881183
nicht-linear linear 0,0081267 0,00664615 0,00648492
nicht-linear nicht-linear 0,0000467369 > 900,0 0,000138585
Tabelle 8.1: Genauigkeit von Trackingverfahren nach [Kol00]
Die zuvor erwa¨hnten Untersuchungen zeigen, dass der Condensation Algorithmus dem Kalmanfil-
ter bezu¨glich Robustheit weit u¨berlegen ist. Durch die Mo¨glichkeit, den zeitlichen Verlauf der Beob-
achtungsdichte abzubilden, ist es mo¨glich, auch komplexe und unvorhersehbare Bewegungen sicher zu
verfolgen.
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9 Ablaufkoordination
Um aus den in den vorherigen Kapiteln erla¨uterten Verfahren zur Orientierungsbestimmung, Merkmals-
extraktion und Objektverfolgung eine Verkehrsszene zu interpretieren, bedarf es eines u¨bergeordneten
Modells, das die Informationen der Verfahren miteinander verknu¨pft. Die Interaktion und der Daten-
austausch zwischen den in Abbildung 4.2 dargestellten Schritten des zyklischen Ablaufs werden im
Folgenden na¨her beschrieben.
9.1 Aufstellung der Wissenbasis
Wie in Kapitel 4 beschrieben ist die Nutzung von vordefiniertem Wissen bei der Orientierungsbestim-
mung und der Interpretation der Szene hilfreich. Dieses Wissen muss vor der Auswertung in einer daten-
verarbeitbaren Form definiert werden. Im Sinne der angestrebten Objektorientiertheit der Pru¨fsoftware
ist ebenfalls eine objektbezogene Definition des Vorwissens vorteilhaft.
Fu¨r die Darstellung des Sensor-, Szenenbereichs- und Bildbereichswissens kommen mehrere Infor-
mationsobjekte zum Einsatz.
• Als elementare Information ist die Position und Ho¨he der Kamera u¨ber der Fahrbahn zu definie-
ren. Der Datensatz besteht demnach aus einer 2D-Koordinate sowie einer Ho¨he u¨ber der Fahrbah-
nebene. Hinzu kommen die Kenntnisse u¨ber Chipgro¨ße und Objektivkennwerte der verwendeten
Kamera.
• In einer Materialliste kann fu¨r verschiedene Oberfla¨chen definiert werden, welche Grauwertspek-
tren zu erwarten sind.
• Die Lage und Ausrichtung der Fahrstreifen bzw. der begrenzenden Elemente wird durch 2D-
Polygone definiert. Zusa¨tzlich wird fu¨r jedes Objekt die Breite des Fahrstreifens und eine Materi-
aleigenschaft vermerkt.
• Die Lage der Passpunkte wird mit Koordinaten und einem Verweis auf die zugeho¨rige Pas-
spunktdefinition festgelegt.
• Die skalierbare Form der Passpunkte wird anhand von geschlossenen Polygonen definiert.
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• Eine Liste mit 3D-Objekten wird hinterlegt, anhand derer mittels der in Kapitel 6.3.1 beschriebe-
nen Verfahren auf die zu erwartende a¨ußere Form eintretender Objekte geschlossen werden kann.
Die tabellarische Form des definierten Wissens ist in Abbildung 9.1 dargestellt.
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Abbildung 9.1: Definiertes Vorwissen
9.2 Vorverarbeitung
Nach einer Aufbereitung der Informationen des Bildes G(x,y) wird gema¨ß der Verfahren aus Kapitel 7
auf die Kameraparameter ϕx,ϕy und f geschlossen. Mit diesen wird das Sichtfeld auf die Horizontalebe-
ne projiziert und fließt anschließend in das generierte Szenenmodell ein.
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Zur Ermittlung der Kameraparameter wurden in Kapitel 7.2 verschiedene Verfahren hergeleitet. Die
Wahl des Verfahrens ha¨ngt im Wesentlichen davon ab, ob im Szenenmodell definierte Merkmale im Bild
sichtbar und extrahierbar sind. Der Ablauf der Entscheidungsfindung fu¨r die Wahl des Verfahrens ist
in Abbildung 9.2 dargestellt. Sind vier oder mehr der definierten Passpunkte im Bild sicht- und extra-
hierbar, fa¨llt die Wahl auf das Passpunktverfahren (Kapitel 7.2.1). Andernfalls wird gepru¨ft, ob zwei
oder mehr Geraden aus dem Bild extrahiert werden ko¨nnen, deren Ausrichtung im Raum bekannt ist.
Fa¨llt die Pru¨fung positiv aus, wird die “Orientierungsbestimmung mittels paralleler Geraden“ (Kapitel
7.2.2) verwendet. Ist auch die Anwendung dieses Verfahrens nicht mo¨glich, wird die Vera¨nderung der
Kameraausrichtung innerhalb des letzten Analyseintervalls gescha¨tzt (Kapitel 7.2.3). Ko¨nnen die Ver-
schiebungsparameter nicht eindeutig bestimmt werden, muss auf die gegebenenfalls vorhandenen Steue-
rungsdaten der Kamera zuru¨ckgegriffen oder die aktuelle Orientierung aus den vergangenen Positionen
extrapoliert werden. Ist auch dies nicht mo¨glich, bleibt die Orientierung der Kamera unbestimmt und
weiterfu¨hrende Verfahrensschritte sind nicht durchfu¨hrbar.
Bei erfolgreicher Bestimmung der Kamera-Bewegungskennwerte ∆ϕx, ∆ϕy und ∆ f wird die Ru¨ck-
rechnung des aktuellen Grauwertbildes G−t (x,y) auf das Bild des letzten Zeitschrittes Gt−1(x,y) gema¨ß
Kapitel 7.2.3.1 durchgefu¨hrt, so dass die Berechnung des bewegungskompensierten Folgedifferenzbildes
Dt(x,y) mo¨glich wird.
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Abbildung 9.2: Entscheidungslogik zur Orientierungsscha¨tzung
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9.3 Objektdetektion an den Eintrittsbereichen
Bevor der Bewegungsverlauf von Objekten verfolgt werden kann, mu¨ssen diese bei Eintritt in das Bild
erstmalig erkannt werden. Hierzu kommt der in Abbildung 9.3 dargestellte Ablauf zum Einsatz, der im
Folgenden beschrieben wird.
9.3.1 Definition und Positionierung
In der Modellkarte des Szenenmodells sind die Positionen bereits erkannter Fahrzeuge aus dem letzten
Zeitintervall festgehalten. Des Weiteren werden Bereiche, in denen potenziell neue Fahrzeuge in das Bild
treten ko¨nnen, bestimmt.
Als Eintrittsbereiche Ei werden die Stellen im Verkehrsraum bezeichnet, an denen in der Abbildung
theoretisch neue Objekte in das Bild eintreten ko¨nnen. Diese liegen an den Schnittpunkten der Fahrstrei-
fenpolygone ˜Pi, j mit den Randgeraden ~s des Sichtbereichs (Abbildung 9.4).
Die Vektoren der Randgeraden ko¨nnen nach Transformation (Kapitel 7.1.3) der Bildeckpunkte
P0 = P4 = P(0,0),
P1 =
{
P(0,Ay), fu¨rϕy−βy/2 > 0
P(0,yH + 1), fu¨rϕy−βy/2 ≤ 0
P2 =
{
P(Ax,Ay), fu¨rϕy−βy/2 > 0
P(Ax,yH + 1), fu¨rϕy−βy/2 ≤ 0
P3 = (Ax,0)
berechnet werden. Eintrittsbereiche werden ermittelt, indem fu¨r jeden Fahrstreifenvektor ˜Pi, j − ˜Pi, j+1
gepru¨ft wird, ob dieser eine Randgerade schneidet. Fu¨r alle Fahrstreifen i, deren Polygone j sowie alle
Randgeraden k ∈ [0,3] wird das Gleichungssystem
˜Pj,i + ri, j,k ·( ˜Pj,i+1− ˜Pj,i) = Pk + si, j,k ·(Pk+1−Pk) (9.1)
nach ri, j,k und si, j,k aufgelo¨st. Gilt 0 < ri, j,k < 1∧0< si, j,k < 1, so schneiden sich die Geraden. Werden
ri, j,k und si, j,k in Gleichung 9.1 eingesetzt, liefert dies die Mittelpunktskoordinaten des Eintrittsbereichs
Ei.
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Abbildung 9.3: Ablaufdiagramm Objektdetektion
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Abbildung 9.4: Ermittlung der Eintrittsbereiche
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9.3.2 Pru¨fung auf neue Objekte
Diese zuvor ermittelten Positionen der Eintrittsbereiche Ei ko¨nnen mittels der Transformationsgleichun-
gen 7.6 und 7.7 in die Bildebene u¨bertragen werden, so dass dort eine Detektion neu eingetretener Fahr-
zeuge vorgenommen werden kann. Die Pru¨fung wird nach den in Kapiteln 3.4.5 und 3.4.7 vorgestellten
Verfahren zur Merkmalsextraktion in einer ausreichend großen Umgebung um Ei durchgefu¨hrt.
Fa¨llt die Belegungspru¨fung positiv aus, werden im Szenenmodell an diesen Eintrittsbereichen Objekt-
prototypen positioniert und entsprechend der modellierten Fahrspur ausgerichtet (Abbildung 9.5). Wenn
eine gesonderte Untersuchung auf Falschfahrer durchgefu¨hrt wird oder die Streichrichtung der Kamera
mit dem Flussrichtung des Verkehr u¨bereinstimmt, mu¨ssen zusa¨tzlich die Bereiche E∗i auf Fahrzeugein-
tritt untersucht werden.
Die Exemplare der Objektprototypen werden nun anhand ihrer Positionen und Ausrichtungen in
die Bildebene transformiert. Anhand der abgebildeten a¨ußeren Formen der Objektexemplare kann ei-
ne Spline-Randkurve (Kapitel 6.2) gebildet werden. Dieses Spline wird anschließend als Initial-Sample
fu¨r ein mo¨gliches neues Objekt verwendet.
f, jx, jy
f, jx, jy
Xp,i
Prototyp
Positionierteund
ausgerichtete
Exemplare
Sichtfeld
Kamerastandort
ModellkarteBildebene
Abbildung 9.5: Positionierung der Objektprototypen
9.4 Bewegungsbestimmung des Objekts
Im na¨chsten Schritt werden alle bereits erkannten Objekte mittels dem in Kapitel 8 beschriebenen Con-
densation Algorithmus verfolgt. Um die Sampleanzahl gering zu halten, ist eine Vorausscha¨tzung der
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Sample-Parameter aus den Erfahrungen der unmittelbaren Vergangenheit sinnvoll. Es werden die Para-
meter Objektposition ~xO und Objektausrichtung ~dO vorausgescha¨tzt.
Die Bewegungsbestimmung eines Objekts besteht somit im Wesentlichen aus einer Regressionsana-
lyse der letzten n in die Modellebene transformierten Sample-Objektkoordinaten. Diese werden getrennt
nach x und y und in diskreten Zeitschritten ti ausgewertet. Abbildung 9.6 stellt das Prinzip dar.
y
x
Pt1
Ptn
Pt2
t
x
t
y
ayax
b·yb·x
Abbildung 9.6: Bewegungsbestimmung eines Objekts mittels Regressionsanalyse
bx = ∑(ti ·xi)−∑ti · ∑xin· ∑ t2i −(∑ ti)2
by = ∑(ti ·yi)−∑ti · ∑yin· ∑ t2i −(∑ ti)2
ax =
∑xi−bi,x · ∑xi
n
ay =
∑yi−bi,y · ∑yi
n
(9.2)
Der Betrag der Geschwindigkeit bestimmt sich zu√
b2i,x + b2i,y (9.3)
Die Richtung der Geschwindigkeit entspricht der aktuellen Ausrichtung des Objekts und bestimmt sich
zu
~dO =
 bi,xbi,y
0
 (9.4)
Die Objektposition des na¨chsten Zeitschritts kann anschließend mittels
~xOt+1 = ~xO + ~dO (9.5)
gescha¨tzt werden.
149
KAPITEL 9 ABLAUFKOORDINATION
9.5 Entscheidungsmodell
Damit aus den zuvor errechneten Messgro¨ßen nutzbare Ergebnisse generiert werden ko¨nnen, mu¨ssen
diese entsprechend der vorgegebenen Umgebung interpretiert werden.
In Abbildung 9.7 ist die Entscheidungslogik dargestellt, die fu¨r die Anwendung einer Sto¨rfalldetektion
auf Straßenabschnitten zum Einsatz kommen ko¨nnte. Hierbei werden die zuvor ermittelten Geschwindig-
keitsvektoren (Betrag und Richtung) der Objekte weiter untersucht. Weicht die Bewegungsrichtung von
der als positiv definierten Richtung des Fahrstreifen-Polygons PP um mehr als 90◦ ab, wird der Betrag der
Geschwindigkeit negiert. Liegt eine positive Geschwindigkeit vor, wird bei niedrigen Betra¨gen zwischen
”
Langsamfahrer“ und
”
Stillstand“ unterschieden. Bei negativen Geschwindigkeiten findet ebenfalls eine
weitere Spezifizierung statt, hier wird je nach Betrag zwischen
”
Falschfahrer“ und
”
Stillstand“ unter-
schieden.
BerechungBetrag und
Richtung der
Objektgeschwindigkeit
Berechnung
Richtungsabweichung zum
Fahrstreifenpolygon
Stehendes FahrzeugLangsamfahrer
keine Gefahr durch
dieses Objekt
Falschfahrer
sonst
Abweichung klein Abweichung > 90°
niedrige
Geschwindigkeit
v ~ 0sonst v ~ 0 sonst
alle
Objekte
geprüft
Abbildung 9.7: Entscheidungslogik zur Bewegungsinterpretation
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10 Feldtest
Die in Kapitel 9 enthaltenen Verfahren wurden gema¨ß den in Kapiteln 4.2.2 definierten Bestandteilen
und den in Kapitel 4.2.3 beschriebenen Vorgehen in Visual C++ programmtechnisch umgesetzt. Fu¨r
eine ¨Uberpru¨fung der Tauglichkeit der beschriebenen Verfahren wurden zwei unterschiedliche Testauf-
nahmen erstellt und anschließend mittels der entwickelten Software ausgewertet. Die erste Aufnahme
stammt von einer Schwenk-Neige-Kamera der Verkehrsu¨berwachung in Hessen und zeigt fließenden
Autobahnverkehr bei freigegebenem Seitenstreifen ohne besondere Ereignisse. Die Kameraausrichtung
wurde hierbei mit einer Handsteuerung vera¨ndert. Anhand dieser Sequenz wird die Eignung der Fahr-
zeugdetektion und -verfolgung getestet.
Die zweite Aufnahme zeigt das innersta¨dtische Verkehrsgeschehen an einer Kreuzung in Aachen,
welche ebenfalls mit einer Schwenk-Neige-Kamera von einem hohen sta¨dtischen Geba¨ude aus aufge-
nommen wurde. Auch hierbei wurden definierte Kameraschwenks durchgefu¨hrt.
Im Folgenden werden die Szenarien sowie deren Auswertungen beschrieben. Die Auswertung der
Videosequenzen geschieht hier jeweils in zwei Phasen: Im ersten Schritt werden die Verfahren zur Ori-
entierungsbestimmung der Kamera (Kapitel 7) hinsichtlich Datengu¨te und Praxistauglichkeit u¨berpru¨ft.
Anschließend wird das Verfahren mit den besten Ergebnissen fu¨r die weitere Analyse ausgewa¨hlt. In der
zweiten Phase wird die Funktionalita¨t der Szeneninterpretation getestet.
10.1 Sequenz 1 (Autobahn A 3)
Die erste Sequenz ist eine Aufzeichnung des Verkehrsgeschehens auf der A 3 bei Offenbach, die von der
zur Seitenstreifenu¨berwachung installierten Schwenk-Neige-Kameras erfasst und in der Verkehrsleitzen-
trale Frankfurt Ro¨delheim u¨bermittelt und dort aufgezeichnet wurde. Die Sequenz zeigt das gewo¨hnliche
Verkehrsgeschehen (freier Verkehrsfluss). Es wurden sowohl manuelle Steuerungen als auch program-
mierte Bewegungen durchgefu¨hrt. Die Kamera selbst erfuhr durch den Fahrtwind insbesondere durch
Lkw leichte Schwankbewegungen. Wegen einer Arbeitsstelle ku¨rzerer Dauer war zum Zeitpunkt der
Aufnahme der dritte Fahrstreifen mit Pylonen abgesperrt. Zur Stauvermeidung wurde der Seitenstreifen
zum Befahren freigegeben.
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10.1.1 Phase I: ¨Uberpru¨fung der Verfahren zur
Orientierungsbestimmung
Zur Auswertung der 2-minu¨tigen Autobahnsequenz wurden als Orientierungsmerkmale die Fahrbahn-
breiten sowie deren Orientierung aus Pla¨nen ermittelt und in eine Modellkarte eingegeben (Abbildung
10.1).
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b=3.5m
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~
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~
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b=3.75m.
F1
~ SeitenStr
b=3.5m
F4
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FStr 3
b=3.5m
F3
~
P4,1
~
P1,2
P2,2
P3,2
P4,2
P1,3
P2,3
P3,3
P4,3
Abbildung 10.1: Luftbild der Testumgebung und zugeho¨rige Modellkarte (Szenario 1)
Da keine geeigneten Passpunkte vor Ort aufgenommen werden konnten und die geradlinigen Struktu-
ren der Fahr- und Randstreifenmarkierungen aus der vorgegebenen Kameraperspektive gut sichtbar sind,
wurde das Verfahren
”
parallele Geraden“ zur Orientierungsbestimmung gewa¨hlt. Abbildung 10.2 zeigt
den Verlauf der Kameraorientierung im Laufe eines ha¨ndisch und programmierten Kameraschwenks.
Vergleichend gegenu¨bergestellt sind die aus dem Verfahren der parallelen Geraden ermittelten Werte.
Ergebnis
Es zeigt sich, dass die Abweichungen mit durchschnittlich 1,29◦ Grad relativ gering sind, solange kei-
ne schnellen Kameraschwenks durchgefu¨hrt werden. Der Kameraschwenk von 01:14 bis 1:18 mit einer
Rotationsgeschwindigkeit von 45 ◦
s
fu¨hrte zu einem Verwischen der Aufnahme (Abbildung 10.3), so dass
deutliche Kanten wa¨hrend der Bewegung nicht extrahiert werden konnten und die Orientierung in dieser
Zeit unbestimmt bleibt. In einer weiteren Zeitspanne (01:21 bis 01:45) ist ebenfalls keine Orientierungs-
bestimmung mo¨glich, da in dieser Zeit durch die starken Zoom und die steile Kameraausrichtung nicht
ausreichend Linien sichtbar sind.
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Verlaufder Kameraorientierung (Szenario 1)
-100
-80
-60
-40
-20
0
20
40
60
80
100
12:57:50 12:58:45 12:58:58 12:59:04 12:59:18 12:59:47
Zeit
W
in
k
e
l
[°
]/
B
re
n
n
w
e
it
e
[m
m
]
phiX
phiY
f
Ergebnis des Kameraorientierung anhand paralleler Geraden
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Abbildung 10.2: Verlauf der Parameter im Szenario 1, berechnet (gestrichelt) und tatsa¨chlich
(durchgezogen)
Abbildung 10.3: Geradenextraktion bei langsamer Kamerabewegung (links), Verwischungsef-
fekt bei schneller Kamerabewegung (Mitte), starke Neigung (rechts)
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10.1.2 Szeneninterpretation
Im ersten Testszenario ereignete sich wa¨hrend des Aufnahmezeitraums im Verkehrsablauf keine Situati-
on, welche eine Gefa¨hrdung darstellte. Die Interpretation der Sequenz beschra¨nkt sich hier deshalb auf
die Bewegungsanalyse der einzelnen Fahrzeuge und die korrekte Spurzuordnung fu¨r die Zeitabschnitte,
in denen die Orientierung bestimmt werden konnten.
Abbildung 10.4 zeigt ein Bild der zweiminu¨tigen Testsequenz, in der die erkannten Objekte visuali-
siert dargestellt sind. Das System erkannte den Bewegungsverlauf der Fahrzeuge auf dem Seitenstreifen
sowie auf den zwei freigegebenen Fahrstreifen. Auf dem gesperrten linken Fahrstreifen wurden kor-
rekterweise keine Fahrzeuge festgestellt. Anhand der erfassten Objekt-Trajektorien ließen sich zudem
mittlere Reisezeiten, getrennt nach Fahrstreifen, ermitteln (Tabelle 10.1).
Abbildung 10.4: Dichteermittlung und Reisezeitermittlung im Szenario 1
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Streckendichten [Fzg/km] Reisegeschwindigkeiten [km/h]
Seiten-
streifen
1. FS 2. FS 3. FS Seiten-
streifen
1. FS 2. FS 3. FS
12.2 13.8 22.1 0 83.1 86.2 88.0 -
Tabelle 10.1: Ermittelte Dichten und Reisegeschwindigkeiten im Szenario 1
10.2 Sequenz 2 (Innersta¨dtischer Kreuzungsbereich)
Die Aufzeichnungen der zweiten getesteten Sequenz wurde mit einer Schwenk-Neige-Kamera
”
PLATON-AFX“ der Firma Argovision durchgefu¨hrt, die fu¨r den Versuch auf dem Dach des Gesund-
heitsamtes Aachen aufgebaut wurde. Die Kamera bewegte sich zyklisch mit einer Umlaufzeit von
T = 16,3 Sekunden zwischen zwei definierten Positionen hin und her. An der Start- und Endposition
verharrte die Kamera fu¨r 0,67 Sekunden. Die Parameter ϕx, ϕY und der Kamerao¨ffnungswinkel βy wur-
den zwischen den Positionen linear vera¨ndert. Zur Ruckvermeidung bewegt sich die Kamera im Anfahr-
und Stoppbereich
”
weich“, d.h. die Parameterfunktion ist am Anfang und am Ende einer Bewegung
nicht nur stetig, sondern auch differenzierbar. Um den im Szenario 1 aufgetretenen Verwischungseffekt
zu vermeiden wurde hier mit ∆ϕx = 2,9
◦
s
deutlich langsamere Schwenkbewegungen gewa¨hlt. Der im
Test durchgefu¨hrte zyklische Bewegungsablauf ist in Abbildung 10.6 dargestellt.
Zur Funktionspru¨fung der Szeneninterpretation wurden besondere Ereignisse, wie haltende Fahrzeu-
ge, u¨berquerende Personen auf der Fahrbahn aufgenommen. Daru¨ber hinaus wurde ein besonderes Er-
eignis (verkehrsregelwidriges Verhalten durch Wenden) mit einem Fahrzeug gestellt und aufgezeichnet
(Abbildung 10.5.)
Abbildung 10.5: Inszeniertes Ereignis
”
Wendendes Fahrzeug“
Vom Kamerastandpunkt aus wurde nach der Aufnahme eine Vermessung mit einem Theodoli-
ten durchgefu¨hrt. Diese diente sowohl der Lagebestimmung als auch der Ermittlung der Passpunkt-
Weltkoordinaten.
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Parameterverlauf
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Abbildung 10.6: Parametera¨nderungen im Szenario 2
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Abbildung 10.7: Luftbild der Testumgebung und zugeho¨rige Modellkarte (Szenario 2)
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10.2.1 Phase I: ¨Uberpru¨fung der Verfahren zur
Orientierungsbestimmung
10.2.1.1 Passpunktverfahren
Fu¨r das Passpunktverfahren wurden markante Bereiche extrahiert, die folgende Eigenschaften besit-
zen:
• hoher Kontrast
• hohe Anisotropie
• Realposition auf Fahrbahnebene (Z′=0)
• ausgewogenes Verha¨ltnis heller und dunkler Grauwerte
Diese Eigenschaft traf meist auf Elemente der Fahrbahnmarkierungen zu. Abbildung 10.8 zeigt die aus-
gewa¨hlten Passpunkte.
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Abbildung 10.8: Ausgewa¨hlte Passpunkte im Szenario 2
Als Methode zur Extraktion der ausgewa¨hlten Merkmale wurden die ausgewa¨hlten Passpunkte nach
den in Kapitel 3.4.5 beschriebenen Verfahren in helle und dunkle Bereiche segmentiert. Anhand die-
ser Maske wurde mit dem Block-Matching-Verfahren (7.2.3.3.1) auf die wahrscheinlichste Position im
Bild geschlossen. Um die Wahrscheinlichkeit einer Fehlzuordnung gering zu halten, beschra¨nkt sich das
Suchfenster U auf eine definierte Umgebung der Passpunkt-Position im vorherigen Bild.
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10.2.1.2 Parallele Geraden
Als zu detektierendes paralleles Geradenpaar wurden jeweils die Ra¨nder der vorab definierten Fahrstrei-
fenpolygone ˜Pi ausgewa¨hlt.
Aus den Parametern der letzten Berechnungsschritte ko¨nnen die Erwartungswerte der Kameraausrich-
tung im aktuellen Zeitschritt und somit die Lage der in Bildschirmkoordinaten transformierten Fahrstrei-
fenpolygone abgescha¨tzt werden.
Die Geraden der Hough-Transformation werden anschließend mit den Fahrstreifenra¨ndern u¨berdeckt.
Existieren zwei Hough-Geraden, welche einen definierten Teil der Ra¨nder eines Fahrstreifenvektors ˜Pi, j
abdecken, so gehen diese in Kapitel 7.3.2 gegebenen Gleichungen zur Berechnung der Kameraperspek-
tive ein.
Da das Vorhandensein von sichtbaren Geraden, die nicht parallel zu den ausgewa¨hlten Geraden ver-
laufen, sehr wahrscheinlich ist, ist eine Bildung der Orientierungsparameter mittels einer Regression
aus den Ergebnissen aller Geradenpaare hier nicht zielfu¨hrend. Stattdessen wird das Geradenpaar aus-
gewa¨hlt, deren abgeleitete Orientierungsparameter am ehesten den Erwartungswerten entsprechen.
Ergebnis
Abbildung 10.9 zeigt einen Ausschnitt des Ergebnisses der Perspektivbestimmung mit dem Passpunkt-
verfahren. Es wird deutlich, dass in den Zeitbereichen, in denen mindestens die notwendigen 4 Passpunk-
te sichtbar waren, eine durchschnittliche Abweichung von 0,22◦ beim Schwenkwinkel und von −0,09◦
im Neigewinkel vorhanden war. In ca. 18% der Zeit konnte die Perspektive aufgrund von verkehrsbe-
dingten Passpunkt-Verdeckungen nicht berechnet werden.
Abbildung 10.10 vergleicht die u¨ber das Verfahren der parallelen Geraden ermittelten Orientierungs-
parameter mit der tatsa¨chlichen Ausrichtung der Kamera. Es zeigt sich, dass auch bei gegebenen feinen
Abstufungen des Hough-Akkumulators von 480 Winkeln und 320 Radien teils große Abweichungen
von der Realita¨t vorherrschen. Eine tiefere Analyse zeigte, dass sich die Abweichungen teilweise in der
Gro¨ßenordnung einer Fahrspur befinden und somit eine den Anforderungen der nachgeordneten Ver-
fahren zur Bewegungsanalyse erforderlichen Genauigkeit nicht gegeben ist. Die teilweise hohen Ab-
weichungen liegen darin begru¨ndet, dass durch die Markierungen der Richtungspfeile und Sperrfla¨chen
eine hohe Anzahl von sto¨renden kantenreichen Objekten vorhanden ist. Zudem sind insbesondere in der
Endposition (vgl. Abbildung 10.8) nur kurze Teile der definierten Fahrbahnra¨nder sichtbar.
10.2.2 Phase II: Szeneninterpretation
Nach Wahl des Passpunktverfahrens zur Perspektivbestimmung folgt in der zweiten Phase die Interpre-
tation der Szene. Folgende Ereignisse sollen hierbei vom System richtig interpretiert werden:
• Unterscheidung fahrender und stehender Fahrzeuge
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Abbildung 10.9: Vergleich der ermittelten Parameter im Szenario 2 (Passpunktverfahren)
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Abbildung 10.10: vergleichende Gegenu¨berstellung der Parameter im Szenario 2 (parallele
Geraden)
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• Erkennung des regelwidrigen Wendemano¨vers
In Abbildung 10.11 ist die Objekterkennung beispielhaft dargestellt. Es gelang mittels der in Kapitel
8 vorgestellten Verfahren, Objekte zu verfolgen und objektspezifische Trajektorien zu extrahieren.
Abbildung 10.11: Objekterkennung in Szenario 2
Einige der Fahrlinien sind in Abbildung 10.12 dargestellt. Ausgewa¨hlt wurden die Trajektorien eines
sich regula¨r bewegenden, eines vor der LSA haltenden sowie des ordnungswidrig wendenden Fahrzeuges
dargestellt.
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10.3 Zusammenfassung der Ergebnisse
Die Auswertung der Versuche zeigt, dass die hergeleiteten Verfahren zur Orientierungsbestimmung
und der hierauf aufbauenden Methoden zur Szeneninterpretation und Verkehrszustandsermittlung unter
den definierten Voraussetzungen funktionsfa¨hig sind. Beim Verfahren
”
Parallele Geraden“ sind ausrei-
chend genaue Ergebnisse mo¨glich, solange im Bild linienhafte Strukturen sichtbar sind. Durch schnelle
Schwenkbewegungen bedingte Verwischungseffekte erschweren die Erkennung von Geraden ebenso wie
Kameraeinstellungen, die nur einen kleinen Straßenabschnitt zeigen. Die Ausfa¨lle bei der Orientierungs-
bestimmung wa¨hrend des extrem schnellen Schwenks sind mit einer Dauer von 2 Sekunden als unkritisch
zu bezeichnen. Um die Orientierung weitestgehend zu gewa¨hrleisten wird empfohlen, Kameraausrich-
tung mit extremer Neigung zu vermeiden.
Das Passpunktverfahren liefert gute Ergebnisse, solange eine ausreichende Anzahl von Passpunk-
ten nicht durch Fahrzeuge verdeckt werden. Die auf der Orientierungsermittlung basierenden Verfahren
zur Objektverfolgung lieferten die gewu¨nschten Ergebnisse. Fu¨r die Anwendung der Verkehrszustand-
sermittlung konnten Reisegeschwindigkeiten und Dichten ermittelt werden. Daru¨ber hinaus gelang es,
Fahrzeugbewegungen (Fahrt, Stehen, Wenden) korrekt zu interpretieren.
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11 Fazit und Ausblick
Der sichere Betrieb von Autobahnen erfordert eine permanente ¨Uberwachung, wenn zur tempora¨ren
Kapazita¨tssteigerung Seitenstreifen freigegeben werden. Des Weiteren weisen bisherige, auf lokal er-
fassten Daten basierende Verfahren zur Verkehrszustandsermittlung Defizite auf. Aus diesem Grund
werden vermehrt Videokameras zur Sto¨rfalldetektion und zur Verkehrslagebeurteilung eingesetzt. Zu-
verla¨ssige Analysen mittels automatischer Videodetektion existieren jedoch bislang nur bei Systemen
zur ¨Uberwachung von Straßenverkehrstunneln. Im Außenbereich ist derzeit aufgrund witterungsbeding-
ter Sto¨rgro¨ßen keine zuverla¨ssige Detektion von Sto¨rfa¨llen mo¨glich, so dass eine Beobachtung der Ge-
schehnisse durch Personal erforderlich ist. Bei großen Anlagen mit einer Vielzahl von Kameras ist eine
dauerhafte Beobachtung jedoch a¨ußerst personalintensiv und somit oft als unwirtschaftlich zu betrach-
ten.
Zudem werden zur Kostenreduktion in ju¨ngster Zeit vermehrt Kameras eingesetzt, die durch Schwenk-
Neige-Bewegungen gro¨ßere Beobachtungsbereiche als statische Kameras abdecken. Die Folge ist, dass
neben der Witterungsproblematik die automatische Auswertung von Videobildern hinsichtlich Sto¨rfall-
detektion und Verkehrszustandsermittlung durch die Kamerabewegung zusa¨tzlich erschwert wird.
Die hauptsa¨chlichen Schwierigkeiten bei der Auswertung von Videobildern nicht statischer Kameras
im Außenbereich liegen in der unbekannten Perspektive und in der Extraktion geeigneter Objektmerkma-
le auch unter widrigen Umfeldbedingungen. Aus diesen Aspekten heraus wurde die Aufgabenstellung
fu¨r die vorliegende Arbeit definiert. Es galt Verfahren zu entwickeln, die eine Perspektivbestimmung
aus einem zweidimensionalen Bild ermo¨glichen und Bildsequenzen einer Schwenk-Neige-Kamera hin-
sichtlich komplexer Straßenverkehrsszenen interpretieren. Eine Betrachtung derzeitiger statischer Vide-
odetektionssysteme zeigte auf, dass deren Schwa¨chen bei undefinierter Beleuchtung und wechselnden
Umfeldbedingungen meist in der Notwendigkeit eines aktuellen Referenzbildes begru¨ndet liegen. Aus
dieser Erkenntnis heraus wurde angestrebt, Verfahren zu verwenden, welche nicht auf die Existenz eines
Referenzbildes angewiesen sind.
Weil der Mensch im Gegensatz zur digitalen Bildverarbeitung keine pixelweise Auswertung des Ge-
sehenen vornimmt, sondern Szenen anhand bisher Gelerntem abstrahiert und interpretiert, wurde bei der
Auswahl und Umsetzung geeigneter Verfahren ein Nachahmen der menschlichen Intelligenz angestrebt.
Zur Situationseinscha¨tzung laufen im menschlichen Gehirn hochkomplexe Wahrnehmungsprozesse ab,
die sich in die Schritte Objektidentifikation, ra¨umliche Einordnung des Gesehenen und Bewegungser-
kennung aufteilen lassen. Diese wurden weitestgehend in den verwendeten Modellen nachgebildet.
Die Identifikation von Objekten erfordert die Definition geeigneter Objektmerkmale. Hierbei hat sich
herausgestellt, dass die Verwendung einer Wissensbasis zur Erkennung von Objekten a¨ußerst hilfreich
ist. Eine Analyse der ga¨ngigen Verfahren zur Merkmalsextraktion zeigte, dass Bildbereiche mit eindeu-
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tigen Merkmalen zwar fu¨r die Objektdetektion geeignet sind, jedoch Schwierigkeiten beim Tracking
auftreten ko¨nnen, da auch diese ein einwandfreies Referenzbild beno¨tigen. Sehr gute und robuste Ergeb-
nisse hinsichtlich einer Objekterkennung und -verfolgung wurden hingegen unter Verwendung aktiver
Konturen erreicht.
Die korrekte Positionsbestimmung der erkannten Objekte geschieht mit einem aus den Grundlagen
der Photogrammetrie hergeleiteten Abbildungs- und einem Kameraorientierungsmodell. Hierzu wurden
drei Verfahren hergeleitet, die unterschiedliche extrahierbare Merkmale nutzen. Wa¨hrend das Passpunkt-
verfahren auf optisch markanten und eindeutigen punktfo¨rmigen Merkmalen beruht, leitet das Verfahren
”
Parallele Geraden“ die Perspektive aus parallelen geradlinigen Strukturen im Bild ab. Beide Verfah-
ren wurden nach einer ausfu¨hrlichen Herleitung anhand eines Standbildes hinsichtlich ihrer Genauig-
keit u¨berpru¨ft. Die extrahierbaren Merkmale wurden hierzu mit dem definierten Vorwissen verknu¨pft.
Ein Verfahren zur Verschiebungsvektorscha¨tzung wurde ebenfalls hergeleitet und eingehend erla¨utert.
Hierbei werden gemessene Bildverschiebungen einer statistischen Analyse zur Perspektivbestimmung
unterworfen.
Fu¨r die Interpretation von Objektbewegungen wurden unterschiedliche Trackingverfahren unter-
sucht. Eine Gegenu¨berstellung des Kalman-Filters mit einer multimodalen Wahrscheinlichkeitsvertei-
lung (Condensation-Algorithmus) zeigte auf, dass letztere auch unter schwierigen Bedingungen (z.B.
Teilverdeckungen) a¨ußert robuste Ergebnisse liefert.
Fu¨r die Evaluierung der entwickelten Modelle und Verfahren wurde eine Pru¨fsoftware DVA-SN in
der Programmiersprache C++ entwickelt. Die in dieser Arbeit vorgestellten Modelle zur Orientierungs-
bestimmung, Verfahren zur Extraktion von Merkmalen zur Objekterkennung sowie der Condensation-
Algorithmus wurden in DVA-SN implementiert und ermo¨glichen somit eine Validierung der Modelle
und detaillierte Analysen realer Szenen. Zudem ist DVA-SN in der Lage, zuvor definiertes Wissen zu
verarbeiten.
In Feldtests wurden reale Szenen einer Seitenstreifenfreigabe und eines innersta¨dtischen Kreuzungs-
bereichs aufgenommen. Nach der Deklaration der Wissensbasis, in welche die Koordinaten von Pas-
spunkten bzw. die Orientierung von Fahrstreifen eingingen, wurden diese Videosequenzen genutzt, um
mit Hilfe der entwickelten Pru¨fsoftware die Verfahren zur Szeneninterpretation auf ihre Eignung zu te-
sten.
Die nach der Orientierungsbestimmung eingesetzten Trackingverfahren waren unter Einsatz einer
Wissenbasis in der Lage, die geforderten Szenarien korrekt zu interpretieren. Es wurde somit ge-
zeigt, dass unter den gegebenen Randbedingungen Verkehrsszenen objektspezifisch interpretiert werden
ko¨nnen. Hiermit kann durch Ausgabe entsprechender Meldungen die Verkehrssicherheit erho¨ht werden.
Des Weiteren ist es mo¨glich, Dichten und Reisezeiten zu extrahieren, die fu¨r die Qualita¨tssteigerung von
Verkehrsinformationsdiensten genutzt werden ko¨nnen.
Bei der Orientierungsbestimmung zeigte das Passpunktverfahren seine Sta¨rken im innersta¨dtischen
Szenario, da hier geeignete eindeutige Merkmale in ausreichender Anzahl vorhanden waren. Die Funkti-
onsfa¨higkeit und Anwendbarkeit des entwickelten Verfahrens “Parallele Geraden“ wurde zusa¨tzlich bei
der Auswertung einer Autobahnsequenz nachgewiesen.
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Die Anwendung der Videodetektion unter variierten Randbedingungen, z.B. widrige Umfeld- und
Lichtverha¨ltnisse (Da¨mmerung, Nacht), konnte im Rahmen dieser Arbeit nicht untersucht werden. Auch
die Untersuchung alternativer Sensoren (z.B. Infrarot) u¨berstieg den Umfang dieser Arbeit. Bei entspre-
chender Ausru¨stung und der Ausscho¨pfung aller zur Verfu¨gung stehenden Verfahren der digitalen Bild-
verarbeitung sowie einer breiten Wissensbasis ist auch hier zu erwarten, dass Verkehrsszenen korrekt
interpretiert werden ko¨nnen. Die Auswahl geeigneter Sensortypen, die Aufstellung einer ausreichenden
Wissenbasis, die Definition ada¨quater Merkmale sowie die Weiterentwicklung von Verfahren zur Merk-
malsextraktion lassen die Anwendbarkeit der Verfahren auch fu¨r weitere Einsatzgebiete (LSA-Steuerung,
Personenu¨berwachung) erwarten und sind Gegenstand zuku¨nftiger Forschungen.
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