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The optical disk is a newly developed secondary data storage medium which is based on 
laser technology. Optical disk technology has achieved higher densities, larger capacities 
and longer archival life than magnetic disk technology. To balance this, access times are 
slower and the write once nature of some optical systems makes them unsuitable for some 
applications. 
An optical disk can hold more information than a magnetic disk of a comparable 
size. The laser technology uses a very tiny region on the disk surface for one bit. 
Therefore, bits representing the information can be packed at a very high density on the 
disk surface. The high storage capacity provided by an optical disk allows information to 
be clustered on a single disk which would otherwise be stored on several magnetic disks. 
Information stored on an optical disk has a much better archival life than on a 
magnetic disk. By the so called acceleration test, it is estimated that the information stored 
on a SONY optical disk can be guaranteed for about 30 years; whereas the archival life of 
a magnetic disk is about 2 to 3 years. 
In addition, the drive used for the optical disk is able to transfer data at a very high 
rate. A high transfer rate is very desirable for sequential access to files. 
Some optical disk drives use a viewing mechanism. With this viewing 
mechanism, the drive is capable of reading a set of consecutive tracks without a 
mechanical move of the disk head. In this case, no seek time is required for the disk head 
to read its neighbouring tracks. 
However, due to the average seek time of 14 milliseconds for the magnetic disk 
drive compared to 300 to 800 milliseconds for the optical disk, it is very unlikely that the 
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magnetic disk will become obsolete. Fast access time is an essential consideration for 
high-performance computer systems. 
Current optical disk technology distinguishes 2 types of optical disks - the write-
once optical disk and the erasable optical disk. The write-once optical disk is known as 
write-once-read-many, or WORM, disk. The drive for the WORM disk permits each 
sector of the disk to be written once only, but it allows each sector to be read as often as 
desired. The erasable optical disk is the most recently introduced optical disk. The disk 
was developed using the current concept of the magnetic disk. The disk can be erased 
either sector by sector or one entire disk at a time. 
The emergence of the erasable optical disk probably means that the principal use of 
the WORM disks will be archival tasks. Here, the long archival life is prized, and the 
write once feature gives secure audit trails. 
The existing well-developed file systems for the magnetic disk are not suitable to 
be implemented on the WORM disk. The reason is that the current file system depends on 
the ability to rewrite disk blocks in place. 
This report is the summary of a project that has been conducted for developing a 
simple single-user file system and user interface for a SONY WORM disk. We propose a 
simple single-user file system for a WORM disk and a rudimentary user interface. The 
system uses a set of low level I/O routines, developed in the Department of Computer 
Science for a SONY WORM disk. The file system presented here was developed and it 
runs on the simulated WORM disk. Only basic retrieval and update facilities were 
implemented. 
CHAPTER 
Introduction to Optical Disk Area 
This chapter reviews the development in optical disks and their use. 
1.1 DEVELOPMENTS IN THE OPTICAL DISK AREA 
The earliest commercial optical disks reported were Laser Vision video disks, introduced 
in 1978. As indicated by their names, they are based on a standard called LaserVision 
which records the video image as FM signals. A LaserVision video disk consists of one 
spiral track that makes more than fifty thousand turns in covering the disk surface [Laub 
86a]. Each disk is 12 inches in diameter (occasionally 8 inches in diameter); each side of 
the disk is able to hold either 30 or 60 minutes of video program [Laub 86b]. The 
attraction of these LaserVision video disks is their high data density [Laub 86a]. 
The high data density of a LaserVision video disk led to the idea of recording data 
digitally on this medium. One result of this idea was the Compact Disc, or CD, which 
was introduced in 1983. CDs are 4.75 inch optical audio disks on which music. 
represented in billions of discrete bits, is recorded digitally. Each surface of a CD can 
hold up to 74 minutes of very-high-quality audio programme. CDs also have an error 
correction system to protect the data. CDs met with success in the audio market [Laub 
86a]. In fact, they have been cited as the most successful consumer electronic product 
introduction in history [Laub 86b]. 
The success of CDs led to the introduction of the compact disk read-only memory 
("memory" or "medium"), or CD ROM, early in 1985. This storage medium is called CD 
ROM because a program or a database is prepared by the manufacturer and encoded onto 
the disks during the disks' moulding process; information on the disks cannot be altered 
but can be read as often as desired (using the read-only drive). The claimed capacity of a 
5-inch CD ROM is about 550 megabytes of usable data [Laub 86a]. 
Not long after CD ROMs appeared, the write-once disks were introduced [Laub 
86a]. The drive for the write-once disks is capable of writing data on the disks as well as 
reading it from the disks. However, once the data is written on the disks, it cannot be 
overwritten, even though it can be read as often as desired. For this reason, the optical 
write-once disks are called the write-once read-many (or write-once read-mainly), or 
WORM, disks. WORM technology is reported to be less standardized than the CD ROM 
[Malloy 86]. WORM disks come in different sizes and are able to hold data of different 
densities. 
Now erasable optical disks are available. They are an extension of the current 
concept of magnetic disks. They provide 10 times greater storage capacity than a magnetic 
disk [Helliwel 87]. These disks can be erased either sector by sector or one entire disk at a 
time. 
1.2 DATA FORMAT ON A DISK 
A magnetic disk is a Constant Angular Velocity (or CAV) format disk, while a CD ROM 
is a Constant Linear Velocity (or CLV) format disk. A WORM disk could either be a CAV 
or CLV -format disk. The physical formats of both CD ROM and magnetic disk, as 
described by [Shuford 85], [Zoellick 86], and [Malloy 86], are summarized as follows. 
Figure 1.1a illustrates the organization of sectors on a magnetic disk. A CAV-
format disk consists of many tracks. The tracks are organized in concentric rings. The 
relative speed of the disk head and disk surface increases as the disk head moves from the 
inner to the outer tracks. The disk's rotational speed stays the same as the head moves 
from track to track. Since a fixed number of bytes can be stored on each sector of a track, 
CAV formats implies that sectors on the outer tracks are physically longer than those on 
the inner tracks. 
With CAV format, it is easier to locate the beginning of a particular sector on the 
disk surface. Since there is a fixed number of sectors on each track, the address of any 
sector on the disk surface can be computed provided the track address and the sector 
address of the start of a file are given. 
However, CAV format results in the uneven spread of data on the disk surface 
because data on the inner sector is more tightly packed than that on the outer sectors. 
Thus, the disk surface is not fully utilized. 
Figure 1.1b illustrates the organization of sectors on a CD ROM. A CLV-format 
disk consists of one spiral track that makes many tums in covering the disk surface. In 
this case, the relative speed of the disk head over the disk surface remains constant. The 
disk's rotational speed changes as the head spirals away from the centre of the disk. CLV 
format implies that all sectors have the same length. 
TRACK 0, SECTOR 0 
TRACK 0, SECTOR 1 
TRACK 1, SECTOR 2 
Figure 1.1a The Constant Angular Velocity (CAV) format of a typical magnetic disk 
[Zoellick 86]. 
ONE SECTOR 
Figure 1.1b The Constant Linear Velocity (CLV) format of a CD-ROM 
[Zoellick 86]. 
CLV-format disk does not recognize tracks or sectors on a particular track. The 
physical addressing of a particular sector is computed in terms of time. An example is 
provided in [Zoellick 86] to illustrate how to allocate a particular sector. The example is 
given as follows. Assuming that it takes 60 minutes to read data on the entire disk (from 
beginning to the end); each minute of reading can be divided into 60 seconds and for each 
second, the disk drive can read 75 sectors. Then a particular sector on the disk surface can 
be specified in terms of minutes of reading, the second within that minute and the sector 
within that second, using zero-based counts for all numbers. Therefore, given the 
beginning of the disk is 0:0:0 (i.e., zero minutes: zero seconds: sector zero), the 157th 
sector is specified as 0:2:6 (because it takes 2 seconds to read 150 sectors and the sector 
within that 2 seconds is the 6th sector using zero-based counts). Computing in this way is 
more complicated and the head movement to find the sector requires the disk's rotational 
speed be to adjusted. This causes the poor seek performance of a CLV-format disk. 
On the positive side, a CLV-format disk makes more efficient use of the disk 
surface because data can be packed tightly throughout the entire disk surface. This is one 
of the reasons why a CLV-format disk can hold much more information than a CAV-
format disk of a comparable size. 
1.3 BENEFITS OF THE OPTICAL DISK 
The main difference between magnetic storage and optical storage is the technology used 
in recording information on the surface of the media. Magnetic storage technology uses a 
magnetic read/write head, whereas optical storage technology uses an optic unit which has 
the capability to generate a laser beam. A read process and a write process on both 
magnetic and optical disks are described by [Fujitani 84] and are summarized as follows. 
To write bit-1 on a magnetic disk, the magnetic read/write head spreads a high-
density magnetic field onto the surface of the disk. This magnetic field changes the 
orientation of the magnetic domains on the disk's recording surface (an unaffected region 
represents a bit-0). During a read process, these changes in the orientation of the magnetic 
field are detected by the different voltage appearing across the coil of the magnetic head. 
By contrast, the optical read-write head focuses a fine beam of laser light to 
modify a thin sensitive layer on the disk to represent bit-1 (an unmodified region 
represents bit-0). During a read process, these changes are detected by the amount of light 
reflected to the detector. Due to this difference, optical storage offers a number of 
advantages over magnetic storage. 
The following is a list of the advantages of optical storage over magnetic storage: 
1. One optical disk can hold more information than a magnetic disk of a comparable 
size can. 
With laser-based recording, one bit takes a very tiny region on the optical disk 
surface (about 1 micrometre for 1 bit). Therefore, bits representing the information 
and tracks on an optical disk can be organized much closer together than with a 
magnetic disk. If the disk is a CLV-format disk, then even more information can be 
packed on the entire disk surface. 
2. The optical disk can be removed from its drive, thus the disk itself can be used for 
archival storage. 
The hard disk associated with a magnetic disk cannot be removed on most micro-
computers. Usually, one has to keep a back-up of the information stored on the 
hard disk on some other storage (such as tapes) before the hard disk can be used for 
new applications. Thus, the hard disk itself cannot be used for archival storage 
[Fujitani 84]. 
3. Information stored on an optical disk has a much better archival life than on a 
magnetic disk. By the so called acceleration test, it is estimated that information 
stored on a SONY WORM disk can be kept for about 30 years [SONY Manual]. 
The magnetic field emanating from a magnetic head diverges rapidly with distance 
[Fujitani 84]. Thus, to achieve high bit densities, the magnetic head must be located 
a fraction of a micrometer away from the recording surface. On the other hand, the 
laser beam emerging from the optical head is sharply focused [Fujitani 84]. High bit 
densities can be achieved even with the optical head located several millimeters 
away from the recording surface. This distance makes it possible to place a 
protective layer on the disk surface to protect the recording layer from physical 
damage. Furthermore, this protective layer acts as a defocusing layer, making the 
disk insensitive to dust and contamination. 
The inability to modify information stored on a WORM disk further offers: 
1. A potent protection mechanism against accidental or malicious alteration. This is a 
very important consideration for the storage of legally significant documents. 
2. An opportunity to maintain multiple versions of information because physical 
update and deletion of information stored on a WORM disk cannot be implemented. 
This is suitable for applications where a secure history is needed. 
1.4 SONY WORM DISKS 
SONY offers write-once disks in 8-inch (8 inches in diameter) and 12-inch (12 inches in 
diameter) disk sizes. They are called WDM-2DL0 (for the 8-inch disk) and WDM-3DA0 
and WDM-3DL0 (for the 12-inch disks). 
The 8-inch disk is a CLV (Constant Linear Velocity) type write-once disk and can 
store 500 Mbytes (or 0.5 Gbytes) of data on each side of the disk. 
The 12-inch disk is either a CLV (Constant Linear Velocity) or a CAV (Constant 
Angular Velocity) type write-once disk. The former can store 1.638 Gbytes of data on 
each side of the disk and the latter can store 1.091 Gbytes per side on the disk. Both disks 
are double-sided. 
The 8-inch disks are operated in a drive unit of type WDD-2000, and the 12-inch 
disks are operated in a drive unit of type WDD-3(X)0. 
Table 1 gives some comparative figures for SONY WORM disks and a typical 
magnetic disk. The table also illustrates the strengths and weakness of WORM disks 






DISK TYPE WDM-2DL0 WDM-3DA0 WDM-3DL0 (high-performance) 
DATA FORMAT CLV CAV CLV CAV 
CAPACHY 500Mbytes 1.091Gbytes 1.638Gbytes 1 Gbytes 
















or less 14 msec 
USER DATA 
'i'RANSFER 
5.18 Mbits/sec for WDD-2000 unit drive 
2.4 Mbits/sec for WDD-3000 unit drive 1 Mbytes/sec 
TRACK PITCH 2 jam 1,6 îm 1,6 ^m 7 
Table 1 Some comparison figures for Sony's WORM disks and a typical magnetic 
disk. (This information is obtained from Sony Writable Optical Disk Manual and 
Mr. P.D. Gray, one of the professional officers in The University of Wollongong). 
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CHAPTER 
Magnetic-disk-based File Systems 
This chapter identifies issues related to a simple single-user file system and reviews the 
implementation of the current magnetic-disk-based file systems. It is included for two 
reasons. Firstly, it is used to highlight the fact that the data structures and various 
methods used in the current file systems depend on the ability to rewrite disk blocks. This 
property is not found in WORM disks. Thus a new approach is needed. Secondly, it is 
used as a guideline for developing a single-user file system on a SONY WORM disk 
(SONY WORM disk was chosen as a development system because SONY Australia was 
kind enough to lend us the equipment). One possible approach is described in Chapter 3. 
2.1 THE FILE DIRECTORY 
A file system maintains a file directory. A file directory is a data structure that records 
summary information about all files stored on a disk. It consists of one or more entries 
with each entry holding information about one file. A list of some of the information 
which may be kept in a directory entry is as follows: 
• the name of the file; 
• the size of the file (usually in bytes); 
• the location on the disk of the file. 
The information kept in the directory of a file system is the necessary information 
to perform operations on the files. Different file systems may support different file 
operations and may provide different services. Therefore, the information stored in the 
directory varies from file system to file system depending on the complexity of the 
system. For example, a multi-user file system is required to keep access control 
information, in addition to the file name, size, location and pointer to current file position, 
in each directory entry to control by whom and in what way the file may be accessed. 
2.2 THE FILE OPERATIONS 
Basic file operations that are normally attributed to a file system are: 
• create a new file on the disk; 
• delete a file from the disk; 
• open a file; 
• close a file; 
• write to a file; and 
• read from a file. 
The following outlines the steps taken when executing each of the above file 
operations. 
• Creating a new file. To create a new file, the user has to define a name for the file. 
The directory is searched to ascertain whether another file of that name already exists. If 
the search is successful (i.e., no duplicate file name is found) then a new directory entry 
containing the information about the new file is added to the directory. 
• Deleting a file. To delete a file, the user has to specify the name of the file. The 
directory entry associated with the named file is removed and all blocks occupied by the 
file are released for other files. 
• Opening a file. To open a file, the user has to specify the name of the file and also the 
mode for the file. The mode will indicate whether the named file is opened for reading or 
for writing. 'Opening a file' means searching the directory for the entry associated with 
the name of the file and copying all of the information stored in this entry, together with 
the specified mode for the file, into a table. This table is referred to as a file control block 
and is kept in the main memory. 
Using the information in the file control block, more than one read operation (or write 
operation, depending on the specified mode for the file) can be made to the file without 
searching the entire directory for the appropriate entry for each operation. Futhermore, the 
directory entry need not be updated each time a write operation is made to the file. These 
updates can be done on the file control block. At the end of the process, when the file is 
closed, the contents of the file control block can be copied to the appropriate directory 
entry, 
• Closing a file. When a file is closed, the necessary information contained in the file 
control block is written back to the appropriate directory entry. The information in the file 
control block is erased and the file control block can be used for the next file to be 
opened. 
• Writing to a file. To write to a file, the user has to open the file. If the file can be 
opened successfully, a file pointer is set to the position in the file where the writing is to 
start. This position corresponds to the beginning of one of the blocks of the file. Then the 
information, which is usually kept in a buffer in the main memory, is written to the file 
and the pointer is updated to point to the next block. 
• Reading from a file. To read from a file, the user has to open the file. If the file can 
be opened successfully, a file pointer is set to the position in the file where reading is to 
start. This position corresponds to the beginning of one of the blocks of the file. A block 
of the file is read into a buffer which is specified by the user. The pointer is updated to 
point to the next block. 
We may have observed that the information stored in the directory changes from 
time to time. Creating a file implies adding the information about the new file to the 
directory. A write operation to a file may increase the size of the file and thus, the size of 
the file specified in the directory needs to be updated. Information about files that have 
been deleted from the disk is no longer needed in the directory and thus has to be removed 
from the directory. With magnetic disks, we can rewrite each block in place. Therefore, 
we can read, update and rewrite a portion of the directory whenever it needs to be 
changed. 
2.3 FREE DISK BLOCKS 
When a file is deleted from a file system, all of the disk blocks occupied by the file can be 
claimed and reused for other files. Disk blocks released from deleted files, together with 
new disk blocks that have not been allocated for use are usually referred as 'free disk 
blocks'. 
A file system maintains a 'free list' to record all free blocks on a disk. When a file 
requests n blocks, n blocks are detached from the list and allocated to the file. When a file 
is deleted, all blocks occupied by the file are added to the list. 
A 'free list' can be implemented as a bit map (bit vector) or a linear linked list. In 
the first method, the b^^ block on a disk is represented by the b̂ ^̂  bit of the bit vector, and 
the value of the bit (0 or 1) indicates the status of the block (free or being used). In the 
second method, all free blocks form a linear linked list. Bit map, linear linked list and 
other variations to the second method are described in [Peterson et al. 85]. 
2.4 THE STORAGE MANAGEMENT 
Assume that the method of handling free disk blocks has been defined in a file system. 
When a file requests disk blocks, a file system must have a method of allocating storage 
to a file. 
Different file systems implement different methods of storage allocation. Methods 
which are in wide use are: 
• Contiguous Allocation; 
• Linked Allocation; and 
• Indexed Allocation. 
The following reviews each of these methods. A detailed description of these 
methods is given by [Peterson et al. 85]. 
• Contiguous Allocation. This method requires each file to occupy contiguous disk 
blocks. The size of a new file needs to be estimated so that contiguous blocks can be 
allocated to the file. To extend the size of a file (to append some data to the file, for 
example), the final size of the file needs to be estimated so that new disk space can be 
allocated to the file. Then the entire file is copied to the newly allocated space and 
previous space occupied by the file is added to the 'free list'. 
• Linked Allocation. In this method, each file is a linear linked list of disk blocks. A 
few bytes of each disk block are used as a pointer field to hold the address of the next 
disk block. The pointer field of the last block contains some null value. Pointer fields are 
updated each time blocks are added to or removed from a file. 
• Indexed Allocation. This method is similar to the Linked Allocation, except that all 
pointer fields are brought together into an index table. Therefore, no pointer field is 
needed for each block of a file, instead an index table is created for the file. The index 
table consists of one or more entries with the b^^ entry (b = 1, 2,...) holding the address 
of the b^^ disk block of the file. The last entry of the index table contains some null value 
to indicate the end of the file. The index table is updated each time blocks are added to or 
removed from a file. 
2.5 ACCESS METHOD 
A file system provides some way of accessing the files in the system. Basically, there are 
two ways of accessing a file - sequential access to a file and direct access to a file. 
Sequential access requires that the b^^ block of a file can be accessed (read or written) 
provided the (b - block (i.e., the previous block) of the file has been accessed. Direct 
access can access (read or write) any block of a file arbitrarily. 
In fact, the decision on what storage allocation method to be used in a file system 
can be affected by the access method to the files in the system. 
Contiguous Allocation supports both sequential access and direct access to a file. 
For sequential access: let the current block be the fu-st block of a file, the next block to be 
accessed is the block following it; 'end of file' is encountered when the current block is 
the last block of the file. For direct access: let the current block be the first block of a file, 
the b^^ block to be accessed is at position (b - 1) blocks displacement from the beginning 
of the file. 
Linked Allocation facilitates sequential access but not direct access. Given the first 
block of a file as the current block, the next block to be accessed is the block specified in 
the pointer field of the current block. 'End of file' is encountered when the pointer field of 
the current block is holding null value. Direct access is not feasible because disk blocks 
allocated to a file may be scattered all over the disk. 
The index table used in the Indexed Allocation can be used to simulate both 
sequential access and direct access to a file. For sequential access: let the current block be 
the block specified by the î ^ entry of the index table, the next block to be accessed is the 
block specified by the (i + entry (i.e., the next entry) of the index table. For direct 
access: the b^^ block to be accessed is the block specified by the b^^ entry of the index 
table. 
2.6 OTHER FUNCTIONS 
A file system that supports a directory system and allows users to organize their files, 
needs the directory to impose some structure on it [Peterson et al. 85]. Various directory 
structures, such as multi-level directories and tree-structured directories, are described by 
[Peterson et al. 85]. 
CONCLUSION 
The previously reviewed file systems depend on the ability to: 
• manipulate the medium in blocks (magnetic medium has a well defined block size 
determined by the size of a sector); 
• rewrite each block in place (it must be possible to read a block from a magnetic 
disk, modify its contents and write it back into the same place). 
With a WORM disk, it is not possible to rewrite each block in place. Therefore the 
file systems existing for magnetic medium are not suitable to be implemented on a WORM 
disk. One possible approach to a WORM disk file system is described in the next chapter. 
CHAPTER 
A Single-user File System 
for 
a SONY WORM Disk 
Section 3.1 presents one possible approach to a simple single-user file system for a 
SONY WORM disk. Section 3.2 reviews some recently published literature relating to 
WORM disks, while Section 3.3 identifies some deficiencies in the approach suggested in 
Section 3.1 and some techniques which could be used to overcome them. 
3.1 PROPOSED SINGLE-USER FILE SYSTEM 
[Vitter 85] argues that "... it is a mistake to try to make an optical disk 'behave' like a 
magnetic disk in situations where update is frequent, since the device is inherently not 
geared to such applications.... optical disk should be used for those applications in which 
magnetic disks have been a severe disadvantage.... seek to exploit the features of optical 
disks. Our philosophy is that applications that update records continuously are inherently 
unsuitedfor optical disks, and thus should not be expected to make efficient use of optical 
technology.'' 
It is true that the distinction between a magnetic disk and a WORM disk cannot be 
ignored. The WORM disk has its own characteristics that are not found in the magnetic 
disk. Some of these characteristics are: 
• its huge storage capacity; 
• its inability to implement physical update and deletion, due to its write-once nature; 
• its long archival life. 
These characteristics make the WORM disk best suited for applications where: 
• huge storage is needed to store huge files; 
• update and delete of information is rarely necessary; 
• potent means are most important to protect information from malicious or accidental 
damage; 
• long archival life is needed. 
Based on this argument, the proposed file system on the WORM disk is biased towards 
the above environment. 
3 . 1 . 1 Write-once nature of a WORM disk 
The write-once nature of a (SONY) WORM disk really implies that the 'write' command 
can only be issued once for each sector on the disk. Data cannot be added to a partially 
used sector. Update of information (even only one bit) stored on a sector requires the 
entire sector to be rewritten on a new sector. 
This limitation is due to the error-correction system that is used with the disk 
[Dulude 86]. Under the error-correction system, when a sector is written (regardless of 
the amount of data written on the sector), an Error Correction Code, or ECC, for the 
entire sector is generated and written on the ECC field of the WORM disk. The ECC field 
of a WORM disk is also non-erasable and, thus, cannot be modified once it is written. 
3 . 1 . 2 Handling free disk blocks on a WORM disk 
Like magnetic disk, a WORM disk is divided into blocks. All blocks are die same size and 
the block size is determined by the size of a sector. Free blocks on a WORM disk refer to 
all blocks that have not been allocated to some file. The methods of implementing the 'free 
list' (to keep track of all free blocks) in the magnetic-disk-based file systems described in 
Chapter 2 are not suitable for implementation on a WORM disk. The bit map method for 
recording free and used blocks on a disk requires the bit map to be updated (set and reset 
bits in the bit map) when blocks are allocated and de-allocated. Usually the bit map is kept 
in one or more blocks on the disk, thus blocks have to be rewritten to update the bit map. 
The second method; linear linked list of free blocks on a disk requires the pointer field of 
the affected free block to be updated when a block is detached from or added to the list. 
How could free blocks be handled in the file system on the WORM disk? The low 
level I/O interface on the WORM disk provides a routine, namely worm disk blank sector 
search, or wdbss. wdbss() is a one-parameter routine. It assumes that the value of the 
parameter is an address of a block on the disk. When wdbss() is invoked, it returns the 
address of the first free block at or after the block address specified in the parameter, 
wdbss 0 takes longer to respond if the free block is located far away from the given 
block address. Hence, it is desirable to have the given block address close to where the 
next free block is expected to be. 
wdfstartO is another low level I/O interface routine. This routine, when invoked, 
returns the address of the first block on the disk. If the value returned by wdfstart() is 
fed into wdbss(), then wdbss(wdfstart()) will return the address of the first free block 
on the disk. 
The order in which free blocks on the WORM disk are used (i.e., allocated for 
files) is sequential. Some of the blocks belonging to a file do not have information written 
on them because they are reserved for update or file expansion (see Section 3.1.3). We 
call these blocks 'vacant blocks' to distinguish them from free blocks. If 
wdbssCwdfstartO) is invoked each time a free block is needed, then the addresses of 
vacant blocks will be mistakenly retumed as the addresses of free blocks. To avoid this, 
we provide an algorithm that finds the first free block on the WORM disk when work on 
the disk is commenced. The algorithm (written in pseudo code) is given as follows: 
/* LBU and i are user defined program variables */ 
/* block i [pointer field] gives the block address specified in the 
pointer field of block i */ 
LBU <- wdfstartO; 
i <- LBU; 
while (i <= LBU) do { 
read block i; 
if block i has data written on it then { 
if block i [pointer field] > LBU then 
LBU <- block i [pointer field]; 
} 
i <- i + 1; 
) 
/* At this point, LBU is holding the address of the last block used */ 
address_of_free_block <- LBU + 1; 
Then the address of the free block, obtained by the above algorithm, is used to obtain 
subsequent free blocks, that is: 
address_of_free_block <- address_of_free_block + 1; 
In this way, the order in which free blocks are allocated for the file is sequential. 
3 . 1 . 3 Storage allocation on a WORM disk 
In most cases, a file occupies more than one disk block. Furthermore, when a file is 
updated, not every block of the file needs to be changed, but only one or a few blocks. 
On a WORM disk, updating information stored on one block of a file requires the 
updated information for that block to be written on a new block. In some cases, not only 
the block itself needs to be rewritten but also other blocks that may be affected by the 
update operation. 
We need a method of allocating blocks to a file so that, when the file is updated, 
the number of blocks of the file that will be affected, and thus need to be rewritten, is 
minimized. 
Contiguous Allocation and Linked Allocation are not practical to be implemented 
on a WORM disk due to the following. 
Contiguous Allocation requires each file stored on a disk to occupy contiguous 
blocks. Access time to files occupying contiguous blocks is expected to be fairly 
fast, particularly on a WORM disk due to its fast sequential reading rate. However, 
the problems with this method - estimating disk space for a new file and extending 
the size of an existing file - are still difficult to handle. Furthermore, on magnetic 
disk, an entire file can be 'moved' to a new larger disk space (copy the file to a new 
disk space and release the disk space occupied by the original file) to extend the 
size of the file, but on a WORM disk, the previous disk space occupied by the file 
cannot be reused. 
• [Krav 88] described a method of simulating a linear linked list. This method is used 
to implement the Linked Allocation. Each block has a pointer field to hold the 
address of another block. A file consisting of n blocks (for n = 1,2, ...) will have 
the pointer field of the n^h block (i.e., the last block) holding the address of a block 
that has no data written on it. This unwritten block is reserved for the (n + 
block of the file and when it is written, its pointer field must hold the address of 
another unwritten block. Figure 3.1 illustrates the Linked Allocation for WORM 
disk blocks. 
Updating a file whose blocks are linearly linked is inefficient when using a WORM 
disk. Suppose that block k (for some integer k) of a file needs to be rewritten to 
update its content. Since block k - 1 of the file is holding the address of block k, 
rewriting block k requires the pointer field of block k - 1 to be updated. Updating a 
pointer field of a block implies rewriting the entire block because its pointer field 
cannot be modified. Rewriting block k - 1 to update its pointer field, in turn, 
requires block k - 2 to be rewritten to update its pointer field, and so on. If the block 
to be updated is the last block of the file, then the entire file need to be rewritten on a 
new disk space. 
The file system for the WORM disk employs Indexed Allocation with minor 
modification. Indexed Allocation not only supports direct access and sequential access to 
a file, but more importandy, it arranges the data blocks of a file in such a way that they are 
independent of each other. When information stored in a data block is modified, only that 
particular block needs to be rewritten. 
All blocks that are allocated to a file are classified as either index blocks or data blocks. 
3.1.3.1 The index block 
An index block is an array of disk block addresses (figure 3.2). If one disk block address 
requires b bytes, and s bytes is the size of a block, for some integers b and s, then the 
maximum number of data block addresses that can be kept in an index block is Ls/bJi-
^ Ls/bJ = the integer part of x, for real x >= 0. 
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Figure 3.1a One block of a file and its pointer field. 
1 BLANK BLOCK 
Figure 3.1b The pointer field contains the address of an unwritten sector. 
This unwritten sector is referred as a blank block. 
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Figure 3.1c Block 1, block 2,..., block N belong to one file. The pointer field 
of the last block of the file, that is block N, contains the address of a blank block. 









Figure 3.2a An index block of a file. 
Data block 1, data block 2,... all belong to one file. 
The last entry of the index block contains the address 









Figure 3.2b An index block of a file. 
Data blockl, data block 2,... aU belong to one file. 
The last entry of the index block contains the address 
of the next index block. 
An index block contains a set of the first Ls/bJ - 1 data block addresses of a file. 
The last entry in the index block contains the address of a block that has no data written 
on it for a file in which one index block is able to hold all data block addresses of the file 
(figure 3.2a). The last entry, for a file in which one index block is not enough to keep all 
data block addresses of the file, contains the address of the next index block (figure 
3.2b). The above procedure is repeated for subsequent index blocks. Thus, all index 
blocks of a file form a linear linked Hst as described in the Linked Allocation. 
The basic access methods - direct access and sequential access to a file - can be 
used within the above allocation method as follows. 
• For direct access: the address of the i^^ ¿ata block, for i=l, 2, ..., is located at the 
index block and the p^^ entry within that block, where j and p are computed as follows: 
j = Li/xJ; 
p = i modulo x; 
where x = number of disk block addresses in an index block. 
Here, we assume that the index block and the entry within each index block are numbered 
from zero. 
• For sequential access: sequential access to the data blocks is carried out by accessing the 
index blocks sequentially. 
3.1.3.2 The data block 
A data block contains user data and a pointer to either a blank data block (if the data block 
has not yet been updated), or another data block containing the updated version (figure 
3.3). For a data block that has been updated several times, the pointer in the second data 
block could point to a third data block containing the updated version of the previous data 
block, and so on. Thus, all versions of a data block form a linear hnked Hst with the latest 
version at the end of the list. 
The implementation of a linear linked list of data blocks is the same as that used 
for index blocks. The difference is, the pointer field of each data block does not point to 
the next data block of the file, but the next version of the data block. Figure 3.4 gives an 
illustration on the storage allocation being described. 
3 . 1 . 4 The file directory 
3.1.4.1 The data structure used for the file directory 
Initially, the file directory used in the file system for the WORM disk is one Unear linked 
list of disk blocks. Each block consists of one directory entry. Each directory entry 
contains the information about one file stored on the disk and a pointer to the next 
directory entry. Thus, the representation of the directory entries, initially, uses the Linked 
Allocation. 
The directory is empty when the file system is empty, i.e., no file in the system. 
For each new file created on the disk, a new directory entry containing the information 
about the new file is added to the end of the directory. The directory grows longer as 
more entries are added to it. The time taken to search the entire directory grows with the 
number of directory entries, because the number of block accesses needed to examine the 
entire directory is proportional to the number of directory entries. To improve the 
directory search time, the concept of two-level directory is used. 
As the number of files in the directory reaches f, for some integer f » 1 , a 
directory index is created (figure 3.5a). Each directory index block consists of an array of 
f entries. The i^^ entry of the array, for i = 1, 2, ..., f, contains a pointer to the i^^ 
directory entry and the name of the file kept in that entry. Each directory index also has 
two pointers; the first pointer points to the blank directory entry at the end of the directory 
and the second pointer points to a blank directory index block. 
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Figure 3.3a A data block of a file. 
The pointer field of the data block contains the address of a blank data block. 
This means that the information stored in the data block has not yet been updated. 
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Figure 3.3b A data block of a file. 
The data block has been updated once. Its pointer field contains the address 
of another data block containing its updated version. The second data block 





Figure 3.4 An illustration of the Indexed Allocation used for a WORM disk. 
New directory entries for newly created files are continuously added to the 
directory until, once again, the number of files, other than those whose names have been 
entered into the index block, reaches f. Then a second directory index block is created for 
these files (figure 3.5b). The entry in the second index block, for j = 1, 2, f, 
points to the (f + directory entry and the name of the file stored in that entry. The 
purpose of having the first pointer in the directory index block becomes obvious now; it 
marks the first directory entry that is to be entered into the next directory index block. 
Briefly, an index block is created each time f new files are added to the directory. 
The directory index block is not required when the number of files in the directory is less 
than f. We note that this representation of the directory uses Indexed Allocation. 
3.1.4.2 Searching the file directory 
The directory index blocks reduce the number of block accesses needed when searching 
the directory. For example, if one sector size on a WORM disk is 1024 bytes, and 4 bytes 
are required to address each sector on the disk, and we assume that the maximum number 
of bytes allowable for each file name is 30 bytes. Then, 29 (29 = (1024 - 2 * 4 bytes for 
two pointers) / (4 + 30)) directory entries can be represented in one directory index block 
of one sector size. 
Let the number of directory index blocks in the file system be n (for some integer 
n). To search the directory, given the name of the file, the directory index blocks are 
examined first. If the file name is found in one of the directory index blocks (at most n 
block accesses), then the information about the file is recovered from the associated 
directory entry (1 block access). This procedure requires at most n + 1 block accesses. On 
the other hand, if the file name is not found in any of the directory index blocks (at most n 
+ 1 block accesses), then follow the pointer in the last directory index block to the first 
directory entry that has not been entered to an index block (1 block access). For a 
successful search, the file name is found in one of the directory entries, at most f - 1 block 
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Fogure 3.5a An illustration of the file directory when 
the number of files stored on the WORM disk equals to two. 
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Figure 3.5b An illustration of the file directory when 
the number of files stored on the WORM disk equals to four. 
accesses are required. For an unsuccessful search, one extra block access is needed, 
because the end of the directory is reached when the blank directory entry at the end of the 
directory is encountered. This procedure requires at most n + 1 + f needed space block 
accesses. 
3.1.4.3 Updating the file directory 
Some operations on a file require the contents of the directory to be modified. For 
example, when a file is deleted from the file system, the directory entry holding the 
information about the file has to be invalidated or removed from the directory. When 
more data is added to a file, the size of the file changes and the directory entry associated 
with this file has to be modified to update the file size. 
How do we update the directory used in the file system on the WORM disk? To be 
able to keep the updated versions of a directory entry each time it is updated, each 
directory entry has a pointer field to hold the address of a blank directory entry. When a 
directory entry is updated, the updated version is written on its associated blank directory 
entry, and when this blank entry is used, its pointer fields must hold the address of 
another blank directory entry for the next version, and so on. Thus, the way of 
maintaining versions for each directory entry is similar to that used for data blocks of a 
file, which was described in the previous section. 
3 . 1 . 5 The system performance 
As mentioned before in the beginning of Section 3.1, the proposed file system is biased 
towards applications which require the storage of large files which are not frequently 
updated. In an environment where the size of the files on the disk is not large and the 
information stored is updated frequently, the proposed file system is not expected to be 
efficient. 
Section 3.2 reviews some work related to the WORM disk. Section 3.3 identifies 
problems with our proposed file system and discusses method(s) reviewed in Section 3.2 
that could be incorporated into our file system to overcome the problems. 
3.2 REVIEW OF RELATED WORK 
In earlier system designs, a WORM disk is regarded as a depository of information only, 
while the index for accessing the information is built on a companion magnetic disk. This 
method of storing information can be termed a hybrid-storage method. 
The above method utilizes the high storage capacity and low storage cost features 
of the WORM disk, as well as the erasable feature of the magnetic disk. In this way, the 
current well-developed data structures for the magnetic disk can still be used. For 
example, the well-known B-tree, described by [Comer 79], can be used to index the data 
stored on a WORM disk with only minor modification. Instead of having the leaves of the 
B-tree pointing to the data blocks of a magnetic disk, now we have the leaves pointing to 
the data blocks of a WORM disk. 
The above method, however, has several limitations. For example, a failure in the 
erasable portion of the database would cause the data stored on the WORM disk to 
become inaccessible [Rathmann 84]; or if the erasable medium used to store the index is a 
floppy disk and the floppy disk is lost, then one has also lost all the data stored on the 
WORM disk Pulude 86]. In addition the method does not support multiple versions of 
data [Rathmann 84]. 
Even if those limitations do not exist and support of versions of data is not 
required, the hybrid-storage approach would cause portion of a WORM disk to soon 
become a storage of unused information, with the update and delete operations. The 
reason is, when we update or delete data stored on the WORM disk, the affected portion 
of the index structure (such as B-tree) can be updated or deleted physically, since it 
resides on a magnetic disk. However, the data on the WORM disk cannot be physically 
updated or removed from the disk. Disk space occupied by the old versions of data cannot 
be reused whereas new disk space is required for new versions of data. Therefore, the 
WORM disk space for the old versions of data are inaccessible, and cannot be used again. 
This makes it unlikely, that the hybrid-storage approach will be used, except for special 
applications. 
Recently, different methods for storing access structures on CD ROM and WORM 
disks have been proposed. [Zoellick 86] discusses design alternatives for file directory 
structures on a CD ROM disk. [Christodoulakis et al. 88] analyzes the application of 
hashing and B-tree as file access methods on a CLV optical disk; this includes CD ROM 
and CLV WORM disks. [Christodoulakis 85] discusses a document archival application 
on WORM disks. [Rathmann 84] proposes one method for keeping records on a WORM 
disk. [Vitter 85] introduces an I/O interface that can be used as a programming tool to 
develop special-purpose applications, such as B-tree, for use with a WORM disk. Each of 
these proposals is briefly reviewed in the following. 
[Zoellick 86] describes four basic approaches to file directory structures on a CD 
ROM disk. They are called multiple-file explicit hierarchies, single-file explicit 
hierarchies, hashed path name directories, and indexed path name directories. 
• The multiple-file explicit hierarchies approach treats the root directory and all 
subdirectories, in the directory hierarchy, as files. File names can be grouped together and 
sorted within each subdirectory file, so this method supports 'generic search' 
commands^. However, finding a file using a long path name (a path name consisting of 
many subdirectories) requires each subdirectory file to be searched. This means many 
seeks are required for a long path name. 
• The single-file explicit hierarchies approach places the entire directory hierarchy 
in one file. Root directory, all subdirectories, and files are treated as records within the 
directory file. The relationships between records in the directory file are defined to 
2 One example of 'generic search' command given by [Zoellick 86] is dirfile*.*. Our simple file system 
described in Section 3.1 does not support this command. The user has to specify a file name in full, then 
the file directory is searched for the given name. 
support generic searching; the left pointer from each subdirectory record points to 
elements within the subdirectory and the right pointer always points to files or another 
subdirectory at the same level; the left pointer from each file record points to the file 
address. This approach improves on the performance of the previously mentioned 
method, but performs slower as the number of files stored on the disk gets larger. 
• The hashed path name directories approach implements directory hierarchy 
implicitly. The entire path name and file name are hashed to an address within the file 
directory. If no collision occurs, only a single seek is required to find any file, regardless 
of the number of files in the file directory. With this approach, generic searching becomes 
costly because any efficient hash function will distribute path and file names randomly 
throughout the file directory. 
• The indexed path name directories approach also implements directory hierarchy 
implicitly. This method needs a path table, a file table, and an index table. Given a path 
name and a file name, the procedure for searching the file starts at the path table. The path 
table converts the given path name into an integer termed a path identifier. The index table 
is then consulted for a string consisting of the path identifier (obtained from the path table) 
followed by the given file name. The entry in the index table containing the search string 
points to the appropriate portion of the file table where the information about the file can 
be found. Each entry in the file table consists of a path identifier followed by a file name 
using this path identifier and a file address. The contents of the file table are sorted in 
increasing order of the path identifiers in order to form the index table. The sorted 
contents also enhance generic searching. 
Since each path name is stored as an integer, each entry within the file table can be 
made very short. In this way, large numbers of path and file names can be packed into a 
file table of small size. If the path and index tables can be kept in the main memory, then 
only one seek to the CD ROM is required to find any file. Therefore, this approach is able 
to handle large numbers of files on the disk while still providing support for generic 
searching. 
The above approaches to file directory structures take advantage of the static nature 
of files on a CD ROM disk. This static nature eliminates the necessity to build flexible 
data structures capable of accommodating deletions and modifications. The 'indexed path 
name directories' approach, which is the most desirable approach, requires the contents of 
the file and index tables to be sorted. On a CD ROM disk, the contents of the file and 
index tables are static and will not be affected during file operations on the disk. Keeping 
everything sorted in a dynamically changing file stored on an erasable medium would be 
expensive. The matter would be worse when the file is stored on a WORM disk. The 
obvious reason is WORM disks allow the user to perform all basic file operations that are 
normally attributed to file systems for a magnetic disk, but they do not allow for the reuse 
of space that has already been written on. Also, there will usually be a preprocessing 
stage of the contents of a CD ROM disk before the disk is physically pressed [Zoellick 
86]. During this preprocessing stage, it is possible to use data preparation techniques that 
can improve the performance of the final product [Zoellick 86]. This prepocessing stage 
will not usually be found in the applications in which WORM disks are employed. 
[Christodoulakis et al. 88] identifies that a CLV format optical disk is an ideal 
environment for implementing hashing as a file access method. Firstly, hashing only 
requires one seek to determine the location of any record in a file. This is a great 
advantage for the slow seek times of optical disks. Secondly, CLV format can eliminate 
the problem of 'bucket overflow' found in hashing. The 'track' on a CLV format disk is 
'a set of sequentially accessed sectors'. The number of sectors in the set (i.e., a track size) 
is variable, depending on the number of rotations required of the disk actually to read the 
sectors. Since data is recorded in a spiral, reading sequential sectors, which requires the 
disk to rotate more than once, does not incur a seek cost. The variable track sizes on a 
CLV format disk allow the track size to be adjusted to fit the number of records hashed to 
a bucket. Thus bucket overflow should never occur. 
When implementing hashing on a CD ROM disk, the static nature of files on the 
disk and the existence of the preprocessing stage make it possible to achieve nearly 100% 
file utilization [Christodoulakis et al 88]. The same benefit could also be obtained when 
implementing B-tree file organization on a CD ROM disk [Christodoulakis et al 88]. 
Implementing hashing on a WORM disk is more difficult than for CD ROM and 
requires the use of a magnetic disk as an accompanying storage medium [Christodoulakis 
et al 88]. As mentioned in the beginning of Section 3.1, the WORM disk will not be used 
efficientiy for files that are frequenly updated; it is nearly impossible task to achieve 100% 
file utilization when employing hashing on a WORM disk [Christodoulakis et al 88]. 
Hashing guarantees only one seek to locate any record in a file; our proposal is weak in 
this case but it does not require the use of a magnetic disk. 
[Christodoulakis et al 88] argue that the insert and delete algorithms of the B-tree 
require the contents of many nodes to be changed to keep the tree balance, thus make it an 
undesirable choice for WORM disk. 
A document archival application is suitable on a WORM disk as discussed by 
[Christodoulakis 85]. Documents that are frequentiy changed are stored on a magnetic 
disk, while documents that have gone through the changing state and are very likely not to 
be modified in a foreseeable future are stored on a WORM disk. Due to the large number 
and age of the documents on the WORM disk, the content addressibility is needed 
[Christodoulakis 85]. This access method, which is based on the signatures of the 
documents, is discussed by [Faloutsos 85a], [Faloutsos 85b], and [Faloutsos et al 84]. 
Since the signatures of a new document are just appended to the end of a signature file, 
the signature file itself can reside on the WORM disk. 
[Rathmann 84] proposes a method for keeping records on a WORM disk. The 
method is called the 'append only' method. The attractions of this method are: 
• The maximum number of block accesses needed to find any given record is 
independent of the number of records present on the WORM disk. 
• This number of block accesses is bounded above by some parameter. The value of 
the parameter equals the number of binary bits representing a record key. 
The 'append only' method is as follows. Assume that each record key can be 
represented by b binary bits. Associated with each record are the b-bit key for the record 
and an array of b pointers. The î ^ pointer of the array of a record specifies the location of 
the most recently added record whose key matches with the original record on the first i -
1 digits and does not match on the î ^ digit. Both pointers and digits are numbered from 
left to right, starting at 1. The array provides a path to a record; that is, it forms an index 
to a record (see figure 3.6). 
To search for a record with key k, the most recently added record will be 
examined first. If the last added record has a key matching k completely, then we find the 
record. If it does not match, we start comparing the keys starting at the first bit. If they do 
not match on the first bit, we follow the first pointer of the array to the next record (whose 
key matches with k on the first bit). Then we compare k with the key of the second 
record, starting from the second bit. The above procedure is repeated until either a 
complete match is found, or a null pointer is encountered. In the latter case, the search is 
not successful. 
Records are placed on the WORM disk as they come. The algorithm for adding a 
new record is the same as that for searching a record, except that when matched bits are 
encountered, the corresponding pointers are copied to the corresponding pointers 
associated with the new record. Deleting a record is equivalent to adding an empty record 
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Figure 3.6 An illustration of the append-only method. 
Each box shown in the figure is a portion of one record. Each key is represented 
by 3 binary bits. The number shown beside each box indicates the sequence of the 
record insertions. 
(or a record marked deleted) carrying the key of the record to be deleted. To update a 
record, a new record is added with the same key but containing the updated information. 
The method does not require a file directory. It performs well in terms of disk 
space and the number of block accesses. The only extra space required in each record is 
the space needed for the record key in b bits and the array. The number of block accesses 
needed to search for a record given any record key is at most b, because for each record 
accessed, at least one more bit is matched [Rathmann 84]. If the keys used for each record 
are short, b will be small. This means that the number of block accesses will be small and 
the space overhead for the array will be low. 
The limitation with this method is that the number of records to be present on the 
disk must be estimated. To ensure that b is long enough so that it can generate a unique 
key for each record on the disk, the following inequaUty must be satisfied: 
b>= log2 (N) 
where N is the total number of records on the disk. 
For example, to distinguish 8 items, each item key must consists of at least 3 bits (3 = 
log2 ( 8 ) = log2 ( )). The data structure used in this 'append only' method is 
considered to be a good data structure for the file directory in our proposal. This will be 
discussed in Section 3.3. 
[Vitter 85] introduced an I/O interface that can be used as a programming tool to 
develop special-purpose applications, such as the B-tree, for use with WORM disks. 
The method associates an amount of storage with each block containing the user 
data (data block) as an update region. A data block to be updated is read into a buffer in 
the main memory. Any changes made to the data block are recorded. During an output 
operation, instead of rewriting the entire updated data block to a new block, a summary of 
the changes made to the data block is appended to its associated update region. 
When the update region of a data block has been filled out, one of the following 
can be carried out: 
Allocate a new data block and its associated update region and link them to the 
previous update regions. The new data block is initiated with the current contents of 
the data block. 
• Allocate space for the update region only and link it to the previous update regions. 
Changes made to the corresponding data block are continued on this new update 
region. (This method requires less disk space but the previous update region has to 
be read to recover the current contents of the data block). 
The method requires that the amount of new storage needed to rewrite an updated 
data block of size b bytes to be at most b bytes, or else one might as well rewrite the entire 
data block on each update. The information to be written to the update region each time a 
data block is updated, is expected to be as short as possible. This means that only a small 
portion of an update region is written at a time. On a SONY WORM disk, the smallest 
unit for a write operation is one sector, therefore writing a small portion of one sector at a 
time is not possible. 
Other approaches such as the 'pointer fill in' method described by [Rathmann 84] 
(this method is also called the 'allocation tree' by [Vitter 85]) and the 'post field' method 
described by [Dulude 85] also depend on the ability to write a portion of one sector of a 
WORM disk. 
3.3 PROBLEMS WITH THE PROPOSED FILE SYSTEM 
3 . 3 . 1 Problem with the directory linear search 
The linear linked list of the directory index blocks requires a linear search to find a 
particular entry. If the size of each file stored on the WORM disk is very large so that the 
number of files in the directory is small, then the linear list of the directory index blocks 
will be short. On the other hand, if the size of each file is relatively small, the linear list of 
the directory index blocks will become very long. As a result, the process of searching the 
entire directory is not efficient. 
If the data structure used in the 'append only' method described by [Rathmann 84] 
can be used for organizing files on the WORM disk, then the problem of the directory 
linear search could be solved. In this case, each file in the directory is thought of as one 
record in a file where the directory is the file, and the names of the files are the keys of the 
records. The file name represented in b binary bits and the associated array of b entries is 
stored in each directory entry. Therefore, the directory index is not needed at all. A new 
directory entry for a new file is then placed on the WORM disk as it comes. 
3 . 3 . 2 Problem with frequent updates 
a. The data structure used to keep the versions of each directory entry is a linear linked 
list. Frequent update to each directory entry results in a long list of versions for each 
entry. Since the original version is at the head of the list and the latest version is at 
the end, the latest version of each directory entry will require very long seek times. 
b. The data structure used to keep versions of each data block of a file is also a linear 
linked list. Thus the problem stated in (a) applies as well when one is searching for 
the latest version of a data block. 
c. The purpose of having an index for each file is to bring together a certain number of 
data block addresses of a file into one disk block so that, direct access to each data 
block can be performed and update to one particular data block is possible. Adding 
a small number of records at a time to a file results in using the index block 
inefficiently. 
Batch updating would help in using the file system efficiently. For example, 
accumulate the records to be added to a file until there are enough records to justify one 
data block and there are enough data block addresses to justify one index block. 
3 . 3 . 3 Problem with the scattered directory blocks 
The order in which free blocks on the WORM disk are used is sequential. As a 
consequence, the blocks allocated for the directory are very likely to be scattered all over 
the disk. For example, the first block may be allocated for a directory entry, the second to 
the hundredth blocks may be allocated for a file and the following block for another 
directory entry. Accessing the blocks of the directory that are scattered all over the disk 
space will be slow, particularly on the CLV WORM disk due to its slow average seek 
time. 
One solution to this problem is to maintain two separate 'free list' in the file 
system; that is, to call wdbss() at two different points. The WORM disk is divided into 
two regions. The directory blocks will begin at the first block belonging to the first region 
while the blocks of the files will begin at the first block belonging to the second region. 
The first 'free list' handles free blocks located at the first region, and the second one 
handles free blocks located at the second region. The disk blocks run out when the first 




We have written a program that supports the file system described in Chapter 3. The 
program is tested on a WORM disk simulator. The simulator is implemented on the 
department's mainframe computers. A set of low level I/O functions are implemented. 
These functions, when linked with the program, will provide an I/O interface to the 
simulator. A command, called worm, and a set of functions using this command are 
available to control the simulator. 
We also have developed a simple user interface for the user to communicate with 
the program. The user is allowed to select one command from a list of command options, 
to create a new file, remove a file, write to a file, read from a file, update a file, or list all 
names of the files on the disk simulator. 
While all files have their records organized in the same way, more than one record 
type is allowed in each file. The user is responsible for defining each record type to be 
present in a file when the file is first created. The rules for the definition of a record type 
follow the Data Definition Language (DDL) syntax of the SPERRY UNIVAC 1100 Series 
Data Management Systems (DMS-1100). 
Due to the write-once nature of the WORM disk, the keys of the records in a file 
cannot be sorted. As a consequence, the program will run slower as the number of 
records in a file increases. To add a new record, each record key in the file has to be 
examined to ascertain whether the key of the new record akeady exists in the file. 
4.1 THE PROGRAM 
The program that supports the file system described in Chapter 3 has been implemented. 
It is written in the C language and consists of about 5000 lines of C instructions that are 
grouped into about 120 subroutines or functions. A description of some of the functions 
in the program is given in Appendix B. 
The program^ runs on the Pyramid machine under the UNIX operating system. It 
is linked with the library of I/O functions, described in Section 4.3, to set up an I/O 
interface to the WORM disk simulator which is described in the following section. 
4.2 THE WORM DISK SIMULATOR 
[Krav 88] implemented a WORM disk simulator on the department's mainframe 
computers. 
The simulator allows the program to be tested on it. The simulator will ensure that 
the program handles the basic I/O routines correctly, however, it will not reflect the I/O 
speed or other such characteristics of a WORM disk. 
3 For the rest of this chapter, when we mention the word 'program', we mean 'the program that supports 
the file system for a WORM disk described in Chapter 3'. 
4.3 THE LOW LEVEL I/O FUNCTIONS 
[Krav 88] implemented a number of low level I/O functions for a WORM disk. These 
functions are linked with the program and allow the program to set up an I/O interface to 
the simulator. 
The following is a list of the functions' names and their use. A detailed description 
on each of the function is given in Appendix A. 
• wdbss (for worm disk blank sector search). This function takes as its argument the 
address of a sector on a WORM disk and retums the address of the first blank sector at or 
after the given sector's address. 
• wdeject (for worm disk eject). This function ejects the currently inserted WORM 
disk. 
• wdfstart (for worm disk find start sector). This function retums the address of the 
first sector on a WORM disk. The sector could either be blank or used. 
• wdrd (for worm disk read sector). This function takes as its arguments the address of 
a buffer in the main memory and the address of a sector on a WORM disk, then it reads 
the sector specified by the given address into the given buffer. 
• wdsize (for worm disk size). This function returns the total number of sectors on a 
WORM disk. 
• wdstart (for worm disk start). This function starts rotating the WORM disk. It 
initiates the disk drive so that other I/O functions can be used. 
• wdstop (for worm disk stop). This function stops rotating the WORM disk. It 
disables the disk drive so that invoking to any of the other I/O functions (except wdstart 
and wdeject) will cause an error to be retumed. 
• wdwr (for worm disk write sector). This function takes as its arguments the address of 
a buffer in the main memory and the address of a sector on a WORM disk, then it writes 
the contents of the buffer onto the sector specified by the given address. 
• wdwss (for worm disk written sector search). This function takes as its argument the 
address of a sector on a WORM disk and returns the address of the first written sector 
found at or after the specified sector address. 
4.4 THE WORM COMMAND 
[Krav 88] provided a command, called worm, to allow control of the simulator. Four 
functions are available for use with the worm command. These functions are newfs, 
read, bss (for blank sector search), and wss (for written sector search). The following 
describes the effect of executing the worm command using each of those functions. 
• worm newfs. This command will cause all of the information previously recorded by 
the simulator to be disregarded; it initializes the simulator. 
The command must be executed once before running the program. Unless this command 
\ 
is executed, all I/O functions included in the program will return the error message 
"controller not connected". The command may be invoked each time one wants to start on 
an empty simulator. 
• worm read (address). This command will read the sector specified by (address) and 
display the sector in hexadecimal format. 
If (address) is not a valid sector address (for example, a negative value), then the 
command will give the error message "attempt to read after the end of media". If the 
sector specified by (address) is a blank sector, then the command will give the error 
message "attempt to read unwritten sector". 
The command allows one to examine the contents of one particular sector on the simulator 
to verify that the information on that sector is written correctly. 
• worm bss (address). This command will return the address of the first blank sector at 
or after (address). 
If (address) is not a valid sector address or if, after reaching the last sector on the WORM 
disk, a blank sector is not found, then the command will give the error message "attempt 
to read after the end of media". 
• worm wss (address). This command will return the address of the first written sector 
at or after (address). 
If (address) is not a valid sector address or if, after reaching the last sector on the WORM 
disk, no written sector is found, then the command will give the error message "attempt to 
read after the end of media", as in the previous command. 
4.5 THE USER INTERFACE 
The program will start by displaying 
sw > 
on the computer screen (sw stands for SONY WORM disk). 
The user is expected to enter one command to the prompt above. The following 
gives a list of command options that are currendy available: 
• E (for exit) 
• OFW (for open a file for writing) 
• OFR (for open a file for reading) 
• OFA (for open a file for appending) 
• OFU (for open a file for update) 
• LDIR (for list all file names in the file directory) 
• RMF (for remove a file). 
If the user responds to the prompt above by entering a string of characters that 
does not make up any one of the commands listed above, the program will display the 
error message 
unknown command 
and start again by displaying sw >. 
Upon acceptance of any of the command listed above, the appropriate instructions 
in the program will be executed to carry out the specified command. During execution of a 
command, any prompt or error message will always be preceded by the command name. 
For example: 
OFW > > Name of the file? 
RMF » 1 file has been removed 
This will help the user to remember which command is being executed. 
4 . 5 . 1 The E command 
This command will cause the program to terminate (and return to UNIX). 
4 . 5 . 2 The OFW command 
The user enters this command to the prompt sw > when he/she wants to create a new file 
on the simulator. 
To create a new file, the user also has to define each record type to be present in 
the file. There is no limit on the number of records in one file, but currently the program 
restricts the number of fields within one record type to 50 fields. There is no reason for 
this chosen number and the number can always be changed. 
The rules for defining a record type follow the Data Definition Language (DDL) 
syntax of the SPERRY UNIVAC 1100 Series Data Management Systems (DMS-1100) 
[SPERRY Manual]. One example of a record type is given in figure 4.1. 
The program first checks the user defined record types. If errors are detected, the 
program will display appropriate error messages. Then, it will return to the initial stage 
and display >. If the definition of the record types is accepted, then the program will 
display 
OFW » Name of the file? 
for the user to enter a name for the new file. 
At this stage, the user could either proceed with the command being executed by 
entering a name, immediately followed by the 'return' key on the input device, for the 
new file, or discontinue the command being executed by just typing the 'return' key. 
In the latter case, the 'return' key will be generated as a null string to the program. 
A null string for a file name will be interpreted as 'quit'. Therefore, the program will 
retum to the initial stage and again display sw >. 
In the first case where the user enters a name for the new file, the name must not 
have been used by any of the files on the simulator. If the program finds a file of that 
name on the simulator, then it will display the error message 
file already exists 
and it will retum to the initial stage and display sw >. Otherwise, the program will allow 
the user to enter records, one record at a time, to the file. The steps involved when 
entering a record to a file are described as follows. 
The program displays record name? and waits for a response from the user. The 
user could either enter a record name to identify one record type, or just type a question 
mark,'?', followed by the 'return' key on the input device. 
The input of a '?' followed by the 'return' key is interpreted as 'quit' by the 
program. This input causes the program to end the process of entering records to a file. 
If the user enters a record name, the record type of that name must be defined, 
otherwise the program will display the error message unknown record name and ask the 
user to re-enter a record name by displaying record name? If the record type of the given 
name is defined, then the program will display each field's name of the named record. 
The user is expected to enter an input for the displayed field's name (see figure 4.2). 
RECORD NAME IS student-record 
01 student-number PIC X (07) 
01 student-name 
05 last-name PIC X (25) 
05 first-name PIC X (25) 
05 middle-initial PIC X 
01 date-of-birth 
05 birth-day PIC 99 
05 birth-month PIC 99 
05 birth-year PIC 99 
01 year-enrolled OCCURS 3 TIMES 
05 year PIC 9(4) 
05 subject-enrolled OCCURS 2 TIMES 
10 subject-name PIC X(7) 
10 grade PIC XX 
PRIMARY KEY (student-number) 
ALTERNATE KEY (last-name, date-of-birth). 
Figure 4.1 An example of one record type. 
r e c o r d n a m e ? s t u d e n t -
>> u n k n o w n r e c o r d n a m e 
r e c o r d n a m e ? s t u d e n t - r e c o r d 
s t u d e n t - n u m b e r ? 1 2 3 4 5 6 7 
l a s t - n a m e ? l a s t l 
f i r s t - n a m e ? f i r s 1 1 
m i d d l e - i n i t i a l ? a 
b i r t h - d a y ? i 
b i r t h - m o n t h ? 2 
b i r t h - y e a r ? 1 9 9 0 
>> i n p u t i s i g n o r e d - i n p u t t o o l o n g 
b i r t h - y e a r ? 2 0 
y e a r ? 1 9 9 1 
s u b j e c t - n a m e ? c s c i 1 
g r a d e ? x l 
s u b j e c t - n a m e ? c s c i 2 
g r a d e ? k 2 
y e a r ? 
s u b j e c t - n a m e ? c s c 1 3 
g r a d e ? x 3 
s u b j e c t — n a m e ? c s c i 4 
g r a d e ? 
y e a r ? 1 9 9 3 
s u b j e c t - n a m e ? c s c iQ. 
g r a d e ? x 5 
s u b j e c t - n a m e ? c s c i 6 
• q r a d e ? xG 
a d d m o r e r e c o r d s ? 
C e n t e r C ' n ' / ' N ' / ' n o ' / ' N o ' ) t o q u i t ] n 
Figure 4.2 Part of the display shown on the computer screen when running the program 
on the WORM disk simulator. The display shows one example of how the program allows 
the user to enter value for fields of a record type. User's inputs are underlined. The definition 
for the record type being processed is given in figure 4.1. 
The input entered by the user for a record field must comply with the size and type 
defined for that field. Otherwise, the program will display an error message, discard the 
input, and display the same field's name for the user to re-enter an input. For example, if 
the user enters an input for a record field of type numeric, the program will then examine 
each character in the input and decide whether the character is defined in the numeric 
character set. As soon as the program finds one character in the input that is not a subset 
of the numeric character set, it will display input is ignored - not in the numeric chracter 
set, and ask the user to re-enter an input for the same field. 
A record whose fields have been completely filled by the user will be written to the 
file. Then, the program will display record name?, as before, for the user to enter the 
name of the next record type to be written to the file. 
While entering inputs for record fields of a named record at any stage, the user is 
allowed to change his/her mind and choose another record type. In this case, the user has 
to type a question mark, '?', and the 'return' key when the program displays a record 
field's name. This input is interpreted as 'next record' by the program. It causes the 
program to discard the partially filled record and display record name? 
When the user ends the process of entering records to the file by replying a '?' 
(followed by the 'return' key) to the prompt record name?, the program will display a 
message telling the number of the records that have been entered to the file. This message 
will appear as follows: 
OFW »X records are apppended 
where x is the total number of records currently existing in the file. 
For X > 0, the definition of the record types and the new file will be saved on the 
simulator. For x = 0, or if an error occurs during the process of saving, both the file and 
the definition of the record types will not be saved on the simulator. In both cases, the 
program will return to the initial stage and display sw > for the next option. 
4 . 5 . 3 The OFR command 
The user chooses this command when he/she wants to select and display some records in 
a file stored on the simulator. 
The program will display 
OFR » Name of the file? 
for the user to enter the name of the file to be read. 
At this stage, as in the OFW command, the user could either discontinue or 
proceed with the command being executed. If the user decides to discontinue, he/she 
should not enter a file name, but just types the 'return' key on the input device. This will 
cause the program to return to the initial stage and display sw >. 
If the user enters a file name and if the named file is not found on the simulator, 
then the program will display the error message 
file not found 
Then, it will return to the initial stage and display 5w >. On the other hand, if the named 
file is found on the simulator, the program will display the definition of the record types 
for the file. This definition of record types was defined by the user when the file was first 
created. Then, the user can start selecting and displaying some records in the file until the 
user decides to end the process. When the user ends the process, the program will return 
to the initial stage and display sw > for the next option. 
To allow the user to select some of the records in a file, we provide a simple query 
language. This is described in Section 4.5.8. 
4 . 5 . 4 The OFA command 
The user chooses this option when he/she wants to add more records to a file created 
earlier on the simulator. That is, to append records to an existing file on the simulator. 
The program will display 
OFA » Name of the file? 
and wait for the user to enter the name of the file into which records will be added. 
Again, the user could either proceed with the command being executed by entering 
a file name followed by the 'return' key on the input device, or discontinue by entering 
the 'return' key only. 
If the user enters a file name, the program will find the named file on the 
simulator. If the named file is not found, the program will display the error message 
file not found 
Then, it will retum to the initial stage and display sw >. 
If the named file has been created earlier, the program will display the definition of 
the record types for the file, as in the OFR command. Then, the program will allow the 
user to add records to the file using the same steps as when the user enters records to a 
newly created file (refer to Section 4.5.2 for the steps involved when entering a record to 
a file). 
When the user finishes entering the records to the file, the program will terminate 
by displaying a message telling the number of records that have been appended to the file. 
The message will be displayed as follows: 
OFA »X records are appended 
where x is the total number of records added to the file. 
Then, the program will return to the initial state and display sw > for the next option. 
4 .5 .5 The OFU command 
The user selects this command when he/she wants to update some records in a file stored 
on the simulator. 
The program will display 
OFU » Name of the file ? 
for the user to enter the name of the file whose records are to be updated. As before, if the 
user only enters the 'return' key on the input device, then the command being executed 
will be discontinued. The program will return to the initial stage and display ^w >. If the 
user enters a file name, the named file must exist on the simulator. Otherwise, the 
program will display the error message 
file not found 
and return to the initial stage and display sw >. 
If the named file is found on the simulator, the program will allow the user to 
select records and update the records. Our simple query language described in Section 
4.5.8 allows the user to do this. 
4.5 .6 The LDIR command 
When this command is selected, the program will give a list of all file names on the 
simulator and some of their associated information. The information that will be displayed 
for each file is the file's name, its size (in sectors), the address of its directory entry and 
its status specifying whether the file exists on the simulator or has been removed from the 
simulator (see figure 4.3). 
s w > L P I R 
d i r e e t o r y 
n a m e s i z e f d A d d r s t a t u ì 
t e s t i n g 2 2 
s w > RMF 
RMF >> N a m e o f t h e t i l e ? 
s w > RMF 
RMF >> N a m e o f t h e f i l e ? t e s t 
> > F i l e n o t f c>und ( d e b u g g e r ) 
s w > RMF 
RMF >> N a m e o f t h e f i l e ? t e s t i n g 
RMF >> 1 f i l e h a s b e e n r e m o v e d 
s w > L D I R 
d i r e c t o r y 
n a m e s i z e f d A d d r s t a t u s 
t e s t i n g 
s w > E 
Figure 4.3 Part of the display shown on the computer screen when running the program 
on the WORM disk simulator. The display shows how the program responds to the LDIR and RMF 
commands entered by the user. User's inputs are underhned. 
After displaying, the program will return to the initial stage and display sw > for 
the next option. 
4 . 5 . 7 The RMF command 
This command will cause one file to be removed from the simulator. 
The program will display 
RMF » Name of the file? 
and waits for the user to enter the name of the file to be removed. 
If the user decides to discontinue the execution of this command, he/she just types 
the 'return' key, as in the previous commands. If the user enters a file name, the program 
will remove (logically) the named file if it is found on the simulator. Then the program 
will display the following message 
RMF » 1 file has been removed 
If the named file is not found on the simulator, the program will display the error message 
file not found 
In both cases, the program will return to the initial stage and display sw > and wait 
for the next option (see figure 4.3). 
4 . 5 . 8 A Simple Query Language 
This section describes a simple query language that is designed for the user to display, 
update, and delete, one or more records stored in a file. 
The query language provides 3 statements, each of which carries out the 
commands above. These statements are: 
• SELECT expression 
• UPDATE expression 
• DELETE expression. 
expression consists of one or more subexpressions which are connected by the 
logical connections - AND and OR. Brackets can be used to show priorities. The format 
for one subexpression is given as below: 
record-name^field-name operator value 
record-name is a record name that identifies one of the record types defined for a file. It 
is optional when used with the SELECT statement, but compulsory when used with the 
UPDATE or DELETE statements. 
When used with the SELECT statement, record-name can be used in one of the 
subexpressions in the query, or in more than one subexpressions in the query. If a record 
name is specified in more than one subexpressions, it must be consistent. 
With record-name in the query, the search is restricted to one particular record type in a 
file. Without record-name, the subexpression will look like: 
field-name operator value 
In this case, the search is not restricted to one particular record type and records of all 
types that satisfy the expression in the query are qualified to be selected. 
field-name is the name of a field of a record. If record-name is used in the 
subexpression, then field-name must be the name of one of the fields of the named 
record. Otherwise, the user will be given an error message and the query will not be 
considered. If record-name is not used in the subexpression, then field-name must be 
the name of one of the fields of one of the record types defined for the file. Otherwise, the 
user will be given an error message and the query will not be considered. 
operator is an inequality sign. The query language recognizes 5 operators. They 
are: 
• equal-to operator; this operator must appear as '=' in the query; 
• greater-than operator; this operator must appear as '>' in the query; 
• less-than operator; this operator must appear as '<' in the query; 
• greater-than-or-equal-to operator; this operator must appear as '>=' in the query; 
• less-than-or-equal-to operator; this operator must appear as '<=' in the query. 
value in the subexpression is the value specified by the user, value must either 
be a positive integer number or a string of characters. If the user wants value to be taken 
as a string of characters, then it must be quoted as in the following example: 
employee-record*employee-name = 'abcdef 
If the user wants value to be taken as a number, then it must consist of digit(s) that are 
not quoted. For example: 
employee-record*salary =100 
The subexpressions appearing in one query are delimited by a logical connection. 
The query language recognizes 2 logical connections: 
• AND; and 
• OR. 
Both logical connections must be written in upper case letters in the query. 
One or more subexpressions can be grouped by brackets, (), to show priorities. If 
brackets are used in a query, the subexpressions within the brackets will be evaluated 
first. If no brackets are used in the query, the subexpressions will be evaluated from left 
to right. Figures 4.4, 4.5, 4.6 show some examples of SELECT, DELETE and UPDATE 
statements. 
4.6 LIMITATION 
Since the records stored in each block of the simulator cannot be modified without 
rewriting the entire block, sorting the keys of the records (primary and alternate keys) 
becomes impossible. As a consequence, to add a new record to a file, the primary key of 
each record in the file must be examined to ascertain whether the primary key of the new 
record already exists in the file. Similarly, to search for a record given its alternate key, 
each record must be examined because duplicate alternate keys are possible. For this 
reason, it is not desirable to use the alternate key. 
O F R >> s t a r t your q u e r y h e r e 
S E L E C T i d - n u m b e r = 1 2 3 4 5 6 7 
" " u n k n o w n i d e n t i f i e r ' i d - n u m b e r ' 
s y n t a x e r r o r 
O F R >> n e x t q u e r y C t y p e R E T U R N to continued 
S E L E C T s t u d e n t - n u m b e r = 1 2 3 4 5 S 7 
s t u d e n t - n u m b e r = 1 2 3 4 5 6 7 
l a s t - n a m e = l a s t ! 
f i r s t - n a m e = f i r s t l 
m i d d 1 e - i n i t i a1 = a 
b i r t h - d a y = 1 
b i r t h - m o n t h = 2 
b i r t h - y e a r = 9 9 
year = 1 0 0 0 
s u b j e c t - n a m e = c s c i - 1 
g r a d e = xl 
s u b j e c t - n a m e = c s c i - 2 
g r a d e = x 2 
year = 1001 
s u b j e c t - n a m e = c s c i - 3 
g r a d e = x 3 
s u b j e c t - n a m e = c s c i - 4 
g r a d e = x 4 
year = 1001 
s u b j e c t - n a m e = c s c i - 5 
g r a d e = x 5 
s u b j e c t - n a m e = c s c i - 6 
g r a d e = x 6 
UFR >> 1 r e c o r d s a r e s e l e t e d 
OFR >> n e x t q u e r y C t y p e R E T U R N to c o n t i n u e ] n 
Figure 4.4 Part of the display shown on the computer screen when running the program 
on the WORM disk simulator. The display shows one example of the SELECT query statement. 
User's inputs are underlined. 
UFU >> s t a r t y o u r q u e r y h e r e 
S E L E C T s t u d e n t - r e c o r d . s t u d e n t - n u m b e r = 1 2 3 4 5 6 7 
OFU >> u s e ^ D E L E T E ' o r ' U P D A T E ' c o m m a n d 
OFU >> n e x t q u e r y C t y p e RETURN t o c o n t i n u e l 
D E L E T E s t u d e n t - r e c o r d • s t u d e n t - n u m b e r = 1 2 3 4 5 6 7 
•-f 1 
s t u d e n t - n u m b e r = 1 2 3 4 5 6 7 
l a s t - n a m e = l a s t l 
f i r s t - n a m e = f i r s 1 1 
m i d d l e - i n i t i a l = a 
b i r t h - d a y = 1 
b i r t h - m o n t h = 2 
b i r t h - y e a r = 9 9 
y e a r = 1 0 0 0 
s u b j e c t - n a m e = c s c i - 1 
g r a d e = x l 
s u b j e c t - n a m e = c s c i - 2 
g r a d e = x 2 
y e a r = 1 0 0 1 
s u b j e c t - n a m e = c s c i - 3 
g r a d e = x 3 
s u b j e c t - n a m e = c s c i - 4 
g r a d e = x 4 
y e a r = 1 0 0 1 
s u b j e c t - n a m e = c s c i - 5 
g r a d e = x 5 
s u b j e c t - n a m e = c s c i - 6 
Q r a d e = x 6 
0 F U >• 1 r e c o r d s h a v e b e e n d e l e t- e d 
OFU >> n e x t q u e r y C t y p e RETURN t o c o n t i n u e ] j i 
Figure 4.5 Part of the display shown on the computer screen when running the program 
on the WORM disk simulator. The display shows one example of the DELETE query statement. 
User's inputs are underlined. 
U F U . > > n e x t q u e r y [ t y p e R E T U R N to c o n t i n u e D 
U P D A T E s t u d e n t - r e c o r d • s t u d e n t - n u m b e r = 12345k . ,, — . ^ y 2 
3 
s t u d e n t - n u m b e r = 1 2 3 4 5 b 
last-narne = l a s t 2 
f i r s t - n a m e = f i r s t 2 
m i d d 1 e ~ i n i t i a l = b 
b i r t h - d a y = 2 
b i r t h - m o n t h = 2 
b i r t h - y e a r = S O 
y e a r = 1981 
s u b j e c t - n a m e = a i c a l 
g r a d e = yl 
s u b j e c t - n a m e = a i c a 2 
g r a d e = y 2 
y e a r = 1 9 3 2 
s u b j e c t — n a m e = a i c a 5 
g r a d e = y3 
s u b j e c t - n a m e = a i c a 4 
g r a d e = y4 
y e a r = 1 9 3 3 
s u b j e c t - n a m e = a i c a S 
g r a d e = y5 
s u b j e c t - n a m e = a i c a b 
g r a d e = yb 
O F U >> e n t e r n e w r e c o r d ; 
s t u d e n t - n u m b e r ? 1 2 3 4 5 6 7 3 9 
>> i n p u t is i g n o r e d - i n p u t t o o long 
s t u d e n t - n u m b e r ? 1 2 3 4 5 
l a s t - n a m e ? 1 a s t 3 
f i r s t - n a m e ? f i r s t 3 
m i d d l e - i n i t i a l ? ^ 
b i r t h - d a y ? 3 
b i r t h - m o n t h ? _3_ 
b i r t h - y e a r ? JSl 
y e a r ? 1971 
s u b j e c t - n a m e ? a c c y 1 
g r a d e ? ^ 
s u b j e c t - n a m e ? a c c y 2 
g r a d e ? z 2 
y e a r ? 1 9 7 2 
s u b j ec t - n a m e ? ac c y 
g r a d e ? z 3 
s u b j e c t — n a m e ? ac c y4 
g r a d e ? ^ 
y e a r ? á e ? ^  
s u b j e c t - n a m e ? a c c y 5 
g r a d e ? ^ 
s u b j e c t - n a m e ? a c c y b 
g r a d e ? z b 
i J F U > > 1 r e c o r d s h a v e b e e n n 'i o d i f i e d 
ft FIJ > n é ::< t. q u e r y [ t- y p. e R E T U R N t- c o n t-1 r.: j a " _n 
Figure 4.6 Part of the display shown on the computer screen when running the program 
on the W O R M disk simulator. The display shows one example of the UPDATE query statement. 
User's inputs are underlined. 
Appendix A 
This section describes a set of low level I/O functions available on the WORM disk. The 
descriptions will have the following layout: 
NAME 
Name of the function and a short description 
SYNOPSIS 
How the function is called, type of return value and arguments passed to the 
function. If any include files are necessary, they will be listed here as well. 
DESCRIPTION 
A detailed description of the function. 
NOTE 
Note, if any. 
DIAGNOSTICS 
Descriptions on error returns from the function. 
SEE ALSO 
Pinpoints other related functions that might be of interest. 
If an error occurs during execution of any of the functions described in this 
section, a global variable wdErr will be set to a unique number describing the error 
condition in detail. A list of the currently used error codes and their values follows: 
Mnemonic Code Description 
noErr 0 No error 
cncErr 1 Controller not connected or powered off 
dnrErr 2 Drive not ready or powered off 
ndwErr 3 Attempt to read unwritten sector 
eomErr 4 Attempt to read after end of media 
ioErr 5 I/O error (cause undefined at this stage) 
rwwErr 6 Attempt to rewrite written sector 
nimErr 7 Function not implemented 
NAME 






The address of the first blank sector at or after 'start' will be returned. 
NOTE 
This operation will be time consuming if the first blank sector if far away from the 
start sector given. The programmer should try to set 'start' close to where the next 
blank sector is expected to be. 
DIAGNOSTICS 
If successful, the address of the first blank sector is returned. If an error occurs, 
zero is returned and the global variable errno is set to one of the following error 
codes: 
cncErr - The disk controller is not connected or powered off 
dnrErr - The disk drive is not ready or powered off 
rdEOM - No more blank sectors on the disk 
It should be here noted that if a blank sector search from address 0 is executed, 
and sector zero is indeed empty, zero is also returned. It then necessary to check 
the global variable wdErr to detect if an error occurs. If no error occurs, this 
3 'wddefs.h' is a header file which defines all error codes and the variables wdErr and wdAddr. 
^ wdAddr' is a user defined type; it is equivalent to 'unsigned long integer'. 
variable will be set to noErr. On blank sector search from any address except 









Eject the currently inserted disk. This routine will cause the disk to stop if 
running, and to be ejected. 
DIAGNOSTICS 
If successful, a non-zero value will be returned. If an error occurs, zero will be 
returned and the global variable wdErr will be set to one of the following error 
codes: 
cncErr - The disk controller is not connected or powered off 









Return the address of the first sector on the disk. 
NOTE 
The value returned will be a constant value, and will not reflect whether the sector 
is actually written or not. Normally, the value returned will be zero, indicating the 
first sector of the disk. Under test circumstances however, any other value may be 
returned. One should not relay on sector zero to be the first sector available, but 






wdrd - read a sector from the disk 
SYNOPSIS 
#include "wddefs.h" 




The sector with the address 'addr' is read into the buffer 'buff. The size of a 
sector is 1024 bytes. 
DIAGNOSTICS 
A non-zero value is returned if the sector specified was earlier written, and could 
be read into the buffer. If an error occurs, zero is returned and the global variable 
wdErr will be set to one of the following error codes: 
ndwErr - No data was earlier written in the specified sector 
cncErr - The disk drive is not connected or powered off 
dnrErr - The disk drive is not ready or powered off 
rdEOM - Attempt to read after end of media 









The total number of sectors on the currently inserted disk is returned. The size of a 
sector is 1024 bytes. 
DIAGNOSTICS 
If the size could be determined, the total number of sectors is returned. If an error 
occurs, zero is returned and the global variable wdErr will be set to one of the 
following error codes: 
cncErr - The disk controller is not connected or powered off 
dnrErr - The disk drive is not ready or powered off 








Start the WORM disk. This routine must be called before any of the other WORM 
disk routines. Any attempt to call the other routines without the disk running will 
cause the error dnrErr (Drive not ready) to be returned. 
DIAGNOSTICS 
A non-zero value will be returned if the disk was started successfully. If an error 
occurs, zero will be returned and the global variable wdErr will be set to one of 
the following error codes: 
cncErr - The disk controller is not connected or powered off 








Stop the disk. This routine will cause any other WORM disk routines (except 
wdstartO and wdeject()) to return an error condition, and set the global variable 
wdErr to dnrErr (drive not ready). 
DIAGNOSTICS 
A non-zero value will be returned if the disk was stopped successfully. If an error 
occurs, zero will be returned and the global variable wdErr will be set to one of 
the following error codes: 
cncErr - The disk controller is not connected or powered off 




wdwr - write a sector to the disk 
SYNOPSIS 
#include "wddefs.h" 




The buffer 'buff of data is written to the sector with the address 'addr'. The size 
of a sector is 1024 bytes. 
DIAGNOSTICS 
A non-zero value is returned if the sector specified was written successfully to the 
disk. If an error occurs, zero is returned and the global variable wdErr will be set 
to one of the following error codes: 
cncErr - The disk controller is not connected or powered off 
dnrErr - The disk drive is not connected or powered off 
rwrErr - Attempt to write to sector that already contains data 




wdwss - written sector search 
SYNOPSIS 
wdAddr wdwss (start) 
wdAddr start; 
DESCRIPTION 
The address of the first written sector at or after 'start' will be returned. 
NOTE 
This operation will be time consuming if the first written sector is far away from 
the start sector given. The programmer should try to set 'start' close to where the 
next written sector is expected to be. 
DIAGNOSTICS 
If successful, the address of the first written sector is returned. If an error occurs, 
zero is returned and the global variable wdErr is set to one of the following error 
codes: 
cncErr - The disk controller is not connected or powered off 
dnrErr - The disk drive is not connected or powered off 
rdEOM - No written sector was found after the start address given 
It should here be noted that if a written sector search from address 0 is executed, 
and sector zero is indeed written, zero is also returned. If then neccessary to check 
the global variable wdErr to detect if an error occurs. If no error occurs, this 
variable will be set to noErr. On a written sector search from any address except 




This section gives a description of some of the functions in the program. Whenever 
convenient, the algorithms (written in pseudo code) for the functions are included. 
The function mainQ 
As described in Section 4.5, when the program is run, it will start by displaying the 
prompt "sw >" and expect the user to enter one of the commands from a list of command 
options. These command options are: OFW, OFR, OFA, OFU, LDIR, RMF, and E. 
The program consists of six major functions, each of which is responsible for 
carrying out one of the commands listed above, except for the E command. When the user 
initiates the execution of one of the commands, the appropriate function will be invoked to 
carry out the selected command. This function will, in turn, call several other auxiliary 
functions to complete its job. 
main() is the function that controls the six major functions. The algorithm for 
main() is as follows: 
1. Invoke the I/O function wdstart() to start the simulator (see Appendix A for I/O 
functions). 
2. If wdstartO returns 0 because of some errors, then invoke the function ErrMessage() 
to display an appropriate error message and terminate the program execution. 
3. Allocate a space in the main memory for a file control block, or fcb. An fcb is a data 
structure that will be used to keep some information in the directory entry of an 
opened file. 
4. Display "sw >" for the user to input one of the available command options. 
5. Accept the input from the user. 
6. If the input is an E command, then do the following: 
a. Write a new directory index block, if neccessary (see Section 3.1.4.1 for a 
directory index block). 
b. Release the memory space for fcb. 
c. Terminate the program execution. 
7. If the input is not a subset of the command options, then display "unknown 
command" and go to step 4. 
8. If the input is a subset of the command options, then invoked the appropriate 
function, OFW(), OFR(), OFA(), OFU(), LDIR, or RMF, to execute the selected 
command. Then go to step 4. 
The function OFW() 
This function contains the instructions for carrying out the OFW command. 
The algorithm for OFW() is as follows: 
1. Invoke the function RDparser() to check on the user defined record types for the file 
to be created. 
2. If RDparserO returns 0, in which case the record types defined by the user is not 
accepted due to some errors, then go to step 13. 
3. Display "OFW » Name of the file?" for the user to enter a name for the file to be 
created. 
4. Accept input from the user. 
5. If the input is a null character, then go to step 13. 
The null character will be generated if the user just typed the 'return' key on the input 
device. The user can do this if he/she changes his/her mind and wants to discontinue 
the execution of the OFW command. 
6. A this point, OFW() does not accept a null character, but a string of characters, other 
than null characters, terminated by a null character. This string of characters is taken 
to be a file name. 
Invoke the function OpenFileO to create the named file for writing. 
7. If OpenFileO returns 0, in which case the named file cannot be opened due to some 
errors, then go to step 13. 
One of the errors could be the name given to the new file has already been used by 
another file on the simulator. The program currently does not permit duplicate file 
name. 
8. Invoke the function AppendFile() to allow the user to enter records to the created file. 
9. Display "OFW » x records are appended", where x is the number of records 
currendy existing in the created file. This number is retumed by AppendFile(). 
10. If X > 0, then invoke the function SaveRD() to save the record types for the new file. 
11. If X = 0, or if SaveRDO returns 0 because of some errors, then set the size of the 
created file to 0. 
12. Invoke the function swClose() to close the file. 
If the size of the file is 0, then the created file and the record types defined for the file 
will not be saved on the simulator. 
13. Return to the function main(). 
The function OFR() 
This function contains the instructions for carrying out the command OFR. 
The algorithm for OFR() is as follows: 
1. Display "OFR » Name of the file?" for the user to enter the name of the file to be 
read. 
2. Accept input from the user. 
3. If the input is a null character, then go to step 8. 
The null character will be generated if the user just typed the 'return' key on the input 
device. This way allows the user to discontinue the execution of the OFR command. 
4. At this point, OFR() accepts a string of characters, other than null characters, 
terminated with a null character. This string of characters is taken to be a file name. 
Invoke the function OpenFileO to open the named file for reading. 
5. If OpenFileO retums 0 because the named file cannot be opened due to some errors, 
then go to step 8. 
6. Invoke the function RetrieveRecord() to allow the user to select and display some of 
the records in the opened file. 
7. Invoke the function swClose() to close the opened file. 
8. Return to the function main(). 
The function OFA() 
This function contains the instructions for carrying out the OFA command. 
The algorithm for OFA() is as follows: 
1. Display "OFA » Name of the file?" for the user to enter the name of the file into 
which records are to be added. 
2. Accept input from the user. 
3. If the input if a null character, then go to step 11. 
The null character will be generated if the user just typed the 'retum' key on the input 
device. The user can do this if he/she wants to discontinue the execution of the OFA 
command. 
4. At this point, OFA() accepts a string of characters, other than null characters, 
terminated by a null character. This string is assumed to be a file name. 
Invoke the function OpenFileO to open the named file for appending. 
5. If OpenFileO retums 0 because the named file cannot be opened for some reasons, 
then go to step 11. 
One of the reasons, that the named file cannot be opened, could be the named file is 
not found on the simulator. 
6. Invoke the function ReadRD() to display the record types of the opened file. 
This record types are defined by the user when the file is first created using the OFW 
command. 
7. Invoke the function AppendFile() to allow the user to enter new records to the 
opened file. 
8. Display "OFA » x records are appended", where x is the number of records 
successfully added to the file. This number is retumed by AppendFile(). 
9. If X = 0, then set the size of the opened file to 0. 
10. Invoke the function swClose() to close the opened file. 
If the size of the file is set to 0, then no changes will be done to the file. That is, 
newly added records will not be written to the file. 
11. Return to the function main(). 
The function RMF() 
This function contains the instructions for carrying out the RMF command. 
The algorithm for RMF() is as follows: 
1. Display "RMF » Name of the file?" for the user to input the name of the file to be 
removed. 
2. Accept input from the user. 
3. If the input is a null character, then go to step 6, 
The null character will be generated if the user just typed the 'return' key on the input 
device. The user can do this if he/she wants to discontinue the execution of the RMF 
command. 
4. At this point, RMF() accepts a string of characters, other than null characters, 
terminated by a null character. This string is assumed to be a file name. 
Invoke the function RemoveFile() to remove the named file from the simulator. 
5. If the file can be removed successfully, in which case RemoveFile() will set a 
variable 'success' to 1, then display "RMF » 1 file has been removed". 
A named file cannot be removed if, for example, it is not created and, thus, does not 
exit on the simulator. 
6. Return to the function main(). 
The function OFU() 
This function contains the instructions for carrying out the OFU command. 
The algorithm for OFU() is as follows: 
1. Display "OFU » Name of the file?" for the user to input the name of the file whose 
records are to be updated. 
2. Accept input from the user. 
3. If the input is a null character, then go to step 8. 
The null character will be generated if the user just typed the 'retum' key on the input 
device. The user can do this if he/she wants to discontinue the execution of the OFU 
command. 
4. At this point, OFU() accepts a string of characters, other than null characters, 
terminated by a null character. This string is assumed to be a file name. 
Invoke the function OpenFile() to open the named file for update. 
5. If OpenFileO returns 0 because the named file cannot be opened for some reasons, 
then go to step 8. 
6. Invoke the function UpdateRecord() to allow the user to select some records in the 
opened file and update the selected records. 
7. Invoke the function swClose() to close the opened file. 
8. Retum to the function main(). 
The function LDIR() 
This function contains the instructions for carrying out the LDIR command. 
The function reads each directory index block and each directory entry block for 
which no directory index block has been created (see Section 3.1.4.1 for a directory index 
block). 
It displays the names of all files and some information associated with the files, in 
the directory entry blocks. The information associated with each file that will be displayed 
are: the size of the file, the address of the directory entry block which contains the 
information about the file, and the status of the file. The status will specify whether the 
file still exists on the simulator or has been removed from the simulator. 
The function swRead() 
As mentioned in Chapter 3, the data structure used for the versions of each data block of a 
file is a linear linked list. Each data block has a pointer field. The pointer field of a data 
block will hold an address of a blank sector if the data block has not been updated yet. If a 
data block of a file has been updated several times, all versions of the data block will form 
a linear linked Ust. In this case, the pointer field of each data block (except the last block) 
on the list will contain the address of another sector containing the updated version of the 
previous data block on the list. The original version of a data block will be the first sector 
on the linear list and the last version of the same data block will be the second last sector 
on the list (i.e. the sector just before the blank sector). Similar data structure is also used 
for the versions of each directory entry. 
Given an address of a sector containing the original version of a data block or a 
directory entry block, swRead() will return the latest version of the corresponding block. 
The algorithm for swRead() is as follows: 
0. Let addr be an address of a sector (containing the original version of a data block or a 
directory entry); 
buf and tempbuf be a buffer and an auxiliary buffer in the main memory, 
respectively. 
1. Invoke the I/O function wdrd() to read the sector specified by addr into buf. 
2. If wdrd() returns an error, then invoke the function ErrMessage() to display an 
appropriate error message and return 0 to indicate that buf is empty. 
3. At this point, no error occurs during the execution of wdrd(). Buf is containing the 
original version of the given block. Continue looking for the next version, if any. 
4. Set addr to the address specified in the pointer field of the block read recently. 
5. Invoke wdrd() to read the sector specified by address into tempbuf 
6. If wdrd() can be executed successfully, then copy the contents of tempbuf into buf 
and go to step 4. 
7. At this point, we know wdrd() returns an error. 
If the error condition is an attempt to read an unwritten sector, then we have reached 
the last sector on the linear list and buf is containing the latest version of the given 
block. 
Go to step 10. 
8. Invoke ErrMessage() to display an appropriate error message. 
9. Return -1 to indicate that an error has occured. 
10. Return 1 to indicate that buf is not empty. 
The function swWriteO 
Given a buffer in the main memory and an address of a sector, this function invokes the 
I/O function, wdwr(), to write the contents of the buffer to the specified sector. If wdwr() 
returns an error, swWrite() will invoke ErrMessage() to display an appropriate error 
message and return 0. For a successful write, swWrite() will return 1 to indicate that the 
sector has been written. 
The function swOpenQ 
This function is responsible for opening a new file for writing, and an existing file for 
either reading or appending. If the file can be opened successfully, then the function will 
copy some of the information stored in the directory entry of the opened file into the fcb 
and return the address of fcb. If the file cannot be opened due to some reasons, the 
function will return a null pointer. The implemented swOpen() function currently permits 
one file to be opened at a time; so any file opened earlier must be closed before opening 
another file. 
The algorithm for swOpen() is as follows: 
0. Given nm and md where nm is the name of the file to be opened and md specifies 
whether the named file will be opened for reading, writing or appending. 
1. Compute n, the number of characters in nm. 
2. If n exceeds the maximum allowable characters, then invoke the function 
ErrMessageO to display an appropriate error message and retum a null pointer. 
3. swOpenO permits one file to be opened at a time. Thus, if there exists a file which is 
opened earlier and has not been closed, then invoke the ErrMessageO to display an 
error message and retum a null pointer. 
4. Find nm in the file directory. 
5. If nm is found in the directory, then do one of the following depending on md, the 
mode specified for the file: 
a. If the named file is to be opened for reading, then set a file pointer to the 
beginning of the file and go to step 7. 
b. If the named file is to be opened for appending, then set a file pointer to the end of 
the file and go to step 7. 
c. If the named file is to be opened for writing, then invoke ErrMessage() to display 
an error message and return a null pointer. 
6. At this point, nm is not found in the file directory. 
If the named file is to be opened for either reading or appending, then invoke 
ErrMessageO to display an error message and retum a null pointer. 
7. Fill the fcb with some information about the opened file. 
8. Retum the address of the fcb. 
The function swCloseO 
This function is responsible for closing an opened file. If the file can be closed 
successfully, the function will retum value 1. Otherwise, it will retum value 0. 
The algorithm for swClose() is given as follows: 
0. Given nm, where nm is the name of the file to be closed. 
1. If nm is not opened currently, then invoke the function ErrMessageO to display an 
error message and retum 0. 
2. If the size of the named file is 0, then give the waming "file is empty" and retum 1. 
In this case, no changes will be done to the file. 
3. If the named file was opened for reading, then retum 1. No changes will be done to 
the original file. 
4. If the named file was opened for writing, then create a new directory entry for nm 
and retum 1. 
5. If the named file was opened for appending, then update the appropriate directory 
entry and retum 1. 
The function ErrMessageO 
This function displays one error message when it is invoked. 
Errors may occur during the execution of the functions in the program. The error 
messages for all possible errors are kept in an array. The indices to the array are used as 
the error codes. When an error occurs during the execution of a function in the program, 
ErrMessageO will be invoked. This function takes as its argument an error code and 
displays the error message indexed by the error code. 
The parser rdparser 
As mentioned in Section 4.5.2, one file is permitted to contain records of different types. 
The record types that are present in one file are defined by the user when the file is 
created. When the user select the command OFW to create a new file, the user also has to 
provide the definition of the record types for the new file. 
The compiler-compiler system. Lexical Analyzer Generator, or Lex, and Yet 
Another Compiler-compiler, or Yacc, are used to generate the parser to control the user 
defined record types. This parser is called rdparser. 
The function RDparserQ 
This function invokes the parser rdparser to examine the record types defined by the user, 
to see if the definition of the record types complies with the specified rules. If the record 
types are accepted, then they are recorded in tables of record types which are kept in the 
main memory. 
The algorithm for RDparser() is as follows: 
1. Display "reading your record definition" to inform the user to input the defintion of 
record types. 
2. Invoke the parser rdparser to check on the input. 
3. If the input is not accepted because some errors are detected in the input, then display 
"error detected in your record definition" and return 0. 
4. Create one table (table of record type) in the main memory to record each record type 
defined by the user. Link all tables of record types to form a linear linked list. 
5. Invoke the function DisplayRD() to display the contents of all tables of record types. 
The function SaveRDQ 
Each record within a data block is stored as a sequence of characters indicated by an 
appropriate record type. The contents of a data block will be meaningful only with the 
present of the tables of record types. Thus, the tables of the record types created by the 
function RDparserO must be saved for later use, when the user opens a file for reading or 
for appending. The purpose of SaveRD() is to write the contents of the tables of record 
types to one or more sectors on the simulator. These sectors become the record definition 
blocks of a file. 
The function ReadRDQ 
This function performs the inverse function of SaveRD(). Given the addresses of sectors 
where the records types for a file is written, ReadRD() will read the sectors and copy their 
contents into the tables of record types in the main memory. 
The function DisplayRD() 
This function displays the contents of the tables of record types. 
The function OpenFileQ 
OpenFileO invokes the function swOpen() to open a file, giving the name of the file and 
the mode for the file. If swOpen() returns the address of the fcb, in which case the named 
file can be opened successfully, then OpenFileQ will display the contents of the fcb and 
return the address of the fcb. OpenFileO will return a null pointer if the named file cannot 
be opened successfully and swOpen() returns a null pointer. 
The function AppendFileQ 
Given the address of the fcb holding the information about an opened file, AppendFile() 
allows the user to enter records to the opened file. 
Since a sector cannot be rewritten in place, whenever the user enters a record that 
does not occupy one entire sector, it is required to accumulate records within one buffer 
(data buffer) in the main memory. Similarly, indices for the records in the data buffer are 
required to be accumulated in an index buffer in the main memory. 
Each record entered by the user will be written to the data buffer following the key 
of the record. For each record written to the data buffer, the position of the record within 
that buffer, the type of the record, and the address of a sector which is pre-allocated for a 
data block, will be written to the index buffer. When the data buffer is full, its contents 
will be written to the pre-allocated sector. This sector becomes a data block of the file. 
When the index block is full, its contents will be written to a sector which becomes the 
index block of the file. Both buffers will be cleared after saving their contents on the 
sectors on the simulator. 
The algorithm for AppendFileQ is as follows: 
1. Invoke the function MaxRecordLen() to obtain the maximum record size of all record 
types defined for the file. 
2. Using the size retumed by MaxRecordLen(), allocate a space in the main memory for 
a record buffer. 
3. Using the size of one sector, allocate a space in the main memory for a data buffer. 
Also, allocate a space in the main memory for an index buffer. 
4. Invoke the function AskRecordName() for the user to enter the name of the record to 
be written to the file. 
5. If AskRecordNameO retums 0, then go to step 17. 
In this case, the user decides to end the process of entering records to the file. 
6. Invoke the function EnterRecord() for the user to enter values for the named record. 
7. If EnterRecordO returns 0, then go to step 4. 
In this case, the user changes his/her mind and decides to choose another record 
type. 
8. Invoke the function Getldx() to obtain the key of the new record. 
9. Invoke the function DupUcateInBuffer() to check if the key of the new record already 
exists in the data buffer. 
DupHcatelnBufferO will set a variable 'duplicate' to 0 if the key of the new record is 
not found in the data buffer. 
10. If 'duplicate' is not set to 0, then go to step 6. 
11. Invoke the function DuplicateInFile() to check if the key of the new record already 
exists in the data blocks of the file. 
DuplicatelnFileO will set 'duplicate' to 0 if the key of the new record is not found in 
the data blocks, or -1 if an error occurs during the execution of DuplicatelnFileQ. 
12. If 'duplicate' is set to -1, then return 0. 
13. If 'duplicate' is not set to 0, then go to step 6. 
14. At this point, the user has entered one record successfully, and the key of this new 
record is not a duplicate key. 
Invoke the function AddToBuffers() to write the new record to the data buffer. 
15. If AddToBuffersO returns 0 due to some errors, then return 0. 
16. Display "add more records? [enter ('n'/N'/'no'/No') to quit]". 
If the user's response to the prompt is other than 'n', 'N', 'no', and 'No', then go to 
step 4. 
17. If the data buffer is not empty, that is there are some records in the data buffer that 
have not yet been written to a data block, then invoke the function WriteDB() to write 
the contents of the data buffer to a data block. 
18. If the index block is not empty, that is there are some entries in the index buffer that 
have not yet been written to an index block, then invoke the function WriteIB() to 
write the contents of the index buffer to an index block. 
The function MaxRecordLenQ 
This function returns the maximum record size of all record types defined for a file. 
The function AskRecordNameQ 
Since more that one record types are permitted to be present in one file, the program has 
to know which record type the user takes an interest in when he/she wants to enter a 
record to a file. 
AskRecordNameO repeatedly asks the user for a record name until either a record 
name is accepted and a record type of that name is found on the list of tables of record 
types, or a question mark, '?', is accepted. The question mark, which is interpreted as 
'quit', provides a way for the user to end the process of entering the records to a file. 
If AskRecordNameO accepts a record name, then it will return the table of record 
type of the given name. If it accepts a'?', then it will return value 0. 
The function EnterRecordO 
EnterRecordO allows the user to enter one record of a given type. 
One record consists of one or more record fields. A record field may, in turn, be 
repeated many times. For each record field and any number of times it is repeated, 
EnterRecordO invokes the function AskField() to allow the user to fill in value. 
If the user fills in value for all fields of a record, EnterRecordO will retum the 
record and the length of the record. If the user fills in value for the fields of a record 
halfway and decides to quit, EnterRecordO will the retum 0. 
The function GetNumQ 
This function guides the user to fill in value for one record field of type numeric. The 
function takes as its argument the description of a record field; the field's name, its size 
and a key flag which is either set to 1 (if the value for the field is used as a record key 
value) or set to 0 (if the value for the field is not used as a record key value). 
The function displays the field's name and waits for the user to enter an input for 
the displayed field. Based on the input it accepts, the function does one of the following. 
1. If the user just types the 'retum' key on the input device, GetNum() will accept it as a 
null character. It will display "input is ignored - no input" to inform the user that it 
ignores the null character. Then, it will start again by displaying the field's name. 
2. If the user enters the string "NULL" followed by the 'return' key, GetNum() will do 
one of the following. 
a. It will retum "NULL" as the value for the field provided the key flag is set to 0. 
b. It will display "NULL value is not allowed" if the key flag is set to 1. Then, it 
will start again by displaying the field's name. 
3. If the user enters a question mark,'?', followed by the 'return' key, GetNum() will 
interprete this input as 'quit'. It will retum '?' to tell the function AskField() that the 
user wants to quit. 
4. If GetNumO accepts an input other than that mentioned in 1 to 3 above, but the 
length of the input exceeds the size defined for the field, then it will display "input is 
ignored - input too long" and start again by displaying the field's name. 
5. If GetNumO accepts an input other than that mentioned in 1 to 3 above and the length 
of the input does not exceed the size defined for the field, then it will invoke the 
function IsDigitO to examine if each character in the accepted input is a subset of the 
numeric character set. 
6. If IsDigitO returns 0, then GetNum() will display "input is ignored - not in numeric 
character set" and start again by displaying the field's name. 
IsDigitO will return 0 as soon as it finds one character in the input which is not a 
subset of the numeric character set. 
7. If IsDigitO returns 1, in which case the input consists of the characters defined in the 
numeric character set, then GetNum() returns the input to the function AskField(). 
The function GetAlphaQ 
GetAlphaO performs similar function as that performed by GetNum(), except that the 
record field to be filled in by the user is of type alphabetic. The characters in the input 
entered by the user must be defined in the alphabetic character set. The function IsAlpha() 
is responsible for checking this. 
The function GetAlnumQ 
GetAlnumO performs similar function as that performed by GetNum(), except that the 
record field to be filled in by the user is of type alphanumeric. The characters in the input 
entered by the user must be defined in the alphanumeric character set. The function 
IsAlnumO is responsible for checking this. 
The function IsDigitQ 
Given a string of characters, this function will return 1 if each character in the string is a 
digit, or value 0 otherwise. 
The function IsAlphaQ 
Given a string of characters, this function will return 1 if each character in the string is a 
subset of the alphabetic character set, or value 0 otherwise. 
The function IsAlnumQ 
Given a string of characters, this function will return 1 if each character in the string is a 
subset of the alphanumeric character set, or value 0 otherwise. 
The function GetldxQ 
This function returns value of the record fields that are used as the record key. 
The function DuplicatelnBufferQ 
Given a record key, this function sets the variable 'duplicate' to 0 if another record of that 
key is not found in the data buffer. 
The function DuplicatelnFileQ 
Given a record key, this function sets the variable 'duplicate' to 0 if another record of that 
key is not found in the data blocks of a file, or -1 if an error occurs during the execution 
of the function. 
The function AddToBuffersO 
This function writes one record to a data buffer and invokes the function AddToIB() to 
write one entry to the index block. The entry consists of the position of the record within 
the data buffer, the type of the record, and the address of a sector pre-allocated for a data 
block. 
When the data buffer is full, AddToBuffersO will invoke the function WriteDB() 
to write the contents of the data buffer to the pre-allocated data block. 
The function AddToIbO 
This function writes the position of the record recently added to the data buffer, the type 
of the record, and the address of a data block on which the data buffer will be written. 
When the index buffer is full, AddToIB() will invoke the function WriteIB() to 
write the contents of the index buffer to a sector. This sector become an index block of a 
file. 
The function WriteDB() 
This function allocates a new sector, invokes the function swWrite() to write the contents 
of the data buffer to a data block with its pointer field holding the address of the new 
sector. Then, it erases all information in the data buffer. 
The function WritelBQ 
This function allocates a new sector, invokes the function swWrite() to write the contents 
of the index buffer to an index block with its pointer field holding the address of the new 
sector. Then, it erases all information in the index block buffer. 
The parser qeparser 
A parser to control the simple query language described in Section 4.5.8 is generated 
using the compiler-compiler system. Lex and Yacc (may refer to "The parser rdparser" for 
this compiler-compiler system). This generated parser is called qeparser. 
The function RetrieveRecordQ 
Given the address of fcb holding the information about an opened file, RetrieveRecord() 
displays the record types for the opened file and allows the user to use the simple query 
language described in Section 4.5.8 to retrieve (select) and display some of the records in 
the file. 
The algorithm for RetrieveRecord() is as follows: 
1. Display "start your query here" to inform the user that he/she can start entering a 
query. 
2. Invoke the parser qeparser to control the user's input. 
3. If the user's input is accepted, then invoke the function FileSearch(), giving a select 
option, to search for record(s), in the opened file, that satisfy the expression 
specified in the query. 
3. Display "OFR » x records are selected", where x is the number of records returned 
by FileSearch(). 
4. Display "OFR » next query [type 'return' key to continue]" for the user to enter the 
next query if any. 
5. If the user's response is the 'return' key, then go to step 2. 
6. Return to the functon OFR(). 
The function UpdateRecordQ 
Given the address of fcb which is holding the information about an opened file, 
UpdateRecordO displays the record types for the opened file and allows the user to use 
the simple query language described in Section 4.5.8 to retrieve and update some of the 
records in the file. 
The algorithm for UpdateRecordO is as follows: 
1. Display "OFU » start your query here" to inform the user that he/she can start 
entering a query. 
2. Invoke the parser qeparser to control the query entered by the user. 
3. If the query is accepted, then invoke the function FileSearch(), giving an option 
which could either be a delete or update option depending on the query entered by the 
user. FileSearchO will search for record(s), in the opened file, that satisfy the 
expression specified in the query. 
4. Display "OFU » x records have been updated" (for option is update), or "OFU » 
X records have been deleted" (for option is delete), where x is the number of records 
returned by FileSearch(). 
4. Display "OFU » next query [type 'return' key to continue]" for the user to enter 
next query, if any. 
5. If the user's response is the 'return' key, then go to step 2. 
6. Return to the function OFU(). 
The function FileSearch() 
Given the address of fcb (containing the information about an opened file), the type of the 
record specified in a query, and an option which is either a select, update, or delete 
option, FileSearchO does the following for each record in the opened file: 
1. Invoke the function SelectRecord() to check if the record in the file and that specified 
in the query are of the same type. 
2. If both records are of the same type, then copy the record in the file to a buffer in the 
main memory. 
Invoke the function ProcessRecord() to see if the record in the buffer satisfies the 
expression specified in the query. 
3. If the record satisfies with the expression specified in the query, then it will be 
selected. 
4. Display the selected record for option is select. 
5. Update the selected record for option is update, and invoke the function 
WriteDBverO to write the modified data block. 
6. Set the status of the selected record to 'remove' for option is delete, and invoke 
WriteDBverO to write the modified data block. 
The function SelectRecordQ 
This function compares two given record types. If they are not of the same type, then the 
function will return a null pointer. Otherwise, it will return the address of the table of 
record type. This table gives the definition of the specified record type. 
The function ProcessRecordQ 
Given a record, this function will return 1 if the record is qualified to be selected based on 
the expression specified in the query, or 0 otherwise. ProcessRecord() invokes the 
functions ConditionTest() and Evaluate() to complete its job. 
The function ConditionTestQ 
As mentioned in Section 4.5.8, the expression in a query consists of one or more sub-
expressions which are connected by a logical connection - AND or OR. Each sub-
expression consists of a record field (which may be preceded by a record name), an 
operator, and a value. More than one sub-expressions can be grouped within brackets to 
show priority. 
ConditionTestO is responsible for checking if a given record satisfies with each of 
the sub-expressions in the query. It invokes the functions EqualTest(), GreaterTest(), 
LessTestO, GreaterEqualTestO, LessEqualTest(), if the operator used in the sub-
expression is an '=', '>', '<', '>=', '<=', respectively. 
The function EvaluateQ 
ConditionTestO converts each of the expressions in the query to either 1 if the record 
satisfies with the sub-expression, or 0 otherwise. Evaluate() is responsible for evaluating 
the expression which, after processed by ConditionTestO, consists of Is and Os 
connected by AND or OR. Evaluate() will return 0 if the evaluation results 0, or 1 
otherwise. 
The function PrintRecordQ 
Given a record and the type of the record, this function displays the name and values for 
each field of the record. 
The function WriteDBverQ 
This function writes an updated version of a data block. 
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