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Abstract _
 
This paper proposes a specification test for non-nested semiparametrically specified competing
 
models. The test-statistic is based on an artificial regression procedure. We derive the asymptotic
 
distribution of the test-statistic under the null and alternative hypotheses and the finite-sample
 
properties of the test are studied by means of simulations. The test is applied to discriminate
 
between alternative Engel Curve specifications in share form, which relate total expenditure (X)
 
with percentage of total expenditure spent on a specific good (Y). With data from the 1980
 
Spanish Family Expenditure Survey, one of the considered forms explains adequately the
 
behaviour of households not contained on the tails of the distribution of X; when the whole data
 
set is used both specifications are rejected possibly due to the fact that seemingly there is not
 
mean dependence between Y and X for households with high total expenditure.
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1. INTRODUCTION 
In recent years several procedures have been proposed for estimating the 
unknown parameter of the partially linear regression function 
ElY Ix,zl = (3'X + g(Z) a.s., 0.0 
where (Y,X,Z) is an IRxlRPxlRq-valued observable random variable, (3 is an 
IRP-valued unknown parameter vector and g:IRq ~ is an unknown real function. 
These procedures are discussed, among others, in Delgado and Mora (994) (see 
references therein). However, there has been no work on the problem of model 
selection within the framework of equation 0.1). This paper deals with 
discrimination between non-nested partially linear regression models. 
Pesaran and Deaton (978) and Davidson and Mackinnon (981) proposed 
procedures to test non-nested hypotheses. Pesaran and Deaton proposed a 
test-statistic based on an application of Cox's centred log-likelihood ratio 
criterion (Cox 1961, 1962). Davidson and Mackinnon proposed much simpler 
procedures which arise from artificial nesting (AN) of regression equations. 
These test-statistics based upon AN procedures, which are also straightforward 
applications of Cox's criterion (see White 1982 or Fisher 1983), have been 
extensively used in the econometric literature in recent years (see MacKinnon 
1990). Our specification test for non-nested partially linear regression 
models is also based on the AN procedure. 
We apply the proposed specification test to analise the validity of some 
forms of Engel Curves. Popular forms of Engel Curves are 
ElYIXl = (3 + (3 (Log X) + (3 (Log xl, a.s., 0.2)
o 1 2 
where X is the total expenditure of a household and Y is the budget share 
spent on a certain good, and 
1 
E[Y\X] = f3 + f3X + f3 X-I a.s. (1.3) 
o I 2 
Equation 0.2) generalises the Working-Leser (WL) form of Engel Curves 
(Working 1943 and Leser 1963) and has been used by Deaton (981) and Deaton et 
al. (989) among others. Equation 0.3) is the share form of Engel Curves 
deduced from the Quadratic Expenditure System (QES) of Pollack and Wales 
0978, 1980). We test the validity of (1.2) and 0.3) taking into account 
other possible relevant variables Z (e.g: size of a household or age of 
reference person). If we assume that the relationship between Z and X is 
additive, then we can test the validity of the WL form and the QES form of 
Engel Curves using the specification test for non-nested partially linear 
regression models which we introduce in this paper. 
In Section 2 we define the test statistic, prove its asymptotic 
properties and present some Monte Carlo results which show the finite-sample 
performance of the test in different sampling schemes. In Section 3 the 
proposed test is applied to analyse the validity of Engel Curves 0.2) and 
0.3) using data from the 1980 Spanish Family Expenditure Survey. Proofs are 
confined to an appendix. 
2. A SEMIPARAMETRIC SPECIFICATION TEST 
The objective of this section is to propose a test statistic for choosing 
between alternative non-nested partially linear regression models. Suppose we 
have independent identically distributed observations ((Y ,X ,Z), lsisn} from 
I I I 
an IRxlRPxlRq-valued random variable (¥,X,Z) where X = (X IX IX ) takes values on 
123 
IRkxIR1xIRm (k+l+m = p). The researcher faces the competing hypotheses, 
H: (2.1) 
o 
H: (2.2) 
I 
where g(.) is an unknown function from IRq to IR and f3 I f3 I f3 are vectors of 
I 2 3 
unknown parameters. In other words, the researcher has to decide between two 
alternative groups of variables in the linear part of a regression function in 
2 
a situation where stacking all the independent variables and propose ElY IX,zl= 
X'f3 + g(Z) is not sensible from an economic point of view. This is the case, 
for instance, in the specification of Engel Curves considered in Section 3, 
where X, X and X are income related variables and Z is a vector of 
I 2 3 
regressors explaining personal chara.cteristics. 
In order to define a statistic for our test, first of all we must specify 
a procedure to estimate the .coefficient (3 In the partially linear regression 
model 0.0. This model has been studied by many authors In recent years (see 
Delgado and Mora 1994 and references therein). Here we follow the approach of 
Robinson (988) and Spe.ckman (988), who proposed feasible estimates of f3 
based on nonparametric estimates of the unknown regression functions ElY IZlE 
m and ElXIZ1E m . y x 
The idea behind the estimate they proposed may be explained as follows: 
equation 0.0 may be rewritten as 
Y-m = (X-m )'(3 + U, (2.3)y x 
where ElU IX,Zl = 0, a.s. If m and m were known, (2.3) would be an ordinaryY x 
regression model and, given a random sample {(Y,X,Z), l:si:sn}, the OLS 
I I I 
procedure would give the root-n-consistent estimate2 
In our model, we do not assume that the regression functions m (.) and 
Y 
m (.) are of known functional form and, hence, f3 is infeasible. Feasible 
x 
parameter estimates can be constructed from nonparametric estimates of the 
regression functions. Thus, we wlll consider 
~ E rE (X -x xx -x )'1 rl~ (X -x xY -Y )1 , (2.4)
111111"111 III 
where XI and YI denote, respectively, nonparametric estimates of m •XI 
2Throuchout this paper, all summatlons run from 1 to n unless otherwise 
speclfled. We also arbitrarily define % to be 0, and the same convention 
applles whenever the Inverse 01' a slncular matrix appears. 
3 
E[X Iz ] and m • ElY IZ ] and 1 is a trimming function introduced forI I YI I I I 
technical reasons. 
The asymptotic properties of ~ have been studied. among others. by 
Robinson (1988). Speckman (1988) and Delgado and Mora (1994) under different 
sampling schemes. In the model analysed ....y Speckman (988). Z is a 
fixed-design non-random variable. no trimming is required and any 
nonparametric estimate satisfying certain standard assumptions may be used. 
Robinson (988) studies equation 0.1) when Z is an absolutely continuous 
random variable and errors are independent of regressors. He uses higher order 
kernels when q (dimension of Z) is greater than 1. The main result in Robinson 
(988) is that. under certain regularity conditions. 
(2.5) 
where (1'2 = Var(YIX,Z) and t = E[(X-m XX-m )'). His theorem assumes 
x x 
independence between regressors and regression errors and. hence. it is not 
straightforwardly applicable to the heteroskedastic case. In Delgado and Mora 
(994) equation 0,1) is considered first when Z contains only discrete random 
variables and then when Z contains both discrete and absolutely continuous 
random variables. In the former case independence between regressors and 
regression errors is not required. Hence. their main result can be easily 
generalised to the heteroskedastic partially linear regression model. in which 
case. under certain regularity conditions 
where '11 = E[(X-m )(X-m )'r1E[(1'2(X,Z)(X-m )(X-m )')E[(X-m )(X-m )'r1 and 
x x x x x X 
(1'2(X,Z) = Var(YIX,Z). 
2.1. Test-statistic 
As mentioned above. the proposed test-statistic is based on an AN procedure. 
There are different ways to implement this procedure (see Davidson and 
Mackinnon 1981). Here. we artificially link the two competing hypotheses by 
means of the "composite hypothesis" 
4 
In terms of He the two competing hypotheses (2.0 and (2.2) become 
H: 15" 0, (2.7)
o 
H: 15 .. 1. (2.8)
1 
After a suitable reparametrization, the composite hypothesis can be rewritten 
as ElY IX,Zl .. X'1 + X'(3 15 + X'(3 + g(Z). Obviously, 15 and (3 are not 
11 22 33 2 
identifiable in this equation. However, under H it is possible to obtain a 
1 
consistent estimate ~2 of (32 by using equation (2.4). We can then consider the 
artificial regression 
Y .. X'1 + X'~ 15 + X'(3 +og(Z) + U (2.9)
11 22 33 
and finally estimate the coefficients (1 ,15,(33) of this partially linear 
1
model, using again equation (2.4). As suggested by (2.7) and (2.8), the 
t-ratio obtained for 15 is the test-statistic. 
Let us obtain the expression of the test statistic. Given a random sample 
{(YI,XI,ZI)' lsisn}, first we obtain an estimate of (32 from 
c c 
21 31] I r 21 ..YI I, (2.10) ....
c' }-1 [.. c' ] 
.... I I.... I 
C c' C c' 
31 31 31 YI 
where c .. X - Se (1srs3), c .. Y - Y and, for ~ .. X, X, X , Y, (
rl rl rl YI I I 1 2 3 I 
denotes a nonparametric estimate of El~II Zl The exact expression of the 
trimming function 1 and the nonparametric estimate ( will be given below 
I I 
according to the underlying distribution of Z. Now, using the estimate ~ 
2 
obtained from (2.10), we can estimate (1 ,15,(3) in the partially linear model 
1 3 
(2.9) by 
5 
£ £ 
. 11 VI 
= f-ln-lE ~'E E (2.11 ) I 2 21 VI 
[ 
... ... 
£ £ 
31 VI 
where 
£ £' a E E'11 21""~ 11 31 
a,C c' Q ~'£ £' (2.12)
""2 21 21""2 2 21 31 
A lit. I A E E'£31£2113 2 31 31 
Finally, the	 t-ratio which we will use as statistic for our test is 
where a is the (k+1)th diagonal element in f-1, U.2 .. ~ In-10 21 and (k+l)(k+l)	 L. 1 1 
o = E -	E'r - E' ~ 8 - E' r .I VI	 11 1 21 2 31 3 
2.2. Asymptotic properties 
2.2.1. Discrete regressors. 
First	 we suppose that Z is an IRq-valued discrete random variable, Le., 
q3 7)clR , 7)	 countable set, such that P(Zc7»=l and -; e7) ..P(Z=-; )>0. (2.14)
I	 1 
This assumption was already discussed in Delgado and Mora (994). The simplest 
nonparametric weights we can use in this case are the non-smoothi.ng wei.ghts, 
that is to say, for J""l 
w (Z ) ..	 1(Z =Z )1<1: .. 1(Z =Z », (2.15)
nJ 1 J I c..1 c 1 
where 1(A) is the indicator function of event A. We also define 
1 .. 1<1: .. 1(Z ..Z )>0). (2.16)1 c..1 c 1 
This trimming function is introduced in order to consider only those 
observations for which the denominator in (2.15) is not O. 
6 
In some situations the non-smoothing weights may perform poorly, so that 
we also consider in this chapter two well-known smoothing weights, namely, the 
kernel wei.ghts and the k-nearest neLghbour weLghts. The former ones are 
IV J(Z ) = t/J((Z -Z )Ih )11: .. t/J((Z -Z )Ih ), (2.17)
nil J n c ...l 1 c n 
for a kernel function t/J from ~q to ~ and a sequence of smoothing values h 
n 
satisfying that 
t/J has bounded support and h ---+ 0 (as n ---+ co). (2.18) 
n 
The precise definition of k-nearest neighbour weights is somewhat 
involved -we refer the interested reader to Stone (977) for the general case 
or Delgado and Mora (994) for the discrete case. We assume that 
11k + k In ~ O. (2.19) 
n n 
In order to establish the asymptotic properties of t we will assume 
Var(Y IX,Z)=cr2e(O,co), E((X-E[X IZXX-E[X IZ)')& ~ is d.p. (2.20) 
~ = [:~I :12 :"]1. (2.21)
12 22 23 
~' ~' ~ 13 23 33 
The homoskedasticity assumption in (2.20) will be relaxed below. The 
assumption on ~ is an identifiability condition for the unknown parameter 13· 
The following theorem establishes the asymptotic properties of the 
test-statistic t under H and H . o 1 
THEOREM 1.- Let ((Yl,Xll,X21,X31,ZI)' 1sLsn} be Lndependent 
k 1identLcally distrLbuted observations from an IRxlR xlR xlRmxlRQ-valued
 
observable random variable (Y,X,X,X ,Z) (k+l+m = p). Assume
123 
7 
that (2.14) and (2.20) hold, EIIXII 4<1II) and E[U41<1II) (where 
UE Y-E[Y IX,Z», and suppose we use the weights defined in (2.15) 
and the trimming function defined in (2.16). 
a) Under Ho (i.e. if (2.I) holds), if we denote 
1: • 
23 
and (: • X -E[X IZl (I$rsJ), then 
r r r 
aV [:: 1 •. [:: 1
 
a2) 1f ex -0 then,

2 
d 2-10]
N( : ." r !,[
I
where r • H(ex )'IH(ex ) and '1fuelR ,
2 2 
u 
o
o ~ ]. 
m 
d
a3) If ex -0 then, t -~) N(O,V.
2
 
b) Under H (i.e. if (2.2) holds), then
 
1 
---::,d-4) N( [ 0 1, lT~ -1). 
o 23 
b2) 1f ~ -0 then,
2 
8 
b3) If f3 _0 then, V p>O P( It I>p)---+ 1 (as n ~). _ 
2 
COROLLARY 1.- All results stated Ln theorem 1 also hold when 
a) kernel weLghts (2.17) and trLmmLng functLon (2.16) 
are used and we also assume (2.18). 
b) k-NN weLghts are used and we also assume (2.19). (No 
trimming functLon Ls requLred here). _ 
The homoskedasticity assumption in (2.20) may be suppressed, but then all 
asymptotic variance-covariance matrices change in the usual way (see Eicker 
1963, White 1980). Specifically, if instead of (2.20) we assume that 
Var(YIX,Z)= (1'2(X,Z)>O and E(X-E£XIZ)(X-E£XIZ)')- t is d.p. (2.22) 
then, according to (2.6), the statistic which we must use is 
(2.23) 
where b is the (k+1)th diagonal element in f'-I~f'-I and 
(k+l)(k+l) 
[; E' ~ c c' 
11 21 2 11 31 
f3"'c c' f3" ~J£ [;, 2 21 21 2 2 21 31 
[; [;, ~ c c'31 21 2 31 31 
The following theorem summarises the asymptotic properties of this 
If 
heteroskedasticity consistent t-ratio t. Corresponding results for (~,~) 
2 3 
and (7 ,&,7) under H and H may be obtained in a similar way for this1 3 0 1 
heteroskedastic model. 
COROLLARY 2.- WLth the same conditLons and notation as Ln Theorem
 
1, let us replace assumptLon (2.20) by assumption (2.22).
 
9 
N d 
a) If H is true and « ;1:0, then t ~ N(O,V.
o 2 
b) If H is true and f3 ;1:0, then "f/ p>O, Nltl>p) ~ 1. • 
1 2 
2.2.2. Mixed continuous-discrete regressors. 
Now we consider the case when Z also contains absolutely continuous 
random variables, i.e., we will assume that 
} (2.24)(2) r.Z c IR 1S absolutely continuous; r+s • q, r~l. 
We estimate m)" - Efl:; IZ J using Nadaraya-Watson kernel weights (Nadaraya 
...1 I 1 
1964, Watson 1964) for the continuous regressors and the non-smoothing weights 
for the discrete regressors, i.e. 
W (Z )=K (h )I(Zl1J.Z ll)/L K (h )I(Z l1J.ZW), (2.25)
nJ I I J n I J e le n I e 
where hereafter we denote K (h ) - K((ZI2lZ (2))/h), K is a function from IRr 
Ij n I J n 
to IR defined by K(z) = k(z )k(z ) .. 'k(z J, k is a function from IR to IR 
1 2 q 
("kernel function") and h is a sequence of positive real numbers which we 
n 
will refer to as "sequence of smoothing values". Now, we can estimate ml;l by 
m)" = I: l; W (Z), for any random variable 1:;. Note that, unlike in previous 
...1 J J nJ I 
sections, this is not a "leave-one-out" estimator. Using these estimates it is 
possible to construct estimated residuals el:;l and estimates of the parameters 
A A
of interest ~, f3 and (J" "'2 as in the discrete case, but now 
(2.26) 
where b is a sequence of positive real numbers (trimming values). 
n 
Some additional assumptions are required to prove that a similar result 
to Theorem 1 holds when there are both continuous and discrete regressors in 
the unknown part of the model. Given ~d), let f (.) be the density function of Z(2)lzll)=~ and denote 9 (u) - g(~,u) (function ~g(.,.) as defined in (I.O for 
q I~ (l) (2)(~,u) E IR ), ~ (u) - EfX Z =~,Z =uJ. We will assume that 
~ 
10 
U 11 Y - ElY IZ] and (X,Z) are independent, (2.27) 
3veIN : f e ~CIl, 9 e ~4 (Z(2) IZ( I)=If.) and 
If. VB If. VB (2.28)}~ e ~2 (Z( 2)IZ( 1 )=If.) , uniformly in VIf. VB 
the kernel function k is in the class K and (2.29)
2VB 
b ~O, nb4h 2B ~ CIl (as n --+ CIl) (2.30)
n n n 
ex CIlClasses ~ ,~ and K are as defined in Robinson (988), and "uniformly in V"fl fl 1 
means that the constants which appear in the definition do not depend on the 
value If.. The following result generalises Theorem 1. 
THEOREM 2.- All results stated in Theorem 1 also hold when 
assumption (2.14) is replaced by assumption (2.24), nonparametric 
weights (2.15) and trimming function (2.16) are replaced, 
respectively, by (2.25) and (2.26), and, additionally, conditions
 
(2.27), (2.28), (2.29) and (2.30) are assumed in the model. _
 
Observe that the conditions required in Theorem 2 are much stronger than 
those required in Theorem 1 -this is why we have preferred to consider first 
the discrete case separately, as in many cases (see, for example, Section 3 
below) all variables in the unknown part of the model are discrete. 
The Central Limit Theorems stated in Theorems 1 and 2 generalise earlier 
results obtained in a complete parametric environment by Davidson and 
MacKinnon 0980, MacKinnon et al. (983) and Fisher (983), among others. 
Assumptions in Theorem 2 were first introduced by Robinson (988) in the 
semiparametric LLd. partially linear regression model with absolutely 
continuous Z, and have been also considered in Delgado and Mora (994) for the 
mixed case. 
Observe also that the asymptotic distribution of the test-statistic t 
holds only if the unknown parameters ex (under H ) or (3 (under H ) are not O. 
202 1 
Obviously, the assumption (32- 0 is not restrictive at all, because if (32 were 
11 
equal to 0 (and this hypothesis can be tested), then the alternative 
hypothesis would be nested in the null hypothesis and the test could be 
carried out in a straightforward way. The assumption Cl:;lt 0 is not restrictive 
2 
either3 , because, in practice, before facing H and H, the researcher 
o 1 
estimates separately each model and will only take into account both models if 
she can accept that the coefficients in them are not O. (In fact, in view of 
Theorem 1, in order to make sure that when Ho is true the percentage of 
rejections is, asymptotically, not greater than the level of significance, 
first we should test whether the coefficient of X is 0 or not). We will 
2 
examine the behaviour of the test-statistic when ex 0 in one of the models11: 
2 
which we simulate in Section 2.3 below. 
2.3. Simulations 
We have generated observations from 12 different models in order to examine 
the finite-sample properties (size and power) of the test. Results 
corresponding to two different sample sizes are contained in Tables 1, 2, 3 
and 4. 
In models 1-6 the null hypothesis was true, whereas in models 7-12 the 
alternative hypothesis was the true one. Except for models 4 and 10, the test 
we performed was 
In models 4 and 10, the null and alternative hypotheses were 
3This assumption 
on the IImltlnc 
Is similar 
behaviour of 
to Davidson 
n­1F'(/3)G(r), 
and 
and 
Macklnnon's 
appean In 
(1981) 
all 
assumption A3 
the econometric 
literature on non-nested tests. 
12 
The description of all variables in each model is as follows: 
Model 1: 2-Poisson(2); v ,V ,V all N(O,V;
1 2 
2,V ,V ,V indep.;
1 2 
x :: 22+V' 
1 I' 
X 
2 
:0 32+V +V ;
1 2 
Y =4X +32+V. 
1 
Model 2: Identical to model I, but 2-N(2,2). 
Model 3: Identical to model 2, but V :0 
., ., 
(U -2)12, with V -cHI2(2). 
Model 4: 2-Poisson(2); V ,V ,V ,V all N(O,V;
1 2 3 
2,V ,V ,V ,V indep.; X 2Z+V; X = 32+V +V ;:0 1 2 3 1 1 212 
X = 2+V +V +V ; Y 4X +X +32+V.:0 
3 1 2 3 1 3 
ModelS: 2-PoLsson(2); V ,V ,V ,V all N(O,V;
1 2 3 
2,V ',V ,V ,V indep.; X' = (22+V ,2+V +V +V );
1 2 3 1 1 1 2 3 
X = 32+V +V . Y = (4,-2)X +3Z+V. 
2 1 2' . 1 
., .,
 
Model 6: 2 -N(SO.S,228.2); 2 = 2 +1, with 2 -PoLsson(2.S);
1 2 2 2 
2X; :: (V,V ); X~ = (exp(V),exp(-V», with V-N03.4,0.S2); 
Y = (0.229,-0.0148)X +g(2 ,2 )+V. with V-N(0,0.012);
1 1 2 
-0.1 Lf 2 < 2 
2 ,2
., 
,V,V indep. g(Z .Z ) ={ 0.1 Lf 2 2 > 3 }.
1 2 1 2 2 
0 otherwise 
Model 7: Identical to Model I, but Y :0 0.4X + 32 + V. 
2 
Model 8: Identical to Model 2, but Y =0.4X + 32 + V. 
2 
Model 9: Identical to Model 3, but Y =0.6X + 32 + V. 
2 
Model 10: Identical to Model 4, but Y = 0.8X + X + 32 + V. 
2 3 
Model 11: Identical to ModelS, but Y :0 X + 32 + V. 
2 
Model 12: Identical to Model 6, but Y = (e ,e)X + g(2 ,Z ) + V,
1 2 2 1 2 
where e = -1.3£-7, e = 1.6£+4. 
1 2 
In models I, 2, and 3 the competing regression functions have not any 
common independent variable (X ), and we consider the cases of discrete 2 
3 
(model 0, continuous 2 (models 2 and 3) and non-normal error term (model 3). 
13 
In model 4 there is an independent vari,able (X ) which appears in both the 
3 
null hypothesis and the alternative one. Model 5 has been defined in such a 
way that 0:: = 0 -thus, the asymptotic distribution for the t-ratio t proved in 
2 
Theorem 1 does not hold. Finally, model 6 has been defined in such a seemingly 
strange way in order to make the generated data similar to the observations 
which we use in Section 3. In this model, the mean and variance of V coincide 
with the sample mean and variance of log(X), where X is the variable total 
expenditure considered in Section 3; vector ~ coincides with the 
1 
semiparametric estimate of this parameter obtained in Section 3 (see Equation 
3 in Table 6); and the variance of U was selected in such a way that the 
variance of variable Y in this model coincides with the variance of variable Y 
in Section 3 (percentage of total expenditure spent on food). Observe that, in 
model 6, functions et/.) and If.t/.) are both constants, so that this model 
satisfies (2.28). 
Models 7-12 have been generated in a similar way to models 1-6 
(respectively), but now the true specification for the regression function is 
the alternative hypothesis. In model 12, vector ~ coincides with the 
2 
semiparametric estimate of this parameter obtained in Section 3 (see Equation 
9 in Table 7). 
We have used two different sample sizes (n= 40 in tables 1 and 3, n=200 
in tables 2 and 4) with different number of replications in each case (r=l0000 
for n=40 and r=2000 for n=200). In those models in which Z was a Poisson 
random variable we computed the test-statistic t using a non-smoothing 
estimate (row labelled Non-S.) and a kernel estimate. In those models in which 
Z was an absolutely continuous random variable t was computed using a 
nonparametric kernel estimate with two different smoothing values. In models 6 
and 12 we used a kernel estimate for Z and non-smoothing weights for Z . All 
1 2 
programs were written in FORTRAN double precision and all observations were 
generated using the pseudorandom number generators from the NAGLIB library. 
Programs were run at the VAX work-stations in London School of Economics. 
In all kernel estimates the kernel function we used is the univariate 
Epanechnikov kernel or the product of univariate Epanechnikov kernels. On 
computing the kernel estimates smoothing values (h) had to be selected; in 
n 
14 
all cases, we have simply selected meaningful values for h -in fact, results 
n 
were not very sensitive to the choice of this number, provided that it was 
chosen within a sensible interval. In models with continuous Z we also had to 
select trimming values: we used be 0.1 for ne 40 and be 0.03 for ne ZOO. 
In all tables we report the empirical significance level for two nominal 
significance levels (0.05 and 0.07). We also report the sample mean (M) and 
variance (V) of the estimate (1 ,8) computed as defined in (2.11) (in models 4 
1 
and 10 the estimate is (1 ,a,l». In small numbers we report the parameters
1 3 
of the normal distribution which asymptotically approximates these estimates 
• • 1/2 A ) d
accordmg to Theorem 1 (for example, m model I, n (1 -4 --+ N(O,Z); thus 
1 
1 asymptotically behaves as a random variable with distribution N(4,Z/n».
1 
In tables 1 and 2 we analyse the size of the test. We observe that for a 
small size (Table 1) the empirical level is always greater than the nominal 
significance level; however, with medium sample size (table 2) the empirical 
level and the nominal significance level are very close. The only exceptions 
to this are the kernel estimates in models 1 and 4, in which, due to the 
smoothing, the estimate 8 is highly biased and, hence, the test does not work 
(the problem of smoothing in nonparametric and semiparametric regression with 
discrete variables has already been analysed in Delgado and Mora 1994). 
Finally, the results obtained in model 5 suggest that when «=0 the 
2 
test-statistic may still work, even though the asymptotic result for 8 does 
not hold any more (note that in model 5 the variance of 8 does not decrease as 
the sample size increases). 
In tables 3 and 4 we analyse the power of the test. The proposed test is 
extremely powerful even for a small sample size. Only in models 1 and 2 the 
percentage of rejections for «=0.05 is below 75%. 
To sum up, in this small Monte Carlo experiment the proposed test 
performs adequately with respect to its size and power characteristics, though 
with small sample size there is a tendency to over-reject. Thus, the 
test-statistic behaves in a similar way to other test-statistics based on AN 
procedures in non-nested parametric and semiparametric models (see Pesaran 
1982, Godfrey and Pesaran 1983 or Delgado and Stengos 1994, among others), 
15 
•• • 
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3. TESTING FUNCTIONAL FORM OF ENGEL CURVES 
3.1. The Engel Curve relationship 
The traditional s~atic Engel Curve model specifies the relationship between 
total expenditure of a household and expenditure on a specific good s, 
P q • f (X,Z) + U, (3.0 
where PI is price of good t (which is assumed to be constant for all 
households), ql is quantity purchased of good t, X is total expenditure of the 
household and Z is a vector of other possibly relevant variables. 
An alternative model which has been widely studied is the Engel Curve 
relationship in share form, Le., 
Y = g (X,Z) + u, (3.2) 
where Y = P q /X denotes the proportion of total expenditure spent on good t. 
I I I 
The interest on this share form of the Engel Curve relationship started with 
the studies of Working (943) and Leser (963), who revealed the stability of 
the log-linear specification for Food Engel Curves, 
Y • (3 + (3 log(X) + U. (3.3)
.01 
However, this simple formulation does not provide a reasonable approximation 
for other Engel Curves (see, for example, Atkinson et a1. 1990 or Lewbel 1991, 
and references therein) and the class of preferences that can generate (3.3) 
(which has been called PIGLOG) underlies the Almost Ideal model of Deaton of 
Muellbauer, which is not consistent with empirical evidence on the shape of 
Engel Curves (see Lewbel 1991 or Banks et a1. 1993). In recent studies, the 
Working-Leser form of Engel Curves has been generalised in different ways in 
order to obtain global demand systems consistent with empirical evidence. Two 
of the most popular specifications for static Engel Curves are the generalised 
form of the Working-Leser relationship 
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Y = (3 + (3 log(X) + (3 log(Xl + U, (3.4) 
a 0 1 2 
and the share form relationship for Engel Curves derived from the Quadratic 
Expenditure System (QES) of Pollack a'ld Wales 0978, 1980), 
Y = (3 + (3 X + (3 X-1 + U. (3.5) 
a 0 1 2 
In this section we want to face the functional forms for Engel Curves 
(3.4) and (3.5) taking into account other possibly relevant variables. 
Specifically, we consider a vector of variables Z containing what has usually 
been referred to as "demographLc varLables" (the four demographic variables 
considered in this paper are described in Section 3.2 below). The traditional 
procedures commonly used to incorporate the information of these variables in 
the modelling of Engel Curves are demographic translating and demographic 
scaling (see Pollack and Wales 1981). These procedures are simple to implement 
but recent empirical research does not support this specification (see Gozalo 
1992). In this paper we use a different method to model the effect of 
demographic variables: we have generalised equations (3.4) and (3.5) including 
a vector Z of other possible relevant variables in a semiparametric way, 
yielding the stochastic specification 
ElY IX,Zl = (3 + (3 log(X) + (3 log(X)2 + g(Z) aoS., (3.6) 
a 012 
ElY IX,Zl = (3 + (3 X + (3 X-I + g(Z) aoS., (3.7) 
a 012 
for the generalised Working-Leser form (hereafter referred to as 
"Working-Leser form") and the Quadratic Expenditure form (hereafter referred 
to as "QES" form) respectively. 
3.2. Data 
Our results are based on data from the 1980 Consumer Expenditure Survey (CES) 
for Spain. The CES contains 23972 observations, with detailed information on 
household characteristics, total income and expenditure and various 
17 
expenditure categories. The sample is designed to be representative of the 
total Spanish population. 
The main variables we have considered in our analysis are: 
X:	 Total expenditure (in pesetas). 
Y:	 Percentage of total expenditure spent on food ("share food"). 
ZI:	 Age of "reference person" in the household (i.e. member of the 
household with greatest income). 
z:	 Size of household. 
2 
Z:	 Size of the town where the household is placed.3 
Z:	 Sex of reference person.
4 
The	 variable Z was categorised into 5 groups according to the number of 
3 
inhabitants (in thousands) of the town (NI): Z (NI) = t if NI E 1. where 
3 1 
1.=(0,2). 1 =[2,10). 1 =£10,50). 1 -[50,200), 1 =[2oo,flO).
2 3 4 5
In this illustrative study we have restricted our analysis to food Engel 
Curves in order to avoid problems with zeros (in all other expenditure groups 
there was a meaningful proportion of observations exactly equal to 0). 
Table 5 provides a descriptive summary of the most important variables. 
Figure 1 shows the nonparametric density estimate of X. This plot shows that 
the lognormal specification may be appropriate for this variable (in all 
kernel estimates we used univariate Epanechnikov kernels or the product of 
univariate Epanechnikov kernels). This nonparametric estimate was not computed 
for values of X greater than 2.3E+6 because the number of observations 
decreased in that interval. 
Figure 2 is a cross-plot of Y and X with all observations in the sample. 
Figures 3a, 3b, 4 and 5 depict the estimated Engel Curves in share form. In 
figures 3a and 3b we used the whole data set to obtain the nonparametric 
estimates. These figures show that the log-linear specification may be 
appropriate for this regression function. In figures 4 and 5 we tried to 
examine the influence of other variables in the shape of food Engel Curves. 
First we analysed the influence of the variable "age of reference person": we 
estimated separately Engel Curves for three different types of households 
18 
(type A if Z ~30, type B if Z E (30,60J and type C if Z >60) -the 
1 1 , 1 
corresponding estimates are shown in figure 3. We observe that the shape of 
the three estimated Engel Curves is quite similar. Finally, we estimated 
separately Engel Curves for households of size 1, 2-5 and 6 or +. Apparently, 
this variable (Z ) has more influence on the shape of Engel Curves than Z: in 
2 1 
figure 4 we note that the form of the estimated Engel O:ry.e for households 
with size 1 seems to differ from the form which has been estimated for 
households with size greater than 1. In figures 3, 4 and 5 we observe that the 
Engel Curve behaves in a strange way when X is large (see, for instance, the 
shapes of Food Engel Curves for households of type C in figure 3 or for 
households with size 1 in Figure 4). This is possibly due to the fact that the 
observations of X are more sparse when X is large and, hence, the 
nonparametric estimate has high variance in that interval (it would be 
necessary to use a bigger smoothing value in order to reduce the variance of 
the nonparametric estimate when X is large). 
3.3. Estimation procedure and results 
The objective of this section is to use the test which has been proposed in 
Section 2 to face two competing explanatory models for the Engel Curve 
relationship: the Working-Leser form (3.6) and the QES form (3.7) described in 
Section 3.1 above. 
First of all we have estimated semiparametrically different regression 
functions trying to analyse the importance of different characteristics of the 
households on estimating the parameters of the Engel Curve form. 
The first six equations we have estimated are derived from the 
Working-Leser form. If we denote W' = (logX, (logXl) then we have 
1 
Eq. 1: E[YIW,ZJ = I3'W + 13 
1 1 0 
Eq. 2: E[YIW,ZJ = I3'W + g(Z)
1 1 1 
Eq. 3: E[YIW,ZJ = I3'W + g(Z )
1 1 2 
Eq. 4: E[YIW,ZJ = I3'W + g(Z ,Z )
1 1 1 2 
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Eq. 5: £lYIW,Zl = ~'W + g(Z ,Z ,Z )
1 l' 1 2 3
 
Eq. 6: £lYIW,Zl ... ~'W + g(Z ,Z ,Z ,Z )

1 1 1 2 3 4 
Equations 7-12 are derived from the Q.E.S. form. Specifically, if we denote 
W2'=(X, X-1), then we have 
Eq. 7: £lYIW ,Zl'" tJ'W + tJ
220 
Eq. 8: £lYIW ,Zl ... tJ'W + g(Z)
221
 
Eq. 9: £lYIW ,Zl ... tJ'W + g(Z)

222 
Eq.l0: £lYIW ,Zl ... ~'W + g(Z ,Z )
2 2 1 2 
Eq.ll: £lYIW ,Zl = ~'W + g(Z ,Z ,Z )
2 2 1 2 3
 
Eq.12: £lYIW ,Zl ... tJ'W + g(Z ,Z ,Z ,Z )

2 2 1 2 3 4 
Equations 1 and 7 were estimated using the OLS procedure, whereas in all other 
equations ~ was computed using the semiparametric estimate defined in (2.4). 
We used non-smoothing weights for Z, Z, Z and kernel weights with two 
2 3 4 
different smoothing values for Z (these values may seem too big at first 
1 
sight, but remember that the sample mean and standard deviation of Z are,
1 
respectively, 50 and 15). In table 6 we report the semiparametric estimates 
which have been obtained for eqs. 1-6 and in table 7 we report results for 
eqs. 7-12. In all equations both parameters are significantly different from 0 
irrespective of whether we assume homoskedasticity or not (<<=0.05). As regards 
the importance of other variables, Z seems to be the one with greater
2 
influence on results: note that the estimates of models 1-2 (models 7-8) are 
similar, but they seem to differ from those of model 3 (model 9). 
We have performed 12 different tests in order to face our competing 
hypothesis taking into account the influence of those variables which describe 
households. In tests 1-6 the null hypothesis is the Working Leser form and the 
alternative is the Q.E.S. form, Le., 
H : £lYIW ,W ,Zl ... tJ'W + g(Z)
o 1 2 1 }.Tests 1-6: 
H : £lYIW,W ,Zl ... tJ'W + g(Z)
1 1 2 2 
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In tests 7-12 we reversed the null and alternative hypotheses, i. e. , 
Ho: ElYIW I ,W2,Zl .. ~'W2 + g<,Z) } 
Tests 7-12: 
HI: ElYlwI ,W2,Zl .. ~'WI + g(Z) 
The set of variables included in Z was different for each test: 
Tests 1 and 7: No Z variable; 
Tests 2 and 8: z .. z·I' 
Tests 3 and 9: Z .. Z·2' 
Tests 4 and 10: Z .. (ZI' Z2); 
Tests 5 and 11: Z .. (Z, Z , Z );123 
Tests 6 and 12: Z .. (Z , Z , Z , Z ). 123 4 
Note that with these definitions, tests 1 and 7 are purely parametric but all 
other tests are semiparametric. 
In table 8 we report the results obtained for all tests, using the whole 
data set. In all cases we reject the null hypothesis (an asterisk at the end 
of the row means that the null hypothesis is rejected with significance level 
a=O.OS). However, results for tests 1-6 are sUbstantially different from those 
obtained for tests 7-12. From our estimation of tests 1-6, we deduce that the 
value of c5 is significantly different from 0, but also significantly different 
from 1 -thus, we must reject the null hypothesis, but it is also unreasonable 
to think that the alternative one is correct. On estimating the parameters 
involved in tests 7-12, we also obtain that c5 is significantly different from 
o and 1, but, at least, S seems to be close to 1 (if H were true, S would 
1 
converge to 1 in probability). In short, we cannot accept either the 
Working-Leser form or the Q.E.S. form as the true underlying forms for the 
Engel Curves. As mentioned in Section 2, the test we propose tends to 
over-reject in some situations. In order to analyse whether this could be the 
case in our model, we generated models 6 and 12 in Section 2.3. Those models 
were generated in such a way that the resulting variables, individually, had 
similar distribution to the variables considered in this model. The problem of 
over-rejection did not appear in those simulated models for sample sizes much 
21 
smaller than the one we have in this real data problem. Thus, it also seems 
unreasonable to say that the results obtained in table 8 are a consequence of 
the bad performance of the test-statistic we used. 
We have searched for explanations for these negative results. First of 
all we haw' reduced the data set. It might happen that the rejectionof both 
the Working-Leser and the QES form is a consequence of considering too 
heterogeneous a sample. In order to analyse this conjecture, we performed 
again all tests but now considering only those observations corresponding to 
"standard" households, i.e., those households consisting of two adults (one 
woman and one man) between 18 and 64 years of age and one, two or three 
children below 18. The sample size decreased then from 23972 to 6710, but 
results (shown in Table 9) were entirely similar to those we had previously 
obtained. The only remarkable difference was that now the variable "size of 
household" was not as relevant in these tests as in those performed with· the 
whole data set, that is to say, results are similar for tests 3 and 1-2 in 
Table 9, in opposition to what is observed in Table 8 (this difference was 
entirely foreseeable because in the new data set the size of all households 
was 3, 4 or 5). 
Finally, we reduced the data set in a different way: we performed again 
all tests considering only those households whose total expenditure was within 
the (0.1,0.8) quantiles. In Table 10 we report the results we obtained. In 
this table we observe that, for the first time, in some of the tests the null 
hypothesis was not rejected (tests I, 2 and 3). Moreover, in tests 1-6, the 
parameter f3 is significantly different from 0 On all cases, significance 
level cx.=O.OS), whereas in tests 7-12 the parameter a was not significantly 
different from 1 and, in some cases, the parameter f3 was not significantly 
different from O. Thus, the Working-Leser form adequately explains all 
results. But this is by no means a surprise. It is well-known that the 
Working-Leser form adequately explains the relationship between total 
expenditure (X) and share food (Y), except for those observations contained in 
the upper tail of X (this is consistent with results discussed, among others. 
by Banks et a1. 1993) -and those are precisely the observations which we did 
not take into account in these final tests. 
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To sum up, neither the Working-Leser nor the QES form can be accepted as 
suitable forms for the Food Engel Curve when all observations in the Spanish 
Family Expenditure Survey of 1980 are considered. This negative conclusion 
holds throughout all the semiparametric specifications we considered. The 
Working-Leser form seems to explain adequately the behaviour of those 
observations which are not on the tails of the distribution of total 
expenditure, but fails to explain the results we obtained even when only 
homogeneous households were considered. This negative result does not seem to 
arise from the problem of heteroskedasticity or insufficient number of 
observations (heteroskedastic consistent standard errors were computed and the 
sample size was quite large). 
In fact, if we examine again Figure 2, we might conjecture that the 
reason why we have obtained this negative result is because there does not 
seem to be mean dependence between Y and X for those households with high 
total expenditure (specifically, in Figure 2 we see that when X is greater 
than 5£+6 the cross-plot between Y and X does not show any relationship 
between both variables). Our testing procedure discriminates between the two 
proposed specifications (in favour of the Generalised Working-Leser form) if 
we do not take into account observations on the tails of the distribution of 
X. But it fails to discriminate between them when the whole data set is used, 
possibly because we might admit that there is a structural break in the true 
regression function: the Generalised Working-Leser form explains the behaviour 
of households which do not have high total expenditure, but no relationship 
between Y, X could be proposed for households with high total expenditure4• 
Hence, a possible next step in this research would be to estimate the point at 
which there is a structural break. 
APPENDIX.- Proofs 
We will only prove Theorem 1. Corollaries I, 2 and Theorem 2 follow applying 
similar arguments as in Theorem 1 and the following results from Delgado and 
4Obvloully, we mean that the only realonable functional form which mlcht 
capture the relatlonlhlp between Y and X (for oblervatlonl with hlCh total 
expenditure) would be a conltant function not dependlll& on X. 
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Mora (1994): Corollary 3 (for Corollary la), Corollary 4 (for Corollary Ib), 
Theorem S (for Corollary 2) and Theorem 6 (for Theorem 2). 
Proof of Theorem I, al.- Let us define 
£ £' £ £ 
21 31 1 -1r I [ 21 Y I ] 1 , 
] 1} 1£ £' £ £ 
31 31 31 YI 
It will suffice to prove that 
p ) 0, (A.I) 
and 
p ) O. (A.2) 
We will first prove (A. I). 
£21£']31 p ) I (by LGN); (A.3)
23£ £' 
31 31 
21 p ) 0£ 21 C' (AA) 
c C' 
31 21 
(applying Cauchy-Schwartz inequality as in Delgado and Mora 1994, because 
4EIIXII <oo). As c = c' f3 + c' f3 + U , then 
YI 11 1 31 3 I 
£ [£ CC'] [f3 1n-1r c 21 ] 1 = n-1r 21 c'11 21 31 1 ]
 
I [ YI I I , , D I
 C £ C C £ ,..
31 31 11 31 31 3 
Removing the trimming function as before, we obtain 
p (A.S)[:~: :::][::l
 
Thus, (A.I) follows from (A.3), (AA) and (A.S). As for (A.2), 
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f- I n-IfI: ([ £21]£ I - E ([ £21]£ I) + (f-I
23 I VI I I VI I 23 
£ 
A 
£ 
31 31 
Here, the second term converges to 0 in probability because (f-I - I-I)
23 23 
converges to 0 in probability (as proved in Delgado and Mora 1994) and the 
other factor has already been analised as (A.S). As for the first term, we 
only have to prove that 
- E ([ £21]£ I) p ) O. 
I £ 31 VI I 
Now, as H is true 
o
 
£ = £' f3 + £' f3 + U ,
 
VI 11 I 31 3 I 
£ I = £' f3 I + £' f3 I + £ I . 
VI I 11 I I 31 3 I UI I 
(The second equality follows from equation 3.8 in Delgado and Mora 1994). 
Therefore, 
- E ([ £21]£ I) = 
I VI I 
£ 31 
£ £' £ £'] [f3] [£ ]n-I(E 21 11 21 31 I ) I + n-lE ( 21 £ I +
 
I I I UI I
A A A A A[ £ £' £ £' f3 £ 
31 II 31 31 3 31 
_ n-I(E £ 21 £' £ 21£'] 1 ) I _ n-1E ( [£11 31 [f3] 21 ] U 1 . 
I [ , , I Q I 11£ £ ££,.. £ 
31 11 31 31 3 31 
As before, we can ignore the trimming function. Now, the fourth term converges 
to 0 by LGN; the second term converges to 0 as is proved in Delgado and Mora 
1994; and the difference' between the first term and the third one converges in 
probability to 0 because i converges to • (also proved in Delgado and Mora 
1994). • 
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Proof of Theorem 1. a2.­
A A 
11
 
""" -1 -1 '" £""" ] A
 
.. r n '£ £ 1 (A.6)[~' ] 1:, ~2.:' v,,'[ 
73 31 
where f • H(~ )'iH(~ ), and ~ , i are as before. As "0 is true,2 2 2 
cl" c' f3 1 + c' f3 1 + cl. (c' C' ~ c,)[:I]1 + cl.VI I 11 1 I 31 3 I UI I 11 21 2 31 I UI I 
f33 
Thus, taking this expression into (A.6) we obtain: 
A A 
+ t-'n-'1: [ • f3'£:"].£ 1 .. I 2 21 UI 1[:' ]·[::J 
£ 
A 
3 31 
A 
11[i,-~, ]
1/2 
-1/1: [ < An aA =f-1H(~ )' x n £ 
2 I 21 ]'u,1,. 
A7 -f3 £313 3 
Now, 
A 
d 2 n-1/1: [ : 11 ] c 1 ---+) N(O,er t),
I 21 UI I 
A 
£31 
as Delgado and Mora (994) prove. And, as a result from Theorem l.al, H(~2) 
A-I -1
and r converge in probability to H(a,2) and r , respectively. Thus, 
71-f31 ] 
A 
•
1/2 d (2 -1 -1) 2 -1 n a ---+) N O,er r H(a,2)'tH(a,2)r a: N(O,er r ).[ 
73-f33 
Proof of Theorem l.a3.- We have defined 
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From Theorem l.a2. we deduce that the numerator in t converges in distribution 
to a random variable with distribution N(O,er2a ). where a (k+l)(k+l) (k+l)(k+l) 
is the (k+1)th diagonal element in r- I . And from the definition of r and r we 
., 
deduce thc:.t a(k+l)(k+l) converges in probability to a(~+I)(k+l)' It only 
2
remains to prove that a.2 converges in probability to er • a. is an estimator 
obtained under He' Thus. 
-1" ZA A A A A A A A A 
= n r (£' (3 1 + £' (3 1 + £ 1 - £' 71 - £' (3 al - £3'17311) ...I 11 1 I 31 3 I UI I 11 1 I 21 2 I 
-1 A A ,.. A A A A A 2 
= n r (£' «(3 -7)1 + £' «(3 -7)1 + £ 1 - £' (3 al ) . 
I 11 1 1 1 31 3 3 I UI I 21 2 I 
In this expression all terms converge in probability to 0 (as a consequence of 
-I "2 2Theorem 1. al and a2) except n r £ 1. which converges to er as is proved
I UI I 
in Delgado and Mora (994). _ 
Proof of Theorem l.bl.- This result is proved in Delgado and Mora (994). 
because this is a pure partially linear model. _ 
Proof of Theorem l.b2.- As H is true. E l ... E' (3 1 + E' (3 1 + E l = 
1 yl 1 21 2 I 31 3 I Ul 1 
= (E' E'~ E')[ ~ ]1 + «(3 -~)'E 1+ E l •11 21 2 31 1 2 2 21 I Ul l 
(33 
Taking this expression into (A.6) we obtain 
., 
+ r-IH(~ )'(n-1r [ :11 ]E' 1 )«(3 _~ ) + 
2 I 21 21 I 2 2 
., 
£31 
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" £: 
11 
A-I -1~ AA cl,+ r n L. {3'£:
1 Z Z1 U1 1[ ]
" £: 
31 
And in this expression the second and the third term converge to 0 in 
probability as a consequence of previous results, • 
Proof of Theorem 1.b3.- As before, 
1/2" ('Z'" )112
t • n tJ/ (1' a(k+1Uk+l) , 
As in Theorem 1. a3, (1'"2 converges in probability to (1'2, Hence, as a consequence 
~/(;'Za" )112 'b b'l't tof Theorem"1 b2 g '" (k+l)(k+l) converges In pro all y 0 
rl12«(1'Za >o. And Theorem 1. b3 follows straightforwardly from it. •(k+lHk+ll 
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TABLE 1
 
Monte Carlo results for models 1-6 (Size of the test)
 
Sample Size = 40, Number of replicatIons = 1ססoo 
Empi r I cal ... ... ... 
1 1 15Level 1 3 
«=0.05 «=0.01 M V M V M V 
0.0978 0.0346 4.0003 0.0694 
- -
-0.005 0.0096 
Non-S 
4.0 0.05 0.0 0.0063Ml 
Kern. 0.1131 0.0369 4.1300 0.0697 
- -
0.053 0.0059 
h=1.2 4.0 0.05 0.0 0.0063 
Kern. 0.1043 0.0322 4.0165 0.0770 - - 0.004 0.0102 
h=0.5 4.0 0.05 0.0 0.0063M2 
Kern. 0.0862 0.0286 4.0325 0.0745 
- - 0.013 0.0085 
h=0.8 4.0 0.05 0.0 0.0063 
Kern. O. 1030 0.0353 4.0213 0.0779 
- -
0.002 0.0102 
h=0.5 4.0 0.05 0.0 0.0063M3 
Kern. o .0919 0.0297 4.0297 0.0734 
- -
0.015 0.0089 
h=0.8 4.0 0.05 0.0 0.0063 
0.0995 0.0311 4.0027 0.0748 1. 0010 0.0362 -0.015 0.6890 
Non-S 
4.0 0.05 1.0 0.025 0.0 0.01M4 
Kern. 0.2840 0.1219 4.1123 0.0710 0.7771 0.0297 0.124 0.0075 
h=1.2 4.0 0.05 1.0 0.025 0.0 0.01 
o .0951 0.0340 4.0032 0.0706 -1.998 0.0357 -0.082 1099.7 
Non-S 
4.0 0.05 -2.0 0.025MS 
Kern. o .2799 0.1213 4.1122 0.0713 -2.221 0.0296 0.467 386.8 
h=1.2 4.0 0.05 -2.0 0.025 
K./NS 0.1929 0.0973 0.2293 0.0160 -0.014 3.0£-5 0.001 0.0513 
h=10 0.229 -0. 014 0.0M6 
K./NS o .0871 0.0294 0.2286 0.0079 -0.014 1.4£-5 -0.001 0.0237 
h=60 0.229 -0.014 0.0 
Notes.- 1. In small numbers the correspondlnc asymptot I c values 
(See Section 2.3 and theorem 1) ... 
... 
2. In models 5 and 6 columns labelled 1 and 1 contain 
1 3 ... 
the results for the first and second coordinates of vector 1 . 
1 
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TABLE 2
 
Monte Carlo results for models 1-6 (Size of the test)
 
Sample Size c 200, Number of replications = 2000 
Empi r i cal .. .. 
1 1 aLevel 1 3 
0:=0.05 0:=0.01 M V M V M V 
o .0590 0.0185 4.0015 0.0110 
- -
-0.001 0.0014 
Non-S 
4.0 0.01 0.0 0.0015Ml 
Kern. 0.2845 0.1045 4.1152 0.0110 - - 0.049 0.0010 
h=1.2 4.0 0.01 0.0 0.0015 
Kern. 0.0655 0.0160 4.0044 0.0110 - - 0.002 0.0014 
h=0.4 4.0 0.01 0.0 0.0015M2 
Kern. o .0570 0.0145 4.0122 0.0107 - - 0.007 0.0013 
h=0.7 4.0 0.01 0.0 0.0015 
Kern. 0.0575 0.0135 4.0060 0.0109 
- -
0.001 0.0014 
h=0.4 4.0 0.01 0.0 0.0015M3 
Kern. 0.0655 0.0175 4.0109 0.0112 - - 0.009 0.0013 
h=0.7 4.0 0.01 0.0 0.0015 
0.0615 0.0165 4.0039 0.0109 1.0006 0.0056 -0.004 0.0029 
Non-S 
4.0 0.01 1.0 0.005 0.0 0.002M4 
Kern. 0.8435 0.6340 4.0996 0.0115 0.7989 0.0453 O. 117 0.0012 
h=1.2 4.0 0.01 1.0 0.005 0.0 0.002 
0.0590 0.0140 4.0034 0.0108 -1 .998 0.0057 -0.718 2033.9 
Non-S 
4.0 0.01 -2.0 0.005MS 
Kern. 0.8285 0.6160 4.0991 0.0109 -2. 198 0.0048 0.638 0.3405 
h=1.2 4.0 0.01 - 2.0 0.005 
K./NS 0.0815 0.0285 0.2295 0.0011 -0.015 1.7£-6 0.002 0.0017 
h=10 0.229 -0 .015 0.0M6 
K./NS 0.0495 0.0105 0.2285 0.0008 -0.015 1.3£-6 0.0001 0.0014 
h=60 0.229 -0 .015 0.0 
Notes.- 1. In small numbers the correspondlnc asymptotic values 
(See Section 2.3 and theorem 1) .. 
.. 
2. In models 5 and 6 columns labelled "'I and'" contain3 .. 
the results for the first and second coordinates of vector 1 . 
I 
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TABLE 3 
Monte Carlo results for models 7-12 (Power of the test) 
Sample Size • 40, Number of replications 
Emp i r i cal ... 
«cO.05 
0.6895 
Non-S 
M 7 
Kern. 0.8229 
h=1.2 
Kern. 0.6834 
h=0.5M 8 
Kern. 0.7077 
h=0.8 
Kern. o .9086 
h==0.5M 9 
Kern. 0.9269 
h=0.8 
0.8890 
Non-S 
MIO 
Kern. 0.9942 
h==1.2 
0.9676 
Non-S 
MII 
Kern. 0.9996 
h=1.2 
K./NS 0.9528 
h-l0MI2 
K./NS 0.9805 
1Level 1 
«cO.Ol M V M 
0.4964 0.0003 0.0694 ­
0.0 
0.6334 0.1300 0.0697 
­
0.0 
0.5011 0.0165 0.0770 ­
0.0 
0.5086 0.0325 0.0746 ­
0.0 
0.8206 0.0213 0.0779 ­
0.0 
0.8386 0.0297 0.0733 
­
0.0 
0.7671 0.0002 0.0716 1.0017 0.0354 0.9889 0.8751 
0.0 1.0 1. 00 
0.9734 O. 1098 0.0682 0.7789 0.0295 0.9511 0.0169 
0.0 1.0 1. 00 
0.9152 0.0032 0.0706 0.0016 0.0357 0.9972 0.0577 
0.0 0.00 1.0 
0.9954 0.1122 0.0713 -0.222 0.0296 1. 1165 0.0341 
0.0 0.00 1.0 
0.9192 -0.002 0.0593 6.1£-5 1.1£-4 1. 0007 0.0833 
0.029 0.0014 1. 00 
0.9586 0.0006 0.0260 -3£-05 4.7£-5 0.9998 0.0368 
h=60 0.029 
Note •• - 1. In .mall number. the 
(See SectIon 2.3 and theorem 1) 
2. In model. 10 and 11 
c 1ססoo 
A 
1 3 3 
V M V 
- 1.0071 0.9958 
1. 00 
- 0.8850 0.0644 
1. 00 
- 0.9710 0.5571 
1. 00 
- 0.9713 1.4938 
1. 00 
-
0.9778 0.2285 
1. 00 
- 0.9769 0.0574 
1. 00 
the re.ult. f'or the f'lr.t and .econd coordInate. of' vector 1. 
1 
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0.0014 1. 00 
corre.pondln& a.ymptotlc value. 
... ... 
column. labelled 1 and 1 contaIn 
13'" 
V 
TABLE 4 
Monte Carlo results for models 7-12 (Power of the test) 
Sample Size = 200, Number of replications = 2000 
A A	 AEmpi r i cal 
'1 '1	 ~ Level 1	 3 
«=0.05 «=0.01 M V M V M 
0.9995 0.9960 0.0015 0.0110 - - 0.9979 0.0182 
Non-S 
0.0	 1. 00M 7 
Kern. 1 .0000 0.9995 0.1152 0.0110 - - 0.8945 0.0094 
h=1.2 0.0 1. 00 
Kern. 1 .0000 0.9980 0.0044 0.0110 - - 0.9943 0.0177 
M 8	 h=0.4 0.0 1. 00 
Kern. 1 .0000 0.9990 0.0122 0.0107 - - 0.9859 0.0157 
h=0.7 0.0 1. 00 
Kern. 1 .0000 1.0000 0.0060 0.0109 - - 0.9949 0.0076 
M 9	 h=0.4 0.0 1. 00 
Kern. 1 .0000 1.0000 0.0109 0.0112 - - 0.9909 0.0075 
h=0.7 0.0 
- -
1. 00 
1 .0000 1.0000 0.0039 0.0109 1. 0007 0.0056 0.9976 0.0046 
Non-S 
0.0 1.0	 1. 00MIO 
Kern. 1 .0000 1.0000 0.0996 0.0115 0.7989 0.0049 0.9526 0.0027 
h=1.2 0.0 1.0 1. 00 
1 .0000 1.0000 0.0034 0.0108 0.0015 0.0057 0.9969 0.0084 
Non-S 
0.0 0.00 1.0MI! 
Kern. 1 .0000 1.0000 0.0992 0.0109 -0.198 0.0048 1. 1050 0.0054 
h=1.2 0.0 0.00 1.0 
K./NS 1 .0000 1.0000 -0.002 0.0017 1. 0£-4 3.2£-6 1.0024 0.0022 
h=10	 0.029 0.0014 1. 00M!2 
K./NS 1 .0000 1.0000 -1£-04 0.0015 3.4£-6 2.7£-6 1.0002 0.0019 
h=60	 0.029 0.0014 1. 00 
Notel. - 1. In Imall numberl the correlpond Ine alymptotlc valuel 
~ Sect Ion 2.3 and theorem 1) 
A A 
2. In modell 10 and 11 columnl labelled '1 and '1 contain
1 3 A 
the	 relul tl for the flrlt and lecond coord Inatel of vector '1 . 
1 
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TABLE 5 
Moments and Quantiles 
Variables Mean S.D. 5% 25% 50~ 75~ 95~
 
865550 629550 185505 449784 731113 1112480 1977378
Total Exp. 
0.3783 0.1656 0.1306 0.2583 0.3642 0.4847 0.6744Share Food 
50.5385 15.1074 27 38 50 62 76
Age or R. P 
3.6950 1. 7918 1 2 4 5
Size of H. 
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7 
r- ..._­
TABLE 6 
Semiparametric estimates for equations 1-6 (Working-Leser form) 
SE{~ ) HS{~ ) SE{~ '2) HS{~ )~I I I ~'2 '2 
(w It hEq. 1 con.tant) 5.0£-1 2.9£-2 4.2£-2 -2.3£-2 1.1£-3 1.6£-3
 
Kernel h=10 5.4£-1 2.9£-2 4.4£-2 -2.5£-2 1.1£-3 1.6£-3
 Eq. 2 
Kernel h-60 5.2£-1 2.9£-2 4.2£-2 -2.4£-2 1.1£-3 1.6£-3
 
Eq. 3 Non-S. 2.3£-1 2.9£-2 5.0£-2 -1.5£-2 1.1£-3 1.8£-3
 
Eq. 4 Ker/NS h-lO 3.1 £-1 2.9£-2 5.1£-2 -1.8£-2 1.1£-3 1.9£-3
 
Ker/NS h=60 2.6£-1 2.9£-2 5.0£-2 -1.6£-2 1.1£-3 1.8£-3
 
Ker/NS h=10 3.6£-1 2.9£-2 5.1£-2 -1.9£-2 1.1£-3 1.9£-3
Eq. 5 
Ker/NS h=60 3.2£-1 2.9£-2 5.0£-2 -1.8£-2 1.1£-3 1.9£-3
 
Ker/NS h=10 3.5£-1 2.9£-2 5.0£-2 -1.9£-2 1.1£-3 1.9£-3
Eq. 6 
Ker/NS h=60 3.1£-1 2.9£-2 4.9£-2 -1.7£-2 1.1£-3 1.8£-3 
Note.- SE • Standard Error; HS • Hetero.keda.tlc Con.l.tent SE 
TABLE 7 
Semiparametric estimates for equations 7-12 (Q.E.S. form) 
SE{~ I) HS (~I ) SE{~ '2) HS{~ '2)~I ~'2 
(withEq. 7 con.tant) -1.2£-7 1.7£-9 3.5£-9 9.8£+3 4.8£+2 1.5£+3 
Kernel h=lO -1.2£-7 1.7£-9 3.4£-9 8.0£+3 4.9£+2 1.6£+3Eq. 8 
Kernel h=60 -1.2£-7 1.7£-9 3.4£-9 9.0£+3 4.8£+2 1.5£+3 
Eq. 9 Non-S. -1.3£-7 1.7£-9 4.2£-9 1.6£+4 5.0£+2 2.2£+3 
Ker/NS h=10 -1.3£-7 1.6£-9 4.0£-9 1.3£+4 5.0£+2 2.1£+3Eq.l0 
Ker/NS h=60 -1.3£-7 1.7£-9 4.1£-9 1.5£+4 5.0£+2 2.2£+3 
Ker/NS h-lO -1.2£-7 1.7£-9 3.9£-9 1.1£+4 5.0£+2 2.0£+3Eq.ll 
Ker/NS h=60 -1.2£-7 1.7£-9 4.0£-9 1.3£+4 5.0£+2 2.0£+3 
Ker/NS h=10 -1.2£-7 1.6£-9 3.9£-9 1.2£+4 5.1£+2 2.0£+3Eq.12 
Ker/NS h=60 -1.2£-7 1.7£-9 3.9£-9 1.4£+4 5.1£+2 2.0£+3 
Note.- SE • Standard Error; HS • Hetero.keda.tlc Con.l.tent SE 
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TABLE 8
 
Results for Tests 1-12. Sample size = 23972 (all observations)
 
Ho: Working-Leser form vs. H : Q.E.S. form 
1 
SEC ~) ~ HSCS)~1 1 2 
T.l 2.0E-1 1 .4E-3 -1.2E-2 1.0E-4 -7.5E-2 5.9E-3 9.3E-3 ., 
T.2 K. h=10 8.9E-1 4. 1E-2 -4.0E-2 1.7E-3 -5.3E-1 4.3E-2 5.1E-2 ., 
K. h=60 8.4E-1 3.9E-2 -3.9E-2 1.6E-3 -5.2E-1 4.2E-2 5.0E-2 ., 
T.3 Non-S. 4.6E-1 3.2E-2 -2.6E-2 1.3E-3 -5.1E-1 3.1E-2 4.4E-2 ., 
T.4 K. h=10 5.7E-1 3.4E-2 -3.0E-2 1.4E-3 -4.9E-1 3.3E-2 4.6E-2 ., 
K. h=60 5.0E-1 3.2E-2 -2.8E-2 1.3E-3 -5.1E-1 3.2E-2 4.5E-2 ., 
T.5 K. h=10 6.4E-1 3.5E-2 -3.2E-2 1.4E-3 -5.0E-1 3.6E-2 4.9E-2 ., 
K. h=60 6.0E-1 3.4E-2 -3.1E-2 1.4E-3 -5.2E-1 3.4E-2 4.8E-2 ., 
T.6 K. h=10 5.9E-1 3.5E-2 -3.0E-2 1.4E-3 -4.7E-1 3.5E-2 5.0E-2 ., 
K. h=60 5.5E-1 3.4E-2 -2. 9E-2 1.4E-3 -4.9E-1 3.4E-2 4.9E-2 ., 
Note.- SE. Standard Error; HS. Heteroskedastlc Consistent SE. 
An asterisk means that the null hypothesis Is rejected (<<=0.05). 
H : Q.E.S. form vs. H : Working-Leser form 
0 1 
SEC~ ) SE (~2) S SECS) HSCS)~1 1 ~2 
.,T.7 -8.E-9 1.2E-9 -7.0E+3 5.2E+2 1.1E+O 5.0E-3 6.6E-3 
.,K. h=10 5.6E-8 4.9E-9 -5.8E+3 6.0E+2 1.5E+O 3.9E-2 4.2E-2T.8 
.,K. h=60 5.6E-8 4.8E-9 -6.0E+3 6.1 E+2 1.5E+O 3.9E-2 4.3E-2 
.,T.9 Non-S. 5.8E-8 4.0E-9 -1.0E+4 6.9E+2 1.4E+O 2.8E-2 3.3E-2 
.,K. h=10 5.3E-8 4.1E-9 -8.5E+3 6.6E+2 1.4E+O 2.9E-2 3.5E-2no 
.,K. h=60 5.7E-8 4.0E-9 -9.7E+3 6.8E+2 1.4E+O 2.8E-Z 3.4E-2 
.,K. h=10 5.3E-8 4.2E-9 -7.8E+3 6.4E+2 1.4E+O 3.1E-2 3.7E-2TU 
.,K. h=60 5.6E-8 4.1E-9 -8.7E+3 6.6E+2 1.4E+O 3.0E-2 3.6E-2 
.,K. h=10 5.0E-8 4.2E-9 -7.5E+3 6.6E+2 1.4E+O 3.1E-2 3.9E-2T12 
.,K. h=60 5.3E-8 4.1E-9 -8.4E+3 6.8E+2 1.4E+O 3.0E-2 3.8E-2 
Note.- SE • Standard Error; HS • Heteroskedastlc Consistent SE. 
~terlsk means that the null hypothesis Is rejected (<<=0.05). 
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TABLE 9 
Results for Tests 1-12. Sample size • 6710 ("standard" households) 
H : Working-Leser form vs. H: O.E.S. form 
o I 
~1 SE(~ ) ~2 SE(~2) 8 SE(8) HS( 8)I 
T.! 2.1 £-1 4.0£-3 -1.4£-2 2.7£-4 3.5£-3 1.6£-2 2.2£-2 
K. h=15 2.3£-1 7.9£-2 -1.8£-2 3.0£-3 -5.7£-1 9.1£-2 1.1£-1T.2 
K. h=75 1. 7 £-1 8.0£-2 -1.6£-2 3.0£-3 -6.0£-1 9.2£-2 1.2£-1 
T.3 Non-S. 1.3£-1 7.8£-2 -1.5£-2 3.0£-3 -6.1£-1 8.8£-2 1.1£-1 
K. h=15 2.4£-1 7.8£-2 -1.8£-2 3.0£-3 -5.9£-1 8.8£-2 1.1£-1T.4 
K. h=75 1.5£-1 7.8£-2 -1.5£-2 3.0£-3 -6.1£-1 8.8£-2 1.1£-1 
K. h=15 2.9£-1 7.8£-2 -2.0£-2 3.0£-3 -5.9£-1 9.1£-2 1.1£-1T.5 
K. h=75 2.5£-1 7.9£-2 -1.9£-2 3.0£-3 -6.1£-1 9.1£-2 1.2£-1 
K. h=15 2.9£-1 7.8£-2 -2.0£-2 3.0£-3 -6.0£-1 9.1£-2 1.1£-1T.6 
K. h=75 2.4£-1 7.9£-2 -1.8£-2 3.0£-3 -6.3£-1 9.1£-2 1.2£-1 
Note.- SE E Standard Error; HS • Heteroskedastlc Consistent SE.
 
An asterisk means that the null hypothesis Is rejected (<<=0.05).
 
H : O.E.S. form vs. H: Working-Leser form 
o 1 
~1 SE (~I ) ~2 SEC ~ 2) 8 SE(8) HS( 8) 
T.? 1.8£-9 2.0£-9 -2.5£+2 2.7£+3 1.0£+0 1.5£-2 2.0£-2 
K. h=15 5.1£-8 8.6£-9 -2.6£+4 4.7£+3 1.5£+0 8.8£-2 1.1£-1T.8 
K. h=75 5.2£-8 8.6£-9 -2.8£+4 4.8£+3 1.6£+0 8.9£-2 1.1£-1 
T.9 Non-S. 5.4£-8 8.4£-9 -3.0£+4 4.8£+3 1.6£+0 8.5£-2 1.1£-1 
K. h=15 5.4£-8 8.4£-9 -2.8£+4 4.6£+3 1.6£+0 8.5£-2 1.0£-1TIO 
K. h=75 5.5£-8 8.4£-9 -3.0£+4 4.8£+3 1.6£+0 8.5£-2 1.1£-1 
K. h=15 5.3£-8 8.5£-9 -2.6£+4 4.5£+3 1.6£+0 8.8£-2 1.1£-1TU 
K. h=75 5.4£-8 8.5£-9 -2.8£+4 4.6£+3 1.6£+0 8.8£-2 1.1£-1 
K. h=15 5.3£-8 8.4£-9 -2.7£+4 4.5£+3 1.6£+0 8.8£-2 1.1£-1TI2 
K. h=75 5.5£-8 8.4£-9 -2.9£+4 4.6£+3 1.6£+0 8.8£-2 1.1£-1 
Note.- SE • Standard Error; HS • Heteroskedastlc Consistent SE.
 
An asterisk means that the null hypothesis Is rejected (<<=0.05).
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TABLE 10 
Results for Tests 1-12. Sample size e 16719 
«(0.1,0.8)-quantlles in expenditure) 
H
0 
: Worki ng-Leser form vs. H 
1
: Q. E. S. form 
~l SE(~l ) ~2 SE(~2) S SECS) HS(S) 
T.l 2.1£-1 6.7£-3 -1.4£-2 4.4£-4 -4.2£-2 3. 1£-2 3.3£-2 
K. h=10 6.2£-1 4.2£-1 -2.9£-2 1.9£-2 -9.4£-2 6.9£-1 7.2£-1T.2 
K. h=60 5.0£-1 4.0£-1 -2.4£-2 1.8£-2 2.2£-2 7. 1£-1 7.4£-1 
T.3 Non-S. -2. £-1 1.8£-1 -1.4£-3 6.0£-3 -1.5£-1 5.0£-1 5.3£-1 
K. h=10 1.4£-1 1.7£-1 -1.2£-2 8.3£-3 -1.1£-1 5.3£-1 5.6£-1T.4 
K. h=60 -9. £-2 1.6£-1 -4.3£-3 6.3£-3 -1.2£-1 5. 1£-1 5.4£-1 
K. h=10 2.3£-1 1.9£-1 -1.6£-2 9.4£-3 -1.5£-1 5.4£-1 5.8£-1T.5 
K. h=60 6.1£-2 1.6£-1 -9.7£-3 7.4£-3 -1.4£-1 5.3£-1 5.6£-1 
K. h=10 1.8£-1 1.8£-1 -1.3£-2 9.0£-3 -2.9£-2 5.4£-1 5.8£-1T.6 
K. h=60 3.8£-2 1.6£-2 -8.2£-2 7.2£-3 -5.3£-2 5.3£-1 5.7£-1 
Note.- SE • Standard Error; HS • Heteroakedaatlc Conalatent SE.
 
An .aterlak meana that the null hypotheala la rejected (<<=0.05).
 
H : Q.E.S. form vs. H : Working-Leser form0 1 
SE (~l ) SE(~2) S SECS) HS(S)~l ~2 
.,T.? -8.£-9 6.4£-9 -6.3£+3 4.7£+3 1.0£+0 3. 1£- 2 3.2£-2 
K. h=10 1.3£-8 1. 1£-7 -1. 9£+3 1 .7£+4 1.1£+0 6.9£-1 7.2£-1T.8 
K. h=60 -3.£-9 1. 1£-7 6.4£+2 1.8£+4 9.8£-1 7. 1£-1 7.4£-1 
.,T.9 Non-S. 2.2£-8 7.6£-8 -7.4£+3 2.5£+4 1.1£+0 5.0£-1 5.3£-1 
.,K. he10 1.8£-8 8.3£-8 -4.6£+3 2.2£+4 1.1£+0 5.3£-1 5.6£-1no 
.,K. h=60 1.8£-8 7.8£-8 -5.6£+3 2.5£+4 1.1£+0 5. 1£-1 5.4£-1 
K. he 10 2.3£-8 8.5£-8 -5.6£+3 2.1£+4 1.1£+0 5.4£-1 5.8£-1TU 
.,K. h=60 2.1£-8 8.1£-8 -5.8£+3 2.3£+4 1.1£+0 5.3£-1 5.6£-1 
K. h=10 4.8£-9 8.4£-8 -1.1£+3 2.1£+4 1.0£+0 5.4£-1 5.8£-1Tl2 
.,K. he60 8.1£-9 8.0£-8 -2.2£+3 2.3£+4 1.1£+0 5.3£-1 5.5£-1 
Note.- SE. Standard Error; HS • Heterolkedaatlc Conalatent SE. 
A~terlak meana that the null hypotheala la rejected (<<=0.05). 
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Figure 1.- Density Function of Total Expenditure (Kernel Estimate) 
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Figure 2.- Cross-Plot X/V 
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Figure 3a.- Food Share for All Households (Kernel Estimate) 
1.lSe 
1 ••8 
•
r. 
L
•
en 1.38 
1 
IL 
1.28 
"-a.IE+IIS
 
"-IS.IE+14
 
1.18 
8	 4 8 12 16 28 24 
(X Ui..8>Tat.l Exp.nditu~. 
Figure 3b.- Food Share for All Households (k-NN Estimate) 
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Figure 4.- Food Share by Household Type 
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Figure 5.- Food Share by Household Size 
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