The interative nature of life-cycle assessment (LCA) means that more details are looked for until a certain level of reliability has been achieved. This paper is concerned with the identification of key issues for further investigation in such an iterative procedure. Key issues in this context are defined as those aspects of an LCA which need more detailed research to arrive at a solid conclusion. The main concept in the context of finding key issues is the study of the propagation of uncertainties in underlying data. The structured procedure of LCA can be described in mathematical terms, so that standard mathematical techniques for the study of the propagation of uncertainties can be employed. The influence of uncertainties in input data on uncertainties in output data can be calculated, and the main source of the resulting uncertainties can be identified. The result of the analysis is a list of prioritized key issues for more detailed research and more accurate data. 0 1997 Elsevier Science Ltd
Introduction
Many textbooks define life-cycle assessment as an iterative procedure to quantify and interpret the environmental repercussions of a product system from the cradle to the grave related to a functional unit of service. The word 'iterative' is explained by mere reference to the fact that a quick scan is performed before turning to a subsequent refined or even detailed analysis. Usually, guidelines for deciding whether the level of detail suffices, and, if not, at which points to improve on data quality, lack.
The SETAC-Europe Working Group on Screening and Streamlining has identified one of its main tasks as providing a number of initial answers to this problem. It has defined life-cycle screening as a procedure to identify key issues for investigation in a more detailed analysis'. It is therefore important to have operational methods and criteria which tell the LCA-*A first version of this paper was prepared for the SETAC-Europe Working Group on Screening and Streamlining under the title Screening, key issues and sensitivity analyses, dated 25 January 1995. This version contained the same ideas, but consisted essentially of only the first three sections. Comments from the Working Group, and in particular from Evert Nieuwlaar (Utrecht University), Elmar Heinzle (ETH Zurich) and Nice van den Berg (Leiden University), are acknowledged, as is the anonymous referee of this journal.
practitioner (or the LCA-commissioner) where to invest in further research with high priority.
The term 'key issues' also has another meaning: it sometimes means those areas where product and process improvement leads to the highest environmental gain. Obviously, the two meanings are related. Knowledge of areas where a small change has large consequences ('hot spots') serves both functions:
1. these areas represent highly sensitive parameters, in which a small deviation has large influences, and which must be accurately known before drawing conclusions; 2. these areas represent highly sensitive parameters, in which a small change has large influences, and which might be affected by alternative product or process design.
Observe that the words 'deviation' and 'change' occur in these lines. It appears that a central element in the procedure of identifying key issues is the study of the propagation of unintentional deviations or intentional changes.
A third meaning of the term 'key issue' refers to the life-cycle stages or emissions/extractions that contribute heavily to the total environmental impacts of a product system. It should be noticed that this meaning is not implied to be covered under 'key issue' in the present paper, because those 'hot spots' are interesting in themselves, and not so much for a more detailed iteration of the LCA process in the context of life-cycle screening. The distinction between key issues as areas to concentrate on in a more detailed LCI (lifecycle inventory), and key issues as areas that make up a large contribution to the total burden is neglected in most literature,"* whereas it is, according to this paper, of seminal importance.
In the present paper, the emphasis is on uncertainties, statistical issues, and life-cycle screening as a procedure to prioritize areas of further research. This means that the discussion will concentrate on unintentional deviations ('uncertainties', 'measurement errors'). Extension of the ideas developed to intentional changes ('improvements') is, although not discussed here, straightforward. Furthermore, the paper is restricted to screening on the basis of the inventory analysis, so its main emphasis is LCI rather than on full LCA. Extension to life-cycle impact analysis is trivial.
can easily be shown, however, that in less straightforward examples, e.g., in LCIs where feedback loops due to recycling occur, the lowest value of the result can not be predicted by intuition. This would imply that all combinations of upper and lower values must be tried in order to find the upper and lower values of the result. If there are 10000 figures used as input data-a typical number for a mediocre LCI-the number of combinations is 2ioooo, a number which amounts to a 1 with 3000 zeroes. A hopeless task: even for a computer that performs lo9 operations per second, this would mean a calculation time that is considerably longer than the estimated age of the universe! The next two sections give a general discussion on the propagation of uncertainties and the search for key issues W~ZSU stricto. Next, a small example on how to find key issues in an LCI is given. The final section is devoted to discussions. Technical details are left to the appendix.
An alternative is to use Monte Carlo simulations to combine sets of data that deviate randomly within the specified margins. The usefulness of this method hinges on the assumption that a 'sufficient' number of trials has been carried out. It is unclear whether doing so for, say, one hour satisfies the expectations. An interesting third alternative that was published during the review of this paper is presented by Chevalier and Le TCno3.
Using statistical methods

Propagation of uncertainties
The study of the propagation of unintentional deviations is quite well known as 'uncertainty analysis', 'error analysis', or 'perturbation analysis'. It can be performed in various degrees of sophistication. Below, the general ideas will be illustrated using a simple geometric example.
The second approach involves the establishment of margins of uncertainty (or margins of confidence). Under the assumption of a particular distribution of measurement values, certain rules for calculating absolute errors, standard deviations and variances apply.
Consider the following problem: given a rectangle of length (I) 20 (neglecting units) and height (h) 10, what is the area (a), and how sensitive is this area for uncertainties in input data? Using the well-known formula a = 1 x h, it is easily found that the area is 200.
But now the sensitivity: how to determine it? Below, two approaches are described, one based on supplying extreme values, the other on statistical considerations.
Suppose that the length of the rectangle is I= 20 f 3 and the height is h = 10 k 2. It is not difficult to establish a formula to express the margin of uncertainty of a: Au = 1Ah + hhl. This results in a = 200 f 70. The 'real' lower and upper values with these margins of uncertainty are 136 and 276. This formula presents a first-order approximation; the validity is restricted to small changes. Nevertheless, it also often gives for larger changes a fairly good approximation.
Mathematicians have established a general formula to express the propagation of uncertaintiesG.
Let a variable y depend on a number of variables xi, x2, . . ., and let the functional relationship be denoted by f:
Calculating extreme values 
The connection with the standard deviations a@,), o(r*), *** can then be made by using the fact that the variance is the square of the standard deviation:
We see that there is some choice with respect to the exact definition of uncertainty. For now, let it be sufficient to mention that the remaining text is based on the absolute error (equation (2)) while Ronning et ~1.' use standard deviations (equation (4)). The argument concerning the choice for this paper is postponed to the discussion.
A formal expression of the uncertainty of the result as a function of the uncertainty of the data is thus possible, but requires that the result is not expressed as a number but as a formula (expressed by Ax,, x2, . ..)). Fortunately, this is possible in LCI. The details are worked out in one of the next sections as well as in two earlier publications8T9.
Thus we are able to provide a method which expresses the influence of uncertainties in input data on uncertainties in output data. It is thus possible to quantify the accuracy of an LCI result (the inventory table) in terms of the accuracy of the input data (the process data) used. This might provide a criterion for deciding whether more accurate data is needed. It is in principle possible to establish application-dependent criteria, e.g., for design-for-the-environment a relative error of 25% is tolerable, for ecolabelling it is 5%.
So far, a review of previous results. The new element of this paper is that it establishes a quantitative connection between the above estimation of the uncertainty of the LCI-result and the processes and emissions/ extractions that contribute to this uncertainty, thereby enabling an operational and generic method for lifecycle screening. This is the topic of the next section.
Finding key issues for a more detailed LCI
Suppose that an LCA-practitioner arrives at a margin of uncertainty of, say, 30%, and is not satisfied. Then, following the rules of life-cycle screening, he or she goes into a more sophisticated LCI and iterates back to data collection to improve on the key issues. There is thus a need to know which uncertainty of input data is mainly responsible for the large margin of error. Of course, other data sources could be improved as well, reducing the 30% to, say, 28%. What one is hoping for is an indication of which uncertainty should be removed in order to reduce the 30% to a mere 5%. It is therefore important to establish facts like: 'The emission of SO2 is 23 kg with an uncertainty of 12 kg; 7 kg of this uncertainty is due to the uncertainty in the electricity consumption'. This section will concentrate on this question.
It is important to observe that highly uncertain input figures sometimes have a negligible influence on output uncertainty. An uncertainty of 100% in the CO emission from the factory that produces plastic wrappers in which pesticides, that are used for food production, are packed, will hardly show up in the uncertainty of the inventory table of the food product. On the other hand, a not too large uncertainty of 5% in the amount of pesticide that goes to the groundwater can make the final result highly uncertain.
It is therefore necessary to distinguish data that is uncertain from data that contributes grossly to the final result and for which the final result is quite sensitive (Figure 1) . Life-cycle screening should categorize data accordingly. Here we also see the two distinct meanings of the term 'key issues': the life-cycle stages or emissions/extractions that make a large contribution to the total are in the rightmost column of Figure 1 . Some of these will not be a key issue according to the present paper. On the other hand, the other column may also contain key issues in the present sense.
Going back to the example of 1 = 20 + 3, h = 10 f 2 and a = 200 f 70, we can find out that the uncertainty Au is composed of two uncertainties: 
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The total uncertainty in a is 35%. The uncertainty in I contributes 15%; that in h contributes 20%. It is thus more efficient to reduce the uncertainty in h than the uncertainty in 1, although the difference in efficiency is not large in this example.
Returning to the more general formulation in terms of y = &I, %,, *..I, we need to know the total level of uncertainty
together with the parts of which it is composed
The former expression corresponds to the total relative uncertainty, like the 35% in the example above. Data that is certain and hardly contributes to the inventory table ('not a key issue') must be separated from data that is uncertain and makes quite some contribution ('key issue'). Anything in between must be considered carefully ('perhaps a key issue') The latter series of expressions gives the contributions of individual uncertainties, like the 20% and the 15% above.
It is possible to rearrange this series of numbers in decreasing order, so as to obtain a ranking of the parameters which have the highest influence on the uncertainty of the result. This list can conveniently be called 'list of key issues for further investigation'. In the example above, the first key issue would be h, as its current uncertainty means that the result can never be known better than up to 20% certainty.
In principle, this is the entire idea of using statistical methods for the identification of key issues. The appendix is devoted to the remaining problem of the exact form of f in y = flxl, x2, . ..), and to the sensitivity analysis that can be derived from that equation by means of the partial derivatives. The next section is simpler; the reader is encouraged to go through this example of the LCI of sandwich packagings.
A simple example
A small numerical example is presented below. The example builds on the product system introduced by Heijungs'. Some of the words and symbols (such as 'technology matrix', G) are defined in the appendix. It is expected that the reader will be able to understand what is meant without going through the appendix.
The table of process data is reproduced in Table 1 
i.e. we assume all process data to have a rather small uncertainty of 1%. Furthermore, we will assume that there is no uncertainty = 0. We find that the of uncertainty of in the functional unit, i.e. Au inventory table y has margins 
Concentrating on, say y2 (extraction of crude oil), a list that indicates which inaccuracies contribute most to the total inaccuracy of 0.53/5.1 = 10.4% can be compiled (see Table 2 ).
It is easily seen that the uncertainties in the data of aluminium production (process 2) contributes 4.2% to the total uncertainty of 10.4%. A similar remark applies to the data on electricity production (process 1). A first research priority could quite efficiently be aimed at reducing the uncertainties of these process data. The uncertainties of the data of the other two processes are less important. Observe that it can be helpful to aggregate the percentages of contributions per process (see Table 3 ).
A combination of these tables is perhaps the most useful form (Table 4 ). This table shows that a first priority is to consult the manager of the aluminium producer, and ask him or her in particular about their aluminium output and their electricity input. One could envisage facilitating the screening procedure by adding Table3 List of processes that need further investigation; assumptions are summarized in the caption of Table 2 Process Contribution to uncertainty (total = 10.4%) 2 (aluminium production) 1 (electricity production) 3 (aluminium foil production) 4 (aluminium foil usage) 4.2% 4.0% 1.1% 1.1%
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Table4 Combined list of processes and parameters that need further investigation; assumptions are summarized in the caption of a third column with the telephone number of the process engineer that provided the data.
Discussion
This paper has presented an operational and generic method for the identification of key issues for further analysis in a subsequent more detailed LCI. It is operational in the sense that the paper provides all necessary equations to perform the screening procedure, and it is generic in the sense that it can be applied regardless of system boundaries and functional unit. An important point to note is that, although the mathematics are complicated, the fact that this necessarily involves automatized computation means that the method is very easy to operate in practice. One supplies, with the usual process data on inputs and outputs, estimated margins of error. By pressing one button and after waiting for some time, the computer gives the inventory table or environmental profile, their estimated margins of error, and lists of key issues, similar to Table 2 and Table 3 or, alternatively, Table 4 .
Although the method itself is operational, we often lack knowledge of data on the uncertainties of the input data. This makes the application of the screening method described here problematic. A straightforward solution is the one applied in the simple example: give every figure an identical margin of error, e.g. 5%, and use the subsequent analysis to identify key issues, without reference to actual margins of error. Evidently, this procedure can be applied only once, not in an iterative procedure. It is more a sensitivity analysis than a screening procedure. We must be aware that the absence of error data could discourage the collection of these data. Why should one try to figure them out for one process, if they are absent for the other processes? It is clear that it is crucial to escape such negative spirals. The procedure clearly shows that it is better to have a rough estimate of the margins of uncertainty than to simply leave them out. Weidema & Wesnazs'" describe some heuristical rules to estimate uncertainty figures.
A last point of discussion is related to the form of the propagation formula (the linear one of this paper, the Pythagorean one of Ronning et al.', or still another one) in relation to the choice for representing absolute errors, standard deviations, or any other statistical measure of uncertainty. This paper is not so much devoted to representing the reliability of an LCI in the most accurate way, as emphasising the need to look for key issues. As equation (5) and Tables 2, 3 and 4 indicate, an important aspect in finding key issues is linearity. Suppose that the Pythagorean propagation rule (equation (4)) for standard deviations was chosen in the case of the rectangle. Assuming the errors now representing the standard deviations, equation (5) with the serious implication that the total uncertainty of 25% is composed of two parts, 15% and 20%, that together do not make the total. In fact, it would disable the search for key issues, as it inhibits a sentence like 'The emission of SO2 is 23 kg with an uncertainty of 12 kg; 7 kg of this uncertainty is due to the uncertainty in the electricity consumption'. Altogether, this makes the use of the linear propagation rule far more suitable in the context of finding key issues. The question of statistical soundness, however, could turn things upside down, in the sense that a careful statistical treatment would perhaps not allow the procedure to find key issues. Sirey, Paris, 1976, p. 115 . Stewart, G.W., Introduction to matrix computations. Academic Press, Orlando, 1973, p. 441 .
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Appendix: what is j?
It was stated that the computational problem in LCI could be expressed in an explicit formula like y =j (xl, x29 . ..).
From that equation, the partial derivatives aflax,, afax,, . . . needed to be calculated in order to express coefficients for the sensitivity analysis. This appendix is devoted to a discussion on the form of $ The description largely follows a previous analysis', but gives more credit to older literature on interindustry analysis or activity analysis. The reader will notice that some of the literature referred to is quite old. A general observation is that LCI is an extension of a quite well developed form of economic analysis, on which a rich literature is available. The reader should also observe that certain quantities have a symbol that differs from Heijungs9. Life-cycle inventory analysis is sometimes regarded or performed as a form of input-output analysis"*'*. It is also sometimes proposed to be replaced by inputoutput analysis I3 These ideas neglect the essential . point that LCI is set up as a commodity-by-industry analysis, and not as a commodity-by-commodity analysis or an industry-by-industry analysis, as is the usual input-output approach14s'5 even when extended to include pollution .
I6 In fact, we must embrace the point that LCI is a commodity-by-industry analysis, as this form of analysis is generally seen as superior to other forms of interindustry analysis17-'9. Occasional proposals to supplement LCI by data from input-output analysis20*21 on the other hand could be regarded as a solution to the data intensity of LCI.
Following Koopmans", an economic process can be represented by a column vector p, in which the number in the ith row represents the input or output of the ith commodity. Negative numbers denote inputs, positive numbers denote outputs.
Following Victor", a distinction between economic commodities (interindustry flows, such as steel, electricity, products, waste-to-be-processed) and ecologic (or environmental) commodities (natural resources, emissions) can be made. Making this division corresponds to setting the system boundaries: if a dump site is included in the product system as an economic process, waste-to-be-dumped is treated as an economic commodity. Mutatis mutandis, if the dump site is outside the system, waste-to-be-dumped is an ecologic commodity. Thus, the process vector p is split into two parts: an economic part a and an ecologic part b:
It is furthermore assumed22-24 that the process proceeds linearly through time, and that the activity leve125 or-better in the present contextI'uration*'j of a process can be seen as a proportionality factor:
where g could be interpreted as a vector of economic coefficients, h as a vector of ecologic coefficients, and t is the duration (operating time) of the process. Similar to the technical coefficients in input-output analysis, these coefficients are assumed to be independent production volumes, i.e. there are no economies scale; they reflect solely the state of technology. of of A number of different processes can be combined into a process tree. Processes will be indexed by a subscript j: the process vector (P)~ contains elements pii which denote the input (negative) or output (positive) of the ith commodity by the jth process. These coefficients pii can be put into a process matrix P, which consists of a matrix of economic coefficients A and a matrix of ecologic coefficients B:
Introducing c as the operating time of the jth process, and putting these cjs into the vector t, we can identify the technology matrix****' G, containing the elements gij:
and the intervention matrix H**, containing the elements h,:
Aggregation of all inputs and outputs of one commodity over all processes in the process tree CPii yields the external flow of that commodity. This quantity represents the product system's external flow of commodity i; for economic commodities (uJ this corresponds to the functional unit, for ecologic commodities (yi) this corresponds to the associated inventory table. In vector notation:
(:)=(:::) (19) In the goal definition of an LCA, a functional unit u is chosen. The LCI ends up with an inventory table y. The relation between the two can now be expressed by the simultaneous set u=G-t y=H.t (20) The vector t containing the operating times of all processes in the system can be eliminated by inverting the technology matrix G: This presumes that G indeed is invertible, which requires, amongst others, that it is square. I will not go in this paper into the details of the validity of this assumption, which touches at the heart of the allocation problem.29 Equation (22) is the fundamental equation of LCI: it expresses the inventory table y as the product of the intervention matrix. H, the inverse of the technology matrix G, and the functional unit u. This is hence the explicit algebraic form which is being sought for: the form that we were looking for was y =J&, X2, -..I It turns out to be a vector-valued function f:
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(23)
in other words, there is not one y but a number of them, and there are three different types of X: corresponding to the functional unit u, corresponding to the technology matrix G, and corresponding to the intervention matrix H. The next stage of the procedure for sensitivity analysis is to find aflax,, etc. What we need is as well as the total relative uncertainty I m#j det( G) ""lAglm+T r%IAuj (27) where a number of notational conventions which were defined by Stewart3' have been introduced. To be specific, GI, denotes the matrix G in which the Zth row and the mth column have been deleted, cof(G)[,,, is the cofactor of G, which is defined as cof(G)I, = (-l)""det(G),
and Gj(U) is defined as the matrix G in which the jth column has been replaced by the vector u.
