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Abstract
Multiphase modeling is prevalent and useful in solving problems involving multiphase
interactions such as fluid and solid. Applications conclude but not limited to fluidized bed,
hydraulic conveying, and many others. Modeling techniques with multiple scales can provide
various states of details with diverse computational resources used. In this dissertation, two CFD
multiphase models are used to disclose interaction details in the particulate system. Two-Fluid
Model is used to solve pulsed fluidized bed problem and immersed boundary method based direct
numerical method is used to solve particle’s behavior in shear flow. Getting a better understanding
of these problems to help to provide adequate validation to these modeling methods and also can
help predict and extend the modeling work to where experimental work is confined.
The study of pulsed fluidized bed explores the capabilities of Two-Fluid Models (TFM),
with a variety of frictional closure models to reproduce the alternating bubble patterns in sinusoidal
pulsed fluidized bed. Characteristics of pulsed fluidized bed such as the periodic formation of
bubbles, horizontal alignment of bubbles during forcing cycles, and the alternation of bubble
positions were successfully simulated. It is inferred that the selection of appropriate TFM models
is critical in predicting correct flow patterns and hence, in exploring the optimization of the pulsed
fluidized bed operations for industrial applications.
The study of cylindrical particle and elliptical particle in shear flow are performed with
state of the art DNS method. A series of simulations are conducted in a range of particle Reynolds
number from 2.5 to 80 to get a better understanding of the interaction between fluid and solid and
how different shape of particles behave differently in shear flow. The locking phenomenon for
elliptical particle is welled studied with changing particle aspect ratio. Further, it serves as the
validation of our in house SDFIBM model in granular systems.
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Chapter 1. Introduction
Particulate systems are very common in nature such as the sand movements in desert and
geyser eruption in Yellowstone national parks. The industry also incorporated ideas of particulate
systems in nature into numerous applications that benefit the human mankind. For example, in the
catalytic cracking process, the vaporized feedstock are mixed with the catalyst particles, and
cracked into smaller molecules. In petroleum industry, flow-induced proppant carrying during the
hydraulic fracturing process and cutting transportation during the drilling process of the wellbore
are widely studied and used to enhance the oil production (Busch & Johansen, 2019; Dogon &
Golombok, 2016; Epelle & Gerogiorgis, 2017). Studying the particulate system can lift our
understanding of the underlying physics of the particulate systems so that we can design and
optimize equipements or process in a more efficient way.
There have been many experimental works on particle-laden flows in literature, but there
is still a lack of sufficient knowledge and deep understanding regarding problems such as fluidized
bed or hydraulic conveying due to limitations of experiments. In addition to experimental efforts,
it is of great interest to numerically model and solve partial differential equations describing
complex physics to gain a deeper understanding and lift knowledge to higher ground.
Computational fluid dynamics (CFD) has been around and evolves with time accompanying
experimental works over decades. CFD for multiphase flow study has the luxury that experimental
works rarely have. For example, CFD can involve in and study vast numbers of linear or nonlinear
variables in a relatively short time compared to experiments. It also has the edge in modeling
systems that are often confined by lack of required equipment, experimental skills, or appropriate
ambient environments. Recent CFD model development for fluid-solid systems can be categorized
into two main approaches: the continuum approach (Eulerian view) focused on a macroscopic

level as Two-Fluid Model (TFM) (Ding & Gidaspow, 1990; Enwald, Peirano, & Almstedt, 1996;
Dimitri Gidaspow, 2012; D. Gidaspow, Bezburuah, & Ding, 1991; Syamlal & O’Brien, 1989), and
the discrete approach (Lagrangian view) from a microscopic view as discrete element model
(DEM) (Cundall & Strack, 1980; Feng & Yu, 2004; Zhou, Kuang, Chu, & Yu, 2010; Zhu, Zhou,
Yang, & Yu, 2007, 2008). For TFM, both fluid and solid phases are treated as inter-penetrating
continua by solving two sets of mass, momentum and energy equations for each phase individually
with constitutive equations counting for various forces occurring in the system as closure. TFM
modeled and assigned solid phase fluid-like properties such as bulk/dynamic/frictional viscosities
and particle pressure as described in granular kinetic theory, while DEM takes a more direct way
to describe particle-particle and particle-wall interactions by estimating forces on individual
particles in the system and solving Newton's law of momentum of particle motion. There is no
doubt that DEM is more details focused with fewer closure equations involved and more accurate
than TFM. However, the tradeoff is that the computational cost needed rises sharply with the
increase of tracking particles in the domain. The success of TFM has been seen in both academia
and industry due to its ability to simulate a large scale system and to generate useful information
with less computational costs. Besides that, the trend and hydrodynamics generated from TFM are
acceptable and advisable (Sreekanth, Madhava, & Thomas, 2011).
The fully resolved modeling approach can provide detailed information around the solid
bodies, such as the hydrodynamics and forces. It requires large amounts of computational
resources, but it eradicated the use of closure models such as drag force or lift force model in TFM
and DEM. Fully resolved simulation improves its accuracy in predicting forces around the particle,
hence fully resolved simulation or direct numerical simulation (DNS) attracts a lot of attention in
recent decades. Length scale wise, DEM looks at particle individually while TFM takes solid phase
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as a continuous phase. DNS further microscopes into the particle and formulate the force based on
the difference between the solid and fluid velocity. The immersed boundary method (IBM) is one
of the variants of DNS first developed by Peskin in the 1970s to study the interaction between the
fluid and solid flexible structures (Peskin, 1977). Unlike TFM or DEM, where fluid and particles
have clear boundaries, and solid bodies are meshed explicitly, in IBM, a no-slip boundary
condition coupled with certain force formulations are imposed to account for the effect of the solid
boundary on the fluid flow (R. Mittal & Iaccarino, 2005). Ever since the appearance of the IBM
model, it has been extended by many researchers to study complex fluid and solid interaction
problems such as particle-laden flows and flows in cavities (Fogelson & Peskin, 1988; Uhlmann,
2005; Yang & Stern, 2014; X. Zhang, Zhu, & He, 2013).
The solid volume fraction stands for the percent of solid partially filled in the cell. It serves
as a weighting factor when it comes to solving the interaction force between solid and fluid. Its
accuracy heavily dictates the accuracy of the interaction force. There are various methods
presented in literature contributing to model it. The simplest method (Liao, Chang, Lin, &
McDonough, 2010) is to set 𝜀 = 1 for cells whose centroid fall within the particle, and 0 otherwise.
Kajishima et al. (T. Kajishima, Takiguchi, Hamasaki, & Miyake, 2001) approximates the surface
of the sphere particle with a tangential line that is normal to the vector from the centroid of the
particle to the centroid of the cell. This method slightly overestimated the volume fraction of the
particle. Yuki et al. (Yuki, Takeuchi, & Kajishima, 2007) proposed a hyperbolic-tangent empirical
function for evaluating volume fraction. Kempe et al. (Kempe & Frohlich, 2012) approximates the
solid volume fraction by employing the signed-distance level-set function of the solid-fluid
interface. Blais et al. (Blais, Lassaigne, Goniva, Fradette, & Bertrand, 2016) proposed PISO-IB
method and calculate volume fraction by attributing equal weight to the sum of the vertices in this
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cell and center. Sharma and Patankar (Sharma & Patankar, 2005) approximate volume fraction by
subdividing a cell into smaller ones and finding the percent of them falls inside the solid for
modeling with DEM. Hager et al. (Hager, Kloss, Pirker, & Goniva, 2014) pushed this method
further with additional empirical corrections validated by Monte-Carlo simulation. Our work used
the Signed Distance Field method (SDF) proposed by Chenguang (C. G. Zhang, Wu, &
Nandakumar, 2019).
In this dissertation, computational simulations were applied to understand the behavior of
particles and fluids in particulate systems with different modeling scales. These studies can help
us find out the mechanism of related phenomena and optimal design of industrial processes. In
chapter 2, computational simulations were carried out to study flow structure in a pulsed fluidized
bed with TFM. In chapter 3 and chapter 4, a state of the art IBM model coupled with SDF, was
applied to study a single particle’s behavior in bounded shear flow. Two geometric shapes are
considered: cylindrical particle and elliptical cylinder particle. The last chapter is a summary of
the dissertation.
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Chapter 2. A Study of Flow Structure Patterns in Pulsed Fluidized Bed Using
Two-Fluid Model Simulations
2.1 Introduction
The fluidized bed is a type of multiphase reactors, commonly encountered in the chemical
engineering, food and drying processes. Injection of pressurized fluid through perforated gas
distributor plate causes solid particulates such as raw unreacted materials or catalysts to mix,
interact, or react with incoming fluid. Increase in heat and mass transfer rates are often associated
with the increased mixing of gas-solid systems, which is essential for the fluidization process to
achieve higher yield, better selection, or drying efficiency. Three decades ago, Daw et al. (Daw,
Lawkins, Downing, & Clapp, 1990) and Van den Bleek and Schouten (C. M. van den Bleek &
Schouten, 1993) experimentally proved that the fluidized bed be a deterministic chaotic reactor,
where the state of the system over any time cannot be predicted precisely but can be an expected
value calculated as the mean value of all possible states weighted by their probability density
distribution. Van den Bleek and Schouten (C. A. Van Den Bleek, Coppens, & Schouten, 2002)
further quantitatively elaborated this theory by applying chaos analysis using characteristic
properties such as chaotic attractor and Kolmogorov entropy to enhance understanding, better
design and improved performance of multiphase reactors as a chaotic system. Based on their
analysis, the properties of a chaotic system could potentially be exploited to achieve favorable
hydrodynamic regimes in fluidized beds for certain specific applications.
Coppens et al. (M. O. Coppens & van Ommen, 2003), van Ommen et al. (van Ommen,
Nijenhuis, & Coppens, 2009) and Hadi et al. (Hadi, van Ommen, & Coppens, 2012) have shown
that regularly-structured pattern in the fluidized bed can be achieved by rational design and
operation such as manipulation of interparticle forces via AC electric fields, injection of gas
through fractal designs, and pulsation of the gas flow. Pence et al. (Pence & Beasley, 1998) showed
5

that chaotic behavior could be suppressed by the oscillatory flow as suggested by Kolmogorov
entropy analysis. Koksal et al. (Koksal & Vural, 1998) experimentally found that large bubbles
would break up by adjusting frequency and amplitude of pulsation, indicating periodic pulsation
could provide a way to control the bubble size. Akhavan et al. (Akhavan, Rahman, Wang, &
Rhodes, 2015) showed that gas pulsation was effective in overcoming plug formation and
channeling in fluidization of nanoparticles. Akhavan et al. (Akhavan et al., 2009) and Li et al. (Z.
Y. Li, Kobayashi, Deguchi, & Hasatani, 2004) respectively showed that drying of either porous
pharmaceutical granules or large particles in a cylindrical fluidized bed was enhanced by pulsating
the inlet gas flow. When studying cooling and drying of granulated material in a pulsed fluid bed
with a relocated gas stream, Gawrzynski et al. (Gawrzynski & Glaser, 1996) showed that gas
consumption was reduced while achieving the uniform bed structure and stability of the product
in the system. Zhang et al. (D. Zhang & Koksal, 2006) reported that pulsation of fluidized bed
enhanced heat transfer compared to conventional continuous flow under high frequencies (7 and
10 Hz). However, limited applications of the pulsed fluidized bed could be due to the additional
cost of design and construction of the system.
In addition to experimental efforts, it is of great interest to numerically model and solve
partial differential equations describing complicated physics to gain a further understanding of
underlying fluid mechanics and provide insights into better equipment designs and operations.
Computational fluid dynamics (CFD) has been around and evolved with time accompanying
experimental works over decades as CFD can involve in and study vast numbers of linear or
nonlinear variables in a relatively short time compared to experiments and it also has the edge in
modeling systems that are often confined by lack of required equipment, experimental skills or
appropriate ambient environments. Recent CFD model development for fluid-solid systems can
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be categorized into two main approaches: the continuum approach (Eulerian view) focused on a
macroscopic level referred as Two-Fluid Model (TFM) (Ding & Gidaspow, 1990; Enwald et al.,
1996; Dimitri Gidaspow, 2012; D. Gidaspow et al., 1991; Syamlal & O’Brien, 1989), and the
discrete approach (Lagrangian view) from a microscopic perspective called Discrete Element
Model (DEM) (Cundall & Strack, 1980; Feng & Yu, 2004; Zhou et al., 2010; Zhu et al., 2007,
2008). For TFM, both fluid and solid phases are treated as inter-penetrating continua by solving
two sets of mass, momentum and energy equations for each phase individually with constitutive
equations accounting as the closure models for various forces interacting in the system. TFM
modeled and assigned solid phase fluid-like properties such as bulk/dynamic/frictional viscosities
and particle pressure based on granular kinetic theory, while DEM takes a more direct approach
to describe particle-particle and particle-wall interactions by estimating forces on individual
particles in the system and solving Newton's law of momentum of particle motion. Thus DEM
approach is expected to be based on fundamental physics and be more accurate than TFM.
However, the tradeoff is that the computational cost needed increases significantly with the
increase in the number of tracked particles in the computational domain. However, the trends
predicted by TFM hydrodynamics are usually acceptable and advisable at the macroscale levels
(Sreekanth et al., 2011).
Coppens et al. (M.-O. Coppens, Kaart, Bleek, & Cheng, 1999; M. O. Coppens & van
Ommen, 2003; Wu, de Martin, Mazzei, & Coppens, 2016) experimentally observed a regularly
structured hexagonal pattern of bubbles in a gas-solid fluidized bed by pulsating inlet gas flow in
sinusoidal form. Bubbles form from the bottom of the bed and rise through the bed with coalescing
and breaking up happening along the way. The shaped bubble patterns are sub-harmonic. Bubbles
rise alternating their positions, and thus a regular pattern is repeated every other pulse. It is of great
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interest for CFD to reproduce the pattern because It can bring significant value not only to
validation of models, but also to achieve a better understanding of underlying physics of the
complex flow. Tsuji et al. (Kawaguchi, Miyoshi, Tanaka, & Tsuji, 2001) studied group B and
group D particles with DEM and found that the effect of gas velocity oscillation on the flow pattern
was strongest at the frequency of about 4-5 Hz. Wang et al. (Wang & Rhodes, 2005) showed
ordered pressure fluctuations and regular bubble patterns were archived when the amplitude of
oscillation was at about 0.125 to 1 time of minimum fluidization velocity using DEM and pointed
out that characteristics of a regular pattern are the periodical formation of bubbles and bubbles
move up in a horizontal fashion. Gui et al. (Gui & Fan, 2009) showed that the pressure drop, the
drag force and collision forces on particles were periodically forced with the same frequency of
the velocity inflow using LES-DEM simulation. Li et al. (Z. Y. Li, Su, Wu, Wang, & Mujumdar,
2010) investigated flow behaviors and bubble characteristics for fluidizing jets with rectangular
and sawtooth pulsation patterns by TFM. Wu et al. (Wu et al., 2016) attempted TFM but failed to
reproduce the regular structured patterns that were observed in Coppens's experimental work (M.O. Coppens et al., 1999; M. O. Coppens & van Ommen, 2003). However, they successfully
captured the phenomenon and presented the physics underlying pattern formation in a quasi-3D
pulsed fluidized bed with CFD-DEM approach (Wu, de Martin, & Coppens, 2017), and argued for
the bubble formation as a result of the effect of the frictional force that TFM could not model
accurately.
Due to the success of DEM and the failure of TFM to simulate regular bubble patterns in
pulsed beds, it may be conjectured that TFM is too coarse in resolution and lacking in physics with
constitutive equations possibly due to the breakdown of the continuous granular phase assumption.
However, TFM has the advantages of being less costly in terms of computational effort, less time
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consuming and easy in adaptability for a larger scale simulation for design and optimization. Note
that Wu et al. (Wu et al., 2016) only tested one set of constitutive equations, while there are many
other possible combinations of constitutive equation parameters that could potentially have distinct
effects on either normal collision or tangential friction among particles. This work’s goal is to
explore capabilities of TFM with various closure model parameters in reproducing the alternating
bubble patterns in a sinusoidally pulsed fluidized bed. The hydrodynamics and bubble
characteristics inside the pulsed fluidized bed are also discussed.
2.2 Numerical Methods
2.2.1 Governing equations
Two-Fluid Model (TFM) is a multiphase flow model that treats both gas, typically a carrier
fluid, and solid phase as interpenetrating continua (Ding & Gidaspow, 1990; Sreekanth et al.,
2011). The mass, momentum, and energy conservation equations are formulated by volumeaveraging the local instantaneous balance for each phase. The mass transfer between gas and solids
is ignored for this application. The continuity equation for each phase (𝑞 = 𝑔, 𝑠) is:
𝜕
(𝛼 𝜌 ) + 𝛁 ∙ (𝛼𝑞 𝜌𝑞 𝒗𝒒 ) = 0
𝜕𝑡 𝑞 𝑞

(2.1)

The gas phase undergoes viscous stress, gravity, and interactions between gas and granular
phase in this system. Thus, the Navier-Stokes equation for the gas phase is:
𝜕
(𝛼 𝜌 𝒗 ) + 𝛁 ∙ (𝛼𝑔 𝜌𝑔 𝒗𝒈 𝒗𝒈 ) = −𝛼𝑔 𝛁𝑃 + 𝛁 ∙ 𝝉𝒈 + 𝛼𝑔 𝜌𝑔 𝒈 + 𝛽(𝒗𝒔 − 𝒗𝒈 )
𝜕𝑡 𝑔 𝑔 𝒈

(2.2)

For the solid phase, the granular kinetic theory is applied using an analogy between motions
and collisions of solid particles and the molecular movement in gas described by the kinetic theory
of gases. In the volume-averaged transport equations, the solid phase is also treated as a continuum
fluid with viscous stress, viscosity, and granular temperature assigned and modeled as a
manifestation of motions, collisions and inelasticity of solid particles. For type B particle used in
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this work, the virtual mass force, the Basset force, the Magus Effect, and the Saffman lift force are
ignored. Thus, the Navier-Stokes equation for the continuous solid phase and the Reynolds stress
tensor for each phase is:
𝜕
(𝛼 𝜌 𝒗 ) + 𝛁 ∙ (𝛼𝑠 𝜌𝑠 𝒗𝒔 𝒗𝒔 ) = −𝛼𝑠 𝛁𝑃 − 𝛁𝑃𝑠 + 𝛁 ∙ 𝝉𝒔 + 𝛼𝑠 𝜌𝑠 𝒈 + 𝛽(𝒗𝒈 − 𝒗𝒔 )
𝜕𝑡 𝑠 𝑠 𝒔
𝝉𝒒 = 𝛼𝑞 [𝜇𝑞 (𝛁𝒗𝒒 + 𝛁𝒗𝒒 𝑇 ) + (𝜉𝑞 −

2
𝜇 )(𝛁 ∙ 𝒗𝒒 )𝑰]
3 𝑞

(2.3)
(2.4)

The bulk viscosity 𝜉𝑞 and dynamic viscosity 𝜇𝑞 are two coefficients characterizing the fluid. 𝜉𝑞 is
assumed to be zero for gas phase to act as monoatomic gas. For particles, the bulk and dynamic
viscosity are modeled using the kinetic theory of granular flow (KTGF) (Ding & Gidaspow, 1990).
2.2.2 Closure laws
Closure laws or relationships serve to describe the physics of a phase or phases interacting
with each other. These relationships are crucial equations to completely describe the transport
equations for the two-phase flow problems. Accuracy and reliability of TFM depend heavily on
the type of closure laws used. In this study, combinations of closure laws that are well established
and proven to be robust in earlier research on similar industrial applications are used to simulate
pulsed fluidized beds.
Drag model describes friction and momentum exchange between the gas and solid phase
and is represented by the product of momentum transfer coefficient 𝛽 and slip velocity 𝒗𝒈 − 𝒗𝒔 .
In this study, the drag force is modeled by the Gidaspow drag model (D. Gidaspow et al., 1991),
which is a combination of Wen-Yu model (Wen & Yu, 1966) and the Ergun equation (Ergun,
1952). Details of various drag model terms are presented in Appendix A.
Modeling of shear viscosity and solid phase pressure in granular flows is done using the
kinetic theory concepts. Mathematical details and closure expressions for different terms are
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presented in Appendix A. Granular flow in fluidized bed has two distinct flow regimes. Most often,
the granular flow stays in a viscous flow regime such that the solid phase is in a compressible state,
solid particles may move freely in any directions, and transient contacts of particles are prevalent.
Shear stresses arise from translational movement and collisions of particles. However, granular
flows with high solids volume fraction when close to the packing limit, usually have a volume
fraction threshold (𝛼𝑠,𝑓𝑟 ) such that the granular flow enters a plastic flow regime, where particles
are stacked closely together and, instantaneous collisions are less frequent. The stress in this
regime is mainly due to the friction between particles, and thus the kinetic theory of granular flow
should be less relevant, and alternatively, the frictional transfer of momentum must be considered.
Shear viscosity and solid pressure of solid takes the following form:
𝜇𝑠,𝑘𝑖𝑛 + 𝜇𝑠,𝑐𝑜𝑙
𝜇𝑠 = { 𝜇
𝑠,𝑘𝑖𝑛 + 𝜇𝑠,𝑐𝑜𝑙 + 𝜇𝑠,𝑓𝑟

𝛼𝑠 < 𝛼𝑠,𝑓𝑟
𝛼𝑠 ≥ 𝛼𝑠,𝑟𝑓

(2.5)

𝑃𝑠,𝑣𝑖𝑠
𝑃𝑠 = {
𝑃𝑠,𝑣𝑖𝑠 + 𝑃𝑠,𝑓𝑟

𝛼𝑠 < 𝛼𝑠,𝑓𝑟
𝛼𝑠 ≥ 𝛼𝑠,𝑟𝑓

(2.6)

Two frictional models: Johnson and Jackson (Johnson & Jackson, 1987) and Schaeffer
(Schaeffer, 1987) are tested in this research study. Details of these frictional models are also
presented in Appendix A.
2.2.3 Turbulence model
One specific turbulence closure model, the standard 𝑘 − 𝜀 model, was tested to find out if
the fluctuations in gas velocity due to the interactions among particle clusters could have an impact
on the formation of regular bubble pattern. The turbulence model is only applied to the continuous
phase to account for the fluctuations of gas velocities. The turbulence interaction related
momentum transfer between phases is neglected. Details can be found in Appendix A.
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2.2.4 Simulation setup
The studied pulsed fluidized bed has a width of 400 mm and a height of 800 mm as shown
in Figure 2.1. All simulations start with a static bed height of 400 mm with solid particles of
uniform diameter of 360 µm and a density of 2500 kg/m3. Details for the simulation setup are
listed in Table 2.1.
Table 2.1. Parameters used in simulations of pulsed fluidized bed
Parameter

Unit

Value

Particle density, 𝜌𝑠

kg/m3

2500

Gas density, 𝜌𝑔

kg/m3

1.225

Gas viscosity, 𝜇𝑔

Pa·s

1.8·10-5

Particle diameter, 𝑑𝑝

μm

360

Angle of Internal friction 𝜙

°

30

Restitution coefficient 𝑒𝑠𝑠

—

0.9

Initial solid volume fraction

—

0.4

Initial bed height

m

0.4

Packing limit, 𝛼𝑠,𝑚𝑎𝑥

—

0.63

Frictional limit, 𝛼𝑠,𝑓𝑟

—

0.61

Time step

s

0.0001

Cell size

mm

5
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Figure 2.1. Sketch of the pulsed fluidized bed used for setting up the computational domain and
boundary conditions in simulations.
Pulsating gas flow is injected from the bottom of the packed bed according to the following
equation:
𝑈0
= 𝐴 + 𝐵𝑠𝑖𝑛(2𝜋𝑓𝑡)
𝑈𝑚𝑓

(2.7)

where 𝑓 is the pulsating or forcing frequency, 𝑡 is time, 𝑈0 is inlet gas velocity, 𝑈𝑚𝑓 is
minimum fluidization velocity, 𝐴 is average inlet gas velocity constant, and 𝐵 is oscillating
component amplitude. In the experiment, 𝐵 is set to be much smaller than 𝐴. 𝐴 is set greater than
1 to ensure the flow conditions above the minimum fluidization velocity. The minimum
fluidization velocity 𝑈𝑚𝑓 can be calculated based on Ergun’s equation in terms of Archimedes
number 𝐴𝑟 with Grace’s correlation (Grace, 1986) :
𝑑𝑝3 (𝜌𝑠 − 𝜌𝑔 )𝜌𝑔 𝑔
𝐴𝑟 =
𝜇𝑔2

(2.8)
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𝑅𝑒𝑚𝑓 = √𝐶32 + 𝐶4 ∙ 𝐴𝑟 − 𝐶3

(2.9)

where 𝐶3 = 27.2, 𝐶4 = 0.0408.
All the simulations are conducted using Ansys Fluent® 17. Sinusoidal inlet gas flow is
incorporated into CFD modeling via the user-defined functions (UDFs). Particle and gas properties
such as density, viscosity, and specific heat are assumed to be temperature, time, and composition
independent. Phase coupled SIMPLE algorithm is selected as the pressure-velocity coupling
method. Absolute convergence criteria are set to be 10−3 or less for the selected variable residuals
such as continuity, gas velocity, and particle velocity. Mesh independence study is tested with a
smaller grid size of 2.5 mm, meeting the courant number requirement. Since the result did not
show significant differences in average bubble size and average bed height, a cell size of 5 mm
and a time step of 1 × 10−4 s are used. At the distributor entrance, the sinusoidal inlet gas flow is
injected, and the inlet solids velocity is set to be zero. A pressure outlet boundary condition is used
where the gauge pressure is set to be zero. Along the wall, a no-slip condition is applied to both
phases. In the post-processing steps, bubble is defined as a region in the computational domain
where the solid volume fraction is lower than a threshold value, 𝜙𝑡 = 0.2. Finally, image and time
series analyses are performed using MATLAB®.
2.3 Results and Discussion
Simulation results are presented to analyze the performance of TFM models in reproducing
the experimental observations of regular bubble arrangements and bubble generation cycles in
pulsed fluidized beds (M.-O. Coppens et al., 1999; M. O. Coppens & van Ommen, 2003; Wu et
al., 2016). In order to delineate the issues of spatial arrangement from the time series signal
analysis, both the void fraction contours at several time instances and the time series data for
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quantities of interest are presented in the following sections.
2.3.1 Visualization results of model simulation
Figure 2.2 shows several snapshots from a series of bubble patterns in a sinusoidally pulsed
fluidized bed using Eulerian-Eulerian TFM model with Johnson and Jackson frictional model and
the fictional limit equal to 0.61. Unlike bubble formations in the conventional fluidized bed where
bubbles are experimentally observed to stochastically develop near the gas distributor and rise
randomly, bubbles rise in a sub-harmonic pattern in a sinusoidally pulsed fluidized bed. Bubbles
alternate their positions between pulses in a zigzag fashion, and a similar spatial pattern of bubbles
repeats during every other pulse (Wu et al., 2016). Here only limited numbers of snapshots are
presented to span two pulse periods of 0.25s (4 Hz). Careful examination of these snapshots and
animations from 5s to 10s reveals that bubbles rise up aligned in horizontal rows. It is also observed
that bubbles alternate their positions after each pulse (0.25s), forming a clear zigzag pattern.
Although the regular pattern shown here is not as well-structured as that reported in Coppen’s
experimental paper and the simulated bubble patterns using CFD-DEM method by Wu et al. (Wu
et al., 2017), it still shows the potential of Eulerian-Eulerian TFM model in reproducing regular
pattern within an acceptable range.

Figure 2.2. Visualization of bubble pattern; inlet gas 𝑓 = 4 Hz; A = 1.3; B = 0.5; EulerianEulerian model with Johnson-Jackson frictional model; frictional limit 𝛼𝑠,𝑓𝑟 = 0.61
Further, these regular patterns in a pulsed fluidized bed must exhibit two principal
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characteristics: temporal periodicity of bubble formation and spatial regularity of bubble
arrangements in a quantitative manner. Two benchmark checks are used to quantitatively evaluate
the capability and performance of the pattern formation of Eulerian-Eulerian TFM model: i)
temporal periodicity in time series data of characteristic system variables such as pressure or
velocity; ii) quatative spatial regularity using bubble locations that reflect the formation or
disappearance and arrangement of bubbles.
2.3.2 Temporal periodicity
Figure 2.3 shows the transient fluidized bed pressure drop fluctuations for uniform inlet
flow and pulsed frequencies of 3-6 Hz. The value of pressure drop is calculated from the difference
between the averaged outlet pressure and the averaged inlet pressure. A Discrete Fourier
Transform (DFT) analysis has been performed to convert the pressure drop signal in time series
into frequency domain. Temporal Periodicity is measured in terms of a time series of pressure
drop. For the case with uniform inlet flow, the oscillation amplitude of pressure drop is very
chaotic, ranging from 3670 to 3800 Pa. The oscillation frequency is not clearly identifiable. For
cases of pulsating inlet flow with frequency from 3 to 6 Hz, the oscillation of pressure drop follows
a sinusoidal waveform.
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Figure 2.3. Pressure drop and its corresponding Discrete Fourier Transform spectrum in fluidized
bed. ( A = 1.3 ; B = 0.5 ; Eulerian-Eulerian model with Johnson-Jackson frictional model;
frictional limit 𝛼𝑠,𝑓𝑟 = 0.61)
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Calculated pressure drop ranges between 3300-4700 Pa, 3100-4900 Pa, 3000-4900 Pa, and
2900-5000 Pa respectively for the forcing frequency range of 3-6 Hz. For all forcing frequencies
of 3-6 Hz, a dominating signal appears at the same forcing frequency as the inlet gas flow in their
corresponding DFT spectra. Moreover, a secondary frequency peak emerges at about twice of the
forcing frequency; The subharmonics in FFT with a higher frequency component close to twice
the lower frequency are typical characteristics of forced oscillations. Clearly, the pressure drop in
pulsed fluidized bed is directly correlated to the pulsating velocity profile, with same observed
frequency as the forcing frequency at gas inflow. However, there is a 𝜋/2 -phase shift in the
pressure drop signal when compared to the inlet velocity profile.
In order to study the influence of inlet forcing frequencies influence on the pressure drop
apmplitude (Max-Min) and the mean value in time-series data of averaged pressure drop, the postprocessed CFD simulation results are presented in Figure 2.4 (a). Average pressure drop increases
gradually with increasing forcing frequency. The value difference of pressure drop between
conventional uniform gas inflow fluidized bed and the pulsed fluidized bed is insignificant; When
the inlet gas velocity is below the minimum fluidization velocity, the pressure drop is proportional
to the superficial velocity of the fluidized bed, while once above the minimum fluidization
velocity, the particles inside the bed will be suspended by the gas stream, and due to the sufficient
percolation of the gas flow, the changes in fluid velocity has a reduced effect on pressure drop.
For pulsating fluidized bed, the change of inlet frequencies has negligible impact on the average
pressure drop compared to conventional fluidized bed, though there is a trend that the average
pressure drop increases as the increase of the inflow gas frequency. Figure 2.4 (b) shows the
average amplitude of pressure drop, which is time averaged half the difference between the
minimum and maximum values of pressure drop over a period. By this definition, a higher average
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amplitude means a broader range. Therefore, this figure indicates that the range of pressure drop
gradually increases as the pulsating frequency increases.

Figure 2.4. (a) Average pressure drop vs. inlet gas frequency and (b) Average amplitude vs. inlet
gas frequency. ( A = 1.3 ; B = 0.5 ; Eulerian-Eulerian model with Johnson-Jackson frictional
model; frictional limit 𝛼𝑠,𝑓𝑟 = 0.61)
Gas velocity in the fluidized bed can help study the formation and growth of bubbles as an
increase of gas velocity in the fluidized bed is associated with the bubble formation and growth.
Figure 2.5 shows the times series of gas velocity and its corresponding FFT diagram from three
different locations from the left to right of the bed at a selected height (y = 0.15 m), roughly around
half the height of bed expansion. It is observed that the fluctuations in the gas velocities have a
significant frequency component identical to the forced inlet gas frequency around 4 Hz. There are
other significant peaks in the spectra appearing at around half of the pulsed inflow frequency at 2
Hz. The appearance of two significant frequency components suggests bubbles coming through
the probed locations in a zig-zag fashion periodically. In our CFD visualizations and animations,
the bubbles alternate along the horizontal locations during the pulse at same frequency as gas
inflow forcing frequency. However, similar bubbles arrangements occur every other pulse at 2 Hz
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that is half the gas inflow frequency. The FFT of gas velocity profile at the same height (y = 0.15
m) matches the observation in visualization. The signal at 4 Hz represents the alternating bubble
behavior during every pulse, and the signal at 2 Hz represents similar bubbles arrangements
occurring during every other pulse.

Figure 2.5. Gas velocity at the same height in a fluidized bed and its corresponding FFT diagram
(inlet gas 𝑓 = 4 Hz, probed height y = 0.15 m); Eulerian-Eulerian model with Johnson-Jackson
frictional model; frictional limit 𝛼𝑠,𝑓𝑟 = 0.61

20

Figure 2.6. Gas velocity at the same vertical line in a fluidized bed and its corresponding FFT
diagram (inlet gas 𝑓 = 4 Hz, probed height x = 0.2 m); Eulerian-Eulerian model with JohnsonJackson frictional model; frictional limit 𝛼𝑠,𝑓𝑟 = 0.61
Similar analysis was carried out for time series data along vertical cross-section in the
middle of the bed at x = 0.2 m (Figure 2.6). The probe locations are from the lower to upper part
of the bed to reflect bubble dynamics while rising. Similar to the results in Figure 2.5, the
fluctuations of the gas velocities have a significant frequency component corresponding to the inlet
gas frequency at 4 Hz, and a second component of peaks appears at 2 Hz. The second component
of peaks represents the bubbles arrangement repeating during every other pulse. As bubbles start
to form and grow bigger, the regular pattern also starts to form. Accordingly, the intensity of the
second component of peaks increases until the regular pattern becomes stabilized. Comparing gas
velocity profile and FFT analysis for probed locations vertically against horizontally, they both
show two frequency peaks, one representing the alternating behavior for neighboring pulses and
one representing the repeating spatial bubble arrangements every other pulse. These results
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compare well with the experimental data from Coppen’s group (M.-O. Coppens et al., 1999; M.
O. Coppens & van Ommen, 2003; Wu et al., 2016). Further, this finding demonstrates that
Eulerian-Eulerian TFM model can simulate temporal periodicity of bubbles in the pulsed fluidized
bed based on the analyses of both pressure drop and gas velocity time series data.
2.3.3 Spatial structure quantification
In order to quantify spatial flow structures, the volume fraction data at a selected height
was phase-averaged among various pulses to check for bubble formation and appearance.
Argument is that if a regular structure appears, the value of averaged gas volume fraction for every
other pulse at a location along their vertical trajectory should be very different. Ideally, the maxima
of the volume fraction for a time instance when bubbles appear at the location should become the
minima as the bubbles passed the location as vertices of a regular pattern. Figure 2.7 shows the
phase-averaged gas volume fraction inside the pulsed fluidized bed from real time 5s to 10s. Data
are collected at the same height y = 0.15m. The solid curve represents gas volume fraction along
the x-axis averaged over every other pulse, while dashed curve represents the averaged gas volume
fractions of alternating arrangement that one pulse after the bubble arrangement described by the
solid line. In Figure 2.7, solid curve does not overlap with the dashed curve representing by the
fact that peaks of one curve corresponds to valleys of the other curve, and therefore, these curves
represent two different bubble spatial arrangements. It is noted here that values of gas volume
fraction at peaks in both curves are lower than the bubble formation threshold since bubble
locations might not overlap precisely with the data probe locations during time averaging periods
for various pulses. However, it can be deduced that the bubbles are rising alternately in space pulse
after pulse, forming a regular pattern. This volume fraction analysis provides a quantitative
evidence to demonstrate the capability of Eulerian-Eulerian TFM model in modeling pulsed
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fluidized bed.
FFT analysis performed on spatial data of the volume fraction for two pulse groups is
shown in Figure 2.7. c (1/[m]). The FFT analysis of pulses from T =5, 5.5, …, 10s are compared
against the pulses shifted one pulse after by 0.25s i.e. from T=5.25, 5.75,…, 9.75s (Figure 2.8).
The dominant signals in both pulses are observed to be quantitatively the same at 7.4 m -1,
translating to 0.135m in space. Peaks in Figure 2.7 represent bubble formation as gas volume
fraction is higher, and dominant signal in Figure 2.8 implies the average distance between peaks
in Figure 2.7. Therefore, the distance between bubbles along a horizontal observation line is about
0.135m for all alternating pulses in this study. This observation further substantiates the
capabilities of Eulerian-Eulerian TFM model to accurately predict the regular distance between
periodically generated bubbles in the pulsed fluidized bed.

Figure 2.7. Time-averaged volume fraction vs. x-axis in space, 𝑦 = 0.15m; Eulerian-Eulerian
model with Johnson-Jackson frictional model; frictional limit 𝛼𝑠,𝑓𝑟 = 0.61, inlet gas 𝑓 = 4Hz
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Figure 2.8. FFT analysis of time-averaged volume fraction vs. x-axis in space, 𝑦 = 0.15m;
Eulerian-Eulerian model with Johnson-Jackson frictional model; frictional limit 𝛼𝑠,𝑓𝑟 = 0.61,
inlet gas 𝑓 = 4Hz; (a) Bubble arrangement of T = 5,5.5…10s, (b) Bubble arrangement of T =
5.25,5.75…9.75s
2.3.4 Comparison of various TFM model performance
In this section, the simulation results for the inlet velocity frequency of 4Hz are presented
for TFM models with different combinations of constitutive laws. The flow pattern analysis
described in earlier sections was performed on all the models tested. Figure 2.9 shows the TFM
results in laminar regime with varying frictional limit. Only when the frictional limit was set as
0.61, a clear alternating behavior was observed. For other combinations of closure relationships
with TFM, alternating bubbles behavior was partially observed; for example, when the frictional
limit was set as 0.58, the right part of the figure clearly showed regularity of bubble formation.
While in general, other than the 0.61 case, all other settings showed irregularity in bubble
formation. An explanation of this result could be reached by taking a look at how frictional models
were applied in the TFM system. When solid volume fraction in a computational cell was below
the frictional limit, the solid viscosity consisted of only two components according to KTGF: one
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kinetic viscosity representing the translational movements of solids and one collisional viscosity
representing the binary collisions between hard, smooth but inelastic particles. However, as the
solid volume fraction becomes above the frictional limit, a frictional viscosity counting for the
tangential frictional forces acting on the closely stacked particles was added to the viscosity of
solid. TFM uses both KTGF and frictional models to approximate particle-particle interaction.
Thus, by tuning the critical frictional value, a balance between the normal collisions of particle
and tangential frictional component can be achieved to represent the alternating bubble pattern.
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Figure 2.9. Time-averaged volume fraction vs. x-axis in space, 𝑦 = 0.15m; Eulerian-Eulerian
model with Johnson-Jackson frictional model; frictional limit (a) 𝛼𝑠,𝑓𝑟 = 0.58, (b) 𝛼𝑠,𝑓𝑟 = 0.60,
(c) 𝛼𝑠,𝑓𝑟 = 0.61, and (d) 𝛼𝑠,𝑓𝑟 = 0.62; inlet gas 𝑓 = 4Hz
Most CFD studies of fluidized bed neglect the role of gas-phase turbulence because a
relatively good and satisfactory result could be achieved by using laminar model. However, Moran
and Glicksman’s experimental and numerical work (Moran & Glicksman, 2003a, 2003b) suggest
that gas velocity fluctuation can increase dramatically at larger particle concentrations when
clusters could form. Therefore, laminar flow in gas phase assumption may be invalid for dense
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system. To investigate the effect of turbulence model on simulating the bubble pattern in the pulsed
fluidized bed system. Figure 2.10 shows results for the comparison between a laminar model and
a standard 𝑘 − 𝜀 turbulence model. Results show that inclusion of turbulence models didn’t help
to sustain regular bubble pattern but instead distorted it further. Failure of turbulence model test
could be explained from another perspective that the regular bubble patterns in pulsed fluidized
bed are not due to the fluctuations of gas velocity from particle clusters movements but due to
particle-particle interactions especially the frictional components of particle collisions.
Simulation results comparison of bubble structure in pulsed fluidized bed using Schaeffer's
model for the frictional viscosity (Schaeffer, 1987), coupled with Syamlal’s correlation for the
frictional pressure is shown in Figure 2.11. This setup is also simulated in Wu’s TFM work (Wu
et al., 2016) that failed to reproduce the regular bubble pattern in pulsed fluidized bed and the
bubble arrangements were irregular for all frictional limits tested (Figure 2.11). Our structure
analysis also confirmed that Schaeffer’s frictional model coupled with Syamlal’s correlation for
the frictional pressure could not reproduce the pattern in tested simulations. Summary of all tested
TFM models and their performance is presented in Table 2.
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Table 2.2. Summary of TFM performance for capturing regular bubble patterns in pulsed fluidized
beds
Frictional
Viscosity
Johnson and
Jackson [34]
Johnson and
Jackson [34]
Johnson and
Jackson [34]
Johnson and
Jackson [34]
Johnson and
Jackson [34]
Schaeffer
(Schaeffer, 1987)
Schaeffer
(Schaeffer, 1987)
Schaeffer
(Schaeffer, 1987)
Schaeffer
(Schaeffer, 1987)

Frictional
Pressure
Johnson and
Jackson [34]
Johnson and
Jackson [34]
Johnson and
Jackson [34]
Johnson and
Jackson [34]
Johnson and
Jackson [34]

Frictional Limit

Regime

Regular
Pattern

0.58

Laminar

no

0.6

Laminar

no

0.61

Laminar

yes

0.62

Laminar

no

0.61

k-ε

no

Syamlal et al [14]

0.58

Laminar

no

Syamlal et al [14]

0.6

Laminar

no

Syamlal et al [14]

0.61

Laminar

no

Syamlal et al [14]

0.62

Laminar

no
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Figure 2.10. Time-averaged volume fraction vs. x-axis in space, 𝑦 = 0.15m; Eulerian-Eulerian
model with Johnson-Jackson frictional model; frictional limit 𝛼𝑠,𝑓𝑟 = 0.61; inlet gas 𝑓 = 4Hz;
(a) laminar regime model and (b) turbulence model
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Figure 2.11. Time-averaged volume fraction vs. x-axis in space, 𝑦 = 0.15m; Eulerian-Eulerian
model with Schaeffer’s frictional model; frictional limit (a) 𝛼𝑠,𝑓𝑟 = 0.58, (b) 𝛼𝑠,𝑓𝑟 = 0.60, (c)
𝛼𝑠,𝑓𝑟 = 0.61, and (d) 𝛼𝑠,𝑓𝑟 = 0.62; inlet gas 𝑓 = 4Hz
2.4 Conclusion
Two-Fluid Model (TFM) simulations have been performed to investigate regular bubble
pattern formations in pulsed fluidized using a sinusoidal forcing with inlet velocity. Specifically,
TFM with various frictional model settings have been studied since frictional models in TFM
contribute to balance normal collisions and frictions between particles to aid in reproducing regular
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bubble patterns in pulsed fluidized bed. The characteristics of regular pattern in pulsed fluidized
bed are observed in one TFM model. Only TFM model using Johnson and Jackson's frictional
model in a laminar regime with frictional limit, 𝛼𝑠,𝑓𝑟 set to 0.61 was able to reproduce results
similar to experimental observations of regular bubble patterns.
FFT analyses using time series of pressure drop and gas velocities probed at different
locations in the pulsed fluidized bed show temporal periodicity in bubble formation process. FFT
analysis of pressure drop with various inlet gas frequency shows that the pressure drop in pulsed
fluidized bed is strongly correlated with the forcing frequency of the inlet velocity profile. Varying
gas velocity in the fluidized bed and their corresponding FFT analysis show that same spatial
bubble arrangements are repeated at half frequency the inlet gas frequency, and bubbles alternate
positions at the inlet gas frequency during consecutive forcing cycles.
The solids and voids during bubble formations are represented by peaks and valleys in the
phase-averaged volume fraction data. Based on this quantification method, the TFM model using
Johnson and Jackson's frictional model in a laminar regime with frictional limit, 𝛼𝑠,𝑓𝑟 set to 0.61
demonstrates its capability to capture regular patterns in pulsed fluidized bed. However, several
other TFM models including Schaffer’s frictional model and the turbulence closure model failed
to show the regularity in spatial structures corresponding to alternating bubble behavior in pulsed
fluidized beds.
Since TFM treats particles as a continuous phase so that volume-averaged governing
equations rely on emprical constitutive equations to model collisions and friction between
particles, it saves on computational resouces at the expense of resolving underlying flow physics.
However, for industrial applications that may require prohibitively large computational domain or
have limited computational resources, TFM with carefully selected frictional model could be
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useful in providing insightful results and help predict performance and optimize the operations in
the pulsed fluidized beds.
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Chapter 3. A DNS Study of a Freely-Rotating Circular Cylinder in a Driven
Two-Dimensional Shear Flow
3.1 Introduction
Flow past a cylinder has been a subject of various experimental and numerical
investigations, due to the need for understanding behaviors of fluid and particle interaction and its
applications. Lots of attention have been given to shear flow past a cylinder or a sphere. The motion
of particles in shear flow is prevalent in nature and industrial applications, such as air and water
pollution, fluidized bed, pneumatic and hydraulic conveying. Previous studies on shear flow past
a sphere or a cylinder particle can be divided into three categories: theoretical, numerical and
experimental.
There are several theoretical works on linear shear flow past a cylinder focusing on
hydrodynamics and drag and lift forces, which have been limited to small Reynolds number less
than unity, in other words, Stokes flow solutions (Bretherton, 1962; Mclaughlin, 1991, 1993;
Robertson & Acrivos, 2006; Vasseur & Cox, 2006). Some numerical studies focus primarily on
the unsteady vortex shedding at relatively high Reynolds number (Chen & Mangione, 1969;
Mukhopadhyay, Venugopal, & Vanka, 2002; Tamura, Kiya, & Arie, 1980). Stanley et al. first
studied laminar flow past a circle in shear flow and he found the asymmetry flow pattern numerical
(Jordan & Fromm, 1972). An analysis work from Lin et al. (Lin, Peery, & Schowalt.Wr, 1970)
and experimental work from Poe and Acrivos (Poe & Acrivos, 1975) show that there are
differences between a cylinder particle and spherical particle under shear flow in rotational
velocity and flow fields around the particle.
Dandy and Dwyer (Dandy & Dwyer, 1990) investigated numerically shear flow past a
spherical particle in the range 0.1 ≤ Re ≤ 100. They reported a constant lift coefficient over a
range of intermediate Reynolds number, and the drag also remains constant when normalized by
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the known value of drag for sphere in uniform flow. They also found that at low values of Re, the
lift coefficient increases sharply proportional to Re−1/2 . Based on their numerical results and
Saffman’s original work on shear lift force on a sphere (Saffman, 2006), Mei (Mei, 1992) proposed
an approximate expression for the shear lift force on a spherical particle at finite Reynolds number,
his model also sees applications for systems with multiple particles. Ye and Roco (J. Ye & Roco,
1992) studied particle spin velocity of sphere in a planar Couette flow apparatus experimentally.
Kurose and Komori (Kurose & Komori, 1999) studied a stationary spherical particle in a linear
shear flow and a rotating sphere in a uniform flow in the range 1 ≤ Re ≤ 500. They found a sign
reverse of lift force for stationary sphere at around Re = 60 due to the combined effects of pressure
and viscous forces to the lift force. Bagchi and Balachandar studied the effect of free rotation of a
spherical particle on drag and lift forces in unbounded linear shear flow in the Reynolds number
range of 0.5 ≤ Re ≤ 200 (Bagchi & Balachandar, 2002). Mittal and Kumar studied flow past a
cylinder in uniform stream at Re = 200 with various particle spin rates using finite element method
(S. Mittal & Kumar, 2003).
Zettner et al. (Zettner & Yoda, 2001a) studied simple shear at moderate Reynolds numbers
pasting a fixed circular cylinder experimentally. Zeng et al. (Zeng, Najjar, Balachandar, & Fischer,
2009) and Lee and Blachandar (Lee & Balachandar, 2010) studied the wall effect of finite sized
spherical particle under shear flow close to a wall at finite Re. Kim et al. (Kim, 2006) studied lift
force on a spherical particle in shear flow for 5 ≤ Re ≤ 200 with a fine computational domain of
101 sphere radii. Cheng et al. (Cheng & Luo, 2007) simulated a rotating circular cylinder near a
wall at Re = 200 and studied the unstable flow and the vortex shedding phenomenon. Xia et al.
(Xia, Lin, Ku, & Chan, 2018) studied the effect of lateral position and geometric factors of channel
and particle on freely rotatable cylinder in a shear flow in range of 0.1 ≤ Re ≤ 200 with Lattice
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Boltzmann method.
In this chapter, we studied the shear flow past a fixed but free to rotate cylinder particle in
a bounded Couette flow. By controlling the degree of freedom of the particle, it is easier to
understand particle and fluid interaction and gained more insight excluding the chaotic influence
by limiting the particle translational movements. This chapter is organized as follows. We began
by introducing the numerical method detailing the immersed boundary method and the simulation
setup with corresponding initial and boundary conditions. Then we showed the results and
discussion about the hydrodynamic behaviors and interactions between the cylinder particle and
fluid in bounded shear flow, along with comparisons with other studies. Streamline and energy
distribution plots are also discussed.
3.2 Numerical Method
3.2.1 Introduction to OpenFOAM
OpenFOAM was a simulation platform created by Henry Weller in late 1980s at Imperial
College, London, and first released in 2004, mainly used to solve multiphase flow problems. It
was written in C++ language due to its object-oriented, heritance, and operator overloading
features. Examples of applications include but not limited to fluid dynamics, heat and mass
transfer, multiphase flows and stress analysis.
OpenFOAM's distinguishing feature is that its syntax for coding partial differential
equation solvers closely resembles the original mathematical expression due to the use of objectoriented programing concept in C++. For example, the equation is represented by the code:
𝜕𝜌𝑈
+ ∇ ∙ 𝜙𝑈 − ∇ ∙ 𝜇∇𝑈 = −∇𝑝
𝜕𝑡

(3.1)
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OpenFOAM has the following advantage comparing to other commercial software: 1,
OpenFOAM is an open-source platform and is released under GPL license. It is free to use and
make modifications for both academia or industry purposes. All codes of various solvers are
readable which provides users a chance to have a better understanding of the fulfillment of physics,
discretization methods, and mesh generation. Users can see what’s usually under the black box if
it is other commercial software; 2, OpenFOAM is distributed with many solvers and features and
they share the same field or module structures. For example, there are modules calculating
vorticity, stress on wall, and torque, etc.
In our work, we developed our own immersed boundary solver to solve solid and fluid
problems in high resolution (C. G. Zhang et al., 2019). The mesh size is smaller than the particle
size to better represent the details of stress information around the particle. OpenFOAM uses
collocated finite volume discretization for the momentum equation, as well as a face-based flux
filed for continuity equation. This flux field creates a pseudo staggered arrangement of velocity
and pressure which avoids pressure-velocity decoupling (T. Ye, Mittal, Udaykumar, & Shyy,
1999). It can be made second order accuracy in space and time.
3.2.2 Immersed boundary scheme with signed distance field
The objective of the work is to disclose more details of vortex structures and
hydrodynamics at moderate Reynolds number for bounded shear flow. Using direct numerical
simulation (DNS) is suitable for the unsteady simulation of particle-laden flow, especially for
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industrial and geophysical interests. Our model is developed by Dr. Zhang (C. G. Zhang et al.,
2019), based on the immersed boundary scheme from Kajishima and Takiguchi (Takeo Kajishima
& Takiguchi, 2002). The fluid solver uses the fractional step method and is detailed below step by
step.
(1) The fluid solver uses the fractional step method. The pressure effect is excluded in this
step. It first predicts a temporary velocity field 𝑢∗ based on momentum advection and diffusion.
The Euler implicit scheme is for the temporal term, Adams-Bashforth scheme for advection term,
and Crank-Nicholson scheme for the diffusion term.
3

1

1

1

𝑢∗ − 𝑢𝑛 = 2 (𝑈 𝑛 ∙ ∇)𝑢𝑛 − 2 (𝑈 𝑛−1 ∙ ∇)𝑢𝑛−1 + 2 𝑣∇2 𝑢∗ + 2 𝑣∇2 𝑢𝑛

(3.2)

(2) The temporary velocity field is interpolated onto cell faces to create face flux field 𝑈 ∗
(3) The divergence of face flux field 𝑈 ∗ is used to solve the pressure field that is subject
to the incompressibility constraint.
∇2 𝑃 =

1
∇ ∙ 𝑈∗
𝑑𝑡

(3.3)

(4) The pressure field calculated in (3) is used to correct the velocity field and flux field.
The pressure gradient evaluated at the cell center is used to correct the fluid velocity 𝑢∗ located at
cell center. The pressure gradient evaluated at the cell face is used to correct the flux field 𝑈 ∗ .
𝑢𝑛+1 = 𝑢∗ − 𝑑𝑡∇𝑃

(3.4)

𝑈 𝑛+1 = 𝑈 ∗ − 𝑑𝑡∇𝑓 𝑃

(3.5)

(5) Calculate the fluid-solid interaction force 𝑓𝑠 using updated velocity field calculated in
step (4). The force can be seen as a source of acceleration of fluid phase due to the presence and
interaction of solid with fluid.
𝑓𝑠 =

𝜀(𝑢𝑠 − 𝑢)
∆𝑡

(3.6)
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Where 𝑢𝑠 is the velocity field of rigid motion of the solid. 𝜀 is the effective volume fraction
of solid. The value of 𝜀 is 0 when the cell is full of fluid without solid (𝜀 = 0); The value of 𝜀 is 1
when the cell is fully covered by the solid (𝜀 = 1); 𝜀 is in between 0 and 1 if the cell is partially
filled with solid. More detailed discussion of the term can be found in (C. G. Zhang et al., 2019).
In our work, Signed Distance Field (SDF) is used to accurately calculate 𝜀.
(6) A solid sub-iteration loop is used to calculate solid-fluid and solid-solid interaction in
the discrete element framework. Since our work doesn’t involve solid contact, only solid-fluid subiteration is performed. The solid kinematics is calculated according to the following equation,
using the second-order temporal scheme detailed in (T. Kajishima et al., 2001).
𝑑(𝐼𝑠 𝜔)
= −𝜌𝑓 ∫ 𝑟 × 𝑓𝑠 𝑑𝑉 + 𝑀𝑠
𝑑𝑡

(3.7)

𝑑(𝑚𝑠 𝑣)
= −𝜌𝑓 ∫ 𝑓𝑠 𝑑𝑉 + 𝐹𝑠
𝑑𝑡

(3.8)

Where 𝐼𝑠 is the inertial momentum of the solid, 𝜔 is the angular velocity, r is the distance
to the centroid of the solid, 𝑀𝑠 is the angular momentum source term, 𝐹𝑠 is the momentum source
term such as gravity.
(7) Update the fluid velocity with the solid-fluid interaction force calculated in step (5) to
ensure Newton’s third law.
𝑢𝑛+1 = 𝑢𝑛+1 + 𝑓𝑠 ∆𝑡

(3.9)

3.2.3 Simulation setup
The studied system is 2-dimensional Plane Couette flow past a fixed but free to rotate
cylindrical particle as shown in Figure 3.1. The particle of diameter 𝑑𝑝 is free to rotate driven by
the shear flow about the 𝑒𝑧 direction but is fixed at the center of the domain. At the top of the
𝑦

domain where 𝐷 = 1, the plane is moving at a constant velocity along the 𝑒𝑥 direction at 𝑈𝑤𝑎𝑙𝑙 =
ℎ

38

𝑦

𝑈0 , and at the bottom 𝐷 = 0, the plane is fixed. The ambient flow approaching the particle is a
ℎ

linear shear flow. The directions 𝑒𝑥 , 𝑒𝑦 , 𝑒𝑧 are streamwise, spanwise and wall-normal directions,
respectively, and because we are interested in 2-dimensional setup, there is only one cell in the
wall-normal direction. Details for the simulation default setup are listed in Table 3.1. The system
is formally described by the incompressible Navier-Stokes equations with plane Couette base flow
and SDF-IBM controls the interaction between fluid and solid. The left and right sides of the
domain apply periodic boundary conditions to remove energy singularity phenomenon observed
in driven cavity problems in . Because of the periodic boundary condition, the particle in the
current domain will be affected by the particle in the next domain as the system can be seen as an
infinite long Plane Couette flow with infinite particles spread evenly out horizontally, each
particle’s diameter equaling 1/10 of the domain size, and the distance between neighboring
particles is exact the domain size. Forces around the particle are fully resolved, and accurate lift
and drag are presented in the results section. Shear Reynolds number defined in this work as 𝑅𝑒 =
𝐺ℎ𝑑𝑝
𝜈

is used as the controllable Reynolds number, with ℎ =

𝐷ℎ
2

the half gap, the ambient shear

stress is G, and 𝜈 the kinematic viscosity of the fluid phase.The velocities, lengths and times are
made dimensionless respectively, by 𝑈0 , 𝐷, and 𝐷/𝑈0 .
Various moderate Reynolds number ranging from 2.5 to 80 are considered in our work.
All the simulations are conducted using OpenFoam 3.0 with our in-house SDF-IBM DNS code.
To fully resolve the solid particle, 3 mesh size sets are tested for Re = 20 and Re = 90 respectively,
with increasing resolution from 100 × 100, 200 × 200 and 400 × 400, correspondingly 10 × 10,
20 × 20 and 40 × 40 cells to resolve the cylindrical particle. Figure 3.2 shows the relative error
versus the mesh resolution, the relative error on 400 × 400 is less than 1% for Re = 20, and 2%
for Re = 90, so our work uses 400 × 400 cells for all simulations for accuracy and time efficiency.
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Absolute convergence criteria are set to be 10−6 or less for the selected variable residuals such as
continuity, fluid velocity, and particle velocity. A time step of 1 × 10−3 s is used, satisfying the
courant number requirement and considering both performance and time cost. In the postprocessing steps, a Energy Dissipation Rate (EDR) code is used to calculate the energy dissipation
rate, see appendix for the code. Finally, data analysis and visualization are performed using Python
3 with Pandas, Numpy and Matplotlib libraries.
Table 3.1. Parameters used in simulations of a cylinder particle in shear flow
Parameter

Unit

Value

Particle density, 𝜌𝑠

kg/m3

2

Fluid density, 𝜌𝑓

kg/m3

1

Particle diameter, 𝑑𝑝

m

0.1

Domain gap, 𝐷ℎ

m

1

Domain length, 𝐷𝑥

m

1

Top plane
velocity,here.
𝑈0
dd𝐷Type
equation

m/s

1

Time steps

s

0.001

Cell size

m

0.005
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Figure 3.1. Sketch of a fixed and free to rotate elliptical particle in a shear flow

Figure 3.2. Relative error vs mesh size for one cylinder particle in shear flow for Re = 20 and Re
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= 90 respectively
3.3 Validation
Two test cases of different scenarios are considered in order to validate our SDF-IBM
model and to show its accuracy: Uniform flow past a fixed cylinder; Flow past an initially
stationary cylinder inside a rotating cylindrical vessel. The results are compared with experimental
and numerical results available in the literature.
3.3.1 Validation: uniform flow past a fixed cylinder
The case of uniform flow past a fixed cylinder is first studied to validate the SDF-IBM
model as there are many experimental and numerical literature on this object (Coutanceau &
Bouard, 2006; De Palma, de Tullio, Pascazio, & Napolitano, 2006; Linnick & Fasel, 2003; Taira
& Colonius, 2007; Tritton, 1959; Tullio, 2012). The Reynolds number used here follows the
definition in the literature: Re =

𝑈∞ 𝑑𝑝
𝜈

, where 𝑈∞ is the velocity of free stream and 𝑑𝑝 is the

cylinder’s diameter. Two Reynolds number are considered: 20 and 40 corresponding to the steady
flow regimes. The computational domain is 600× 600 cells with 20 × 20 cells are used to resolve
the particle. The inlet and outlet boundary conditions are imposed on the left and right vertical
boundaries. Wall conditions are applied on both top and bottom horizontal boundaries. The time
step used is ∆𝑡 = 0.01𝑑𝑝 /𝑈∞ .
The metrics, 𝑙, 𝑎, 𝑏 and 𝐶𝐷 , to characterize the wake follow the notations used in
Coutanceau and Bouard (Coutanceau & Bouard, 2006). The parameters 𝑙, 𝑎, 𝑏 and 𝐶𝐷 represents
the length of the recirculation zone, distance from the cylinder to the center of the wake vortex,
the gap between the centers of the wake vortices and the drag exerted on the cylinder, respectively.
We compute the drag coefficient in terms of the drag force:
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𝐶𝐷 =

𝐹𝑥

(3.10)

1
2
2 𝜌𝑓 𝑈∞ 𝑑𝑝

The results comparing present simulation and that from previous literature are provided in
Table 3.2.
Table 3.2. Non-dimensional length of the recirculating zone, 𝑙, streamwise distance from the
cylinder back to the center of one vortex, 𝑎, the gap between the centers of the two vortices 𝑏, and
drag coefficient 𝐶𝐷 , for the steady flow past a circular cylinder at Re = 20 and Re = 40.
Re = 20
𝑙
Coutanceau and
Bouard (Coutanceau
& Bouard, 2006)
Tritton (Tritton, 1959)
Linnick and Fasel
(Linnick & Fasel,
2003)
Taira and Colonius
(Taira & Colonius,
2007)
de Palma et al. (De
Palma et al., 2006)
Tullio et al. (Tullio,
2012)
present

𝑎

𝑏

𝐶𝐷

0.93

0.33

0.46

-

-

-

-

0.93

0.36

0.94

Re = 40
𝑙

𝑎

𝑏

𝐶𝐷

2.13

0.76

0.59

-

2.09

-

-

-

1.59

0.43

2.06

2.28

0.72

0.60

1.54

0.37

0.43

2.06

2.30

0.73

0.60

1.54

0.93

0.36

0.43

2.05

2.28

0.72

0.60

1.55

0.95

0.37

0.42

2.20

2.30

0.75

0.60

1.60

0.93

0.37

0.42

2.24

2.24

0.73

0.60

1.66

3.3.2 Validation: flow past an initially stationary cylinder inside a rotating cylindrical vessel
The flow past an initially stationary cylinder in inside a rotating cylindrical vessel is also
studied numerically and used to validate our model. As shown in Figure 3.3, a cylindrical particle
is located at the centroid of a cylindrical vessel. The size of the particle is 1/10 of the diameter of
the vessel and the particle is fixed at the centroid of the vessel but free to rotate from an initially
rest condition. The boundary of the cylinder vessel is moving at a constant angular velocity of 1
rad/s. The fluid inside of the vessel starts from still. 20 × 20 cells are used to resolve the particle.
The Reynolds number Re = 4 is used in this validation.
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Figure 3.4 shows streaking flow patterns that follow the velocity vector field tangents that
constructed from the line integral convolution (LIC) visualization technique. The fluid angular
velocity propagates from the outer boundary to the fixed particle at the center of the drum as the
fluid velocity decreasing inwards. Figure 3.5 shows the time evolution of the angular velocity of
the cylindrical particle. As the simulation reaches steady state, the angular velocity of the particle
increases to be the same as that of the outer boundary. Figure 3.6 displays the fluid velocity profile
along two various radial directions. The fluid velocity at a certain point is proportional to the
distance of the point to the centroid of the vessel and the ratio is exactly the angular velocity.
Experimentally, the entire fluid should behave like a rigid body motion. The rigid dynamic
response for the whole fluid, parting from initially rest condition with initial velocity is 0, and the
viscous momentum diffusion in the radial direction inwards will make the whole system move as
a rigid body because of symmetry of the system. The cylindrical particle should behave the same
angular velocity as the outer boundary. Our numerical observations agree well with the rigid body
phenomenon.
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Figure 3.3. Sketch of the flow past an initially stationary cylinder in inside a rotating cylindrical
vessel

Figure 3.4. The flow pattern of the flow past an initially stationary cylinder in inside a rotating
cylindrical vessel
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Figure 3.5. Time evolution of angular velocity of the cylindrical particle in a rotating cylindrical
vessel

Figure 3.6. Velocity magnitude of fluid inside the cylindrical vessel along two radial directions
3.4 Results and Discussion
3.4.1 Effect of particle density and fluid density
Here, flow past an initially stationary cylinder is studied in a plane Couette flow system as
𝑦

𝑦

shown in Figure 3.1. At 𝐷 = 0, the plane is fixed and at 𝐷 = 1, the plane is moving at a constant
ℎ

ℎ

velocity along the 𝑒𝑥 direction at 𝑈𝑤𝑎𝑙𝑙 = 𝑈0 . Periodical boundary condition is applied at both left
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and right end of the system. The particle is fixed at the centroid of the system, but free to rotate.
The fluid inside the system starts from the rest condition. 40 × 40 cells are used to resolve the
particle. The Reynolds number Re = 2.5 is used in this validation. Two parameters, fluid density
and particle density are studied.
At transient state, the change of particle’s angular velocity follows
𝑑(𝐼𝑠 𝜔)
= −𝜌𝑓 ∫ 𝑟 × 𝑓𝑠 𝑑𝑉 + 𝑀𝑠
𝑑𝑡

(3.11)

The torque on the particle at each cell is determined by the resolved force at the cell. The force is
a function of the slip velocity and volume fraction of solid at the cell. The equation 3.11 can be
simplified to

𝑑𝜔
𝑑𝑡

density increases,

∝ 𝜌𝑓 𝑇 when all other parameters are constant, where 𝑇 is the torque. As fluid
𝑑𝜔
𝑑𝑡

should also increase, indicating at transient state, it should take less time for

particle’s angular velocity to reach steady state as shown in Figure 3.7, which shows the time
evolution of the particle’s angular velocity with various fluid density. Similarly, the equation can
also be simplified to

𝑑𝜔
𝑑𝑡

1

∝ 𝜌 𝑇 when all other parameters are constant.
𝑝

𝑑𝜔
𝑑𝑡

should decrease as

particle’s density increases, suggesting that it should take more time for the particle’s angular
velocity to reach steady state as particle’s density increases. Figure 3.8 that shows the time
evolution of the particle’s angular velocity with various particle density agrees well with the
analysis.
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Figure 3.7. The time evolution of the particle’s angular velocity with various fluid density for shear
flow past a fixed but free to rotate cylinder particle

Figure 3.8. The time evolution of the particle’s angular velocity with various fluid density for shear
flow past a fixed but free to rotate cylinder particle
3.4.2 Particle’s angular velocity
Here we plan to get a deep understanding of the transient behavior at moderate Re of the
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shear-induced forces on a freely rotating particle in a linear shear flow. The cylindrical particle is
initially held still. Then, the particle is driven by the shear flow starting to freely rotate about 𝑒𝑧 direction in response to the viscous stress acting on it. The particle is fixed in position, the only
freedom is that the particle is free to rotate about 𝑒𝑧 -direction. The particle accelerated angular
velocity and finally reaches the torque-free condition of rotating at the angular velocity 𝜔𝑠𝑠 .
We performed a systematic investigation of the particle’s time evolution of angular
velocity in the shear flow under various Reynolds number over the range 2.5 ≤ Re ≤ 80, as shown
in Figure 3.9. The angular velocity in Figure 3.9 is a dimensionless angular velocity defined as 𝜔
̂
=𝑈

𝜔

0 /𝐷

. When Reynolds number increases, it takes more time for the particle to reach steady state,

and the dimensionless angular velocity is decreasing in magnitude. With increasing Re, the
convergence rate for the particle’s angular velocity to reach steady state decreases, which also
suggests it requires a longer time to reach steady state. The finite Re effect on the finally steady
state angular velocity’s value is shown in Figure 3.10. With increasing Re, dimensionless angular
velocity 𝜔
̂ becomes lower, indicating particles rotation are slowed down by the interaction of
particle and fluid at higher Re. This effect can be related to the wake formed at the downstream of
the particle as shown in the next section on flow patterns. The same trend of particle angular
velocity is seen in many previous works (Bagchi & Balachandar, 2002).
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Figure 3.9. Time evolution of particle’s angular velocity with changing Reynolds number in shear
flow

Figure 3.10. The particle’s angular velocity at steady state vs Re in shear flow
3.4.3 Flow patterns
We examine the flow induced by shear flow by plotting streamlines in figures 3.11.
Particle is rotating clockwise driven by the shear flow. By comparing flow patterns in Fig 8, There
are recirculation zone formed at the bottom left and right region of the domain. The recirculation
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zone is formed due to the interaction of the particle in the neighboring domain because the
periodical boundary condition is applied here. As the Reynolds number increases, this interaction
becomes less and less due to the decrease of the boundary layer thickness, hence the wake
gradually dies out as Reynolds number increases

Figure 3.11. Streamline patterns for shear flow past a fixed but free to rotate cylinder particle. (a)
Re = 2.5; (b) Re = 20 (c) Re = 40 (d) Re = 80
The close-up view of flow pattern and structure of wake around the particle are showed in
Figure 3.12 for Re = 2.5, Figure 3.13 for Re = 10, Figure 3.14 for Re = 30, and Figure 3.15 for Re
= 80. Results are compared to investigate the effect of Re on the structure of the wake formed at
downstream of the particle. The asymmetry of the free stream causes a shift of the downstream
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stagnation point upward, and causes the vortex move downward. Bagchi (Bagchi & Balachandar,
2002) found that at low Re = 0.5, a stagnation point of fluid velocity is located below a free to
rotate spherical particle in an unbounded shear flow. Our work also found that at Re = 2.5, a
stagnation point is located below the sphere in a bounded shear flow. The particle is rotating in the
clockwise direction. At right bottom of the particle, the flow decelerates, thickens and develops a
point of inflection. When the adverse pressure gradient is strong enough, the flow next to the
particle reverses direction, the reverse flow meets with the forward flow and eventually forms a
wake behind the particle. The wake formed around the particle spiral out in the counterclockwise
direction. The size of the wake becomes bigger as Re increases, indicating a strong interaction
between the particle and fluid. The strong interaction between fluid and particle can cause particle
angular velocity decrease with the increase of Re as shown in Figure 3.9.

Figure 3.12. Streamline patterns of a fixed but free to rotate particle driven in shear flow at Re =
2.5
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Figure 3.13. Streamline patterns of a fixed but free to rotate particle driven in shear flow at Re =
10

Figure 3.14. Streamline patterns of a fixed but free to rotate particle driven in shear flow at Re =
30
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Figure 3.15. Streamline patterns of a fixed but free to rotate particle driven in shear flow at Re =
80
3.4.4 Forces
In the present case, the drag coefficient on the cylinder is defined as below:
𝐶𝐷 =

𝐹𝑥

(3.12)

1
2 2
2 𝜌𝑓 𝐺 ℎ 𝑑𝑝

The computed drag coefficients of the fixed but free to rotate particle driven by the shear
flow obtained from the simulations are plotted as symbols in Figure 3.16. The results are compared
with standard drag law given by Schiller and Neumann (Naumann, 1933) and Bagchi’s work
(Bagchi & Balachandar, 2002). The standard drag law describes the drag force of a spherical
particle in uniform ambient flow with no shear. Bagchi’s work investigated the spherical particle
starting from the stationary condition and rotate at a torque-free condition due to the driven flow
in an unbounded domain. Bachi argues that the external shear, as well as the rotation of the
spherical particle have little effect on the drag coefficient. Our work further shows that the shape
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of the particle has an impact on the drag coefficient because of the difference in the projected area
that drag force acts on. We also compared our result with flow past a stationary cylinder that is not
allowed to rotate to investigate the contribution of rotation induced drag force. For cylinder
particle. The rotation induced drag is so weak that there is no discernable difference in the drag
coefficient between these two cases. In other words, the drag is dominantly induced by the shear
around the particle at studied Reynolds number range.

Figure 3.16. Drag coefficients of a particle at steady state at different Reynolds number
The lift coefficient on the cylinder is defined as below:
𝐶𝐿 =

𝐹𝑦

(3.13)

1
2 2
2 𝜌𝑓 𝐺 ℎ 𝑑𝑝

In Figure 3.17, the lift coefficient is plotted against different Reynolds number, the lift
force falls off rapidly as the Reynolds number increases. Figure 3.17 also compares the lift
coefficient of a free to rotate cylinder and a stationary cylinder. It is clear that shear-induced lift is
stronger than rotation-induced lift. This conclusion is similar to that of a spherical particle in a
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shear flow (Lee & Balachandar, 2010). The rotation has a positive impact on the lift force, causing
lift force bigger than stationary particle.

Figure 3.17. Lift coefficients of a cylinder particle at steady state at different Reynolds number
3.4.5 Energy preservation
It is interesting to know the performance of SDF-IBM model to handle energy transfer
through the system as an important validation of the model. Figure 3.18 shows the energy input
and dissipation of the system where a cylinder particle is fixed but free to rotate in the bounded
shear flow. The energy data is extracted at the steady state where the torque exerted on the particle
is none. The energy input is the energy from sliding the top plane at a constant velocity. The energy
dissipation rate is defined as
𝜙𝐸𝐷𝑅 = 𝜇 ∫(𝜏: ∇𝑣)𝑑𝑉

(3.14)

As shown in Figure 3.18, at steady state, all energy coming into the system is dissipated as heat
for all Reynolds number studied. With Re increases, dimensionless energy required to keep steady
state is less.
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Figure 3.18. Energy input and dissipation of the whole system with a fixed but free to rotate
cylinder particle in a bounded shear flow at various Reynolds number
3.5 Conclusion
In this chapter, we have conduct series of simulations on a fixed but free to rotate cylinder
particle in a bounded shear flow to get a better understanding of the forces and hydrodynamics
around the particle. We have performed detailed 2D computations of flow around the cylinder
particle in the Reynolds number range 2.5 to 80.
The rotational angular velocity and stream pattern are dependent on the shear Reynolds
number. As Reynolds number increases, it takes a longer time for the angular velocity to reach
steady state. The interaction between particles becomes less so that the recirculation zone between
neighboring domains gradually die out. The wake formed around the particle becomes larger
indicating a stronger interaction between particle and fluid, which result in the reduction in the
magnitude of the particle’s dimensionless angular velocity.
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The drag force is not significantly influenced by the rotation of the sphere. The lift force,
however, is influenced by the rotation of the particle. Rotation increases the magnitude of the lift
force. The energy balance is well preserved. The energy coming into the system through the sliding
the top plane at a constant velocity is fully dissipated into the fluid as heat.
The SDF-IBM simulations reveal the insight of the particle motion in bounded shear flow
and help to enhance the fundamental understanding. They may benefit the design and operation of
equipment involving such kind of granular systems.
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Chapter 4. A DNS Study of a Rotating Elliptical Cylinder in a Driven TwoDimensional Plane Couette flow
4.1 Introduction
The motion of particles in shear flow is prevalent in nature and industrial applications, such
as air and water pollution, fluidized bed, pneumatic and hydraulic conveying. The study of
arbitrary shape particle in shear flow is of great importance in many applications, such as transport
of cells and materials in biomedical applications or pneumatic and hydraulic conveying in industry.
In contrast to the fact that there are numerous previous work and literature on spherical or
cylindrical particles in either uniform flow or shear flow, there are very few papers in the area of
arbitrary shape particles in shear flow. The main goal of this Chapter is to understand how the
shape of the particle influence the hydrodynamics around the particle, and how the particle moves
under such condition.
There are different numercal studies on motion of prolate and oblate spheroid particles in
shear flow. Qi et al. (Qi & Luo, 2003) found that when three-dimensional spheroid is allowed to
freely rotate, the negative torque effect on rotation due to streamline separation is not strong
enough to stop the rotation but there is a rotation trasition occurred at a critical Reynolds number.
Huang et al. (Huang, Yang, Krafczyk, & Lu, 2012) found two transition states for threedimensional spheroid free to move particle using a multi-relaxation-time lattice Boltzman Mthod.
The behavior of elliptical cylinder is in shear flow is different from that of prolate or oblate
spheroid particles. Zettner and Yoda (Zettner & Yoda, 2001b) performed experiments on elliptical
cylinders in simple shear and they found that the elliptical cylinder cease to rotate, coming to a
stationary equilibrium position. Ding and Aidun numerically proved that there are two stages, the
time periodic stage and the stationary state diving by a critical Reynolds number. In a very recent
paper, Li et al. used DNS to study he effect of elliptical particle orientation on flows through fixed
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random arrays at low Reynolds numbers (X. Y. Li, Jiang, Huang, & Zhou, 2019). In their study,
all particles are fixed. We are using the state of the art DNS technique to first understand how
elliptical particle behave in shear flow given an extra degree of freedom with freely rotating, then
we can extend our study to arrays of elliptical particles.
Our work used the state of the art direct numerical simulation method, which can provide
very detailed information about the dynamics and forces analysis around the particle. We limit the
degree of freedom of the particle to only allow the particle to rotate in the system to phase out the
noises brought about by the translational or vertical movements of the particle. In our work, an
elliptical particle is fixed but free to rotate in the system. The locking phenomenon is shown in the
results section. The Aspect ratio’s effect on the particle’s angular velocity, critical Reynolds
number and locking angle is also displayed and compared to previous experimental work.
4.2 Numerical Method
In this work, we used the Immersed Boundary method that is detailed in Chapter 3. The
studied system is a freely-rotating elliptical particle in a 2-dimensional Plane Couette flow as
𝑦

shown in Figure 4.1. At the top of the domain where 𝐷 = 1, the plane is moving at a constant
ℎ

𝑦

velocity along the 𝑒𝑥 direction at 𝑈𝑤𝑎𝑙𝑙 = 𝑈0 , and at the bottom 𝐷 = 1, the plane is fixed. The
ℎ

ambient flow approaching the particle is a linear shear flow with the shear stress 𝐺. The directions
𝑒𝑥 , 𝑒𝑦 , 𝑒𝑧 are streamwise, spanwise and wall-normal directions, respectively, and because we are
interested in 2-dimensional setup, there is only one cell in the wall-normal direction. The system
is formally described by the incompressible Navier-Stokes equations with plane Couette base flow
and SDF-IBM controls the interaction between fluid and solid. The left and right side of the domain
apply periodic boundary conditions. The particle is fixed at the center of the domain but free to
rotate. The aspect ratio of the elliptical particle, 𝛼 = 𝑟𝑎 /𝑟𝑏 , where 𝑟𝑎 and 𝑟𝑏 are the radius of the
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major and minor axes of the ellipse, respectively. The Aspect ratio is also a controlling factor in
this study. Forces around particle are fully resolved and accurate lift and drag are presented in
results section. Shear Reynolds number defined in this work as 𝑅𝑒 =
controllable Reynolds number, with ℎ =

𝐷ℎ
2

𝐺ℎ𝑑𝑏
𝜈

is used as the

the half gap, 𝜈 the kinematic viscosity of the fluid

phase and 𝑑𝑏 = 2𝑟𝑏 is the diameter of the minor axis of the elliptical particle. The velocities,
lengths and times are made dimensionless respectively, by 𝑈0 , 𝐷, and 𝐷/𝑈0 .
Various moderate Reynolds number ranging from 2.5 to 40 are considered in our work to
cover full range of phenomenon. This work uses 200 × 200 setup for all simulations for accuracy
and time efficiency. Absolute convergence criteria are set to be 10−6 or less for the selected
variable residuals such as continuity, fluid velocity, and particle velocity. A time step of 1 × 10−3
s is used, satisfying the courant number requirement and considering both performance and time
cost. In the post-processing steps, a EDR code is used to calculate the energy dissipation rate, see
appendix for the code. Finally, data analysis and visualization are performed using Python 3 with
Pandas, Numpy and Matplotlib libraries.
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Figure 4.1. Sketch of a fixed and free to rotate elliptical particle in a shear flow
4.3 Results and Discussion
4.3.1 Validation: flow past an initially stationary elliptical particle inside a rotating cylindrical
vessel
The flow past an initially stationary cylinder is studied numerically and used to validate
our model. Figure 4.2 illustrated the system and the streamline flowing around the elliptical
particle when it reaches steady state. The elliptical particle is fixed but free to rotate inside a
cylindrical vessel. The particle’s dimension and the domain size ratio is: 𝑟𝑎 : 𝑟𝑏 : 𝑟𝑐 = 2: 1: 10 where
𝑟𝑐 is the radius of the cylindrical vessel. The boundary of the cylinder vessel is moving clockwise
at a constant angular velocity of 1 rad/s. The fluid inside of the vessel starts from still. Figure 4.3
shows the time evolution of angular velocity of the elliptical particle against the steady state
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angular velocity under two distinct Re at 2 and 4, respectively. The elliptical particle starts from a
stationary position and it is driven by the fluid around it to rotate clockwise as the same direction
of the cylindrical vessel. It takes longer time to reach steady state for higher Reynolds number.
The elliptical particle behaves like a rigid body motion and the viscous momentum diffusion in
the radial direction inwards make the wholes system to move as a rigid body because of symmetry
of the system. The particle reaches a final angular velocity the same as the boundary condition.
The numerical results match well with what is expected.

Figure 4.2. Streamline of the elliptical cylinder particle in a rotating cylindrical vessel with Line
Integral Convolution (LIC)
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Figure 4.3. Time evolution of angular velocity of the elliptical particle against the steady state
angular velocity under two distinct Re at 2 and 4
4.3.2 Overview
Here we plan to get a deep understanding of the transient behavior at moderate Re of the
shear-induced forces on a freely rotating elliptical particle in a bounded linear shear flow. The
elliptical particle is initially held still. Then, the particle is driven by the shear flow starting to
freely rotate about z direction in response to the viscous stress acting on it. The particle is fixed in
position, the only freedom is rotating about z direction. The aspect ratio 𝛼 in this case is 2.
We performed a systematic investigation of particle’s time evolution of angular velocity in
the shear flow under various Reynolds number over the range 2.5 ≤ Re ≤ 40, as shown in Fig.
4.4. The angular velocity in Fig 2 is a dimensionless angular velocity defined as 𝜔
̂=𝑈

𝜔

0 /𝐷

. At low

Reynolds number Re = 2.5. The particle rotates clockwise periodically. Figure 4.5 shows a frame
picture of the elliptical particle rotating when the particle has entered the stage of steady periodical
rotating regime. There are two noting moments that happened during the process. The first one is
when the particle passing through the vertical position, where the long axis of the particle aligns
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parallel to the y axis of the system. Correspondingly, Figure 4.4 shows a high peak indicating high
angular velocity at the moment and the particle passes through this position very quickly. The
second one is when the particle passing through the horizontal position as seen in Figure 4.5(a),
where the long axis of the particle aligns parallel to the x axis of the system. This moment was
reflected as a lingering low angular velocity period in Figure 4.4. The behavior of the elliptical
particle in a bounded shear flow is very similar to the Relaxation Response (Klipper, 1975), first
found applications in controlling blood pressure and heart rate in mediation area. Basically, there
are a very fast time scale change and a very slow time scale change in Relaxation Response. The
fast time scale occurs when the particle passes through the vertical orientation. There is a slight
axisymmetric about the particle and that applies a torque for flow to move the particle. The force
and the velocity that applied here cause much larger and stronger momentum, causing the particle
to rotate faster. The slow time scale change happens when the particle moves to the horizontal
orientation. It is a process of relaxing slowly and building momentum preparing for the next
momentum bursting. At relative higher Reynolds number, for aspect ratio equaling 2, at Re = 5,
an interesting phenomenon was observed: once the particle quickly passes through the vertical
orientation, the particle is locked in position, due to the force balance around the particle. The
periodical pattern of particle rotating passing through vertical and horizontal position cyclically is
no longer seen. Based on these observation, it is safe to make a hypothesis that there should be a
critical Reynolds Number that the linger slow time scale just reaches infinite long and the fast time
scale change just disappears. Zettner and Yoda (Zettner & Yoda, 2001b) first observed the periodic
behavior in their experiment. They found that the maximum and minmum angular velocity both
decrease and period increases as Re increases. In our study, we found the same trend.
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Figure 4.4. Time evolution of particle’s angular velocity with changing Reynolds number, aspect
ratio 𝑟𝑎 /𝑟𝑏 = 2

Figure 4.5. Frame pictures of the elliptical particle rotating when the particle has entered the stage
of steady periodical rotating regime, aspect ratio 𝑟𝑎 /𝑟𝑏 = 2
In the present case, the drag and lift coefficients on the cylinder are defined as below,
respectively:
𝐶𝐷 =

𝐹𝑥
1
2 2
2 𝜌𝑓 𝐺 ℎ 𝑑𝑝
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𝐶𝐿 =

𝐹𝑦
1
2 2
2 𝜌𝑓 𝐺 ℎ 𝑑𝑝

Figure 4.6 shows figure shows both the drag coefficient and lift coefficient as a function
of time at Re = 2.5. Comparing this figure with the Figure 4.4, at the same time that the elliptical
particle rotates to the vertical position and thus where the angular velocity is at its maximum, the
drag coefficient shows a spike in the graph. When the particle is in the horizontal position or where
the angular velocity is at its minimum, the drag coefficient also stays low. For lift coefficient the
same correlation is applied. The lift coefficient is greatest when the particle is in the vertical
position but a lift coefficient build-up process is also seen when the particle is at horizontal position
and build up momentum.

Figure 4.6. Drag coefficient and lift coefficient as a function of time at Re = 2.5
4.3.3 Effect of aspect ratio
We are interested in the effect of aspect ratio on the particle behavior in bounded shear
flow. The change in aspect ratio reflects the changes in two axes or radii in elliptical particle with
the value of 1 meaning the two axes are equal, resulting a cylindrical particle. Figure 4.7 shows
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time evolution of particle’s angular velocity with changing aspect ratio 𝛼 at Re = 2.5. When aspect
ratio is 1, where it is a perfect cylindrical particle, the particle starts from rest and finally reaches
𝑟

the steady state rotates at a constant angular velocity. When aspect ratio 𝛼 = 𝑟𝑎 > 1, they
𝑏

particle’s shape is changing towards an ellipse and thus oscillation of angular velocity of the
particle is observed. The time period between particles passing the vertical orientation increases
as the aspect ratio becomes larger, since the time spent at horizontal orientation is longer. As aspect
ratio increases, the maxima also increases. The amplitude indicating the peak angular velocity at
the vertical orientation also increases as the aspect ratio increases. In other words, when the particle
moves to the horizontal orientation, it stays there and build up momentum potential. When there
are enough potential, the particle will be pushed to the vertical orientation, and some of the
potential is transformed into the kinetic energy, representing by a peak angular velocity. This
behavior indicates that when the shape of the particle is more like a needle, it takes longer time for
the particle to move past the horiozontal position, building up more momentum, and busting out
more kinetic energy at vertical positon.

Figure 4.7. Time evolution of particle’s angular velocity with changing aspect ratio, Re = 2.5
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Figure 4.8 shows the relationship between the time evolution of drag coefficient and lift
coefficient for the aspect ratio of 1.5 and 2. Similar to what happens with the angular velocity of
the particle, the time period of drag and lift coefficient increases as the increase of the aspect ratio.
The amplitude of the drag and lift coefficient also increases with increasing aspect ratio, indicating
a strong drag and lift force when the particle is more elliptical and away from a perfect cylindrical
shape. In short, the shape plays a strong role in changing the flow behavior on the particle, causing
bigger drag and lift force, and thus affecting the particle’s angular velocity and the time it spent at
horizontal orientation.

Figure 4.8. Drag coefficient and lift coefficient as a function of time at Re = 2.5
4.3.4 Effect of particle density
We are also interested in the effect of particle’s inertia on the particle behavior in bounded
shear flow. A heavier particle with greater particle density brings along bigger inertia in moving
condition. Figure 4.9 shows time evolution of particle’s angular velocity with changing particle
density at Re = 2.5 with aspect ratio equaling 2. For heavier particle because of the higher inertia,
it takes shorter time to move across the horizontal orientation, and it rotates slower at vertical
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orientation. Figure 4.10 shows the relationship between the time evolution of drag coefficient and
lift coefficient for the particle density of 5 and 30. A slightly bigger drag is observed for lighter
particle.

Figure 4.9. Time evolution of particle’s angular velocity with changing particle density, Re = 2.5
and 𝑟𝑎 /𝑟𝑏 = 2

Figure 4.10. Drag coefficient and lift coefficient as a function of time at Re = 2.5 and 𝑟𝑎 /𝑟𝑏 = 2
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4.3.5 Critical Reynolds number
In order to find out the critical Reynolds Number and have a deeper understanding of the
relaxation response of the elliptical particle in a bounded shear flow system, a Fast Fourier
Transform analysis has been done at Re = 2.5. Figure 4.11 shows the FFT analysis for Re = 2.5
and Re = 3. The data used for plotting was confined in the time range from 20 to 100 to exclude
the initialization stage. Fourier transform decomposes angular velocity of time into a series of
Sine and Cosine functions representing its constituent frequencies. With increasing Reynolds
number, more cosine and sine waves are needed to sum up to the original periodic function,
indicating the time spent at slow time scale longer. We also extract the frequency from the
frequency domain to see whether it matches with the peaks showed in the time domain. For case
Re = 2.5, the frequency of the first peak in the frequency domain is 0.05 while the frequency
calculated from the time domain is 0.054. Interestingly, when we use first 5 frequency peaks from
the FFT figure and average them according to the formula below, we get the same frequency that
is calculated from the time domain. We call this frequency the Real Frequency of the case denoted
by 𝑓𝑅 .
𝑓𝑅 =

∑ 𝑓𝑖 /𝑖
𝑛

Where 𝑛 is the number of peaks used from the FFT figure, and 𝑖 is the index of the peak
starting from 1 till 𝑛.
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Figure 4.11. FFT analysis of an elliptical particle rotating in a bounded driven flow at Re = 2.5 and
Re = 3.0, aspect ratio 𝑟𝑎 /𝑟𝑏 = 2
Based on the information of frequency and time period, we plotted the 𝑓𝑅 curve related to
Reynolds Number for aspect ratio 𝛼 = 2 and 𝛼 = 1.5 as shown in Figure 4.12. With increasing
Re, the 𝑓𝑅 decreases until it reaches infinite small value where the particle would be locked in
position. From Figure 4.12, it is observed that for 𝛼 = 2, the critical Reynolds Number 𝑅𝑒𝑐 = 3.1,
and for 𝛼 = 2, the critical Reynolds Number 𝑅𝑒𝑐 = 7.5. As aspect ratio decreases, the particle’s
shape is forming towards a spherical cylinder, the particle rotate more easily under shear, thus the
critical Re increases. Therefore it it legit to expect critical Reynolds number reaches infinity for
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𝛼 = 1. For a perfect spherical cylinder, the critical Reynolds number can be seen as infinity as the
particle keeps rotating for whatever Re under shear. This finding also matches well with Zettner
and Yoda’s experimental work (Zettner & Yoda, 2001b).

Figure 4.12. Real Frequency of an elliptical particle rotating in a bounded driven with increasing
Re for aspect ratio 𝑟𝑎 /𝑟𝑏 = 2 and 𝑟𝑎 /𝑟𝑏 = 1.5
We further studied the how the locking angle is affected by the Reynolds number at the
stationary stage. Once above the critical Reynolds number, the particle locks at a stationary
position and forms a angle against the horizontal line. The locking angle is defined as the angle in
between the long axis of elliptical particle and the horizontal line originating from the centroid of
the particle as show in Figure 4.13. The locking angle increases as Reynolds number increases
until it reaches a equilibrium position where the locking angle stops changing as shown in Figure
4.14. The reason why the angle stops increasing may be due to the influence from the wall or from
the influence of the particle in the neighbouring domain.
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Figure 4.13. Sketch of locking angle for elliptical cylinder in shear flow

Figure 4.14. Real Frequency of an elliptical particle rotating in a bounded driven with increasing
Re for aspect ratio 𝑟𝑎 /𝑟𝑏 = 2
4.4 Conclusion
In this work, A series of numerical experiments on elliptical cylinder particle in shear flow
were performed with SDFIBM method. The degree of freedom of the particle is limited to be only
allowed to rotate but fixed in position. This work demonstrated that there are two stages for
elliptical cylinder particle in shear flow: the periodical rotating stage and stationary stage. The two
stages are divided by a critical Reynolds number. When Reynolds number is below the critical
Reynolds number, the maximum decreases and the period increases as the Reynolds number
increases.
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The aspect ratio has a significant impact on the particle behavior in shear flow. As aspect
ratio increases, particle’s shape is changing towards an ellipse, the maximum and period of the
particle increases as the aspect ratio increases. The critical Reynolds number decreases as the
aspect ratio increases. The drag and lift period also increases as the aspect ratio increases.
At the stationary stage, the locking angle of the particle increases as the Reynolds number
increases until it reaches an equilibrium position where the locking angle stops changing.
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Chapter 5. Summary
In conclusion, we summarize the main contributions of this work.
5.1 A Study of Flow Structure Patterns in Pulsed Fluidized Bed Using Two-Fluid Model
Simulations
We applied TFM simulations to study the regular flow structure in the pulsed fluidized
bed. Specifically, TFM with various frictional model settings have been studied. The
characteristics of regular pattern in pulsed fluidized bed are observed in one TFM model. Only
TFM model using Johnson and Jackson's frictional model in a laminar regime with frictional limit,
𝛼𝑠,𝑓𝑟 set to 0.61 was able to reproduce results similar to experimental observations of regular
bubble patterns. FFT analyses using time series of pressure drop and gas velocities probed at
different locations in the pulsed fluidized bed show temporal periodicity in bubble formation
process. FFT analysis of pressure drop with various inlet gas frequency shows that the pressure
drop in pulsed fluidized bed is strongly correlated with the forcing frequency of the inlet velocity
profile. The solids and voids during bubble formations are represented by peaks and valleys in the
phase-averaged volume fraction data. Based on this quantification method, the TFM model using
Johnson and Jackson's frictional model in a laminar regime with frictional limit, 𝛼𝑠,𝑓𝑟 set to 0.61
demonstrates its capability to capture regular patterns in pulsed fluidized bed. However, several
other TFM models including Schaffer’s frictional model and the turbulence closure model failed
to show the regularity in spatial structures corresponding to alternating bubble behavior in pulsed
fluidized beds.
5.2 A DNS Study of a Freely-Rotating Circular Cylinder in a Driven Two-Dimensional Shear
Flow
A series of simulations on a fixed but free to rotate cylinder particle in a bounded shear
flow are performed with SDFIBM method to get a better understanding of the forces and
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hydrodynamics around the particle. We have performed detailed 2D computations of flow around
the cylinder particle in the Reynolds number range 2.5 to 80. The rotational angular velocity and
stream pattern are dependent on the shear Reynolds number. As Reynolds number increases, it
takes a longer time for the angular velocity to reach steady state. The interaction between particles
becomes less so that the recirculation zone between neighboring domains gradually die out. The
wake formed around the particle becomes larger indicating a stronger interaction between particle
and fluid, which result in the reduction in the magnitude of the particle’s dimensionless angular
velocity. The drag force is not significantly influenced by the rotation of the sphere. The lift force,
however, is influenced by the rotation of the particle. Rotation increases the magnitude of the lift
force. The energy balance is well preserved. The energy coming into the system through the sliding
the top plane at a constant velocity is fully dissipated into the fluid as heat.
5.3 A DNS Study of a Rotating Elliptical Cylinder in a Driven Two-Dimensional Plane
Couette flow
A series of numerical experiments on elliptical cylinder particle in shear flow were
performed with SDFIBM method. Results show that there are two stages for elliptical cylinder
particle in shear flow: the periodical rotating stage and stationary stage. The two stages are divided
by a critical Reynolds number. When Reynolds number is below the critical Reynolds number, the
maximum, minimum both decreases and the period increases as the Reynolds number increases.
The aspect ratio has a significant impact on the particle behavior in shear flow. As aspect ratio
increases, particle’s shape is changing towards an ellipse, the minimum, maximum and period of
the particle increases as the aspect ratio increases. The critical Reynolds number decreases as the
aspect ratio increases. The drag and lift period also increases as the aspect ratio increases. At the
stationary stage, the locking angle of the particle increases as the Reynolds number increases until
it reaches an equilibrium position where the locking angle stops changing.
77

References
Akhavan, A., Rahman, F., Wang, S., & Rhodes, M. (2015). Enhanced fluidization of nanoparticles
with gas phase pulsation assistance. Powder Technology, 284, 521-529.
doi:10.1016/j.powtec.2015.07.004
Akhavan, A., van Ommen, J. R., Nijenhuis, J., Wang, X. S., Coppens, M. O., & Rhodes, M. J.
(2009). Improved Drying in a Pulsation-Assisted Fluidized Bed. Industrial & Engineering
Chemistry Research, 48(1), 302-309. doi:10.1021/ie800458h
Bagchi, P., & Balachandar, S. (2002). Effect of free rotation on the motion of a solid sphere in
linear shear flow at moderate Re (Vol. 14).
Blais, B., Lassaigne, M., Goniva, C., Fradette, L., & Bertrand, F. (2016). A semi-implicit immersed
boundary method and its application to viscous mixing. Computers & Chemical
Engineering, 85, 136-146. doi:10.1016/j.compchemeng.2015.10.019
Bretherton, F. P. (1962). Slow Viscous Motion Round a Cylinder in a Simple Shear. Journal of
Fluid Mechanics, 12(4), 591-613. doi:Doi 10.1017/S0022112062000415
Busch, A., & Johansen, S. (2019). Cuttings transport: On the effect of drill pipe rotation and
lateral motion.
Chen, C. F., & Mangione, B. J. (1969). Vortex Shedding from Circular Cylinders in Sheared Flow.
AIAA Journal, 7(6), 1211-&. doi:Doi 10.2514/3.5323
Cheng, M., & Luo, L. S. (2007). Characteristics of two-dimensional flow around a rotating circular
cylinder near a plane wall. Physics of Fluids, 19(6), 063601. doi:Artn 063601
10.1063/1.2738608
Coppens, M.-O., Kaart, S., Bleek, C. M. v. d., & Cheng, Y. (1999). Control of Chaotic Dynamics
in a 2D Fluidized Bed by Periodic Gas Injection. New York: American Institute of
Chemical Engineers.
Coppens, M. O., & van Ommen, J. R. (2003). Structuring chaotic fluidized beds. Chemical
Engineering Journal, 96(1-3), 117-124. doi:10.1016/j.cej.2003.08.007
Coutanceau, M., & Bouard, R. (2006). Experimental determination of the main features of the
viscous flow in the wake of a circular cylinder in uniform translation. Part 1. Steady flow.
Journal of Fluid Mechanics, 79(2), 231-256. doi:10.1017/s0022112077000135
Cundall, P. A., & Strack, O. D. L. (1980). A Discrete Numerical-Model for Granular Assemblies
Reply.
Geotechnique,
30(3),
335-336.
Retrieved
from
<Go
to
ISI>://WOS:A1980KM60500017
Dandy, D. S., & Dwyer, H. A. (1990). A Sphere in Shear-Flow at Finite Reynolds-Number - Effect
of Shear on Particle Lift, Drag, and Heat-Transfer. Journal of Fluid Mechanics, 216, 38178

410. doi:Doi 10.1017/S0022112090000477
Daw, C. S., Lawkins, W. F., Downing, D. J., & Clapp, N. E., Jr. (1990). Chaotic characteristics of
a complex gas-solids flow. Phys Rev A, 41(2), 1179-1181. doi:10.1103/physreva.41.1179
De Palma, P., de Tullio, M. D., Pascazio, G., & Napolitano, M. (2006). An immersed-boundary
method for compressible viscous flows. Computers & Fluids, 35(7), 693-702.
doi:10.1016/j.compfluid.2006.01.004
Ding, J., & Gidaspow, D. (1990). A Bubbling Fluidization Model Using Kinetic-Theory of
Granular Flow. AIChE Journal, 36(4), 523-538. doi:DOI 10.1002/aic.690360404
Dogon, D., & Golombok, M. (2016). Flow-induced proppant carrying capacity. Journal of
Petroleum
Science
and
Engineering,
146,
308-317.
doi:https://doi.org/10.1016/j.petrol.2016.04.032
Enwald, H., Peirano, E., & Almstedt, A. E. (1996). Eulerian two-phase flow theory applied to
fluidization. International Journal of Multiphase Flow, 22, 21-66. doi:Doi 10.1016/S03019322(96)90004-X
Epelle, E. I., & Gerogiorgis, D. I. (2017). A multiparametric CFD analysis of multiphase annular
flows for oil and gas drilling applications. Computers & Chemical Engineering, 106, 645661. doi:https://doi.org/10.1016/j.compchemeng.2017.08.011
Ergun, S. (1952). Fluid Flow through Packed Columns. Chemical Engineering Progress, 48(2),
89-94. Retrieved from <Go to ISI>://WOS:A1952UL86200005
Feng, Y. Q., & Yu, A. B. (2004). Assessment of model formulations in the discrete particle
simulation of gas-solid flow. Industrial & Engineering Chemistry Research, 43(26), 83788390. doi:10.1021/ie049387v
Fogelson, A. L., & Peskin, C. S. (1988). A fast numerical method for solving the three-dimensional
stokes' equations in the presence of suspended particles. Journal of Computational Physics,
79(1), 50-69. doi:10.1016/0021-9991(88)90003-4
Gawrzynski, Z., & Glaser, R. (1996). Drying in a pulsed-fluid bed with relocated gas stream.
Drying Technology, 14(5), 1121-1172. doi:Doi 10.1080/07373939608917142
Gidaspow, D. (2012). Multiphase Flow and Fluidization: Academic Press.
Gidaspow, D., Bezburuah, R., & Ding, J. (1991). Hydrodynamics of circulating fluidized beds:
Kinetic theory approach: Conference: 7th international conference on fluidization, Gold
Coast (Australia), 3-8 May 1992.
Grace, J. R. (1986). Contacting Modes and Behavior Classification of Gas - Solid and Other 2Phase Suspensions. Canadian Journal of Chemical Engineering, 64(3), 353-363. doi:DOI
10.1002/cjce.5450640301

79

Gui, N., & Fan, J. R. (2009). Numerical simulation of pulsed fluidized bed with immersed tubes
using DEM-LES coupling method. Chemical Engineering Science, 64(11), 2590-2598.
doi:10.1016/j.ces.2009.01.068
Hadi, B., van Ommen, J. R., & Coppens, M. O. (2012). Enhanced Particle Mixing in Pulsed
Fluidized Beds and the Effect of Internals. Industrial & Engineering Chemistry Research,
51(4), 1713-1720. doi:10.1021/ie200933k
Hager, A., Kloss, C., Pirker, S., & Goniva, C. (2014). Parallel Resolved Open Source CFD-DEM:
Method, Validation and Application. The Journal of Computational Multiphase Flows,
6(1), 13-27. doi:10.1260/1757-482x.6.1.13
Huang, H. B., Yang, X., Krafczyk, M., & Lu, X. Y. (2012). Rotation of spheroidal particles in
Couette flows. Journal of Fluid Mechanics, 692, 369-394. doi:10.1017/jfm.2011.519
Johnson, P. C., & Jackson, R. (1987). Frictional-Collisional Constitutive Relations for Granular
Materials, with Application to Plane Shearing. Journal of Fluid Mechanics, 176, 67-93.
doi:Doi 10.1017/S0022112087000570
Jordan, S. K., & Fromm, J. E. (1972). Laminar-Flow Past a Circle in a Shear-Flow. Physics of
Fluids, 15(6), 972-&. doi:Doi 10.1063/1.1694058
Kajishima, T., & Takiguchi, S. (2002). Interaction between Particle Clusters and Particle-Induced
Turbulence (Vol. 23).
Kajishima, T., Takiguchi, S., Hamasaki, H., & Miyake, Y. (2001). Turbulence structure of particleladen flow in a vertical plane channel due to vortex shedding. Jsme International Journal
Series B-Fluids and Thermal Engineering, 44(4), 526-535. doi:DOI 10.1299/jsmeb.44.526
Kawaguchi, T., Miyoshi, A., Tanaka, T., & Tsuji, Y. (2001). Discrete particle analysis of 2D
pulsating fluidized bed. Proc. of 4th Int. Conf .on Multiphase Flow.
Kempe, T., & Frohlich, J. (2012). An improved immersed boundary method with direct forcing
for the simulation of particle laden flows. Journal of Computational Physics, 231(9), 36633684. doi:10.1016/j.jcp.2012.01.021
Kim, I. (2006). Forces on a spherical particle in shear flow at intermediate Reynolds numbers.
International Journal of Computational Fluid Dynamics, 20(2), 137-141.
doi:10.1080/10618560600731869
Klipper, H. B. M. Z. (1975). The Relaxation Response. New York: Avon.
Koksal, M., & Vural, H. (1998). Bubble size control in a two-dimensional fluidized bed using a
moving double plate distributor. Powder Technology, 95(3), 205-213. doi:Doi
10.1016/S0032-5910(97)03337-8
Kurose, R., & Komori, S. (1999). Drag and lift forces on a rotating sphere in a linear shear flow.
Journal of Fluid Mechanics, 384, 183-206. doi:Doi 10.1017/S0022112099004164
80

Lee, H., & Balachandar, S. (2010). Drag and lift forces on a spherical particle moving on a wall in
a shear flow at finite Re. Journal of Fluid Mechanics, 657, 89-125.
doi:10.1017/S0022112010001382
Li, X. Y., Jiang, M., Huang, Z. Q., & Zhou, Q. (2019). Effect of particle orientation on the drag
force in random arrays of prolate ellipsoids in low-Reynolds-number flows. AIChE
Journal, 65(8). doi:UNSP e16621 10.1002/aic.16621
Li, Z. Y., Kobayashi, N., Deguchi, S., & Hasatani, M. (2004). Investigation on the drying kinetics
in a pulsed fluidized bed. Journal of Chemical Engineering of Japan, 37(9), 1179-1182.
doi:DOI 10.1252/jcej.37.1179
Li, Z. Y., Su, W. G., Wu, Z. H., Wang, R. F., & Mujumdar, A. S. (2010). Investigation of Flow
Behaviors and Bubble Characteristics of a Pulse Fluidized Bed via CFD Modeling. Drying
Technology, 28(1), 78-93. doi:Pii 918161178 10.1080/07373930903430785
Liao, C. C., Chang, Y. W., Lin, C. A., & McDonough, J. M. (2010). Simulating flows with moving
rigid boundary using immersed-boundary method. Computers & Fluids, 39(1), 152-167.
doi:10.1016/j.compfluid.2009.07.011
Lin, C. J., Peery, J. H., & Schowalt.Wr. (1970). Simple Shear Flow Round a Rigid Sphere - Inertial
Effects and Suspension Rheology. Journal of Fluid Mechanics, 44(Oct), 1-&. doi:Doi
10.1017/S0022112070001659
Linnick, M., & Fasel, H. (2003). A High-Order Immersed Boundary Method for Unsteady
Incompressible Flow Calculations. In 41st Aerospace Sciences Meeting and Exhibit:
American Institute of Aeronautics and Astronautics.
Lun, C. K. K., Savage, S. B., Jeffrey, D. J., & Chepurniy, N. (1984). Kinetic Theories for Granular
Flow - Inelastic Particles in Couette-Flow and Slightly Inelastic Particles in a General
Flowfield.
Journal
of
Fluid Mechanics, 140(Mar), 223-256. doi:Doi
10.1017/S0022112084000586
Mclaughlin, J. B. (1991). Inertial Migration of a Small Sphere in Linear Shear Flows. Journal of
Fluid Mechanics, 224, 261-274. doi:Doi 10.1017/S0022112091001751
Mclaughlin, J. B. (1993). The Lift on a Small Sphere in Wall-Bounded Linear Shear Flows.
Journal of Fluid Mechanics, 246, 249-265. doi:Doi 10.1017/S0022112093000114
Mei, R. (1992). An Approximate Expression for the Shear Lift Force on a Spherical-Particle at
Finite Reynolds-Number. International Journal of Multiphase Flow, 18(1), 145-147.
doi:Doi 10.1016/0301-9322(92)90012-6
Mittal, R., & Iaccarino, G. (2005). Immersed boundary methods. Annual Review of Fluid
Mechanics, 37(1), 239-261. doi:10.1146/annurev.fluid.37.061903.175743
Mittal, S., & Kumar, B. (2003). Flow past a rotating cylinder. Journal of Fluid Mechanics, 476,
303-334. doi:10.1017/S0022112002002938
81

Moran, J. C., & Glicksman, L. R. (2003a). Experimental and numerical studies on the gas flow
surrounding a single cluster applied to a circulating fluidized bed. Chemical Engineering
Science, 58(9), 1879-1886. doi:10.1016/S0009-2509(02)00684-X
Moran, J. C., & Glicksman, L. R. (2003b). Mean and fluctuating gas phase velocities inside a
circulating fluidized bed. Chemical Engineering Science, 58(9), 1867-1878.
doi:10.1016/S0009-2509(02)00683-8
Mukhopadhyay, A., Venugopal, P., & Vanka, S. P. (2002). Oblique vortex shedding from a
circular cylinder in linear shear flow. Computers & Fluids, 31(1), 1-24. doi:Doi
10.1016/S0045-7930(01)00017-2
Naumann, L. S. a. A. (1933). Uber die grundlegenden berechungen bei
der schwerkraftaufbereitung. Verein Deutscher Ingenieure.
Ogawa, S., Umemura, A., & Oshima, N. (1980). On the Equations of Fully Fluidized GranularMaterials. Zeitschrift Fur Angewandte Mathematik Und Physik, 31(4), 483-493. doi:Doi
10.1007/Bf01590859
Pence, D. V., & Beasley, D. E. (1998). Chaos suppression in gas-solid fluidization. Chaos, 8(2),
514-519. doi:10.1063/1.166332
Peskin, C. S. (1977). Numerical analysis of blood flow in the heart. Journal of Computational
Physics, 25(3), 220-252. doi:10.1016/0021-9991(77)90100-0
Poe, G. G., & Acrivos, A. (1975). Closed-Streamline Flows Past Rotating Single Cylinders and
Spheres - Inertia Effects. Journal of Fluid Mechanics, 72(Dec23), 605-&. doi:Doi
10.1017/S0022112075003187
Qi, D. W., & Luo, L. S. (2003). Rotational and orientational behaviour of three-dimensional
spheroidal particles in Couette flows. Journal of Fluid Mechanics, 477, 201-213.
doi:10.1017/S0022112002003191
Robertson, C. R., & Acrivos, A. (2006). Low Reynolds number shear flow past a rotating circular
cylinder. Part 1. Momentum transfer. Journal of Fluid Mechanics, 40(04), 685-703.
doi:10.1017/s0022112070000381
Saffman, P. G. (2006). The lift on a small sphere in a slow shear flow. Journal of Fluid Mechanics,
22(2), 385-400. doi:10.1017/s0022112065000824
Schaeffer, D. G. (1987). Instability in the evolution equations describing incompressible granular
flow. Journal of Differential Equations, 66(1), 19-50. doi:10.1016/0022-0396(87)90038-6
Sharma, N., & Patankar, N. A. (2005). A fast computation technique for the direct numerical
simulation of rigid particulate flows. Journal of Computational Physics, 205(2), 439-457.
doi:10.1016/j.jcp.2004.11.012

82

Sreekanth, P., Madhava, S., & Thomas, J. O. B. (Eds.). (2011). Computational Gas-Solids Flows
and Reacting Systems: Theory, Methods and Practice. Hershey, PA, USA: IGI Global.
Syamlal, M., & O’Brien, T. J. (1989). Computer simulation of bubbles in a fluidized bed. Paper
presented at the AIChE Symp. Ser.
Taira, K., & Colonius, T. (2007). The immersed boundary method: A projection approach. Journal
of Computational Physics, 225(2), 2118-2137. doi:10.1016/j.jcp.2007.03.005
Tamura, H., Kiya, M., & Arie, M. (1980). Numerical Study on Viscous Shear-Flow Past a CircularCylinder. Bulletin of the Jsme-Japan Society of Mechanical Engineers, 23(186), 19521958. doi:DOI 10.1299/jsme1958.23.1952
Tritton, D. J. (1959). Experiments on the Flow Past a Circular Cylinder at Low Reynolds Numbers.
Journal of Fluid Mechanics, 6(4), 547-+. doi:Doi 10.1017/S0022112059000829
Tullio, M. D. d. P., Giuseppe; Napolitano, M. (2012). Arbitrarily shaped particles in shear flow.
Conference Proceedings.
Uhlmann, M. (2005). An immersed boundary method with direct forcing for the simulation of
particulate flows. Journal of Computational Physics, 209(2), 448-476.
doi:10.1016/j.jcp.2005.03.017
Van Den Bleek, C. A., Coppens, M. O., & Schouten, J. C. (2002). Application of chaos analysis
to multiphase reactors. Chemical Engineering Science, 57(22-23), 4763-4778. Retrieved
from <Go to ISI>://WOS:000179484200008
van den Bleek, C. M., & Schouten, J. C. (1993). Deterministic chaos: a new tool in fluidized bed
design and operation. The Chemical Engineering Journal and the Biochemical
Engineering Journal, 53(1), 75-87. doi:10.1016/0923-0467(93)80009-l
van Ommen, J. R., Nijenhuis, J., & Coppens, M. O. (2009). Reshaping the Structure of Fluidized
Beds. Chemical Engineering Progress, 105(7), 49-57. Retrieved from <Go to
ISI>://WOS:000268013700015
Vasseur, P., & Cox, R. G. (2006). The lateral migration of a spherical particle in two-dimensional
shear
flows.
Journal
of
Fluid
Mechanics,
78(2),
385-413.
doi:10.1017/s0022112076002498
Wang, X. S., & Rhodes, M. J. (2005). Pulsed fluidization - a DEM study of a fascinating
phenomenon. Powder Technology, 159(3), 142-149. doi:10.1016/j.powtec.2005.08.007
Wen, C. Y., & Yu, Y. H. (1966). Mechanics of Fluidization. The Chemical Engineering Progress
Symposium Series, 162, 100-111.
Wu, K. Q., de Martin, L., & Coppens, M. O. (2017). Pattern formation in pulsed gas-solid fluidized
beds - The role of granular solid mechanics. Chemical Engineering Journal, 329, 4-14.
doi:10.1016/j.cej.2017.05.152
83

Wu, K. Q., de Martin, L., Mazzei, L., & Coppens, M. O. (2016). Pattern formation in fluidized
beds as a tool for model validation: A two-fluid model based study. Powder Technology,
295, 35-42. doi:10.1016/j.powtec.2016.03.011
Xia, Y., Lin, J. Z., Ku, X. K., & Chan, T. L. (2018). Shear-induced autorotation of freely rotatable
cylinder in a channel flow at moderate Reynolds number. Physics of Fluids, 30(4), 043303.
doi:Artn 043303 10.1063/1.5021877
Yang, J. M., & Stern, F. (2014). A Sharp Interface Direct Forcing Immersed Boundary Approach
for Fully Resolved Simulations of Particulate Flows. Journal of Fluids EngineeringTransactions of the Asme, 136(4), 040904-040904-040910. doi:Artn 040904
10.1115/1.4026198
Ye, J., & Roco, M. C. (1992). Particle Rotation in a Couette-Flow. Physics of Fluids a-Fluid
Dynamics, 4(2), 220-224. doi:Doi 10.1063/1.858349
Ye, T., Mittal, R., Udaykumar, H. S., & Shyy, W. (1999). An accurate Cartesian grid method for
viscous incompressible flows with complex immersed boundaries. Journal of
Computational Physics, 156(2), 209-240. doi:DOI 10.1006/jcph.1999.6356
Yuki, Y., Takeuchi, S., & Kajishima, T. (2007). Efficient Immersed Boundary Method for Strong
Interaction Problem of Arbitrary Shape Object with the Self-Induced Flow. Journal of
Fluid Science and Technology, 2(1), 1-11. doi:10.1299/jfst.2.1
Zeng, L. Y., Najjar, F., Balachandar, S., & Fischer, P. (2009). Forces on a finite-sized particle
located close to a wall in a linear shear flow. Physics of Fluids, 21(3), 033302. doi:Artn
033302 10.1063/1.3082232
Zettner, C. M., & Yoda, M. (2001a). The circular cylinder in simple shear at moderate Reynolds
numbers: An experimental study. Experiments in Fluids, 30(3), 346-353. doi:DOI
10.1007/s003480000206
Zettner, C. M., & Yoda, M. (2001b). Moderate-aspect-ratio elliptical cylinders in simple shear
with
inertia.
Journal
of
Fluid
Mechanics,
442,
241-266.
doi:Doi
10.1017/S0022112001005006
Zhang, C. G., Wu, C. L., & Nandakumar, K. (2019). Effective Geometric Algorithms for Immersed
Boundary Method Using Signed Distance Field. Journal of Fluids EngineeringTransactions of the Asme, 141(6), 061401-061401-061413. doi:Artn 061401
10.1115/1.4041758
Zhang, D., & Koksal, M. (2006). Heat transfer in a pulsed bubbling fluidized bed. Powder
Technology, 168(1), 21-31. doi:10.1016/j.powtec.2006.06.017
Zhang, X., Zhu, X., & He, G. (2013). An Improved Direct-Forcing Immersed Boundary Method
for
Fluid-Structure
Interaction
Simulations.
(55546),
V01AT08A005.
doi:10.1115/FEDSM2013-16472

84

Zhou, Z. Y., Kuang, S. B., Chu, K. W., & Yu, A. B. (2010). Discrete particle simulation of particlefluid flow: model formulations and their applicability. Journal of Fluid Mechanics, 661,
482-510. doi:10.1017/S002211201000306x
Zhu, H. P., Zhou, Z. Y., Yang, R. Y., & Yu, A. B. (2007). Discrete particle simulation of particulate
systems: Theoretical developments. Chemical Engineering Science, 62(13), 3378-3396.
doi:10.1016/j.ces.2006.12.089
Zhu, H. P., Zhou, Z. Y., Yang, R. Y., & Yu, A. B. (2008). Discrete particle simulation of particulate
systems: A review of major applications and findings. Chemical Engineering Science,
63(23), 5728-5770. doi:10.1016/j.ces.2008.08.006

85

Appendix A．TFM Theories
A.1 Kinetic Theory of Granular Flows
Similar to colliding molecules in an ideal gas in the kinetic theory of gases, the granular
temperature is proportional to the average translational particle fluctuating energy (Ding &
Gidaspow, 1990):
3
1
𝜃𝑠 = 〈𝐶 2 〉
2
2

(A. 1)

where 𝐶 is the particle fluctuating velocity.
𝑪𝒊 = 𝒄𝒊 − 𝒗𝒊

(A. 2)

Therefore, using the momentum equation, the equation of the fluctuating energy takes the
form:
3 𝜕
[ (𝜌 𝛼 𝜃 ) + 𝛁 ∙ (𝜌𝑠 𝛼𝑠 𝒗𝒔 𝜃𝑠 )] = ((−𝑃𝑠 𝑰 + 𝝉𝒔 ): 𝛁𝒗𝒔 + 𝛁 ∙ (𝑘𝑠 𝛁𝜃𝑠 ) − 𝛾𝑠 − 3𝛽𝜃𝑠
2 𝜕𝑡 𝑠 𝑠 𝑠

(A. 3)

where the first term on the right hand of the equation represents the generation of energy
by the solid phase; the second term 𝑘𝑠 𝛁𝜃𝑠 describes the diffusive flux of granular energy; The
third term 𝛾𝑠 represents the rate of energy dissipation within the solid phase due to inelastic
collisions between particles (Lun, Savage, Jeffrey, & Chepurniy, 1984); and the last term 3𝛽𝜃𝑠
describes the particle fluctuating energy lost to the gas phase. In our simulations, assuming that
the granular energy is in steady state, an algebraic equation neglecting convection and diffusion in
the transport equation is used as:
0 = (−𝑃𝑠 𝐼 + 𝝉𝒔 ): 𝛁𝒗𝒔 − 𝛾𝑠 − 3𝛽𝜃𝑠
𝛾𝑠 =

2 )𝑔
12(1−𝑒𝑠𝑠
0

𝑑𝑝 √𝜋

(A. 4)

3

𝜌𝑠 𝛼𝑠2 𝜃𝑠2

(A. 5)

𝑒𝑠𝑠 is the restitution coefficient for particle-particle collisions. In this work, a value of
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𝑒𝑠𝑠 = 0.9 is used. And 𝑔0,𝑠𝑠 is the radial distribution function, which governs the granular phase
transition from compressible state (𝛼𝑠 < 𝛼𝑠,𝑚𝑎𝑥 ) to incompressible state (𝛼𝑠 = 𝛼𝑠,𝑚𝑎𝑥 ), expressed
by Ogawa et al. (Ogawa, Umemura, & Oshima, 1980):
𝛼𝑠

1 −1
3

𝑔0 = [1 − (
) ]
𝛼𝑠,𝑚𝑎𝑥

(A. 6)

The kinetic part and collisional part of the shear viscosity use Gidaspow’s model (Ding &
Gidaspow, 1990):
𝜇𝑠,𝑘𝑖𝑛 =

2
10𝛼𝑠 𝜌𝑠 𝑑𝑝 √𝜃𝑠 𝜋
4
[1 + 𝑔0 𝛼𝑠 (1 + 𝑒𝑠𝑠 )]
96(1 + 𝑒𝑠𝑠 )𝑔0
5

(A. 7)

1

𝜇𝑠,𝑐𝑜𝑙

4
𝜃𝑠 2
= 𝛼𝑠2 𝜌𝑠 𝑑𝑝 𝑔0 (1 + 𝑒𝑠𝑠 ) ( )
5
𝜋

(A. 8)

The solids pressure in viscous regime, expressed by Lun et al. (Lun et al., 1984), is
composed of a kinetic term and a particle collision term.
𝑃𝑠,𝑣𝑖𝑠 = 𝛼𝑠 𝜌𝑠 𝜃𝑠 + 2𝜌𝑠 (1 + 𝑒𝑠𝑠 )𝛼𝑠2 𝑔0 𝜃𝑠

(A. 9)

The bulk viscosity 𝜉𝑠 is a measurement of rathe te of viscous force related to compression
and expansion of the granular phase. It is expressed by Lun et al. (Lun et al., 1984):
1

4
𝜃𝑠 2
𝜉𝑠 = 𝛼𝑠2 𝜌𝑠 𝑑𝑝 𝑔0 (1 + 𝑒𝑠𝑠 ) ( )
3
𝜋

(A. 10)

A.2 Closure Relationships for Drag Models
The drag force is modeled by the Gidaspow drag model (D. Gidaspow et al., 1991), which
is a combination of Wen-Yu model (Wen & Yu, 1966) and the Ergun equation (Ergun, 1952).
𝛽=

3 𝛼𝑠 𝛼𝑔 𝜌𝑔 |𝒗𝒔 − 𝒗𝒈 | −2.65
𝐶
𝛼𝑔
, 𝛼𝑔 > 0.8
4 𝐷
𝑑𝑝

(A. 11)

87

𝜇𝑔 𝛼𝑠2
𝛼𝑠 𝜌𝑔
𝛽 = 150
+
1.75
|𝒗𝒔 − 𝒗𝒈 |, 𝛼𝑔 ≤ 0.8
𝛼𝑔 𝑑𝑝2
𝑑𝑝

(A. 12)

The drag coefficient is:
𝐶𝐷 =

24
0.687
(1 + 0.15(𝛼𝑔 𝑅𝑒𝑠 )
)
𝛼𝑔 𝑅𝑒𝑠

(A. 13)

The relative Reynolds number is
𝑅𝑒𝑠 =

𝜌𝑔 𝑑𝑝 |𝒗𝒔 − 𝒗𝒈 |
𝜇𝑔

(A. 14)

A.3 Closure Relationships for Frictional Interactions
According to Johnson and Jackson (Johnson & Jackson, 1987), the frictional viscosity is
modeled as:
𝜇𝑠,𝑓𝑟 = 𝑃𝑠,𝑓𝑟 𝑠𝑖𝑛𝜙

(A. 15)

The frictional pressure is modeled according to Johnson and Jackson (Johnson & Jackson,
1987):
𝑃𝑠,𝑓𝑟 = 𝐹𝑟

(𝛼𝑠 − 𝛼𝑠,𝑓𝑟 )

2

(𝛼𝑠,𝑚𝑎𝑥 − 𝛼𝑠 )

(A. 16)

5

where the term 𝐹𝑟 is the frictional coefficient, modified to be a function of the solid volume
fraction:
𝐹𝑟 = 0.1𝛼𝑠

(A. 17)

In Schaeffer’s frictional model (Schaeffer, 1987), the frictional viscosity uses this
expression:
𝜇𝑠,𝑓𝑟 =

𝑃𝑠,𝑓𝑟 𝑠𝑖𝑛𝜙

(A. 18)

2√𝐼2𝐷

A.4 Closure Equations for the Turbulence Model
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Reynolds stress tensor for the gas phase takes the form:
2
𝝉𝒈 = 𝛼𝑔 [𝜌𝑔 𝜇𝑡,𝑔 (𝒗𝒈 + 𝛁𝒗𝒈 𝑇 )] − (𝜌𝑔 𝛼𝑔 𝑘𝑔 + 𝜌𝑔 𝛼𝑔 𝜇𝑡,𝑔 𝛁 ∙ 𝒗𝒈 )𝑰
3

(A. 19)

The turbulence viscosity is written in terms of turbulent kinetic energy:
𝜇𝑡,𝑔

𝜌𝑔 𝐶 𝜇 𝑘𝑔2
=
𝜖𝑔

(A. 20)

where 𝑘𝑔 is the turbulent kinetic energy, 𝜀𝑔 is the dissipation rate, and 𝐶𝜇 = 0.09.
The transport equation for turbulence prediction from the modified 𝑘 − 𝜀 model
(neglecting momentum transfer between gas and solid phase) is:
𝜇𝑡,𝑔
𝜕
) 𝛁𝑘𝑔 ) + 𝛼𝑔 𝐺𝑘,𝑔 − 𝛼𝑔 𝜌𝑔 𝜀𝑔
(𝛼𝑔 𝜌𝑔 𝑘𝑔 ) + 𝛁 ∙ (𝛼𝑔 𝜌𝑔 𝒗𝒈 𝑘𝑔 ) = 𝛁 ∙ (𝛼𝑔 (𝜇𝑔 +
𝜕𝑡
𝜎𝑘

(A. 21)

𝜇𝑡,𝑔
𝜀𝑔
𝜕
) 𝛁𝜀𝑔 ) + 𝛼𝑔 (𝐶1 𝐺𝑘,𝑔 − 𝐶2 𝜌𝑔 𝜀𝑔 ) (A. 22)
(𝛼𝑔 𝜌𝑔 𝜀𝑔 ) + 𝛁 ∙ (𝛼𝑔 𝜌𝑔 𝒗𝒈 𝜀𝑔 ) = 𝛁 ∙ (𝛼𝑔 (𝜇𝑔 +
𝜕𝑡
𝜎𝜀
𝑘𝑔
where 𝐶1 = 1.44, 𝐶2 = 1.92. The turbulent Prandtl numbers for 𝑘𝑔 and 𝜀𝑔 respectively
are: 𝜎𝑘 = 1.0, 𝜎𝜀 = 1.3. The production of turbulent kinetic energy 𝐺𝑘,𝑔 is:
𝐺𝑘,𝑔 = 𝜇𝑡,𝑔 (∇𝑣𝑔 + ∇𝑣𝑔 𝑇 ): ∇𝑣𝑔

(A. 23)
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Appendix B．EDR Code
#include "fvCFD.H"

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
void calcIncompressibleTotalKineticEnergy
(
const fvMesh& mesh,
const Time& runTime,
const volVectorField& U
)
{
Info<< "Reading transportProperties dictionary \n" << endl;

IOdictionary transportProperties
(
IOobject
(
"transportProperties",
runTime.constant(),
mesh,
IOobject::MUST_READ,
IOobject::NO_WRITE
)
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);

dimensionedScalar nu(transportProperties.lookup("nu"));

dimensionedScalar totalKE("totalKE", dimensionSet(0,5,-2,0,0,0,0),
gSum(0.5*(U&U)*mesh.V()));

if (totalKE.dimensions() == ( U.dimensions()* U.dimensions() * mesh.V().dimensions()))
{
Info << "

Total kinetic energy: " << totalKE.value() << " [J]\n" << endl;

}
else
{
FatalError
<<"Incorrect dimensions of totalKE: " << U.dimensions()* U.dimensions() *
mesh.V().dimensions()
<< "should be " << totalKE.dimensions() << endl << endl
<< "Dimensions in calculation are:" << endl
<< "U " << U.dimensions() << endl
<< "V " << mesh.V().dimensions() << endl << exit(FatalError);
}

volSymmTensorField S(symm(fvc::grad(U)));

91

volScalarField EDR
(
IOobject
(
"EDR",
runTime.timeName(),
mesh,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
//S&&S
//S&&fvc::grad(U)
2*nu*(S&&(fvc::grad(U)))
//2*nu*(S&&S)
);
EDR.write();

dimensionedScalar totalEDR("totalEDR", dimensionSet(1,2,-3,0,0,0,0),
gSum(1.0*EDR*mesh.V()));
Info << "

Total EDR: " << totalEDR.value() << " [J/s]\n" << endl;

}
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int main(int argc, char *argv[])
{
timeSelector::addOptions();

#include "addRegionOption.H"

// argList::addBoolOption
// (
// "compressible",
// "calculate kinetic energy for compressible cases"
// );
// const bool compressible = args.optionFound("compressible");

#include "setRootCase.H"
#include "createTime.H"
instantList timeDirs = timeSelector::select0(runTime, args);
#include "createNamedMesh.H"

forAll(timeDirs, timeI)
{
runTime.setTime(timeDirs[timeI], timeI);
Info<< "Time = " << runTime.timeName() << endl;
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IOobject Uheader
(
"U",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::NO_WRITE
);

{
Info << "Reading field U" << endl;
volVectorField U(Uheader, mesh);

calcIncompressibleTotalKineticEnergy(mesh, runTime, U);
}
}

Info << "End\n" << endl;
return 0;
}

// ************************************************************************* //
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