We gathered high resolution spectra for an ensemble of 55 bright active and inactive stars using the ARC 3.5 m Telescope Echelle Spectrograph at Apache Point Observatory (R ≈31,500). We measured spectroscopic effective temperatures, surface gravities and metallicities for most stars in the sample with SME and MOOG. Our stellar property results are consistent with the photometric effective temperatures from the Gaia DR2 pipeline. We also measured their chromospheric S and log R HK indices to classify the stars as active or inactive and study the connection between chromospheric activity and starspots. We then attempted to infer the starspot covering fractions on the active stars by modeling their spectra as a linear combination of hot and cool inactive stellar spectral templates. We find that it is critical to use precise colors of the stars to place stringent priors on the plausible spot covering fractions. The inferred spot covering fractions generally increase with the chromospheric activity indicator log R HK , though we are largely insensitive to spot coverages smaller than f S 20%. We find a dearth of stars with small log R HK and significant spot coverages.
INTRODUCTION
One of the many remarkable data products produced by the ESA Gaia mission is a catalog of stellar effective temperatures (Gaia Collaboration et al. 2018) . The Gaia Apsis pipeline uses two-color photometry and parallaxes to measure effective temperatures for a broad range of stars and other objects, totalling more than 10 8 sources (Bailer-Jones et al. 2013a; Andrae et al. 2018 ). This indispensable resource will be a touchstone catalog for years to come, and as morrisbrettm@gmail.com * NSF Astronomy and Astrophysics Postdoctoral Fellow † Guggenheim Fellow such, it is important to validate its results on bright, nearby stars for which the effective temperatures may be unambiguously determined using other means. In this work, we use high resolution spectroscopy analyzed with two independent methods to measure effective temperatures, and compare results to the ESA Gaia effective temperatures.
We also used our spectroscopy to investigate stellar activity. In a high resolution spectrum, starspots change a star's flux as a function of wavelength, as well as time. Magnetic starspots are cooler than the surrounding photosphere, and to a first approximation, they emit the spectrum of a cooler star. These starspots are the observable, outer manifestations of the stellar dynamos operating near and below the surface (Berdyugina 2005) .
Magnetically active regions on stellar surfaces play an increasingly important role in understanding exoplanets, both with radial-velocity measurements and transit-transmission spectroscopy (Cameron 2017; Zellem et al. 2017 , and references therein). Uncorrected variations in the stellar flux in time and wavelength can cause degeneracies when inferring the atmospheric properties of a transiting exoplanet, which can lead to, for example, false positive detections of Rayleigh scattering (see Sing et al. 2011; McCullough et al. 2014; Oshagh et al. 2014) , or transparent atmospheres in blue spectral regions (Rackham et al. 2018; Morris et al. 2018b) . Direct measurement of starspot covering fractions are thus important inputs for models of photometry and spectra of active stars, which will be used to measure the transmission spectra of exoplanet atmospheres (Wakeford et al. 2019) , exoplanet transit timing variations, and host star radial velocities.
The full covering fraction of starspots can be difficult to infer from their rotational variability. Only the time-varying, low-order spherical harmonics contribute to the total flux variability; stationary spots or odd harmonics yield zero net variability, while time-variable high-order even harmonics are strongly suppressed. Thus, longitudinally-or symmetrically distributed spots or slowly evolving spots on stars with long rotational periods can yield an underestimate of the total spot covering fraction. Hence, spectroscopy may be a preferable approach for measuring the total covering fraction of starspots.
One effort towards direct measurements of spot temperatures and covering fractions outside of the Solar System was led by Neff et al. (1995) (see also O'Neal et al. 1996 O'Neal et al. , 1998 O'Neal et al. , 2001 O'Neal et al. , 2004 . The authors modeled echelle spectra of active stars with a linear combination of model stellar atmospheres from a G dwarf and an M giant. In particular, they found that titanium oxide (TiO) absorption at 7054 and 8859Å due to starspots yielded constraints on the spot temperatures and spot covering fractions. The TiO molecule is a useful tracer for starspots as it forms below temperatures of 4000 K-cool starspots near or below this temperature will produce some TiO absorption, while the rest of the photosphere of a G or K star (T eff > 4000 K) will not.
We present a library of stellar template spectra of more than 50 stars taken with the Astrophysical Research Consortium Echelle Spectrograph (ARCES) on the ARC 3.5 m Telescope at Apache Point Observatory in Section 2. For each star we compute effective temperatures with a variety of techniques, and measure the activity indices S and log R HK . In Section 3 we model the spectra of a subset of the active stars with linear combinations of the inactive stellar template spectra to infer the spot area coverage on the active stars. We discuss the results and conclusions in Sections 4 and 5.
STELLAR PARAMETERS

Sample Selection
We selected bright, northern targets observable from Apache Point Observatory for inclusion in this work. We chose only stars with previously measured S-indices, a measurement of chromospheric emission indicative of magnetic activity (Wilson 1968) , then divided the sample into two classes: stars that are chromospherically active or inactive.
The stellar sample of 55 stars is comprised of 29 active stars and 26 inactive stars, for a total of one F, 18 G, 34 K, and two M stars. The stellar sample is listed in Table 1 , and detailed descriptions of each target when available are given in Appendix A.
We selected a set of stars with low-value Sindices to use as templates assuming stars are Duncan et al. (1991) .
essentially spotless. We also selected a set of active stars spanning the full dynamic range of the S-index. In the next section, we will fit the spectra of the active stars as a linear combinations of spectra of inactive stars (with small S-indices).
Raw spectrum reduction
We reduced the raw ARCES spectra with IRAF methods to subtract biases, removed cosmic rays, normalized by the flat field, and carried out the wavelength calibration with exposures of a thorium-argon lamp.
1 We fit each order of the spectrum of an early-type star with a high-order polynomial to measure the blaze function, and divided the spectra of the target stars by that polynomial to normalize each spectral order.
1 An ARCES data reduction manual by J. Thorburn is available at http://astronomy.nmsu. edu:8000/apo-wiki/attachment/wiki/ARCES/ Thorburn ARCES manual.pdf Chromospheric activity log R HK index as a function of B − V color for our template stars (black), compared with the large field samples of Duncan et al. (1991) , Wright et al. (2004) and Isaacson & Fischer (2010) , (gray) computed with the procedure outlined in Mittag et al. (2013) . Stars classified as "inactive" are marked with black squares, stars classified as "active" are marked with black circles. The outliers at low activity are giants, including G giant HD 5857, and the K giants Gl 705, HD 6497 and HD 145742 (see Table 1 for stellar properties).
Next, the normalized spectra must be shifted in wavelength into the rest-frame by removing their radial velocities. We removed the radial velocity by maximizing the cross-correlation of the ARCES spectra with PHOENIX model atmosphere spectra (Husser et al. 2013 ). We fit a second-order polynomial with robust leastsquares (with a Cauchy loss function) to the continuum in each order, before stitching together neighboring orders, taking the mean flux in regions of overlapping wavelength coverage. The source code for the pipeline used for wavelength corrections and continuum normalization is available online (Morris & Dorn-Wallenstein 2018 (2018) , colored by log R HK , for stars in Duncan et al. (1991) , Wright et al. (2004) and Isaacson & Fischer (2010) (small points). The larger circles are the stars observed in this work.
We calculated the chromospheric Ca II H & K activity S and log R HK indices by following the algorithm outlined in Morris et al. (2017b) . In summary, we computed the flux within triangular-weighted windows centered on the Ca II H & K features, normalized by pseudocontinuum to the red and blue of the H and K features. We then translated the instrumentnative S AP O index into the S M W O index for comparison with data collected from other instruments. Figure 1 compares our S-indices with measurements for a subset of stars from the Mount Wilson Observatory HK Project (Duncan et al. 1991) , and we find good agreement. With these S indices, we follow the procedure outlined in Mittag et al. (2013) for computing log R HK . The results are shown in Figure 2 as a function of stellar (B −V ) color, and in Figure 3 on the Gaia DR2 color-magnitude diagram (CMD), and are listed in Table 1 . Figure 2 illustrates where we have drawn our cutoff between active and inactive stars, and Figure 3 demonstrates that it is possible to distinguish the evolutionary states of these bright stars from Gaia photometry and parallaxes alone, even before we apply high resolution spectroscopy.
Stellar parameters
In this section we measure the effective temperatures of the stars with three techniques: using the ARCES high resolution spectroscopy independently with SME and MOOG, and using Gaia DR2 broadband photometry (Andrae et al. 2018) . We estimated the effective temperatures with three techniques so that we could determine if activity was affecting the T eff estimates. In the following sections we will outline the effective temperature measurement with each technique, and compare the results to one another in Section 2.5.
Stellar parameters with SME
We used Spectroscopy Made Easy (SME; Valenti & Piskunov 1996; Valenti & Fischer 2005; Piskunov & Valenti 2017 ) version 522 to compute the effective temperatures (T eff ), surface gravities (log g), metallicities ([Fe/H]), and projected rotational velocities (v sin i) of all stars in our sample. The SME algorithm fits selected spectral regions with synthetic spectra generated with a particular atmospheric model (ATLAS12; Kurucz 2013) and line list. We followed the basic procedure and adopted the wavelength range and line list from Valenti & Fischer (2005) , and analyzed the 5164-5190Å interval covering the pressure-sensitive Mg I b triplet, and the 6000-6070 and 6100-6180Å intervals split into 7 segments.
We normalized the Mg I b segment by comparing a solar spectrum (observed with ARCES, reflected off the Moon) to the Wallace et al. (2011) solar atlas, where we matched the velocity offset and instrumental broadening between spectra, then fit a polynomial to the ratio of the two spectra to derive a blaze model for this order. For the other spectral segments, this pro- cedure also works, but the absorption lines in the regions are sparse enough that polynomials fit directly to the spectra are also effective. All spectra were cross-correlated against the solar atlas during normalization. SME also fits for small radial velocity offsets and residual linear trends across spectral segments. We initialized SME with properties taken from the literature; when spectroscopic results were not available, we used Gaia DR2 T eff values; when other parameters were unavailable, we adopted log g = 4.6 dex, [Fe/H] = 0.0 dex, and v sin i = 2 km s −1 . Following Valenti & Fischer (2005) , microturbulence was fixed to 0.85 km s −1 and we adopted their macroturbulence relation. We did not solve for any additional abundances besides the metallicity parameter for this work, which therefore assumes a scaled-solar composition. After running the initial fit, we perturbed the resulting T eff by ±200 K and refit the spectra. Fits typically converged to within 10 K of the first solution for stars warmer than T eff > 4600 K.
The spectra of cooler stars are more complicated, particularly in the Mg I b order. For stars cooler than T eff < 4600 K, we removed this order from our analysis, then fixed log g to a value drawn from a 3 Gyr (i.e., middle-aged) Dartmouth isochrone with [Fe/H] = +0.10 dex (this choice was arbitrary and made purely for our convenience) at the initial T eff , and iterated the fit once. We verified convergence by varying the initial T eff by ±500 K, and resetting values each time to [Fe/H] = 0.0 dex and log g = 4.6 dex. Ryabchikova et al. (2016) assessed the stellar parameter accuracies attainable with SME for FGK dwarfs with high-quality spectra (e.g., S/N = 200, R =40,000-110,000), and found uncertainties on T eff of 50-70 K, on log g of 0.1 dex, and on metallicity of 0.05 − 0.06 dex (see also Piskunov & Valenti 2017; Brewer et al. 2016) . While their spectroscopy methodology (includ-ing wavelength regions analyzed) differs from ours, these values provide error floors that are consistent with our results. Results for stars with multiple observations and results from varying the initial conditions typically yielded dispersions much lower than this error floor. For now, we will assume that our uncertainties for T eff are 50 K, and will later compare our values to the photometric Gaia DR2 and literature values to assign final uncertainties. The results are shown in Figure 4 .
Stellar parameters with MOOG
For most of the stars, T eff , log g, microturbulent velocity (ξ, in km s −1 ), and [Fe/H] were also determined with a standard model atmospheres approach. Equivalent width (EWs) of Fe I and Fe II lines were first measured in the normalized spectra using the Gaussian profile fitting code DAOSPEC (Stetson & Pancino 2008) . DAOSPEC has difficulty measuring lines with EW > 100 mÅ; as a result, those lines were remeasured by hand. The lines from Fulbright et al. (2006) and McWilliam et al. (2013) were utilized. Lines blueward of 5000Å; were not included to avoid issues with continuum normalization. Strong lines (with reduced EWs 2 REW > −4.8) were not included, to minimize uncertainties due to, e.g., damping constants (McWilliam et al. 1995) .
The EWs were then input into the 2017 version of the Local Thermodynamic Equilibrium (LTE) line analysis code MOOG (Sneden 1973) . ATLAS model atmospheres were adopted (Castelli & Kurucz 2004) , using an interpolation scheme for temperatures and surface gravities that lie between the grid points. For each Fe line, [Fe/H] was calculated relative to the solar abundance for that line (using the solar EWs from Fulbright et al. 2006 and McWilliam et al. 2013) . The appropriate T eff and ξ were determined by minimizing trends in [Fe I/H] with excitation potential (EP, in eV) and REW, respectively. The appropriate log gwas determined with the BaSTI isochrones (Pietrinferni et al. 2004) , utilizing the spectroscopic T eff . This means that the surface gravity could be mildly dependent on the adopted age and metallicity; however, the effect on main sequence stars is small. The European Space Agency's Gaia mission recently delivered astrometric, photometric, and radial velocity data for a large number of stars (Gaia Collaboration et al. 2018) . The second data release (DR2) included an analysis of the three-band photometry (G BP , G RP , G), with the Apsis pipeline (Bailer-Jones et al. 2013b) , and derived effective temperatures for 161 million sources brighter than G < 17 with 3000 < T eff < 10000 K (Andrae et al. 2018) . The Apsis pipeline consists of a machine learning algorithm trained on large T eff data sets from the literature (e.g., LAMOST, RAVE, the Kepler Input Catalog), and was validated using data from GALAH, nearby solar twin stars, and other sources.
We performed additional tests to assess the accuracy and precision of the DR2 catalog effective temperatures by comparing results for well-characterized nearby stars, including the FGK stars observed by CPS with Keck/HIRES and characterized with SME by Brewer et al. (2016) , the K and M dwarfs characterized with interferometry and bolometric fluxes by Boyajian et al. (2012) , and the M dwarfs characterized with optical and NIR spectroscopy by Mann et al. (2015) . The Gaia DR2 T eff values are consistent with this joint benchmark sample for T eff > 4100 K, but diverge at cooler temperatures. The warmer stars show remarkable agreement, having an rms of only 70 K, which is much lower than the typical T eff accuracy of 324 K quoted by Andrae et al. (2018) . This is due to the fact that these stars are all nearby and likely appear unreddened. We fit a polynomial to the DR2 color (G BP − G RP ) versus the benchmark sample T eff values to re-calibrate the DR2 photometric temperatures and place the cool stars on the benchmark sample's temperature scale. We will use this re-calibration later in the next subsection. Table 1 reports the DR2/Apsis values (Andrae et al. 2018 ). Figure 4 compares the effective temperatures we derived with SME and MOOG with the Gaia DR2 effective temperatures. The SME and MOOG temperatures have significantly better precision than the Gaia temperatures; however, in many cases, it is possible that Andrae et al. (2018) overestimated the uncertainties-we reiterate that remarkable agreement is found when comparing T eff values for benchmark FGKM dwarfs from Brewer et al. (2016) , Boyajian et al. (2012) , and Mann et al. (2015) with DR2, with an rms of only 70 K. In fact, many of the stars in our sample are drawn from those three catalogs.
Comparison of stellar temperatures
Of the 55 stars in our sample, 19 are also in Brewer et al. (2016) , five are in SPOCS (Valenti & Fischer 2005) , one is in Boyajian et al. (2012) , and two are in Mann et al. (2015) . The SB2 spectrum of HD 45088 was characterized by Glazunova et al. (2014) , and 61 Cyg A and B are Gaia FGK benchmark stars Heiter et al. (2015) . This means that 30 of 55 stars, over half of our sample, have been precisely characterized by these other studies. The median and standard deviation of the difference between our SME values and the benchmark values is 6 ± 74 K, where our stars are negligibly cooler, systematically. This rms drops to 43 K when considering the 22 stars with benchmark T eff > 4800 K, and increases to 85 K when considering only the 7 cooler stars (the SB2 is not included in this analysis). Based on this consistency, we set the SME uncertainties to 40 K for stars warmer than T eff = 4800 K, and 100 K for stars cooler than T eff = 4800 K. Unless otherwise noted below, we choose to use the SME effective temperatures because: (1) they show better agreement with the Gaia effective temperatures, and (2) the SME analysis converged on effective temperatures for the largest number of the stars in the sample, compared to our MOOG analysis. 
K7.5Ve Jódar et al. (2013) identified a companion to GJ 4099 with high-angular-resolution optical imaging and measured a contrast of ∆i = 0.27 mag (Sloan), a proper motion indicating that the stars are co-moving, and an angular separation of 300-400 mas, which Gaia DR2 would not resolve (see Figure 1 from Ziegler et al. 2018) .
Blended photometry will bias the photometric estimation of T eff . Instead, we model the photometry as a binary system. First, we assembled the K and M dwarf sample from Mann et al. (2015) , which provides T eff and metallicity measurements derived from optical and NIR spectroscopy as well as synthetic J, H, K S magnitudes computed by integrating the absolutely flux-calibrated optical spectra over each filter. Next, we cross-matched this catalog with DR2, which provided parallax and the DR2 photometric magnitudes. To model the binary, we randomly drew primary and secondary stars with replacement from the sample, combined the absolute magnitudes, and assembled the 6-band SEDs (Gaia DR2 G, G BP , G RP , 2MASS J, H, K S ), then minimized χ 2 between the empirical binary SEDs and the observed SED for GJ 4099. This procedure yielded temperatures for the primary and secondary of T eff = 3743 K and 3668 K, respectively. HD 209290 has a DR2 T eff similar to GJ 4099-we performed a similar fit assuming it is single and found T eff = 3875 K (only 7 K cooler than its DR2 value). Whereas DR2 listed this star as only 36 K warmer than GJ 4099, we find it to be 132 K warmer than the primary and 207 K warmer than the secondary. This is consistent with the SME analysis that found T eff = 3876 K for HD 209290, T eff = 3682 K for GJ 4099, and a difference of 194 K. Our photometric analysis of GJ 4099 indicates that the primary is 75 K warmer than the secondary, which is consistent with the ∆i measurement from Jódar et al. (2013) . Given this small difference in T eff , and the fact that the components are well-separated and non-interacting, we will assume that our spectrum for GJ 4099 is representative of a quiescent 3700 K photosphere.
TiO MOLECULAR BAND MODELING
The spectrum of a spotted star can be approximated as the linear combination of the spectrum of an unspotted star with the effective temperature of the stellar photosphere, and the spectrum of a cooler star with the effective temperature of the starspots, see Figure 5 . In principle, there is also a hot component from plages, but the small temperature contrast of plages compared to the mean photosphere makes it difficult to detect in practice.
We select four segments of stellar spectra centered on TiO absorption features for their strong absorption band intensities computed by Valenti et al. (1998) , at 7054, 7087, 7125, and 8859Å. There may be a small component of TiO absorption in the spectrum of a spotted star like EQ Vir when compared with the inactive star Gl 705, for example, which is a star of similar effective temperature but less chromospheric activity. The goal of this work is to model the spectrum of stars like EQ Vir as a linear combination of the other two spectra (red curve)-one spectrum of a star without TiO absorption, and another with some TiO absorption-in order to infer the spot covering fraction in the observed spectrum (black curve).
The total flux as a function of wavelength, F total , that we observe for a given star is a combination of the flux from the photosphere and spot components. In practice, each spectrum is normalized such that the pseudocontinuum is unity, so the linear combination of (hot) photospheric and (cool) spot components is defined by Equation 1 of Neff et al. (1995) :
where f S is the spot filling factor, F Q is the spectrum representing the quiescent stellar surface Unspotted PHOENIX model spectrum with the effective temperature of HAT-P-11 (gold) compared with the model spectrum of a cooler star with ∆T = 1500 K (brown). We take the flux-weighted linear combination of the hot and cool components with 14% spot coverage -the maximum coverage observed in Morris et al. (2018d) -to produce the expected spectrum of the spotted star HAT-P-11 (black). Here we assume the most optimistic (and unrealistic) scenario that spots are entirely composed of spot umbrae with temperature difference from the photosphere ∆T = 1500 K for illustrative purposes. In this work, we try to measure the small flux deficit near the TiO bandhead at 7054Å in the black curve.
Lower left: Zoom in on the difference between the unspotted and spotted composite spectrum (gold and black, respectively), compared with the observed echelle spectrum of HAT-P-11 (blue points). The scatter in the fluxes measured at each wavelength is comparable to the difference between the unspotted and spotted composite models, suggesting that the technique may only marginally detect spot coverage, if any, even in this extreme scenario. Right column: Same plot for EQ Vir over a different TiO bandhead centered on 7125 A, with f S = 0.26 and spots with ∆T = 800 K, showing clearer evidence for spot coverage.
(the photosphere), F S is the spectrum representing spots, and R λ is the ratio of the spotted to unspotted continuum blackbody flux at a given wavelength. It should be noted that f S is the fraction of the observable hemisphere of the star that is covered in spots, and may not represent the true total spot coverage of the star, for example, if we are observing a biased hemisphere.
Practical application
We use Markov Chain Monte Carlo (emcee; Foreman-Mackey et al. 2013) to vary the spot area coverage for each of four TiO absorption regions. For a 2Å-wide window centered on each TiO feature, we fit for a linear combination of the hot and cool component atmospheres. At each step in the chain we regress the two-component model spectrum against the observed stellar spectrum as a function of wavelength to remove any trends that may persist after continuum normalization.
The uncertainties on the flux within each spectral channel are difficult to compute a priori. Thus we marginalize over the flux uncertainty for all spectral channels within the fitting window at each step in the Markov chains, with the appropriate prior penalty on the uncertainties to keep the uncertainties small.
Color Prior
We apply a prior to penalize very large spot filling factors, by enforcing that the filling factor is never large enough to skew the broadband colors of the star significantly towards the red. For each star, we compute a Gaussian prior penalty p that a star has an observed Gaia DR2 (G BP − G RP ) color c O , compared to the computed two-component mixture model color c C ,
where σ c = 0.006 is a typical uncertainty on (G BP − G RP ) for stars in our sample. Since the signal we are searching for is similar in amplitude to the uncertainties of the observations, fits without this prior tend to prefer non-zero spot filling factors simply because the noisy data can be better fit with two templates than one. The color prior has the important effect of ensuring that non-zero spot filling factors yield a sufficient improvement in the model likelihood to offset the penalty incurred by the color prior. Spot covering fractions on Sun-like stars are typically small, but span orders of magnitude. In Morris et al. (2017a) we show that the Sun has typical spot coverage near 0.03%, while the K4V star HAT-P-11 has a typical spot coverage near 3%. It has been speculated that the wide range in activity could be due in part to the presence of the hot-Jupiter planet in the HAT-P-11 system (Morris et al. 2017b Mancini et al. 2014) . The data sets and analyses are highly heterogeneous and apparent correlations often have several exceptions. Therefore, in order to simplify the analysis in this work, we choose plausible combinations of stellar atmospheres, informed primarily by the temperature contrast of sunspots.
Sunspots have detailed substructure dominated by the cool penumbra, and the much cooler umbra. Since the ratio of penumbral to umbral area of sunspots is roughly a factor of four, and since the intensity of the penumbra is more than a factor of two greater than the intensity of the umbra in sunspots (Solanki 2003) , in this work we will approximate starspots as being entirely composed of penumbra. On the Sun, penumbra typically have temperatures 250-400 K cooler than the mean photosphere. In most cases, we choose combinations of stellar spectra with effective temperature differences of a few hundred Kelvin, manually selecting pairs seeking to minimize the differences in metallicity and surface gravity between the template stars and the target star. Therefore one should not interpret the temperature differences listed in Table 2 as detections; they were adopted a priori in order to measure the spot covering fraction under the assumption that starspots on G and K stars generally act like sunspots. The temperatures listed in Table 2 are taken from the SME analysis in Section 2.4.1. We construct a simple test to ensure that the two-component model is not over-fitting the spectra, and produces reliable uncertainties. We fit a sample of inactive stars with a linear combination of two stars: the spectrum of the same star and the spectrum of a cooler star. In this control run, we expect that the maximumlikelihood model should choose a spot covering fraction f S ≈ 0, since the spectrum of the target star should be a perfect fit to itself. For a sample of 10 control stars, we find typical f S < 0.06 (68% confidence). We interpret this result to mean that the smallest reliable uncertainty on f S should be ∼ 0.06; so throughout this work, the uncertainty on f S is the maximum of the formal uncertainty or 0.06.
Control experiments
We also analyze spectra of the twilight sky as a proxy for solar spectra, on a day with no sunspots. We model the solar spectrum as a linear combination of HD 10697 (T Q = 5654 +36 −56 K) and HD 221639 (T S = 5102 +139 −106 K) and measure f S 0.001. This measurement is so small due largely to the very high signal-to-noise of the solar observations in comparison with the stellar observations.
Validation on Previously Characterized Stars
In the following subsections we compare our results to previous results in the literature, summarized in Figure 6 We model the spectrum of EQ Vir as a linear combination of the spectra of Gl 705 (K2V, T Q = 4465 +102 −66 K) and GJ 4099 (M2V, T S = 3682 K), which is a warmer spot temperature than the prior two studies. We recover spot covering fractions f S = 0.25±0.06, smaller than the spot covering fractions measured by earlier observers. In large part, the discrepancy is due to our use of a strong prior on the color of the star (see Section 3.1.1), which places strict upper limits on the plausible spot covering fractions.
To compare our results with Saar et al. (2001) and O'Neal et al. (2004) , and to understand the effect of the color prior, we compute the expected Gaia DR2 (G BP − G RP ) color of EQ Vir, given the spot properties of O'Neal et al. (2004) , and compare it to its observed color. Its photospheric temperature measured via SME is O'Neal et al. (2004) . We conclude that the spot covering fraction must be f S < 0.43 in order not to redden the star significantly beyond its actual color, assuming the effective temperature measured by SME is the correct photospheric temperature.
To verify that the PHOENIX model atmospheres are not responsible for this large discrepancy, we also empirically estimated the DR2 colors by constructing a color-temperature relation based on the Boyajian et al. (2012) K/M benchmark sample, which covers 3054 < T eff < 5407 K.
3 This predicts (G BP − G RP ) S =2.608 for 3350 K and 1.324 for 4515 K, and we find a 20σ discrepancy with the observed color. This confirms that there is a significant discrepancy between the predicted and observed colors of EQ Vir using the O'Neal et al. (2004) spot coverage and temperatures.
For completeness, we carry out the same calculation using our maximum-likelihood model for EQ Vir. We adopt Gl 705 for T Q with (G BP − G RP ) Q = 1.4388, and GJ 4099 for T S with (G BP − G RP ) S = 2.1969. Our maximumlikelihood spot covering fraction is f S = 0.24, which gives a predicted color G BP − G RP = 1.4976, which is < 1σ consistent with the observed color of EQ Vir.
EK Dra (HD 129333)
EK Draconis is a G1.5V BY Dra variable generally thought to resemble the young Sun K). The only TiO band that yields informative constraints on the spot covering fraction is at 7054Å, predicting a spot covering fraction of f S = 0.28 ± 0.06, consistent with the lower end of the coverage measured by O'Neal et al. (2004) . The higher spot covering fractions are excluded by the color prior (see previous section for a detailed discussion).
eff , and is valid over 3054 < T eff < 5407 K.
HAT-P-11
HAT-P-11 is an active K4V dwarf in the Kepler field with a transiting hot Jupiter. Transits of the stellar surface reveal frequent starspot occultations (Deming et al. 2011; Sanchis-Ojeda & Winn 2011) , which yield spot covering fractions f S = 0.0-0.1 within the transit chord; while rotational modulation predicts f S 0.03 +0.06 −0.01 (Morris et al. 2017a ). HAT-P-11 appears to have a ∼10 year activity cycle, and may be modestly more chromospherically active than planet hosts of similar rotation periods (Morris et al. 2018a ). Recent ground-based photometry of spot occultations within the transit chord yielded spot coverage f S = 0.14 (Morris et al. 2018d) . It is a valuable validation exercise to apply the TiO molecular band modeling technique to HAT-P-11 and to compare with the results of spot occultation analysis. We model the spectrum of HAT-P-11 as a linear combination of the spectra of HD 5857 (T Q = 4712 +67 −71 K) and Gl 705 (T S = 4465 +102 −66 K), giving the spots ∆T eff = 250 K, similar to typical sunspot penumbra. We find a consistent spot covering fraction between observations separated by a year near f S ≈ 0.15 ± 0.06, see Figure 7 . This is broadly consistent with the spot covering fractions measured in transit by Morris et al. (2017a) , if on the high end, and consistent with the more recent observations of Morris et al. (2018d) . The TiO estimate might be slightly larger than the typical transit chord crossing spot filling factor because of the small temperature difference that we have assumed here (250 K)-a larger temperature difference would produce a correspondingly smaller spot covering fraction. Perhaps this is evidence that the correct spot temperature should be a bit cooler than our assumed T S . λ Andromedae is a single-lined spectroscopic binary (SB1) with an old disk giant primary identified as an RS CVn variable with rotation period P rot = 54 d, which has at least two large starspots (Calder 1938; Landis et al. 1978; Bopp 1980; Poe & Eaton 1985; Padmakar & Pandey 1999; Drake et al. 2011; Pandey & Singh 2012; Parks et al. 2014) . BV photometry of the rotational modulation predicts one large spot covering 8% of the stellar surface, with an estimated temperature T S = 4000 ± 300 K (Donati et al. 1995) . O'Neal et al. (1998) modelled TiO molecular band absorption ranging f S = 0.14-0.21. Mirtorabi et al. (2003) developed a TiO photometric index to measure the spot covering fraction over several years and found spot coverage varying from a few to 40%. Due to the RS CVn nature of λ And, it appears as an outlier in Figure 10 , having a very long rotation period but significant, nonzero spot coverage. The apparently high spot coverage at its slow rotation period may be an effect of the low surface gravity of this sub-giant primary star. The low log g of λ And implies a longer convective timescale τ c , and therefore the Rossby number of the star Ro = P rot /τ c may still be small even though its rotation period is long.
HD 45088 (OU Gem)
This is a double-lined spectroscopic binary (SB2), with an orbital period P orb = 6.99 d (Griffin & Emerson 1975; Bopp 1980) . Glazunova et al. (2014) solved its orbit, characterized the components, and found the following properties for the primary and secondary, respectively: T eff = 5025 and 4508 K, log g −66 K), ignoring the binarity, found apparent "spot covering fraction" f S = 0.52 ± 0.14, which in this case can be instead interpreted as the fractional flux contributed by the secondary component. According to a 3 Gyr PARSEC isochrone model with [Fe/H] = −0.2 dex (Bressan et al. 2012) , the stellar radii at our component temperatures are R A = 0.69 R and R B = 0.63 R ; the ratio of the cooler area from the secondary to the total area of both stars is then 0.48, which is consistent with the spot covering fraction we inferred.
The difference between O'Neal et al. (2001) and our procedure is that we did not account for the secondary's flux, but instead fit its photosphere and returned the relative stellar areas instead of the spot covering fraction. This exercise validates our TiO fitting procedure, at least in this "heavily spotted" regime, as the spot area fractions are consistent with the stellar flux contributions that are expected for this stellar binary.
HD 175742 (V775 Her)
HD 175742 (K0V) is also an RS CVn variable, with rotation period P rot = 2.88 d (Rutten 1987) . Alekseev & Kozlova (2000) estimated the spectral type of the companion to be M3V (∆T ≈ 1900 K), then measured the spot covering fraction via rotational modulation and estimated f S 0.42 with ∆T = 900 K.
We model HD 175742 with a combination of HD 145742 (T Q = 4851 Estrela & Valio (2016) measure activity cycle P cyc = 1.12 ± 0.16 year. We measure f S = 0.16 ± 0.06, qualitatively consistent with the relatively large spot covering fraction necessary to produce spot occultations in nearly every transit, though we could not find a precise spot coverage number in the literature.
3.2.8. HD 134319 (IU Dra) Messina et al. (1998) use rotational modulation to predict a spot covering fraction of at least f S 0.16 for this BY Dra-type variable. Adaptive optics imaging revealed that HD 134319 has a M4.5V companion (Mugrauer et al. 2004 ), but its late type and large separation from the host star of (5. 5) makes it unlikely that it is a significant source of contaminating 
Major caveats
The spot coverage that we infer from this TiO modeling technique is explicitly a function of the spot temperature that we assume. In this work, we have simply adopted a spot temperature contrast for each star, typically of a few hundred Kelvin, which neglects to explore the degeneracy between spot coverage and spot temperature. Our spot coverage uncertainties are therefore necessarily underestimated by not accounting for the uncertainty in the spot temperatures.
Another point of clarification must be made about from where we expect TiO absorption to originate, which is different for G and K stars. TiO forms at temperatures below T 4000 K. On the Sun, umbrae are 3900-4800 K and penumbrae are 5400-5500 K (Solanki 2003) . Therefore in a Sun-like star, we should expect TiO absorption to only be generated by the umbrae of starspots. However, if we assume that starspots have a similar temperature contrast on a mid-K star with 4400 K, penumbrae may have temperatures near 4000 K, implying that the entirety of starspots, umbrae and penumbrae together, generate TiO absorption. As a result, the spot coverages for stars earlier than ∼K5 should be interpreted as umbral spot coverages, while spot coverages for stars later than ∼K5 may be interpreted as penumbral-plusumbral spot coverages.
The challenge of making TiO absorption from R ≈ 31, 500 spectroscopy is illustrated in Figure 8 , where we have constructed two artificial spotted spectra from HD 145742 by adding cooler components with the spectrum of GJ 4099 via Equation 1. Spot coverages as large as 20% make insufficient differences from the original unspotted spectrum to robustly claim a spot coverage, and it is only in the ∼ 50% coverage regime that truly significant spot coverages make obvious changes in the observed spectrum of the spotted star. It is also clear how sensitive the technique may be to continuum normalization, as any misinterpreted curvature in the continuum could easily over-or under-estimate the spot coverage in TiO bandheads. Using ARCES spectra and the technique presented here, we caution the reader that our spectra are sensitive enough to robustly identify spot coverage > 30% (5σ) or more, and give suggestive results for small spot coverages which are primarily constrained by the Gaia color prior rather than the echelle spectroscopy.
log R HK as a proxy for spottedness
We compare the spot covering fractions f S with the chromospheric activity index log R HK in Figure 9 . We use the log R HK index rather than the S-index to account for the different baseline photospheric emission in stellar atmo- . Spot covering fraction f S as a function of log R HK . The " " is the Sun, the large rhombus is HAT-P-11. Circular points mark stars that have no special classification.
spheres as a function of effective temperature; and indeed the results appear to be independent of stellar T eff . There is a dearth of stars with high spot covering fractions and low log R HK , in other words, stars with relatively inactive chromospheres stars tend to have relatively small spot coverages. As chromospheric activity increases, the maximum observed spot coverage increases, with stars distributed throughout a broad range of spot coverages at each chromospheric activity level. We note the apparent discrepancy between the measured spot coverages for HAT-P-11 measured via starspot occultations (Morris et al. 2017a) and TiO absorption (orange diamond), for which there are several explanations. The spot coverage measured in transit via spot occultations varied between 0 < f S < 0.1 from transit to transit between 2009-2013. The echelle spectra presented here were collected from 2017-2018, at a different phase in the stellar activity cycle (Morris et al. 2017b) , where the apparent spot coverage measured in transit is somewhat higher, f S ∼ 0.14 (Morris et al. 2018d ). The later spot coverage estimate is consistent with the spot coverage measured from molecular band modeling, f S ∼ 0.12 ± 0.06.
Several of the spot coverage measurements are consistent with f S 0.5, which begs the question: are we measuring spot coverage or evidence for a different mean photospheric temperature (i.e. the Zebra effect, Pettersen et al. 1992) ? Given recent detailed observations by Gully-Santiago et al. (2017) which yield f S ∼ 0.8, we follow their example and simply state the coverage f S of the apparently cooler surface, noting that in the large coverage regime (f S 0.5), it might be perilous to think of f S as "starspot coverage" and instead it would be more accurate to think of it as the "cool atmosphere component filling factor." It is also possible that an unseen late-type companion could be contributing to the apparently large spot covering fraction.
The most active stars are HD 175742 (f S = 0.54±0.13), HD 45088 (f S = 0.54±0.13) and Gl 702 B (f S = 0.45±0.06), two of which are shortperiod spectroscopic binaries. These three K stars are also some of the fastest rotators (Table  3) .
We note that none of the stars studied here are candidates for Maunder minima stars (Wright 2004) . The template spectra of stars with log R HK −5.1 are consistent with having evolved off the main sequence, judging by measured surface gravities and their positions on the color magnitude diagram in Figure 3. 
Spottedness as a function of rotation
The spot covering fraction as a function of stellar rotation period is shown in Figure 10 , with rotation periods listed in Table 3 . Figure 10 is essentially the reverse of Figure 9 , since rotation period and chromospheric activity are inversely related via the activity-Rossby number relation (i.e., faster rotators are more active; Noyes et al. 1984) . At short rotation periods there is a broad range of spot coverages, while the coverage generally declines with increasing rotation period.
One exception is an active star with a long period -the G8IVk star HD 222107 (λ And) with P rot = 54 d (Rutten 1987 ). This star is discussed in detail in Section 3.2.4, so we simply note here that it may have a non-zero spot coverage despite its long rotation period because it has been classified as an RS CVn variable.
It is interesting to note that the transition to significantly spotted stars near log R HK > −4.3 roughly corresponds to the transition noted in Rossby number-log R HK space by Mamajek & Hillenbrand (2008) . The authors find that stars with log R HK > −4.3 show a weak correlation with Rossby number, while the correlation is much tighter for more negative log R HK (see Figure 
The photosphere-chromosphere connection
Let us now connect these synoptic measurements with the small-scale magnetic activity occurring on the surfaces of these stars. Figure 9 is essentially comparing the chromospheric emission in plages, measured in terms of log R HK , to the photospheric absorption by starspots, in terms of f S . Plages are magnetically active regions which are bright in stellar chromospheres, leading to emission in the Ca II H & K line cores (Hall 2008) . Starspots are regions of intense magnetic fields where convection is suppressed in the photosphere (Solanki 2003) .
On the Sun, we can spatially resolve plages and sunspots, and we see: (1) that plages emerge in the same active latitudes as sunspots throughout the solar activity cycle; (2) plage regions are generally larger than sunspots; and (3) sunspots are accompanied by plage regions, while the reverse is not always true (plages may emerge without accompanying sunspots) (Mandal et al. 2017) .
We propose that the observations in Figure 9 show a related trend in the ensemble of stars. Stars with relatively small log R HK host plage regions, which generate the observed Ca II H & K emission. A transition occurs near log R HK ∼ −4.3, where some of the magnetic active regions on the star must now be large enough to produce both plages and substantial coverage by starspots, resulting in the observed response in f S for log R HK > −4.3.
This may explain why the spot coverage f S does not increase monotonically with increasing log R HK , since plages are not always accompanied by starspots, so a range of spot coverages can be consistent with a particularlog R HK . This may also explain the dearth of stars with substantial spot coverage f S but small log R HK , since starspots are always accompanied by plages.
BY Draconis variability
Several of the stars with non-zero spot coverages have already been noted as BY Draconistype variable stars, indicating that they show rotational modulation generally attributed to asymmetric starspot coverage (Kron 1950; Chugainov 1966; Jaschek & Jaschek 1990 ). Rutten (1987) Some of the stars in the sample have not been identified as BY Dra-type variables despite having significant spot coverage, such as HD 151288 and Gl 702 B, which may indicate one of two scenarios: either time-series photometry has yet to reveal the rotational modulation of these stars, or perhaps the distribution of starspots is axisymmetric, causing minimal rotational variability. The latter scenario-where symmetric spot distributions produce little rotational variability but apparently significant TiO absorptionhighlights an important feature of molecular band modeling for starspot hunting. Molecular modeling does not need the distribution of spots to be asymmetric in order to detect starspots.
It is worth asking if the BY Draconis variable designation has meaning in the age of Kepler photometry, which has revealed that innumerable stars are rotationally variable once sufficiently precise photometry is available (e.g.: Walkowicz & Basri 2013; McQuillan et al. 2013 McQuillan et al. , 2014 Giles et al. 2017) . We propose that the BY Dra label be reserved for stars with large rotational variability, for example, greater than 0.01 mag. This might preserve the BY Dra designation for only those targets with unusually large rotational variability, without admitting most main-sequence stars into the class.
CONCLUSIONS
Detailed, independent analyses of the effective temperatures of our sample of 55 F, G, K, and M stars using both SME and MOOG show good agreement with the Gaia DR2 effective temperature catalog (Andrae et al. 2018) . The Gaia effective temperatures inferred from broadband colors appear not to be strongly affected by stellar activity or spectral type, reaffirming the importance and accuracy of the full Andrae et al. (2018) catalog.
We have used molecular band modeling of four strong TiO absorption features in the optical to measure spot coverage on active G and K stars. We find consistent spot coverages with previous results on several benchmark stars, and provide uniform spot coverage measurements for a sample of 29 active stars spanning a range of activity levels. We find that color priors are critical for constraining the spot coverage on active stars while preserving their observed broadband colors.
There appears to be a dearth of stars with low chromospheric activity and high spot covering fractions. These observations are consistent with the solar perspective that plages are associated with large starspots, and plages can appear without starspots.
Overall however, we caution users of the TiO absorption technique that moderate signal-tonoise spectra at R ≈ 31, 500 provide only weak detections of TiO absorption due to starspots. Using both higher resolution and higher signalto-noise spectra in addition to light curve modelling (as in Gully-Santiago et al. 2017 , for example) is preferable for robust spot covering fractions.
ACKNOWLEDGMENTS
We express gratitude to James Davenport for helpful conversations during the preparation of this manuscript. We acknowledge the fantastic support staff at APO who made these observations possible: Russet McMillan, Candace Gray, Jack Dembicky and Ted Rudyk. 
