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Abstract 
Lateral inhomogeneity in biological membranes has been linked with many 
cellular functionalities including protein sorting and signal transduction. Fluid 
phase coexistence has been extensively studied by modelling membranes as 
bulk mesophases and as giant unilamellar vesicles (GUVs). However, the basis 
for microdomain formation in cells remains uncertain, and this is thought to 
be due to the small domain size and the highly dynamic nature of the cell 
membrane. The application of high pressure technology offers an ideal 
biophysical tool for the study of phase behaviour in model membranes both 
in and out of equilibrium.  
By coupling high-pressure technology with fluorescence microscopy we have 
been able to simultaneously induce and visualize phase separation in GUVs. 
This allows the structural dynamics (including domain size and morphology 
in individual vesicles) to be studied, which ideally compliments small angle x-
ray scattering (SAXS) measurements of bulk mesophase properties.  
We employ high pressure technology to induce thickness mismatch and 
therefore alter the line tension between coexisting liquid domains, and to 
study the pressure effects on the lateral structuring of membranes containing 
general anaesthetics. 
The ability to trigger rapid phase separation using pressure-jumps across the 
phase boundary has been used to study the dynamic evolution of structural 
changes, with time-resolved microscopy and SAXS giving an insight into 
transition kinetics, energetics and mechanisms.
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Chapter 1 
Introduction 
Parts of this introduction have been published as McCarthy et al, Using High 
Pressure to Modulate Lateral Structuring in Model Lipid Membranes, Advances in 
Biomembranes and Lipid Self-Assembly, 2016.1 
1.1 Membranes in Biology 
The biological cell membrane is a highly complex two-dimensional fluid 
which has a wealth of highly important functions. Composed of a chemically 
diverse array of lipid species, they provide a semi-permeable barrier to define 
the exterior of the cell and compartmentalise cellular organelles such as the 
nucleus, mitochondria and Golgi apparatus.2 Membranes isolate cellular 
processes and protect them from the external environment, and have vital 
functions such as protein sorting and signal transduction. 3,4 
Much of the structure and functionality of membranes is owing to the 
amphiphilic nature of the lipids themselves, comprising a hydrophilic head 
group and hydrophobic acyl chain tails. These lipids spontaneously self-
assemble into bilayers, due to the hydrophobic effect favouring the fatty acid 
tails to aggregate to exclude the unfavourable interactions with the water 
environment, as shown in Figure 1.1 A and B.5 There is a vast degree of 
heterogeneity in the lipid composition of membranes, with hundreds of 
thousands of different lipid types present across all life classes.6 (Figure 1.2) 
Whilst there is an extraordinary variety of lipids, they can be classified into 
subgroups based on the head group structures,7 the main categories being 
glycerophospholipids, sphingolipids (together classed as phospholipids) and 
glycolipids.  The sterols (of which cholesterol is the most abundant in 
mammalian cells) are a further class of lipids which have a distinct bulky 
structure and have notable effects on membrane permeability, fluidity and 
lateral organisation.8 (Figure 1.1 C.)  
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Figure 1.1 A. Amphiphiles form a monolayer at an oil-water interface and B. can 
spontaneously form bilayers to exclude water from the hydrophobic tail region. C. 
gives the structures and examples of the most commonly occurring classes of lipids 
in cell membranes.  
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Figure 1.2 Lipid heterogeneity in eukaryotic cell membranes. The bar charts show 
the relative lipid compositions in various organelles membranes in plant cells (dark 
blue) and yeast cells (light blue). Image modified from van Meer et al.6 
Lateral inhomogeneity within a single bilayer is an area of extensive interest 
and research. The fluid mosaic model, as proposed by Signer and Nicolson,9 
describes the membrane as two-dimensional sea of lipids in which proteins 
are embedded, as shown in Figure 1.3. This original model has subsequently 
been refined to propose that the membrane has an active role in cell function, 
via the formation of microdomains enriched in saturated lipids and sterols. 
As these domains have an increased ordering, they have often been referred 
to as ‘lipid rafts’. (Figure 1.4)  The dynamic lateral organization and structure 
in these membranes are thought to play key roles in regulating a wide range 
of cell processes,10,11 and has been linked to diseases such as cancer12 and 
Alzheimer’s disease.13 
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Figure 1.3 The fluid mosaic model of a cell membrane. Phospholipids and 
cholesterol form a uniform fluid bilayer through which proteins can diffuse. 
The lipid raft hypothesis is one which has been the basis of much debate. 
This is due to the fact that direct observation of rafts in cell membranes has 
proven difficult and the evidence for their existence has mainly used indirect 
methods such as detergent extraction, which is thought to introduce 
artefacts.14 It is now thought that the difficulty with the direct observation of 
domains in cells is due to their small (below optical resolution) and highly 
dynamic nature.15  
 
Figure 1.4 The lipid raft model. Regions of increased order, with a higher 
proportion of saturated lipids and cholesterol form and have numerous proposed 
functions. 
1.2 Lipid Function 
As well as forming a selective barrier between the cell and its external 
environment, the plasma membranes maintains optimum conditions within 
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the cell while protecting from external threats such as chemical and viral 
attack. Lipids can act as cellular energy store and influence protein behaviour 
via protein- lipid interactions.16  
Membrane composition is controlled by cells to maintain properties such as 
fluidity and elasticity17 in response to external stimuli, for example, the 
adaptation of barophilic bacteria in response to pressure.18 Additionally, lipid 
composition can be used to alter the local conformation of the bilayer away 
from the flat geometry with the incorporation of non-bilayer forming lipids, 
a process which could induce the formation of the highly curved structures 
required for membrane fusion or exocytosis, which is usually achieved by 
curvature inducing proteins.19–21     
Lipids can relay messages received at an external receptor through the 
membrane into the cell interior, and therefore act as secondary messengers. 
An example is given by the effect of phosphoinositides, a group of lipids 
found on the cytoplasmic side of a membrane and play a role in cancer 
signalling pathways.22   
Lipids can also play an indirect role in cellular function by influencing the 
conformation of membrane proteins, by influencing tertiary protein structure 
and the pathway by which proteins fold. This can be seen by the influence of 
membrane tension in gating of pores such as the mechanosensitive channel 
MscL.23 
1.3 Membrane Biophysics 
1.3.1 Lipid Curvature 
The curvature elastic energy is defined as the energy cost associated with 
bending the membrane per unit area of bending and was first investigated 
by Helfrich. In his analysis, he reduces the bilayer to an infinitely thin elastic 
sheet so it can be treated mathematically. 
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Changes to the curvature of the surface can be described in terms of the 
mean and Gaussian curvatures. The energy required to change the curvature 
of the membrane is dependent on the energy required to bend the surface 
and to change the Gaussian curvature and is described by Helfrich ansatz. 
𝑔𝑐 = 2κ (𝐻 − 𝐻𝑜)
2 +  κ𝐺𝐾 
gc is the curvature elastic energy, κ is the bending modulus (units of J) and 
relates to the energy required to bend the surface, κG is the Gaussian 
Curvature modulus and is the energy required to change the Gaussian 
curvature (units of J). H0 is the spontaneous mean curvature and describes 
the mean curvature when the system is at its lowest energy (m-1). H is the 
mean curvature (nm-1) and K is the Gaussian curvature (nm-2). Collectively 
these parameters are known as the curvature elastic parameters. 
The overall phase that lipids adopt when self-assembled in an aqueous 
environment depends upon their chemical structure, (which influences their 
intrinsic curvature) and external parameters such as temperature, pressure, 
pH and hydration level. Flat bilayers that are separated by aqueous layers to 
form lamellar structures, represent the structure of the vast majority of 
cellular membranes. However, a vast array of non-lamellar structures can be 
formed both in vivo and in vitro.  
The extent and direction of monolayer curvature depends upon the balance 
between the effective head group area relative to the hydrophobic chain 
volume, which dictates the overall ‘packing shape’ of the molecule. (Figure 
1.5) 
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Figure 1.5 Lipid types bases on their geometric curvature. A. Lipid types are 
defined by the relative head group size and chain splay. B. When lipids of each 
type form a monolayer they have different intrinsic curvature, and this leads to 
them adopting different phases, C. Type 0 lipids tend to form lamellar phases, Type 
I form micelles and Type II inverse phases, such as the inverse hexagonal phase 
shown. 
The overall phase formed is a balance between the intrinsic curvature of the 
lipid (which may induce curvature elastic stress) and packing frustration. The 
curvature elastic energy is defined as the energy cost associated with 
bending the membrane. Packing frustration arises when the hydrocarbon 
chains deform to occupy a void volume within a curved structure. 
Type I molecules are those in which the effective head group size greatly 
exceeds that of the chains. These are typically monoacyl lipids such as 
lysophospholipids, and tend to curve away from water forming normal or 
type I structures, in which the chains are protected from the bulk water.  
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Type II molecules are usually unsaturated diacyl lipids with small head 
groups, such as phosphatidylethanolamines, which have high chain splay and 
a larger chain cross-sectional area than that of the head group. These 
molecules curve towards water forming inverse or type II structures, often 
described as water in bulk oil. 
If the effective head group and chain areas are balanced, then the molecule 
has and overall cylindrical or type 0 shape. These are usually saturated diacyl 
lipids, such as phosphatidylcholines and form lamellar phases as there is no 
resulting desire for curvature.  
1.3.2 Lipid Phases 
As noted previously curvature plays an integral role in the structure of self-
assembled lipid phases.  
Micellar phases are the most highly curved. Normal micellar phases are 
observed in systems with Type I lipids or surfactants, above the critical micelle 
concentration (CMC), with the tails protected in the centre of the sphere while 
the head groups interact with the surrounding aqueous environment. Inverse 
micellar phases form from Type II lipids, or in oil environments. 
 
Figure 1.6 The minimal surfaces of the bicontinuous cubic phases A. diamond 
(Pn3m), B. gyroid (Ia3d) and C. primitive (Im3m). Image taken from Tyler et al.24 
Under specific conditions, lipids can self-assemble into a variety of 2- and 3-
dimensional structures. The inverse hexagonal phase (HII) consists of 
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cylinders of lipids with the hydrocarbon chains radiating outwards, which 
pack into a two-dimensional hexagonal lattice.  
The most common inverse bicontinuous cubic phases are based on the 
“diamond” (QD), the “primitive” (QP) and the “gyroid” (QG) minimal surfaces 
and have crystallographic groups Pn3m, Im3m and Ia3d respectively. (Figure 
1.6) They are formed by draping a continuous bilayer on such minimal 
surfaces periodically dividing three-dimensional space, resulting in two 
interwoven yet unconnected, water networks.24 For a review of polymorphic 
lipid phase behaviour, with an in-depth discussion of non-lamellar phases, 
refer to the review by Seddon et al.21  
The least curvature is found in lamellar phases, which consist of stacked 
bilayers separated by water layers, as shown in Figure 1.7. Bilayer forming 
phospholipids and sphingolipids often show two thermal phase transitions; 
a gel to gel (Lβ’/P β’) pretransition and a gel to fluid main transition (Pβ’/Lα). In 
the tilted gel phase (Lβ’), the chains are highly ordered, closely packed and 
show little translational or rotational freedom. An increase in temperature 
can induce a pretransition to a ripple gel phase (Pβ’), with a distinct and 
characteristic ripple period.25 A further increase in temperature induces the 
main transition, also known as the chain melting transition (Tm) to the fluid 
lamellar phase which exhibits significantly decreased ordering in the chain 
region and an increase in lateral translational freedom. 
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Figure 1.7 Lamellar phases adopted by membrane lipids under various conditions 
of temperature and pressure. 
1.4 Model Membranes 
One area of significant interest has been the use of model membranes to 
investigate proposed biological membrane properties. Model membranes 
are used extensively to reduce compositional complexity compared to that 
found in cell membranes and so allow systematic investigation of the lipid 
phase behaviour. These models retain key features of cell membranes 
without the complexity of vast compositional variation and protein 
functionality, giving scope for rigorous study of specific membrane 
properties. 
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Figure 1.8 An overview of model systems used to study membrane phase 
behaviour. A. shows various examples of supported lipid bilayers and is modified 
from Richter et al.26 i. surface confined membranes ii. polymer-cushioned lipid 
bilayer iii. Tethered lipid bilayer and iv. supported vesicles. Other membrane 
models include B. Langmuir monolayers, C. black lipid membranes, D. nanodiscs, E. 
droplet interface bilayers and F. vesicles. 
Common model systems include vesicles, of varying size and lamellarity, 
supported lipid bilayers,26 black lipid membranes (where free-standing 
bilayers are formed across an aperture),27 Langmuir troughs,28 nanodiscs,29 
droplet interface bilayers (DIBs)30 and vesicles. Examples of these are shown 
in Figure 1.8. 
1.4.1 Vesicles 
Vesicles (or liposomes) are shells of bilayers with an aqueous interior and 
exterior. They can be classified according to their size and lamellarity and can 
be made from a wide selection of lipids, or lipid mixtures and these can be 
seen in Figure 1.9.31 Lamellarity refers to the number of bilayers the vesicle 
contains; with unilamellar having only a single bilayer per vesicle and any with 
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more than one bilayer are multilamellar. Unilamellar structures more 
accurately represent the biological membrane, as cell are enclosed by a single 
bilayer.  
 
 
Figure 1.9 An illustration showing the difference in the number of layers 
(lamellarities) and relative sizes of various types of lipid vesicles (not to scale). 
Image modified from Stano et al.32 
The commonly used terminology to describe the size of unilamellar vesicles 
is thus: small (<100 nm), large (100 – 1000 nm) and giant (>1 µm) unilamellar 
vesicles are referred to as SUVs, LUVs and GUVs, respectively.33 The size of 
the vesicles depends primarily on the method of formation. The addition of 
water to dry lipids results in large multilamellar vesicles. Extrusion and 
sonication reduce the size to SUVs of a set diameter (which depends on the 
frequency, time of sonication and pore size of the extrusion filter). 
The work presented in this thesis primarily concerned with GUVs. This is due 
to their size being analogous to those of cells and large enough to be 
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accessible using optical microscopy.  GUVs can be generated by a variety of 
methods, including spontaneous swelling of lipid from a substrate, phase 
transfer, microfluidics34 and electroformation.35,36 For a thorough review of 
methods used to produce GUVs, see Walde et al.37  
1.4.1.1 GUV Electroformation 
Electroformation is the most widely used method to generate giant 
unilamellar vesicles (GUVs), and so it is surprising to note that the mechanism 
by which the vesicles form is poorly understood. The process involves 
depositing a thin lipid film on a surface coated in indium tin oxide (ITO). Once 
hydrated, a second ITO coated plate encloses the lipid film and an alternating 
current is applied across it. It has been proposed that the current causes a 
disruption of the bilayer via the periodic electroosmotic movement of 
water.37 This leads to a gradual budding of vesicles from the surface, which 
swell and ultimately detach into the solution. The resulting GUVs are of the 
order of 1 – 200 µm. For a more detailed account of the electroformation 
procedure used in this thesis, please refer to the Materials and Methods 
section.  
1.5 Studies of Domains in Model Membranes 
One area of significant interest has been the use of model membranes to 
investigate proposed biological membrane microdomains. These 
microdomains have been described as more ordered membrane regions 
enriched with specific lipids and proteins, although in cell membranes they 
are thought to be sub-micron in size and highly dynamic.15 By studying lipid 
phase behaviour of simplified mixtures both in and out of equilibrium, we 
can extend our knowledge of membrane organisation and the molecular 
interactions which may underpin microdomain formation.      
Microdomain structures in membranes have been extensively modelled 
using ternary component mixtures of a lipid with a high Tm, a lipid with a low 
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Tm and a sterol (usually cholesterol).38,39 At high temperatures, such mixtures 
tend to adopt a single fluid lamellar structure, however, at lower 
temperatures separation can occur in these mixtures between liquid-
disordered and liquid-ordered membrane phases which can be seen in 
Figure 1.10.  
 
Figure 1.10 A. A schematic of the structure of microdomains in membranes. The 
domain is rich in high Tm lipid and cholesterol. B. Microdomains visualised in a 
GUV, using a fluorescent dye that selectively partitions into the Ld phase. 
The liquid-disordered (Ld) phase is rich in the low Tm lipid and has a low 
conformational order of the acyl chains with a high diffusion coefficient. The 
cholesterol, which has a flat rigid structure, tends to associate with the high 
Tm lipid and promotes the formation of the liquid-ordered (Lo) phase in 
which the chain conformational order is higher but the lateral diffusion 
coefficient is similar to that of the Ld phase. Ternary phase diagrams provide 
important thermodynamic information regarding the microdomain 
formation of different lipid mixtures.39–41 They have been mapped out using 
a range of techniques to give an accurate indication of the composition and 
temperature where fluid phase coexistence is present. 
1.6 Effect of Pressure on Lateral Structuring 
Whilst there are many parameters that can be used to induce domain 
formation in model membranes, such as temperature, composition and pH, 
Introduction 
 
27 
 
the work in this thesis exploits the use of high pressure. Applying pressure 
will tend to reduce the volume of any system. In the case of lipid membranes, 
increasing pressure results in a reduction in the ordering of the hydrocarbon 
chains and a corresponding increase in chain ordering, with the head group 
cross section being much less influenced. This tends to reduce the cross 
sectional area of the lipid hydrocarbon tail region, hence reducing the chain 
splay and increasing the chain ordering. Moderate increases in pressure tend 
to modulate the bilayer structure, however, larger pressure changes can 
affect the systems curvature, a feature which has been exploited in several 
examples of non-lamellar phase transitions.42,43  
Importantly, the structural effect of increasing pressure on lipid systems 
tends to qualitatively oppose that of increasing temperature.44 However, it is 
important to note that increasing temperature and pressure are not 
quantitatively opposing, as increasing the temperature increases the number 
of chains that can access higher rotomeric energy levels, while increasing the 
pressure leads to an increase in the energy gap between the rotomeric levels, 
thereby reducing occupancy of the higher energy levels.43 
The Clapeyron equation can be used in order to determine the pressure 
dependence of a lipid phase transition temperature, Ttrans: 
𝑑𝑇𝑡𝑟𝑎𝑛𝑠
𝑑𝑝
=  
∆𝑉𝑚
∆𝑆𝑚
=   
𝑇𝑡𝑟𝑎𝑛𝑠∆𝑉𝑚
∆𝐻𝑚
 
where ∆Sm, ∆Hm, ∆Vm are the molar transition entropy, enthalpy and volume 
changes respectively. These parameters can be determined at (or very close 
to) atmospheric pressure by using differential scanning calorimetry (DSC) to 
determine Ttrans, ∆Sm and ∆Hm and pressure perturbation calorimetry (PPC) to 
measure Ttrans and ∆Vtrans. If ∆Sm and ∆Vm are independent of pressure or have 
the same pressure dependence, the Clapeyron equation predicts a linear 
relationship between transition temperature and pressure and in practice and 
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experimentally, this tends to be true up to around 200 MPa for lipid 
systems.25 
 
Figure 1.11 The effect of pressure on lamellar lipid phases. A. Pressure reduces 
negative curvature, and in lamellar phases this causes a lengthening of the 
hydrocarbon chains. B. Pressure induced swelling of lamellar layers. Pressure tends 
to increase chain ordering and this increases the bilayer thickness. C. In ternary, 
microdomain forming mixtures, pressure induces domain formation. 
In flat lamellar phases, chain ordering will tend to lead to an increase in lattice 
parameter due to an increase in bilayer thickness. This is due to chain 
extension causing the bilayer to thicken and is usually limited to 
approximately 2 Å kbar-1. In single component lipids in water, this can lead 
to a pressure induced phase transition between gel and fluid phases.  
In canonical microdomain forming mixtures (incorporating a high Tm lipid, a 
low Tm lipid and cholesterol), high pressure can be used to induce and study 
microdomain formation. The increase in conformational ordering induced by 
pressure drives association of the high Tm lipid and cholesterol into a 
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compact Lo structure which phase separates from the Ld phase forming low 
Tm lipid. Because of this, pressure can be used as a highly controllable and 
rapidly changeable thermodynamic parameter to reversibly induce formation 
and destruction of microdomains in model membrane systems.45,46 A 
thorough discussion of this effect can be found in Chapter 3 and has been 
illustrated in Figure 1.11. 
1.6.1 Pressure Effects in Single Component Lipid 
Membranes 
Increasing hydrostatic pressure will tend to increase the conformational order 
of the lipid hydrocarbon chain. This reduces chain splay, cross-sectional area 
per lipid molecule and increases chain length. In addition to causing a change 
to the structural parameters of lipid structures, larger pressure changes can 
induce lipid phase transitions, in a similar way to changing temperature. 
Increasing pressure causes an entropy decrease which is associated with 
increased lipid chain rotational order and the decrease in lipid head group 
hydration. These effects tend to drive a fluid to gel transition as the pressure 
is increased above the main transition pressure (Pm). Generally, the gel phases 
Lβ’, Lc and Pβ’ are observed at high pressures and low temperatures, with the 
Lα phase occurring at low pressure and raised temperature. By scanning 
hydrostatic pressure and temperature, full pressure-temperature phase 
diagrams can be built up and these have been determined for a variety of 
lipid systems.  
By studying the pressure-temperature dependence of saturated lipids of a 
variety of chain lengths a common slope of approximately 22 °C/kbar has 
been observed for the gel-fluid phase boundary of DMPC, DPPC and DSPC. 
This shows good agreement with predictions made from the Clapeyron 
equation using experimentally determined data from DSC and PPC as 
described above. The volume and entropy changes for lipid phase transitions 
tend to vary in the same way and since they appear as a ratio in the Clapeyron 
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equation the pressure dependence of the transition temperature for many 
different phase changes is remarkably similar.25 
Similar fluid to gel transitions have been observed in multi-component 
systems of natural sphingomyelin extracts, with a mixture of chain length 
sphingomyelins. High pressure SAXS can be used to clearly resolve the gel 
ripple phase in an extract of bovine brain sphingomyelin (BBSM) at high 
temperatures where there is a pressure induced phase transition between the 
fluid lamellar and gel structure. When compared to egg yolk sphingomyelin 
(EYSM), with a considerably higher proportion of short chain sphingomyelin, 
the poorly resolved ripple gel becomes a simple flat lamellar bilayer, although 
NMR suggest this is still a gel phase.47 
As well as influencing the mesoscopic phase behaviour of lipids, pressure can 
cause subtler changes of the structure of lipid bilayers and has a significant 
effect on the micromechanics of membranes. Recently, the effect of pressure 
on the thermal fluctuations of a lamellar bilayer of DOPC has shown the 
increase in bending rigidity with increasing pressure.48  
1.6.2 Pressure Effects in Binary Mixtures 
Model membranes made from lipid mixtures have been used extensively to 
gain a valuable insight into lateral ordering in bilayers49 and pressure is ideally 
suited to triggering this type of structuring. In bilayers made from binary 
mixtures of lipids with different chain melting temperatures (and so, as shown 
by the Clapeyron equation, different chain melting pressures at a fixed 
temperature), increasing pressure from conditions where the bilayer adopts 
a continuous fluid phase has been shown to induce phase separation 
between fluid and gel structures.25 These binary lipid mixtures are 
characterised by a lamellar gel phase at low temperatures, a lamellar fluid 
phase at high temperatures and a fluid-gel coexistence region at 
intermediate conditions. A greater mismatch of the chain lengths of the two 
component lipids gives rise to a broader region of coexistence. With 
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increasing pressure, this fluid-gel coexistence region is shifted to higher 
temperatures with a slope of about 22 °C/kbar, as is similar to the fluid-gel 
transition slope observed of single lipid components.  
Pressure temperature phase behaviour has also been investigated in multi-
component mixtures of natural sphingomyelin and ceramide extracts. At 
temperatures below the melting transition of egg sphingomyelin (ESM) and 
low egg ceramide compositions, a ripple gel similar to that of pure ESM was 
observed. With increasing pressure, a flat gel phase is observed, which is 
characterised by a sharp wide angle X-ray diffraction peak.50 
1.6.3 Pressure Effects in Ternary Mixtures 
As described above, ternary mixtures of a high Tm lipid, low Tm lipid and 
cholesterol can exhibit coexistence between two different fluid phases, a 
liquid disordered phase (Ld) where the lipid hydrocarbon chains are molten, 
as in an Lα phase and liquid ordered (Lo) domains49 where the lipids exhibit 
fast diffusion within the bilayer but the hydrocarbon chains show a high 
degree of conformational ordering. Such lipid systems have been used to 
investigate the parameters that control fluid-fluid phase separation in lipid 
membranes which are thought to be highly important in cellular 
microdomain formation. In cells they are thought to play a role in cellular 
functions such as signal transduction and the sorting and transport of lipids 
and membrane proteins. Lipid domain formation can be influenced by 
temperature, pH, calcium ions, protein adsorption, lipid composition, as well 
as pressure.   
Pressure is an extremely useful tool to drive this coexistence behaviour as the 
high Tm lipids can preferentially adopt a compact, conformationally ordered 
structure (with reduced volume per lipid), and due to association of 
cholesterol, these lipids form an Lo phase. 
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FT-IR has been used previously in the study of phase coexistence in a ternary 
mixture of DOPC/DPPC/cholesterol (1:2:1).51 High pressure FT-IR can be used 
to monitor structural changes, especially of the difference in the 
conformational order of the acyl chains. The change in the slope of the plot 
of absorbance maximum of the symmetric CH2 stretching mode around 2850 
cm-1 with pressure indicate phase transitions, as they yield information about 
changes in the trans/gauche ratio and kinks in the acyl chains. These 
transitions correspond well to those shown by the splitting of SAXS peaks, 
and a further increase in pressure yields a third coexisting solid ordered (so) 
phase. 
1.6.4 Pressure Jumps for Out of Equilibrium Studies 
One of the significant advantages of pressure over other structure-change 
triggers such as temperature or composition variation is that pressure can be 
changed extremely quickly: in a number of high-pressure instruments, 
pressure jumps of several hundred MPa can be performed in 5 ms,52,53 and in 
some cases pressure jumps can be performed on a sub-microsecond 
timescale.54 Such rapid changes allow the thermodynamic trigger to be 
decoupled from structural changes, allowing the out-of-equilibrium 
behaviour of fast transformations to be monitored.  
If a suitable kinetic model can be fitted to describe a structural transition, the 
rate at which the transition takes place can be related to the volume of 
activation, ∆Va 
𝑘(𝑝)
𝑘0
= exp (−
𝑝 ∆𝑉𝑎
𝑅𝑇
) 
where k(p) and k0 are the rate constants at relative pressure p and 
atmospheric pressure, respectively, R is the universal gas constant and T is 
the temperature. The volume of activation can be interpreted using 
transition-state theory as the difference in volume between the transition 
state and the volume of the reactants at the same pressure. This can be 
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thought of as an elastic barrier to transformation, in much the same way as 
the activation energy for a reaction is thought of as an energetic barrier to a 
reaction. 
Further information on this technique can be found in Chapter 6.  
1.7 Theory of Techniques to Study Lipid Phase Behaviour 
1.7.1 SAXS and WAXS 
1.7.1.1 Theory of SAXS and WAXS 
Small angle X-ray scattering (SAXS) can be used to determine the long range 
order of a wide variety of materials, on a length scale from approximately 20 
– 1000 Å. The subsequent description focusses on the application to lamellar 
lipid phases.  
When membranes are stacked, their diffraction pattern consists of Bragg 
reflections which indicates the membranes lie with their planes parallel, and 
are spaced regularly. In order for them to be observed the distances between 
these structures have to be on the order of the wavelength of the radiation. 
This makes X-ray radiation ideal to study lipid phases.  
The interaction between the radiation and the sample can be modelled as X-
rays being reflected from repeating planes. For a diffraction peak to be 
observed, the path difference between the X-rays reflected from different 
planes must be a whole number of wavelengths (constructive interference), 
as defined by Bragg’s Law: 
𝑛𝜆 = 2𝑑 sin 𝜃 
Where d is the perpendicular distance between the planes, n is the order of 
reflection, λ is the wavelength of radiation and θ is the angle between the 
plane and the incoming X-ray beam. (Figure 1.12) 
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The diffraction peaks observed give the reciprocal lattice, which is a three-
dimensional lattice calculated from the real lattice. Points in the reciprocal 
lattice are defined by the Miller indices h, k and l and correspond to the 
repeat planes in the real lattice.  
 
 
Figure 1.12 A diagram showing the scattering of an X-ray beam from 
parallel planes. 
An Ewald sphere (Figure 1.13) can be constructed to show the relationship 
between the reciprocal lattice, diffraction angle and the wavelength of 
radiation. Diffraction occurs whenever a reciprocal lattice point touches the 
Ewald Sphere, as this is where Bragg’s law is satisfied. The vector joining the 
Origin to the intersecting reciprocal lattice point is denoted s. The length of 
the line, s, is given by  
𝑠 =
2𝑠𝑖𝑛𝜃
𝜆
 
For a powder sample, each local crystalline grain has an identical reciprocal 
lattice but randomly oriented with respect to each other. The reciprocal 
lattice explores all possible orientations and so intersections broaden radially 
to continuous circles around the Ewald sphere and centred on the X-ray 
beam. 
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Figure 1.13 The Ewald Sphere 
For lipid samples, this can be used to determine the phase and lattice 
parameter of the sample. An example of a lamellar phase and how to 
calculate the d-spacing can be found in Section 2.6.1. The d-spacing and 
hence the lattice parameter gives us the size of the repeat unit, which is the 
distance from one point on one bilayer to the equivalent point on the next. 
This includes the bilayer thickness and the interlamellar water thickness.  
Wide angle X-ray scattering (WAXS) gives information on the short range 
order of the sample, typically between 1 – 20 Å. In lipid samples diffraction 
corresponding to the packing of the hydrocarbon chains in the plane of the 
bilayer is centred in a direction perpendicular to their axes. When in a untilted 
gel phase, a distinct sharp diffraction peak at 4.2 Å is observed for lipid 
systems. This reflection is characteristic of a two-dimensional hexagonal 
packing of the acyl chains in the all-trans configuration.  
The phase transition from gel to fluid causes a change in the chain region 
which can be noted by a change in the sharp peak at 4.2 Å to a diffuse 
diffraction band centred at around 4.5 Å. (Figure 1.14) 
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For further reading on the subject of the theory of SAXS and WAXS when 
applied to lipid membranes, please refer to this detailed textbook chapter by 
Levine.55 
 
Figure 1.14 WAXS gives information on the chain packing in fluid, A.i, bilayers, 
where they are more disordered giving a broad peak at around 4.5 Å, A.ii. Similarly, 
where there are close packed chains in a hexagonal arrangement, B.i, a gel phase is 
identified as a sharp peak at 4.2 Å, B.ii. Note: in B.ii there is a fluid gel coexistence, 
hence the fitting of two Gaussian functions. 
1.7.1.2 High Pressure SAXS/WAXS 
High pressure X-ray diffraction has been extensively used to study phase 
transitions in lamellar bilayers. In flat lamellar phases, chain ordering will tend 
to lead to an increase in lattice parameter due to an increase in bilayer 
thickness. As the end to end distance of disordered chains in the Lα phase is 
shorter than that of the fully extended lipid chains of the gel phase, the 
bilayer becomes significantly thicker at the fluid / gel transition. This 
transition also has a significant effect on the specific partial lipid volume 
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(VL),25 which is mainly due to the change in cross-sectional area as the chain 
order increases drastically as the transition.   
High pressure SAXS can also be used in order to observe phase transitions in 
ternary model membrane systems. SAXS probes the bulk structure of lipid 
mesophase samples at high resolution and so can resolve the lamellar repeat 
distance which is related to bilayer thickness. Where a single homogeneous 
phase Lα is present, a single lamellar powder diffraction pattern is observed. 
A coexistence between Ld and Lo phases show a double lamellar diffraction 
pattern, which is related to the thickness mismatch between these phases. 
Importantly, the long range alignment of domains allows the detection of 
phase separation due to the mismatch in thickness of the coexisting liquid 
phases.56,57 
Wide angle X-ray scattering allows the invaluable observation of the effect of 
pressure on the hydrocarbon chains. The fluid phase has disordered chains 
and so is characterised by a broad peak centred at approximately 4.6 Å. As 
pressure is applied an increase in ordering promotes a transition to a gel 
phase where the hydrocarbon chains are close packed in a 2-D hexagonal 
lattice, which gives them a characteristic sharp diffraction peak at around 4.2 
Å. 
1.7.2 Fluorescence Microscopy 
1.7.2.1 Theory Fluorescence Microscopy 
Microscopy is used to visualise giant unilamellar vesicles. Crucially, by 
incorporating a small amount of fluorescently tagged lipid (or other 
hydrophobic fluorophore) which selectively partitions into a specific lipid 
phase,58 we can determine the phase behaviour of individual GUVs. An 
outline of a typical fluorescence microscope layout is shown in Figure 1.15. 
In fluorescence microscopy, light of a specific wavelength (or defined band 
of wavelengths) is produced by passing multispectral light from a light source 
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through a wavelength selective excitation filter. Wavelengths passed by the 
excitation filter reflect from the surface of a dichromatic (also termed a 
dichroic) mirror or beamsplitter, through the microscope objective to bath 
the specimen with intense light. If the specimen fluoresces, the emission light, 
which is shifted to longer wavelengths, is gathered by the objective. This 
passes back through the dichromatic mirror and is subsequently filtered by a 
barrier (or emission) filter, which blocks the unwanted excitation wavelengths 
from the weaker emitted fluorescence.  
 
Figure 1.15 Fluorescence microscope. An excitation filter allows the correct 
wavelength of light from the mercury lamp to pass through to a dichroic mirror 
where it is reflected to illuminate the sample. The emission light from the sample is 
of a different wavelength and so passes through the dichroic mirror, where it is 
reflected towards a CCD camera. 
Photobleaching is the irreversible decomposition of the fluorescent 
molecules in the excited state because of their interaction with molecular 
oxygen before emission. 
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1.7.2.2 High Pressure Microscopy 
The high pressure behaviour of ternary lipid GUVs has previously been 
investigated using Laurdan fluorescence imaging where the membrane 
ordering was visualised by measuring the general polarisation of the 
fluorescent dye.59 With increasing pressure, the general polarisation increases 
over the entire membrane area (indicating an increase in ordering) but there 
are regions of significantly greater increase which indicate the formation of 
domains. Interestingly, membrane fusion and budding was also observed at 
pressures significantly lower than those required to induce the phase 
transition.
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Chapter 2 
Materials and Methods 
This section aims to give information on the general methods and procedures 
used repeatedly throughout this work. Where more specific materials or 
information relating to specific experiments are outlined in the relevant 
chapters.   
2.1 Lipids 
The structures of the majority of the lipids used throughout the thesis are 
given in Figure 2.1. All were purchased from Avanti Polar Lipids (Alabaster, 
AL). Where other lipids are used, the information will be given in the relevant 
chapter.  
 
Table 2.1 List of abbreviations used throughout this thesis and the lipids they 
correspond to. The label column refers to the chemical structure given in Figure 
2.1 
2.2 Preparation of Lipid Mixtures 
All lipids were used without further purification, and were lyophilised 
overnight in order to remove any atmospheric water absorbed during 
storage. The mass of each lipid needed to reach the required mole ratio of 
the mixture was calculated, and each was weighed into a pre-weighed glass 
vial. Approximately 20 – 30 mg of total lipid was used per sample.  
Each lipid was dissolved in 0.5 ml of chloroform, and lipid mixtures were 
combined into a separate pre-weighed vial. The chloroform was removed  
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Figure 2.1 Chemical structures of A. DPhPC B. DOPC C. DPPC D. cholesterol E. Rh-
DPPE 
under a gentle nitrogen stream, leaving a thin lipid film on the bottom of the 
vial. This was lyophilised for a minimum of 3 hours to remove any residual 
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chloroform. The vial was weighed to calculate the final total lipid content, as 
were the dried individual vials to ensure the lipid ratio remains constant.  
2.2.1 Mixtures for SAXS 
The hydration level will depend on the excess water point of the lipids 
involved, although if too high the lipid signal will be depleted. All mixtures 
presented were hydrated to 70 wt% water. The required amount of MilliQ 
water was added to the lipid mixture, and the vial sealed to prevent any 
evaporation. The sample was subjected to approximately 20 freeze-thaw-
vortex cycles, where the sample was heated to above the melting transition 
temperature of the highest Tm lipid then rapidly frozen in liquid nitrogen, with 
the vials being centrifuged after every 5 cycles to ensure all the water and 
sample is concentrated at the bottom.  
2.2.2 Mixtures for GUV Preparation 
From the initial lipid mixture, 1 mg of lipid was weighed into a separate vial. 
0.8 mol% of Rh-DPPE and 1 ml of chloroform was added, and the sample was 
gently vortexed to ensure all of the lipid is fully dissolved.  
2.3 GUV Electroformation 
GUVs were prepared via an electroformation procedure which was modified 
from Angelova et al.35,36 Indium tin oxide coated microscope slides (8-12 
Ω/sq, Sigma Aldrich) were cleaned by sonication in mild detergent for 15 mins 
and dried thoroughly under a N2 stream. The conductive side of the slide was 
identified using a multimetre, and the slides were heated on a hot plate to a 
temperature specified by the lipids present in the mixture. After thorough 
investigation, it was concluded that the optimum temperature is 20 °C above 
the Tm of the highest Tm lipid in the mixture.  For a mixture containing DPPC, 
the temperature was set to 60 °C.  
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The lipid mixture in chloroform (1 mg/ml) was heated in a sealed sample vial 
to 60 °C. Once the slides and lipids are at this temperature, 40 µL of lipid 
solution was placed on the centre of the conductive side of the slide. A pre-
heated coverslip was used to spread the lipid evenly over an area of around 
2 cm2. The ideal lipid film could be visualised as having a green iridescent 
quality. The slides were dried on a lypohiliser for at least 30 mins to remove 
any residual solvent.  
Solutions of 197 mM sucrose and 200 mM glucose were prepared and 
filtered using a 20 µm syringe filter. A spacer was cut from an approximately 
2 mm thick sheet of PDMS. The spacer was placed on the lipid coated slide, 
so that the lipid film was exposed in the centre. The chamber was filled slowly 
with 197 mM sucrose, so as not to disrupt the lipid film. A second ITO coated 
slide was used to seal the chamber, with the conductive side facing 
downwards towards the lipid film, and the chamber was secured using small 
bulldog clips.  
The chamber was put into an oven at 60 °C for 15 mins, with the lipid coated 
slide facing downwards. A function generator was then connected and used 
to apply 1 V (peak-to-peak), 10 Hz for 2 hours, after which the frequency was 
altered to 1 V, 2 Hz for 1 hour. The solution was transferred into a sample vial 
and used immediately.  
Before imaging, 10 µL of GUV solution was diluted in 90 µL of 200 mM 
glucose. After 5 mins, to allow the largest GUVs to settle at the bottom of the 
vial, 10 µL of solution was drawn from the bottom of the vial and placed into 
the sample holder.  
The encapsulation in sucrose and subsequent dilution in glucose gives a 
refractive index mismatch, which allows the GUVs to be identified and 
focussed using phase contrast microscopy, minimising the exposure of the 
sample to the fluorescent lamp. Also, and importantly for experiments using  
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Figure 2.2 A. A schematic to illustrate the procedure for GUV electroformation. A.i. 
A lipid film is formed on an ITO coated microscope slide by spreading a lipid 
solution using a coverglass. A.ii. The green iridescent section of lipid film is covered 
with a spacer cut from PDMS and a sucrose solution added to the well (A.iii.) A.iv. 
A second slide covers the slide, and an electric current is passed through the 
chamber. B. shows the proposed mechanism for the formation of GUVs, modified 
from Walde et al .37  B.i. An electric field creates electroosmotic movement of 
water between the layers of the deposited lipid film. B.ii. This leads to vesicles 
gradually budding off the surface. B.iii. They are first connected to the underlying 
film by a tether, before becoming completely detached, B.iv. 
the microscopy pressure cell using an inverted microscope, the dense GUVs 
sink and ‘sit’ on the surface aiding visualisation. 
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2.4 High Pressure SAXS Experiments 
All high pressure SAXS experiments were undertaken on the synchrotron 
beamlines I22 at Diamond Light Source, UK, and ID02 at the ESRF, Grenoble, 
France. A custom built high pressure cell was used and is described in detail 
by Brooks et al.52 
The cell is made from high tensile strength stainless steel and windows used 
to allow the X-ray beam through the sample are made from 1 mm thick CVD 
IIa diamonds (Element Six) which gives the pressure range capability of 1 to 
5000 bar. These windows provide high X-ray transmission (around 70 % at18 
keV) while offering excellent pressure stability.  
 
Figure 2.3 A. A cross section through the SAXS pressure cell and sample holder. B. 
Image of the pressure cell mounted on the I22 beamline at Diamond Light Source. 
The red arrow indicates the direction of the incoming X-ray beam. 
The pressuring medium is water and the pressure is applied using a hand 
driven pump and measured using pressure transducers. The temperature is 
controlled using a circulating water bath, and is recorded using a 
thermocouple sensor embedded in an aperture of the cell. Pressure jumps 
are achieved by rapidly releasing a pneumatically controlled valve that 
connects the cell to a pressure reservoir. The pressure jump is triggered by a 
signal from the beamline time frame generator which allows the jump to be 
synchronised to the data acquisition to within 25 ns.  
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The sample is loaded into a Teflon spacer, which is sealed on either side by 
windows of Mylar.  
2.5 High Pressure Microscopy Experiments 
A custom built high pressure microscopy cell mounted on a Nikon Eclipse 
TE2000-E inverted microscope was used to image the GUV sample under 
high pressure. The cell comprises a high tensile strength stainless steel body 
with 1 mm thick, 5 mm diameter sapphire or 0.5 mm thick diamond optical 
windows, which can withstand pressures of up to approximately 2500 bar. 
Hydrostatic pressure was applied to the sample via a water filled pressure 
generator (4000 bar, Si-Tec) and hydraulic network similar to that described 
previously.60 The pressure was measured using a strain gauge pressure 
transducer (4000 bar full scale, 0.25 % precision, Top Industrie, France). The 
pressure cell temperature was controlled via a circulating water bath and 
recorded using a PT-100 sensor.  
 
Figure 2.4 A. Cross-section through the microscopy pressure cell and sample holder. 
B. Image of the microscopy cell mounted on an inverted microscope. 
Pressure and temperature data were recorded using a National Instruments 
compactDAQ system. An extra-long working distance objective lens (Nikon 
CFI Super Plan Fluor ELWD ADM 20X, N.A. 0.45, W.D. 8.2 - 6.9 mm) was used 
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to image the sample in either phase contrast or fluorescence mode. Images 
were acquired using an Andor Zyla sCMOS based camera (Andor Technology, 
Belfast, UK) and recorded using custom built software with temperature and 
pressure logging. 
A 10 µl sample of the GUV suspension was diluted in 90 µl of 200 mM glucose 
solution. A sample holder comprising a 1.5 mm thick 6 mm diameter Teflon 
disc with a 3 mm internal aperture was fixed to the lens side pressure cell 
window and 10 µl of the diluted GUV solution loaded into the sample holder.  
The disk was sealed with a 6 mm diameter, 0.5 mm thick cover glass to isolate 
the sample solution from the pressurizing water. 
2.6 Data Analysis 
Detailed information of the data analysis procedure will be given in the 
relevant chapter. This section will discuss the data analysis that is used 
throughout.  
2.6.1 Calculating d-spacing from Integrated SAXS Patterns 
Radial integration of the powder diffraction patterns was undertaken using 
in- house developed LabView software, typically showing the first and second 
order of diffraction as shown in Figure 2.5 A.  
The peaks are fitted to a pseudo-Voigt function, to accurately find the peak 
centre. The pseudo-Voigt function is a linear combination of a Gaussian and 
Lorentzian function, and gives a very good approximation of the diffraction 
peak shape.  
𝐼 =  𝐼𝑜 + 𝐴 [𝑚𝑢
2
𝜋
𝑤
4(𝑠 − 𝑠𝑐)2 + 𝑤2
+ (1 − 𝑚𝑢)
√4𝑙𝑛2
√𝜋𝑤
𝑒
−
4𝑙𝑛2
𝑤2
(𝑠−𝑠𝑐)
2
] 
where Io is a y offset, sc is the peak centre, A is the peak area, w is the FWHM, 
and mu is a profile shape factor.  
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The value of the peak centre is plotted against the peak index (which should 
also pass through the origin) and the slope of this fit gives the d-spacing. The 
error quoted is the 95 % confidence interval of the fit of the slope. 
 
Figure 2.5 A. An example of an integrated lamellar powder diffraction pattern with 
the first and second orders clearly visible. B. A plot of the peak centre against the 
peak index. The slope gives the value of the d-spacing. 
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Chapter 3 
Separation of Liquid Domains in Model 
Membranes Induced with High Hydrostatic 
Pressure 
The results described in this chapter have been published as McCarthy et al, 
Separation of liquid domains in model membranes induced with high hydrostatic 
pressure, Chem. Commun. 2015, 51 (41), 8675.45 
3.1 Introduction 
The lipid raft model described in Chapter 1 was hypothesised to explain 
mechanisms of cellular functions such as protein sorting and the selective 
delivery of lipids.61 As it is now widely believed that rafts in cells are smaller 
than can be resolved by traditional optical techniques, simplified lipid 
systems are extensively used in order to understand the complex physical 
behaviour that governs this ordering phenomena and the lateral ordering 
that may play a role in biological function. 
Micron size domains can be formed in lipid mixtures with as few as three 
components. Ternary mixtures of a high Tm lipid, a low Tm lipid, and 
cholesterol form large coexisting liquid domains over a wide range of 
compositions and temperatures.62 These domains are liquid ordered (Lo) and 
enriched in high Tm lipid and cholesterol and are coexisting with a liquid 
disordered region (Ld) with an increased proportion of low Tm lipid. 
Many phase diagrams have been used to map the conditions under which Lo 
– Ld phase coexistence occurs.63,64 The Gibbs phase triangle is a convenient 
two-dimensional representation of all possible mixtures of three 
components. A point at each corner represents a composition of only one of 
the components, points along the edge give information on binary mixtures 
and any point in the centre shows ternary mixtures. Mapping experimental 
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data onto these diagrams gives information on the region of composition 
where phase coexistence exists. In a ternary system, a set of tie-lines connect 
coexisting compositions at constant temperature, and two tie-lines cannot 
cross. For a comprehensive discussion of phase diagrams for lipid mixtures, 
see Veatch et al.39 
 
Figure 3.1 A. A Gibb’s phase triangle of a ternary mixture A, B and C. The corner 
points (blue point) give single components. Binary mixtures are represented by the 
edges (orange point) and ternary mixtures (green point) in the centre. The shaded 
red region indicates where two coexisting phases exist, surrounded by a boundary 
to where only one phase is present. B. Phase diagram showing the liquid 
coexistence region of DPhPC (here labelled diPhyPC), DPPC and cholesterol over a 
range of temperatures. Image modified from Veatch et al.65 
Lipid domain formation in known to be influenced by temperature, pH, ionic 
strength, protein adsorption and pressure. As well as being an advantageous 
parameter to study lipid phase behaviour, pressure has direct biological and 
bio-technological significance. The bottom of the Mariana Trench is 
approximately 11,000 m below sea level, where pressures are greater than 
1000 bar,66 and barophilic bacteria have been isolated from this extreme 
environment.67 These organisms are known to significantly alter the 
composition of lipids to maintain the fluid bilayer structure and mechanical 
properties of their membranes.18  
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Pressure is employed commercially to inactivate microorganisms, as it can be 
used to inactivate many food contaminants at relatively low temperatures so 
retaining nutritional content and flavour.68,69 Additionally, there are many 
examples of locally elevated pressure within cells affecting protein function70 
and it has important implications in the mechanism of general 
anaesthesia.71,72 Importantly, lipid bilayers have been shown to be 
significantly more responsive to hydrostatic pressure than other 
biomolecules such as proteins or DNA,73 which opens the possibility of 
selectively perturbing the lipid membrane structure while leaving other 
biomolecules relatively unaltered. 
Hydrostatic pressure offers key advantages over temperature as a variable 
for probing lipid phase behaviour, both in and out of equilibrium. The 
pressures used to investigate biochemical systems range from 1 to 1000 bar, 
where the solvent, water, is still in its liquid state at ambient temperatures.74 
High pressure does not usually change covalent bond distances or bond 
angles below about 2 GPa, only changing intermolecular distances and 
affecting the molecular conformation. Pressure acts predominantly on the 
secondary, tertiary, quaternary and supramolecular structures of 
biomacromolecules.25 
Pressure can be applied and released from a sample extremely rapidly (within 
the micro to millisecond regime) and as the pressure wave travels at the 
speed of sound, the sample reaches equilibrium pressure quickly, with both 
increasing and decreasing pressure.44 
It has previously been demonstrated that pressure can be used to induce 
phase coexistence of canonical model raft mixtures such as DOPC/DPPC/chol 
(1 : 2 : 1), which extends over a rather wide temperature range.51 This study 
shows phase boundaries for interlamellar transitions of the mixture over a 
pressure range from 1 - 10 kbar and temperatures in the range from 7 to 80 
°C using SAXS and FT-IR. FT-IR spectroscopy is very sensitive to the structural 
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and dynamical properties of membrane lipid molecules and SAXS gives 
information on the structural properties of the membrane.74 However, these 
methods probe the ensemble average structure. Many biological assemblies 
and their model analogues are highly heterogeneous and so bulk probe 
technique have significant limitations. 
An additional technique of Laurdan fluorescence spectroscopy was 
employed in the study of the mixture POPC/SM/Chol (1 : 1 : 1).46 This was 
extended to vesicles of DOPC/SM/Chol (1 : 1 : 1) in order to study the effect 
of pressure on the vesicles shape and budding, as well as implying a change 
in the lateral organisation.59 The use of Laurdan as fluorescence label to 
follow the lipid phase state is achieved by calculating the generalized 
polarisation (GP) values of the vesicles and extracting their average value. 
This gives an indication of the packing of the lipids in the membrane, 
although membrane domains are not directly observed. The fused silica 
capillary pressure cell75 causes significant refraction of light and limits both 
the spatial and optical resolution of the system.  
The results in this chapter will outline the use of a custom built high pressure 
microscopy cell for the direct visualisation of microdomains in GUVs induced 
using high pressure. While the microscopy experiments give information 
about lateral membrane structuring, including domain size and morphology, 
SAXS probes the bulk structure of lipid mesophase samples at significantly 
higher resolution and so can resolve the lamellar repeat distance which is 
related to the bilayer thickness. In addition, high pressure SAXS can be rapidly 
carried out over a wider temperature and pressure range and since it is a 
label free technique, it can help exclude the possibility that the addition of 
small amounts of fluorescently labelled lipid required for fluorescence 
microscopy alters the phase behaviour of the model system. The long range 
alignment of domains56 allows the detection of phase separation due to the 
mismatch in thickness of the coexisting liquid phases. 
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 3.2 Materials and Methods 
The methods used to prepare the samples used in this chapter are described 
in detail in Chapter 2. The focus of this section will be the methods and data 
analysis techniques to determine the transition pressure required to induce 
coexisting liquid phases in model systems.  
3.2.1 Determination of Ptrans from High Pressure GUV 
Experiments 
Ptrans is defined as the pressure at which there is a phase transition between 
the Lα and a Lo – Ld phase coexistence.  
3.2.1.1 Method using Constant Increase in Pressure 
 
Figure 3.2 A. Phase separation in individual GUVs as a function of temperature, 
with each point being the average of 10 GUVs. B. Rate of pressure increase, and 
stability of the temperature during this pressure run. 
A circulating water bath was used in order to control and maintain the 
temperature of the pressure cell above the mixing transition temperature to 
maintain a homogeneous Lα phase. The pressure was increased at 
approximately 4 bar s -1, with images being recorded along with a pressure 
log at approximately 0.5 second intervals. Based on previous SAXS 
experiments, this ramp rate is sufficiently slow to allow the pressure to 
propagate and the membrane to reach its equilibrium structure.44 Individual 
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GUVs were isolated to indicate the frame at which dark Lo phase regions 
appear, and the corresponding pressure recorded as Ptrans. The average of 10 
GUVs from different fields of view during the same pressure ramp was 
plotted against Ptrans and the error quoted is the standard error of all values.  
3.2.1.2 Method using Step-Wise Increase in Pressure 
In order to ensure that the lipid phases are in their final equilibrium state, a 
new methodology was implemented to determine the pressure-temperature 
phase behaviour of lipid mixtures. The temperature was increased in 1 °C 
steps until all of the GUVs in the field of view are in the Lα phase. The pressure 
was then increased in 50 bar steps and an image and pressure log recorded, 
with the fluorescence shutter closed to minimise the effect of photobleaching 
and at least 30 s equilibration time between each change in pressure. An 
image analysis program written in Matlab was used to assign all of the GUVs 
to being phase separated or homogeneous and counted to give a value for 
the percentage GUVs which show domains.76 An example of the results given 
using this code is shown in Figure Appx.1.  
 
Figure 3.3 A. Fit of phase separated GUVs against pressure to a sigmoidal equation 
where the 50 % point gives the value of Ptrans. B. An example of a pressure-
temperature profile for the construction of a pressure-temperature phase diagram. 
There is at least 30 seconds equilibration time between each frame. 
This process was repeated over approximately 5 temperatures in 1 °C steps, 
to give a suitable number of data points to investigate the pressure-
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temperature behaviour. The equilibration time for the temperature changes 
was at least 2 mins. 
When the number of phase separated GUVs was plotted against the pressure 
recorded at a constant temperature, they were fitted to the following 
sigmoidal equation.  
% 𝑝ℎ𝑎𝑠𝑒 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 =  100 × (
1
1 + 𝑒
(
−(𝑃−𝑐)
𝑑 )
) 
Sigmoidal equation for the fit of number of GUVs phase separated with 
pressure, where c is the pressure at which 50 % of the GUVs are phase 
separated and is subsequently used to denote Ptrans, and d is a parameter 
describing the width of the transition. Errors in individual values of Ptrans are 
the 95 % confidence interval estimates of the parameter c, determined 
directly from the fit.  
Furthermore, by ensuring that the same pressure steps are recorded the 
number of phase separated GUVs against temperature at constant pressure 
can be plotted to a similar sigmoidal equation to give the values for Ttrans.   
% 𝑝ℎ𝑎𝑠𝑒 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 =  100 × (1 −
1
1 +  𝑒
(
−(𝑇−𝑐)
𝑑 )
) 
As with previous studies in which only temperature was varied,77 it is noted 
that the fraction of phase-separated vesicles present in a population of 
vesicles at a given temperature/pressure does not depend on the order in 
which temperature or pressures are sampled. 
Both Ptrans and Ttrans show a linear relationship as predicted by the Clapeyron 
equation (see Figure 3.7 C.) which implies that this is an accurate method in 
order to investigate pressure-temperature phase behaviour in GUVs. 
Furthermore, there is a much longer equilibration time included to ensure 
that all of the GUVs are in their final phase state and many more individual 
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GUVs are averaged over to give a precise indication of the transitions. It is for 
these reasons that this method is subsequently used.   
3.2.2 Determination of Ptrans from High Pressure SAXS 
Experiments 
 
Figure 3.4 A. shows an example of a single lamellar powder diffraction pattern, 
with the first and second order rings, which corresponds to an Lα phase. B. shows 
the sample under 2000 bar pressure, where the splitting of the lamellar rings 
corresponds to the difference in thickness of the Lo and Ld phases. C. and D. give 
an example of the radially integrated diffraction patterns of the first and second 
(inset) order peaks as indicated by the blue line, and the fits to a single or double 
pseudo-Voigt function as shown by the dashed orange dashed line. The sample is 
DPhPC/DPPC/Chol (2 : 1 : 2) at 46 °C. 
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High pressure SAXS experiments exploit the fact that the Lo and Ld phases 
exhibit different thicknesses. The pressure cell was maintained at a 
temperature above the melting temperature of the ternary mixture. 
Diffraction patterns were taken at increments of approximately 100 bar, with 
at least a 30 sec equilibration time between each step.    
Radial integration of the diffraction images was undertaken using in-house 
LabView based software. Matlab code was written to fit the integrated 
patterns to a single or double pseudo-Voigt function.78 Where the radially 
integrated diffraction pattern can be fitted to a single pseudo-Voigt function, 
the phase is assigned as being an Lα phase, else a double function is required, 
which indicates separation of Lo and Ld phases. The pseudo-Voigt function is 
a linear combination of a Gaussian and Lorentzian function, and gives a very 
good approximation of the diffraction peak shape.  
𝐼 =  𝐼𝑜 + 𝐴 [𝑚𝑢
2
𝜋
𝑤
4(𝑠 − 𝑠𝑐)2 + 𝑤2
+ (1 − 𝑚𝑢)
√4𝑙𝑛2
√𝜋𝑤
𝑒
−
4𝑙𝑛2
𝑤2
(𝑠−𝑠𝑐)
2
] 
where Io is a y offset, sc is the peak centre, A is the peak area, w is the FWHM, 
and mu is a profile shape factor.  
Where a double Voigt fit tended to give either two coincident peaks, one 
with unrealistic parameters or from analysis of residual plots, a single Voigt 
function was fitted and assigned to a homogeneous Lα lamellar phase. 
Where two reproducibly distinct peaks could be fitted, a double Voigt 
function was fitted and assigned to coexisting Ld and Lo phases, and the 
point between these two conditions is defined as Ptrans.  
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3.3 Results and Discussion 
3.3.1 Phase Separation in GUVs Investigated with High 
Pressure Microscopy 
A high pressure microscopy cell, developed in house and described in detail 
in Chapter 2, was used for simultaneous induction and visualization (by wide 
field fluorescence microscopy) of phase separation in model membranes. The 
use of flat sapphire or diamond optical windows in combination with variable 
cover slip correction objective lenses means that the images obtained are 
comparable to those captured in atmospheric pressure microscopy 
experiments. In addition, because our system is compatible with standard 
wide field fluorescence microscopy it allows observation of membrane 
dynamics with millisecond time resolution. We have been able to visualize 
the temperature and pressure dependent lateral structuring in giant 
unilamellar vesicles (GUVs), and have been able to follow the dynamic 
evolution of this structuring in real time (including domain size and 
morphology). 
The temperature was increased to above the melting transition of the mixture 
in order to ensure that all of the GUVs are in a homogeneous Lα phase. As the 
pressure is increased, phase separation is induced as shown by the 
appearance of dark Lo regions from the single bright Lα phase.  
Figure 3.5 gives examples of the onset of phase separation, and shows two 
distinct mechanisms by which domains form and ripen. Firstly, a nucleation 
and growth type mechanism, where numerous small round domains are 
formed simultaneously, and do not appear to merge or grow with a further 
increase in pressure. An interesting note is the fact that the Lo domains 
appear to have a semi-ordered packing within the bilayer plane. This suggest 
that the domains are repelling each other, however the circular shape 
exhibited implies a significant line tension between the Lo and Ld phases.  
Separation of Liquid Domains in Model Membranes Induced with High 
Hydrostatic Pressure 
59 
 
A second mechanism presented is a spinodal decomposition type of domain 
growth, similar to that shown previously62 during temperature induced phase 
separation. The Lo domains initially appear in labyrinth type structures, and 
coalesce to become larger with a subsequent increase in pressure. In this 
mechanism there is an increase in the area fraction of the Lo phase with 
pressure, whereas the nucleation mechanism sees the area fraction remain 
more constant once the initial domains are formed.  
Both GUVs presented in Figure 3.5 were from separate fields of view, within 
the same sample and pressure ramp, so the experimental conditions were 
identical. The difference in domain formation mechanism between these two 
individual GUVs therefore can suggest there is an inhomogeneity in 
composition of the GUVs grown via the electroformation method or could 
be due to differences in membrane tension. This has also been noted in 
previous temperature studies.77 It is interesting that even in these vastly 
compositionally simplified systems there is a range of dynamic domain 
morphology that can be observed under the same conditions.  
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Figure 3.5 Pressure induced phase separation of GUVs with the composition DPhPC/ DPPC/cholestanol (1 : 2 : 1) at 45 °C. A. shows a spinodal 
decomposition type mechanism, where increasing pressure leads to the merging and growth of Lo domains. B. shows the induction of many small 
nucleated domains, where subsequent increase in pressure does not cause domains to coalesce. Scale bars are 30 µm. 
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Figure 3.6 Pressure induced phase separation of GUVs (A. to B.) with a subsequent 
release of the pressure restores the initial homogenous Lα (C.) Scale bar is 30 µm. 
The induction of domains with pressure is an entirely reversible process. This 
is shown by Figure 3.6 where a single GUV above the melting temperature 
in the Lα phase has coexisting Lo and Ld phases induced when pressure is 
applied. The subsequent release of the pressure below Ptrans returns the GUV 
to the homogeneous Lα phase. This process can be repeated several times, 
cycling above and below Ptrans to induce and remix domains.  
During repeated pressure cycling it was noted that the GUV membranes 
seem to exhibit an increase in excess membrane area, and a corresponding 
reduction in membrane tension. This is observed as an increase in the 
magnitude of membrane fluctuations, and thin tubules of excess membrane 
protruding into (or out of) the membrane surface. It is thought that this 
phenomenon occurs due to the expulsion of water, as the lipid surface area 
is reduced under pressure, so the internal volume is reduced to minimise the 
membrane elastic stress.48,59 
This reversal effect is used throughout the experiments in this work as a 
control to indicate there is no photobleaching or other photo-induced 
molecular damage from the exposure of the lipids or dye to the fluorescent 
light. Where photo-damage does occur, the dark Lo domains do not remix 
into a single Lα phase after the release of the domain inducing pressure. 
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3.3.1.1 Generating Pressure-Temperature Phase Diagrams 
from High Pressure GUV Experiments 
The method of using a sigmoidal fit of number of GUVs against pressure or 
temperature to find Ptrans or Ttrans is outlined in the Materials and Methods 
Section 3.2.1.2  
At high temperatures (above the value of Ttrans) most GUVs appear uniform, 
with an increasing fraction of vesicles appearing phase separated as pressure 
is increased.  
Figure 3.7 shows the sigmoidal fits of the percentage of GUVs in increments 
of approximately 1 °C at fixed pressures (A.) and 50 bar at fixed temperatures 
(B.). At high temperatures (above the value of Ttrans) most GUVs appear 
uniform, with an increasing fraction of vesicles appearing phase separated as 
pressure is increased. With each 1 °C increase in temperature there is a 
subsequent shift in the value of Ptrans, by approximately 50 bar. When both 
the values of Ttrans at each pressure and Ptrans at each temperature are plotted 
together (C.) a straight line fit gives us the pressure-temperature phase 
boundary.  
This linearity between Ttrans and pressure is predicted by the Clapeyron 
equation.  
𝑑𝑇
𝑑𝑝
=
∆𝑉𝑚
∆𝑆𝑚
 
The positive slope can be explained as the mixing transition involves an 
increase in entropy, ∆Sm (as expected for mixing) and an increase in volume, 
∆Vm, for the gel to fluid transition, which have also been noted in direct 
experimental measurements of these thermodynamic quantities.79 
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Figure 3.7 A. Plots of phase separated GUVs against pressure at constant 
temperature in approximately 1 °C increments, all fitted to a sigmoidal equation. B. 
Plots of phase separated GUVs against temperature at constant pressure in 
approximately 50 bar increments, all fitted to a sigmoidal equation. C. Combining 
the 50 % phase separated values as Ptrans and Ttrans from plots A and B, respectively. 
Those which show horizontal error bars are from Ptrans, vertical error bars are from 
Ttrans. The sample is DPhPC/DPPC/Chol (50 : 30 : 20). 
The slope of the Lα to Lo – Ld phase boundary has a value of 21 ± 1 °C kbar-1. 
This value of dTtrans / dp is remarkably similar to that observed for the gel to 
fluid phase boundary of the saturated phosphatidylcholines DMPC, DPPC 
and DSPC (22 °C kbar-1).80,81  
The previously determined Lα to Lo – Ld phase boundary of a ternary mixture 
DOPC/DPPC/chol (1 : 2 : 1 ) is given as 15 °C kbar-1.51 This less steep phase 
boundary may be explained by the presence of DOPC in the literature 
mixture. This is due to the presence of the two cis-monounsaturated oleic 
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acid chains in DOPC, which impose a kink in the lipid structure which 
generates additional free volume and the ordering effect of increase in 
pressure is reduced. The fully saturated mixture used in Figure 3.7 has a 
volume increase during the phase transition much more similar to fully 
saturated single component mixtures than a ternary mixture containing 
doubly unsaturated DOPC. 
3.3.2 Phase Separation in Bulk Mesophases Investigated 
using High Pressure SAXS 
High pressure SAXS was used as a complimentary technique to determine 
Ptrans of the Lα to Lo – Ld phase transition. SAXS is label-free and so can exclude 
the possibility of the fluorescent dye effecting the value of Ptrans. It can also 
give us a quantitative indication of the bulk structure of lipid mesophase 
samples at high resolution and so can resolve the lamellar repeat distance 
which is related to the bilayer thickness. 
The integrated diffraction patterns at constant temperature were plotted as 
3D stacked plots against pressure to indicate the value of Ptrans, as shown in 
Figure 3.8 ii. The lattice parameter, or d-spacing, corresponding to the 
repeat unit encompassing the thickness of the lamellar bilayer and the 
interlamellar water layer, were plotted as a function of pressure. Where a 
single pseudo-Voigt functions were fitted to the first and second order peaks, 
the values for the peak centres were fitted to the lamellar peak index in order 
to give a gradient corresponding to the lamellar d-spacing. The error is 
calculated as the error in the parameter fit of the gradient. This is repeated 
for each of the lamellar combinations of peaks where the peaks are split.  
Figure 3.8 i. shows that the Lα phase decreases in thickness as pressure is 
initially increased. This is due to the increase in hydrostatic pressure acting in 
all directions to compress the bilayer, and this would cause a thinning of the  
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Figure 3.8 Pressure scans of the sample DPhPC/DPPC/Chol (2 : 1 : 2) at A. 37 °C B. 
46 °C and C. 54 °C.  i. graphs show the d-spacing at constant temperature with 
increasing pressure. All temperatures above the melting transition temperature 
show a single lamellar phase at low pressures (blue diamond) which is assigned to 
an Lα phase. With increasing pressure, the peaks split as shown by the 3D ii. plots. 
The two d-spacings are plotted as the Lo and Ld phases as orange and yellow 
diamonds. Note: all error bars are plotted, but some are on the order of the size of 
the data points. 
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membrane, in contrast to DOPC which shows a lateral compression and 
bilayer thickening as soon as you start to pressurise it, potentially because 
the double bond in DOPC gives lower chain density and the branched chain 
in DPhPC gives higher chain bulk. Above Ptrans the lateral compression is 
sufficient to drive association of the DPPC and chol, and so induce phase 
separation. 
The point at which two distinct d-spacings can be deconvoluted is Ptrans. At 
pressures near to the transition, there is not a large difference in the thickness 
of the phases and so the peaks exhibit considerable overlap. It is for this 
reason that there tends to be larger error bars on the points near to the 
transition. As the pressure is subsequently increased, the difference in 
thickness of the phases is also increased. As expected, the d-spacing of the 
Lα phase shows an intermediate value when compared to the d-spacings of 
the Lo and Ld phases, as the Lα phase will be a homogeneous mixture of all 
lipids in the mixture.  
It has been previously suggested51 that the Ld phase would be expected to 
have a larger lateral compressibility (and so show greater bilayer thickening 
under pressure) than the Lo phase due to its greater hydrocarbon chain 
disorder. However, more recent work studying compositions along pre-
determined tie lines with pressure indicates that the Ld phase is in fact the 
thinner of the two.82 Further evidence of the Ld phase shows less of a 
difference in thickness than the Lo phase can be found in Chapter 4.  
We find that with a pressure increase of 1000 bar, the d-spacing of the Lo 
phase increases by up to 3 Å, in contrast to the Ld phase which shows a 
relatively small decrease (approximately 1 Å) over the same pressure range. 
The d-spacing is the sum of the bilayer thickness and the interstitial water 
layer and therefore, these results could imply that the Lo bilayer regions 
increase in thickness more than the Ld regions, but it should be noted that 
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pressure may also cause a change in thicknesses of the Ld and Lo associated 
water layers. 
As with the pressure induced phase separation in GUVs, the release of 
pressure reverses the effect. In addition to the fact that Ptrans is similar on the 
increase and decrease of pressure, the lattice parameter is also almost 
identical in the majority of cases. This was continually used throughout this 
work as a useful control to establish that there is no radiation damage from 
the high powered synchrotron X-rays used. In the case where the sample has 
been exposed for a long time, the diffraction patterns exhibit the same 
splitting appearance in the lamellar peaks as would be seen in coexisting Lo 
and Ld phases, but in this instance a release of pressure does not reintroduce 
an Lα phase, instead continuing to appear split. In this instance a new sample 
was studied.  
3.3.2.1 Generating Pressure-Temperature Phase Diagrams 
from High Pressure SAXS Experiments 
Plotting of Ptrans at different temperatures allows the production of a 
pressure-temperature phase diagram. This gives us the ability to compare 
the slope of the phase boundary and accurately predict the phase behaviour 
of the composition studied at equilibrium, and in Chapter 6 is used to plan 
pressure jump experiments for studying the kinetics of domain formation.  
The slope of the Lα to Lo – Ld phase boundary has a value of 9.3 ± 1.2 °C kbar-
1 is much lower than both the values from the literature and in the previous 
GUV experiments. This could be due to a number of factors. The fact that 
only three temperatures were used in this diagram means there are only 
three values of Ptrans to fit the boundary to. Also, as the ability to resolve the 
over-lapping pseudo-Voigt functions and the larger pressure steps (~200 bar 
instead of ~50 bar steps for the GUV experiments) mean that the value of 
Ptrans may be less accurate.  
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Figure 3.9 A constructed pressure-temperature phase diagram. The orange (Lα) 
and blue (Lo and Ld coexistence) diamonds show data points from high pressure 
SAXS measurements. A phase boundary line (orange) was plotted between Ptrans for 
each temperature. The blue shaded region represents the pressure-temperature 
conditions under which we would expect there to be a single Lα phase and the 
orange shaded region, the conditions which a two phase coexistence would be 
predicted for this sample of DPhPC/DPPC/Chol (2 : 1 : 2). 
3.3.3 Comparing High Pressure GUV and SAXS Experiments 
of Various Compositions 
In order to compare the effect of pressure on the Lα to Lo – Ld phase boundary 
of DPhPC/DPPC/Chol mixtures, several compositions were chosen to 
investigate. Compositions were chosen from the phase diagram which allow 
us to see the effect of increasing cholesterol and increasing DPPC. The 
compositions were chosen to map a large area of the Lo – Ld region of the 
phase diagram, and the pressure-temperature phase behaviour was explored 
using a mixture of the previously described techniques.  
The values of dTtrans / dp of the phase boundaries for both the GUV and SAXS 
measurements of a range of compositions of the mixture of 
DPhPC/DPPC/chol are in the range between 10 – 21 °C kbar-1. The value of 
21 ± 1 °C kbar-1 as seen for the example in Section 3.3.1.1. (Composition 5, 
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Figure 3.10 B.) is actually considerably higher than the average of 15.4 ± 3.3 
°C kbar-1, although there is quite a large standard deviation of the values.  
 
Figure 3.10 A. A ternary diagram to indicate the compositions of 
DPhPC/DPPC/chol studied using high pressure SAXS or microscopy of GUVs. B. is a 
table of compositions of DPhPC/DPPC/chol and the values of the pressure-
temperature phase boundary slope and intercept. Compositions 1 – 4 were 
investigated using SAXS and 5 - 7 using GUVs. Using the equation of the boundary 
lines, the Ptrans at 45 °C was calculated and plotted against C. increasing DPPC 
concentration and D. increasing cholesterol. Note: for C. and D. the ratios of the 
other components also alter slightly, although the majority effect is from the 
change in the component indicated. 
Comparing a range of compositions using both GUVs and SAXS experiments 
is useful as for the majority of the SAXS experiments, only three data points 
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for Ptrans are plotted, but the slope is remarkably similar to those made by 
GUV data with many more data points.  
However, in the case where both GUVs and SAXS were used to investigate 
the same composition (Compositions 4 and 7, Figure 3.10 B.) the lines do 
not overlap directly. The dTtrans / dp values of 16.0 ± 1 and 15.0 ± 1, 
respectively, are remarkably similar, however the intercept value of Ttrans at 0 
bar is different by approximately 5 °C. This could be due to the compositional 
variation in the samples of GUVs. When repeated the GUV samples show 
exactly the same gradient but a variation in the intercept. There could be 
several reasons for this variation; the amount of cholesterol in electroformed 
vesicles has not been well characterised, although the solubility of cholesterol 
in bilayers has been shown to depend on how they are prepared. Also, 
although care was taken to use the GUVs within several hours of them being 
electroformed, lipid degradation could occur due to the use of elevated 
temperatures or from the electroformation procedure itself.39  
In order to directly compare the Ptrans of each composition, the equation of 
the pressure temperature slope was used to calculate the Ptrans at 45 °C. This 
can be used to show the relationship between composition and pressure. 
When DPPC concentration is increased, whilst keeping DPhPC and 
cholesterol in almost constant proportion, it can be seen that the value of 
Ptrans decreases. This shows good correlation when compared to the Ttrans 
phase diagram produced by Veatch et al 65as increasing pressure is expected 
to have a qualitatively opposite effect to increasing temperature. As DPPC 
concentration is increased, the Lo phase is stabilised so domains persist at 
lower pressures, as is the case where higher temperature is required to melt 
to the Lα phase. 
A similar trend to the temperature transition is also shown where cholesterol 
concentration is increased, with the DPhPC and DPPC proportion remaining 
almost constant. Instead of a linear relationship, the pressure required to 
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induce domains remains relatively constant until approximately 40 % at 
which point Ptrans increases sharply. Again, this compares well with the 
temperature phase diagram where an increase in cholesterol towards the 
critical point gives a significant drop in Ttrans, which corresponds to the 
increase in pressure required to induce domains.  
3.4 Conclusion 
The rapid propagation and equilibration of pressure allows the structural 
rearrangements discussed here to be studied in real time. It is clear from the 
results presented here that on initial induction of phase separation in GUVs, 
the domains are extremely small and highly dynamic. The SAXS experiments 
also show that pressure can be used to control the relative thickness of phase 
separated membrane structures highly precisely and over pressure ranges 
that are unlikely to significantly perturb other biomolecules. 
Comparison of a variety of compositions of DPhPC, DPPC and cholesterol, 
give a range of values of dTtrans / dp between 10 – 21 C kbar-1. When a nominal 
temperature was applied to the equations of the phase boundaries, there was 
excellent agreement to the temperature data in the literature. This gives us 
confidence that the combination of GUV measurements to look at domain 
size and morphology, and SAXS for quantitative analysis of the thickness 
mismatch of the bilayers are effective tools for the study of high pressure 
induced microdomain formation. 
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Chapter 4 
The Response of Hydrophobic Mismatch of 
Phase Separated Bilayers to High Hydrostatic 
Pressure 
4.1 Introduction 
The lipid raft theory predicts that within membranes there are regions of 
more ordered lipids which behave as a protein and lipid platform for a variety 
of membrane functions. This has been modelled extensively in 
compositionally simplified model systems using canonical raft mixtures of 
lipids of at least three components. Liquid ordered domains (Lo) formed 
within such mixtures are enriched in high Tm lipids and cholesterol when 
compared to the coexisting liquid disordered phase (Ld).  
As shown in Chapter 3, and previously reported from SAXS56 and AFM83,84 
measurements, there is clearly a membrane thickness mismatch between the 
two coexisting liquid phases. With the Lo phase seeming to be thicker than 
the Ld85 (although there is no evidence suggesting that the Ld phase could 
not be thicker), this gives rise to a height mismatch at the domain edge. The 
exposure of the hydrophobic tails of the lipids to the aqueous solvent would 
have a very unfavourable energetic effect, so it is thought that the 
 
Figure 4.1 At the domain edge, there is a mismatch in the height between the Ld 
and Lo phase that gives rise to an associated line tension. 
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membrane distorts at the boundary to avoid this.86 This has an energy cost 
per unit length at the phase boundary. 
The presence of this line tension at the domain edge is further supported by 
the visualisation of circular domains, when viewed by AFM and microscopy. 
The merger of many small domains would reduce the energy at the 
boundary, by minimising its length. This merger would also have the effect 
of decreasing entropy, and therefore the domain size is governed by a 
balance between domain area and mismatch thickness. It should be noted 
that whilst mismatch is a major factor contributing to the line tension, other 
factors such as entropic mismatch between the chains in two different phases 
are likely to contribute.  
Mismatch of domain thicknesses has been proposed in the mechanisms of 
certain cellular functions where properties such as bilayer thickness and 
elastic properties are thought to be key to the sorting of transbilayer peptides 
into microdomains detergent resistant membranes.87 The sorting of the 
membrane SNARE proteins, a family of proteins operating in membrane 
fusion pathways, is due to the proteins being clustered due to the thickness 
mismatch between coexisting liquid domains.88 Line tension at the phase 
boundary has been shown as a driving force for HIV peptide mediated fusion, 
where line active compounds are shown to inhibit this membrane fusion.89 
Linactants are compounds that preferentially partition into lipid phase 
boundaries. They can be hybrid lipids with hydrocarbon chains of different 
length or order such as 16:0 – 18:1 PC (POPC),90 or non-lipid compounds as, 
for example, α-tocopherol or vitamin E.89 These act as 2D surfactants and so 
decrease the line tension at domain boundaries and which can effect domain 
size.91–93 
The line tension between membrane domains can be changed by altering the 
relative length of the constituent lipids. By systematically varying the 
thickness mismatch between Ld and Lo phases through by modifying the 
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thickness of the Ld phase with unsaturated PCs of different acyl chain length 
the effect of line tension on the temperature, growth rate and budding of 
domains has been shown.94 Also, varying the degree of acyl chain 
unsaturation in the four-component mixture of DSPC, DOPC, POPC and 
cholesterol has been shown to have a significant effect on the number and 
size of Lo domains using the probe-free technique of neutron scattering.95  
As the Ld chains have a lot of conformational freedom it is difficult to 
accurately predict the change in bilayer thickness and height mismatch 
between the two phases. Varying the length of the acyl chains in the 
saturated high Tm lipids, which form the Lo phases and have fully extended 
conformations, should provide a far more predictable change in the bilayer 
thickness and the height mismatch. 
Thickness mismatch has also been investigated in non-canonical ternary lipid 
mixtures designed to produce bilayers with thicker disordered phases than 
ordered phases.85 The membranes were composed of short saturated lipids 
and long unsaturated lipids; and cholesterol, with the aim of investigated the 
possibility of the condition of a thicker Ld than Lo phase. The use of high 
pressure offers an advantage over temperature in this aim, as the 
temperatures required to induce liquid phase coexistence in these cases is 
likely to be lower than the aqueous conditions allow. Pressure, as having 
qualitatively the opposite effect to temperature, can therefore be increased 
in order to investigate if this condition is possible.  
In this chapter the chain length of saturated lipid is altered in order to 
systematically vary the height of the Lo phase. Using microscopy, we are able 
to gain an understanding of the effect of mismatch on domain size and 
morphology. Complimentary SAXS experiments give an invaluable tool to 
determine the extent of the mismatch thickness.  
We aim to control the thickness mismatch between Ld and Lo domains and 
so the line tension between them by changing the lipids used, but we can 
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also more finely and continuously control the thickness mismatch in single 
samples by changing pressure (because of the different lateral 
compressibility of the Ld and Lo phases).82 This could offer a useful method to 
investigate the mediation of protein activity by changes in membrane 
thickness. 
4.2 Materials and Methods 
4.2.1 Materials 
In addition to the lipids given in Section 2.1.1, lipids of several different chain 
lengths were used in this chapter and have been outlined in Table 4.1. 
 
Table 4.1 Information of all the saturated lipids used in this chapter. * is the main 
melting transition temperature as quoted by the manufacturer (Avanti Polar Lipids, 
AL) † gives the temperature at which electroformation was undertaken to ensure 
the optimum yield of GUVs. 
4.2.2 Methods 
The methods used in this chapter have been previously described in Section 
3.2.1.2 with several small alterations: 
For the GUV preparation: the temperature at which the lipid film and the 
electroformation occurred was altered depending on the saturated lipid 
present in the mixture. The specific temperature is noted in Table 4.1. 
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For the SAXS sample preparation: in addition to freeze-thaw-vortex cycles, it 
was found that mechanical mixing of the hydrated lipid mixture was 
necessary to fully homogenise the sample. The sample was loaded into the 
sample holder immediately after this homogenisation, and subjected to 10 
pressure cycles of 1 – 2000 – 1 bar to ensure the samples were mixed 
completely.  
4.3 Results and Discussion 
The ternary membrane mixtures used in this chapter are composed of 
DPhPC/saturated PC/cholesterol, with systematic variation of the chain 
length of the saturated lipid (for details, see Table 4.1). The increasing chain 
length allows the variation in height between the Lo phase which is enriched 
in the saturated lipid and cholesterol and the Ld phase, enriched in DPhPC.  
DPhPC is useful as an Ld phase forming lipid in this study for several reasons. 
Due to the fact that it is fully saturated (with branched hydrocarbon chains, 
which disrupt packing in a way similar to that of an unsaturated bond) it is 
resistant to oxidation, and so is robust for both fluorescence and SAXS 
experiments. Also, it does not have a value of Tm even as low as -120 °C and 
so when used in combination with shorter saturated lipids it is clear which 
has the preference for being Ld forming, allowing for consentient comparison.  
The ratio of the lipid mixture must also be taken into account, in order to 
ensure that the composition is in the phase coexistence region for all of the 
systems investigated. Although these mixtures have not been reported 
collectively, the use of fluorescence microscopy has previously been used to 
observe coexisting liquid phases in 1 : 1 : 1 mixtures of a variety of lipids,62 
and so this equimolar mixture is maintained throughout this chapter.  
 
 
4.3.1 Phase Behaviour of Ternary Mixtures at 25 °C 
The Response of Hydrophobic Mismatch of Phase Separated Bilayers to 
High Hydrostatic Pressure 
77 
 
SAXS patterns of ternary mixtures of 1 : 1 : 1 DPhPC/saturated PC/cholesterol 
were taken to compare the phase behaviour of each of the mixtures at a 
constant temperature. At 25 °C the Ld phase (and Lα phase of C12 containing 
mixture) have very similar d-spacing at constant temperature, and this 
indicates that the constant amounts of DPhPC and cholesterol keeps this 
phase relatively constant. The addition of a third component of varying chain 
length means that the variation of the Lo phase is that being investigated.   
 
Figure 4.2 A. integrated SAXS patterns of each ternary mixture with increasing 
chain length saturated lipid at constant temperature, 25 °C. B. gives the d-spacing 
of these mixtures at 25 °C. 
The Lo phase thickness at constant temperature increases considerably with 
increasing chain length. As the chain length of DPhPC is C16 it could be 
assumed that DPPC (with a C16 saturated chain) would have the least 
difference in mismatch, with DMPC and DSPC with C16 – 2 and C16 + 2 
respectively, having a larger mismatch difference. As this is not the case, it is 
shown that the molecular length of the fluid DPhPC is in reality closer to that 
of DMPC. This is further supported by literature values of the head group to 
head group distance (DHH) from the electron density profiles of the single 
components of DPhPC (36.4 Å),96 DMPC (36.0 Å, at 30 °C)97 and DPPC (38.3 
Å, at 50 °C).97 At C18 a third solid ordered (so) phase is identified. 
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4.3.2 Thickness Mismatch of Ternary Mixtures with 
Increasing Temperature 
SAXS was used to investigate the Ttrans of the mixtures, as the disappearance 
of two coexisting phases with temperature can give us the value of the 
transition temperature. As with the pressure experiments mentioned 
previously, the fitting of two pseudo-Voigt functions indicates the presence 
of Lo and Ld phases, and where only a single pseudo-Voigt function is 
appropriate this is assigned to an Lα phase. The C12 mixture showed an Lα 
phase in all temperatures investigated over this range, and therefore is 
omitted.  
 
Figure 4.3 A. B. C. show the d-spacing of lamellar phases with increasing 
temperature of the mixtures DPhPC and cholesterol with DMPC, DPPC and DSPC, 
respectively. The orange and yellow diamonds indicate the d-spacing of coexisting 
Lo and Ld phases, the blue Lα and the purple so. All error bars are shown, although 
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most are on the order of the size of the data point. D. shows the value of Ttrans of 
each mixture with increasing chain length. 
C14 mixture shows a Ttrans at 26 °C. Even at temperatures below Ttrans there is 
not a large difference in the thickness mismatch of the two coexisting phases. 
The assignment of the Ld and Lo phases are tentatively given as the phase 
with similar d-spacing to the other mixtures being the Ld phase as the lipids 
preferring this phase are consistent, but in this case the thicker of the two. 
This could be attributed to a thicker Ld phase, and this will be further 
discussed later. When the C14 mixture is melted above Ttrans the d-spacing of 
the Lα phase increases significantly, due to an increase in thermal fluctuations.  
Both the C16 and C18 mixtures have higher Ttrans of 39 °C and 48 °C 
respectively. The thicker (orange diamonds) of the coexisting liquid phases 
can be assigned to the Lo phase, as the longer chain lengths give rise to larger 
d-spacing. The d-spacing of the Ld and Lo phases converge at Ttrans, towards 
an intermediate value for the Lα phase which appears to remain constant at 
increasing temperature.  
There is also an indication of the existence of a so phase at lower 
temperatures in the C18 mixture. These peaks in the diffraction patterns are 
particularly weak, hence they have been assigned to only a couple of data 
points. An analysis of the WAXS diffraction patterns would be an improved 
method for analysis of the so coexistence, however this study focusses on 
coexisting liquid phases and so this analysis was not undertaken.  
The value of Ttrans is given as the mean value of the temperature where a 
single or double pseudo-Voigt function can be fitted to the first and second 
order diffraction peaks. When plotted against the chain length of the 
saturated lipid components (Figure 4.3. D.) the value of Ttrans shows a linear 
relationship.  This linear relationship is also seen when the value of Ttrans is 
scaled by Tm of the saturated lipid component, and this indicates that the 
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saturated lipid component is that having the most significant effect on the 
transition of the mixture.  
4.3.3 GUV Images Below the Saturated Lipid Component 
Tm 
In order to exclude the possibility of solid phase coexistence, and allow for 
direct comparison of the GUV images in Figure 4.4 the temperature of the 
mixtures was set to a constant value from the Tm of the saturated lipid 
component, as shown in Table 4.1. This also means that the temperature 
studied is an equal difference from the Ttrans of each composition. It was 
observed that for all mixtures (except C12) there was Lo – Ld phase coexistence 
at 5 °C below the Tm of the saturated lipid.  
 
Figure 4.4 Images of GUVs with DPhPC and cholesterol with varying chain length 
saturated lipids, at temperature 5 °C below the Tm of the saturated lipid (except A. 
as this temperature is beyond the temperature range accessible).  A. contains C12 at 
5 °C, B. contains C14 at 19 °C, C. contains C16 at 36 °C and D. contains C18 at 50 °C. 
Scale bars are all 30 µm. 
For the C12 mixture, the temperature of -7 °C was inaccessible with the current 
experimental set up, as a circulating water bath is used to maintain the 
temperature, and the aqueous environment in which the GUVs are 
suspended would be frozen.  At the lowest accessible temperature (5 °C) the 
GUVs exhibit a homogeneous Lα phase, as shown in Figure 4.4 A. which is 
unsurprising due to the fact that this is above the Tm of all the lipid 
components present.  
The Response of Hydrophobic Mismatch of Phase Separated Bilayers to 
High Hydrostatic Pressure 
81 
 
For the GUVs containing C14, C16 and C18 the observation of dark Lo phase 
regions on the bright Ld phase background shows that there is liquid phase 
coexistence at 5 °C below the Tm of the saturated lipid component. All of the 
domain patterns of the GUVs in Figure 4.4 are representative of the majority 
of GUVs in the samples. It is interesting to note that the area fraction of the 
Lo phase appears to decrease as the chain length of the saturated lipid is 
increased. This could give us some indication as to the 1 : 1 : 1 composition 
point’s position in the coexistence region of the phase diagram, although it 
should be noted that there could be a bulging Lo domain that cannot be seen 
without the addition of another Lo phase preferring fluorescent lipid dye. This 
is possible, as an increase in curvature has previously been reported with an 
increase in domain mismatch.94 
The morphology of the domains can also give us some indication of the line 
tension. Where the GUVs contain C14 saturated lipid, there are a higher 
number of small domains which suggests a lower line tension. As the chain 
length, and therefore mismatch, is increased the domains ripen completely 
until only one bright and one dark domain are visible. This is a further 
indication of an increase in line tension, as this large mismatch favours a 
minimising of the edge length over the effect of decreasing entropy.  
4.3.4 High Pressure Microscopy to Visualise the 
Formation of Domains in GUVs with Variation in the 
Chain Length of the Saturated Lipid 
As the Tm for the C12 mixture is lower than is experimentally accessible, 
pressure was used as an ideal experimental parameter to investigate the fluid 
phase behaviour of this composition. This is due to the fact that increasing 
pressure has the qualitatively same effect to that of decreasing temperature, 
we can use pressure to effectively further reduce temperature. 
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Figure 4.5 shows that at 5 °C the C12 mixture remains in a single Lα phase. 
With an increase in pressure to approximately 350 bar, dark Lo phase domains 
appear indicating a transition to Ld – Lo phase coexistence. If we assume that 
100 bar corresponds to a change in temperature of 2 °C, this gives an 
effective Ttrans of -2 °C, which fits well to the linear relationship between Tm 
and Ttrans. With a subsequent increase in pressure, the Lo phase domains grow 
and coalesce to give a larger area fraction of this phase.  
Previously, as a low Tm lipid, C12 has been used as the Ld phase forming lipid 
in mixtures containing high Tm lipids as the Lo phase lipid.98 A recent example 
of 10 : 50 : 40 DPhPC/C12/chol led to the observation of domains,85 however 
the use of high pressure adds much scope to the range of temperatures and 
compositions that can be explored using mixtures of these lipid components. 
 
Figure 4.5 Pressure induced phase separation of a single GUV containing DPhPC, 
cholesterol and C12 saturated lipid at 5 °C. Scale bar is 30 µm. 
Pressure scans of the remaining chain length lipids are shown in Figure 4.6. 
For each composition, the GUVs were heated above Ttrans to ensure all of the 
GUVs remained in the Lα phase. The pressure was increased in approximately 
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50 bar increments until dark Lo domains are observed, at the pressure 
indicated in the figure. In all cases, the subsequent increase in pressure 
causes the Lo domains to grow and coalesce. As the pressure is increased, 
and the mismatch between the domains is increased, the  
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Figure 4.6 shows examples of pressure induced phase transitions for mixtures containing DPhPC, cholesterol and the saturated lipid indicated, at the 
temperatures noted in the images. All scale bars are 30 µm. 
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subsequent line tension increase leads to a decrease in the number of 
domains and an increase of the domains area.  
Another indication of increased line tension with increasing pressure can be 
implied when observing the circularity of the domains (when defined as the 
deviation of the domains from a perfect circle. A large line tension favours 
the formation of circular domains that minimizes the length of the domain 
edge, and so this can give a qualitative indication of the trend of the line 
tension. In all the cases presented, although most clearly observed in Figure 
4.6 B. between 150 – 200 bar, the domains at lower pressure are much less 
circular and show an increase in observed domain fluctuations. When the 
pressure is increased the domains become more circular and less domain 
fluctuations observed, showing that the line tension is increasing. 
4.3.5 Pressure-Temperature Phase Behaviour  
A combination of high pressure microscopy of GUVs and SAXS is employed 
to investigate the pressure-temperature dependence of the Lα to Lo – Ld phase 
transition of mixtures with increasing chain length saturated lipid.  
4.3.5.1 Pressure-Temperature Phase Behaviour of C12 
Mixture 
The pressure-temperature behaviour of the C12 mixture was investigated in a 
similar approach to that described in Chapter 1. Pressure was applied to the 
GUVs at constant temperature in the Lα phase, and the number of phase 
separated vesicles were counted at each increase in pressure. This was fitted 
to the sigmoidal equation.  
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Figure 4.7 Pressure-temperature data for GUVs containing DPhPC, cholesterol and 
C12 saturated lipid. A. shows the fits of phase separated GUVs against pressure, to a 
sigmoidal curve. B. shows the value of Ptrans and the line of best fit for the 
transition. The error bars correspond to the error of the sigmoidal fit. Note, Ttrans 
points are not included. 
It can be seen from Figure 4.7 that this equation does not show as much of 
a satisfactory fit for this mixture as it does for all other compositions 
investigated. This is partly due to the fact that even when pressure was 
increased to over 600 bar, not all of the GUVs exhibited phase separation. In 
fact, the maximum percentage of GUVs phase separated was approximately 
70 %. This is likely to be due to compositional deviations in individual GUVs.  
This lead to the fitting of the curves to a modified sigmoidal equation.  
% 𝑝ℎ𝑎𝑠𝑒 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 = 70 × (
1
1 +  𝑒
(
−(𝑃−𝑐)
𝑑 )
) 
However, this modified equation did not significantly improve the fit by 
analysis of the residuals or a reduction in the error of the parameters and 
therefore the Ptrans was recorded using the initial equation for the sake of 
consistency. It is for this reason that the error bars are so large in the 
pressure-temperature plot. The Ttrans points were not fitted in this instance, as 
there were not enough data points to even poorly fit a sigmoidal plot.  
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Despite the poor fit, the value for Ptrans increases with temperature as 
predicted. The equation of the fitted pressure-temperature boundary gives a 
value of dTtrans / dp = 18.8 ± 4.5 °C kbar-1, which is a comparable value to 
those of the mixtures in Chapter 1 and the literature.51 The value of the 
intercept, which gives an indication of Ttrans for the mixture at 0 bar, is also 
below those which we can experimentally test, but is higher than the Tm of 
the C12 lipid. However, it has been shown that DPhPC containing GUVs can 
exhibit Ttrans much higher than that of the saturated lipid present.65  
 
Figure 4.8 Plots of the d-spacing of the C12 mixture at A.i. at 5 °C A.ii. 9 °C and 
A.iii. 24 °C. The pressure-temperature phase behaviour is plotted in B. where the 
blue shaded region shows the conditions where an Lα phase is present, and the 
orange shaded region is where there is Ld – Lo phase coexistence. 
High pressure SAXS experiments give information on the pressure – 
temperature phase behaviour of the C12 containing mixture. At 5 °C there are 
relatively large error bars for the one of the coexisting liquid phases. This is 
due to the fact that this phase is very low in intensity. Although a double 
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pseudo-Voigt fit is more appropriate for these points than a single, the 
deconvolution of these peaks is difficult, especially as this second low 
intensity peak does not show a vastly different d-spacing to the first, and so 
the position of the peaks is very close together.  
However, the value of Ptrans of approximately 850 bar at 5 °C is further 
indicated when plotting a single pseudo-Voigt function to the main peak 
showing a distinct change in the d-spacing at this point. Where the Lα phase 
remains at a constant d-spacing at around 62 Å, at 850 bar there is a 
significant drop in the d-spacing of the main peak, indicating a transition and 
that this is a suitable point to fit a two phase coexistence.  
At 9 °C there is an increase in Ptrans to approximately 1150 bar. The initial Lα 
phase is very similar in d-spacing to that at 5 °C, as are the d-spacing for the 
Lo and Ld phases although in the case of the latter, the errors are significantly 
smaller. This is due to the position of the peaks for both phases being further 
apart and so the fitting of a double pseudo-Voigt function gives a more 
accurate deconvolution. At 24 °C there is no evidence of a phase transition 
over the pressure range covered.  
It is possible that this composition shows an Ld phase which is thicker than 
the Lo phase, which has not previously been observed.85 If we compare the 
d-spacing to that of the C14 mixtures, the Ld phase induced with pressure is 
approximately 63 Å, which is the same value as the thicker of the two phases 
in the C12 mixture. Bleecker et al,85 suggest that low temperature studies may 
show promise for identifying thicker Ld phases and since pressure produces 
the same effect as low temperature, we propose that high pressure could 
prove an invaluable tool. 
When comparing the pressure-temperature boundary for the C12 mixture as 
investigated using GUVs and SAXS, it is clear that the values for the two 
techniques do not correlate. At 5 °C the Ptrans as seen in the GUV experiments 
is approximately 350 bar and the SAXS experiment is approximately 850 bar. 
The Response of Hydrophobic Mismatch of Phase Separated Bilayers to 
High Hydrostatic Pressure 
89 
 
This discrepancy could be explained by several arguments. For the GUV 
experiments, the fit of the sigmoidal equation to give the value of Ptrans is not 
very accurate, but even with the large error bars there is no overlap of the 
Ptrans value with that from the SAXS measurements. However, the GUV data 
is still very useful because individual GUVs can give information about the 
development of the phase separation and domain area fractions.   
It is also the case that there could be some phase separation at lower 
pressures than is it possible to deconvolute the peaks in the SAXS 
experiments. This would be the conditions were the thickness of the Ld and 
Lo peaks are too similar, or the amount of one of the phases is small so that 
overlap of the peaks is too significant.  
The value for Ttrans at 0 bar (-1 ± 3 °C) is also quite significantly different in 
the SAXS experiments. However, in this case the boundary fit line only uses 
two Ptrans data points and so cannot accurately give a value for Ttrans. Also, the 
value for Ttrans is below the Tm of the C12 saturated lipid, which is unlikely to 
be a region in which domains are formed. However, due to the fact that the 
GUV experiments have more data points for Ptrans, the value of Ttrans at 0 bar 
is used in further comparisons.  
4.3.5.2 Pressure-Temperature Phase Behaviour of C14 
Mixture 
The pressure-temperature plot of GUVs of the C14 mixture is shown in Figure 
4.9. The fits to the sigmoidal equation are much more satisfactory than for 
the C12 mixture. This is due to the longer chain length saturated lipid having 
a larger Tm, making the C14 mixture much more like a canonical ternary 
composition with an obvious high Tm and low Tm lipid. The value of Ttrans at 0 
bar from the value of the intercept is 34.3 ± 0.2 °C, which is similar to that 
found by SAXS temperature scans.  
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Figure 4.9 Pressure-temperature behaviour of DPhPC, cholesterol and C14 
saturated lipid. A. shows the sigmoidal fits of phase separation against pressure at 
a range of temperatures in order to give values of Ptrans and B. the fits against 
temperature to give values of Ttrans. When combined onto the same pressure-
temperature plot, both show a linear relationship as shown by C. 
Using high pressure SAXS experiments to investigate the pressure-
temperature phase behaviour of the C14 mixture shows that Ptrans increases 
with an increase in temperature. At all temperatures studied (46 °C, 48 °C and 
52 °C) the initial Lα phase decreases in d-spacing, meaning that the bilayer is 
initially compressed in the direction perpendicular to the membrane 
midplane as well as laterally, before the lateral compression becomes the 
dominant effect. 
There are several reasons why this effect is observed in the C14 mixture. One 
is that the mixture is near to a critical point of the two phase region of the 
composition phase diagram. By observation of the position of the critical 
point of DPhPC, cholesterol and C16,65 the implication of which is that the two 
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phase region of the shorter C14 chain lipid is likely to not extend as far at 
constant temperature, it is possible that the position of the critical point for 
C14 mixtures is around the 1 : 1 : 1 composition. Near a critical point, the two 
phases become more similar to each other and the similar heights lead to the 
line tension diminishing to 0. Another possibility is that the DPhPC and C14 
lipid are similar in molecular length and therefore the height mismatch 
between the two is very small.  
 
Figure 4.10 Plots of the d-spacing of the C14 mixture at A.i. at 46 °C A.ii. 48 °C and 
A.iii. 52 °C. The pressure-temperature phase behaviour is plotted in B. where the 
blue shaded region shows the conditions where an Lα phase is present, and the 
orange shaded region is where there is Ld – Lo phase coexistence. 
When combining the results of the SAXS and GUV experiments it can be seen 
that the pressure-temperature phase boundary shows good correlation to 
each other. The values of Ttrans at 0 bar, 35.2 ± 2 °C and 34.3 ± 0.2 °C for the 
SAXS and GUV experiments, respectively, are reasonably similar. It is 
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therefore possible to combine the values of Ptrans for both experiments to give 
a more accurate fit to the boundary line. 
4.3.5.3 Pressure-temperature Phase Behaviour of C16 
Mixture 
C16 is perhaps the most commonly used saturated phosphocholine as the 
high Tm lipid to model the Lo phase. This means that the temperature and 
compositional phase behaviour has been extensively studied.65,99–101  
However, the pressure phase behaviour has not been explored, and in doing 
so we can compare the plethora of literature to the results we observe.  
 
 
Figure 4.11 Pressure-temperature behaviour of DPhPC, cholesterol and C16 
saturated lipid. A. shows the sigmoidal fits of phase separation against pressure at 
a range of temperatures in order to give values of Ptrans and B. the fits against 
temperature to give values of Ttrans. When combined onto the same pressure-
temperature plot, both show a linear relationship as shown by C. 
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The pressure-temperature phase boundary as found using high pressure 
microscopy shows a linear relationship as expected. The slope dTtrans / dp = 
16.3 ± 1.2 °C kbar-1 is very close to the mean of all other compositions of this 
mixture in Chapter 1. The value of Ttrans at 0 bar is 43.0 ± 0.3 °C which is 
comparable to that quoted in the literature.65 
Below the mixing temperature (at 24 °C) of this composition the SAXS shows 
two distinct coexisting liquid phases, although there is no evidence of a so 
phase in this instance. At 32 °C, which can be assumed to also be below Ttrans, 
there appears to be an initial Lα phase as only a single pseudo-Voigt function 
can be fitted. However, the d-spacing value is nearer to the thicker Lo phase 
than the intermediate Lα phase seen at 55 °C, which could imply that the 
second peak may be present but not able to be resolved. At both 24 °C and 
32 °C, where the sample is far below Ttrans, the Lo phase increases in d-spacing 
with an increase in pressure. The Ld phase remains relatively constant in 
thickness.  
At 55 °C, above Ttrans, is initially in the Lα phase, which has an intermediate d-
spacing to that of the subsequent d-spacing for the two coexisting liquid 
phases.  
When combining the pressure-temperature phase boundaries as studied by 
high pressure microscopy and SAXS, the results correlate exactly. The values 
of Ttrans at 0 bar are given as 43.0 ± 0.3 °C and 42.8 ± 4.5 °C for GUVs and 
SAXS respectively, and these values are consistent with each other, and with 
the literature. This allows us to plot the values for Ptrans for both experiments, 
in order to give a more accurate boundary fit line.  
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Figure 4.12 Plots of the d-spacing of the C16 mixture at A.i. at 24 °C A.ii. 32 °C and 
A.iii. 55 °C. The pressure-temperature phase behaviour is plotted in B. where the 
blue shaded region shows the conditions where an Lα phase is present, and the 
orange shaded region is where there is Ld – Lo phase coexistence. 
4.3.5.4 Pressure-Temperature Phase Behaviour of C18 
Mixture 
The pressure-temperature phase behaviour of the C18 mixture was performed 
at an elevated temperature which the GUVs were first observed to mix. This 
was to ensure that the temperature was significantly away from the point 
where any solid phase was present, or could be introduced by an increase in 
pressure. As only one fluorescent dye was used, it would not have been 
possible to distinguish between a Lo phase or so phase. It is for this reason 
that there are no points near to 0 bar on the pressure-temperature plot, 
however the fact that there is a strong linear relationship allows the 
extrapolation of the line to give the value of Ttrans of 47.8 ± 0.3 °C. 
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Figure 4.13 Pressure-temperature behaviour of DPhPC, cholesterol and C18 
saturated lipid. A. shows the sigmoidal fits of phase separation against pressure at 
a range of temperatures in order to give values of Ptrans and B. the fits against 
temperature to give values of Ttrans. When combined onto the same pressure-
temperature plot, both show a linear relationship as shown by C. 
High pressure SAXS experiments were also undertaken at sufficiently 
elevated temperature to avoid the influence of any so phase coexistence. At 
all the temperatures shown, there was an initial Lα phase with a similar d-
spacing. At Ptrans there was a marked change in d-spacing, as one phase 
becomes a thinner Ld phase and the second a thicker Lo phase. At 65 °C, the 
Lα phase becomes thicker at a lower pressure than that noted as Ptrans. It is 
possible that there is a discrepancy in Ptrans at this temperature, due to the 
diffraction peaks fitting well to a single pseudo-Voigt function, but there 
being a second peak which was unable to be resolved.  
It is interesting to note that in all cases the Lo phase is much more 
compressible with pressure than the Ld phase, which shows a much less 
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Figure 4.14 Plots of the d-spacing of the C18 mixture at A.i. at 58 °C A.ii. 62 °C 
and A.iii. 65 °C. The pressure-temperature phase behaviour is plotted in B. 
where the blue shaded region shows the conditions where an Lα phase is 
present, and the orange shaded region is where there is Ld – Lo phase 
coexistence. 
marked decrease in d-spacing. The Ld d-spacing does not vary as significantly 
from the Lα phase as the Lo phase. 
The pressure-temperature phase boundary from SAXS measurements does 
not go through all of the Ptrans points as well as the previous compositions, 
but when combined with the GUV measurements the boundary lines 
correlate fairly well. The value for Ttrans at 0 bar for the SAXS measurements 
of 53.2 ± 3.2 °C is slightly higher than that of 47.8 ± 0.3 °C, although both are 
still below the Tm of C18 (55 °C).  
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4.3.5.5 Pressure-Temperature Phase Behaviour of All 
Mixtures 
By combining both the microscopy and SAXS experiments more values of 
Ptrans can be added allowing for a more accurate boundary for the phase 
transition to be plotted. This is particularly useful to extend over a larger 
pressure range, as the GUV experiments are more suited to small changes in 
pressure, and SAXS is more accurate when there is a larger pressure effect. 
For the mixtures of 1 : 1 : 1 DPhPC/saturated PC/chol for C14, C16 and C18 the 
GUV and SAXS phase boundaries correspond linearly. The values of the slope 
for each mixture are dTtrans / dp = 15.4 ± 1.0, 16.4 ± 1.2 and 15.4 ± 0.5°C kbar-
1, respectively. This is identical for C14 and C18 and very similar for C16.  
The values of the intercept represent a more accurate value for Ttrans than 
Section 4.3.2 due to the fit from several different experiments, with the 
values of 35.2 ± 0.2, 42.9 ± 0.2 and 50.3 ± 0.3 °C being higher than the 
previous values of 26.0, 38.1 and 47.7 °C. This is due to the fact that SAXS 
alone is not an ideal method to find Ttrans because as this value is approached 
it becomes increasingly difficult to deconvolute the diffraction peaks. The 
values presented here for Ttrans are still linearly related to both chain length 
and Tm. 
When combined into a single pressure-temperature diagram (Figure 4.15 
D.) the similarity in dTtrans / dp means the boundary lines are almost parallel. 
At 0 bar the increase in chain length leads to a monotonically increasing value 
of Ttrans. However, at higher pressure as the dTtrans / dp value for C16 is larger, 
meaning that at increasing pressure the value of Ttrans increases slightly more 
than the other mixtures. 
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Figure 4.15 Combined SAXS (orange and blue diamonds) and GUV (purple 
diamonds) pressure-temperature phase diagrams for A. C14, B. C16 and C. C18 
mixtures. D. The combination of the boundary fit lines to show the how the Lo – Ld 
phase region increases with chain length of the saturated lipid. 
4.3.6 The Effect of Pressure on Line Tension 
In order to estimate the line tension of the domains the values for height 
mismatch from high pressure SAXS experiments were used in the following 
theoretical model, which was developed by Cohen et al, 86 and previously 
applied to experimental AFM data.94 
𝛾 =  
√𝐵𝑠𝐾𝑠𝐵𝑟𝐾𝑟
√𝐵𝑟𝐾𝑟 + √𝐵𝑠𝐾𝑠
 .
𝛿2
ℎ𝑜
2 −
1
2
 .
(𝐽𝑠𝐵𝑠 −  𝐽𝑟𝐵𝑟)
2
√𝐵𝑟𝐾𝑟 +  √𝐵𝑠𝐾𝑠
 
γ is the line tension, δ is the phase thickness mismatch, ho = (hr + hs )/2, hr 
andhs are the monolayer thicknesses, B is the elastic splay modulus, K is the 
tilt modulus, and J is the spontaneous curvature of the monolayer. r and s 
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refer to Lo and Ld phases, respectively. The values of the elastic moduli 
employed in the model are unknown, therefore the parameters assuming the 
case of a “soft” domain, with Br = Bs = 10 kT, Kr = Ks = 40 mN/m, and Jr = Js 
= 0 from Schwille et al are used.94  
The monolayer thickness (ho) is given as half of the d-spacing of the Lα phase 
at each temperature, therefore and ho(C16) = 3.3 nm and ho(C18) = 3.4 nm. The 
phase mismatch (δ) is the difference between the lattice parameters 
measured for the Lo and Ld phases. It is important to note that these values 
are taken from SAXS experiments, where the d-spacing incorporates both the 
bilayer thickness and the interlamellar water layer and so represent an 
estimate for these values.  
The calculated values of line tension are plotted against the pressure 
difference from the transition pressure (∆Ptrans). Ptrans is calculated using the 
equation of the line for the pressure-temperature phase boundary in Figure 
4.15 for each temperature. 
 
Figure 4.16 The effect of pressure on line tension of the A. C16 and B. C18 mixtures 
at the temperatures shown in the legend. 
As pressure is increased from Ptrans the line tension of the induced domains 
increases. The values of line tension are on the order of pN, which is 
comparable to literature values calculated from experiments using this 
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model94 and domain flickering analysis102 or calculated using lipid splay and 
tilt.86  
As hydrostatic pressure predominately acts on the lateral plane of the bilayer 
above a certain threshold, and we assume no change in the spontaneous 
curvature of the bilayer during the pressure increase, it has previously been 
calculated that the line tension should be proportional to the pressure 
increase.103 In both the C16 and C18 cases, there is an increase in line tension 
with pressure, as caused by an increased in the mismatch between the two 
phases. The line tension of the C18 mixture is higher at similar distances from 
Ptrans as predicted by the longer chain length of the C18 saturated lipid. 
Whilst the values of line tension are of the order expected, there are several 
ways in which the estimates could be improved. The decoupling of bilayer 
thickness from the water layer thickness by the analysis of electron density 
profiles would represent a much more accurate values of mismatch. As the 
diffraction data produced here gave two Bragg peaks, the model proposed 
by Rappolt104 was employed, however this model was specifically designed 
to study fluid lamellar phases and when applied to the Lo phase gave very 
unrealistic parameters as can be seen in Figure Appx. 2.  
Additionally, the use of high pressure microscopy could be employed to trace 
the perimeter domains in order to analyse the domain thermal fluctuations 
as shown by Honerkamp-Smith et al.102 This is an area of current 
investigation.  
4.4 Conclusion 
We have shown that there is an increase in line tension with an increase in 
saturated chain length. However, high pressure allows the possibility of fine 
tuning the line tension by altering the mismatch of the Ld and Lo phases of 
differing lateral compressibility. Additionally, high pressure has been shown 
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to be an invaluable tool in investigating mixtures with a thicker Ld phase than 
Lo phase.
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Chapter 5 
The Effect of High Hydrostatic Pressure on the 
Lateral Structuring of Membranes Containing 
General Anaesthetics  
Some of the results described in this chapter have been published as Machta, Gray, 
Nouri, McCarthy et al, Conditions that stabilize membrane domains also antagonize 
n-alcohol anaesthesia, Biophys. J. 2016, 111, 1-9.105 
5.1 Introduction 
A wide variety of molecules with a vast diversity of molecular structure are 
known to have anaesthetic properties. Their efficiency is known to be roughly 
proportional to their oil-water partition coefficient as described by the 
Meyer-Overton rule.106 This correlation indicates that the mechanism of 
anaesthetic action may in some way involve non-specific effects on the 
physical properties of the lipid membrane. It has been shown that molecules 
with anaesthetic action have the effect of lowering the mixing temperature 
of domains in GPMVs107 and lower the fluid – gel transition temperature in 
DMPC,108  and also has an effect on lipid heterogeneity,109 fluidity110 and 
curvature.111 
Arguments against anaesthetic action having a solely membrane mediated 
response include the fact that the physical effects of anaesthetics at their 
clinical concentrations are too small to be functionally significant and could 
be explained by changes in other properties such as a temperature increase 
of <1 °C.112 There are also some anomalies where the partitioning of 
hydrophobic molecules into the membranes do not correlate to anaesthetic 
action, such as those of long chain n-alcohols.113 It is now more widely 
accepted that the mechanism of action centres around specific proteins, 
particularly ligand gated ion channels, which are known to be particularly 
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sensitive to anaesthetic molecules.114 Most anaesthetics are thought to bind 
to allosteric sites on the target protein.115  
As previously discussed, it has been hypothesised that there are regions of 
increased ordering in lipid membranes, leading to a non-uniform distribution 
of proteins. We also know that membrane protein structure and 
conformation can be significantly altered by membrane composition and 
structure.116 An understanding of the thermodynamic properties that govern 
membrane ordering could lead to an increased understanding of the 
anaesthetic action. It has recently been shown by Gray et al,107 that a variety 
of anaesthetic n-alcohols reduce the critical temperature of domain 
formation in GPMVs by ~4 °C at their clinical concentrations. 
Further complication arises when studying the mechanism of action of 
general anaesthetics when we consider pressure as a thermodynamic 
variable. It has been recorded, initially in tadpoles, that the effect of general 
anaesthetic action could be reversed by the application of high pressure 
(between approximately 140 – 200 bar).117 This pressure reversal has been 
seen in a variety of animals118 and anaesthetics.119 
The effect of pressure on anaesthetic action has been proposed to be due to 
the volume of the hydrophobic region of the lipid membrane. This critical 
volume hypothesis states that anaesthetic action occurs when the volume of 
a hydrophobic region is caused to expand beyond a certain critical volume,120 
and so an increase in pressure (which in turn decreases volume) reverses this 
effect. The hydrophobic region is suggested to be predominately be referring 
to that of the lipids, as the need for membrane fluidity in anaesthetic action 
points to a molecule with a more flexible structure.120 It has also been 
suggested that high pressure could simply act to remove the anaesthetic 
molecule from the membrane and so displace it from the site of action.121 
In this chapter, we use high pressure techniques to investigate the effect of 
two anaesthetic molecules on the pressure-temperature phase behaviour of 
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model membranes systems. Halothane is an archetypal haloalkane inhalation 
anaesthetic. It is present on the World Health Organisation model list of 
essential medicines (April 2015)122 and has historically been used extensively 
clinically. N-butanol is a model anaesthetic which is significantly simpler and 
easier to handle in aqueous solution and therefore much better suited to 
GUV and GPMV studies. 
5.2 Materials and Methods 
This section will be used to outline any methods used in addition to those 
outline in Chapter 2. 
5.2.1 Materials 
In addition to the lipids previously discussed, this section requires the use of 
molecules with anaesthetic properties. Both halothane and n-butanol were 
purchased from Sigma Aldrich at >99.7 % purity. Further materials will be 
noted during the explanation of the procedures, and were purchased from 
Sigma Aldrich unless otherwise stated. 
 
Figure 5.1 Structures of anaesthetic molecules A. halothane and B. n-butanol 
5.2.2 Expression of GPMVs from Rat Basal Leukaemia Cells 
Rat basal leukaemia (RBL)-2H3 cells were kindly provided by Sarah Veatch. 
The following reagents were prepared: 
 Bleb buffer: 2 mM CaCl2, 10 mM HEPES and 150 mM NaCl in HPLC-
grade water.  
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 Dye: 1 µl of DiIC12 (10 mg/ml, Thermo Fisher Scientific) diluted in 50 
µl MeOH. 
 Labelling reagent: 10 µl of dye in 1 ml of bleb buffer 
 Bleb active reagent: 2 mM dithiothreitol (DTT), 25 mM formaldehyde 
in bleb buffer 
The cells were plated in a 25 mm2 flask and fluorescently labelled with 1 ml 
of the labelling reagent at a temperature of 37 °C for 15 mins whilst gently 
rocking at 100 rpm to improve mixing. The labelling reagent was then 
removed and the cells rinsed with bleb buffer. 1 ml of bleb active reagent 
was then added and incubated at 37 °C and rocked at a speed of 100 rpm 
continued for 2 hours. 
Phase contrast microscopy was used to confirm the presence of GPMVs, 
where they are dark and detached from the cell surface, therefore freely 
moving within the buffer solution. The solution containing the GPMVs was 
gently pipetted into a separate vial before viewing.  
5.2.3  Sample Incubation with Anaesthetic    
5.2.3.1 Halothane for WAXS Experiments 
The preparation of lipid samples for SAXS experiments has previously been 
described in Section 2.1, therefore will not be repeated. As halothane is a 
volatile liquid, the required concentration was added to the lipids in a sealed 
vial, vortexed and added to the PTFE higher pressure sample spacer 
immediately before use to maximise the incorporation into the membrane 
and minimise the risk of evaporation. 
5.2.3.2 Butanol for GPMV and GUV experiments 
100 µl of GPMV suspension was diluted in the bleb buffer and the required 
volume of butanol to give the appropriate final concentration of anaesthetic.  
Similarly, 10 µl of GUVs were diluted in glucose and the required amount of 
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butanol. These were left in sealed containers to incubate for 15 mins before 
the bottom 10 µl of either solution was loaded into the microscopy pressure 
cell.   
GPMV Ttrans and Ptrans values were determined in a similar method to that 
previously described for GUVs. Briefly, images were acquired of fields of 
GPMVs over a range of temperatures such that at least 100 vesicles were 
imaged at each temperature. After imaging, individual vesicles were 
identified as exhibiting a single liquid phase or two coexisting liquid phases. 
This information was compiled into a plot showing the percentage of vesicles 
with two liquid phases as a function of temperature, which was fit to a 
sigmoid function to extrapolate the temperature at which 50% of vesicles 
contained two coexisting liquid phases,  
% 𝑝ℎ𝑎𝑠𝑒 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 =  100 × (1 −  
1
1 +  𝑒𝑥𝑝
(
−(𝑇−𝑐)
𝑑 )
) 
where c is the point at which 50 % of the GUVs are phase separated which is 
subsequently used to denote Ttrans, and d is a parameter describing the width 
of the transition. The width of the transition within a population of vesicles 
(~10 °C) is much broader than the width of the transition for a single GPMV 
(<2 °C),77 most likely due to heterogeneity in composition between GPMVs.123 
Errors in single measurements of Ttrans are 68% confidence interval estimates 
of this parameter determined directly from the fit. The procedure is repeated 
by plotting the % phase separation as a function of pressure to determine 
Ptrans. 
The pressure-temperature phase determination GUVs has been described 
previously in Chapter 3. 
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5.3 Results and Discussion 
5.3.1 High Pressure WAXS of Single Component Lipid 
Mixtures Containing Halothane 
The effect of the incorporation of halothane on the packing of lipid 
hydrocarbon chains in DOPC and DMPC was investigated using high pressure 
WAXS. Halothane was added to the hydrated lipid to give a molar ratio of 
128 : 80 lipid to halothane (representing a halothane concentration ~12 times 
that of a clinical concentration)124 immediately prior to mounting into the 
sample holder to minimise the effect of halothane evaporation. 
Diffraction patterns were taken at 37 °C and between 0 – 500 bar in intervals 
of 50 bar, in order to incorporate the pressure range where reversal of 
anaesthetic effect has been noted. The resulting 2D WAXS patterns were 
radially integrated using in house software, to give scattering intensity 
profiles. For each pressure a water scattering pattern was recorded and used 
to subtract the water signal and artefacts due to reflections from the sample 
holder. The region in the range between s = 0.1 and 0.3 Å-1 was isolated and 
the subsequent peaks fitted to a Gaussian function,  
𝐼 = 𝐴 × 𝑒−
(𝑠− 𝑠𝑐)
2
𝑤  
where xc  is the centre and w  the peak width. 
Membranes of pure DOPC, with its low melting transition temperature (Tm = 
-17 °C) were used to model a membrane in the Lα phase, whilst membranes 
of DMPC (Tm = 24 °C) were used model the effect of anaesthetic on a fluid to 
gel phase transition induced by high pressure. The use of high pressure 
WAXS gives us an invaluable observation of the effect of halothane on the 
packing of the hydrocarbon chains. 
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Figure 5.2 Integrated WAXS patterns at selected pressures of A. DOPC and B. 
DMPC without any halothane (i.) and after incorporation of ~12 times clinical 
concentration of halothane (ii.) iii. Shows the calculated d-spacing from the 
Gaussian fit, without (orange diamonds) and with halothane (blue diamonds); the 
orange squares indicating a coexisting gel peak. 
The fluid Lα phase is characterised by a broad peak centred at approximately 
4.5 Å (s = 0.22 Å-1) which can be related to the chain spacing, and can be 
seen in the WAXS pattern of DOPC at 37 °C (Figure 5.2 A.i.). The 
incorporation of halothane into the bilayer shifts the centre of the broad fluid 
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peak to a position ~0.1 Å higher than the pure DOPC bilayer (Figure 5.2 
A.iii.). This implies there is a relative decrease in the order of the lipid chains 
and increase in chain spacing due to the incorporation of halothane between 
the chains, as has previously been noted with an increase in membrane 
fluidity.110 With an increase in pressure, there is a decrease in chain spacing 
in membranes with and without halothane. When pressure is increased we 
observe an ordering of the lipid chains, but the difference due to the addition 
of halothane remains the same. 
The fluid phase of DMPC is slightly more ordered than that of DOPC, as 
shown by the slight decrease in d-spacing, however, when halothane is 
incorporated a shift in peak position to a greater d-spacing of ~0.1 Å remains 
consistent. This means that halothane disorders both DMPC and DOPC to a 
similar extent. With an increase in pressure, there is an increased ordering of 
the lipid chains as shown by a decrease in the d-spacing, however the 
difference in the shift where halothane is present is constant.  
Both DMPC and DOPC fluid phase behaviour show the same effect of 
disordering with halothane and ordering with pressure. However, DMPC 
exhibits a pressure induced fluid – gel transition at 37 °C. The change in 
organisation of the hydrocarbon region during the transition from fluid to 
gel phases can be monitored by the transition from a diffuse diffraction band 
at 4.5 Å to a sharp 4.2 Å peak. The sharp peak occurs due to the hydrocarbons 
chains being effectively fully extended and adopting a hexagonal packing.125  
At 37 °C, DMPC shows a fluid – gel coexistence beginning at 450 bar, as can 
be seen in Figure 5.2 B.i. This is fitted to a double Gaussian function to give 
the two different peak centres corresponding to the two coexisting phases. 
With halothane in the membrane this transition is not present within the 
pressure range studied. This implies that halothane increases the value of Pm. 
It has previously been reported that halothane decreased the main transition 
temperature for DMPC,108 and as increasing pressure is qualitatively opposite 
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to increasing temperature, our findings are consistent with this effect on the 
main transition of DMPC.  
5.3.2 Phase Separation in GUVs Containing Butanol 
5.3.2.1 Pressure Dependence of Ptrans with High Butanol 
Concentration 
Initially we investigated the effect of butanol on the pressure required to form 
coexisting Lo and Ld phases (Ptrans) in phase separated GUVs incorporating n-
butanol. In order to investigate this effect, 100 mM, 200 mM and 300 mM 
butanol was added to GUVs of the composition DOPC/DPPC/Chol (35 : 35 : 
30). This represents concentrations of approximately 8.3, 16.7 and 25 times 
the EC50 value, which is the concentration at which 50% of a sample of 
tadpoles are anaesthetised at room temperature.126 While this is much higher 
than we would expect to have an anaesthetic effect, we keep the 
concentration deliberately high in order to ensure we can visualise an effect 
on the value of Ptrans. The temperature is set to 50 °C, to ensure all of the 
GUVs are in the fully fluid Lα phase.  
Figure 5.3 shows that an increased in butanol concentration leads to a 
monotonically decreasing value of Ptrans. The plot of percentage phase 
separated GUVs with pressure (Figure 5.3 A.) shows not only a shift in the 
pressure of the transition, but when butanol is incorporated into the GUVs 
the width of the transition becomes broader than the very sharp transition 
without butanol. The values of d for the sigmoidal fit (which is a value 
describing the width of the transition) is 5 ± 1 bar when no butanol is present, 
and 13 ± 1, 13 ± 3 and 13 ± 2 bar for the respective increase in butanol 
concentration.  
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Figure 5.3 Graphs showing the effect of increasing butanol concentration on the 
pressure induced phase separation in GUVs of DOPC/DPPC/Chol (35 : 35 : 30) at 50 
°C. A. shows the sigmoidal fit of percentage phase separated GUVs shifts to lower 
pressure with increasing butanol concentration. B. shows the values of Ptrans 
calculated from the sigmoidal fits plotted, where the error bars are on the order of 
magnitude of the same size as the size of the point.  
With increasing butanol concentration there is a decrease in the pressure 
required to induce phase separation of 89 ± 2, 126 ± 3 and 159 ± 3 bar 
respectively. This corresponds to a decrease of 3 ± 1 bar mM-1.  
5.3.2.2 Phase Separation in GUVs Containing Butanol at 
Clinically Relevant Concentrations 
(The temperature experiment was undertaken whilst visiting the lab of Sarah Keller, 
University of Washington) 
We have shown in the previous section that the addition of the liquid general 
anaesthetic butanol has a clear effect on the value of Ptrans for ternary 
mixtures of GUVs at relatively high concentrations. We reduced the 
concentration of butanol to 48 mM (which is 4 times the EC50 value) in order 
to determine if there is a measurable effect on the Lα to Lo – Ld phase 
boundary, at a concentration more relevant to that which shows a clinical 
effect.  
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Figure 5.4 shows that there is a significant effect on the value for Ttrans when 
48 mM butanol is incorporated.  The increase of 4.1 °C shows that even at 
this lower concentration of anaesthetic, there is still a significant effect on the 
value of Ttrans. Interestingly, there is not the same change in the width of the 
transition that we observed for pressure induced transitions with higher 
concentration of butanol.    
Interestingly, this effect is opposite to the effect noted in GPMVs.107 The 
pressure effect in GPMVs is examined in Section 5.3.3 and a discussion and 
comparison presented in Section 5.4. 
 
Figure 5.4 shows the change in Ttrans when 48 mM butanol is incorporated with 
GUVs of DOPC/DPPC/chol (35 : 35 : 30) 
In order to investigate the effect of butanol on the value of Ptrans at 
concentrations of butanol at the anaesthetic potency, high pressure 
microscopy of GUVs of DOPC/DPPC/chol (35 : 35 : 30) at 1 – 4 times the EC50 
value of 12 mM. This was repeated at several different temperatures, all of 
which ensure the GUVs are entirely in the Lα phase at atmospheric pressure. 
At each increasing increment of butanol there was a decrease in Ptrans. This is 
consistent with the results using higher concentrations of butanol and shows 
the expected opposite effect to that on Ttrans. The effect of increasing the 
temperature is to increase the magnitude of the pressure required to induce 
domain formation. 
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Figure 5.5 A.i. shows the change in Ptrans with increasing butanol concentration 
scaled by EC50 at three temperatures ii. and scaled as ΔP from the control sample 
without anaesthetic. B. Average ΔP over all three temperatures, where the error 
bars correspond to the standard error of all of the measurements  
At these low concentration of butanol, the effect of addition of anaesthetic is 
small. We found that the best way to ensure that this small effect can be 
detected within the batch variation in GUV samples was to take 
measurements without anaesthetic as a control, and then use the same batch 
of GUVs with varying amounts of butanol corresponding to the final 
concentration required. We can then plot the ΔP from the control, and this 
has the addition advantage of collapsing the trend for each temperature 
(Figure 5.5 A.ii.) The Clapeyron equation allows us to assume that there is a 
linear relationship between pressure and temperature, and assuming the 
gradient of this phase boundary is constant over all concentrations of 
butanol, we are able to average over the temperatures studied (Figure 5.5 
B.).  
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The decrease in the pressure required to induce phase separation in GUVs 
with increasing butanol concentrations is 1 ± 0 bar mM-1. This is significantly 
lower that the slope observed at higher concentrations. However, in these 
lower concentrations, there is no trend or difference in the width of the 
sigmoidal fit, so it is possible that at a higher concentration there is a 
significant disruption of the membrane by butanol. 
A decrease in Ptrans along with an increase in Ttrans implies that with butanol Lo 
– Ld phase coexistence is stabilised. As expected, this is consistent with a 
mechanism for anaesthetic action that is not purely membrane mediated, 
although it is possible that this small perturbation of the membrane 
properties has a large effect on other membrane associated molecules, such 
as ion channels.  
It is known that the anaesthetic molecule ethanol partitions near the head 
group region of lipids in a bilayer.127 Unsaturated, double chained lipids such 
as DOPC used here, experience low lateral pressure in this region which 
implies the anaesthetic molecule should show a preference for the 
membrane’s Ld phase due to the increased molecular motion and reduced 
lateral crowding. This partitioning could explain why domains are stabilised 
when anaesthetic molecules are incorporated.  
We investigated this effect by changing the Ld preferring lipid from DOPC to 
DPhPC. By increasing the value of the area/lipid from 72.2 Å2 for DOPC128 to 
80.5 Å2 for DPhPC96 we can increase the membrane’s chain bulk,129 which 
could be expected to create a looser packing of the lipid head groups. This 
could increase the void volume in the interfacial region of the membrane 
which may drive increased partitioning of butanol into the Ld phase. 
The pressure-temperature phase behaviour of two compositions of 
DPhPC/DPPC/chol (20 : 60 : 20) and (1 : 1 : 1) was studied with 12 mM butanol 
as the EC50 value of the anaesthetic.  
The Effect of High Hydrostatic Pressure on the Lateral Structuring of 
Membranes Containing General Anaesthetics 
115 
 
 
Figure 5.6 Pressure-temperature phase diagrams of DPhPC/DPPC/chol A. 20 : 60 : 
20 and B. 1 : 1 : 1 with 12 mM butanol (Note: the negative values are due to the 
values obtained from sigmoidal fits and do not represent a physical negative 
pressure) 
The experiments were undertaken with the same batch of GUVs for the 
control and the anaesthetic samples, to minimise the effect of batch to batch 
variation. For both compositions there is a decrease in the pressure required 
to induce domain formation at all temperatures when butanol is added, as 
well as the slope of dTtrans / dp is similar to that of the control. The values of 
ΔP are between -100 – 200 bar which is considerably lower than the -20 bar 
where DOPC is the Ld phase forming lipid. This could mean that anaesthetic 
action is affected by the lateral pressure of the lipids in the membrane.  
5.3.3  High Pressure Phase Separation in GPMVs Containing 
Butanol 
(experiments undertaken with Sarah Veatch on her visit to Imperial College 
London) 
To investigate if lipid lateral structuring may play a part in mediating 
anaesthetic action, we used GPMVs as an alternative model membrane 
system. Giant plasma membrane vesicles (GPMVs) are vesicles budded (or 
blebbed) from cells and so contain a complex mixture of lipids and 
membrane proteins which is thought to closely match the composition of the 
plasma membrane. These vesicles show microscopically observable liquid 
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domains when stained with a fluorescent dye, in an analogous manner to 
GUVs which are compositionally more simple.  This implies that the complex 
mixture of lipids and proteins of biological membranes can support fluid - 
fluid phase coexistence, and hint at nanoscopic Lo - Ld fluctuations in cell 
membrane. These GPMVs offer a unique opportunity to study the phase 
preference of lipids and proteins in complex biological membranes, and they 
provide clear evidence for the relevance of Lo - Ld lipid segregation to plasma 
membrane structure and function.130 
 
Figure 5.7 Images of GPMVs loaded into the pressure cell, where the yellow 
triangles point to those which are phase separated. There is an increase in GPMVs 
phase separated when temperature is decreased at a constant pressure of 1 bar A. 
and pressure is increased at a constant temperature of 17.5 °C B. Scale bars are 30 
µm. 
The pressure-temperature phase behaviour of GPMVs was determined in a 
similar manner to that of the GUVs. The DiIC12 dye acts analogously to Rh-
DPPE, and selectively partitions into the Ld phase, and so fluid and phase 
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separated GPMVs can be counted. At higher temperature and lower pressure 
all of the GPMVs exhibit a single uniform phase which we assume is an Lα 
fluid phase, and when the temperature is lowered or the pressure raised dark 
Lo domains appear with the bright phase being the Ld phase. By counting the 
number of phase separated GPMVs and plotting to a sigmoidal fit, we can 
identify the value of Ptrans at constant temperature and Ttrans at constant 
pressure. 
The values of Ttrans are significantly lower than those of the ternary mixtures 
of GUVs we have previously identified, and both the pressure and 
temperature transitions occur over a much larger range. This is thought to be 
due to the increase in complexity of lipids and proteins incorporated in GPMV 
membranes, and compositional variation. 
 
Figure 5.8 Examples of the fit of phase separated GPMVs with increasing pressure 
at A. 12.5 °C, B. 15.0 °C and C. 17.5 °C. Blue circles show the control GPMVs and 
red squares show those incubated with 12 mM butanol. 
The pressure-temperature phase behaviour for GPMVs was also investigated 
with GPMVs incubated 12 mM butanol, which represents the EC50 when 
administered to tadpoles.126 Due to the vast variation in the value of Ttrans 
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even between GPMVs from the same cells,123 both the control and butanol 
experiments were undertaken with the same batch. Figure 5.8 shows clearly 
that a higher pressure is required to induce phase separation in GPMVs 
containing butanol, in direct contrast to that shown for GUVs in Section 
5.3.2.   
We can see that increasing pressure causes the value of Ttrans to increase 
monotonically, as previously shown for GUV samples. The incorporation of 
the anaesthetic butanol at its EC50 reduces the Ttrans by approximately 2 °C at 
0 bar, although the slope of the pressure-temperature phase boundary is 
slightly altered. Figure 5.9 shows that 240 ± 30 bar of pressure is required to 
reverse the effect of 12 mM butanol. This value is higher than that quoted 
  
Figure 5.9 Blue circles show the control GPMVs and red squares show those 
incubated with 12 mM butanol. Ttrans rises with increasing pressure in both control 
GPMVs and GPMVs incubated in 12 mM butanol. Here, 240 ± 30 bar of pressure is 
required to reverse the effects of 12 mM butanol (shaded region). Solid symbols 
are obtained by extrapolating to find Ttrans from the data acquired at constant 
pressure, whereas open symbols are obtained by extrapolating to find Ptrans at 
constant temperature.  
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for the reversal of anaesthetic effect in whole animal studies (although is 
similar when taking into account the accuracy of the measurement), but 
offers an interesting insight into potential contributory mechanisms to the 
pressure reversal of anaesthesia. 
Pressure reversal of general anaesthesia is not accounted for by current 
models involving simple direct binding of anaesthetics to channels, because 
protein conformational equilibria are typically sensitive only to much larger 
pressures (>1000 bar).131 The smaller pressure of 240 bar can have a much 
larger effect on lipid phase properties, shifting Tm by ~4.5 °C in single 
component membranes,25 Ttrans by ~3.6 °C in ternary model membrane 
mixtures and Ttrans by ~2.0 °C in GPMVs.  
This could suggest there is some membrane mediated mechanism involved 
in anaesthetic action. Membrane protein structures are highly sensitive to 
their lipid membrane environment, so while the pressures seen here may not 
be sufficient to directly impact on the protein structure, they may be sufficient 
to perturb their lipid membrane environment, which could in turn impact on 
the structure of membrane proteins or change the accessibility of the 
allosteric anaesthetic binding sites. 
5.4 Conclusion 
We have investigated the effect of adding general anaesthetics to the 
pressure-temperature phase behaviour of model membrane systems. It is 
interesting to note that while the effect in GUVs is to decrease the magnitude 
of the pressure required to induce Lo – Ld phase behaviour, when the model 
system of GPMVs is used the value of Ptrans increases. This could be due to 
the increased complexity of lipids and proteins present. This could be 
explained by the fact that the Ld and Lo phases are much more similar in 
GPMVs.132 This means that the lateral pressure in the Ld phase is much lower 
and there is significantly less preference for partitioning of butanol to 
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stabilise domains. Whilst we are not yet able to fully explain this discrepancy, 
this is an area of interesting ongoing work. 
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Chapter 6 
Pressure Jumps to Study Out of Equilibrium 
Phase Behaviour 
6.1 Introduction 
There is much current research involved in coupling the plethora of data on 
model membrane lateral organisation with the hypothesis of functional 
assemblies in cells.133–136 The difficulty in visualising these ordered structures 
in biological cells is thought to be because they are small (10 – 100 nm) and 
transient (with a lifetime of <100 ms).137 The study of the dynamics of domain 
formation offers an intriguing insight into the possibility of bridging this 
knowledge gap. 
One method which has been employed to study the out of equilibrium phase 
behaviour of liquid ordered domains has been the use of fast temperature 
jumps. SAXS has been employed to analyse the time resolved response of 
the lamellar lattice parameter of single components to temperature jumps 
induced using a laser pulse.138 Fluorescence microscopy experiments of 
DOPC/DPPC/chol,139–141 DOPC/BBSM/chol142  and DPhPC/DPPC/chol143 give 
information on domain growth dynamics, where temperature quenches were 
performed on timescales between 0.5 – 7 °C min-1 (where quoted). 
Fast pressure jumps offer an excellent alternative to temperature quenches. 
Pressure propagates extremely rapidly (within the micro to millisecond 
regime),44 and so during fast jumps the trigger variable can be decoupled 
from the structural change itself. When coupled with a fast structural probe, 
such as synchrotron SAXS or high frame rate microscopy, the out of 
equilibrium evolution of these phases can be monitored.52 In addition to this, 
the pressure can be increased or decreased equally rapidly, the amplitude of 
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the jump can be repeatedly varied to a level of high accuracy and over a large 
range. 
Previously, pressure jumps have been employed to study the kinetics of a 
variety of lipid transitions. High pressure IR was used to study the transition 
between the Pβ’ gel to Lα fluid phase of DSPC.144 High pressure SAXS145 has 
been widely employed to investigate a variety of phase transformations such 
as those between lamellar – bicontinuous cubic,42 cubic – cubic,146,147 and 
lamellar – non-lamellar phases in binary mixtures.148 
The subtle phase transformation between lamellar phases has also been 
investigated using pressure jump SAXS. The Pβ’ gel to Lα fluid transition of 
single component DEPC (1,2-dielaidoyl-sn-glycero-3-phosphatidylcholine 
(di-C18:1)) and binary mixtures of DMPC – DSPC showed that these 
transformations occur on much shorted time scales than transitions to non-
lamellar phases over the same pressure range.148  
In this chapter we aim to provide a quantitative analysis of the Lα to Lo - Ld 
phase transformation using a combination of high pressure SAXS and 
microscopy, and will provide a comparison of the methods. While some 
preliminary work has been undertaken on the Lα to Lo - Ld phase coexistence 
transformation of the ternary mixture of DOPC/DPPC/chol (1 :  2  :  1) using 
pressure jump SAXS,51 our aim was to provide a quantitative analysis for the 
rate of the phase transformation in both the pressurising and depressurising 
directions and correlate it with measurements using fluorescence 
microscopy.  
Pressure jump technology has not previously been employed to study the 
formation and dissolution of domains using microscopy techniques. In 
addition to providing a direct comparison to the rate of phase transformation 
to the SAXS experiments, additional information can be obtained by analysis 
of the size and morphology of domains.  
Pressure Jumps to Study Out of Equilibrium Phase Behaviour 
123 
 
The combination of these techniques also allows us the possibility of 
exploring a large range of pressures. GUVs require very small jumps in 
pressure in order to induce a phase transformation, and SAXS experiments 
are much more suited to larger jumps in pressure as the larger change in the 
thickness of the phases allows for more accurate analysis of coexisting 
diffraction peaks. 
6.2 Materials and Methods 
In this chapter, the composition of 20 : 60 : 20 mol% DPhPC, DPPC and 
cholesterol is used throughout in order to facilitate comparison of the results 
for pressure jump SAXS experiments and pressure jump microscopy. This 
composition was chosen due to its position in the two phase region of the 
phase diagram where domains are present at relatively high temperature. 
This means that there is a larger difference in d-spacing of the Lo and Ld 
phases than for compositions with less DPPC, and a relatively large area 
fraction of dark Lo phase in the GUVs that are phase separated. This makes 
the analysis considerably easier, and so makes this a suitable composition as 
an example to compare the techniques.  
6.2.1 Pressure Jump Microscopy 
Ptrans  for each temperature was determined as described by methods in 
Chapter 1. 
As there is a slight vertical shift with increased pressure which can put the 
GUV out of focus, we require a test jump to ensure the GUVs are in focus at 
the end of the jump. To achieve this, the start pressure (Pstart) was set, the 
diaphragm valve closed and the end pressure (Pend) set at the cell. With the 
fluorescence shutter still closed the jump was performed, then the shutter 
opened and the microscope objective adjusted to ensure that the GUVs are 
in focus.  
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The original Pstart and Pend were set and with the shutter open a video of 20 
frames per second started. Along with the images, time, temperature and 
pressure logs were recorded over the course of the experiment. The valve 
was then released to initiate the jump and the video continued to be 
recorded for approximately 20 secs. 
 
Figure 6.1: A typical pressure-temperature log over the course of a pressure jump 
microscopy experiment. The temperature remains constant at 43 °C and the 
pressure jump is 97 – 172 bar. The pressure is measured with a transducer close to 
the cell, and the temperature with a PT-100 thermocouple positioned in the cell 
casing. 
It is important to note that ∆P was deliberately kept small for microscopy 
experiments as the sudden change in the vertical position of the window can 
be enough to dislodge the GUV, making tracking the same individual GUV 
throughout the experiment impossible. 
6.2.1.1 Pressure Jump Microscopy Analysis 
To correct for movement of the GUV in the x-y plane, all of the frames were 
aligned using a template matching and slice alignment plugin149 for ImageJ, 
then cropped to isolate the individual GUV. 
Matlab code150 was written in order to analyse the area fraction and perimeter 
of domains over the course of the pressure jump. An adjustable Gaussian blur 
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filter can be altered depending on the image and applied to estimate a 
background to subtract. The images were then made binary with the Ld phase 
black and the Lo domains white. In order to threshold the images, an adaptive 
threshold was employed as a global threshold is insufficient for the images 
where the pixel intensity is not homogenous. The adaptive method 
thresholds the image based on the local (between ~5 - 30 pixels) pixel 
intensity rather than the global value.  
An elliptical region of interest was isolated to ensure that only domains in the 
centre of the GUV are imaged, and there is no interference from the edges 
of the vesicle. For each frame the area fraction of Lo domains, the total 
perimeter and number of domains was calculated. These values were plotted 
against time, where t=0 is the time at which the jump was activated (we 
assume this to be ~1.8 ms as recorded for the high pressure SAXS cell).60 
6.2.2 Pressure Jump SAXS 
The value of Ptrans at constant temperature was found using the methods 
outlines in Chapter 1. Pressure jumps were performed at the ID02 beamline 
at the ESRF (Grenoble, France) and at the I22 beamline at Diamond Light 
Source. The values for Pstart and Pend were set in order to ensure that the jump 
was over the phase boundary, and there were a range of Pend measurements 
with the same Pstart. Previous work has shown that the transition rate is 
dependent on the pressure difference between the pressure at the 
equilibrium phase boundary and end pressure of the jump rather than the 
total magnitude of the pressure jump, and is given as ∆P.  
The P-jump was triggered by a TTL pulse on the acquisition of the 3rd image 
at time t = 0 sec, and a rapid sequence of between 100 – 150 diffraction 
patterns taken. Between each jump the sample was repositioned in the beam 
to minimise radiation damage.   
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6.2.2.1 Pressure jump SAXS analysis 
Matlab code151 was written to analyse the integrated diffraction patterns in 
the time after the pressure jump in order to monitor the structural 
transformation of the phases. The code initially isolates the peaks, which 
means that the area of the same region is analysed and there is much less 
interference from background scatter. In all cases the background scatter was 
negligible using this approach. An initial estimate of the fit of a double 
pseudo-Voigt function is given based on a set of initial parameters, also 
showing the residuals of the fit. The code then offers the option to fit all of 
the peaks to these initial parameters, or to modify them to give a more 
accurate fit. When satisfied that the fit is optimised, all of the frames of the 
pressure jump are fitted to the same initial parameters using Matlab’s 
‘NonlinearLeastSquares’ fitting method. 
A similar approach is employed to fit a single pseudo-Voigt function, if this 
is a more appropriate fit. 
 
Figure 6.2 An example of the fitting of a double pseudo-Voigt function to the A. 
first and B. second order peaks in the Matlab code designed to fit all of the frames 
in the pressure jump sequence. 
The area parameter (A) of each pseudo-Voigt peak is plotted against time. 
The time is defined as the exposure time plus the dead time for each frame, 
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and t=0 is the frame at which the pressure jump was trigged. The rate at 
which the transformation of the phases progresses can be observed by either 
the magnitude of the increase of the incoming phase or the decrease of the 
outgoing phase. The centre values (xc) for each fit can be used to calculate 
the d-spacing change during the transformation.  
6.3 Results and Discussion  
The composition of 20 : 60 : 20 mol% DPhPC, DPPC and cholesterol remains 
consistent for each of the experiments using both microscopy and SAXS.  
6.3.1 Equilibrium Pressure-Temperature Phase Behaviour of 
GUVs of 20 : 60 : 20 mol% DPhPC, DPPC and cholesterol  
An in-depth knowledge of the equilibrium pressure-temperature phase 
behaviour is required as a prerequisite to understanding the out-of-
equilibrium kinetics of the system.  
The pressure-temperature phase behaviour of this sample was analysed 
using the method outlined in Chapter 1.  
 
Figure 6.3 Pressure-temperature phase diagram of 20 : 60 : 20 mol% DPhPC, DPPC 
and cholesterol, with the filled diamonds the value of Ptrans at constant temperature 
and the open diamonds the value of Ttrans at constant pressure.  
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Each sample of GUVs were counted to give a value of % phase separated at 
all pressure and temperature conditions. A sigmoidal curve was fitted to each 
to give a value of the 50 % phase separated, with the error quoted being the 
error of this parameter from the fit. 
As shown in Chapter 1, there can be batch variation in the pressure-
temperature phase behaviour between samples of GUVs even of the same 
composition. It is for this reason that the pressure-temperature phase 
diagram shown in Figure 6.3 was used as a guideline to estimate Ptrans, 
however for each new batch a pressure scan was conducted at the required 
temperature to give an accurate value of Ptrans. 
The slope of dTtrans / dp is 14.4 ± 0.7 °C/kbar-1, which is in excellent agreement 
with the other compositions of DPhPC, DPPC and cholesterol outlined in 
Chapter 1. The value of Ttrans at 0 bar is 41.2 ± 0.2 °C. As we are looking to 
make small jumps across the phase boundary, the temperature chosen to 
perform the jumps were at 43.0 and 44.0 °C. 
6.3.2 Pressure Jumps of GUVs of 20 : 60 : 20 mol% DPhPC, 
DPPC and cholesterol  
The magnitude of the pressure jumps performed were designed to cross the 
phase boundary, with the same Pstart values and different Pend. Due to the 
relatively small magnitude of the jump across the boundary, not all of the 
GUVs will cross their individual phase boundary, but we will focus on those 
that do. 
Figure 6.4 shows some examples of GUVs at selective time points after a 
pressure jump has been performed. Both A. and B. show jumps up from the 
same Pstart to different Pend. Both show a spinodal decomposition type 
mechanism of domain coalescence, where numerous, small dark Lo phase 
domains begin to appear very rapidly, and as time progresses these 
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domains collide and ripen into fewer, much larger domains. For the jump 
with 
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Figure 6.4 Individual GUVs at time points indicated after a pressure jump at 43.0 °C has been performed. All scale bars are 30 µm.  
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the larger ∆P (B.) it appears that these domains become larger over a shorter 
time frame.  
Both C. and D. show the progression of domains when jumping down from 
high to low pressure. The Lo phase domains coexisting with Ld phase at high 
pressure is seen to diffuse into being a single Lα phase after the pressure 
jump down is performed. Although the values of Pstart are not the same 
between the two examples, we can compare the images by considering the 
values of ∆P. With C. and D. having ∆P values from the phase boundary of -
122 and -40 bar respectively, we can see that the domains dissolve into the 
Lα phase completely more quickly where the larger magnitude of ∆P is used 
(compare t = 5 s time points). 
6.3.2.1 Determination of Rate Constants from Pressure 
Jumps of GUVs  
The rate constant of domain growth was determined by analysis of the area 
fraction of the Lo domain over time. A number of pressure jumps (>25), each 
with several GUVs in the field of view were performed at 43.0 and 44.0 °C.  
Analysis was performed on GUVs which fulfil all of the following selection 
criteria. Firstly, the entire GUV must remain in the field of view for the 
duration of the time from the pressure jump. There can be some drift in the 
x-y plane after the pressure jump, which can be corrected for using the 
ImageJ plugin noted in Section 6.2.1.1, however, if any of the GUV moves 
out of the frame there would be an inconstant area over which the area 
fraction is calculated. Similarly, the centre of the GUV must remain in focus 
after the pressure jump, so that the domain edges are easily defined by 
thresholding and only the bottom face of the GUV is taken into account. 
When a pressure jump is performed there is a small change in the z distance, 
and so the experiment was designed to focus to the z distance after the jump 
as the area fraction before the jump is not analysed.  
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The GUVs chosen were also able to be isolated without any other smaller 
vesicles in the frame, due to the fact that the thresholding method is not able 
to distinguish between domains and other GUVs. For example, although 
useful for illustrative purposes, the GUV used for Figure 6.4 C. would have 
been excluded from the analysis. Finally, the GUVs analysed had domains that 
remained in the focal plane, i.e. the domains did not ‘roll’ around the face of 
the GUV. This way the false area fraction of a large domain spinning in or out 
of the region of interest is excluded. 
 
Figure 6.5 An example of selected frames from the time a pressure jump (96 – 172 
bar) was performed. The first column shows the raw grey-scale image, which has 
been centred and cropped using ImageJ. The second column shows the image with 
a binary threshold, giving the Lo domains as white on a black Ld background, and 
an elliptical region of interest isolated; the third the perimeter of the binary 
domains. 
The thresholding of the GUVs was performed using an adaptive thresholding 
program written in Matlab. The same pixel size and Gaussian blur radius were 
used consistently for each frame recorded. This results in a binary image 
where the Lo domains are white, on a background of black Ld phase. A user 
defined region of interest was selected using Matlab’s ‘imellipse’ function 
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and creating a mask on the image. The area fraction was then calculated as 
the fraction of white pixels to black pixels in the region of interest defined. 
The total perimeter of the white domains was also found using Matlab’s 
‘bwperim’ function.  
The area fraction is then plotted as a function of time from the pressure jump 
(t=0) and fitted to the single exponential equation shown given as, 
ϕ(t) = ϕ∞ ± (ϕo − ϕ∞)exp(−k1t) 
where ϕ(t) is the area fraction, ϕ∞ the area fraction at equilibrium, ϕ0 the 
area fraction at t=0, and 𝑘1is the rate constant. An exponential dependence 
is used as first order kinetics are assumed. 
 
Figure 6.6 Examples of the area fraction over time fitted to a single exponential 
equation. A. and B. are at 43.0 °C and C. and D. at 44.0 °C. The magnitude of the 
jump is indicated on the plots.  
An example of these fits are given in Figure 6.6, with the remainder of the 
area fraction fits being presented in Figure Appx. 3 and Appx. 4. We can 
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see that both the pressure jumps up and down (with a positive or negative 
∆P respectively) fit well to the exponential equation. The area fraction of all 
the GUVs where Lo – Ld phase coexistence is present is between 0.25 – 0.3, 
which is a good indication that the composition of the all the individual GUVs 
is reasonably consistent. This also reassures us that in the pressure jumps up 
the equilibrium area fraction was reached.  
 
Table 6.1 Summary of rate constants (k1) for area fraction after pressure jumps at 
43.0 °C  
 
Table 6.2 Summary of rate constants (k1) for area fraction after pressure jumps at 
44.0 °C 
The parameters of the exponential fitting to the area fraction after the 
pressure jump for all of the GUVs analysed are summarised in Table 6.1 and 
6.2. The rate constant, k1 (s-1), quantified the rate of the phase transition. The 
results are shown from the lowest to highest ∆P, with the positive ∆P shown 
first. 
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In all cases, where the value of ∆P is further from the phase boundary a higher 
rate constant is observed, as has been shown previously for transformations 
involving non-lamellar phases.42,148,152 Figure 6.7 shows that there is a linear 
relationship between ln(k1) and ∆P. Only the k1 values for the positive ∆P are 
plotted, as for each of the temperatures there is only two GUVs that were 
analysed with negative ∆P. 
 
Figure 6.7 shows a linear relationship between ln(k1) and ∆P for A. 43.0 °C and B. 
44.0 °C for the pressure jumps with a positive ∆P 
 
Table 6.3 Parameters from the linear fit of ln (k1) against ∆P for the pressure jumps 
with a positive ∆P 
6.3.2.2 Determination of Growth Exponent from Pressure 
Jumps of GUVs  
The ability to measure the domain size and morphology allows us to measure 
the domains coarsening. As previously presented using temperature 
quenches, it has been shown that the domain radius grows with time as,  
𝑟 ∝  𝑡𝛼 
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where r is the domain radius, t is time and α is the growth exponent.153 
The growth exponent was measured using the approach presented by 
Stanich et al.143 The Matlab code previously described is excellent at 
measuring the area fraction of the Lo domains, however it is not ideal for 
measuring domain radii. Where the centre of the domain is outside field of 
view it is difficult to accurately measure the radius, but to exclude these from 
the measurement will lead to an underestimation of the domain size by 
favourably ignoring large domains.  
In order to provide the most accurate method to determine the average 
domain radius, R, it was calculated using the total area of the black pixels 
divided by the total perimeter of all of the domains. These values were easily 
available with slight modification to the initial Matlab code. The growth 
exponent, α, was then given as the slope of the log-log plot of R against t, as 
shown in Figure 6.8. 
 
Figure 6.8 Log-log plot of time versus the average domain radius after a pressure 
jump of 96 -172 bar at 43 °C 
The value of α = 0.3092 shows excellent agreement to both literature (α = 
0.28) and predicted (α = 0.33) values of the growth exponent from 
temperature jump experiments, where the mixture has an area fraction 
<0.3.143,153 This value is accurate for the domain coarsening, and therefore at 
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later times than immediately after the jump. We show that the initial few time 
frames do not fit as well to the slope of 0.31, and could be fitted to a slope 
of ~ α = 1. However, this is more likely to be an artefact of thresholding at 
these few frames where the domains are small, than to have any physical 
meaning.  
6.3.3 Equilibrium Pressure-Temperature Phase Behaviour of 
20 : 60 : 20 mol% DPhPC, DPPC and cholesterol using SAXS 
We also used high pressure SAXS to measure and compare the out of 
equilibrium transformation between the Lα to Lo – Ld coexistence. As with 
microscopy experiments, a detailed knowledge of the value of Ptrans for each 
sample is required, as a pressure jump should be performed across the phase 
boundary and the value of Ptrans is used to calculate the ∆P of the jump.  
 
Figure 6.9 The equilibrium pressure-temperature phase diagram of the sample 
DPhPC, DPPC and cholesterol 20 : 60 : 20. The orange shaded region indicated the 
conditions where a single Lα phase is expected, and the blue shaded region 
showing the region in which Ld and Lo phases are coexisting. 
The pressure-temperature phase diagram as obtained by high pressure SAXS 
for the given composition is shown in Figure 6.9. The value of Ttrans at 0 bar 
is 46.2 °C and so the temperature for the pressure jumps was above this value. 
This gives us a larger pressure range over which to jump, and a larger jump 
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is preferable in the SAXS experiments, as a larger change in the peaks is easier 
to resolve.   
For all temperatures analysed at pressures below Ptrans there is a single Lα 
phase which increases in d-spacing until the transition where there is a split 
to a Ld phase with a lower d-spacing and a thicker Lo with a d-spacing with a 
higher value. As shown previously with other compositions the Ld phase d-
spacing does not change as much as the Lo phase with pressure. At the higher 
pressures there is a large mismatch in d-spacing (approximately 4 Å - 6 Å) 
which will be particularly advantageous to resolve the peaks during the 
pressure jump. The plots of d-spacing and pressure can be seen in Figure 
Appx. 5. 
6.3.4 Pressure Jump SAXS of 20 : 60 : 20 mol% DPhPC, 
DPPC and cholesterol  
Pressure jump SAXS is a useful tool to identify the structure of any 
intermediates between the initial and final equilibrium phases. It has been 
noted that the transitions between the Lα phase and Lo – Ld coexistence 
occurs extremely rapidly, with the transformation being complete between 
the 250 ms time points that were taken in previous experiments.51 Pressure 
jumps were taken at 68.2 °C at 50 ms time intervals in order to try to identify 
any intermediate structures. 
Figure 6.10 shows the integrated diffraction patterns of the first order peak 
in the first 1 s of a pressure jump experiment, where the jump is triggered on 
the third frame. In both jumps with positive and negative ∆P, the first frame 
after the jump is triggered the diffraction pattern shows a structure which is 
intermediate between the initial and final phase structures. 
Figure 6.10 A. shows a jump with a positive ∆P, so the initial phase is fluid Lα 
which transforms into a Lo – Ld with overlapping peaks being close together, 
and the Ld phase being shown as a ‘shoulder’ on the larger Lo peak. The 
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intermediate Lα* phase is identified as having an intermediate d-spacing. B. 
shows a jump with a negative ∆P. Again, only the first frame after the jump is 
triggered shows the Lα* phase which in this case also has an intermediate 
position but it is also possible to note the growth of the Lα phase which is 
initially a shoulder to being the peak with higher intensity than the Lo phase 
peak. 
 
Figure 6.10 Diffraction patterns during the first 1 s after a pressure jump up 
A. 1212 – 1543 bar and down B. 1700 – 1060 bar at 68.2 °C. The time 
between each line is 50 ms. 
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6.3.4.1 Determination of Rate Constants from Pressure 
Jump SAXS Experiments 
Figure 6.11 summarises all the pressure jumps that were performed. The 
experiments were designed to all have the same value of Pstart with different 
values of Pend at constant temperature and ensuring that the transition 
crosses the phase boundary. Two different temperatures were chosen. 
 
Figure 6.11 indicates the magnitude and direction of the SAXS pressure jumps 
performed. At 57.3 °C (A.) pressure jumps are performed up (i.) and down (ii.) and 
at 61.8 °C (B.) 
The Matlab code used to analyse the diffraction peaks after a pressure jump 
is explained in detail in Section 6.2.2.1. The first and second order peaks are 
isolated and each fit to a single or double pseudo-Voigt function as 
appropriate. Provided the scattering from each phase remains constant, the 
area of the diffraction peaks corresponding to a particular phase may be used 
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as an indication of the amount of the phase. As the observed changes in 
lattice parameters are small for all phases, the changes in intensity may be 
assumed to directly reflect changes in the proportion of the Lα, Ld and Lo 
phases. 
The peak area is plotted against the time, where t=0 is the time the jump was 
triggered and each time interval is the sum of the exposure time and the 
dead time. The rate at which the phase transition proceeds is then quantified 
by tracking changes in the amount of either the growing incoming phase or 
the decreasing outgoing phase (either the peak area of the Lα phase or the 
larger of the peak areas of either the Lo or Ld phase).  
 
Figure 6.12 Progression of the amount of increasing Lo phase (yellow) and 
decreasing Lα phase (orange) after the pressure jump from 500 – 1340 bar at 57.4 
°C 
For each pressure jump, the incoming phase was monitored and the peak 
area fitted to a single exponential equation, 
I(t) = 𝐼∞ ± (𝐼o − 𝐼∞)exp(−k1t) 
where I(t) is the peak area, 𝐼∞ the peak area equilibrium, 𝐼0 the peak area at 
t=0, and 𝑘1is the rate constant.  All of the fits are presented in Figures Appx. 
6 and Appx. 7. 
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Table 6.4 Summary of rate constants (k1) for peak area after pressure jumps at 57.4 
°C (top) and 61.8 °C (bottom). Each value is an average of the first and second 
order peaks unless indicted by *, where only the first order peak was fitted. 
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Figure 6.13 Plots to show the linear relationship between ΔP and the rate constant 
k1 at A. 57.4 °C and B. 61.8 °C, where i. indicates pressure jumps with a positive ΔP 
and ii. jumps with a negative ΔP.  
The parameters of the exponential fitting to the peak area after the pressure 
jump for all of the SAXS pressure jumps analysed are summarised in Table 
6.4. The rate constant, k1 (s-1), quantified the rate of the phase transition. The 
results are shown from the lowest to highest ∆P, with the positive ∆P shown 
first. 
As shown with the pressure jump microscopy, there is a linear relationship 
between the magnitude of the pressure jump and the rate constant.  
Table 6.5 Parameters of the linear fits of ΔP and the rate constant k1 
6.4 Conclusion  
In this chapter, we have used pressure jump microscopy for the first time to 
visualise the out of equilibrium phase transformations between the Lα phase 
and Lo – Ld phase coexistence. The increase or decrease of the area fraction 
of Lo domains, dark due to the exclusion of fluorescent dye, was monitored 
to give the rate of transformation of the transition. This was also used to give 
the growth exponent of domain coalescence, which is shown to be in 
excellent agreement to the literature values.  
Complimentary SAXS pressure jump were undertaken, where it was shown 
that any intermediate structures formed between the two phase regions are 
extremely short lived (~50 ms). This could add evidence to the argument that 
the difficulty in visualising lipid raft structures in cells can be due to the 
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dynamic nature of the structures being at the limit of the time resolution of 
techniques used to measure them. The rate of relaxation of the phase 
transformation has also been quantified. 
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Chapter 7 
Summary and Future Directions 
This thesis focusses on the use of high hydrostatic pressure as a parameter 
to study the lateral organisation of model membranes. The rapid propagation 
of pressure allows the structural rearrangement between lamellar phases to 
be studied on a significantly shorter time-scale than has been previously 
reported. 
Chapter 3 introduces a novel high pressure cell for fluorescence microscopy. 
High pressure was used to induce a phase transition in GUVs of ternary 
mixtures of lipids, between a fluid Lα phase and a Lo – Ld phase coexistence. 
We present in detail techniques to analyse the GUVs to give information on 
the boundary between these phases. We find that the linear Clapeyron 
relationship between temperature and pressure is always maintained, 
however there is some variation in the phase boundary between different 
GUV compositions and as well as between batches due to the 
electroformation process used to manufacture them.  
We also present results using high pressure SAXS as a complimentary 
technique to study the phase transition. This technique also gives us the 
ability to quantify the thickness of each of the phases. We find good 
agreement in the pressure-temperature phase boundary when using these 
two experimental platforms, and it is these techniques which are used 
throughout the thesis.  
In Chapter 4 we investigate the effect of the mismatch in thickness between 
the Lo and Ld phases. We vary the chain length of the saturated lipid 
component to vary the mismatch and use high pressure microscopy and 
SAXS to investigate the shift in the pressure-temperature phase boundary. 
We find that with increasing pressure we can further fine tune this mismatch 
and so present a tool with which we can alter the line tension between the 
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phases and the potential to tune the membrane thickness to modulate the 
activity of embedded proteins. 
 Interestingly, we also found that pressure offers the potential to investigate 
the instance where an Ld phase is thicker than an Lo phase, something not 
previously observed, and this is an area of current further investigation.  
Chapter 5 uses the high pressure techniques previously outlined to 
investigate the interesting observation of pressure reversal of general 
anaesthetic molecules. We investigated the effect of adding general 
anaesthetics to the pressure-temperature phase behaviour of several model 
membrane systems, including bulk phases, GUVs and GPMVs. We find that 
there is a significant perturbation of the lipid membrane with the 
incorporation of anaesthetic molecules. Membrane protein structures are 
highly sensitive to their lipid membrane environment, so while the pressures 
presented here may not be sufficient to directly impact on the protein 
structure, they may be sufficient to perturb their lipid membrane 
environment, which could in turn impact on the protein function.  
Interestingly, we also observe that the addition of anaesthetic to GPMVs and 
GUVs has the opposite effect on the response in the pressure and 
temperature phase transition values. When incorporated into GUVs the 
anaesthetic has the effect of decreasing the magnitude of the pressure 
required to induce Lo – Ld phase behaviour, when the model system of GPMVs 
is used the value of Ptrans increases. Whilst we are not yet able to fully explain 
this discrepancy, this is an area of interesting ongoing work. 
In Chapter 6 we present new techniques to study the phase transformations 
between Lα and Lo – Ld phases. Pressure jump microscopy, and subsequent 
analysis of the appearance or dissolution of dark Lo phases in GUVs give us 
an excellent platform to monitor the rate of phase transformations. We can 
also visualise the shape and size of individual domains out of equilibrium.  
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We also find that there is good agreement on the value of the rate constants 
when compared to monitoring the structural transformation using pressure 
jump SAXS. Whilst a single composition was used in this study in order to 
facilitate easy comparison, we hope that the technology and techniques 
developed could be extended to further investigate the out of equilibrium 
behaviour of domain structures. 
There is potential for high pressure responsive membrane constructs to be 
used in a variety of applications.  High pressure food processing is already 
employed in industry as pressure offers the ability to inactivate 
microorganisms, viruses and enzymes while the effect on the flavour and 
nutrient content of food is low compared to temperature processing.  
High pressure biotechnology has been used in the preparation of viral 
vaccines, pressure engineering of animal and plant tissue and protecting 
mammalian cells from damage occurring during cryopreservation.154 These 
are but a few applications which could benefit from further understanding of 
pressure techniques of membrane structures. 
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Appendix 
Chapter 1
Figure Appx.1 Images produced using Matlab code written to count the number 
of GUVs which are phase separated (marked in red) and fully fluid (marked in blue) 
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Chapter 2 
Model proposed by Rappolt1 to estimate bilayer thickness from diffraction 
data with only two orders of diffraction. 
𝑧𝐻 =  ± 
𝑑
2𝜋
∗ arccos (
𝑐1 − √8(𝑟𝐹 𝑐3)2 + 8(𝑐2 − 𝑟𝐹 𝑐4)(𝑟𝐹 𝑐3) + 𝑐1
2
4 𝑟𝐹 𝑐3
)  
𝑧𝐻 is the distance from the centre of the head-group Gaussian and the 
Gaussian representing the hydrophobic core,  
𝑟𝐹 =
𝐹1
𝐹2
 
𝐹𝑥 = √𝐼 ∗ 𝑞2…… 𝐼 is intensity, 𝑞 is the x-axis in q (𝑞 = 2𝜋𝑠), 𝑥 is the peak order, 
𝑑 is the d-spacing, 𝜎𝐻 is the width of the head-group Gaussian, 𝜎𝐶 is the width 
of the tail-region Gaussian, 𝜌𝑟 is the min to max electron density contrast. (𝑧𝐻 
is more sensitive to changes in 𝜎𝐶 than 𝜌𝑟 and 𝜎𝐻) 
 
Figure Appx.2 Calculated value of 𝑧𝐻 from a pressure scan of DPhPC/DLPC/chol (1 
: 1 : 1) at 5 °C. The yellow values correspond to the peaks that gave a higher d-
spacing and the orange peaks those with the lower d-spacing.  
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Chapter 6 
85
 
Figure Appx. 3 Area fraction of GUV domains fitted to an exponential equation at 
43.0 °C 
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Figure Appx. 4 Area fraction of GUV domains fitted to an exponential equation at 
44.0 °C 
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Figure Appx.5 shows the d-spacing (i.) and the stacked integrated diffraction 
patterns (ii.) with pressure of the sample 20-60-20 DPhPC, DPPC and cholesterol at 
A. 54.8 °C B. 57.3 °C and C. 61.8 °C 
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Figure Appx. 6 Peak area of SAXS peaks fitted to an exponential equation 
at 57.3 °C 
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Figure Appx. 7 Peak area of SAXS peaks fitted to an exponential equation 
at 61.8 °C 
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Matlab Codes 
Counting Phase Separated GUVs 
% tag phase separated (lo/ld) first (red) 
% tag mixed (la) second (blue) 
clear 
close all  
warning('off','all') 
image = imread('1.tif'); 
  
data = dlmread('data.dat'); 
  
IMAGE = imadjust(image); 
  
f = figure;  
imshow(IMAGE); 
title('Phase Separated') 
set (f, 'Position', [-1788 -61 1707 877]); 
[x,y] = getpts(f); 
hold on  
scatter(x,y,'r','filled') 
[x1,y1] = getpts(f); 
scatter(x1,y1,'b','filled') 
hold off 
%% 
sep = length(x); 
no_sep = length(x1); 
total = sep + no_sep; 
  
percent_sep = (sep/total)*100; 
error = -1/total*(log(1-0.95))*100; 
  
%% save - temp, pressure, percentage separation, error 
  
a = [mean(data(:,5)),mean(data(:,3)),percent_sep,error]; 
  
dlmwrite('percentage.dat',a,'Delimiter','\t') 
  
dlmwrite('E:\GUVs with GA August 2016\26_08_16 DPhPC\0 mM\46 
deg\results.dat',a,'-append') 
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Voigt Fitting for Pressure Scan 
clear 
  
d = dlmread('pscan_54.dat'); 
  
x = d(:,1); 
y = d(:,2:end);  
  
plot(y) 
  
prompt = {'First Peak Start','First Peak End','Second Peak Start','Second Peak 
End'}; 
dlg_title = 'Define Peaks'; 
num_lines = 1; 
  
peaks = inputdlg(prompt,dlg_title,num_lines); 
st1 = str2double(peaks{1,1}); en1 = str2double(peaks{2,1}); 
st2 = str2double(peaks{3,1}); en2 = str2double(peaks{4,1}); 
  
x1=x(st1:en1,:); x2 = x(st2:en2); 
yy1=y(st1:en1,:); yy2 = y(st2:en2,:); 
warning('off','all') 
  
%% 
  
[a,b] = size(y); 
  
for i = 1:b 
    f = figure; 
    set (f, 'Position', [-1513 -61 1158 813]); 
    plot(x1,yy1(:,i)) 
     
   choice = questdlg('How many Voigt?',... 
        'Voigt Fits',... 
        'Single','Double','Cancel'); 
     
    switch choice 
        case 'Single' 
            no(i,:)=1; 
        case 'Double' 
            no(i,:)=2; 
        case 'Cancel' 
            no(i,:)=0; 
    end 
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    close all  
     
end 
%% 
  
co10 = NaN(b,10); 
co20= NaN(b,10); 
p1 = NaN(b,2); 
p2 = NaN(b,4); 
  
for i = 1:b 
     
    f = figure; 
    set (f, 'Position', [-1513 -61 1158 813]); 
    subplot(1,2,1) 
plot(x1,yy1(:,i)) 
subplot(1,2,2) 
plot(x2,yy2(:,i)) 
     
    if no(i,:) == 1 
        [p1(i,:),q1(i,:)] = ginput(2);   
        % fit single voigt to first peak 
ft = fittype( 'y0 + A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) )', 
'independent', 'x', 'dependent', 'y' ); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.StartPoint = [5000 1 0.0004 p1(i,1) 5000]; 
[fitresult] = fit( x1, yy1(:,i), ft, opts ); 
 f = figure; 
    set (f, 'Position', [-1513 -61 1158 813]); 
subplot(1,2,1) 
scatter(x1,yy1(:,i),'k','d','filled') 
hold on  
plot(fitresult) 
  
legend('off') 
  
% fit single voigt to second peak 
ft = fittype( 'y0 + A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) )', 
'independent', 'x', 'dependent', 'y' ); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.StartPoint = [1000 1 0.0004 p1(i,2) 4000]; 
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[fitresult2] = fit( x2, yy2(:,i), ft, opts ); 
  
subplot (1,2,2) 
scatter(x2,yy2(:,i),'k','d','filled') 
hold on  
plot(fitresult2) 
legend('off') 
  
choice = questdlg('Good fit?',... 
    'Good Fit?',... 
    'Yes','No','Yes'); 
switch choice 
    case 'Yes' 
        co1 (i,:)= coeffvalues(fitresult); 
        co2 (i,:)= coeffvalues(fitresult2); 
        co10(i,:) = [co1(i,:),NaN,NaN,NaN,NaN,NaN]; 
        co20(i,:) = [co2(i,:),NaN,NaN,NaN,NaN,NaN]; 
    case 'No' 
            co10 (i,:)= NaN; 
        co20 (i,:)= NaN; 
end 
  
    elseif no(i,:) == 2 
     
    [p2(i,:),q2(i,:)] = ginput(4); 
     
     
    % fit double voigt to first peak 
ft = fittype( 'y0 + A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) ) +    y1 + A1 
* ( mu1 * (2/pi) * (w1 / (4*(x-xc1)^2 + w1^2)) + (1 - mu1) * (sqrt(4*log(2)) / 
(sqrt(pi) * w1)) * exp(-(4*log(2)/w1^2)*(x-xc1)^2) )', 'independent', 'x', 
'dependent', 'y'); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.StartPoint = [1500 1000 1 0.5 0.0004 0.0004 p2(i,1) p2(i,2) 40000 
40000]; 
[fitresult3] = fit( x1, yy1(:,i), ft, opts ); 
subplot (1,2,1) 
co3 = coeffvalues(fitresult3); 
k = (co3(5) ./ (4*(x1-co3(7)).^2 + co3(5)^2)); 
l = exp(-(4*log(2)/co3(5)^2)*(x1-co3(7)).^2); 
m = ( co3(3) * (2/pi) *k) + (1 - co3(3)) * (sqrt(4*log(2)) / (sqrt(pi) * co3(5))) * l; 
  
n = co3(1).*m; 
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k1 = (co3(6) ./ (4*(x1-co3(8)).^2 + co3(6)^2)); 
l1 = exp(-(4*log(2)/co3(6)^2)*(x1-co3(8)).^2); 
m1 = ( co3(4) * (2/pi) *k1) + (1 - co3(4)) * (sqrt(4*log(2)) / (sqrt(pi) * co3(6))) 
* l1; 
  
n1 = co3(2).*m1; 
 subplot(1,2,1) 
scatter(x1,yy1(:,i),'k','d','filled') 
hold on  
plot(x1,n) 
plot(x1,n1) 
legend('off') 
  
    % fit double voigt to second peak 
ft = fittype( 'y0 + A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) ) +    y1 + A1 
* ( mu1 * (2/pi) * (w1 / (4*(x-xc1)^2 + w1^2)) + (1 - mu1) * (sqrt(4*log(2)) / 
(sqrt(pi) * w1)) * exp(-(4*log(2)/w1^2)*(x-xc1)^2) )', 'independent', 'x', 
'dependent', 'y'); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.StartPoint = [300 50 0.9 1 0.0004 0.004 p2(i,3) p2(i,4) 30000 30000]; 
[fitresult4] = fit( x2, yy2(:,i), ft, opts ); 
 subplot (1,2,2) 
co4 = coeffvalues(fitresult4); 
k = (co4(5) ./ (4*(x2-co4(7)).^2 + co4(5)^2)); 
l = exp(-(4*log(2)/co4(5)^2)*(x2-co4(7)).^2); 
m = ( co4(3) * (2/pi) *k) + (1 - co4(3)) * (sqrt(4*log(2)) / (sqrt(pi) * co4(5))) * l; 
  
n = co4(1).*m; 
  
k1 = (co4(6) ./ (4*(x2-co4(8)).^2 + co4(6)^2)); 
l1 = exp(-(4*log(2)/co4(6)^2)*(x2-co4(8)).^2); 
m1 = ( co4(4) * (2/pi) *k1) + (1 - co4(4)) * (sqrt(4*log(2)) / (sqrt(pi) * co4(6))) 
* l1; 
  
n1 = co4(2).*m1; 
subplot(1,2,2) 
scatter(x2,yy2(:,i),'k','d','filled') 
hold on  
plot(x2,n) 
plot(x2,n1) 
legend('off') 
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choice = questdlg('Good fit?',... 
    'Good Fit?',... 
    'Yes','No','Yes'); 
switch choice 
    case 'Yes' 
      co3 (i,:)= coeffvalues(fitresult3); 
        co4 (i,:)= coeffvalues(fitresult4); 
      co10(i,:) = 
[co3(i,1),co3(i,3),co3(i,5),co3(i,7),co3(i,9),co3(i,2),co3(i,4),co3(i,6),co3(i,8),co3(i,
10)];   
      co20(i,:) = 
[co4(i,1),co4(i,3),co4(i,5),co4(i,7),co4(i,9),co4(i,2),co4(i,4),co4(i,6),co4(i,8),co4(i,
10)]; 
    case 'No' 
      co10 (i,:)= NaN; 
        co20 (i,:)= NaN; 
         
end 
  
    else 
         
        disp 'no fit' 
         
    end 
    close all  
    end 
  
Pressure Jump Analysis of GUV domains 
clear 
close all  
inputfile = 'GUV3.tif'; 
data = dlmread('data.dat'); 
noframes = length(data); 
%noframes = 1; 
for i = 1:noframes %this inputs all the images in stack 
    
    images(:,:,i) = imread(inputfile,i); 
     
end 
  
  
filter_low = 0.015; %0.015 start 
filter_high = 0.3; %lower number = smoother start 0.3 
threshold = 0.8; 
I = images(:,:,1); 
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figure(50) 
imshow(I) %show the image 
set(figure(50),'Position',[-1581 -83 1074 891]) 
  
  
% set up frequency bandpass filter 
  
[f1,f2] = freqspace(81,'meshgrid'); 
Hd = ones(81); 
radius = sqrt(f1.^2 + f2.^2); 
Hd((radius<filter_low)|(radius>filter_high)) = 0; 
win = fspecial('gaussian',81,10); 
win = win./max(win(:)); 
filter = fwind2(Hd,win); 
out = imfilter(I,filter,'replicate'); 
out2 = imadjust(out,stretchlim(out),[0,1]); 
  
%reshold 
% thresh = threshold*graythresh(out2)*(max(max(out2))); 
% bw = (out2<thresh); 
fsize = fix(length(out2)/20); 
t =2; 
g = fspecial('gaussian',4*fsize,fsize); 
fim = filter2(g,out2); 
bw = out2 < fim*(1-t/100); 
  
subplot(2,2,2) 
imshow(bw) 
%bw2 = imfill(bw,'holes'); 
bw2 = bw; 
subplot(2,2,1) 
imshow(out2) 
subplot(2,2,3) 
imshow(bw2); 
set(figure(50),'Position',[-1581 -83 1074 891]) 
%% 
  
choice = questdlg('Good Threshold?',... 
        'Continue',... 
        'Yes','No','Cancel'); 
     
    switch choice 
        case 'Yes' 
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            k = figure(1); 
           
            imshow(bw) 
            set(k,'Position',[-1581 -83 1074 891]) 
         e = imellipse; 
pause 
pos = getPosition(e); 
mask = e.createMask(); 
bw3 = bw2.*cast(mask,class(bw2)); 
subplot(2,2,4) 
imshow(bw3) 
close all  
  
  
counter = 1; 
for i = 1:noframes 
     
    I2 = images(:,:,i); 
    
out1 = imfilter(I2,filter,'replicate'); 
out12 = imadjust(out1,stretchlim(out1),[0,1]); 
fim1 = filter2(g,out12); 
bw1 = out12 < fim1*(1-t/100); 
figure(5) 
set(figure(5),'Position',[403 60 901 606]) 
subplot(2,2,2) 
imshow(bw1) 
%bw12 = imfill(bw1,'holes'); 
bw12 = bwareaopen(bw1,5); % exculdes smallest pixels  
subplot(2,2,1) 
imshow(out12) 
  
  
  
bw13 = bw12.*cast(mask,class(bw12)); 
subplot(2,2,3) 
imshow(bw13) 
perim = bwperim(bw13); 
subplot(2,2,4) 
imshow(perim) 
     
     
[a,b]= bwlabel(bw13); %a = image b= number of domains 
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domains(counter,:) = b; 
perimeter(counter,:) = sum(sum(perim)); 
white = nonzeros(bw13); 
whitepix = length(white); 
ellarea = pi*(pos(3)/2)*(pos(4)/2); 
[row,column] = size(bw13); 
totalpix = row*column; 
maskarea = totalpix-ellarea; 
  
allblackpix = totalpix-whitepix; 
blackGUV = allblackpix - maskarea; 
 A(counter,:) = whitepix/ellarea; 
K(counter,:) = blackGUV./sum(sum(perim)); 
  
 counter=counter+1; 
  
 clear I2; clear out1; clear out12; clear fim1; clear bw1; clear bw12; clear 
bw13; 
 pause(0.02) 
  
end 
  
  
  case 'No' 
            disp 'END' 
        otherwise 
                disp 'cancelled' 
                 
    end 
         
    close all 
    %% 
P = perimeter./A; 
time = data(:,2); 
figure 
set(gcf,'Position',[-1682 55 1397 710]) 
subplot(1,2,1) 
scatter(time,A) 
subplot(1,2,2) 
scatter(time,P) 
     
disp 'Finished'      
  
    disp 'FINISHED' 
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Pressure Jump Analysis of GUV domains 
 
clear 
  
d = dlmread('J2_jump_10.dat'); 
  
x = d(:,1); 
y = d(:,2:end);  
  
plot(y) 
  
%% 
prompt = {'First Peak Start','First Peak End','Second Peak Start','Second Peak 
End'}; 
dlg_title = 'Define Peaks'; 
num_lines = 1; 
  
peaks = inputdlg(prompt,dlg_title,num_lines); 
st1 = str2double(peaks{1,1}); en1 = str2double(peaks{2,1}); 
st2 = str2double(peaks{3,1}); en2 = str2double(peaks{4,1}); 
  
x1=x(st1:en1,:); x2 = x(st2:en2); 
yy1=y(st1:en1,:); yy2 = y(st2:en2,:); 
warning('off','all') 
%% 
[a,b]=size(y); 
  
  
for i = 1:b %background subtraction from peaks  
  
c1 = [yy1(1,i),yy1(end,i)]; 
  
g1 = [x1(1),x1(end)]; 
  
f1 = polyfit(g1,c1,1); 
  
line = f1(1)*x1+f1(2); 
  
yyy1(:,i) = yy1(:,i)-line;      
     
     
     
c2 = [yy2(1,i),yy2(end,i)]; 
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g2 = [x2(1),x2(end)]; 
  
f2 = polyfit(g2,c2,1); 
  
line1 = f2(1)*x2+f2(2); 
  
yyy2(:,i) = yy2(:,i)-line1;  
  
end 
 f = figure; 
    set (f, 'Position', [-1513 -61 1158 813]); 
    subplot(1,2,1) 
plot(x1,yyy1(:,1)) 
subplot(1,2,2) 
plot(x2,yyy2(:,1)) 
  
%[p1,q1] = ginput(4);  
  
            % fit double voigt to first peak 
ft = fittype( 'y0 + A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) ) +    y1 + A1 
* ( mu1 * (2/pi) * (w1 / (4*(x-xc1)^2 + w1^2)) + (1 - mu1) * (sqrt(4*log(2)) / 
(sqrt(pi) * w1)) * exp(-(4*log(2)/w1^2)*(x-xc1)^2) )', 'independent', 'x', 
'dependent', 'y' ); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.StartPoint = [0.173853037365001 0.0261071081549049 
0.954678274080449 0.430596519859417 0.0004 0.0004 0.0149 0.0157 
0.705950754248883 0.645128786607382]; 
  
[fitresult] = fit( x1, yyy1(:,100), ft, opts ); 
  
f2 = figure; 
    set (f2, 'Position', [-1513 -61 1158 813]); 
co3 = coeffvalues(fitresult); 
k = (co3(5) ./ (4*(x1-co3(7)).^2 + co3(5)^2)); 
l = exp(-(4*log(2)/co3(5)^2)*(x1-co3(7)).^2); 
m = ( co3(3) * (2/pi) *k) + (1 - co3(3)) * (sqrt(4*log(2)) / (sqrt(pi) * co3(5))) * l; 
  
n = co3(1).*m; 
  
k1 = (co3(6) ./ (4*(x1-co3(8)).^2 + co3(6)^2)); 
l1 = exp(-(4*log(2)/co3(6)^2)*(x1-co3(8)).^2); 
m1 = ( co3(4) * (2/pi) *k1) + (1 - co3(4)) * (sqrt(4*log(2)) / (sqrt(pi) * co3(6))) 
* l1; 
Matlab Codes 
182 
 
  
n1 = co3(2).*m1; 
 subplot(1,2,1) 
scatter(x1,yyy1(:,100),'k','d','filled') 
hold on  
plot(x1,n) 
plot(x1,n1) 
legend('off') 
  
  
% fit double voigt to second peak 
ft = fittype( 'y0 +  A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) ) +  y1 +  A1 * 
( mu1 * (2/pi) * (w1 / (4*(x-xc1)^2 + w1^2)) + (1 - mu1) * (sqrt(4*log(2)) / 
(sqrt(pi) * w1)) * exp(-(4*log(2)/w1^2)*(x-xc1)^2) )', 'independent', 'x', 
'dependent', 'y' ); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.Lower = [-Inf -Inf -Inf -Inf -Inf -Inf 0.0295 0.0305 -Inf -Inf]; 
opts.StartPoint = [0.0987122786555743 0.261871183870716 
0.335356839962797 0.679727951377338 0.0004 0.001 0.03 0.0315 
0.49417393663927 0.779051723231275]; 
opts.Upper = [Inf Inf Inf Inf Inf Inf 0.0305 0.032 Inf Inf]; 
[fitresult2] = fit( x2, yyy2(:,50), ft, opts ); 
  
hold on  
co4 = coeffvalues(fitresult2); 
k = (co4(5) ./ (4*(x2-co4(7)).^2 + co4(5)^2)); 
l = exp(-(4*log(2)/co4(5)^2)*(x2-co4(7)).^2); 
m = ( co4(3) * (2/pi) *k) + (1 - co4(3)) * (sqrt(4*log(2)) / (sqrt(pi) * co4(5))) * l; 
  
n3 = co4(1).*m; 
  
k1 = (co4(6) ./ (4*(x2-co4(8)).^2 + co4(6)^2)); 
l1 = exp(-(4*log(2)/co4(6)^2)*(x2-co4(8)).^2); 
m1 = ( co4(4) * (2/pi) *k1) + (1 - co4(4)) * (sqrt(4*log(2)) / (sqrt(pi) * co4(6))) 
* l1; 
  
n4 = co4(2).*m1; 
subplot(1,2,2) 
scatter(x2,yyy2(:,50),'k','d','filled') 
hold on  
plot(x2,n3) 
plot(x2,n4) 
legend('off') 
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choice = questdlg('Good fit?',... 
    'Good Fit?',... 
    'Yes','No','Yes'); 
switch choice 
    case 'Yes' 
co1 = zeros(b,10); 
co2 = zeros(b,10); 
                 
for i = 1:b 
            % fit double voigt to first peak 
ft = fittype( 'y0 + A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) ) +    y1 + A1 
* ( mu1 * (2/pi) * (w1 / (4*(x-xc1)^2 + w1^2)) + (1 - mu1) * (sqrt(4*log(2)) / 
(sqrt(pi) * w1)) * exp(-(4*log(2)/w1^2)*(x-xc1)^2) )', 'independent', 'x', 
'dependent', 'y' ); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.StartPoint = [0.173853037365001 0.0261071081549049 
0.954678274080449 0.430596519859417 0.0004 0.0004 0.015 0.0158 
0.705950754248883 0.645128786607382]; 
  
[fitresult] = fit( x1, yyy1(:,i), ft, opts ); 
  
  
% fit double voigt to second peak 
ft = fittype( 'y0 + A * ( mu * (2/pi) * (w / (4*(x-xc)^2 + w^2)) + (1 - mu) * 
(sqrt(4*log(2)) / (sqrt(pi) * w)) * exp(-(4*log(2)/w^2)*(x-xc)^2) ) +    y1 + A1 
* ( mu1 * (2/pi) * (w1 / (4*(x-xc1)^2 + w1^2)) + (1 - mu1) * (sqrt(4*log(2)) / 
(sqrt(pi) * w1)) * exp(-(4*log(2)/w1^2)*(x-xc1)^2) )', 'independent', 'x', 
'dependent', 'y' ); 
opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 
opts.Display = 'Off'; 
opts.Lower = [-Inf -Inf -Inf -Inf -Inf -Inf 0.0295 0.0305 -Inf -Inf]; 
opts.StartPoint = [0.0987122786555743 0.261871183870716 
0.335356839962797 0.679727951377338 0.0004 0.001 0.03 0.0315 
0.49417393663927 0.779051723231275]; 
opts.Upper = [Inf Inf Inf Inf Inf Inf 0.0305 0.032 Inf Inf]; 
[fitresult2] = fit( x2, yyy2(:,i), ft, opts ); 
  
co1 (i,:)= coeffvalues(fitresult); 
        co2 (i,:)= coeffvalues(fitresult2); 
  
end 
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    case 'No' 
         disp 'no fit' 
end 
  
  
disp 'FINISHED' 
 
