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The nuclear symmetry energy is a key quantity in nuclear (astro)physics. It describes the isospin
dependence of the nuclear equation of state (EOS), which is commonly assumed to be almost
quadratic. In this work, we confront this standard quadratic expansion of the EOS with explicit
asymmetric nuclear-matter calculations based on a set of commonly used Hamiltonians including
two- and three-nucleon forces derived from chiral effective field theory. We study, in particular,
the importance of non-quadratic contributions to the symmetry energy, including the non-analytic
logarithmic term introduced by Kaiser [Phys. Rev. C 91, 065201 (2015)]. Our results suggest
that the quartic contribution to the symmetry energy can be robustly determined from the various
Hamiltonians employed, and we obtain 1.00(8) MeV (or 0.55(8) MeV for the potential part) at
saturation density, while the logarithmic contribution to the symmetry energy is relatively small
and model-dependent. We finally employ the meta-model approach to study the impact of the
higher-order contributions on the neutron-star crust-core transition density, and find a small 5%
correction.
I. INTRODUCTION
The nuclear-matter equation of state (EOS) is of great
interest for nuclear physics, see recent reviews [1, 2] and
references therein. It connects bulk properties of atomic
nuclei, with small isospin asymmetry, with neutron-rich
matter inside neutron stars (NSs) [3, 4]. The isospin
dependence of the nuclear-matter EOS is described by
the nuclear symmetry energy which, for example, gov-
erns the proton fraction in beta-equilibrium, determines
the pressure in the core of NSs, and hence, the NS mass-
radius relation [5–7], or cooling via the direct URCA pro-
cess [8]. Due to its importance for many physical systems,
the symmetry energy and its density dependence were
identified as key quantities for nuclear (astro)physics in
the 2015 DOE/NSF Nuclear Science Advisory Commit-
tee Long Range Plan for Nuclear Science [9], and are
actively investigated by combining information from nu-
clear theory, astrophysics, and experiments.
Because NS observations still come with sizable un-
certainties, the symmetry energy and its density depen-
dence can not be inferred from NS properties alone [8].
Hence, various constraints on the symmetry energy have
be been inferred from experimental data, e.g., precise
determinations of neutron skins in lead (PREX) and cal-
cium (CREX) [10, 11], collective modes such as giant
dipole resonances [12], and heavy-ion collisions [13, 14].
Typically, experimental constraints are in the range
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esym(nsat) ∼ 29 − 35 MeV [8, 15, 16] at nuclear satu-
ration density, nsat = 0.16 fm
−3 ≡ nempsat (for a review
see, e.g., Ref. [13]). The determination of the symmetry
energy is on the road-map for several future experiments
conducted at rare-isotope beam facilities such as FRIB
at MSU, SPIRAL2 at GANIL, and FAIR at GSI. Theo-
retical calculations provide additional information on the
symmetry energy. While there are nuclear EOS models
for a wide range of values for the symmetry energy and
its density dependence [17, 18], microscopic EOS calcula-
tions have improved theoretical constraints over the last
years [5–7, 19–22].
A consistent extraction of the nuclear symmetry en-
ergy from nuclear theory as well as experimental and as-
trophysical programs requires that the measured quan-
tities in these different approaches, as well as their rela-
tions, are well defined. Different approximations for the
symmetry energy are commonly used. It is, therefore,
important to clarify whether the symmetry energy mea-
sured in laboratory experiments is the same quantity as
the one inferred from NS properties. For example, the
energy per particle of nuclear matter at zero tempera-
ture is a function of the baryon density n = nn + np
and isospin asymmetry δ = (nn − np)/n, where nn (np)
denotes the neutron (proton) number density. The fol-
lowing isospin-asymmetry expansion from symmetric nu-
clear matter (SNM, δ = 0) to pure neutron matter (PNM,
δ = 1) is often employed,
e(n, δ) ≈ e(n, δ = 0) + δ2 esym,2(n)
+δ4 esym,4(n) +O(δ6) . (1)
Here esym,2(n) and esym,4(n) are the quadratic and quar-
tic contributions to the symmetry energy, respectively.
Given the expansion (1), the quadratic contribution to
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2the symmetry energy is defined by the second derivative
esym,2(n) =
1
2
∂2e(n, δ)
∂δ2
∣∣∣∣
δ=0
, (2)
similar to the empirical Bethe-Weizsa¨cker mass formula
for finite nuclei. Hence, esym,2(n) is often referred to as
the symmetry energy, and used in nuclear experiments.
In practice, however, the more commonly used definition
of the symmetry energy is given by the difference between
the energy per particle in pure neutron matter (PNM)
and SNM,
esym(n) = ePNM(n)− eSNM(n) . (3)
While this definition needs information on the EOS only
in the limits of PNM and SNM, Eq. (2) necessitates
explicit calculations of isospin-asymmetric nuclear mat-
ter (ANM). Both esym,2(n) and esym(n) are equal if the
isospin dependence of the energy per particle is exactly
quadratic, i.e., non-quadratic terms in the expansion (1)
vanish. However, there is no a priori argument why these
terms should vanish. In fact, they have been found to be
relevant for, e.g., accurate studies of nuclear matter in
beta-equilibrium at supra-saturation density [23–26] and
the crust-core transition density in NSs [25, 27].
In this work, we study the expansion (1) and quantify
the impact of non-quadratic contributions to the sym-
metry energy. We investigate to which extent uncertain-
ties in the microscopical approach affect the extraction
of non-quadratic contributions to the symmetry energy.
The paper is organized as follows. In Sec. II, we discuss
some previous studies of non-quadratic contributions to
the symmetry energy. In Sec. III, we present our com-
putational setup and summarize the results calculated
in Ref. [20]. General expressions for the energy expan-
sion in terms of the isospin-asymmetry parameter δ are
given in Sec. IV, in particular, for the total energy per
particle as well as for the contributions of the potential
energy terms. We then discuss the EOS in the limits of
SNM and PNM in Sec. V, followed by the symmetry en-
ergy in Sec. VI. In Sec. VII, we study the impact of the
non-quadratic contributions to the symmetry energy in
determinations of the core-crust transition in NSs. Fi-
nally, we conclude in Sec. VIII. The Python codes used
to perform the analysis and generate the figures in this
paper are publicly available on GitHub [28] and briefly
described in the Supplemental Material associated to this
publication.
II. PREVIOUS STUDIES OF NON-QUADRATIC
CONTRIBUTIONS
As stated above, there is no a priori reason for the
isospin-asymmetry expansion to be purely quadratic. In
general, even the free Fermi gas (FFG) energy per parti-
cle, given by
eFFG(n) =
tsatSNM
2
(
n
nsat
)2/3 [
(1+δ)5/3+(1−δ)5/3
]
, (4)
with tsatSNM =
3
5mN
(
3pi2
2 nsat
)2/3
≈ 22.1 MeV, leads to
non-quadratic contributions to the expansion (1). For
example, the quartic term,
eFFGsym,4(n) ' 0.45 MeV×
(
n
nsat
)2/3
, (5)
represents a ∼ 3.5% correction to the FFG symmetry
energy at nsat. Nuclear interactions also contribute to
non-quadratic terms. For example, the phenomenolog-
ical Skyrme interaction [29] gives the following quartic
contribution to the symmetry energy:
eSkyrmesym,4 (n) ' eFFGsym,4(n)
+
k5F
972pi2
[3t1(1 + x1) + t2(1− x2)] , (6)
where the Skyrme parameters (t1, t2) represent the cor-
rection to the bare nucleon mass generated by in-medium
effects. Since the Skyrme in-medium mass is generally ∼
30−40% lower than the bare mass [29], these terms con-
tribute to an increase of the FFG esym,4 of ∼ 30−40% to
∼ (0.7−0.8) MeV. In a recent work, Cai and Li [26] found
esym,4(nsat) = (7.2± 2.5) MeV, which indicates a rather
significant difference between esym and esym,2. They
employed an empirically constrained isospin-dependent
single-nucleon momentum distribution and the EOS of
PNM near the unitary limit. Subsequently, Bulgac et al.
found that esym,4(n = 0.1 fm
−3) = 2.635 MeV is neces-
sary in order to reproduce properties of both finite nuclei
and the PNM EOS as calculated in Ref. [30]. In con-
trast, previous works, e.g., based on Brueckner-Hartree-
Fock (BHF) approaches and hard-core interactions [31–
34] obtained only small non-quadratic contributions to
the symmetry energy.
In a recent study of nuclear matter in many-body per-
turbation theory (MBPT) with two-nucleon (NN) and
three-nucleon (3N) interactions derived from chiral effec-
tive field theory (EFT), Kaiser [35] did not confirm such
large values for esym,4. Instead, Kaiser found esym,4 '
1.5 MeV at nsat, which is still about three times larger
than the FFG contribution. Moreover, Kaiser found con-
tributions to the energy per particle whose fourth deriva-
tive with respect to δ was singular at δ = 0. This was fur-
ther substantiated by analytic MBPT calculations based
on an S-wave contact interaction, which gave rise to a
singular term ∝ δ4 log |δ|—a term that only contributes
to ANM when δ 6= 0 and δ 6= 1, and which will be referred
to as the leading-order logarithmic term in the following.
Subsequently, Wellenhofer et al. performed a more de-
tailed analysis of such divergences by examining the δ
dependence of the nuclear EOS as a function of density
and temperature [36]. They found that the asymmetry
expansion is hierarchically ordered, i.e., the lower-order
coefficients are dominant at finite temperature and low
density, but the expansion diverges with alternating sign
in the zero-temperature limit. Around saturation den-
sity, their results indicate that the convergence of the se-
ries expansion is restored for T & 3 MeV. Moreover, they
3TABLE I. Nonlocal N3LO NN and N2LO 3N interactions
used in the MBPT calculations of Ref. [20]. Each Hamil-
tonian in the Table is based on the N3LO NN potential
EM 500 MeV [37] evolved to the SRG resolution scale λ. The
low-energy couplings cD and cE were subsequently fit to the
triton binding energy and the charge radius of 4He in Ref. [38]
for different combinations of λ and the 3N cutoff Λ3N. The
3N two-pion exchange is governed by the piN low-energy cou-
plings c1, c3, and c4, which were taken from the NN potential,
except for H7 which uses the values obtained from the NN
partial-wave analysis (PWA) of Ref. [39]. Hamiltonian H6
has been excluded as discussed in Section IV B of Ref. [20].
label λ [ fm−1] Λ3N [ fm−1] 3N c1,3,4 cD cE
H1 1.8 2.0 NN potential +1.264 −0.120
H2 2.0 2.0 NN potential +1.271 −0.131
H3 2.0 2.5 NN potential −0.292 −0.592
H4 2.2 2.0 NN potential +1.214 −0.137
H5 2.8 2.0 NN potential +1.278 −0.078
H7 2.0 2.0 PWA [39] −3.007 −0.686
have argued that the logarithmic term at leading order
considerably improves the isospin-asymmetry expansion
at zero temperature and suggested to include this term
in future fits of the EOS.
While mathematically well-defined, it is not clear that
the aforementioned divergence of the series expansion in
the isospin asymmetry parameter substantially impacts
the practical usability of the expansion (1), because cor-
rections remain small at nuclear densities. As remarked
by Wellenhoferet al., the lack of precision in nonperturba-
tive approaches to the nuclear many-body problem makes
it practically impossible to precisely extract the high-
order isospin-asymmetry derivatives. Furthermore, our
knowledge of the symmetry energy, and even more fun-
damentally of the nuclear interaction itself, is limited by
experimental precision and by a limited theoretical un-
derstanding of strongly-interacting systems. As a conse-
quence, while the series expansion in the isospin asymme-
try can be determined with high accuracy when the nu-
clear interaction and the many-body treatment are fixed
(with numerical limitations as discussed in Ref. [36]), cur-
rent theoretical uncertainties reduce our ability to accu-
rately determine high-order contributions in general. In
this paper, we analyze the impact of these uncertainties
on the determination of the symmetry energy.
III. NUCLEAR-MATTER EQUATION OF
STATE
The nuclear-matter EOS has been investigated since
the nineteen-fifties employing various theoretical ap-
proaches, see e.g. Refs. [1, 2] and references therein.
Recently, improved studies of nuclear matter and finite
nuclei [40–42] have become available with the advent
of chiral EFT [43, 44] and renormalization group meth-
ods [45, 46]. Importantly, chiral EFT interactions have
also enabled theoretical uncertainty estimates [22, 47,
48]. As for the various many-body approaches, signifi-
cant progress has been made in predicting the EOS in
the limits of PNM and SNM using the self-consistent
Green’s function method [49, 50], coupled cluster the-
ory [51, 52], MBPT [53–57], in-medium chiral perturba-
tion theory [58], and Quantum Monte Carlo (QMC) stud-
ies [21, 59–62]. On the other hand, only a few explicit
calculations of ANM exist to date [20, 35, 63, 64], because
typically ANM is computationally more involved.
In this work, we use the explicit ANM calculations of
Ref. [20] to study the importance of non-quadratic con-
tributions to the symmetry energy. We focus our study
on the zero-temperature limit in which the dominant ef-
fects are expected. Drischler et al. evaluated the en-
ergy per particle E/A(n, δ) at 11 isospin asymmetries
(δ = 0.0, 0.1, . . . , 1.0) using MBPT up to second order,
and estimated the neglected third-order ladder contribu-
tions to be small. For each proton fraction, the energy
per particle is sampled on an equidistant grid in the neu-
tron Fermi momentum (not the density), and available
up to 2 fm−1 leading to 385 points in total for each Hamil-
tonian. The MBPT calculations of Ref. [20] are based on
the set of six Hamiltonians with the chiral NN and 3N
interactions summarized in Table I. These chiral Hamil-
tonians are also commonly used in nuclear-structure cal-
culations [65–74]. They combine the N3LO NN potential
EM 500 MeV [37] evolved to lower momentum scales us-
ing the similarity renormalization group (SRG) with bare
N2LO 3N forces regularized by a nonlocal regulator with
momentum cutoff Λ3N. Hebeler et al. then refit the two
3N low-energy couplings cD and cE for different combina-
tions of λ and Λ3N shown in Table I to the triton binding
energy as well as the charge radius of 4He [38]. Assuming
N2LO 3N forces provide a sufficiently complete operator
basis, and the long-range low-energy couplings c1, c3, and
c4 are SRG-invariant, this approach captures dominant
contributions from induced three- and higher-body forces
due to the SRG transformation. Note that the ci’s ap-
pear both, in the NN and 3N interactions at N2LO. As
discussed in Ref. [20], the spread of energies per particle
obtained from these nuclear interactions can serve as a
simple uncertainty estimate—although not allowing for
a statistical interpretation.
Normal-ordering is the standard approach for includ-
ing (dominant) 3N contributions in many-body calcula-
tions in terms of density-dependent effective two-body
potentials. In infinite nuclear matter, normal ordering
corresponds to summing one particle in the 3N forces
over the occupied states of the (e.g., Hartree-Fock) ref-
erence state. This induces a dependence on the total
momentum P of the two remaining particles, in contrast
to the Galilean invariant NN potentials. To straightfor-
wardly combine NN and effective potentials, the approx-
imation P = 0 had previously been imposed [53, 75].
Reference [20] relaxed this approximation by averaging
over all directions of P using a novel partial-wave-based
method that generalizes normal-ordering of arbitrary 3N
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FIG. 1. Comparison of the MBPT predictions for the en-
ergy per particle in PNM [20] (blue points) with the APR
EOS [76] (green squares), QMC calculations Wlazlowski et
al. (2014) [30] (cyan triangles), and Tews et al. (2016) [61]
(black dots) using different chiral EFT Hamiltonians with NN
and 3N forces. The latter points include simple estimates for
the EFT truncation error of the chiral expansion. We also
show our fit posterior at 68% (95%) confidence level as dark
(light) red bands. See the main text for details.
interactions. We focus the discussion here on the results
obtained with this improved (angle averaging) approxi-
mation in a Hartree-Fock single-particle spectrum.
A. Energy per particle
The energies per particle in PNM predicted by the
MBPT approach [20] are shown in the upper panel of
Fig. 1 as blue dots (the lower panel represents the ratio
of the energy per particle over the free Fermi gas energy).
For the fits to the MBPT data that we use later in our
analysis, we also show 68% (95%) confidence intervals of
the fit posteriors as dark (light) red bands. In addition,
we compare with the variational calculation of Ref. [76]
(APR), Fock-space formulated Quantum Monte Carlo
(QMC) calculations of Ref. [30] (Wlazlowski et al. 2014),
and continuum QMC calculations using auxiliary field
diffusion Monte Carlo of Ref. [61] (Tews et al. 2016).
These calculations were conducted not only using differ-
ent many-body approaches, but also different nuclear in-
teractions: the APR result uses the Argonne v18 (AV18)
NN potential [77] and the Urbana IX (UIX) 3N force [78],
Ref. [30] employs the nonlocal momentum-space chiral
N3LO NN interactions of Ref. [79] combined with N2LO
3N forces as specified in Ref. [80], and Ref. [61] uses
local coordinate-space chiral interactions constructed in
Refs. [59, 60, 62]. The first two calculations do not pro-
vide theoretical uncertainties, while the latter estimates
the standard EFT uncertainty [47]. Note that, in general,
order-by-order calculations are required for estimating
EFT truncation errors. Such calculations are not pos-
sible with the chiral Hamiltonians given in Table I.
When comparing the approaches using chiral EFT in-
teractions, the QMC calculations of Ref. [61] agree with
the MBPT approach employed in this work within uncer-
tainties above n ∼ 0.08 fm−3, while QMC finds slightly
higher energies at lower densities. In contrast, the QMC
calculations of Ref. [30] find a higher PNM energy per
particle at all densities, by about ∼ 1 MeV. We also
compare the ratio ePNM/e
FFG
PNM as a function of neutron
Fermi momentum kF for the various calculations in the
bottom panel of Fig. 1. In the figure, we can identify the
density region where the ratio exhibits a plateau, indi-
cating a similar scaling of ePNM and e
FFG with kF. For
the MBPT calculation, we find the ratio at the plateau
to be ≈ 0.42(1) in PNM at momenta kF ≈ 1.3(2) fm−1,
which describes densities of ≈ nsat/2.
The comparison of the different results in Fig. 1 pro-
vides a qualitative illustration of the uncertainties origi-
nating from the nuclear interactions as well as from the
different many-body approaches. While the MBPT re-
sults of Ref. [20] provide a simple uncertainty estimate,
they do not quantify EFT truncation errors, which are
the dominant source of theoretical uncertainty. Strate-
gies to quantify truncation errors have only been em-
ployed in the last few years. Future order-by-order cal-
culations of ANM will enable statistically robust EFT
uncertainty estimates using the Bayesian framework re-
cently developed by the BUQEYE collaboration [22, 48].
In the present analysis, however, such calculations are not
available. Therefore, we follow the approach in Ref. [20],
and consider the spread of the EOSs due to the Hamil-
tonians in Table I as an uncertainty estimate.
B. Single-particle energies
The single particle energy τ (k) is determined by the
self-consistent solution to the Dyson equation. In a
Hartree-Fock spectrum it is given by
τ (k, n, δ) ≈ k
2
2mτ
+ Σ(1)(k, n, δ) . (7)
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FIG. 2. The neutron single-particle energies n(k) as a function of the momentum k calculated at n
emp
sat , and extracted from
the MBPT calculations of Ref. [20]. The different colors correspond to the six Hamiltonians as labeled in the legend. We show
the single particle energies obtained from only NN forces (left panel) and when including 3N contributions (right panel). In
each panel, we present results for both SNM and PNM.
The first term in Eq. (7) is the single-particle kinetic en-
ergy, while the second term Σ(1) denotes the spin-isospin-
averaged first-order self-energy. We refer the reader to,
e.g., Refs. [20, 53] for more details.
Figure 2 shows the single-particle energy n(k) in SNM
and PNM evaluated at nempsat . The left (right) panel de-
picts the NN-only (NN+3N) results, and the vertical
lines mark the position of the neutron Fermi momen-
tum in SNM (kF,SNM = 1.33 fm
−3) and PNM (kF,PNM =
1.68 fm−3) associated with the nuclear saturation density,
nempsat . The different curves show the results for the six
Hamiltonians H1 to H7 specified in Table I. The spread is
larger in SNM (about 15 MeV) compared to PNM (about
5 MeV) because the 3N short- and intermediate-range
contributions governed by cD and cE do not contribute
to the PNM EOS for nonlocal regulator functions. As
expected, SNM is more attractive than PNM, as a result
of the attractive contributions from the T = 0 channels,
which are absent in PNM.
C. Landau mass
The momentum dependence of the nuclear interactions
can be absorbed by a modification of the mass of the nu-
cleons, which gives rise to the so-called in-medium effec-
tive mass and the Landau mass. Specifically, the single-
particle energy can be approximated as,
τ (k, n, δ) ≈ k
2
2m∗τ (k, n, δ)
+ Σ(1)(k = 0, n, δ), (8)
where the in-medium effective mass is defined as [81],
m∗τ (k, n, δ)
mτ
=
k
mτ
(
dτ (k, n, δ)
dk
)−1
. (9)
Finally, the Landau mass is defined as the effective
mass (9) taken at k=kF.
The effective masses in SNM and PNM are shown in
Fig. 3 as functions of the momentum k at a fixed density
nempsat . The effective masses are lower in SNM compared
to PNM, in agreement with BHF calculations [31, 82, 83].
We find that the inclusion of 3N forces leads to several in-
teresting effects on the effective mass: (a) 3N forces gen-
erate a stronger momentum dependence compared with
NN-only calculations, and (b) 3N forces have a larger
impact on PNM than on SNM. Furthermore, the disper-
sion among the different Hamiltonians is slightly larger
when 3N forces are included. From Fig. 3, we find for
the Landau mass m∗n/m(δ= 0) = 0.64(2) in SNM and
m∗n/m(δ=1) = 0.88(4) in PNM when 3N forces are in-
cluded. The difference between the Landau mass in PNM
and SNM at saturation density, defined as
Dm∗n,sat = m
∗
n(nsat, δ = 1)−m∗n(nsat, δ = 0) , (10)
is about Dm∗n,sat = 0.24(5) at nsat.
In Fig. 4, we show the Landau mass (left) and its in-
verse (right) considering NN-only forces (dashed lines)
and NN and 3N forces (gray bands) in SNM and PNM
as a function of the density, n. The difference of the Lan-
dau masses in PNM and SNM, Dm∗n(n), increases with
density, and is found to be about 0.24 at saturation den-
sity, see also Fig. 3. While it is usually found that the
Landau mass decreases with density [31, 82, 83], we find
that in PNM the Landau mass first decreases at lower
density, but increases again for n > 0.1 fm−3 (except for
Hamiltonian H3, which has a higher momentum cutoff
applied to the 3N forces). This effect is due to the inclu-
sion of 3N interactions in the Hamiltonian.
Because many energy density functional (EDF) ap-
proaches approximate the inverse of the Landau mass
by a linear function in density [29], we show the inverse
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FIG. 3. Same as Fig. 2 but for the neutron effective mass as function of the momentum k.
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FIG. 4. Landau effective mass (left) and its inverse (right) in SNM and PNM as a function of the density. The black-dashed
lines represent the upper and lower limits when only NN forces are considered, while the grey-shaded regions show the results
with 3N forces included. The different colors correspond to the six Hamiltonians as labeled in the legend.
Landau mass in the right panel of Figure 4. In contrast
to the EDFs approaches, we find that the density depen-
dence of the inverse Landau mass is not linear, and that
3N forces enhance the nonlinear behavior. To describe
the inverse of the Landau mass as function of the density
n and asymmetry parameter δ, we consider the following
functional form:
(
m∗τ
m
(n, δ)
)−1
= 1 +
(
κsat
nsat
+ τ3δ
κsym
nsat
)
n
+
(
κsat,2
n2sat
+ τ3δ
2κsym,2
n2sat
)
n2 , (11)
where τ3 = 1(−1) for neutrons (protons). Using Eq. (11),
we obtain in SNM and PNM, respectively,(
m∗SNM
m
(n)
)−1
= 1 +
κsat
nsat
n+
κsat,2
n2sat
n2 , (12)(
m∗PNM
m
(n)
)−1
= 1 +
κPNM
nsat
n+
κPNM,2
n2sat
n2 , (13)
with κPNM = κsat + κsym and κPNM,2 = κsat,2 + κsym,2.
The parameters κsat, κsat,2, κsym, and κsym,2 are ob-
tained from fitting the expressions (12) and (13) to the
results shown in the right panel of Figure 4. The details
of our parametric fits is discussed in Appendix A. The
relevant fit parameters, pα, are
pα = {κsat/nsat, κsat,2/n2sat, κPNM/nsat, κPNM,2/n2sat} .
(14)
These fit parameters are determined from the predicted
Landau effective masses for each of the six Hamiltoni-
7TABLE II. Fit parameters of the inverse Landau mass con-
sidering linear and quadratic density expansions. The fits
are compared to three Skyrme-type interactions: NRAPR [3],
LNS5 [84], and SAMI [85].
κsat/nsat κsat,2/n
2
sat κPNM/nsat κPNM,2/n
2
sat
[fm3] [fm6] [fm3] [fm6]
linear 3.33(18) - 0.89(19) -
quadratic 6.25(35) −16.9(16) 2.63(14) −11.1(19)
NRAPR [3] 2.75 - 1.40 -
LNS5 [84] 4.12 - 2.19 -
SAMI [85] 3.03 - 2.87 -
ans. The results of the fits for the inverse of the Landau
mass are given in Table II, where we have considered
both, a linear and a quadratic fit function. The prior
distribution for each of the fit parameters is given by a
normal distribution with mean 0 and standard deviation
100, providing an uninformative prior. The fits are com-
pared to three Skyrme-type interactions: NRAPR [3],
LNS5 [84], and SAMI [85] that satisfy the following con-
ditions: 0.6 6 m∗/m(SNM) 6 0.7, ∆m∗/m > 0 and
40 MeV < Lsym < 60 MeV.
In Fig. 5, we compare the posterior distribution func-
tions for the Landau mass in SNM (top panel) and PNM
(bottom panel), and the input data. The predictions
from the six Hamiltonians are plotted as solid lines, and,
at each density, we calculate the centroid and 1σ interval
given the six Hamiltonians (black points with error bars).
The ±1σ (±2σ) contours of the posterior, correspond-
ing to the 68% (95%) confidence region, are depicted in
red (light red) for the quadratic fit and dark blue (light
blue) for the linear fit. We fit the models to the data in
the range n = 0.15 − 0.17 fm−3 for the linear fit (3 data
points) and from n = 0.07− 0.20 fm−3 for the quadratic
fit (14 data points). These values are chosen to allow for
the ranges to be as large as possible while, at the same
time, ensuring that the fits reproduce the data around
saturation density. While the quadratic fit performs well
even outside the fit interval, down to n ∼ 0.05 fm−3 in
SNM and PNM, the linear fit does not because of the
strong curvature of the Landau mass. The differences
between the linear and quadratic fits are further anal-
ysed in Sec. VI.
Finally, we study the splitting of the neutron and pro-
ton Landau masses in ANM, defined as
∆m∗sat(δ) = m
∗
n(nsat, δ)−m∗p(nsat, δ) . (15)
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FIG. 5. Results of the Bayesian parametric fits of the in-
verse Landau mass. The 68% (95%) confidence levels for
the posterior distribution functions are shown as dark-shaded
(light-shaded) bands. The black lines represent the individual
Hamiltonians, and the black points show the average over the
six Hamiltonians with ±1σ uncertainty bands.
In PNM (δ = 1), this splitting can be expressed in terms
of the difference Dm∗sat, see Eq. (10), as
∆m∗sat
m
(PNM) ≈ Dm
∗
n,sat
m
+O
((
κsym + κsym,2
1 + κsat + κsat,2
)2)
.
(16)
From our fits, we can estimate that the neglected terms
account for about 5% of the splitting (more precisely,
7% for the linear fit of the effective mass, and 3% for
the quadratic fit), which is small considering the present
uncertainty of this quantity. The splitting of the Landau
mass is, thus, approximately given by the difference of
the Landau mass between PNM and SNM. The splitting
of the Landau mass obtained here is compatible with the
one obtained in the literature for BHF [31, 86, 87] and
Dirac-BHF [82, 83] approaches.
8IV. ENERGY EXPANSION IN THE ISOSPIN
ASYMMETRY PARAMETER δ
A general expression for the expansion (1) of energy
observables in nuclear matter was suggested in Eq. (27)
of Ref. [36]. From this expression, we consider all con-
tributions up to δ4, including the logarithmic term, and
rewrite it as
y(n, δ) ≈ ySNM(n) + ysym,2(n)δ2 + ysym,4(n)δ4
+ ysym,log(n)δ
4 log |δ| . (17)
The term ysym,log,4δ
4 log |δ| originates from the second-
order contribution in the many-body expansion in the
neutron-proton channel, as explained in Ref [36]. The
corresponding contribution to the symmetry energy ysym
is defined as
ysym(n) = yPNM(n)− ySNM(n) , (18)
where ySNM(n) = y(n, δ = 0) and yPNM(n) = y(n, δ = 1).
The non-quadratic contribution to the symmetry energy
is defined as
ysym,nq(n) = ysym(n)− ysym,2(n) . (19)
Note, that since the logarithmic term vanishes in SNM
and PNM, it also does not contribute to the non-
quadratic term (19).
The quantity y in Eq. (17) can be the energy per parti-
cle e, as originally suggested by Kaiser [35], or any other
energy contribution can be expanded as well. For in-
stance, as discussed in Sec. I, one can expand the kinetic
energy t, which coincides with the FFG energy given in
Eq. (4), t = eFFG. The δ-expansion of the kinetic energy
up to fourth order is given by
t(n, δ) ≈ tSNM(n) + tsym,2(n)δ2 + tsym,4(n)δ4 , (20)
with
tSNM(n) = t
sat
SNM
(
n
nsat
)2/3
, (21)
tsym,2(n) =
5
9
tsatSNM
(
n
nsat
)2/3
, (22)
tsym,4(n) =
5
243
tsatSNM
(
n
nsat
)2/3
. (23)
We note that tsym, log = 0 for the kinetic energy because
it is a one-body operator. At saturation density, one finds
tsym,4(nsat) ≈ 0.45 MeV, while the contribution of all
higher-order terms starting with tsym,6 sum up to about
0.25 MeV.
When including nuclear interactions, the total energy
is given by the sum of the kinetic energy t(n, δ) and the
potential energy epot(n, δ). The potential energy can,
thus, be defined as
epot(n, δ) = e(n, δ)− t(n, δ) , (24)
where the total energy e(n, δ) is obtained from the
MBPT calculations [20] and the kinetic energy is ana-
lytic. Again, the potential energy can be expanded using
Eq. (17),
epot(n, δ) ≈ epotSNM(n) + epotsym,2(n)δ2 + epotsym,4(n)δ4
+ epotsym,log,4(n)δ
4 log |δ| . (25)
Another way to express the total energy is to explicitly
include the in-medium correction to the nucleon mass,
modifying the kinetic and potential energies but not their
sum,
e(n, δ) = t∗(n, δ) + epot∗(n, δ) , (26)
where t∗(n, δ) is the effective kinetic energy calculated
with the Landau mass m∗τ (δ). Here, τ = n or p for neu-
trons and protons, respectively, and epot∗(n, δ) is the ef-
fective potential energy. We refer to Sec. III C for more
details on the Landau mass. The effective kinetic energy
is defined as
t∗(n, δ) =
tsatSNM
2
(
n
nsat
)2/3 [ m
m∗n(δ)
(1 + δ)5/3
+
m
m∗p(δ)
(1− δ)5/3
]
, (27)
and the effective potential energy is given by
epot∗(n, δ) = e(n, δ)− t∗(n, δ) (28)
= t(n, δ)− t∗(n, δ) + epot(n, δ) .
Similarly to e and epot, the effective potential energy
epot∗ can be expanded using Eq. (17),
epot∗(n, δ) ≈ epot∗SNM(n) + epot∗sym,2(n)δ2 + epot∗sym,4(n)δ4
+ epot∗sym,log(n)δ
4 log δ . (29)
In the following, we use these notations for analyzing
the δ-dependence of the total, potential, and effective
potential energies.
V. META-MODEL FOR SYMMETRIC AND
NEUTRON MATTER
To describe the MBPT data for the energy per parti-
cle in SNM and PNM, we use in this work a functional
form described by a meta-model (MM) for nuclear matter
similar to the one suggested in Ref. [16], but generalized
to a potential energy with non-quadratic δ dependence.
The MM is adjusted to MBPT data sampled on a given
grid in the asymmetry parameter δ [20]. This is in con-
trast to Wellenhofer et al. [36], who used a finite dif-
ference method [88] on an adjustable grid to determine
all derivatives with respect to δ of interest. The MM,
instead, provides a flexible polynomial-type approach to
nuclear matter, which allows us to accurately determine
9the higher-order coefficients in the δ expansion, even for
the fixed grid considered here.
For SNM and PNM, the energy per particle in the MM
reads
eMMSNM(n) = t
∗
SNM(n) + e
pot∗
SNM(n) , (30)
eMMPNM(n) = t
∗
PNM(n) + e
pot∗
PNM(n) . (31)
The kinetic energy is determined from Eq. (27) with the
Landau mass, see Sec. III C. The potential energies are
expanded about nsat in terms of the parameter
x ≡ n− nsat
3nsat
as follows
epot∗SNM(n) =
N∑
j=0
1
j!
vSNM,jx
j + vlow−nSNM x
N+1e
−bsat n
n
emp
sat ,
epot∗PNM(n) =
N∑
j=0
1
j!
vPNM,jx
j + vlow−nPNM x
N+1e
−bPNM n
n
emp
sat ,
where bPNM = bsat + bsym, and the second term on the
right is a low-density correction. This correction rep-
resents the low-density contribution of all higher-order
terms neglected in the summation, and scales like xN+1
at leading order, where N is the upper limit of the power
in the density expansion. In the original nucleonic MM of
Ref. [16], the low-density EOS correction was simply pa-
rameterized by a fixed coefficient b = bsat = bPNM ≈ 6.93.
In the improved MM considered here, we introduce two
parameters (bsat and bsym) controlling the density depen-
dence of the low-density corrections in PNM and SNM
separately. It was suggested that considering an expan-
sion up to N = 4 allows the reproduction of the pressure
and sound speed of about 50 known EDF up to about
4nsat, see Ref. [16] for more details. In principle, it is
not necessary to consider such a high N in the present
analysis. The inclusion of high-order contributions, how-
ever, affects the determination of the low-order ones, as
discussed in Ref. [89], even if the data does not constrain
the high-order terms themselves.
Imposing that the energies per particle vanish at
n = 0 fm−3, we obtain the following relations
epot∗SNM(n) =
N∑
j=0
1
j!
vSNM,j x
j uSNM,j(x) , (32)
epot∗PNM(n) =
N∑
j=0
1
j!
vPNM,j x
j uPNM,j(x) , (33)
where
uα,j(x) = 1− (−3x)N+1−je−bαn/n
emp
sat , (34)
and α indicates either SNM or PNM and the correspond-
ing bsat or bPNM.
In the MM, the coefficients vα,1 to vα,N are related to
the nuclear empirical parameters (NEPs), such as Esat,
Ksat, Esym, Lsym, etc. The NEPs for SNM are defined
by the density expansion
eSNM(n) = Esat +
1
2Ksatx
2 + 16Qsatx
3
+ 124Zsatx
4 + . . . , (35)
whereas the NEPs for PNM are defined by
ePNM(n) = EPNM + LPNMx+
1
2KPNMx
2
+ 16QPNMx
3 + 124ZPNMx
4 + . . . . (36)
We use the following relations between the MM param-
eters and the NEPs for the isoscalar parameters control-
ling the SNM EOS:
vSNM,0 = Esat − tSNM(1 + κsat + κsat,2) , (37)
vSNM,1 = −tSNM(2 + 5κsat + 8κsat,2) ,
vSNM,2 = Ksat − 2tSNM(−1 + 5κsat + 20κsat,2) ,
vSNM,3 = Qsat − 2tSNM(4− 5κsat + 40κsat,2) ,
vSNM,4 = Zsat − 8tSNM(−7 + 5κsat − 10κsat,2) ,
while the isovector parameters describing the PNM EOS
are
vPNM,0 = EPNM − 2 23 tSNM(1 + κPNM + κPNM,2) , (38)
vPNM,1 = LPNM − 2 23 tSNM(2 + 5κPNM + 8κPNM,2) ,
vPNM,2 = KPNM − 2 53 tSNM(−1 + 5κPNM + 20κPNM,2) ,
vPNM,3 = QPNM − 2 53 tSNM(4− 5κPNM + 40κPNM,2) ,
vPNM,4 = ZPNM − 2 113 tSNM(−7 + 5κPNM − 10κPNM,2) .
These relations represent another difference to the orig-
inal nucleonic MM of Ref. [16], where the isovector co-
efficients were determined assuming a quadratic isospin-
asymmetry dependence of the symmetry energy. The
isovector contribution of the present MM is built on
the global symmetry energy (3), which allows for possi-
ble non-quadratic contributions to the symmetry energy.
These contributions will be estimated from the difference
between the global symmetry energy and its quadratic
contribution, as detailed in Sec. VI.
In the MM used here, there are five NEP in SNM,
including nsat, and five additional NEP in PNM. Con-
sidering the two parameters controlling the low-density
EOS, bsat and bsym, there is a total of 12 parameters
that need to be determined. Note, that these parame-
ters carry uncertainties that reflect the current lack of
knowledge of the nuclear EOS. In our Bayesian fits, we
use the priors for the NEP from the analysis presented
in Refs. [16, 90] and summarized in Table III. Here, we
additionally vary the parameters bsat and bPNM to repro-
duce the low-density behavior of the energy per particle
in SNM and PNM.
We show the fitted parameters in Table III. Note, that
both the posteriors and priors given in the table repre-
sent the means of normal distributions with the standard
deviations given in parenthesis. The posteriors we obtain
for the NEPs may depend on the exact representation of
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TABLE III. Priors and posteriors of the NEP from analyses of SNM and PNM. We report results for the different scalings
described in the text. Values within parentheses represent the error bars at the ±1σ level. NEPs for the following three
Skyrme-type interactions are given: NRAPR [3], LNS5 [84] and SAMI [85].
Scaling nsat Esat Ksat Qsat Zsat bsat
(fm−3) (MeV) (MeV) (MeV) (MeV)
prior 0.160(10) −15.50(100) 230(20) −300(400) 1300(500) 0(50)
1 0.166(8) −15.48(58) 211(14) −573(133) 1055(474) 17(5)
2 0.163(8) −15.07(57) 227(18) −172(243) 1287(499) 9(5)
3 0.163(8) −15.07(57) 227(18) −172(243) 1287(499) 9(5)
3* 0.161(7) −15.17(57) 226(18) −306(186) 1324(497) 17†
NRAPR [3] 0.161 −15.85 226 −363 1611
LNS5 [84] 0.160 −15.57 240 −316 1255
SAMI [85] 0.159 −15.93 245 −339 1330
Scaling nsat EPNM LPNM KPNM QPNM ZPNM bPNM
(fm−3) (MeV) (MeV) (MeV) (MeV) (MeV)
prior - 16.00(300) 50(10) 100(100) 0(400) −500(500) 0(50)
1 0.166(8)†† 16.61(93) 48(5) 40(37) −320(224) −388(494) 42(4)
2 0.163(8)†† 16.30(93) 47(5) 75(40) 34(285) −504(497) 15(9)
3 0.163(8)†† 16.30(93) 47(5) 75(40) 34(285) −504(497) 15(9)
3* 0.161(7)†† 16.16(89) 46(5) 57(34) −110(206) −450(492) 42†
NRAPR [3] 0.161 18.33 65 108 −52 −236
LNS5 [84] 0.160 15.29 57 130 −34 −416
SAMI [85] 0.159 13.32 47 127 35 −873
† Fixed parameter. †† Quoted values are the nsat priors considered in PNM and obtained from SNM posteriors.
the data points, i.e., if the data is equidistant in n or
kF. To gauge the sensitivity to this choice, we investi-
gate in the following three possible data representations,
here called scalings. We show the results for all scalings
in Fig. 6.
Since we require our fit to provide a faithful represen-
tation of low-density nuclear matter (with a fair weight
for the low-density points) in order to fix bsat and bPNM,
we adopt for scaling 1 the representation of e/eFFG as a
function of the Fermi momentum kF. Scaling 1 provides
the best representation to analyze the low-density prop-
erties of the energy per particle because an equidistant
grid in kF leads to a very dense data set at low densities.
Note that, as mentioned in Sec. III, the original MBPT
data [20] is provided on an equidistant grid in kF. The
scaling of the y-axis normalizes the energies to the same
order of magnitude at all kF. For scaling 2, we choose
the representation of e/eFFG on an equidistant grid in
density. We use a cubic spline to interpolate the energies
per particle from the original Fermi momentum grid to
a equally spaced density grid. By switching the equidis-
tant grid in momenta to densities, scaling 2 reduces the
weight for the low-density data points and, therefore, is
more appropriate to fit the NEPs, which are determined
around saturation density. Finally, scaling 3 represents
the energy per particle on an equidistant grid in density,
as it is more often presented in the literature. Hence, the
only difference to scaling 2 is the scaling of the y-axis.
The results for each of the three scalings are shown in
Fig. 6 for SNM and PNM, while the posteriors for the
NEPs are given in Table III. Note, that the NEP nsat is
only meaningful in SNM, while its uncertainty influences
the determination of the NEPs in PNM. In our approach,
we therefore vary nsat in PNM within the posterior un-
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FIG. 6. Comparison of the Bayesian inference results for the MM of this work (red bands) with the MBPT data (blue points) for
SNM (top panels) and PNM (bottom panels) and the three different scalings described in the main text. The bands are given
at 65% (dark-shaded) and 95% confidence level (light-shaded), whereas the data points are shown with the ±1σ uncertainty
estimate.
certainty obtained from the fit in SNM. In this way, the
NEP in PNM naturally include the uncertainty in nsat.
Scaling 1 is ideal for analyzing the low-density behavior
of the energy per particle. When simultaneously vary-
ing the 12 MM parameters, we find bSNM = 17(5) and
bPNM = 42(4) as well as the values for the 10 NEP given
in Table III. The density dependence of the low-density
correction is, thus, very different in SNM and PNM, in
contrast to the original MM of Ref. [16]. Illustrating
the importance of the scaling choice, we find some dif-
ferences between the NEPs obtained from scaling 1 and
scalings 2 and 3. These differences are usually small com-
pared to the uncertainties, except for Qsat in SNM, as
well as QPNM in PNM. We note that the fits from scal-
ings 2 and 3 are identical and, hence, the scaling of the
energy with respect to eFFG has a negligible effect.
Finally, we fix the values for bSNM and bPNM from scal-
ing 1, and re-fit all remaining NEP considering scaling 3.
The results are referred to as scaling 3∗. Fixing bSNM
and bPNM has the largest impact on Qsat and QPNM, as
expected, but differences between scaling 3 and 3∗ are
small compared to the overall uncertainties. We, there-
fore, conclude that the parameters bSNM and bPNM do
not have a significant impact on the determination of the
NEPs, and can be fixed from the fit to low-density mat-
ter (scaling 1). We stress that the higher-order NEPs
Zsat and ZPNM are not constrained by our data, because
the density range of the MBPT data is limited to den-
sities below 0.2 fm−3. However, they contribute to the
uncertainty of the other NEPs [89].
For the NEPs describing nuclear saturation we ob-
tain nsat = 0.161(7) fm
−3, Esat = −15.17(57) MeV,
and Ksat = 226(18) MeV. The results are consistent
with the original analysis in Ref. [20], which obtained
nsat = 0.143 − 0.190 fm−3, Esat = −(15.1 − 18.3) MeV,
and Ksat = 223 − 254 MeV using a Hartree-Fock spec-
trum. However, our uncertainties are generally smaller
because we explicitly guide our fits in Fig. 6 by empirical
(or “expert”) knowledge [16] through prior distributions
of the fit parameters. In PNM, where empirical con-
straints are lacking, the fits are therefore closer to the
MBPT data.
VI. SYMMETRY ENERGY
Using the results obtained in Secs. III C and V, we now
determine the properties of the symmetry energy and the
relative contributions of the quadratic and non-quadratic
terms.
A. Global symmetry energy esym
The global symmetry energy esym is simply determined
from the fits of PNM and SNM, see Eq. (3) and Sec. V,
12
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FIG. 7. Results for the symmetry energy, esym(n), its potential contribution e
pot
sym, and the effective potential e
pot∗
sym using
Eqs. (41), (39), and (40). The meaning of the individual bands and points is the same as in Fig. 6. In the right panel, the light-
and dark-shaded red bands and the data (blue points) correspond to calculations where the Landau mass is represented by a
linear polynomial. The black squares (without error bars) and the black dashed lines (enclosing a band) represent calculations
where the Landau mass is represented by a quadratic fit.
while the contributions of the potential energies epotsym, and
epot∗sym are obtained from esym according to the following
definitions,
epotsym(n) = esym(n)− tPNM(n) + tSNM(n) , (39)
epot∗sym (n) = esym(n)− t∗PNM(n) + t∗SNM(n) . (40)
We use the fits of the Landau mass, see Sec. III C, to
determine t∗, including its uncertainties, as explained in
the following.
We present these quantities in Fig. 7 as functions of the
density n. For esym, the data points are obtained from
the PNM and SNM data, while the error bars are defined
as the arithmetic average of the PNM and SNM error
bars. For the model, we employ the symmetry energy
determined from the MM, which is defined as
eMMsym(n) = e
MM
PNM(n)− eMMSNM(n) . (41)
The results shown in Fig. 7 are obtained from the best
fits to SNM and PNM (scaling 3∗ in Table III), where
the width of the bands is defined as the arithmetic av-
erage of the widths in SNM and PNM. The model re-
sults, therefore, depend on the choice of prior in SNM
and PNM, in particular, on the prior knowledge of the
saturation density and energy considered in SNM, see
the discussion of Fig. 6. For this reason, the MM un-
certainty for the symmetry energy is slightly smaller
than the uncertainty of the data in Fig. 7. At nuclear
saturation density, nsat = 0.161(7) fm
−3, the data sug-
gest esym = 30.70(140) MeV, while the MM leads to
esym = 31.33(106) MeV. Our values for the symmetry
energy are in good agreement with the fiducial value of
31.6 ± 2.7 MeV in Ref. [91], with the recent Bayesian
analysis in Refs. [22, 48] that fully quantifies correlated
EFT truncation errors with chiral NN and 3N interac-
tions up to N3LO, 30.9(11) MeV at the canonical satura-
tion density, and with the value of 30(3) MeV in Ref. [21]
(E1). Similarly, we predict Lsym = 46.2(49) MeV, while
Lsym = 58.9(160) MeV was found in Ref. [91], and
Lsym = 58.4(48) MeV in Refs. [22, 48] at the canonical
saturation density. The determination of Lsym, however,
is very sensitive to the densities at which the value is ex-
tracted as well as to the interactions employed, see, e.g.,
Ref. [21].
The data for epotsym and e
pot∗
sym are obtained from esym
using Eqs. (39) and (40). In the case of epot∗sym , the ef-
fective mass is fixed to be the best fit using either the
linear or the quadratic density expansion (depicted by
dashed lines in the right panel), and the uncertainty of
epot∗sym is defined as the arithmetic average of the uncer-
tainties of esym, t
∗
PNM and t
∗
SNM. Therefore, the un-
certainty of epot∗sym also includes the uncertainties in the
Landau mass parameters κsat and κPNM. We observe
that there is a large impact of the Landau mass on epot∗sym ,
compared to epotsym with the bare mass. At nsat, we ob-
tain epotsym = 18.1(7) MeV and e
pot∗
sym = 25.7(14) MeV.
Hence, the Landau mass increases the potential part of
the symmetry energy by about 30− 40% as discussed in
the introduction. These numbers are compatible with the
expectations for the complementary contribution from
the kinetic energy. We find tPNM(n
emp
sat )− tSNM(nempsat ) =
13.0 MeV and t∗PNM(n
emp
sat )− t∗SNM(nempsat ) = 5.4(13) MeV.
For epot∗sym , we expect a difference when using either a
Landau mass that is linear or quadratic in density, see
Fig. 5. In Fig. 7 we show two results for epot∗sym . The
blue data points and the dark-shaded (light-shaded) red
bands correspond to the results at 68% (95%) confidence
level when using a Landau mass linear in density. The
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black squares and the black-dashed lines, encompassing
the corresponding 68% confidence interval, represent cal-
culations with a Landau mass quadratic in density. In-
terestingly, the values for epot∗sym obtained from these two
functions for the Landau mass differ only by about 1.8%,
which is quite small. We, therefore, use only the linear
fit for the Landau mass in the following.
B. Quadratic contribution to the symmetry energy
The quadratic contribution to the symmetry energy,
esym,2, is defined in Eq. (2) as the local curvature in
the isospin-asymmetry parameter δ in SNM. In the fol-
lowing, we extract esym,2 using this expansion around
SNM, but also suggest obtaining esym,2 from an expan-
sion around PNM. We demonstrate that both definitions
provide comparable results.
1. Expansion around SNM
The quadratic contribution to the symmetry energy is
defined by Eq. (2) relative to the SNM EOS. To deter-
mine this contribution directly from the MBPT data, we
employ Eq. (1) up to the fourth order in δ, and fit the
coefficients esym,2 and esym,4 using optimize.curve fit from
the Python package SciPy. The fits are performed for
isospin asymmetries in the range, δ = 0.0− 0.5. We have
checked that the results are insensitive (within variations
of about 0.1) to the upper limit of this range—as long as
it is chosen to be > 0.5.
For the model, we express esym,2(n) as a function of
the density using the MM contribution to the quadratic
symmetry energy,
eMMsym,2(x) =
5
9
tSNM(x) +
N∑
j=0
xj
j!
[
vsym2,juj(x, δ = 0)−
vSNM,j
(
uj(x, δ = 0)− 1
)
(1 + 3x)bsym
]
,(42)
where the parameters vsym2,i are determined using Lep-
age’s Python package lsqfit, as before for other quanti-
ties. They are related to the quadratic symmetry energy
NEPs as follows:
vsym2,0 = Esym2 − 5
9
tsatSNM[1 + κsat + 3κsym + κsat,2] , (43)
vsym2,1 = Lsym2 − 5
9
tsatSNM[2 + 5(κsat + 3κsym) + 8κsat,2] ,
vsym2,2 = Ksym2 − 10
9
tsatSNM[−1 + 5(κsat + 3κsym) + 20κsat,2] ,
vsym2,3 = Qsym2 − 10
9
tsatSNM[4− 5(κsat + 3κsym) + 40κsat,2] ,
vsym2,4 = Zsym2 − 40
9
tsatSNM[−7 + 5(κsat + 3κsym)− 10κsat,2] .
These relations generalize the ones in Ref. [16] for a
quadratic density-dependent Landau mass. In Eq. (42),
the parameter bsym ≡ bPNM− bSNM is fixed by the 3∗ fit.
The contributions to the symmetry energy due to the
potential energy are determined from the following ex-
pressions,
epotsym,2(n) = esym,2(n)−
5
9
tSNM(n) , (44)
epot∗sym,2(n) = esym,2(n)−
5
9
tSNM(n)
[
1 + κsat
n
nsat
+κsat,2
(
n
nsat
)2
+ 3κsym
n
nsat
]
. (45)
Our results for esym,2, e
pot
sym,2, and e
pot∗
sym,2 are shown in
the first row of Fig. 8. At nempsat , we find esym,2(n
emp
sat ) =
30.0(4) MeV, epotsym,2(n
emp
sat ) = 17.7(4) MeV and
epot∗sym,2(n
emp
sat ) = 26.4(1.7) MeV (with the linear density-
dependent model for the Landau mass). The large value
of epot∗sym,2(n
emp
sat ), almost 90% of esym,2(n
emp
sat ) originates
from the isospin dependence of the Landau mass, en-
coded by κsym.
From the fit model (42), we obtain an estimate for the
NEPs that govern the quadratic contribution to the sym-
metry energy at the inferred value of nsat. The values are
given in the first row of Table IV. Our result for Esym,2 is
about 1 MeV below the total symmetry energy, Esym—
the difference is due to non-quadratic contributions.
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FIG. 8. Comparison of the extracted esym,2, e
pot
sym,2, and e
pot∗
sym,2 using Eqs. (42), (44), and (45) (first row) or via an expansion
around PNM, i.e., using Eq. (50) (second row). The third row shows the difference between the δ and η expansions.
TABLE IV. Posteriors of empirical parameters obtained from the analysis of the δ and η expansions for esym,2. Values
inside parentheses represent error bars at the ±1σ level. Results for the following three Skyrme-type interactions are given:
NRAPR [3], LNS5 [84] and SAMI [85].
Expansion nsat Esym,2 Lsym,2 Ksym,2 Qsym,2 Zsym,2 bsym
(fm−3) (MeV) (MeV) (MeV) (MeV) (MeV)
Prior - 31.50(350) 50(10) −130(110) −300(600) −1800(800)
δ (SNM) 0.161(7)† 30.16(83) 47(3) −146(43) 90(334) −1865(793) 25††
η (PNM) 0.161(7)† 30.02(82) 46(3) −149(46) 93(352) −1875(793) 25††
NRAPR [3] 0.161 32.78 60 −123 312 −1836
LNS5 [84] 0.160 29.15 51 −119 286 −1672
SAMI [85] 0.159 28.16 44 −120 372 −2180
† Priors taken from the SNM posteriors in Table III. †† Fixed value.
2. Expansion around PNM
An alternative approach is to determine the contribu-
tion esym,2 from an expansion around PNM. Since the
MBPT approach used here is able to explore asymmetric
matter with arbitrary δ, we can test the accuracy of this
alternative expansion.
To this end, we introduce the parameter
η = 1− δ = 2np/n , (46)
which is twice the proton fraction. Equation (1) can now
be re-expressed in terms of the this parameter,
e(η) = ePNM − 2(esym,2 + 2esym,4)η + (esym,2 + 6esym,4)η2
−4esym,4η3 + esym,4η4 +O(η5) . (47)
From Eq. (47), it follows then
ePNMsym,2(n) = −
3
4
∂e
∂η
∣∣∣∣
η=0
− 1
4
∂2e
∂η2
∣∣∣∣
η=0
. (48)
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We determine ePNMsym,2 and e
PNM
sym,4 from fitting the func-
tion
e(n, η) = ePNM(n) + a1(n)η + a2(n)η
2 +O(η3) .(49)
with
ePNMsym,2(n) = −
1
4
[3a1(n) + 2a2(n)] , (50)
ePNMsym,4(n) =
1
8
[a1(n) + 2a2(n)] , (51)
at each density to the computed energies per particle
at η = 0.0, 0.1, 0.2, and 0.3. Again, we also perform a
Bayesian fit using Eq. (42). The two quantities are shown
in the second row of Fig. 8, together with the potential
terms epot,PNMsym,2 and e
pot∗,PNM
sym,2 . The NEPs obtained from
Eq. (42) are given in the second row of Table IV. Note,
that the differences between the NEPs extracted around
SNM [using Eq. (2)] and around PNM [using Eq. (48)] are
much smaller than the uncertainties of these NEPs, which
demonstrates that the two approaches are consistent with
one another. This is further illustrated in the third row
of Fig. 8, where the difference between eSNMsym,2 and e
PNM
sym,2
is shown to be consistent with zero and a small width of
about 1.5 MeV at nsat.
Determining the quadratic contribution to the symme-
try energy from an expansion around PNM might be ben-
eficial because PNM can usually be computed with much
higher accuracy since the uncertainties in the 3N inter-
actions are reduced. Furthermore, such an extraction is
useful for microscopic approaches in which a small pro-
ton impurity can be treated more easily than SNM, e.g.,
the auxiliary-field diffusion Monte Carlo approach [21].
C. Non-quadratic contribution to the symmetry
energy esym,nq and esym,4
We now evaluate the contribution of the non-quadratic
terms, defined by Eq. (19), using the expansions around
SNM and PNM, respectively. For the global symme-
try energy, we use our model (41), while for describ-
ing the quadratic contribution we use the fit (42). Fig-
ure 9 shows our results for the expansion around SNM
(blue) and the expansion around PNM (red). Both ex-
pansions agree, and the differences are smaller than the
uncertainties by a factor of 2 − 3. We also show re-
sults for the six Hamiltonians. Their spread is much
smaller than the uncertainties of the data or the model.
This is because the latter are computed as arithmetic
averages of the error bars of the global symmetry en-
ergy and the quadratic contribution. At nempsat , we ob-
tain from our model esym,nq = 1.3(10) MeV, e
pot
sym,nq =
0.6(10) MeV, epot∗sym,nq = −0.5(22) MeV and from the
data, esym,nq = 0.8(15) MeV, e
pot
sym,nq = 0.1(15) MeV,
and epot∗sym,nq = −0.9(25) MeV . We find that these non-
quadratic contributions represent a correction of about
3 − 5% to the symmetry energy. They originate mainly
from the kinetic energy, since epotsym,nq remains close to
zero across all densities. The associated uncertainties
represent the model dependence explored in the present
approach. Our estimates for the non-quadratic contribu-
tions to the symmetry energy and the NEP are summa-
rized in Table V. We also compare the present NEPs to
the three selected Skyrme interactions, showing a good
agreement between the microscopic results and the EDF
approaches.
We calculate the quartic contribution to the symme-
try energy esym,4 using Eq. (51), and show the result-
ing NEPs in Table V. We find that the quartic term to
the symmetry energy accounts for about 60 − 70% of
the total non-quadratic contribution, while the remain-
ing 30 − 40% originate from higher-order contributions.
The convergence of these additional contributions is dis-
cussed in Ref. [36]. We stress that this does not include
any logarithmic contribution because such a contribution
would vanish in PNM.
A recent analysis based on a general EDF approach—
which was optimized to the properties of finite nuclei—
concluded that quartic terms ∝ δ4 have little impact
on nuclei [92]. The result was interpreted as a conse-
quence of the fact that the asymmetry δ in finite nu-
clei is small: for Z > 8 it varies between −0.33 and
+0.38 in the latest Atomic Mass Data Center mass table
AME2016 [93]. A quartic term was, however, found to
be important to correctly reproduce the PNM energy per
particle. In order to reproduce the PNM energy per par-
ticle predicted in Ref. [30], Ref. [92] found a quartic term
of esym,4 = 2.635 MeVat n = 0.1 fm
−3. This term was the
only non-quadratic contribution considered in Ref. [92],
and is consistent within our upper 68% confidence inter-
val for the non-quadratic contribution to the symmetry
energy. The higher value for esym,4 obtained in Ref. [92]
might be related to the larger value in the PNM energy
per particle obtained in Ref. [30], as shown in Fig. 1.
This affects the symmetry energy because the contribu-
tion esym,4 is needed to correctly reproduce the PNM
EOS. Both, the PNM energy per particle in Ref. [30] and
esym,4 obtained in Ref. [92] are ∼ 1 MeV higher than the
values we obtain in the this work.
D. Logarithmic contribution to the symmetry
energy esym,log
The leading-order logarithmic contribution to the sym-
metry energy, see Eq. (17), was suggested to be of the
form δ4 log |δ| [35, 36]. It, therefore, vanishes in both
SNM and PNM, and data at finite isospin asymmetry
are required to determine its magnitude. Such a loga-
rithmic term would appear by a characteristic arch-like
structure in the δ-dependent residuals between the data
and a model without the logarithmic term. Figure 10
shows these residuals as a function of δ at three different
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FIG. 9. Non-quadratic terms esym,nq calculated via an expansion around SNM (blue) and PNM (red). For the right panel, the
Landau mass is described by a linear fit. The coloured lines depict results for the six individual Hamiltonians.
TABLE V. Posteriors of non-quadratic and quartic NEPs obtained from the analysis of esym,nq using the δ and η expansions,
and esym,4 obtained from the η expansion only. For the extraction of esym,nq via the η expansion, the values inside the square
brackets are obtained from a fit to the data in order to provide a direct comparison to the corresponding analysis of esym,4.
Values in parenthesis represent the ±1σ uncertainties. The NEPs for the following three Skyrme-type interactions are given:
NRAPR [3], LNS5 [84] and SAMI [85].
Non-quadratic Esym,nq Lsym,nq Ksym,nq Qsym,nq Zsym,nq
contribution (MeV) (MeV) (MeV) (MeV) (MeV)
SNM 1.2(15) 0(6) −24(58) 106(426) 91(1057)
PNM 1.3(15) 1(6) −20(60) 103(441) 101(1058)[
0.84(7)
] [
0.7(8)
] [− 9(13)] [32(151)] [167(958)]
NRAPR [3] 1.40 5 6 −1 −12
LNS5 [84] 1.70 6 9 −4 1
SAMI [85] 1.08 3 2 2 −24
Quartic Esym,4 Lsym,4 Ksym,4 Qsym,4 Zsym,4
contribution (MeV) (MeV) (MeV) (MeV) (MeV)
PNM 1.00(8) 0.6(6) −7(12) 69(145) 33(956)
NRAPR [3] 0.95 3 4 −1 −6
LNS5 [84] 1.17 5 6 −4 3
SAMI [85] 0.70 2 2 1 −15
densities. For asymmetric matter, we use
ymodel(n, δ) = ySNM(n) + ysym,2(n)δ
2 + ysym,nq(n)δ
4 ,
(52)
where eSNM, esym,2 and esym,nq are given by Eqs. (30),
(42), and (19). Note that in the model (52), the fourth-
order δ term also includes possible higher-order contri-
butions (like, for instance, a δ6 term) contained in the
term ysym,nq. The different panels in Fig. 10 show the
results at three densities, n = 0.06, 0.12, and 0.16 fm−3
(from the top to the bottom panel), and for the three
choices for the variable y: e, epot, and epot* (from left
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FIG. 10. Residuals of the model, see Eq. (52), with respect to the data as a function of the asymmetry parameter δ for different
values of the density: n = 0.06 fm−3 (first row), n = 0.12 fm−3 (second row), and n = 0.16 fm−3 (third row). The results
are shown for the two different calculations of ysym,2 and ysym,nq—the expansions around PNM (red) and SNM (blue). The
different columns correspond to e, epot, and epot,∗. The coloured lines depict the residuals of the fit for each Hamiltonian. In
the last column, the black-dashed lines represent the upper and lower limits of the uncertainty in the residuals, respectively,
by disregarding the uncertainties in the effective masses.
to right) as a function of the isospin asymmetry δ. The
squares (shaded bands) represent the mean (68% confi-
dence level) of the residuals. The presence of logarithmic
terms would appear as a systematic deviation of the these
residuals from zero in asymmetric matter. However, this
is not what we observe at the three considered densi-
ties and for all energy observables. Instead, we find the
residuals to be compatible with zero and almost flat as a
function of the isospin asymmetry. This is also the case
for the results for each Hamiltonian, which we show as
coloured lines. The results for the individual Hamilto-
nians vanish on average, but the uncertainty bands re-
main quite sizable, about ±1−2 MeV around saturation
density. Therefore, our findings suggest that there is no
statistically significant indication for a net logarithmic
contribution to the symmetry energy for the chiral NN
and 3N Hamiltonians used in this work.
Our conclusion about the strength of the logarithmic
term is not in contradiction with the findings presented
in Refs. [35, 36]. The size of the logarithmic term shown
in Ref. [36] is at most ∼ 0.1 MeV in neutron-rich matter,
and only one Hamiltonian was considered.1 Contribu-
1 This is the n3lo450 interaction constructed in Refs. [37, 57, 80],
which is not considered in this work.
tions of the order of ∼ 0.1 MeV are small compared to
the overall theoretical uncertainties, which we estimate
by analyzing the six Hamiltonians in Table I.
VII. IMPACT ON THE NEUTRON-STAR
CRUST-CORE TRANSITION
In this section, we study the impact of the non-
quadratic contribution to the symmetry energy on the
crust-core transition in neutron stars, for which the sym-
metry energy plays an important role [94–96]. This tran-
sition occurs at the core-crust transition density ncc with
an isospin asymmetry δcc that is determined by the beta-
equilibrium. The parameters ncc and δcc can be obtained
from uniform matter by determining the density at which
matter becomes unstable with respect to density fluctu-
ations (spinodal instability) [94].
In multi-component matter, e.g., matter that consists
of neutrons and protons, this spinodal density is deter-
mined from the curvature (Hessian) matrix C, defined as
the second derivative of the energy density with respect
to the component densities [94]. From the eigenvalues
of C, one can determine the stability of matter: if all
eigenvalues are positive, i.e. if C is positive semi-definite,
the matter exhibits a local stability against density fluc-
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FIG. 11. Predictions for beta equilibrium in low-density uni-
form matter obtained by solving Eq. (54), and for the spin-
odal density by solving Eq. (53). The intersection denotes the
crust-core transition, as indicated by a dot in the inset. The
quadratic approximation (red band) is compared to the case
where quartic contributions are included (blue band).
tuations of all components in any combination, while a
change of sign for any eigenvalue triggers an instability
with respect to density fluctuations indicated by its asso-
ciated eigenvector. The change of sign of the eigenvalues
can be extracted from the determinant of C, which reads
in nuclear matter,
det C(n, δ) = ∂µn
∂nn
∂µp
∂np
− ∂µn
∂np
∂µp
∂nn
, (53)
where µn and µp are the neutron and proton chemical
potentials. For simplicity, we have neglected the finite-
size contribution from the Coulomb interaction as well
as the gradient density terms induced by the finite range
of nuclear interactions. It is expected that these terms
reduce the spinodal density by only about 0.01 fm−3 [94,
96].
In sub-saturation asymmetric matter, the equilibrium
state is the state that satisfies the chemical potential
equilibrium µn = µp + µe, at fixed baryon number
n = nn + np and charge neutrality ne = np. At zero
temperature, and considering relativistic electrons, this
system of equations reduces to a single non-linear equa-
tion,√
m2e +
(
3pi2
2
(1− δβ)n
)2/3
= 2
∂e(n, δβ)
∂δ
, (54)
whose solution, δβ(n), is obtained by using a combination
of the bisection and the secant methods implemented in
the Python package of Ref. [97]. Then, we define the
crust-core transition as the solution (ncc, δcc) to both,
the instability onset criterion, det C = 0, and the beta
equilibrium condition, e.g., Eq. (54). Equivalently, ncc
is defined as the spinodal density in beta equilibrium,
TABLE VI. Crust-core transition density and isospin asym-
metry, ncc and δcc, respectively, for the purely quadratic case
(δ2 only) and for the case including the quartic contribution
(δ2 + δ4), see Eq. (52).
Model ncc (fm
−3) δcc
δ2 only 0.083(5) 0.944(5)
δ2 + δ4 0.087(4) 0.935(6)
where δcc = δβ(ncc). Figure 11 shows the intersection
between these two determinations. We investigate the
purely quadratic approximation for the symmetry energy,
with the NEPs given in Table IV, and with the quartic
terms from Table V included. For all cases, the refer-
ence MM in SNM is determined by the best fit given in
Table III for the scaling 3∗.
When we include quartic contributions, the spinodal
density in neutron-rich matter is increased compared to
the case where only the quadratic term is considered.
This is because the quartic term increases the symme-
try energy. For the same reason, the isospin asymme-
try is decreased when non-quadraticities are included.
Our results are summarized in Table VI, and depicted
in Fig. 11 by the blue and red points. They are in agree-
ment with the predictions of, e.g., Refs. [95, 96] with
Lsym,2 ≈ 45 MeV. From the comparison of our results
with and without the quartic term, we find that the tran-
sition density changes by ∼ 5% while δcc changes by only
∼ 1%. We conclude that non-quadratic contributions to
the symmetry energy have no significant effect on the
crust-core transition.
VIII. SUMMARY AND CONCLUSIONS
We have analyzed the properties of asymmetric nuclear
matter based on MBPT calculations [20] for six com-
monly used chiral EFT Hamiltonians with NN and 3N
interactions. The global symmetry energy, i.e., the dif-
ference between EOS in the limits of PNM and SNM, as
well as its quadratic and quartic contributions have been
determined with theoretical uncertainty estimates. We
have calculated the quadratic contribution to the sym-
metry energy from the usual expansion around SNM, and
have also employed a non-standard approach using an ex-
pansion for small proton fractions around PNM. The two
approaches are in excellent agreement. Furthermore, we
have investigated the strength of the non-quadraticities
as well as their model dependence. The quartic contri-
bution to the symmetry energy was found to be about
1.00(8) MeV (or 0.55(8) MeV for the potential part). We
have then investigated the leading-order logarithmic term
to the symmetry energy, and obtained residuals between
our best fit (including quadratic and quartic contribu-
tions) and the data to be compatible with zero. In partic-
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ular, we found that all residuals where flat in the isospin
asymmetry δ, indicating no systematic deviation from
zero as expected for a logarithmic contribution. However,
we also saw that present uncertainties, indicated by the
dispersion of the six Hamiltonians of about 1 − 2 MeV,
are too large to precisely determine its strength.
Finally, we analyzed the impact of our results on the
determination of the crust-core transition in neutron
stars using a simple model in the thermodynamic limit.
We found that the crust-core transition density is in-
creased by ∼ 5%, and the associated isospin-asymmetry δ
decreased by ∼ 1% when non-quadraticities are included.
Hence, these contributions are only small corrections, but
need to be included for a precise calculation of the core-
crust transition properties.
To gauge the full theoretical uncertainties of the non-
quadratic contributions to the symmetry energy, future
analyses need to explore a wider range of nuclear inter-
actions and additional asymmetric-matter calculations
using different many-body approaches and regulariza-
tion schemes. In particular, this requires the devel-
opment of improved chiral NN and 3N interactions up
to N3LO [56, 98, 99], which will enable order-by-order
analyses of the neutron-rich matter EOS with statis-
tically meaningful uncertainty estimates derived from
chiral EFT [22, 48]. Our work provides a framework,
e.g., Python codes [28] and Supplemental Material re-
lated to our data, for future investigations of the isospin-
dependence of nuclear matter.
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Appendix A: Details of the Fitting Procedure
To obtain the parameter values, we perform in this pa-
per a Bayesian analysis using the nonlinear least-square
fitting package lsqfit developed in Python [100]. lsq-
fit uses scipy’s least-squares minimization routine to
optimize our model with respect to data yi (here, the
predictions from each of the six Hamiltonians considered
in this work). The index i runs over all data sampling
points (e.g., the density grid). The propagation of the
Gaussian uncertainties from the model parameters, pα,
to the functions of those parameters, f({pα}), requires
calculating derivatives of those functions with respect to
the parameters, which is achieved by automatic differen-
tiation. In this work, the spread of the six Hamiltonians
is interpreted as a fair representation of the width σ of
a normal distribution that reflects theoretical uncertain-
ties.
The fitting procedure requires the minimization of
the objective function, hereafter noted the χ2 function,
which, in general, receives contributions from both the in-
put data (χ2data) and the prior information on the model
parameters (χ2prior). We can write these two contribu-
tions as
χ2data =
∑
ij
∆y(p)i cov
−1
ij ∆y(p)j , (A1)
χ2prior =
∑
α
(pα − µα)2
σ2α
, (A2)
with the total χ2 being the sum of the two terms,
χ2 = χ2data + χ
2
prior . (A3)
In Eq. (A1), ∆y(p)i = f({pα})i − E(yi), where the ex-
pectation value E(yi) is defined as
E(yi) =
1
6
6∑
µ=1
(yi)µ , (A4)
the summation index µ runs over the six nuclear Hamil-
tonians, and covij is the co-variance matrix between the
data points yi and yj , which is given by
covij ≡ cov(yi, yj) = E(yiyj)− E(yi)E(yj) . (A5)
The correlation matrix corrij is then defined by its matrix
elements,
corrij =
covij√
covii covjj
. (A6)
If the data are independent from each other, the co-
variance and correlation matrices are diagonal and χ2data
is associated with a normal distribution, as it is for
χ2prior. Here, the data are not independent because of
correlations in density: the knowledge of the predic-
tions of the Hamiltonians at a few density points can
be used to determine other points by interpolation or—
to some extent—by extrapolation. We, thus, expect a
non-diagonal co-variance matrix. While the Hamiltoni-
ans are by construction strongly correlated, we do not
account for their correlations in the co-variance matrix.
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It only includes the correlations between the different
data points, see Eq. (A5).
In Eq. (A2), µα is the prior mean value of the param-
eter pα, and σα is its standard deviation. Note that, in
this work, we only consider uncorrelated Gaussian prior
distributions for our fit parameters.
The best-fit values of the parameters p¯α are those that
minimize the total χ2. The inverse co-variance matrix
corresponding to the posterior distribution of the best-fit
parameters is defined as,
(cov−1p )αβ =
∂χ2
∂pα∂pβ
(p¯) . (A7)
This expression is used by lsqfit to define the uncertain-
ties in the fit parameters pα.
Appendix B: Correlations in the data sample
The data analysis performed in this work involves para-
metric fits to data that are highly correlated across densi-
ties (or equivalently, Fermi momenta). It was found that
this correlation had to be taken into account in order to
achieve compatibility between the obtained posterior dis-
tributions and the data, as shown in Figs. 5, 6 and 8. In
this appendix, we provide an estimate of this correlation.
As mentioned in Appendix A, the correlation in the in-
put data is captured by the covaraince matrix (A5). The
strong positive correlation in the data points across den-
sities results in large off-diagonal elements with respect
to the diagonal ones. We analyse the strength of these
off-diagonal elements as follow. We first diagonalize the
correlation matrix (A6) and obtain the eigenvalues and
associated eigenvectors. In the case of maximum corre-
lation all but one eigenvalue are 0. In our case, we found
that the largest eigenvalue contributes to about 96% of
the trace of the correlation matrix. Then, the eigenvector
corresponding to this dominant eigenvalue captures the
correlation (or mixing) between the data, which needs to
be quantified. Let λ be this eigenvector with components
(λ1, . . . , λND ), where ND is the number of data points.
In the case of maximum correlation, the quantities |λ1|,
. . . , |λND | have zero dispersion about their average value,
and in the case of minimum correlation, this dispersion
takes a maximum value. We thus define the dispersion
about the mean as
d2 =
1
ND
ND∑
i=1
(|λi| − λ¯)2 , (B1)
where λ¯ is the average value of the |λi|. In the case of
a maximum correlation d2 = 0, whereas in the case of
minimum correlation d2 = 1ND [1− 1ND ].
We then define the level of correlation as
lcorr ≡ 1−ND d2 , (B2)
where lcorr = 1 in the case of maximum correlation and,
for zero correlation lcorr = 1/ND, which approaches 0 in
the limit of infinitely many data points. This parameter
is similar to the correlation coefficient, ρ which one in-
troduces in the case of identical off-diagonal elements in
the covariance matrix.
The values of lcorr for the various fits presented in the
paper are as follows. In Sec. III C, fits to the effective
masses were presented in Fig. 5. For the linear fit, lcorr is
0.96 in SNM and 0.92 in PNM; for the quadratic fit, 0.54
in SNM and 0.54 in PNM. For the fits shown in Fig. 6,
lcorr is 0.91, 0.53, 0.46 in the scalings 1, 2 and 3, respec-
tively, in SNM. Similarly in PNM, it is 0.92, 0.38, 0.39.
Finally, for the fits presented Fig. 8, lcorr = 0.50 for the
analysis with the expansion around SNM and lcorr = 0.58
for the expansion around PNM. In all cases, we see that
there is a significant correlation in the data. This is, as
mentioned before, an important ingredient of our analy-
sis, and is required for agreement between the obtained
posterior distributions and the data.
Appendix C: Goodness of the fit and Q–Q plots
In this section we quantify the goodness of the fits
using the Q–Q plot method. We consider the two il-
lustrative fits in Fig. 12: the fit of the Landau mass in
SNM using a quadratic density functional (top panel in
Fig. 5) and the energy per particle in PNM as a function
of density (lower right panel in Fig. 6).
For the analysis of the Landau mass, we found
χ2/dof ≈ 1.1, and for the energy per particle, we find
that χ2/dof ≈ 1.4. These numbers are already indica-
tions for a successful fit.
We further investigate the goodness of the fit by exam-
ining the normalized residuals of the fit, which are defined
as the differences between the data and the best fit model.
These differences are expressed in the basis formed by the
eigenvectors of the correlation matrix (A6). Then, each
component of the eigenvectors are divided by the square
root of the corresponding eigenvalue. The assumption of
this analysis for a good fit is that the normalized residuals
should be uncorrelated and randomly distributed around
the mean value following a normal distribution.
Q–Q plots are a way for testing that the residuals fol-
low a normal distribution. They are obtained as follow.
First, the residuals are ordered from the smallest to the
largest on the y-axis, then they are plotted against an
ordered list of samples drawn from a normal distribution
(centered at zero, with a width of one). If the residuals
are perfectly normal distributed, then the result aligns
on a straight line with slope 1. This alignment can be
captured by the coefficient of determination, R defined
as
R = 1−
∑n
i=1(ri − rˆi)2∑n
i=1(ri − r¯)2
(C1)
where n is the number of residuals, ri are the residuals,
rˆi are the values expected for those residuals and r¯ =
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FIG. 12. Q–Q plot for the analysis of the Landau mass in
SNM (top row) and energy per particle in PNM (bottom row).
The reported R score, see Eq. (C1), is a measure of how well
the blue points lie on the dashed red line.
1
n
∑n
i=1 ri. The best possible R score is 1 and it can be
negative for arbitrarily worse fits.
The top panel of Fig. 12 shows the Q–Q plot for our
analysis of the Landau mass in SNM. The ideal straight
line with unit slope is shown as the dashed-red line, while
the ordered residuals are shown as blue circles. The blue
solid line is a fit to the blue points. The R score, see
Eq. (C1), is 0.89, which leads us to the conclusion that
the ordered fit residuals are consistent with a normal dis-
tribution with a mean one, so close to χ2/dof = 1. We
also give similar results for the analysis of the energy per
particle in PNM in the bottom panel of Fig. 12. Here,
the coefficient of determination is 0.83, indicating a good
fit.
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We briefly describe the GitHub repository where the data and Python codes used in this paper
are provided under the MIT license.
I. DESCRIPTION OF THE GITHUB
REPOSITORY
The repository [1] contains the Python codes used to
perform the analysis as well as generate all the figures
presented in the publication. This repository is publicly
available on GitHub [1] and distributed under the MIT
license.
The model parameters are obtained from a Bayesian
analysis using the nonlinear least-square fitting
lsqfit package developed in Python [2], which uses
the scipy least-squares minimization routine to optimize
our model with respect to data.
II. LIST OF FOLDERS
There are two main directories at the root of the repos-
itory: data and results.
• data: contains the predictions (that we treat as
data) from each of the six Hamiltonians considered
in this work. They are given as ASCII files.
– data/Effective mass: consists of the single
particle energies for the six Hamiltonians in
symmetric and neutron matter.
– data/EOS Drischler: contains the data files
for the energy per particle for different values
of iso-spin asymmetry.
• results: contains the figures as pdf files. The follow-
ing sub-folders contain the various figures presented
in the paper as follows,
– results/3 scales: Figs. 1 and 6.
– results/crust core: Fig. 11.
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– results/effective mass: Figs. 2, 3, 4 and 5.
– results/esym esym2: Figs. 7 and 8.
– results/non quadraticities: Figs. 9 and 10.
– results/goodness: plots presented in the ap-
pendix of the paper.
III. LIST OF PYTHON CODES
The Python codes are located in the main folder. They
depend on the following Python libraries: scipy, numpy,
matplotlib, gvar, lsqfit [2], sklearn.metrics.
• EM.py: performs the analysis of the single particle
energies and produces the plots stored in the folder
results/effective mass.
• SM NM.py: performs the analysis of the energy per
particle in symmetric and neutron matter and pro-
duces the plots stored in the folder results/3 scales.
• symmetry energy.py: calculates the global sym-
metry energy and creates the corresponding plot
stored in the folder results/esym esym2.
• quadratic symmetry energy.py: calculates the
quadratic symmetry energy and creates the
corresponding plot stored in the folder re-
sults/esym esym2.
• non quadraticities.py calculates the non-quadratic
contributions to the symmetry energy as well as the
final fit residuals and creates the plots stored in the
folder results/non quadraticities.
• crust core.py calculates the crust-core transi-
tion and produces the plot in the folder re-
sults/crust core.
IV. LAUNCH THE PYTHON SCRIPT
The scripts are written in Python 3, and can be
launched from a terminal as:
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2python3 ScriptName.py where “ScriptName.py” is one of the scripts listed in
Sec. III.
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11.5.1,” (2020).
