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THE ZERO INERTIA LIMIT OF ERICKSEN-LESLIE’S MODEL FOR
LIQUID CRYSTALS
NING JIANG AND YI-LONG LUO
Abstract. In this paper we study the zero inertia limit that is from the hyperbolic to par-
abolic Ericksen-Leslie’s liquid crystal flow. By introducing an initial layer and constructing
an energy norm and energy dissipation functional depending on the solutions of the limiting
system, we derive a global in time uniform energy bound to the remainder system under the
small size of the initial data.
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1. Introduction and main theorem
The hydrodynamic theory of incompressible liquid crystals was established by Ericksen
[2, 3, 4] and Leslie [11, 12] in the 1960’s (see also Section 5.1 of [17] ). In this paper, we study
the following hyperbolic Ericksen-Leslie’s incompressible liquid crystal flow in (t, x) ∈ R+×T3
∂tu
ε + uε · ∇uε − 12µ4∆uε +∇pε = −div(∇dε ⊙∇dε) + divσε ,
divuε = 0 ,
εD2uεd
ε = ∆dε + γεdε + λ1(Duεd
ε + Bεdε) + λ2A
εdε ,
|dε| = 1 ,
(1.1)
where the Lagrangian multiplier γε (for the geometric constraint |dε| = 1) is
γ
ε = −ε|Duεdε|2 + |∇dε|2 − λ2Aε : dε ⊗ dε , (1.2)
and the extra stress σε is
σ
ε ≡ σ(uε,dε) =µ1(Aε : dε ⊗ dε)dε ⊗ dε + µ2(Duεdε + Bεdε)⊗ dε
+µ3d
ε ⊗ (Duεdε + Bεdε) + µ5(Aεdε)⊗ dε + µ6dε ⊗ (Aεdε) . (1.3)
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Here uε(t, x) ∈ R3 is the bulk velocity, dε(t, x) ∈ S2 is the unit director fields of the liquid
molecules, pε(t, x) ∈ R is the pressure. The notation Duεdε denotes the first order material
derivative of dε with respect to the velocity uε by
Duεd
ε = ∂td
ε + uε · ∇dε , (1.4)
and D2uεd
ε represents the second order material derivative,
D2uεd
ε = Duε(Duεd
ε) . (1.5)
In this paper we work on the periodic spatial domain T3 = R3/L3, where L3 ⊂ R3 is any
3-dimensional lattice. The notations Aε = 12(∇uε + ∇uε⊤) and Bε = 12(∇uε − ∇uε⊤) rep-
resent the rate of strain tensor, skew-symmetric part of the strain rate of by fluid velocity,
respectively. More precisely, the entries of Aε and Bε are given as
Aεij =
1
2(∂ju
ε
i + ∂iu
ε
j) , B
ε
ij =
1
2(∂ju
ε
i − ∂iuεj) (1.6)
for 1 ≤ i, j ≤ 3. One notices Bεij = −Bεji. The components of the vector Bεdε and Aεdε are
(Bεdε)i = B
ε
kid
ε
k and (A
εdε)i = A
ε
kid
ε
k, respectively. The entries of the matrix ∇dε ⊙ ∇dε
are (∇dε ⊙ ∇dε)ij = ∂idεk∂jdεk and the symbol a ⊗ b means (a ⊗ b)ij = aibj for 1 ≤ i, j ≤ 3.
For any two matrix M,N ∈ R3×3, we denote by M : N = MijNij. Furthermore, the symbol
divM means a vector field in R3 with the components (divM)i = ∂jMij for 1 ≤ i ≤ 3. We
emphasize that the Einstein summation convention is used throughout this paper.
The parameter ε > 0 is the inertia constant, which is usually small in the physical exper-
iments. µ4 > 0 is the viscosity of the flow. The material coefficients λ1 ≤ 0 and λ2 ∈ R
reflect the molecular shape and the slippery part between the fluid and the particles. The
coefficients µi(i = 1, 2, 3, 5, 6), which may depend on material and temperature, are usually
called Leslie coefficients, and are related to certain local correlations in the fluid. Moreover,
the previous coefficients have the relations µ4 > 0 and
λ1 = µ2 − µ3 , λ2 = µ5 − µ6 , µ2 + µ3 = µ6 − µ5 . (1.7)
The first two relations are necessary conditions in order to satisfy the equation of motion
identically, while the third relation is called Parodi’s relation, which is derived from Onsager
reciprocal relations expressing the equality of certain relations between flows and forces in
thermodynamic systems out of equilibrium.
For the system (1.1) we take the initial data independent of ε, i.e.,
uε(0, x) = uin(x) ∈ R3 , dε(0, x) = din(x) ∈ S2 , (Duεdε)(0, x) = d˜in(x) ∈ R3 (1.8)
with the compatibilities
divuin(x) = 0 , din(x) · d˜in(x) = 0 . (1.9)
1.1. Initial layer vs well-prepared initial data. Formally letting uε → u0 and dε → d0
as ε→ 0 in the hyperbolic liquid crystal system (1.1) deduces to the parabolic liquid crystal
model 
∂tu0 + u0 · ∇u0 − 12µ4∆u0 +∇p0 = −div(∇d0 ⊙∇d0) + divσ0 ,
divu0 = 0 ,
−λ1(Du0d0 + B0d0) = ∆d0 + γ0d0 + λ2A0d0 ,
|d0| = 1 ,
(1.10)
where the Lagrangian multiplier γ0 is
γ0 = |∇d0|2 − λ2A0 : d0 ⊗ d0 , (1.11)
and the extra stress σ0 is
σ0 ≡σ(u0,d0) , (1.12)
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i.e. replacing (uε,dε) by (u0,d0) in (1.3). Furthermore, the initial data of the limit system
(1.10) will naturally be
u0(0, x) = u
in(x) ∈ R3 , d0(0, x) = din(x) ∈ S2 . (1.13)
The limit considered in this paper is a limit from a hyperbolic-type system for ε > 0 to a
parabolic system for ε = 0. One notices that dε-equation in (1.1) is a system of wave equations
with two initial conditions, while the d0-equation in (1.10) is a parabolic system with only a
single initial condition. In general, the solution (u0,d0) to the limit system (1.10)-(1.13) does
not satisfy the third initial condition in (1.8). To overcome this disparity, we will take two
ways: 1) introduce an initial layer in times; 2) give a well-prepared initial condition.
Initial layer. This disparity between the initial conditions of the hyperbolic type system
(1.1) and of the parabolic type system (1.10) indicates that one should expect an initial layer
in time, appearing in the limit process ε→ 0. Specifically, this disparity, denoted by Din(x),
between the initial conditions (1.8) and (1.13) is defined as
Din := d˜in −Du0d0|t=0 = d˜in + Bindin + 1λ1 (∆din + γin0 din + λ2Aindin) . (1.14)
Here Ain = 12 (∇uin+(∇uin)⊤), Bin = 12(∇uin−(∇uin)⊤) and γin0 = |∇din|2−λ2Ain : din⊗din.
We will justify rigorously this limit by employing the Hilbert expansion method in which
the leading term is given by solutions to the limit system (1.10). In this approach, the
solution to the limit system (1.10) is known beforehand. Then a special class of solutions to
the original system (1.1) can be constructed around the limit system. A key of this approach
is to construct a correct ansatz of the solutions to the original system. (1.1). Besides the
limit system (1.10) and the remainder term (uεR,d
ε
R), an initial layer ε
βdI(
t
εβ
, x) to adsorb
the disparity Din(x) should be included in the ansatz. More precisely, we take the following
ansatz of the solution (uε,dε) to the system (1.1)
uε(t, x) = u0(t, x) +
√
εuεR(t, x) , d
ε(t, x) = d0(t, x) + ε
βdI(
t
εβ
, x) +
√
εdεR(t, x) (1.15)
for a fixed β > 0 to be determined, where (u0,d0) is the solution to (1.10) with initial data
(1.13).
It is easy to derive by plugging the expansions (1.15) into the system (1.1) that the leading
relation is
ε1−β∂2ττdI − λ1∂τdI = εβ∆dI ,
where τ = t
εβ
. Then we can design the initial layer satisfying the following linear damped
wave system on (τ, x) ∈ R+ × T3 (called initial layer system):
∂2ττdI +
−λ1
ε1−β
∂τdI = ε
2β−1∆dI ,
dI(∞, x) = lim
τ→∞dI(τ, x) = 0 ,
∂τdI(0, x) = D
in(x) .
(1.16)
We emphasize that if β > 12 , the Laplacian term ε
2β−1∆dI is also a higher order term as
ε→ 0., which means that it can be ignored. For instance, in Jiang-Luo-Tang-Zarnescu’s work
[10] to justify this limit corresponding to the background velocity uε ≡ 0, the value of β is
taken as β = 1, and ignored the term ε∆dI . For completeness and generality (for example, if
we consider the case λ1 = 0 in a forthcoming separate paper, the term ε
2β−1∆dI must kept,
and β should be taken as 1/2), we keep this term in the initial layer structure here. Then, we
can easily solve (1.16):
dI(τ, x) = 2ε
1−β
(
λ1 −
√
λ21 + 4ε∆
)−1
exp
(
λ1−
√
λ21+4ε∆
2ε1−β
τ
)
Din(x) . (1.17)
Here the operator
(
λ1 −
√
λ21 + 4ε∆
)−1
exp
(
λ1−
√
λ21+4ε∆
2ε1−β
τ
)
is understood in the sense of
Fourier multiplier. As a consequence, the initial layer dI designed in (1.17) can be explicitly
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presented as
εβdI(
t
εβ
, x) = εDεI(t, x) := 2ε
(
λ1 −
√
λ21 + 4ε∆
)−1
exp
(
λ1−
√
λ21+4ε∆
2ε t
)
Din(x) . (1.18)
One observes that εβdI(
t
εβ
, x) is independent of β > 0. In other words, this initial layer is an
intrinsic structure resulted from the disparity Din(x) of the initial conditions between the orig-
inal system (1.1) and the limit equations (1.10). Since the real part ℜe(λ1−√λ21 − 4ε|k|2) < 0
for all k ∈ Z3, both the initial layer DεI(t, x) and its time derivative ∂tDεI(t, x) exponentially
decay to zero as ε→ 0 for every (t, x) ∈ R+ × T3. This means that the disparity Din(x) just
affects the whole evolution process in a very short beginning time.
We now write the ansatz (1.15) as the form
uε(t, x) = u0(t, x) +
√
εuεR(t, x) , d
ε(t, x) = d0(t, x) + εD
ε
I(t, x) +
√
εdεR(t, x) . (1.19)
Then, plugging the ansatz (1.19) into the original system (1.1) implies that the remainder
(uεR,d
ε
R) satisfies the following system
∂tu
ε
R − 12µ4∆uεR +∇pεR = µ1div
[
(AεR : d0 ⊗ d0)d0 ⊗ d0
]
+Ku + div(Cu + Tu +
√
εRu) + εdivQu(DI) ,
divuεR = 0 ,
D2
u0+
√
εuε
R
dεR +
−λ1
ε
Du0+
√
εuε
R
dεR − 1ε∆dεR + ∂t(uεR · ∇d0 +
√
εuεR · ∇DεI)
= 1
ε
Cd + 1εS1d + 1√εS2d +Rd +Qd(DI)
(1.20)
with the constraint
2d0 · (dεR +
√
εDεI) +
√
ε|dεR +
√
εDεI |2 = 0 , (1.21)
where the tensor Cu is
Cu =µ2(Du0+√εuεRd
ε
R + B
ε
Rd0)⊗ d0 + µ3d0 ⊗ (Du0+√εuεRd
ε
R + B
ε
Rd0)
+ µ5(A
ε
Rd0)⊗ d0 + µ6d0 ⊗ (AεRd0) ,
(1.22)
the vector field Cd is
Cd = λ1BεRd0 + λ2AεRd0 , (1.23)
and the tedious terms Tu, Ku, S1d , S2d , Rd, Ru, Qu(DI) and Qd(DI) are defined as the forms
(A.2), (A.3), (A.4), (A.5), (A.6), (A.7), (A.12) and (A.21) in Appendix A respectively.
Next we consider the initial conditions of the remainder system (1.20). Since our goal is to
seek a solution to (1.1) with the form (1.19), the initial data of (uεR,d
ε
R) should subject to
√
εuεR(0, x) = u
ε(0, x) − u0(0, x) ,√
εdεR(0, x) = d
ε(0, x) − d0(0, x) − εDεI(0, x) ,√
ε(Du0+
√
εuε
R
dεR)(0, x) = (Duεd
ε)(0, x) − (Du0d0)(0, x) −
√
ε(uεR · ∇d0)(0, x)
−ε∂tDεI(0, x) − ε(u0 · ∇DεI)(0, x) −
√
ε
3
(uεR · ∇DεI)(0, x) .
(1.24)
Recalling that the initial conditions of the original system (1.1) and the limit system (1.10)
satisfy
uε(0, x) = u0(0, x) = u
in(x) , dε(0, x) = d0(0, x) = d
in(x) , (Duεd
ε)(0, x) = d˜in(x) (1.25)
and the initial data of the initial layer dI in (1.16) is imposed on
ε∂tD
ε
I(0, x) = ∂τdI(0, x) = D
in(x) , (1.26)
where Din(x) is the disparity defined in (1.14), we derive from the initial relations (1.24) that
the initial data of the remainder system (1.20) should be
uεR(0, x) = 0 ,
dεR(0, x) = −
√
εDεI(0, x) = −
√
εD˜inε (x) ,
(Du0+
√
εuε
R
dεR)(0, x) = −
√
ε(u0 · ∇DεI)(0, x) = −
√
ε(uin · ∇D˜inε )(x) ,
(1.27)
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where the vector field D˜inε (x) is defined as
D˜inε (x) = 2
(
λ1 −
√
λ21 + 4ε∆
)−1
Din(x) . (1.28)
We emphasize that for any fixed s ≥ 0, the norm bound
‖D˜inε ‖2Hs ≤ 4λ21 ‖D
in‖2Hs (1.29)
holds uniformly in ε > 0, since the uniform lower bound
∣∣λ1 −√λ21 − 4ε|k|2∣∣ ≥ −λ1 > 0 for
all k ∈ Z3 reduces to
‖D˜inε ‖2Hs =
∑
k∈Z3
(1 + |k|2)s 4∣∣λ1−√λ21−4ε|k|2∣∣2
∣∣ˆ
T3
Din(x)e−ix·kdx
∣∣2
≤ 4
λ21
∑
k∈Z3
(1 + |k|2)s∣∣ ˆ
T3
Din(x)e−ix·kdx
∣∣2 = 4
λ21
‖Din‖2Hs .
(1.30)
Here the Hs-norm will be defined in the later.
Well-prepared initial data. As mentioned before, one of our goal in this paper is to deal
with the disparity Din(x) given in (1.14) resulted from the initial conditions (1.8). Besides
introducing a so-called initial layer in time to overcome this disparity, we can also impose
the original system (1.1) on the so-called well-prepared initial data. To be more precise, we
can skilfully select the initial values (1.8) of the system (1.1) such that the disparity Din(x)
vanishes, hence
d˜in(x) = (Du0d0)(0, x) = −(Bindin)(x)− 1λ1 (∆d
in + γin0 d
in + λ2A
indin)(x) . (1.31)
Actually, if the disparity Din(x) = 0, the initial layer εDεI(t, x) defined in (1.18) will auto-
matically be zero. Consequently, we shall take ansatz that the system (1.1) imposed on the
well-prepared initial data (1.8)-(1.31) has a solution (uε,dε) with the form{
uε(t, x) = u0(t, x) +
√
εuεR(t, x) ,
dε(t, x) = d0(t, x) +
√
εdεR(t, x) .
(1.32)
By substituting the ansatz (1.32) into the original hyperbolic type system (1.1), one easily
derives that the remainder (uεR,d
ε
R) subjects to the system with the similar structure of (1.20),
just removing the terms
√
ε∂t(u
ε
R · ∇DεI), εdivQu(DI) and Qd(DI) appearing in the system
(1.20). More precisely, the remainder (uεR,d
ε
R) in (1.32) satisfies
∂tu
ε
R − 12µ4∆uεR +∇pεR = µ1div
[
(AεR : d0 ⊗ d0)d0 ⊗ d0
]
+Ku + div(Cu + Tu +
√
εRu) ,
divuεR = 0 ,
D2
u0+
√
εuε
R
dεR +
−λ1
ε
Du0+
√
εuε
R
dεR − 1ε∆dεR + ∂t(uεR · ∇d0)
= 1
ε
Cd + 1εS1d + 1√εS2d +Rd
(1.33)
with the constraint
2d0 · dεR +
√
ε|dεR|2 = 0 , (1.34)
where the tensor term Cu and the vector term Cd are defined in (1.22) and (1.23) respectively,
and the accurate expressions of the tedious terms Tu, Ku, S1d , S2d, Rd and Ru are all given
in Appendix A. Furthermore, based on the initial relations (1.24), we know that the initial
conditions of the remainder system (1.33) should be imposed on
uεR(0, x) = 0 , d
ε
R(0, x) = 0 , (Du0+
√
εuε
R
dεR)(0, x) = 0 . (1.35)
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1.2. Main results. To state our main results, we collect here the notations we will use
throughout this paper. We denote by A ∼ B if there are two constants C1, C2 > 0, indepen-
dent of ε > 0, such that C1A ≤ B ≤ C2A. For convenience, we also denote by
Lp = Lp(T3)
for all p ∈ [1,∞], which endows with the norm ‖f‖Lp =
(´
T3
|f(x)|pdx) 1p for p ∈ [1,∞) and
‖f‖L∞ = ess sup
x∈T3
|f(x)|. For p = 2, we use the notation 〈· , ·〉 to represent the inner product
on the Hilbert space L2.
For any multi-index m = (m1,m2,m3) in N
3, we denote the mth partial derivative by
∂m = ∂m1x1 ∂
m2
x2
∂m3x3 .
If each component of m ∈ N3 is not greater than that of m˜’s, we denote by m ≤ m˜. The
symbol m < m˜ means m ≤ m˜ and |m| < |m˜|, where |m| = m1 + m2 +m3. We define the
Sobolev space HN = HN (T3) by the norm
‖f‖HN =
( ∑
|m|≤N
‖∂mf‖2L2
) 1
2
<∞ ,
or the equivalent norm
‖f‖HN =
( ∑
k∈Z3
(1 + |k|2)s|f̂(k)|2
) 1
2
< +∞ , (1.36)
where the symbol f̂(k) is the Fourier transform of f(x) on x ∈ T3, hence,
f̂(k) =
ˆ
T3
f(x)eix·kdx
fro all k ∈ Z3. For any integer N ≥ 2, we define a number S
N
∈ N as
S
N
= min{k ∈ N; 2k ≥ N + 2} . (1.37)
Actually, if N is even, S
N
= 12N + 1 and if N is odd, SN =
1
2(N + 3).
Now we state our main theorem:
Theorem 1.1. Let N ≥ 2 be an integer and (uin(x),din(x), d˜in(x)) ∈ R3×S2×R3 satisfy the
compatibility conditions (1.9) and uin , d˜in ,∇din ∈ H2SN . If the Leslie’s coefficients satisfy
µ4 > 0 , λ1 < 0 , µ1 ≥ 0 , µ5 + µ6 + λ
2
2
λ1
≥ 0 (1.38)
and there exist small ε0, ξ0 ∈ (0, 1], depending on the Leslie’s coefficients and N , such that
Ein
∆
= ‖uin‖2
H
2S
N
+ ‖d˜in‖2
H
2S
N
+ ‖∇din‖2
H
2S
N
≤ ξ0 (1.39)
for all ε ∈ (0, ε0], then the system (1.1) with the initial conditions (1.8) admits a unique
solution (uε,dε) satisfying
uε,∇dε,Duεdε ∈ L∞(R+;HN ) , ∇uε ∈ L2(R+;HN ) . (1.40)
Moreover, the solution (uε,dε) is of the form{
uε(t, x) = u0(t, x) +
√
εuεR(t, x) ,
dε(t, x) = d0(t, x) + εD
ε
I(t, x) +
√
εdεR(t, x) ,
(1.41)
where (u0,d0) is the solution to the incompressible parabolic Ericksen-Leslie’s liquid crystal
model (1.10) with the initial data (1.13), the initial layer εDεI(t, x) is defined in (1.18), and
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(uεR,d
ε
R) obeys the remainder system (1.20) with the initial condition (1.27). Furthermore,
(uεR,d
ε
R) satisfies the uniform energy bound(
1
ε
‖uεR‖2HN + ‖Du0+√εuεRd
ε
R‖2HN + 1ε‖dεR‖2HN+1
)
(t) + 1
ε
ˆ t
0
‖∇uεR‖2HN (τ)dτ ≤ Cξ0 (1.42)
for all t ≥ 0, ε ∈ (0, ε0] and for some constant C > 0, independent of ε and t.
Remark 1.1. The small number ξ0 is firstly smaller than βS
N
,0 mentioned in Proposition 3.1
proved by Wang-Zhang-Zhang in [21], so that the limit system (1.10)-(1.13) admits a unique
global in time classical solution (u0,d0) under the constraint of small size ξ0 to the initial
data. Thus, the vectors u0 and d0 appeared in the remainder system (1.20) can be regarded as
the known coefficients.
Remark 1.2. Under the assumptions of Theorem 1.1, if the well-prepared initial data is
further assumed, i.e., (1.31) holds, then the hyperbolic Ericksen-Leslie’s liquid crystal system
(1.1)-(1.8) has a unique global classical solution (uε,dε) with the form{
uε(t, x) = u0(t, x) +
√
εuεR(t, x) ,
dε(t, x) = d0(t, x) +
√
εdεR(t, x) ,
(1.43)
and the other conclusions are the same as stated in Theorem 1.1.
Remark 1.3. The uniform bound (1.42) implies that
‖Du0+√εuεRd
ε
R‖2L∞(R+;HN ) + 1ε‖dεR‖2L∞(R+;HN+1) ≤ Cξ0 , (1.44)
which shows us the convergence rate
√
ε on the orientation dε we obtain is optimal. This
optimality can be also seen in Remark 1.1 of Jiang-Luo-Tang-Zarnescu’s work [10]. We also
derive from the uniform bound (1.42) that
1
ε
‖uεR‖2L∞(R+;HN ) + 1ε‖∇uεR‖2L2(R+;HN ) ≤ Cξ0 . (1.45)
Let u˜εR =
1√
ε
uεR. Then the expansion of u
ε can be rewritten as uε(t, x) = u0(t, x) + εu˜
ε
R(t, x)
and the uniform bound ‖u˜εR‖2L∞(R+;HN )+ ‖∇u˜εR‖2L2(R+;HN ) ≤ Cξ0 holds, which means that the
convergence rate of the velocity uε is ε.
1.3. Ideals and novelties. Generally speaking, there are three aspects of the disparity be-
tween the original system and the limit equations on the limit problem. First, the form of
the limit equations is obviously different from that of the original system. Second, the initial
conditions of original system and limit equations are not the same type, which will result to
the initial layers. Finally, the boundary conditions will also lead to the disparity, which can
be covered by the boundary layers.
In the current paper, we study the limit problem on T3 in the regime of classical solutions,
which does not involve the boundary conditions. It is a very difficult problem to derive the
energy bounds of (uε,dε) uniform in small ε > 0 to the original hyperbolic Ericksen-Leslie’s
liquid crystal model (1.1). So, we take the Hilbert expansion method to rigorously justify the
limit from hyperbolic Ericksen-Leslie’s liquid crystal model to the parabolic case, in which
the remainder term (uεR,d
ε
R) is utilized to deal with the difference between the forms of two
systems. Because the dε-equation in (1.1) is a wave type equation and the corresponding
limit d0-equation in (1.10) is a parabolic type equation, the d
ε-equation of original system
need impose on two initial conditions but the d0-equation of limit system only need impose
on one initial data. One of the methods to overcome this disparity is to introduce an initial
layer εDεI(t, x) (defined in (1.18)), so that the disparity D
in(x) is absorbed, for details see the
analysis before. Thus we give the formal expansion (1.19), namely
uε(t, x) = u0(t, x) +
√
εuεR(t, x) , d
ε(t, x) = d0(t, x) + εD
ε
I(t, x) +
√
εdεR(t, x) .
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Another method to overcome the disparity of the initial conditions is to give the well-prepared
initial data such that Din(x) = 0, which immediately implies that the initial layer DεI(t, x)
vanishes. In this case, the expansion form will be (1.32), hence
uε(t, x) = u0(t, x) +
√
εuεR(t, x) , d
ε(t, x) = d0(t, x) +
√
εdεR(t, x) .
The main goal of this work is to derive the global energy bound of the remainder (uεR,d
ε
R)
uniform in small ε > 0 under the small size of the initial data (uin,din, d˜in). Since the
initial layer DεI(t, x) and its time derivative ∂tD
ε
I(t, x) are infinitely small as ε ≪ 1, we can
merely consider the remainder (uεR,d
ε
R) in the expansion (1.32) with respect to the case of
well-prepared initial data, which satisfying the system (1.33). The major structure of (1.33)
reads

∂tu
ε
R − 12µ4∆uεR +∇pεR − divCu = some other terms ,
divuεR = 0 ,
D2
u0+
√
εuε
R
dεR − λ1ε Du0+√εuεRd
ε
R − 1ε∆dεR + ∂t(uεR · ∇d0)− 1εCd = some other terms ,
(1.46)
where λ1 < 0. The key point in this work is how to control the term ∂t(u
ε
R · ∇d0) in the
energy estimates to the remainder system (1.33). We will design a energy functional, which
sensitively depends on the limit vector field (u0,d0), to deal with this term. More precisely,
we multiply by uεR and Du0+
√
εuε
R
dεR in the first and third equations of (1.46) respectively and
integrate by parts over x ∈ T3. Then, combining the cancellation (2.1) of the case m = 0 in
Lemma 2.1, hence
−〈divCu,uεR〉 −
〈
Cd,Du0+√εuεRd
ε
R
〉
=− λ1‖Du0+√εuεRd
ε
R + B
ε
Rd0 +
λ2
λ1
AεRd0‖L2
+λ1‖Du0+√εuεRd
ε
R‖2L2 + (µ5 + µ6 + λ
2
2
λ1
)‖AεRd0‖2L2 ,
we obtain the main part of the L2-energy equality
1
2
d
dt
(
1
ε
‖uεR‖2L2 + ‖Du0+√εuεRd
ε
R‖2L2 + 1ε‖∇dεR‖2L2︸ ︷︷ ︸
The energy
)
+
〈
∂t(u
ε
R · ∇d0),Du0+√εuεRd
ε
R
〉
+ 12εµ4‖∇uεR‖2L2 − λ1ε ‖Du0+√εuεRd
ε
R +B
ε
Rd0 +
λ2
λ1
AεRd0‖2L2 + 1ε (µ5 + µ6 +
λ22
λ1
)‖AεRd0‖L2︸ ︷︷ ︸
The energy dissipative rate
= · · · · · ·
(1.47)
Under the coefficient conditions (1.38), the energy dissipative rate is positive. If we regard
the term ∂t(u
ε
R · ∇d0) as a source term, the quantity
〈
∂t(u
ε
R · ∇d0),Du0+√εuεRd
ε
R
〉
should
be dominated by the energy and the energy dissipative rate defined in the above equality.
However, it is impossible, since the regularity of ∂t(u
ε
R · ∇d0) is equivalent to 12µ4∆uεR by
using the first uεR-equation of (1.46) and the highest order regularity of the energy dissipative
rate is ∇uεR. In order to overcome this difficulty, we try to design this quantity as a part of
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the energy. More precisely, we take the following important deformation〈
∂t(u
ε
R · ∇d0),Du0+√εuεRd
ε
R
〉
= ddt
〈
uεR · ∇d0,Du0+√εuεRd
ε
R
〉
−
〈
uεR · ∇d0, ∂tDu0+√εuεRd
ε
R
〉
= ddt
〈
uεR · ∇d0,Du0+√εuεRd
ε
R
〉
−
〈
uεR · ∇d0,D2u0+√εuεRd
ε
R
〉
+
〈
uεR · ∇d0, (u0 +
√
εuεR) · ∇Du0+√εuεRd
ε
R
〉
=12
d
dt
(‖uεR · ∇d0‖2L2 + 2〈uεR · ∇d0,Du0+√εuεRdεR〉 )
−
〈
(u0 +
√
εuεR) · ∇(uεR · ∇d0),Du0+√εuεRd
ε
R
〉
+ 1
ε
〈uεR · ∇d0, Cd〉︸ ︷︷ ︸
P1
−1
ε
〈∇(uεR · ∇d0),∇dεR〉+ λ1ε
〈
uεR · ∇d0,Du0+√εuεRd
ε
R
〉
︸ ︷︷ ︸
P1
+ · · · · · ·
(1.48)
where the last equality is derived from the dεR-equation of (1.46). Then, we obtain the relation
1
2
d
dt
(
1
ε
‖uεR‖2L2 + ‖Du0+√εuεRd
ε
R‖2L2 + 1ε‖∇dεR‖2L2 + ‖uεR · ∇d0‖2L2 + 2
〈
uεR · ∇d0,Du0+√εuεRd
ε
R
〉
︸ ︷︷ ︸
The new energy
)
+ 12εµ4‖∇uεR‖2L2 − λ1ε ‖Du0+√εuεRd
ε
R + B
ε
Rd0 +
λ2
λ1
AεRd0‖2L2 + 1ε (µ5 + µ6 +
λ22
λ1
)‖AεRd0‖L2︸ ︷︷ ︸
The energy dissipative rate
= P1 + P2 + · · · · · ·
(1.49)
where the quantities P1 and P2 can be controlled by the energy and energy dissipative rate.
Although the new energy is not positive for all ε > 0, it will be a definitely positive sign with
sufficiently small ε > 0 under the fixed coefficient ∇d0. Consequently, we have designed a
complicated energy functional, which sensitively depends on the solutions to the limit system,
to deal with the trouble quantity
〈
∂t(u
ε
R · ∇d0),Du0+√εuεRd
ε
R
〉
.
The advantage of the expansion (1.32) of the solutions (uε,dε) to the system (1.1) is such
that the remainder equations (1.33) of (uεR,d
ε
R) have weaker nonlinearities than the original
system (1.1), despite the system (1.33) is still nonlinear and singular (with singular terms of
the type 1
ε
). To be more precise, after utilizing the expansion (1.32), the nonlinearity and
singularity are separated. For instance, the term (−ε|Duεdε|2 + |∇dε|2 − λ2Aε : dε ⊗ dε)dε
in the original system (1.1) is replaced by either linear terms ( the unknown dε and uε are
superseded by the known u0 and d0 ) or a nonlinear term with the same form but with some
higher order power of ε in front. So, it will be easier to get the energy bound, uniform in
small ε > 0, of the remainder system (1.33)-(1.35).
1.4. Historical remarks. In this subsection, we review some history of the mathematical
analytic works on the liquid crystals, in particular Ericksen-Leslie’s system. The static ana-
logue of the parabolic Ericksen-Leslie’s system (1.10) is the so-called Oseen-Frank model,
whose mathematical study was initialed from Hardt-Kinderlehrer-Lin [5]. Since then there
have been many works in this direction. In particular, the existence and regularity or partial
regularity of the approximation (usually Ginzburg-Landau approximation as in [14]) dynam-
ical Ericksen-Leslie’s system was started by the work of Lin and Liu in [14], [15] and [16].
For the simplest system preserving the basic energy law which can be obtained by neglecting
the Leslie stress and by specifying some elastic constants, in 2-D case, the existence of global
weak solutions with at most a finite number of singular times were proved by Lin-Lin-Wang
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[13]. Recently, Lin and Wang proved global existence of weak solution for 3-D case with the
initial director field din(x) lying in the hemisphere in [19]. For the more general parabolic
Ericksen-Leslie’s system, local well-posedness is proved by Wang-Zhang-Zhang in [21], and in
[7] existence of global solutions and regularity in R2 was established by Huang-Lin-Wang. For
more complete review of the works for the parabolic Ericksen-Leslie’s system, please see the
reference listed above.
For the hyperbolic Ericksen-Leslie’s system (1.1), much less is known. For the most sim-
plified model, i.e. taking the bulk velocity field u = 0, neglecting the Leslie’s coefficients,
and the spatial dimension is 1, the system (1.1) can be reduced to a so-called nonlinear
variational wave equation which is already highly nontrivial. Zhang and Zheng studied sys-
tematically the dissipative and energy conservative solutions in series work starting from late
90’s ([23, 24, 22]).
Recently, there started some works on the original hyperbolic Ericksen-Leslie’s system
(1.1) for multi-dimentional case. the authors of the current paper studied in [8] the well-
posedness in the context of classical solutions of (1.1). More precisely, in [8] under some
natural constraints on the Leslie coefficients which ensure the basic energy law is dissipative,
it was proved the local-in-time existence and uniqueness of the classical solution to the system
(1.1) with finite initial energy. Furthermore, with an additional assumption on the coefficients
which provides a damping effect, i.e. λ1 < 0, and the smallness of the initial energy, the unique
global classical solution was established. Here we remark that the assumption λ1 < 0 plays a
crucial role in the global-in-time well-posedness. Later, Cai-Wang [1] made progress for the
simplied Ericksen-Leslie system, namely, the case with µi = 0, i = 1 , · · · , 6, i 6= 4 in (1.3).
They proved the global regularity of (1.1) near the constant equilibrium by employing the
vector field method. More recently, in [6], the authors of the current papers with Huang and
Zhao, considered the more general case: still µ2 = µ3 = 0, but 0 6= µ5 = µ6 > −µ4, and
0 6= µ1 > −2(µ4 + µ5), and proved results similar to [1].
Regarding to the inertia limit, i.e. ε→ 0, for a given bulk velocity and well-prepared initial
data, together with Tang, we justified this limit in [9]. For the case without the bulk velocity
and general initial data, by constructing an initial layer, we with Tang and Zarnescu, justified
this limit in [10]. In this sense, the current paper, proved this inertia limit for the much more
general case with bulk velocity field, under the assumption λ1 < 0. The case λ1 = λ2 = 0 will
be analytically more subtle, for which the limiting system is the harmonic map to S2, and
furthermore, the initial layer will be a wave equation which preserve the energy. This work is
under preparation, together with Huang and Zhao.
The organization of this paper is as follows: in the next section, we first derive the canceled
relations between Cu and Cd contained in the remainder system of (uεR,dεR), which will play
an essential role in estimating the energy of the remainder (uεR,d
ε
R). Then we shown that the
constraints (1.21) and (1.34) will hold at any time provided they initially hold, see Lemma
2.2. In Section 3, we estimate the uniform energy bound on small ε > 0 of the remainder
system of (uεR,d
ε
R). Then, based on the uniform energy estimates in the previous section,
Theorem 1.1 of the current paper is proved in Section 4. Finally, we accurately present the
all tedious term of the remainder system (1.20) (also (1.33)) in Appendix A.
2. Some basic cancellations and constraints
In this section, we will first derive some basic cancellations on the remainder equations
(1.20) (or (1.33)), which will play an essential role in deriving the global in time energy
estimates uniformly in ε > 0 to the remainder system (1.20) (or (1.33)) with small initial
data. We then prove that the constraints (1.21) or (1.34), which come from the geometric
constraint |dε| = 1 in the original system (1.1), will hold for all time t ≥ 0 provided they
initially hold.
First, we will give the following lemma, which displays the cancellations between the terms
Cu and Cd.
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Lemma 2.1. Under the relations (1.7), for all multi-indexes m ∈ N3, one has
〈div∂mCu, ∂muεR〉+
〈
∂mCd, ∂mDu0+√εuεRd
ε
R
〉
=λ1
∥∥∥∂mDu0+√εuεRdεR + (∂mBεR)d0 + λ2λ1 (∂mAεR)d0∥∥∥2L2 − λ1 ∥∥∥∂mDu0+√εuεRdεR∥∥∥2L2
− (µ5 + µ6 + λ
2
2
λ1
) ‖(∂mAεR)d0‖2L2 + Gm ,
(2.1)
where the quantity Gm is defined as follows: if m = 0,
Gm = 0 , (2.2)
and if m 6= 0,
Gm =
∑
m′<m
Cm
′
m
[ 〈
λ1(∂
m′BεR)∂
m−m′d0 + λ2(∂m
′
AεR)∂
m−m′d0, ∂mDu0+
√
εuε
R
dεR
〉
−
〈
µ2∂
m−m′(d0,jd0,k)∂m
′
BεR,ki + µ3∂
m−m′(d0,id0,k)∂m
′
BεR,kj , ∂
m∂ju
ε
R,i
〉
−
〈
µ5∂
m−m′(d0,jd0,k)∂m
′
AεR,ki + µ6∂
m−m′(d0,id0,k)∂m
′
AεR,kj , ∂
m∂ju
ε
R,i
〉
−
〈
µ2∂
m−m′d0,j∂m
′
(Du0+
√
εuε
R
dεR)i + µ3∂
m−m′d0,i∂m
′
(Du0+
√
εuε
R
dεR)j , ∂
m∂ju
ε
R,i
〉 ]
.
(2.3)
Proof of Lemma 2.1. Recalling the definition of Cu in (1.22), one deduces
〈div∂mCu, ∂muεR〉 =
〈
∂j∂
m(µ2d0,jB
ε
R,kid0,k + µ3d0,iB
ε
R,kjd0,k), ∂
muεR,i
〉︸ ︷︷ ︸
U1
+
〈
∂j∂
m(µ5d0,jd0,kA
ε
R,ki + µ6d0,id0,kA
ε
R,kj), ∂
muεR,i
〉︸ ︷︷ ︸
U2
+
〈
∂j∂
m
[
µ2d0,j(Du0+
√
εuε
R
dεR)i + µ3d0,i(Du0+
√
εuε
R
dεR)j
]
, ∂muεR,i
〉
︸ ︷︷ ︸
U3
.
(2.4)
Then we will directly calculate the terms U1, U2 and U3 for the case m 6= 0. The case m = 0
can be similarly justified. For the term U1, we derive from the integration by parts over x ∈ T3
that
U1 = −
〈
µ2d0,j∂
mBεR,kid0,k + µ3d0,i∂
mBεR,kjd0,k, ∂
m∂ju
ε
R,i
〉︸ ︷︷ ︸
U11
−
∑
m′<m
Cm
′
m
〈
µ2∂
m−m′(d0,jd0,k)∂m
′
BεR,ki + µ3∂
m−m′(d0,id0,k)∂m
′
BεR,kj, ∂
m∂ju
ε
R,i
〉
︸ ︷︷ ︸
U12
. (2.5)
Since λ1 = µ2 − µ3, λ2 = µ5 − µ6 and µ6 − µ5 = µ2 + µ3, we have
U11 =−
〈
(µ2 − µ3)d0,j(∂mBεR,ki)d0,k
+ µ3(d0,j(∂
mBεR,ki)d0,k + d0,i(∂
mBεR,kj)d0,k), ∂
mAεR,ij + ∂
mBεR,ij
〉
=− λ1
〈
d0,j(∂
mBεR,ki)d0,k, ∂
mAεR,ij + ∂
mBεR,ij
〉
− µ3
〈
d0,j(∂
mBεR,ki)d0,k + d0,i(∂
mBεR,kj)d0,k, ∂
mAεR,ij
〉
=λ1‖(∂mBεR)d0‖2L2 − (λ1 + 2µ3)
〈
(∂mBεR,ki)d0,k, (∂
mAεR,ij)d0,j
〉
=λ1‖(∂mBεR)d0‖2L2 + λ2 〈(∂mBεR)d0, (∂mAεR)d0〉 ,
(2.6)
where we make use of the relation BεR,ij = −BεR,ji.
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For the term U2, integrating by parts over x ∈ T3 implies
U2 = −
〈
µ5d0,jd0,k(∂
mAεR,ki) + µ6d0,id0,k(∂
mAεR,kj), ∂
m∂ju
ε
R,i
〉︸ ︷︷ ︸
U21
−
∑
m′<m
Cm
′
m
〈
µ5∂
m−m′(d0,jd0,k)∂m
′
AεR,ki + µ6∂
m−m′(d0,id0,k)∂m
′
AεR,kj, ∂
m∂ju
ε
R,i
〉
︸ ︷︷ ︸
U22
. (2.7)
By the similar calculations on U11, we compute the term U21
U21 =−
〈
(µ5 − µ6)d0,jd0,k(∂mAεR,ki)
+ µ6(d0,jd0,k(∂
mAεR,ki) + d0,id0,k(∂
mAεR,kj)), ∂
mAεij + ∂
mBεij
〉
=− λ2‖(∂mAεR)d0‖2L2 + λ2 〈(∂mAεR)d0, (∂mBεR)d0〉 − 2µ6‖(∂mAεR)d0‖2L2
=− (µ5 + µ6)‖(∂mAεR)d0‖2L2 + λ2 〈(∂mAεR)d0, (∂mBεR)d0〉 .
(2.8)
For the term U3, we deduce from integrating by parts over x ∈ T3 that
U3 = −
〈
µ2d0,j∂
m(Du0+
√
εuε
R
dεR)i + µ3d0,i∂
m(Du0+
√
εuε
R
dεR)j , ∂
m∂ju
ε
R,i
〉
︸ ︷︷ ︸
U31
−
∑
m′<m
Cm
′
m
〈
µ2∂
m−m′d0,j∂m
′
(Du0+
√
εuε
R
dεR)i + µ3∂
m−m′d0,i∂m
′
(Du0+
√
εuε
R
dεR)j , ∂
m∂ju
ε
R,i
〉
︸ ︷︷ ︸
U32
.
(2.9)
It is easily yielded that by the analogous arguments in computations of U11 or U21
U31 =−
〈
(µ2 − µ3)d0,j∂m(Du0+√εuεRd
ε
R)i
+ µ3(d0,j∂
m(Du0+
√
εuε
R
dεR)i + d0,i∂
m(Du0+
√
εuε
R
dεR)j), ∂
mAεR,ij + ∂
mBεR,ij
〉
=− λ1
〈
∂mDu0+
√
εuε
R
dεR, (∂
mAεR)d0
〉
− 2µ3
〈
∂mDu0+
√
εuε
R
dεR, (∂
mAεR)d0
〉
+ λ1
〈
∂mDu0+
√
εuε
R
dεR, (∂
mBεR)d0
〉
=λ1
〈
∂mDu0+
√
εuε
R
dεR, (∂
mBεR)d0
〉
+ λ2
〈
∂mDu0+
√
εuε
R
dεR, (∂
mAεR)d0
〉
.
(2.10)
We thereby obtain
〈div∂mCu, ∂muεR〉 =λ1‖(∂mBεR)d0‖2L2 + λ2
〈
∂mDu0+
√
εuε
R
dεR + 2(∂
mBεR)d0, (∂
mAεR)d0
〉
− (µ5 + µ6)‖(∂mAεR)d0‖2L2 + λ1
〈
∂mDu0+
√
εuε
R
dεR, (∂
mBεR)d0
〉
+ U12 + U22 + U32 .
(2.11)
We finally compute the quantity
〈
∂mCd, ∂mDu0+√εuεRd
ε
R
〉
. Recalling the definition of Cd in
(1.23), we deduce〈
∂mCd, ∂mDu0+√εuεRd
ε
R
〉
=λ1
〈
(∂mBεR)d0, ∂
mDu0+
√
εuε
R
dεR
〉
+ λ2
〈
(∂mAεR)d0, ∂
mDu0+
√
εuε
R
dεR
〉
+
∑
m′<m
Cm
′
m
〈
λ1(∂
m′BεR)∂
m−m′d0 + λ2(∂m
′
AεR)∂
m−m′d0, ∂mDu0+
√
εuε
R
dεR
〉
︸ ︷︷ ︸
U4
.
(2.12)
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Adding the equality (2.11) to (2.12) tells us
〈div∂mCu, ∂muεR〉+
〈
∂mCd, ∂mDu0+√εuεRd
ε
R
〉
=λ1‖(∂mBεR)d0‖2L2 + 2λ2
〈
∂mDu0+
√
εuε
R
dεR + (∂
mBεR)d0, (∂
mAεR)d0
〉
− (µ5 + µ6)‖(∂mAεR)d0‖2L2 + 2λ1
〈
∂mDu0+
√
εuε
R
dεR, (∂
mBεR)d0
〉
+ U12 + U22 + U32 + U4
=λ1
∥∥∥∂mDu0+√εuεRdεR + (∂mBεR)d0 + λ2λ1 (∂mAεR)d0∥∥∥2L2 − λ1 ∥∥∥∂mDu0+√εuεRdεR∥∥∥2L2
− (µ5 + µ6 + λ
2
2
λ1
) ‖(∂mAεR)d0‖2L2 ++U12 + U22 + U32 + U4 ,
(2.13)
and then the proof of Lemma 2.1 is completed. 
Then, inspired by Lemma 4.1 of [8], the work of the same two authors of this paper,
we derive the following lemma to show how the constraints (1.21) or (1.34) hold under the
corresponding initial constraints.
Lemma 2.2. Assume (u0,d0) and (u
ε
R,d
ε
R) are two sufficiently smooth solutions to the limit
system (1.10)-(1.13) and the remainder system (1.20)-(1.27), respectively. Let DεI(t, x) is the
initial layer defined in (1.18). If the initial constraint
2(d0 · (dεR +
√
εDεI))(0, x) +
√
ε|dεR +
√
εDεI |2(0, x) = 0 (2.14)
holds, then the constraint (1.21), i.e.,
2d0 · (dεR +
√
εDεI) +
√
ε|dεR +
√
εDεI |2 = 0 (2.15)
holds for all t ≥ 0.
Remark 2.1. For the remainder system (1.33)-(1.35) corresponding to the well-prepared ini-
tial data, the initial layer DεI(t, x) ≡ 0. If the initial constraint 2(d0·dεR)(0, x)+
√
ε|dεR|2(0, x) =
0 holds, then the constraint (1.34), hence 2d0 · dεR +
√
ε|dεR|2 = 0 still holds for all t ≥ 0.
Before proving Lemma 2.2, for convenience to readers, we list Lemma 4.1 in [8] as follows:
Lemma 2.3 (Lemma 4.1 in [8]). Assume (uε,dε) is a sufficiently smooth solution to the system
(1.1)-(1.8). If the constraint |dε| = 1 is further assumed, then the Lagrangian multiplier γε is
(1.2), i.e.,
γ
ε = −ε|Duεdε|2 + |∇dε|2 − λ2Aε : dε ⊗ dε .
Conversely, if we give the form of γε as (1.2) and dε satisfies the initial compatibility |dε|∣∣
t=0
=
1 and (dε ·Duεdε)|t=0 = 0, then |dε| = 1 holds at any time.
Proof of Lemma 2.2. According to the formal analysis given in Section Introduction, we know
that {
uε(t, x) = u0(t, x) +
√
εuεR(t, x) ,
dε(t, x) = d0(t, x) + εD
ε
I(t, x) +
√
εdεR(t, x)
(2.16)
subject to the equations of (1.1) but without the geometric constraint |dε| = 1. Via the initial
relations (1.24), one easily derives from (2.14) and the compatibilities (1.9) that
|dε|(0, x) = 1 , (dε · Duεdε)(0, x) = 0 . (2.17)
Therefore, Lemma 2.3 implies that |dε| = 1 holds for all t ≥ 0. Noticing that |d0(t, x)| ≡ 1,
we easily derive from the expression of dε(t, x) and the geometric constraint dε(t, x) ∈ S2 that
the constraint (1.21) holds for all t ≥ 0. Then the proof of Lemma 2.2 is finished. 
The same arguments in justifying Lemma 2.2 will also imply the conclusions of Remark
2.1, just letting DεI(t, x) ≡ 0.
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3. A priori uniform energy estimates for the remainder system
In this section, we will derive the a priori uniform (in small ε > 0) energy estimates for
the remainder systems (1.20) or (1.33) globally in times. Notice that there two differences
between the equations (1.20) and (1.33):
1) the system (1.20) involves the terms
√
ε∂t(u
ε
R · ∇DεI), εdivQu(DI) and Qd(DI);
2) The initial conditions of (1.20) are nontrivial (see (1.27)) but that of (1.33) are all
imposed on zero (see (1.35)).
However, the initial data (1.27) of (1.20) are infinitely small quantities and the initial
layer DεI(t, x) defined in (1.18) is also infinitely small as ε ≪ 1. The terms εdivQu(DI) and
Qd(DI) involved in (1.20)-(1.27) will not result to any more difficulty in the energy estimates
comparing to the energy estimates of the system (1.33)-(1.35). For term
√
ε∂t(u
ε
R · ∇DεI), it
will be dealt with the same way as the term ∂t(u
ε
R · ∇d0), the details of which will be given
later. To avoid the tedious calculations in controlling the tedious terms εdivQu and Qd, we
only derive the a priori estimates of the remainder system (1.33) with the initial conditions
(1.35), for simplicity. Actually, its calculations remain very annoying and complicated.
Next, we aim at deriving the a priori estimates of the remainder equations (1.33) with the
initial data (1.35). The key points are:
• TheHN -norm of term ∂t(uεR ·∇d0) in the dεR-equation of (1.33) has the same regularity
as the HN -norm of ∆uεR and the energy dissipative rate will only supply a regularity
of ‖∇uεR‖2HN , so that we can not crudely view it as a source term to be controlled
in the right-hand side of the energy inequality. To overcome this, we deal with this
term as an energy term, just like ∂tu
ε
R or ∂tDu0+
√
εuε
R
dεR. Consequently, the energy
functional of the remainder system (1.33) is depended on the vector field d0, which is
a solution to the limit equations (1.10).
• The relations (2.1) is essential to deal the the terms Cu and Cd, which are all linearly
dependent on the uεR and d
ε
R and with the coefficient d0. We derive some useful
dissipative structures from these two terms. So, we will derive an energy dissipative
rate of the remainder system depending also on d0.
Before deriving the a priori uniform energy estimates on the remainder system (1.33),
we state the global existence, which has been proved by Wang-Zhang-Zhang in [21], to the
incompressible parabolic Ericksen-Leslie’s liquid crystal model (1.10) with small initial data
(1.13). For convenience to readers, we restate this result here. We first define the following
energy functionals Es,0 and Ds,0 for any integer s ≥ 2 (see Section 5 of [21]):
Es,0(t) = ‖∇d0‖2L2 + ‖∇∆sd0‖2L2 + ‖u0‖2L2 + ‖∆su0‖2L2 ,
Ds,0(t) =
1
−λ1‖∆d0‖
2
L2 +
1
−λ1‖∆
s+1d0‖2L2 + 12µ4‖∇u0‖2L2 + 12µ4‖∇∆su0‖2L2 .
(3.1)
By interpolation, one easily know that
Es,0(t) ∼ ‖u0‖2H2s + ‖∇d0‖2H2s ,
Ds,0(t) ∼ ‖∇u0‖2H2s + ‖∆d0‖2H2s .
(3.2)
Then, the following result holds:
Proposition 3.1 (Wang-Zhang-Zhang in [21]). Let s ≥ 2 be an integer. Assume that the
Leslie coefficients satisfy (1.7) and (1.38), and the initial data ∇din ∈ H2s, uin ∈ H2s. Then
if there exists a βs,0 > 0 such that
‖∇din‖2H2s + ‖uin‖2H2s ≤ βs,0 ,
the incompressible parabolic Ericksen-Leslie’s liquid crystal model (1.10) with initial conditions
(1.13) admits a unique global classical solution
u0,∇d0 ∈ C(R+;H2s) , ∇u0 ∈ L2(R+;H2s)
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satisfying the uniform bound
‖u0‖2H2s + ‖∇d0‖2H2s ≤ c−10 Es,0 ≤ c−10 C0βs,0 (3.3)
holds for all t ≥ 0. Moreover, the following energy inequality holds:
d
dtEs,0 + Ds,0 ≤ 0 , ∀t ≥ 0 . (3.4)
We now introduce the following energy functional EN,ε(t)
EN,ε(t) =
1
ε
‖uεR‖2HN + (1− δ)‖Du0+√εuεRd
ε
R‖2HN + 1ε‖∇dεR‖2HN
+ (−δλ1
ε
− 54δ)‖dεR‖2HN + ‖uεR · ∇d0 + δ2dεR‖2HN
+ δ‖Du0+√εuεRd
ε
R + d
ε
R‖2HN + 2
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉 (3.5)
and the energy dissipative rate DN,ε(t)
DN,ε(t) =
3µ4
8ε ‖∇uεR‖2HN + δ2ε‖∇dεR‖2HN − δ‖Du0+√εuεRd
ε
R‖2HN
+ µ1
ε
∑
|m|≤N
‖(∂mAεR) : d0 ⊗ d0‖2L2 + 1ε (µ5 + µ6 +
λ22
λ1
)
∑
|m|≤N
‖(∂mAεR)d0‖2L2
+ −λ1
ε
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2 ,
(3.6)
where δ ∈ (0, 12 ] is a fixed constant, depending only on λ1, λ2 and N .
One notices that the energy EN,ε(t) and the energy dissipative rate DN,ε(t) may not be
nonnegative, since there is an indefinitely signed term
∑
|m|≤N
〈
∂muεR · ∇d0, ∂mDu0+√εuεRd
ε
R
〉
appearing in EN,ε(t) and the functional DN,ε(t) includes a negative term −δ‖Du0+√εuεRd
ε
R‖2HN .
However, if the inertia constant ε > 0 is sufficiently small, the functionals EN,ε(t) and DN,ε(t)
will be both nonnegative. More precisely, we derive the following lemma.
Lemma 3.1. If the integer N ≥ 2 and the Leslie’s coefficients satisfy relations (1.7) and
(1.38), then there is a small ε0 > 0, depending only on N , βS
N
,0, and the all Leslie’s coeffi-
cients, such that the energy EN,ε(t) and the energy dissipative rate DN,ε(t) are both nonnegative
for any ε ∈ (0, ε0). Moreover, for all ε ∈ (0, ε0), we have
EN,ε(t) ∼
1
ε
‖uεR‖2HN + ‖Du0+√εuεRd
ε
R‖2HN + 1ε‖∇dεR‖2HN + 1ε‖dεR‖2HN , (3.7)
and
DN,ε(t) ∼
1
ε
‖∇uεR‖2HN + 1ε‖∇dεR‖2HN + ‖Du0+√εuεRd
ε
R‖2HN
+ 1
ε
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 + (∂
mAεR)d0‖2L2 . (3.8)
Here the small positive constant βS
N
,0 is given in Proposition 3.1.
Proof of Lemma 3.1. We now find a constant ε0 > 0 such that
EN,ε ≥ 0 , and DN,ε(t) ≥ 0 (3.9)
for all ε ∈ (0, ε0). First, we require the coefficient −δλ1ε − 54δ in EN,ε(t) satisfies
−δλ1
ε
− 54δ ≥ −δλ12ε > 0 ,
which means
0 < ε ≤ −2λ15 . (3.10)
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Noticing that 0 < δ ≤ 12 , we have
‖Du0+√εuεRd
ε
R‖2HN − δ‖Du0+√εuεRd
ε
R‖2H˙N
≥12‖Du0+√εuεRd
ε
R‖2HN + (12 − δ)‖Du0+√εuεRd
ε
R‖2H˙N + 12‖Du0+√εuεRd
ε
R‖2L2
≥12‖Du0+√εuεRd
ε
R‖2HN ≥ 0 .
(3.11)
Then by utilizing the Ho¨lder inequality, the Sobolev embedding theory, the Young’s inequality
and the bound (3.3) in Proposition 3.1, we estimate∣∣∣ ∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉 ∣∣∣
≤‖uεR · ∇d0‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C‖∇d0‖L∞(R+;HN )‖uεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C‖∇d0‖2L∞(R+;HN )‖uεR‖2HN + 14‖Du0+√εuεRd
ε
R‖2HN
≤CβS
N
,0‖uεR‖2HN + 14‖Du0+√εuεRd
ε
R‖2HN
(3.12)
for some constant C = C(N) > 0. Consequently, we deduce
1
ε
‖uεR‖2HN + 12‖Du0+√εuεRd
ε
R‖2HN +
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
≥(1
ε
− CβS
N
,0
)‖uεR‖2HN + 14‖Du0+√εuεRdεR‖2HN .
(3.13)
If we require 1
ε
− CβS
N
,0 ≥ 12ε , hence 0 < ε ≤ 12CβS
N
,0
, then
1
ε
‖uεR‖2HN + 12‖Du0+√εuεRd
ε
R‖2HN +
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
≥ 12ε‖uεR‖2HN + 14‖Du0+√εuεRd
ε
R‖2HN ≥ 0 .
(3.14)
As a result, if 0 < ε ≤ min{−2λ15 , 12CβS
N
,0
}
, we have EN,ε(t) ≥ 0.
Next we consider the energy dissipative rate DN,ε(t). One observes that there is only a
negative term −δ‖Du0+√εuεRd
ε
R‖2HN in DN,ε(t) under assumption (1.38). Via the following
elementary estimates
‖Du0+√εuεRd
ε
R‖2HN ≤2
∑
|m|≤N
(
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2
+ 2‖(∂mBεR)d0 + λ2λ1 (∂
mAεR)d0‖2L2
)
≤2
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2
+ 4(1 +
λ22
λ21
)‖∇uεR‖2HN ,
(3.15)
we know
3µ4
8ε ‖∇uεR‖2HN − 2δ‖Du0+√εuεRd
ε
R‖2HN
+ −λ1
ε
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mAεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2
≥(3µ48ε − 8δ − 8δλ22λ21 )‖∇uεR‖2HN
+
(−λ1
ε
− 4δ) ∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mAεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2 .
(3.16)
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If we require 3µ48ε −8δ−
8δλ22
λ21
≥ µ44ε and −λ1ε −4δ ≥ −λ12ε , namely, 0 < ε ≤ min
{−λ1
8δ ,
µ4λ
2
1
64δ(λ21+λ
2
2)
}
,
then the quantity in the right-hand side of the inequality (3.16) has a lower bound
µ4
4ε ‖∇uεR‖2HN + −λ12ε
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mAεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2 ≥ 0 .
In summary, we can take ε0 = min
{
1, −2λ15 ,
−λ1
8δ ,
µ4λ
2
1
64δ(λ21+λ
2
2)
, 12CβS
N
,0
}
> 0, so that EN,ε(t) ≥ 0
and DN,ε(t) ≥ 0 hold for all ε ∈ (0, ε0]. Moreover, following the previous estimates, one can
easily derive the lower bounds of the inequalities (3.7) and (3.8), and the upper bounds are
obviously holds. Then the proof of Lemma 3.1 is finished. 
Next we derive the following key energy inequality, which will reduce to the uniform energy
bound under the assumption of small size of the initial data. More precisely, we will give the
following proposition.
Proposition 3.2. Let N ≥ 2 be an integer and assume that (uεR,dεR) is a sufficiently smooth
solution to the remainder system (1.20) on [0, T ]. Then there are constants C > 0 and θ0 ≫ 1,
depending only on the Leslie coefficients and βS
N
,0 given in Proposition 3.1, such that
d
dt
[
EN,ε(t) + θ0ES
N
,0(t)
]
+ DN,ε(t) +
θ0
2 DSN ,0
(t)
≤C[E 2N,ε(t) + E 12N,ε(t) + E 12S
N
,ε(t)
][
DN,ε(t) +
θ0
2 DSN ,0
(t)
] (3.17)
holds for all t ∈ [0, T ] and ε ∈ (0, ε0], where the small positive constant ε0 is mentioned in
Lemma 3.1, and the integer S
N
is defined in (1.37).
Proof of Proposition 3.2 . For all multi-indexes m ∈ N3 with |m| ≤ N (N ≥ 2), we take the
derivative operator ∂m on the first equation of the remainder system (1.20) and take L2-inner
product by multiplying ∂muεR and integrating by parts over x ∈ T3. We hence obtain
1
2
d
dt‖∂muεR‖2L2 + 12µ4‖∇∂muεR‖2L2 + µ1
∥∥∂mAεR : d0 ⊗ d0∥∥2L2
=− µ1
∑
06=m′≤m
Cm
′
m
∑
m′′≤m′
Cm
′′
m′
〈
(∂m−m
′
AεR : ∂
m′−m′′(d0 ⊗ d0))∂m′′ (d0 ⊗ d0),∇∂muεR
〉
+ 〈div∂mCu, ∂muεR〉+ 〈∂mKu, ∂muεR〉+
〈
∂mdiv(Tu +
√
εRu), ∂muεR
〉
,
(3.18)
where we make use of the divergence-free property of uεR, the relation ∇∂muεR = ∂mAεR+∂mBεR
and the skew-symmetry of ∂mBεR.
Acting the derivative operator ∂m on the third equation of (1.20), taking L2-inner product
by dot with ∂mDu0+
√
εuε
R
dεR and integrating by parts over x ∈ T3, we know
1
2
d
dt
(‖∂mDu0+√εuεRdεR‖2L2 + 1ε‖∇∂mdεR‖2L2)
+
〈
∂t∂
m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+ −λ1
ε
∥∥∂mDu0+√εuεRdεR∥∥2L2
=−
〈
∂m(
√
εuεR · ∇Du0+√εuεRd
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
− 1
ε
〈∇∂mdεR,∇∂m(√εuεR · ∇dεR)〉
+
〈
1
ε
∂mCd + 1ε∂mS1d + 1√ε∂mS2d + ∂mRd, ∂mDu0+√εuεRd
ε
R
〉
.
(3.19)
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Accounting for the cancellation (2.1) in Lemma 2.1, we add the 1
ε
times of (3.18) to (3.19),
and then deduce that for |m| ≤ N
1
2
d
dt
(
1
ε
‖∂muεR‖2L2 +
∥∥∂mDu0+√εuεRdεR∥∥2L2 + 1ε‖∇∂mdεR‖2L2)
+ µ42ε ‖∇∂muεR‖2L2 + µ1ε ‖∂mAεR : d0 ⊗ d0‖2L2 +
〈
∂t∂
m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+ −λ1
ε
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2 + 1ε (µ5 + µ6 +
λ22
λ1
)‖(∂mAεR)d0‖2L2
=− µ1
ε
∑
06=m′≤m
m′′≤m′
Cm
′
m C
m′′
m′
〈
(∂m−m
′
AεR : ∂
m′−m′′(d0 ⊗ d0))∂m′′(d0 ⊗ d0),∇∂muεR
〉
+ 1
ε
〈
∂mdiv(Tu +
√
εRu), ∂muεR
〉
+ 1
ε
〈∂mKu, ∂muεR〉
−
〈
∂m(
√
εuεR · ∇Du0+√εuεRd
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
− 1
ε
〈∇∂mdεR,∇∂m(√εuεR · ∇dεR)〉
+
〈
1
ε
∂mS1d + 1√ε∂mS2d + ∂mRd, ∂mDu0+√εuεRd
ε
R
〉
+ 1
ε
Gm .
(3.20)
We next deal with the term
〈
∂t∂
m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
. Straightforward calculation
reduces to〈
∂t∂
m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
= ddt
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
−
〈
∂m(uεR · ∇d0), ∂m∂tDu0+√εuεRd
ε
R
〉
= ddt
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+
〈√
εuεR · ∇∂mDu0+√εuεRd
ε
R, ∂
m(uεR · ∇d0)
〉
−
〈
∂m(uεR · ∇d0), ∂mD2u0+√εuεRd
ε
R
〉
.
(3.21)
Then, from utilizing the third dεR-equation of (1.20), we derive that
−
〈
∂m(uεR · ∇d0), ∂mD2u0+√εuεRd
ε
R
〉
=12
d
dt‖∂m(uεR · ∇d0)‖2L2 + −λ1ε
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+ 1
ε
〈∇∂mdεR,∇∂m(uεR · ∇d0)〉
−
〈
1
ε
∂mCd + 1ε∂mS1d + 1√ε∂mS2d + ∂mRd, ∂m(uεR · ∇d0)
〉
.
(3.22)
In summary, we obtain the key relation to deal with the term ∂t(u
ε
R · ∇d0) that〈
∂t∂
m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
=12
d
dt
(‖∂m(uεR · ∇d0)‖2L2 + 2〈∂m(uεR · ∇d0), ∂mDu0+√εuεRdεR〉)
−
〈√
ε∂mDu0+
√
εuε
R
dεR,u
ε
R · ∇∂m(uεR · ∇d0)
〉
+ −λ1
ε
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+ 1
ε
〈∇∂mdεR,∇∂m(uεR · ∇d0)〉
−
〈
1
ε
∂mCd + 1ε∂mS1d + 1√ε∂mS2d + ∂mRd, ∂m(uεR · ∇d0)
〉
.
(3.23)
Consequently, it is derived from the equalities (3.20), (3.23) and summing up for |m| ≤ N
that
1
2
d
dt
(
1
ε
‖uεR‖2HN +
∥∥Du0+√εuεRdεR∥∥2HN + 1ε‖∇dεR‖2HN
+ ‖uεR · ∇d0‖2HN + 2
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉)
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+ µ42ε ‖∇uεR‖2HN + −λ1ε
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖2L2
+ µ1
ε
∑
|m|≤N
‖∂mAεR : d0 ⊗ d0‖2L2 + 1ε (µ5 + µ6 +
λ22
λ1
)
∑
|m|≤N
‖(∂mAεR)d0‖2L2
=− µ1
ε
∑
|m|≤N
∑
06=m′≤m
m′′≤m′
Cm
′
m C
m′′
m′
〈
(∂m−m
′
AεR : ∂
m′−m′′(d0 ⊗ d0))∂m′′(d0 ⊗ d0),∇∂muεR
〉
+ 1
ε
∑
|m|≤N
〈∂mKu, ∂muεR〉+ 1ε
∑
|m|≤N
〈∂mdivTu, ∂muεR〉+ 1√ε 〈∂mdivRu, ∂muεR〉
−
∑
|m|≤N
〈
∂m(
√
εuεR · ∇Du0+√εuεRd
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
− 1√
ε
∑
|m|≤N
〈∇∂mdεR,∇∂m(uεR · ∇dεR)〉
−
∑
|m|≤N
〈√
ε∂mDu0+
√
εuε
R
dεR,u
ε
R · ∇∂m(uεR · ∇d0)
〉
+ −λ1
ε
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+ 1
ε
∑
|m|≤N
〈∇∂mdεR,∇∂m(uεR · ∇d0)〉+ 1ε
∑
|m|≤N
Gm − 1ε
∑
|m|≤N
〈∂m(uεR · ∇d0), ∂mCd〉
+
∑
|m|≤N
〈
1
ε
∂mS1d + 1√ε∂mS2d + ∂mRd, ∂mDu0+√εuεRd
ε
R − ∂m(uεR · ∇d0)
〉
. (3.24)
Next we will seek an additional dissipative structure 1
ε
‖∇dεR‖2HN = 1ε
∑
|m|≤N ‖∇∂mdεR‖2L2
from the term 1
ε
∆dεR in the third d
ε
R-equation of the remainder equations (1.20). More
precisely, we act the derivative operator ∂m on (1.20)3, take L
2-inner product by dot with
∂mdεR and integrate by parts over x ∈ T3. Then we have for |m| ≤ N
−λ1
2ε
d
dt‖∂mdεR‖2L2 + 1ε‖∇∂mdεR‖2L2
+
〈
∂mD2u0+
√
εuε
R
dεR, ∂
mdεR
〉
+ 〈∂t∂m(uεR · ∇d0), ∂mdεR〉
=λ1
ε
〈
∂m((u0 +
√
εuεR) · ∇dεR), ∂mdεR
〉
+
〈
1
ε
∂mCd + 1ε∂mS1d + 1√ε∂mS2d + ∂mRd, ∂mdεR
〉
.
(3.25)
It is easily calculated that
〈∂t∂m(uεR · ∇d0), ∂mdεR〉
= ddt 〈∂m(uεR · ∇d0), ∂mdεR〉 − 〈∂m(uεR · ∇d0), ∂m∂tdεR〉
= ddt 〈∂m(uεR · ∇d0), ∂mdεR〉 −
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+
〈
∂m(uεR · ∇d0), ∂m((u0 +
√
εuεR) · ∇dεR)
〉
.
(3.26)
Furthermore, from the integration by parts over t ∈ R+, we deduce that〈
∂mD2u0+
√
εuε
R
dεR, ∂
mdεR
〉
=
〈
∂t∂
mDu0+
√
εuε
R
dεR, ∂
mdεR
〉
+
〈
∂m(
√
εuεR · ∇Du0+√εuεRd
ε
R), ∂
mdεR
〉
= ddt
〈
∂mDu0+
√
εuε
R
dεR, ∂
mdεR
〉
− ‖∂mDu0+√εuεRd
ε
R‖2L2
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+
〈
∂m(
√
εuεR · ∇Du0+√εuεRd
ε
R), ∂
mdεR
〉
−
〈
∂m(
√
εuεR ⊗Du0+√εuεRd
ε
R),∇∂mdεR
〉
=12
d
dt
(‖∂mDu0+√εuεRdεR + ∂mdεR‖2L2 − ‖∂mDu0+√εuεRdεR‖2L2 − ‖∂mdεR‖2L2)
− ‖∂mDu0+√εuεRd
ε
R‖2L2 +
∑
06=m′≤m
Cm
′
m
〈
∂mDu0+
√
εuε
R
dεR,
√
ε∂m
′
uεR · ∇∂m−m
′
dεR
〉
−
∑
06=m′≤m
Cm
′
m
〈√
ε∂m
′
uεR ⊗ ∂m−m
′
Du0+
√
εuε
R
dεR,∇∂mdεR
〉
(3.27)
Substituting the relations (3.26) and (3.27) into (3.25) and summing up for |m| ≤ N reduce
to
1
2
d
dt
(
‖Du0+√εuεRd
ε
R + d
ε
R‖2HN − ‖Du0+√εuεRd
ε
R‖2HN + (−λ1ε − 1)‖dεR‖2HN
+
∑
|m|≤N
〈∂m(uεR · ∇d0), ∂mdεR〉
)
+ 1
ε
‖∇dεR‖2HN − ‖Du0+√εuεRd
ε
R‖2HN
=−
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂m((u0 +
√
εuεR) · ∇dεR)
〉
+
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+ λ1
ε
∑
|m|≤N
〈
∂m((u0 +
√
εuεR) · ∇dεR), ∂mdεR
〉
+ 1
ε
∑
|m|≤N
〈∂mCd, ∂mdεR〉
+
∑
|m|≤N
〈
1
ε
∂mS1d + 1√ε∂mS2d + ∂mRd, ∂mdεR
〉
+
∑
|m|≤N
∑
06=m′≤m
Cm
′
m
〈√
ε∂m
′
uεR ⊗ ∂m−m
′
Du0+
√
εuε
R
dεR,∇∂mdεR
〉
−
∑
|m|≤N
∑
06=m′≤m
Cm
′
m
〈
∂mDu0+
√
εuε
R
dεR,
√
ε∂m
′
uεR · ∇∂m−m
′
dεR
〉
(3.28)
for all ε > 0. Recalling the definition of Cd in (1.23), we calculate that
1
ε
∑
1≤|m|≤N
〈∂mCd, ∂mdεR〉
=1
ε
∑
1≤|m|≤N
〈λ1(∂mBεR)d0 + λ2(∂mAεR)d0, ∂mdεR〉
+ 1
ε
∑
1≤|m|≤N
∑
06=m′≤m
Cm
′
m
〈
λ1(∂
m−m′BεR)∂
m′d0 + λ2(∂
m−m′AεR)∂
m′d0, ∂
mdεR
〉
,
(3.29)
where the first term in the right-hand side of the previous equality can be bounded by
1
ε
∑
1≤|m|≤N
(|λ1|‖∂mBεR‖L2 + |λ2|‖∂mAεR‖L2)‖∂mdεR‖L2
≤1
ε
√
c′0(λ1, λ2, N)‖∇uεR‖HN ‖∇dεR‖HN
≤1
ε
c′0(λ1, λ2, N)‖∇uεR‖2HN + 14ε‖∇dεR‖2HN
(3.30)
for some constant c′0(λ1, λ2, N) > 0. Furthermore, thanks to
´
T3
dx = |T3|3 < ∞, we derive
from the Gagliardo-Nirenberg interpolation inequality ‖f‖L6 ≤ C‖∇f‖L2 and the Young’s
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inequality that
1
ε
〈λ1BεRd0 + λ2AεRd0,dεR〉 ≤1ε (|λ1|+ |λ2|)
( ˆ
T3
|d0|3dx
) 1
3 ‖∇uεR‖L2‖dεR‖L6
≤1
ε
(|λ1|+ |λ2|)|T3|
1
3 ‖∇uεR‖HN ‖∇dεR‖HN
≤1
ε
c∗0(λ1, λ2)‖∇uεR‖2HN + 14ε‖∇dεR‖2HN
(3.31)
for some constant c∗0(λ1, λ2) > 0. Consequently, we know that
1
ε
∑
|m|≤N
〈∂mCd, ∂mdεR〉 ≤ 1εc0(λ1, λ2, N)‖∇uεR‖2HN + 12ε‖∇dεR‖2HN
+ 1
ε
∑
1≤|m|≤N
∑
06=m′≤m
Cm
′
m
〈
λ1(∂
m−m′BεR)∂
m′d0 + λ2(∂
m−m′AεR)∂
m′d0, ∂
mdεR
〉 (3.32)
holds for N ≥ 2, where c0(λ1, λ2, N) = c′0(λ1, λ2, N) + c∗0(λ1, λ2) > 0.
We now take a small constant
δ = min
{
1
2 ,
µ4
8c0(λ1,λ2,N)
} ∈ (0, 12 ] (3.33)
such that δc0(λ1, λ2, N) ≤ µ48 . Combining the relation (3.31), we multiply (3.28) by δ and
then add it to the (3.24), which gives us
1
2
d
dtEN,ε(t) + DN,ε(t) ≤ I
(1)
N + I(2)N + I(3)N + I(4)N (3.34)
for N ≥ 2, where the symbols I(i)N (1 ≤ i ≤ 4) are defined as
I(1)N = 1ε
∑
|m|≤N
〈∂mKu, ∂muεR〉+ 1ε
∑
|m|≤N
〈∇∂mdεR,∇∂m(uεR · ∇d0)〉
+ δλ1
ε
∑
|m|≤N
〈
∂m((u0 +
√
εuεR) · ∇dεR), ∂mdεR
〉
−
∑
|m|≤N
〈
∂m(
√
εuεR · ∇Du0+√εuεRd
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
− 1√
ε
∑
|m|≤N
〈∇∂mdεR,∇∂m(uεR · ∇dεR)〉 −
∑
|m|≤N
〈√
ε∂mDu0+
√
εuε
R
dεR,u
ε
R · ∇∂m(uεR · ∇d0)
〉
+ −λ1
ε
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
− µ1
ε
∑
|m|≤N
∑
06=m′≤m
m′′≤m′
Cm
′
m C
m′′
m′
〈
(∂m−m
′
AεR : ∂
m′−m′′(d0 ⊗ d0))∂m′′(d0 ⊗ d0),∇∂muεR
〉
− δ
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂m((u0 +
√
εuεR) · ∇dεR)
〉
+ δ
∑
|m|≤N
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
+ δ
∑
1≤|m|≤N
∑
06=m′≤m
Cm
′
m
〈√
ε∂m
′
uεR ⊗ ∂m−m
′
Du0+
√
εuε
R
,∇∂mdεR
〉
− δ
∑
1≤|m|≤N
∑
06=m′≤m
Cm
′
m
〈
∂mDu0+
√
εuε
R
dεR,
√
ε∂m
′
uεR · ∇∂m−m
′
dεR
〉
(3.35)
for the functional Ku defined in (A.3), and
I(2)N = −1ε
∑
|m|≤N
〈∂mTu,∇∂muεR〉 − 1√ε
∑
|m|≤N
〈∂mRu,∇∂muεR〉 (3.36)
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for the expressions Tu, Ru given in (A.2), (A.7), respectively, and
I(3)N = 1ε
∑
|m|≤N
Gm (3.37)
with the quantity Gm mentioned in Lemma 2.1, and
I(4)N =− 1ε
∑
|m|≤N
〈∂m(uεR · ∇d0), ∂mCd〉
+
∑
|m|≤N
〈
1
ε
∂mS1d + 1√ε∂mS2d + ∂mRd, ∂mDu0+√εuεRd
ε
R − ∂m(uεR · ∇d0)
〉
+ δ
∑
|m|≤N
〈
1
ε
∂mS1d + 1√ε∂mS2d + ∂mRd, ∂mdεR
〉
+ δ
ε
∑
1≤|m|≤N
∑
06=m′≤m
Cm
′
m
〈
λ1(∂
m−m′BεR)∂
m′d0 + λ2(∂
m−m′AεR)∂
m′d0, ∂
mdεR
〉
.
(3.38)
Here the vectors Cd, S1d, C2d and Rd are determined in (1.23), (A.4), (A.5) and (A.6), respec-
tively.
It remains to control the terms I(i)N (1 ≤ i ≤ 4) for N ≥ 2. We emphasize that, in the
following estimates, we will frequently use the Sobolev interpolation inequality ‖f‖L6(T3) ≤
C‖∇f‖L2(T3), Sobolev embeddings H1(T3) →֒ L4(T3) (or L3(T3)), H2(T3) →֒ L∞(T3) and
the inequalities (3.7), (3.8) with the constraint ε ∈ (0, ε0) in Lemma 3.1. Furthermore, for
|m| ≤ N (N ≥ 2), the calculus inequality (see [20], for instance)
‖∂m(fg)‖L2 ≤ C‖f‖HN‖g‖HN (3.39)
will also be frequently utilized. The geometric constraint |d0| = 1 is also considered in the
following energy estimates.
Step 1. Control the term I(1)N .
Via the divergence-free property of u0, we have
−1
ε
〈∂m(u0 · ∇uεR), ∂muεR〉 = −1ε
∑
06=m′≤m
Cm
′
m
〈
∂m
′
u0 · ∇∂m−m′uεR, ∂muεR
〉
≤C
ε
∑
06=m′≤m
‖∂m′u0‖L4‖∇∂m−m
′
uεR‖L4‖∂muεR‖L2
≤C
ε
∑
06=m′≤m
‖∂m′u0‖H1‖∇∂m−m
′
uεR‖H1‖∂muεR‖L2
≤C
ε
‖∇u0‖HN ‖∇uεR‖HN ‖uεR‖HN ≤ CE
1
2
N,ε(t)D
1
2
N,ε(t)‖∇u0‖HN
(3.40)
holds for all |m| ≤ N . If 1 ≤ |m| ≤ N , we estimate
−1
ε
〈∂m(uεR · ∇u0), ∂muεR〉 = −1ε
∑
m′≤m
Cm
′
m
〈
∂m
′
uεR · ∇∂m−m
′
u0, ∂
muεR
〉
≤C
ε
‖uεR‖L∞‖∇∂mu0‖L2‖∂muεR‖L2
+ C
ε
∑
06=m′≤m
‖∂m′uεR‖∇∂m−m
′
u0‖L4‖∂muεR‖L4
≤C
ε
‖uεR‖HN ‖∇uεR‖HN ‖∇u0‖HN ≤ CE
1
2
N,ε(t)D
1
2
N,ε(t)‖∇u0‖HN .
(3.41)
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Moreover, for m = 0, we have
−1
ε
〈uεR · ∇u0,uεR〉 ≤ 1ε‖uεR‖2L4‖∇u0‖L2 ≤ Cε ‖∇uεR‖
3
2
L2
‖uεR‖
1
2
L2
≤C
ε
‖uεR‖H1‖∇uεR‖L2‖∇u0‖L2 ≤ CE
1
2
N,ε(t)D
1
2
N,ε(t)‖∇u0‖HN ,
(3.42)
where we utilize the Sobolev interpolation inequality ‖f‖L4 ≤ C‖f‖
1
4
L2
‖∇f‖
3
4
L2
. Then, we
obtain
−1
ε
〈∂m(uεR · ∇u0), ∂muεR〉 ≤ −1ε 〈∂m(uεR · ∇u0), ∂muεR〉 (3.43)
for all |m| ≤ N (N ≥ 2). It is easy to derive from the divergence-free property of uεR that
−1
ε
〈
∂m(
√
εuεR · ∇uεR), ∂muεR
〉
= − 1√
ε
∑
06=m′≤m
Cm
′
m
〈
∂m
′
uεR · ∇∂m−m
′
uεR, ∂
muεR
〉
≤ C√
ε
∑
06=m′≤m
‖∂m′uεR‖L4‖∇∂m−m
′
uεR‖L4‖∂muεR‖L2 ≤ C√ε‖uεR‖HN ‖∇uεR‖2HN
≤CεE
1
2
N,ε(t)DN,ε(t) .
(3.44)
Moreover, we can deduce
− 1
ε
〈
∂mdiv(∇d0 ⊙∇dεR +∇dεR ⊙∇d0 +
√
ε∇dεR ⊙∇dεR), ∂muεR
〉
=1
ε
〈
∂m(∇d0 ⊙∇dεR +∇dεR ⊙∇d0 +
√
ε∇dεR ⊙∇dεR),∇∂muεR
〉
≤C
ε
(‖∂m(∇d0 ⊙∇dεR)‖L2 +√ε‖∂m(∇dεR ⊙∇dεR)‖L2)‖∇∂muεR‖L2
≤C
ε
‖∇dεR‖HN (‖∇d0‖HN +
√
ε‖∇dεR‖HN )‖∇uεR‖HN
≤C(‖∇d0‖HN + εE 1εN,ε(t))DN,ε(t)
(3.45)
for all |m| ≤ N . Recalling the definition of Ku in (A.3), we derive from the bounds (3.40),
(3.43), (3.44) and (3.45) that for |m| ≤ N
1
ε
〈∂mKu, ∂muεR〉 ≤ CE
1
2
N,ε(t)D
1
2
N,ε(t)‖∇u0‖HN + C
(‖∇d0‖HN + εE 1εN,ε(t))DN,ε(t) . (3.46)
For |m| ≤ N , we calculate
1
ε
〈∇∂mdεR,∇∂m(uεR · ∇d0)〉 = 1ε
〈∇∂mdεR, ∂m(uεR · ∇2d0 +∇uεR · ∇d0)〉
=1
ε
∑
m′≤m
Cm
′
m
〈
∇∂mdεR, ∂m
′
uεR · ∇2∂m−m
′
d0 +∇∂m′uεR · ∇∂m−m
′
d0
〉
≤C
ε
∑
m′≤m
‖∇∂mdεR‖L2
(
‖∂m′uεR‖L6‖∇2∂m−m
′
d0‖L3 + ‖∇∂m
′
uεR‖L2‖∇∂m−m
′
d0‖L∞
)
≤C
ε
‖∇dεR‖HN ‖∇uεR‖HN ‖∇d0‖HN+2 ≤ C‖∇d0‖HN+2DN,ε(t) .
(3.47)
Via the divergence-free property of uεR, we yield that
δλ1√
ε
〈∂m(uεR · ∇dεR), ∂mdεR〉 = δλ1√ε
∑
06=m′≤m
Cm
′
m
〈
∂m
′
uεR · ∇∂m−m
′
dεR, ∂
mdεR
〉
≤ C√
ε
∑
06=m′≤m
‖∂m′uεR‖L4‖∇∂m−m
′
dεR‖L4‖∂mdεR‖L2
≤ C√
ε
‖∇dεR‖HN ‖dεR‖HN ‖∇uεR‖HN ≤ CεE
1
2
N,ε(t)DN,ε(t)
(3.48)
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holds for |m| ≤ N . Similarly, we deduce from the fact divuεR = 0 that
−
〈
∂m(
√
εuεR · ∇Du0+√εuεRd
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
=−√ε
∑
06=m′≤m
Cm
′
m
〈
∂m
′
uεR · ∇∂m−m
′
Du0+
√
εuε
R
dεR, ∂
mDu0+
√
εuε
R
dεR
〉
≤C√ε
∑
|m′|=1
‖∂m′uεR‖L∞‖∇∂m−m
′
Du0+
√
εuε
R
dεR‖L2‖∂mDu0+√εuεRd
ε
R‖L2
+ C
√
ε
∑
2≤|m′|≤|m|
‖∂m′uεR‖L4‖∇∂m−m
′
Du0+
√
εuε
R
dεR‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C√ε‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖2HN ≤ CεE
1
2
N,ε(t)DN,ε(t)
(3.49)
for all multi-indexes m ∈ N3 with |m| ≤ N . For the term − 1√
ε
〈∇∂mdεR,∇∂m(uεR · ∇dεR)〉, one
estimates that for |m| ≤ N
− 1√
ε
〈∇∂mdεR,∇∂m(uεR · ∇dεR)〉
=− 1√
ε
∑
06=m′≤m
Cm
′
m
〈
∇∂mdεR, ∂m
′
uεR · ∇∂m−m
′∇dεR
〉
− 1√
ε
〈∇∂mdεR, ∂m(∇uεR · ∇dεR)〉
≤ C√
ε
∑
|m′|=1
‖∂m′uεR‖L∞‖∇∂m−m
′∇dεR‖L2‖∇∂mdεR‖L2
+ C√
ε
∑
2≤|m′|≤|m|
‖∂m′uεR‖L4‖∇∂m−m
′∇dεR‖L4‖∇∂mdεR‖L2
+ C√
ε
‖∇∂mdεR‖L2‖∂m(∇uεR · ∇dεR)‖L2
≤ C√
ε
‖∇uεR‖HN ‖∇dεR‖2HN ≤ CεE
1
2
N,ε(t)DN,ε(t) ,
(3.50)
where the fact divuεR = 0 is also utilized.
We derive the bound of the term −
〈√
ε∂mDu0+
√
εuε
R
dεR,u
ε
R · ∇∂m(uεR · ∇d0)
〉
as follows:
−
〈√
ε∂mDu0+
√
εuε
R
dεR,u
ε
R · ∇∂m(uεR · ∇d0)
〉
=−
〈√
ε∂mDu0+
√
εuε
R
dεR,u
ε
R · ∂m(∇uεR · ∇d0 + uεR · ∇∇d0)
〉
≤√ε‖∂mDu0+√εuεRd
ε
R‖L2‖uεR‖L∞‖∂m(∇uεR · ∇d0)‖L2
+
√
ε‖∂mDu0+√εuεRd
ε
R‖L2‖uεR‖2L6‖∇∂md0‖L6
+ C
√
ε
∑
06=m′≤m
‖∂mDu0+√εuεRd
ε
R‖L2‖uεR‖L∞‖∂m
′
uεR‖L4‖∇∂m−m
′
d0‖L4
≤C√ε‖Du0+√εuεRd
ε
R‖HN ‖uεR‖HN ‖∇uεR‖HN ‖∇d0‖HN+2
≤C√ε3‖∇d0‖HN+2E
1
2
N,ε(t)DN,ε(t) .
(3.51)
For all |m| ≤ N , it is derived that
−λ1
ε
〈
∂m(uεR · ∇∂md0), ∂mDu0+√εuεRd
ε
R
〉
=−λ1
ε
〈
uεR · ∇∂md0, ∂mDu0+√εuεRd
ε
R
〉
+ −λ1
ε
∑
06=m′≤m
〈
∂m
′
uεR · ∇∂m−m
′
d0, ∂
mDu0+
√
εuε
R
dεR
〉
≤−λ1
ε
‖uεR‖L6‖∇∂md0‖L3‖∂mDu0+√εuεRd
ε
R‖L2
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+ −Cλ1
ε
∑
06=m′leqm
‖∂m′uεR‖L4‖∇∂m−m
′
d0‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN+1‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN+1
(
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
+ (1 + |λ2|−λ1 )‖∇∂
muεR‖L2
)
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN+1
(
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2 + ‖∇∂muεR‖L2
)
≤C‖∇d0‖HN+1DN,ε(t) . (3.52)
We also can yield that
− µ1
ε
∑
06=m′≤m
m′′≤m′
Cm
′
m C
m′′
m′
〈
(∂m−m
′
AεR : ∂
m′−m′′(d0 ⊗ d0))∂m′′(d0 ⊗ d0),∇∂muεR
〉
≤C
ε
‖∇∂muεR‖L2
∑
06=m′≤m
m′′≤m′
‖∂m−m′AεR‖L2‖∂m
′−m′′(d0 ⊗ d0)‖L∞‖∂m′′(d0 ⊗ d0)‖L∞
≤C
ε
‖∇uεR‖2HN
(‖∇d0‖HN+1 + ‖∇d0‖2HN+1 + ‖∇d0‖3HN+1 + ‖∇d0‖4HN+1)
≤C(‖∇d0‖HN+1 + ‖∇d0‖4HN+1)DN,ε(t)
(3.53)
holds for all |m| ≤ N . For the term −δ 〈∂m(uεR · ∇d0), ∂m(
√
εuεR · ∇dεR)〉, we have
− δ 〈∂m(uεR · ∇d0), ∂m(√εuεR · ∇dεR)〉
≤C√ε‖uεR‖L6‖∇∂md0‖L3‖∂m(uεR · ∇dεR)‖L2
+ C
√
ε
∑
06=m′≤m
‖∂m′uεR‖L4‖∇∂m−m
′
d0‖L4‖∂m(uεR · ∇dεR)‖L2
≤C√ε‖∇uεR‖HN ‖∇d0‖HN+1‖uεR‖HN ‖∇dεR‖HN
≤Cε2‖∇d0‖HN+1E
1
2
N,ε(t)DN,ε(t)
(3.54)
for |m| ≤ N . It is easy to estimate
δ
〈
∂m(uεR · ∇d0), ∂mDu0+√εuεRd
ε
R
〉
≤C
∑
m′≤m
‖∂m′uεR‖L6‖∇∂m−m
′
d0‖L3‖∂mDu0+√εuεRd
ε
R‖L2
≤C‖∇uεR‖HN ‖∇d0‖HN+1‖Du0+√εuεRd
ε
R‖L2
≤C√ε‖∇d0‖HN+1DN,ε(t)
(3.55)
for |m| ≤ N . The term ∑06=m′≤m Cm′m 〈√ε∂m′uεR ⊗ ∂m−m′Du0+√εuεRdεR,∇∂mdεR〉 can be
bounded by ∑
06=m′≤m
Cm
′
m
〈√
ε∂m
′
uεR ⊗ ∂m−m
′
Du0+
√
εuε
R
dεR,∇∂mdεR
〉
≤C√ε
∑
06=m′≤m
‖∂m′uεR‖L4‖∂m−m
′
Du0+
√
εuε
R
dεR‖L4‖∇∂mdεR‖L2
≤C√ε‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤CεE
1
2
N,ε(t)DN,ε(t) .
(3.56)
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Via the similar arguments in (3.56), we yield
−
∑
06=m′≤m
Cm
′
m
〈
∂mDu0+
√
εuε
R
dεR,
√
eps∂m
′
uεR · ∇∂m−m
′
dεR
〉
≤C√ε‖∇uεR‖HN ‖∇dεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤CεE
1
2
N,ε(t)DN,ε(t) .
(3.57)
Collecting the bounds (3.46)-(3.57) reduces to
I(1)N ≤CE
1
2
N,ε(t)D
1
2
N,ε(t)‖∇u0‖HN + C
(‖∇d0‖HN+1 + ‖∇d0‖4HN+1)DN,ε(t)
+ Cε(1 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t)
(3.58)
for all ε ∈ (0, ε0).
Step 2. Control the term I(2)N .
We need to estimate the terms −1
ε
〈∂mTu,∇∂muεR〉 and − 1√ε 〈∂mRu,∇∂muεR〉, where the
expressions Tu and Ru are defined in (A.2) and (A.7), respectively. First, we have
− µ1
ε
〈
∂m
[
(A0 : (d
ε
R ⊗ d0 + d0 ⊗ dεR)d0 ⊗ d0)
]
,∇∂muεR
〉
≤C
ε
∑
m′≤m
‖∂m′uεR‖L6‖∂m−m
′
(A0d0 ⊗ d0 ⊗ d0)‖L3‖∇∂muεR‖L2
≤C
ε
‖∇dεR‖HN ‖u0‖HN+2‖∇uεR‖HN
(
1 + ‖∇d0‖HN+1 + ‖∇d0‖2HN+1 + ‖∇d0‖3HN+1
)
≤C
ε
‖∇uεR‖HN ‖∇dεR‖HN ‖u0‖HN+2(1 + ‖∇d0‖3HN+1)
≤C‖u0‖HN+2(1 + ‖∇d0‖3HN+1)DN,ε(t)
(3.59)
holds for all |m| ≤ N . We derive from the similar arguments in (3.59) that for |m| ≤ N
− µ1
ε
〈
∂m
[
(A0 : d0 ⊗ d0)(dεR ⊗ d0 + d0 ⊗ dεR)
]
,∇∂muεR
〉
≤ C‖u0‖HN+2(1 + ‖∇d0‖3HN+1)DN,ε(t) .
(3.60)
For the term −µ2
ε
〈
∂m
[
(Du0d0 + B0d0)⊗ dεR
]
,∇∂muεR
〉
, we estimate
− µ2
ε
〈
∂m
[
(Du0d0 + B0d0)⊗ dεR
]
,∇∂muεR
〉
≤C
ε
∑
m′≤m
‖∂m′dεR‖L6‖∂m(Du0d0 +B0d0)‖L3‖∇∂muεR‖L2
≤C
ε
‖∇dεR‖HN ‖∇uεR‖HN
(‖Du0d0‖HN+1 + ‖u0‖HN+2(1 + ‖∇d0‖HN+1))
≤C(‖Du0d0‖HN+1 + ‖u0‖HN+2(1 + ‖∇d0‖HN+1))DN,ε(t) .
(3.61)
Recall that d0 obeys the third equation of (1.10), hence
−λ1(Du0d0 + B0d0) = ∆d0 + γ0d0 + λ2A0d0 , (3.62)
where the Lagrangian multiplier γ0 is
γ0 = |∇d0|2 − λ2A0 : d0 ⊗ d0 . (3.63)
Then one can easily yield that if the integer N ≥ 2,
‖Du0d0‖HN ≤ C(‖∇u0‖HN + ‖∆d0‖HN )(1 + ‖∇d0‖3HN ) . (3.64)
and
‖D2u0d0‖HN ≤ C(‖∇u0‖HN+2 + ‖∆d0‖HN+2)(1 + ‖u0‖6HN+2 + ‖∇d0‖6HN+2) . (3.65)
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Consequently, we obtain the bound
− µ2
ε
〈
∂m
[
(Du0d0 +B0d0)⊗ dεR
]
,∇∂muεR
〉
≤C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)DN,ε(t) .
(3.66)
Next, we deduce
− µ2
ε
〈
∂m
[
(B0d
ε
R + u0 · ∇dεR + uεR · ∇d0)⊗ d0
]
,∇∂muεR
〉
≤C
ε
‖∇∂muεR‖L2
∑
m′≤m
(
‖∂m′dεR‖L6‖∂m−m
′
(B0 ⊗ d0)‖L3
+ ‖∂m′uεR‖L6‖∂m−m
′
(∇d0 ⊗ d0)‖L3
)
+ C
ε
‖u0 ⊗ d0‖L∞‖∇∂mdεR‖L2‖∇∂muεR‖L2
+ C
ε
∑
06=m′≤m
‖∂m′(u0 ⊗ d0)‖L4‖∇∂m−m
′
dεR‖L4‖∇∂muεR‖L2
≤C
ε
‖∇dεR‖HN ‖∇uεR‖HN ‖u0‖HN+2(1 + ‖∇d0‖HN+2)
+ C
ε
‖∇uεR‖2HN (‖∇d0‖HN+1 + ‖∇d0‖2HN+1)
≤C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖HHN+1 )DN,ε(t) .
(3.67)
Analogous estimates in (3.66) tell us
− µ3
ε
〈
∂m
[
dεR ⊗ (Du0d0 + B0d0)
]
,∇∂muεR
〉
≤C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)DN,ε(t) ,
(3.68)
and the similar calculations in (3.67) reduce to
− µ3
ε
〈
∂m
[
d0 ⊗ (B0dεR + u0 · ∇dεR + uεR · ∇d0)
]
,∇∂muεR
〉
≤C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖HHN+1 )DN,ε(t) .
(3.69)
It is easy to derive
− µ5
ε
〈
∂m
[
(A0d0)⊗ dεR + (A0dεR)⊗ d0
]
,∇∂muεR
〉
≤C
ε
∑
m′≤m
‖∂m′dεR‖L6‖∂m−m
′
(A0d0)‖L3‖∇∂mdεR‖L2
≤C
ε
‖∇dεR‖HN ‖∇uεR‖HN ‖u0‖HN+2(1 + ‖∇d0‖HN )
≤C‖u0‖HN+2(1 + ‖∇d0‖HN )DN,ε(t)
(3.70)
for all |m| ≤ N . Furthermore, via the analogous estimates in (3.70), we imply that
− µ6
ε
〈
∂m
[
dεR ⊗ (A0d0) + d0 ⊗ (A0dεR)
]
,∇∂muεR
〉
≤C‖u0‖HN+2(1 + ‖∇d0‖HN )DN,ε(t) .
(3.71)
As a consequence, collecting the estimates (3.59), (3.60), (3.66), (3.67), (3.68), (3.69), (3.70)
and (3.71), we deduce from the definition of Tu in (A.2) that
−1
ε
〈∂mTu,∇∂muεR〉 ≤ C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)DN,ε(t) . (3.72)
We next estimate the quantity − 1√
ε
〈∂mRu,∇∂muεR〉. More precisely, we will consider the
terms − 1√
ε
〈√
ε
i−1
∂mMi,∇∂muεR
〉
for 1 ≤ i ≤ 4. First, we estimate
− µ1√
ε
〈
∂m
[
(A0 : d
ε
R ⊗ dεR)d0 ⊗ d0
]
,∇∂muεR
〉
≤ C√
ε
‖∂m(A0 : d0 ⊗ d0)‖L6‖dεR‖2L6‖∇∂muεR‖L2
+ C√
ε
∑
06=m′≤m
‖∂m−m′(A0 : d0 ⊗ d0)‖L4‖∂m
′
(dεR ⊗ dεR)‖L4‖∇∂muεR‖L2
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≤ C√
ε
‖u0‖HN+2(1 + ‖∇d0‖2HN+2)‖∇dεR‖2HN ‖∇uεR‖HN
≤Cε‖u0‖HN+2(1 + ‖∇d0‖2HN+2)E
1
2
N,ε(t)DN,ε(t) . (3.73)
The term − µ1√
ε
〈
∂m
[
2(AεR : d0 ⊗ dεR)d0 ⊗ d0
]
,∇∂muεR
〉
can be controlled by
− µ1√
ε
〈
∂m
[
2(AεR : d0 ⊗ dεR)d0 ⊗ d0
]
,∇∂muεR
〉
≤ C√
ε
‖∂mAεR‖L2‖(dεR ⊗ d0)(d0 ⊗ d0)‖L∞‖∇∂muεR‖L2
+ C√
ε
∑
06=m′≤m
m′′≤m′
‖∂m−m′AεR‖L4‖∂m
′′
dεR‖L4‖∂m
′−m′′(d0(d0 ⊗ d0))‖L∞‖∇∂muεR‖L2
≤ C√
ε
‖dεR‖HN ‖∇uεR‖2HN + C√ε‖∇uεR‖2HN (‖dεR‖HN + ‖∇dεR‖HN )(1 + ‖∇d0‖3HN+2)
≤Cε(1 + ‖∇d0‖3HN+2)E
1
2
N,ε(t)DN,ε(t) .
(3.74)
Via the similar arguments in (3.73) and (3.74), we imply that for |m| ≤ N
− µ1√
ε
〈
∂m
[
(A0 : d0 ⊗ d0)dεR ⊗ dεR
]
,∇∂muεR
〉
− µ1√
ε
〈
∂m
[
(2A0 : d0 ⊗ dεR +AεR : d0 ⊗ d0)(dεR ⊗ d0 + d0 ⊗ dεR)
]
,∇∂muεR
〉
≤Cε‖u0‖HN+2(1 + ‖∇d0‖2HN+2)E
1
2
N,ε(t)DN,ε(t)
+ Cε(1 + ‖∇d0‖3HN+2)E
1
2
N,ε(t)DN,ε(t)
≤C(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)E
1
2
N,ε(t)DN,ε(t) .
(3.75)
We calculate that
− µ2√
ε
〈∂m[(BεRdεR)⊗ d0],∇∂muεR〉
≤ C√
ε
‖∇∂m′uεR‖L2‖∂m(BεRdεR)‖L2
+ C√
ε
∑
06=m′≤m
‖∂m−m′(BεRdεR)‖L4‖∂m
′
d0‖L4‖∇∂muεR‖L2
≤ C√
ε
‖∇uεR‖2HN ‖dεR‖HN + C√ε‖∇uεR‖2HN ‖dεR‖HN ‖∇d0‖HN
≤Cε(1 + ‖∇d0‖HN )E
1
2
N,ε(t)DN,ε(t) .
(3.76)
Moreover, it is easily calculated that
− µ2√
ε
〈
∂m
[
(Du0+
√
εuε
R
dεR + u0 · ∇dεR + uεR · ∇d0 + B0dεR + BεRd0)⊗ dεR
]
,∇∂muεR
〉
≤ µ2√
ε
‖∂m(Du0+√εuεRd
ε
R ⊗ dεR)‖L2‖∇∂muεR‖L2 + µ2√ε‖∂m((u0 · ∇dεR)⊗ dεR)‖L2‖∇∂muεR‖L2
+ µ2√
ε
‖∂m((BεRd0)⊗ dεR)‖L2‖∇∂muεR‖L2
+ C√
ε
∑
m′≤m
‖∂m′uεR‖L6‖∂m−m
′
(∇d0 ⊗ dεR)‖L3‖∇∂muεR‖L2
+ C√
ε
∑
m′≤m
‖∂m′dεR‖L6‖∂m−m
′
(B0d
ε
R)‖L3‖∇∂muεR‖L2
≤ C√
ε
‖Du0+√εuεRd
ε
R‖HN ‖dεR‖HN ‖∇uεR‖HN + C√ε‖∇uεR‖HN ‖u0‖HN ‖∇dεR‖HN ‖dεR‖HN
+ C√
ε
‖∇uεR‖2HN ‖dεR‖HN (1 + ‖∇d0‖HN+1)
+ C√
ε
‖∇dεR‖HN ‖∇uεR‖HN (‖dεR‖HN + ‖∇dεR‖HN )‖u0‖HN+2
≤ C√
ε
(‖∇uεR‖2HN + ‖∇dεR‖2HN )(‖dεR‖HN + ‖∇dεR‖HN )(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)
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≤Cε(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t) . (3.77)
We employ the similar arguments of (3.76) to obtain
− µ3√
ε
〈∂m[d0 ⊗ (BεRdεR)],∇∂muεR〉 ≤ Cε(1 + ‖∇d0‖HN )E
1
2
N,ε(t)DN,ε(t) , (3.78)
and employ the analogous estimates of (3.77) to imply
− µ3√
ε
〈
∂m
[
dεR ⊗ (Du0+√εuεRd
ε
R + u0 · ∇dεR + uεR · ∇d0 + B0dεR + BεRd0)
]
,∇∂muεR
〉
≤ Cε(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t) .
(3.79)
We now estimate that for all |m| ≤ N
− µ5√
ε
〈
∂m
[
(AεRd
ε
R)⊗ d0 + (AεRd0 +A0dεR)⊗ dεR
]
,∇∂muεR
〉
≤ C√
ε
‖∂mAεR‖L2‖dεR ⊗ d0‖L∞‖∇∂muεR‖L2
+ C√
ε
∑
06=m′≤m
‖∂m−m′AεR‖L4‖∂m
′
(dεR ⊗ d0)‖L4‖∇∂muεR‖L2
+ C√
ε
∑
m′≤m
‖∂m′dεR‖L6‖∂m−m
′
(A0d
ε
R)‖L3‖∇∂muεR‖L2
≤ C√
ε
‖∇uεR‖2HN ‖dεR‖HN + C√ε‖∇uεR‖2HN (‖dεR‖HN + ‖∇dεR‖HN )(1 + ‖∇d0‖HN )
+ C√
ε
‖∇uεR‖HN ‖∇dεR‖HN (‖dεR‖HN + ‖∇dεR‖HN )‖u0‖HN+2
≤ C√
ε
(‖∇uεR‖2HN + ‖∇dεR‖2HN )(‖dεR‖HN + ‖∇dεR‖HN )(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)
≤Cε(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t) ,
(3.80)
and similarly we have
− µ6√
ε
〈
∂m
[
d0 ⊗ (AεRdεR) + dεR ⊗ (AεRd0 +A0dεR)
]
,∇∂muεR
〉
≤ Cε(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t) .
(3.81)
Recalling the definition of M1 in (A.8), we derive from collecting the bounds (3.73), (3.74),
(3.75), (3.76), (3.77), (3.78), (3.79), (3.80) and (3.81) that for all |m| ≤ N
− 1√
ε
〈∂mM1,∇∂muεR〉 ≤ Cε(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)E
1
2
N,ε(t)DN,ε(t) . (3.82)
Next we estimate the term − 1√
ε
〈√ε∂mM2,∇∂muεR〉 for |m| ≤ N . Firstly, we have
− µ1√
ε
〈√
ε∂m
[
(AεR : d0 ⊗ d0 + 2A0 : d0 ⊗ dεR)dεR ⊗ dεR
]
,∇∂muεR
〉
≤µ1‖∂mAεR‖L2‖(d0 ⊗ d0)(dεR ⊗ dεR)‖L∞‖∇∂muεR‖L2
+ C
∑
06=m′≤m
‖∂m−m′AεR‖L4‖∂m
′
((d0 ⊗ d0)(dεR ⊗ dεR))‖L4‖∇∂muεR‖L2
+ C
∑
m′≤m
‖∂m′dεR‖L6‖∂m−m
′
((A0 : d0 ⊗ dεR)dεR)‖L3‖∇∂muεR‖L2
≤C‖∇uεR‖2HN ‖dεR‖2HN + C‖∇uεR‖2HN (‖dεR‖2HN + ‖∇dεR‖2HN )(1 + ‖∇d0‖2HN )
+ C‖∇uεR‖HN ‖∇dεR‖HN (‖dεR‖2HN + ‖∇dεR‖2HN )‖u0‖HN+2
≤C(‖∇uεR‖2HN + ‖∇dεR‖2HN )(‖dεR‖2HN + ‖∇dεR‖2HN )(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)
≤Cε2(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)EN,ε(t)DN,ε(t) .
(3.83)
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Via employing the analogous estimates in (3.83), we have
− µ1√
ε
〈√
ε∂m[(AεR : d
ε
R ⊗ dεR)d0 ⊗ d0],∇∂muεR
〉
≤ Cε2(1 + ‖∇d0‖2HN+2)EN,ε(t)DN,ε(t)
(3.84)
and
− µ1√
ε
〈√
ε∂m[(2AεR : d0 ⊗ dεR +A0 : dεR ⊗ dεR)(d0 ⊗ dεR + dεR ⊗ d0)],∇∂muεR
〉
≤ Cε2(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)EN,ε(t)DN,ε(t) .
(3.85)
For the term − µ2√
ε
〈√ε∂m[(BεRdεR)⊗ dεR],∇∂muεR〉, we deduce that
− µ2√
ε
〈√
ε∂m[(BεRd
ε
R)⊗ dεR],∇∂muεR
〉
≤C‖∂mBεR‖L2‖dεR ⊗ dεR‖L∞‖∇∂muεR‖L2
+ C
∑
06=m′≤m
‖∂m−m′BεR‖L4‖∂m
′
(dεR ⊗ dεR)‖L4‖∇∂muεR‖L2
≤C‖∇uεR‖2HN ‖dεR‖2HN + C‖∇uεR‖2HN (‖dεR‖2HN + ‖∇dεR‖2HN )
≤Cε2EN,ε(t)DN,ε(t) .
(3.86)
By utilizing the similar calculations in (3.86), we yield that
− 1√
ε
〈√
ε∂m[µ3d
ε
R ⊗ (BεRdεR) + µ5(AεRdεR)⊗ dεR + µ6dεR ⊗ (AεRdεR)],∇∂muεR
〉
≤ Cε2EN,ε(t)DN,ε(t) .
(3.87)
Recalling the definition of M2 in (A.9), one deduces from collecting the estimates (3.83),
(3.84), (3.85), (3.86) and (3.87) that
− 1√
ε
〈√
ε∂mM2,∇∂muεR
〉 ≤ Cε2(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)EN,ε(t)DN,ε(t) (3.88)
for all multi-indexes m ∈ N3 with |m| ≤ N .
We next estimate the term − 1√
ε
〈√
ε
2
∂mM3,∇∂muεR
〉
for all |m| ≤ N . First, we compute
that
− µ1√
ε
〈√
ε
2
∂m
[
(2AεR : d0 ⊗ dεR)dεR ⊗ dεR
]
,∇∂muεR
〉
≤C√ε‖∂mAεR‖L2‖(d0 ⊗ dεR)(dεR ⊗ dεR)‖L∞‖∇∂muεR‖L2
+ C
√
ε
∑
06=m′≤m
‖∂m−m′AεR‖L4‖∂m
′
((d0 ⊗ dεR)(dεR ⊗ dεR))‖L4‖∇∂muεR‖L2
≤C√ε‖∇uεR‖2HN ‖dεR‖3HN + C
√
ε‖∇uεR‖2HN (‖dεR‖3HN + ‖∇dεR‖3HN )(1 + ‖∇d0‖HN+1)
≤Cε3(1 + ‖∇d0‖HN+1)E
3
2
N,ε(t)DN,ε(t) ,
(3.89)
Similarly as in (3.89), we have
− µ1√
ε
〈√
ε
2
∂m
[
(AεR : d
ε
R ⊗ dεR)(dεR ⊗ d0 + d0 ⊗ dεR)
]
,∇∂muεR
〉
≤ Cε3(1 + ‖∇d0‖HN+1)E
3
2
N,ε(t)DN,ε(t) .
(3.90)
For all |m| ≤ N , we deduce that
− µ1√
ε
〈√
ε
2
∂m
[
(A0 : d
ε
R ⊗ dεR)dεR ⊗ dεR
]
,∇∂muεR
〉
≤C√ε‖∂mA0‖L3‖dεR‖L6‖dεR ⊗ dεR‖L∞‖∇∂muεR‖L2
+ C
√
ε
∑
06=m′≤m
‖∂m−m′A0‖L4‖∂m
′
((dεR ⊗ dεR)(dεR ⊗ dεR))‖L4‖∇∂muεR‖L2
≤C√ε‖u0‖HN+2‖∇uεR‖HN ‖∇dεR‖HN ‖dεR‖3HN
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≤Cε3‖u0‖HN+2E
3
2
N,ε(t)DN,ε(t) . (3.91)
Noticing the definition of M3 in (A.10), we collect the estimates (3.89), (3.90) and (3.91),
and then obtain
− 1√
ε
〈√
ε
2
∂mM3,∇∂muεR
〉
≤ Cε3(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)E
3
2
N,ε(t)DN,ε(t) . (3.92)
Recalling the definition of M4 in (A.11), we calculate that
− 1√
ε
〈√
ε
3
∂mM4,∇∂muεR
〉
= −µ1ε‖(∂mAεR) : dεR ⊗ dεR‖L2
− µ1ε
∑
06=m′≤m
m′′≤m′
〈
∂m−m
′
AεR : ∂
m′′(dεR ⊗ dεR),∇∂muεR : ∂m
′−m′′(dεR ⊗ dεR)
〉
≤Cε
∑
06=m′≤m
m′′≤m′
‖∂m−m′AεR‖L4‖∂m
′′
(dεR ⊗ dεR)∂m
′−m′′(dεR ⊗ dεR)‖L4‖∇∂muεR‖L2
≤Cε‖∇uεR‖2HN (‖dεR‖4HN + ‖∇dεR‖4HN )
≤Cε4E 2N,ε(t)DN,ε(t) .
(3.93)
Therefore, from the definition of Ru in (A.7) and the bounds (3.82), (3.88), (3.92) and (3.93),
we derive that
− 1√
ε
〈∂mRu,∇∂muεR〉 =− 1√ε
〈
∂m(M1 +
√
εM2 +
√
ε
2M3 +
√
ε
3M4),∇∂muεR
〉
≤Cε(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)E
1
2
N,ε(t)DN,ε(t)
+ Cε2(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)EN,ε(t)DN,ε(t)
+ Cε3(1 + ‖u0‖HN+2 + ‖∇d0‖HN+2)E
3
2
N,ε(t)DN,ε(t)
+ Cε4E 2N,ε(t)DN,ε(t)
≤Cε(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)
4∑
p=1
E
p
2
N,ε(t)DN,ε(t)
≤Cε(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)
(
E
1
2
N,ε(t) + E
2
N,ε(t)
)
DN,ε(t)
(3.94)
for 0 < ε ≤ 1. Consequently, via the estimates (3.72) and (3.94), we obtain
I(2)N =− 1ε 〈∂mTu,∇∂muεR〉 − 1√ε 〈∂mRu,∇∂muεR〉
≤C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)DN,ε(t)
+ Cε(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)
(
E
1
2
N,ε(t) + E
2
N,ε(t)
)
DN,ε(t)
(3.95)
for all |m| ≤ N (N ≥ 2) and for all 0 < ε ≤ ε0 ≤ 1.
Step 3. Control the quantity I(3)N .
Now we carefully estimate the term I(3)N for N ≥ 2. First, we have
1
ε
∑
|m|≤N
∑
m′<m
Cm
′
m
〈
λ1(∂
m′BεR)∂
m−m′d0, ∂mDu0+
√
εuε
R
dεR
〉
≤C
ε
∑
|m|≤N
∑
m′<m
‖∂m′BεR‖L4‖∂m−m
′
d0‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN+1‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇d0‖HN+1‖∇uεR‖HN ‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
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+ C
ε
‖∇d0‖HN+1‖∇uεR‖HN
(‖(∂mBεR)d0‖L2 + |λ2||λ1|(∂mAεR)d0‖L2)
≤C
ε
‖∇d0‖HN+1‖∇uεR‖HN ‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
+ C
ε
‖∇d0‖HN+1‖∇uεR‖2HN
≤C‖∇d0‖HN+1DN,ε(t) . (3.96)
Similarly as in (3.96), we imply
1
ε
∑
|m|≤N
∑
m′<m
Cm
′
m
〈
λ2(∂
m′AεR)∂
m−m′d0, ∂mDu0+
√
εuε
R
dεR
〉
≤ C‖∇d0‖HN+1DN,ε(t) , (3.97)
and
−1
ε
∑
|m|≤N
∑
m′<m
〈
µ2∂
m−m′d0,j∂m
′
(Du0+
√
εuε
R
dεR)i + µ3∂
m−m′d0,i∂m
′
(Du0+
√
εuε
R
dεR)j , ∂
m∂ju
ε
R,i
〉
≤ C‖∇d0‖HN+1DN,ε(t) .
(3.98)
It is easy to estimate that
− 1
ε
∑
|m|≤N
∑
m′<m
Cm
′
m
〈
µ2∂
m−m′(d0,jd0,k)∂m
′
BεR,ki, ∂
m∂ju
ε
R,i
〉
≤C
ε
∑
|m|≤N
∑
m′<m
‖∂m−m′(d0,jd0,k)‖L4‖∂m
′
BεR,ki‖L4‖∂m∂juεR,i‖L2
≤C
ε
‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)‖∇uεR‖2HN
≤C‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)DN,ε(t) .
(3.99)
Furthermore, via the analogous calculations in (3.99), we imply
− 1
ε
∑
|m|≤N
∑
m′<m
Cm
′
m
〈
µ3∂
m−m′(d0,id0,k)∂m
′
BεR,kj, ∂
m∂ju
ε
R,i
〉
− 1
ε
∑
|m|≤N
∑
m′<m
Cm
′
m
〈
µ5∂
m−m′(d0,jd0,k)∂m
′
AεR,ki, ∂
m∂ju
ε
R,i
〉
− 1
ε
∑
|m|≤N
∑
m′<m
Cm
′
m
〈
µ6∂
m−m′(d0,id0,k)∂m
′
AεR,kj, ∂
m∂ju
ε
R,i
〉
≤ C‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)DN,ε(t) .
(3.100)
Recalling the definition of Gm in (2.3) and noticing that I(3)N = 1ε
∑
|m|≤N Gm, we derive from
the inequalities (3.96), (3.97), (3.98), (3.99) and (3.100) that
I(3)N ≤ C‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)DN,ε(t) (3.101)
holds for all N ≥ 2 and 0 < ε ≤ ε0.
Step 4. Control the term I(4)N .
We first rewrite the expression of I(4)N in (3.38) as
I(4)N =−1ε
∑
|m|≤N
〈∂m(uεR · ∇d0), ∂mCd〉︸ ︷︷ ︸
I(4)
N
(Cd)
+1
ε
∑
|m|≤N
〈
∂mS1d, ∂mDu0+√εuεRd
ε
R − ∂m(uεR · ∇d0) + δ∂mdεR
〉
︸ ︷︷ ︸
I(4)
N
(S1d)
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+ 1√
ε
∑
|m|≤N
〈
∂mS2d, ∂mDu0+√εuεRd
ε
R − ∂m(uεR · ∇d0) + δ∂mdεR
〉
︸ ︷︷ ︸
I(4)
N
(S2d)
+
∑
|m|≤N
〈
∂mRd, ∂mDu0+√εuεRd
ε
R − ∂m(uεR · ∇d0) + δ∂mdεR
〉
︸ ︷︷ ︸
I(4)
N
(S2d)
+δ
ε
∑
1≤|m|≤N
∑
06=m′≤m
Cm
′
m
〈
λ1(∂
m−m′BεR)∂
m′d0 + λ2(∂
m−m′AεR)∂
m′d0, ∂
mdεR
〉
︸ ︷︷ ︸
I(4)
N
(AB)
. (3.102)
We next estimate the previous terms one by one. Before doing this, we derive the following
inequality, which will be frequently used. More precisely, for all |m| ≤ N ,
‖∂m(uεR · ∇d0)‖L2 ≤C‖uεR · ∇∂md0‖L2 + C
∑
06=m′≤m
‖∂m′uεR · ∇∂m−m
′
d0‖L4
≤C‖uεR‖L6‖∇∂md0‖L3 + C
∑
06=m′≤m
‖∂m′uεR‖L4‖∇∂m−m
′
d0‖L4
≤C‖∇uεR‖HN ‖∇d0‖HN+1 .
(3.103)
We initially estimate the quantity I(4)N (Cd). It is easy to deduce that
− 1
ε
〈λ1∂m(BεRd0), ∂m(uεR · ∇d0)〉
≤C
ε
(
‖∂mBεR‖L2 +
∑
06=m′≤m
‖∂m−m′BεR‖L4‖∂m
′
d0‖L4
)
‖∂m(uεR · ∇d0)‖L2
≤C
ε
‖∇uεR‖2HN ‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)
≤C‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)DN,ε(t) ,
(3.104)
where we also make use of the inequality (3.103). Similarly as in (3.104), we yield that
−1
ε
〈λ2∂m(AεRd0), ∂m(uεR · ∇d0)〉 ≤ C‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)DN,ε(t) . (3.105)
Based on the definition of Cd in (1.23), the inequalities (3.104) and (3.105) reduces to
I(4)N (Cd) ≤ C‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)DN,ε(t) . (3.106)
For the term I(4)N (AB), we estimate that
I(4)N (AB) ≤Cε
∑
1≤|m|≤N
∑
06=m′≤m
(‖∂m−m′BεR‖L4 + ‖∂m−m
′
AεR‖L4)‖∂m
′
d0‖L4‖∂mdεR‖L2
≤C
ε
‖∇uεR‖HN ‖∇dεR‖HN ‖∇d0‖HN+1 ≤ C‖∇d0‖HN+1DN,ε(t) .
(3.107)
We now estimate the quantity I(4)N (S1d). First, we have
1
ε
〈
2∂m[(∇d0 · ∇dεR)d0], ∂mDu0+√εuεRd
ε
R
〉
≤2
ε
‖∂m∇dεR‖L2‖d0 ⊗∇d0‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
+ C
ε
∑
06=m′≤m
‖∇∂m−m′dεR‖L4‖∂m
′
(d0 ⊗ d0)‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇d0‖HN ‖∇dεR‖HN ‖∂mDu0+√εuεRd
ε
R‖L2
+ C
ε
‖∇d0‖HN (1 + ‖∇d0‖HN )‖∇dεR‖HN ‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇d0‖HN (1 + ‖∇d0‖HN )‖∇dεR‖HN ‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
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+ C
ε
‖∇d0‖HN (1 + ‖∇d0‖HN )‖∇dεR‖HN ‖∇uεR‖HN
≤C‖∇d0‖HN (1 + ‖∇d0‖HN )DN,ε(t) . (3.108)
For the term 1
ε
〈
∂m(|∇d0|2dεR), ∂mDu0+√εuεRd
ε
R
〉
, one can easily estimate that
1
ε
〈
∂m(|∇d0|2dεR), ∂mDu0+√εuεRd
ε
R
〉
≤1
ε
‖∂m|∇d0|2‖L3‖dεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
+ C
ε
∑
06=m′≤m
‖∂m−m′ |∇d0|2‖L4‖∂m
′
dεR‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇d0‖2HN+1‖∇dεR‖HN ‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇d0‖2HN+1‖∇dεR‖HN ‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
+ C
ε
‖∇d0‖2HN+1‖∇dεR‖HN ‖∇uεR‖HN
≤C‖∇d0‖2HN+1DN,ε(t) .
(3.109)
We then derive the following bound
λ1
ε
〈
∂m(u0 · ∇dεR + uεR · ∇d0 + B0dεR), ∂mDu0+√εuεRd
ε
R
〉
≤C
ε
∑
m′≤m
‖∂m′u0‖L∞‖∇∂m−m′dεR‖L2‖∂mDu0+√εuεRd
ε
R‖L2
+ C
ε
(
‖uεR‖L6‖∇d0‖L3 +
∑
06=m′≤m
‖∂m′uεR‖L4‖∇∂m−m
′
d0‖L4
)
‖∂mDu0+√εuεRd
ε
R‖L2
+ C
ε
(
‖dεR‖L6‖B0‖L3 +
∑
06=m′≤m
‖∂m′dεR‖L4‖∂m−m
′
B0‖L4
)
‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
(‖u0‖HN+1 + ‖∇d0‖HN+1)(‖∇uεR‖HN + ‖∇dεR‖HN )‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
(‖u0‖HN+1 + ‖∇d0‖HN+1)(‖∇uεR‖HN + ‖∇dεR‖HN )
× (‖∂mDu0+√εuεRdεR + (∂mBεR)d0 + λ2λ1 (∂mAεR)d0‖L2 + ‖∇uεR‖HN )
≤C(‖u0‖HN+1 + ‖∇d0‖HN+1)DN,ε(t) .
(3.110)
Via the analogous arguments in (3.110), we imply that
λ2
ε
〈
∂m(A0d
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
≤ C‖u0‖HN+1DN,ε(t) . (3.111)
It is easily estimated that
− λ2
ε
〈
∂m[(A0 : d0 ⊗ d0)dεR], ∂mDu0+√εuεRd
ε
R
〉
≤C
ε
‖∂m(A0 : d0 ⊗ d0)‖L3‖dεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
+ C
ε
∑
06=m′≤m
‖∂m−m′(A0 : d0 ⊗ d0)‖L4‖∂m
′
dεR‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖u0‖HN+2(1 + ‖∇d0‖2HN+2)‖∇dεR‖HN ‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖u0‖HN+2(1 + ‖∇d0‖2HN+2)‖∇dεR‖HN
× (‖∂mDu0+√εuεRdεR + (∂mBεR)d0 + λ2λ1 (∂mAεR)d0‖L2 + ‖∇uεR‖HN )
≤C‖u0‖HN+2(1 + ‖∇d0‖2HN+2)DN,ε(t) .
(3.112)
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Similarly as in (3.112), we also have
−2λ2
ε
〈
∂m[(A0 : d0 ⊗ dεR)d0], ∂mDu0+√εuεRd
ε
R
〉
≤ C‖u0‖HN+2(1 + ‖∇d0‖2HN+2)DN,ε(t) .
(3.113)
Next, we estimate the quantity −λ2
ε
〈
∂m[(AεR : d0 ⊗ d0)d0], ∂mDu0+√εuεRd
ε
R
〉
for all |m| ≤
N . Straightforward calculations imply that
− λ2
ε
〈
∂m[(AεR : d0 ⊗ d0)d0], ∂mDu0+√εuεRd
ε
R
〉
=−λ2
ε
〈∂mAεR : d0 ⊗ d0, ∂t(d0 · ∂mdεR)− ∂td0 · ∂mdεR〉
+ −λ2
ε
〈
(∂mAεR : d0 ⊗ d0)d0, ∂m[(u0 +
√
εuεR) · ∇dεR]
〉
+ −λ2
ε
∑
06=m′≤m
Cm
′
m
〈
∂m−m
′
AεR : ∂
m′(d0 ⊗ d0 ⊗ d0), ∂mDu0+√εuεRd
ε
R
〉
.
(3.114)
Recalling the constraint (1.34), hence d0 · dεR = −
√
ε
2 |dεR|2, we easily derive that
d0 · ∂mdεR =∂m(d0 · dεR)−
∑
06=m′≤m
Cm
′
m ∂
m′d0 · ∂m−m′dεR
=−
√
ε
2 ∂
m|dεR|2 −
∑
06=m′≤m
Cm
′
m ∂
m′d0 · ∂m−m′dεR ,
(3.115)
which immediately reduces to
∂t(d0 · ∂mdεR) = −
√
ε∂m(dεR · ∂tdεR)
−
∑
06=m′≤m
Cm
′
m (∂
m′∂td0 · ∂m−m′dεR + ∂m
′
d0 · ∂m−m′∂tdεR)
=−√ε∂m[dεR · Du0+√εuεRdεR − (u0 +√εuεR) · ∇dεR]
−
∑
06=m′≤m
Cm
′
m
[
∂m
′
∂td0 · ∂m−m′dεR + ∂m
′
d0 · ∂m−m′Du0+√εuεRd
ε
R
]
−
∑
06=m′≤m
Cm
′
m
[
∂m
′
d0 · ∂m−m′((u0 +
√
εuεR) · ∇dεR)
]
.
(3.116)
Then, plugging the relation (3.116) into the equality (3.114) implies that
− λ2
ε
〈
∂m[(AεR : d0 ⊗ d0)d0], ∂mDu0+√εuεRd
ε
R
〉
=−λ2
ε
〈
(∂mAεR : d0 ⊗ d0)d0, ∂m[(u0 +
√
εuεR) · ∇dεR]
〉︸ ︷︷ ︸
I1
+ −λ2
ε
∑
06=m′≤m
Cm
′
m
〈
∂m−m
′
AεR : ∂
m′(d0 ⊗ d0 ⊗ d0), ∂mDu0+√εuεRd
ε
R
〉
︸ ︷︷ ︸
I2
+ λ2
ε
〈∂mAεR : d0 ⊗ d0, ∂td0 · ∂mdεR〉︸ ︷︷ ︸
I3
+ λ2
ε
〈
∂mAεR : d0 ⊗ d0,
√
ε∂m(dεR ·Du0+√εuεRd
ε
R)
〉
︸ ︷︷ ︸
I4
+ λ2
ε
∑
06=m′≤m
Cm
′
m
〈
∂mAεR : d0 ⊗ d0, ∂m
′
∂td0 · ∂m−m′dεR
〉
︸ ︷︷ ︸
I5
36 NING JIANG AND YI-LONG LUO
+ λ2
ε
∑
06=m′≤m
Cm
′
m
〈
∂mAεR : d0 ⊗ d0, ∂m
′
d0 · ∂m−m′Du0+√εuεRd
ε
R
〉
︸ ︷︷ ︸
I6
+ −λ2
ε
∑
06=m′≤m
Cm
′
m
〈
∂mAεR : d0 ⊗ d0, ∂m
′
d0 · ∂m−m′ [(u0 +
√
εuεR) · ∇dεR]
〉
︸ ︷︷ ︸
I7
. (3.117)
For the term I1, we estimate
I1 ≤Cε ‖∂mAεR‖L2‖∂m[(u0 +
√
εuεR) · ∇dεR]‖L2
≤C
ε
‖∇uεR‖HN ‖∇dεR‖HN (‖u0‖HN +
√
ε‖uεR‖HN )
≤C(‖u0‖HN + εE
1
2
N,ε(t))DN,ε(t) .
(3.118)
For the term I2, it is easily controlled that
I2 ≤Cε ‖AεR‖L4‖∂m(d0 ⊗ d0 ⊗ d0)‖L4‖∂mDu0+√εuεRd
ε
R‖L2
+ C
ε
∑
06=m′<m
‖∂m−m′AεR‖L2‖∂m
′
(d0 ⊗ d0 ⊗ d0)‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN (1 + ‖∇d0‖2HN )‖∂mDu0+√εuεRd
ε
R‖L2
≤C
ε
‖∇uεR‖2HN ‖∇d0‖HN (1 + ‖∇d0‖2HN )
+ C
ε
‖∇uεR‖HN ‖∇d0‖HN (1 + ‖∇d0‖2HN )‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
≤C(1 + ‖∇d0‖2HN )‖∇d0‖HNDN,ε(t) .
(3.119)
The quantity I3 can be bounded by
I3 ≤ |λ2|ε ‖∂mAεR‖L2‖∂td0‖L3‖∂mdεR‖L6
≤C
ε
‖∇uεR‖HN ‖∇dεR‖HN ‖∂td0‖H1
≤C
ε
(1 + ‖∇d0‖3HN )(‖u0‖HN + ‖∇d0‖HN )‖∇dεR‖HN ‖∇uεR‖HN
≤C(1 + ‖∇d0‖3HN )(‖u0‖HN + ‖∇d0‖HN )DN,ε(t) .
(3.120)
Here we make use of the bound
‖∂td0‖H1 ≤C(1 + ‖∇d0‖3HN )(‖u0‖HN + ‖∇d0‖HN ) (3.121)
for N ≥ 2, which is derived from the d0-equation of (1.10). The term I4 can be estimated as
I4 ≤ |λ2|√ε ‖∂mAεR‖L2‖∂m(dεR ·Du0+√εuεRd
ε
R)‖L2
≤ C√
ε
‖∇uεR‖HN ‖dεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤ C√
ε
‖∇uεR‖2HN ‖dεR‖HN
+ C√
ε
‖∇uεR‖HN ‖dεR‖HN
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
≤CεE
1
2
N,ε(t)DN,ε(t) .
(3.122)
For the term I5, we calculate that
I5 ≤Cε ‖∂mAεR‖L2
∑
06=m′≤m
‖∂m′∂td0‖L3‖∂m−m
′
dεR‖L6
≤C
ε
‖∇uεR‖HN ‖∂td0‖HN+1‖∇dεR‖HN
≤C
ε
(1 + ‖∇d0‖3HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)‖∇uεR‖HN ‖∇dεR‖HN
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≤C(1 + ‖∇d0‖3HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t) , (3.123)
where the bound ‖∂td0‖HN+1 ≤ C(1 + ‖∇d0‖3HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2) is utilized. We
compute the quantity I6 that
I6 ≤Cε
∑
06=m′≤m
‖∂mAεR‖L2‖∂m
′
d0‖L4‖∂m−m
′
Du0+
√
εuε
R
dεR‖L4
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C
ε
‖∇d0‖HN ‖∇dεR‖HN
×
(
‖∇uεR‖HN +
∑
|m|≤N
‖∂mDu0+√εuεRd
ε
R + (∂
mBεR)d0 +
λ2
λ1
(∂mAεR)d0‖L2
)
≤C‖∇d0‖HNDN,ε(t) .
(3.124)
It is easy to be estimated that
I7 ≤Cε
∑
06=m′≤m
‖∂mAεR‖L2‖∂m
′
d0‖L4‖∂m−m
′
[(u0 +
√
εuεR) · ∇dεR]‖L4
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN ‖(u0 +
√
εuεR) · ∇dεR‖HN
≤C
ε
‖∇d0‖HN ‖∇uεR‖HN ‖∇dεR‖HN (‖u0‖HN +
√
ε‖uεR‖HN )
≤C‖∇d0‖HN (‖u0‖HN + εE
1
2
N,ε(t))DN,ε(t) .
(3.125)
Collecting the bounds of Ii (1 ≤ i ≤ 7) above, we obtain
−λ2
ε
〈
∂m[(AεR : d0 ⊗ d0)d0], ∂mDu0+√εuεRd
ε
R
〉
≤ Cε(1 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t)
+C(1 + ‖∇d0‖3HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t) .
(3.126)
Recalling that the expression of S1d in (A.4), we derive from the bounds (3.108), (3.109),
(3.110), (3.111), (3.112), (3.113) and (3.126) that
1
ε
∑
|m|≤N
〈
∂mS1d , ∂mDu0+√εuεRd
ε
R
〉
≤ Cε(1 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t)
+C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)DN,ε(t) .
(3.127)
Combining the similar arguments of the inequality (3.127) and the bound (3.103), we know
that
1
ε
∑
|m|≤N
〈
∂mS1d, ∂m(uεR · ∇d0)
〉
≤ C√
ε
(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)D
1
2
N,ε(t)‖∂m(uεR · ∇d0)‖L2
≤ C√
ε
(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)D
1
2
N,ε(t)‖∇uεR‖HN ‖∇d0‖HN+1
≤C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖4HN+2)DN,ε(t) .
(3.128)
We next estimate the quantity δ
ε
∑
|m|≤N
〈
∂mS1d , ∂mdεR
〉
for N ≥ 2. First, we have
2δ
ε
〈∂m[(∇d0 · ∇dεR)d0], ∂mdεR〉
≤C
ε
∑
m′≤m
‖∂m−m′(d0 ⊗∇d0)‖L3‖∇∂m
′
dεR‖L2‖∂mdεR‖L6
≤C
ε
‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)‖∇dεR‖2HN
≤C‖∇d0‖HN+1(1 + ‖∇d0‖HN+1)DN,ε(t) .
(3.129)
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We then estimate
δ
ε
〈
∂m(|∇d0|2dεR), ∂mdεR
〉
≤C
ε
∑
m′≤m
∑
m′′≤m′
‖∇∂m′′d0‖L3‖∇∂m
′−m′′d0‖L3‖∂m−m
′
dεR‖L6‖∂mdεR‖L6
≤C
ε
‖∇d0‖2HN+1‖∇dεR‖2HN ≤ C‖∇d0‖2HN+1DN,ε(t) .
(3.130)
It is easy to calculate that
δλ1
ε
〈∂m(u0 · ∇dεR + uεR · ∇d0 + B0dεR), ∂mdεR〉
≤C
ε
∑
m′≤m
‖∂m′u0‖L3‖∇∂m−m
′
dεR‖L2‖∂mdεR‖L6
+C
ε
∑
m′≤m
(
‖∂m′uεR‖L6‖∇∂m−m
′
d0‖L2 + ‖∂m
′
dεR‖L6‖∂m−m
′
B0‖L2
)
‖∂mdεR‖L6 |T3|
1
6
≤C
ε
(‖u0‖HN+1 + ‖∇d0‖HN+1)(‖∇dεR‖HN + ‖∇uεR‖HN )‖∇dεR‖HN
≤C(‖u0‖HN+1 + ‖∇d0‖HN+1)DN,ε(t) ,
(3.131)
where we intrinsically utilize the fact that the volume of T3 is finite. Similarly as in (3.131),
we obtain
δλ2
ε
〈∂m(A0dεR), ∂mdεR〉 ≤ C‖u0‖HN+1DN,ε(t) , (3.132)
and
− δλ2
ε
〈∂m[(A0 : d0 ⊗ d0)dεR], ∂mdεR〉 − 2δλ2ε 〈∂m[(A0 : d0 ⊗ dεR)d0], ∂mdεR〉
≤ C‖u0‖HN+1(1 + ‖∇d0‖2HN+1)DN,ε(t) .
(3.133)
It remains to estimate the quantity − δλ2
ε
〈∂m((AεR : d0 ⊗ d0)d0), ∂mdεR〉 for all |m| ≤ N . From
the relation (3.115), we easily derive that
− δλ2
ε
〈∂m((AεR : d0 ⊗ d0)d0), ∂mdεR〉
= δλ2
2
√
ε
∑
m′≤m
Cm
′
m
〈
∂mAεR : d0 ⊗ d0, ∂m
′
dεR · ∂m−m
′
dεR
〉
︸ ︷︷ ︸
II1
+ δλ2
ε
∑
06=m′≤m
Cm
′
m
〈
∂mAεR : d0 ⊗ d0, ∂m
′
d0 · ∂m−m′dεR
〉
︸ ︷︷ ︸
II2
+ −δλ2
ε
∑
06=m′≤m
Cm
′
m
〈
∂m−m
′
AεR : ∂
m′(d0 ⊗ d0 ⊗ d0), ∂mdεR
〉
︸ ︷︷ ︸
II1
.
(3.134)
For the term II1, we estimate
II1 ≤ C√ε
∑
m′≤m
‖∂mAεR‖L2‖∂m
′
dεR‖L3‖∂m−m
′
dεR‖L6
≤ C√
ε
‖∇uεR‖HN ‖∇dεR‖HN (‖dεR‖HN + ‖∇dεR‖HN )
≤CεE
1
2
N,ε(t)DN,ε(t) .
(3.135)
For the term II2, we have
II2 ≤Cε
∑
06=m′≤m
‖∂mAεR‖L2‖∂m
′
d0‖L3‖∂m−m
′
dεR‖L6
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN ‖∇dεR‖HN ≤ C‖∇d0‖HNDN,ε(t) .
(3.136)
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For the term II3, we calculate that
II3 ≤Cε
∑
06=m′≤m
‖∂m−m′AεR‖L2‖∂m
′
(d0 ⊗ d0 ⊗ d0)‖L3‖∂mdεR‖L6
≤C
ε
‖∇uεR‖HN ‖∇d0‖HN (1 + ‖∇d0‖2HN )‖∇dεR‖HN
≤C(1 + ‖∇d0‖2HN )‖∇d0‖HNDN,ε(t) . (3.137)
Summarizing the estimates II1, II2 and II3, we obtain
− δλ2
ε
〈∂m((AεR : d0 ⊗ d0)d0), ∂mdεR〉
≤C(1 + ‖∇d0‖2HN )‖∇d0‖HNDN,ε(t) + CεE
1
2
N,ε(t)DN,ε(t) .
(3.138)
Recalling the expression of S1d in (A.4), we derive from the inequalities (3.129), (3.130),
(3.131), (3.132), (3.133) and (3.138) that
δ
ε
∑
|m|≤N
〈
∂mS1d, ∂mdεR
〉 ≤ CεE 12N,ε(t)DN,ε(t)
+C(‖u0‖HN+1 + ‖∇d0‖HN+1)(1 + ‖∇d0‖2HN+1)DN,ε(t) .
(3.139)
Consequently, plugging the inequalities (3.127), (3.128) and (3.139) into the expression of
I(4)N (S1d) in (3.102) reduces to
I(4)N (S1d) ≤ C(‖u0‖HN+2 + ‖∇d0‖HN+2)(1 + ‖∇d0‖3HN+2)DN,ε(t) + CεE
1
2
N,ε(t)DN,ε(t) .
(3.140)
Next we estimate the quantity I(4)N (S2d) for any integer N ≥ 2. First, we have
1√
ε
〈
∂m(|∇dεR|2d0), ∂mDu0+√εuεRd
ε
R
〉
≤ C√
ε
∑
m′≤m
‖∂m−m′ |∇dεR|2‖L2‖∂m
′
d0‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
≤ C√
ε
‖∇dεR‖2HN ‖Du0+√εuεRd
ε
R‖HN (1 + ‖∇d0‖HN+2)
≤C√ε(1 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t)
(3.141)
and
2√
ε
〈
∂m((∇d0 · ∇dεR)dεR), ∂mDu0+√εuεRd
ε
R
〉
≤ C√
ε
∑
m′≤m
‖∇∂m′d0‖L∞‖∂m−m′(dεR ⊗∇dεR)‖L2‖∂mDu0+√εuεRd
ε
R‖L2
≤ C√
ε
‖∇dεR‖HN ‖dεR‖HN ‖Du0+√εuεRd
ε
R‖HN ‖∇d0‖HN+2
≤C√ε‖∇d0‖HN+2E
1
2
N,ε(t)DN,ε(t)
(3.142)
for all |m| ≤ N . It is easy to deduce that
− 1√
ε
〈
∂mD2u0d0, ∂
mDu0+
√
εuε
R
dεR
〉
≤ 1√
ε
‖∂mD2u0d0‖L2‖∂mDu0+√εuεRd
ε
R‖L2
≤ C√
ε
‖D2u0d0‖HN
(‖∂mDu0+√εuεRdεR + (∂mBεR)d0 + λ2λ1 (∂mAεR)d0‖L2 + ‖∇uεR‖HN )
≤C(1 + ‖u0‖6NN+2 + ‖∇d0‖6HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
2
N,ε(t) ,
(3.143)
where we make use of the inequality (3.65).
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For the term − 1√
ε
〈
∂m(|Du0d0|2d0), ∂mDu0+√εuεRd
ε
R
〉
, we deduce that
− 1√
ε
〈
∂m(|Du0d0|2d0), ∂mDu0+√εuεRd
ε
R
〉
≤ 1√
ε
‖∂m|Du0d0|2‖L2‖∂mDu0+√εuεRd
ε
R‖L2
+ C√
ε
∑
06=m′≤m
‖∂m−m′ |Du0d0|2‖L4‖∂m
′
d0‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤ C√
ε
(1 + ‖∇d0‖HN+1)‖Du0d0‖2HN
× (‖∂mDu0+√εuεRdεR + (∂mBεR)d0 + λ2λ1 (∂mAεR)d0‖L2 + ‖∇uεR‖HN )
≤C(1 + ‖∇d0‖7HN+1)(‖∇u0‖2HN + ‖∆d0‖2HN )D
1
2
N,ε(t)
≤C(1 + ‖u0‖8HN+1 + ‖∇d0‖8HN+1)(‖∇u0‖HN + ‖∆d0‖HN )D
1
2
N,ε(t) ,
(3.144)
where the inequality (3.64) is utilized. We next estimate that
λ1√
ε
〈
∂m(BεRd
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
≤ C√
ε
(‖∂mBεR‖L2‖dεR‖L∞ + ∑
06=m′≤m
‖∂m−m′BεR‖L4‖∂m
′
dεR‖L4
)‖∂mDu0+√εuεRdεR‖L2
≤ C√
ε
‖∇uεR‖HN (‖dεR‖HN + ‖∇dεR‖HN )‖Du0+√εuεRd
ε
R‖HN
≤C√εE
1
2
N,ε(t)DN,ε(t) .
(3.145)
Similarly as in (3.145), we have
λ2√
ε
〈
∂m(AεRd
ε
R), ∂
mDu0+
√
εuε
R
dεR
〉
≤ C√εE
1
2
N,ε(t)DN,ε(t) . (3.146)
We deduce the following bound
− λ2√
ε
〈
∂m[A0 : (d0 ⊗ dεR + dεR ⊗ d0)dεR], ∂mDu0+√εuεRd
ε
R
〉
≤ C√
ε
∑
m′≤m
m′′≤m′
‖∂m−m′(A0d0)‖L6‖∂m
′′
dεR‖L6‖∂m
′−m′′dεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
≤ C√
ε
‖u0‖HN+2(1 + ‖∇d0‖HN+2)‖∇dεR‖2HN ‖Du0+√εuεRd
ε
R‖HN
≤C√ε‖u0‖HN+2(1 + ‖∇d0‖HN+2)E
1
ε
N,ε(t)DN,ε(t) .
(3.147)
We calculate that
− λ2√
ε
〈
∂m[(AεR : d0 ⊗ d0)dεR], ∂mDu0+√εuεRd
ε
R
〉
≤ C√
ε
‖∂mAεR‖L2‖(d0 ⊗ d0)dεR‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
+ C√
ε
∑
06=m′≤m
‖∂m−m′AεR‖L4‖∂m
′
((d0 ⊗ d0)dεR)‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤ C√
ε
‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖HN (‖dεR‖HN + ‖∇dεR‖HN )(1 + ‖∇d0‖2HN+1)
≤C√ε(1 + ‖∇d0‖2HN+1)E
1
2
N,ε(t)DN,ε(t) .
(3.148)
It is derived from the analogous arguments in (3.148) that
− λ2√
ε
〈
∂m[AεR : (d0 ⊗ dεR + dεR ⊗ d0)d0], ∂mDu0+√εuεRd
ε
R
〉
≤ C√ε(1 + ‖∇d0‖2HN+1)E
1
2
N,ε(t)DN,ε(t) .
(3.149)
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Moreover, from the similar calculations in (3.147), we derive that
− λ2√
ε
〈
∂m[(A0 : d
ε
R ⊗ dεR)d0], ∂mDu0+√εuεRd
ε
R
〉
≤ C√ε‖u0‖HN+2(1 + ‖∇d0‖HN+2)E
1
2
N,ε(t)DN,ε(t) .
(3.150)
Recalling the definition of S2d in (A.5), we collect the inequalities (3.141), (3.142), (3.143),
(3.144), (3.145), (3.146), (3.147), (3.148), (3.149) and (3.150), and then know that
1√
ε
〈
∂mS2d, ∂mDu0+√εuεRd
ε
R
〉
≤ C√ε(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)E
1
2
N,ε(t)DN,ε(t)
+ C(1 + ‖u0‖8HN+1 + ‖∇d0‖8HN+1)(‖∇u0‖HN + ‖∆d0‖HN )D
1
2
N,ε(t) .
(3.151)
Furthermore, the inequality (3.103) and similar estimates on (3.151) reduce to
1√
ε
〈
∂mS2d, ∂m(uεR · ∇d0)
〉
≤C(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)E
1
2
N,ε(t)D
1
2
N,ε(t)‖uεR · ∇d0‖HN
+ C√
ε
(1 + ‖u0‖8HN+1 + ‖∇d0‖8HN+1)(‖∇u0‖HN + ‖∆d0‖HN )‖uεR · ∇d0‖HN
≤C√ε(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)E
1
2
N,ε(t)DN,ε(t)
+ C(1 + ‖u0‖9HN+1 + ‖∇d0‖9HN+1)(‖∇u0‖HN + ‖∆d0‖HN )D
1
2
N,ε(t) .
(3.152)
We next estimate the quantity δ√
ε
〈
∂mS2d, ∂mdεR
〉
for all |m| ≤ N . First, we have
δ√
ε
〈
∂m(|∇dεR|2d0), ∂mdεR
〉
≤ C√
ε
‖∂m|∇dεR|2‖L2‖∂mdεR‖L2
+ C√
ε
∑
06=m′≤m
‖∂m−m′ |∇dεR|2‖L4‖∂m
′
d0‖L4‖∂mdεR‖L2
≤ C√
ε
‖∇dεR‖2HN ‖dεR‖HN (1 + ‖∇d0‖HN+1)
≤Cε(1 + ‖∇d0‖HN+1)E
1
2
N,ε(t)DN,ε(t) .
(3.153)
It is estimated that
2δ√
ε
〈∂m[(∇d0 · ∇dεR)dεR], ∂mdεR〉
≤ C√
ε
∑
m′≤m
∑
m′′≤m′
‖∇∂m−m′dεR‖L2‖∂m
′′
dεR‖L6‖∇∂m
′−m′′d0‖L6‖∂mdεR‖L6
≤ C√
ε
‖∇dεR‖3HN ‖∇d0‖HN+1 ≤ C‖∇d0‖HN+1E
1
2
N,ε(t)DN,ε(t) .
(3.154)
The following bound holds
− δ√
ε
〈
∂mD2u0d0, ∂
mdεR
〉 ≤ δ√
ε
‖∂mD2u0d0‖L2‖∂mdεR‖L6 |T3|
1
3
≤ C√
ε
‖D2u0d0‖HN ‖∇dεR‖HN
≤ C√
ε
(1 + ‖u0‖6HN+2 + ‖∇d0‖6HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)‖∇dεR‖HN
≤C(1 + ‖u0‖6HN+2 + ‖∇d0‖6HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
2
N,ε(t) ,
(3.155)
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where the inequality (3.65) and the fact that the volume of T3 is finite are utilized. Moreover,
from the bound (3.64) and the finiteness of the volume T3, we deduce that
− δ√
ε
〈
∂m(|Du0d0|2d0), ∂mdεR
〉
≤ δ√
ε
‖∂m|Du0d0|2‖L2‖∂mdεR‖L6 |T3|
1
3
+ C√
ε
∑
06=m′≤m
‖∂m−m′ |Du0d0|2‖L4‖∂m
′
d0‖L4‖∂mdεR‖L6 |T3|
1
3
≤ C√
ε
‖Du0d0‖2HN ‖∇dεR‖HN (1 + ‖∇d0‖HN )
≤ C√
ε
(1 + ‖∇d0‖7HN )(‖∇u0‖2HN + ‖∆d0‖2HN )‖∇dεR‖HN
≤C(1 + ‖u0‖8HN+2 + ‖∇d0‖8HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
2
N,ε(t) .
(3.156)
For the term δλ1√
ε
〈∂m(BεRdεR), ∂mdεR〉, we estimate that
δλ1√
ε
〈∂m(BεRdεR), ∂mdεR〉
≤ C√
ε
∑
m′≤m
‖∂m−m′BεR‖L2‖∂m
′
dεR‖L3‖∂mdεR‖L6
≤ C√
ε
‖∇uεR‖HN ‖∇dεR‖HN (‖dεR‖HN + ‖∇dεR‖HN )
≤CεE
1
2
N,ε(t)DN,ε(t) .
(3.157)
Similarly as in (3.157), we have
δλ2√
ε
〈∂m(AεRdεR), ∂mdεR〉 ≤ CεE
1
2
N,ε(t)DN,ε(t) . (3.158)
We next calculate that
− δλ2√
ε
〈∂m[A0 : (d0 ⊗ dεR + dεR ⊗ d0)dεR], ∂mdεR〉
≤ C√
ε
∑
m′≤m
m′′≤m′
‖∂m−m′(A0d0)‖L2‖∂m
′′
dεR‖L6‖∂m
′−m′′dεR‖L6‖∂mdεR‖L6
≤ C√
ε
‖u0‖HN+1(1 + ‖∇d0‖HN+1)‖∇dεR‖3HN
≤Cε‖u0‖HN+1(1 + ‖∇d0‖HN+1)E
1
2
N,ε(t)DN,ε(t) .
(3.159)
One easily derives the following bound
− δλ2√
ε
〈∂m[(AεR : d0 ⊗ d0)dεR], ∂mdεR〉
≤ C√
ε
∑
m′≤m
‖∂m−m′AεR‖L2‖∂m
′
((d0 ⊗ d0)dεR)‖L3‖∂mdεR‖L6
≤ C√
ε
‖∇uεR‖HN ‖∇dεR‖HN (‖dεR‖HN + ‖∇dεR‖HN )(1 + ‖∇d0‖2HN )
≤C(1 + ‖∇d0‖2HN )E
1
2
N,ε(t)DN,ε(t) .
(3.160)
Via the analogous calculations in (3.160), we imply that
− δλ2√
ε
〈∂m[AεR : (d0 ⊗ dεR + dεR ⊗ d0)d0], ∂mdεR〉 ≤ C(1 + ‖∇d0‖2HN )E
1
2
N,ε(t)DN,ε(t) . (3.161)
Furthermore, the similar calculations in (3.159) tell us
− δλ2√
ε
〈∂m[(A0 : dεR ⊗ dεR)d0], ∂mdεR〉 ≤ Cε‖u0‖HN+1(1 + ‖∇d0‖HN+1)E
1
2
N,ε(t)DN,ε(t) . .
(3.162)
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Recalling that the definition of S2d in (A.5), we imply by collecting the bounds (3.153), (3.154),
(3.155), (3.156), (3.157), (3.158), (3.159), (3.160), (3.161) and (3.162) that
δ√
ε
〈
∂mS2d, ∂mdεR
〉
≤Cε(1 + ‖u0‖2HN+2 + ‖∇d0‖2HN+2)E
1
ε
N,ε(t)DN,ε(t)
+ C(1 + ‖u0‖8HN+2 + ‖∇d0‖8HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
ε
N,ε(t) .
(3.163)
From the inequalities (3.151), (3.152) and (3.163), we deduce that
I(4)N (S2d) = 1√ε
〈
∂mS2d , ∂mDu0+√εuεRd
ε
R − ∂m(uεR · ∇d0) + δ∂mdεR
〉
≤C√ε(1 + ‖u0‖3HN+2 + ‖∇d0‖3HN+2)E
1
2
N,ε(t)DN,ε(t)
+C(1 + ‖u0‖9HN+2 + ‖∇d0‖9HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
2
N,ε(t) .
(3.164)
We next estimate the quantity I(4)N (Rd) for the integer N ≥ 2. We start with the term〈
∂mRd, ∂mDu0+√εuεRd
ε
R
〉
for |m| ≤ N . First, we have〈
∂m(|∇dεR|2dεR), ∂mDu0+√εuεRd
ε
R
〉
≤‖∂m|∇dεR|2‖L2‖dεR‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
+ C
∑
06=m′≤m
‖∂m−m′ |∇dεR|2‖L4‖∂m
′
dεR‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C‖∇dεR‖2HN ‖Du0+√εuεRd
ε
R‖HN (‖dεR‖HN + ‖∇dεR‖HN )
≤C√ε3EN,ε(t)DN,ε(t) .
(3.165)
Via the inequality (3.64), we deduce that
−
〈
∂m(|Du0d0|2dεR), ∂mDu0+√εuεRd
ε
R
〉
≤C
∑
m′≤m
‖∂m−m′ |Du0d0|2‖L3‖∂m
′
dεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
≤C‖Du0d0‖2HN+1‖∇dεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C√ε(1 + ‖∇d0‖6HN+1)(‖∇u0‖2HN+1 + ‖∆d0‖HN+1)DN,ε(t)
≤C√ε(1 + ‖∇d0‖6HN+2)(‖u0‖2HN+2 + ‖∇d0‖2HN+2)DN,ε(t) .
(3.166)
It is easily derived that
− 2
〈
∂m[Du0d0 · (Du0+√εuεRd
ε
R + u
ε
R · ∇d0)d0], ∂mDu0+√εuεRd
ε
R
〉
≤C‖Du0d0 ⊗ d0‖L∞‖∂mDu0+√εuεRd
ε
R‖2L2
+ C
∑
06=m′≤m
‖∂m′(Du0d0 ⊗ d0)‖L4‖∂m−m
′
Du0+
√
εuε
R
dεR‖L4‖∂mDu0+√εuεRd
ε
R‖L2
+ C
∑
m′≤m
‖∂m−m′(Du0d0 ⊗ d0 ⊗∇d0)‖L3‖∂m
′
dεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
≤C‖Du0d0‖HN (1 + ‖∇d0‖HN )‖Du0+√εuεRd
ε
R‖2HN
+ C‖Du0d0‖HN+1‖u0‖HN+1(1 + ‖∇d0‖HN+1)‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C√ε‖Du0d0‖HN+1(1 + ‖u0‖2HN+1 + ‖∇d0‖2HN+1)DN,ε(t)
≤C√ε(1 + ‖u0‖5HN+2 + ‖∇d0‖5HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t)
(3.167)
for all |m| ≤ N and 0 < ε ≤ 1, where the bounds (3.64) is also utilized.
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For the term −λ2
〈
∂m[(AεR : d
ε
R ⊗ dεR)d0], ∂mDu0+√εuεRd
ε
R
〉
, we estimate that
− λ2
〈
∂m[(AεR : d
ε
R ⊗ dεR)d0], ∂mDu0+√εuεRd
ε
R
〉
≤C‖∂mAεR‖L2‖(dεR ⊗ dεR)d0‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
+ C
∑
06=m′≤m
‖∂m−m′AεR‖L2
≤C‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖HN (‖dεR‖2HN + ‖∇dεR‖2HN )(1 + ‖∇d0‖HN+1)
≤C√ε3(1 + ‖∇d0‖HN+1)EN,ε(t)DN,ε(t) .
(3.168)
Furthermore, by the similar arguments as in (3.168), we immediately have
− λ1
〈
∂m[AεR : (d0 ⊗ dεR + dεR ⊗ d0)dεR], ∂mDu0+√εuεRd
ε
R
〉
≤ C√ε3(1 + ‖∇d0‖HN+1)EN,ε(t)DN,ε(t) ,
(3.169)
and
− 2√ελ2
〈
∂m[(AεR : d
ε
R ⊗ dεR)dεR], ∂mDu0+√εuεRd
ε
R
〉
≤C√ε‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖HN (‖dεR‖3HN + ‖∇dεR‖3HN )
≤Cε3E
3
2
N,ε(t)DN,ε(t) .
(3.170)
We now calculate that
− λ2
〈
∂m[(A0 : d
ε
R ⊗ dεR)dεR], ∂mDu0+√εuεRd
ε
R
〉
≤C
∑
m′≤m
‖∂m−m′(A0 : dεR ⊗ dεR)‖L3‖∂m
′
dεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
≤C‖u0‖HN+2(‖dεR‖2HN + ‖∇dεR‖HN )‖∇dεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C√ε3‖u0‖HN+2EN,ε(t)DN,ε(t) .
(3.171)
The following bound holds for all |m| ≤ N and 0 < ε ≤ 1:
−√ε
〈
∂m(|Du0+√εuεRd
ε
R + u
ε
R · ∇d0|2d0), ∂mDu0+√εuεRd
ε
R
〉
≤C√ε
∑
m′≤m
‖∂m−m′ |Du0+√εuεRd
ε
R + u
ε
R · ∇d0|2‖L2‖∂m
′
d0‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
≤C√ε(‖Du0+√εuεRd
ε
R‖2HN + ‖uεR · ∇d0‖2HN )(1 + ‖∇d0‖HN+1)‖Du0+√εuεRd
ε
R‖HN
≤C√ε(1 + ‖∇d0‖HN+1)‖Du0+√εuεRd
ε
R‖HN (‖Du0+√εuεRd
ε
R‖2HN + ‖∇uεR‖2HN ‖∇d0‖2HN+1)
≤C√ε(1 + ‖u0‖3HN+1 + ‖∇d0‖3HN+1)E
1
2
N,ε(t)DN,ε(t) ,
(3.172)
where the inequality (3.103) is also used. We then estimate that
− 2√ε
〈
∂m[Du0d0 · (Du0+√εuεRd
ε
R + u
ε
R · ∇d0)dεR], ∂mDu0+√εuεRd
ε
R
〉
≤C√ε‖∂m[(Du0d0 · Du0+√εuεRd
ε
R)d
ε
R]‖L2‖∂mDu0+√εuεRd
ε
R‖L2
+ C
√
ε
∑
m′≤m
‖∂m−m′ [Du0d0 · (uεR · ∇d0)]‖L3‖∂m
′
dεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
≤C√ε‖Du0d0‖HN ‖dεR‖HN ‖Du0+√εuεRd
ε
R‖2HN
+ C
√
ε‖Du0d0‖HN+1‖∇d0‖HN+1(‖uεR‖HN + ‖∇uεR‖HN )‖∇dεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤Cε‖Du0d0‖HN (1 + ‖∇d0‖HN+1)E
1
2
N,ε(t)DN,ε(t
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≤Cε(1 + ‖∇d0‖4HN+1 + ‖u0‖4HN+1)(‖u0‖HN+1 + ‖∇d0‖HN+1)E
1
2
N,ε(t)DN,ε(t)
≤Cε(1 + ‖u0‖5HN+1 + ‖∇d0‖5HN+1)E
1
2
N,ε(t)DN,ε(t) (3.173)
for all |m| ≤ N and 0 < ε ≤ 1, where the last second inequality is implied the bound (3.103).
Via the same calculations as in the bound (3.172), we have
− ε
〈
∂m(|Du0+√εuεRd
ε
R + u
ε
Rd0|2dεR), ∂mDu0+√εuεRd
ε
R
〉
≤ Cε(1 + ‖u0‖2HN+1 + ‖∇d0‖2HN+1)EN,ε(t)DN,ε(t) .
(3.174)
It is easy to deduce that
−
〈
∂m[uεR · ∇(Du0d0)], ∂mDu0+√εuεRd
ε
R
〉
≤‖∂m[uεR · ∇(Du0d0)]‖L2‖∂mDu0+√εuεRd
ε
R‖L2
≤C‖uεR‖HN ‖∇(Du0d0)‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C(1 + ‖∇d0‖3HN+1)(‖∇u0‖HN+1 + ‖∆d0‖HN+1)‖uεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C√ε(1 + ‖∇d0‖3HN+1)(‖∇u0‖HN+1 + ‖∆d0‖HN+1)E
1
2
N,ε(t)D
1
2
N,ε(t) ,
(3.175)
where the last second inequality is derived from the bound (3.64). We next estimate that
−
〈
∂m[u0 · ∇(uεR · ∇d0)], ∂mDu0+√εuεRd
ε
R
〉
=−
〈
∂m(u0 · ∇uεR · ∇d0 + u0 · uεR · ∇∇d0), ∂mDu0+√εuεRd
ε
R
〉
≤C‖∇∂muεR‖L2‖u0 · ∇d0‖L∞‖∂mDu0+√εuεRd
ε
R‖L2
+
∑
06=m′≤m
‖∇∂m−m′uεR‖L4‖∂m
′
(u0 · ∇d0)‖L4‖∂mDu0+√εuεRd
ε
R‖L2
+ C
∑
m′≤m
‖∂m−m′(u0 · ∇u0 · ∇∇d0)‖L3‖∂m
′
uεR‖L6‖∂mDu0+√εuεRd
ε
R‖L2
≤C‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖HN ‖u0‖HN+2‖∇d0‖HN+2(1 + ‖u0‖HN+2)
≤C√ε‖u0‖HN+2‖∇d0‖HN+2(1 + ‖u0‖HN+2)DN,ε(t) .
(3.176)
Furthermore, we have
−√ε
〈
∂m[uεR · ∇(uεR · ∇d0)], ∂mDu0+√εuεRd
ε
R
〉
≤C√ε‖uεR‖2L6‖∇∂m∇d0‖L6‖∂mDu0+√εuεRd
ε
R‖L2
+ C
√
ε
∑
06=m′≤m
‖∂m′(uεR ⊗ uεR)‖L4‖∇∂m−m
′∇d0‖L4‖∂mDu0+√εuεRd
ε
R‖L2
≤C√ε‖∇d0‖HN+2‖uεR‖HN ‖∇uεR‖HN ‖Du0+√εuεRd
ε
R‖HN
≤C√ε3‖∇d0‖HN+2E
1
2
N,ε(t)DN,ε(t) .
(3.177)
Recalling the definition of Rd in (A.6) and collecting the previous bounds (3.165), (3.166),
(3.167), (3.168), (3.169), (3.170), (3.171), (3.172), (3.173), (3.174), (3.175), (3.176) and
(3.177), we obtain〈
∂mRd, ∂mDu0+√εuεRd
ε
R
〉
≤C√ε(1 + ‖u0‖5HN+2 + ‖∇d0‖5HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]DN,ε(t)
+C
√
ε(1 + ‖u0‖7HN+2 + ‖∇d0‖7HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t)
+C
√
ε(1 + ‖∇d0‖2HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)D
1
2
N,ε(t)
(3.178)
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for all |m| ≤ N and ε ∈ (0, ε0].
By the similar estimates on the quantity
〈
∂mRd, ∂mDu0+√εuεRd
ε
R
〉
in (3.178), we obtain
〈∂mRd, ∂m(uεR · ∇d0)〉
≤C(1 + ‖u0‖5HN+2 + ‖∇d0‖5HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]D
1
2
N,ε(t)‖uεR · ∇d0‖HN
+C(1 + ‖u0‖7HN+2 + ‖∇d0‖7HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)D
1
2
N,ε(t)‖uεR · ∇d0‖HN
+C(1 + ‖∇d0‖2HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)‖uεR · ∇d0‖HN
≤C√ε(1 + ‖u0‖6HN+2 + ‖∇d0‖6HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]DN,ε(t)
+C
√
ε(1 + ‖u0‖8HN+2 + ‖∇d0‖8HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t)
+C
√
ε(1 + ‖∇d0‖3HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)D
1
2
N,ε(t) ,
(3.179)
where we make use of the inequality (3.103), hence for N ≥ 2
‖uεR · ∇d0‖HN ≤ C‖∇uεR‖HN ‖∇d0‖HN+1 ≤ C
√
ε‖∇d0‖HN+1D
1
2
N,ε(t) .
Notice that the bound
‖∂mdεR‖L2 ≤ ‖∂mdεR‖L6 |T3|
1
3 ≤ C‖∇dεR‖HN ≤ C
√
εD
1
2
N,ε(t) (3.180)
holds for all |m| ≤ N . Then, from the similar arguments in (3.178) and the previous bound,
we deduce that
δ 〈∂mRd, ∂mdεR〉
≤C(1 + ‖u0‖5HN+2 + ‖∇d0‖5HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]D
1
2
N,ε(t)‖∂mdεR‖L2
+C(1 + ‖u0‖7HN+2 + ‖∇d0‖7HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)D
1
2
N,ε(t)‖∂mdεR‖L2
+C(1 + ‖∇d0‖2HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)‖∂mdεR‖L2
≤C√ε(1 + ‖u0‖5HN+2 + ‖∇d0‖5HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]DN,ε(t)
+C
√
ε(1 + ‖u0‖7HN+2 + ‖∇d0‖7HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t)
+C
√
ε(1 + ‖∇d0‖2HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)D
1
2
N,ε(t) .
(3.181)
Finally, from the inequalities (3.178), (3.179) and (3.181), we derive that
I(4)N (Rd) =
∑
|m|≤N
〈
∂mRd, ∂mDu0+√εuεRd
ε
R − ∂m(uεR · ∇d0) + δ∂mdεR
〉
≤C√ε(1 + ‖u0‖6HN+2 + ‖∇d0‖6HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]DN,ε(t)
+C
√
ε(1 + ‖u0‖8HN+2 + ‖∇d0‖8HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t)
+C
√
ε(1 + ‖∇d0‖3HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)D
1
2
N,ε(t)
(3.182)
holds for all N ≥ 2 and 0 < ε ≤ ε0.
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As a consequence, substituting the inequalities (3.106), (3.107), (3.140), (3.164) and (3.182)
into (3.102) reduces to
I(4)N ≤C(1 + ‖u0‖9HN+2 + ‖∇d0‖9HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
2
N,ε(t)
+C
√
ε(1 + ‖u0‖6HN+2 + ‖∇d0‖6HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]DN,ε(t)
+C
√
ε(1 + ‖u0‖8HN+2 + ‖∇d0‖8HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t)
+C
√
ε(1 + ‖∇d0‖3HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)D
1
2
N,ε(t)
(3.183)
for all N ≥ 2 and 0 < ε ≤ ε0.
Step 5. Close the a priori uniform energy estimates.
Via plugging the bounds (3.58), (3.95), (3.101) and (3.183) into the relation (3.34), we
obtain
1
2
d
dtEN,ε(t) + DN,ε(t)
≤C(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
2
N,ε(t)
+C(‖u0‖9HN+2 + ‖∇d0‖9HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)D
1
2
N,ε(t)
+C
√
ε(1 + ‖u0‖6HN+2 + ‖∇d0‖6HN+2)[E
1
2
N,ε(t) + E
2
N,ε(t)]DN,ε(t)
+C
√
ε(1 + ‖u0‖8HN+2 + ‖∇d0‖8HN+2)(‖u0‖HN+2 + ‖∇d0‖HN+2)DN,ε(t)
+C
√
ε(1 + ‖∇d0‖3HN+2)(‖∇u0‖HN+2 + ‖∆d0‖HN+2)E
1
2
N,ε(t)D
1
2
N,ε(t)
(3.184)
for all 0 < ε ≤ ε0 ≤ 1. Furthermore, by the relations (3.2) and the bound (3.3) we know that
‖∇d0‖2HN+2 + ‖u0‖2HN+2 ≤ c−10 ESN ,0(t) ≤ C(βSN ,0) ,
‖∇u0‖2HN+2 + ‖∆d0‖2HN+2 ≤ c−10 DSN ,0(t) .
(3.185)
As a result, we deduce that for all N ≥ 2 and 0 < ε ≤ ε0
1
2
d
dtEN,ε(t) + DN,ε(t)
≤CD
1
2
S
N
,0(t)D
1
2
N,ε(t) + C
(
E
1
2
S
N
,0(t) + E
1
2
N,ε(t)
)
D
1
2
S
N
,0(t)D
1
2
N,ε(t)
+C
√
ε
(
E
1
2
S
N
,0(t) + E
1
2
N,ε(t) + E
2
N,ε(t)
)
DN,ε(t) ,
(3.186)
which immediately implies by the Young’s inequality that
d
dtEN,ε(t) + DN,ε(t) ≤C
√
ε
(
E
1
2
S
N
,0(t) + E
1
2
N,ε(t) + E
2
N,ε(t)
)
DN,ε(t)
+CDS
N
,0(t) + C
(
E
1
2
S
N
,0(t) + E
1
2
N,ε(t)
)
D
1
2
S
N
,0(t)D
1
2
N,ε(t)
(3.187)
for all 0 < ε ≤ ε0. Taking a large constant θ0 ≫ 1 and adding the θ0 times of the differential
inequality (3.4) to the previous inequality gives us
d
dt
[
EN,ε(t) + θ0ES
N
,0(t)
]
+ DN,ε(t) +
θ0
2 DSN ,0
(t)
≤C[E 2N,ε(t) + E 12N,ε(t) + E 12S
N
,ε(t)
][
DN,ε(t) +
θ0
2 DSN ,0
(t)
] (3.188)
for all N ≥ 2 and 0 < ε ≤ ε0. Then the proof of Proposition 3.2 is finished. 
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4. Global well-posedness of the remainder system: proof of Theorem 1.1
.
In this section, we aim at completing the proof of Theorem 1.1. Without loss of generality,
based on the a priori energy estimate (3.17) derived in Proposition 3.2, we prove the global
existence of the remainder system (1.33) with the initial data (1.35). Then, combining the
solution (u0,d0) to the limit equations (1.10) with initial conditions (1.13) given in Proposition
3.1, we know that
(uε,dε) = (u0 +
√
εuεR,d0 +
√
εdεR)
obeys the first three equations of the system (1.1) with the initial data (1.8). We remark that
the similar arguments will also justify the global existence to the remainder system (1.20)-
(1.27), which is the remainder system with respect to the ill-posedness initial data. Thus, we
obtain a global classical solution
(uε,dε) = (u0 +
√
εuεR,d0 + εD
ε
I +
√
εdεR)
to the original system (1.1)-(1.8). We omit the details of this case here.
We now introduce a mollifier over the periodic space variable. Recall that T3 = R3/L3,
where L3 ⊂ R3 is some 3-dimensional lattice. Let ϕ ∈ C∞(R3) be such that ϕ ≥ 0,´
R3
ϕ(x)dx = 1, and ϕ(x) = 0 for |x| > 1. We then define ϕζ(x) ∈ C∞(T3) by
ϕζ(x) = 1
ζ3
∑
l∈L3
ϕ
(
x+l
ζ
)
for any ζ > 0. Then we define a mollifier Jζ as
Jζf(x) = ϕζ ∗ f(x) =
ˆ
T3
ϕζ(x− y)f(y)dy .
Next we prove the main results of this paper.
Proof of Theorem 1.1. We first construct the following approximate system of the remainder
equations (1.20)-(1.27)
∂tu
ε
R,ζ − 12µ4Jζ∆JζuεR,ζ +∇pεR,ζ = µ1Jζdiv
(
(JζAεR,ζ : d0 ⊗ d0)d0 ⊗ d0
)
+JζKu,ζ + Jζdiv
(Cu,ζ + Tu,ζ +√εRu,ζ) ,
div uεR,ζ = 0 ,
∂t(Du0+
√
εuε
R,ζ
dεR,ε)ζ + Jζ
[
(u0 +
√
εJζuεR,ζ) · ∇(Du0+√εuεR,ζd
ε
R,ε)ζ
]
+−λ1
ε
(Du0+
√
εuε
R,ζ
dεR,ε)ζ − 1εJζ∆JζdεR,ζ + ∂t(JζuεR,ε · ∇d0)
= 1
ε
JζCd,ζ + 1εJζS1d,ζ + 1√εS2d,ζ + JζRd,ζ ,
∂td
ε
R,ζ = (Du0+
√
εuε
R,ζ
dεR,ε)ζ − Jζ
(
(u0 +
√
εJζuεR,ζ) · ∇JζdεR,ζ
)
(4.1)
with the initial conditions(
uεR,ζ ,d
ε
R,ζ , (Du0+
√
εuε
R,ζ
dεR,ε)ζ
)∣∣
t=0
= (Jζuε,inR ,Jζdε,inR ,Jζ d˜ε,inR ) , (4.2)
where
AεR,ζ =
1
2(∇uεR,ζ + (∇uεR,ζ)⊤) , BεR,ζ = 12(∇uεR,ζ − (∇uεR,ζ)⊤) ,
and the symbols Ku,ζ , Cu,ζ , Tu,ζ , Ru,ζ , Cd,ζ , S1d,ζ , S1d,ζ and Rd,ζ are the same form as Ku, Cu,
Tu, Ru, Cd, S1d , S1d and Rd, respectively (just replacing the symbols uεR, dεR and Du0+√εuεR,ζd
ε
R
with the corresponding symbols uεR,ζ , d
ε
R,ζ and (Du0+
√
εuε
R,ζ
dεR,ε)ζ). The previous approximate
system can be regarded as an ordinary differential equation in HN for any ε > 0 by verifying
the conditions of Cauchy-Lipschitz theorem. Thus it admits a unique solution (uεR,ζ ,d
ε
R,ζ) in
C([0, Tε,ζ);H
N ) with the maximal time interval [0, Tε,ζ).
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We define the following approximate energy E ζN,ε(t) and the approximate energy dissipative
rate DζN,ε(t):
E
ζ
N,ε(t) =
1
ε
‖uεR,ζ‖2HN + (1− δ)‖(Du0+√εuεR,ζd
ε
R,ε)ζ‖2HN + 1ε‖∇JζdεR,ζ‖2HN
+(−δλ1
ε
− 54δ)‖dεR,ζ‖2HN + ‖JζuεR,ζ · ∇d0 + δ2dεR,ζ‖2HN
+δ‖(Du0+√εuεR,ζd
ε
R,ε)ζ + d
ε
R,ζ‖2HN
+2
∑
|m|≤N
〈
∂m(JζuεR,ζ · ∇d0), ∂m(Du0+√εuεR,ζd
ε
R,ε)ζ
〉
,
(4.3)
and
D
ζ
N,ε(t) =
3µ4
8ε ‖∇JζuεR,ζ‖2HN + δ2ε‖∇JζdεR,ζ‖2HN − δ‖(Du0+√εuεR,ζd
ε
R,ε)ζ‖2HN
+µ1
ε
∑
|m|≤N
‖(∂mJζAεR,ζ) : d0 ⊗ d0‖2L2
+1
ε
(µ5 + µ6 +
λ22
λ1
)
∑
|m|≤N
‖(∂mJζAεR,ζ)d0‖2L2
+−λ1
ε
∑
|m|≤N
‖∂m(Du0+√εuεR,ζd
ε
R,ε)ζ + (∂
mJζBεR,ζ)d0 + λ2λ1 (∂mJζAεR,ζ)d0‖2L2 ,
(4.4)
where the constant δ ∈ (0, 12 ] is the same as that mentioned in EN,ε(t) and DN,ε(t). As
shown in Lemma 3.1, when N ≥ 2 and 0 < ε ≤ ε0, the approximate energy E ζN,ε(t) and the
approximate energy dissipative rate DζN,ε(t) are nonnegative. Moreover,
E
ζ
N,ε(t) ∼
1
ε
‖uεR,ζ‖2HN + ‖(Du0+√εuεR,ζd
ε
R,ε)ζ‖2HN + 1ε‖∇JζdεR,ζ‖2HN + 1ε‖dεR,ζ‖2HN , (4.5)
and
D
ζ
N,ε(t) ∼
1
ε
‖∇JζuεR,ζ‖2HN + 1ε‖∇JζdεR,ζ‖2HN + ‖(Du0+√εuεR,ζd
ε
R,ε)ζ‖2HN
+ 1
ε
∑
|m|≤N
‖∂m(Du0+√εuεR,ζd
ε
R,ε)ζ + (∂
mJζBεR,ζ)d0 + λ2λ1 (∂
mJζAεR,ζ)d0‖2L2 . (4.6)
Via the similar arguments in Proposition 3.2, we can derive that for all 0 < ε ≤ ε0, ζ > 0
and t ∈ [0, Tε,ζ)
d
dt
[
E
ζ
N,ε(t) + θ0ESN ,0(t)
]
+ DζN,ε(t) +
θ0
2 DSN ,0
(t)
≤C[(E ζN,ε(t))2 + (E ζN,ε(t)) 12 + E 12S
N
,0(t)
][
D
ζ
N,ε(t) +
θ0
2 DSN ,0
(t)
]
,
(4.7)
where the constant C > 0, ε0 ∈ (0, 1] and θ0 ≫ 1 are mentioned in Proposition 3.2.
Next we prove that the maximal time Tε,ζ = +∞ under the small size constraint of the
initial energy Ein, defined in (1.39). More precisely, there is a small ξ0 > 0, independent of ε
and ζ, such that if Ein ≤ ξ0, we have Tε,ζ = +∞ and
E
ζ
N,ε(t) + θ0ESN ,0(t) +
1
2
ˆ t
0
[
D
ζ
N,ε(τ) +
θ0
2 DSN
,0(τ)
]
dτ ≤ (1 + θ0)ξ0 (4.8)
holds for all t ≥ 0, ζ > 0 and 0 < ε ≤ ε0.
Assume that Tε,ζ < +∞, We define a time number T ∗ε,ζ as
T ∗ε,ζ = sup
{
τ ∈ [0, Tε,ζ); sup
t∈[0,τ ]
C
[
(E ζN,ε(t))
2 + (E ζN,ε(t))
1
2 + E
1
2
S
N
,0(t)
] ≤ 12} ∈ [0, Tε,ζ) . (4.9)
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By Lemma 3.1 and the definition of the initial energy Ein in (1.39), we have
C
[
(E ζN,ε(0))
2 + (E ζN,ε(0))
1
2 + E
1
2
S
N
,0(0)
]
≤C[(C2Ein)2 + 2√C2Ein]
≤C[(C2ξ0)2 + 2√C2ξ0]
(4.10)
holds for all 0 < ε ≤ ε0, where the constants C2 and ε0 are given in Lemma 3.1. As listed
in Proposition 3.1 of this paper, we first require the number ξ0 ≤ βS
N
,0 such that the initial
energy bound Ein ≤ ξ0 guarantees the global existence results of Wang-Zhang-Zhang [21] to
the limit system (1.10) with the initial data (1.13). We thus choose the small positive constant
ξ0 ∈ (0, βS
N
,0] such that
C
[
(C2ξ0)
2 + 2
√
C2ξ0
] ≤ 14 .
Specifically, one can take any ξ0 ∈ (0,min{1, βS
N
,0,
1
C2
1
144C2C2
}] ⊂ (0, 1]. As a result, we know
that if Ein ≤ ξ0, then for all ε ∈ (0, ε0]
C
[
(E ζN,ε(0))
2 + (E ζN,ε(0))
1
2 + E
1
2
S
N
,0(0)
] ≤ 14 . (4.11)
By the initial energy bound (4.11) and the continuity of the energy functional E ζN,ε(t) in
t ∈ [0, Tε,ζ), we imply that T ∗ε,ζ > 0.
We now claim that there is a small ξ0 ∈ (0,min{1, βS
N
,0,
1
C2
1
144C2C2
}] such that if Ein ≤ ξ0,
then T ∗ε,ζ = Tε,ζ holds for all 0 < ε ≤ ε0 and ζ > 0. Indeed, if T ∗ε,ζ < Tε,ζ for all ξ0 ∈
(0,min{1, βS
N
,0,
1
C2
1
144C2C2
}], the inequality (4.7) tells us that
d
dt
[
E
ζ
N,ε(t) + θ0ESN ,0(t)
]
+ 12
[
D
ζ
N,ε(t) +
θ0
2 DSN ,0
(t)
] ≤ 0 (4.12)
holds for all t ∈ [0, T ∗ε,ζ ] and for all ζ > 0, ε ∈ (0, ε0]. Hence, integrating the previous
differential inequality over [0, t] reduces to
E
ζ
N,ε(t) + θ0ESN ,0(t) +
1
2
ˆ t
0
[
D
ζ
N,ε(τ) +
θ0
2 DSN ,0
(τ)
]
dτ
≤E ζN,ε(0) + θ0ESN ,0(0)
≤(1 + θ0)
[
E
ζ
N,ε(0) + ESN ,0(0)
]
≤(1 + θ0)C2ξ0
(4.13)
holds for all t ∈ [0, T ∗ε,ζ ] and for all ζ > 0, ε ∈ (0, ε0], which means that
E
ζ
N,ε(t) + ESN ,0(t) ≤ (1 + θ0)C2ξ0 . (4.14)
If we choose a fixed ξ0 = min{1, βS
N
,0,
1
C2(1+θ0)
1
144C2C2(1+θ0)
} ∈ (0,min{1, βS
N
,0,
1
C2
1
144C2C2
}],
then the previous energy bound implies that under the constraint Ein ≤ ξ0
C
[
(E ζN,ε(t))
2 + (E ζN,ε(t))
1
2 + E
1
2
S
N
,0(t)
]
≤C
[
(C2(1 + θ0)ξ0)
2 + 2
√
C2(1 + θ0)ξ0
]
≤ 14 < 12
(4.15)
holds for all t ∈ [0, T ∗ε,ζ ]. Thus the continuity of E ζN,ε(t) yields that there exists a t∗ > T ∗ε,ζ
such that
sup
t∈[0,t∗]
C
[
(E ζN,ε(t))
2 + (E ζN,ε(t))
1
2 + E
1
2
S
N
,0(t)
] ≤ 12 ,
which contradicts to the definition of T ∗ε,ζ . Consequently, we have T
∗
ε,ζ = Tε,ζ < +∞.
Therefore, it must hold that at time t = Tε,ζ
E
ζ
N,ε(t) + E
1
2
S
N
,0(t) < +∞ . (4.16)
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We then can extend the solution (uεR,ζ ,d
ε
R,ζ) of the approximate system (4.1) to a lager interval
[0, Tε,ζ + κ) for some κ > 0. This contradicts to the maximality of Tε,ζ . As a consequence,
there is a small ξ0 > 0, independent of ε and ζ, such that if E
in ≤ ξ0 for all ε ∈ (0, ε0], we
have Tε,ζ = +∞ and
sup
t≥0
[
E
ζ
N,ε(t) + ESN ,0(t)
]
+ 12
ˆ ∞
0
[
D
ζ
N,ε(τ) +
1
2DSN
,0(τ)
]
dτ ≤ (1 + θ0)ξ0 (4.17)
holds for all ζ > 0 and 0 < ε ≤ ε0.
Then, by compactness arguments (let ζ → 0), we get vector field (uεR,dεR) ∈ R3 × R3
satisfying
uεR,Du0+
√
εuε
R,ζ
dεR,∇dεR,dεR ∈ L∞(R+;HN ) , ∇uεR ∈ L2(R+;HN )
for all 0 < ε ≤ ε0, which solves the remainder system (1.20)-(1.27). Moreover, (uεR,dεR) obeys
the energy bound
sup
t≥0
(
1
ε
‖uεR‖2HN + ‖Du0+√εuεR,ζd
ε
R‖2HN + 1ε‖dεR‖2HN+1
)
(t) + 1
ε
ˆ ∞
0
‖∇uεR‖2HN (t)dt ≤ Cξ0
for some C > 0, which is uniform in ε ∈ (0, ε0]. It is easy to know that
2(d0 · dεR)(0, x) +
√
ε|dεR|2(0, x) = 0 .
As a consequence, Lemma 2.2 (or Remark 2.1) implies the constraint (1.34) holds at any
time.Then the proof of Theorem 1.1 is finished. 
Appendix A. Remainder systems
In this section, we will present the tedious terms of the remainder system (1.20). After
submitting the ansatz (1.15) into the hyperbolic Ericksen-Leslie’s liquid crystal model (1.1),
one obtain the reminder system (1.20), namely,
∂tu
ε
R − 12µ4∆uεR +∇pεR = µ1div
[
(AεR : d0 ⊗ d0)d0 ⊗ d0
]
+Ku + div(Cu + Tu +
√
εRu) + εdivQu(DI) ,
divuεR = 0 ,
D2
u0+
√
εuε
R
dεR +
−λ1
ε
Du0+
√
εuε
R
dεR − 1ε∆dεR + ∂t(uεR · ∇d0 +
√
εuεR · ∇DεI)
= 1
ε
Cd + 1εS1d + 1√εS2d +Rd +Qd(DI)
with the constraint
2d0 · (dεR +
√
εDεI) +
√
ε|dεR +
√
εDεI |2 = 0 , (A.1)
where the tensor Cu is defined in (1.22) and the vector field Cd is given in (1.23), the linear
tensor term Tu is
Tu =µ1
[
(A0 : (d
ε
R ⊗ d0 + d0 ⊗ dεR))d0 ⊗ d0 + (A0 : d0 ⊗ d0)(d0 ⊗ dεR + dεR ⊗ d0)
]
+µ2
[
(Du0d0 + B0d0)⊗ dεR + (B0dεR + uεR · ∇d0)⊗ d0
]
+µ3
[
dεR ⊗ (Du0d0 +B0d0) + d0 ⊗ (B0dεR + uεR · ∇d0)
]
+µ5
[
(A0d0)⊗ dεR + (A0dεR)⊗ d0
]
+ µ6
[
dεR ⊗ (A0d0) + d0 ⊗ (A0dεR)
]
,
(A.2)
the linear vector field Ku is
Ku =− u0 · ∇uεR − uεR · ∇u0 −
√
εuεR · ∇uεR
− div(∇d0 ⊙∇εR +∇dεR ⊙∇d0 +
√
ε∇dεR ⊙∇dεR) ,
(A.3)
the singular linear term S1d is of the form
S1d =2(∇d0 · ∇dεR)d0 + |∇d0|2dεR + λ1(uεR · ∇d0 + B0dεR)
+λ2
[
A0d
ε
R − (AεR : d0 ⊗ d0)d0 − (A0 : d0 ⊗ d0)dεR − 2(A0 : d0 ⊗ dεR)d0
]
,
(A.4)
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the singular nonlinear term S2d is defined as
S2d =|∇dεR|2d0 + 2(∇d0 · ∇dεR)dεR −D2u0d0 − |Du0d0|2d0 + λ1BεRdεR
+λ2
[
AεRd
ε
R −A0 : (d0 ⊗ dεR + dεR ⊗ d0)dεR − (AεR : d0 ⊗ d0)dεR
]
−λ2
[
AεR : (d
ε
R ⊗ d0 + d0 ⊗ dεR)d0 + (A0 : dεR ⊗ dεR)d0
]
,
(A.5)
the nonsingular nonlinear term Rd is
Rd =(|∇dεR|2 − |Du0d0|2)dεR − 2
[
Du0d0 · (Du0+√εuεRd
ε
R + u
ε
R · ∇d0)
]
d0
−λ2
[
(AεR : d
ε
R ⊗ dεR)d0 +AεR : (dεR ⊗ d0 + d0 ⊗ dεR)dεR + (A0 : dεR ⊗ dεR)dεR
]
−√ε[|Du0+√εuεRdεR + uεR · ∇d0|2d0 + 2λ2(AεR : dεR ⊗ dεR)dεR
+ 2Du0d0 · (Du0+√εuεRd
ε
R + u
ε
R · ∇d0)dεR
]
−ε|Du0+√εuεRd
ε
R + u
ε
R · ∇d0|2dεR
−uεR · ∇(Du0d0)− u0 · ∇(uεR · ∇d0)−
√
εuεR · ∇(uεR · ∇d0) ,
(A.6)
and the nonsingular nonlinear tensor Ru is
Ru =M1 +
√
εM2 +
√
ε
2M3 +
√
ε
3M4 . (A.7)
Here the term M1 is
M1 =µ1
[
(A0 : d
ε
R ⊗ dεR + 2AεR : d0 ⊗ dεR)d0 ⊗ d0 + (A0 : d0 ⊗ d0)dεR ⊗ dεR
+ (2A0 : d0 ⊗ dεR +AεR : d0 ⊗ d0)(dεR ⊗ d0 + d0 ⊗ dεR)
]
+µ2
[
(BεRd
ε
R)⊗ d0 + (Du0+√εuεRd
ε
R + u
ε
R · ∇d0 + B0dεR + BεRd0)⊗ dεR
]
+µ3
[
d0 ⊗ (BεRdεR) + dεR ⊗ (Du0+√εuεRd
ε
R + u
ε
R · ∇d0 + B0dεR + BεRd0)
]
+µ5
[
(AεRd
ε
R)⊗ d0 + (AεRd0 +A0dεR)⊗ dεR
]
+µ6
[
d0 ⊗ (AεRdεR) + dεR ⊗ (AεRd0 +A0dεR)
]
,
(A.8)
the term M2 is
M2 =µ1
[
(AεR : d0 ⊗ d0 + 2A0 : d0 ⊗ dεR)dεR ⊗ dεR + (AεR : dεR ⊗ dεR)d0 ⊗ d0
+ (2AεR : d0 ⊗ dεR +A0 : dεR ⊗ dεR)(d0 ⊗ dεR + dεR ⊗ d0)
]
+µ2(B
ε
Rd
ε
R)⊗ dεR + µ3dεR ⊗ (BεRdεR) + µ5(AεRdεR)⊗ dεR + µ6dεR ⊗ (AεRdεR) ,
(A.9)
the term M3 is
M3 =µ1
[
(2AεR : d0 ⊗ dεR)dεR ⊗ dεR + (A0 : dεR ⊗ dεR)dεR ⊗ dεR
+ (AεR : d
ε
R ⊗ dεR)(dεR ⊗ d0 + d0 ⊗ dεR)
]
,
(A.10)
the term M4 is
M4 = µ1(AεR : dεR ⊗ dεR)dεR ⊗ dεR . (A.11)
Moreover, the tensor term Qu(DI) involving initial layer in the uεR-equation of (1.20) reads
Qu(DI) = 1√εQ1u +Q2u +
√
εQ3u +
√
ε
2Q4u +
√
ε
3Q5u +
√
ε
4Q6u +
√
ε
5Q7u +
√
ε
6Q8u , (A.12)
where the term Q1u is
Q1u =−∇d0 ⊙∇DεI +∇DεI ⊙∇d0
+µ1
[
2(A0 : d0 ⊗DεI)d0 ⊗ d0 + (A0 : d0 ⊗ d0)(DεI ⊗ d0 + d0 ⊗DεI)
]
+µ2
[
(Du0d0 + B0d0)⊗DεI + (Du0DεI + B0DεI)⊗ d0
]
+µ3
[
DεI ⊗ (Du0d0 + B0d0) + d0 ⊗ (Du0DεI + B0DεI)
]
+µ5
[
(A0d0)⊗DεI + (A0DεI)⊗ d0
]
+ µ6
[
DεI ⊗ (A0d0) + d0 ⊗ (A0DεI)
]
,
(A.13)
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the term Q2u is
Q2u =−∇DεI ⊙∇dεR −∇dεR ⊙∇DεI + 2µ1(A0 : d0 ⊗DεI)(dεR ⊗ d0 + d0 ⊗ dεR)
+2µ1(A
ε
R : D
ε
I ⊗ d0 +A0 : DεI ⊗ dεR)d0 ⊗ d0
+µ1(A
ε
R : d0 ⊗ d0 + 2A0 : d0 ⊗ dεR)(DεI ⊗ d0 + d0 ⊗DεI)
+µ2(u
ε
R · ∇d0 +Du0+√εuεRd
ε
R + B
ε
Rd0 + B0d
ε
R)⊗DεI
+µ2
[
(uεR · ∇DεI + BεRDεI)⊗ d0 + (Du0DεI +B0DεI)⊗ dεR
]
+µ3D
ε
I ⊗ (uεR · ∇d0 +Du0+√εuεRd
ε
R + B
ε
Rd0 + B0d
ε
R)
+µ3
[
d0 ⊗ (uεR · ∇DεI + BεRDεI) + dεR ⊗ (Du0DεI + B0DεI)
]
+µ5
[
(A0d
ε
R +A
ε
Rd0)⊗DεI + (A0DεI)⊗ dεR + (AεRDεI)⊗ d0
]
+µ6
[
DεI ⊗ (A0dεR +AεRd0) + dεR ⊗ (A0DεI) + d0 ⊗ (AεRDεI)
]
,
(A.14)
the term Q3u is
Q3u =−∇DεI ⊙∇DεI + µ1
[
(A0 : D
ε
I ⊗DεI)d0 ⊗ d0 + (A0 : d0 ⊗ d0)DεI ⊗DεI
]
+µ1
[
2(A0 : D
ε
I ⊗ d0)(DεI ⊗ d0 + d0 ⊗DεI) + 2(AεR : DεI ⊗ dεR)d0 ⊗ d0
]
+µ1
[
2(A0 : D
ε
I ⊗ d0)dεR ⊗ dεR + 2(AεR : DεI ⊗ d0)(d0 ⊗ dεR + dεR ⊗ d0)
]
+µ1(2A0 : D
ε
I ⊗ dεR +AεR : DεI ⊗ dεR)(d0 ⊗ dεR + dεR ⊗ d0)
+µ1(A0 : d
ε
R ⊗ dεR + 2AεR : dεR ⊗ d0)(d0 ⊗DεI +DεI ⊗ d0)
+µ1(A
ε
R : d0 ⊗ d0 + 2A0 : d0 ⊗ dεR)(dεR ⊗DεI +DεI ⊗ dεR)
+µ2
[
(Du0D
ε
I + B0D
ε
I)⊗DεI + (BεRdεR)⊗DεI + (uεR · ∇DεI + BεRDεI)⊗ dεR
]
+µ3
[⊗DεI(Du0DεI + B0DεI) + DεI ⊗ (BεRdεR) + dεR ⊗ (uεR · ∇DεI + BεRDεI)]
+µ5
[
(A0D
ε
I)⊗DεI + (AεRdεR)⊗DεI + (AεRDεI)⊗ dεR
]
+µ6
[
DεI ⊗ (A0DεI) + DεI ⊗ (AεRdεR) + dεR ⊗ (AεRDεI)⊗ dεR
]
,
(A.15)
the term Q4u is
Q4u =µ1
[
(AεR : D
ε
I ⊗DεI)d0 ⊗ d0 + (AεR : d0 ⊗ d0 + 2A0 : d0 ⊗ dεR)DεI ⊗DεI
]
+µ1
[
(A0 : D
ε
I ⊗DεI)(dεR ⊗ d0 + d0 ⊗ dεR) + 2(A0 : DεI ⊗ d0)(dεR ⊗DεI +DεI ⊗ dεR)
]
+2µ1(A
ε
R : D
ε
I ⊗ d0 +A0 : DεI ⊗ dεR)(DεI ⊗ d0 + d0 ⊗DεI)
+2µ1(A0 : D
ε
I ⊗ dεR +AεR : DεI ⊗ d0)dεR ⊗ dεR
+µ1(A0 : d
ε
R ⊗ dεR + 2AεR : dεR ⊗ d0)(DεI ⊗ dεR + dεR ⊗DεI)
+µ1
[
2(AεR : D
ε
I ⊗ dεR)(dεR ⊗ d0 + d0 ⊗ dεR) + (AεR : dεR ⊗ dεR)(DεI ⊗ d0 + d0 ⊗DεI)
]
+µ2(u
ε
R · ∇DεI + BεRDεI)⊗DεI + µ3DεI ⊗ (uεR · ∇DεI + BεRDεI)
+µ5(A
ε
RD
ε
I)⊗DεI + µ6DεI ⊗ (AεRDεI) ,
(A.16)
the term Q5u is
Q5u =µ1
[
2(A0 : D
ε
I ⊗ d0)DεI ⊗DεI + (A0 : DεI ⊗DεI)(DεI ⊗ d0 + d0 ⊗DεI)
]
+µ1
[
(A0 : D
ε
I ⊗DεI)dεR ⊗ dεR + 2(AεR : DεI ⊗ dεR)(d0 ⊗DεI +DεI ⊗ d0)
]
+µ1(2A
ε
R : d
ε
R ⊗ d0 +A0 : dεR ⊗ dεR)DεI ⊗DεI
+2µ1(A
ε
R : D
ε
I ⊗ d0 +A0 : DεI ⊗ dεR)(DεI ⊗ dεR + dεR ⊗DεI)
+µ1
[
2(AεR : D
ε
I ⊗ dεR)dεR ⊗ dεR + (AεR : dεR ⊗ dεR)(DεI ⊗ dεR + dεR ⊗DεI)
]
,
(A.17)
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the term Q6u is
Q6u =µ1
[
2(AεR : D
ε
I ⊗ d0)DεI ⊗DεI + (AεR : DεI ⊗DεI)(d0 ⊗DεI +DεI ⊗ d0)
]
+µ1
[
2(A0 : D
ε
I ⊗ dεR)DεI ⊗DεI + (A0 : DεI ⊗DεI)(d0 ⊗DεI +DεI ⊗ d0)
]
+µ1
[
(AεR : D
ε
I ⊗DεI)dεR ⊗ dεR + (AεR : dεR ⊗ dεR)DεI ⊗DεI
]
+2µ1(A
ε
R : D
ε
I ⊗ dεR)(dεR ⊗DεI +DεI ⊗ dεR) ,
(A.18)
the term Q7u is
Q7u =µ1(A0 : DεI ⊗DεI + 2AεR : DεI ⊗ dεR)DεI ⊗DεI
+µ1(A
ε
R : D
ε
I ⊗DεI)(dεR ⊗DεI +DεI ⊗ dεR)
(A.19)
and the term Q8u is
Q8u = µ1(AεR : DεI ⊗DεI)DεI ⊗DεI . (A.20)
Finally, the vector field term Qd(DI) involving the initial layer structure in the dεR-equation
of (1.20) is defined as
Qd(DI) = 1√εQ1d +Q2d +
√
εQ3d +
√
ε
2Q4d +
√
ε
3Q5d +
√
ε
4Q6d +
√
ε
5Q7d +
√
ε
6Q8d , (A.21)
where the term Q1d is
Q1d =λ1(u0 · ∇DεI + B0DεI) + λ2A0DεI + γ0DεI + 2(∇d0 · ∇DεI − λ2A0 : DεI ⊗ d0)d0 ,
(A.22)
the term Q2d is
Q2d =λ1(uεR ·DεI + BεRDεI) + λ2AεRDεI + (2∇d0 · ∇DεI − 2λ1A0 : DεI ⊗ d0)dεR
+ (2∇DεI · ∇dεR − λ2A0 : DεI ⊗ dεR − 2λ2AεR : DεI ⊗ d0)d0
+ (2∇d0 · ∇dεR − 2λ2A0 : d0 ⊗ dεR − λ2AεR : d0 ⊗ d0)DεI ,
(A.23)
the term Q3d is
Q3d =− 2u0 · ∇∂tDεI − ∂tu0 · ∇DεI − u0 · ∇(u0 · ∇DεI)
+(|∇DεI |2 − λ2A0 : DεI ⊗DεI)d0 + 2(∇d0 · ∇DεI − λ2A0 : DεI ⊗ d0)DεI
+2(∇dεR · ∇DεI − λ2A0 : DεI ⊗ dεR − λ2AεRDεI ⊗ d0)dεR − 2(Du0d0 · Du0DεI)d0
−uεR · ∇(uεR · ∇DεI)− 2(Du0d0 ·Du0DεI + λ2AεR : dεR ⊗DεI)d0 − |Du0d0|2DεI ,
(A.24)
the term Q4d is
Q4d =(|∇DεI |2 − λ2A0 : DεI ⊗DεI)dεR − λ2(AεR : DεI ⊗DεI)d0
+2(∇dεR · ∇DεI − λ2A0 : DεI ⊗ dεR − λ2AεR : DεI ⊗ d0)DεI
−uεR · ∇Du0DεI − 2(Du0d0 · Du0DεI + λ2AεR : DεI ⊗ dεR)dεR
−2(Du0d0 · (uεR · ∇DεI) + (uεR · ∇d0 +Du0+√εuεRd
ε
R) ·Du0DεI)d0
−[λ2AεR : dεR ⊗ dεR + (uεR · ∇d0 +Du0+√εuεRdεR) ·Du0d0]DεI
−2[Du0d0 · (uεR · ∇DεI) + Du0DεI · (uεR · ∇d0 +Du0+√εuεRdεR)]d0
−2Du0d0 · (uεR · ∇d0 +Du0+√εuεRd
ε
R)D
ε
I − 2(Du0d0 · Du0DεI)dεR ,
(A.25)
the term Q5d is
Q5d =(|∇DεI |2 − λ2A0 : DεI ⊗DεI)DεI − |Du0DεI |2d0 − λ2(AεR : DεI ⊗DεI)dεR
−2(Du0d0 · Du0DεI)d0 + 2(uεR · ∇d0 +Du0+√εuεRd
ε
R) · (uεR · ∇DεI)d0
−2[Du0d0 · (uεR · ∇DεI) + (uεR · ∇d0 +Du0+√εuεRdεR) · Du0DεI]dεR
−|uεR · ∇d0 +Du0+√εuεRd
ε
R|2DεI ,
(A.26)
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the term Q6d is
Q6d =− λ2(AεR : DεI ⊗DεI)DεI − |Du0DεI |2dεR − 2Du0DεI · (uεR · ∇DεI)d0
−2Du0d0 · (uεR · ∇DεI)DεI − 2Du0DεI · (uεR · ∇d0 +Du0+√εuεRd
ε
R)D
ε
I − |Du0DεI |2dεR
−2[Du0d0 · (uεR · ∇DεI) + Du0DεI · (uεR · ∇d0 +Du0+√εuεRdεR)]DεI
−2Du0DεI · (uεR · ∇DεI)d0 − 2(uεR · ∇d0) · (uεR · ∇DεI)dεR
−2(uεR · ∇d0 +Du0+√εuεRd
ε
R) · (uεR · ∇DεI)dεR − 2Du0+√εuεRd
ε
R · (uεR · ∇DεI)dεR ,
(A.27)
the term Q7d is
Q7d =− |Du0DεI |2DεI − |uεR · ∇DεI |2d0 − 2Du0DεI · (uεR · ∇DεI)dεR
− 2(uεR · ∇DεI) · (uεR · ∇d0 +Du0+√εuεRd
ε
R)D
ε
I
(A.28)
and the term Q8d is
Q8d =− 2Du0DεI · (uεR · ∇DεI)DεI − |uεR · ∇DεI |2(dεR +
√
εDεI) . (A.29)
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