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Abstract
In this thesis we study the continuum model for some classes of fourth order nonlinear
parabolic equation modeling epitaxial thin film growth. Denoting Ω ⊂ Rn the whole physical
bounded domain for solutions, the epitaxial thin film model takes the form:
ut +∆
2u = ∇ · f(∇u) in Ω× (0, T )
∂νu |∂Ω= ∂ν∆u |∂Ω= 0
u |t=0= u(0) = ϕ
(0.0.1)
where u(x, t) is the height of the film and f is a given function belonging to f ∈ C1(Rn,Rn).
In the literature not so much is known about higher order parabolic differential equa-
tions, in particular fourth order parabolic equations which is very important in applications
(Epitaxial thin films growth, Cahn-Hilliard equation, Image segmentation, etc.). Most of the
work on higher order parabolic equation have been done in the case where Ω = Rn. However,
only few of them are entirely devoted to the particular case of a bounded domain which is
realistic and practical. Following Kato’s work there has been a lot of interest in the last
decade in mild solutions of epitaxial thin films growth. All these results rely on variations of
Kato’s method which allows to obtain global solutions if the initial data are small by a fixed
point argument (which is based on Banach fixed point theorem or, equivalently, on a direct
fixed point iteration).
In this thesis two forms of f will be considered:
First of all, we give the proof of existence, uniqueness and regularity of solutions for
problem (0.0.1) for f ∈ C1(Rn,Rn) satisfying the growth condition:
f(0) = 0 and |f ′(ξ)| ≤ C(1 + |ξ|α−1) for α > 1 and for all ξ ∈ Rn
where C > 0. For this case, we use Interpolation-Extrapolation method. In fact, the linear
evolution equation (0.0.1) can be reformulated and solved in the context of semigroup theory
on Banach scales. In so doing, King’s work can be improved.
Secondly we assume that f satisfies
f(0) = 0 and (0.0.2)
|f ′(ξ1)− f ′(ξ2)| ≤ C|ξ1 − ξ2|(|ξ1|α + |ξ2|α) for all ξ1, ξ2 ∈ Rn and α > 1
where C > 0. In this case we consider an integral form of (0.0.1) and employ successive
approximation combine with Lp − Lq−estimate of analytic semigroup to show existence of
mild solutions. The basic idea is similar to Wiegner’s approach. However the estimate of the
second derivative of e−t∆
2
is needed, this complicates the proof of the fixed point argument.
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The most crucial thing in our result is that we can control the solution and its derivatives by
the initial data. Indeed, global solutions can only be obtained if initial data are small.
Finally we give a unified method to construct local and global mild solutions for a class
of nonlinear parabolic equation of the form
ut + (−∆)mu = ∇ · f(∇u) (0.0.3)
supplemented with suitable boundary conditions
u(0) = ϕ(x), x ∈ Rn (0.0.4)
or 
u(0) = ϕ(x), x ∈ Ω
∂ju
∂νj
|∂Ω= 0, j ≤ m− 1,
(0.0.5)
where m is an integer greater or equal to 2, ν denotes the unit outward normal to ∂Ω and f
satisfies the growth condition (0.0.2) above.
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Zusammenfassung
In dieser Dissertation wird ein kontinuierliches Modell analysiert, welches das epitaxi-
ale Du¨nnfilmwachstum beschreibt. Auf einem beschra¨nkt Gebiet Ω ⊂ Rn, wird das Wachs-
tum des Du¨nnfilms physikalisch durch folgende nichtlineare parabolische Differentialgleichung
vierter Ordnung 
ut +∆
2u = ∇ · f(∇u) in Ω× (0, T )
∂νu |∂Ω= ∂ν∆u |∂Ω= 0
u |t=0= u(0) = ϕ
(0.0.6)
modelliert, wobei u(x, t) die Dicke des Films ist und f ∈ C1(Rn,Rn).
Bisherige Resultate u¨ber parabolische Differentialgleichungen ho¨herer Ordnung, insbeson-
dere vierter Ordnung, beziehen sich auf unbeschra¨nkte Gebiet und sind daher fu¨r praktische
Anwendungen (epitaxiale Du¨nnfilmwachstum, Bildverarbeitung, Cahn-Hilliard Gleichung)
wenig geeignet. Nur wenige Arbeiten bescha¨ftigen sich mit dem realistischen Fall eines
beschra¨nkten Gebietes. Eingeleitet durch die Arbeit von T. Kato wurde das Interesse im
letzten Jahrzehnt auf milde Lo¨sungen fu¨r Differentialgleichungen ho¨herer Ordnung gelenkt.
Alle bekannten Ergebnisse beruhen auf Varianten von Katos Methode mit welcher globale
Lo¨sungen mittels einer Fixpunktiteration konstruiert werden.
In dieser Arbeit werden zwei Fa¨lle betrachtet, die sich durch unterschiedliche Annahmen
an die Funktion f auszeichnen. Zuna¨chst wird allgemein angenommen f(0) = 0.
Im ersten Fall erfu¨lle f zusa¨tzlich fu¨r α > 1 and C > 0 die Wachstumsbedingung
|f ′(ξ)| ≤ C(1 + |ξ|α−1)
fu¨r alle ξ ∈ Rn. Unter Verwendung einer Interpolations-Extrapolations-Methode wird die Ex-
istenz, Eindeutigkeit und Regularita¨t der Lo¨sung von (0.0.6) bewiesen. Dabei wird die Evo-
lutionsgleichung umformuliert, so dass die Halbgruppentheorie in Banachskalen angewendet
werden kann. Damit werden Ergebnisse aus einer Arbeit von B. King erweitert.
Im zweiten Fall erfu¨lle f zusa¨tzlich fu¨r α > 1 die Voraussetzung
f(0) = 0 und (0.0.7)
|f ′(ξ1)− f ′(ξ2)| ≤ C|ξ1 − ξ2|(|ξ1|α + |ξ2|α) fu¨r alle ξ1, ξ2 ∈ Rn und α > 1
where C > 0. Hierfu¨r wird eine Integralform der Differentialgleichung (0.0.6) betrachtet und
mittles sukzessiver Approximation sowie Lp−Lq- Abscha¨tzungen von analytischen Halbgrup-
pen die Existenz von Lo¨sungen gezeigt. Die Beweisidee basiert auf einer Arbeit von Wiegner,
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der die Lo¨sung von parabolischen Differentialgleichungen zweiter Ordnung (Navier-Stokes-
Gleichungen) schon mit Lp−Lq-Abscha¨tzugen zeigt. Im vorliegenden Fall (vierter Ordnung)
wird zusa¨tzlich eine Lp−Lq-Abscha¨tzung der zweiten Ableitung von e−t∆2 gezeigt, welche fu¨r
die Fixpunktiteration notwendig ist. Mein Ergebnis gibt auch eine Aussage u¨ber die Mindes-
Existenzdauer der Lo¨sung in Abha¨ngigkeit von einer geeigneten Norm des Anfangswerts.
Schließlich geben wir eine vereinheitlichte Methode zur Konstruktion lokaler and globaler
Lo¨sungen einer Klasse von nichtlinearen parabolischen Differentialgleichungen der Form:
ut + (−∆)mu = ∇ · f(∇u)
erga¨nzt mit geeigneten Randbedingungen
u(0) = ϕ(x), x ∈ Rn
or 
u(0) = ϕ(x), x ∈ Ω
∂ju
∂νj
|∂Ω= 0, j ≤ m− 1,
wobei m ist eine ganze Zahl gro¨ßer oder gleich 2, ∂∂ν bezeichnet die Normalenableitung und
f erfu¨lle die Wachstumsbedingung (0.0.7).
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Introduction
Semigroup theory has been successfully applied to semilinear parabolic equations such Navier-
Stokes equations which are the fundamental equations governing the motion of viscous fluid,
Schro¨dinger equations, Populations dynamics, Reaction and Diffusion in Electrolysis to cite
some of them. We refer to [10, 16, 30, 39, 41, 44] for extensive survey of the corresponding
literature. But not so much is known about higher order, in particular fourth order parabolic
equations which is very important in applications (epitaxial thin films growth, Cahn-Hillard
equation, Image segmentation, etc.). In the present work, we will restrict our attention
to application which are related to the epitaxial thin films growth. Initiated by T. Kato’s
work [19, 20, 21, 22] there has been a lot of interest in the last decade in mild solutions
of epitaxial thin films growth (see e.g. [12, 24, 53, 54]). The main difficulties for treating
problem (0.0.1) are caused by the nonlinearity ∇·f(∇u) and the lack of a maximum principle.
Due to this nonlinear part, there are more difficulties in establishing the global existence of
mild solutions. The general strategy used here for investigating the existence of solutions is
known since Kato’s work [19, 20, 21, 22]. Wiegner[50, 51, 52] applied this method to the
Navier-Stokes system. Since the problems we consider are parabolic, it is natural to use
Lp − Lq-estimate of analytic semigroup e−t∆2 to show existence results. Moreover we show
that local solution can be controled only by the initial data condition as shown in the estimate
(4.3.9) and for global solution only the smallness of initial data condition is required. We
emphasize that the model (0.0.1) differs from the well-known Cahn Hilliard equation [8, 9, 14]
ut +∆(∆u− f(u)) = 0 in Ω× (0, T )
∂νu |∂Ω= ∂ν∆u |∂Ω= 0
u(0) = ϕ
(0.0.8)
where f(∇u) is replaced by a term of the form f˜(u)∇u. But we think that the method
can also be used to solve such equations and can be generalized to higher order nonlinear
parabolic equations.
Before adressing our analyse, let us first give the origin of the epitaxial thin films growth
and present the model formulation.
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0.1 Epitaxial thin films growth
Thin film deposition is a manufacturing process in which precursor material is delivered to
a surface on which it subsequently attaches, forming a solid layer of material. The result-
ing film may be as thin as a few atomic layers, or as thick as several micrometers. The
deposition of a thin film is a critical step in the manufacture of integrated circuits, which
has led to substantial advances in deposition technology over the last 50 years [42]. Other
applications requiring thin films include solar cells, mechanical coatings, and, more recently,
microelectromechanical systems and microfluidic devices. Growth conditions have a profond
effect on the morphological quality of films [54] and has recently received increasing interest
in materails science. For instance, Compositions like Y Ba2Cu3O7−δ(Y BCO) are expected
to be high-temperature super-condicting and could be used in the design of semi-conductors
[54]. So the results obtained from highly simplified models of epitaxial growth have served
well to systematize a large number of experimental observations and one of the outstanding
challenges is to understand these growth process qualitatively and quantitatively in order to
formulate control laws which optimize certain film properties like flatness and conductivity.
0.2 Model formulation
As material is deposited on the surface (or removed during the reverse etching process), the
mean thickness of the film changes. However, the surface height profile, or surface morphology,
also evolves as atoms are added or removed. In many applications, an atomically flat surface
is the desired morphology, to provide a smooth interface in a layered device. According to
Zangwill [54], one may be so bold as to suppose that the chemical ”details”of real growing
surfaces will not be important to the asymtotic roughening but scale lengths suggests that
a continuum approach to problem should be useful and kinetic roughening appears in the
simulations only at the largest scale. Let x be a spatial variable in the domain Ω and u(x, t)
the height of a film. Due to Zangwill the natural generalization of the differential equation
modeling epitaxial thin film growth takes the form
ut = h−∇ · j + η (0.2.1)
where the surface mass current j = j(x, t) takes account of all microscopic processes that
move atoms along the surface, h is the the deposition flux , and η = η(x, t) is some Gaussian
noise. The current j can be split into two parts : j = jeq(x, t) + jne(x, t) to emphasize that
some contributions are of thermodynamic origin while others arise from the non-equlibrium
natural growth. If σ is the mobility coefficient, jeq(x, t) can be written as jeq = −σ∇µ(x)
where µ is the requisite form of the chemical potential and takes the form µ(x) = µ0+γK(x)
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with µ0 as the chemical potential of the flat surface and K(x) the curvature of the surface at
the point x.
According to Zangwill, the non-equilibrium current can be expanded in∇u and powers thereof
to take the form:
jne = A1∇u+A2∇(∆u) +A3|∇u|2∇u+A4∇|∇u|2
with constants A1, ..., A4 in the growth law (0.2.1). In our subsequent analysis, we will neglect
jeq(x, t) and the Gaussian noise η. We take in particular A4 = 0 in order that Onsager’s
reciprocity relations [38] holds.
The model now is of the form of fourth order nonlinear parabolic equation:
ut +A1∆u+A2∆
2u+A3∇ · (|∇u|2∇u) = 0
where each term have the following physical interpretations:
A1∆u : diffusion due to evaporation-condensation
A2∆
2u : capillarity-driven surface diffusion
A3∇ · (|∇u|2∇u) : (upward) hopping of atoms
Combining the diffision term and hopping of atoms, we obtains the following fourth order
parabolic equation:
ut +A2∆
2u+A1∇ ·
(
A3
A1
|∇u|2 + 1
)
∇u = 0
As we wish to consider the whole physical bounded domains Ω ⊂ Rn for the solutions, we
have to be supplemented this equation with the Neumann boundary conditions and from
mathematical point of view it is more satisfactory to generalize the involving second-order
diffusion, so that we will consider the nonlinear parabolic problem:
ut +∆
2u = ∇ · f(∇u) in Ω× (0, T )
∂νu |∂Ω= ∂ν∆u |∂Ω= 0
u |t=0= u(0) = ϕ
(0.2.2)
where f is subject to generalize the nonlinear Term and ν denotes the unit outer normal
vector.
King et al [24] proved existence, uniqueness and regularity in an appropriate function
space for the special case f(ξ) with f(ξ) = |ξ|α−2ξ − ξ where
2 < α <

∞ if n ≤ 2
5 if n = 3
2n
n−2 if n ≥ 4
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This allows them to define the potential Φ(ξ) = 1α |ξ|α+ 12 |ξ|2 of f that is f = ∇Φ which was
the main tool for their analysis to prove an energy dissipation. King et al [24] framework
can not be extended to nonlinear cases, except when α > 2. We make some progress towards
filling in this gap by proving unique local and global existence of solution for a large class of
nonlinearity. More precisely, in this thesis, we will consider two cases of growth condition.
First of all, we give the proof of existence and uniqueness of solution for problem (0.2.2)
for f in general satisfying:
|f ′(ξ)| ≤ C(1 + |ξ|α−1) for some C > 0 and α > 1. (0.2.3)
The proof given below is technically different from those of King et al [24]. For this case, we
use Interpolation-Extrapolation method. In fact, the linear evolution equation (0.2.2) can be
reformulated and solved in the context of semigroup theory on Banach scales. The basic idea
of this method is to interprete the partial differential equation (0.2.2) as an ordinary differen-
tial equation in an infinite-dimensional Banach space. One introduces the more general notion
of weak solutions. For this, let (s, p) ∈ N× (1,∞), we denote the Sobolev spaces by Ws,p(Ω).
If p∗ be the adjoint exponent of p, i.e 1p+
1
p∗ = 1, we put : 〈u, v〉 :=
∫
Ω uvdx, (u, v) ∈ Lp×Lp
∗
.
We rewrite (0.2.2) more concisely as :
ut +Au = Fu, (x, t) ∈ Ω× (0, T )
Bu = 0, (x, t) ∈ ∂Ω× (0, T )
u(0) = u0 = ϕ
(0.2.4)
where the linear operator A := ∆2 acts on Lp type function spaces, Bu := (B1u,B2u) :=
(∂νu |∂Ω, ∂ν∆u |∂Ω). In this formulated form, the general semigroup-theory applies. First we
define the linear operator A by
Au := ∆2u, D(A) = {u ∈ W4,p(Ω) | ∂νu |∂Ω= ∂ν∆u |∂Ω= 0}
We closely follow the approach of Amann described in [3, 4] for solving the above evolution.
For convenience we also set:
A := A0, E0 = Lp, and E1 := W4,pB = D(A),
so we have:
E−1 := (W
4,p∗
B )
∗ := W−4,pB with p
∗ :=
p
p− 1
Of course, in order to treat (0.2.4) efficiently on has to show that A with the corresponding
boundaries conditions is the infinitesimal generator of an strongly continuous analytic semi-
group on E0 = L
p, see Chapter 2, Theorem 2.4.1.
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Following the notation used in [3] we denote the set of generators of analytic C0-semigroups
on E0 with domain E1 by H(E1, E0). Since (A,B) is a normally elliptic boundary value
problem (see Chapter 2, Theorem 2.4.1) we can apply the result of Amann ([3],Theorem
4.1, Remark 4.2 (b)) to say that A := A0 := ∆2 with above boundaries conditions is the
infinitesimal generator of a strongly continuous analytic semigroup on E0, that is,
A0 ∈ H(E1, E0)
Note that E1 is densely injected in E0. It follows from Abstract Interpolation-Extrapolation
Scales that:
A−1
2
∈ H(E 1
2
, E−1
2
) mit E 1
2
= [E0, E1] 1
2
= W2,pB :=
{
u ∈ W2,p(Ω) | ; ∂νu |∂Ω= 0
}
E−1/2 = W
−2,p
B = (W
2,p∗
B )
∗
and 〈
v,A−1
2
〉
= 〈∆v,∆u〉 , (v, u) ∈ W2,p∗B ×W2,pB
Due to Gauss’theorem, it not difficult to verify that for all (v, u) ∈ W2,p∗B ×W2,pB〈
v, F−1/2(u)
〉
= 〈v,∇ · f(∇u)〉 = −〈v, f(∇u)〉+ 〈γv, νγf(∇u)〉∂Ω
where γ denotes the trace operator for ∂Ω.
Here and in the following 〈·, ·〉E denotes the duality pairing
〈·, ·〉E : E∗ × E → K
between the dual E∗ of a Banach space E and E itseft and F−1/2u represents the nonlinear
part of equation. The evolution equation (0.2.2) can be reformulated as an abstract Cauchy
problem in the Banach space E−1/2
u˙+A−1
2
u = F−1/2(u), t > 0, (0.2.5)
u(0) = ϕ (0.2.6)
If we set J = [0, T ), the above abstract Cauchy problem is obtained by reinterpreting the
natural weak fomulation of (0.2.2) which takes the form:
find u ∈ C(J,W2,pB ) satistfying∫
J
−〈v, ut〉+ 〈∆v,∆u〉dt =
∫
J
−〈v, f(∇u)〉+ 〈γv, νγf(∇u)〉∂Ωdt+ 〈v(0), u(0)〉 (0.2.7)
for all v ∈ C(J,W2,p∗B ) vanishing near the right endpoint of J that is v(T ) = 0.
We note that in (0.2.5), A−1
2
is the generator of an analytic semigroup that is A−1
2
∈
H(E1/2, E−1/2). The interpolation-Extrapolation technique outlined above enables us to
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solve the initial-boundary value problem (0.2.2) in its weak form (0.2.7), provided F−1/2
is suitable regular. For this, we consider the Nemystkii operator induced by f . To guarantee
the Lipschitz continuity of this supperposition operatator one needs a polynomial growth
condition for f that is (0.2.3).
Secondly we assume that f satisfies
f(0) = 0 and
|f ′(ξ1)− f ′(ξ2)| ≤ C|ξ1 − ξ2|(|ξ1|α + |ξ2|α) for all ξ1, ξ2 ∈ Rn for α > 1
where C > 0. We then use successive approximation and Lp − Lq−Estimate of analytic
semigroup to show the existence and uniquness of the solution. Our analysis is based on the
regularization property of the linear part e−t∆
2
and the ideas used in [11, 12, 51]. We rewrite
(0.2.2) formally as an evolution equation
ut +Au = Fu, u(0) = ϕ (0.2.8)
where the linear operator A := Ap = ∆
2 acts on Lp type function spaces and defined by
Au := ∆2u, D(A) =
{
u ∈ W4,p(Ω) | ∂νu |∂Ω= ∂ν∆u |∂Ω= 0
}
In this formulated form, the general semigroup-theory applies by showing that this operator
associated with the boundaries conditions is normally elliptic(Chapter3). As is standard
practice, we study (0.2.8) via the corresponding integral equation
u(t) = e−tAϕ+
∫ t
0
e−(t−s)AF (u(s))ds, t ≥ 0, (0.2.9)
where T (t) = e−tA, t ≥ 0 is the semigroup of operators generated by −A. The solution of
this equation are often called mild solutions.
This thesis is organized as follows:
First of all, in Chapter 1 we recall some basic properties of analytic semigroup [30, 31,
39, 41] and present some general abstract results. A special class of C0-semigroups, namely,
the analytic semigroups, plays a fundamental role in the study of partial differential equa-
tion. There are two principal reasons why analytic semigroups are important in the study
of non linear parabolic partial differential equations. The first reason is owing to the good
information one has on the behavior of solutios as t −→ 0+. In particular, it is well known
that, under reasonable conditions, a C0-semigroup (e
−tA, A) on a Banach space X is an an-
alytic semigroup if and only if there are constants M0 ≥ 1 and M1 > 0 and an ω ∈ R such
that
∥∥etAx∥∥
L(X)
≤ M0e−ωt ‖x‖ and
∥∥AetAx∥∥
L(X)
≤ M1e−ωt ‖x‖, for all x ∈ X and t > 0.
Since the nonlinear evolutionary equation is, in fact, a pertubation of the linear problem, as
t −→ 0+, one can use it to study the Initial Value Problem for related nonlinear problems.
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The second reason for the importance of analytic semigroups is given in the Fundamental
Theorem 1.2.1 and Theorem 1.2.2 on sectorial operators necessary for Lp−Lq−Estimates of
analytic semigroup in Chapter 3.
In Chapter 2 we introduce the notion of Normally Elliptic Boundary Value Problem
by defining the notion of elliptic operators and the Lopatinskii-Shapiro Condition. This
notion leads to the infinitesimal generator of an analytic semigroup for the operator ∆2
with the corresponding boundaries conditions. We give the basic result (Theorem 2.4.1)
which shows that
(
∆2; I,
∂∆
∂ν
)
generated an analytic semigroup. Note that a operator
A is normally elliptic if only if ∂t + A is parabolic in the sense of Petrowskii [26](Section
VII.8). In the last section of this Chapter we deal with the general Sobolev Lebesgue space
and Lp − Lq−Estimates of analytic semigroup. Using the well known Gagliardo-Nirenberg
inequality and following Weisler’s work [49] Lp − Lq−estimates for elliptic operator of order
2m can be generalised in Theorem 2.5.3. Note that this result is crucial in achieving the
iterations in Chapter 4 and Chapter 5 in order to prove well-posedness for problem (0.0.1)
and (0.0.3) with suitable boundaries conditions.
In Chapter 3 we deal with the existence, uniqueness and regularity solutions of nonlinear
parabolic (0.2.2) in the case α > 1. We assume that f satisfies the growth condition
|f ′(ξ)| ≤ C(1 + |ξ|α−1) for all ξ ∈ Rn where C > 0
and f(0) = 0. Firstly we describe a construction of a Scale of Banach Spaces associated to a
sectorial operator. For that we need the concept of interpolation which we briefly descriebe
in the very rescricted context on what it will be used in this work. For a more complete
treatment of interpolation we refer to [4, 6, 45, 46, 47]. Secondly we define the notion of
Nemytskij operators which play an important role for existence and regularity of evolution
equations. We collect some of the mapping properties of Nemytskij operators which we shall
use in the following. Accordingly, their properties were studied in many papers and books.
For details, we refer to [5, 13, 25, 29, 48]. These properties allow us to control the nonlinear
part of our evolution equation. In fact the properties of Nemytskij operators are related
with the Lipschitz continuity of nonlinear part. We give a review of some classical existence
results involving the Lipschitz pertubations of linear evolution equations operators. First of
all, we refer to some classical results involving the Lipschitz Pertubations of linear evolution
equations operators and then we show how these results can be applied to fourth-order
parabolic equation modeling epitaxial thin film growth. Finally, we discuss the existence,
and regularity of the weak solutions to the boundary value problem (0.2.2).
In Chapter 4 we study (0.2.2) in an abstract setting. We consider an integral form (0.2.9).
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We assume that 1 < α < 2 and f satisfies
f(0) = 0,
|f ′(ξ1)− f ′(ξ2)| ≤ C|ξ1 − ξ2|(|ξ1|α + |ξ2|α) for all ξ1, ξ2 ∈ Rn for some C > 0.
Following Katos’s strategy [23] and a scaling invariance of the problem, we construct a solution
in C0([0, T ];Lp(Ω)) for T > 0 with p = nα2−α to the integral equation (0.2.9) by successive
approximations. These approximations are such that
K1j := sup
0<t≤T
t
1−δ
2α ‖∇uj(t)‖nα
2δ
,
K2j := sup
0<t≤T
t
1
2
∥∥∇2uj(t)∥∥ nα
2−α
are bounded. Here δ ∈ (0, 1).
Note that the exponent 1−δ2α and
1
2 were chosen wisely by computing in order to achieve an
integral singularity which stems from singularity of the semigroup.
Firstly, we show that K1j and K
2
j satisty respectively the recursive relation
K1j+1 ≤ K10 + c (K1j )α ·K2j
and
K2j+1 ≤ K20 + c (K1j )α ·K2j , see Lemma 4.3.2.
By setting Rj := max
{
K1j ,K
2
j
}
, we see that Rj satisfies the recursive relation
Rj+1 ≤ R0 + c R1+αj
So if u(0) = ϕ has small L
nα
2−α -norm then these recursive relations are uniformly bounded,
this is: Rj ≤ R for some R > 0 see Corollary 4.3.1.
A standard argument allows us to show that there is a uniformly converging subsequence
(un) whose limit is a solution to the problem in L
p(Ω), see Lemma 4.3.3.
So we are now able to state the main theorem of this chapter.
Theorem 0.2.1. Suppose Ω ⊂ Rn is a bounded domain with C4 boundary, 1 < α < 2, and
p = nα2−α . Given initial data ϕ ∈ Lp(Ω).
Then there exists T > 0 and a unique mild solution u ∈ C0([0, T ];Lp(Ω)) of (0.2.2) such
that, for all δ ∈ (0, 1),
sup
0≤t≤T
{
t
1−δ
2α ‖∇u(t)‖nα
2δ
+ t
1
2
∥∥∇2u(t)∥∥
p
}
<∞.
If ‖ϕ‖p is sufficiently small, the solution extends to a global one u ∈ C0([0,∞);Lp(Ω)).
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In Chapter 5, we study the well-posedness for a much large class of semilinear parabolic
equation (0.0.3)-(0.0.4) and (0.0.3)-(0.0.5). We give a unified method to construct local
mild solutions in C0([0, T ];Lp) for T > 0 with p = nα2(m−1)−α by introducing the generalized
admissible weighted Lebesgue norms of the form:
K1j := sup
0<t≤T
t
m−1−δ
mα ‖∇uj(t)‖nα
2δ
K2j := sup
0<t≤T
t
1
m
∥∥∇2uj(t)∥∥ nα
2(m−1)−α
Rj := max
{
K1j , K
2
j
}
where 0 < δ < 1.
Moreover, using the same method as in Chapter 4, we also construct a global solution for small
initial data for this class of nonlinear parabolic equation (0.0.3)-(0.0.4) and (0.0.3)-(0.0.5) as
stated in the following theorem
Theorem 0.2.2. Suppose Ω ⊂ Rn is a bounded domain with C2m boundary, 1 < α <
2(m− 1), and p = nα2(m−1)−α . Given initial data ϕ ∈ Lp(Ω).
Then there exists T > 0 and a unique mild solution u ∈ C0([0, T ];Lp(Ω)) of (0.0.3)-(0.0.4)
and (0.0.3)-(0.0.5) such that, for all δ ∈ (0, 1),
sup
0≤t≤T
{
t
m−1−δ
mα ‖∇u(t)‖nα
2δ
+ t
1
m
∥∥∇2u(t)∥∥
p
}
<∞.
If ‖ϕ‖p is sufficiently small, the solution extends to a global one u ∈ C0([0,∞);Lp(Ω)).
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Notation
We turn now to the description of the main concert Banach spaces that will be used in the
sequel.
Recall first that a Homeomorphism φ is said to be a Lipschitz homeomorphis if both φ
and φ−1 are locally Lipschitz continuous. Let Ω be an open, bounded subset in the Euclidian
space Rn, and let ∂Ω denote the boundary of Ω and Ω¯ the closure of Ω. We will say that
Ω is of Lipschitz class, or that the boundary ∂Ω is locally Lipschitz continuous, if for
eery point x ∈ ∂Ω there is a Lipschitz homeomorphis φ of neighborhood U of x into Rn such
that φ−1 is Lipschitz continuous with
φ(Ω ∩ U) ⊂ {(x1, · · · , xn) ∈ Rn : xn > 0}
φ(∂Ω ∩ U) ⊂ {(x1, · · · , xn) ∈ Rn : xn = 0} .
If in addition, φ and φ−1 are Ck− functions, where k is a positive integer, then Ω is said to
be of class Ck. Likewise,Ω is said to be of class Ck,µ, where 0 < µ ≤ 1, provided that φ and
φ−1 are Ck− functions, and the kth derivative are Ho¨lder continuous with exponent µ. If the
exponent satisfies µ = 1, then Ho¨lder continuity is the same as Lipschitz continuity.
If U , V denote open subsets of Rn. We write V ⊂⊂ U if V ⊂ V¯ ⊂ U and V¯ is compact, and
say V is compactly contained in U . We say that a subset Ω ⊂ Rn is a domain (in Rn), if Ω
is an open, connected set in Rn. We will use the followings notations; x = (x1, x2, · · · , xn)
is a variable point in the n-dimensional Euclidiean space Rn. For any two such points x =
(x1, x2, · · · , xn) and y = (y1, y2, · · · , yn) , we set x · y =
∑n
i=1 xiyi and |x| = x · x.
An n-tuple of nonnegative integers τ = (τ1, τ2, ..., τn) is called a multiindex and we define
|τ | =
n∑
i=1
τi
and
xτ = xτ11 x
τ2
2 · · · xτnn for x = (x1, x2, · · · , xn)
Denoting Dk =
∂
∂xk
and D = (D1,D2, · · · ,Dn) we have:
Dτ = Dτ11 D
τ2
2 · · ·Dτnn =
∂τ1
∂xτ11
∂τ2
∂xτ22
· · · ∂
τn
∂xτnn
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Let Ω be a fixed domain in Rn with boundary ∂Ω and closure Ω¯. We will usually assume
that ∂Ω is smooth. This will mean that ∂Ω is of class Ck for some suitable k ≥ 1. Recall
that ∂Ω is of class Ck if for each point x ∈ ∂Ω there is a ball B with center at x such that
∂Ω ∩B can be represented in the form xi = ϕ(x1, x2, · · · , xi−1, xi+1, · · · , xn) for some i with
ϕ k-times continuously differentiable.
By Cm (Ω)(resp. Cm(Ω)) we denote the set of all m-times continuously differentiable real-
valued functions in Ω (resp. in Ω¯). Cm0 (Ω) will denote the subspace of Cm(Ω) consisting of
those functions which have compact support in Ω.
Lp(Ω,X) = pth power integrable functions from a measure space Ω into a Banach sapce X,
‖f‖Lp(Ω,X) =
(∫
Ω
‖f(t)‖pX dt
) 1
p
for 1 ≤ p <∞. (0.2.10)
L∞(Ω,X) = strongly measurable essentially bounded functions from Ω to X,
‖f‖L∞(Ω,X) = ess. sup{‖f(t)‖X | t ∈ Ω} . (0.2.11)
W
m,p(Ω,X) = Sobolev space of f ∈ Lp(Ω,X) which have distributional derivatives of order
≤ m and pth power integrable. (Here Ω is an open set in Rn).
‖f‖
Wm,p(Ω,X) =
(∫
Ω
∑
|τ |≤m
‖Dτf(t)‖pX dt
) 1
p
.
If p = 2, Hm(Ω,X) = Wm,2(Ω,X), which is a Hilbert space when X is a Hilbert space with
the scalar product
(u, v)m =
∫
Ω
∑
|τ |≤m
DτuD¯τvdx
If X = Rn, we denote Wm,p(Ω,X) by Wm,p(Ω) that is Wm,p(Ω,X) := Wm,p(Ω).
Denoting by C˜mp (Ω) the subset of Cm(Ω) consisting of those functions u for which ‖u‖Wm,p <
∞, we define Wm,p0 (Ω) to be the completion in norm ‖u‖Wm,p of C˜mp (Ω) and Cm0 (Ω) respec-
tively.
It is well known that Wm,p(Ω) and Wm,p0 (Ω) are Banach spaces and obviously W
m,p
0 (Ω) ⊂
W
m,p(Ω).
For m = 0 we denotes W0,p(Ω) = Lp(Ω), 1 ≤ p ≤ ∞ the Lebesgue spaces endowed with the
norms (0.2.10) for 1 ≤ p <∞ and (0.2.11) for p =∞.
Let X denote a complex Banach space equipped with the norm ‖·‖X , C denotes the set of
complex numbers and L(X,Y ) = L(X,Y ) be the collection of bounded linears operators from
X into Y.We set L(X,Y ) = L(X) if Y = X. The operator norm will be defined by ‖·‖L(X,Y ) ,
and by ‖·‖L(X) for Y = X. In order to simplify notation, we will denote this sometime by ‖·‖ .
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Let A : D(A) ⊂ X −→ X be a linear operator. D(A) and ℜ(A) denote respectivily the
domain and the range of the operator A. The resolvent set ρ(A) and the spectrum σ(A) of
A are defined by :
ρ(A) =
{
λ ∈ C : ∃(λI −A)−1 ∈ L(X)}
and
σ(A) = C \ ρ(A)
If λ ∈ ρ(A) , the resolvent operator(or briefly resolvent) R(λ,A) is defined by
R(λ,A) = (λI −A)−1
If A : D(A) ⊂ X −→ X is a closed operator, we endow D(A) with its graph norm
‖x‖D(A) = ‖x‖X + ‖Ax‖X .
It is well known that D(A) endowed with its graph norm is a Banach space.
We will define the Beta function β(x, y) by :
β(x, y) =
∫ 1
0
(1− t)x−1ty−1dt for all x, y > 0,
and the the weighted-in-time Lebesgue norms by:
‖u‖σ,p := sup
0<t≤T
tσ‖u(t)‖p for T > 0, σ > 0
where ‖·‖p = ‖·‖Lp(Ω) .
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Chapter 1
Basis of the semigroup theory
1.1 Preliminarie from the semigroup theory
The starting point of our analysis is the study of the linear problem :

ut = Au(t), t > 0;
u(0) = u0
(1.1.1)
where A : D(A) ⊂ X 7−→ X is a linear unbounded operator, with not necessary dense
domain.
Definition 1.1.1. We say that u(t) is a classical solution of (1.1.1) on the intervall
I = [0, τ) where 0 ≤ τ ≤ ∞, provided u : I −→ X is strongly continuous on I, strongly
differentiable on the open intervall (0, τ), u(0) = u0, u(t) ∈ D(A), for 0 < t < τ , and
ut = Au(t), for 0 < t < τ .
While many problems of interest have classical solutions, there are some which do not.
Nevertheless, there is an important solution concept, namely, a mild solution, which is both
useful and central to overall theory of linear and nonlinear infinite dimensional dynamics
equations. The mild solutions are generated by the C0-semigroup and is not necessarily a
solution of (1.1.1). With some additional regularity properties it can be a solution of equation
(1.1.1). Note that every classical solution is a mild solution.
Let us now recall the notion of Semigroups of linear operators.
Definition 1.1.2. A family (T (t))t≥0 in L(X) is a semigroup of bounded linear oper-
ators on X if :
(i) T (t)T (s) = T (t+ s) for all t, s ≥ 0,
(ii) T (0) = 1, where 1 is the identity operator on X
If for a semigroup (T (t))t≥0 the following condition holds:
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(iii) lim
t↓0
T (t)x = x, for any x ∈ X, then (T (t))t≥0 is said to be a strong continuous
semigroup or, simply , a C0-semigroup.
A linear operator A, defined on the set
D(A) =
{
x ∈ X : lim
t↓0
T (t)x− x
t
exists
}
by Ax = lim
t↓0
T (t)x− x
t
=
d+T (t)x
dt
∣∣∣
t=0
, x ∈ D(A),
is the infinitesimal generator of the semigroup (T (t))t≥0 ; D(A) is the domain of A.
In the sequence we will use the notation (T (t), A) to denote a C0-semigroup T (t) and the
associate infinitesimal generator. On occasion we will denotes the C0-semigroup (T (t), A) in
the abbreviated form as etA, or (etA, A).
A proof of the following results , which describes some elementary properties of C0-semigroups,
can be found in[15, 39].
Theorem 1.1.1. Let (T (t), A) be a C0-semigroup on a Banach space X. The following
statements are valid:
(1) There exists M ≥ 1 and ω ∈ R such that
‖T (t)‖L(X) ≤Me−ωt 0 ≤ t <∞.
(2) For every x ∈ X one has
lim
h−→0
1
h
∫ t+h
t
T (s)xds = T (t)x 0 ≤ t <∞,
where for t = 0, the limit is taken with h −→ 0+.
(3) For every x ∈ X and t ≥ 0, one has ∫ t0 T (s)xds ∈ D(A) and
A
(∫ t
τ
T (s)xds
)
= T (t)x− T (τ)x 0 ≤ τ ≤ t.
(4) For every x ∈ D(A) and t ≥ 0, one has T (t)x ∈ D(A) and
d
dt
T (t)x = AT (t)x = T (t)Ax,
where for t = 0, the derivative becomes a right derivative. In particular, the function
u(t) = T (t)u0 is classical solution of (1.1.1).
(5) For every x ∈ D(A) and 0 ≤ s ≤ t, one has
T (t)x− T (s)x =
∫ t
s
T (τ)Axdτ =
∫ t
s
AT (τ)xdτ
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Let us now introduce a stronger concept for differentiable semigroups.
Definition 1.1.3. Let (T (t), A) be a C0-semigroup on a Banach space X. We will say that
this semigroup is differentiable for t > t0 ≥ 0, if for every x ∈ X the mapping
t −→ T 0(t)x def= T (t)x
is strongly differentiable for t > t0. In this setting, we define T
(1)(t)x by
T (1)(t)x
def
=
d
dt
T (t)x, t > t0.
The differentiability for t > t0 is equivalent to the existence of the limit∥∥∥∥1h (T (t+ h)x− T (t)x)− T (1)(t)x
∥∥∥∥ −→ 0 as h −→ 0,
for t > t0 and for each x ∈ X. The higher order derivatives, if they exist, are defined for
x ∈ X by induction:
T (n)(t)x
def
=
d
dt
T (n−1)(t)x, t > t0 and n = 2, 3, · · · .
We then have the following result for differentibale semigroup. The proof can be found
in [44].
Theorem 1.1.2. Let (T (t), A) be a C0-semigroup on a Banach space X. Assume that this
semigroup is differentiable for t > t0. Then the following are valid:
(1) For t > nt0, n = 1, 2, · · · , one has T (t) : X −→ D(An) and
dn
dtn
T (t)
def
= T (n)(t) = AnT (t) ∈ L(X). (1.1.2)
(2) For t > nt0, n = 1, 2, · · · , the operator T (n−1)(t) is continuous in uniform operator
topology, i.e, one has∥∥∥(T (n−1)(t+ h)− T (n−1)(t)∥∥∥
L(X)
−→ 0 as h −→ 0,
(3) For t > nt0, n = 1, 2, · · · , the operator T (t) is (n-1)-times differentiable in the uniform
operator topology, i.e, one has∥∥∥∥1h (T (i−1)(t+ h)x− T (i−1)(t))− T (i)(t)
∥∥∥∥
L(X)
−→ 0 as h −→ 0,
for 1 ≤ i ≤ n− 1.
(4) For any x ∈ X, one has T (·)x ∈ C0,1loc (t0,∞;X).
Next we turn to a description of several important properties shared by all infinitesimal
generators of C0-semigroups.
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Corollary 1.1.1. Let (T (t), A) be a C0-semigroup on a Banach space X. Then D(A) is a
dense linear subspace in X, and A is a closed linear operator on X.
The resolvent operator R(λ,A) = (λI −A)−1 has the following characterization in terms
of C0-semigroup e
tA, see [39] for the details.
Lemma 1.1.1. Let (etA, A) be a C0-semigroup on a Banach space X that satisfies
∥∥etA∥∥ ≤
Me−ωt, for all t ≥ 0. Then λ ∈ ρ(A), for all λ with Reλ > −ω, the resolvent operator
R(λ,A) = (λI −A)−1 satisfies
R(λ,A)x =
∫ ∞
0
e−λtetAxdt, Reλ > −ω,
and for n = 1, 2, · · · , one has
‖R(λ,A)n‖ = ‖R(λ,A)‖L(X) ≤
M
(Reλ+ ω)n
, Reλ > −ω
1.2 Analytic Semigroup and Sectorial operators
A special class of C0-semigroups, namely, the analytic semigroups, plays a fundamental role
in the study of partial differential equation owing to the good information one has on the
behavior of solutios as t −→ 0+. This occurs in the proof of the continuity of solution in
Chapter 4 Proposition 4.3.1. It is well known see (Hille and Phillips [16]) that if A is the
infinitesimal generator of C0-semigroups on a Banach space X, then the resolvent operator
R(λ,A) = (λI −A)−1 is an analytic mapping from the resolvent set ρ(A) into L(X) .
Let us firstly define the set that we will use later.
For δ ∈ (0, π) and θ ∈ (0, π) we define the following open sectors in the complex plane C :
∆δ := {λ ∈ C : |argλ| < δ, λ 6= 0}
∆δ,ω := ω +∆δ = {λ ∈ C : |arg(λ− ω)| < θ, λ 6= ω} ,
Sθ := {λ ∈ C : |arg(λ− ω)| > θ, λ 6= 0} ,
Sθ,ω := ω + Sθ = {λ ∈ C : |arg(λ− ω)| > θ, λ 6= ω} .
A simple calculation shows that
∆δ,−ω = −Sθ,ω provided that δ = π − ω, see Figure 1.1. As a result one has :
Sθ,ω ⊂ ρ(A)⇔ ∆θ,−ω ⊂ ρ(−A), where δ = π − ω (1.2.1)
for any linear operator A : D(A) ⊂ X 7−→ X , where D(A) is dense in X
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·
ω
∆δ(ω)Sθ(ω)
Figure 1.1: The sectors ∆ and S with δ = π − θ.
Definition 1.2.1. We say that a linear operator A : D(A) ⊂ X 7−→ X is sectorial if there
are constants ω ∈ R, θ ∈ (0, π/2) ,M ≥ 1 such that:
(i) ρ(A) ⊃ Sθ,ω := {λ ∈ C : λ 6= ω , |arg(λ− ω)| > θ}
(ii) ‖R(λ,A)‖L(X) ≤
M
|λ− ω| , for λ ∈ Sθ,ω
(1.2.2)
A sectorial operator A is said to be positive if it satisfies
‖R(λ,A)‖L(X) ≤
M
|λ− ω| , λ ∈ Sθ,ω for some ω > 0. (1.2.3)
Note that every sectorial operator is closed, because its resolvent set ρ(A) is not empty.
Also D(A) endowed with the graph norm ‖x‖D(A) = ‖x‖+ ‖Ax‖, is a Banach space.
By using (1.2.1), we see that (1.2.2)-(ii) is equivalent to
‖R(λ,−A)‖L(X) ≤
M
|λ+ ω| , for all λ ∈ ∆δ−ω ⊂ ρ(−A) (1.2.4)
where δ = π − ω. Also note that (1.2.4) is equivalent to
‖R(µ,−B)‖L(X) ≤
M
|µ| , for all µ ∈ ∆δ,0 where B = A− ωI (1.2.5)
Furthermore, A is sectorial operator if only if B is sectorial.
For every t > 0, the following lemma which the proof can be found in [39] show that
(1.2.2) allows us to define a linear bounded operator e−tA in X, by means of the Duford
integral:
e−tA =
1
2πi
∫
ω+γr,η
eλtR(λ,−A) dλ , for t > 0 (1.2.6)
where r > 0 , η ∈]π
2
, ω[ , and ω + γr,η is the curve
{λ ∈ C : |argλ| = η , |λ| ≥ r} ∪ {λ ∈ C : |argλ| ≤ η , |λ| = r} oriented
counterclockwise as Figure 1.2.
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Figure 1.2: The curve Yr,η.
This implie that if A is a sectorial operator, then −A is the infinitesimal generator of
C0-semigroup e
−tA.
Using the obvious parametrization of γr,η we get
e−tA =
eωt
2πi
(
−
∫ +∞
r
e(ρcos(η)−iρsin(η))tR(ω + ρe−iη,−A)e−iηdρ
+
∫ η
−η
e(rcos(τ)+irsin(τ))tR(ω + reiτ ,−A)ireiτdτ
+
∫ ∞
r
e(ρcos(η)+iρsin(η))tR(ω + ρeiη,−A)ireiηdρ
) (1.2.7)
for every t > 0 and for every r > 0, η ∈ (π2 , θ).
Lemma 1.2.1. If A is a sectorial operator, the integral (1.2.6) is well defined and it is
independent of r > 0 and η ∈ (π2 , θ).
Proof. This proof can be found in [31] and repeated here for convenience.
In fact notice first of all that for each t > 0 the mapping λ −→ etλR(λ,−A) is a L(X)-valued
holomorphic function in the sector Sθ,ω. Moreover, for any λ = ω + re
iθ, the estimate∥∥∥etλR(λ,−A)∥∥∥
L(X)
≤ eωtetrcos(η)M
r
(1.2.8)
holds for each λ on the two half-lines, and this easily implies that the improper integral is
convergent. Now take any r′ > 0, η′ ∈ (π2 , θ) and consider the integral on ω + γr′,η′ . Let
D be the region lying between the curves ω + γr,η and ω + γr′,η′ and for every n ∈ N set
Dn = D ∩ {|z − ω| = n},
as in Figure 1.3.
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Figure 1.3: The region Dn.
By Cauchy integral theorem , we have∫
∂Dn
etλR(λ,−A)dλ = 0.
By estimate (1.2.8), the integrals on the two arcs contained in |z − ω| = n tend to 0 as n
tends to +∞, so that ∫
ω+γr,η
etλR(λ,−A) =
∫
ω+γr′,η′
etλR(λ,−A)
and the proof is complete. 
Lemma 1.2.2. Let A be a sectorial operator on a Banach space X, where (1.2.3) is satis-
fied for appropriate constants M,ω, and θ. Then −A is the infinitesimal generator of C0-
semigroup e−tA, and there is a constant M0 ≥ 1 such that
∥∥e−tA∥∥
L(X)
≤ M0e−ωt, for all
t ≥ 0. Moreover one has
e−tA =
1
2πi
∫
ω+γr,η
eλtR(λ,−A) dλ , for t > 0,
and etA = I at t = 0 where r > 0 , η ∈]ω, π
2
[ , and ω + γr,η is the curve
{λ ∈ C : |argλ| = η , |λ| ≥ r} ∪ {λ ∈ C : |argλ| ≤ η , |λ| = r}
oriented counterclockwise as Figure 1.2.
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The following fundamental theorems describe several characterizations of analytic semi-
group. The proof can be found in [39, 41].
Theorem 1.2.1. Let (e−tA,−A) be a C0-semigroup on a Banach space X that satisfies∥∥e−tA∥∥ ≤ Me−ωt, for all t ≥ 0 with M ≥ 1 and ω ∈ R. Then the following statements are
equivalent:
(i) e−tA is an analytic semigroup,and there is an analytic semigroup extension
e−zA of e−tA, defined on some sector ∆δ,ω ∪ {0}, with 0 < δ < π2 , and a constant
M1 ≥M such that
∥∥e−zA∥∥
L(X)
≤M1e−ωRez, for all z ∈ ∆δ,ω ∪ {0}.
(ii) There is a constant M2 such that the resolvent operator satisfies
‖R(σ + iτ,−A)‖L(X) ≤
M2
|τ | , for σ > −ω and τ 6= 0. (1.2.9)
(iii) the operator A is a sectorial operator and one has
‖R(λ,A)‖L(X) ≤
M3
|λ− ω| , for all λ ∈ Sω,ζ , (1.2.10)
for appropriate constant M3 ≥ 1 and ζ ∈ (0, π2 ).
(iv) The semigroup e−tA is differentiable for t > 0, and there is a constant M4 such that
∥∥Ae−tA∥∥
L(X)
≤
{
M4t
−1e−ωt for 0 < t ≤ 1,
M4t
−ωt for t ≥ 1.
(1.2.11)
In the following theorem we summarize the main properties of T (t) = e−tA
Theorem 1.2.2. If A is a sectorial operator and let T (t) := e−tA with t ≥ 0 be given by
(1.2.6). Then, the following statements hold:
(1) e−tA ∈ D(Ak), for all t > 0, x ∈ X, k ∈ N. If x ∈ D(Ak), then
Ake−tAx = e−tAAk, t ≥ 0.
(2) e−tAe−sA = e−(t+s)A for any t, s ≥ 0.
(3) The are constants M0,M1,M2, · · · , such that
(a)
∥∥e−tA∥∥
L(X)
≤M0e−ωt, t > 0
(b)
∥∥tk(A− ωI)ke−tA∥∥
L(X)
≤Mke−ωt t > 0
(1.2.12)
where ω > 0 is the number in (1.2.2). In particular , from (1.2.12) ,(b) it follows that
for every ω > 0 and k ∈ N there exists a Ck,ǫ > 0 such that∥∥∥tkAke−tA∥∥∥
L(X)
≤ Ck,ǫe−(ω+ǫ)t, t > 0 (1.2.13)
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(4) The function t −→ e−tA belongs to C∞((0,∞);L(X)), and the inequality
dk
dtk
e−tA = Ake−tA t > 0 (1.2.14)
holds for every k ∈ N. Moreover, it has an analytic continuation e−zA to the sector
Sθ−pi
2
,0, and for z = ρe
iτ ∈ Sθ−pi
2
,0, θ
′ ∈ (π2 , θ − τ) , the equality
e−tA =
1
2πi
∫
ω+γr,θ′
eλzR(λ,−A) dλ
holds.
The Proof is a modification of the proof of Theorem 1.3.3 [31] and repeated here for
convenience.
Proof. . Proof of (1). First , let k = 1. Recalling that A is a closed operator and using
Lemma Appendix, with f(t) = eλtR(λ,−A), we deduce that e−tA belongs to D(A) for every
x ∈ X, and that :
Ae−tAx =
1
2πi
∫
γr,η
eλtAR(λ,−A)x dλ = 1
2πi
∫
γr,η
λeλtR(λ,−A) dλ, (1.2.15)
because AR(λ,−A) = λR(λ,−A)− I, for every λ ∈ ρ(−A), and ∫γr,η etλdλ = 0. Morerever,if
x ∈ D(A), the equality AetAx = e−tAAx follows since AR(λ,−A)x = R(λ,−A)Ax. Iterating
this argument, we obtain that etAx ∈ D(Ak) for every k ∈ N; moreover
Ake−tA =
1
2πi
∫
γr,η
λkeλtR(λ,−A) dλ,
and (i) can be easily proved by recurrence.
Proof of (2). Since
e−tAe−sA =
(
1
2πi
)2 ∫
γr,η
eλtR(λ,−A) dλ
∫
γ2r,η′
eµsR(µ,−A) dµ
with µ′ ∈ (π2 , µ), using the resolvent identity it follows that:
e−tAe−sA =
(
1
2πi
)2 ∫
γr,η
∫
γ2r,η′
eλt+µs
R(λ,−A)−R(µ,−A)
µ− λ dλdµ
=
(
1
2πi
)2 ∫
γr,η
eλtR(λ,−A)dλ
∫
γ2r,η′
eµs
dµ
µ− λ
−
(
1
2πi
)2 ∫
γ2r,η′
eµsR(µ,−A)dµ
∫
γr,η
eλt
dλ
µ− λ
= e−(t+s)A.
where we have used the inequalities:∫
γ2r,η′
eµs
dµ
µ− λ = 2πie
sλ , λ ∈ γr,η,
∫
γr,η
eλt
λ
µ− λ = 0 , µ ∈ γ2r,η′
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that can be easily checked.
Proof of (3). Since we get a singularity near t = 0 if we estimate
∥∥e−tA∥∥ by integrating∥∥eλtR(λ,−A)∥∥ over γr,η because the norm of the integrand behaves like M|λ| for small |λ|, we
will set λt = ξ in (1.2.6) and use Lemma 1.2.1, we get
e−tA =
(
1
2πi
)2 ∫
γrt,η
eξR
(
ξ
t
,−A
)
dξ
t
=
(
1
2πi
)2 ∫
γr,η
eξR
(
ξ
t
,−A
)
dξ
t
=
(
1
2πi
)2(∫ +∞
r
eρe
iη
R
(
ρeiη
t
,−A
)
eiη
t
dρ−
∫ +∞
r
eρe
−iη
R
(
ρe−iη
t
,−A
)
e−iη
t
dρ
+
∫ η
−η
ere
iτ
R
(
reiτ
t
,−A
)
ireiτ
dτ
t
)
.
It follows that ∥∥e−tA∥∥ ≤ 1
π
{∫ ∞
r
Meρ cos η
dρ
ρ
+
1
2
∫ η
−η
Mer cos τdτ
}
.
The estimate of
∥∥Ae−tA∥∥ is easier, and we do not need the above procedure. Recalling that
‖AR(λ,−A‖ ≤M + 1 for each λ ∈ γr,η and using (1.2.7) we get:
∥∥Ae−tA∥∥ ≤ M + 1
π
∫ ∞
r
eρt cos ηdρ+
(M + 1)r
2π
∫ η
−η
ert cos τdτ.
so that, letting r −→ 0,
∥∥Ae−tA∥∥ ≤ M + 1
π| cos η|t :=
N
t
, t > 0.
From the equality AetAx = e−tAAx, which is true for each x ∈ D(A), it follows that Ake−tA =
(Ae−t/kAA)k for all k ∈ N, so that∥∥∥Ake−tA∥∥∥
L(X)
≤ (Nkt−1)k :=Mkt−k t > 0.
Proof of (4). Indeed from (1.2.15)
d
dt
e−tA =
1
2πi
∫
γr,η
eλtλAR(λ,−A) dλ = Ae−tA , t > 0.
The equality
dk
dtk
e−tA = Ake−tA , t > 0
can be proved by the same argument, or by recurrence.
Now let 0 < τ < θ − π2 be given, and set η = θ − τ. The function
z −→ e−zA = 1
2πi
∫
γr,η
eλzR(λ,−A) dλ
is well defined and holomorphic in the sector
Sτ = {z ∈ C : z 6= 0, |argz| < θ − π/2 − τ} ,
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because we can differentiate with respect to z under the integral. Indeed, if λ = ξeiη and
z = ρeiφ, then Re(zλ) = ξρ cos(η + φ) ≤ −cξρ for suitable c > 0. Since the union of the
sectors Sτ for 0 < τ < θ − π/2 is Sθ−π/2,0, (4) is proved . 
1.3 Fractional powers and Basic properties
Let now X denotes a given Banach space, we concentrate on fractional powers positive
sectorial operators on X and some of their properties.
Definition 1.3.1. Let A be a positive sectorial operator on X. For any τ > 0, we define
A−τ by:
A−τ :=
1
Γ(τ)
∫ ∞
0
tτ−1e−tAdt, (1.3.1)
where e−tA is the analytic semigroup generated by −A, and Γ(τ) is tha Gamma function
defined by:
Γ(τ) =
∫ ∞
0
tτ−1e−tdt. (1.3.2)
This definition is consistent and come from the following integral
x−τ :=
1
Γ(τ)
∫ ∞
0
tτ−1e−txdt, for x > 0 , τ > 0.
To see this it suffices to substitute t −→ tx in (1.3.2). It is well known see [39] that the
integral (1.3.1) is well-defined and that it converges in the uniform operator topology on
L(X).
The proof of the following result can be found in [39]( Section 2.6).
Lemma 1.3.1. For any τ , β > 0, one has:
A−τ ∈ L(X) and A−τA−β = A−(τ+β). Furthermore,each A−τ is one -to-one, and one has
A−τ =
sin(τπ)
π
∫ ∞
0
λ−τR(λ,−A)dλ, for 0 < τ < 1.
Definition 1.3.2. The fractional power A−τ of the operator A is defined to be
Aτ := (A−τ )−1, for τ > 0,
and the domain is given by D(Aτ ) := R(A−τ ). Also define A0 = I, the identity on X. For
τ > 0, the domain D(Aτ ) becomes a Banach space in the graph norm
‖x‖τ := ‖Aτx‖L(X) , for x ∈ D(Aτ ). (1.3.3)
In fact Aτ for 0 ≤ τ ≤ 1 is a closed linear invertible operator with domain D(Aτ ) dense
in X. The closedness of Aτ implies that D(Aτ ) endowed with graph norm of Aτ , i.e., the
norm ‖|x|‖ = ‖x‖+ ‖Aτx‖ is a Banach space. Since Aτ is invertible, its graph norm ‖| · |‖ is
equivalent to the norm ‖x‖τ = ‖Aτx‖L(X).
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Remark 1.3.1. Let B be a sectorial operator on the Banach space X, and let e−tB be the
analytic semigroup generated by −B. LetM ≥ 1 and b ∈ R be chosen so that
∥∥e−tB∥∥ ≤Me−bt,
for all t ≥ 0. Then it is easily seen that B is positive if only if one can choose the term b to be
satisfy b > 0. Any sectorial operator B can be converted into a positive, sectorial operator A by
setting A = B+ rI and choosing r > 0 to be sufficiently large. Since e−tA = e−rte−tB , we see
that if ω = r+ b satisfies ω > 0, then A is positive, sectorial operator with
∥∥e−tA∥∥ ≤Me−ωt,
for all t ≥ 0. We now use the positive operator A to define the fractional powers.
The following result describes some basic properties of the fractional powers
Lemma 1.3.2. Let A be a positive, sectorial operator on a Banach space X, and let e−tA
denote the analytic semigroup on X generated by −A. Then for τ, β ≥ 0, the following
properties are valid:
(1) The operator Aτ is densely defined, closed linear operator.
(2) For τ ≥ β, one has D(Aτ ) ⊂ D(Aβ), and D(Aτ ) is dense in D(Aβ).
(3) If in addition, A has compact resolvent i.e., the resolvent operator R(λ,A) = (λI−A)−1
is compact for all λ ∈ ρ(A), then one has D(Aτ ) →֒ D(Aβ), whenever τ > β.
(4) One has AτAβ = AβAτ = Aτ+β on D(Aγ), for any τ, β ∈ R, where γ = max(τ, β, τ+β).
(5) One has Aτe−tAx = e−tAAτx, for all x ∈ D(Aτ ) and t ≥ 0.
Proof. The proof of Items (1)-(4) can be found in [39](Theorem 6.8). The commutivity
property (5), for τ ≤ 0, follows immediately from the definition 1.3.1. In order to prove the
commutivity property, for τ > 0, it suffices to show that e−tAA−τ maps X into R(A−τ ) and
that
Aτe−tAA−τx = e−tAx, for x ∈ X.
Also noted above, one has e−tAA−τ = A−τe−tA. As a result , ones finds that R(e−tAA−τ ) ⊂
R(A−τ ). Furthermore, one has :
Aτe−tAA−τx = AτA−τe−tAx = e−tAx, for x ∈ X.
We now come to the Main Theorem on analytic semigroups, or sectorial operators. As we
will see later, this inequalities described below are extremely important in the study of the
nonlinear parabolic problem (0.0.1).
Theorem 1.3.1. Let A be a positive, sectorial operator on a Banach space X, and let T (t) =
e−tA be the analytic semigroup generated by −A. Then the following statements hold:
(1) For any δ ≥ 0 and t > 0, the semigroup e−tA maps X into D(Aδ), and it is strongly
continuous in t > 0.
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(2) For any δ ≥ 0, there is a constant Mδ > 0 such that∥∥e−tA∥∥
L(X,D(Aδ))
=
∥∥∥Aδe−tA∥∥∥
L(X)
≤Mδt−δe−ωt, for all t > 0. (1.3.4)
where ω > 0 is given by (1.2.3).
(3) For 0 < τ ≤ 1, there is a constant Kτ > 0 such that∥∥e−tAx− x∥∥
L(X)
≤ Kτ tτ ‖Aτx‖L(X) , for t ≥ 0 and x ∈ D(Aτ ). (1.3.5)
(4) The function e−tAx are Lipschitz continuous in t, for t > 0 and x ∈ X. More precisely,
for every δ ≥ 0, there is a constant Cδ > 0 such that :∥∥∥Aδ(e−(t+h)A − e−tA)x∥∥∥ ≤ Cδ|h|t−(1+δ) ‖x‖ , (1.3.6)
for all t > 0 and x ∈ X.
The following result describes the spatial regularity of the function x ∈ D(Aδ), where
0 < τ ≤ 1, and A is a positive, sectorial operator. The proof can be found in [39, 41].
Lemma 1.3.3. Let Ω be an open, bounded set in Rn of Lipschitz class, and let q satistfy 1 ≤
q <∞. Assume that A is a positive sectorial operator on the Banach space Lq = Lq(Ω,RM )
with its domain D(A) satisfying the imbedding relationship D(A) →֒ Wm,q = Wm,q(Ω,RM ),
for some integer m ≥ 1. Let D(Aτ ) denotes the domain of Aτ , the fractional power of A
where 0 < τ ≤ 1. Then one has:
(1) D(Aτ ) →֒ Wk,q, whenever p ≥ q and k ≥ 0 is an integer with
k − n
p
< mτ − n
q
. (1.3.7)
(2) D(Aτ ) →֒ CN,λ(Ω,RM ) whenever
0 < N + λ < mτ − n
q
,
where N is a nonnegative integer and 0 < λ ≤ 1.
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Chapter 2
Normally Elliptic Boundary Value
Problems and Lp − Lq-Estimates
In this chapter, we introduce the notion of Normally Elliptic Boundary Value Problem by
defining the notion of elliptic operators and the Lopatinskii-Shapiro Condition. This notion
leads to the infinitesimal generator of an analytic semigroup for the operator ∆2 with the
corresponding boundaries conditions (see Theorem 2.4.1). We also state the Lp−Lq-estimates
for elliptic operator of order 2m.
2.1 Generalized Sobolev-Lebesgue Spaces
In the following we review the Bessel potential spaces in Rn. Let Ω be a bounded domain of
R
n with lipschitz boundary ∂Ω. For (s, p) ∈ R× (1,∞), Hs,p(Ω) denotes the Bessel potential
spaces in Ω. We describe a brief definition of Hs,p(Ω) and some basic properties which we
need in this chapter and later. For details and proof of the following results, we refer to
[1, 3, 45].
When Ω = Rn, the space is defined by
H
s,p(Rn) :=
{
u ∈ S ′(Rn), (1−∆)−s/2u ∈ Lp(Rn)
}
(2.1.1)
:=
{
u ∈ S ′(Rn), F−1(1 + |ξ|)−s/2Fu ∈ Lp(Rn)
}
(2.1.2)
where S ′(Rn) denotes the set of tempered distributions in Rn and F and F−1 denote the
fourier transform and the inverse Fourier transform on S ′(Rn), respectively. The space
H
s,p(Rn) is a Banach space with the norm
‖u‖
Hs,p
:=
∥∥∥F−1(1 + |ξ|)−s/2Fu∥∥∥
Lp
, u ∈ Hs,p(Rn). (2.1.3)
When Ω is a bounded domain with Lipschitz boundary and when 0 ≤ s <∞, Hs,p(Ω) is a
set of all restrictions u of the functions in Hs,p(Rn) to Ω. That is, a function u ∈ Lp(Ω) is in
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H
s,p(Ω) if only if there exists a function u˜ ∈ Hs,p(Rn) such that u˜|Ω = u almost everywhere
in Ω. For u ∈ Hs,p(Ω), its Hs,p-norm is defined by
‖u‖
Hs,p(Ω) := inf
u˜|Ω=u,u˜∈Hs,p(Rn)
‖u‖
Hs,p(Rn)
By this norm, Hs,p(Ω) becomes a Banach space.
As is well know, when the smoothness index s is a natural number, say s = k ∈ N, this
can be identified with the classical Sobolev space
W
k,p(Ω) :=
{
u ∈ Lp(Ω), Dβu ∈ Lp(Ω) for all |β| ≤ k
}
with the norm ‖u‖
Hs,p(Ω) =
∑
|β|≤k
∥∥Dβu∥∥
Lp
whereDβ = Dβ1x1 · · ·Dβnxn denotes the differentiation
in the sense of distribution.
Let D(Ω) denotes the space of all C∞ functions with compact support in Ω. By Hs,p0 (Ω)
where 0 ≤ s <∞, we denote the closure of D(Ω) in the space Hs,p(Ω). It is then know that
H
s,p
0 (Ω) = H
s,p(Ω) if 0 ≤ s ≤ 1
p
For 1p < s < ∞, there exists an operator γ0 defined by γ0 : u 7−→ u|∂Ω. It is know that
γ0 : H
s,p(Ω)→ Lp(∂Ω) is a bounded operator if 1p < s <∞. Moreover, when Ω is a bounded
domain with C2 boundary, it holds that γ0 : Hs,p(Ω) → Hs−1/p,p(∂Ω) is bounded operator
if 1p < s ≤ 2. If Ω is open set uniformly regular of class Cm, then the ” boundary values”
( ∂∂ν )
ju|∂Ω, j = 0, · · · ,m− 1, are defined for functions u ∈ Wm,p(Ω). We have the following
results. The proof can be found in [1, 28, 44].
Theorem 2.1.1. Let Ω is open set uniformly regular of class Cm, m > 0, and 1 ≤ p ≤ ∞.
Then for j = 0, 1, · · · ,m − 1, there exists a bounded linear mapping γj from Wm,p(Ω) to
Lp(∂Ω) such that if u ∈ Wm,p(Ω) ∩ Cm(Ω¯), then γju ∈ Cm−j(∂Ω) and (γju)(x) = ( ∂∂ν )ju(x)
for x ∈ ∂Ω, where ν is the outward normal vector of ∂Ω.
Definition 2.1.1. γ0u is called the trace of u on the boundary ∂Ω.
Usually we will write u, ( ∂∂ν )
ju in place of γ0u, γju respectively.
Theorem 2.1.2. Let Ω is open set uniformly regular of class Cm, m > 0, and 1 ≤ p < ∞.
An element u of Wm,p(Ω) belongs to Wm,p0 (Ω) if only if
γ0u = γ1u = · · · = γm−1u = 0.
The space Hs,p0 (Ω) can then be characterized by
H
s,p
0 (Ω) = {u ∈ Hs,p(Ω), γ0u = 0 on ∂Ω} for
1
p
< s ≤ 1.
Now let p′ be the adjoint exponent of p, for 0 < s < ∞, H−s,p(Ω) can now be defined by
H
−s,p(Ω) = (Hs,p
′
0 (Ω))
∗, 0 < s < ∞, where the exponent ∗ means the dualitity. From
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D(Ω) d→֒ (Hs,p′0 (Ω))∗ ( densely injected), it follows that H−s,p(Ω) = Hs,p
′
0 (Ω) ⊂ (D(Ω))∗;
this means that H−s,p(Ω) consists of suitable distributions in Ω. Similarly it holds that
〈u, f〉Lp×Lp′ = 〈u, f〉Hs,p0 ×H−s,p′ for u ∈ H
s,p
0 (Ω), f ∈ H−s,p
′
(Ω). In this way we have defined
a family of spaces Hs,p(Ω) parameterized by −∞ < s <∞. Of course , when Ω = Rn such a
definition is consistent with (2.1.3). For convenience we set: H0,p(Ω) = Lp for 1 ≤ p ≤ ∞.
We recall that for s1, s2 ∈ R and p1, p2 ∈ [1,∞]
H
s1,p1(Ω) →֒ Hs2,p2(Ω), p2 > p1, s1 − n
p1
> s2 − n
p2
. (2.1.4)
where →֒ means continuous embedding.
Corollary 2.1.1. Suppose Ω is a bounded open set of Rn of class C1. If m is a positive integer
and 1 ≤ p <∞, then the imbedding Wm,p(Ω) →֒ Wm−1,p(Ω) is compact.
Let us now turn attention to vector-valued parabolic initial value problems of the form:
ut +A(x,D)u = f(x) in Ω× (0, T )
Bj(x,D) = 0 x ∈ ∂Ω ; j = 1, · · · ,m
u |t=0= u0
(2.1.5)
where Ω be a bounded open set of Rn, n ≥ 1 with C2m boundary,m ≥ 1, A(x,D) is the linear
partial differential operators of order 2m and Bj are partial boundary differential operators
of order mj < 2m. More precisely, let m;m1, · · · ,mm be natural numbers with mj < 2m
for j = 1, · · · ,m and we assume that A(x,D) can be represented by means of standard
coordinate system x in the following way:
A = A(x,D) :=
∑
|τ |≤2m
aτ (x)D
τ , x ∈ Ω¯ (2.1.6)
and B(x,D) be the boundary linear operator
B :=
∑
|β|≤mj
bjβ(x)D
β , x ∈ ∂Ω, , j = 1, · · · ,m (2.1.7)
under the following assumptions:
aτ ∈ C(Ω¯,C), |τ | = 2m; aτ ∈ L∞(Ω,C), |τ | < 2m. (2.1.8)
bjβ ∈ C2m−mj (∂Ω,C), |β| ≤ mj , j = 1, · · · ,m (2.1.9)
2.2 Ellipticity assumption
We start with the ellipticity assumptions. To this end, we denote (A,B) the boundary value
problem and we associate its principal part (A#,B#) defined by:
A#(x,D) :=
∑
|τ |=2m
aτ (x)D
τ , x ∈ Ω¯
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Bj,#(x,D) :=
∑
|β|=mj
bjβ(x)D
β, x ∈ ∂Ω, j = 1, · · · ,m
The outer normal of ∂Ω at x ∈ ∂Ω is denoted by ν(x), and we set C+ := {z ∈ C : Rez > 0} .
To the principal part A# we associate the corresponding principal symbol that is the
polynom
A#(x; ξ) :=
∑
|τ |=2m
aτ (x)ξ
τ , x ∈ Ω¯, ξ ∈ Rn
where ξτ = ξτ1 · · · ξτn with |τ | = τ1 + · · ·+ τn = 2m.
Definition 2.2.1. (i) The differential operator A is said to be elliptic at the point x ∈ Ω¯
if A#(x; ξ) 6= 0 for all 0 6= ξ ∈ Rn. A is said to be elliptic in Ω¯, if A is elliptic for each
x ∈ Ω¯.
(ii) A is said to be strong elliptic at the point x ∈ Ω¯ if there exists a complex constant γ
suct that
Re(γ · A#(x; ξ)) 6= 0 for all 0 6= ξ ∈ Rn.
The differential operator A is said to be strong elliptic in Ω¯, if A is strong elliptic for
each x ∈ Ω¯.
Remark 2.2.1. From these definitions, it follows that: if A is strong elliptic then A is
elliptic.
Example 2.2.1. If m = 1 and n ≥ 2, we have :
Aϕ =
n∑
j,k=1
ajk(x)
∂2ϕ
∂xj∂xk
+
n∑
j=1
aj(x)
∂ϕ
∂xj
+ a0(x)ϕ.
A#(x; ξ) =
∑n
j,k=1 ajk(x)ξj ·ξk is a quadratic form. If the coefficients ajk(x) are real numbers,
then A is strong elliptic if the quadratic form A#(x, ξ)) positiv or negativ definite.
In particular the Laplacian operator ∆, defined by
∆ϕ =
n∑
i=1
∂2ϕ
∂x2j
, ∆(ξ) = ξ21 + · · ·+ ξ2n = |ξ|2,
and all power ∆m are strong elliptic.
We have the following result:
Theorem 2.2.1. Let the differential operators (2.1.6) be elliptic, (respectivily strong elliptic)
in Ω¯. For every compact subset K ⊂⊂ Ω¯, there is c0 > 0 such that for every x ∈ K and every
ξ ∈ Rn, we have :
|A#(x; ξ)| ≥ c0|ξ|2m,
respectivily
|Re(γA#(x; ξ))| ≥ c0|ξ|2m,
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Proof. Let Σ := {ξ ∈ Rn, |ξ| = 1} . If A is elliptic in Ω¯, so the positiv continuous function
|A#(x; ξ)| attains its positiv minimum c0 > 0 on the compact set K × Σ ⊂ R2n−1 and it
follows for every 0 6= ξ ∈ Rn and every x ∈ K,∣∣∣∣A#(x; ξ|ξ|
)∣∣∣∣ = 1|ξ|2m |A#(x; ξ)| ≥ c0 > 0.
For strong ellipticity, the proof is analogous with the continuous function |Re(γA#(x; ξ))|. 
Remark 2.2.2. Let n ≥ 2. If the compact set K ⊂ Ω¯ is connected, then K × Σ is also
connected and Re(γA#(x; ξ)) have a constant sign. One obtains for every x ∈ K and every
ξ ∈ Rn:
Re(γA#(x; ξ)) ≥ c0|ξ|2m,
or
−Re(γA#(x; ξ)) ≥ c0|ξ|2m.
From Theorem 2.2.1 we have the following close definition:
Definition 2.2.2. The differential operator A := A(x,D) (2.1.6) of order 2m is said to be
uniformly elliptic on Ω¯, if there exists c0 > 0 such that
|A#(x; ξ)| ≥ c0|ξ|2m, (2.2.1)
for every ξ ∈ Rn and every x ∈ Ω¯.
A := A(x,D) is said to be uniformly elliptic if there exist a complex constant c0 and c1 > 0
(independent of (x, ξ)) such that the following inequality holds
c1|ξ|2m ≤ |A#(x; ξ)| ≤ c0|ξ|2m, (2.2.2)
for every ξ ∈ Rn and every x ∈ Ω¯.
Note that from Theorem 2.2.1 and Remark 2.2.2, Definition 2.2.2 carry something new
only for unbounded domain Ω.
2.3 Normally Ellipticity and Lapatinskii-Shapiro Condition
We then introduce the conditions (NE) and (LS) as follows:
Definition 2.3.1. (Normally Elliptic (NE))
Let Σ := {ξ ∈ Rn, |ξ| = 1} be the unit sphere in Rn. A is said to be normally elliptic if
σ(A#(x; ξ)) ⊂ C+ := {z ∈ C : Rez > 0} , (x, ξ) ∈ Ω¯× Σ (2.3.1)
Definition 2.3.2. (Lopatinskii-Shapiro Condition LS)
The boundary operator B satisfies the normal complementing condition with respect to
A oder Lopatinskii-Shapiro Condition if zero is, for each x ∈ ∂Ω, and for each (x, ξ) ∈
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T (∂Ω)( that is ξ ∈ Rn with ξ · ν(x) = 0) and λ ∈ C¯+ with |ξ|+ |λ| 6= 0, the only exponentially
decaying solution of the boundary value problem in R+ := (0,∞) :
λu(t) +A#(x, ξ + iν(x)∂t)u(t) = 0, t > 0, (2.3.2)
Bj,#(x, ξ + iν(x)∂t)u(0) = 0, j = 1, · · · ,m. (2.3.3)
T (∂Ω) is the tangent bundle of ∂Ω.
Definition 2.3.3. The Boundary value problem (A,B) is normally elliptic in Ω if A is
normally elliptic and B satisfies the normal complementing condition with respect to A.
Given the boundary problem (A,B) under the assumptions (2.1.8) and (2.1.9), let (A,B)
be normally elliptic. The abstract operator A is defined in the Lp(Ω) by
Au := A(·,D)u,
with
D(A) := kerB := W2m,pB =
{
u ∈ W2m,p; Bj(·,D)u = 0 on ∂Ω for j = 1, · · · ,m
}
Note that D(A) is a closed linear subspace of W2m,p, whence a Banach space.
Also A := Ap is the Lp-realization of the boundary value problem (A,B).
Let us now state one of the most important Theorem of this section. For details of the proof,
we refer to Amann [2] and [3][ Theorem 4.1, Remark 4.2 (b))]. The first implication was
proved by Steward (see [43]).
Theorem 2.3.1. The boundary promblem (A,B) under the assumptions (2.1.8) and (2.1.9)
is normally elliptic if only if A is the infinitesimal generator of an analytic semigroup in Lp
with domain W2m,pB that is A ∈ H(W2m,pB , Lp)
Having the fourth order-order parabolic equation in mind, since it not easy to verify that
a given bounbary value problem (A,B) is normally elliptic, in the example below we present
sufficient conditions which are easier to check than the above definition.
Example 2.3.1. The differential operator A is uniformly strong elliptic if only if the sym-
metric part of A#(x; ξ) is positive definite uniformly with respect to (x, ξ) ∈ Ω¯ × Σ. It is
obvious that:
A is uniformly strong elliptic =⇒ A normally elliptic.
In particular the Bilaplacian Operator ∆2 is normally elliptic.
2.4 Application to fourth order boundary problem
In this section the following theorem shows that the epitaxial thin film growth problem
generates an analytic semigroup on Lp(Ω).
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Theorem 2.4.1. The following boundary value problem
(
∆2;
∂
∂ν
,
∂∆
∂ν
)
,
(
∆2; I,
∂
∂ν
)
,(
∆2; I,
∂∆
∂ν
)
are normally elliptic ; but
(
∆2; I, ∆2
)
,
(
∆2;
∂
∂ν
, ∆2
)
, and
(
∆2; ∆,
∂∆
∂ν
)
are not.
Proof : Observe also that in the scalar case the Lopatinskii Shapiro condition essentially
is of algebraic nature, as it can be reformulated as a condition on the roots of a homogeneous
polynomial P (z) = A#(x; (ξ′, z)) for fixed x ∈ ∂Ω and 0 6= ξ′ = (ξ1, · · · , ξn−1) ∈ T (∂Ω). Here
we chose the coordinates such that:
T (∂Ω) =
{
∂
∂x1
, · · · , ∂
∂xn−1
}
, ν(x) =
∂
∂xn
=
∂
∂t
; and, xn = t.
If Dj = −i ∂
∂xj
and F is the Fourier Transformation, we then have :
Fn−1A#(x;D) = A#(x; ξ′, i ∂
∂xn
) = A#(x; ξ′, i ∂
∂t
)
The Lopatinskii Shapiro condition can be reformulted as follow:
The boundary operator B satisfies the Lopatinskii Shapiro condition with respect to A if zero
is, for each ξ′ ∈ T (∂Ω) ∼= Rn−1, λ ∈ C¯+ with |ξ′| + |λ| 6= 0 the only exponentially decaying
solution of the boundary value problem
λu(t) +A#
(
x; ξ′,−i ∂
∂t
)
u(t) = 0, t > 0, (2.4.1)
Bj,#
(
x; ξ′,−i ∂
∂t
)
u(0) = 0, j = 1, · · · ,m. (2.4.2)
In the case of the Bilaplacian operator, that is: A = ∆2 and 2m = 4 and having epitaxial thin
film growth boundary conditions in mind, we will consider the following boundary conditions:
B1 = I, B2 = ∂
∂ν
, B3 = ∆, B4 = ∂∆
∂ν
.
For A = ∆2, the equation (2.4.1) is given by:
(λ+ (|ξ′|2 − ∂2t )2)u(t) = 0 (t > 0) (2.4.3)
The characteristic equation λ+ (|ξ′| − r2)2 = 0 has two solutions r1,2 = −
√
|ξ′|2 ±√−λ and
every stable solution of (2.4.3) is of the form
u(t) = c1e
r1t + c2e
r2t with c1,2 ∈ C. (2.4.4)
For these solutions u(t) defined by (2.4.4), we have:
B1,#(x; ξ′, i∂t)u(0) = Iu(0) = c1 + c2,
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B2,#(x; ξ′, i∂t)u(0) = ∂
∂t
u(0) = c1r1 + r2c2,
B3,#(x; ξ′, i∂t)u(0) =
(
|ξ′|2 − ( ∂
∂t
)2
)
u(0) = |ξ′|2 − (c1r1 + r2c2)2,
B4,#(x; ξ′, i∂t)u(0) =
(
|ξ′|2 ∂
∂t
− ∂
3
∂t3
)
u(0) = |ξ′|2(c1r1 + r2c2)− (r31c1 + r32c2).
The system in (LS) given by
(λ+ (|ξ′|2 − ∂2t )2)u(t) = 0 (t > 0),
B2,#(x; ξ′, i∂t)u(0) = 0,
B4,#(x; ξ′, i∂t)u(0) = 0
has for (ξ′, λ) ∈ Rn × C¯+ \ {(0, 0)} only the trivial solution if
r1(r2|ξ′| − r33)− r2(|ξ′|r1 − r31) = r1r2(r2 − r1)(r2 + r1) 6= 0. (2.4.5)
Since r1 6= r2, condition (2.4.5) is fulfillied, therefore
(
∆2;
∂
∂ν
,
∂∆
∂ν
)
is normally elliptic.
Similarly
(
∆2; I,
∂
∂ν
)
,
(
∆2; I,
∂∆
∂ν
)
are normally elliptic ; but
(
∆2; I, ∆2
)
,
(
∆2;
∂
∂ν
, ∆2
)
,
and
(
∆2; ∆,
∂∆
∂ν
)
are not. 
Note that we can also reformulate the the epitaxial thin film growth Problem as an
evolution in L2 = L2(Ω). In fact, beginning with the operator A which is the biharmonic
operator and defined as A = ∆2 on the domaine:
D(A) := kerB := H4B(Ω) =
{
u ∈ H4(Ω); ∂
∂ν
u =
∂∆
∂ν
u = 0 on ∂Ω
}
,
A can be analyzed as follow:
Lemma 2.4.1. Let A be given as above and define B := A + ωI, where ω > 0. Then
B is positive, selfajoint, linear operator on L2(Ω) with compact resolvent. The negative
operator −A and −B generate an analytic semigroups that satisfy e−At = eωte−Bt, for t ≥ 0.
Moreover, the domain D(B
1
2 ) = D(A
1
2 ) satisfies D(A
1
2 ) =
{
u ∈ H2(Ω) : ∂νu = 0 on ∂Ω
}
with A
1
2u = −∆u, for u ∈ D(A 12 ).
Proof. Since C∞0 (Ω), the space of C∞ functions with compact support in Ω, is dense in L2 and
C∞0 (Ω) ⊂ D(A), we see that D(A) is dense in L2. Using the Neumann boundaries conditions,
one can easily verify that A : D(A) −→ L2 is a symmetric operator with 〈Au, u〉 ≥ 0 for all
u ∈ D(A), i.e., A is nonnegative. In fact, using Einstein summation and Neumann boundaries
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condition, for all u ∈ D(A),
〈Au, u〉 =
∫
Ω
∆2uudx =
∫
Ω
∂2i (∆u)udx,
=
∫
∂Ω
u∂i(∆u)νidσ −
∫
Ω
∂i(∆u)∂uudx,
= −
∫
∂Ω
u∂i(∆u)νidσ +
∫
Ω
∆u∆udx,
=
∫
Ω
|∆u|2dx ≥ 0.
Since the null space KerA contains the spatially constant functions, we see that A is not
positive.
We claim that that the range satisfies ℜ(A) = L2(Ω). Indeed, one can solve the problem
Au = h, for any h ∈ L2(Ω), by solving two successive Neumann problems, first
−∆v = h, and then −∆u = v, with ∂νv = ∂νu = 0.
From regularity theory for solutions of elliptic operators (see [27]) one finds that v ∈ H2(Ω)
and u ∈ H4(Ω) and the solution u satisfies the boundary conditions. Since ℜ(A) = L2 and
A is symmetric, it follows from Schechter [40] that A is a self-adjoint operator. Also, for
ω > 0, the operator B = A + ωI satisfies the hypothesis in the Lemma. Let G be defined
by Gϕ = −∆ϕ, where ϕ ∈ {ϕ ∈ H2(Ω) : ∂νϕ = 0 on ∂Ω}. The two successive Neumann
problems used to solve Au = h show that G(v) = h and G(u) = v, or Au = G2(u) = h.
Hence, G = A
1
2 . The ramaining properties of the Lemma follow from this observation. 
We are now able to state the following corollary which follows directly from Theorem 2.3.1
and Theorem 2.4.1
Corollary 2.4.1. −∆2 with corresponding Neumann boundary
(
∂
∂ν
,
∂∆
∂ν
)
is the infinites-
imal generator of an analytic semigroup T (t) = e−t∆
2
in any space Lp, p ∈ (1,∞).
2.5 Lp − Lq-Estimates of analytic Semigroup
In this section we state Lp−Lq-estimates of analytic semigroup that we need to prove the ex-
istence and uniqueness of solutions of the parabolic problem we consider. Such estimates had
been shown by Hans Triebel [45] for the Laplace operator using the kernel of the semigroup.
George R. Sell and Yuncheng You show also that estimate in their book [41]. Following
Weissler’s work [49] and using the well known Gagliardo-Nirenberg inequality, this result can
be generalized for elliptic operators of order 2m.
Before we state the result, we first recall the well known fundamental a-priori estimates for
strongly elliptic differential operators.
Let 1 < p <∞ and let Ω be a bounded domain with smooth boundary ∂Ω in Rn. Let A(x,D)
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be a strongly elliptic operators of order 2m and Bj are partial boundary differential operators
of order mj < 2m as defined above.
Given the boundary problem (A,B) under the assumptions (2.1.8) and (2.1.9), let (A,B)
be normally elliptic. The abstract operator A is defined in the Lp(Ω) by
Au := A(·,D)u, with D(A) := W2m,pB (Ω).
It is well known that A := Ap is the Lp-realization of the boundary value problem (A,B).
For sake of simplicity, the norm ‖·‖Lp(Ω) will be denoted by ‖·‖p for 1 < p <∞. The following
well known fundamental Lemma proven by Steward [43] shows that D(Ap) endowed with its
graph norm is continuously embedded in W2m,p(Ω) and −Ap is the infinitesimal gerator of
an analytic semigroup e−tAp on Lp(Ω).
Lemma 2.5.1. Let A be a strongly elliptic operator of order 2m on a bounded domain Ω
with smooth boundary ∂Ω in Rn and let 1 < p <∞.
• There exists a constant C such that:
‖u‖
W2m,p
≤ C(‖Au‖p + ‖u‖p)
for every u ∈ W2m,pB (Ω) where ‖u‖Ws,p =
(∫
Ω
∑
|τ |≤s |Dτu|pdx
) 1
p
.
• If Ap is the operator associated with A defined above then −Ap is the infinitesimal
generator of an analytic semigroup on Lp(Ω).
Let us now recall the well known Gagliardo-Nirenberg inequality.
Lemma 2.5.2. Let Ω be a bounded domain in Rn with boundary ∂Ω of class C2m and let
u ∈ W2m,r(Ω) ∩ Lp(Ω) where 1 ≤ r, p ≤ ∞. For any integer j, 0 ≤ j < 2m and any
j
2m ≤ ϑ ≤ 1 we have:
∥∥∇ju∥∥
q
≤ C ‖u‖ϑ
W2m,r
· ‖u‖1−ϑp (2.5.1)
provide that
1
q
=
j
n
+ ϑ(
1
r
− 2m
n
) +
1
p
(1− ϑ) (2.5.2)
and 2m− j − nr is not a nonnegative integer.
The proof of Lemma 2.5.2 can be found in Adams [1].
Remark 2.5.1. Let r = p , 0 ≤ j < 2m. From (2.5.1) and (2.5.2) we have:∥∥∇ju∥∥
q
≤ C ‖u‖ϑ
W2m,p
· ‖u‖1−ϑp , u ∈ W2m,p(Ω)
where 1 < p ≤ q < ∞ ,ϑ = n2m(1p − 1q ) + j2m < 1 and C is independent of the choice of u in
W
2m,p(Ω).
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We first state the following result which contains an abstract statement needed for the
proof of our existence result and which is useful in some other applications.
This preliminary estimates are used to bootstrap a similar argument which proves the
results stated in Theorem 4.3.1. This result is crucial. In fact, it allows us to proceed with the
construction of the admissible weighted-in-time Lebesgue norms which are necessary
to perform sequences appearing in Chapter 4 in order to show well-posedness of our nonlinear
Initial Value Problem.
Lemma 2.5.3. Let Ω be a bounded domain in Rn with boundary ∂Ω of class C2m, e−tAp
the analytic semigroup and D(Ap) endowed with its graph norm is continuously embedded in
W
2m,p(Ω).
Then e−tAp : Lp(Ω) → Lq(Ω) is a bounded map whenever 1 < p ≤ q < ∞ and t > 0.
Furthermore, for any T > 0 , there is a constant C such that:
∥∥∇j(e−tApu)∥∥
q
≤ C(p, q, T ) t−
n
2m

1
p
− 1
q

− j
2m · ‖u‖p for all t ∈ (0, T ]. (2.5.3)
Proof. : Let ϑ = n2m
(
1
p − 1q
)
+ j2m , for t > 0 and any fixed T∥∥∇j(e−tApu)∥∥
q
≤ C ∥∥e−tApu∥∥ϑ
W2m,p
· ∥∥e−tApu∥∥1−ϑ
p
,
≤ C(∥∥Ape−tApu∥∥p + ∥∥e−tApu∥∥p)ϑ · ∥∥Ape−tApu∥∥1−ϑp ,
≤ C(t−1 ‖u‖p + ‖u‖p)ϑ · ‖u‖1−ϑp ,
≤ Ct−ϑ ‖u‖p ,
where C is a constant whose value may change from line to line. The first inequality
comes from Remark 2.5.1, the second from the fact that D(Ap) endowed with its graph norm
is continuously embedded in W2m,p(Ω) and the third from the main properties of e−tAp .

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Chapter 3
Existence and uniqueness of
solution: Case α > 1
In this chapter we consider the fourth order nonlinear parabolic (0.0.1).
We assume the function f ∈ C1(Rn,Rn) to satisfy f(0) = 0, and the growth condition
(GC) : |f ′(ξ)| ≤ C(1 + |ξ|α−1) for some C > 0 and α > 1.
We give a review of some classical existence results for some nonlinear Evolution Equations.
First of all, we refer to some classical results involving the Lipschitz Pertubations of linear
evolution equations operators and then we show how these results can be applied to fourth-
order parabolic equation modeling epitaxial thin film growth.
3.1 Classical result
In this section, we consider problems of the type

ut +Au(t) = f(t, u(t)), t > t0;
u(t0) = u0
(3.1.1)
where A : D(A) ⊂ E0 7−→ E0 is a linear unbounded operator with domain D(A). We
assume that A is a sectorial operator in the Banach space E0. We will denote by Eτ , τ ≥
0 the fractional power spaces associated to the operator A (see [3, 4]) and by e−tA the
analytic semigroup generated by A. Without loss of the generality we can assume that e−tA
is uniformly bounded, that is, for some M > 0
∥∥e−tAu∥∥
Eτ
≤ M ‖u‖Eτ , τ ≥ 0 (3.1.2)∥∥e−tAu∥∥
Eτ
≤ Mt−τ ‖u‖E0 τ ≥ 0. (3.1.3)
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In order to initiate the discussion, let us assume for a moment that the maps f is time
independent and t0 = 0. Therefore the problem above reads
ut +Au(t) = f(u(t)), t > 0;
u(0) = ϕ
(3.1.4)
We assume that f : E1 → Eτ for some τ > 0 satisfies a Lipschitz condition in u on
bounded sets of E1, that is
‖f(u)− f(v)‖Eτ ≤ L(R) ‖u− v‖E1
for ‖u‖E1 , ‖v‖E1 ≤ R.
We start with the following classical result which assures the existence of mild solutions
of (3.1.4).
Theorem 3.1.1. The initial value problem (3.1.4) has a unique mild solution u ∈ C([0, T ], E1)
Proof. : For a given u0 ∈ E1 and δ > 0, we define a mapping Φ : B(T, δ)→ B(T, δ) by
Φ(u)(t) = e−tAϕ+
∫ t
0
e−(t−s)Af(u(s))ds. (3.1.5)
where
B(T, δ) =
{
u(t) ∈ C([0, T ], E1);u(0) = ϕ, ‖u(t)‖L∞(0,T ;E1) ≤ ‖u0‖E1 + δ
}
The simple computations,
‖(Φu)(t)− (Φv)(t)‖E1 ≤ M
∫ t
0
(t− s)−1+τ ‖f(u(s))− f(v(s))‖Eτ ds
≤ L(R)M
∫ t
0
(t− s)−1+τ ‖u(s)− v(s)‖E1 ds
≤
(
L(R)M
∫ t
0
(t− s)−1+τds
)
sup
0≤s≤t
‖u(s)− v(s)‖E1
and
‖(Φu)(t)‖E1 ≤
∥∥e−tAϕ∥∥
E1
+M
∫ t
0
(t− s)−1+τ ‖f(u(s)‖Eτ ds
≤
∥∥e−tAϕ∥∥
E1
+ L(R)M
∫ t
0
(t− s)−1+τ ‖u(s)‖E1 ds
≤
(
L(R)M
∫ t
0
(t− s)−1+τds
)
sup
0≤s≤t
‖u(s)‖E1
together with the fact that
∥∥e−tAϕ∥∥
E1
→ ‖ϕ‖E1 and
∫ t
0 (t−s)−1+τds = tτ
∫ 1
0 (1−s)−1+τds→
0 as t → 0+, suggest that for δ > 0 fixed we can choose T > 0 small enough so that
Φ : B(T, δ)→ B(T, δ) and Φ is a strict contration in B(T, δ). 
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3.2 Interpolation-Extrapolation Scales of Banach Spaces
In what follows we describe a construction of a Scale of Banach Spaces associated to a sectorial
operator A0 : D(A0) ⊂ E0 → E0. For that we need the concept of interpolation which we
briefly descriebe in the very rescricted context on what it will be used in this work. For a
more complete treatment of interpolation we refer to [4, 6, 45, 46, 47].
Let B the set of Banach spaces and let E, F be in B, we denote by L(E,F ) the set
of bounded linear operators from E into F. A pair (E1, E0) of elements of B is called an
interpolation couple if E1
d→֒ E0 (continuous and dense embedding). Denote by C the set of
all interpolation couples.
An admissible interpolation functor of exponent θ, (·, ·)θ, for 0 < θ < 1, is a map from
C into B such that given (E1, E0) and (F1, F0) interpolation couples we have that Eθ :=
(E1, E0)θ, and Fθ := (F1, F0)θ are such that E1
d→֒ Eθ d→֒ E0, F1 d→֒ Fθ d→֒ F0, A ∈ L(Eθ, Fθ)
whenever A ∈ L(E0, F0) ∩ L(E1, F1) and
‖A‖L(Eθ,Fθ) ≤ ‖A‖
1−θ
L(E0,F0)
‖A‖θL(E1,F1) .
There are many examples of interpolation functors of exponent θ for 0 < θ < 1 (see [3, 30, 45]):
the are real, the complex and the continuous interpolation functors( see [4]) and denote by:
• the complex interpolation functor [·, ·]θ,
• the real interpoaltion functors (·, ·)θ,q, 1 ≤ q <∞ ,
• the continuous interpolation functor (·, ·)0θ,∞.
We observe that what we call an interpolation functor is called an exact admissible interpo-
lation functor in [4].
The interpolation functors that we will be concerned with is the complex interpolation
functor. We now construct the scale of spaces that will be used in the abstract results that
follow.
Let (E0, E1) be an interpolation couple and denote by ‖·‖j the norm in Ej . Also we
assume that A0 ∈ H(E1, E0), that is A0 is a linear operator in E0 with domain E1 and A is
the negative infinitesimal generator of an analytic semigroup
{
e−tA; t ≥ 0}.
Then there exists ω ≥ 0 such that
σ(ω +A0) ⊂ [ℜz > 0] .
Let E1 = D(A0) with the graph norm ‖·‖E1 := ‖(ω +A0)·‖0. If A1 : D(A1) ⊂ E1 → E1
denotes the realization of A0 in E1, we can define E2 := D(A1) with the graph norm
‖·‖E2 := ‖(ω +A1)·‖1.
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Then (E1, E2) is a densely injected Banach couple and A1 ∈ H(E2, E1) with σ(A1) = σ(A0).
This procedure allows us to define inductively a discrete scale of Banach Spaces, {Ej , j = 0, 1, 2, ...}
and operators {Aj, j = 0, 1, 2, ...} by:
Ej+1 := (Ej+1, ‖·‖j+1) := (D(Aj), ‖(ω +Aj)·‖j)
and
Aj+1 := Ej+1 − realization of Aj for j = 2, 3, · · ·
Then
Ej = D(A
j
0), j ∈ N,
(Ej , Ej+1) is a densely injected injected Banach couple, and
Aj ∈ H(Ej+1, Ej) for j ∈ N
with σ(Aj) = σ(A0) for j ∈ N.
Since (E1,
∥∥(ω +A)−1·∥∥
1
) is dense linear subspace of E0 whose norm is equivalent to ‖·‖0, we
can recover A0 and E0 from A1 and E1. Thus E0 is a completion of the normed vector space
(E1,
∥∥(ω +A1)−1·∥∥1) and A0 ∈ L(E1, E0) is the continuous extension of A1 ∈ L(E2, E1), or,
considered as a linear operator in E0, A0 is the closure of A1 in E0. We can then define a
superspace E1 of E0 and an extension A−1 of A0.
We set:
E−1 := (E0,
∥∥(ω +A0)−1·∥∥)e,
where ˜ denotes completion. Then
E0
d→֒ E1 ,
that is, (E−1, E0) is a densely injected Banach couple. It follows that the closure A−1 of A0
in E−1 is well defined and
A−1 ∈ H(E0, E−1)
with σ(A−1) = σ(A0).
For each 0 < θ < 1 we fix an interpolation functor (·, ·)θ and we define
Ej+θ := (Ej+θ, ‖·‖j+θ) := (Ej , Ej+1)θ , for θ ∈ (0, 1)
and
Aj+θ := Ej+θ − realization of Aj
for j ∈ N ∪ {−1} and call
{(Eτ , Aτ ); −1 ≤ τ <∞}
the interpolation-extrapolation scale( over [−1,∞)) generated by A0 and C.
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It follows that (Eτ , Eτ ) is a densely injected Banach couple,
Aτ ∈ H(Eτ+1, Eτ ), σ(Aτ ) = σ(A0), −1 ≤ τ <∞,
and, given −1 ≤ β < τ <∞, the following Diagramm 3.1 is commutative
Eβ+1 Eβ Eβ
Eτ+1 Eτ Eτ
Aτ e−tAτ
Aβ e−tAβ
d d d
Figure 3.1: Commutative Diagramme.
Following Amann’s approach described in [3] and [4] and using the notations there let us
now consider the nonlinear parabolic problem (0.0.1) for f in general satisfying the growth
condition (GC). For convenience, we also set:
E1 := W
4,rα
B = D(A), and E0 = L
rα
Since rα−1rα +
1
rα = 1 we then have:
E−1 := (W
4, rα
rα−1
B )
∗ := W−4,rαB .
We can therefore apply Theorem 2.3.1 to say that A0 = ∆
2 with above boundaries conditions
is the infinitesimal generator of a strongly continuous analytic semigroup on E0, that is,
A0 ∈ H(E1, E0)
Note that E1 is densely injected in E0. It follows from Abstract Interpolation-Extrapolation
Scales that:
A−1/2 ∈ H(E 1
2
, E−1/2) mit E1/2 = [E0, E1] 1
2
= W2,rαB :=
{
u ∈ W2,rα(Ω) | ; ∂Nu |∂Ω= 0
}
E−1/2 = W
−2,rα
B = (W
2, rα
rα−1
B )
∗
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and 〈
v,A−1/2u
〉
= 〈∆v,∆u〉 , (v, u) ∈ W2,
rα
rα−1
B ×W2,rαB
Due to Gauss’theorem, it is not difficult to verify that for all (v, u) ∈ W2,
rα
rα−1
B ×W2,rαB〈
v, F−1/2(u)
〉
= 〈v,∇ · f(∇u)〉 = −〈∇v, f(∇u)〉+ 〈γv, νγf(∇u)〉∂Ω
where γ denotes the trace operator for ∂Ω.
Here and in the following 〈·, ·〉E denotes the duality pairing
〈·, ·〉E : E∗ × E → K
between the dual E∗ of a Banach space E and E itseft and Fu represents the nonlinear part
of equation.
Definition 3.2.1. A weak solution of (0.0.1) is a function u ∈ C(J,W2,rαB ) such that∫
J
−〈v, ut〉+ 〈∆v,∆u〉dt =
∫
J
−〈v, f(∇u)〉+ 〈γv, νγf(∇u)〉∂Ωdt+ 〈v(0), u(0)〉 (3.2.1)
for each v ∈ C(J,W2,
rα
rα−1
B ) vanishing near the right endpoint of J that is v(T ) = 0.
It is easily seen that every solution of the initial-boundary value problem (0.0.1) weak solution
in the sense of (3.2.1). Furthermore, (3.2.1) is equivalent to the abstract semilinear Cauchy
problem in E−1/2 = W
−2,rα
B :
ut +A−1/2u = F−1/2u, t ∈ J˙ , u(0) = ϕ. (3.2.2)
with
〈
v, F−1/2u
〉
:= 〈∇v, f(∇u)〉+ 〈γv, νγf(∇u)〉∂Ω (3.2.3)
for all (v, u) ∈ W2,
rα
rα−1
B ×W2,rαB . In order to apply the results of section above, we have to verify
that F−1/2u possess suitable continuity properties using the so call Nemytskij Operators.
3.3 On Nemytskij Operators in Lrα-Spaces
Nemytskij operators play an important role for existence and regularity of evolution equations.
The aim of this section is to collect some of the mapping properties of Nemytskij operator
which we shall use in the following. Accordingly, their properties were studied in many papers
and books. For details, we refer to [5, 13, 25, 29, 48]. These properties allow us to control
the nonlinear part of our evolution equation. In fact the properties of Nemytskij operators
are related with the Lipschitz continuity of nonlinear part.
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Definition 3.3.1. Let X be a compact metric space, let E and F be Banach spaces, and let
U be a nonempty open subset of E. Given φ : X ×U −→ F , we define Φ : UX −→ FX , the
so called Nemystkii operator induced by φ by
Φ(u)(x) := φ(x, u(x)), x ∈ UX , x ∈ X.
In the next lemma we collect without proof some of the mapping properties of Φ which
we shall use in the following. The proof can be found in [3](Lemma 14.2 page 80).
Lemma 3.3.1. Let µ be a positive Radon measure on X and suppose that φ ∈ C(X ×E,F ).
Also suppose that 1 ≤ α1 ≤ α2 <∞ and there exists a constant C such that
|φ(x, ξ)| ≤ C(1 + |ξ|
α2
α1 ), (x, ξ) ∈ X × E.
Then
Φ ∈ C(Lα2(X,µ,E), Lα1(X,µ, F )).
If, in addition, ∂2φ ∈ C(X × E,L(E,F )) and |∂2φ(x, ξ)| ≤ C(1 + |ξ|
α2
α1
−1
), (x, ξ) ∈ X × E,
then
Φ ∈ C1−(Lα2(X,µ,E), Lα1 (X,µ, F ))
where C1−(Lα2(X,µ,E), Lα1(X,µ, F )) denotes the set of all locally Lipschitz-continuous func-
tions from Lα2(X,µ,E) into Lα1(X,µ, F ).
In fact, Φ is continuously differentiable provided α2 > α1.
Remark 3.3.1. In order to use this result, it can be show that the growth condition (GC)
implies (GC0) : |f(ξ)| ≤ Cα(1 + |ξ|α) where Cα = α+ 1
α
C.
In fact f(ξ)− f(0) = ∫ 10 ddsf(ξs)ds = ∫ 10 ξf ′(ξs)ds. Since f(0) =0, we obtain:
|f(ξ)| ≤ |ξ|
∫ 1
0
|f ′(ξs)|ds ≤ C|ξ|
∫ 1
0
(1 + |ξs|α−1)
= C|ξ|(1 + |ξ|α−1) = C(|ξ|+ |ξ|α).
Young’s inequality yieds: |ξ| = |ξ| · 1 ≤ |ξ|αα + α−1α . Thus
|f(ξ)| ≤ C(|ξ|+ |ξ|α) ≤ C
( |ξ|α
α
+
α− 1
α
+ |ξ|α
)
= C
(
α− 1
α
+
α+ 1
α
|ξ|α
)
≤ Cα+ 1
α
(1 + |ξ|α).
3.4 Existence and uniqueness result
In this section, we use the result of section above in order to proof regularity properties of
F−1/2u in a suitable Banach space and therefore the existence solution of equation (0.0.1).
We now state the main result of this chapter
Theorem 3.4.1. Suppose the growth conditions (GC) ist fulfilled for f ∈ C1(Rn,Rn). Let
r ∈ (1,∞) and n ≥ 2 such that 1 < r ≤ (1+ 1α ) nn−1 . Then given any initial value u(0) = ϕ ∈
E 1
2
:= W2,rαB (Ω), problem (0.0.1) admits a unique solution in the sense of definition 3.2.1.
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Proof. : Due to Theorem 3.1.1, we only have to show that F−1/2u defined in (3.2.3) is
Lipschitz continuous. Due to Lemma 3.3.1 and the growth conditions (GC0) and (GC),
the Lipschitz-continuity of the first term on the right-hand side of (3.2.3) follows from the
Lipschitz-continuity of f : (Lr)n → (Lrα(Ω))n.
In fact, due to 1 < r ≤ (1 + 1α ) nn−1
v ∈ W2,
rα
rα−1
B (Ω)
▽−→ (W1, rαrα−1 (Ω))n →֒ (Lr(Ω))n
u ∈ W2,rαB (Ω)
▽−→ (W1,rα(Ω))n →֒ (Lrα(Ω))n
By the Sobolev embedding theorem, however the latter conditions above are satisfied since
1− n(rα−1)rα ≥ −nr and 1− nrα ≥ − nrα due to 1 < r ≤ (1 + 1α) nn−1 and the Lipschitz-continuity
of f : (Lr(Ω))n −→ (Lrα(Ω))n.
Similary the Lipschitz-continuity of the second term on the right-hand side of (3.2.3) follows
from:
v ∈ W2,
rα
rα−1
B (Ω)
γ−→ W2− 2(rα−1)rα , rαrα−1 (Γ) →֒ (Lrα)(∂Ω)
u ∈ W2,rαB
▽−→ (W1,rα)n f−→ (W1,r)n γ−→ (W1− 1r ,r(∂Ω))n →֒ (L rα−1rα (∂Ω))n
and the Lipschitz-continuity of f : (W1,rα(Ω))n −→ (W1,r(Ω))n. 
3.5 Regularity of solutions
A further natural question is whether the solution constructed above is classical provided
u(0) = ϕ and ∂Ω are sufficiently smooth. This higher regularity results is based on interpre-
tation of the nonlinear term ∇ · (f(∇u)).
Lemma 3.5.1. If u ∈ L∞(J ;W2,s(Ω))) for some s ∈ [2, n), then F ∈ L∞(J ;Lq) for q =
ns
n+(α−1)(n−s) > 1.
Proof. Ho¨lder’s inequality and growth condition (GC) yields:∫
Ω
|∇ · (f(∇u))|q ≤ C
∫
Ω
|(f ′(∇u))|q|∇2u|q
≤ C
(∫
Ω
|∇u|(α−1)q|∇2u|q +
∫
Ω
|∇2u)|q
)
≤ C
[(∫
Ω
|∇2u|s
) q
s
(∫
Ω
|∇u|
qs(α−1)
s−q
)1− q
s
+
∫
Ω
|∇2u)|q
]
which, as q < s, is bounded by ‖u‖L∞(J ;W2,s(Ω)) if W2,s(Ω) →֒ W1,
qs(α−1)
s−q (Ω). The latter
condition is satisfied due to Sobolev embedding theorem, that is 2 − ns ≥ 1 − n(s−q)qs(α−1) since
q ≤ nsn+(α−1)(n−s) and we have q > 1. 
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Lemma 3.5.2. Let ϕ = u(0) ∈ D(A). If F ∈ L∞(J ;Lq) for some q > 1 then u ∈
Cδ(J ;W4−ǫ,q(Ω)) for any ǫ > 0 with some δ = δ(ǫ, q) ∈ (0, 1).
Proof.
Via the corresponding integral equation.
u(t) = e−tAϕ+
∫ t
0
e−(t−s)AF (u(s))ds
we have for µ ∈ (0, 1) and τ ∈ [0, t)
Aµ(u(t)− u(τ)) = Aµ[e−tA − e−τA]ϕ
+
∫ t
0
Aµe−(t−s)AF (u(s))ds −
∫ τ
0
Aµe−(τ−s)AF (u(s))ds
=: J1 + J2.
As ϕ ∈ D(A), if we set ‖·‖q = ‖·‖ we have:
I1 = A
µ[e−tA − e−τA]ϕ = Aµ
∫ t
τ
d
dσ
e−σAϕdσ
= −Aµ
∫ t
τ
e−σAAϕdσ
thus
‖J1‖ =
∥∥∥∥−Aµ ∫ τ
t
e−σAAϕdσ
∥∥∥∥
≤ C
(∫ τ
t
σµdσ
)
‖Aϕ‖ = C(t1−µ − τ1−µ) ≤ C(t− τ)1−µ.
On the other hand,
J2 =
∫ t
τ
Aµe−(t−s)AF (u(s))ds +
∫ τ
0
Aµ[e−(τ−s)A − e−(τ−s)A]F (u(s))ds
= J21 + J22
Due to Theorem 1.3.1
‖J21‖ ≤ C
∫ t
τ
(t− s)−µds = C(t− τ)1−µ
and
‖J22‖ =
∥∥∥∥− ∫ τ
0
Aµ
∫ t
τ
Ae−(σ−s)AFu(s)dσds
∥∥∥∥
≤ C
∫ τ
0
∫ t
τ
(σ − s)−1−µdσds
= C
∫ τ
0
[(τ − s)−µ − (t− s)−µ]ds
= C[τ1−µ + (t− s)1−µ − t1−µ]
≤ C(t− τ)1−µ.
Thus, u ∈ C1−µ(J ;D(Aµ), which implies the claim in view of the inclusion D(Aµ) →֒
W
4−ǫ,q(Ω) for µ sufficiently close to one, as claim in Lemma 1.3.3. 
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Chapter 4
Existence and Uniqueness of
solution: The case 1 < α < 2
In this chapter, we consider nonlinear parabolic problem (0.0.1). We assume that f satisfies
f(0) = 0 and (4.0.1)
|f ′(ξ1)− f ′(ξ2)| ≤ C|ξ1 − ξ2|(|ξ1|α + |ξ2|α) for all ξ1, ξ2 ∈ Rn and α > 1
where C > 0. We investigate the existence of local and global mild solutions of (0.0.1). Our
main tools to prove existence are weighted-in-time Lebesgue norms defined by
‖u‖σ,p := sup
0<t≤T
tσ‖u(t)‖p for T > 0, σ > 0.
We start by the scaling property in order to find the appropriate exponent p determined by
the structure of the nonlinear term ∇ · f(∇u).
4.1 Scaling property
Dimensional analysis [17, 18] might be employed to explain ”why” the index in the admissible
weighted-in-time Lebesgue norm below. As a simple example of (0.0.1), we take f(ξ) = |ξ|αξ.
To explain the meaning of the result, conceptually it is convenient to recall the dimensional
analysis of (0.0.1). In fact the result is built upon a scaling invariance of the problem. Suppose
u(x, t) is a smooth solution of (0.0.1) in Rn, then for each λ > 0,
uλ(x, t) = λ
2
α
−1u(λx, λ4t)
also solves (0.0.1) unless we consider the initial condition. We observe the scaling identity
‖uλ(·, t)‖Lp(Rn) = λ
2
α
−1−n
p
∥∥u(·, λ4t)∥∥
Lp(Rn)
or more generally, for k ∈ N,∥∥∥∇kuλ(·, t)∥∥∥
Lp(Rn)
= λ
2
α
+(k−1)−n
p
∥∥∥∇ku(·, λ4t)∥∥∥
Lp(Rn)
.
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When p is chosen such that
n
p
=
2
α
+ k − 1,
we say p is the critical exponent . Therefore we expect that the solution u(t) of the problem
(0.0.1) can be extended to a global solution provided that ‖ϕ‖Lp(Ω) is sufficiently small.
Here, we concentrate on the case k = 0 which works for p = αn2−α and α >
2
n+1 .
The basic idea is to treat the problem as a semilinear evolution equation of the form
ut +Au = Fu, u(0) = ϕ
where the linear operator A := Ap = ∆
2 acts on Lp(Ω) type function spaces 1 < p <∞ with
Au := ∆2u, D(A) =
{
u ∈ W4,p(Ω) | ∂νu |∂Ω= ∂ν∆u |∂Ω= 0
}
We have seen in Theorem 2.4.1 Chapter 2 that the following boundary value problem(
∆2;
∂
∂ν
,
∂∆
∂ν
)
is normally elliptic. Hence it is the infinitesimal generator of an analytic
semigroup in Lp(Ω) with domain D(A).
We can then study (0.0.1) via the corresponding integral equation:
u(t) = e−tAϕ+
∫ t
0
e−(t−s)A∇ · f(∇u(s))ds (4.1.1)
Motivated by scaling property and following Katos’s strategy [21, 22, 23], Lp−Lp iteration
does not work directly. But Weighted-in-time norms exhibit the same scaling. We construct
a solution in C0([0, T ], Lp(Ω)) for T > 0 to the integral equation (4.1.1) by successive ap-
proximations. These approximations are such that
K1j := sup
0<t≤T
t
1−δ
2α ‖∇uj(t)‖nα
2δ
,
K2j := sup
0<t≤T
t
1
2
∥∥∇2uj(t)∥∥p
are bounded. Here δ ∈ (0, 1).
Firstly we show that K1j and K
2
j satisty respectively the recursive relation
K1j+1 ≤ K10 + c (K1j )α ·K2j
and
K2j+1 ≤ K20 + c (K1j )α ·K2j , see Lemma 4.3.2.
By setting Rj := max
{
K1j ,K
2
j
}
, we see that Rj controls L
p− norm. In fact Rj satisfies the
recursive relation
Rj+1 ≤ R0 + c R1+αj
So if u(0) = ϕ has small Lp-norm then these recursive relations are uniformly bounded, this
is: Rj ≤ R for some R > 0, see Corollary 4.3.1.
A standard argument allows us to show that there is a uniformly converging subsequence
(un) whose limit is a solution to the problem in L
p(Ω), see Lemma 4.3.3.
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4.2 Bilinear Estimates in the case 1 < α < 2
In order to solve the nonlinear problem, we first give the estimate for nonlinear term
∇ · (f(∇u)). We shall consider the nonlinearity ∇ · (f(∇u)) = ∇2u · f ′(∇u) as a product
U · V with U = ∇2u and V = f ′(∇u) where ∇2u denotes the collection of all second-order
derivatives of u.
We have the following estimate of the nonlinear term
Proposition 4.2.1. Suppose 2n+1 < α < 2 and δ ∈ (0, 1). Let
B(U, V )(t) :=
∫ t
0
e−(t−s)∆
2
F (U(s), V (s))ds
where F is continuous with
|F (A,B)| ≤ c|A||B| for all A ∈ Rm , B ∈ Rn.
Then there exist constants c1, c2 and c3 independent of U and V such that
‖∇B(U, V )‖ 1−δ
2α
,αn
2δ
≤ c1 ‖U‖ 1
2
, nα
2−α
‖V ‖ 1−δ
2
, n
2δ
, (4.2.1a)∥∥∇2B(U, V )∥∥ 1
2
, αn
2−α
≤ c2 ‖U‖ 1
2
, nα
2−α
‖V ‖ 1−δ
2
, n
2δ
, (4.2.1b)
‖B(U, V )‖0, αn
2−α
≤ c3 ‖U‖ 1
2
, nα
2−α
‖V ‖ 1−δ
2
, n
2δ
. (4.2.1c)
Proof.
In the following, c will be a generic constant. From the assumption on F and the Ho¨lder
inequality we have
‖F (U(s), V (s))‖ αn
2−α+2δα
≤ c ‖U(s)‖ αn
2−α
‖V (s)‖ n
2δ
≤ cs−1+ δ2M
where
M := ‖U‖ 1
2
, nα
2−α
‖V ‖ 1−δ
2
, n
2δ
.
Due to Lemma 2.5.3 and by taking p = αn2−α+2δα and q =
αn
2δ we have:∥∥∥∇e−t∆2∥∥∥
L(Lp,Lq)
≤ ct− 1+δ(α−1)2α .
∥∥∥∥∫ t
0
∇
[
e−(t−s)∆
2
F (U(s), V (s))
]
ds
∥∥∥∥
q
≤ cM
∫ t
0
(t− s)− 1+δ(α−1)2α s−1+ δ2ds
= cMβ
(
1− 1 + δ(α − 1)
2α
,
δ
2
)
t−
1−δ
2α
and the inequality 1+δ(α−1)2α <
1+(α−1)
2α =
1
2 < 1 holds for δ ∈ (0, 1) which ensures the
integrability of the Beta function β
(
1− 1+δ(α−1)2α , δ2
)
and thus (4.2.1a).
We proceed the same with p as above and q = αn2−α . We obtain from Lemma 2.5.3∥∥∥e−t∆2∥∥∥
L(Lp,Lq)
≤ ct− δ2 ,
∥∥∥∇e−t∆2∥∥∥
L(Lp,Lq)
≤ ct− δ2− 14
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and ∥∥∥∇2e−t∆2∥∥∥
L(Lp,Lq)
≤ ct− δ2− 12 .
We deduce∥∥∥∥∫ t
0
∇2
[
e−(t−s)∆
2
F (U(s), V (s))
]
ds
∥∥∥∥
αn
2−α
ds ≤ cM
∫ t
0
(t− s)− δ2− 12 s−1+ δ2 ds
= cMβ
(
1− δ
2
,
δ
2
)
t−
1
2
and thus (4.2.1b) holds.
Finally, ∥∥∥∥∫ t
0
e−(t−s)∆
2
F (U(s), V (s))ds
∥∥∥∥
αn
2−α
≤ cM
∫ t
0
(t− s)− δ2 s−1+ δ2ds
= cMβ
(
1− δ
2
,
δ
2
)
and thus (4.2.1c) holds and the proof is complete. 
4.3 Existence and uniqueness of solution
We first state the following auxiliary Lemma cf. [33](Lemma 3.1) which can be proved by
induction.
Lemma 4.3.1. Let α, λ > 0 and bm be a nonnegative sequence
such that:
bm ≤ b0 + λb1+αm−1 , m ∈ N
then bm ≤ b01−λ(2b0)α , m ∈ N provided that 2λ(2b0)α < 1.
To solve the integral equation (4.1.1), we use successive approximation :
uj+1(t) = u0(t) +G(uj)(t) (4.3.1)
with
u0(t) = e
−t∆2ϕ and G(u)(t) =
∫ t
0
e−(t−s)∆
2∇ · f(∇u(s))ds. (4.3.2)
where ϕ ∈ L αn2−α (Ω).
Let us fix 0 < δ < 1 and set for T > 0,
K1j := sup
0<t≤T
t
1−δ
2α ‖∇uj(t)‖nα
2δ
K2j := sup
0<t≤T
t
1
2
∥∥∇2uj(t)∥∥ nα
2−α
Rj := max
{
K1j , K
2
j
}
We next derive an a priori estimate for K1j , K
2
j and Rj .
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Lemma 4.3.2. There exist constants c0, c1, c2 that only depend on α, δ, n such that
K1j+1 ≤ K10 + c1 (K1j )α ·K2j (4.3.3a)
K2j+1 ≤ K20 + c2 (K1j )α ·K2j (4.3.3b)
for every j ∈ N, hence
Rj+1 ≤ R0 + c R1+αj with R0 ≤ c0 ‖ϕ‖ αn
2−α
(4.3.3c)
Proof.
Let us recall the scheme (4.3.1).
We first derive an a priori estimate for K1j . Taking into account
|f ′(ξ)| ≤ c|ξ|α
(Consider (4.0.1) with ξ1 = ξ ; ξ2 = 0 ), we have∥∥f ′(∇u)∥∥ 1−δ
2
, n
2δ
≤ c ‖∇u‖α1−δ
2α
,αn
2δ
.
Applying the Proposition 4.2.1 for U = ∇2uj and V = f ′(∇uj) yields
‖∇uj+1(t)‖nα
2δ
≤ ‖∇u0(t)‖nα
2δ
+
∫ t
0
∥∥∥∇ [e−(t−s)∆2∇2uj · f ′(∇uj)]∥∥∥nα
2δ
ds.
Hence
‖∇uj+1(t)‖ 1−δ
2α
,nα
2δ
≤ ‖∇u0(t)‖ 1−δ
2α
,nα
2δ
+ c1 ‖U‖ 1
2
, nα
2−α
‖V ‖ 1−δ
2
, n
2δ
≤ ‖∇u0(t)‖ 1−δ
2α
,nα
2δ
+ cc1
∥∥∇2uj∥∥ 1
2
, nα
2−α
‖∇uj‖α1−δ
2α
,αn
2δ
Therefore we obtain:
K1j+1 ≤ K10 + c (K1j )α ·K2j
and thus (4.3.3a).
Likewise we derive an a priori estimate for K2j . We have:∥∥∇2uj+1(t)∥∥ nα
2−α
≤
∥∥∇2u0(t)∥∥ nα
2−α
+
∫ t
0
∥∥∥∇2 [e−(t−s)∆2∇2uj · f ′(∇uj)]∥∥∥ nα
2−α
ds.
Hence
∥∥∇2uj+1(t)∥∥ 1
2
, nα
2−α
≤ ∥∥∇2u0(t)∥∥ 1
2
, nα
2−α
+ ≤ c2 ‖U‖ 1
2
, nα
2−α
‖V ‖ 1−δ
2
, n
2δ
≤
∥∥∇2u0(t)∥∥ 1
2
, nα
2−α
+ ≤ c2c
∥∥∇2uj∥∥ 1
2
, nα
2−α
‖∇uj‖α1−δ
2α
,nα
2δ
We then obtain:
K2j+1 ≤ K20 + c(K1j )α ·K2j
and thus (4.3.3b).
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Setting
Rj := max
{
K1j , K
2
j
}
,
the iterative estimates (4.3.3a) and (4.3.3b) yield
Rj+1 ≤ R0 + cR1+αj
It remains to prove that R0 ≤ c0 ‖ϕ‖ αn
2−α
. Let 0 < t < T , Lemma 2.5.3 with p = αn2−α and
q = αn2δ yields ∥∥∥∇(e−t∆2ϕ)∥∥∥
αn
2δ
≤ ct−n4 ( 2−ααn − 2δαn )− 14 ‖ϕ‖ αn
2−α
= ct−(
1−δ
2α
) ‖ϕ‖ αn
2−α
.
Likewise, for p = q = αn2−α we obtain from Lemma 2.5.3∥∥∥∇2(e−t∆2ϕ)∥∥∥
αn
2−α
≤ t− 12 ‖ϕ‖ αn
2−α
and thus (4.3.3c). This completes the proof of Lemma 4.3.2. 
Lemma 4.3.1 and Lemma 4.3.2 immediately imply an a priori estimate for the approx-
imating sequence. Choosing the norm ‖ϕ‖ nα
2−α
sufficiently small, we obtain the following
result
Corollary 4.3.1. There exists a constant ǫ > 0 such that
Rj ≤ 2R0 for all j ≥ 1 provided ‖ϕ‖ nα
2−α
≤ ǫ.
Proof.
Due to Lemma 4.3.1 and Lemma 4.3.2, we have:
Rj ≤ R0
1− c(2R0)α
provided that
2c(2R0)
α < 1 that is 1− c(2R0)α > 1
2
.
But the latter inequality is satisfied if we choose ‖ϕ‖ nα
2−α
≤ ǫ where ǫ is a sufficiently small
positiv number. Hence Rj ≤ 2R0 provided ‖ϕ‖ nα
2−α
≤ ǫ. 
To construct the contraction mapping, we investigate the sequence
wj(t) = uj(t)− uj−1(t), where w0(t) = u0(t)
and introduce the corresponding quantities
K˜1j := sup
0<t≤T
t
1−δ
2α ‖∇wj(t)‖nα
2δ
K˜2j := sup
0<t≤T
t
1
2
∥∥∇2wj(t)∥∥ nα
2−α
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R˜j := max
{
K˜1j , K˜
2
j
}
and we set
Mj := sup
0<t≤T
‖wj(t)‖ αn
2−α
.
Observe that
wj+1(t) = G(uj)(t)−G(uj−1)(t)
=
∫ t
0
e−(t−s)∆
2 [∇2uj(s) · f ′(∇uj(s)−∇2uj−1(s) · f ′(∇uj−1(s)] ds
=
∫ t
0
e−(t−s)∆
2∇2wj(s) · f ′(∇uj(s)ds
+
∫ t
0
e−(t−s)∆
2∇2uj−1(s)
[
f ′(∇uj(s))− f ′(∇uj−1(s))
]
ds. (4.3.4)
We have the following Lemma :
Lemma 4.3.3. There is a constant c > 0 such that for ‖ϕ‖ nα
2−α
≤ ǫ(with ǫ as in Corol-
lary 4.3.1)
R˜j+1 ≤ cR˜jRα0 (4.3.5a)
Mj+1 ≤ cR˜jRα0 (4.3.5b)
hence
Mj ≤ c(Rα0 )j for every j ∈ N. (4.3.5c)
Proof.
In view of the observation (4.3.4) above, the estimate for wj can be split into two parts.
Taking into account
|f ′(ξ)| ≤ c|ξ|α,
we then have ∥∥f ′(∇u)∥∥ 1−δ
2
, n
2δ
≤ c ‖∇u‖α1−δ
2α
,αn
2δ
.
We next derive an a priori estimate for
K˜1j := sup
0<t≤T
t
1−δ
2α ‖∇wj(t)‖αn
2δ
= ‖∇wj‖ 1−δ
2α
,αn
2δ
.
Applying Proposition 4.2.1-(4.2.1a) for U = ∇2wj and V = f ′(∇uj) yields∥∥∥∥∫ t
0
∇
[
e−(t−s)∆
2∇2wj · f ′(∇uj)
]
ds
∥∥∥∥
1−δ
2α
,nα
2δ
≤ c∥∥∇2wj∥∥ 1
2
, nα
2−α
‖∇uj‖α1−δ
2α
,αn
2δ
≤ cR˜jRαj ≤ cR˜jRα0 .
The growth condition on f ′ and the Ho¨lder’s inequality yield∥∥f ′(∇uj)− f ′(∇uj−1)∥∥ n
2δ
≤ ‖∇wj‖αn
2δ
∥∥|∇uj|α−1 + |∇uj−1|α−1∥∥ αn
2δ(α−1)
≤ ‖∇wj‖αn
2δ
(‖∇uj‖α−1αn
2δ
+ ‖∇uj−1‖α−1αn
2δ
)
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and therefore
∥∥f ′(∇uj)− f ′(∇uj−1)∥∥ 1−δ
2
, n
2δ
≤ c [(K1j )α−1 + (K1j−1)α−1] ‖∇wj‖ 1−δ
2α
,αn
2δ
≤ c
[
Rα−1j +R
α−1
j−1
]
R˜j
≤ cR˜jRα−10 .
Likewise Proposition 4.2.1 with U = ∇2uj−1 and V = f ′(∇uj)− f ′(∇uj−1) yields∥∥∥∥∫ t
0
∇
[
e−(t−s)∆
2∇2uj−1(s)
(
f ′(∇uj(s))− f ′(∇uj−1(s))
)]
ds
∥∥∥∥
1−δ
2α
,nα
2δ
≤ c1
∥∥∇2uj−1∥∥ 1
2
, αn
2−α
∥∥f ′(∇uj)− f ′(∇uj−1)∥∥ 1−δ
2
, n
2δ
≤ cR˜jRα0 .
Hence
K˜1j+1 = ‖∇wj+1‖ 1−δ
2α
,nα
2δ
≤ cR˜jRα0 . (4.3.6)
Let us now derive by the same way as before an a priori estimate for
K˜2j := sup
0<t≤T
t
1
2
∥∥∇2wj(t)∥∥ αn
2−α
=
∥∥∇2wj∥∥ 1
2
, αn
2−α
.
Applying Proposition 4.2.1-(4.2.1b) for U = ∇2wj and V = f ′(∇uj) yields∥∥∥∥∫ t
0
∇2
[
e−(t−s)∆
2∇2wj · f ′(∇uj)
]
ds
∥∥∥∥
1
2
, αn
2−α
≤ c2
∥∥∇2wj∥∥ 1
2
, nα
2−α
‖∇uj‖α1−δ
2α
,αn
2δ
≤ cR˜jRαj ≤ cR˜jRα0 .
Likewise Proposition 4.2.1 with U = ∇2uj−1 and V = f ′(∇uj)− f ′(∇uj−1) yields∥∥∥∥∫ t
0
∇2
[
e−(t−s)∆
2∇2uj−1(s)
(
f ′(∇uj(s))− f ′(∇uj−1(s))
)]
ds
∥∥∥∥
1
2
, αn
2−α
≤ c2
∥∥∇2uj−1∥∥ 1
2
, αn
2−α
∥∥f ′(∇uj)− f ′(∇uj−1)∥∥ 1−δ
2
, n
2δ
≤ cR˜jRα0 .
Hence
K˜2j+1 = ‖∇wj+1‖ 1
2
, αn
2−α
≤ cR˜jRα0 . (4.3.7)
By setting R˜j := max
{
K˜1j , K˜
2
j
}
, the iterative estimates (4.3.6) and (4.3.7) yield (4.3.5a).
Finally, to estimate Mj , let us recall the scheme (4.3.4)
wj+1(t) =
∫ t
0
e−(t−s)∆
2∇2wj(s) · f ′(∇uj(s)ds
+
∫ t
0
e−(t−s)∆
2∇2uj−1(s)
[
f ′(∇uj(s))− f ′(∇uj−1(s))
]
ds.
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From Proposition 4.2.1–(4.2.1c) with U = ∇2wj and V = f ′(∇uj), the estimate of the first
term on the right yields∥∥∥∥∫ t
0
e−(t−s)∆
2∇2wj · f ′(∇uj)ds
∥∥∥∥
0, αn
2−α
≤ c3
∥∥∇2wj∥∥ 1
2
, nα
2−α
‖∇uj‖α1−δ
2α
,αn
2δ
≤ cR˜jRαj ≤ cR˜jRα0 .
Similarly with U = ∇2uj−1 and V = f ′(∇uj) − f ′(∇uj−1), the estimate of the second term
on the right yields∥∥∥∥∫ t
0
e−(t−s)∆
2∇2uj−1(s)
(
f ′(∇uj(s))− f ′(∇uj−1(s))
)
ds
∥∥∥∥
0, αn
2−α
≤ c3
∥∥∇2uj−1∥∥ 1
2
, αn
2−α
∥∥f ′(∇uj)− f ′(∇uj−1)∥∥ 1−δ
2
, n
2δ
≤ cR˜jRα0
hence Mj := sup
0<t≤T
‖wj(t)‖ αn
2−α
= ‖wj‖0, αn
2−α
≤ cR˜jRα0 and thus (4.3.5b). The estimate
(4.3.5c) derives from (4.3.5a) and (4.3.5b). This completes the proof of Lemma 4.3.3. 
Let us recall the well-known Weierstraß-M-Test result, which gives us the uniform con-
vergence of sequence (uj) stated above.
Lemma 4.3.4. (Weierstraß-M Test)
Let X denote a Banach space equipped with the norm ‖·‖X . Suppose (uj)j∈N a sequence of
function continous function from [0, T ] in X with T > 0. Suppose (Mj)j∈N is a sequence of
non-negative real numbers for which
∞∑
j=0
Mj <∞ and that for each j ∈ N , ‖uj(t)‖X ≤Mj for all t ∈ [0, T ]
then
∞∑
j=0
uj ∈ C0([0, T ];X),
that is (uj) converges uniformly on [0, T ].
Lemma 4.3.3 implies that the sequence Mj is summable provided
R0 < p0 := min(ǫ, c
− 1
α ).
It follows from Lemma 4.3.4 that
uj = u0 +
j∑
k=1
wk
is a Cauchy sequence in C0([0, T ];L
αn
2−α (Ω)), and converge to some solution u ∈ C0([0, T ];L αn2−α (Ω))
of the integral equation
u(t) = e−t∆
2
ϕ+
∫ t
0
e−(t−s)∆
2∇ · f(∇u(s))ds.
We have the following result:
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Proposition 4.3.1. Suppose 1 < α < 2 and let p = nα2−α . Given δ ∈ (0, 1).
Then there exists a constant ǫ > 0 with the following property:
If R0 = max
{
sup
0<t≤T
t
1−δ
2α ‖∇u0(t)‖nα
2δ
, sup
0<t≤T
t
1
2
∥∥∇2u0(t)∥∥p
}
< ǫ,
then the sequence
(uj) ⊂ C0([0, T ];Lp(Ω))
converges uniformly.
Proof. First of all we have to verify that the assumptions of Weierstraß-M Test are satisfied
that is uj(t) is continous on [0, T ] and bounded by the a sequence of non-negative real numbers
which is summable.
Let us first prove the continuity of uj(t) for 0 ≤ t ≤ T.
Let t1, t2 > 0 and ϕ ∈ Lp(Ω), we denote by T (t) the semigroup T (t) = e−t∆2 .
Observe that
uj(t2)− uj(t1) = T (t1)[T (t2 − t1)− 1p]ϕ+
∫ t2
t1
T (t2 − s)∇ · f(∇uj−1(s))ds
+
∫ t1
0
[T (t2 − s)− T (t1 − s)]∇ · f(∇uj−1(s))ds
= T (t1)[T (t2 − t1)− 1p]ϕ
+
∫ t1
0
T (t1 − s) [(T (t2 − t1)− 1p)∇ · f(∇uj−1(s))] ds
+
∫ t2
t1
T (t2 − s)∇ · f(∇uj−1(s))ds (4.3.8)
where 1p denotes the identity operator on L
p(Ω).
We estimate each of the three terms on the right-hand side separately.
Assume that ‖T (t)‖ ≤ L on [0, T ], L > 0, we have
‖T (t1)[T (t2 − t1)− 1p]ϕ‖p ≤ L ‖(T (t2 − t1)− 1p)ϕ‖p ds.
Using the strongly contituity of the semigroup T (t) = e−t∆
2
on Lp(Ω) see Chapter 1 (Defi-
nition 1.1.2), and Chapter 2 (Theorem 2.4.1 and Corollary 2.4.1), we deduce easily that the
limit of this term vanishes as |t2 − t1| −→ 0+.
The estimate of the second term on the right yields∥∥∥∥∫ t1
0
T (t1 − s) [(T (t2 − t1)− 1p)∇ · f(∇uj−1(s))] ds
∥∥∥∥
p
≤
∫ t1
0
‖T (t1 − s) [(T (t2 − t1)− 1p)∇ · f(∇uj−1(s))]‖p ds
≤ L
∫ t1
0
‖(T (t2 − t1)− 1p)∇ · f(∇uj−1(s))‖p ds
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If we set h = t2 − t1, and ψj(s) = ∇ · f(∇uj−1(s)) we can rewrite the last integral as:∫ t1
0
‖(T (t2 − t1)− 1p)∇ · f(∇uj−1(s))‖p =
∫ t2−h
0
‖(T (h) − 1p)ψj(s)‖p ds
It follows from Lemma 5.3.3 (see Appendix) that the limit of the second term on the right
hand side in (4.3.8) vanishes as |t2 − t1| −→ 0+.
Finally, from Proposition 4.2.1-(4.2.1c), the estimate of the last term on the right yields:∫ t2
t1
T (t2 − s)∇ · f(∇uj−1(s))ds ≤ c3M
∫ t2
t1
(t2 − s)−
δ
2 s−1+
δ
2 ds
with
M =
∥∥∇2uj−1∥∥ 1
2
,p
‖∇uj−1‖ 1−δ
2α
,nα
2δ
.
Due to Remark 5.3.1 (see Appendix) the limit of the third term on the right in (4.3.8) vanishes
as |t2 − t1| → 0+.
Therefore uj ∈ C([0, T ];Lp(Ω)).
Let us prove boundness of uj(t) for 0 ≤ t ≤ T.
As we observe before
uj(t) =
j∑
k=0
wk(t),
it follows readily that
‖uj(t)‖p ≤
j∑
k=0
Mk where Mk = sup
0<t≤T
‖wk(t)‖p
and the assumption of the proposition ensures that the sequenceMk is summable. Weierstraß-
M-Test can now be applied and the proof is complete. 
From Proposition 4.3.1 we are now able to state the main theorem of this chapter.
Theorem 4.3.1. Suppose Ω ⊂ Rn is a bounded domain with C4 boundary, 1 < α < 2, and
p = nα2−α . Given initial data ϕ ∈ Lp(Ω).
Then there exists T > 0 and a unique mild solution u ∈ C0([0, T ];Lp(Ω)) of (0.2.2) such
that, for all δ ∈ (0, 1),
sup
0≤t≤T
{
t
1−δ
2α ‖∇u(t)‖nα
2δ
+ t
1
2
∥∥∇2u(t)∥∥
p
}
<∞. (4.3.9)
If ‖ϕ‖p is sufficiently small, the solution extends to a global one u ∈ C0([0,∞);Lp(Ω)).
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Chapter 5
Solutions to General Semilinear
Parabolic Equations: The case
1 < α < 2(m− 1)
In this chapter we study the well-posedness for a class of nonlinear parabolic equation. We
give a unified method to construct local mild solutions in C0([0, T ];Lp(Ω)) for T > 0 by in-
troducing the generalized admissible weighted Lebesgue norms. Moreover, using our method,
we also show the global existence solution for small initial data.
This chapter is organized as follows. In section 5.1, we give the model formulation of our
general semilinear parabolic. In section 5.2 we prove the generalized bilinear estimates which
are necessary for the study of the nonlinear equations. In section 5.3, we first give some
necessary nonlinear estimates by time-space estimates, then we study the local existence and
uniqueness of the problem in Lp-spaces where p = nα2(m−1)−α . We establish the existence of
global solution for small initial data to the nonlinear parabolic equations.
5.1 Model formulation
We consider the following nonlinear parabolic problem:
ut + (−∆)mu = ∇ · f(∇u) (5.1.1)
supplemented with suitable boundary conditions
u(0) = ϕ(x), x ∈ Rn (5.1.2)
or 
u(0) = ϕ(x), x ∈ Ω
∂ju
∂νj
|∂Ω= 0, j ≤ m− 1,
(5.1.3)
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where m is an integer greater or equal to 2, Ω ⊂ Rn is a bounded smooth domain with
boundary ∂Ω and ν denotes the unit outward normal to ∂Ω.
Throughout we assume that f ∈ C1(Rn,Rn) satisfies the growth condition (4.0.1) and f(0) =
0. As in Chapter 4, we take f(ξ) = |ξ|αξ. If u(x, t) solves (5.1.1) in Rn, then for each λ > 0,
uλ(x, t) = λ
2(m−1)
α
−1u(λx, λ2mt)
also solves (5.1.1) unless we consider the initial condition. We observe the scaling identity
‖uλ(·, t)‖Lp(Rn) = λ
2(m−1)
α
−1−n
p
∥∥u(·, λ2mt)∥∥
Lp(Rn)
Therefore we expect well-posedness results in homogeneous Sobolev-spaces Lp(Ω) where
p =
nα
2(m− 1)− α.
In the same spirit as in Chapter 4 and due to Theorem 2.1.2, we rewrite (5.1.1)-(5.1.2) and
(5.1.1)-(5.1.3) as a semilinear evolution equation of the form
 ut +Au = ∇ · f(∇u), x ∈ Ω or Rn t ∈ [0, T )u(0) = ϕ(x), (5.1.4)
where
A := Apu := (−∆)mu
and
D(A) = W2m,p(Rn) if Ω = Rn,
or
D(A) = W2m,p(Ω) ∩Wm,p0 (Ω)
=
{
u ∈ W2m,p(Ω) , ∂
ju
∂νj
|∂Ω= 0, j ≤ m− 1,
}
if Ω ⊂ Rn
is a bounded smooth domain. One easily see that A generates and analytic semigroup.
We can then study (5.1.4) via the corresponding integral equation:
u(t) = e−tApϕ+
∫ t
0
e−(t−s)Ap∇ · f(∇u(s))ds (5.1.5)
Following Katos’s strategy [23], we construct a solution in L
nα
2(m−1)−α (Ω) to the integral
equation (5.1.5) by successive approximations. These approximations are such that
K1j := sup
0<t≤T
t
m−1−δ
mα ‖∇uj(t)‖nα
2δ
,
K2j := sup
0<t≤T
t
1
m
∥∥∇2uj(t)∥∥ nα
2(m−1)−α
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are bounded. Firstly we show that K1j and K
2
j satisty respectively the recursive relation
K1j+1 ≤ K10 + c (K1j )α ·K2j
and
K2j+1 ≤ K20 + c (K1j )α ·K2j , see Lemma 5.3.1.
By setting Rj := max
{
K1j ,K
2
j
}
, we see that Rj satisfies the recursive relation
Rj+1 ≤ R0 + c R1+αj
So if u(0) = ϕ has small L
nα
2(m−1)−α -norm then these recursive relations are uniformly bounded,
this is: Rj ≤ R for some R > 0, see Corollary 5.3.1.
A standard argument allows us to show that there is a uniformly converging subsequence un
whose limit is a solution to the problem in L
nα
2(m−1)−α (Ω), see Lemma 5.3.2..
5.2 General Estimates and Bilinear Estimates
In order to solve the nonlinear problem, we first give the estimate for nonlinear term
∇ · (f(∇u)). We shall consider the nonlinearity ∇ · (f(∇u)) = ∇2u · f ′(∇u) as a product
U · V with U = ∇2u and V = f ′(∇u) where ∇2u denotes the collection of all second-order
derivatives of u.
Let us recall the weighted Lebesgue norms defined by:
‖u‖σ,p := sup
0<t≤T
tσ‖u(t)‖p for T > 0, σ > 0.
Taking into account that f ′(ξ) behaves like |ξ|α, we then have the following estimate of the
nonlinear term:
Proposition 5.2.1. Let m ∈ N (m ≥ 2). Suppose 2(m−1)n+1 < α < 2(m − 1) and δ ∈ (0, 1).
Let
B(U, V )(t) :=
∫ t
0
e−(t−s)ApF (U(s), V (s))ds
where F is continuous with
|F (A,B)| ≤ c|A||B| for all A ∈ Rm , B ∈ Rn.
Then there exist constants c1, c2 and c3 independent of U and V such that
‖∇B(U, V )‖m−1−δ
mα
,αn
2δ
≤ c1 ‖U‖ 1
m
, nα
2(m−1)−α
‖V ‖m−1−δ
m
, n
2δ
, (5.2.1a)∥∥∇2B(U, V )∥∥ 1
m
, αn
2(m−1)−α
≤ c2 ‖U‖ 1
m
, nα
2(m−1)−α
‖V ‖m−1−δ
m
, n
2δ
, (5.2.1b)
‖B(U, V )‖0, αn
2(m−1)−α
≤ c3 ‖U‖ 1
2
, nα
2(m−1)−α
‖V ‖m−1−δ
m
, n
2δ
. (5.2.1c)
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Proof.
In the following, c will be a generic constant. We first deduce from the assumption on F and
the Ho¨lder inequality that
‖F (U(s), V (s))‖ αn
2(m−1)−α+2δα
≤ c ‖U(s)‖ αn
2(m−1)−α
‖V (s)‖ n
2δ
≤ cs−1+ δmM
where
M := ‖U‖ 1
m
, nα
2(m−1)−α
‖V ‖m−1−δ
m
, n
2δ
.
Due to Lemma 2.5.3 and by taking p = αn2(m−1)−α+2δα and q =
αn
2δ we have:∥∥∇e−tAp∥∥
L(Lp,Lq)
≤ ct−m−1+δ(α−1)mα
where c is a constant whose value may change from line to line.∥∥∥∥∫ t
0
∇
[
e−(t−s)ApF (U(s), V (s))
]
ds
∥∥∥∥
q
≤ cM
∫ t
0
(t− s)−m−1+δ(α−1)mα s−1+ δmds
= cMβ
(
1− m− 1 + δ(α − 1)
mα
,
δ
m
)
t−
m−1−δ
mα
and the inequality m−1+δ(α−1)mα <
m−1+(α−1)
mα <
m+α
αm < 1 holds for δ ∈ (0, 1) which ensures
the integrability of the Beta function β
(
1− m−1+δ(α−1)mα , δm
)
and thus (5.2.1a).
We proceed the same with p as above and q = αn2(m−1)−α to obtain from Lemma 2.5.3∥∥e−tAp∥∥
L(Lp,Lq)
≤ ct− δm and ∥∥∇2e−tAp∥∥
L(Lp,Lq)
≤ ct− δm− 1m
We deduce that∥∥∥∥∫ t
0
∇2
[
e−(t−s)ApF (U(s), V (s))
]
ds
∥∥∥∥
αn
2(m−1)−α
ds ≤ cM
∫ t
0
(t− s)− δm− 1m s−1+ δmds
= cMβ
(
1− δ
m
− 1
m
,
δ
m
)
t−
1
m
and thus (5.2.1b) holds.
Finally , ∥∥∥∥∫ t
0
e−(t−s)ApF (U(s), V (s))ds
∥∥∥∥
αn
2(m−1)−α
≤ cM
∫ t
0
(t− s)− δm s−1+ δmds
= cMβ(1 − δ
m
,
δ
m
)
and thus (5.2.1c) holds and the proof is complete. 
5.3 Existence and uniqueness of solution
The classical approach to prove the existence and uniqueness of local solution of (5.1.1)-
(5.1.2) und (5.1.1)-(5.1.3) is the method of successive approximation. To solve the integral
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equation (5.1.5), we use successive approximation :
uj+1(t) = u0(t) +G(uj)(t) (5.3.1)
with
u0(t) = e
−tApϕ and G(u)(t) =
∫ t
0
e−(t−s)Ap∇ · f(∇u)ds. (5.3.2)
where ϕ ∈ L αn2(m−1)−α (Ω).
Let us fix 0 < δ < 1 and for T > 0,
K1j := sup
0<t≤T
t
m−1−δ
mα ‖∇uj(t)‖nα
2δ
K2j := sup
0<t≤T
t
1
m
∥∥∇2uj(t)∥∥ nα
2(m−1)−α
Rj := max
{
K1j , K
2
j
}
We next derive an a priori estimate for K1j , K
2
j and Rj .
Lemma 5.3.1. There exist constants c0, c1, c2 that only depend on α, δ, n such that
K1j+1 ≤ K10 + c1 (K1j )α ·K2j (5.3.3a)
K2j+1 ≤ K20 + c2 (K1j )α ·K2j (5.3.3b)
for every j ∈ N, hence
Rj+1 ≤ R0 + c R1+αj with R0 ≤ c0 ‖ϕ‖ αn
2(m−1)−α
(5.3.3c)
Proof.
We now derive an a priori estimate for K1j and K
2
j .
Let us recall the scheme (5.3.1).
Taking into account
|f ′(ξ)| ≤ c|ξ|α,
we have ∥∥f ′(∇u)∥∥m−1−δ
m
, n
2δ
≤ c ‖∇u‖αm−1−δ
mα
,αn
2δ
.
Applying the Proposition 5.2.1 for U = ∇2uj and V = f ′(∇uj) yields
‖∇uj+1(t)‖nα
2δ
≤ ‖∇u0(t)‖nα
2δ
+
∫ t
0
∥∥∥∇ [e−(t−s)Ap∇2uj · f ′(∇uj)]∥∥∥nα
2δ
ds.
Hence
‖∇uj+1(t)‖m−1−δ
mα
,nα
2δ
≤ ‖∇u0(t)‖m−1−δ
mα
,nα
2δ
+ c1 ‖U‖ 1
m
, nα
2(m−1)−α
‖V ‖m−1−δ
m
, n
2δ
≤ ‖∇u0(t)‖m−1−δ
mα
,nα
2δ
+cc1
∥∥∇2uj∥∥ 1
m
, nα
2(m−1)−α
‖∇uj‖αm−1−δ
mα
,αn
2δ
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Therefore we obtain:
K1j+1 ≤ K10 + c (K1j )α ·K2j
and thus (5.3.3a).
Likewise we derive an a priori estimate for K2j . We have:∥∥∇2uj+1(t)∥∥ nα
2(m−1)−α
≤
∥∥∇2u0(t)∥∥ nα
2(m−1)−α
+
∫ t
0
∥∥∥∇2 [e−(t−s)Ap∇2uj · f ′(∇uj)]∥∥∥ nα
2(m−1)−α
ds.
Hence∥∥∇2uj+1(t)∥∥ 1
m
, nα
2(m−1)−α
≤ ∥∥∇2u0(t)∥∥ 1
m
, nα
2(m−1)−α
+ c2 ‖U‖ 1
m
, nα
2(m−1)−α
‖V ‖m−1−δ
m
, n
2δ
≤ ∥∥∇2u0(t)∥∥ 1
m
, nα
2(m−1)−α
+c2c
∥∥∇2uj∥∥ 1
m
, nα
2(m−1)−α
‖∇uj‖αm−1−δ
mα
,nα
2δ
We then obtain:
K2j+1 ≤ K20 + c(K1j )α ·K2j
and thus (5.3.3b).
Setting
Rj := max
{
K1j , K
2
j
}
,
the iterative estimates (5.3.3a) and (5.3.3b) yield
Rj+1 ≤ R0 + cR1+αj
It remains to prove that R0 ≤ c0 ‖ϕ‖ αn
2(m−1)−α
. Let 0 < t ≤ T , Lemma 2.5.3 with p = αn2(m−1)−α
and q = αn2δ yields∥∥∇(e−tApϕ)∥∥αn
2δ
≤ ct− n2m ( 2(m−1)−ααn − 2δαn )− 12m ‖ϕ‖ αn
2(m−1)−α
= ct−(
m−1−δ
mα
) ‖ϕ‖ αn
2(m−1)−α
.
Likewise, for p = q = αn2(m−1)−α we obtain from Lemma 2.5.3∥∥∇2(e−tApϕ)∥∥ αn
2−α
≤ t− 1m ‖ϕ‖ αn
2(m−1)−α
and thus (5.3.3c). This completes the proof of Lemma 5.3.1. 
Lemma 4.3.1 and Lemma 5.3.1 immediately imply an a priori estimate for the approxi-
mating sequence. Choosing the norm ‖ϕ‖ nα
2(m−1)−α
sufficiently small, we obtain the following
result:
Corollary 5.3.1. There exists a constant ǫ > 0 such that
Rj ≤ 2R0 for all j ≥ 1 provided ‖ϕ‖ nα
2(m−1)−α
≤ ǫ.
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To construct the contraction mapping, we investigate the sequence
wj(t) = uj(t)− uj−1(t), where w0(t) = u0(t)
and introduce the corresponding quantities
K˜1j := sup
0<t≤T
t
m−1−δ
mα ‖∇wj(t)‖nα
2δ
K˜2j := sup
0<t≤T
t
1
m
∥∥∇2wj(t)∥∥ nα
2(m−1)−α
R˜j := max
{
K˜1j , K˜
2
j
}
and we set
Mj := sup
0<t≤T
‖wj(t)‖ αn
2(m−1)−α
.
Observe that
wj+1(t) = G(uj)(t)−G(uj−1)(t) (5.3.4)
=
∫ t
0
e−(t−s)∆
2 [∇2uj(s) · f ′(∇uj(s)−∇2uj−1(s) · f ′(∇uj−1(s)] ds
=
∫ t
0
e−(t−s)∆
2∇2wj(s) · f ′(∇uj(s)ds
+
∫ t
0
e−(t−s)∆
2∇2uj−1(s)
[
f ′(∇uj(s))− f ′(∇uj−1(s))
]
ds.
We have the following Lemma
Lemma 5.3.2. There is a constant c > 0 such that for ‖ϕ‖ nα
2(m−1)−α
≤ ǫ(with ǫ as in Corol-
lary 5.3.1)
R˜j+1 ≤ cR˜jRα0 (5.3.5a)
Mj+1 ≤ cR˜jRα0 (5.3.5b)
hence
Mj ≤ c(Rα0 )j for every j ∈ N. (5.3.5c)
Proof.
In view of the observation (5.3.4) above, the estimate for wj can be split into two parts.
Taking into account
|f ′(ξ)| ≤ c|ξ|α,
we then have ∥∥f ′(∇u)∥∥m−1−δ
m
, n
2δ
≤ c ‖∇u‖αm−1−δ
mα
,αn
2δ
.
We next derive an a priori estimate for
K˜1j := sup
0<t≤T
t
m−1−δ
mα ‖∇wj(t)‖αn
2δ
= ‖∇wj‖m−1−δ
mα
,αn
2δ
.
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Applying Proposition 5.2.1-(5.2.1a) for U = ∇2wj and V = f ′(∇uj) yields∥∥∥∥∫ t
0
∇
[
e−(t−s)Ap∇2wj · f ′(∇uj)
]
ds
∥∥∥∥
m−1−δ
mα
,nα
2δ
≤ c∥∥∇2wj∥∥ 1
m
, nα
2(m−1)−α
‖∇uj‖αm−1−δ
mα
,αn
2δ
≤ cR˜jRαj ≤ cR˜jRα0 .
The growth condition on f ′ and the Ho¨lder’s inequality yield∥∥f ′(∇uj)− f ′(∇uj−1)∥∥ n
2δ
≤ ‖∇wj‖αn
2δ
∥∥|∇uj|α−1 + |∇uj−1|α−1∥∥ αn
2δ(α−1)
≤ ‖∇wj‖αn
2δ
(‖∇uj‖α−1αn
2δ
+ ‖∇uj−1‖α−1αn
2δ
)
and therefore∥∥f ′(∇uj)− f ′(∇uj−1)∥∥m−1−δ
m
, n
2δ
≤ [(K1j )α−1 + (K1j−1)α−1] ‖∇wj‖m−1−δ
mα
,αn
2δ
≤
[
Rα−1j +R
α−1
j−1
]
R˜j
≤ cR˜jRα−10 .
Likewise Proposition 5.2.1 with U = ∇2uj−1 and V = f ′(∇uj)− f ′(∇uj−1) yields∥∥∥∥∫ t
0
∇
[
e−(t−s)Ap∇2uj−1(s)
(
f ′(∇uj(s))− f ′(∇uj−1(s))
)]
ds
∥∥∥∥
m−1−δ
mα
,nα
2δ
≤ c1
∥∥∇2uj−1∥∥ 1
m
, αn
2(m−1)−α
∥∥f ′(∇uj)− f ′(∇uj−1)∥∥m−1−δ
m
, n
2δ
≤ cR˜jRα0 .
Hence
K˜1j+1 = ‖∇wj+1‖m−1−δ
mα
,nα
2δ
≤ cR˜jRα0 . (5.3.6)
Let us now derive by the same way as before an a priori estimate for
K˜2j := sup
0<t≤T
t
1
m
∥∥∇2wj(t)∥∥ αn
2(m−1)−α
=
∥∥∇2wj∥∥ 1
m
, αn
2(m−1)−α
.
Applying Proposition 5.2.1-(5.2.1b) for U = ∇2wj and V = f ′(∇uj) yields∥∥∥∥∫ t
0
∇2
[
e−(t−s)Ap∇2wj · f ′(∇uj)
]
ds
∥∥∥∥
1
m
, αn
2(m−1)−α
≤ c2
∥∥∇2wj∥∥ 1
m
, nα
2(m−1)−α
‖∇uj‖αm−1−δ
mα
,αn
2δ
≤ cR˜jRαj ≤ cR˜jRα0 .
Likewise Proposition 5.2.1 with U = ∇2uj−1 and V = f ′(∇uj)− f ′(∇uj−1) yields∥∥∥∥∫ t
0
∇2
[
e−(t−s)Ap∇2uj−1(s)
(
f ′(∇uj(s))− f ′(∇uj−1(s))
)]
ds
∥∥∥∥
1
m
, αn
2(m−1)−α
≤ c2
∥∥∇2uj−1∥∥ 1
m
, αn
2(m−1)−α
∥∥f ′(∇uj)− f ′(∇uj−1)∥∥m−1−δ
m
, n
2δ
≤ cR˜jRα0 .
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Hence
K˜2j+1 = ‖∇wj+1‖ 1
m
, αn
2(m−1)−α
≤ cR˜jRα0 . (5.3.7)
By setting
R˜j := max
{
K˜1j , K˜
2
j
}
,
the iterative estimates (5.3.6) and (5.3.7) yield (5.3.5a).
Finally, to estimate Mj , let us recall the scheme (5.3.4)
wj+1(t) =
∫ t
0
e−(t−s)Ap∇2wj(s) · f ′(∇uj(s)ds
+
∫ t
0
e−(t−s)Ap∇2uj−1(s)
[
f ′(∇uj(s))− f ′(∇uj−1(s))
]
ds.
From Proposition 5.2.1–(5.2.1c) with U = ∇2wj and V = f ′(∇uj), the estimate of the first
term on the right yields∥∥∥∥∫ t
0
e−(t−s)Ap∇2wj · f ′(∇uj)ds
∥∥∥∥
0, αn
2(m−1)−α
≤ c3
∥∥∇2wj∥∥ 1
m
, nα
2(m−1)−α
‖∇uj‖αm−1−δ
mα
,αn
2δ
≤ cR˜jRαj ≤ cR˜jRα0 .
Similarly with U = ∇2uj−1 and V = f ′(∇uj) − f ′(∇uj−1), the estimate of the second term
on the right yields∥∥∥∥∫ t
0
e−(t−s)Ap∇2uj−1(s)
(
f ′(∇uj(s))− f ′(∇uj−1(s))
)
ds
∥∥∥∥
0, αn
2(m−1)−α
≤ c3
∥∥∇2uj−1∥∥ 1
m
, αn
2−α
∥∥f ′(∇uj)− f ′(∇uj−1)∥∥m−1−δ
m
, n
2δ
≤ cR˜jRα0
hence Mj := sup
0<t≤T
‖wj(t)‖ αn
2(m−1)−α
= ‖wj‖0, αn
2(m−1)−α
≤ cR˜jRα0 and thus (5.3.5b). The esti-
mate (5.3.5c) derives from (5.3.5a) and (5.3.5b). This completes the proof of Lemma 5.3.2.

As in Chapter 4, we have the following result:
Proposition 5.3.1. Given δ ∈ (0, 1). Then there exists a constant ǫ > 0 with the following
property: If
R0 = max
{
sup
0<t≤T
t
m−1−δ
mα ‖∇u0(t)‖nα
2δ
, sup
0<t≤T
t
1
m
∥∥∇2u0(t)∥∥ nα
2(m−1)−α
}
< ǫ,
then the sequence
(uj) ⊂ C0([0, T ];L
αn
2(m−1)−α (Ω)) converges uniformly.
From Proposition 5.3.1 we are now able to state the main theorem of this chapter.
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Theorem 5.3.1. Suppose Ω ⊂ Rn is a bounded domain with C2m boundary, 1 < α <
2(m− 1), and p = nα2(m−1)−α . Given initial data ϕ ∈ Lp(Ω).
Then there exists T > 0 and a unique mild solution u ∈ C0([0, T ];Lp(Ω)) of (5.1.1)-(5.1.2)
and (5.1.1)-(5.1.3) such that, for all δ ∈ (0, 1),
sup
0≤t≤T
{
t
m−1−δ
mα ‖∇u(t)‖nα
2δ
+ t
1
m
∥∥∇2u(t)∥∥
p
}
<∞. (5.3.8)
If ‖ϕ‖p is sufficiently small, the solution extends to a global one u ∈ C0([0,∞);Lp(Ω)).
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Conclusion and Future Outlook
In recent years there has been numerous of papers dealing with parabolic equations and
systems. Above all, the comprehensive work by Giga [11, 12], Caristi et all [7], Miao [33, 34,
35, 36, 37] and King et al [24] have to be mentioned here. Their approach is mainly functional
analytic, in the spirit of semigroup theory. However, these authors, with the exception of
King et al [24], do not allow nonlinearities with respect to the divergence portion in the
nonlinear term of the equation.
As we saw in the case m = 2, the result is built upon a scaling invariance of the problem.
Suppose u(x, t) is a smooth solution of (0.0.3) in Rn, then for each λ > 0,
uλ(x, t) = λ
2
α
−1u(λx, λ4t)
also solves (5.1.1) and we observe the scaling identity
‖uλ(·, t)‖Lp(Rn) = λ
2
α
−1−n
p
∥∥u(·, λ4t)∥∥
Lp(Rn)
or more generally, for k ∈ N,∥∥∥∇kuλ(·, t)∥∥∥
Lp(Rn)
= λ
2
α
+(k−1)−n
p
∥∥∥∇ku(·, λ4t)∥∥∥
Lp(Rn)
. (5.3.9)
Therefore we expect, under appropriate restrictions on the parameter regime, well-posedness
results in homogeneous Sobolev-spaces
Dk,p(Rn) :=
{
closure of C∞0 (R
n) with respect to
∥∥∥∇ku∥∥∥
Lp(Rn)
<∞
}
It would be useful to know the well-posedness of (5.1.1)-(5.1.2) and (5.1.1)-(5.1.3) in the case
α ≥ 2. One might then wonder how to construct the admissible weighted Lebesgue norms
in order to show the existence of solutions. We see that the exponent of weighted Lebesgue
norms should be chosen judiciously such that some integrals involving the semigroup converge.
Therefore we must find condition on k (see (5.3.9)) which ensures the integrability of the Beta
function intervening in our estimate. In the case m = 2, we have found that
k
4
+
1
2
< 1.
This means that well-posedness can only be expected for k = 0 or k = 1. The case k = 0 was
studied in Chapter 4. Note that Melcher [32] studied in the whole space Ω = Rn the case
k = 1 which works for α > n2 . The admissible weighted Lebesgue norms are defined by:
K1j := sup
0<t≤T
t
1−δ
2α ‖∇uj(t)‖nα
2δ
for some 0 < δ < 1,
K2j := sup
0<t≤T
t
1
4
∥∥∇2uj(t)∥∥nα
2
,
Rj := max
{
K1j ,K
2
j
}
,
75
and
Mj := sup
0<t≤T
‖∇wj(t)‖αn
2
where wj = uj − uj−1.
For bounded domain Ω, formal integration of (0.0.1) implies∫
Ω
u(x, t)dx ≡ 0.
This can be accomplish by employing the transformation
v(x, t) :=
∫
Ω
u(x, t)dx− 1|Ω|
∫
Ω
ϕ(x)dx
We will consider the same weighted Lebesgue norms above and due to Poincare s inequality,
we expect well-posedness in the Sobolev -space
D1,p(Ω) :=
{
u ∈ W1,p(Ω),
∫
Ω
u(x, t)dx = 0
}
with respect to ‖u‖D1,p(Ω) = ‖∇u‖Lp(Ω) . However, as pointed out by Melcher [32], local and
global solutions can only be obtained if the gradient of initial data are small. But the gradient
of initial data seems to be more complicated to control in numerical simulation. We make
some progress towards filling in this gap by stating and proving that local solution can be
controled only by the initial data condition as shown in Theorem 5.3.1 and for global solution
only the smallness of initial data condition is required. This was indeed the main motivation
for us to treat the boundary value problem in different function spaces. Of course, Melcher’s
framework has been crucial to deal with our case because the main estimates ([32], Proposition
1) turned out to be useful for our purposes only after some technical modifications.
A further natural question is whether the solution constructed above is classical. This
higher regularity results must be based on interpreting of the nonlinear term ∇ · (f(∇u)).
It may also be asked what happens for the semilinear fractional power dissipative equation
that is
ut + (−∆)βu = ∇ · f(∇u)
supplemented with suitable boundary conditions with real number β > 0.
Beyong this work, several aspects of nonlinear parabolic equation which have not re-
ceived a rigorous mathematical treatment can be solved using our method. As mentioned
above, Cahn-Hilliard equation (0.0.8) can be solved with our method. We suspect that
this result can be generalized for elliptic operators of order 2m with nonlinear part F (u) =
f(u,∇u, · · · ,∇mu) where the growth condition on f must be wisely specified in order to
state judiciously the admissible weighted Lebesgue norms.
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Appendix
Let us first show the following result needed to prove the continuity of uj .
Remark 5.3.1. Let T > 0 and 0 < t1 < t2 < T. Given δ ∈ (0, 1), we have:
lim
|t2−t1|→0+
∫ t2
t1
(t2 − s)−
δ
2 s−1+
δ
2ds = 0.
In fact∫ t2
t1
(t2 − s)−
δ
2 s−1+
δ
2ds =
∫ 1
t1
t2
(1− τ)− δ2 τ−1+ δ2 dτ =
∫ 1
0
X
(
t1
t2
,1)
(1− τ)− δ2 τ−1+ δ2 dτ
≤ 2
2− δ
(
t2 − t1
t1
)1− δ
2
→ 0 as |t2 − t1| → 0+.
Lemma 5.3.3. Let T (t)t≥0 be a C0−semigroup defined in Lp(Ω), 1 ≤ p ≤ ∞. Suppose
that ∀t ≥ 0, ‖T (t)‖ ≤ L, L > 0. Let 0 < h < t2. Given a sequence (ψj)j∈N defined by
ψj : s ∈ R+ 7−→ ψj(s) ∈ Lp(Ω) locally integrable, we have
∀j ∈ N, lim
h→0+
∫ t2−h
0
‖(T (h) − 1p)ψj(s)‖p ds = 0. (5.3.10)
Proof. We apply Dominated Convergence Theorem.
By setting k(h, s) := ‖(T (h)− 1p)ψj(s)‖p and K(h) =
∫ t2
0 ‖(T (h)− 1p)ψj(s)‖p ds we have
∀h ≥ 0, the function s 7−→ k(h, s) is integral in [0, t2]. (5.3.11)
In fact,
0 ≤ k(h, s) ≤ ‖T (h)− 1‖ ‖ψj(s)‖p ≤ (L+ 1) ‖ψj(s)‖p .
Since the function R+ ∋ s 7−→ ψj(s) ∈ Lp(Ω) is locally integral, then the result follows.
Note that ∀v ∈ Lp(Ω), the map t ∈ R+ 7−→ T (t)v is continous, in particular
∀v ∈ Lp(Ω), lim
t→0+
T (t)v = T (0)v = v.
It follows readily that
∀s ∈ [0, t2] lim
h→0+
(T (h)− 1p)ψj(s) = 0.
Since the norm ‖·‖p is a continous map from Lp(Ω) in R+, we can deduce that
lim
h→0+
‖(T (h)− 1p)ψj(s)‖p = 0. (5.3.12)
From (5.3.11) and (5.3.12) and the continuity functions defined by an integral, we have:
lim
h→0+
∫ t2−h
0
‖(T (h)− 1p)ψj(s)‖p ds = 0 = lim
h→0+
K(h).
We now use the fact that
0 ≤
∫ t2−h
0
‖(T (h) − 1p)ψj(s)‖p ds ≤ K(h)
and Dominated Convergence theorem to conclude. 
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