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a b s t r a c t
We consider a partitioning problem, defined for bipartite and 2-connected plane graphs,
where eachnode should be covered exactly once by either an edge or by a cycle surrounding
a face. The objective is to maximize the number of face boundaries in the partition. This
problem arises in mathematical chemistry in the computation of the Clar number of
hexagonal systems. In this paper we establish that a certain minimum weight covering
problem of faces by cuts is a strong dual of the partitioning problem. Our proof relies
on network flow and linear programming duality arguments, and settles a conjecture
formulated byHansen and Zheng in the context of hexagonal systems [P. Hansen,M. Zheng,
Upper Bounds for the Clar Number of Benzenoid Hydrocarbons, Journal of the Chemical
Society, Faraday Transactions 88 (1992) 1621–1625].
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we study a node set partitioning problem defined on 2-connected plane bipartite graphs which have a
perfect matching. In this optimization problem, edges or faces are used to cover the nodes and the objective is to maximize
the number of faces in the partition. This problem arises in chemical graph theory in the computation of the Clar number of
a benzenoid system (or hexagonal system), which is a 2-connected subgraph of the hexagonal lattice that admits a perfect
matching.
Hansen and Zheng [7] formulated the Clar number as an integer programming problem and conjectured that their for-
mulation had the integrality property. Abeledo and Atkinson [1] settled this conjecture by proving that the constraintmatrix
of the Clar integer program is unimodular. Though this matrix may not be totally unimodular, in our case unimodularity is
sufficient to assure polyhedral integrality since all the linear constraints, with exception of the nonnegativity restrictions,
are equations. Thus, the Clar number can be computed in polynomial time using linear programming methods.
In another paper, Hansen and Zheng [8] considered a minimization problem for benzenoid systems that we call here the
minimum weight cut cover problem. They showed that the optimal value of the cover problem is an upper bound for the
Clar number and conjectured that equality always holds. In this paper we use a network flow formulation of the cut cover
problem to prove their conjecture. As a consequence, the Clar number and a minimum weight cut cover can be found in
polynomial time by solving a minimum cost network flow problem.
The paper is organized as follows. In Section 2 we provide essential definitions and present a linear programming
formulation for the Clar problem. The cut cover problem is defined in Section 3, where we also prove that it is a strong dual
to the Clar problem. The results in this paper appear in the extended abstracts [2,3] and are part of the doctoral dissertation
by Atkinson.
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2. Definitions and formulations
Throughout this paper (V , E, F) will denote a bipartite and 2-connected plane graph that admits a perfect matching,
where V , E, and F are the sets of nodes, edges, and bounded faces, respectively. We assume that V is partitioned into a set
of black nodes V1 and a set of white nodes V2, so that all edges connect nodes of different color. We consider two faces of
(V , E, F) to be node-disjoint if their boundaries have no nodes in common. We refer the reader to [13,11] for additional
definitions and results from graph theory and linear programming, respectively.
Since the graph G = (V , E) is bipartite and 2-connected, the boundary of each face f ∈ F is an even cycle which can
be perfectly matched in two different ways. We call each of these two possible perfect matchings of the boundary cycle a
frame of the face. A frame of a face f is clockwise oriented if each frame edge is drawn from a black node to a white node in a
clockwise direction along the boundary of f . Otherwise, the frame is counterclockwise oriented. A framework for (V , E, F) is
a mapping ϕ : F → 2E such that ϕ(f ) is a frame of f , for each f ∈ F . An oriented framework has all frames with the same
orientation. A framework ϕ(f ) is simple if each edge belongs to at most one frame. It follows that an oriented framework is
simple.
We call a set of pairwise node-disjoint faces F ′ ⊆ F a Clar set for (V , E, F) if there exists a perfect matching for G = (V , E)
that contains a frame of each face in F ′. The cardinality of a Clar set with maximum number of faces is the Clar number of
(V , E, F) and will be denoted here as Clar(V , E, F). We remark that any given Clar set is supported by different perfect
matchings, obtained by exchanging a frame with its oppositely oriented counterpart for one or more faces in the Clar set.
The Clar number was originally proposed by Clar [4] for benzenoid systems, also known as hexagonal systems, which are
subgraphs of the hexagonal lattice formed by a cycle and its interior. In particular, benzenoid systems are 2-connected
subgraphs and admit a perfect matching. We extend the Clar number optimization problem to the entire class of bipartite
and 2-connected plane graphs which have a perfect matching. For the interested reader, additional material on benzenoid
systems can be found in [5,6].
The Clar number can be formulated as a node set partitioning problem, where each node of the plane graph (V , E, F)
must be covered exactly once by either an edge in E or by the cycle boundary of a face in F . Identifying faces with their
boundaries, the objective is to maximize the number of faces in the partition. This approach is represented by the following
integer program proposed by Hansen and Zheng [7].
max{1Ty : Kx+ Ry = 1, x ∈ ZE+, y ∈ Z F+},
where K is the V × E node–edge incidence matrix of G = (V , E), R is the V × F node–face incidence matrix of (V , E, F), and
ZE+ and Z F+ denote the sets of nonnegative integer vectors indexed by the elements of E and F , respectively. We shall refer
to the linear programming relaxation of the above integer program as the Clar LP. Abeledo and Atkinson [1] proved that the
constraint matrix [KR] is unimodular. This result implies that feasible region of the Clar LP is an integral polytope since the
constraints are equations [11,9,12].
Theorem 1 ([1]). The feasible region of the Clar LP is an integral polytope.
A framework ϕ for a plane graph (V , E, F) can be represented by an E × F edge–face incidence matrix U where, for each
face f ∈ F , its corresponding column in U is the incidence vector of edges in the frame ϕ(f ). Abeledo and Atkinson [1]
showed that the incidence matrix of a framework can be used to factor the node–face incidence matrix R.
Lemma 2 ([1]). Let K be the node–edge incidence matrix of G = (V , E), let R be the node–face incidence matrix of (V , E, F),
and let U be the edge–face incidence matrix of a framework for (V , E, F). Then R = KU.
3. A combinatorial dual for the Clar problem
Hansen and Zheng [8] defined a dual problem for the Clar number of benzenoid systems and conjectured that a strong
duality relationship held between the two optimization problems. In this section we use linear programming duality to
prove that their conjecture actually holds true for the larger class of plane graphs considered in this paper. Special cases of
this min–max result have been established using combinatorial arguments by Klavžar and Žigert [10], for benzenoid graphs
without interior vertices, and by Zhang, Yao and Yang [14] for plane bipartite graphs without interior vertices.
We recall that the set of nodes V is bipartitioned as V = V1 ∪ V2. The following three definitions were given by Hansen
and Zheng [8].
Definition 3. A cut of (V , E, F) is a simple (possibly closed) plane curve c such that
(1) the curve c intersects G only at some edge subset Ec of E, (i.e., c does not go through any nodes);
(2) the subgraph Gc = (V , E \ Ec) is disconnected such that the nodes of each edge in Ec belong to different components of
Gc ; and
(3) all nodes of edges in Ec in any component of Gc belong to either V1 or V2.
Definition 4. A cut cover of (V , E, F) is a set of cuts C such that each face in F is intersected by at least one cut in C .
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Definition 5. Let M ⊆ E be a perfect matching for (V , E, F). The weight mc , with respect to M , of a cut c is mc = |Ec ∩ M|
and the weightm(C) of a cut cover C ism(C) =∑c∈C mc .
Thus, given perfect matching and a cut cover (V , E, F), the weight of a cut cover is the total number of matched edges
intersected by its cuts. The following result, established by Hansen and Zheng [8] for benzenoids systems, shows that the
weight of a cut is independent of the underlying perfectmatching. The proof given in [8] extends directly to themore general
class of plane graphs studied here.
Theorem 6 ([8]). The weight of a cut is the same for all perfect matchings.
Proof. Let c be a cut for (V , E, F). The components of graph Gc can be partitioned into two subgraphs, Gw and Gb, such that
all white nodes in Ec are in Gw and all black nodes of Ec are in Gb. Since G is connected, Definition 3 implies that Gw is on one
side of the curve c and Gb is on the other side. Since G has a perfect matching, the number of white nodes in Gw must be at
least as large as the number of black nodes in Gw . Let w denote the excess of white nodes in Gw . Similarly, let b denote the
excess of black nodes in Gb. In any perfect matching for G there must be exactly w white nodes in Gw matched to b black
nodes in Gb. Thus,w = b and the weight of cut c is equal tow in any perfect matching. 
Theorem 6 implies that the weight m(C) of any cut cover C for (V , E, F) is independent of the perfect matching that is
used to computem(C). Let Cov(V , E, F) denote the value of aminimumweight cut cover for (V , E, F). Hansen and Zheng [8]
also proved that Cov(V , E, F) is an upper bound for Clar(V , E, F).
Theorem 7 ([8]). Clar(V , E, F) ≤ Cov(V , E, F).
Proof. Let C be an optimal cut cover and let F ′ be the set of faces of an optimal solution to the Clar problem for (V , E, F).
Then, m(C) = Cov(V , E, F) and |F ′| = Clar(G). Let M be a perfect matching that contains a frame for each face in F ′. Note
that a cut c ∈ C that intersects a face f ∈ F ′ must intersect at least one edge in each frame of f . Thus, the weightmc of cut c
is at least as large as the number of faces in F ′ traversed by c. Since C is a cover, each face in F ′ is cut at least once. Thus, its
weightm(C) is at least as large as |F ′|. 
Our main result follows. It establishes that the cut cover problem is in fact a strong dual of the Clar number.
Theorem 8. Clar(V , E, F) = Cov(V , E, F).
Proof. Let G∗ = (F ∪ {t}, E∗) denote the geometric dual graph of (V , E, F), where t denotes the external face of G. We
transform G∗ into a directed graph by considering the clockwise oriented framework of (V , E, F) that we denote here by ϕ.
Let {f , g} be an edge in E∗ and let e ∈ E be the unique edge of G intersected by {f , g}. Without loss of generality we can
assume that f is a finite face (f ∈ F ). If e ∈ ϕ(f ), then the edge {f , g} becomes arc (f , g). Otherwise, {f , g} becomes the
arc (g, f ). Next, for each dual node f ∈ F , we perform a node splitting transformation to obtain nodes f1 ∈ F1 and f2 ∈ F2
connected by an arc (f1, f2) ∈ AF , where F1 and F2 are the two copies of F and AF is the set of arcs connecting the two copies
of each node. The incoming arcs to node f become incoming arcs to node f1, and the outgoing arcs from node f become
outgoing arcs from node f2.
Let D = (F1 ∪ F2 ∪ {t}, AE ∪ AF ) denote the resulting directed graph, where AE is the set of arcs connecting nodes that
correspond to different faces of (V , E, F). Our construction of the directed graph D assures that each directed cycle in D
satisfies the definition of a cut for (V , E, F) given in this paper. To write the node–arc incidence matrix of D, we denote by
U andW the edge–frame incidence matrices of the clockwise and counterclockwise frameworks of G, respectively, and set
a = (U −W )1, where 1 is a column vector of 1’s of appropriate dimension. Then, the following (F1 ∪ F2 ∪ {t})× (AE ∪ AF )
matrix is the node–arc incidence matrix of D:UT −I−W T I
−aT 0
 .
Let k denote the edge incidence (column) vector of a perfect matching for G. We define below aminimum cost circulation
problem over Dwhere flows along the arcs in AE and AF are represented by the vectors r and s, respectively.
minimize kT r
subject to UT r − Is = 0
−W T r + Is = 0
−aT r = 0
s ≥ 1
r ≥ 0.
Since each entry of s corresponds to the flow between the two copies of a dual node associated with a bounded face in F ,
constraints s ≥ 1 express that at least one unit of flow should traverse each face in F . It is well known that network flow
problems with integer right hand sides have integer optimal solutions (since the constraint matrix is totally unimodular)
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and that integer circulations can be decomposed into integer flows on directed cycles. In our case, the lower bounds on s
and r assure that there is an optimal (nonnegative) integer solution that decomposes into unit flows along directed cycles.
Each of these cycles, considered as a planar curve, is a cut that satisfies Definition 3, and collectively these cuts define a cut
cover C∗ for (V , E, F). Since the cost vector k is the edge incidence vector of a perfect matching, the optimal value of this
network circulation problem is equal to the weight m(C∗) of the cut cover C∗. Therefore, the following inequality follows
trivially from the definition of Cov(V , E, F):
Cov(V , E, F) ≤ m(C∗). (1)
Below is the linear programming dual of the network circulation problem. The vector x consists of slack variables introduced
in the set of constraints (2).
maximize 1Ty
subject to Uu−Ww − aα + x = k (2)
−u+ w + y = 0 (3)
x, y ≥ 0 (4)
where u, w, y ∈ RF , α ∈ R, and x ∈ RE . Let u, w, y, α, and x now denote the vectors of an optimal solution to this dual
problem. Then, by the strong duality of linear programming, we have
1Ty = m(C∗). (5)
Furthermore, the x and y components of this solution are also feasible for the Clar LP. This is provedbypremultiplying both
sides of constraints (2) by K , the node–edge incidencematrix of G. By Lemma 2, KU = R = KW . Thus, Ka = K(U−W )1 = 0
and rearranging terms gives
Kx+ R(u− w) = Kk = 1,
where the last equality follows because k is the edge incidence vector of a perfect matching. Using Eq. (3), we can substitute
y for (u− w) and obtain Kx+ Ry = 1, the equality constraints of the Clar LP.
Theorem 1 implies that Clar(V , E, F) equals the optimal value of the Clar LP. Since vectors x and y are feasible for the Clar
LP, it follows that
1Ty ≤ Clar(V , E, F). (6)
Combining Theorem 7 with Eqs. (1), (5) and (6) we obtain
1Ty ≤ Clar(V , E, F) ≤ Cov(V , E, F) ≤ m(C∗) = 1Ty,
which proves that Clar(V , E, F) = Cov(V , E, F). 
4. Final remarks
A consequence of Theorem1 is that the Clar number and a corresponding optimal solution can be computed in polynomial
time using linear programming methods. The results of this paper show that the Clar number and a minimum weight cut
cover can be found in polynomial time by solving a minimum cost network flow problem.
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