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The  construction  of distributed  algorithms  for matrix  computations  built  on  top  of distributed  data
aggregation  algorithms  with  randomized  communication  schedules  is  investigated.  For  this  purpose,
a  new  aggregation  algorithm  for  summing  or averaging  distributed  values,  the  push-ﬂow  algorithm,  is
developed,  which  achieves  superior  resilience  properties  with  respect  to failures  compared  to existing
aggregation  methods.  It is  illustrated  that  on  a hypercube  topology  it asymptotically  requires  the  same
number  of iterations  as the optimal  all-to-all  reduction  operation  and  that  it scales  well with  the  numbereywords:
istributed reduction operation
ush-ﬂow algorithm
istributed orthogonalization
of nodes.  Orthogonalization  is  studied  as a  prototypical  matrix  computation  task.  A new  fault  tolerant
distributed  orthogonalization  method  rdmGS,  which  can  produce  accurate  results  even  in the  presence
of  node  failures,  is  built  on  top  of  distributed  data aggregation  algorithms.
© 2013 Elsevier B.V. Open access under CC BY-NC-ND license.
istributed matrix computations
ault tolerant matrix computations
. Introduction
Algorithms for future large-scale computer systems have to be
esigned to provide resilience to various types of failures and to
equire less synchronization between nodes than state-of-the-art
arallel algorithms. The basic idea underlying this paper is to inves-
igate the construction of suitable distributed algorithms for matrix
omputations built on top of distributed data aggregation algorithms
DDAAs). DDAAs can be seen as distributed versions of all-to-all
eduction operations, in particular for summing or for averaging
he elements of a long vector distributed over many nodes. Conse-
uently, distributed versions of basically all types of Blas operations
an potentially be constructed based on DDAAs.
We ﬁrst evaluate the strengths and weaknesses of existing
istributed data aggregation algorithms. Then, we present the push-
ow algorithm,  a new DDAA which overcomes some drawbacks
f existing methods in terms of resilience. Finally, we show how
DAAs can be used as building blocks for developing a scalable
nd fault tolerant distributed orthogonalization/QR factorization
ethod as a prototypical matrix computation task.
.1. Problem settingWe  consider a large-scale computer system with N nodes
rranged in a ﬁxed (but otherwise arbitrary) topology as target
∗ Corresponding author. Tel.: +43 1 4277 78311; fax: +43 1 4277 878311.
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© 2013 Elsevier B.V. Open access under CC BY-NC-ND license.system for the computations. Every node knows which nodes are
its neighbors, but does not need to have any global information
about the network. Our focus is on distributed algorithms for such
large-scale systems. We  clearly distinguish distributed from parallel
algorithms. The latter are usually designed for small to medium-
sized static and reliable systems with regular and globally known
topology, where synchronized computation across nodes in the
network can be guaranteed. However, parallel algorithms have
major drawbacks in possibly decentralized large-scale systems
with arbitrary topologies and potentially unreliable components
(e.g., failing nodes or communication links), where synchroniza-
tion of the nodes may  be difﬁcult to achieve. Examples, where such
a setup is very common, are various problems arising in the anal-
ysis of large networks, such as community detection problems [1]
or temporally changing social networks [2,3], in particular, in cases
where no global view of the network is available.
In such situations, distributed algorithms provide much greater
ﬂexibility with respect to the hardware infrastructure than classi-
cal parallel algorithms. They neither rely on a ﬁxed communication
schedule nor on full synchronization across the nodes. Moreover,
they have the potential for producing meaningful results even in
the presence of link or node failures. More generally speaking,
distributed algorithms are attractive in all computations over large-
scale computing systems where (i) the nodes do not have complete
global information about the system, but predominantly only local
information about their neighborhood and/or (ii) the system may
change dynamically (e.g., due to hardware failures).
The algorithms we investigate are based on gossiping protocols.
Such algorithms are attractive in such situations, because due to
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heir randomized information exchange they do not require static
r reliable hardware infrastructure. If communication is restricted
o the local neighborhood of each node, the number of itera-
ions required tends to scale logarithmically with the number
f nodes in the system, which is asymptotically the same as in
ptimized all-to-all reduction operations. Moreover, due to their
terative structure they can deliver results at reduced accuracy lev-
ls for a communication cost which is proportional to the target
ccuracy.
.2. Related work
Approaches for achieving fault tolerance in parallel and dis-
ributed systems have been investigated at various levels. At the
PI  level, FT-MPI [4] provides interfaces for improving the fault
olerance of applications. It is designed to recover from link or
ode failures by continuing from consistent points which have to
e deﬁned by the application developer.
A standard approach at the parallel application level is coor-
inated checkpointing followed by rollback recovery in case of a
ailure. However, it has been shown that – depending on the
heckpointing interval [5] – the synchronization of the periodic
oordinated checkpointing limits application scalability, and for
arge systems a dominating fraction of the runtime tends to be
pent on checkpointing and restarting instead of advancing in
he application [6]. Moreover, for large-scale systems it can also
ecome expensive to provide sufﬁcient stable storage. Several
mprovements of coordinated checkpointing have been proposed.
lternatives focusing on storing the checkpoints more efﬁciently
re diskless checkpointing [7] and RAID-inspired checkpointing [8]
hich stores checkpoints redundantly across the nodes’ memory.
ncoordinated checkpointing [9] does not require the synchroniza-
ion of checkpointing procedures across the nodes and in case
f failure only the failed process needs to be restarted, not the
ntire application. However, the restart tends to be much more
omplex, since the failed processes need to ﬁnd a common check-
oint. Also, storage requirements tend to be much higher since
t is not clear which checkpoint will be required for restart. Dif-
erent approaches have been suggested to increase the interval
etween failures and thus to decrease the number of restarts.
he ﬁrst approach is called redundant computing.  Each process
s replicated across the system, and thus it can handle multi-
le failures without recovery overhead. An example is the rMPI
ibrary [10], where redundancy is used to increase the interval
etween failures and thus to reduce the overhead caused by storing
heckpoints and restarting the system. In [11] the advantages and
imitations of double and triple redundancy are discussed. Another
oncept called live migration [12] is a proactive approach, where
rocesses are migrated away from unhealthy nodes to healthy
odes.
On the lower level of distributed data aggregation algorithms
he algorithms discussed in this paper do not require any check-
ointing or redundant computing. On the higher level of distributed
atrix computations (in this paper, distributed QR factorization)
ur algorithms differ from the concept of checkpointing because
hey react to failures whenever they occur. They can be consid-
red a combination of a redundant computing and a live migration
pproach, without assuming common external storage or extra
ardware, though. Failed nodes do not have to be repaired or
eplaced, but the remaining nodes take over their responsibilities.
A purely algorithmic way of achieving fault tolerance for high
evel matrix operations is the technique of algorithm-based fault
olerance (ABFT) [13]. The basic idea of ABFT is to extend the input
atrices by checksums and to adapt the algorithms such that these
hecksums get updated correctly and can consequently be used
or detecting and recovering from errors. Classically, ABFT wasational Science 4 (2013) 480–488 481
designed for handling a prescribed amount of miscalculations with
a high probability [13], whereas more recently also fail-stop fail-
ures, where nodes entirely crash, were considered [14]. Besides
the extension to fail-stop failures there are also efforts into meth-
ods with ABFT which make use of the inherent redundancy of
the data distribution across the nodes to recover from failures,
which results in methods where only failure situations lead to an
overhead [15].
The available ABFT literature discusses speciﬁc numerical linear
algebra tasks, such as matrix–matrix multiplications, LU decom-
positions or iterative linear solvers, but does not consider the
elementary building blocks below the Blas-level. In contrast to
ABFT, our approach does not modify the linear algebra algo-
rithms themselves, but instead we focus on new distributed data
aggregation building blocks, which also improve the resilience
of the algorithms based on them. Our methods do not recover
by an explicit (deterministic) recovery step as in ABFT, but they
rather enter a “healing” phase once the next successful failure-
free iteration can be performed (e.g., after a previously failed
link has been re-established). At the distributed data aggregation
algorithms-level, the overhead for higher resilience in terms of
slower convergence and extra data transmission depends on the
failure type and is only incurred when a failure actually happens.
DDAAs and other simple distributed algorithms based on
randomized communication schedules have been discussed exten-
sively in the literature. Important examples are algorithms based on
gossiping (or epidemic) protocols [16,17]. In the basic approach each
node communicates with randomly chosen neighboring nodes [16].
In other variants the communication partners of a node are cho-
sen from the entire network regardless of the distance [18] or its
local value is broadcasted to all neighbors [19]. Most of the existing
work focuses on distributed algorithms for simple network opera-
tions, such as information dissemination (rumor mongering) [20],
aggregation [21], network organization (routing, load balancing,
etc.) [22], or computing separable functions [23].
For our objective, DDAAs for the distributed computation of
sums and averages, such as the push-sum algorithm [24], are most
relevant. The potential of DDAAs for providing a high degree of
resilience is mentioned in the literature at various places (see, e.g.,
[25]), but we  are not aware of any work which investigates the
challenges arising when trying to tap the full potential. Relevant
existing DDAAs are surveyed in Section 2.
Only recently, distributed algorithms for more complex matrix
computations based on DDAAs, such as the dmGS algorithm for
distributed QR factorization [26] or a distributed orthogonal iter-
ation method [27,28] (both based on the push-sum algorithm)
have been designed and compared with state-of-the-art parallel
algorithms.
1.3. Synopsis
When trying to construct fault tolerant distributed algorithms
for matrix computations based on sequences of DDAAs, resilience
aspects ﬁrst have to be addressed at the level of a single aggregation
algorithm. Consequently, in Section 2 we survey relevant exist-
ing DDAAs and discuss their strengths and weaknesses in terms
of fault tolerance. We  then focus on improving fault tolerance in
Section 3. We  present the new push-ﬂow algorithm, which has supe-
rior fault tolerance properties compared to existing distributed
data aggregation algorithms. As a prototypical example for matrix
computations based on DDAAs, we present the new distributed
orthogonalization algorithm rdmGS which is resilient to node fail-
ures. In Section 4, we discuss the scalability of selected DDAAs and
of distributed orthogonalization methods. Section 5 concludes the
paper.
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Table 1
Resilience properties of existing DDAAs.
Push-sum LiMoSense Flow updating
(F1)
√ √ √
(F2) –
√ √
(F3) –
√ √82 W.N. Gansterer et al. / Journal of C
. Aggregating distributed data
Over the last decade, several distributed data aggregation
lgorithms based on randomized communication schedules have
een proposed. Those methods were traditionally motivated by
etworks with unreliable communication links, which precludes
he usage of classical parallel algorithms with ﬁxed communi-
ation schedules. Recently, there are also efforts in introducing
elf-healing mechanisms into such algorithms. For a structured
iscussion of the differences between the various methods we dis-
inguish henceforth the following types of failures in the system
nder consideration. Note that we order the failure types according
o increasing difﬁculty for recovering from them at the algorithmic
evel.
F1) Reported temporary unavailability of links/nodes
F2) Unreported loss or corruption of a message
F3) Reported permanent node or link failures
F4) Unreported corruption of local data (e.g., bit ﬂip)
F5) Unreported permanent node failures
hile dealing with (F1) is generally easy for any randomized
ethod with ﬂexible communication schedules, the coverage of
F2)–(F5) is a lot harder since those failures usually introduce a
temporary) error from which the system has to recover properly.
n the case of (F5) one has to additionally deﬁne whether the initial
ata of a failed node should be included in the target aggregate or
ot, where the former is usually harder.
.1. Existing methods
A basic approach for the distributed computation of aggregates
s the push-sum algorithm [24] where each node i iteratively updates
 local vector vi := (si, wi). The si are initialized with the values xi
o be aggregated, and the wi are weights. The initial values of the
eights wi determines the type of aggregation operation: For com-
uting
∑N
i=1xi, all weights have to be either initialized identically to
i = 1/N, or to wi = 0 for all nodes except one with weight w0 = 1.
or computing the average
∑N
i=1xi/N,  all weights have to be ini-
ialized identically to wi = 1. By consecutively sending fractions of
he local vector vi to randomly chosen neighbors (which add the
eceived values to their local values), all local estimates si/wi con-
erge linearly either to the sum or to the average of the distributed
alues [24].
In [29] a more robust version of the push-sum algorithm, called
iMoSense, is derived by keeping a history (i. e., the sum) of sent and
eceived values along each communication link. By always sending
he full history the receiver of a message can easily tolerate missed
or wrong) values. To keep the steadily growing histories small, a
idirectional cancellation operation is proposed in [29].
A third approach is ﬂow updating [30]. The underlying idea is that
he nodes keep their initial values local and only share ﬂows with
heir neighbors. For each communication link, both attached nodes
aintain a ﬂow variable which represents the overall balance of
ommunicated local values along this link. For communicating local
alues along a link, the sender does not transmit the local values
irectly, but instead adds them to the corresponding ﬂow variable
nd transmits the ﬂow variable. The receiver updates its own ﬂow
ariable by the negated received ﬂow. Consequently, as in network
ow algorithms, the overall ﬂow across each link is zero (ﬂow con-
ervation) if no failures occur. This ﬂow conservation is the key idea
f this method for recovering from failures, since recovering from
 failure corresponds to (re-)establishing ﬂow conservation, which
s achieved after each successful communication across a link.(F4) – –
√
(F5) – – –
In ﬂow updating, a node locally approximates the aggregate by
ﬁrst subtracting the sum over all ﬂow variables it maintains from its
initial value and then averaging this local approximation and the
current local estimates of all its neighbors (which are exchanged
together with the ﬂows). However, it has some drawbacks in terms
of convergence speed and there is no formal analysis given in [30],
whereas for the push-sum algorithm [24] and for LiMoSense [29]
proofs of correctness and convergence (speed) have been given.
Table 1 summarizes which failure types the existing DDAA can
handle.
2.2. Strengths and weaknesses
Thanks to their randomized communication schedules, all these
methods will always produce at least approximate results even
if hardware failures occur. The important issue in this context is
mass conservation, which means that distributed data aggregation
algorithms converge to the true aggregate only if all of the initial
information is preserved over the whole aggregation process. Since
a change of mass (usually mass loss, but also an increase of mass
is theoretically possible, e.g., in the case of a bit ﬂip) always results
in a corresponding loss of achievable accuracy we are interested in
methods which are able to ensure mass conservation or can recover
from a change of mass even if failures of types (F2)–(F5) occur.
Note that strict mass conservation in the sense of a network-
wide invariant seems to be impossible under our assumptions since
the occurrence of (F2)–(F5) will generally result in mass loss. So the
methods we  aim for are designed for an autonomous full recovery
from mass loss, which we  denote as weak mass conservation since it
weakens the strict (theoretical) form of mass conservation. Accord-
ingly, those methods ensure strict mass conservation in failure-free
scenarios and weak mass conservation if failures occur, i. e., they
are able to recover from a change of mass by a proper self-healing
mechanism.
Although the push-sum algorithm is independent of the
availability of speciﬁc communication links, it has no built-in mech-
anism for mass conservation and therefore it cannot recover from
(F2)–(F5). LiMoSense can recover from (F2)–(F3) due to the redun-
dancy in keeping and sending complete histories (cf. [29]). Flow
updating does not (directly) rely on the transmission of redundant
messages and it can also handle (F4), because a local error like a
bit ﬂip in a ﬂow value is simply corrected by (re-)establishing a
valid ﬂow (cf. [30,31]). Since LiMoSense is a direct generalization of
the push-sum algorithm, it also delivers the same fast convergence
speed, as opposed to ﬂow updating, which showed an uncompeti-
tive convergence speed in our experiments (cf. Section 4.1).
To demonstrate the strength of the ﬂow concept, in Section 3.1
we introduce the push-ﬂow algorithm,  which fully exploits its
advantages while preserving the convergence speed of the push-
sum algorithm.
3. Improving resilienceIn the following, we  present two new distributed algorithms
which are more resilient than existing algorithms in terms of
the most challenging failure types (F3)–(F5). In Section 3.1, we
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Cig. 1. The push-ﬂow algorithm for the local computation of a global aggregate. Ni
enotes node i’s neighborhood.
oncentrate on a single instance of a distributed data aggregation
lgorithm and introduce the push-ﬂow algorithm,  which can recover
rom failure types (F1)–(F4). In Section 3.2 we turn our attention to
he level of complete matrix problems and introduce robust dmGS
or distributed QR factorization or orthogonalization which can
ecover from failure types (F1)–(F4), and in some scenarios even
rom failure type (F5).
.1. The push-ﬂow algorithm
Despite several drawbacks of the ﬂow updating algorithm in
erms of uncompetitive scalability and convergence speed (cf. Sec-
ion 4.1) as well as lack of formal analysis in [30], the principal
dea of keeping the initial mass locally and sharing ﬂows (instead
f mass) is promising and has several conceptual advantages over
eeping histories, as in LiMoSense. First, a valid ﬂow across a link
an be established from any direction, while in a history-based
pproach a speciﬁc direction is needed to tolerate failures like
F2). Second, in contrast to the steadily increasing history values,
ow variables remain bounded by deﬁnition. Third, ﬂow-based
pproaches achieve higher fault tolerance, since history-based
pproaches are limited to transmission related failures (F1)–(F3),
hereas a ﬂow-based approach can also recover from purely local
ailures of a node like (F4).
Motivated by this observation, we integrate the ﬂow concept
nto the push-sum algorithm by translating each transmission of
ass, i. e., the direct transmission of (fractions of) local values, into
 transmission of ﬂow in a similar way as it is done in the ﬂow
pdating method. The result is a variant of the push-sum algorithm,
hich is equivalent to the push-sum algorithm in the absence
f failures and exhibits improved resilience if failures occur. The
esulting push-ﬂow algorithm is shown in Fig. 1. Each node i main-
ains a two dimensional ﬂow vector fi,j for every neighbor j in its
eighborhood Ni whose elements can be interpreted as the balance
f mass which was communicated between nodes i and j. Moreover,
ach node i maintains a two dimensional vector vi = (xi, wi) which
ontains the local initial value xi and the local weight wi. The initial
alues for the local weights wi are the same as in the push-sum
lgorithm.At every point in time, the current local mass ei at a node i is (in
ontrast to ﬂow updating) computed as the difference between the
nitial vector vi and the sum over all ﬂows fi,j, i. e., ei = vi −
∑
j∈Ni fi,j .
onsequently, analogously to the push-sum algorithm, the localational Science 4 (2013) 480–488 483
estimate of the global aggregate can be computed by dividing the
ﬁrst component of the vector ei by its second component, i. e., by
forming ei(1)/ei(2).
It is easily veriﬁed that the push-ﬂow algorithm is essentially
equivalent to the push-sum algorithm in failure-free networks,
since for identical communication patterns both algorithms pro-
duce identical local estimates of the global aggregate. The
equivalence to push-sum also highlights that the local estimates
are not computed as average over the estimates of the neighboring
nodes like in ﬂow updating. Consequently, the push-ﬂow algo-
rithm preserves the fast convergence of the push-sum algorithm
and does not exhibit the disadvantages of ﬂow updating in terms
of convergence speed.
In the presence of failures, the push-ﬂow algorithm beneﬁts
from the resilience and self-healing capabilities inherent in the ﬂow
concept. In particular, recovery from failures (F3) can be achieved
if the neighbors of the failed node set the corresponding ﬂow vari-
ables to zero. Therefore, the push-ﬂow algorithm also excludes
the local data of a failed node from the ﬁnal aggregate similar to
the resilient methods discussed in Section 2. In the case of failures
(F4) where some local ﬂow values are corrupted, e.g., because of
a bit ﬂip, the nodes involved will recover the next time a correct
communication involving this variable happens, like in the case
of transmission related failures (F2). A full proof of correctness
and convergence of the push-ﬂow algorithm proceeds analogously
to the ones presented in [24,29] for the push-sum algorithm and
LiMoSense, respectively.
In conclusion, the push-ﬂow algorithm achieves the best
resilience among all existing DDAAs and preserves the convergence
speed of the push-sum algorithm.
3.2. Fault tolerant orthogonalization
The resilient DDAAs we  discussed so far handle permanently
failed nodes by excluding their local data from the ﬁnal aggregate
and thus no redundancy in storing the original data is required. In
situations where it is required that the original data of all nodes is
aggregated, redundancy in the original data has to be introduced.
The distributed orthogonalization of the columns of the matrix
A ∈ Rn×m over a system with N nodes is a prototypical example
where the loss of original data usually resulting from a per-
manent node failure cannot be tolerated. Distributed modiﬁed
Gram-Schmidt orthogonalization (dmGS) for computing the QR
decomposition A = QR with Q ∈ Rn×m and R ∈ Rm×m has been pre-
sented in [26]. It assumes that A is distributed row wise over the N
nodes. If a node permanently fails during the execution of dmGS,
its local part of A is also permanently lost and as a consequence it
becomes impossible to orthogonalize all original vectors. We  illus-
trate in the following how the resilience of this approach can be
improved by introducing redundancy in storing the original data.
We present robust dmGS (rdmGS, see Fig. 2), which produces a com-
plete and accurate QR factorization of A even if one or several nodes
fail during the computation.
3.2.1. Introducing redundancy
The pivotal idea of rdmGS is to maintain redundant copies of
all nodes’ relevant local data at more than one active node at all
times. By construction, dmGS automatically computes all entries of
R at all nodes of the system [26], and thus no speciﬁc measures are
needed for backing up data of R. Every node k is responsible for a
subset of the rows of A and for the parts of the corresponding rows
of Q which have been computed so far. We call this data node k’s
primary data. At every point in time, r − 1 backup copies of node k’s
primary data are stored on r − 1 distinct other active nodes which
act as backup nodes for node k. The parameter r is a measure for the
484 W.N. Gansterer et al. / Journal of Comput
Fig. 2. The rdmGS algorithm: Pk denotes the set of indices for rows of A and Q which
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Ire  primary data on node k. Bk denotes the set of indices for rows of A and Q which
re  backup data on node k. “DDAA(x)” denotes the execution of a distributed data
ggregation algorithm on the distributed vector x.
esilience as well as for the overhead of rdmGS. Larger r allows for
olerating more simultaneous node failures, albeit at higher cost.
Node k may  also act as a backup node for one or more other nodes
n the system. The corresponding local data at node k is called node
’s backup data. We  call a node k, which backs up node l’s data, l’s
uardian, and l in turn k’s protégé.
If node k fails, its primary data is still available on its r − 1
uardians. One of these guardians takes over the primary respon-
ibility for this data, and selects another active node (usually in its
eighborhood) to replace itself as guardian for the primary data of
he failed node k. As a result, again r copies of the data of the failed
ode k exist in the system.
In the process of local computation in each node not only the
rimary data is updated, but also all local backup data. Since the
ocal results of the DDAA are not necessarily identical over all nodes,
he r − 1 instances of backup data and the corresponding primary
ata may  differ slightly, but no extra data communication is needed
or the backup structure as long as no node failure occurs. Upon
ermination, node k considers only its primary data as part of the
nal result.
This concept operates successfully under the following assump-
ions: (i) the topology of the system stays connected despite all
ccurring node failures, (ii) a reliable and efﬁcient mechanism is
vailable for determining whether a node (usually in the neighbor-
ood) is alive (active) or not, and (iii)  in case of permanent failures
odes fail neatly,  i. e., if a node fails within the execution of a DDAA,
his failure has to be reported immediately, and the failing node i
as to send some of its local values at least to one of its neighbors
n order to ensure mass conservation..2.2. Ensuring mass conservation
The concrete resilience properties of the distributed orthogo-
alization method depend on the choice of the DDAA (cf. Table 1).
f the push-sum algorithm is used as a building block for rdmGS,ational Science 4 (2013) 480–488
reliable communication is required in order to ensure mass
conservation. Using the push-ﬂow algorithm as underlying aggre-
gation algorithm for rdmGS instead of the push-sum algorithm
allows for recovering from mass loss caused by temporary node
or link failures and thus increases the resilience of rdmGS to these
types of failures.
The weights wi play an important role, since their initial val-
ues determine the type of aggregation operation (cf. Section 2.1).
However, in the presence of node failures, both initialization vari-
ants for summing the local data across the nodes are unsuitable,
because the ﬁrst initialization variant depends on the system size
N, which will not remain constant, and because the second initial-
ization variant introduces a single point of failure (the node with
the initial value wi = 1). Consequently, in rdmGS we initialize all
wi = 1 such that the DDAA computes the average
∑N
i=1xi/N across
the system and we distribute the value N of the initial system size
to all nodes at the beginning of the algorithm. After termination of
each DDAA, each node scales its local result by N for computing the
sum from the average.
Beyond the resilience properties of the DDAA used, we need to
ensure that none of the original data gets lost when a node fails.
For that purpose, we  introduce virtual nodes.  Initially, the system
contains N active physical nodes, and each of them corresponds to
exactly one virtual node. Whenever a physical node l fails during
the computation, another active physical node k has to take over
all virtual nodes which physical node l was responsible for. Thus, if
node failures occur in the process of rdmGS, active physical nodes
take over responsibility for more than one virtual node. In order to
ensure mass conservation, the sum of the weights over all active
physical nodes needs to remain equal to the initial system size N.
In order to achieve this, the surviving node k from before needs to
increase its local weight by the weight of the failing node l (wk ←
wk + wl). The resulting mass conservation in the system guarantees
that the DDAA can converge to the average of the original values of
all N initially active nodes.
The resulting algorithmic structure of rdmGS is outlined in Fig. 2.
Each execution of a DDAA is preceded by a fail-checking phase,
where every node k checks whether all of its protégés and its
guardians are alive. If yes, node k can proceed. If no, the following
actions have to be taken: (i) If a protégé l of node k has failed, node
k has to take over primary responsibility for l’s data and l’s weight
has to be added to k’s local weight. Note that l’s local weight rep-
resents for how many virtual nodes the physical node l has been
responsible for. Moreover, all updates of local weight as well as the
updated primary data of node k (parts of A and Q) have to be sent
to k’s guardian. (ii) If a guardian l of node k has failed, node k has to
select a new guardian and send its local weight and primary data to
it for backup. Among other aspects, the selection process of a new
guardian should be inﬂuenced by the objective to balance the load
across the active nodes.
There are only two speciﬁc scenarios of node failures which
rdmGS cannot recover from, independently of which DDAA is used.
First, if a node k and all of its r − 1 guardians fail permanently before
even a single of these failures is detected, then rows of A and Q are
lost and cannot be recovered any more. Second, if a node k fails per-
manently after passing the fail-checks of all of its r − 1 guardians,
but before starting the next aggregation process, mass conserva-
tion is violated because k’s primary data is not used within that
aggregation process and k’s guardians are not aware of it. Note that
the probability for these two  scenarios to happen can be reduced
by increasing the overhead in terms of fail-checking frequency.3.2.3. Simulation results
In order to illustrate its properties, we  developed a simula-
tion model for the rdmGS algorithm with r = 2 (each node has one
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Fig. 3. Relative factorization error of rdmGS for  = 15 [s]. “no full result” refers to
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Fig. 5. Orthogonality of rdmGS for  = 15 [s]. “no full result” refers to scenarios whereailures (within the call of a DDAA) causes the complete loss of information and
hus an incomplete result.
uardian) in the ns-3 network simulator [32]. Simulation results are
hown for orthogonalizing a 512 × 32 matrix on an asynchronous
ired network of 512 nodes arranged in a nine-dimensional hyper-
ube. The times until failure of a node are exponentially distributed
ith mean , and nodes fail neatly (cf. Section 3.2.1). As distributed
ata aggregation algorithm we used the push-sum algorithm. A
etailed comparison of push-sum algorithm and push-ﬂow algo-
ithm as building block for rdmGS is work in progress. We  varied
he maximum numbers tmax of iterations per push-sum algorithm.
or a given , most values tmax ∈ [300 : 50 : 600] have been simu-
ated 100 times with different initializations of the random number
enerator, but with the same underlying topology.
In Fig. 3, the accuracy of rdmGS in terms of the relative factor-
zation error ||A − QR||F/||A||F is illustrated for  = 15 [s].
With this value of , between 50 and 150 of the 512 nodes failed
er simulation run, on average 94.95 over all values of tmax. The
verage number of failed nodes per simulation run increases with
he value of tmax. For tmax = 300 it is around 65, for tmax = 450 around
5, and for tmax = 600 over 120 (see Fig. 4).
Fig. 3 illustrates that for small tmax the low accuracy of each
ush-sum algorithm leads to low accuracy of rdmGS. As tmax
ncreases, the factorization error decreases and machine precision
s reached in almost all runs for tmax = 550. However, larger tmax
eads to longer runtimes and thus also to a higher chance of node
ailure constellations which rdmGS cannot recover from (cf. Sec-
ion 3.2.2). Consequently, the fraction of simulation runs where
dmGS does not produce the full matrix Q due to node failures tends
o grow with tmax.
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ig. 4. Average number of node failures per simulation for  = 15 [s] and different
max. Averaged over all simulation runs and all tmax, 95.13 of the 512 nodes failed
er simulation run.failure of a node and its backup node between checks for node failures (within the
call  of a DDAA) causes the complete loss of information and thus an incomplete
result.
We observe a similar behavior for the orthogonality of Q, mea-
sured in terms of ||I − QQ ||F/
√
m in Fig. 5: it gets better for larger
tmax, but also the chance increases that rdmGS does not produce
the full matrix Q due to node failure constellations which it cannot
recover from.
Summarizing, Figs. 3 and 5 illustrate that there is a certain range
of tmax where factorization accuracy and orthogonality achieved
by rdmGS are excellent and in most cases the rdmGS algorithm
recovers successfully from the node failures. For the simulation
setup considered this range is around tmax = 550.
4. Scalability
In this section, we discuss the scalability of the methods we
developed in this paper. For distributed data aggregation algo-
rithms, scalability in terms of number of nodes corresponds to
scalability in terms of problem size, since data from all nodes is
aggregated. For the distributed orthogonalization method these
two aspects need to be considered separately, though.
4.1. Distributed data aggregation algorithms
In a failure-free environment, the push-sum and the push-ﬂow
algorithm require O(log N + log −1) iterations for approximating
the true aggregate with an error below  at each node if every
node can communicate with any other node in the system [24].
More generally, the convergence speed of gossip-based algorithms
also depends on properties of the communication graph, such as
diameter or expansion (cf. [33]).
Although a higher node degree leads to faster convergence, it
may  have drawbacks in terms of resilience: If a temporary failure
occurs, mass conservation is violated. DDAAs based on ﬂows (see
Section 2) in principle have the ability to recover from this violation
of mass conservation at the time of the next failure-free commu-
nication along the link which was affected by the failure. Since in
gossiping algorithms nodes choose their communication partners
randomly (usually uniformly), a higher node degree increases the
expected time until recovery from a failure. Therefore, in order
to combine fast convergence with quick recovery from a viola-
tion of mass conservation, the communication graph should have
small node degrees but good expansion properties. Examples of
topologies with these properties are k-ary n-cubes which are often
referred to as nD torus (with k nodes per edge). Besides com-
monly used topologies such as 3D tori, we consider in the following
also hypercubes because of their interesting properties. Gener-
ally speaking, an nD torus with k nodes per edge consists of kn
nodes, has a node degree of 2n and a diameter of nk/2. Accord-
ing to these properties we see that diameter and node degree are
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ntagonists in the case of n-ary k-cubes, i. e., for a ﬁxed number of
odes we can either aim for a small node degree (by decreasing
) for better fault tolerance or for a small diameter (by increas-
ng n) for faster convergence. As we will see in the following, the
oncrete values of n and k have a major impact on the achieved
erformance.
For arbitrary ﬁxed topologies, a theoretical framework for ana-
yzing distributed aggregation algorithms has been developed in
16]. It has also been shown there how to derive algorithms with
ptimal convergence speed for arbitrary topologies. While those
lgorithms are not prepared to deal with failures (F2)–(F5) it is
nteresting to observe that for communication graphs with good
xpansion the number of iterations required for convergence is
till O(log N + log −1) [16]. Since hypercube topologies and other
losely related cube-like topologies have good expansion prop-
rties, this result actually shows that on communication graphs
hich allow for fast reduction operations, randomized approaches
cale asymptotically equally well as all-to-all reduction operations.
In the following ﬁgures, all data points shown are averages over
00 simulation runs in order to capture the randomized nature
f the algorithms investigated. Fig. 6 illustrates simulation results
f the scaling behavior (number of iterations required to reach
achine precision for averaging) for increasing number of nodes of
he distributed data aggregation algorithms discussed in Sections 2
nd 3.1 on a system without failures.
Note that without failures, the push-sum algorithm, LiMoSense
nd our new push-ﬂow algorithm are basically equivalent and thus
heir scaling behavior is identical. These three algorithms clearly
cale better than the ﬂow updating algorithm. Besides the theoret-
cally predicted O(log N) behavior if every node can communicate
ith any other node, we also see that even on the weaker connected
ypercube topology the asymptotic behavior of the push-ﬂow algo-
ithm is the same as for the optimal all-to-all reduction operation,
nd the concrete number of iterations required only differs by a
odest factor. In contrast to that, we observe a worse scaling for
he 3D and 6D torus because of their weaker connectivity. In case
f an nD torus we choose in general the number of nodes per edge
s a power of two and we keep the number of nodes along the dif-
erent dimensions as equal as possible. E.g., in the case of a 3D torus
nd N = 27 we consider a 23 × 22 × 22 torus. This speciﬁc choice
lso explains the “staircase” behavior of the number of iterationsobserved in Fig. 6, since the edge with the highest number of nodes
determines the overall convergence speed.
Fig. 7 illustrates the increase in the number of iterations required
by LiMoSense and the push-ﬂow algorithm with increasing node
failure rate for different system sizes (numbers of nodes).
We see that the push-ﬂow algorithm always requires fewer iter-
ations for convergence than LiMoSense. Compared to a failure free
environment, (i) for small systems, the push-ﬂow algorithm hardly
experiences any increase in the number of iterations, and (ii) for
larger systems, the increase in the number of iterations tends to
be very modest for low and medium failure rates and grows up
to a factor of four for the push-ﬂow algorithm for high failure
rates. The node counts were chosen in order to allow for a rough
comparison with an experimental case study for the overhead of
checkpointing and restarting given in [6]: In that case study, the
overhead of checkpointing and restarting was larger than a factor of
two for 216 ≈ 65 000 nodes, which corresponds to failure probabili-
ties higher than 2−7 for the push-ﬂow algorithm. For 218 ≈ 260 000
nodes, the overhead of checkpointing and restarting in the case
study presented in [6] was larger than a factor of eight, which
corresponds to very high failure probabilities above 2−3 for the
push-ﬂow algorithm. This indicates a faster growth of the overhead
caused by checkpointing and restarting.
While we studied in Fig. 7 the performance of different algo-
rithms with increasing failure rate on a constant (hypercube)
topology we  consider in contrast to that in Fig. 8 only the push-
ﬂow algorithm and vary the topologies instead. More speciﬁcally,
we report the number of iterations needed for convergence on a 3D,
6D and 9D (twisted) torus relative to the iterations needed on the
18D hypercube. For the 3D, 6D and 9D torus we observe exactly the
behavior expected from theory that a lower dimensionality (node
degree) leads to better fault tolerance properties but also to a slower
convergence. For the twisted versions of the considered tori (the
twists are shifted by half of the number of nodes on the edge) we
also observe the expected slight improvements in terms of conver-
gence speed and we even see that on the 9D twisted torus a higher
performance is achieved than on the 18D hypercube.
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.2. Distributed orthogonalization
The scalability of rdmGS with the number of nodes is deter-
ined by the scalability of the speciﬁc DDAA used, because
ll interaction with other nodes is concentrated in the data
ggregation. As shown before, if it is based on the push-sum algo-
ithm or on the push-ﬂow algorithm, the number of iterations
eeded on many topologies will grow like O(log N), which is the
ame asymptotic behavior as parallel all-to-all reduction opera-
ions.
In terms of scalability with the problem size, we note the fol-
owing: Increasing n for ﬁxed N scales well and even improves
ccuracy, because it increases the local computation and does not
ffect the computation cost. In the version of rdmGS described in
his paper, the number of DDAAs invoked grows quadratically with
, which can become a limiting factor for large m. However, we
re currently developing an improvement of the underlying dmGS
lgorithm which requires only O(m)  DDAAs [28] and thus further
mproves scalability in this respect.
. Summary and conclusions
We  have shown that distributed algorithms based on random-
zed communication schedules can be very attractive for potentially
nreliable or unstable large-scale systems, in particular in terms of
ault tolerance and resilience. We  have presented the new push-
ow algorithm for distributed computation of sums or averages,
hich has better resilience properties than existing distributed
ata aggregation algorithms. Moreover, we have developed the
istributed orthogonalization method rdmGS on top of distributed
ata aggregation algorithms, which is very resilient to various types
f failures and capable of producing fully accurate results even if
everal nodes fail permanently. Simulation experiments showed
hat even when 30% of the nodes of the system fail on average,
dmGS produces results accurate to machine precision in at least
8% of the simulation runs.
Investigation of remaining questions in terms of the poten-
ial of these new randomized algorithms for high performance
equirements as well as a quantitative investigation of the
[ational Science 4 (2013) 480–488 487
inﬂuence of asynchrony on their performance is work in
progress.
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