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Anisotropic spin relaxation in quantum dots
O. Olendski and T. V. Shahbazyan
Department of Physics, Jackson State University, Jackson, Mississippi 39217, USA
We study theoretically phonon-assisted spin relaxation of an electron confined in an elliptical quan-
tum dot (QD) subjected to a tilted magnetic field. In the presence of both Rashba and Dresselhaus
spin-orbit terms, the relaxation rate is anisotropic with respect to the in-plane field orientation.
This anisotropy originates from the interference, at nonzero tilt angle, between the two spin-orbit
terms. We show that, in a narrow range of magnetic field orientations, the relaxation rate exhibits
anomalous sensitivity to variations of the QD parameters. In this range, the relative change in
the relaxation rate with in-plane field orientation is determined solely by the spin-orbit coupling
strengths and by the dot geometry. This allows simultaneous determination of both Rashba and
Dresselhaus coupling parameters and the dot ellipticity from analysis of the angular dependence of
the relaxation rate.
I. INTRODUCTION
Spin relaxation in semiconductor quantum dots (QDs)
has recently attracted intense interest because of the
possible use of the electron spin as a qubit.1 Quan-
tization of orbital states in a QD due to the zero-
dimensional (0D) confinement leads to the suppression of
traditional spin-relaxation mechanisms (e.g., D’yakonov-
Perel) that are dominant in continuous systems. Indeed,
recent experiments on GaAs QDs in a magnetic field B
have revealed extremely long spin-relaxation times (up
to T1 = 170 ms at B ≃ 1.75 T).2,3,4,5,6,7,8 For mod-
erate and high fields (B > 1 T), spin relaxation in
QDs is dominated by phonon-assisted electronic transi-
tions between Zeeman-split levels due to spin-orbit (SO)
coupling.9,10,11,12,13,14,15,16 There are two distinct types
of SO couplings, one originating from bulk inversion
asymmetry (Dresselhaus coupling) and the other from
structural inversion asymmetry along the growth direc-
tion (Rashba coupling), that cause the admixture of or-
bital states with opposite spins.17 In the case of circular
QDs in a perpendicular magnetic field, the Rashba and
Dresselhaus terms mix different pairs of levels, and can,
in principle, be distinguished if one such pair provides
the dominant relaxation channel. This is the case, for
example, when adjacent orbital levels, coupled via the
Rashba term, are brought into resonance with changing
magnetic field.12 However, in more realistic situations,
deformations of the QD shape strongly alter the elec-
tronic spectrum18 and, in general, the effects of the two
SO contributions are not separable.19
An important distinction between the Rashba and
Dresselhaus terms is their different symmetry proper-
ties. The former, described by the Hamiltonian HˆR =
αR
(
σxpiy − σypix
)
, possesses an in-plane rotational sym-
metry, while the latter, HˆD = αD
(
σxpix − σypiy
)
, does
not.17 Here pi = −i∇ + eA, A being the vector poten-
tial, σ is the Pauli matrix vector, and αR (αD) is Rashba
(Dresselhaus) coupling constant (we set h¯ = 1). This
lack of rotational invariance for HˆD leads to an in-plane
momentum azimuthal anisotropy in the presence of both
SO terms that was recently reported in transport exper-
iments in quantum wells.20,21 In a magnetic field, the
anisotropy arises due to the interference between Rashba
and Dresselhaus terms in the matrix elements22 in the
presence of an in-plane field component. In QDs, this
anisotropy reveals itself as a modulation of the spin re-
laxation rate for different orientations of the in-plane
field.11,14,15,16
Here we study the spin relaxation between Zeeman-
split levels in elliptical QDs in a tilted magnetic field. We
demonstrate that the interplay between SO interactions
and QD geometry leads to dramatic changes in the relax-
ation rate in a certain range of field orientations for which
Rashba and Dresselhaus contributions undergo destruc-
tive interference. Furthermore, in the vicinity of level an-
ticrossings (see Fig. 1), the SO contribution to the relax-
ation rate factors out from the phonon one. This allows
simultaneous determination of the parameters for both
SO interactions and QD geometry from the azimuthal
anisotropy of the differential (with respect to angle) re-
laxation rate.
The paper is organized as follows. In Section II we de-
rive electronic spectrum of elliptical QD in a tilted mag-
netic field with both Rashba and Dresselhaus SO terms
included. In Section III the spin relaxation rate between
lowest levels is evaluated. Numerical results for GaAs
dots are presented in Section IV.
II. SPIN-ORBIT COUPLING AND ELECTRON
STATES IN ELLIPTICAL QD IN TILTED
MAGNETIC FIELD
We start with the electronic spectrum in an elliptical
QD in the presence of SO interactions subjected to a
tilted magnetic field
B = B⊥ +B|| = B
(
xˆ sin θ cosϕ+ yˆ sin θ sinϕ+ zˆ cos θ
)
,
(1)
where θ and ϕ are the tilt and azimuthal angles, re-
spectively. The system is described by the Hamiltonian
Hˆ = Hˆ0 + HˆSO + HˆZ , where Hˆ0 = pi
2/2m + Vc is the
Hamiltonian of a 2D electron confined by the parabolic
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FIG. 1: (Color online) (a) Energy levels and (b) relaxation
rates Γ12 and Γ13 for circular (dashed line) and elliptical
(solid line) QDs vs. in-plane field component B||. Arrows
in panel (a) indicate relevant transitions, and circles indicate
resonance regions.
potential
Vc = m
(
ω2xx
2 + ω2yy
2
)
/2, (2)
ωx and ωy being the frequencies of the QD in-plane po-
tential, HˆSO = HˆR + HˆD is the SO term, and HˆZ =
1
2g
∗µBσ · B is the Zeeman term (m, g∗ and µB stand
for the electron effective mass, g factor and Bohr mag-
neton). For sufficiently strong 2D confinement, the or-
bital effect of the in-plane field can be neglected and Hˆ0
depends only on the perpendicular field component via
A = B⊥2
(−y, x, 0) (in symmetrical gauge). Using the
transformation
pix = a1P1 − a2P2, piy = −mω1b1Q1 +mω2b2Q2
x = a1Q1 − a2Q2, y = b1
mω1
P1 − b2
mω2
P2, (3)
Pj and Qj (j = 1, 2) being canonical momenta and
coordinates, the Hamiltonian Hˆ0 can be brought to
the canonical form of two uncoupled oscillators with
frequencies23
ω1,2 =
1
2
[√(
ωx + ωy
)2
+ ω2c ±
√(
ωx − ωy
)2
+ ω2c
]
,
(4)
where ωc = eB⊥
/
m is the cyclotron frequency and the
coefficients aj and bj are given by
aj = ωcωj/Dj , bj =
(
ω2x − ω2j
)
/Dj (5)
with Dj =
[(
ω2x−ω2j
)2
+ω2xω
2
c
]1/2
. In the absence of SO
coupling, the spectrum represents two ladders of equidis-
tant levels (for each spin projection) with energies
E
(0)
n1n2± =
(
n1 + 1
/
2
)
ω1 +
(
n2 + 1
/
2
)
ω2 ± ωZ , (6)
where ωZ =
1
2g
∗µBB is the Zeeman energy.
The SO term HˆSO = HˆD + HˆR causes an admixture
of the oscillator states |n1n2〉± with different orbital (nj)
and spin (±) quantum numbers. In a titled field, the
calculation of the SO matrix elements is carried out in
two steps (see Appendix A). First, the spin operators
σ in HˆSO are rotated in spin space to align the spin-
quantization axis along the total field B. Second, the or-
bital operators pi in HˆSO are expressed via new canonical
variables Pj , Qj . The expressions for the general matrix
elements are provided in Appendix A; for the lowest ad-
jacent levels with opposite spins corresponding to the ω2
ladder, they have the form
±〈01
∣∣HˆSO∣∣00〉∓
=
αR
l2
√
2
[(
b2 cos θ ± a2
)
cosϕ+ i
(
a2 cos θ ± b2
)
sinϕ
]
− iαD
l2
√
2
[(
a2 cos θ ∓ b2
)
cosϕ− i(b2 cos θ ∓ a2) sinϕ], (7)
where lj = (mωj)
−1/2. These matrix elements explicitly
depend on the tilt, θ, and azimuthal, ϕ, angles as well as
on the QD geometry encoded in the coefficients aj , bj . In
general, the magnitude of SO coupling is small compared
to the level separation, α
/
lj ≪ ωj , and, accordingly, the
SO-induced level admixture is weak. However, the level
mixing gets strongly enhanced near the resonance, i.e.,
when the spacing between adjacent levels is of the order
of the SO energy: ω2 − ωZ ∼ αR,D/l2 (see Fig. 1). This
can be achieved, e.g., by varying the Zeeman energy with
the tilt angle θ. The corresponding anticrossing gap,
∆ = 2
∣∣
+〈01
∣∣HˆSO∣∣00〉−∣∣, (8)
is evaluated from Eq. (7) as
∆2=
α2R
l22
[(
b2 cos θ + a2
)2
cos2 ϕ+
(
b2 + a2 cos θ
)2
sin2 ϕ
]
+
α2D
l22
[(
b2 cos θ − a2
)2
sin2 ϕ+
(
b2 − a2 cos θ
)2
cos2 ϕ
]
+
αRαD
l22
(
a22 + b
2
2
)
sin2 θ sin 2ϕ. (9)
The gap magnitude is governed by the angle-dependent
interference between Rashba and Dresselhaus terms. Im-
portantly, in elliptical QDs, such interference depends on
the dot geometry via the coefficients aj , bj .
Thus, near the resonance, ω2 − ωZ ∼ ∆, the energies
of the lowest excited states,
E2,3 = ω2 ∓ 1
2
√
(ω2 − ωZ)2 +∆2, (10)
acquire a strong angular dependence. At the same time,
the phonon-assisted transitions between these states |j〉
(j = 2, 3) and the ground state |1〉 are enhanced due
to the strong admixture of constituent orbital levels
(see Fig. 1). As a result, the spin relaxation becomes
3anisotropic with respect to the in-plane field orientation
ϕ. As we show below, the relaxation exhibits anomalous
sensitivity of to the system parameters in a narrow range
of ϕ where the SO terms interfere destructively.
III. PHONON-ASSISTED SPIN RELAXATION
The transition rate between state |j〉 and the ground
state |1〉 is given by
Γ1j = 2pi
∑
Qλ
|〈1|Uλ|j〉|2δ
(
E1 − Ej + ωQλ
)
, (11)
where the sum runs over acoustic phonon modes λ with
dispersion ωQλ = cλQ, cλ being the sound velocity, and
3D momenta Q = (q, qz). The transition matrix element
is a product of phonon and electron contributions,
〈1|Uλ|j〉 =Mλ(Q)〈1|eiQR|j〉, (12)
where the phonon part,
Mλ(Q) = Λλ(Q) + iΞλ(Q), (13)
includes piezoelectric, Λλ, and deformation, Ξλ,
contributions.24 In the numerical calculations below, we
include both longitudinal and two transverse piezoelec-
tric acoustical modes. The details can be found in Ap-
pendix B. The electron matrix element can, in turn, be
decomposed into a product of transverse and in-plane
contributions,
〈1|eiQR|j〉 = fz(qz)f1j(q). (14)
The transverse contribution fz(qz) is determined by the
2D confinement, assumed parabolic below, while the in-
plane contribution f1j(q) is evaluated as follows.
Not too far from the resonance region,
∣∣ω2−ωZ
ω2+ωZ
∣∣ ≪ 1,
it is sufficient to restrict calculations to the lowest four
levels of the ω2 ladder. The states |2〉 and |3〉, corre-
sponding to the anticrossing levels, are superpositions of
unperturbed states,
|j〉 = d(j)00−|00〉− + d(j)01+|01〉+, (15)
while the ground state acquires a small admixture from
the upper orbital of opposite spin,∣∣1〉 = d(1)00+∣∣00〉+ + d(1)01−∣∣01〉−. (16)
The coefficients d are obtained as
d
(3)
01+ = d
(2)
00− =
(
1 + e−2β
)−1/2
,
d
(3)
00− = −d(2)∗01+ = eiη
(
1 + e2β
)−1/2
,
d
(1)
00+ =
(
1 + ξ2
)−1/2
, d
(1)
01− = ξ
∗(1 + ξ2)−1/2, (17)
where
ξ =
−
〈
01
∣∣HˆSO∣∣00〉+
ω2 + ωZ
∼ αR,D
l2(ω2 + ωZ)
(18)
is the ratio of SO and orbital energies, while η =
arg
(
+〈01
∣∣HˆSO∣∣00〉−) is the phase of the SO matrix el-
ement. The parameter β characterizes the proximity to
the resonance:
sinhβ = (ω2 − ωZ)/∆ (19)
is the detuning in units of the anticrossing gap. In
deriving Eqs. (17), we neglected higher-order terms in
the SO coupling suppressed by the additional factor∣∣ξ∣∣ ≪ 1. In the resonance region β ∼ 1, the coefficients
d(2) ∼ d(3) ∼ 1, i.e., the levels 2 and 3 are well hybridized.
Away from the resonance, ∆ ≪ |ω2 − ωZ | ≪ (ω2 + ωZ),
corresponding to |β| ≫ 1, the eigenstates 2 and 3 are
mainly determined by the unperturbed states |00〉− and
|01〉+ (and vice versa) to the left (right) from the reso-
nance region.
In terms of the coefficients d, the 2D matrix element
takes the form
f1j(q) = d
(1)
01−d
(j)∗
00−f0001(q) + d
(1)
00+d
(j)∗
01+f0100(q), (20)
with fm′n′mn = 〈m′n′|eiqr|mn〉. The relevant elements
are (see Appendix C)
f0001 = f
∗
0100 =
il2q√
2
e−(a
2
1
l2
1
+a2
2
l2
2
)q2/4(−a2 cosφ+ib2 sinφ),
(21)
with φ = arg(q). We then obtain
f1j = − il2q√
2
e−(a
2
1
l2
1
+a2
2
l2
2
)q2/4
[
F
(j)
1 e
−iφ + F (j)2 e
iφ
]
, (22)
where
F
(j)
1 =
1
2
[
(a2 + b2)d
(j)
01+d
(1)∗
00+ + (a2 − b2)d(j)00−d(1)
∗
01−
]
,
F
(j)
2 =
1
2
[
(a2 − b2)d(j)01+d(1)
∗
00+ + (a2 + b2)d
(j)
00−d
(1)∗
01−
]
. (23)
Substituting Eq. (22) into the full transition matrix ele-
ment,
〈1|Uλ|j〉 =Mλ(Q)fz(qz)f1j(q), (24)
the scattering rate Γ1j is obtained by summing up over
phonon modes in a standard manner9,10,11,12,13 (see Ap-
pendix B). The result is the product
Γ1j = G1j
(
ϕ
)
Wj , j = 2, 3 (25)
where the geometric factor
G1j =
∣∣F (j)1 ∣∣2 + ∣∣F (j)2 ∣∣2 (26)
is determined only by the SO-induced admixture of elec-
tronic states, encoded in the coefficients d, while the
phonon factor Wj describes the probability of phonon-
assisted transitions between levels separated by energy
Ej − E1 (see Appendix B). Note that Wj are nearly in-
dependent of the SO coupling; in the resonance region,
4the SO contribution to Wj is ∼ ξ2 ≪ 1 and can be ne-
glected.
Thus, near the resonance, the dependence of scattering
rate Γ on the SO parameters and, accordingly, on the az-
imuthal angle ϕ, comes only through the geometric factor
G1j . Remarkably, this factor can be extracted directly
from the experimental data via the differential relaxation
rate normalized to its value at some angle (e.g., ϕ = 0):
∆Γj
Γ
=
Γ1j
(
ϕ
)− Γ1j(0)
Γ1j
(
0
) = G1j
(
ϕ
)−G1j(0)
G1j
(
0
) , (27)
where the r.h.s. is independent of the phonon contribu-
tion.
IV. DISCUSSION AND NUMERICAL RESULTS
Below we present our numerical results for spin re-
laxation rates in a GaAs QD. Calculations were per-
formed for a parabolic confining potential with ωx = 2
meV and ωy = 1.33 meV, corresponding to the elliptic-
ity ωx
/
ωy = 3
/
2. For comparison, results for the circular
QD (ωx = ωy = 2 meV) are presented too. We choose the
parabolic transverse confinement with lz = 4 nm. The
values of the SO constants, if not specified otherwise, in
GaAs were taken as αR = 5 meVA˚ and αD = 16.25
meVA˚, while the phonon parameters were taken from
Ref. 24 (see Appendix B).
In Fig. 1 we plot the lowest energy levels and relaxation
rates for both circular and elliptical QDs as a function of
the in-plane field B|| at fixed B⊥ = 6.0 T and ϕ = 0. For
chosen parameters, the level anticrossings at ω2 = ωZ , in-
dicated by circled regions, for elliptical QDs are achieved
at lower B|| due to a weaker confinement along the y
axis [see Fig. 1(a)]. The relaxation rates Γ12 and Γ13 are
plotted in Fig. 1(b). The sharp increase in Γ12 (Γ13) is
caused by a stronger SO-induced admixture of the
∣∣00〉−
and
∣∣01〉
+
states as one approaches to the resonance from
the left (right). To the right of the resonance (ωZ > ω2),
Γ12 is dominated by the orbital transition between states∣∣00〉
+
and
∣∣01〉
+
; so is Γ13 to the left of the resonance
(ωZ < ω2). The flat B|| dependence in these regions is
because in a narrow 2D layer the orbital wave functions
depend only on B⊥. Apart from the magnitude of Γ, the
overall behavior is similar for circular and elliptical QDs.
In Fig. 2, we plot the relaxation rate Γ12 as a function
of in-plane field orientation ϕ at several values of its mag-
nitude B|| in the resonance region. A strong azimuthal
anisotropy is apparent: at certain angles, Γ12 reaches
minima that turn into maxima as B|| sweeps through the
resonance. For a circular QD, the extrema of Γ12 occur
at ϕ = ±pi/4 regardless of the values of αR and αD [see
Fig. 2(a)]. This anisotropy originates from the angular
dependence of the anticrossing gap ∆
(
ϕ
)
. Indeed, in the
resonance region, |ω2 − ωZ |
/
∆ ∼ 1, the SO contribution
0
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FIG. 2: (Color online) Angular dependence of the relaxation
rate Γ12 for (a) circular and (b) elliptical QDs for B⊥ = 6.0
T and several values of B||.
to Γ12 takes the simple form
G12
(
ϕ
)
=
(
a22 + b
2
2
)(
1− ω2 − ωZ[
∆2 +
(
ω2 − ωZ
)2]1/2
)
. (28)
For a circular QD, the expression (9) for the gap simplifies
to11,22
∆2 =
ω2
Ω
(
λ2D + λ
2
R + 2λDλR sin 2ϕ
)
(29)
with λD = αD sin
2(θ/2)/l2 and λR = αR sin
2(θ/2)/l2,
so the extrema of ∆ at ϕ = ±pi/4 translate into the
extrema of G. In contrast, in elliptical QDs, the angular
dependence of Γ depends on the system parameters [see
Fig. 2(b)]. The additional asymmetry introduced by the
QD ellipticity modifies the interference between Rashba
and Dresselhaus terms and shifts the extrema away from
±pi/4. The extrema of ∆, Eq. (9), now depend on both
the QD ellipticity and the SO parameters, and occur at
tan 2ϕe = −2 αRαD
α2R − α2D
a22 + b
2
2
a22 − b22
. (30)
For the parameters of Fig. 2(b), ϕe = 106
o.
Such interplay between QD geometry and SO interac-
tions suggests a way to simultaneously determine both SO
couplings and QD ellipticity from the measured angular
dependence of the differential relaxation rate ∆Γ/Γ, Eq.
(27). In the resonance region, the phonon contribution
Wj drops out, as does the prefactor in Eq. (28), so ∆Γ/Γ
is determined solely by the anticrossing gap ∆(ϕ, ωx, ωy).
The angular dependence of ∆Γ
/
Γ is shown in Fig. 3 for
several values of Rashba coupling αR which can be var-
ied, e.g., with an external electric field.17 For a circular
QD, change in αR does not affect the minima positions
at ϕ = −pi/4, as discussed above; however, the modula-
tion depth varies strongly [see Fig. 3(a)]. Note that the
αR dependence is nonmonotonic; the deepest minimum
occurs for the almost complete destructive interference of
the SO terms at αR
/
αD ≈ tan2(θ/2).
Deviations from circular QD shape give rise to angu-
lar dispersion of spin relaxation in the parameter space.
For elliptical QDs, variations of αR shift the minima po-
sitions of ∆Γ
/
Γ [see Fig. 3(b)]. In fact, the sensitiv-
ity of ∆Γ
/
Γ to the system parameters is drastically en-
hanced for ϕ in the vicinity of the critical angles ϕe, Eq.
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FIG. 3: (Color online) Angular dependence of the differential
relaxation rates for (a) circular and (b) elliptical QDs for sev-
eral values of the coefficients αR at B⊥ = 6.0 T and B|| = 13.2
T (a) and B|| = 7.7 T (b).
(30), for which the destructive interference between the
Rashba and Dresselhaus terms is strongest. Thus, a scan
of the angular dependence of the experimental differen-
tial relaxation rate in this narrow domain would enable
an unambiguous extraction of both SO and QD geometry
parameters.
V. CONCLUSION
In summary, we proposed a method for simultane-
ous extraction of both the spin-orbit constants as well
as the quantum dot shape from the angular anisotropy
of the differential spin relaxation rate in a tilted field.
The underlying mechanism is based upon the enhanced
sensitivity of phonon-assisted spin-flip transitions to the
system parameters in the vicinity of level anticrossings.
This sensitivity arises from destructive interference be-
tween the SO terms in a narrow domain of in-plane field
orientations in the presence of asymmetric confinement.
Note that such interplay between SO interactions and
QD geometry cannot be captured by simplified descrip-
tions of elliptical QDs using circular QDs with effective
parameters.2
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APPENDIX A: SPIN-ORBIT MATRIX
ELEMENTS IN TILTED FIELD
Here we describe calculation of the SO matrix elements
in elliptical QD in tilted magnetic field. It is convenient
to work in the basis in which Zeeman term is diagonal.
Therefore, we choose the spin quantization axis along the
total field and perform the corresponding rotation of the
Pauli matrices:
σx → σx cos θ cosϕ− σy sinϕ+ σz sin θ cosϕ,
σy → σx cos θ sinϕ+ σy cosϕ+ σz sin θ sinϕ,
σz → −σx sin θ + σz cos θ. (A1)
The orbital variables are chosen to diagonalize the free
Hamiltonian Hˆ0 with the help of transformation Eq. (3).
In this basis, the Hamiltonian Hˆ0+HˆZ is diagonal in both
orbital and spin spaces, with the eigenstates |n1, n2〉±
corresponding to two uncoupled oscillators with energies
given by Eq. (6). The calculation of matrix elements of
HˆSO between these eigenstates is convenient to perform
by utilizing rising cˆ†j =
1√
2
(
Qj
lj
− iljPj
)
and lowering
cˆj =
1√
2
(
Qj
lj
+ iljPj
)
operators. The corresponding non-
zero matrix elements have the form
±〈n1, n2
∣∣HˆSO∣∣n1, n2 − 1〉∓ =
√
n2
2
(
αR
l2
[(
b2 cos θ ± a2
)
cosϕ+ i
(
a2 cos θ ± b2
)
sinϕ
]
+i
αD
l2
[(−a2 cos θ ± b2) cosϕ+ i(b2 cos θ ∓ a2) sinϕ]
)
,
±〈n1, n2
∣∣HˆSO∣∣n1, n2 − 1〉± = ±
√
n2
2
[
αR
l2
(
b2 cosϕ+ ia2 sinϕ
)− iαD
l2
(
a2 cosϕ− ib2 sinϕ
)]
sin θ
±〈n1, n2
∣∣HˆSO∣∣n1 − 1, n2〉∓ =
√
n1
2
(
αR
l1
[(−b1 cos θ ∓ a1) cosϕ± i(b1 ± a1 cos θ) sinϕ]
+i
αD
l1
[(
a1 cos θ ∓ b1
)
cosϕ+ i
(−b1 cos θ ± a1) sinϕ]
)
,
6±〈n1, n2
∣∣HˆSO∣∣n1 − 1, n2〉± = ∓
√
n1
2
[
αR
l1
(
b1 cosϕ+ ia1 sinϕ
)− iαD
l1
(
a1 cosϕ− ib1 sinϕ
)]
sin θ. (A2)
Note that HˆSO does not couple states of different os-
cillators. The second and fourth relations in Eqs. (A2)
describe SO-induced transitions without spin-flip that
are absent in perpendicular field (θ = 0). Here, both
Rashba and Dresselhaus terms contribute to the coupling
between same levels. In contrast, for circular QD in per-
pendicular field with ωx = ωy = ω0, the two SO terms
only couple different levels:
+〈n1, n2
∣∣HˆSO∣∣n1, n2 − 1〉− = αR
l2
√
n2ω2
Ω
−〈n1, n2
∣∣HˆSO∣∣n1, n2 − 1〉+ = −iαD
l2
√
n2ω2
Ω
, (A3)
where Ω =
√
ω20 + ω
2
c/4 and ω1,2 = Ω± ωc/2 (analogous
relations hold for the ω1 ladder).
APPENDIX B: ELECTRON-PHONON MATRIX
ELEMENTS
1. Phonon matrix element M(Q)
The phonon-assisted transition rate is given by
Γ1j = 2pi
∑
Qλ
|〈1|Uλ|j〉|2δ
(
E1 − Ej + cλQ
)
(B1)
where the operator of electron-phonon interaction Uλ has
the form24
Uλ =
(
2ρQcλV
)−1/2(
eAQλ+iQDQλ
)
eiQR
(
bQλ+b
†
−Qλ
)
.
(B2)
Here,
AQλ =
h14
Q2κ
(
qxqye
λ
z + qxqze
λ
y + qyqze
λ
x
)
(B3)
is the amplitude of electric field created by phonon strain,
and deformation potential DQλ contains only longitudi-
nal acoustical (LA) component, DQλ = δλ,LAΞ0, with
Ξ0 being a constant of the deformation potential. Also,
b†Qλ (bQλ) creates (annihilates) phonon with dispersion
ωQλ = Qcλ, V is the QD volume, R = (r, z) is 3D elec-
tron radius vector, ρ is the crystal mass density, eλ is the
phonon polarization vector, cλ is sound velocity, h14 is
bulk phonon constant, κ is the static dielectric constant.
Accordingly, the phonon part Mλ(Q) of the transition
matrix element 〈1|Uλ|j〉 includes both piezoelectric Λλ
and deformation Ξλ contributions:
Mλ(Q) = Λλ(Q) + iΞλ(Q) (B4)
with piezoelectric part containing LA and two transverse
acoustical (TA1, TA2) modes. Since polarization direc-
tions are given as
eL = xˆ sin θQ cosφ+ yˆ sin θQ sinφ+ zˆ cos θQ,
eTA1 = xˆ cos θQ cosφ+ yˆ cos θQ sinφ− zˆ sin θQ,
eTA2 = −xˆ sinφ+ yˆ cosφ (B5)
[θQ = arcsin
(
q
/
Q
)
, φ = arg(q)], one gets
ΞLA
(
Q
)
= Ξ0ALA
√
Q, (B6)
where, as mentioned above, only LA mode is present for
Ξλ. For Λλ one obtains
ΛLA
(
Q
)
=
3
2
Λ0ALA
q2qz
Q7/2
sin 2φ,
ΛTA1
(
Q
)
=
1
2
Λ0ATA
(
2
q2z
q2
− 1
)
q3
Q7/2
sin 2φ,
ΛTA2
(
Q
)
= Λ0ATA
qqz
Q5/2
cos 2φ. (B7)
In the above equations, Λ0 = eh14/κ, and Aλ =(
2ρV cλ
)−1/2
. The sound velocities of the transverse
and longitudinal modes are cTA1 = cTA2 ≡ cTA and
cLA, respectively. For GaAs, the parameter values are
eh14 = 0.14 eV/A˚, Ξ0 = 7 eV, cLA = 5.14 × 103 m/s,
cTA = 3.03× 103 m/s, ρ = 5.31 g/cm3, and κ = 12.79.
2. Expressions for Wj
To obtain Eq. (25), one has to perform integration over
phonon modes in Eq. (B1). The transition matrix ele-
ment has the form 〈1|Uλ|j〉 =Mλ(Q)fz(qz)f1j(q), where
Mλ(Q) is described in the previous subsection, fz(qz) is
provided in the next section, and f1j is given by Eq. (22).
Then, integration over qz eliminates δ-functions in Eq.
(B1). Subsequent φ-integration eliminates terms linear
in F
(j)
i . Remaining q-integration leads to Eq. (25) where
the phonon factor Wj is given by
Wj =
1
2pi
∑
λ
∫ ∆Ej
cλ
0
Aλ
(
q
)
q3dq√(
∆Ej
cλ
)2
− q2
×e−
(
a2
1
l2
1
+a2
2
l2
2
)
q2/2
∣∣∣∣∣fz
(√(
∆Ej
cλ
)2
− q2
)∣∣∣∣∣
2
,(B8)
with summation running over all phonon modes: defor-
mation (Def), longitudinal and transverse acoustical:
ADef
(
q
)
= Ξ20A
2
LA
2
(
∆Ej
)2
c3LA
,
7ALA
(
q
)
=
9
4
Λ20A
2
LA
c5LA(
∆Ej
)6 q4
[(
∆Ej
cLA
)2
− q2
]
,
ATA
(
q
)
= Λ20A
2
TA
c4TA(
∆Ej
)5 q2
[[(
∆Ej
cTA
)2
− q2
]3/2
+
1
4
cTA
∆Ej
[
2
([
∆Ej
cTA
]2
− q2
)
− q2
]2]
, (B9)
where two transverse contributions are compacted as a
single mode, ∆Ej = Ej − E1, and zero temperature has
been assumed.
APPENDIX C: ELECTRON MATRIX ELEMENTS
IN ELLIPTICAL QD
The form factor fz
(
qz
)
is calculated in the assump-
tion that electron in the transverse direction is frozen
on the lowest level. Its explicit expression for the trans-
verse parabolic confinement Vz
(
z
)
= m2 ω
2
zz
2 is: fz
(
qz
)
=
e−l
2
zq
2
z/4 with lz =
(
mωz
)−1/2
.
The explicit expression for the in-plane orbital matrix
element, fm′n′mn = 〈m′n′
∣∣eiqr∣∣mn〉, is
fm′n′mn =
√
m!n!
m′!n′!
e−(a
2
1
l2
1
+a2
2
l2
2
)q2/4
×
[
il1q√
2
(
a1 cosφ+ ib1 sinφ
)]m′−m
Lm
′−m
m
(
1
2
a21l
2
1q
2
)
×
[
− il2q√
2
(
a2 cosφ+ ib2 sinφ
)]n′−n
Ln
′−n
n
(
1
2
a22l
2
2q
2
)
,(C1)
where Lαn(x) is the associate Laguerre polynomial, and
m′ ≥ m and n′ ≥ n. In deriving Eq. (C1), the following
identity has been used
〈m′
∣∣eilq[(a1e−iφ+a2eiφ)cˆ†+(a2e−iφ+a1eiφ)cˆ]∣∣m〉
=
√
m!
m′!
e−(a1+a2)
2l2q2/2
[
ilq
(
a1e
−iφ + a2eiφ
)]m′−m
×Lm′−mm
[
(a1 + a2)
2l2q2
]
. (C2)
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