Abstract. The classification of the nilpotent Jacobians with some structure has been an object of study because of its relationship with the Jacobian conjecture. In this paper we classify the polynomial maps in dimension n of the form H = (u(x, y), u 2 (x, y, x 3 ), . . . , u n−1 (x, y, xn), h(x, y)) with JH nilpotent. In addition we prove that the maps X + H are invertible, which shows that for this kind of maps the Jacobian conjecture is verified.
Introduction
Let k be a field of characteristic zero. Since the remarkable works of H. Bass et al. [1] and A.V. Yagzhev [11] about the Jacobian conjecture, the study the polynomial maps H : k n → k n such that its Jacobian matrix JH is nilpotent has grabbed the attention of many authors. Although the previously mentioned works establish that in order to show the conjecture it is sufficient to focus on maps of the form X + H where H homogeneous of degree 3, the classification of maps with nilpotent Jacobian of any degree, even inhomogeneous, has an interest in itself. It is worth to emphasize that the result above triggered new questions and problems as the following one.
(Homogeneous) dependence problem. Let H = (H 1 , . . . , H n ) ∈ k[x 1 , . . . , x n ] n (homogeneous of degree d ≥ 1) such that JH is nilpotent and H(0) = 0. Does it follow that H 1 , . . . , H n are linearly dependent over k?
In [1] the authors proved that this problem is true if rank JH ≤ 1, and therefore the dependence problem has an affirmative answer in dimension two. Later, D. Wright in [10] (resp. E. Hubbers in [9] ) showed for H homogeneous of degree 3 that the answer is affirmative in dimension three (resp. in dimension four). The homogeneous dependence problem was proved true in dimension three by M. de Bondt and A. van den Essen [2] and false in dimensions bigger than five [3] by M. de Bondt.
Moreover, M. Chamberland and A. van den Essen in [6] give a first step for a classification of maps with nilpotent Jacobian in dimension three. They established that the maps of the form H = (u(x, y), v(x, y, z), h(u, v)) up to a linear change of coordinates are of a special form which is similar to a counterexample in dimension three to the dependence problem found by A. van den Essen in [7] . This result has been generalized by D. Yan and G. Tang in [12] . They classified all polynomial maps of the form H = (u(x, y), v(x, y, z), h(x, y)) with H(0) = 0 and the components of the H linearly independent over k. If JH nilpotent more a stronger condition then H takes the same special form of Chamberland-van den Essen. Recently D. Yan in [13] improves her result showing that only with the hypothesis of the linear independency of the rows over k and the nilpotency of JH, the map H = (u(x, y), v(x, y, z), h(x, y)) has the special form. In addition, D. Yan classifies the polynomial maps of the form H = (H 1 (x 1 , . . . , x n ), H 2 (x 1 , x 2 ), . . . H n (x 1 , x 2 )) with JH nilpotent.
On the other hand, the study of the maps X + H and its relation with the Jacobian conjecture is a task which has been carried out by many authors. For instance, L.A. Campbell in [5] generalizes the counterexample obtained by van den Essen for the dependence problem in dimension three and find explicitly the inverse for X + H showing that this kind of maps satisfies the Jacobian conjecture. M. de Bondt in [4] shows that it suffices to study the Jacobian conjecture for the case where JH has a certain properties of symmetry with respect to the diagonal and/or the anti-diagonal or the case where JH is symmetric with respect to some conditions on its entries (center), and he shows that the Jacobian conjecture is true for the case where JH is anti-symmetric with respect to the diagonal or the anti-diagonal.
In this paper we consider n ≥ 3 and k[x 1 , · · · , x n+1 ] is the polynomial ring in n + 1 variables over k. Instead of x 1 , x 2 we write x, y respectively. Furthermore
The main result of this paper (Theorem 1) completely classifies all such H whose Jacobian matrix JH is nilpotent. It is also shown that the corresponding polynomial maps F = X + H are invertible. So the Jacobian Conjecture holds for such F .
The nilpotency of JH
In this section we establish a characterization of the nilpotency of JH with H a polynomial map of the form H = (u(x, y), u 2 (x, y, x 3 ), . . . , u n−1 (x, y, x n ), h(x, y)). 
Proposition 1. JH nilpotent if and only if
of degree n in T and d(0) = 1. The hypothesis that d(T ) = 1 is equivalent to the fact that for each 1 ≤ i ≤ n the coefficient of T i in d(T ) is equal to zero. We will show that the coefficient of T 1 being zero gives the first equation, the coefficient of T 2 the second and so on. We use some linear algebra to see this. Therefore put
and
where e i is the i-th standard basis vector in 2) and put
Proof. Using the Laplace expansion of d n along the n-th column of D n we get
where A n−1 is the (n−1)×(n−1) matrix obtained from D n by deleting the (n−1)-th row and n-th column. One easily verifies that det
The result now follows by induction on n.
Proof (finished). An easy calculation gives that
Using the previous lemma, it is left to the reader to deduce that, apart from a minus sign, the coefficient of T k in d n gives the k-th equation of Proposition 1, which concludes the proof.
A lemma of Dan Yan
The following result was proved by Dan Yan (see [13, Lemma 2.1] ) for the case that the field k is algebraically closed. We will extend her result to arbitrary fields of characteristic zero. To keep this paper self-contained we give a short proof.
Lemma 2. Let k be a field of characteristic zero, q ∈ k[x, y] and 0 = w(q) ∈ k[q] such that q y |w e1 q x e2 for some e 1 , e 2 ≥ 1. 
Proof. First assume that k is algebraically closed. i) We show that q y |q x : let p be irreducible and v p (q y ) = e ≥ 1. Then p y = 0, for if p y = 0, then p ∈ k[x]\k divides q y , contradicting the hypothesis. Also by the hypothesis p|q x or p|w(q). We prove that in both cases p e |q x . Since this holds for all prime factors p of q y we get q y |q x .
Case 2. p|w(q). Since k is algebraically closed we can write w(q) as a product of factors q + c, with c ∈ k. So p|q + c, for some c ∈ k.
iii) Now let k be an arbitrary field of characteristic zero. From linear algebra one knows that if k ⊆ L is a field extension, then any system of non-homogeneous linear equations in n variables with coefficients in k, which has a solution in L n , also has a solution in k n . From this fact one readily deduces that if a(x, y),
Finally assume that the hypothesis of Dan Yan's lemma are satisfied for polynomials in k[x, y]. Then they are obviously satisfied in k[x, y], where k is an algebraic closure of k. It then follows from i) that q y |q x in k[x, y]. Hence, as observed above, q y |q x in k[x, y]. Then, by the argument given in ii), which does not use the algebraically closedness condition, we get the desired result.
In this section we assume the relations of Proposition 1 and show that u(x, y)
So we have the following situation: n ≥ 3, u = u(x, y), u i = u i (x, y, x i+1 ) for all 2 ≤ i ≤ n − 1 and u n = h(x, y). We define u n+1 = 0. Put
. We may assume q(0) = 0. The equations in Proposition 1 can be written as
We may assume that u y = 0 and u 2x 3 = 0.
Let 3 ≤ r ≤ n be such that u ix i+1 = 0 for all i < r and u r xr+1 = 0 (observe that u nx n+1 = h(x, y) xn+1 = 0, so such an r exists). 
Proof. Let r be as above. Then u rx r+1 = 0 and u 2x 3 , · · · , u r−1 xr are all non-zero. So the above equations become
Since u n = H(q) we get u ny = H ′ (q)q y ≡ 0 (mod q y ). So by (4.7) applied to i = r−1 we get u x u r−1 y ≡ 0 (mod q y ). Then, multiplying (4.7) (i = r − 2) by u x , we get u x 2 u r−1 y ≡ 0 (mod q y ). Continuing in this way we find that u x r−2 u 2y ≡ 0 (mod q y ). Finally, (4.1) implies that u x r−1 ≡ 0 (mod q y ). Since u x = p ′ (q)q x we get that q y |p ′ (q) r−1 q x r−1 . Let d := deg y q and let q d (x) be the coefficient of y d . In lemma 5 below we will show that q d (x) ∈ k * . So it follows from lemma 2 that q = p(y +a(x)),
, which completes the proof.
In order to prove that q d ∈ k * we need some preparations. By T ⊆ k[x, y] we denote the set of terms x i y j with i, j ≥ 0. On T we define the lexicographical ordering > as follows
In other words, first look at the y-degree and in case of equality at the x-degree. This ordering is a total ordering. If 0 = f ∈ k[x, y] we can write f as a finite sum of the form f = t∈T c t t, with all c t ∈ k * . The greatest t appearing in f is called the leading term of f , denoted lt(f )
Proof. The result follows easily from the fact that if
Proof. i) Since u y = 0 and u = p(q) we get q y = 0, so d ≥ 1 and
We must show that s := deg x q d (x) = 0. Therefore assume s ≥ 1. We use the lexicographical order described above and compute the leading terms of the u i , for all 1 ≤ i ≤ m + 1. First, from u = p(q) it follows that lt(u) = x sN y dN . Then, by (eq 1) we get lt(u 2 ) = x sN −1 y dN +1 . First assume that deg x3 u 2 ≥ 2. It then follows from lemma 3 and (4.2) that u 2y = Q(q) y for some Q(T ) ∈ k[T ] with ρ := deg T Q(T ) ≥ 1. So lt(u 2y ) = x ρs y ρd−1 . Consequently, sN − 1 = ρs and dN + 1 = ρd − 1. Multiplying the first equation by d, the second by s and then subtracting these new equations we get −dm − s = s, a contradiction. So we may assume that deg x3 u 2 = 1, i.e. u 2x 3 ∈ k * . So there exists 2 ≤ m ≤ n − 1, maximal such that
Observe m ≤ r − 1. We claim that for all 2 ≤ i ≤ m + 1 we have
We use induction on i, the case i = 2 is already done. So assume the case is proved for i < m + 1. It follows from (4.5) that
It then follows from lemma 4 that the leading term of the left hand side is equal to x isN −i y idN . Then (4.8) gives that lt(u i+1 ) = x isN −i y idN +1 , which proves the claim. ii) In particular we have lt(u m+1 ) = x msN −m y mdN +1 . On the other hand, by lemma 3, there exists Q(T ) ∈ k[T ] such that u m+1 y = Q(q) y . So if deg T Q(T ) = ρ, then we get lt(u m+1 y ) = x ρr y ρd−1 . Consequently msN − m = ρr and mdN + 1 = ρd − 1.
Multiplying the first equation by d, the second by s and then subtracting these new equations we get −dm − s = s, a contradiction. So s = 0, as desired.
The main result
Now we will describe the main result of this paper. Recall that H = (u(x, y), u 2 (x, y, x 3 ), u 3 (x, y, x 4 ), . . . , u n−1 (x, y, x n ), u n (x, y)) with u y = 0 and u 2x 3 = 0 and we also write h(x, y) instead of u n (x, y). So there exists 3 ≤ r ≤ n such that u ix i+1 = 0 for all i < r and u rx r+1 = 0. Let
equals zero. The (leading) coefficient of T d will be denoted by p d .
Theorem 1. If JH is nilpotent then (a)
u(x, y) = p(y + a(x)) and
To prove this theorem we need some preliminaries: 
, nice of degree e, with leading coefficient q e such that 
Also, using the formula for w 0 obtained above, we have
So, combining the last two formulas, we get
ewe w e−1 (x)), for some Q(T ) ∈ k[T ]. Since w = w 0 + W and
we get the desired formula for w, using that v d−1 = b(x) and v d = p d and observing that Q(T ) is nice of degree e. The statement in iii) follows again from (5.1), using that
. Using (5.1) we get
for some c(x) ∈ k[x]. So, if e = 0, 5.2 implies again that b ′ (x), c(x) ∈ k and all c ′ i (x) ∈ k. So this case is done. Also the case e = 1 is done, using that w = w 0 + q 1 t. So assume that e ≥ 2. Then, as observed above g y = − 
Since u contains y we get that b ′′ (x) = 0 and all c ′′ i (x) = 0. So
, which is nice of degree e. Then the formula for w follows from w = w 0 + W and (5.3).
Now we prove the main result of this paper
Proof of Theorem 1: By the Proposition 1, we have the following equations
. . . u 2x 3 · · · u r−2 xr−1 (u x u r−1 y − u y u r−1 x − u r−1 xr u ry ) = 0, u 2x 3 · · · u r−1 xr (u x u r y − u y u rx ) = 0. Since u 2x 3 = 0, . . . , u r−1 xr = 0, these equations become 
As u j xj+1 = 0, we obtain d j ≥ 1 and if i ≥ 1 it follows from from (j) and u y = 0 that u j,i = u j,i (x). So u j y = u j,0 y . Moreover we obtain from equation (j) that u j,dj ∈ k * .
(a) By Proposition 2 we have that
. It follows from (2) and lemma 3 that
. Substituting these formulas in (2), an easy calculation gives
Since u contains y we get a ′′ (x) = 0 and hence
follows that u 2 has the desired form.
(b) This case follows directly from Theorem 2 ii) and iii) (c) u r is obtained by using Theorem 2 i).
(d) This follows immediately from the equations (1), · · · , (r), which do not contain u i with i > r.
Invertibility
Throughout this section
with u y = 0 and u 2x 3 = 0. We call such H special. In Theorem 1 we completely describe special maps under the condition that JH is nilpotent and study the corresponding maps F = X + H. Obviously det JF = 1, so if the Jacobian Conjecture is true, F must be invertible. The main result of this section (Theorem 3 below) confirms this. More precisely we show that F is a product of elementary maps (see definition below), i.e.
Theorem 3.
If H is special and JH is nilpotent, then F ∈ E(k, n).
Before we prove this result we make some preliminary remarks. Recall that a polynomial map is called elementary if it is of the form (
generated by these elementary maps is denoted by E(k, n). Two polynomial maps F and G are called elementary equivalent if there exist
Since the E i are invertible we have that F is invertible if and only if G is invertible. So to prove Theorem 3 it suffices to show that F is elementary equivalent to the identity map.
First we claim F is invertible if and only if (F 1 , · · · , F r ) is invertible: if r = n there is nothing to prove, so assume r < n. Using that F 1 , · · · , F r ∈ k[x 1 , · · · , x r ], F n = x n + u n (x, y) and F i = x i + u i (x, y, x i+1 ) for all i > r, it is an easy exercise to show that F is elementary equivalent to the map
is. This implies our claim. So it suffices to show that (F 1 , · · · , F r ) ∈ E(k, r).
Using the notations of Theorem 1 we introduce some new notations. First, if 2 ≤ i < r let l i denote the coefficient of T di in P i (T ) and
Then the next result follows by induction on t, using Theorem 1 and (*).
where F r−i = x r−i + b r−i (F 1 ) + l r−i x r−i+1 , for all 0 ≤ i < t and
Proof. By induction on t. First the case t = 1. From Proposition 3 (with t = r − s + 1) and l r = 0 we get F r = x r + [u r ] + b r , where
From Proposition 3 (with t = r − s) we get
, where
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Now write
and use that l r−1 γ k+1,r−s+1 = γ k,r−s and l r−1 γ 1,r−s+1 = 1. Then we get
r−1 (x) = 0, it follows from Taylor's theorem that b r−1 (
r−1 (x)u. This finishes the proof of the case t = 1 Now assume t ≥ 1 and that we already know the existence of a map E t , having the properties as described in the statement of this corollary. In particular we have
Then a similar argument as given for the case t = 1 above, shows that (
has the desired form.
. Proof. By Corollary 1, with t = r − s, there exists E ∈ E(k, r) such that . Then obviously H is special and n( H) = n(H) − 1. It follows from Proposition 1 that J( H) is nilpotent. So by the induction hypothesis we get that F ′ • E ′′ ∈ E(k, r), which implies that F ∈ E(k, r), as desired.
