Abstract We study the first order phase transition of the fixed-connectivity triangulated surface model using the Parallel Tempering Monte Carlo (PTMC) technique on relatively large lattices. From the PTMC results, we find that the transition is considerably stronger than the reported ones predicted by the conventional Metropolis MC (MMC) technique and the flat histogram MC technique. We also confirm that the results of the PTMC on relatively smaller lattices are in good agreement with those known results. This implies that the PTMC is successfully used to simulate the first order phase transitions. The parallel computation in the PTMC is implemented by OpenMP, where the speed of the PTMC on multi-core CPUs is considerably faster than that on the single-core CPUs.
The Parallel Tempering Monte Carlo (PTMC) technique is originally constructed for the spin glass simulations [22, 23] . At the low temperatures, the acceptance rate of the spin flips is very low in the conventional MC techniques including the heat bath MC. This slow convergence is greatly improved by PTMC, and therefore this technique is successfully applied to study the spin glass transitions. However, the problem is whether or not PTMC can be used to simulate the first order phase transitions [22] . On this problem a lot of studies have been conducted, and currently it is believed that PTMC can be applied to the simulations of the first order transitions [24, 25] .
However, it is still unclear whether or not the PTMC technique is applicable to the first order transition of the fixed-connectivity surface model. In this paper, we study the fixed-connectivity surface model by means of PTMC with the OpenMP parallelization, which is well known as an easy-to-use technique and efficient for the multi-core CPUs [26] . The main purpose of this study is to find that the PTMC is a correct simulation technique for the first order transition of the surface model. Indeed, it is possible to check whether or not the first order transition of the model remains unchanged on the lattices which are considerably larger than those used up to now. Moreover, it is practically interesting to see whether or not the PTMC simulation is efficient (or the speed is very fast) for the membrane simulations.
Model
The Hamiltonian of the model is defined on the triangulated lattices of sphere topology. The vertex position is denoted by r i (∈ R 3 ), (i = 1, · · · , N ), where N is the total number of vertices. The total number of bonds (edges of triangles) is given by N B = 3N −6, and the total number of triangles is N T = 2N −4.
The partition function Z of the model is defined by [27, 28] 
where the prime in the integral ′ N i=1 dr i denotes that the center of mass of the surface is fixed to the origin of R 3 to protect the surface from the translation. The Hamiltonian S(r; κ) is given by S(r; κ) = S 1 + κS 2 ,
where S 1 and S 2 are the Gaussian bond potential and the bending energy, respectively. The symbols κ[1/k B T ] and n i are respectively the bending rigidity and the unit normal vector of the triangle i, where k B and T are the Boltzmann constant and the temperature.
Parallel tempering Monte Carlo
In MMC, the distribution of the vertex position r becomes proportional to exp(−S) [18] . Indeed, r is moved to a new position r ′ = r+δr with the probability Min[1, exp(−∆S)], where δS is the energy change ∆S = S(r ′ ) − S(r) before and after the vertex move. As a consequence, the probability for the positional changes from r to r ′ and r ′ to r satisfies the detailed balance condition, and the distribution of {r} = {r 1 , r 2 , · · · , r N } becomes proportional to exp(−S) [19, 20, 21] . However, the MMC technique is not always effective for the multi-core CPUs because it is originally designed for the single-core CPUs.
Let N R denote the total number of replicas [22] . In PTMC, these N R replicas are simulated in a single simulation. Each system is in the one-to-one correspondence to the temperature, which belongs to the region [T min , T max ], and this correspondence is exchanged during the simulation. This exchange process is the essential part of PTMC. Note that the total number of temperatures to be simulated is identical with the total number of replicas N R .
In the surface model for membranes, the parameter is the bending rigidity κ, which plays a role of the inverse temperature 1/T . Let {r, κ} stand for N R replicas {r 1 , κ 1 ; r 2 , κ 2 ; · · · ; r NR , κ NR }. We assume that the increment dκ of two neighboring κ is uniformly given by dκ = (κ max −κ min )/N R , where κ max and κ min are the maximum and minimum bending rigidities corresponding to T max and T min in the above mentioned case for spin glasses.
The basic processes of PTMC to be performed for the surface model are as follows [22] :
(i) Perform N s MCS (Monte Carlo sweeps) for each system (r, κ) (ii) Exchange the systems (r, κ) and (r ′ , κ ′ ) in the nearest neighboring κ, κ ′ with the probability
(iii) Repeat the processes (i) and (ii)
We remark that Eq. (3) implies that the systems (r, κ) and (r ′ , κ ′ ) should be exchanged with the probability 1 if ∆ is smaller than 0, and with the probability exp(−∆) if ∆ is larger than 0. It should also be remarked that ∆ in Eq. (3) is given only by the difference of S 2 and includes no information on the difference of S 1 . In the process (ii), every system (r, κ) is updated once. The acceptance rate depends on dκ, which should be fixed sufficiently small.
The systems are all independently updated in the process (i). The total number of MCS in (i) is N s = 20 for small lattices and N s = 30 for larger lattices. Thus, the process (i) becomes the most time consuming part of the simulation, and therefore the process (i) should be parallelized and this parallelization is expected to be effective. In the process (i), the conventional MMC technique is employed. In this MMC technique, it is well known that the vertex position is updated so that the probability of the change satisfies the detailed balance condition [20, 21] . We call one iteration of (i) and (ii) as 1 MCS of the PTMC; N s MCS of MMC in (i) is included in 1 MCS of the PTMC.
The problem is whether the processes (i) and (ii) produce the canonical distribution of the configuration for every replica (r, κ). In fact, the surface model is not always exactly corresponding to the ferromagnetic or spin glass model, because the phase space of the surface model is R 3 , which is quite different from those for spin models. Therefore we should comment on this problem. First of all, it is clear that the process (i) simply produces the canonical configuration with the weight exp[−S(r i , κ i )] for each (r i , κ i ), because every system is independently updated with a given κ i . However, the bending rigidity κ (or r) is exchanged in the process (ii), and therefore it must be clarified that the process (ii) does not violate the canonical distribution as a result of the process (i).
Let C be the set of replicas {r, κ} for all possible exchanges of κ. The total number of the systems in C is N R !. Let σ i denote the element of C such that C = {σ 1 , σ 2 , · · · , σ NR! }, and σ i corresponds to a replica (r i , κ i ). This set C is the configuration space in which the micro-state is wandering in the exchange process. Indeed, the set of the configuration {r 1 , r 2 , · · · , r NR } remain unchanged and only the combination of r and κ is replaced in the exchange process. Thus the combination of r and κ is summed over in the partition function and dynamically changed for the extended system.
The basic assumption for the PTMC is that the exchange process is Markovian and ergodic. Under these conditions, it is well known that if the detailed balance condition for the exchange probability P is satisfied then there uniquely exists the limiting distribution of P for any state σ in C. Here we should note that the probability distribution P of the variable σ(∈ C) = {r, κ} = {r 1 , κ 1 ; r 2 , κ 2 ; · · · , r NR , κ NR } is given by
This can be assumed independently of the process (i), because Eq. (3) is used for the exchange process. Thus, the only task we should see is that the PTMC exchange satisfies the detailed balance condition, which is described as
where P is the probability distribution function used in Eq. (4), and W is the exchange probability defined in Eq. (3). The symbol r, κ in P and W is an abbreviation of (r 1 , · · · , r N ; κ), which denotes a replica with the bending rigidity κ just the same as above. To show that the canonical distribution of P is consistent with the exchange process (ii), it is sufficient to prove that the detailed balance condition of Eq. (5) is equivalent with under the condition of Eq. (4). Indeed, this equivalence is straight forward to prove. From this and the above mentioned uniqueness theorem, it is easy to understand that the function P (σ) in Eq. (4) is the unique distribution for arbitrary micro-state σ(∈ C) if the exchange in the process (ii) is updated according to Eq. (3).
We should note that Boltzmann distribution for r i can also be assumed, where r i represents N sets of vertex position {r 1 , r 2 , · · · , r N } corresponding to κ i . Indeed, this assumption is expected to be always satisfied, because the canonical distribution of the configuration r i corresponding to κ i is generated in the process (i) of the PTMC simulation. In the process (ii), as described above, the state σ(∈ C) is expected to satisfy the canonical distribution. This makes us to calculate the physical quantities using arbitrary element σ.
The next and main problem to be clarified in this paper is whether or not the PTMC technique can be used to simulate the first order phase transition of the fixed-connectivity surface model. Therefore, we firstly in the next section compare the results of the PTMC technique with those of the Flat histogram MC technique (FHMC) and MMC, both of which are successfully used to simulate the first order transition of the fixed-connectivity surface model [13, 14] .
Results

Accuracy and speed of PTMC
We firstly study the accuracy, speed and effectiveness of the PTMC simulation. The mean square radius of gyration R 2 is defined by
wherer is the center of the mass of surface. The R 2 g can reflect the surface size because of its definition. Indeed, R 2 g becomes large (small) when the surface is swollen (collapsed). The specific heat C S2 , which is the variance of the bending energy S 2 , and the variance C R 2 of R 2 g are given by
The C R 2 has a peak at the phase transition point κ c because R 2 g is expected to fluctuate at the transition point. The C S2 also has a peak at κ c , and therefore the phase transition is reflected in both C R 2 and C S2 as an anomalous peak.
In Figs. 1(a) ,(b), S 2 /N B and C S2 are plotted and compared with those of FHMC. The total number of MCS for MMC in the process (i) is fixed to N s = 5, and the total number of MCS for PTMC is 1 × 10 8 . The results of PTMC ( ) are almost identical with those of FHMC (solid line). The peak values of C S2 and C R 2 of PTMC are also identical with those obtained by the FHMC technique. This implies that the PTMC can be used as a technique for the membrane simulations.
We comment on the speed of PTMC using Intel Fortran with OpenMP interface [26] . The speed of PTMC with OpenMP is at least three times faster than PTMC without OpenMP on 6 cores CPU of N th = 12, where N th is the total number of threads. The simulations are performed on N = 4842 lattice, and N s = 20 for the update process (i). The total number of replicas N R is fixed to N R = 12, which is identical with N th . In general, N R should be one of multiples of N th . In this subsection, we show the results obtained by relatively large scale simulations and compare them with the known results, which were reported also by our group [13, 14] . The lattice size in this paper is increased up to N = 29162, which is almost twice of that used in Refs. [13, 14] Figs. 2(c), (d) . We find that the peaks of C S2 and C R 2 grow with increasing N . This indicates the existence of a phase transition [19, 29, 30, 31] .
The peak heights C max S2
and C max R 2 vs. N are plotted in log-log scale in Figs. 3(a), (b) . The straight lines are drawn by fitting the data, and we have
from the finite-size scaling effects [19, 29, 30, 31] . The exponent σ = 1.52(8) is larger than σ = 0.98 (12) , which is the result of FHMC in Ref. [14] , and σ = 0.93(13) of MMC in Ref. [13] . The exponent µ = 1.44(5) is also larger than µ = 1.24(7) of FHMC in [14] . We should note that the exponent σ is influenced by the size effect, because the bending energy S 2 reflects the surface fluctuations, which are expected to be dominated by the long wave length modes. To compare the results of the lattices N ≤ 15212 with that of FHMC in [14] , we draw the line in Fig. 2(a) using the data of 7292 ≤ N ≤ 15212, and we have σ = 0.93 (8) . This value σ = 0.93 (8) for C max S2 is consistent with the above mentioned results of FHMC and MMC. We also have µ = 1.32(6) using C max R 2 obtained on the lattices of size 7292 ≤ N ≤ 15212, this value of µ is consistent with µ = 1.24(7) of FHMC in [14] within the error. Thus, we have confirmed that the first order transition between the smooth phase and the crumpled or collapsed phase is considerably stronger than we have expected from the reported results. It should be noted that both σ and µ are comparable to those of the Landau-Ginzburg model, of which the first-order transition is confirmed also by the two-phase coexistence [17] .
The size effect of first order transition is characterized by the divergence of the response function according to N = L D , where L is the linear extension of the system and D is the spatial dimension [29, 30, 31, 32] . The spatial dimension D of the surface including the one in this paper is always considered to be D = 2, which is the topological dimension. If this (D = 2) is true, the results in Eq. (9) are clearly larger than the commonly believed value (σ = 1 = µ) for the first order transitions. The precise reason for this is unknown at present, however, the fact that σ > 1, µ > 1 is a common feature of the surface models, of which the transition accompanies a change of the fractal dimension and the surfaces are not self-avoiding [17] .
The mean square radius of gyration R 2 g at the transition point is shown against N in Fig. 4(a) . The straight line is drawn by fitting the data to
where D f is the fractal dimension. This value D f = 2.50 (30) is considered as the fractal dimension at the transition point, although the well-defined value does not always exist for any physical quantities at the first order transition point in the limit of N → ∞. We should note that the result of Eq. (10) to the so-called Flory estimate D F = 2.5 [2, 3] . The Gaussian bond potential (Fig. 4(b) ) also satisfies the expected values S 1 /N = 3/2, which comes from the scale invariance of Z [28] . This result supports that the simulations are correctly performed. The order of the transitions can also be characterized by the Binder quantity B S2 [33] , which is defined by
If the transition is first order, it is expected that B = 2/3. In Fig.5 (a) we plot B S2 , which has the peak at the transition point for each N . To get B S2 (N → ∞), the peak value of B S2 is plotted against 1/N in Fig.5(b) . By the linear extrapolation, we have B S2 = 0.70, and we also have B R 2 = 0.69 by using the same technique. Both results are consistent with the fact that the model undergoes the first order transition. The first order transition can also be reflected in the Binder cumulant
In Ref. [30] , the quantity denoted by V L for the q-state Potts model is shown to behave quite differently at first and second order transitions. For 10-state Potts model, which has the first-order transition, V L has a minimum V min and this V min becomes apparent as N increases. On the contrary, for 2-state (Ising model) and 3-state Potts models, which have continuous transitions, the minimum V min also appears in V L , however it disappears for sufficiently large N . In Figs. 6(a),(b), V S2 and V R 2 are plotted, where V R 2 is defined by replacing S 2 with R probability distribution at the transition point [13, 14, 17] , V R 2 is also expected to be sensitive to the order of the transition. Indeed, we see the expected behavior in both V S2 and V R 2 in Figs increases at least for N ≤ 10892 with increasing N and starts to decrease on the lattices of N = 21162. This implies that large lattices are necessary to get the proper finite-size effect of S 2 .
Summary and conclusions
In this study, the canonical surface model for membranes is simulated by means of the PTMC technique. The PTMC simulations, which are parallelized with OpenMP, are performed on the multi-core CPUs. The results are compared with those previously obtained by the Metropolis MC and the flat histogram MC simulations. The Binder quantities are also calculated to confirm that the model undergoes a first order phase transition. To summarize the results:
(1) The PTMC technique is successfully used to simulate the canonical triangulated surface model, which is known to undergo a first order transition. (2) The first order transition is found to be considerably stronger than we have expected from the reported results.
We should note that the speed of the PTMC simulation with the openMP parallelization on multi-cores CPUs is sufficiently faster than that of the single-core CPUs. The simulations of the surface model in higher dimensions is time consuming because of the low convergence speed for the update of r. Therefore, we expect that the surface model, such as the Landau-Ginzburg model, in higher dimensions is efficiently simulated by the PTMC technique.
