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Abstract— Blind adaptive Minimum Mean Square Error
(MMSE) detection is theoretically one of the most promising
multiuser detection techniques for cellular wireless Code-
Division Multiple Access (CDMA) systems, but its imple-
mentation has not yet been studied extensively. Therefore
the goal of the research described in this paper is to study the
implementation of blind adaptive MMSE detection on the
current generation of DSPs and to determine the detected-
bits-per-second performance that can be achieved by such
an implementation.
The blind adaptive MMSE detection algorithm is first an-
alyzed in order to determine how it can be implemented.
The algorithm is then implemented in a simulator and the
simulator is used to study the adaptive behavior of the al-
gorithm. The simulator is also used to verify the correct-
ness of the implementation of the algorithm by comparing
the simulation results obtained with the simulator to simu-
lation results published in literature. When the algorithm is
shown to be correct it is implemented on and optimized for a
floating-point DSP. This DSP implementation is used to de-
termine the detected-bits-per-second performance that can
be achieved by blind adaptive MMSE detection on modern
DSPs.
Keywords—blind adaptive MMSE detection, CDMA, DSP
prototyping, multiuser detection
I. INTRODUCTION
Multiple access interference, the interference that a user
experiences caused by the other users on a channel, is in-
herent in cellular wireless Code-Division Multiple Access
(CDMA) communications systems. Conventional CDMA
receivers treat multiple access interference as if it were ad-
ditive random noise. In multiuser detection information
about the other users is used to improve detection of each
individual user. Minimum Mean Square Error (MMSE)
detection is theoretically one of the most promising mul-
tiuser detection techniques for cellular wireless CDMA
systems [1]. Among its most attractive properties is the
ease with which it can be implemented adaptively. One of
these adaptive implementations is blind adaptive MMSE
detection [2], which is particularly interesting because it
requires the same information about the received signal
as conventional CDMA detection. Although blind adap-
tive MMSE detection has been mathematically analyzed
in detail, its implementation has not yet been studied ex-
tensively. Therefore the goal of the research described in
this paper is to study the implementation of blind adap-
tive MMSE detection on the current generation of DSPs
and to determine the detected-bits-per-second performance
that can be achieved by such an implementation.
This paper starts with a description of the CDMA sys-
tem models that are used throughout the paper. After
that, blind adaptive MMSE detection is described and the
derivation of an adaptive algorithm for implementation of
blind adaptive MMSE detection is presented. This algo-
rithm is tested by implementing it in a simulator and com-
paring the obtained simulation results to simulation results
published in literature. The simulator is also used to study
the adaptive behaviour of the blind adaptive MMSE detec-
tion algorithm. The algorithm is then optimized for im-
plementation on a Texas Instruments TMS320C6711 DSP.
Finally the detected-bits-per-second performance is deter-
mined for this particular DSP.
II. CDMA SYSTEM MODELS
In this section continuous- and discrete-time models are
given for a synchronous short code CDMA system with
a total number of K users that transmit bits using binary
antipodal modulation over a white Gaussian noise channel.
A. Continuous-time Model
The basic synchronous K-user CDMA model describes
the received signal of a CDMA system in which K syn-
chronous bit streams antipodally modulate K signature
waveforms which are transmitted over an Additive White
Gaussian Noise (AWGN) channel. Both the bit streams
and the signature waveforms are represented by non-
return-to-zero (NRZ) signals. The received signal for one
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symbol period in such a system can be expressed as:
r(t) =
K∑
k=1
Akbksk(t) + σn(t). (1)
Where the following notation is used:
• sk(t) is the deterministic signature waveform assigned
to the kth user, normalized to have unit energy
||sk||
2 =
∫ T
0
sk(t)dt , 1. (2)
The signature waveforms are assumed to be zero outside
the interval [0, T ], and therefore, in an AWGN channel,
there is no inter symbol interference.
• Ak is the received amplitude of the kth user’s signal. A2k
is referred to as the energy of the kth user.
• bk ∈ {−1,+1} is a bit transmitted by the kth user.
• n(t) is white Gaussian noise with zero mean and unit
variance. It models thermal noise plus other noise sources
unrelated to the transmitted signals. According to (1) the
noise power in a frequency band with bandwidth B is
2σ2B.1
B. Discrete-time CDMA Model
CDMA detectors commonly have a front-end whose ob-
jective is to obtain a discrete-time representation of the re-
ceived continuous-time waveform r(t). One way of con-
verting the received waveform into a discrete-time repre-
sentation is to pass it through a bank of matched filters,
see Figure 1, each matched to the signature waveform of a
different user. The outputs of the matched filters are than
sampled at the end of each bit period.
The output of the matched filter for a user k for syn-
chronous CDMA can be expressed as:
yk =
∫ T
0
r(t)sk(t)dt (3)
= Akbk
∫ T
0
sk(t)sk(t)dt +
∑
j 6=k
Ajbj
∫ T
0
sj(t)sk(t)dt +
σ
∫ T
0
n(t)sk(t)dt (4)
By using the fact that sk(t) is normalized to have unit en-
ergy the matched filter outputs can be expressed as
yk = Akbk +
∑
j 6=k
Ajbjρjk + nk, (5)
1In the literature, the noise one-sided spectral level 2σ2 is frequently
denoted by N0.
Fig. 1. Bank of matched filters
where
ρjk , 〈sj , sk〉 =
∫ T
0
sj(t)sk(t)dt (6)
and
nk , σ
∫ T
0
n(t)sk(t)dt (7)
is a Gaussian random variable with zero mean and variance
equal to σ2.
III. BLIND ADAPTIVE MMSE DETECTION
In this section the blind adaptive MMSE detector will
be described and mathematically analyzed. This analysis
is a summary of the analysis of blind adaptive MMSE de-
tection in literature ([1], [2] and [3]). First a general no-
tation for linear multiuser detectors, the class of multiuser
detectors to which the blind adaptive MMSE detector be-
longs, will be developed. After that it will be shown that
the blind adaptive MMSE detector, which minimizes the
mean output energy, also minimizes the mean square er-
ror. Finally, an adaptive algorithm will be derived for the
implementation of the blind adaptive MMSE detector. For
convenience in this section it will be assumed that the de-
sired user is user 1, but the same reasoning can of course
be applied to all users in the system.
A. Linear Multiuser Detectors
The blind adaptive MMSE detector is an example of a
linear multiuser detector. Linear multiuser detectors ap-
ply a linear transformation to the outputs of the matched
filter bank to produce a new set of outputs, which hope-
fully provide better performance when used for estimation.
Other examples of linear multiuser detectors are the con-
ventional, decorrelating and MMSE detector [1].
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Since matched filtering is also a linear operation, the
matched filter bank followed by a linear transformation
used in linear multiuser detection can be seen as a matched
filter bank with modified sequences. So the signature se-
quence s is replaced by a modified signature sequence c. A
linear multiuser detector for user 1 can be characterized by
the modified sequence c1, which is the sum of two orthogo-
nal components. One of these components is the signature
sequence of user 1, s1. The other component is denoted as
x1 and will be referred to as the x sequence, so
c1 = s1 + x1, (8)
with c1, s1, x1 ∈ RN, where N is the number of chips per
symbol and
〈s1, x1〉 = 0. (9)
Since x1 is orthogonal to s1, any x1 can be chosen to
minimize the correlation between the multiple access in-
terference and c1, while the correlation with user 1 remains
constant. Thus
〈s1, c1〉 = ||s1||
2 , 1. (10)
The linear detector makes its decision for user 1 based on
the sign of the output of the matched filter with modified
sequence for user 1, so
bˆ1 = sgn(〈r, c1〉). (11)
Every linear multiuser detector can be written in this form,
so it is a canonical representation for linear multiuser de-
tectors [1].
The output of the matched filter with modified sequence
for user 1 is equal to
y1 = 〈r, c1〉
= A1b1〈s1, s1 + x1〉 +
K∑
k=2
Akbk〈sk, s1 + x1〉 + σ〈n, s1 + x1〉. (12)
Using (10) and the fact that 〈s1, sk〉 = ρ1k gives
y1 = A1b1 +
K∑
k=2
Akbk(ρ1k + 〈sk, x1〉)
+σ〈n, s1 + x1〉. (13)
B. Minimizing Mean Output Energy
The blind adaptive MMSE detector in fact minimizes
the mean output energy (MOE), in contrary to what its
name implies. In this section it will be shown that by
minimizing the mean output energy, the mean square er-
ror (MSE) is also minimized.
The mean output energy of a linear multiuser detector
for user 1 is defined as:
MOE , E[(〈r, c1〉)2] (14)
The trivial solution to minimizing this equation is setting
c1 = 0. However, since c1 is defined as the sum of s1
and x1, this solution is eliminated. It can be expected in-
tuitively that minimizing the output energy of the linear
detector is a sensible approach. This is because the energy
at the output of the detector can be written as the sum of
the energy due to the desired signal plus the energy due to
the interference (background noise and multiple access in-
terference). Any x1, as long as x1 is orthogonal to s1, can
be chosen to minimize the interference, but it will not in-
fluence the energy of the desired signal. The x1 that min-
imizes the mean output energy also minimizes the mean
square error as the following reasoning shows.
The mean output energy and the mean square error of
the linear detector for user 1 can be written as, respectively,
MOE(x1) = E[(〈r, s1 + x1〉)2] (15)
and
MSE(x1) = E[(A1b1 − 〈r, s1 + x1〉)2]
= E[(A1b1)
2 − 2A1b1〈r, s1 + x1〉 +
(〈r, s1 + x1〉)
2]. (16)
Then the fact is used that the received signal r can be de-
composed in a desired signal portion A1b1s1 and a residue
term R. The residue consists of multiple access interfer-
ence and white Gaussian noise.
MSE(x1) = E[(A1b1)2] − E[2A1b1〈A1b1s1 +
R, s1 + x1〉] +
E[(〈r, s1 + x1〉)
2]. (17)
The last term of equation 17 is equal to the mean output
energy MOE(x1). Since b1 ∈ {−1,+1}, (A1b1)2 = A12
and E[(A1b1)2] = A12, equation 17 can be written as
MSE(x1) = A12 − E[2(A1b1)2〈s1, s1 + x1〉] −
E[2A1b1〈R, s1 + x1〉] +
MOE(x1) (18)
Further it is assumed that bit b1 is independent of the other
bits bk, k 6= 1 and that b1 is independent of the white Gaus-
sian noise. From these two assumptions, it follows that b1
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is uncorrelated with the multiple access interference. Fi-
nally, by also using the obvious fact that b1 is indepen-
dent of c1 the term E[2A1b1〈R, s1 + x1〉] can be written
as E[2A1b1]E[〈R, s1 + x1〉], so
MSE(x1) = A12 − E[2(A1b1)2〈s1, s1 + x1〉] −
E[2A1b1]E[〈R, s1 + x1〉] +
MOE(x1) (19)
Since E[2A1b1] = 0, because b1 is equally likely to be 1 or
-1, the term E[2A1b1]E[〈R, s1 + x1〉] can be eliminated,
resulting in
MSE(x1) = A12 − 2A12〈s1, s1 + x1〉 + MOE(x1)
= A1
2 − 2A1
2‖s1‖
2 + MOE(x1)
= MOE(x1) − A12. (20)
So the mean square error and the mean output energy
differ by only a constant and the arguments that minimize
both functions are the same. To implement the MSE func-
tion in an algorithm, knowledge of the data bits for user
1 is needed. For an implementation of the MOE function
this knowledge is not needed, which means that an algo-
rithm based on the MOE function does not require training
sequences. It can be shown that the mean output function
MOE(x1) is strictly convex over the set of signals orthogo-
nal to s1. Therefor, the output energy has no local minima
other than the unique global minimum. With this prop-
erty the stochastic gradient descent method can be used to
adaptively implement the blind adaptive MMSE detector
[2].
C. Stochastic Gradient Decent Method
The stochastic gradient descent method is based on the
gradient decent method. The gradient descent method is
used to find the parameter θmin that minimizes the follow-
ing function:
Ξ(θ) = E[g(X, θ)]. (21)
Where X is a random variable and g(·) is a function. If the
function Ξ is convex, then for any initial condition θ0, the
gradient descent algorithm converges to the minimum of
Ξ. The algorithm follows the direction of steepest descent
(i.e., the direction opposite to the gradient ∇Ξ):
θi = θi−1 − µ∇Ξ(θi−1), (22)
where the subscript i is used to indicate the iteration num-
ber of the algorithm. If the step size µ is arbitrarily small,
then eventually θi will be as close to θmin as desired. In
practice, the step size can be progressively decreased as
the algorithm converges. According to (21) the probability
distribution of X has to be known in order to compute the
gradient. Though this knowledge may be available, the use
of these distributions can be avoided by using the stochas-
tic gradient descent method.
The stochastic version of the algorithm replaces the un-
known term ∇Ξ(θi−1) = ∇E[g(X, θi−1)] by the unaver-
aged ∇g(Xi, θi−1). With Xi the realization of the random
variable X for iteration i. This results in the following
stochastic gradient descent algorithm:
θi = θi−1 − µ∇g(Xi, θi−1). (23)
where the subscript i again is used to indicate the iteration
number.
D. Adaptive Implementation
The stochastic gradient decent method can be used to
find the x sequence xopt that minimizes the mean out-
put energy. The MOE function, given as MOE(x1) =
E
[
(〈r, s1 + x1〉)
2
]
, is then the equivalent of the Ξ(θ)
function, the x sequence is the equivalent of θ and the re-
ceived signal r is the equivalent of X . To minimize the
mean output energy the x sequence is adapted each bit pe-
riod using the stochastic gradient descent algorithm (23).
Since subscripts are already used to indicate users the iter-
ation number is indicated with an index [i]. So the stochas-
tic gradient descent algorithm for adaptation of the x se-
quence can be written as
x1[i] = x1[i − 1] − µ∇(〈r, s1 + x1[i − 1]〉)
2. (24)
Here r[i] indicates the received signal for the bit period of
the ith bit in the bit stream.2 x[i − 1] is the value of the
x sequence obtained during the previous iteration of the
algorithm from the previous received signal r[i− 1]. Note
that s1 is the same for all bit periods (short codes).
Equation (24) requires the gradient of (〈r[i], s1 +x1[i−
1]〉)2 for the ith bit interval with respect to x1. This gradi-
ent is
∇x1(〈r[i], s1 + x1[i − 1]〉)
2 = 2〈r[i], s1 +
x1[i − 1]〉r[i]. (25)
Equation (25) states that the gradient of the mean output
energy is equal to a scaled version of the received signal
r[i]. After all, 2〈r[i], s1 + x1[i − 1]〉, is only a constant.
At this stage, the gradient descent algorithm for the x
sequence can be modified so that it satisfies the orthogo-
nality condition 〈s1, x1〉 = 0. This is done by replacing
2
r[i] is a vector of N samples of the received signal, sampled at the
chip times, for the ith bit period. Where N is the number of chips per
symbol.
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the received signal r[i], by the component of r[i] which
is orthogonal to s1. The orthogonal component rort[i] is
written as:
rort[i] = r[i] − 〈r[i], s1〉s1. (26)
By using the stochastic gradient decent algorithm for the
x sequence (24), the expression for the gradient (25) and
the orthogonal component of the received signal to s1 (26)
the algorithm for minimizing the mean output energy can
be found:
x1[i] = x1[i − 1] − 2µ〈r[i], s1 + x1[i − 1]〉rort[i]
= x1[i − 1] − 2µ〈r[i], s1 + x1[i − 1]〉(r[i] −
〈r[i], s1〉s1) (27)
The expression 〈r[i], s1〉 in equation (27) is a normal
matched filter operation for user 1, as used in the matched
filter bank described in subsection II-B. The expression
〈r[i], s1 +x1[i−1]〉 in equation (27) is a matched filter for
user 1 with modified sequence (12). Since the x1 sequence
of this filter is adapted by the stochastic gradient descent
rule this filter is referred to as the adaptive filter. The out-
put of the matched filter for user 1 for the ith bit period is
written as:
Zmf1[i] = 〈r[i], s1〉. (28)
Analogously, the output of the adaptive filter for user 1 for
the ith bit period is written as:
Z1[i] = 〈r[i], s1 + x1[i − 1]〉. (29)
Substituting (28) and (29) in (27), the adaptation rule for
the x sequence can be written as:
x1[i] = x1[i − 1] − 2µZ1[i](r[i] − Zmf1[i]s1). (30)
The output of the adaptive filter Z1[i] is used as the deci-
sion statistic of the blind adaptive MMSE detector for user
1:
bˆ1[i] = sgn(Z1[i]) = sgn〈r[i], s1 + x1[i − 1]〉. (31)
The output energy of the adaptive filter will be minimal
when the x1 sequence has converged to x1,opt, the x se-
quence that minimizes the mean output energy for user 1.
In subsection III-B it was shown that the mean square er-
ror is than also minimized. So when the x1 sequence has
converged to x1,opt the decision statistic for user 1 of the
blind adaptive MMSE detector is equivalent to the deci-
sion statistic for user 1 of the MMSE detector. Figure 2
gives a graphical representation of the implementation of
the blind adaptive MMSE detector.
Fig. 2. Blind Adaptive MMSE detector.
The natural choice for initialization of the x sequence is
x1[0] = 0. Whether the algorithm is stable depends on the
value for the step size µ. A smaller step size will result in
a longer adaptation time. On the other hand, a smaller step
size will also result in an x1[i] which is closer to x1,opt,
where x1,opt is the orthogonal sequence component that
results in a global minimum of the mean output energy. So
the best value for µ is a trade-off between adaptation time
and accuracy.
IV. SIMULATION
The blind adaptive MMSE detector, described in the
previous section, has been implemented in a simulator.
The simulator is used to study the convergence of the x
sequence of the detector and the influence this has on the
bit-error-rate performance of the detector. The obtained
knowledge about the convergence of the x sequence is
used to develop a proper simulation method for the blind
adaptive MMSE detector. This method is used to perform
bit-error-rate simulations for varying CDMA system pa-
rameters that can be compared to simulation results pub-
lished in literature.
In all simulations in this section a maximal length se-
quence with length 31 is used to generate the spreading se-
quences for the different users. Since short codes are used
the processing gain is also 31. A maximal length sequence
with length 31 can generate only 31 different spreading se-
quences, therefor the simulated systems support 31 users
maximum.
A. Convergence of x Sequence
In Figure 3 the values of the first 5 elements of the 31 el-
ement x sequence of a blind adaptive MMSE detector with
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Fig. 3. Convergence for 5 elements of the x sequence (µ =
10−4, 10 users, 10dB SNR, Perfect Power Control).
µ = 10−4 are plotted as function of the number of itera-
tions of the adaptation algorithm for the x sequence (30).
The simulated system is a 10 user, perfect power control
CDMA system where the amplitudes of all the users are
equal to 1 and the signal-to-noise ratio is 10dB. The value
µ = 10−4 has been iteratively determined to result in a
stable algorithm and a good trade-off between adaptation
time and accuracy for this particular CDMA system. The
adaptation algorithm for the x sequence performs one iter-
ation each symbol time. Since the the simulator uses short
code signature sequences with a length of 31 chips one it-
eration has a duration of 31 chip times. It can be seen that
the values of the plotted elements of the x sequence have
converged to the values of the optimal x sequence after
about 12000 iterations of the adaptation rule. This can be
seen because the values hardly change anymore after that
number of iterations, indicating that the minimum of the
output energy has been reached. Since one iteration corre-
sponds with one symbol time, 12000 iterations correspond
with 1.25 seconds when a symbol rate of 9600bps is used.
To show the influence of the x sequence on the bit-error-
rate in Figure 4 the bit-error-rate of the blind adaptive
MMSE detector with µ = 10−4 is plotted as a function
of the number of iterations of the adaptation rule for the
x sequence. So after each iteration of the adaptation rule
the bit-error-rate is determined. The system that is sim-
ulated is a ten user CDMA system with interferer ampli-
tudes 20. Figure 4 shows that the x sequence is converged
after about 100 iterations, after which the bit-error-rate be-
gins to vibrate. From the low bit-error-rate performance
that the detector achieves it can be concluded that the ob-
tained estimate of the optimal x sequence is not very accu-
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Fig. 4. BER/I plot. Blind adaptive MMSE detector (µ = 10−4,
ten users, processing gain = 31, A interferers 20)
rate.
From the simulations described above it can be con-
cluded that the x sequence of the blind adaptive MMSE
detector has to converge to the optimal x sequence xopt
in order for the detector to achieve its optimal bit-error-
rate performance. It can also be concluded that the val-
ues for the elements of the x sequence that are obtained
when adaptation of the x sequence is stopped after it has
converged are not necessarily the most accurate estima-
tion of the values of the elements of the xopt sequence,
because the values of the x sequence continue to ‘vibrate’
around the optimal values. So the x sequence basically
goes trough two stages: during the first stage it converges
to the optimal sequence xopt and during the second stage
the values of x ’vibrate’ around the optimal values.
B. Blind Adaptive MMSE Detector Simulation
Simulation of the blind adaptive MMSE detector is per-
formed in two stages to ensure that realistic measures are
obtained for the bit-error-rate performance. The first stage
is a ‘training’ stage during which the x sequence of the de-
tector is first updated for a number of iterations and then
averaged for a number of iterations. When the number
of iterations for these ‘convergence’ and ’averaging’ sub-
stages are chosen large enough, the x sequence will have
converged to the optimal x sequence xopt and an averaged
estimate of the values of the optimal x sequence will be ob-
tained at the end of the training stage. So the ‘convergence’
and ‘averaging’ sub-stages cover the two stages that the x
sequence goes trough. During the second stage the x se-
quence is not updated anymore. Instead it is kept constant
at the values that were obtained at the end of the training
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Fig. 5. BER/SNR plot for ‘trained’ and ‘untrained’ blind adap-
tive MMSE detector (µ = 10−4, ten users, processing gain =
31, perfect power control)
stage and the detector is used to perform normal detection
in order to determine a bit-error-rate. This stage is referred
to as the ‘detection stage’.
That the ‘training’ stage is very important for the bit-
error-rate performance of the blind adaptive MMSE detec-
tor can be clearly seen from Figure 5. In this figure two bit-
error-rate versus signal-to-noise ratio (BER/SNR) simula-
tions of the blind adaptive MMSE detector with step size
µ = 10−4 are plotted for a ten user, perfect power control
CDMA system. In the first BER/SNR simulation the num-
ber of iterations for the ‘convergence’ and ‘averaging’ sub-
stages are both set to 0, so the detector is not adapted to the
system when the detector is switched to ‘detection’ mode
and simulation to determine the bit-error-rate is started.
Contrary to a ‘normal’ BER/SNR simulation of the blind
adaptive MMSE detector the x sequence of the detector
now is updated during the simulation to determine the bit-
error-rate. The second BER/SNR simulation is a ‘normal’
BER/SNR simulation of the blind adaptive MMSE detec-
tor in which the detector is first adapted to the system in
the ‘convergence’ and ‘averaging’ sub-stages of the ‘train-
ing’ stage before the bit-error-rate is determined. In this
particular case 25000 iterations are chosen for the ‘con-
vergence’ sub-stage and 10000 iterations are chosen for
the ‘averaging’ sub-stage. Figure 5 clearly shows for each
value of the signal-to-noise ratio that has been simulated
that the blind adaptive MMSE detector that is adapted to
the system has a better bit-error-rate performance than the
detector that has not had the chance to adapt to the system.
Whether it is realistic to assume that the blind adaptive
MMSE detector is always adapted to the CDMA system
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Fig. 6. BER/SNR simulation with perfect power control (ten
users, processing gain = 31)
depends on the rate of change of the conditions in the
CDMA system. In the simulations described in this pa-
per it is assumed that the conditions change slowly enough
for the detector to be fully adapted to the CDMA system
for most of the time. The bit-error-rate performance ac-
tually achieved by the detector will then be very close to
the bit-error-rate of a simulated detector which has been
adapted to the CDMA system in the ‘training’ stage.
C. Bit-Error-Rate Simulation Results
In Figure 6 the bit-error-rate simulation results of the
blind adaptive MMSE detector are shown for a range of
signal-to-noise ratios for a 10 user CDMA system with
perfect power control. For comparison purposes simula-
tion results of the conventional and parallel interference
cancellation (PIC) detectors and the analytical bit-error-
rates for the conventional and the MMSE detector are
shown as well. Before the bit-error-rate is determined the
simulated blind adaptive MMSE detector is adapted to the
system in ‘training’ stage during 25000 ‘convergence’ sub-
stage iterations and 10000 ‘averaging’ sub-stage iterations,
using a step size µ = 10−4 for every value in the range of
signal-to-noise ratios. The figure clearly shows that the
multiuser blind adaptive MMSE detector achieves a far
lower bit-error-rate than the conventional detector for the
same signal-to-noise ratio. So using multiuser detection
is even advantageous in a perfect power control system,
in which the conventional detector performs a lot better
than in systems without power control. When Figure 6 is
compared to Figure 2 from Buehrer and others [4], it can
be seen that the blind adaptive MMSE detector simulated
in this section achieve similar performance as the conven-
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Fig. 7. BER/SNR detector comparison with A interferers 20
(ten users, processing gain = 31)
tional, MMSE and PIC detectors simulated by Buehrer and
others. The small differences that are found can be ex-
plained by the fact that the exact signature sequences used
by Buehrer are not known.
In Figure 7 the simulations of Figure 6 are repeated for a
CDMA system without power control, in which the ampli-
tudes of the interfering users are 20 times the amplitude of
the desired user. The bit-error-rate performance of the con-
ventional as well as the PIC detector reduces to about 0.5
for this system, while the performance of the blind adap-
tive MMSE detector is not affected at all. This result could
already be expected from studying Figure 3 from Buehrer
and others [4], which shows the bit-error-rate for the de-
sired user of a number of detectors as a function of the
received energy ratio between the desired user and an in-
terfering user. The figure from Buehrer and others clearly
shows that the bit-error-rate of the conventional and the
PIC detector worsens when the received energy of the in-
terfering user becomes larger than the received energy of
the desired user.
Figure 8 shows a plot of the bit-error-rate of the blind
adaptive MMSE detector as a function of the number of
users in the CDMA system. The signal-to-noise ratio is set
to 8dB and it is assumed that the CDMA system has per-
fect power control. The simulated blind adaptive MMSE
detector is adapted to the system in ‘training’ mode for ev-
ery number of users before the bit-error-rate for that num-
ber of users is determined, using the same ‘training’ stage
parameters as before. The plotted curves show that the bit-
error-rates of all three detectors increase when the number
of active users in the system and thus the multiple access
interference increases. The plotted curves also show that
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Fig. 8. User capacity detector comparison, (SNR = 8dB, pro-
cessing gain = 31, perfect power control)
the blind adaptive MMSE detector and the PIC detector (in
this perfect power control situation) can better deal with
the increased multiple access interference than the conven-
tional detector. When Figure 8 is compared to Figure 1
from Buehrer and others [4], a similar plot for a similar
system, it can be seen that both figures are quite similar
up to about ten users. For larger numbers of users the bit-
error-rates in Figure 8 increase more rapidly than those in
Buehrer and others. This may be explained by the fact that
the set of signature sequences used by Buehrer has lower
crosscorrelations for the signature sequences of the higher
numbered users.
V. ’C6711 IMPLEMENTATION AND OPTIMIZATION
The blind adaptive MMSE detector has also been imple-
mented on a Texas Instruments TMS320C6711 [5] floating
point digital signal processor. In this section it will be de-
scribed how the blind adaptive MMSE detection algorithm
can be implemented on this DSP and how the algorithm
can be optimized to make better use of the architecture of
this DSP.
The blind adaptive MMSE detection algorithm is de-
scribed by equations (28), (29), (30) and (31). When trans-
lated into C code these equations result in the following
code:
for (c = 0; c < NUM_CHIPS; c++)
Zmf += r[c] * s[c];
for (c = 0; c < NUM_CHIPS; c++)
Z += r[c] * (s[c] + x[c]);
for (c = 0; c < NUM_CHIPS; c++)
x[c] = x[c] - 2 * MU * Z * (r[c] -
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Algorithm part Cycles
function overhead + prolog loop 1 19
loop 1 9 * 7 = 63
epilog loop 1 + prolog loop 2 39
loop 2 8 * 5 = 40
epilog loop 2 + prolog loop 3 60
loop 3 6 * 10 = 60
epilog loop 3 + function overhead 47
Total 328
TABLE I
CLOCK CYCLES USED BY THE BLIND ADAPTIVE MMSE
DETECTOR ALGORITHM.
Zmf * s[c]);
return sgn(Z);
Table I gives the number of clock cycles that this code
takes to execute.
The code above is not optimal for a number of reasons.
First of all the number of additions required to calculate Z
can be greatly reduced by rewriting the second loop as:
for (c = 0; c < NUM_CHIPS; c++)
Z += r[c] * x[c];
Z += Zmf;
The first and second loop can further be combined into one
loop because the second loop is not dependent on the re-
sult of the first loop. This makes the code more efficient
because it reduces the loop overhead. The ’C6711 DSP
has an instruction to read two floating point numbers from
memory at once. By unrolling all the loops in the blind
adaptive MMSE detection code once this instruction can
be used. Analysis of the assembly code generated by the
compiler learned that the combined first and second loop
had to be unrolled one additional time in order to make op-
timal use of the available hardware in the ’C6711 DSP. As
a result of these optimizations the number of clock cycles
that the code takes to execute has reduced to the values in
Table II.
The first loop of the optimized blind adaptive MMSE al-
gorithm in total has to perform 64 multiplications (2 mul-
tiplications for each of the 32 chips in the signature se-
quence). The ’C6711 contains two hardware multipliers
that can deliver one multiplication result per cycle each
when their pipelines are kept full constantly. So the theo-
retical minimum number of cycles in which the first loop
of the optimized blind adaptive MMSE detector can exe-
cute is 32 cycles. The obtained 36 cycles for this loop is
quite close to this optimum and further optimization of this
loop is not useful.
Algorithm part Cycles
function overhead + prolog loop 1 & 2 21
loop 1 & 2 9 * 4 = 36
epilog loop 1 & 2 + prolog loop 3 36
loop 3 8 * 8 = 64
epilog loop 3 + function overhead 41
Total 198
TABLE II
CLOCK CYCLES USED BY THE OPTIMIZED BLIND ADAPTIVE
MMSE DETECTOR ALGORITHM
There might still be some room for improvement for the
second loop of the optimized blind adaptive MMSE algo-
rithm. The information for this loop provided by the com-
piler in the assembly output shows that the used resources
are not divided equally over two data paths of the DSP.
There are however no C optimization tricks left that might
improve the resource allocation. It is possible to rewrite
the loop in assembly which makes manual resource alloca-
tion possible and might result in a further optimized loop.
VI. DETECTED BITS PER SECOND PERFORMANCE
The number of clock cycles used by the ’C6711 op-
timized blind adaptive MMSE algorithm, as obtained in
the previous section, gives an indication for the theoretical
minimum number of cycles that is required by the detec-
tion algorithm for detection of a bit. It is a minimum be-
cause the required number of cycles can increase because
of, for example, pipeline stalls caused by slow memory
access. Since these effects cannot be seen in the gener-
ated code, the only way to obtain a realistic value for the
number of cycles that the implemented detector requires
for detection of a bit is trough profiling. From the profile
results that have been obtained it appeared that the actual
number of cycles required for detection of a bit is a lot
higher than the number of cycles that execution of the al-
gorithm theoretically requires. Not enough profile results
have been obtained however to make a reliable statement
about this. Therefor the number of clock cycles required
by the ’C6711 optimized blind adaptive MMSE algorithm
for detection of a bit that was obtained in the previous
section will be used for some calculations about the the-
oretical detected bits per second performance that can be
achieved by an ’C6711 implementation of the blind adap-
tive MMSE detector.
The optimized blind adaptive MMSE detection algo-
rithm described in the previous section required 198 clock
cycles for detection of a bit. For easier calculations this
number is rounded to 200 cycles. The used ’C6711 DSP
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Data rate (bps) Channels/DSP DSPs/Channel
9600 (GSM) 77 0.01
21400 (GPRS 1 time slot) 35 0.03
171200 (GPRS 8 time slots) 4 0.23
144000 (UMTS moving vehicle) 5 0.19
2000000 (UMTS indoor) 0 2.67
TABLE III
NUMBER OF CHANNELS SUPPORTED BY A ’C6711 IMPLEMENTATION OF THE BLIND ADAPTIVE MMSE DETECTOR FOR
OFTEN USED DATA RATES
has a 150MHz clock which means that the detector can
detect 750000 bits per second. In Table III the number of
channels a single ’C6711 DSP can detect and the number
of DSPs necessary to detect a single channel for a num-
ber of often used data rates in wireless communications
are shown. One channel in this table corresponds with one
user. So in case of a base station with a single DSP for a
9600bps CDMA system, 77 users can be active simultane-
ously in the cell of this base station. In the calculation of
the Channel/DSP numbers in Table III the time it takes the
DSP to switch from detection of one user to detection of
another user is not taken into account. In the calculation
of the DSPs/Channel numbers in Table III the overhead of
inter-DSP communication is not taken into account. For
all calculations in Table III it is assumed that the DSP per-
forms no other tasks than blind adaptive MMSE detection.
VII. CONCLUSIONS
Analysis of the blind adaptive MMSE detector showed
that, by minimizing the mean output energy, the blind
adaptive MMSE detector also minimizes the mean square
error. Therefor the blind adaptive MMSE detector will
achieve the same bit-error-rate performance as the normal
MMSE detector. The analysis of the blind adaptive MMSE
detector also resulted in an algorithm for implementation
of the blind adaptive MMSE detector.
Simulation of the blind adaptive MMSE detector
showed that the x sequence of this detector has to converge
to the x sequence that minimizes the mean square error in
order for this detector to achieve its optimal bit-error-rate
performance. To reach this convergence a certain amount
of time is needed that depends on the CDMA system pa-
rameters and the used step size. When the CDMA sys-
tem parameters change the x sequence that minimizes the
mean square error changes as well and the x sequence has
to converge again. The blind adaptive MMSE detector will
therefor not reach its optimum bit-error-rate performance
in CDMA systems where the system parameters change
within the time the detector needs to reach convergence.
Simulation results of a converged blind adaptive MMSE
detector have been compared with published simulation
results of a normal MMSE detector. This showed that
the converged blind adaptive MMSE detector achieves the
same bit-error-rate performance as the normal MMSE de-
tector.
An optimized implementation of the blind adaptive
MMSE detection algorithm has been developed for the
Texas Instruments ’C6711 DSP. This optimized algorithm
can theoretically detect one user of a 750000 bits per sec-
ond synchronous CDMA system on a 150MHz DSP. Ac-
tual measurements of the detected-bits-per-second perfor-
mance could not be obtained because of time constraints.
In order to make a statement about the practicality of the
use of a DSP implementation of the blind adaptive MMSE
detector in for example CDMA base stations two research
steps will still have to be performed. First the data rate,
number of supported users and other requirements on the
base station have to be studied in order to determine the
processing power requirements of the base station. After
that a single DSP test-bed can be used to do detected-bits-
per-second measurements of the DSP version of the blind
adaptive MMSE detector to determine if and at what cost
the processing power requirements of the base station can
be met.
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