One of the central tasks for the visual system is to integrate visual features into objects, which is referred to as the binding problem. To study the binding mechanisms, it has been suggested to use phenomena of feature misbinding to separate active feature binding from feature co-occurence. Taking advantage of a steady-state misbinding of color and motion, we performed psychophysical and event-related potential (ERP) adaptation experiments to investigate the neural mechanisms of the misbinding (i.e., the active color-motion binding). Human subjects adapted to the misbinding of color and motion, as well as their correct binding that was used for identifying neural processes associated with the co-occurrence of color and motion. We found that adaptation to the misbinding and the correct binding could generate colorcontingent motion aftereffects (CCMAEs), but in opposite directions. ERP adaptation effects manifested in the earliest ERP component C1. The C1 latency in the misbinding condition was 11 ms longer than that in the correct binding condition. In the correct binding condition, the C1 adaptation effect (i.e., the C1 amplitude reduction after adaptation) took place in the peak phase of the C1. The dipole source of the adaptation effect was located in V1. In the misbinding condition, the C1 adaptation effect occurred in the descending phase of the C1 and its dipole source was in V2. In both conditions, the C1 adaptation effects correlated with the CCMAEs across individual subjects. These findings provide human electrophysiological evidence that active feature binding takes place in early visual cortex, but at later processing stages than feature co-occurrence.
Introduction
Different visual features (e.g., color, motion, and orientation) of an object are processed to a certain degree by different functional specialized modules of cerebral cortex. For example, some V4 neurons respond selectively to color, and V5 neurons encode various aspects of motion information (Fellaman & Van Essen, 1991; Livingstone & Hubel, 1988) . However, we perceive coherent objects, rather than their isolated components, such as colors, orientations, and shapes. To achieve a unitary percept, the visual system must integrate the activity of these functional modules and link visual features belonging to the same object, which is known as the binding problem. This becomes very difficult when multiple objects appear simultaneously in the visual field because the visual system needs to assign the correct color, motion, and orientation to each object.
The binding problem is one of the most puzzling and interesting issues that cognitive neuroscience has ever faced. Numerous theoretical modeling and empirical studies have been performed to investigate how the brain solves this problem. The feature integration theory (Treisman, 1996) hypothesized that attentiondependent reentrant processes are a critical mechanism in feature binding. According to this hypothesis, a visual image first activates feature detectors in early visual cortex. These detectors connect to object processors in the inferior temporal cortex for building feature conjunctions. To verify whether feature conjunctions are veridical, the visual processing system needs to trace back to early visual cortex that can localize features more precisely (Bouvier & Treisman, 2010) . Behavioral studies using the paradigm of object substitution masking have provided evidence for the significant role of reentrant processing in feature binding (Bouvier & Treisman, 2010; Koivisto & Silvanto, 2011 cortex has been suggested to be involved in the reentrant processes, as evidenced by functional magnetic resonance imaging (fMRI), transcranial magnetic stimulation (TMS), and neuropsychological studies (Colby & Goldberg, 1999; Esterman, Verstynen, & Robertson, 2007; Friedman-Hill, Robertson, & Treisman, 1995; Koivisto & Silvanto, 2012; Robertson, 2003; Shafritz, Gore, & Marois, 2002) showing that this area could modulate feature binding but had little influence on feature detection. Besides the binding mechanism at a relatively late stage of visual information processing, some researchers proposed that binding could also take place at an early stage of visual processing, even in the absence of attention. Their conjecture is mainly based on psychophysical findings on rapid feature integration (Bodelón, Fallah, & Reynolds, 2007; Holcombe & Cavanagh, 2001 ) and visual contingent aftereffects (Humphrey & Goodale, 1998; Wolfe & Cave, 1999) . It is known that visual contingent aftereffects are confined to the position of adaptation (Gibson & Radner, 1937; Stromeyer, 1972) , that there is a lack of interocular transfer (Mayhew & Anstis, 1972) , and that they could be induced by adaptation to locally paired dots that moved in opposite directions (Blaser, Papathomas, & Vidnyánszky, 2005) . These findings are taken as evidence for early binding mechanisms that are dependent on spatial and/or temporal proximity of visual features.
Although significant progress has been made in understanding the binding mechanism, we still know little about its neural implementation. Furthermore, there is a notable shortcoming of most previous studies for addressing the binding problem. In these studies, visual features were presented simultaneously and superimposed. Many neurons in almost all visual cortical areas are now known to code features in multiple dimensions. For example, many color sensitive neurons in V2 are jointly selective for other features, such as motion direction and size (Gegenfurtner, Kiper, & Fenstemaker, 1996) . Therefore, the reported binding effects could be ascribed to the physical co-occurrence of features and the sensory representation of feature pairing. It is difficult to know whether the mechanism normally responsible for active feature binding (i.e., perceptual binding) is actually recruited (Di Lollo, 2012; Whitney, 2009) .
To address the issues raised above, it is necessary to test conditions in which features are perceptually misbound and investigate how misbinding is realized in the brain, because it is likely that feature misbinding provides the strongest evidence for the existence of the active binding mechanism (Treisman & Schmidt, 1982) . Wu, Kanai, and Shimojo (2004) described a vivid and compelling illusion demonstrating a steady-state misbinding of color and motion, which provided a powerful tool to investigate the neural mechanisms of feature misbinding. In a recent study (Zhang, Qiu, Zhang, Han, & Fang, 2014) , we used a slightly modified version of their illusion. Our stimulus (Fig. 1A , the left panel) consisted of two sheets of isoluminant dots. One sheet moved up and the other one moved down. On both sheets, dots in the right end (right of the white dashed line, the effect part) and those in the rest area (the induction part) were rendered in different colors (red or green). Oppositely moving dots always had different colors. Thus, the induction and effect parts of the stimuli combined color and motion in opposite fashions. Interestingly, when fixating at the center of the stimuli, during most of the viewing time, observers erroneously perceived the dots in the effect part -the color and motion of these dots were perceptually bound in the same fashion as those in the induction part. To be more specific, dots in the induction and effect parts of the upward-moving sheet were red and green, respectively. Dots in the corresponding parts of the downward-moving sheet were green and red, respectively. The color-motion misbinding made observers to perceive the effect part consisting of upward-moving red dots and downwardmoving green dots.
We used psychophysical adaptation and fMRI adaptation to search for the cortical representation of the color-motion misbinding. We found that, the color-contingent motion aftereffect (CCMAE) generated from adaptation to the effect part of the illusory stimuli followed the prediction by the perceived binding (i.e., the misbinding) of color and motion rather than by the physical binding. The color-contingent motion adaptation effect in V2 measured by fMRI was found to be strongly associated with the CCMAE. Furthermore, effective connectivity analyses using dynamic causal modeling (DCM) showed that the enhanced feedback from V4 and V5 to V2 might contribute to the misbinding . These findings strongly support the view that the binding mechanism can be implemented in early visual cortex, which is enabled by cortical feedback from higher cortical areas.
In this study, we used similar stimuli and adaptation paradigm, but with another brain imaging technique -event-related potential (ERP), to probe the neural mechanisms of the color-motion misbinding. We asked subjects to adapt to the color-motion misbinding, and then measured the ERPs responding to test stimuli that moved either in the same or opposite directions to the adaptor. Our ERP analysis focused on the C1 component induced by the test stimuli, because C1 is the earliest ERP component and it has been demonstrated to be closely associated with neural activity in early visual areas (Jeffreys & Axford, 1972) . Early and peak phases of the C1 component are believed to be generated by feed-forward neuronal responses in V1 (Chen et al., 2014; Clark & Hillyard, 1996; Zhang, Zhaoping, Zhou, & Fang, 2012) , whereas its late phase might originate from extrastriate areas (Ales, Yates, & Norcia, 2010; Foxe & Simpson, 2002) . By examining adaptation effects on the C1 component and localizing their cortical sources, we aimed to identify the neural locus of the misbinding.
Materials and methods

Subjects
A total of twenty-four human subjects (9 male, 19-28 years old) were paid to take part in the study. All of them participated in the psychophysical experiment and twenty-two of them participated in the ERP experiment. All subjects were naïve to the purpose of the study. They were right-handed, reported normal or corrected to normal vision, and had no known neurological or visual disorders. They gave written, informed consent, and our procedures were approved by the human subject review committee at Peking University.
Apparatus
Visual stimuli were displayed on an IIYAMA color graphic monitor (model: HM204DT; refresh rate: 60 Hz; resolution: 1024 Â 768; size: 22 in.) at a viewing distance of 60 cm. A chin rest and head rest were used to help stabilize subjects' head position. Stimulus luminance and color were measured with a Minolta LS-100 photometer.
Stimuli
Both psychophysical and ERP experiments had three adaptation conditions (including the misbinding condition, the correct binding condition, and the control condition, Fig. 1A ), with two adaptors in each condition. In the misbinding condition ( For one adaptor, dots in the effect and induction parts of the upward-moving sheet were red and green, respectively. Dots in the corresponding parts of the downward-moving sheet were green and red, respectively. For the other adaptor, dots in the effect and induction parts of the upward-moving sheet were green and red, respectively. Dots in the corresponding parts of the downward-moving sheet were red and green, respectively. These two adaptors could induce the color-motion misbinding in the effect part. In the correct binding condition (Fig. 1A , the middle panel), the adaptors were identical to those in the misbinding condition except that, on both sheets of the adaptors, dots in the effect part and those in the induction part had the same color. The correct binding condition was included here for identifying neural processes associated with co-occurrence of color and motion. In the control condition (Fig. 1A , the right panel), the two adaptors contained the induction part only. The adaptors were counterbalanced in terms of colormotion pairing. The control condition was used as a baseline for measuring the CCMAEs in the misbinding and the correct binding conditions.
In the psychophysical experiment, there were 10 test stimuli. They were red or green dots presented in the upper half of the effect part area, with one of five different speeds (0.6°/s upward, 0.3°/s upward, 0°/s, 0.3°/s downward, 0.6°/s downward). In the ERP experiment, for each adaptor, there were two test stimuli, each of which contained both red and green dots moving in opposite directions. The dots in a test stimulus moved in the same or opposite direction to those in the effect part of the adaptor. Throughout the experiments, a white dot was presented at the display center and subjects needed to fixate on it.
Psychophysical experiment
Using a method of constant stimuli, the psychophysical experiment was designed to measure the CCMAE in the three adaptation conditions. The experiment consisted of 60 blocks of 40 trials, 10 blocks for each adaptor. Each block started with a 30-sec preadaptation (Fig. 1B) . On a trial, a test stimulus was presented for 0.2 s after a 5 s topping-up adaptation and a 0.2 s blank interval, and subjects made a 2-AFC judgment on the motion direction of the test stimulus (upward or downward). For each adaptor, each of the ten test stimuli was presented on 40 trials. The order of the three adaptation conditions/blocks was randomized across subjects.
Psychophysical data analysis
We first constructed a psychometric function for each adaptation condition shown in Fig. 2A . We plotted the percentage of trials on which the test stimulus direction was perceived to be opposite to the physical direction of adapting dots (with the same color as the test) as a function of the test speed. For each condition, the psychometric values at the five test speeds were fit with a cumulative normal function. We interpolated the data to find the speed expected to be perceived as stationary. The speed difference between the misbinding condition and the control condition was the CCMAE from adaptation to the color-motion misbinding in the effect part, and the speed difference between the correct binding condition and the control condition was the CCMAE from adaptation to the correct color-motion binding.
ERP experiment
The ERP experiment aimed to measure the color-contingent motion adaptation effect in the brain. It consisted of 36 blocks of 36 trials, 6 blocks for each adaptor. Similar to the psychophysical experiment, each block started with a 30 s pre-adaptation (Fig. 1C) . On a trial, after a 5-sec topping-up adaptation and a 0.2-0.4 s blank interval, a test stimulus was presented for 0.4 s. Subjects needed to make a 2-AFC judgment on a near-threshold luminance change (increment or decrement) of the test stimulus for attentional control. The luminance change occurred between 0.2 and 0.4 s after the onset of the test stimulus. It was determined by QUEST staircases (Watson & Pelli, 1983) before the experiment to ensure that subjects performed equally well for all the adapting and test stimuli (75% correct). For each adaptor, each of the two test stimuli was presented on 108 trials. The order of the three adaptation conditions/blocks was randomized across subjects.
EEG recording
EEG was recorded from 64 scalp sites using Ag/AgCl electrodes mounted in an elastic cap (Brain Products, Munich, Germany) according to the extended international 10-20 EEG system. We recorded VEOG (vertical electro-oculogram) from an electrode positioned above the right eye and HEOG (horizontal electrooculogram) from an electrode at the outer canthus of the left eye. The signals from the 64 scalp electrodes were referenced online to an electrode on the tip of the nose and were re-referenced offline to the mean signal from the left and right mastoids. Impedance for all the electrodes was kept below 5 kX. EEG was amplified with a gain of 500 K, band-pass filtered from 0.05 to 100 Hz, and digitized at a sampling rate of 1000 Hz.
ERP data analysis
We used Brain Vision Analyzer (Brain Products, Munich, Germany) to analyze EEG signals induced by the test stimuli. EEG data were first low-pass filtered at 30 Hz and then epoched from 100 ms before stimulus onset to 250 ms after stimulus onset. EEG epochs were corrected for baseline over the 100 ms interval immediately before stimulus onset. Eye-blink artifacts were semi-automatically corrected using the method proposed by Gratton, Coles, and Donchin (1983) . Any epoch exceeding ±50 lV at any electrode was excluded from analysis. Remaining epochs were selectively averaged according to the types of the test stimuli in which the red and green dots moved in the same (i.e., the same trial) or opposite (i.e., the opposite trial) direction to those in the effect part of the adaptor.
The C1 response was apparent between 60 and 100 ms after stimulus onset. To select electrodes for C1 amplitude and latency analysis, for each adaptation condition, grand averaged ERPs were made by averaging across subjects and test stimuli. Left posterior electrodes, including P1, P3, P5, PO3, PO7, POZ, O1, and Oz, had the largest C1 amplitudes, in all the three adaptation conditions. To calculate the C1 amplitude for each subject, the mean amplitude of the seven sampling points around the C1 peak was first calculated for each of these eight electrodes, and this mean was then averaged across the eight electrodes. The C1 latency was the mean of the C1 peak latencies across these eight electrodes.
To assess differences between the ERP waveforms for the same and opposite trials, we used a criterion of at least 22 consecutive data points (i.e., 22 ms) that are different at a p < 0.01 level (paired t-test for difference of means). A similar criterion was used by Murray et al. (2002) . They used 11 consecutive data points at a 500 Hz digitization rate. Here, we used 22 consecutive data points at a 1000 Hz digitization rate, which means the same length of data points as that in Murray et al.'s study. Using the method proposed by Guthrie and Buchwald (1991) , we calculated the corrected p-value of <0.018.
To measure the C1 adaptation effect in each adaptation condition, we computed an adaptation index I A to quantify how much the C1 response changed after adaptation relative to the overall response to the stimuli. In the misbinding and correct binding conditions, the index was defined as (A same À A opposite )/(A same + A opposite ), where A same and A opposite are the mean C1 amplitudes on the same and opposite trials, respectively. Generally, the larger the absolute value of the index, the greater the C1 adaptation effect. 
Source localization
Estimation of dipole sources was performed using the Brain Electrical Source Analysis (BESA) algorithm (BESA version 5.3). For the misbinding and correct binding conditions, dipole modeling was carried out based on the difference waveforms between the same and opposite trials. We first used one dipole with free location and orientation to fit the distribution of the difference waveform in the 68-110 ms interval for the misbinding condition and in the 57-79 ms interval for the correct binding condition, respectively. The four-shell ellipsoidal head model was used. The initial starting position of the dipole was randomly chosen and using different starting locations yielded a highly similar dipole configuration. Then, we localized a dipole within area V1 to best account for the distribution of the difference waveform in the 68-110 ms interval for the misbinding condition and a dipole within area V2 to best account for the distribution of the difference waveform in the 57-79 ms interval for the correct binding condition, respectively.
Results
Psychophysical results
In the psychophysical experiment, we measured the CCMAE from adapting to the correct binding or the misbinding of color and motion in the effect part. After pre-adaptation and toppingup adaptation, a test stimulus (i.e., red or green moving dots) was presented briefly, and subjects made a 2-AFC judgment on the motion direction of the test stimulus (upward or downward) (Fig. 1B) .
Because data from the red and green test stimuli showed a similar pattern, they were pooled together for analysis. Fig. 2A shows the psychometric functions in the three adaptation conditions. In the control condition, subjects adapted to the induction part only. Their performance was almost perfect for all the test stimuli (about 50% level for the 0°/s stimulus, good judgment for the 0.3°/s and 0.6°/s stimuli), demonstrating that adaptation to the induction part only generated little CCMAE in the effect part area. However, after adapting to the correct binding of color and motion, the psychometric function showed a leftward shift. This result demonstrated that subjects' perception of the moving direction of the tests was biased opposite to the physical direction of the adapting dots (with the same color as the test). Strikingly, after adapting to the misbinding of color and motion, the psychometric function exhibited a rightward shift, showing that subjects' perception of the direction of the tests was biased opposite to the perceived (rather than the physical) direction of the adapting dots. These results demonstrated that adaptation to the color-motion misbinding could generate the CCMAE and the CCMAEs in the misbinding and the correct binding conditions had opposite directions, suggesting that neurons in visual cortex might represent the color-motion misbinding for the dots in the effect part.
To quantitatively measure the CCMAE magnitude in each adaptation condition, psychometric values at the five test speeds were fit with a cumulative gaussian function. We interpolated the data to find the speed expected to be perceived stationary. We used the speed in the control condition as a baseline. The speed differences between the control condition and the correct binding condition (mean ± SEM: 0.17 ± 0.01°/s) and between the control condition and the misbinding condition (mean ± SEM: 0.13 ± 0.01°/s) were defined as the CCMAE magnitudes in the correct binding condition and the misbinding condition, respectively (Fig. 2B) . Both the CCMAE magnitudes were significantly above zero (both t(23) > 14.94, p < 0.001). The CCMAE magnitude in the correct binding condition was significantly greater than that in the misbinding condition (t(23) = 8.11, p < 0.001).
ERP results
The ERP experiment aimed to measure the color-contingent motion adaptation effect in the brain. The experimental protocol (Fig. 1C) in the ERP experiment was similar to that of the psychophysical experiment except that subjects were asked to make a 2-AFC judgment on a near-threshold luminance change of the test stimulus (200-400 ms after stimulus onset). The test stimuli were different from those in the psychophysical experiment. There were two test stimuli for each adaptor. Each test contained both red and green dots. In one test, the dots were identical to those in the effect part of the adaptor, whereas the dots in the other test moved in opposite directions to those in the effect part of the adaptor. They performed equally well (about 75% correct) across the three adaptation conditions and the two types of trials. ERPs evoked by the test stimuli on the same and opposite trials were analyzed. The C1 was visible between 50 and 110 ms after stimulus onset (Fig. 3A) . Left posterior electrodes, including P1, P3, P5, PO3, PO7, POZ, O1, and Oz, had the largest C1 amplitudes in the three adaptation conditions (Fig. 3B and C) . Statistical analyses were based on the averages of the C1 amplitudes and latencies across these eight electrodes. We hypothesize that, if the C1 component is associated with the misbinding of color and motion, according to the ERP adaptation logic (Hoffmann, Unsöld, & Bach, 2001) , the C1 component on the same trials should be larger than that on the opposite trials. On the other hand, if the C1 component is also associated with the correct binding of color and motion, the C1 component should show an opposite pattern. Based on previous neurophysiological and fMRI findings (Gegenfurtner et al., 1996; Zhang et al., 2014) , we further hypothesize that the adaptation effects on the C1 component in the misbinding and correct binding conditions might take place in different phases of this component. Fig. 3A shows the averaged waveforms across the eight electrodes and all subjects in the three adaptation conditions. In the misbinding condition, the peak amplitude of the C1 component was larger on the same trials than that on the opposite trials (t(21) = 2.68, p < 0.05). In contrast, in the correct binding condition, the peak amplitude of the C1 component was smaller on the same trials than that on the opposite trials (t(21) = 2.70, p < 0.05). In the control condition, there was no significant amplitude difference between the two types of trials (t(21) = 0.27, p > 0.79). For the peak latency of the C1 component, there was no significant difference between the same and opposite trials in all the three conditions (all t(21) < 1.94, p > 0.07). The peak latencies of the C1 components (averaged across the same and opposite trials) in the misbinding, correct binding, and control conditions were 79, 68, and 69 ms, respectively. A one-way repeated-measures ANOVA of C1 peak latency revealed a significant main effect of adaptation condition (F(2,42) = 17.14, p < 0.001). Post hoc paired t-tests showed that the C1 peak latency in the misbinding condition was significantly longer than those in the correct binding and the control conditions (misbinding vs. correct binding: t(21) = 5.29, p < 0.001; misbinding vs. control: t(21) = 5.88, p < 0.001). But there was no significant difference between the correct binding and control conditions.
A closer look at the ERP waveforms in Fig. 3A revealed that the differences between the same and opposite trials were not limited to the C1 peak amplitudes and latencies. We further assessed the ERP waveform differences between the same and opposite trials. The gray shaded areas in Fig. 3A show the intervals (i.e., time points) with significant amplitude difference between the same and opposite trials (p < 0.01, paired t-test at 22 consecutive time points). For the misbinding condition, significant difference was found in the descending phase of the C1 component (68-110 ms after stimulus onset). However, for the correct binding condition, the C1 peak phase (57-79 ms after stimulus onset) exhibited significant difference. No significant difference was found in the control condition.
Dipole modeling of intracranial source
We carried out dipole modeling of intracranial sources of the C1 component with the BESA algorithm, based on the difference waveforms between the same and opposite trials. We searched for one dipole with free location and orientation that could best explain the distribution of the difference waveform over the 68-110 ms interval for the misbinding condition and over the 57-79 ms interval for the correct binding condition, respectively. In the misbinding condition (Fig. 4A) , a dipole located in V2 (Talairach coordinates: À7, À90, À14, Brodmann's area 18) was identified. It could account for 91.1% of the variance in the C1 scalp voltage distribution. A dipole within V1 (Talairach coordinates: À13, À95, À7, Brodmann's area 17) could best account for 78.9% of the variance. In the correct binding condition (Fig. 4B) , a dipole located in V1 (Talairach coordinates: À11, À92, À7, Brodmann's area 17) was identified. It could account for 89.8% of the variance. A dipole within V2 (Talairach coordinates: À4, À88, À15, Brodmann's area 18) could best account for 81.6% of the variance. We also performed an additional dipole localization analysis that was restricted to the time frames of the C1 peaks (i.e., the 7 data points around the C1 peak). The analysis generated a similar result.
Correlation analysis between psychophysical and ERP measures
To further evaluate the role of the C1 adaptation effects in the misbinding and correct binding of color and motion, we calculated the correlation coefficients between the CCMAE and the C1 adaptation index across 22 subjects who participated in both the Fig. 3 . ERP results. (A) ERPs averaged over the eight left posterior electrodes and all subjects in response to the test stimuli in the misbinding, correct binding, and control conditions. (B, C) Progression of the scalp voltage topography from 51 to 110 ms after stimulus onset in the misbinding and correct binding conditions. ''same + oppo" refers to the averaged topography between the same and opposite trials. ''same À oppo" and ''oppo À same" refer to the difference topography between the same and opposite trials.
psychophysical and ERP experiments. The CCMAE was significantly correlated with the C1 adaptation index in both the misbinding (r = 0.451, p = 0.035) and correct binding (r = À0.478, p = 0.024) conditions (Fig. 5) . Note that, according to the definition of the C1 adaptation index (see the method part), in the misbinding condition, the stronger the adaptation effect, the most positive the index, resulting a positive correlation coefficient. However, in the correct binding condition, the stronger the adaptation effect, the more negative the index, resulting a negative correlation coefficient.
Discussion
Using psychophysical and ERP adaptation techniques, our study provides the following findings on the mechanisms of the colormotion misbinding. (1) Adaptation to the color-motion misbinding could generate a CCMAE. The direction of the CCMAE followed the prediction by the misbinding, opposite to the CCMAE direction from adaptation to the correct binding. This finding replicated our previous work . (2) The peak latency of the C1 components induced by the test stimuli after adapting to the misbinding was about 11 ms later than that after adapting to the correct binding. (3) The reduced C1 amplitude (i.e., the C1 adaptation effect) after adapting to the correct binding manifested in the peak phase of the C1 component, whereas the reduction after adapting to the misbinding manifested in the descending phase of the C1 component. (4) The C1 adaptation effects were closely associated with the CCMAEs in both the correct binding and the misbinding conditions. (5) The dipole source analysis showed that the C1 adaptation effects in the correct binding and the misbinding conditions reflected neural adaptation in V1 and V2, respectively. These results suggest that both the correct binding and the misbinding take place in early visual cortex, but at different levels of the visual processing hierarchy.
It should be noted that the C1 adaptation effects cannot be explained by attention. Subjects were asked to perform a nearthreshold luminance change task with the test stimuli for attentional control. They performed equally well for all the adaptors and test stimuli, presumably holding effort and attention constant across all the conditions. Moreover, luminance changes occured between 200 and 400 ms after the onset of the test stimuli. EEG signals in this interval were not included for analysis. Electrophysiological studies in monkey subjects have found that color and motion are processed in different, yet mutually connected cortical pathways (Fellaman & Van Essen, 1991) . It is widely accepted that the color processing pathway consists of the blobs of V1, the thin stripes of V2, and V4, and the motion processing pathway includes the layer 4B of V1, the thick stripes of V2, and V5/MT + (Bartels & Zeki, 2000; Sincich & Horton, 2005) . Meanwhile, neurons selective for both color and motion direction were found in V1 (Gegenfurtner et al., 1996) . Recently, using fMRI, Seymour, Clifford, Logothetis, and Bartels (2009) applied multivariate pattern analysis (MVPA) to decode subjects' perception when they viewed color-motion conjunctions. It was shown that the physical feature conjunctions could be decoded from fMRI spatial activation patterns in early visual cortical areas, as early as in V1. This finding demonstrated an explicit representation of feature conjunctions at early visual processing stages, consistent with our finding in the correct binding condition. It is very likely that prolonged viewing of the correct binding of color and motion had adapted the dually selective neurons for color and motion direction in V1. This is why we found the C1 adaptation effect in the peak phase of the C1 component. Our finding here and Seymour et al.'s finding might imply an early mechanism of visual feature conjunction. However, these findings cannot inform us whether the conjunction representation in early visual areas is the sensory coding of a feature pairing or the perceptual readout of a binding operation. We still do not know whether an active feature binding mechanism is indeed recruited for these unambiguous visual stimuli in these studies. Thus, to reveal the binding mechanisms, it is necessary to use visual stimuli that can induce feature misbinding.
Dually selective neurons for color and motion direction were much more common in V2 than V1 (Tamura, Sato, Katsuyama, Hata, & Tsumoto, 1996) . Furthermore, Shipp, Adams, Moutoussis, and Zeki (2009) reported that such neurons are found more frequently in the superficial and deep layers (1, 2, 5, and 6) that receive feedback modulations from V4 and V5, relative to the intermediate layers (3 and 4) that relay ascending feedforward signals. We recently found that, after viewing the color-motion misbinding, the fMRI adaptation effect in V2 was closely associated with the CCMAE . Furthermore, effective connectivity analyses showed that enhanced cortical feedback from V4 to V2 and from V5 to V2 might contribute to the misbinding. Our results in the misbinding condition are in line with these neurophysiological, anatomical, and fMRI findings. First, the peak latency of the C1 components in the misbinding condition was about 11 ms later than that in the correct binding condition. Second, the C1 adaptation effect in the misbinding condition was found in the descending phase of the C1 component, and the cortical source of the adaptation effect was identified in V2. These two findings may reflect the later activation of neurons in the feedback layers of V2 by the test stimuli in the misbinding condition, relative to the neuronal activation in V1 by the test stimuli in the correct binding condition (Girard, Hupe, & Bullier, 2001) .
In sum, the current study provides human electrophysiological evidence that active feature binding takes place in early visual cortex, but at later processing stages than feature co-occurrence. It complements and corroborates our previous fMRI findings. In the future, other misbinding and active binding phenomena can be probed to fully understand how the binding problem is solved, which is a key component of visual information processing.
