The trapezoidal formula has the smallest truncation error among all linear multistep methods with a certain stability property. For this method error bounds are derived which are valid under rather general conditions. In order to make sure that the error remains bounded as t --> oo, even though the product of the Lipschitz constant and the step-size is quite large, one needs not to assume much more than that the integral curve is uniformly asymptotically stable in the sense of Liapunov.
Introduction.
The general linear It-step method for the approximate numerical computation of the solution x=x(t) of a system of ordinary differential equations of the first order, dx/dt = [(t,x), x(0) = xo, (x e R 8, t >= 0), (1.1) is defined by the formula, ~kX~÷k+~k-lX,~÷k-1+ --. +~oX~ = h(flk[~÷k+... +field), (1.2) The theory of such methods is treated thoroughly in the book of Henrici [6] . We assume that cci, fli are real constants, i= 0,1, 2 .... k, CCk:~ O, h is a positive constant called the step-size, t~n=mh, fm=f (tm,xm) . If the vectors Xo,Xl,...,Xk_ ~ are given, then Xk, Xk+l,... are computed recursively by (1.2) . This offers no difficulties, when the method is explicit, i.e. when fik = O. ~Vhen the method is implicit, i.e. when flk~: O, some conditions on h and f are required in order to guarantee the existence and uniqueness of xn+ k, when xn+k_ 1 .... ,xn+l,x n are known, cf. Section 3.
In connection with the difference equation (1.2) , it is natural to introduce the polynomials k k ~($) ---Z ~i~ j, a(~) = Z ~J~ (1.3) and the operator j=o j=0 * The preparation of this paper was partly sponsored by the Office of Naval Research and the US Army Research Office (Durham). Reproduction in whole or in part is permitted for any purpose of the US Government. (1.4) where D = d/dt, and E is the displacement operator, defined by Ex(t) = x(t+h), or Ex,~ = x~+ 1 .
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L = ~(E)-hDa(E),
(1.5)
It is assumed that ~($) and a($) have no common divisor. The order of a method is the largest integer p such that
Lq~(t) = O,
identically for all polynomiMs ~o(t) of degree p. By Taylor's theorem with the remainder in integrM form it then follows that
L~p(t) ~ -chP+l~(P+l)(t),
(h -> 0) (1.5) for arbitrary functions ~0(t), ~0(t)e C p+~, where c~=0, and where c and p are independent of the function ~0(t), although they depend on the coefficients of ~($) and a(~) It is known that, for a given/c, the polynomials ~($) and a(~) can be determined so that p = 2k, and that no larger p is possible. However, it is natural to require that, ff h is small, then x,~ should be close to x(tn) in some sense, for all t~ of interest, for any choice of starting vectors, x~, (i=0, 1,...,/c-1), sufficiently close to x(tt). Several exact, idealized definitions of this vague requirement have been suggested in the literature, and it has been found that the maximum value of p has to be reduced considerably by such requirements. For instance, no method with p >/c q-2 can possess a certain stability property, cf. [6, pp. 217 and 229], which it is reasonable to require for any extensive numerical integration. where q is a complex constant with negative real part.
In most applications A-stability is not a necessary property. For certain classes of differential equations, however, it would be desirable to have an A-stable method with a small truncation error. A simplified example is the numerical integration over a long time of a non-homogeneous linear system with constant coefficients,
where some of the eigenvalues of Q have large modulus but negative real part. The solution is of the form
In many problems g(t) has a relatively slow variation, cf. Dahlquist [4] . When the components of eQtc in the directions of the eigenvectors mentioned have lost their importance in the physical system, one would like to proceed with a step h, determined only by the behaviour of g(t) and independent of the norm of Q. Non-linear problems of a similar type are encountered in many fields, such as control engineering or chemical engineering, cf. Hamming [5, p. 218] . Although it may be worthwhile to design special methods for such problems, it is of interest to see what can be achieved within the class of linear multistep methods. In Section 3, it is shown that the most accurate of all A-stable linear multistep methods has a remarkable stability property even in non-linear problems.
The requirement of A-stability is an extreme formulation of the wishes in such situations. The reader may also enjoy the less extreme approach to this class of problems made by Robertson [7] , who designs linear multistep methods (with k=2, p=3), such that all solutions of (1.2) tend to zero in a large portion of the complex plane for the quantity qh, though not in the whole half-plane Re(qh)< 0.
Some consequences of A.stability.
A preliminary upper bound for the order of an A-stable method was obtained in [4, Theorem 4] . In this Section, the least upper bound will be found. It is equal to 2. We first need a Lemma. On the other hand, by the aid of Lemma 2.1 and (1.6) it is easy to verify that there exist implicit methods, which are both A-stable and consistent, e.g. the trapezoidal rule, which has the generating polynomials We shall now prove the main result of this Section. 
z-1 s(z) ~
Expanding the logarithm into powers of l/z, we obtain, if p > 2,
We shall see that a positive coefficient of z -8 is inconsistent with A-stability. Lemma 2.1 may now be written thus: A/s-step method is A-stable, if and only if r(z)/s(z) is regular and has a non-negative real part in the half-plane Re (z)> 0.
Since the statement is independent of the degrees of the polynomials r(z) and s(z), it is natural to apply a general device from the theory of analytic functions. 
Since, for given t, x~/(x~+ t 2) is a non-decreasing function of x, xr(x)/s(x)
is also non-decreasing, which is clearly inconsistent with a positive coefficient of z -8 in the expansion (2.3). Hence §-8c' < O, i.e. e* =e' >~, p= 2.
The minimum of c* is obtained for the trapezoidal rule, k= 1, because in this ease x-+oo X + t x->co --00 --OO By this formula and (2.5),
The last integral has a negative limit, unless deo(t)= 0 for all t 4: 0. Then, by (2. The concept of A-stability has an obvious meaning also outside the class of linear multistep methods. For example, the Runge-Kutta method is not A-stable, because when applied to (1.8), it gives the sequence and this does not tend to zero everywhere in the hag-plane t~e (qh) < O. In fact, the base of the exponential tends to infinity, when qh-~ -oo. Notice, however, that the theorems of this section are proved for linear multistep methods only. Actually, the following modification of a linear multistep method is sufficient for the construction of an A-stable procedure of order p = 4. Let x(t,h) and x(t,2h) be the results of the numerical integration of the same differential equation with the trapezoidal formula, using the step-size h and 2h, respectively. Apply Richardson extrapolation without using the extrapolated values in the succeeding computation, i.e. for t = 2h, 4h, 6h, 8h .... compute
x*(t,h) = x(t,h) + ~(~(t,h)-x(t, 2h)) = ~(4x(t,h)-x(t, 2h)).
One can prove that, for given t, the error of x*(t,h) is 0(h4), and the procedure is A-stable, since it is obtained by subtraction of the results of two A-stable procedures. Notice, however, that if the extrapolated values are used in the succeeding computation, then the A-stability is destroyed, because
3. Generalized A-stability and error estimation for the trapezoidal formula.
Consider the differential equation uniformly on ~.
~(t,x(t)+y)-f(t,x(t)) = g(t,y) = A(t)y+j(t,y), (3.2) where
Next we need a generalization of the notion of A-stability. The most natural generalization would be to consider the case that x(t) is a uniformasymptotically stable solution of (3.1) in the sense of the Liapunov theory, el. Antosiewiez [2] , but this case seems to be a little toowide. One might instead assume that the origin is uniform-asymptotically stable for the linear system dy/dt = A(t)y (3.5)
where A(t) is defined by (3.3), i.e. for the so-called first approximation to (3.1) in the neighbourhood of x(t). We shall make this assumption temporarily, although it is more restrictive than necessary. It then follows from a theorem af Malkin [2] , Theorem 16, m= 2, that symmetric matrices G(t) can be found for all t, t > t o, such that the total derivative of the quadratic function
V(t, y) --yTG(t)y
for solutions of the linear equation (3.5) is equal to -yTy, i.e.
yT(G(t)A'(t) + AT(t)G(t) + ~G]~t)y = -yT.y (3.6)
G(t) and ~G/~t are bounded and uniformly continuous for t > t 0, and there exist positive constants ~, fl, y, such that the following inequMities hold for all t > t o and for all non-zero vectors z,
In other words, the function V is a quadratic Liapunov function for (3.5). It is, however, a Liapunov function for (3.1) as well. For if y=x-x(t), then the total derivative of V for solutions of (3.1) is equal to
d V/dt = yrG(t)g(t, y) + gr(t, y)G(t)y + yT~G/~t y. (3.9)
By (3.2), (3.6) and (3.4),
d V/dt = yTG(t)A(t)y + yTAT(t)G(t)y + yT~G/~t y + yrG(t)i(t, y) +jT(t, y)G(t)y ------yTy+ 2yTG(t)j(t, y) <= _ ly[2 + 2o~(~)[y[2/92.
Hence dV/dt is negative definite, if ~ is small enough, and it follows from [2] , Theorem 13, that x(t) is a uniform-asymptotically stable solution of (3.1). Now consider the following condition:
CO~-DITIO~ C.
There exists a quadratic form V(t, y)=yrG(t)y, such that, if dy/dt = g(t, y) = t(t,x(t) + y) -t(t,x(t)) , then its total derivative is negative definite on at. The matrix-valued function G(t) should satisfy (3.7) and (3.8) and ~G[~t should be uniformly contin~wus for t > t o.
We have seen that condition C is not harder than the second of the suggestions for generalization made above. In fact, it is less restrictive. Consider for instance the scalar equation
and put V(t, y)= y~. Then d V/dt = -2y ~. Condition C is obviously satisfied, although the origin is only non-asymptotically stable for the first approximation, which reads dy/dt = 0 in this case. Now we shall investigate the application of the trapezoidal rule to the computation of the solution x=x(t). We confine ourselves to th~ method because of the minimum property shown in Section 2. We compute a sequence of vectors, xo,xl,x2,.., from the difference equation, Xn+l-x n = ½h(f(tn+l,xn+~) +f(tn,xn)) +Pn , where Po,P~,... are perturbations, due for instance to roundoff errors. p~ is the error in the determination of x n + ½h$(t~,x~), when x~-½hI(tn,~¢~) is given. The existence of x~+ 1, when x~ and p~ are given is not clear a priori. The equation may also be written
3/~rt+l--½hf(tn+l,xn+t) = x n + ½hI(t~,xn) + p,~ .
(3.10)
Assume, however, that there exists another sequence of vectors, xo' , x~',..., associated with another set of perturbations, Po',Pl',... satisfying the equation
x',~+l -½hf(t~+l,x'~+l) = x~' + ½hl(t,,x~') + Pn' .
(We shall later put xn'=x(t~), in which case p~' is equal to the local truncation error, but we do not specialize yet.) Put
I(t,z+y)-I(t,z) = g(t,y,z). (3.11)
Note that 9(t,y,x(t))=y(t,y). For (t,z) e ~, (t,y+z) e ~, we have
Ig(t,y,z)-g(t,y)i <= ~(Iz-x(t)l)[yl. (3.12)
Put, for n = 0, 
Now, let y,z be two arbitrary vectors, and put g =g(t, y, z). Then
[Y + ½hg]n ~-[Y-½hgl~-i = ]Y+ ½hgl~ $-]Y-½hy],~2+ [Y-½hgl,~ 2-lY-½hg[~_~ = hW(tn, Y,z,h ) (3.17)
where W is defined by
W(t, y, z, h) = 2yrG(t)g -I-(y-½hg) r G(t) -G(t -h) (Y _ ½hg) (3.18) h Note that, by (3.9), lim W(t,y,x(t),h) = dV/dt. h--~O
The last relations give a motivation for the following modification of Condition C.
CONDITION C~'. Given h, ~, 4. There should exist a symmetric matrix G(t) satisfying (3.7) and (3.8), for all t, t>to such that for all (t,z) ~ ~, (t,y+z) e ~, O<u<_h, W(t,y,z,u) <<. 2~({y]~ + ]½ugl~) . (3.19)
In many cases, the same G(t) can be used for the differential and the difference equation. and hence, by (3.16), we obtain the important inequa/ity 
lYn+l--½hgn+l]n ~ e"h]Yn--~hgn[n-l + ]qn[,~ "
¢(t, h) = eo eÈ(t-h) + q,. -1---e ~ . (3.29)
It is easily verified that Cn=¢(tn,h) is the solution of the difference equation (which leads to a bound for IYnt by use of (3.24)), provided that we can be sure that, at each step, (3.10) has a solution (tn+l,x~+l) e ~. However, we have to worry about this, because the iterative method, which is usually applied in a constructive existence proof, converges, roughly speaking, only if a~ eigenvatues of ½h~l/~x are located inside the unit circle, which is an unsatisfactory restriction. By means of a modification (under-relaxation), this procedure may be extended to the ease where the real part of every eigenvalue of ½h~[]~x is less than unity. This might be applied here, at least ~o the case with a constant Liapunov function. We shall, however, proceed in a different way. We find that y=O, by substituting n+ 1 for n in (3.24).
LEM~ 3.2. If h2' < 1, then the matrix I-½h~[/3x is non-singular, for all points (t,x) ~ Co.
PROOF. If it were singular, there would exist vectors y of any length such that y -½h~[ (t, x )/~x. y = 0. Hence, by (3.11), for any ~, there would exist a vector y such tha~
iy-½hg(t,Y,X)l < elYI,
but this is impossible, according to (3.24) . Now, put x n' =x(tn). Then, Pn' "is the local truncation error of the trapezoidal rule, which is known to be less than h a sup This shows that (t,~+u,xn+~(u)) will not be able to reach the boundary of ~0, under the assumptions made. Hence (3.10) has a solution in ~.
We shall now obtain sufficient conditions for the validity of (3.31), but first we need one more inequality. Let x be an arbitrary vector. Then h
ixl, _2 Ixln_i2 = x~(G(t'~)-G(t~-h))x = --XT --_. t" ~G~tn--~)
o by (3.6) and (3.5 
Hence lYmlm ~ ((1-hX')-l + ½h~)~fl~(tm, h) < (o~-~q*) ,
by (iii). This inequality and (3.37) are equivalent to the conditions of Lemma 3.3, since they are strict inequalities. Hence (3.10) has a solution (tm+l,Xm+l) E ~, which is unique, by Lemma 3.1. Hence (3.31) holds also for n = m + 1, and the theorem is proved. The classical error estimates contained exponentials with a Lipschitz constant, essentially I~[/~x[, as the coefficient of t in the exponent. In recent years, several writers have derived error bounds, where the exponents may be negative, just like/~ in our error bound, when 2 < 0. Some bounds of this kind are found in [3, Ch. 5], but, in connection with the trapezoidal formula, they are less general than Theorem 3. 
]y + ½hg]~-lY-½hg[n-~ < -hW~([y-½hg]n-i) .
(It is now seen that
It now follows from (3.14) and (3.28) that Hence, in any case, if a n < M, then s~+l < M. All this is based on the assumption that, at each step, (3.10) has a solution in @~. The proof of this assumption is obtained by the substitution of M for flq~ (t,h) in the proof of Theorem 3.1. (3.39) is obtained by an application of (3.24). PROOF. If, for some n, s~ < M, then the statement follows from the preceding theorem. Therefore, assume that s n > M for all n. Then, a fortiori, sn>s', so that Sn+l<Sn-hWl(sn)+flq*<sn.
Hence {sn} is a bounded, decreasing sequence, which tends to some limit, s" satisfying the inequality s"<s"-hWl(s")+~q*.
Hence hWl(s")<flq*, whence s" <8' <M, and the theorem is proved. The argument also shows that, The remarkable stability property of the trapezoidal formula has to be matched against two obvious disadvantages:
1. p is only equal to 2, 2. the method is implicit.
To some extent, one can compensate for the first, disadvantage by use of Richardson extrapolation. In many cases, the second difficulty may be overcome by a suitable combination of elimination and iteration, although in other cases it may be more economical to use an explicit method and a smaller step-size. The previous theory is applicable, when the computations are arranged so that the sum of the perturbation tPnl in (3.10) and the local truncation error IPn't never exceeds some fixed bound called q*. It is, however, important to realize that any condition of this type may be violated, eventually, if an iterative technique is used with a fixed number of iterations, and the error lx~-x(tn)l may grow to infinity, even though Ih~[/Oxl is rather small.
It is instructive to study the application of the iterative scheme 
