It is well known that the bivariate polynomial interpolation problem at domain points of a triangle is correct. Thus the corresponding interpolation matrix M is nonsingular. L.L. Schumaker stated the conjecture, that the determinant of M is positive. Furthermore, all its principal minors are conjectured to be positive, too. This result would solve the constrained interpolation problem. In this paper, the basic conjecture for the matrix M, the conjecture on minors of polynomials for degree ≤ 17 and for some particular configurations of domain points are confirmed.
Introduction
Positivity of determinants (or minors) of collocation matrices is an important property in approximation theory. Nonsingularity of such a matrix implies existence and uniqueness of the solution of the associated interpolation problem. Positivity of principal minors, or even total positivity is used in the proofs of some well-known results, see [1, 2, 3] , e.g.
Recently, nonsingularity and principal minors of such matrices for polynomial interpolation at Padua-like points and for interpolation by bivariate Bézier patches were studied in [4] and [5] . A related problem is a construction or an approximation of Fekete points for a given domain, i.e., the interpolation points, which yield the maximal absolute value of the Vandermonde determinant [6] .
It is a well known fact that bivariate Bernstein polynomials {B d ijk } i+j+k=d of degree d form a basis of the space of bivariate polynomials of degree ≤ d. Let I d = {(i, j, k) : i + j + k = d, i, j, k ∈ N ∪ {0}}. For every d+2 2 points in a domain, which do not lie on an algebraic hyper-surface of degree ≤ d, the corresponding interpolation problem is correct ( [7] ). In particular, the problem is correct for domain points [8] verified the theorem by computer and provided a proof of nonsingularity of principal matrices for some special configurations of domain points. For more details see [5] .
A straightforward way of verifying the conjecture by computing principal minors of M is time consuming due to the exponential growth of the number of subsets that need to be analysed, and cannot be done for d > 7 using current computational facilities.
Matrices with positive principal minors are known as P-matrices. Much on them is known, see [9, 10] , e.g. Unfortunately, those tools could not be applied for the study of the problem at hand, so a different approach will be used.
In this paper, the conjecture on positivity of determinant of the bivariate Bézier collocation matrix M is confirmed. Furthermore, the result is proven for an arbitrary Γ ⊂ I d for d ≤ 17. Thus the constrained Lagrange interpolation problem has an unique solution. This covers all the cases useful in practice, since it is well known that Lagrange polynomial interpolants of high degrees have undesired properties. Some particular configurations of domain points are analysed. A conjecture for an exact lower bound of det M Γ is stated.
Main results
Let i be a weak 3-composition of an integer d, i.e., i = (i, j, k), such that |i| := i + j + k = d and i, j, k ∈ N ∪ {0}. Let I d := {i} |i|=d be a set of all weak 3-compositions of the integer d. The set I d consists of d+2 2
compositions. Let T be a triangle in the plane P . Every point v ∈ P can be written in barycentric coordinates v = (u, v, w), u + v + w = 1, with respect to T . The Bernstein basis polynomials of total degree d in barycentric coordinates are defined as
Here the standard multi-index notation and a convention 0 0 = 1 are used. Let us denote the subset of all compositions with z zeros by I 
We are now ready to present the conjecture, stated in [5] , that will be tackled in this paper.
Conjecture 1 ([5]
). For a given triangle T and every nonempty set Γ = {i 1 , i 2 , . . . , i n } ⊂ I d , the matrix
A confirmation of Conjecture 1 would imply the following. Let Γ ⊂ I d and let L({B d i } i∈Γ ) be the given interpolation space. Then the interpolation problem for the points {ξ i } i∈Γ in the domain would be correct, i.e., the interpolant would exist and be unique. An example is shown in Fig. 1 . The conjecture is important for interpolation with spline functions, since some degrees of freedom are determined through the smoothness conditions and the rest through the interpolation conditions (see [11, 5] , e.g.). Note that the matrix M Γ is not symmetric. The determinant of M Γ is independent of the ordering of elements of Γ as long as the same ordering for rows and columns is used. It is common to use the counter-lexicographical ordering ≻ c-lex ,
but a particular ordering of elements in I d , which yields a block lower triangular matrix M I d (see [12] ), will be more convenient. A linear ordering ≻ b is defined as: i ≻ b j if one of the following holds true:
d for z ∈ {0, 1, 2} and sgn(i) = sgn(j) and i ≻ c-lex j. Here sgn(i) = sgn(i, j, k) := (sgn(i), sgn(j), sgn(k)). The ordering ≻ b implies that the matrix M I d has a structure
Thus the problem of verifying the positivity of principal minors of the matrix M I d is reduced to each diagonal block matrix separately. The matrix M ǫ is an univariate Bézier collocation matrix and by [13] it is totally nonnegative with positive principal minors. Therefore, the problem reduces to the study of a
, which, unfortunately, represents a very large part of the matrix M I d for a large d.
Let us simplify the considered matrix. Let us construct a matrix N Γ from M Γ in the following way:
• for every column, divide each element, that corresponds to a polynomial Thus an element
Clearly, the matrix N Γ is a principal submatrix of N I d . Since sgn det M Γ = sgn det N Γ , Conjecture 1 holds for M Γ iff it holds for N Γ .
The matrix N Γ has some nice properties. It consists only of non-negative integers, thus determinant computations are exact. The matrix N I d has a simpler structure than M I d and is closely related to combinatorial objects. Therefore some properties of the matrix M I d will be proven via N I d . Note that some of the properties are not preserved by the transformation M Γ → N Γ .
As an example, diagonal blocks of the matrix M I 4 and the corresponding matrix N I 4 are shown in Table 1 . Table 1 : Diagonal blocks of the matrices M I4 and N I4 by using the ordering ≻ b . Now we are ready to present one of the main results of the paper. 1. |Γ| ≤ 2, 2. let one of the components of (i, j, k) be fixed for all elements in Γ,
where Γ 1 is one of the sets, defined in 1., 2. or 4., and Γ 2 is a set in 5.
Then det M Γ > 0.
Proof. Let |Γ| ≤ 2. For |Γ| = 1, the matrix M Γ is a positive number. Now let Γ = {i 1 , i 2 }. Since the largest element of every column in M Γ is on the diagonal of M Γ ,
Let one of the components of (i, j, k) be fixed. Without loss of generality we may assume that i ℓ = (i ℓ , j ℓ , k), i ℓ + j ℓ + k = d, ℓ ∈ {1, 2, . . . , |Γ|}. By dividing each element of N Γ by k k and multiplying each column by a proper constant, the matrix N Γ transforms to an univariate Bézier collocation matrix, which is a P-matrix by [13] . Now let us consider the case Γ = I d . It follows from [12] and (1) that
Positivity of det M I
and Γ = Γ 1 ∪ Γ 2 , the result follows straightforwardly from the structure of the matrix M Γ .
Remark 4. The set Γ in Theorem 4(2) corresponds to domain points in the triangle T , lying on a line parallel to some edge of T .
The nonsingularity of the matrix M I d follows from the fact that Bernstein polynomials form a basis of the space of bivariate polynomials of degree ≤ d. Although the proof that det M I d > 0 may seem easy, most of the paper [12] is dedicated to the derivation of determinant formula in a closed form (2) .
The subset of decompositions Γ in Theorem 4(5) corresponds to the interpolation problem at boundary domain points of the triangle T .
Concluding remarks
In the rest of the paper we will state some conjectures which expand the Conjecture 1, and examine some interesting properties of considered matrices.
Then min
Conjectures 5 and 6 were verified by a computer for d ≤ 7. Let us prove the latter conjecture for |Γ| ≤ 2 and arbitrary d. We will need the following lemma.
Lemma 7. Let x = (x, y, z) ∈ R 3 and fix i = (i, j, k) ∈ I d . Let the function f (x) := x i be defined on
Then f has an unique maximum at i and Let us define
Since g has no extreme point in Ω x , the minimum value is reached at the boundary of Ω x . Then the minimum is α = (ℓ + 1) ℓ+1 ℓ 2ℓ and it is achieved at (ℓ + 1, ℓ, ℓ). For ℓ + 1 ≤ y and ℓ + 1 ≤ z, the derivation is analogous.
The case d ≡ 2 (mod 3) is similar to the previous one. Since N {i} = g(i), i ∈ I d , and n d = α, the conjecture for |Γ| = 1 is proven. Now let us consider the case |Γ| = 2. Let us show that
By Lemma 7 it follows that i i 1
Let us denote an eigenvalue of the matrix M I d with index i and multiplicity n by λ The conjecture was verified by a computer for d ≤ 20. Note that positivity of eigenvalues would follow, if one would prove that M I d is a P-matrix.
As an example, the spectra of M I 10 and M I 10 + M T I 10 are shown in Table 2 and 3, respectively. The interlacing property for d ≤ 20 can be observed in Fig. 2 .
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