INTRODUCTION
Extensive work on automated methods for determining the subcellular location of proteins from microscope images has been described previously [1 -3] . Most of the work in location proteomics has centered on single-cell analysis or sparse multi-cell images. This is the logical starting point for these types of analyses as it provides a simpler problem.
Although the study of cell behavior in a single-cell environment is informative and useful, analysis of subcellular location is ultimately needed at the tissue level.
Databases exist that contain images of tissues that have been stained for various proteins. The most notable of these is the Human Protein Atlas (HPA) [4] . It contains millions of images of various normal and cancerous human tissues.
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images. Automating the annotation process is an important goal, since automated methods have the potential of performing as well as, or better than, visual examination [3] .
In fact, encouraging results have been described for the automated classification of major subcellular location patterns in the immunohistochemically stained HP A images [5] . We have previously showed that the implementation of graphical models can significantly improve classification performance on multi-cell synthetic images [6] . In particular, an approximation of loopy belief propagation with a novel voting potential (a combination termed Prior Updating) was observed to be much faster than other approaches while achieving high accuracies [7] . We present here, for the first time, to our knowledge, the application of a graphical model to improve the determination of the subcellular pattern in tissue images.
ISBI 201 0 permeabilizing, and staining CaC02 cells will be described elsewhere [8] . Table 1 summarizes the 9 subcellular patterns for which we collected images, along with their respective antibodies or probes. Table I . We used Ridler-Calvard thresholding on projected DNA channels to generate nuclear seeds, as described previously [3] . The seeded watershed algorithm was performed on the projected actin channel using nuclear seeds. The actin distribution gives an approximation to the location of cell membranes. Finally, the extent of each cell was defined as the orthogonal projection in 3D of the 2D masks resulting trom the watershed algorithm. 
FEATURE EXTRACTION
For each segmented cell, the feature set SLFI9 was calculated to describe the 3-dimensional distribution of the protein within cells [9] . SLF1 9 is composed of 14 morphological features for 3D objects (number of objects, relative volume of objects, etc.), 14 DNA-related features (average distance trom the nucleus, overlapping volume with the nucleus, etc.), 2 edge features, and 26 Haralick texture features. As a result, each cell is described by a vector of 56 features.
CLASSIFICATION
A supervised machine learning approach was used to train a classifier to distinguish the 9 major patterns (classes). We 
Voting potential
The voting potential function is designed to influence the evidence P(xJ of node i for every possible label x with a voting potential <p which reflects the evidence of all of the neighboring i's into a summary vote. The overall probability of a vector of classes x is:
where Z is a normalizing constant to ensure the sum of the vector P(x)=1 . The output of the random forest can be converted into probabilities P(xJ that classes x are assigned to a cell i by calculating the proportion of predicted classes x assigned to i by the forest (considering only trees for which i belongs to the out-of-bag portion). The voting potential <p is defined as:
m+A where VI, V2, " 'Vrn are the m neighbors of i, n is the number of classes, N(i) is the set of neighbors of node i, and A is a smoothing parameter that controls the influence of the neighbor at each iteration. The smaller A is, the more strongly neighbors will influence the cell classification.
I(v_k,i) is a probability vector initialized to equal values for each class (as there are 9 classes, the initial probability I(v _ k, i) of the class x for an arbitrary node i and its neighbor
Vk is 1/9). The probabilities I (v _ k, i) are updated iteratively.
The iterative updating is stopped when the probabilities of each node stay unchanged in two successive iterations.
RESULTS
To classify individual cells, we set the size of the random forest to 500 trees and the number of random features used to generate the decision of each node to 8. The overall accuracy of the random forest was 89.24% with a large disparity between classes, from 76.5% accuracy for predicting tubulin to 100% accuracy for predicting nuclei (see Table 2 ).
To improve this accuracy, we tested variOUS graphical to optimize the parameters. We observed that variations in A had almost no effect on the accuracy (data not shown). During the optimization, the highest accuracies were reached for A=O and dcutorF800 for the physical space. This gave an overall accuracy after updating labels of 99.57% (Table 2) . By contrast, the graphical model tested in the feature space gave an overall accuracy of only 89.5%. modifies the labels to give the correct labeling (right panel).
The approach described here can easily be extended to the study of 3D tissues by building the graph using distance in three-dimensional physical space without changing anything else. The dataset and code used in this paper are available from http://murphylab. web.cmu.ed u/software. Table 2 . Confusion matrices of classes assigned by the computer (columns) versus the true pattern (rows). The first number corresponds to the accuracy of the random forest classifier (overall accuracy=89.24%) and the second number represents the accuracy of the graphical model (overall accuracy=99.57%). 
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