# 2014 International Union of Crystallography Macromolecular crystallographic refinement relies on sometimes dubious stereochemical restraints and rudimentary energy functionals to ensure the correct geometry of the model of the macromolecule and any covalently bound ligand(s). The ligand stereochemical restraint file (CIF) requires a priori understanding of the ligand geometry within the active site, and creation of the CIF is often an error-prone process owing to the great variety of potential ligand chemistry and structure. Stereochemical restraints have been replaced with more robust functionals through the integration of the linear-scaling, semiempirical quantum-mechanics (SE-QM) program DivCon with the PHENIX X-ray refinement engine. The PHENIX/DivCon package has been thoroughly validated on a population of 50 protein-ligand Protein Data Bank (PDB) structures with a range of resolutions and chemistry. The PDB structures used for the validation were originally refined utilizing various refinement packages and were published within the past five years. PHENIX/DivCon does not utilize CIF(s), link restraints and other parameters for refinement and hence it does not make as many a priori assumptions about the model. Across the entire population, the method results in reasonable ligand geometries and low ligand strains, even when the original refinement exhibited difficulties, indicating that PHENIX/DivCon is applicable to both single-structure and high-throughput crystallography.
Macromolecular crystallographic refinement relies on sometimes dubious stereochemical restraints and rudimentary energy functionals to ensure the correct geometry of the model of the macromolecule and any covalently bound ligand(s). The ligand stereochemical restraint file (CIF) requires a priori understanding of the ligand geometry within the active site, and creation of the CIF is often an error-prone process owing to the great variety of potential ligand chemistry and structure. Stereochemical restraints have been replaced with more robust functionals through the integration of the linear-scaling, semiempirical quantum-mechanics (SE-QM) program DivCon with the PHENIX X-ray refinement engine. The PHENIX/DivCon package has been thoroughly validated on a population of 50 protein-ligand Protein Data Bank (PDB) structures with a range of resolutions and chemistry. The PDB structures used for the validation were originally refined utilizing various refinement packages and were published within the past five years. PHENIX/DivCon does not utilize CIF(s), link restraints and other parameters for refinement and hence it does not make as many a priori assumptions about the model. Across the entire population, the method results in reasonable ligand geometries and low ligand strains, even when the original refinement exhibited difficulties, indicating that PHENIX/DivCon is applicable to both single-structure and high-throughput crystallography.
Introduction
Structure-based drug discovery (SBDD) utilizes the threedimensional structure of a drug target, such as an enzyme, complexed with one or more ligands or lead compounds in order to inform the drug-discovery process. The structure serves as the three-dimensional template for screening, docking and scoring (e.g. rank ordering) potential drug candidates, and hence the quality of the model is crucial to overall success. X-ray crystallography is the primary technique used to determine the three-dimensional structure of molecular biochemical systems, and owing to recent advances in data collection, processing, structure solution and refinement automation, X-ray crystallography has become fairly routine. The quality and correctness of the final model is dependent both on the quality of the experimental data (e.g. resolution, twinning, mosaicity etc.), as well as human factors such as the expertise and abilities of the investigator and the robustness of the refinement methodology, including the force field and the initial ligand placement (Pozharski et al., 2013) . During the refinement process, the parameters of the macromolecular model, including atomic coordinates and temperature factors, are optimized to achieve the best possible agreement between the observed experimental structure factors and the chosen target function (e.g. maximum likelihood or least squares; Murshudov et al., 1997 Murshudov et al., , 2011 Tronrud, 2004) . Ideally, the refinement protocol should provide satisfactory structure geometry regardless of data quality.
A significant challenge in obtaining a reasonable fit during macromolecular refinement is that the model parameters are typically underdetermined in the macromolecular diffraction experiment owing to resolution limitations. At moderate and low resolutions, the observation-to-parameter ratio is low and ranges from 4 to 1, and hence a priori information about the structure such as its stereochemistry is usually required. Stereochemical restraints represent a harmonic oscillator function (1) that implies a penalty (Evans, 2007 ) Q P for a deviation of the geometric parameter P from its ideal value. In typical X-ray refinement, geometry parameters include bond lengths, bond angles and torsion angles as well as chirality and group planarity requirements.
Conventional refinement methods use fixed stereochemical restraints for any components included within the proteinligand complex. For standard amino acids, these fixed stereochemical restraints are based on the ideal Engh and Huber parameters (Engh & Huber, 1991) , and these restraints often promote fairly satisfactory macromolecular geometry. However, the situation becomes less certain when a small molecule (a ligand, an inhibitor and/or a metallic or nonmetallic cofactor) is bound to a protein (Kleywegt, 2007) . The conventional refinement approach requires a detailed description of the molecular geometry for each small molecule to be refined, and thus creating a good library or Crystallographic Information File (CIF) is extremely important to the ultimate success of the effort. Unfortunately, the creation of such a dictionary is not a trivial task because of the great variety of potential ligand chemistry and structure. When such a species is involved in the model, a correct structure requires an a priori understanding of the bond lengths and bond angles of the species within the active site, and these methods are unable to account for influences including coordination, bond making/breaking and protein-induced or environmentinduced structural perturbations. Furthermore, compared with modern molecular-mechanics and quantum-mechanics methods, the functionals used in conventional refinement are rudimentary in nature and do not account for interactions such as hydrogen bonds, dispersion, electrostatics, polarization and charge transfer. In order to address these deficiencies, and since it is impossible to understand all of these influences prior to refinement, conventional refinement often requires a repeated, highly interactive, investigator-driven cycle leading to greater expense, especially in industrial laboratories. According to a recent PDB survey, the percentage of ligands having questionable geometric parameters in deposited macromolecular structures could be as high as 60% (Liebeschuetz et al., 2012; Gore et al., 2011). Overall, this survey has suggested that conventional macromolecular refinement protocols based on fixed, pre-refinement stereochemical restraints have often failed to provide a reasonable structure of small-molecule ligands. Enhancements in PDB validation tools would certainly help in detecting problematic ligands, but such tools only serve to point out problems and they do not directly improve structure. The PDB_REDO project (Joosten et al., 2012 ) uses conventional refinement methods to clean up these structures, but this project is still limited to the use of CIFs, other empirical parameters and a rudimentary energy functional.
To overcome the limitations associated with conventional refinement, it has been proposed (Yu et al., 2005 ) that a quantum-mechanical (QM) method can be substituted for the stereochemical restraint function. This proof-of-concept study clearly demonstrated that QM macromolecular refinement using QM gradients generated in real time can be successfully carried out using a combination of the QM and molecularmechanics (MM) functionals from AMBER (Case et al., 2010) with the Crystallography & NMR System (CNS; Brü nger et al., 1998) refinement platform. While this work was groundbreaking, a number of key limitations impact the accessibility of the method. In particular, in the years since this implementation was put into place, CNS has been largely replaced in the industrial field. Further, in this previous approach, solvent molecules were excluded from the model, and the bulk-solvent correction and temperature factors of protein atoms were not refined. The method also did not allow multiple QM regions, alternative atom positions and so on. In the present work, we present a new, streamlined QM X-ray refinement implementation based on the popular, modern crystallographic package PHENIX (Adams et al., 2010; Afonine et al., 2012 ). QuantumBio's linear scaling, semiempirical QM C++/Python toolkit libQB, upon which DivCon (Dixon & Merz, 1996 ) is built, has been integrated with PHENIX, resulting in a user-friendly tool referred to as PHENIX/DivCon. Unlike conventional refinement, this method does not require CIF generation using a priori knowledge of the expected outcome, and since the QM functional is by definition more rigorous then the conventional functional, PHENIX/DivCon can be applied to complex protein-ligand structures, including metal-containing systems and structures with covalently bound ligands, without specifying coordination-sphere parameters, link restraints and the like.
Methods

DivCon discovery suite
DivCon employs divide-and-conquer (D&C), linear scaling, semiempirical quantum-mechanics (SE-QM) methods as described previously (van der Vaart, Gogonea et al., 2000; van der Vaart, Suarez et al., 2000; Wang et al., 2007; Dixon & Merz, 1996 . The D&C methodology makes routine QM characterization of protein-ligand systems with thousands or even tens of thousands of atoms feasible, and it has been research papers applied to a number of key SBDD applications including a patented QMScore (Merz & Raha, 2011; Diller et al., 2010; Raha & Merz, 2005; Zhang et al., 2010) along with an NMRScore (Williams et al., 2009; Wang et al., 2004 Wang et al., , 2007 , QMbased QSAR (Peters & Merz, 2006; Dixon et al., 2005; Zhang et al., 2010) and X-ray refinement (Li et al., 2010; Yu et al., 2005) . While DivCon includes support for modern Hamiltonians such as PM6 (Ř ezá č et al., 2009; Stewart, 2009 ) and soon PM7 (Stewart, 2013; Hostaš et al., 2013) , in order to better compare with the state of the art in CIF generation such as the program eLBOW (Moriarty et al., 2009) , for the present project the traditional AM1 (Dewar et al., 1985) Hamiltonian was chosen for all SE-QM calculations (except when otherwise indicated).
QM X-ray refinement
The typical refinement protocol in PHENIX involves fitting bulk-solvent parameters and anisotropic scaling, atomic coordinate refinement, temperature-factor refinement and occupancy refinement. These stages are executed in sequential order as depicted in the flow chart in Fig. 1 , and are repeated for each refinement macro-cycle. The overall refinement target E total in PHENIX is usually presented as follows:
where xray and geom are weights assigned to X-ray data and geometry (stereochemical) restraints, respectively, and wcx scale is the additional scale factor implemented in PHENIX (Afonine et al., 2012) . The macro-cycle is broken into a number of minimizationdriven micro-cycles, each of which, in PHENIX, is built on top of a minimization engine from the quasi-Newton family of minimizers called limited memory-Broyden-Fletcher-Goldfarb-Shanno (L-BFGS; Liu & Nocedal, 1989) . This engine takes the function to be minimized (e.g. the coordinates) and the corresponding gradients (e.g. the atomic forces) as input and determines the approximate inverse Hessian matrix. The Hessian matrix is a matrix of second derivatives of energy with respect to nuclear motion, and it determines the direction of the minimum search. The matrix is iteratively updated at each step based upon updated gradients. This reliance on gradients underscores the importance of high-quality gradients in the minimization. During the coordinate-refinement stage in PHENIX, gradients on each atom in the structure are evaluated both from X-ray data (e.g. X-ray gradients) and from the stereochemical restraint function (e.g. geometry gradients). X-ray and geometry gradients are then added together, taking into account the corresponding weights, and the sum of the gradients is provided to L-BFGS. For each macro-cycle there are generally 15-30 L-BFGS iterations, and there are three (default) macro-cycles in the entire refinement.
In SBDD, where an accurate representation of ligand(s), cofactor(s) and surrounding active-site residues is of paramount importance, the stereochemical restraint function is often not rigorous enough to represent the chemistry within the complex. Therefore, in order to improve the description of the atomic forces experienced by each atom within the complex, the SE-QM-based function available in DivCon is employed in the present method at each step and the updated coordinates and gradients are generated in 'real time' during the entire course of the refinement. This DivCon (libQB) toolkit is a C++-based library on which input/output processing functions are layered in order to facilitate communication between itself and the Python-based PHENIX package. During the coordinate-refinement stage of each macro-cycle, the atomic coordinates of the structure are passed to DivCon through a lightweight Python class each time geometry gradients are required to complete an L-BFGS minimization step. The QM engine within DivCon then generates the singlepoint SE-QM energy and atomic gradients, and the same lightweight Python class processes the results and replaces the native PHENIX stereochemistry gradients with the QM gradients. The sequential organization of the refinement flow in PHENIX allows us to fully employ the other steps of the procedure such as bulk-solvent correction and B-factor refinement without any modifications or corrections owing to inclusion of the SE-QM data without an external run script and with all communication performed underneath the phenix.refine executable.
Region-specific QM X-ray refinement
DivCon can be used to treat the entire protein-ligand complex; however, owing to the repeated iterations required for each PHENIX macro-cycle, this treatment becomes computationally expensive for large protein structures even when the linear scaling methodology is employed. For example, L-BFGS in PHENIX requires a new set of computed gradients 20-30 times (micro-cycles) for each refinement macro-cycle. Instead of treating the entire protein, one can reduce the size of the problem by only treating the region of interest (for example, a ligand/cofactor along with its surrounding active site). In the previous CNS-based implementation (Li et al., 2010) , the third-party package AMBER (Case et al., 2010) and its QM/MM implementation was used. The active site was treated at an ab initio or semiempirical level of theory, and the rest of the protein utilized the AMBER force field for the MM portion of the computations.
In this work, in order to limit dependence on third-party software and to improve the general usability of the software, we implemented an automatic region-specific methodology to carry out QM-based refinement on the area(s) of interest within the protein-ligand complex (Fig. 2) . As depicted in Fig. 2 , firstly we define all residues within a certain distance of any atom of the ligand as a part of the main or core region. This core region is the region for which the atomic SE-QM gradients are determined and returned for use in the refinement. Instead of layering an MM region on top of this core region, we employ a second SE-QM region referred to as a buffer region, which includes any residues surrounding the core region. By using a buffer region to chemically insulate the core region, we gain a significant speed-up versus a full QM treatment and, at the same time, we limit any errors that may occur in the gradients owing to capping or to some artificial chemical environment surrounding the core region. Granted, we lose longer-range interactions of a true QM/MM Hamiltonian; however, we gain greater usability, improved QM convergence characteristics and software independence by not being dependent upon the AMBER package in our implementation. Finally, while not explored in the present paper, this regional QM method can also be applied concurrently to more than one region within the complex. Since the atoms within the buffer region are only provided in order to chemically separate the QM core from the rest of the biomolecular structure, the QM gradients generated from the atoms within the buffer region are not used in the refinement and are thrown out, and the standard stereochemical restraints are used instead.
To explore the performance of regional QM refinement, we set the residue-selection radius of the core region to 5 Å from the ligand and the residue-selection radius for the buffer region to 3 Å from the core region. Both regions within PHENIX/DivCon are extended in a residue-inclusive manner, meaning that if a single residue atom falls within a particular distance of the ligand/core then the entire residue is included in the calculation. The complete core + buffer region is treated with SE-QM, and where the buffer region is separated or cut from the protein, any 'dangling bonds' are addressed through the addition of protons. For the remainder of the protein, standard PHENIX stereochemistry restraints are used, as schematically shown in Fig. 2 . While the stereochemistry restraints are not as sophisticated as an MM force field, they are still well parameterized for standard residues such as amino acids and hence produce reasonable results for the protein as assessed by several studies (Kleywegt & Jones, 1996; Jaskolski et al., 2007; Dodson et al., 1996) . During QM regional refinement, QM and stereochemical gradients on each atom with coordinates x are combined according to
where the weight $ is set to 1 for the core QM region(s) and 0 for the rest of the atoms, including the buffer region. In order to gauge the overall performance of this regional QM refinement, full QM refinement was also performed, in which the weight $ is 1 for all atoms in the whole system.
Local ligand strain energy calculations
In addition to crystallographic metrics to measure the agreement between model and experiment, local ligand strain has been used and provided throughout this project. The local ligand strain energy, defined as the difference between the energy of the isolated ligand conformation and the proteinbound ligand conformation, serves as an important quality indicator of protein-ligand structures as it shows how much strain the ligand must take on in order to bind to the protein. Some strain is expected as it captures ligand deformation upon binding; however, large ligand strains can imply problems in the ligand. As suggested by Fu et al. (2011) , ligand strain energy E strain is computed as
where E ligand xray is the single-point energy computed for the ligand X-ray geometry and E ligand optimized is the energy of the optimized ligand that corresponds to the local minimum.
Upon the completion of each refinement, the starting and ending ligand strain using the Hamiltonian chosen in PHENIX/DivCon (e.g. AM1 in this case) is provided as output, and these strains are reported. In order to compare these AM1 strains with a higher level of theory, the strains calculated using the ab initio HF/6-311+G** method as implemented within GAMESS v. October 1, 2010 (Schmidt et al., 1993) are also reported. Protons were added as per the ReadySet! workflow. Since the added protons are not optimized using the AM1 Hamiltonian in ReadySet!, prior to calculating the strain energy for deposited structures the positions of any added H atoms were optimized. AM1 as implemented in GAMESS v. October 1, 2010 was chosen for this step because it provides a mechanism to refine protons separately from heavy atoms. Therefore, the error associated with proton addition has been canceled when reported. Solvation (implicit or explicit) was not included in any strain Schematic view of the region-refinement concept.
calculations owing to methodological and implementation limitations. Finally, both the raw strain and the normalized strain values are reported, where the normalized strain is the raw strain divided by the number of atoms.
Structure preparation
Validation of the QM-augmented refinement method was conducted in two stages. The first stage involved a detailed description of the QM-based refinement of the high-quality protein structure PDB entry 1lri (Lascombe et al., 2002 ; Table 1 ) with a well resolved ligand. When this structure was originally deposited in the PDB, it was determined at a resolution of 1.45 Å with an R free below 20% and with sound Ramachandran plot statistics (99% of residues in the most favorable region). It therefore serves as a positive test to reveal flaws (if any) in our QM protocol.
The second stage of the validation involved highthroughput PHENIX/DivCon refinement of 50 protein structures containing various ligands (Table 2 ). These structures were chosen through an internal strain energy survey for all ligand poses found in the PDB. Using these ligand strains, the structures were divided into three bins: 0-50 kcal mol À1 strain, 50-100 kcal mol À1 strain and >100 kcal mol À1 strain. The bins were further divided into those structures deposited in the years prior to 2007 and those deposited in the years since. A total of 30 structures for high-throughput validation were then randomly selected from the latter set of bins at a rate of ten examples from each bin. The remaining 20 structures were made up of two additional equal sized bins: ten metal-containing structures and ten models containing covalently bound ligands. This selection led to a total population of 50 structures with a large variety of chemistry and ligand strain that were deposited in approximately the last five years.
Coordinates and structure factors for all 50 structures were downloaded from the Protein Data Bank (PDB). Ligands(s), solvent molecules, metals or anions (e.g. Cl À ) were included in our refinement, and H atoms were added to protein residues, ligands and water molecules using the PHENIX utility ReadySet! as implemented in the PHENIX package v.1.7.3-928. No optimization of hydrogen positions was carried out prior to the re-refinement. The correctness of the ligand protonation was verified using the molecular-perception algorithm (Labute, 2005) implemented in DivCon. While not required for QM refinement, the CIF is required for PHENIX 'error traps'. Therefore, the geometry restraints library or CIF for each ligand in the structures under investigation was generated using eLBOW (Moriarty et al., 2009 ) from PHENIX utilizing the AM1 optimization (the -opt) option. To limit investigator bias, we used the CIF files from eLBOW and ReadySet! as provided, and we did not hand-edit the files to correct, change or otherwise 'improve' the ligand CIFs to address any missed atom type or other problems associated with automated methods.
The refinement protocol
For the first validation, the structure 1lri was chosen for detailed validation in this study and was refined in two ways: (i) full (non-regional) SE-QM PHENIX/DivCon refinement and (ii) regional SE-QM PHENIX/DivCon refinement.
In each case, the refinement began with the identical PDBdeposited coordinates and structure factors, and the QM energy and gradient calculations were performed using the AM1 Hamiltonian (Dewar et al., 1985) as implemented in DivCon. For the regional refinement, the core of the QM region was defined as the ligand/cofactor along with residues that had any atoms within 5.0 Å of any of the ligand/cofactor atoms at the start of the refinement. The buffer region was configured to include any residues with atoms 2.0 Å from any core QM atoms. In both refinements, in order to further limit investigator bias and to demonstrate the high-throughput nature of the workflow, the default phenix.refine v.1.7.3-928 (Afonine et al., 2012) refinement options were chosen. Finally, the quality of the refined structures was analyzed using PROCHECK (Laskowski et al., 1993) and MolProbity (Chen, Arendall et al., 2010; Davis et al., 2007) .
The high-throughput validation focuses on the treatment of 50 additional recently deposited PDB structures. For this validation, only the 5.0 Å core, 3.0 Å buffer regional SE-QM PHENIX/DivCon refinement described above was performed. In each refinement, the center of the region was defined as the ligand listed in Table 2 . Also as with the 1lri validation, the AM1 Hamiltonian was chosen, and all default PHENIX/DivCon settings were used in order to validate the automated high-throughput nature of the new package. The real-space correlation coefficients (CCs) for each refined ligand are reported (Supplementary Table S1 1 ) as calculated using the program phenix.get_cc_mtz_pdb from the PHENIX package (Adams et al., 2010) . Table 1 Crystallographic data, refinement statistics and ligand strain energy. Table 2 Crystallographic data, refinement statistics and ligand strain energy (kcal mol À1 ) calculated at the AM1 and HF/6-311+G** levels.
The structures discussed in detail in the paper are highlighted in bold. The structure of -cryptogein, a sterol carrier protein, includes 98 residues in the complex with cholesterol (Lascombe et al., 2002) , and has been determined to the relatively high resolution of 1.45 Å . Originally, this structure was refined using the anisotropic approximation of atomic displacements for non-H atoms (Lascombe et al., 2002) . However, a recent comprehensive study (Merritt, 2012) indicates that the anisotropic refinement at this resolution may produce questionable temperature factors. Therefore, we adopted the isotropic refinement protocol for this structure in this study. Conventional PHENIX refinement produced (Table 1) . Non-regional SE-QM PHENIX/DivCon refinement yielded a slightly better R free of 17.4%, and with an R work of 16.5% the structure resulting from SE-QM refinement was noticeably less overfitted relative to conventional PHENIX refinement. As noted in Table 3 , the average protein backbone C-C and C-O bond lengths resulting from the SE-QM refinement are within 1 of the ideal values accepted in macromolecular crystallography literature. The protein backbone C-N bonds do deviate by 1.5-2 from the target length of 1.33 (2) Å reported by Jaskolski et al. (2007) . This deviation is associated with the use of the AM1 Hamiltonian, which is known to slightly overestimate the C-N bond length, as noted previously (Yu et al., 2005) .
Regional SE-QM PHENIX/DivCon refinement was centered on the cholesterol ligand. The resulting 5.0 Å core QM region comprises 564 atoms and the 2.0 Å buffer region adds another 828 atoms to complete the (core + buffer) QM region. This protocol yields overall refinement statistics (R work of 16.7% and R free of 17.8%) and model stereochemistry similar to those produced by the non-regional QM method (Table 1) . As expected, since the protein outside the core QM region was treated with the same stereochemical restraints as the conventional PHENIX refinement, the overall quality of the protein, including the Ramachadran plot statistics, is very similar in both QM and PHENIX refinement. Importantly, MolProbity and PROCHECK analyses revealed no geometry distortion at the border between the QM core and the part of the molecule treated with PHENIX stereochemical restraints.
Since refinement involves the minimization of the geometry of the protein structure, it is expected that the QM energy (e.g. the heat of formation) of the system will decrease over the course of QM refinement. As depicted in Fig. 3 , there is indeed a dramatic drop in the energy that occurs during the first L-BFGS macro-cycle, followed by much smaller decreases in subsequent cycles. This observation suggests that the most important macro-cycle is the first one. However, we cannot exclude the possibility that protein structures with bad starting geometry might experience more significant energy changes during subsequent refinement macro-cycles than we have seen here.
Detailed analysis of the ligand (cholesterol) molecule structure in 1lri allows us to evaluate the overall robustness of our QM procedure. Regardless of the quality of the molecular description provided in the CIF , upon the completion of each QM refinement the geometry of the cholesterol is found to be chemically correct, with all bond lengths and bond angles close to their standard values (Allen et al., 1987;  Table 4 ). This CIF-independent result is consistent with the fact that the Heat of formation (kcal mol À1 ) computed in DivCon for the structure 1lri after each macro-cycle of the full QM refinement. Figure 4
The A -weighted 2mF o À DF c electron-density map contoured at 1 around the ligand in the structure 1lri after full (green) and regional (cyan) QM refinement. The density map for other residues in the structure is omitted for clarity. PHENIX/DivCon calculations do not rely on the ligand library for the ligand structure, and this observation is of pivotal importance to the application of this method in highthroughput X-ray refinement. Furthermore, the ligand also exhibits an excellent fit to the electron-density map (Fig. 4) . Finally, when comparing the regional refinement with the nonregional or 'full' QM refinement, we have shown that the ligand geometry is virtually identical between the two methods (Table 4 , Fig. 4 ), which demonstrates that the lower computational cost regional refinement method will suffice.
QM refinement validation on a set of 50 PDB structures
Once the method had been successfully validated against a single example, regional QM refinement for a set of 50 PDB structures was also performed. In each case, the center of the selection was the ligand found in the original PDB structure as specified in Table 2 . To measure the impact that the QM method brings to the structure, we adopted strain energy (Fu et al., 2012) as a metric since traditional crystallographic metrics such as R-factor values or the stereochemical quality of the polypeptide chains (e.g. MolProbity) are typically not effective in assessing the quality of the ligand (Cooper et al., 2011) . For example, we found that the average R work and R free factor values over 50 structures remains virtually unchanged after regional QM refinement, while the ligand strain energy dramatically improved. The insensitivity of the R-factor metrics can be explained by the fact that we apply the QM functional only to a relatively small region around the chosen ligand, while the majority of the structure is still treated using the conventional stereochemistry restraints within PHENIX. Furthermore, the method presented is focused on the actual refinement of the deposited structure, and does not involve steps that are beyond the scope of the present work such as novel ligand placement, docking or other tools for model building and ensemble generation.
The average ligand strain energy for the set of 50 structures calculated from the deposited coordinates is found to be 83.50 AE 9.03 kcal mol
À1
, where the minimum and maximum values are 6.88 and 283.35 kcal mol
, respectively, or a range of 276.47 kcal mol
. After regional PHENIX/DivCon refinement is performed, there is a dramatic improvement of the strain throughout the set ( Table 2 ). The average strain energy of the refined set of structures is 24.60 AE 3.67 kcal mol À1 , or 3.4 times smaller than that of the originally deposited structures. The normalized strain energy, which is the strain energy divided by the number of ligand atoms, shows a similar improvement of 3.3-fold, where the average of 50 structures decreased from 1.80 AE 0.20 kcal mol À1 (initial set) to 0.55 AE 0.09 kcal mol À1 (refined set). Moreover, the energy distribution range also becomes significantly tighter (110.52 kcal mol À1 ) after the QM refinement. In recent work (Borbulevych et al., 2012) , we studied the strain energy distributions over all structures deposited in the PDB using the semiempirical method PM6. In particular, we demonstrated that $55% of all ligand poses fall into the 0-40 kcal mol À1 strain bin, while $25% of all ligand poses exhibit a strain energy of over 100 kcal mol
. Generally speaking, higher values of the strain increase the likelihood of an incorrect geometry (Perola & Charifson, 2004) . Hence, the overall improvement of the ligand strain energy from an average of 83.5 kcal mol À1 to an average of 24.6 kcal mol
brings the average value into the most populated bin, likely owing to the elimination of gross errors in the ligand geometry. Furthermore, the QM refinement protocol exhibits superior performance in cases that usually require tedious work to create library files in conventional refinement, such as ligands covalently bound to protein residues or ligands coordinated to metals. In both categories of structures studied in this work (Table 2) , the overall decrease in the strain energy after the regional QM refinement was over twofold and was accompanied by significant corrections in the geometry of the linkage bonds or the metal coordination sphere, as discussed below in more detail.
We found that the average ligand strain improvement is similar in all three initial strain bins (e.g. low, 0-50 kcal mol À1 ; medium, 50-100 kcal mol
; high, >100 kcal mol À1 ), ranging from 4.9-fold to 5.3-fold. Despite this similarity, the results for particular ligands vary significantly. For example, five ligands from the high-strain bin exhibit a significant decrease in strain of between 9.5-fold and 15.5-fold. The other five structures in this bin show a more modest improvement measured by twofold to 3.7-fold decreases. This observation underscores the fact that the strain energy consists of several components (both artificial and natural). Artificial strain is itself made up of both initial positional or docking-induced strain (e.g. DIS), which is strain associated with poor or questionable ligand starting geometry, and method-induced strain (MIS), which is from errors in the underlying force-field method, parameters or CIF file(s) used in the refinement. Natural ligand strain or target-induced strain (TIS), on the other hand, includes legitimate changes in the ligand conformation during the process of binding to the macromolecular receptor. In the present project, the initial binding conformation of the ligand has not been manipulated prior to QM refinement; therefore, it can be concluded that the sharp decrease in strain after QM refinement represents cases in which the main cause of strain in the deposited structure can be attributed to MIS (e.g. PDB entry 2wue, as detailed below). Interestingly, even a modest improvement in the strain energy corresponds to cases in which a ligand undergoes noticeable structure/conformation changes upon binding (e.g. PDB entry 3fe9). In cases where high strain is reported after QM refinement, it is probable that this strain is owing to poor initial conditions or DIS. Subse- quent research will be performed in order to explore this hypothesis. Table 5 shows the average strain energy for structures sorted by the original refinement software used. While this table should not be interpreted as a robust, statistical comparison of the various conventional refinement tools with one another, these results do illustrate that QM refinement gives rise to a significant improvement in ligand strain (e.g. threefold to fourfold) regardless of the software used by the authors of the published PDB entries. This observation underscores the fact that problematic ligand geometry is an inherent weakness of conventional refinement. For the set of 50 structures studied, REFMAC seemed to have performed marginally better than other refinement programs. However, even in the case of REFMAC, PHENIX/DivCon is still significantly superior.
In order to validate these SE-QM energies, they have been compared with those calculated at the HF/6-311+G** ab initio level of theory, and these values are also provided in Table 2 . Ab initio calculations can be quite expensive depending upon the size of the ligand and the level of theory. As one would expect, since the ab initio functional was not used in the refinement, the change in strain is not as pronounced with the ab initio method as with the SE-QM method. However, in all cases, especially in those with higher initial ligand strain, the SE-QM refinement yielded significantly improved ab initiocalculated ligand strains, suggesting that the SE-QM energies are quite robust. As PM6 replaces the much older AM1 Hamiltonian as the standard SE-QM method for refinement, we expect that the improvement in ligand strain will be even more robust.
A complete treatment of all individual examples would be beyond the space allowed for this paper. Instead, several specific examples from Table 2 are discussed below. For the individual analysis, we have chosen examples from different bins that also exhibit significant changes in strain energy and geometry of the ligand molecules after the QM refinement. All 50 structures are available for download as Supporting Information.
3.2.1. Refinement of 2wue. The crystal structure of the hydrolase inhibited with the synthetic analog of the cholesterol cleavage product (the ligand KEK) originally refined at 1.8 Å resolution was published in 2010 (Lack et al., 2010) . The strain energy of this ligand computed using the deposited coordinates at the AM1 level was 176.56 kcal mol
. Closer examination of the ligand molecule revealed that key geometry parameters are severely distorted (Fig. 5) . In particular, all of the bond lengths in the phenyl ring were 1.53-1.54 Å , compared with the typical C Ar -C Ar bond length of 1.38 Å (Allen et al., 1987) . Furthermore, the C-O bonds of the COO À group (1.41 and 1.18 Å ) deviate significantly from the length of the delocalized double C O bond of 1.254 Å (Allen et al., 1987) in carboxylate anions. After QM regionspecific refinement using PHENIX/DivCon, it is found that the geometry parameters of the abovementioned moieties of the ligand approach the standard values for these bond lengths. This improvement in bond lengths is accompanied by a dramatic tenfold decrease of the ligand strain energy to 18.63 kcal mol À1 . 3.2.2. Refinement of 2zl9. The structure 2zl9 was originally refined using CNS 1.1 against 1.9 Å resolution data (Shimizu et al., 2008) . Superimposition of the QM re-refined PDB structure 2wue (green) with the original PDB structure (yellow). 
Figure 6
Superimposition of the QM re-refined PDB structure 2zl9 (green) with the original PDB structure (magenta). Table 7 Zn-N distances and selected geometry parameters (Å , ) in the ligand WZB in the deposited structure 2x7t and after QM refinement. is found to have a strain energy of 283.35 kcal mol À1 that is likely to indicate significant errors in the ligand. Upon further inspection, almost all of the bond lengths in the ligand VDA significantly deviate from the corresponding standard values as listed in Table 6 , and this deviation contributes to the high strain energy observed. For example, two C-S bonds (1.52 and 1.68 Å ) are considerably shorter than the typical C sp 3 -S bond length of 1.819 Å (Allen et al., 1987) . QM refinement within PHENIX gives rise to a significant improvement of the bond lengths throughout the ligand structure (Table 6, Fig. 6) , and overall the strain energy after the QM refinement decreases by almost 12-fold to a value of 23.76 kcal mol À1 . 3.2.3. Refinement of 2x7t. The structure 2x7t determined at 2.8 Å resolution (Cozier et al., 2010) features the enzyme carbonic anhydrase that has a tetrahedral zinc in the active site coordinated by three histidine residues (Fig. 7) . The inhibitor (ligand ID WZB) is bound to zinc via an amino group to complete the coordination sphere of the metal. In the deposited structure, all Zn-N and Zn-O distances are in the range 2.14-2.25 Å , which are longer than the average length of 2.00 (2) Å for this bond type (Harding, 1999) . This discrepancy leads to a distortion of the coordination sphere of the metal (Fig. 7, Table 7 ). Concerning the ligand geometry, the phenyl ring is distorted. In particular, one of the bond angles in the ring is 147
, and two bonds are shorter than the normal C ar -C ar bond length of 1.398 Å (Allen et al., 1987) , while the other bonds are longer than the standard value. It is likely that these abnormities contribute to the high strain energy of 96.71 kcal mol À1 computed for this ligand using the deposited coordinates.
We carried out the QM refinement with no assumptions about the geometry of the coordination sphere expressed in the form of restraints. Upon completion of the PHENIX/ DivCon refinement, the bond lengths in the coordination sphere of zinc are in the range 1.98-2.02 Å (Table 7) , which are all remarkably close to the average values reported in the literature (Harding, 1999) . Furthermore, the decrease in the ligand strain energy to 14.5 kcal mol À1 indicates significant improvements in the geometry of the bound molecule WZB, as is also seen from Table 7. 3.2.4. Refinement of 3nck. Suicide inhibitors represent a traditional challenge for conventional refinement (Kleywegt, 2007) . Such ligands are covalently bound to certain amino acids (e.g. Ser or Lys), thus becoming part of the polypeptide chain. This bond makes it difficult to choose the correct sets of restraints for the chemically modified amino acid and the ligand. The structure 3nck determined at 2.8 Å resolution revealed the signal protein BlaC with a covalent bond to nafcilin, which belongs to the family of -lactam antibiotics. The residue Ser84 of BlaC interacts with the four-membered -lactam ring of the antibiotic and results in ring opening and in the formation of a covalent ester bond between the OG atom of the amino acid and the carbonyl C atom of the ligand. The deposited BlaC-nafcilin (Nff) structure exhibits severe geometry distortions in the region of the ester bond between the ligand and Ser84. In particular, the bond angle O Nff1 -C Nff1 -OG Ser84 is 102 , CA Nff1 -C Nff1 -OG Ser84 is 123 and CB Ser84 -OG Ser84 -C Nff1 is 144 (Table 8 , Fig. 8 ), two of which differ significantly from the ideal sp 2 configuration arrangement of 120 . As in all cases considered, no geometry restraints for the ligand and the surrounding active site, including the linkage bond C Nff1 -OG Ser84 , were utilized. Despite this, QM refinement leads to correct geometry of the ligand and the ester bond and the structure is completely fixed relative to the original PDB model. Notably, the sum of the bond angles around the C Nff1 atom (360 ) Figure 8 Superimposition of the QM re-refined PDB structure 3nck (green) with the original PDB structure (yellow).
Figure 7
Superimposition of the residues in the coordination sphere of zinc in the structure 2x7t from the regional QM (green) refinements as well as the original PDB structure (magenta). (Allen et al., 1987) . In particular, the length of the linkage bond C
Nff1
-OG Ser84 (1.39 Å ) corresponds to the ideal single C-O bond in esters of 1.40 Å (Allen et al., 1987) . Overall, the strain energy of nafcilin after the SE-QM refinement is significantly improved in comparison to the PDB structure (Table 2) . It should be noted that while in several of the cases presented the PDB-REDO project was able to partially recover or correct some of the erroneous structural details, in this case automatic re-refinement of the 3nck structure within the PDB-REDO project (Table 8 ) failed in the region of the linkage bond. PDB-REDO reports the bond angle CA Nff1 -C Nff1 -OG Ser84 as 127 and the bond angle CB Ser84 -OG Ser84 -C Nff1 as 156 , which are worse than in the originally deposited structure.
3.2.5. Refinement of 3lxs. The structure 3lxs with the cysteine protease inhibitor 4MC was reported at 1.5 Å resolution (Chen, Brinen et al., 2010) . In the deposited structure, one of the amide bonds in the inhibitor 4MC (Fig. 9) is notably distorted such that the length C17-O23 is 1.46 Å and the bond angles around the sp 2 C atom C17 (Table 9) are significantly different from the ideal bond angle of 120
. Furthermore, in the difference electron-density map drawn using deposited structure factors and phases (Fig. 9) we found both positive and negative electron-density difference peaks in this region associated with the fragment in question, underscoring its poor geometry. Superimposition of the original and of the QM re-refined structures indicates that the improvement in the geometry is also associated with the movement of the amide moiety towards the positive peak of the difference density and away from the negative peak. As a result, no difference density peaks at or above the 3 level around this amide bond are observed in the re-refined structure. Overall, the strain energy for this ligand 4MC is improved threefold after the QM refinement (Table 2) .
Discussion
X-ray macromolecular structures deposited in the PDB have almost exclusively been refined using conventional geometry restraints-based protocols and very rudimentary energy functionals. However, the high percentage of ligands in the PDB with unusual or questionable geometry (Gore et al., 2011) raises concerns about the extent that this database can be considered to be a reliable source of information on the structures of small-molecule compounds (Cooper et al., 2011) and therefore the protein-ligand complexes so important to structure-based drug discovery. It follows that protein refinement using pre-calculated small-molecule restraint libraries is often not sufficient to determine the final ligand structure, and this observation is at least partially attributed to the fact that ligand dictionaries are very error-prone and frequently require manual editing. Theoretically, manual inspection should reduce a number of errors in the description; however, making advantageous corrections in the CIF is time-consuming and requires significant a priori knowledge of the chemistry and of the ligand(s) of interest in their bound state. This task might be especially challenging for unseasoned crystallographers, who are responsible for about 50% of structure depositions in the PDB (Cooper et al., 2011) , some biochemically oriented crystallographers who may be more comfortable with biochemical structures than with smallmolecule organic structures, and for industrial crystallographers pressed for time. The bottom line is that an incorrect ligand description inevitably gives rise to problematic geometry and the principle 'garbage in/garbage out' (Kleywegt, 2007 ) is well illustrated in these sorts of studies.
Efforts to improve the ligand representation for X-ray refinement have focused either on using semiempirical or ab initio QM methods (eLBOW; Moriarty et al., 2009 ) to create the CIF or deriving geometric values from small-molecule crystallographic data (Smart et al., 2011) . The target ligand geometry is only part of the equation, and the shape of the harmonic function described by the weight W k in (1) is also important. Those parameters determine how permissive restraints are and how well they allow a ligand to accommodate the bound geometry in the protein molecule. Unfortunately, there is not an easy recipe to tailor those parameters to a specific ligand-protein complex in situ. In essence, geometry restraints are biased towards isolated ligand geometry, while the X-ray diffraction method reports on the bound receptor-ligand structure. This contradiction might be a reason for the high ligand strain energy observed in conventional refinement (Fu et al., 2011) and some of the Superimposition of the QM re-refined PDB structure 3lxs (green) with the original PDB structure (yellow). The difference density is drawn at the 3 level using the structure factors and phases for the original structure as obtained from the Electron Density Server at Uppsala. strain reported in the present project. Since the macromolecule to which the ligand is bound also influences the structure of the ligand, it is hypothesized that in cases where bond lengths or angles diverge from expected values that these divergences may in fact be owing to the influences of the active site on the ligand as captured by the improved functional. A future study will focus on this very important question.
SE-QM refinement demonstrated exceptional robustness and produced high-quality ligand stereochemistry independent of the ligand library. This result is owing to the fact that the SE-QM procedure is rooted in solving the Schrö dinger equation for the system and hence does not require the ligand dictionary. This robustness also makes the QM X-ray refinement methodology ideally suited for high-throughput crystallography, especially in the industrial setting. Specifically, the geometric quality of the ligand structure can be quantitatively evaluated using the strain energy metrics (Fu et al., 2011) , and in the present study we re-refined 50 protein structures as denoted in Table 2 and found that PHENIX/DivCon refinement consistently produces ligands of significantly lower strain energy values compared with those derived from the original PDB structures. Therefore, even though large differences in pure crystallographic metrics (e.g. R free , R work etc.) are rarely observed between QM and conventional refinements, differences in ligand strain are often quite large.
The intrinsic weaknesses of the geometry restraints can be observed in the cases of covalently bound ligand and/or metalcontaining examples. From the QM perspective, since the concept of bound versus unbound is immaterial, the ligand and the active site are treated as a single unit and the QM Hamiltonian captures effects owing to electrostatics, polarization, dispersion, charge transfer and so on that are omitted in conventional refinement, leading to greater methodological robustness. In order to approximate the qualities that QM provides, the investigator would need a complete set of very accurate in situ restraints, and as observed with the PDB-REDO results, more accurate restraints can certainly aid in the refinement process. However, as demonstrated by decades of molecular-mechanics research, the goal of developing a robust, truly generalizable force field is exceedingly difficult to reach. For instance, inclusion of the PDB-REDO results also shows that a few missing or incorrect restraints, such as those involving the protein-ligand covalent bond, can lead to very deleterious results when the conventional functional is unable to compensate.
Overall, QM refinement addresses method-induced strain or MIS, and therefore the quality of the final model is limited by the parameterization of the semiempirical QM Hamiltonian. In recent years there has been significant Hamiltonian development including PM6 (Stewart, 2009; Ř ezá č et al., 2009) , PM6-DH2 (Korth et al., 2010) and PM7 (Hostaš et al., 2013; Stewart, 2013) . These advances in the development of semiempirical methods make the QM refinement methodology even more attractive and promising. In addition to the underlying Hamiltonian, there are a number of key determinants of success that are beyond the scope of the present work, including the protonation state(s) and chemical connectivity chosen by the investigator as well as the starting position(s) of the ligand(s), which is a key contributor to DIS.
Conclusions
In this work, we present a new methodology to perform X-ray refinement using the semiempirical quantum-mechanics functional implemented as a plug-in to the crystallographic package PHENIX. The PHENIX/DivCon refinement protocol has been validated against over 50 protein-ligand structures and the method clearly results in chemically reasonable ligand geometry even where conventional refinement exhibited difficulties. The problematic ligand geometries found in X-ray structures often originate with the use of smallmolecule libraries that require a priori knowledge of the refined protein-ligand complex structure. The QM method derives the system characteristics such as energy and gradients by solving the Schrö dinger equation in each refinement cycle, and therefore does not depend upon the ligand dictionary file, fixed atom types, link restraints, coordination-sphere parameters or other 'user-supplied' characteristics. It is therefore more robust then conventional methods when addressing ligand strain and artifacts induced by the rudimentary energy function (e.g. MIS) found in conventional refinement tools. A case in point is the comparison of several QM re-refined structures with those treated within the PDB-REDO project (Joosten et al., 2012; Tables 6, 7, 8 and 9) . While the geometry has improved for some ligands in the PDB-REDO structures (e.g. 2zl9), it also failed to correct more challenging cases such as covalently bound ligands (e.g. 3nck) or a zinc-bound ligand (e.g. 2x7t). These results suggest that PDB-REDO structures also suffer from the same problems associated with reliance on explicit ligand descriptions and likely the rudimentary functional used.
When using the method as presented, the successful investigator must still take responsibility for providing a reasonable initial atom placement along with a correct ligand chemistry including connectivity and protonation. For example, while some bond breaking/making can occur with QM methods, a functional alone will not automatically or reliably transmute benzene (i.e. C 6 H 6 ) into cyclohexane (i.e. C 6 H 12 ) during refinement. Likewise, since the underlying method is gradient-based, it has the same limited radius of convergence as conventional methods, which often cannot overcome large potential energy barriers (Brü nger & Rice, 1997) . Therefore, simulated annealing followed by the QM refinement could be the right protocol when grossly wrong conformations are given as the input.
With this in mind, a logical next stage of the project is to pair PHENIX/DivCon with tools such as LigandFit (Terwilliger et al., 2006) , AFIT (Wlodek et al., 2006) and/or simulated annealing in order to account for the major components of artificial strain (e.g. MIS and DIS) and to gain a much better understanding of the strain induced naturally through protein-ligand binding (e.g. TIS). With such a study, one could more easily decompose and measure the influence of the research papers Acta Cryst. (2014). D70, 1233-1247 surrounding active site on structure and strain. Further, since strain is really only a measure of the chemical structure of the ligand versus the in vacuo structure, an additional metric to be considered in subsequent work is the change in predicted binding affinity and interaction energies upon QM refinement. One could imagine a final workflow in which the investigator uses a density-aware docking function to generate various starting geometries (perhaps with different connectivity or protonation), refines each structure using PHENIX/DivCon, and uses ligand strain, standard crystallographic metrics and QM interaction descriptors (Diller et al., 2010; Zhang et al., 2010; , 2005 to inform his or her decision about which model is most correct.
