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Jedan od va`nih i osnovnih ciqeva nauke je da se me|u doga|ajima i pojavama utvrde
uzro~no-posledi~ne veze. [ta se podrazumeva pod pojmom uzro~nosti i kako se ona
mo`e meriti bila je tema mnogih rasprava. U ekonomiji, Grenxerova uzro~nost
(C.W.Granger, 1969) je veoma dobro poznat koncept i jedna od najprimewivanijih
metoda u istra`ivawima. Definicija uzro~nosti u smislu Grenxera zasniva se na ideji
da sada{wost ili budu}nost nemogu uzrokovati pro{lost. U drugim nau~nim oblastima
se, tako|e, dugo raspravqalo o pojmu uzro~nosti. Me|utim, do bitnijeg napretka dolazi
tek posledwih dekada.
Danas, pojam uzro~nosti ima {iroku primenu u fizici, biolo{kim i sociolo{kim
naukama, istoriji, medicini posebno u epidemiologiji, ekonomiji i dr.
Predmetistra`ivawaovedoktorskedisertacije je statisti~kateorijauzro~nostii
wena primena na slaba re{ewa stohasti~kih diferencijalnih jedna~ina i martingalnu
reprezentaciju. Pokazuje se da je ovaj koncept ekvivalentan sa slabom jedinstveno{}u
slabih re{ewa stohasti~kih diferencijalnih jedna~ina i ekstremnim re{ewima mar-
tingalnog problema. Na ovaj koncept se mogu primeniti i vremena zaustavqawa, pa se u
skladu s tim dokazuje i ekvivalencija sa ekstremnim re{ewem martingalnog problema
za zaustavqene procese, kao i sa lokalno jedinstvenim slabim lokalnim re{ewima.
Tako|e, koncept uzro~nosti se mo`e primeniti i u Teoriji martingala. Naime,
ovaj koncept semo`e dovesti u vezu sa o~uvawem svojstvamartingalnosti, ortogonalnim
martingalima, stabilnim potprostorima, kao i martingalnim reprezentacijama, koje
imaju primenu, naro~ito u finansijskoj matematici.
U glavi 1 dati su osnovni pojmovi iz teorije verovatno}a, definicija slu~ajnog
procesa i pregled wihovih osnovnih osobina. Tako|e, ovde su date definicije mar-
tingala i semimartingala kao i stohasti~ka integracija u odnosu na semimartin-
gale. U ovoj glavi su date i stohasti~ke diferencijalne jedna~ine sa semimartin-
galima kao i wihova stroga re{ewa, dok }e o slabim re{ewima vi{e biti re~i u
glavi 3. Daje se i definicija uzro~nosti, koja se zasniva na Grenxerovoj uzro~nosti,
koju uvodi Mikland (P.A. Mykland [32]), a kasnije weno uop{tewe daje Q.Petrovi}
([34, 36, 37, 38, 39, 40, 42]). Tako|e, data definicija uzro~nosti je safiksnog vremena
pro{irena na vremena zaustavqawa. Na kraju su dati neki osnovni rezultati koji se
odnose na navedene pojmove uzro~nosti.
U glavi 2 je prikazano kako se koncept statisti~ke uzro~nosti mo`e primeniti u
Teoriji martingala. Za svojstvo martingalnosti, koje je vezano za filtracije, dokazano
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je da je o~uvawe tog svojstva, kada σ- algebra informacija raste, direktno vezano za kon-
cept uzro~nosti. Tako|e, mo`e se uspostaviti ekvivalencija izme|u ortogonalnosti
martingala i koncepta uzro~nosti ([64]). Isto se mo`e dokazati i za lokalne martin-
gale i za zaustavqene lokalne martingale. Koncept uzro~nosti se mo`e povezati i
sa stabilnim potprostorima koji sadr`e zdesna neprekidne modifikacije martingala
oblikaMt = P (A | Ft) (videti [44]).
U glavi 3 data su definisana slaba re{ewa razli~itih tipova diferencijalnih
jedna~ina koje su generisane semimartingalima. Naime, dokazano je da je koncept
uzro~nosti ekvivalentan sa slabom jedinstveno{}u slabih re{ewa ([39]). Tako|e, na
slaba re{ewa su primewena i vremena zaustavqawa, pa je prou~avana i veza izme|u
lokalne jedinstvenosti slabih lokalnih re{ewa i koncepta uzro~nosti sa vremenima
zaustavqawa. Druga~iji pristupre{avawu stohasti~kih diferencijalnih jedna~ina, tj.
martingalniproblemjetako|erazmatranidokazanajeekvivalencijaizme|u ekstremnog
re{ewa martingalnog problema i uzro~nosti ([41]).
U glavi 4 je razmatrana veza izme|u koncepta uzro~nosti imartingalne reprezenta-
cije u odnosu na razli~ite filtracije sa posebnim osvrtom na ve} poznate rezultate.
Pokazano je da se dati rezultati mogu primeniti na slaba re{ewa stohasti~kih dife-
rencijalnih jedna~ina generisanih semimartingalima, kao i na martingalni problem
koji je pridru`en datoj jedna~ini.
Delovi disertacije 2.2, 2.3, 2.4, 3.1, 3.2, 3.4, 3.6 sadr`e nove rezultate koji su
objavqeni u radovima [39, 41, 44, 64].
Glava 1
Osnovni pojmovi teorije slu~ajnih
procesa
Jednu od va`nih oblasti primene teorije verovatno}a ~ine slu~ajni procesi. Svoju
primenu su na{li u raznim oblastima nauke, a naro~ito kod sistema za pra}ewe nekog
fizi~kog procesa ~ije stawe, u proizvoqnom vremenskom trenutku t, predstavqa neku
slu~ajnu veli~inu. Osnovne definicije i tvr|ewa iz ove glave mogu se na}i u klasi~noj
literaturi iz teorije slu~ajnih procesa, na primer u [6, 19, 21, 25, 52, 61].
1.1 Slu~ajni procesi. Definicije i osobine
Neka je (Ω,F , P ) kompletan prostor verovatno}a, tj. prostor u kome su svi podskupovi
skupovamere nula, tako|emerqivi. Ova pretpostavka nije jaka restrikcija, a ima veoma
bitnu ulogu. Daqe, neka je indeksni skup I = [0, t0] ⊂ R,Rd d-dimenzionalan Euklidov
prostor,BI iBd Borelova (E.Borel) poqa na I iRd, redom.
Definicija 1.1. Slu~ajan proces X = {X(t, ω), t ∈ I, ω ∈ Ω} je familija slu~ajnih
promenqivih, indeksiranih realnim parametrom t, definisanih na istom prostoru
verovatno}a (Ω,F , P ).
Umesto X(t, ω) naj~e{}e se koristi oznaka Xt(ω) ili X . Skup I se naziva para-
metarski ili indeksni skup. Parametar t ∈ I se naj~e{}e tuma~i kao vreme, a wegova
fiksirana vrednost kao vremenski trenutak, dok se ω mo`e shvatiti kao rezultat
eksperimenta. Ako je skup I prebrojiv, ka`e se da je X slu~ajan proces sa diskre-
tnim parametrom, a ako je I interval, ka`e se da je X slu~ajan proces sa neprekidnim
parametrom.
Slu~ajan proces X(t, ω) je funkcija dva argumenta: t ∈ I i ω ∈ Ω. Za fiksirano t
dobija se slu~ajna veli~ina,funkcijaX(ω)koja jemerqiva u odnosu naF . Zafiksirano
ω dobija se realna, neslu~ajna funkcija X(t) i to je realizacija ili trajektorija
slu~ajnog procesa.
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Definicija 1.2. Slu~ajan procesX = {Xt(ω), t ∈ I} je merqiv ako jefunkcija (t, ω) →
X(t, ω), (BI ×F)-merqiva, tj. za svako S ∈ Bd
{(t, ω) : X(t, ω) ∈ S} ∈ BI ×F .
Definicija 1.3. Slu~ajni procesi X = {Xt(ω), t ∈ I} i Y = {Yt(ω), t ∈ I}, defi-
nisani na istom prostoru verovatno}a (Ω,F , P ) i sa parametarskim skupom I su
stohasti~ki ekvivalentni ako je za svako t ∈ I
P{Xt(ω) = Yt(ω)} = 1.
Za dva stohasti~ki ekvivalentna procesa se ka`e da je jedan modifikacija drugog.
Neka je (Ω,F , P ) kompletan prostor verovatno}a. FiltracijaF = {Ft, t ∈ I} je
neopadaju}a familija pod-σ-algebri odF , tj. familija za koju va`i
Fs ⊆ Ft, s ≤ t,
u kojoj jeσ-algebra (F0) kompletirana nula doga|ajima izF . FiltracijaF obuhvata sve
doga|aje izF do trenutka t.
Inkluzija me|u filtracijama defini{e se na slede}i na~in:
Definicija 1.4. FiltracijaG = {Gt, t ∈ I} je pot~iwena filtraciji F = {Ft, t ∈
I} (iliG je podfiltracija odF) ako je
Ft ⊇ Gt za svako t ∈ I
i to se ozna~ava saF ⊇ G.
Intuitivno, σ-algebra (Ft) je kolekcija doga|aja koji se mogu desiti pre ili u
trenutku t, drugim re~ima, to je skup mogu}ih pro{losti" do trenutka t. Filtracije
su osnovni pojam u teoriji stohasti~kih procesa i definicija osnovnih pojmova kao
martingala, Markovskih procesa, ukqu~uje i filtracije.
Definicija 1.5. Kompletan prostor verovatno}a (Ω,F , P ) safiltracijomF = {Ft,
t ∈ I} ozna~ava se sa (Ω,F ,Ft, P ) i naziva prostor verovatno}a sa filtracijom.
Definicija 1.6. Slu~ajan procesX = {Xt(ω), t ∈ I} je adaptiran (saglasan) u odnosu
na filtracijuF ako za svako t ∈ I slu~ajna promenqivaXt jeste (Ft)-merqiva.
Slu~ajan procesX koji je (Ft)-adaptiran, ozna~ava se sa (Xt,Ft).
Definicija 1.7. Prirodna filtracija slu~ajnog procesaX = {Xt(ω), t ∈ I} oblika
FX = {FXt , t ∈ I} gde jeFXt = σ{Xs, s ≤ t}, je minimalna σ-algebra u odnosu na koju
su merqive sve slu~ajne promenqiveXs, s ≤ t, i kompletirana je nula doga|ajima izF .
O~igledno da }e procesX bitiF-adaptiran ako jeFX ⊆ F.
Vi{e procesa, tako|e, mo`e da indukuje zajedni~ku filtraciju.
FX,Y = FX ∨ FY = {FXt ∨ FYt , t ∈ I}.
Jedna od osnovnih karakteristika svakog procesaX je neprekidnost.
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Definicija 1.8. Slu~ajan proces X = {Xt(ω), t ∈ I} je neprekidan (sleva, zdesna), na
skupu S ⊆ I ako su skoro sve wegove trajektorije neprekidne (sleva, zdesna), za svako
t ∈ S.
Za proces X ka`e se da je cadlag proces, ako je neprekidan zdesna i ima grani~nu
vrednost sleva. Ukoliko je proces neprekidan sleva i ima grani~nu vrednost zdesna,
onda se on ozna~ava kao caglad proces.
Definicija 1.9. ([6])Neka jeF neprekidnafiltracija na (Ω,F) iX = {Xt(ω), t ∈ I}
slu~ajan proces definisan na (Ω,F). X je progresivno merqiv proces ako je za svako
t ∈ I funkcija (s, ω) → Xs(ω) (BI ×Ft)-merqiva, tj. za svako S ∈ Bd
{(s ≤ t, ω) : X(s, ω) ∈ S} ∈ BI ×Ft.
O~igledno je svaki progresivno merqiv proces, merqiv i adaptiran u odnosu na
filtracijuF. Za obrnuto tvr|ewe va`i slede}i rezultat.
Propozicija 1.1. ([52]) Adaptiran proces sa zdesna ili sleva neprekidnim trajekto-
rijama je progresivno merqiv.
Postavqasepitawekojajesvrhaprogresivnemerqivosti. Naime,nekajeproizvoqna
filtracija (Ft) generisana nekim procesom Xt. Tada filtracija (FXt ) sadr`i sve in-
formacije koje se mogu dobiti posmatrawem procesa Xt prebrojivo mnogo puta, do
trenutka t. Ako je proces Yt (FXt )-adaptiran, onda Yt predstavqa informacije koje se
mogu dobiti iz prebrojivo mnogo posmatrawa procesaXt. Ali, ponekad su potrebne in-
formacijekojezaviseodneprebrojivogbrojaposmatrawaslu~ajnogizvorainformacija,
tj. procesaXt. U tim slu~ajevima je potrebna progresivna merqivost.
Klasa progresivno merqivih procesa je veoma velika. Me|utim, interesantniji su
procesi koji imaju regularne trajektorije. Postoje dve klase takvih procesa, neki imaju
trajektorije neprekidne zdesna, neki neprekidne sleva. Iznena|uju}e je da postoji tako
velika razlika izme|u ove dve klase procesa.
Filtracija F = {Ft, t ∈ I} je neprekidna zdesna ako je Ft = Ft+ =
∨
s>tFs za
svako t ∈ I i Ft0+ = Ft0 . Analogno se defini{e neprekidnost sleva: Ft = Ft− =
σ{⋂s<tFs} za svako t ∈ I iF0− = F0.
FiltracijaF je neprekidna ako jeFt = Ft− = Ft+.
Definicija 1.10. ([51])Predvidiva (predictable) σ-algebraP definisana naΩ×R+ je
najmawa σ-algebra koja je generisana svim sleva neprekidnim, adaptiranim procesima
koji imaju grani~nu vrednost zdesna. Proces koji je merqiv u odnosu na P se naziva
predvidiv proces.
Jednostavno se mo`e uo~iti da su predividivi procesi (Ft−)-adaptirani.
Definicija 1.11. ([51]) Opciona (optional) σ-algebra O definisana na Ω × R+ je
najmawa σ-algebra generisana svim zdesna neprekidnim adaptiranim procesima koji
imaju grani~nu vrednost sleva (cadlag). Proces koji je merqiv u odnosu naO se naziva
opcioni proces.
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Kako su neprekidni procesi cadlag o~igledno jeO ⊃ P i va`i stroga inkluzija.
Definicija 1.12. ([51])Adaptiran, cadlag procesA je proceskona~ne varijacije (finite
variation process) ako su skoro izvesno trajektorije procesa A kona~ne varijacije na
svakom intervalu [0,∞).
1.2 Vremena zaustavqawa
Posle filtracije vreme zaustavqawa je mo`da najzna~ajniji koncept teorije slu~ajnih
procesa. Kako vremena zaustavqawa opisuju trenutke kada se doga|aj realizovao, nije
iznena|uju}e {to se ve}ina pitawa iz teorije verovatno}a vezuje za wih. Bitno je
napomenuti da nije svako slu~ajno vreme - vreme zaustavqawa (vidi [50]). Jedan va`an
primerslu~ajnogvremenakojenijevremezaustavqawa jemomenatkadaprocesX dosti`e
svoj maksimum na odre|enom intervalu.
Akoseparametar tposmatrakaovreme, tada jeprilikomrealizacijenekogfenomena
(kao: zemqotres ja~ine iznad odre|enog nivoa, broj posetilaca koji mo`e da ugrozi
bezbednost neke ustanove, itd.) potrebnoposmatratinekiodre|eni vremenski trenutak
T (ω) kada se fenomen manifestovao po prvi put.
Definicija 1.13. Vreme zaustavqawa u odnosu na filtraciju (Ft) je preslikavawe
T : Ω → [0,∞] ako je za svako t
{T ≤ t} ∈ (Ft).
Vreme zaustavqawa predstavqa slu~ajno vreme realizacije posmatranog doga|aja.
Ako se za odre|eni rezultat ω doga|aj nikad ne realizuje onda je vrednost vremena
zaustavqawa za ovo ω jednaka+∞.
Za vreme zaustavqawa defini{e se i σ-algebra koja obuhvata doga|aje realizovane
do trenutka T i u trenutku T
FT = σ{A ∈ F : A ∩ {T ≤ t} ∈ Ft, za svako t ≥ 0}.
Naime, σ-algebra (FT ) se obi~no posmatra kao skup svih doga|aja koji se realizuju
pre ili u trenutku T . Ako je T vreme zaustavqawa, sa (FT+) se ozna~ava σ-algebra
generisana sa (F0) i svim skupovimaA za koje va`i da jeA ∩ {T ≤ t} ∈ (Ft+) za svako
t. Ako je t ∈ R+ i T (ω) ≡ t tada je T vreme zaustavqawa iFT = Ft iFT+ = Ft+.
Neke va`nije osobine vremena zaustavqawa su data slede}im propozicijama.
Propozicija 1.2. ([6])Ako suT iS vremena zaustavqawa, tada suT ∧S iT ∨S tako|e
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vreme zaustavqawa. Ako je filtracija F zdesna neprekidna i {Tn} opadaju}i niz

















Filtracija (FT ) ima slede}e osobine.
Lema 1.1. ([6]) Za dva vremena zaustavqawa T i S i za proizvoqnoA ∈ (FS), va`i da je
A ∩ {S ≤ T} ∈ FT . Tako|e, ako je S ≤ T naΩ, tada je (FS) ⊆ (FT ).
Lema 1.2. ([6])Neka su T i S vremena zaustavqawa. Tada jeFT∧S = FT ∩ FS i svaki od
doga|aja
{T < S}, {S < T}, {T ≤ S}, {S ≤ T}, {T = S}
pripada filtracijiFT ∩ FS .
Jednostavno se dokazuje da je slede}e tvr|ewe ta~no.
Propozicija 1.3. ([6]) Neka su T i S vremena zaustavqawa i Z integrabilna slu~ajna
promenqiva, tj. E[|Z|] < ∞. Tada je:
(1) E[Z|FT ] = E[Z|FS∧T ], P − s.i. na {T ≤ S},
(2) E[E[Z|FT ]|FS] = E[Z|FS∧T ], P -s.i.
Neka je (Ft) filtracija na merqivom prostoru (Ω,F) i T vreme zaustavqawa. Za
procesX defini{e se nova slu~ajna promenqivaXT na skupu {ω : T (ω) < ∞} sa
XT (ω) = Xt(ω), ako je T (ω) = t.
Ovo je pozicija procesaX u trenutku T .
Ako jeX slu~ajan proces i T vreme zaustavqawa, defini{e se proces zaustavqen u
trenutku T , koji se ozna~ava kaoXT , sa
XTt = {Xt∧T | t ∈ R+}.
ProcesXT naziva se zaustavqen proces i va`i
XTt = Xt∧T = Xt1{t<T} + XT 1{t≥T}.
Tada je i familija σ-algebriFT = {Ft∧T}filtracija i va`i slede}i rezultat.
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Propozicija 1.4. ([6]) Ako je X progresivno merqiv proces i T proizvoqno vreme
zaustavqawa tada je zaustavqena slu~ajna promenqiva XT merqiva u odnosu na fil-
traciju (FT ), a zaustavqen proces XT progresivno merqiv u odnosu na filtraciju
(Ft∧T ).
Definicija 1.14. ([6]) Vreme zaustavqawa T je predvidivo (predictable) ako postoji
niz vremena zaustavqawa {Tn}, n ∈ N, tako da je:
(1) {Tn(ω)} skoro izvesno rastu}i niz na [0,∞) i
lim
n→+∞
Tn(ω) = T (ω) s.i.
(2) Tn(ω) < T (ω) s.i. za svako n na skupu {T > 0}.
Ka`e se da niz {Tn} najavquje (announce) T .
Definicija 1.15. ([51])Vreme zaustavqawaT je dosti`no (accessible) ako postoji niz




{ω : Tk(ω) = T (ω) < ∞}
)
= P (T < ∞).
Ka`e se da niz {Tk} pokriva T .
Definicija 1.16. ([51]) Vreme zaustavqawa T je potpuno nedosti`no (totally ina-
ccessible) ako je za svako predvidivo vreme zaustavqawa S zadovoqeno
P{ω : T (ω) = S(ω) < ∞} = 0.
Skup predvidivih procesa je zatvoren u odnosu na vremena zaustavqawa.
Propozicija 1.5. ([27])Ako jeT proizvoqnovreme zaustavqawaiX predvidiv slu~ajan
proces, tada je zaustavqen procesXT tako|e predvidiv.
Definicija 1.17. ([22]) Za proces H ka`e se da je jednostavan predvidiv proces ako je
oblika




gde je 0 = T1 ≤ . . . ≤ Tn+1 < ∞ kona~an niz vremena zaustavqawa, Hi ∈ FTi ,
|Hi| < ∞ s.i. za 0 ≤ i ≤ n.
Definicija 1.18. ([51])Neka je T vreme zaustavqawa na (Ω,F ,Ft, P ). Tada je
FT− = σ{HT : H je predvidiv proces}.
Definicija 1.19. ([19]) Proces X koji je neprekidan zdesna i ima grani~nu vrednost
sleva je kvazi-sleva neprekidan ako je ∆XT = 0 s.i. na skupu {T < ∞} za svako
predvidivo vreme T .
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1.3 Martingali
Koncept martingala u teoriju verovatno}a uvodi Vil (J.Ville) 1939. godine, iako kon-
cept kreira Levi (P. Lévy) jo{ 1934. godine u poku{aju da pro{iri zakon velikih
brojeva. Dub (J. L.Doob) u svojim radovima iz 1940. godine, uvi|a vezu izme|u martin-
gala i harmonijskih funkcija i razvija ~itavu teoriju martingala baziranu na teoriji
verovatno}a. Zbog toga se danas Dub smatra osniva~em teorije martingala. Sa intu-
itivne ta~ke gledi{ta pojammartingala je veoma blizak pojmu slu~ajnog koraka{to je i
glavnirazlog zawihovouvo|eweuteorijuverovatno}a. Tako|e, jo{ jednava`naosobina
martingala je da kada se fiksira koli~ina dobijenih informacija prostor martingala
formira linearan prostor. Danas su martingali nezaobilazni u teoriji potencijala,
stohasti~kom ra~unu i finansijskoj matematici.
Martingal je matemati~ki model fer opklade. Wegovo ime poti~e od izraza ”la
grande martingale”{to predstavqa strategiju za parne-neparne opklade u kojoj se ulog
duplira posle svakog gubitka. Pre ili kasnije ovakva strategija garantuje dobitak, jer
akoseulogdupliraposlesvakoggubitka, prvapobeda}epovratitisveprethodnegubitke
i doneti mali profit. Naime, na matemati~kom jeziku, pod pojmom fer se podrazumeva
da o~ekivan dobitak treba biti nula, ali nije dovoqno da ukupno o~ekivawe bude nula,
ve} da o~ekivawe bude nula u trenutku opklade. Matemati~ki model uspe{nog kla|ewa
se opisuje pomo}u martingala u diskretnom slu~aju.
U diskretnom slu~aju posmatra se parametarski skup I = {0, 1, 2, . . .}. Tada je
(Ω,F ,Fn, P ) prostor verovatno}a sa filtracijom. Sa (Ω,F , P ) je ozna~en prostor
verovatno}a, a sa {Fn : n ≥ 0} filtracija, tj. neopadaju}a familija pod-σ-algebri od
F
F0 ⊆ F1 ⊆ . . . ⊆ F .
Definicija 1.20. ([63]) Slu~ajan proces X = {Xn : 0 ≤ n < ∞} koji je adaptiran u
odnosu na filtraciju (Fn), je martingal u odnosu na (Fn) ako je:
(1) E|Xn| < ∞, za svako n i
(2) E(Xn | Fn−1) = Xn−1 s.i. (n ≥ 1).
U neprekidnom slu~aju, definicija martingala je ne{to slo`enija.
Neka je (Ω,F , P ) prostor verovatno}a, I = [0, t0] ⊆ R i F = {Ft, t ∈ I}
filtracija. Defini{e se, tako|e (F∞) sa F∞ =
∨
t∈I
Ft. Neka je FX = {FXt , t ∈ I}
prirodna filtracija procesaX .
Definicija 1.21. ([6])Slu~ajan procesX = {Xt(ω), t ∈ I} je (Ft, P )-martingal ako je
(Ft)-adaptiran i ako va`i:
(1) E|Xt| < ∞, t ∈ I;
(2) E(Xt | Fs) = Xs s.i. za sve s < t, s, t ∈ I .
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Ako u Definiciji 1.21 umesto uslova 2. va`i
E(Xt | Fs) ≥ Xs s.i. za svako s < t,
slu~ajan proces je submartingal; a ako je
E(Xt | Fs) ≤ Xs s.i. za svako s < t,
slu~ajan proces je supermartingal.
Svojstvo martingalnosti je vezano za filtraciju, pa }e se u daqem tekstu po-
drazumevati da je slu~ajan procesX (Ft)-martingal, ukoliko druga~ije nije nagla{eno.
Definicija 1.22. ([25]) Za martingal X = {Xt, t ∈ I} ka`e se da je regularan ako
postoji integrabilna slu~ajna promenqiva η takva da je
Xt = E(η | Ft) (P -s.i.)
Za martingale va`e slede}e teoreme.
Teorema 1.1. [Teorema o skoro izvesnoj konvergenciji martingala ([25])] Neka je X
neprekidan martingal, za koji je E(|Xt|p) < ∞ za neko p > 1 i svako t ∈ I , tada
postoji slu~ajna promenqivaX∞,E(|X∞|p) < ∞, tako da je
P{ lim
t→∞
Xt = X∞} = 1 i lim
t→∞
‖Xt −X∞‖p = 0.
AkosuS iT vremena zaustavqawa, onda va`ii slede}a teorema, poznatapodnazivom
Dubova opciona teorema o vremenu zaustavqawa.
Teorema 1.2. ([25]) Neka je X zdesna neprekidan, adaptiran proces. Tada su slede}i
uslovi ekvivalentni:
(1) X je martingal;
(2) Za svako ograni~eno vreme zaustavqawa T i svako vreme zaustavqawa S, je
E(XT | FS) = XS∧T s.i.;
(3) Za svako vreme zaustavqawa T , (Xt∧T ,Ft) je martingal;
(4) Za svako ograni~eno vreme zaustavqawa T , va`iE(XT ) = E(X0);
Ako je proces X uniformno integrabilan, onda tvr|ewa (2) i (4) va`e za svako vreme
zaustavqawa.
Posledica 1.2. ([52]) Ako jeX martingal i T vreme zaustavqawa, tada je zaustavqen
procesXT martingal u odnosu na filtraciju (Ft).
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Najve}i doprinos teoriji martingala daje Dub, koji 1953. godine utvr|uje poznatu
teoremu o dekompoziciji supermartingala.
Teorema 1.3. ([5]) Neka je Xn (u diskretnom slu~aju) supermartingal. Tada postoji
jedinstvena dekompozicija Xn = Mn − An gde je Mn martingal i An je proces sa
neopadaju}im trajektorijama, A0 = 0 i specijalnim svojstvom merqivosti da je
An, (Fn−1)-merqivo.
Me|utim, do 1962. nije bilo mogu}e pro{iriti ovu definiciju i na neprekidan
slu~aj. Te godinepoznatifrancuskimatemati~arMejer (P.A.Meyer) dokazuje egziste-
ncijuipokazujedaseteoremamo`epro{iritiinaneprekidanslu~aj, uzpretpostavkuda
submartingal ima svojstvo uniformne integrabilnosti i ukolikoindeksni skup sadr`i
vremena zaustavqawa. Godinu dana kasnije,Mejer dokazuje jedinstvenost dekompozicije,
koja je danas poznata pod nazivom Dub-Mejerova dekompozicija.
Teorema 1.4. ([6])Neka jeX = {Xt, t ∈ I} zdesna neprekidan uniformno integrabilan
supermartingal. X ima Dub-Mejerovu dekompoziciju ako postoji zdesna neprekidan
martingal M i rastu}i, adaptiran proces A, kona~ne varijacije na svakom kona~nom
intervalu, tako da jeXt = Mt − At s.i. za t ∈ I .
Zdesna neprekidan martingal X koji zadovoqava da je EX2t < ∞ za svako t ≥ 0
naziva se kvadratno integrabilan martingal .
Za svaki kvadratno integrabilan martingal X , slu~ajan proces X2 = {X2t , t ∈ I}
je nenegativan submartingal i ima jedinstvenu Dub-Mejerovu dekompoziciju
X2t = Mt + At; 0 ≤ t < ∞
gde je M zdesna neprekidan martingal i At = 〈X〉t predvidiv, rastu}i proces, M0 =
A0 = 0.
Definicija 1.23. ([6]) Kvadratna varijacija 〈X〉t = At, kvadratno integrabilnog
martingala X , je predvidiv, rastu}i proces u Dub-Mejerovoj dekompoziciji, za koji je
X2t − 〈X〉t martingal.
Jedinstvenost procesa kvadratne varijacije je obezbe|ena Dub-Mejerovom dekompo-
zicijom.
Slede}a teorema je jedna od najkorisnijih teorema o martingalima. Ako je X uni-
formno integrabilan martingal, tada proces X∞ postoji s.i. i ako je S vreme zausta-
vqawa defini{e seXS na {S = ∞} saXS = X∞.
Teorema 1.5. [Teorema opcionog zaustavqawa ([6])] Neka je X zdesna neprekidan mar-
tingal (supermartingal) iX∞ = 0. Tada za svaki par vremena zaustavqawa S, T , gde
je S ≤ T va`i
XS = (≥)E[XT | FS] s.i.
Za do sada navedene klase procesa va`i slede}a inkluzija
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supermartingali⊃ martingali⊃ uniformno integrabilni martingali⊃ ograni~eni
martingali.
Jedan od najzna~ajnijih primera martingala je Vinerov (N.Wiener) proces.
Definicija1.24. ([5])Neprekidanslu~ajanprocesW = {Wt, t ≥ 0} jed-dimenzionalan
Vinerov proces ako je:
(1) W0 = 0 s.i;
(2) W je proces sa nezavisnim prira{tajima;
(3) za svako s ≤ t ∈ I prira{tajWt −Ws ima normalnu raspodelu sa o~ekivawem 0
i disperzijom σ2|t− s|.
Neka je FW = {FWt } = σ{Ws, s ≤ t} s, t ∈ I prirodna filtracija Vinerovog
procesa. Odmah se mo`e uo~iti da je Vinerov proces martingal u odnosu naFW
E(Wt | FWs ) = Ws P − s.i, t ≥ s.
^ak {tavi{e, Vinerov proces je kvadratno integrabilan martingal, jer je E|Wt|2 <
∞, t ≥ 0. Prirodna filtracija Vinerovog procesa je neprekidna, tj. FWt− = FWt =
FWt+ i FW0− = FW0 .
1.4 Lokalni martingali
Pojamlokalnihmartingala1965. godine uvodeIto (K.Ito)iVatanabe (S.Watanabe),
pro~avaju}i multiplikativne funkcionale markovskih procesa.
Definicija 1.25. ([25]) Slu~ajan proces X = {Xt, t > 0} je lokalan martingal ako
postoji neopadaju}i niz vremena zaustavqawa {Tn} u odnosu naF, tako da je
(1) P{Tn ≤ n} = 1, P{lim Tn = ∞} = 1;
(2) {Xt∧Tn} niz uniformno integrabilnih martingala, za svako n ≥ 1.
Naime, Vinerov proces ili op{tije svaki zdesna neprekidan martingal je lokalan
martingal, {to se jednostavno mo`e uo~iti ako je Tn = n. Lokalni martingali su
procesi op{tijeg karaktera od martingala i nije dovoqno da je zadovoqen uslov inte-
grabilnosti da bi ti procesi bili i martingali. Naime, postoje lokalni martingali
koji imaju svojstvo jake integrabilnosti, a ipak nisu martingali (vidi Primer 2.15,
Glava V [52]).
Uvo|ewe pojma lokalnog martingala se pokazalo kao kqu~no da bi u svom izvornom
obliku va`ila Dubova teorema o dekompoziciji.
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Teorema 1.6. ([25]) Neka je X = {Xt, t ∈ I} zdesna neprekidan, nenegativan su-
permartingal. Onda postoji zdesna neprekidan proces M = {Mt, t ≥ 0} koji je
lokalan martingal i rastu}i, integrabilan, (Ft)-predvidiv procesAt, t ≥ 0tako da
jeXt = Mt − At, P − s.i. za t ∈ I . Ova dekompozicija je jedinstvena.
Lema 1.3. ([32])Neka jeX = {Xt, t ∈ I} neprekidan proces na prostoru (Ω,F ,Ft, P ).
(i) Ako jeX lokalan martingal i T vreme zaustavqawa, takvo da jeXt∧T ograni~en
proces, onda jeXt∧T martingal.
(ii) Postoji niz vremena zaustavqawa {Tn}, za koji je Tn → t0 i Xt∧Tn je ograni~en
proces za svako n.
(iii) X je lokalan martingal ako i samo ako jeX (Ft+)-lokalan martingal.
Teorema 1.7. ([51])Neka suX i Y lokalni martingali i T vreme zaustavqawa.
(i) ProcesX + Y je tako|e lokalan martingal.
(ii) ProcesiXT , XT 1{T>0} su lokalni martingali.
(iii) Neka je X cadlag proces i neka je {Tn} rastu}i niz vremena zaustavqawa koji
te`i ka∞ s.i., tako da su procesi XTn1{Tn>0} lokalni martingali za svako n.
Tada jeX lokalan martingal.
1.5 Semimartingali
Izrazsemimartingalprviputseuteorijiverovatno}apojavquje1970. godine. Uvode
gaDoleans-Dade (C.Doleans-Dade) iMejer kako bi ozna~ili najop{tiji proces za koji
je do tada postojao stohasti~ki integral.
Definicija1.26. ([22])Nekajedatprostorverovatno}asafiltracijom(Ω,F ,Ft, P ).
Proces X je m-dimenzionalan semimartingal ako je adaptiran, neprekidan zdesna i
ima grani~nu vrednost sleva (cadlag) i ima dekompoziciju
Xt = X0 + Mt + At, (1.1)
gde je A proces kona~ne varijacije na svakom kona~nom intervalu, a M = {Mt, t ∈ I}
uniformno integrabilan lokalan martingal.
Definicija 1.27. ([19]) Proces X = {Xt, t ∈ I} je specijalan semimartingal ako
postoji jedinstvena dekompozicija (1.1) gde jeA predvidiv proces.
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Dekompozicija semimartingala na lokalan martingal i proces kona~ne varijacije
je jedinstvena, ali ako je procesX neprekidan semimartingal u odnosu na dve razli~ite
filtracije (Ft) i (Gt), dekompozicije mogu biti razli~ite, ~ak i kada je zadovoqen
uslov (Gt) ⊂ (Ft) za svako t.
Iako iz definicije nije o~igledno, prostor semimartingala je veoma ure|en pro-
stor, jer je on stabilan u odnosu na veliki broj transformacija. Na primer, u odnosu
na zaustavqawe, lokalizaciju, promenu vremena, apsolutno neprekidnu promenu mere,
promenu filtracije, a glavno svojstvo tog prostora je {to je to najve}a mogu}a klasa
procesa u odnosu na koje se mogu integraliti svi ograni~eni predvidivi procesi.
Postoje mnogi primeri semimartingala, Poasonov (S. Poisson) proces, Vinerov
proces, ~ak i Levijev proces.
Posledica 1.3. ([51]) Cadlag lokalan martingal je semimartingal.
Posledica 1.4. ([51]) Cadlag supermartingal je semimartingal.
Posledica 1.5. ([51]) Svaki submartingal je semimartingal.
Neke jednostavne, ali va`ne osobine semimartingala date su u slede}im teoremama.
Teorema1.8. ([22])AkojeQapsolutnoneprekidnaverovatno}auodnosunaverovatno}u
P , onda je svaki P -semimartingal iQ-semimartingal.
Teorema 1.9. ([22]) Ako je X semimartingal u odnosu na filtraciju F i ako je G
podfiltracijatakva da je procesX G-adaptiran, onda jeX semimartingal i u odnosu
naG.
Ova teorema pokazuje vezu izme|u semimartingala i podfiltracije, dok, me|utim
nije jednostavno dokazati osobinu semimartingalnosti i u odnosu na pro{irewe po-
stoje}e filtracije.
Teorema 1.10. ([22]) Neka je A prebrojiva kolekcija disjunktnih skupova u F . Neka je
H = {Ht} = σ{Ft,A}, t ∈ I filtracija. Onda svaki F semimartingal jeste i H
semimartingal.
Teorijom kvazimartingala su se prvi bavili Fisk (D. L. Fisk), Orej (S.Orey) i
posebno Rao (K.M.Rao).
Definicija 1.28. ([51])Neka je τ particija intervala [0,∞]i neka jeXti ∈ L1 za svako




|E{Xti −Xti+1 | Fti}|.
Varijacija procesaX u odnosu na τ se defini{e sa
V arτ (X) = E{C(X, τ)}.
Varijacija procesaX se defini{e sa
V ar(X) = sup
τ
V arτ (X).
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Definicija 1.29. ([51]) Adaptiran proces X je kvazimartingal ako je cadlag, ako na
[0,∞] va`i da jeE{|Xt|} < ∞ za svako t i ako je V ar(X) < ∞.
Treba napomenuti da je pojam kvazimartingala najpogodniji na~in da se poka`e da
neki proces jeste semimartingal, ~ak i ako eksplicitno nema dekompoziciju.
Teorema 1.11. ([51]) Kvazimartingal X ima jedinstvenu dekompoziciju X = M + A,
gde je M lokalan martingal i A je predvidiv proces ~ije trajektorije imaju lokalno
integrabilnu varijaciju iA0 = 0.
Na osnovu ove teoreme mo`e se re}i da je svaki kvazimartingal specijalan.
Posledica 1.6. ([51]) Cadlag kvazimartingal je semimartingal.
Istorijski, pojam semimartingala je posledwi pojam u nizu generalizacija koje su
nastale od pojma martingala. Me|utim, sada kada je ta teorija zaokru`ena, postavqa
se pitawe: za{to se pojam semimartingala, koji je inavrijantan u odnosu na promenu
mere, mora definisati preko pojma martingala, koji zavisi od mere? Zar nije mogu}e ge-
neralizovatipojam semimartingala tako da o~uva osnovnekarakteristike stohasti~kog
ra~una? Odgovor na ova pitawa se dobija preko karakterizacije semimartingala ko-
riste}i stohasti~ke integrale elementarnih predvidivih procesa (videti [4]).
1.6 Semimartingali i stohasti~ki integrali
Jo{od1970. godine, kadasuDoleans-DadeiMejeruvelipojamsemimartingala,mnogi
matemati~ari: Gal~uk (L. I.Gal’chuk), Lebedev (V.A.Lebedev), Memin (J.Memin),
@akod (J. Jacod) i drugi, bavili su se prou~avawem stohasti~kih diferencijalnih
jedna~ina sa semimartingalima. Ti rezultati se naro~ito primewuju u finansijskoj
matematici. Op{irnije o stohasti~koj integraciji i jedna~inama sa semimartingalima
mo`e se na}i u [10, 17, 18, 19, 22, 23, 24, 32, 51].
Neka je S skup svih jednostavnih predvidivih procesa H , datih Definicijom 1.17
Odre|eni integral za procesH ∈ S i semimartingalZ = {Zt, t ∈ I} defini{e se kao
operator IZ : S → L0, gde jeL0 prostor skoro izvesno kona~nih slu~ajnih promenqivih




gde je 0 = T1 ≤ . . . ≤ Tn+1 < ∞ kona~an niz vremena zaustavqawa.
Pomo}u odre|enog integrala defini{e se neodre|eni integral jednostavnog pre-
dvidivog procesa H ∈ S i semimartingala Z . Naime, integral se defini{e kao
operator JZ : S → D, gde jeD prostor svih adaptiranih, cadlag procesa
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gde oznakaZT , za vreme zaustavqawa T , ozna~ava procesZT = {ZTt = Zt∧T , t ≥ 0}.




HsdZs = H · Zt.
Stohasti~ki integral se mo`e definisati i za {iru klasu procesa. Neka je D
prostor svih adaptiranih procesa sa trajektorijama koje su neprekidne zdesna i imaju
grani~nu vrednost sleva, aL prostor svih adaptiranih procesa sa trajektorijama koje su
neprekidne sleva i imaju grani~nu vrednost zdesna. Ako je H ∈ D, onda jeH− (wegova
sleva neprekidna modifikacija) uL; a ako jeH ∈ L, onda jeH+ uD.
Stohasti~ki integral za proceseH ∈ D, se defini{e na slede}i na~in. Neka je σ
kona~an niz vremena zaustavqawa
0 = T0 ≤ T1 ≤ . . . ≤ Tk < ∞ s.i. (1.2)
Takav niz se naziva slu~ajna particija. Za niz slu~ajnih particija σn
σn : T
n
0 ≤ T n1 ≤ . . . ≤ T nkn
ka`e se da te`i identi~nosti ako je:
(i) limn supi T
n
i = ∞ s.i.
(ii) ‖σn‖ = supi |T ni+1 − T ni | konvergira ka 0 skoro izvesno.
Za procesH i slu~ajnu particiju σ, datu sa (1.2) defini{e se




Tada je zaH ∈ D
∫ t
0





Teorema 1.12. ([22]) Neka je Z semimartingal i H ∈ D. Neka je (σn)n≥1 niz slu~ajnih
particija koji te`i identi~nosti. Tada






konvergira uniformno u verovatno}i.
Ova teorema, zbog regularnosti trajektorija procesa pod znakom integrala, daje in-
tuitivni opis stohasti~kog integrala koji se mo`e izra~unati i kao grani~na vrednost
Rimanovih (B.Riemann) suma. Ovako definisan stohasti~ki integral ima slede}e
osobine.
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Teorema 1.13. ([22])Ako jeZ proces kona~ne varijacije s.i, onda seH ·Z izra~unava kao
Lebeg-Stiltjesov (H. Lebesgue, T. J. Stieltjes) integral.
Teorema 1.14. Neka je H ∈ D i Z semimartingal. Onda je Y = H · Z ponovo semi-
martingal. Ako je jo{G ∈ D, tada je
G · Y = G · (H · Z) = (GH) · Z.
Proces koji ima glavnu ulogu u teoriji stohasti~ke integracije je proces kvadratne
varijacije. Defini{e se pomo}u stohasti~kog integrala.
Definicija 1.30. ([22])Neka jeZ semimartingal. Proces kvadratne varijacije 〈Z, Z〉t
= 〈Z〉t se defini{e sa




Ako suZ i Y dva semimartingala, proces kvadratne varijacije se defini{e sa







Ako jeZ proces kona~ne varijacije, onda se integral u (1.3) mo`e izra~unati parci-
jalnom integracijom, a ako jeZ i neprekidan proces onda je 〈Z, Z〉t = Z20 , tj. konstanta.
Tako|e, proces kvadratne varijacije zadovoqava i slede}i uslov
〈Z, Y 〉 = 1
2
{〈Z + Y, Z + Y 〉 − 〈Z, Z〉 − 〈Y, Y 〉}.
Teorema 1.15. ([22]) Neka je Z semimartingal. Tada je 〈Z, Z〉t u D, ima neopadaju}e
trajektorije, 〈Z,Z〉0 = Z20 i
(i) 4〈Z, Z〉 = (4Z)2;








i+1 − ZT ni )2} = 〈Z, Z〉
gde je grani~na vrednost uniformna u verovatno}i;
(iii) Za vreme zaustavqawa T je 〈ZT , Z〉 = 〈Z, ZT 〉 = 〈ZT , ZT 〉 = 〈Z, Z〉T .
Prethodna teorema nam omogu}ava da se pojam kvadratne varijacije defini{e i za
{iru klasu procesa od semimartingala. Naime, pomo}u Teoreme 1.15 mogu se izra~unati
kvadratne varijacije nekih osnovnih procesa. Neka je W Vinerov proces, tada je
〈W,W 〉t = t, s.i. Ako jeA neprekidan proces kona~ne varijacije, onda je 〈A,A〉t = A20,
a ako jeA0 = 0, sledi da je 〈A,A〉t ≡ 0.
Proces kvadratne varijacije ima sli~na svojstva i u odnosu na stohasti~ki integral.
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Teorema 1.16. ([22])Neka suZ i Y dva semimartingala,H,K ∈ D. Onda je










Na onovu ove teoreme odmah se mo`e uo~iti da ako jeW Vinerov proces iH ∈ D (i
zbog 〈W,W 〉t = t)




Itova formula je ustvari veoma bliska formuli za Lebeg-Stiltjesovu integraciju.
Neka je za semimartingal Z , proces 〈Z,Z〉 neopadaju}i i pripada skupu D. Traje-
ktorijeprocesa〈Z, Z〉imajuLebegovudekompozicijunaneprekidandeoi~istoprekidan
deo, tj.




gde je 〈Z, Z〉ct neprekidan deo kvadratne varijacije. Tako|e, za dva semimartingala Z i
Y je




uz pretpostavku da je
∑
0<s≤t(4Zs)2 < ∞ s.i. za svaki semimartingalZ .
Teorema 1.17. ([22]) Neka je Z = (Z1, . . . , Zd) d-dimenzionalan semimartingal i neka






























Treba napomenuti da prethodna teorema predstavqa Itovu formulu za slu~ajan
proces f(Z). Neka je, na primer, Z = (W 1, . . . , W d) d-dimenzionalan Vinerov proces
gde su W i i W j me|usobno nezavisni za i 6= j, uz pretpostavku da je W0 = 0. Tada za









koja je poznata kaoItova formula za Vinerov proces.
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procesaH i semimartingalaZ u odnosu na verovatno}uQ. Tada va`i slede}a teorema.
Teorema 1.19. ([51]) Ako je Q apsolutno neprekidna verovatno}a u odnosu na vero-
vatno}u P , tada seHQ · Z ne razlikuje odHP · Z .
1.7 Stohasti~ke diferencijalne jedna~ine sa
semimartingalima
Neka je data stohasti~ka diferencijalna jedna~ina




gde jeZ = {Zt, t ∈ I}m-dimenzionalansemimartingal,X = {Xt, t ∈ I}d-dimenziona-
lan proces,K = {Kt, t ∈ I} d-dimenzionalan proces koji predstavqa po~etnu vrednost
i ~ije su trajektorije neprekidne zdesna i ima grani~nu vrednost sleva, koeficijent
gt(X) je d×m-dimenzionalan predvidiv proces koji zavisi od trajektorija procesaX .
Kao i za diferencijalnu jedna~inu Itoa i kod jedna~ine (1.5) se defini{e strogo i
slabo re{ewe.
Problemom odre|ivawa strogog re{ewa jedna~ine (1.5) bavili su se Doleans-Dade,
Proter (P. Protter [22, 51]), Gal~uk ([10]), Kulini~ (G. L. Kulinich), @akod ([17, 18,
19]) i mnogi drugi.
Neka je dat merqiv prostor (E, E) gde je E prostor svih mogu}ih skokova nekog
d-dimenzionalnog procesaX i E je skupBorelovih skupova nadE. Neka jeP predvidiva
σ-algebra. Tada va`i slede}a definicija.
Definicija 1.31. ([27]) Neka je X zdesna neprekidan slu~ajan proces sa skokovima na
prostoruE i neka je µ slu~ajna neprekidna mera skokova trajektorija procesaX . Ako
jeD ∈ Bd × E tada je
µ(ω, D) = broj skokova procesa X na skupu D za trajektorijeX(ω). (1.6)
Teorema 1.20. ([27]) Neka je X zdesna neprekidan proces definisan na Rd i µ slu~ajna
neprekidna mera data sa (1.6). Tada mera µ ima dualnu predvidivu projekciju
ν(ω, D), D ∈ Bd × E ,
koja zadovoqava slede}e uslove





H(s, ω, e)ν(ds, ω, de)










Ako su ν1 i ν2 dve dualne predvidive projekcije mere µ onda su one skoro izvesno jednake.
Dualna predvidiva projekcijamereµ je jo{poznata i pod nazivom predvidiv kompen-
zator. Mera µ predstavqa ta~an broj skokova procesa X na skupu D, dok wena dualna
predvidiva projekcija ν predstavqa o~ekivan, tj. sredwi broj skokova.






asaν neka jeozna~ena wenadualnapredvidivaprojekcija, ato}eponovo bitipredvidiva
slu~ajna mera naR+ ×Rm.
Neka je, daqe,C = (Cij) proces definisan sa
Cij = 〈M i,M j〉
kvadratna karakteristika lokalnog martingala iz dekompozicije (1.1).
Podefiniciji, (A,C, ν) je lokalnakarakteristika semimartingalaZ . Definisana
je do skupova P -mere nula i va`i:
(i) A je proces iz dekompozicije (1.1), koji je F -predvidiv, A0 = 0 i jeste kona~ne
varijacije na svakom kona~nom intervalu.
(ii) C je neprekidan, F -adaptiran , C0 = 0 i za svako s ≤ t matrica (Cijt − Cijs ) je
simetri~no nenegativna.
(iii) ν jeF -predvidiva mera.
Neka je (Ω̇, Ḟ , Ḟt, Ṗ )(gde je Ḟt = F Żt ) filtriran prostor verovatno}e na kome
se defini{u m-dimenzionalan semimartingal Ż gde je Ż0 = 0, Ṗ -skoro izvesno i d-
dimenzionalan predvidiv, cadlag proces K̇ , koji predstavqa po~etnu vrednost (ne mora
biti semimartingal).
Neka je daqe (Ω̂, F̂ , F̂t, P̂ ) (gde je F̂t = F X̂t ) prostor na kome je definisan d-
dimenzionalan proces re{ewa X̂ .
Daqe, neka je (Ω,F ,Ft, P ) prostor gde je Ω = Ω̇× Ω̂ ; F = Ḟ ⊗ F̂ na kome je
definisan koeficijent gt(X), d×m-dimenzionalan,F -predvidiv proces naΩ, koji je
ograni~en.
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Definicija 1.32. ([18]) Strogo re{ewe jedna~ine (1.5) je proces Ẋ ∈ Rd na prostoru
(Ω̇, Ḟ , Ḟt, Ṗ , Ż, K̇) koji zadovoqava:
(i) Ẋ je Ḟ -adaptiran proces;
(ii) Ẋ je zdesna neprekidan proces i ima grani~nu vrednost sleva;
(iii) zadovoqava jedna~inu
Ẋ = K̇ + ġ(Ẋ) · Ż Ṗ − s.i.
Za strogo re{ewe jedna~ine defini{e se i jedinstvenost.
Definicija 1.33. ([16]) Za re{ewe stohasti~ke diferencijalne jedna~ine (1.5) ka`e
se da je jedinstveno po trajektorijama, ako za sistem (Ω̇, Ḟ , Ḟt, Ṗ , Żt, K̇t) postoji
najvi{e jedan proces re{ewa (do skupova Ṗ mere nula).
Pitawe postojawa i jedinstvenosti ovako definisanog re{ewa je ponovo od cen-
tralnog zna~aja.
Doleans-Dade dokazuje da strogore{ewe stohasti~ke diferencijalne jedna~ine (1.5)
postoji i jeste jedinstveno, ako je koeficijent gs(X)Fs-adaptiran, ako su trajektorije
procesa gs(X) neprekidne sleva i ako imaju grani~nu vrednost zdesna u odnosu na s i da
proces zadovoqava Lip{icov (R. Lipschitz) uslov za x, tj.
|gs(x)− gs(y)| ≤ K|x− y|,
gde jeK konstanta.
Me|utim, Gal~uk ([10]), posmatra slo`eniju jedna~inu, tako da je jedna~ina (1.5) wen
specijalan slu~aj. Tada za jedna~inu (1.5) postoji strogo re{ewe ako je proces gs(X)
predvidiv i ako je zadovoqeno
|gs(x)− gs(y)| ≤ B(s, ω)|x− y|,
gde jeB(s, ω)funkcija koja je predvidiva i integrabilna u smislu [10].
Naime, predvidiv proces gs(X) u radovima koje razmatra Gal~uk, jeste esencijalno
vezan za kvadratnu karakteristiku semimartingala, tj. za proces 〈Z, Z〉t. Tada, za dati
semimartingalZ , re{ewe jedna~ine (1.5)mo`epostojatiibiti jedinstveno, alizadrugi
semimartingaltonemorabitislu~aj. Me|utim, jo{stro`ijiuslovikojeDoleans-Dade,
u svojim radovima, name}e na podintegralni proces garantuju postojawe i jedinstvenost
strogog re{ewa za svaki semimartingal.
Problemom odre|ivawa slabih re{ewa stohasti~kih diferencijalnih jedna~ina sa
semimartingalima bavili su se @akod, Memin ([17, 18]), Lebedev ([23, 24]), Kurtc
(T.Kurtz [22]), Proter ([51]) i drugi.
Vi{e re~i o slabim re{ewima stohasti~kih diferencijalnih jedna~ina sa semi-
martingalima, kao i o wihovoj jedinstvenosti bi}e u Glavi 3.
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1.8 Neke poznate definicije uzro~nosti
Jedan od ciqeva nauke je da se prona|u uzro~no-posledi~ne veze. Me|utim, one se ne
mogu uvek uo~iti izvo|ewem eksperimenata, ve} su istra`iva~i ograni~eni na posma-
trawe pojava koje ispituju. Ali, na osnovu posmatrawa ne mo`e se uvek sa sigurno{}u
tvrditi {ta je uzrok, a {ta posledica.
Generalno, postoje dva na~ina za re{avawe ovog problema. Jedan pristup je da se
pomo}u teorije iskqu~e odre|ene relacije, a na osnovu preostalih da se utvrdi uzro-
~nost. Me|utim, mana ovog pristupa je da se ne mogu odmah uo~iti relacije koje su
relevantne.
Drugipristup se zasnivanalinearnomure|ewuvremena. Akosudvadoga|aja uzro~no
zavisna, ideja je da se doga|aj koji se prvi realizovao smatra "uzrokom", a drugi "posle-
dicom". Direktna posledica ovakvog pristupa je da se na osnovu informacija o re-
alizaciji jednog doga|aja mogu boqe predvideti tok i ishod drugog doga|aja. Ovakav
koncept uvodiViner, a kasnije gaformalizuje Grenxer u smislu modela linearne regre-
sije slu~ajnih procesa.
Uzro~nost je tema koja u posledwe vreme ima jako veliki zna~aj. Statisti~ari,
epidemiolozi, biostatisti~ari, informati~ari (posebno oni koji se bave ve{ta~kom
intelegencijom), ekonometri~ari i filozofi se bave pitawem {ta bi se desilo ako.
Uzro~nost je, u svakom slu~aju, jedan koncept predvi|awa i glavno pitawe je: da li je
mogu}e smawiti broj potrebnih informacija, kako bi se predvidela neka filtracija?
Ovim problemom su se bavili: Rasel (B.Russel), Grenxer, Supe (P. Suppes), Mik-
land, Florens (J. P. Florens), Fu`er (D. Fougere), Mou~art (M.Mouchart), Q.Pe-
trovi} i drugi.
Neka je (Ω,F , P ) proizvoqan prostor verovatno}a i neka je filtracija F = {Ft,
t ∈ I(⊆ R)}, familija pod-σ-algebri odF . (F∞) je najmawa σ-algebra koja sadr`i sve




Verovatnosni model za vremensko-zavisni sistem je opisan sa (Ω,F ,Ft, P ) gde je
(Ω,F , P ) prostor verovatno}a i {Ft, t ∈ I} je "okvirna" filtracija. Pretpostavqa
se da filtracija (Ft) zadovoqava "uobi~ajene" uslove {to zna~i da je (Ft) zdesna
neprekidna i svaka (Ft) je kompletna.
Najslabijioblikuzro~nostiuvodi seizme|ufiltracijaG = {Gt}iH = {Ht}, t ∈
I(⊆ R) na slede}i na~in.
Definicija 1.34. ([56]) Ka`e se da je H pot~iwena G ili da je H podfiltracija od
G (u oznaciH ⊆ G) ako je Ht ⊆ Gt za svako t.
Ka`e se da su filtracije H i G ekvivalentne (u oznaci H = G) ako je H ⊆ G i
G ⊆ H.
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Definicija 1.35. (uporediti sa [55]) Neka je (Ω,F , P ) prostor verovatno}a iF1,F2
i G proizvoqne pod-σ-algebre od F . Ka`e se da G razdvaja F1 i F2 ili da su F1 i F2
uslovno nezavisne u odnosu na G (u oznaci F1 ⊥ F2 | G), ako je za svako A1 ∈ F1 i za
svakoA2 ∈ F2 zadovoqeno
P (A1A2 | G) = P (A1 | G)P (A2 | G).
Definisawe pojma uzro~nosti u terminima Hilbertovih (D.Hilbert) prostora je
dato u [37]. Ovde }e biti predstavqeni analogni rezultati u terminima filtracija.
Neka su J, G iH proizvoqne filtracije. Ka`e se da je G uzrok za J u okviru H
ako je zadovoqeno
J∞ ⊥ Ht|Gt (1.7)
jer su{tinarelacije (1.7) je da sve informacije o J∞ koje su iz (Ht) dolazepreko (Gt) za
proizvoqno t; ili ekvivalentno , (Gt) sadr`i sve informacije iz (Ht) koje su potrebne
za predvi|awe (J∞). Dakle, bilo je prirodno uvesti slede}u definiciju uzro~nosti
me|u filtracijama.
Definicija 1.36. (videti [11, 34, 35, 36, 37])Ka`e se da je G potpun uzrok (ili samo
uzrok) za J u okviru H u odnosu na meru P (u oznaci J |< G;H;P) ako je J∞ ⊆ H∞,
G ⊆ H i ako je (J∞) uslovno nezavisan od (Ht) u odnosu na (Gt) za svako t, tj.
J∞ ⊥ Ht|Gt
(tj. Ju ⊥ Ft|Gt va`i za svako t i svako u), ili
za svako A ∈ J∞ P (A|Ht) = P (A|Gt).
Intuitivno, J |< G;H zna~i, za proizvoqno t, informacije o (J∞) koje dolaze iz
(Ht) nisu ve}e od onih koje dolaze iz (Gt).
Definicija, sli~naDefiniciji 1.36 je prvi put data u [30]. Ipak, definicija iz [30]
tako|e sadr`i uslov J ⊆ H (umestoJ∞ ⊆ H∞) koja nema intuitivno opravdawe. Kako
je Definicija 1.36 op{tijeg karaktera od Definicije date u [30], svi rezultati vezani
za koncept uzro~nosti u smisluDefinicije 1.36 }e biti zadovoqenii za definiciju koja
je data u smislu Hilbertovih prostora, kada im se doda uslov J ⊆ H.
Ako su G i H takve filtracije da va`i relacija G |< G;G∨H (gde je G∨H
familija odre|ena sa (G∨H)t = Gt
∨Ht) ka`e se da H ne uzrokuje G. Jasno je
da interpretacija Grenxerove uzro~nosti je sada oblika H ne uzrokuje G ako G |<
G;G
∨
H (videti [31]). H ne uzrokuje G je ekvivalentan pojmu H ne anticipira G
(kako je uvedeno u [57]).
Ako su Gi H takvefiltracije da va`i G |< G;H, ka`e se da je G sopstveni uzrok
u okviru H (uporediti sa [30]). Treba napomenuti da je pojam subordinacije (uveden u
[56]) ekvivalentan pojmu biti sopstveni uzrok, onako kako je definisan ovde.
Ove definicije se mogu primeniti i na slu~ajne procese. Ka`e se da su slu~ajni
procesi u odgovaraju}oj vezi ako i samo ako su u takvoj veziwihove prirodnefiltracije.
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Na primer, (Ft)-adaptiran slu~ajan proces Xt je sopstveni uzrok ako je FX = (FXt )
sopstveni uzrok u okviruF = (Ft) tj. ako va`i
FX |< FX ;F; P.
Dat koncept uzro~nosti povezuje Grenxerovu uzro~nost sa konceptom adaptiranih
raspodela, kojima su se bavili Kisler (J.Keisler) i Huver (D.Hoover) (vidi [3, 14]).
Naime, ovaj nestandardan pristup teoriji stohasti~kih procesa ukazuje da se ~uvaju
skoro sva va`na svojstva stohasti~kih procesa ukoliko se doka`e ekvivalencija izme|u
wihovih adaptiranih raspodela (vidi [15]).
Neke osnovne osobine relacije uzro~nosti iz Definicije 1.36 su date slede}im
rezultatima.
Lema 1.4. (videti [37])Iz relacije J |< G;H i J ⊆ H sledi da je J ⊆ G.
Koncept uzro~nosti je invarijanatan u odnosu na transformaciju mere i konvergen-
ciju slu~ajnih procesa, {to je dato slede}im teoremama.
Teorema 1.21. ([32]) Neka su F, G, H filtracije definisane na merqivom prostoru




H |< G;F; P =⇒ H |< G;F; P̂ . (1.8)
Teorema 1.22. ([32]) Neka su F i G filtracije na prostoru verovatno}a (Ω,F , P ) i




P−→ Xt kada n →∞ za svako t ∈ I (1.9)
i
FX
(n) |< G;F za svako n. (1.10)
gde je I parametarski skup. Onda procesX zadovoqava relaciju
FX |< G;F.
Teorema 1.23. ([32])Neka suF,G,H i Ifiltracije na prostoru verovatno}a (Ω,F ,
P )takve da je
G ≤ F, H ≤ F, I ≤ F.
Onda va`i:
(i) H |< G;F; P ⇒ H ≤ G
(ii) H |< G;F; P ∧ H |< I;F; P ⇒ H |< (G ∧ I);F; P.
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Prethodna teorema utvr|uje minimalnu filtraciju koja je pod odre|enim uslovima
uzrok za drugu filtraciju.
Teorema 1.24. ([32])Neka suF,G,H i Ifiltracije na prostoru verovatno}a (Ω,F ,
P ). Slede}a dva uslova su me|usobno ekvivalentna
(i) I |< H;G ∧ I |< G;F
(ii) I |< H;F ∧ H ≤ G ≤ F.
Slede}a lema pokazuje da relacija "biti sopstveni uzrok" ima osobinu tranzi-
tivnosti.
Lema 1.5. ([38]) Ako je filtracija H sopstveni uzrok u okviru G i u odnosu na meru
P , a filtracija G sopstveni uzrok u okviru F u odnosu na istu meru P , tada je i
filtracijaH sopstveni uzrok u okviruF u odnosu na P .
Pojam ekstremnih mera koji se uvodi slede}om definicijom je veoma va`an u teoriji
stohasti~kih procesa. Neka je definisan skupH oblika
H = {Mt : Mt = P (A | Gt), A ∈ G∞}. (1.11)
Tada je skupMH skup svih mera u odnosu na koje su svi elementi iz skupaH martingali.
Definicija 1.37. ([16]) Mera P je ekstremna mera u skupuMH (u oznaci P ∈ extMH
gde je extMH skup elemenata iz MH) za koje va`i da ako je P = aQ + (1 − a)Q′,
a ∈ (0, 1), Q, Q′ ∈MH sledi da jeQ = Q′ = P .
Izme|u koncepta uzro~nosti i ekstremnih mera se mo`e uspostaviti ekvivalencija,
{to pokazuje slede}a teorema.
Teorema1.25. ([32])Neka je (Ω,G∞, P )prostorverovatno}asafiltracijomG = {Gt}
iH skup (Gt, P )-martingala. Onda su slede}i uslovi ekvivalentni:
(i) P je ekstremna mera naMH , skupu svih verovatno}aQ na G∞ koje se poklapaju sa
P na G−∞ = ∩tGt, i u odnosu na koje su svi elementi izH (Gt, Q)-martingali.
(ii) Neka je F̂filtracija na ekstenziji (Ω̂, F̂ , P̂ ) prostora (Ω,G∞, P ), gde je F̂ ≥ Ĝ.
Ako su svi elementi skupa Ĥ (F̂t, P̂ )-martingali, va`i
Ĝ |< Ĝ; F̂; P̂ .
Relacija sopstvene uzro~nosti G |< G;F; P ukazuje da za filtraciju G va`i da
je Gt = Ft ∩ G∞ za svako t ≥ 0. Tako|e, (Gt) je filtracija generisana neprekidnim
martingalima oblikaMt = P (A | Ft), A ∈ (G∞).
Jednostavno se pokazuje da va`i slede}e tvr|ewe.
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Propozicija 1.6. ([45]) Neka je (Ω,F ,Ft, P ) prostor verovatno}a sa filtracijom,
tada iz uslovaG |< G;F; P sledi da jeE(Mt | Ft) = E(Mt | G∞).
Sada}ebitiprezentovanakarakterizacijakonceptauzro~nosti, koriste}ivremena
zaustavqawa. Malo preciznije, ovde }e biti pro{irena Definicija 1.36 od fiksiranog
na zaustavqeno vreme tj. defini{e se uzro~nost uz pomo} σ-algebri koje su odre|ene
vremenima zaustavqawa.
Na osnovu Definicije 1.13 vreme zaustavqawa je preslikavawe T : Ω → R+ takvo
da je {T ≤ t} ∈ Ft za svako t ∈ R+.
Slede}om definicijom se generali{e pojam uzro~nosti iz Definicije 1.36 ko-
riste}iσ-algebrekoje suodre|enevremenimazaustavqawa. NekasudatiHT = ∨tHt∧T
i familija
HT = {Ht∧T , t ∈ I}.
Definicija 1.38. ([43]) Ka`e se da je filtracijaG potpun uzrok zaHT u okviru F u
odnosu na P (u oznaci HT |< G;F; P ) ako jeHT ⊆ F∞, G ⊆ F i ako je (HT ) uslovno
nezavisno od (Ft) za dato (Gt) za svako t, tj.
HT ⊥ Ft|Gt za svako t.
Ideja koja je ovde prezentovana je da je statisti~ki koncept uzro~nosti fokusiran
na merewa u vremenu i kako ona mogu da uti~u jedno na drugo. Intuitivno, koncept
uzro~nosti sa vremenima zaustavqawa zna~i da, za proizvoqno t, (Gt) sadr`i sve infor-
macije iz (Ft) koje su potrebne za predvi|awe (HT ).
Neke osnovne osobine koje va`e za koncept uzro~nosti sa vremenima zaustavqawa su
date slede}im teoremama.
Teorema 1.26. (uporedi sa [8, 43])Neka jeX (Ft)-adaptiran slu~ajan proces iG ⊆ F.
FiltracijaG potpuno uzrokujeFX u okviruF, tj. FX |< G;F; P ako i samo ako va`i
jedno od slede}ih tvr|ewa:
(i) (FX∞) je uslovno nezavisno od (Ft) u odnosu na (Gt) za svako t, tj. FX∞ ⊥ Ft|Gt za
svako t.
(ii) Za svako vreme zaustavqawa S u odnosu na filtracijuG, jeFX∞ ⊥ FS|GS .
(iii) Za svako vreme zaustavqawa T u odnosu na filtraciju FX i svako vreme
zaustavqawa S u odnosu na filtracijuG, va`iFXT ⊥ FS|GS .
Slede}i rezultati se jednostavno mogu dokazati.
Lema 1.6. ([45])Neka suF = {Ft},G = {Gt},H = {Ht} za t ∈ [0, +∞)filtracije na
prostoru verovatno}a (Ω,A,Ft, P ). Tada:
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(i) Za svako vreme zaustavqawa T u odnosu na filtraciju F, gde je FT ⊂ H∞, iz
uslova
H |< G;F; P,
sledi da je
FT |< G;F; P,
gde je FT = {Ft∧T , t ∈ I}. Dakle, za (Ft)-adaptiran slu~ajan proces {Xt} sledi
da je
FX
T |< G;F; P,
gde jeFXT = {FXt∧T}.
(ii) Za svako vreme zaustavqawa T u odnosu na filtraciju H, gde je FT ⊂ H∞, iz
uslova
H |< G;F; P,
sledi da je
HT |< G;F; P,
gde jeHT = {Ht∧T , t ∈ I}.
Teorema1.27. ([45])Neka suF = {Ft},G = {Gt},H = {Ht} za t ∈ [0, +∞)filtracije
na prostoru verovatno}a (Ω,F ,Ft, P ) gde je H ⊂ F i neka je {Xt} (Ft)-adaptiran
slu~ajan proces. Tada, za svako vreme zaustavqawa T u odnosu naH iz uslova
H |< G;F; P,
sledi da je
FX
T |< GT ;FT ; P,
gde jeFXT = (FXt∧T ).
Posledica 1.7. ([45]) Neka su X = {Xt, t ∈ I} i Y = {Yt, t ∈ I} (Ft)-adaptirani
slu~ajni procesi. Tada, za svako vreme zaustavqawa T u odnosu naFX iz uslova
FX |< FX ;F; P,
sledi da je
FY
T |< FX ;F; P, i FY T |< FXT ;FT ; P.
Slede}i rezultat pokazuje da je relacija "biti sopstveni uzrok" za σ-algebre sa
vremenima zaustavqawa, tranzitivna.
Propozicija 1.7. ([45]) Neka su F = {Ft}, G = {Gt}, H = {Ht} za t ∈ [0, +∞)
filtracije na prostoru verovatno}a (Ω,F ,Ft, P ). Ako je T vreme zaustavqawa u
odnosu naF, tada iz uslova
HT |< HT ;GT ; P i GT |< GT ;FT ; P,
sledi
HT |< HT ;FT ; P.
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Propozicija 1.8. ([45]) Neka su na merqivom prostoru (Ω,F) date filtracije F =
{Ft}, G = {Gt}, H = {Ht} i I = {It} i neka je T vreme zaustavqawa u odnosu na F.
Tada su slede}a tvr|ewa ekvivalentna:
(i) IT |< HT ; GT ∧ IT |< GT ; FT ,
(ii) IT |< HT ; FT ∧HT ⊆ GT ⊆ FT .
Lema 1.7. ([45])Neka suF = {Ft},G = {Gt},H = {Ht} za t ∈ [0, +∞)filtracije na
prostoru verovatno}a (Ω,F ,Ft, P ) i neka jeT vreme zaustavqawa u odnosu naF. Neka
je
GT ⊆ FT , IT ⊆ FT , i HT ⊆ FT .
Tada je
HT |< GT ; FT ∧ HT |< IT ; FT ⇒ HT |< (GT ∧ IT ); FT .
Propozicija 1.9. ([45])Neka suF iGfiltracije na prostoru verovatno}a (Ω,F , P ).
Ako je filtracija F kvazi-neprekidna sleva, {Tn} rastu}i niz vremena zaustavqawa,
T predvidivo vreme zaustavqawa koje je najavqeno sa {Tn} i X = {Xt} je zdesna
neprekidan uniformno integrabilan martingal, tada iz uslova
FX
Tn |< G; F, za svako n
sledi
FX
T |< G; F.
Glava 2
Uzro~nost i teorija martingala
U ovoj glavi su prvenstveno dati rezultati koji ukazuju da pojam uzro~nosti igra bitnu
ulogu u o~uvawu svojstva martingalnosti. Naime, svojstvo martingalnosti se ~uva ako
se filtracija smawuje, ali u op{tem slu~aju ovo svojstvo se ne ~uva ako filtracija
raste. Kada filtracija raste ~uvawe svojstva martingalnosti je povezano sa konceptom
uzro~nosti, jer su martingali procesi koji ostaju nepredvidivi kada se skup informa-
cija pove}ava.
2.1 Ortogonalnost martingala i stabilni potprostori
Neka jeM20 prostor svih L2ograni~enih martingala za koje je supt E(M2t ) < ∞ gde je
wihova po~etna vrednost jednaka nuli.
Definicija 2.1. (slaba ortogonalnost [51]) Neka su M i N elementi prostoraM20.
Tada suM iN slabo ortogonalni ako jeE(M∞N∞) = 0.
Tako|e, postoji ja~i i stro`i pojam ortogonalnosti za martingale.
Definicija 2.2. (jaka ortogonalnost [51])Neka suM iN elementiprostoraM20. Tada
suM iN jakoortogonalniako jewihovproizvodL = MN (uniformnointegrabilan)
martingal.
Naime, ako je proizvod martingalaMN (uniformno integrabilan) martingal tada
je [N, M ] (kvadratna varijacija procesa M i N ) lokalan martingal, pa se Defini-
cija 2.2 mo`e preformulisati: M i N su jako ortogonalni ako i samo ako je [N,M ]
uniformno integrabilan martingal. Ako su M i N jako ortogonalni martingali
tada je E(M∞N∞) = E(L∞) = E(L0) = 0, pa jaka ortogonalnost povla~i slabu.
Obratno tvr|ewe ne va`i. Na primer neka je M ∈ M20 i Y ∈ F0 nezavisna od M , sa
P (Y = 1) = P (Y = −1) = 1
2
. Neka jeNt = Y Mt, t > 0. TadaN ∈M20 i
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pa suM iN slabo ortogonalni. IpakMN = Y M2 nije martingal, (sem ako jeM0 = 0),
jerE(Y M2t | F0) = Y E(M2t | F0) 6= 0 = Y M20 .
Koncept jake ortogonalnosti za martingale je blisko povezan sa martingalnom
reprezentacijom, stabilnim potprostorima i ekstremnim merama (o ~emu }e kasnije
biti re~i).
Definicija 2.3. ([51]) Za podskup A ∈ M2 sa A⊥ (resp. A×) ozna~ava se skup svih
elemenata izM2 koji su slabo ortogonalni (resp. jako ortogonalni) na svaki element
skupaA.
Koncept ortogonalnosti se mo`e primentiti i na lokalne martingale, {to je dato
u slede}oj definiciji.
Definicija 2.4. ([27]) Ka`e se da su lokalni martingali M i N ortogonalni ako je
wihov proizvodMN lokalan martingal.
Tako|e se uvodi i pojam ortogonalnosti na samog sebe, kako kod martingala tako i
kod lokalnih martingala. Naime, lokalan martingal M je ortogonalan na samog sebe
ako i samo ako jeM2 lokalan martingal.
Ortogonalnost se ~uva i kod vremena zaustavqawa, tj. ako su dva lokalna martingala
ortogonalna, onda su i zaustavqeni lokalni martingali ortogonalni, tj. va`i slede}a
teorema.
Propozicija 2.1. (ortogonalnost i lokalizacija [27]) Ortogonalnost lokalnih mar-
tingala ima slede}a svojstva:
(i) Ako su T i S vremena zaustavqawa, M i N ortogonalni lokalni martingali,
tada su zaustavqeni procesiMT iNS tako|e ortogonalni.
(ii) Ako suM iN lokalni martingali i {Tn} niz koji lokalizujeN , tada suM iN
ortogonalni ako i samo ako suM i zaustavqeni procesi {NTn} ortogonalni za
svako n.
Tako|e, ako suM iN ortogonalnilokalnimartingalionda su oni uvekortogonalni
u Hilbertovom prostoru (prostor kvadratno-integrabilnih martingala sa skalarnim
proizvodom). Obrnuto tvr|ewe ne va`i.
Neka jeM prostor zdesna neprekidnih, uniformno integrabilnih (Ft, P )-martin-
gala sa seminormom ‖(Nt)‖M = ‖N∞‖L1 i neka je Hp, (p ∈ [1,∞)) skup martingala
Nt ∈M koji zadovoqavaju ‖Nt‖pHp = E(supt |Nt|p) < ∞.
Slede}a definicija je kqu~na u teoriji martingalnih reprezentacija
Definicija 2.5. ([27]) Zatvoren linearni potprostorX prostoraHp se naziva sta-
bilan potprostor ako je stabilan u odnosu na zaustavqawe, tj. ako je X ∈ X tada
je XT ∈ X za svako vreme zaustavqawa T . Ako je X potprostor prostora Hp tada
se sa stablep(X ) ozna~ava najmawi, zatvoren, linearni potprostor prostoraHp koji
sadr`iX .
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O~igledno je Hp stabilan potprostor. Presek stabilnih potprostora je tako|e,
stabilan, pa stablep(G) postoji za svako G ⊆ Hp. Da bi se, {to je mogu}e vi{e,
uprostila notacija ako izlo`ioc p nije bitan u daqem izlagawu on se mo`e izostaviti
i umesto stablep(G) mo`e se pisati stable(G). Naravno, stable(G) je najmawi stabilan
potprostor od (Ft) koji sadr`iG.
Definicija 2.6. ([51]) Za podskup G od Hp neka je sa G⊥ (tj. G×) ozna~en skup svih
martingala izHp koji su slabo ortogonalni (tj. jako ortogonalni) na svaki element
izG.
Lema 2.1. ([51])Ako jeG proizvoqan podskup odHp, tada jeG× (zatvoren i) stabilan.
Lema 2.2. ([51]) Neka su N, M kvadratno integrabilni martingali. Tada su slede}a
tvr|ewa ekvivalentna:
(1) M iN su jako ortogonalni;
(2) stable(M) iN su jako ortogonalni;
(3) stable(M) i stable(N) su jako ortogonalni;
(4) stable(M) iN su slabo ortogonalni;
(5) stable(M) i stable(N) su slabo ortogonalni.
Teorema 2.1. ([51]) Neka je G podskup od Hp koji je stabilan. Tada je G⊥ stabilan
potprostor i ako je M ∈ G⊥ tada je M jako ortogonalan na G. Tj. G⊥ = G×, i
stable(G) = G⊥⊥ = G×⊥ = G××.
Stabilni potprostori se mogu posmatrati i iz druga~ije perpektive. Naime, svo-
jstvo stabilnosti nekog podskupa martingala je ustvari svojstvo verovatno}e P , gde
se posmatra ~itava kolekcija verovatno}a u odnosu na koju su elementi skupa G (Ft)-
martingali.
2.2 Uzro~nost i svojstvo martingalnosti
Danas, martingali nalaze primenu u ekonomiji, demografiji i mnogim drugim obla-
stima. Pitawe o~uvawa svojstva martingalnosti, kada se informaciona σ-algebra
pove}ava, zbog wegove nepredvidivosti je direktno vezano za koncept uzro~nosti.
Neka jeH skup zdesna neprekidnih modifikacija (Ht)-adaptiranih procesa oblika
H = {Mt : Mt = P (A|Ht), A ∈ H∞}. (2.1)
Tada va`i slede}i rezultat.
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Teorema 2.2. ([45]) Neka jeH∞ ⊆ F∞ iG ⊆ F. Tada jeH |< G;F; P ako i samo ako je
svaki (Ht)-adaptiran (Gt)-martingal i (Ft)-martingal.
Dokaz: Neka jeH |< G;F; P . Tada jeH∞ ⊆ F∞,G ⊆ F i
za svakoA ∈ H∞ P (A | Gt) = P (A | Ft).
Neka je zadovoqena pretpostavka da su elementi skupa H oblika (2.1) (Gt)-mar-
tingali, tada je
Mt = E(M∞ | Gt) = E(P (A | H∞) | Gt) = E(E(χA | H∞) | Gt)
= E(χA | Gt) = P (A | Gt) = P (A | Ft) = E(χA | Ft)
= E(E(χA | H∞) | Ft) = E(P (A | H∞) | Ft) = E(M∞ | Ft)
gde je χA indikator funkcija skupaA ∈ (H∞), koja je i (H∞)-merqiva, pa je
Mt = E(M∞ | Ft)
{to zna~i da su svi elementi skupaH (Ft)-martingali.
Obrnuto, neka su svi elementi skupaH (Gt)-martingali i (Ft)-martingali, ili
Mt = E(M∞ | Ft) = E(M∞ | Gt)
E(P (A | H∞) | Ft) = E(P (A | H∞) | Gt)
E(E(χA | H∞) | Ft) = E(E(χA | H∞) | Gt)
E(χA | Ft) = E(χA | Gt)
P (A | Gt) = P (A | Ft)
zaA ∈ (H∞), pa je, tako|e, zadovoqena i definicija uzro~nosti, tj. H |< G;F; P . ¤
Sli~an rezultat je dokazan u [8], ali je iskazan u terminima neuzro~nosti.
Posledica 2.1. ([45]) Neka je G ⊆ F. Tada je G |< G;F; P ako i samo ako je svaki
(Gt)-martingal i (Ft)-martingal.
Dokaz: Ova propozicija je specijalan slu~aj prethodne teoreme (ako jeG = H). ¤
Kao specijalan slu~aj mogu se posmatrati proces Markova i Vinerov proces.
Lema 2.3. ([41]) Proces X = {Xt, t ∈ I} je proces Markova u odnosu na filtraciju
F = {Ft, t ∈ I} na prostoru verovatno}a (Ω,F ,Ft, P ) ako i samo ako je proces X
Markovski proces (u odnosu na FX) i proces je sopstveni uzrok u okviru F u odnosu na
meru P .
Dokaz: Neka jeX proces Markova u odnosu na filtracijuF, tj. neka je
P (A ∩B|Xt) = P (A|Xt)P (B|Xt) (P − s.i.)
za svako t ∈ I, neka va`i A ∈ (Ft), B ∈ F[t,∞) = σ{Xs, s ≥ t}. Tada je za svako t i za
svakoA ∈ (FX∞)
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E(χA|Ft) = E(χA|Xt) (P − s.i.).
Sada, iz ~iwenice da jeFX ⊆ F, sledi
(A ∈ FX∞), P (A|Ft) = P (A|FXt ) (P − s.i.),
tj.
FX |< FX ;F; P.
Jasno je da jeX proces Markova (u odnosu naFX).
Jednostavno se mo`e uo~iti da je obrnuto tvr|ewe ta~no.¤
Slede}a Lema je specijalan slu~aj Leme 2.3.
Lema 2.4. ([41]) Vinerov proces W = (Wt, t ∈ I) na prostoru verovatno}a sa fil-
tracijom (Ω,F ,Ft, P ) je sopstveni uzrok u okviru F = {Ft, t ∈ I} u odnosu na
verovatno}u P .
Naosnovu prethodnih rezultatamo`e se zakqu~iti da proces koji je sopstveni uzrok
jeste kompletno opisan svojim pona{awem u odnosu na svoju prirodnu filtraciju.
Tako|e, koncept uzro~nosti se mo`e povezati i sa ve}om klasom procesa, kla-
som lokalnih martingala. Neka je G skup zdesna neprekidnih modifikacija (Gt)-
adaptiranih procesa oblika
G = {Nt : Nt = P (A | Gt), A ∈ G∞}. (2.2)
Tada va`i slede}i rezultat.
Teorema 2.3. ([45]) Svaki (Gt)-lokalan martingal je i (Ft)-lokalan martingal ako i
samo ako jeG sopstveni uzrok u okviruF, tj. akoG |< G;F; P va`i.
Dokaz: Neka je svaki (Gt)-lokalan martingal istovremeno i (Ft)-lokalan martingal.
Tada to tvr|ewe va`i za svaki martingal (jer je svaki martingal i lokalan martingal).
(Gt)-martingalNt je oblika
Nt = E(N∞ | Gt) (2.3)
i na osnovu pretpostavke to je i (Ft)-martingal. Dakle, va`i
Nt = E(N∞ | Ft) = E(N∞ | Gt) za svaki (Gt)-martingalNt, ili
za svakoA ∈ (G∞) P (A | Ft) = P (A | Gt),
i na osnovu definicije uzro~nosti jeG |< G;F; P.
Obrnuto, neka va`iG |< G;F; P , ili neka je za svakoA ∈ (G∞) zadovoqeno
P (A | Gt) = P (A | Ft),
i neka je proces Nt oblika (2.2) i (Gt)-lokalan martingal. Tada postoji niz vremena
zaustavqawa {Tn} u odnosu na filtraciju G za koju je {Nt∧Tn} niz (Gt)-martingala.
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Tada na osnovu Teoreme 3 u [2] niz vremena zaustavqawa {Tn} u odnosu na G je niz
vremena zaustavqawa i u odnosu na filtraciju F. Na osnovu posledice (c.1) u [2], T je
vreme zaustavqawa u odnosu na filtraciju (Gt) ako i samo ako je to vreme zaustavqawa
u odnosu na filtraciju (Ft) i GT = FT ∩ G∞. Tada je za svako n
E(N∞ | Ft∧Tn) = E(P (A | G∞) | Ft∧Tn) = E(E(1A | G∞) | Ft∧Tn)
= E(1A | G∞ ∩ Ft∧Tn) =
{
E(1A | Ft ∩ G∞), t < Tn
E(1A | FTn ∩ G∞), t ≥ Tn
=
{
E(1A | Gt), t < Tn
E(1A | GTn), t ≥ Tn = E(1A | Gt∧Tn)
= E(E(1A | G∞) | Gt∧Tn) = E(N∞ | Gt∧Tn) = Nt∧Tn ,
gde je A (G∞)-merqiv doga|aj. Procesi {Nt∧Tn} koji su (Gt)-martingali su tako|e i
(Ft)-martingali a niz {Tn} je niz vremena zaustavqawa u odnosu na F, pa je Nt proces
koji je (Ft)-lokalan martingal, gde je
Nt∧T = P (A | Ft∧T ) =
{
Nt = P (A | Ft), t < T,
NT = P (A | FT ), t ≥ T. ¤
Jednostavno se dokazuje slede}e tvr|ewe.
Propozicija 2.2. ([45])Iz relacijeG |< G;F; P slediE(Nt | Ft) = E(Nt | G∞).
Dokaz: Iz uslovaG |< G;F; P va`i da je
E(Nt | Ft) = E(P (A | Ft) | Ft) = E(E(χA | Ft) | Ft) = E(χA | Ft)
= P (A | Ft) = P (A | Gt) = E(χA | Gt) = E(χA | Ft ∩ G∞)
= E(E(χA | Ft) | G∞) = E(P (A | Ft) | G∞) = E(Nt | G∞).¤
Koncept uzro~nosti se mo`e primeniti i na semimartingale, {to je pokazano
slede}om teoremom.
Teorema 2.4. ([45]) Svaki (Gt)-semimartingal je (Ft)-semimartingal ako i samo ako
va`iG |< G;F; P .
Dokaz: Svaki semimartingal, kao{to je poznato, semo`epredstavitikao sumalokalnog
martingala i procesa kona~ne varijacije (dekompozicija semimartingala).
Na osnovu Teoreme 2.3 svojstvo lokalne martingalnosti se ~uva uz pomo} koncepta
uzro~nosti, ~ak i kada σ-algebra informacija raste.
Varijacioni proces V ar(At) od procesaAt je definisan sa
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Kako jeAt proces kona~ne varijacije V ar(At) je skoro izvesno kona~an, za skoro svako
t i rastu}i u odnosu na obe filtracije (Gt) i (Ft), sledi da je V ar(At) proces kona~ne
varijacije u odnosu na filtraciju (Ft). Dakle,Zt je (Ft)-semimartingal.
Obrnuto, neka je svaki (Gt)-semimartingal istovremeno i (Ft)-semimartingal. Tada
je
Zt = Mt + At, za svako t ∈ I
iMt je lokalan martingal u odnosu na filtracije (Gt) i (Ft). Na osnovu Teoreme 2.3 je
zadovoqena uzro~nostG |< G;F; P , pa tvr|ewe va`i.¤
Koncept uzro~nosti se mo`e primeniti i na kvazi-martingale.
Kvazi-martingal ima jedinstvenu dekompoziciju Y = M + A, gde je M lokalan
martingal i A je predvidiv proces sa trajektorijama koje su lokalno integrabilne
varijacije iA0 = 0.
Propozicija 2.3. ([45])Svaki (Gt)-kvazi-martingal je (Ft)-kvazi-martingal ako i samo
ako jeG |< G;F; P .
Dokaz: Tvr|ewe sledi direktno iz Teoreme 2.4 za semimartingale jer je svaki ograni~en
semimartingal lokalan kvazi-martingal, {to je ustvari kvazi-martingal.¤
Ako je zadovoqena relacijaG |< G;F; P i ako je T vreme zaustavqawa u odnosu na
filtracijuF, tada na osnovu Teoreme 3. i posledice (c.1) u [2], T je vreme zaustavqawa
i u odnosu na filtracijuG i filtracije (FT ) i (G∞) su uslovno nezavisne u odnosu na
(GT ) (GT = FT ∩ G∞) ili
G∞ ⊥ FT |GT .
Posledwa ~iwenica je ekvivalentna sa
G |< GT ;FT
ili za svakoA ∈ (G∞) va`i
P (A | GT ) = P (A | FT ).
Ako je X (B ⊗ F)-merqiv proces (gde je B Borelova σ-algebra), takav da za svako
vreme zaustavqawa T u odnosu na filtraciju F je E[|XT |1(T<∞)] < ∞, tada postoji
jedinstven proces Y sa vrednostima uR koji se naziva opciona projekcija ograni~enog,
merqivog procesaX gde je
E[XT 1(T<∞) | FT ] = YT 1(T<∞), P − s.i.
Neka va`i G |< G;F; P . O~igledno je tada Nt proces koji je (G∞)-merqiv i zbog
uzro~nostiwegovaF-opciona iG-opciona projekcija se ne mogu razlikovati odwegove
opcioneprojekcijenakonstantnojfiltraciji (G∞). Dakle, dokazan je slede}irezultat.
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Propozicija 2.4. ([45]) Neka je M = {Mt, t ≥ 0} uniformno integrabilan (Ft)-
martingal iG |< GT ;FT , gde je T vreme zaustavqawa u odnosu na filtracijuF, tada
va`i
E(MT | FT ) = E(MT | G∞).
Primer 2.1. ([45]) Jedan od najprostijih primera je kada se u Posledici 2.1 u relaciji
G |< G;F; P pretpostavi da je Gt = Ft∧T , gde je T vreme zaustavqawa u odnosu naF, pa
va`iFT |< FT ;F; P . Tada je svakimartingaluodnosuna (Ft∧T )tako|ei (Ft)-martingal
i obrnuto. O~uvawe svojstva martingalnosti povla~i da je
FT ⊥ Ft|Ft∧T .




za svakoA ∈ (FT ) P (A | Ft∧T ) = P (A | Ft).
O~igledno je
Mt = E(M∞ | Ft∧T ) = E(P (A | FT ) | Ft∧T ) = E(E(χA | FT ) | Ft∧T )
= E(χA | Ft∧T ) = P (A | Ft∧T ) = P (A | Ft) = E(χA | Ft)
= E(E(χA | FT ) | Ft) = E(M∞ | Ft)
iMt je (Ft)-martingal.
Obrnuto, ako je svaki element skupa (2.2) martingal u odnosu na filtracije (Ft) i
(Ft∧T ), tada je
E(M∞ | Ft) = E(M∞ | Ft∧T )
E(P (A | FT ) | Ft) = E(P (A | FT ) | Ft∧T )
E(E(χA | FT ) | Ft) = E(E(χA | FT ) | Ft∧T )
E(χA | Ft) = E(χA | Ft∧T )
P (A | Ft) = P (A | Ft∧T ) za svako A ∈ (FT ),
pa sledi da va`iFT |< FT ;F; P . ¤
2.3 Uzro~nost i ortogonalnost martingala
Koncept ortogonalnihmartingala se mo`e primeniti u teoriji trgovine akcijama i
slede}i rezultat utvr|uje ekvivalenciju izme|u koncepta uzro~nosti i jako ortogonal-
nih martingala.
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Teorema 2.5. ([64]) Neka su M i N dva nezavisna (Ft)-martingala. Tada su oni jako
ortogonalni ako i samo ako su sopstveni uzroci.
Dokaz: Neka su M i N strogo ortogonalni i nezavisni (Ft)-martingali. Tada je MN
tako|e martingal. Prirodna filtracija martingalaM je (FMt ), i procesM je potpuno
opisan svojim pona{awem u odnosu na prirodnu filtraciju. Tada va`i
E(M∞ | Ft) = Mt. (2.4)
S druge straneMt je martingal u odnosu na svoju prirodnu filtraciju (FMt ), pa je
E(M∞ | FMt ) = Mt. (2.5)
Koriste}i jednakosti (2.4) i (2.5) dobija se
E(M∞ | FMt ) = E(M∞ | Ft).
Tvr|ewe va`i za svaki (FMt )-martingal,
∀A ∈ (FM∞ ) E(χA | FMt ) = E(χA | Ft),
∀A ∈ (FM∞ ) P (A | FMt ) = P (A | Ft).
gde je χA indikator funkcija doga|aja A ∈ (FM∞ ). Dakle, martingal M je sopstveni
uzrok. Dokaz da je martingalN sopstveni uzrok je sli~an.
Obrnuto, zbog uzro~nosti
∀A ∈ (FM∞ ) P (A | FMt ) = P (A | Ft),
∀B ∈ (FN∞) P (B | FNt ) = P (B | Ft)
i nezavisnosti martingalaM iN je
MtNt = P (A | FMt )P (B | FNt ) = P (A | Ft)P (B | Ft) = P (AB | Ft).
Iz prethodnog rezultata sledi
E(M∞N∞ | Ft) = E(P (A | FM∞ )P (B | FN∞) | Ft)
= E(E(χA | FM∞ ) | Ft)E(E(χB | FN∞) | Ft)
= E(χA | FM∞ ∩ Ft)E(χB | FN∞ ∩ Ft)
= E(χA | FMt )E(χB | FNt ) = P (A | FMt )P (B | FNt )
= MtNt.
Dakle,MN je martingal iM iN su jako ortogonalni martingali. ¤
Martingal M je jako ortogonalan u odnosu na samog sebe ako je M2 martingal.
Slede}i rezultat povezuje ovo svojstvo sa konceptom uzro~nosti.
Stav 2.1. ([64])Neprekidan martingalM je jako ortogonalan na samog sebe ako i samo
ako je sopstveni uzrok u okviruF, tj. ako va`iFM |< FM ;F; P .
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Dokaz: Dokaz sledi direktno iz Teoreme 2.5.¤
Prethodni rezultat o ekvivalenciji izme|u ortogonalnosti i uzro~nosti se mo`e
pro{iti i na {iru klasu procesa, na lokalne martingale.
Teorema2.6. ([64])NekasuM iN nezavisnilokalnimartingaliuodnosunafiltraciju
(Ft). Tada su M i N ortogonalni ako i samo ako je svaki od wih sopstveni uzrok u
okviruF.
Dokaz: Neka su, po pretpostavci M iN ortogonalni i nezavisni lokalni martingali.
ProcesiM iN su martingali, (jer je svaki martingal lokalan martingal, ali obrnuto
tvr|ewe nije ta~no) i na osnovu Teoreme 2.5, iz ortogonalnosti sledi da su M i N
sopstveni uzroci u okviruF.
Obrnuto, lokalni martingaliM iN su sopstveni uzroci u okviruF, pa va`i
∀A ∈ (FM∞ ) P (A | FMt ) = P (A | Ft) (2.6)
∀A ∈ (FN∞) P (A | FNt ) = P (A | Ft) (2.7)
Neka je {Tn} niz vremena zaustavqawa za koje su {Mt∧Tn} i {Nt∧Tn} nizovi marti-
ngala u odnosu na (Ft). Zbog pretpostavqene nezavisnosti, relacija (2.6) i (2.7) je
E((MN)∞ | Ft∧Tn) = E(M∞N∞ | Ft∧Tn) = E(P (A | Ft)P (B | Ft) | Ft∧Tn)
= E(P (A | FMt )P (B | FNt ) | Ft∧Tn)
= E(E(χA | FMt )E(χB | FNt ) | Ft∧Tn)
= E(χA · χB | Ft∧Tn) = E(χA | Ft∧Tn)E(χB | Ft∧Tn)
= Mt∧TnNt∧Tn = (MN)t∧Tn
za svako n = 1, 2, . . .. Niz {(MN)t∧Tn} je niz martingala, pa jeMN lokalan martingal
i na osnovu Definicije 2.4, procesiM iN su ortogonalni lokalni martingali. ¤
Stav 2.2. ([64]) Neprekidan lokalan martingal M je ortogonalan na samog sebe ako i
samo ako je sopstveni uzrok u okviruF, iliFM |< FM ;F; P .
Dokaz: Dokaz direktno sledi iz Teoreme 2.6. ¤
Slede}ateoremava`izasvavremenazaustavqawaS, T ipovezujezaustavqenlokalan
martingal sa konceptom uzro~nosti.
Lema 2.5. ([64]) Neka su M i N nezavisni lokalni martingali koji su i sopstveni
uzroci. Za sva vemena zaustavqawa S, T zaustavqeni lokalni martingaliMS iNT su
ortogonalni.
Dokaz: O~igledno je dovoqno dokazati tvr|ewe za T = ∞. Neka je {Tn} niz vremena
zaustavqawa, takvih da su {Mt∧Tn} i {Nt∧Tn} nizovi martingala. Koriste}i Teoremu
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2.6, sledi da je {(MN)t∧Tn} niz martingala. Tada za svako vreme zaustavqawaR je
E((MSN)
Tn
































R −NTnS | FS))
= E(M0N0)
prema teoremi opcionog zaustavqawa. Na osnovu Leme 1.44 iz [19] (MSN) je martingal
za svako n. ¤
Primer 2.2. ([64]) Neka je π Poasonov proces i neka je {Tn} niz vremena zaustavqawa
koji opisuje skokove. Neka je {ξn} niz nezavisnih i identi~no raspodeqenih slu~ajno











tako|e martingal. Ako su nizovi {ξn} i {ηn} nezavisni i va`i ζn = ξnηn tada je
E(ζn) = E(ηnξn) = E(ηn)E(ξn) = 0. Zbog toga su M i N nezavisni i na osnovu
Teoreme 4.1 iz [41] i Teoreme 3 iz [2], M(t) i N(t) su sopstveni uzroci i nezavisni.








je martingal pa suM iN ortogonalni.¤
2.4 Uzro~nost i stabilni potprostori
Neka je (Ω,F ,Ft, P ) prostor verovatno}a sa filtracijom, gde je (Ft) filtracija
koja je zdesna neprekidna i kompletna. Neka jeM prostor zdesna neprekidnih, uni-
formnointegrabilnih (Ft, P )-martingalasaseminormom‖(Nt)‖M = ‖N∞‖L1 ineka je
Hp, (p ∈ [1,∞)) skupmartingalaNt ∈Mkoji zadovoqavaju‖Nt‖pHp = E(supt |Nt|p) <
∞.
Neka jeG skup zdesna neprekidnih modifikacija martingalaNt = P (A | Gt) gde je
A ∈ (G∞), oblika (2.2), tj.
G = {Nt = (P (A | Gt)) | A ∈ (G∞)}. (2.8)
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Teorema 2.7. ([44])Neka je zadovoqen uslovG |< G;F; P . Ako jeKt ortogonalan naG
za svakoKt ∈Mtada jeKt ortogonalan na stable(G).
Dokaz: Neka je sa Y ozna~en skup svih (Ft)-martingala koji su ortogonalni na Kt.
Naravno,G ⊆ Y pa treba dokazati da jeY stabilan potprostor od (Ft).
Potprostor Y je zatvoren u odnosu na vreme zaustavqawa. Ako je Nt = P (A |
Gt), A ∈ (G∞) zdesna neprekidan (Ft)-martingal, da bi se dokazalo da je potprostor Y
zatvoren u odnosu na vreme zaustavqawa potrebno je dokazati da je proces NT = Nt∧T
zdesna neprekidan (Ft)-martingal. Jasno je da je NT zdesna neprekidan. Naime, ako je
procesN adaptiran i cadlag i ako je T vreme zaustavqawa, tada je proces
NTt = NT∧t = Nt1{t<T} + NT 1{t≥T}
tako|e adaptiran. Daqe, na osnovu Teoreme 2.16 u [51] (Dubova opciona teorema) je
Nt∧T = E(NT | Ft∧T ) = E(NT 1{T<t} + NT 1{T≥t} | Ft∧T )
= NT 1{T<t} + E(NT 1{T≥t} | Ft∧T ) = NT 1{T<t} + E(NT | Ft)1{T≥t}.
Zato je
NT∧t = NT 1{T<t} + E(NT | Ft)1{T≥t} = E(NT | Ft),
jer jeNT 1{T<t} proceskoji je (Ft)-merqiv. Zato jeNT (Ft)-martingalnaosnovuTeoreme
2.13 u [51].
Ako je Kt martingal koji je ortogonalan na Nt, potrebno je dokazati da }e Kt biti
ortogonalan i na zaustavqen proces NT = Nt∧T . Naime, potrebno je da proces NT K
bude lokalan martingal.
E(NT∞K∞ | Ft) = E(K∞NT | Ft) = E(K∞P (A | GT∧t) | Ft)
= E(K∞P (A | FT∧t) | Ft) = E(K∞ | Ft)E(E(1A | FT∧t) | Ft)
= KtE(1A | Ft∧T ∩ Ft) = Kt ·
{
E(1A | Ft) t ≤ T
E(1A | Ft∧T ) T < t
= Kt ·
{
Nt t ≤ T
NT T < t
= KtN
T
U prethodnim jednakostima je kori{}ena relacija uzro~nosti G |< G;F; P , koja po-
drazumeva da je za svakoA ∈ (G∞) zadovoqeno
P (A | Gt) = P (A | Ft),
kao i Teorema 1.26 u kojoj je dokazana ekvivalencijaG |< G;F; P ⇐⇒ G |< GT ;FT ; P .
Dakle, NT K je martingal, samim tim i lokalan martingal, a NT i K su me|usobno
ortogonalni martingali.
Potrebno je jo{dokazatida jeY stabilanpotprostor. Neka je{Nn} ∈ Y nizprocesa
koji konvergira kaN∞ u okviru (Ft). Neka jeKt ∈M. Tada jeNnK martingal za svako
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n, pa jeE((NnK)(T )) = 0 za svako vreme zaustavqawa T . Neka je k < ∞ gorwa granica
zaK .
|E((N∞K)(T ))| = |E((N∞K(T ))− E((NnK)(T ))|
≤ E(|((N∞ −Nn)K)(T )|) ≤ k · E(|(N∞ −Nn)|)




≤ k · ||N∞ −Nn|| → 0.
Dakle, N∞K je tako|e martingal. Tako|e, stable(G) = Y = {K ∈ Ft : N ⊥ K} je
zatvoren u (Ft). ¤
Za ispuwewe uslova stable(H) = Hp, potrebno je i dovoqno da je svaki ograni~en
martingal koji je ortogonalan naH jednak nuli (vidi [4]). Neka je skupH oblika (2.1)
tj.
H = {Mt = (P (A | Ht)) | A ∈ (H∞)}. (2.9)
Neka jeP skup svih verovatno}aQ koje su apsolutno neprekidne u odnosu naP (Q ¿
P ) i koje zadovoqavaju:
(a.1) Q = P na (F0),
(a.2) svaki element skupaH je (Ft, Q)-martingal.
Treba napomenuti i to da drugi uslov ne bi imao nikakav zna~aj ako se za verovatno}u
Q ne pretpostavi da je apsolutno neprekidna u odnosu na verovatno}u P .
Naime, va`i slede}a teorema.
Teorema 2.8. ([44])Neka jeH potprostor odHp, 1 ≤ p < ∞, tako da je 1 ∈ H . Tada je
stable(H) = Hp ako i samo ako jeH |< H;F; P.
Dokaz: Neka je, na osnovu pretpostavke zadovoqen uslov H |< H;F; P i neka postoji
verovatno}a Q ∈ P∗ koja je apsolutno neprekidna u odnosu na verovatno}u P i koja
zadovoqava uslove (a.1) i (a.2). Tada je na osnovu Teoreme 1.21 zadovoqenoH |< H;F; Q.
H je skup (Ft, P )-martingala i na osnovu Teoreme 1.25 (neka je Gt = Ht,Ft = F̄t) sledi
da je P ekstremna ta~ka skupa P∗ koji je skup verovatno}a definisanih na (H∞). Da
bi se dokazala jednakost stable(H) = Hp potrebno je i dovoqno da je svaki ograni~en
martingal koji je ortogonalan na H jednak nuli. Ako je P ekstremna mera, tada je
P = Q gde je L∞ =
dQ
dP
= 1 i Lt = E(L∞ | Ft) = 1. Tako|e je L0 = 1, na osnovu
pretpostavke (a.1) i (a.2). Tada je Lt − L0 ograni~en martingal koji je ortogonalan na
H iLt − L0 = 1− 1 = 0, dakle martingal je jednak nuli pa je stable(H) = Hp.
Obrnuto, neka je stable(H) = Hp, tada svi ograni~eni martingali koji su ortogo-
nalni na H su jednaki nuli. Neka je Lt = E(L∞ | Ft), gde je Lt − L0 = 0, a martingal
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gde je L∞ merqivo u odnosu na (H∞) iMt = P (A | Ht) ∈ H . Verovatno}e P, Q ∈ P∗,
a na osnovu pretpostavke, elementi skupaH su (Ft, P )-martingali i na osnovu (a.2) svi
elementi skupaH su istovremeno i (Ft, Q)-martingali, pa je
EQ(M∞ | Ft) = Mt = EP (M∞ | Ft)
EQ(P (A | H∞) | Ft) = EP (P (A | H∞) | Ft)
EQ(χA | Ft) = EP (χA | Ft)
Q(A | Ft) = P (A | Ft)
gde se koristi ~iwenica da jeχA, indikator funkcija skupaA, koja je (H∞)-merqiva pa
je P ekstremna ta~ka skupa svih verovatno}aP∗. Na osnovu Teoreme 1.25 sledi da je
H |< H;F; P.¤
Posledica 2.2. ([44])Neka su skupoviG iH potprostori odHp. Tada jeG |< G;F; P
iH |< H;F; P ako i samo ako je
stable(G) = stable(H).
Dokaz: Dokaz direktno sledi na osnovu Teoreme 2.8. Iz uslova G |< G;F; P i H |<
H;F; P i na osnovu Teoreme 2.8 sledi da je stable(G) = Hp i stable(H) = Hp, pa je
stable(G) = Hp = stable(H).¤
Na osnovu Teoreme 2.7 sledi da je
za svakoKT ∈M Kt ⊥ G ⇒ Kt ⊥ stable(G). (2.10)
Razlog zbog koga je relacija (2.10) interesantna je opisan u [16]. Prvo, to povezuje
koncept stabilnih potprostora za razli~ite vrednosti broja p (koriste}i dualnost




= 1, p 6= 1.)
Uslov (2.10) povezuje ekstremalnost mere sa konceptom uzro~nosti. Neka jeF0 (0--1)
σ-algebra, tada je P ekstremna mera na skupu P∗ koji ozna~ava skup mera u odnosu na
koje su elementi skupaG lokalni martingali ako i samo ako jeH1 = stable1(G ∪ {1})
(videti Teoremu 11.2 u [16]). Ako je Q mera iz skupa P∗ koja je apsolutno neprekidna u
odnosu na P , onda uslov ortogonalnosti (2.10) (gde jeN∞ = dQ/dP ) jeste ekvivalentan
sa
Q ∈ P∗, Q ¿ P ⇒ Q = P.
Drugim re~ima elementi skupa stable1(G) ostaju martingali u odnosu na bilo koju
meruQ ¿ P , pa za ∀A ∈ (G∞) va`iQ(A | Ft) = P (A | Ft). Na osnovu Teoreme 12.21 u
[16], (2.10) se mo`e primeniti i na martingalne probleme.
Napomena 2.1. Ako skup verovatno}a P∗ sadr`i samo jedan jedini element P , ova
verovatno}a je ekstremna i teorema se mo`e primeniti. Naime, ova trivijalnost je
fundamentalna u primenama.
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Posledica 2.2 se mo`e primeniti na ekstremna regularna slaba re{ewa stohasti-
~kih diferencijalnih jedna~ina. Ako se pretpostavi da je (F0) kompletna i da je H
skup zdesna neprekidnih modifikacija martingalaP (A | FX,Zt ) zaA ∈ (FX,Z∞ ), tada na
osnovu ~iwenice (Gt) = (FZt ) uslov (2.10) povla~i postojawe ekstremnog, regularnog
re{ewa za koje va`i
stablep(G) = stablep(H), (p > 1)
gde je stablep najmawi stabilan potprostor odHp.
Primer 2.3. ([44])Ako je T vreme zaustavqawa slede}a dekompozicija daje vrlo trivi-
jalan primer parova ortogonalnih stabilnih potprostora
X = XT + (X −XT )
koja odgovara stabilnim potprostorima svih martingala zaustavqenih u trenutku T i
martingala koji su jednaki nuli na intervalu [0, T ].¤
Primer 2.4. ([44])Neka je T > 0 proizvoqno vreme zaustavqawa. Mo`e se pokazati da
je proces oblika XAt = A1{t≥T} uniformno integrabilan martingal ako i samo ako je
A ∈ L1(FT )iE(A | FT−) = 0.Naime, kadaAprolazikrozskupL2(FT )⊕L2(FT−), XA
prolazi kroz stabilan potprostor martingala koji su zaustavqeni u trenutku T i koji
su jednaki nuli na intervalu [0, T ). Jednostavno se pokazuje da se taj potprostor sa-
stoji od martingala Y za koje je proces YT (FT−)-merqiv. Odgovaraju}a ortogonalna
dekompozicija je Y = Z + W, gde je
Zt = (YT − E(YT | FT−))1{t≥T}, Wt = Yt − Zt.¤
Glava 3
Uzro~nost i stohasti~ke diferencijalne
jedna~ine
Izraz stohasti~ka diferencijalna jedna~ina, prvi uvodi Bern{tain (S Bernštein)
(1934,1938) pri prou~avawu niza markovskih lanaca. Nezavisno odItoa, Gihman (I.I.Gi-
hman) (1947,1950) razvija teoriju stohasti~kih diferencijalnih jedna~ina, daju}i i
rezultate o egzistenciji, jedinstvenosti ipo~etnimuslovima. Danas je, me|utim, op{te
prihva}en Itov pristup ovoj problematici, nastao iz definicije slu~ajnog integrala
slu~ajne funkcije sa Vinerovim procesom.
Od prvih radova Itoa i Gihmana interes za matemati~ku teoriju stohasti~kih di-
ferencijalnih jedna~ina bio je ogroman. Ovaj koncept, zbog svoje intuitivne prirode,
do`ivqava naro~itu primenu u teoriji stabilnosti, stohasti~koj kontroli, teoriji
igara, matemati~koj ekonomiji, matemati~koj biologiji i genetici. Op{irnije o sto-
hasti~kim diferencijalnim jedna~inama se mo`e na}i u literaturi [1, 22, 25, 51, 61].
3.1 Uzro~nost i slaba re{ewa stohasti~kih
diferencijalnih jedna~ina
Neka je data stohasti~ka diferencijalna jedna~ina




gde jeZ = {Zt, t ∈ I}m-dimenzionalansemimartingal,X = {Xt, t ∈ I}d-dimenziona-
lan proces re{ewa,K = {Kt, t ∈ I} d-dimenzionalan proces koji predstavqa po~etnu
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Koncept uzro~nosti se mo`e primeniti samo na slaba re{ewa, jer je kod strogih
re{ewa uzro~nost ve} sadr`ana u definiciji.






a sa ν neka je ozna~ena wena dualna predvidiva projekcija (data Teoremom 1.20), a to }e
ponovo biti predvidiva slu~ajna mera naR+ ×Rm.
Neka je, daqe,C = {Cij} proces definisan sa
Cij = 〈M i,M j〉
kvadratna karakteristika lokalnog martingala iz dekompozicije (1.1).
Podefiniciji, (A,C, ν) je lokalnakarakteristika semimartingalaZ . Definisana
je do skupova P -mere nula i va`i
(i) A je proces iz dekompozicije (1.1), koji je (F)-predvidiv, A0 = 0 i jeste kona~ne
varijacije na svakom kona~nom intervalu.
(ii) C je neprekidan, (F)-adaptiran, C0 = 0 i za svako s ≤ t matrica (Cijt − Cijs ) je
simetri~no nenegativna.
(iii) ν je (F)-predvidiva mera.
Neka su osnovni kanonski procesi definisani na slede}i na~in (videti [17]).
Kanonski prostor procesa koji generi{e jedna~inu
Neka je (Ω̇, Ḟ , Ḟt, Ṗ ) prostor verovatno}a sa filtracijom, na kome su definisani
- m-dimenzionalan semimartingal Ż gde je Ż0 = 0, Ṗ -skoro izvesno.
- d-dimenzionalanpredvidiv, procesK̇ , satrajektorijamakoje su zdesnaneprekidne
i imaju grani~nu vrednost sleva, koji predstavqa po~etnu vrednost (ne mora biti
semimartingal).
Tada je
Ḟ = σ{Żs, s > 0} i Ḟt =
⋂
s>t
σ{Żr, r 6 s} ⇒ Ḟt = F Żt ⇒ Ḟ = FŻ ,
(gde je Ḟ = {Ḟ}t>0). Tako|e, Ṫ je vreme zaustavqawa u odnosu na filtraciju (F Żt ).
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Kanonski prostor procesa re{ewa
Neka je (Ω̂, F̂ , F̂t, P̂ ) prostor verovatno}a sa filtracijom na kome je definisan d-
dimenzionalan proces re{ewa X̂ . Tada je
F̂ = σ{X̂s, s > 0} i F̂t =
⋂
s>t
σ{X̂r, r 6 0s},
tj. F̂t = F X̂t ⇒ F̂ = FX̂ (gde je F̂ = {F̂t}t>0).
Zajedni~ki kanonski prostor
Neka je definisan proizvod prostor (Ω,F ,Ft, P ), gde je
Ω = Ω̇× Ω̂ ; F = Ḟ ⊗ F̂ ; Ft =
⋂
s>t
(Ḟs ⊗ F̂s) i F = {Ft}t>0.
Tako|e, se posmatraju i projektivna preslikavawa koja su definisana
ϕ̇ : Ω → Ω̇ sa ϕ̇(ω̇, ω̂) = ω̇,
ϕ̂ : Ω → Ω̂ sa ϕ̂(ω̇, ω̂) = ω̂.
SaZ,K iX se ozna~avaju procesi na prostoruΩ za koje je
ϕ̇(Z) = Ż ; ϕ̇(K) = K̇ ; ϕ̂(X) = X̂,
i T je vreme zaustavqawa gde je zadovoqeno ϕ̇(T ) = Ṫ . Tako|e, va`i
ϕ̇(F) = Ḟ = FZ i ϕ̂(F) = F̂ = FX .
Na ovom prostoru je definisan koeficijent ut(X) koji je (F)-predvidiv i ograni~en
proces na prostoruΩ.
Problemom odre|ivawa slabih re{ewa stohasti~kih diferencijalnih jedna~ina sa
semimartingalima bavili su se@akod, Memin ([17, 18]), Lebedev ([23, 24]) i drugi.
Me|utim, slabo re{ewe ne mora uvek da postoji na prostoru (Ω̇, Ḟ , Ḟt, Ṗ ), ali ako
i postoji onda mo`e da zahteva nametawe jakih uslova na koeficijent ut(X). Zbog toga
je prirodno da se proces re{ewa konstrui{e na drugom prostoru, po mogu}nosti da to
bude pro{irewe po~etnog prostora, tj. na (Ω,F ,Ft, P ).
@akod iMemin ([17, 18]) su prou~avali egzistenciju i jedinstvenost re{ewa jedna-
~ine (3.5) uvo|ewem pro{irewa datog prostora verovatno}a. Oni su dokazali da na tako
dobijenom prostoru, postoji mera za koju postoji proces re{ewaX . Tu meru su nazvali
mera re{ewa, ali je tako|e poznata i pod nazivom slabo re{ewe.
@akod iMemin slabo re{ewe defini{u na slede}i na~in.
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Definicija 3.1. ([18]) Slabo re{ewe jedna~ine (3.1) je verovatno}a P na (Ω,F) koja
zadovoqava:
(i) ϕ̇(P ) = Ṗ ,
(ii) Z je semimartingal na (Ω,F ,Ft, P ),
(iii) ako je (Ȧ, Ċ, ν̇) lokalna karakteristika od Ż na prostoru (Ω̇, Ḟ , Ḟt, Ṗ ) onda je
(ϕ̇−1(Ȧ), ϕ̇−1(Ċ), ϕ̇−1(ν̇)) lokalna karakteristika odZ na (Ω,F ,Ft, P ),
(iv) za meru P postoji cadlag, (F)-adaptiran proces re{ewa X koji zadovoqava
jedna~inu (3.5).
Definiciju slabog re{ewa prvi uvodi Pelumail (J. Pellaumail [33]). Ta defini-
cija je sli~naDefiniciji 4.4, ali ne sadr`i uslov (iii). (Uslov (iii) je dodat iz slede}eg
razloga: ako je Ż Vinerov proces na (Ω̇, Ḟ , Ḟt, Ṗ ) uslov (iii) obezbe|uje da jeZ Vinerov
proces i na prostoru (Ω,F ,Ft, P )).
Lebedev je (u [23]) generalizovao rezultate iz radova [17, 18] i dokazao egzistenciju
slabog re{ewa (u jakom smislu), za jedna~ine op{tije od (3.1), koje ukqu~uju i slu~ajne
mere. On je uveo i ne{to druga~iju definiciju slabog re{ewa i utvrdio uslove za
regularnost re{ewa.
Lebedev ([23]) posmatra slo`eniju jedna~inu sa martingalima i slu~ajnim merama:
Xt = N + fA + gM + h ∗ (µc − νc) + h ∗ µd. (3.2)
gde je N d-dimenzionalan, (Ḟt)-progresivno merqiv proces, A je m-dimenzionalan,
(Ḟt)-adaptiran, neprekidan proces lokalno kona~ne varijacije sa A0 = 0, M je m-
dimenzionalan, neprekidan (Ω̇, Ḟ)-martingal sa M0 = 0, µ je slu~ajna mera za koju je
µd = IJ×E · µ i µc = µ − µd, dok je ν wena dualna predvidiva projekcija. f , g i h
su (Ft)-predvidive i merqive funkcije, ∗ ozna~ava stohasti~ki integral u odnosu na
slu~ajne mere generisane semimartingalima u smislu [24].
Jedna~ina (3.1) je specijalan slu~aj jedna~ine (3.2). Zaista, posmatraju}i dekompozi-
ciju semimartingala (1.1), dobija se
Xt = Kt +
∫ t
0




















gde je hs(u,X) = gs(X)uI|u|≤1, ks(u,X) = gs(X)uI|u|>1. Lebedev za jedna~inu (3.2)
dolazi do sli~nih rezultata kao@akod iMemin i uvodi slede}u definiciju.
Definicija 3.2. ([23]) Slabo re{ewe jedna~ine (3.2) je verovatno}a P na (Ω,F) koja
zadovoqava slede}e uslove:
(i) P | Ω̇ = Ṗ ,
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(ii) M je lokalan (Ft, P )-martingal i ν je dualna (F)-predvidiva P -projekcija od µ,
(iii) za meru P postoji proces re{ewa na prostoru (Ω,F ,Ft, P ).
Vrlo ~esto se umesto uslova (ii) zahteva ja~i uslov
(ii’) svaki martingal na (Ω̇, Ḟ , Ḟt, Ṗ ) je martingal i na prostoru (Ω,F ,Ft, P ) ili je
P (dω̇ × dω̂) = Ṗ (dω̇) ·Q(ω̇, dω̂),
gde je Q(ω̇, dω̂) verovatno}a tranzicije sa prostora (Ω̇, Ḟ) na (Ω̂, F̂). Slabo re{ewe
koje zadovoqava posledwi uslov jeste regularno ili "vrlo dobro" re{ewe. Q(ω̇, dω̂)
je jedinstveno odre|ena funkcija na Ω̇ i kako filtracije igraju bitnu ulogu, mo`emo
zahtevati da je
za svako t > 0, A ∈ F̂t, Q(·, A) je (Ω̇, Ḟ)− merqiva. (3.3)
Slede}e tvr|ewe daje vezu izme|u regularnog slabog re{ewa i uslovnog o~ekivawa.
Lema 3.1. ([16])Ako je P mera re{ewa onda su slede}i uslovi ekvivalentni
(i) P zadovoqava uslov (3.3).
(ii) (Ω,F ,Ft, P, Z) zadovoqava
za svako V ∈ (FZ∞) E(V | FZt ) = E(V | Ft). (3.4)
Na osnovuDefinicije 1.36 uzro~nosti, uslov (3.4) o~igledno zna~i da jeZ sopstveni
uzrok u okviruF i u odnosu na meru P .
Mikland je u [30] opisao druga~iji pristup re{avawu jedna~ine (3.1). On je,
naime, prona{ao uslove za egzistenciju regularnog re{ewa jedna~ine (3.1) u terminima
uzro~nostikojisename}unaprocesY 1t = (Zt, Kt). ProcesY 1 je(m+d)-dimenzionalan,
gde su prvih m (respektivno posledwih d) koordinata procesa Y 1 ustvari koordinate
procesaZ (resp. procesaK).
Definicija 3.3. ([30]) Skup objekata (Ω,F ,Ft, P, Xt, Yt) je regularno slabo re{ewe
stohasti~ke diferencijalne jedna~ine (3.1) ako su zadovoqeni slede}i uslovi:
(1) µ(A) = P{Z ∈ A} poklapa se sa merom na prostoru funkcija gde Z uzima
vrednosti,
(2) proces Y 1t je sopstveni uzrok u okviruF u odnosu na meru P , tj.
za svakoA ∈ (FY 1∞ ) P (A | Ft) = P (A | FY
1
t ),
(3) Xt i Y 1t zadovoqavaju jedna~inu (3.1).
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Za slabo re{ewe se defini{e jedinstvenost i to slaba jedinstvenost po trajektori-
jama, kao i slaba jedinstvenost.
Definicija 3.4. ([18])Za slabo re{ewe jedna~ine (3.1) ka`e se da je slabo jedinstveno po
trajektorijama, ako za sistem (Ω,F ,Ft, P, Y 1t ), koji zadovoqava uslov (3.4), postoji
najvi{e jedan proces re{ewa.
Definicija 3.5. ([30]) Za slabo re{ewe stohasti~ke diferencijalne jedna~ine ka`e se
da je slabo jedinstveno ako za svako re{ewe (Ω,F ,Ft, P, Xt, Y 1t ) ne postoji mera Q
na (FZ,X∞ ) koja se razlikuje od mere P , na (FZ,X∞ ), tako da je (Ω,FZ,X∞ ,FZ,Xt , Q, Xt, Y 1t )
slabo re{ewe jedna~ine (3.1).
Egzistencija ovako definisanog slabog re{ewa stohasti~ke diferencijalne jedna-
~ine (3.1) zahtevanekuvrstuograni~enostikoeficijenata. Ve}inaklasi~nihrezultata
koja se ti~e egzistencije re{ewa jedna~ine (3.1), najmawe zahteva uslov ograni~enog
rasta koeficijenata jedna~ine po x-u.
Teorema 3.1. ([18]) Slede}e pretpostavke povla~e egzistenciju najmawe jednog slabog
re{ewa jedna~ine (3.1):
(i) koeficijent ut(X) je ograni~en,
(ii) za svako ω̇ ∈ Ω̇, t ≥ 0 preslikavawe ω̂ → ut(ω̇, ω̂) je neprekidno na Ω̂ (na kome je
definisana uniformna topologija).
Ovaj rezultat semo`ekoristiti i za dokazivawe egzistencije strogog re{ewa jedna-
~ine (3.1). Ako se za slabo re{ewe, koje zadovoqava uslove Teoreme 3.1 doka`e da je
re{ewe jo{ i jedinstveno po trajektorijama, onda egzistencija strogog re{ewa sledi na
osnovu ([17]).
I Lebedev se bavio utvr|ivawem uslova za egzistenciju slabog re{ewa, ali za
jedna~inu (3.2), (videti [24]). Me|utim, primenom na jedna~inu (3.1), dobija se slede}a
teorema.
Teorema 3.2. ([24])Neka su zadovoqeni slede}i uslovi:
(i) |gtAt|+ tr(gtMtg∗t ) ≤ c gde je c predvidiv proces,
(ii) Funkcija gt(X) je neprekidna za svako x ∈ Rd, skoro izvesno u odnosu na mere
dP × |dAt| i dP × d〈M〉t naΩ×R+.
Tada postoji slabo re{ewe jedna~ine (3.1) za t ∈ I .
Dokaz ove teoreme mo`e se na}i u ([24]).
Drugi, slabiji rezultati, vezani za egzistenciju slabih re{ewa jedna~ine (3.1) kao
i veze izme|u egzistencije slabih i strogih re{ewa mogu se na}i u radovima Lebedeva,
@akoda, Memina i drugih.
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predstavqa specijalan slu~aj jedna~ine (3.1) (kada je K ≡ 0). Tada se i weno slabo
re{ewe mo`e definisati na slede}i na~in.
Definicija 3.6. ([30]) Skup objekata (Ω,F ,Ft, P, Xt, Zt) je regularno slabo re{ewe
stohasti~ke diferencijalne jedna~ine (3.5) ako su zadovoqeni slede}i uslovi:
(1) µZ(A) = P (Z ∈ A) se poklapa sa unapred odre|enom merom na prostoru
funkcija gdeZ uzima vrednosti,
(2) semimartingalZ je sopstveni uzrok u okviruF u odnosu na meru P ili
FZ |< FZ ;F; P.
(3) procesiX iZ zadovoqavaju jedna~inu (3.5).
3.2 Uzro~nost i slaba re{ewa u op{tem slu~aju
Neka je data stohasti~ka diferencijalna jedna~ina
{
dXt = at(X)dt + bt(X)dZt
X0 = 0
(3.6)
gde jeat(X) (Ft)-adaptiran uzro~nifunkcional (koncept je iz [31]), koeficijent bt(X)
je predvidiv uzro~ni funkcional i proces Z = {Zt, t ∈ [0, +∞)} jem-dimenzionalan
semimartingal (Z0 = 0).
Definicija regularnog slabog re{ewa zaovu stohasti~ku diferencijalnu jedna~inu
generisanu semimartingalima se ne mo`e na}i u literaturi. Me|utim, polaze}i od
slabog re{ewa jedna~ine (3.5) (ona je specijalni slu~aj jedna~ine (3.6)) i nametawem
novih uslova na koeficijente, mo`e se dokazati slede}a teorema koja pokazuje da
jedna~ina (3.6) ima najmawe jedno re{ewe.
Teorema 3.3. Neka jedna~ina (3.5) ima regularno slabo re{ewe. Tada, za svaki koefi-
cijent bt(X) koji zadovoqava uslove Teoreme 3.1, jedna~ina (3.6) tako|e ima slabo
re{ewe.
Dokaz: Neka je dato bijektivno, merqivo preslikavawe ψ : Ω −→ Ω definisano sa
ψ(ω̇, ω̄) = (ω̇, ω̄′) gde je ω̄′(t) = ω̄(t)− at(ω̇, ω̄). Neka koeficijent b zadovoqava uslove
Teoreme 3.1 i neka je
b′ = b ◦ ψ−1 ⇒ ψ−1(bt) = b′t ∨ ψ(b′t) = bt
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Z ◦ ψ = Z ⇒ ψ(Z) = ψ−1(Z) = Z.
Sobziromda je bt(X)proces koji je (Ft)-adaptirano~igledno jeψ(Ft) = ψ−1(Ft) = Ft.
Procesi at(X) i bt(X) su definisani na prostoruΩ.
Neka je b′ drugi (Ft)-predvidiv proces na prostoruΩ, koji zadovoqava uslove Teore-
me 3.1. Na osnovu pretpostavke, jedna~ina X = b′ · Z ima regularno, slabo re{ewe
oblika (Ω,F ,Ft, P ′, Xt, Zt). Na osnovu Definicije 1.7 iz [18], za slabo re{ewe mera
P ′ je odre|ena na kanonskom prostoru (Ω̇, Ḟ , Ḟt, Ṗ ) gdeZ uzima vrednosti i zadovoqena
je jednakost ϕ̇(P ′) = Ṗ . Na prostoru (Ω,F ,Ft, P ′), proces Z je semimartingal i va`i
da jeX = b′ · Z sve do skupova P ′-mere nula. Tako|e je i
P ′ ◦ ψ = P ⇒ ψ(P ′) = P, ψ−1(P ) = P ′. (3.7)
Neka je preslikavawe ϕ̇ : Ω −→ Ω̇ definisano sa ϕ̇(ω̇, ω̄) = ω̇ na proizvod prostoru
Ω = Ω̇× Ω̄, gde je ϕ̇(Z) = Ż . Tako|e, va`e i jednakosti
(ψ ◦ ϕ̇)(ω̇, ω̄) = ϕ̇(ψ(ω̇, ω̄)) = ϕ̇(ω̇, ω̄′) = ω̇ = ϕ̇(ω̇, ω̄)
ϕ̇(P ) = (ψ ◦ ϕ̇)(P ) = ϕ̇(ψ(P )) = ϕ̇(P ′) = Ṗ .
Dakle, mera P je definisana na kanonskom prostoru (Ω̇, Ḟ , Ḟt, Ṗ ).
Na osnovu relacije (3.7) dobija se
µ′Z(A) ◦ ψ = P ′(Z ∈ A) ◦ ψ = P (Z ∈ A) = µZ(A).
Naprostoru (Ω,F ,Ft, P ′) zadovoqena je uzro~nostFZ |< FZ ;F; P ′ pa shodno tome va`i
za svakoA ∈ (FZ∞) P ′(A|Ft) = P ′(A|FZt ) (3.8)
Naosnovudobropoznatogrezultataiz [16]poglavqeX, odeqak2-a, procesZ ◦ψ = ψ(Z)
je semimartingal na prostoru (Ω,F ,Ft, P ) i na osnovu konstrukcije jeZ ◦ψ = Z . Jasno
je da va`i jednakost ψ(FZt ) = FZt i ψ(A) = A, pa je na osnovu Teoreme 7.6 iz [18]
P ′(A|Ft) ◦ ψ = P (A ◦ ψ|Ft) = P (A|Ft).
Tako|e je
P ′(A|FZt ) ◦ ψ = P (A ◦ ψ|FZt ) = P (A|FZt ).
Iz jednakosti (3.16) dobija se
za svakoA ∈ (FZ∞) P (A|Ft) = P (A|FZt )
iliFZ |< FZ ;F; P .
Tada va`i
X ◦ ψ = (b′ ◦ ψ)(Z ◦ ψ) ⇒ ψ(X) = ψ(b′) · ψ(Z) ⇒
X ′ = b · Z ⇒ X − a = b · Z ⇒ X = a + b · Z
sve do skupova P -mere nula. Tako|e, na osnovu konstrukcije je b′ ◦ ψ = b i X ◦ ψ =
X − at(X), pa je skup objekata (Ω,F ,Ft, P, Xt, Zt) slabo re{ewe jedna~ine (3.6). ¤
Zbog uslova da je koeficijent bt ograni~en, stohasti~ki integral
∫
bs(X)dZs je
dobro definisan. Sada se mo`e definisati regularno slabo re{ewe jedna~ine (3.6).
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Definicija3.7. Skupobjekata (Ω,F ,Ft, P,Xt, Zt) jeregularnoslabore{ewe jedna~ine
(3.6) ako su zadovoqeni slede}i uslovi:
(1) µZ(A) = P (Z ∈ A) se poklapa sa unapredodre|enommeromnaprostorufunkcija





(3) koeficijent b je ograni~en (u smislu Teoreme 3.1),
(4) procesZ je sopstveni uzrok u okviruF = (Ft) u odnosu na meru P , tj.
FZ |< FZ ;F; P,








Primer 3.1. ([31]) Jedan od najva`nijih primera je stohasti~ka diferencijalna jedna-
~ina generisana Vinerovim procesom
{
dXt = at(X)dt + bt(X)dWt
X0 = 0
(3.9)
gde su at(X) (d-dimenzionalan vektor) i bt(X) (d × d matrica) uzro~ni funkcionali,
Wt je d-dimensionalan Vinerov proces.
Na osnovuTeoreme 3.3, skup objekata (Ω,F ,Ft, P, Wt, Xt) je slabo re{ewe jedna~ine
(3.9) ako je








|bs(X)|2ds < ∞ (P−s.i.),
(4) ProcesWt je sopstveni uzrok u okviru (Ft) tj. FW |< FW ;F; P,
(5) ProcesX jeneprekidan, (Ft)-adaptiranprocesizadovoqava jedna~inu(3.9)P -s.i.,
ili






bs(X)dWs, za svako t ∈ I.¤
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3.3 Slaba lokalna re{ewa stohasti~kih
diferencijalnih jedna~ina
Neka je data stohasti~ka diferencijalna jedna~ina (3.1)




U praksi sve ve}u primenu imaju vremena zaustavqawa, pa u skladu sa tim se uvodi
pojam slabog lokalnog re{ewa za stohasti~ku diferencijalnu jedna~inu (3.10).
Definicija 3.8. ([22])Skupobjekata (K,Z, X, T ) je slabolokalnore{eweako je (K,Z)
verzija (pro{irewe) od (K̇, Ż) i jedna~ina




je zadovoqena kada (K, Z, X, T ) zamewuje skup objekata (K̇, Ż, Ẋ, Ṫ ).





koja se dobija iz jedna~ine (3.10) za K = x0. Ovaj slu~aj je interesantan jer su re{ewa
jedna~ine (3.12) semimartingali, dok to ne mora da va`i za re{ewa jedna~ine (3.10).
Slabolokalnore{ewejedna~ine(3.12), sedefini{enazajedni~komkanonskomprostoru
na kome je definisan proces koji generi{e jedna~inu.
Definicija3.9. ([22])Slabolokalnore{ewejedna~ine(3.12) jeverovatno}aP na(Ω,F)
koja zadovoqava:
(1) ϕ̇(P ) = Ṗ ,
(2) procesZ je semimartingal na prostoru (Ω,F ,Ft, P ) koji zadr`ava svoje lokalne
karakteristike,
(3) T je (FZ,Xt )-vreme zaustavqawa,
(4) procesX je adaptiran i zadovoqava jedna~inu
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Na zajedni~kom kanonskom prostoru (Ω,F ,Ft, P ) defini{e se vreme zaustavqawa
T u odnosu na filtraciju (FZ,Xt ) ili T : Ω → [0, +∞] je slu~ajno vreme i jeste vreme
zaustavqawa ako va`i
{(ω̇, ω̂); T (ω̇, ω̂) 6 t} ∈ FZ,Xt , t ∈ [0, +∞].
Koriste}i projektivno preslikavawe ϕ̇ : Ω → Ω̇, dobija se ϕ̇(T ) = ϕ̇(T (ω̇, ω̂)) =
Ṫ (ω̇) gde je Ṫ : Ω̇ → [0, +∞] i
{ω; T (ω) 6 t} ∈ FZ,Xt ⇐⇒ {(ω̇, ω̂); T (ω̇, ω̂) 6 t} ∈ FZ,Xt




⇐⇒ {ω̇; Ṫ (ω̇) 6 t} ∈ Ḟt = F Żt .
Drugim re~ima ϕ̇(T ) = Ṫ je (FZt )-vreme zaustavqawa.
Koriste}i ~iwenicu da je T , (FZ,Xt ) vreme zaustavqawa, uslovi (2) i (3) iz Defini-
cije 3.9 na osnovu Propozicije 4.6 iz [17], Teoreme 1.26 mogu biti zameweni sa
FZ |< FZ ;FT ; P
ili
za svakoA ∈ (FZ∞) P (A | FZt ) = P (A | Ft∧T ).
Na osnovu Definicije 3.3 za regularna slaba re{ewa jedna~ine (3.10) i veze izme|u
mere re{ewa i uslovnog o~ekivawa, mo`e se dati definicija slabog lokalnog re{ewa
u terminima uzro~nosti.
Definicija 3.10. (uporediti sa [30]) Skup objekata (Ω,F ,Ft, P,Xt, Zt, T ) je slabo
lokalno re{ewe jedna~ine (3.12) ako
(1) mera µZ(A) = P{Z ∈ A} se poklapa sa unapred datom merom na prostoru
funkcija gdeZ uzima vrednosti;
(2) va`iFZ |< FZ ;FT ; P ili
za svakoA ∈ (FZ∞) P (A | FZt ) = P (A | Ft∧T );
(3) T je (FZ,Xt )-vreme zaustavqawa (jo{ se naziva ”lifetime” procesa (Z, X)),
(4) procesX je adaptiran i zadovoqava jedna~inu (3.13) P -s.i.
Ako je T = ∞ onda je skup objekata (Ω,F ,Ft, P, Xt, Zt) slabo re{ewe jedna~ine
(3.12).
Definicija 3.10 mo`e biti pro{irena i na jedna~inu (3.10) gde je po~etna vrednost
predvidiv proces Kt. Tada je jedna~ina (3.10) generisana procesom Y 1t = (Zt, Kt) pa
slede}a definicija daje weno slabo lokalno re{ewe koriste}i koncept uzro~nosti.
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Definicija 3.11. (uporediti sa [30]) Skup objekata (Ω,F ,Ft, P, Xt, Y 1t , T ) je lokalno
slabo re{ewe jedna~ine (3.10) ako su zadovoqeni slede}i uslovi:
(1) proces Y 1t ima unapred odre|enu raspodelu;
(2) za proces Y 1t va`i (FY
1 |< FY 1 ;FT ; P );
(3) T je (FY 1,Xt )-vreme zaustavqawa;
(4) procesiXt i Y 1t su (Ft)-adaptirani i zadovoqavaju jedna~inu (3.11).
Tako|e, izme|u regularnog slabog re{ewa i lokalnog slabog re{ewa za jedna~inu
(3.12) mo`e biti uspostavqena ekvivalencija {to pokazuje slede}a teorema.
Teorema 3.4. Neka je T (FZ,Xt )-vreme zaustavqawa. Tada su slede}a dva tvr|ewa ekvi-
valentna
(i) (Ω,F ,Ft, P,Xt, Zt) je regularno slabo re{ewe jedna~ine (3.12);
(ii) (Ω,F ,Ft, P,Xt, Zt, T ) je lokalno slabo re{ewe jedna~ine (3.12).
Dokaz: Koriste}i Definiciju 3.6 za regularno slabo re{ewe jedna~ine (3.12), mo`e
se uo~iti da je razlika jedino u ~etvrtom uslovu, jer ve} postoji pretpostavka da je T
(FZ,Xt )-vreme zaustavqawa.
Regularno slabo re{ewe jedna~ine (3.12) mora da zadovoqava jedna~inu




ali slabo lokalno re{ewe mora da zadovoqava jedna~inu




Akoje (Ω,F ,Ft, P, Xt, Zt)regularnoslabore{eweondaza t 6 T slabolokalnore{ewe
zadovoqava jedna~inu (3.14), ali za T 6 t slabo lokalno re{ewe mora da zadovoqava
jedna~inu




Ako je T vreme zaustavqawa na osnovu Teoreme 1.18 sledi
XT = x0 +
∫ T
0
us(X)dZs = x0 +
∫ t
0




Za T 6 t prethodna jedna~ina je o~igledno zadovoqena jer je (Ω,F ,Ft, P,Xt,
Zt) regularno slabo re{ewe. Dakle, (Ω,F ,Ft, P, Xt, Zt, T ) je slabo lokalno re{ewe
jedna~ine (4.9).
Obrnuto je o~igledno zadovoqeno ako je T = ∞.¤
GLAVA 3. UZRO^NOSTISTOHASTI^KEDIFERENCIJALNE JEDNA^INE 58
3.4 Uzro~nost i slaba jedinstvenost slabih re{ewa
stohasti~kih diferencijalnih jedna~ina
Slaba jedinstvenost je pojam koji se defini{e za slaba re{ewa. Pod tim pojmom
se podrazumeva da su dva slaba re{ewa slabo jedinstvena ako su im jednake raspodele i
name}e slabije uslove na re{ewe jedna~ine od jedinstvenosti po trajektorijama.
Definicija 3.12. ([51])Za slabo re{ewe jedna~ine (3.10) ka`e se da je slabo jedinstveno
potrajektorijama, akoza sistem (Ω,F ,Ft, P, Y 1t ), koji zadovoqavauslov (3.4), postoji
najvi{e jedan proces re{ewaXt.
Definicija 3.13. ([30])Za slabo re{ewe jedna~ine (3.10) ka`e se da je slabo jedinstveno
ako za svako re{ewe (Ω,F ,Ft, P,Xt, Y 1t ) ne postoji meraQ na (FX,Y 1∞ ) koja se razlikuje
od mere P , na (FX,Y 1∞ ), tako da je (Ω,FX,Y 1∞ ,FX,Y
1
t , Q, Xt, Y
1
t ) slabo re{ewe jedna~ine
(3.10).
Slaba jedinstvenost re{ewa jedna~ine mo`e se dovesti u vezu i sa ekstremno{}u
mere, {to pokazuje slede}a teorema.
Teorema3.5. ([41])Zaslabore{ewe (Ω,F ,Ft, P, Xt, Zt) jedna~ine (3.12),P je ekstremna
mera na (FZ,X∞ ) me|u merama Q za koje je (Ω,FZ,X∞ ,FZ,Xt , Q,Xt, Zt) slabo re{ewe
ako i samo ako svako pro{irewe (Ω̂, F̂ , P̂ ) prostora (Ω,FZ,X∞ , P ) zadovoqava da je
(Ẑt, X̂t) sopstveni uzrok u okviru F̂ u odnosu na P̂ za svako F̂ = {F̂t} tako da je
(Ω̂, F̂ , F̂t, P̂ , X̂t, Ẑt) slabo re{ewe.
Dokaz: Neka je (Ω,FZ,X∞ ,FZ,Xt , Q, Xt, Zt) slabo re{ewe jedna~ine (3.12) i neka je na
(FZ,X∞ )definisanameraP kojajeekstremnauskupusvihmeraQzakoje je(Ω,FZ,X∞ ,FZ,Xt ,
Q, Xt, Zt) slabo re{ewe. Na osnovu pretpostavke da je (Ω,FZ,X∞ ,FZ,Xt , Q, Xt, Zt) slabo
re{ewe, sledi uzro~nostFz |< FZ ;FZ,X ; P . Na osnovu pretpostavke da je P ekstremna
merasledidapostojimerqivafunkcijaf : (Ω̂, F̂) → (Ω,F)kojazadovoqava P̂ f−1 = P
naF i da ekstenzija (Ω̂, F̂ , P̂ ) prostora (Ω,FZ,X∞ , P ) sadr`i filtracije F̂Z = {F̂Z} i
F̂Z,X = {F̂Z,X} gde je F̂Zt = {f−1(A), A ∈ FZt }, F̂Z,Xt = {f−1(A), A ∈ FZ,Xt }, F̂Zt ⊆
F̂Z,Xt ⊆ F̂t i da je za svako F̂ = {F̂t}, (Ω̂, F̂ , F̂t, P̂ , X̂t, Ẑt) slabo re{ewe. Zbog posle-
dweg uslova je F̂Z |< F̂Z ; F̂; P̂ . Na osnovu Teoreme 4.1 iz ([41]) prethodna uzro~nost
zna~i da su svi elementi skupa
Ĥ =
{
M̂t, M̂t = P (A | F̂Zt ), A ∈ FZ∞
}
(F̂t)-martingali, pa je
za svako M̂t ∈ Ĥ E(M̂∞ | F̂t) = M̂t, t ∈ I.
Kako je F̂Z,Xt ⊆ F̂t, t ∈ I , na osnovu Teoreme 1.25 je
F̂Z,X |< F̂Z,X ; F̂ ; P̂ .
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za svakoA ∈ (F̂Z,X∞ ) E(P (A | F̂Z,X∞ ) | F̂t) = P (A | F̂Z,Xt ), t ∈ I.
Na sli~an na~in se dobija da je za svakoA ∈ (F̂Z,X∞ ) zadovoqena relacija
P (A | F̂t) = P (A | F̂Z,Xt ).
Kako je F̂Z,Xt ⊆ F̂t, t ∈ I dobija se
F̂Z,X |< F̂Z,X ; F̂ ; P̂ .
Obrnuto, neka za slabo re{ewe (Ω̂, F̂ , F̂t, P̂ , X̂t, Ẑt) va`i da je (Ẑt, X̂t) sopstveni
uzrok u okviru F̂ u odnosu na meru P̂ . Neka je P = a1P1 + a2P2 (a1, a2 > 0), tako da se
mere P1 i P2 poklapaju na (FZ,X∞ ) i da su elementi skupaH oblika
H =
{
Mt, Mt = P (A | FZt ), A ∈ FZ∞
}
(3.15)
martingali u odnosu na meru P1, tako da je P1 6= P2. Tada je
Ω̂ = Ω× {1, 2}, F̂t = A× {1} ∪B × {2} : A,B ∈ (FZ,X)
i
P̂ (A× {1} ∪ B × {2}) = a1P1(A) + a2P2(B).
Za filtraciju F̂ = {F̂t} na prostoru (Ω̂, F̂ , P̂ ), skup objekata (Ω̂, F̂ , F̂t, P̂ , X̂t, Ẑt) je
slabo re{ewe, ali (Ẑt, X̂t) nije sopstveni uzrok u okviru F̂ u odnosu na meru P̂ . Dakle,
tvr|ewe sledi.¤
Slede}a teorema odre|uje uslove pod kojima stohasti~ka diferencijalna jedna~ina
(3.12) (specijalan slu~aj jedna~ine (3.10)) ima slabo jedinstveno re{ewe.
Teorema 3.6. ([41])Slabo re{ewe stohasti~ke diferencijalne jedna~ine (3.12) je slabo
jedinstveno ako i samo ako je (Zt, Xt) sopstveni uzrok u okviru F = {Ft} u odnosu na
P , tj. ako je
FZ,X |< FZ,X ;F; P.
Dokaz: Nekapostoji slabo jedinstvenore{ewe jedna~ine (3.12). Ako su (Ω,F ,Ft, P, Xt,
Zt) i (Ω,FZ,X∞ ,FZ,Xt , P, Xt, Zt) dva slaba re{ewa, tada je
FZ |< FZ ;F; P i FZ |< FZ ;FZ,X ; Q. (3.16)
Kako su slaba re{ewa jedna~ine (3.12) slabo jedinstvena sledi da je P = Q na (FZ,X∞ ).
Dakle iz (3.16) sledi da je
FZ |< FZ ;FZ,X ; P. (3.17)
Neka je H skup oblika (3.15), Mt su zdesna neprekidni martingali, a na osnovu
relacija (3.16) to su (FZ,Xt , Q)-martingali i (Ft, P )-martingali. Tako|e, na osnovu
(3.17) svi elementi skupa H su (FZ,Xt , P )-martingali. Dakle, mere P,Q ∈ MH , (MH
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je skup svih mera u odnosu na koje su elementi skupa H martingali) i na osnovu [16]
(Teorema 11.3 i Teorema 11.2) sledi da je P ekstremni element skupaMH . Daqe, na
osnovu Teoreme 1.25 sledi da je
FZ,X |< FZ,X ; F ; P.
Obrnuto, neka je
(Ω,F ,Ft, P, Xt, Zt)
slabo re{ewe stohasti~ke diferencijalne jedna~ine (3.12). Tada je
FZ |< FZ ; F ; P. (3.18)
Na osnovu pretpostavke teoreme (Zt, Xt) je sopstveni uzrok u okviru {Ft} u odnosu na
meru P , pa je
FZ,X |< FZ,X ; F ; P. (3.19)
Ako je (Ω,FZ,X∞ ,FZ,Xt , Q, Xt, Zt) tako|e slabo re{ewe, onda je
FZ |< FZ ; FZ,X ; Q. (3.20)
Zbog uslova (3.18) i (3.19) i Propozicije 5.4 iz [30] va`i
FZ |< FZ ; FZ,X ; P. (3.21)
Neka je H skup oblika (3.15). Zbog uslova oblika (3.18), (3.20), (3.21) i Teoreme 4.1
iz ( [41]) elementi skupa H su (Ft, P )-martingali, (FZ,Xt , Q)-martingali i (FZ,Xt , P )-
martingali. Tada je, zbog relacije (3.19) zadovoqena i Teorema 1.25. Dakle, mera P je
ekstremna u skupuMH a mere P iQ se poklapaju na (FZ,X−∞ ).
Dakle, va`i
EQ(M∞ | FZ,Xt ) = Mt, t ∈ I.
Neka je χA indikator funkcija skupa A, χA je ograni~ena i (FZ∞)−merqiva funkcija,
pa je
EQ(E(χA | FZ∞) | FZ,Xt ) = Mt, t ∈ I,
EQ(χA | FZ,Xt ) = Mt, t ∈ I,
Q(A | FZ,Xt ) = P (A | FZt )
Zbog uslova (3.18) i (3.19) va`i
Q(A | FZ,Xt ) = P (A | Ft)
ili za svakoA ∈ (FZ∞) je
Q(A | FZ,Xt ) = P (A | FZ,Xt ).
Tako|e, ako jeA ∈ (FZ,X∞ ) tada je χA ograni~ena i (FZ,X∞ )-merqiva funkcija, pa je
Q(A | FZ,X∞ ) = EQ(χA | FZ,X∞ ) = χA.
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Zbog relacije (3.19) za svakoA ∈ (FZ,X∞ ) va`i
E(χA | Ft) = E(χA | FZ,Xt )
= E(EQ(χA | FZ,X∞ ) | FZ,Xt )
= EQ(E(χA | FZ,X∞ ) | FZ,Xt )
= EQ(χA | FZ,Xt )
= Q(A | FZ,Xt )
utre}emkoraku jeiskori{}ena~iwenicadasumereP iQdefinisanena (FZ,X∞ ). Dakle,
sledi da jeQ = P na (FZ,X∞ ).¤
Na osnovu prethodna dva rezultata sledi da va`i slede}a teorema.
Teorema 3.7. ([41]) Svako slabo re{ewe (Ω,F ,Ft, P, Xt, Zt) stohasti~ke diferenci-
jalne jedna~ine (3.12) je slabo jedinstveno ako i samo ako je verovatno}a P ekstremna
na svakom slabom re{ewu.
Dokaz: Sledi na osnovu Teoreme 3.5 i Teoreme 3.6.¤
Jedna~ina (3.10) ima slabo jedinstveno re{ewe ako su zadovoqene naredne teoreme.
Teorema 3.8. Svako slabo re{ewe stohasti~ke diferencijalne jedna~ine (3.10) je slabo
jedinstveno ako i samo ako je (Xt, Y 1t ) sopstveni uzrok u okviru F = {Ft} u odnosu na
meru P , tj.
FX,Y
1 |< FX,Y 1 ;F; P,
gde je Y 1 = (Z,K).
Dokaz: Dokaz ove teoreme se bazira na ekstremnim merama. Neka postoji slabo jedin-





t ) dva slaba re{ewa, onda je, na osnovu Definicije 3.3
FY
1 |< FY 1 ;F; P i FY 1 |< FY 1 ;FX,Y 1 ; Q. (3.22)
Kako su, na osnovu pretpostavke, re{ewa jedna~ine (3.10) slabo jedinstvena, onda je
P = Q na (FX,Y 1∞ ). Iz uslova (3.22) je
FY
1 |< FY 1 ;FX,Y 1 ; P. (3.23)
Ako je skupG oblika (2.2), tj.
G = {Nt | Nt = P (A | FY 1t ), A ∈ FY
1
∞ }. (3.24)
tada su zdesna neprekidni martingali Nt, na osnovu (3.22) (FX,Y
1
t , Q)-martingali i
(Ft, P )-martingali. Tako|e, na osnovu relacije (3.23) i Posledice 2.1 svi elementi
skupa G su (FX,Y 1t , P )-martingali. Dakle, verovatno}e P,Q ∈ MG (MG je skup
svih verovatno}a P takvih da da su svi elementi skupa G martingali na prostoru
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(Ω,F ,Ft, P )). U skladu sa Teoremom 11.3 i Teoremom 11.2 iz [16] sledi da je verovatno}a
P ekstremni element skupaMG. Daqe, na osnovu Teoreme 1.25 sledi da je
FX,Y
1 |< FX,Y 1 ; F ; P.
Obrnuto, neka je
(Ω,F ,Ft, P,Xt, Y 1t )
slabo re{ewe stohasti~ke diferencijalne jedna~ine (3.10). Tada je ispuweno
FY
1 |< FY 1 ; F ; P. (3.25)
Na osnovu pretpostavke teoreme (Xt, Y 1t ) je sopstveni uzrok u okviru (Ft) u odnosu na
verovatno}u P , pa je
FX,Y
1 |< FX,Y 1 ; F ; P. (3.26)
Tako|e, ako je (Ω,FX,Y 1∞ ,FX,Y
1
t , Q, Xt, Y
1
t ) jo{ jedno slabo re{ewe, onda je
FY
1 |< FY 1 ; FX,Y 1 ; Q. (3.27)
Zbog uslova (3.25), (3.26) i Propozicije 6.4 iz [31] zadovoqeno je
FY
1 |< FY 1 ; FX,Y 1 ; P. (3.28)
Neka je G skup oblika (3.24). Zbog uslova (3.25), (3.27), (3.28) i Posledice 2.1 elementi
skupa G su (Ft, P )-martingali, (FX,Y
1
t , Q)-martingali i (FX,Y
1
t , P )-martingali. Tada
je zbog uslova (3.26) zadovoqena Teorema 1.25. Dakle, P je ekstremna u skupu svih




t ) = Mt, t ∈ I.
Neka je χA indikator funkcija skupaA, koja je jo{ ograni~ena i (FY 1∞ )-merqiva, pa je
EQ(E(χA | FY 1∞ ) | FX,Y
1
t ) = Mt, t ∈ I,
EQ(χA | FX,Y
1
t ) = Mt, t ∈ I,
Q(A | FX,Y 1t ) = P (A | FY
1
t ).
Zbog relacija (3.25) i (3.26) va`i da je
Q(A | FX,Y 1t ) = P (A | Ft)
ili za svakoA ∈ (FY 1∞ ) va`i
Q(A | FX,Y 1t ) = P (A | FX,Y
1
t ).
Tako|e, ako jeA ∈ (FX,Y 1∞ ) onda jefunkcijaχA ograni~ena i (FX,Y 1∞ )-merqiva, pa je
Q(A | FX,Y 1∞ ) = EQ(χA | FX,Y
1
∞ ) = χA.
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Zbog uslova (3.26) je za svakoA ∈ (FX,Y 1∞ )
P (A | FX,Y 1t ) = E(χA | FX,Y
1
t ) = E(EQ(χA | FX,Y
1
∞ ) | FX,Y
1
t )
= EQ(E(χA | FX,Y 1∞ ) | FX,Y
1
t ) = EQ(χA | FX,Y
1
t ) = Q(A | FX,Y
1
t )
tre}i korak je opravdan jer su mere P i Q definisane na (FX,Y 1∞ ). Dakle, Q = P na
(FX,Y 1∞ ). ¤




i (Z, X) ∈ A (3.29)
gde jeA merqiv skup. Postavqa se pitawe {ta je slabo re{ewe ovog sistema? Re{ewe
ovog problema kao i slaba jedinstvenost re{ewa su direktno povezani sa ekstremnim
regularnim slabim re{ewima jedna~ine (3.12).
Definicija 3.14. ([31]) Regularno slabo re{ewe (Ω,F ,Ft, P, Xt, Zt) jedna~ine (3.12)
je ekstremno ukoliko va`i da postoje mere P1 i P2 na (FZ,X∞ ), za koje va`i da ako je
P = a1P1 + a2P2 (a1, a2 > 0) na (FZ,X∞ ) i ako su (Ω,FZ,X∞ ,FZ,Xt , Pi, Xt, Zt), i = 1, 2
regularna slaba re{ewa, onda je P1 = P2 = P na (FZ,X∞ ).
Definicija prostora Lp(Ω,F , P ) je iz preuzeta iz [24]. Mera P je σ-kona~na,
slu~ajna mera sa vrednostima iz prostoraL1(Ω,F , P ). Za meru P je definisan prostor
L1(F , P ) kao prostor (F)-merqivih slu~ajno promenqivih η sa E|η|∞, i na tom pro-
storu je definisana normalna seminorma. Slede}a teorema daje slabo re{eweproblema
(3.29).
Teorema 3.9. Za svako ekstremno re{ewe (Ω,F ,Ft, P, Xt, Zt) jedna~ine (3.12) postoji
merqiv skupA na prostorufunkcija gde (Z, X) uzima vrednosti,tako da sistem (3.29)
ima regularno slabo re{ewe (Ω,F ,Ft, P,Xt, Zt) koje je i slabo jedinstveno.
Dokaz: Tvr|ewe da svako re{ewe jedna~ine (3.12) jeste i re{ewe jedna~ine (3.29) je
o~igledno ako jeA skup svihmogu}ih trajektorija procesa (Z, X) (tj. A = Ω je kanonski
prostor). Ovo va`i ~ak i za re{ewa koja nisu ekstremna .
Neka je skup objekata (Ω,F ,Ft, P, Xt, Zt) regularno slabo re{ewe sistema (3.29).
Ovo re{ewe je ekstremno za jedna~inu (3.12) i prema Teoremi 2.1 u [62], P je ekstremna
mera ako je prostor L1(FZ∞, P ) separabilan (tj. prostor je kona~an, prebrojiv ili ima
svuda gust podskup). Dakle, na osnovu [23]meraP dopu{ta pro{irewefiltracije (FZ∞)
na filtraciju (FZ,X∞ ) i na osnovu Teoreme 3.(a) iz [24], mera P je jedinstvena u (FZ,X∞ ).
Naosnovutoga, mo`esere}ida je slabore{ewe (Ω,F ,Ft, P,Xt, Zt) sistema (3.29) slabo
jedinstveno. ¤
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3.5 Uzro~nost i lokalna jedinstvenost
Pojam lokalne jedinstvenosti je oblik jedinstvenosti koji je ja~i od obi~ne jedin-
stvenosti. Slede}a definicija je vezana za pojam slabe lokalne jedinstvenosti (to je
lokalna jedinstvenost u smislu raspodela) koja je karakteristi~na za slaba lokalna
re{ewa jedna~ine (3.10).
Definicija 3.15. ([22]) Slabo lokalno re{ewe jedna~ine (3.10) je slabo lokalno jedin-
stveno ako za svaka dva slaba lokalna re{ewa (K1, Z1, X1, T 1) i (K2, Z2, X2, T 2) sa
T 1 = h1(X
1) i T 2 = h2(X2) za merqive funkcije h1, h2 va`i da (X1, h1 ∧ h2(X1)) i
(X2, h1 ∧ h2(X2)) imaju iste raspodele.
Za slabo lokalno re{ewe stohasti~ke diferencijalne jedna~ine koja je generisana
semimartingalimaoblika(3.12), defini{esepojamslabelokalne jedinstvenosti(loka-
lna jedinstvenost u smislu raspodele). Ali, ovaj pojam jedinstvenosti se ne mo`e tako
lako ispitati, jer vremena zaustavqawa moraju biti funkcije re{ewa. Slede}a teo-
rema dokazuje kako se pojam slabe lokalne jedinstvenosti mo`e povezati sa koncep-
tom uzro~nosti, ali se u dokazu koristi pojam lokalne jedinstvenosti martingalnog
problema za zaustavqene procese ({to je i glavni razlog za prou~avawe lokalne jedin-
stvenosti martingalnog problema), zbog ~ega }e dokaz biti naveden kasnije.
Neka je dat prostor (Ω,F) gde jefiltracija (Ft) generisana procesomX i procesom
koji generi{e jedna~inu koja je pridru`ena martingalnom problemu.
Tako|e, neka je definisana ifiltracija (F0t ) koja nije neprekidna zdesna, i va`i da
je




s>tF0s , F0s = FZ,Xs ,
(ii) F = F∞ =
∨
tFt.
Tada je filtracijaF oblika
F = {Ft, t ∈ I}, (3.30)
drugim re~imaF je najmawa filtracija za koju je proces (Z, X) adaptiran. U odnosu na
filtraciju (F0t ) se defini{e i vreme zaustavqawa.
Definicija 3.16. ([19]) Strogo vreme zaustavqawa (ili vreme zaustavqawa u odnosu
na F0t ) je preslikavawe T : Ω → R+ tako da je {T ≤ t} ∈ (F0t ) za svako t ∈ R+.
Ako je T strogo vreme zaustavqawa, tada (F0T ) ozna~ava σ-algebru svih A ∈ F koji
zadovoqavaju daA ∩ {T ≤ t} pripada (F0t ) za svako t ∈ R+.
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Napomena 3.1. Strogo vreme zaustavqawa je i vreme zaustavqawa. Tako|e jeF0T ⊂ FT i
FT− ⊂ F0T na skupu {T > 0}, gde je
FT− = {A ∈ F ; A ∩ {T < t} ∈ Ft, za svako t > 0};
F0T = {A ∈ F ; A ∩ {T ≤ t} ∈ F0t , za svako t ≥ 0};
FT = {A ∈ F ; A ∩ {T ≤ t} ∈ Ft, za svako t ≥ 0}.
Naime, va`i slede}a teorema.
Teorema 3.10. Slabo lokalno re{ewe jedna~ine (3.12) je lokalno jedinstveno ako i samo
ako je
F(Z,X)
T |< F(Z,X)T ;FT ; P,
gde je T strogo vreme zaustavqawa.
Dokaz ove teoreme je dat u delu 3.7.
Napomena 3.2. Vi{eo konceptu lokalnih slabih re{ewa za jedna~ine koje su generisane
Vinerovim procesom, wihovoj egzistenciji, jedinstvenosti takvih re{ewa i vezi sa
strogim re{ewima mo`e se na}i u [7, 59].
3.6 Martingalni problem





gde je procesZ = {Zt, t ∈ I}m-dimenzionalan semimartingal (Z0 = 0) i koeficijent
ut(X) je n×m-dimenzionalan predvidiv funkcional.
U prethodnom delu stohasti~ka diferencijalna jedna~ina je re{avana u "slabom"
smislu, tj. prona|en je jedinstven proces sa odgovaraju}om kona~no-dimenzionalnom
raspodelom koji }e zadovoqavati datu jedna~inu u slabom smislu.
Druga~ijipristup,kojisuprviuveliStrok(D.W. Stroock)iVaradan(S.R. S.Vara-
dhan) (u [61]) je postupak nala`ewa verovatno}e P na prostoru (Ω,F) tako da je dati
procesX re{ewe u odnosu na zadati procesZ , koji je generi{u}i proces. Ovo jeformu-
lacija takozvanog martingalnog problema koji je ekvivalentan re{avawu stohasti~ke
diferencijalne jedna~ine u slabom smislu, ali ne ukqu~uje eksplicitno jedna~inu.
Martingalni problem se mo`e posmatrati kao stohasti~ki analog obi~nih dife-
rencijalnih jedna~ina, ali se retko koristi u modelirawu fizi~kih procesa. Mar-
tingalni problem se mo`e koristiti za modelirawe cene akcija. Utvr|ivawe egzi-
stencija jedinstvenog re{ewa je samo prvi korak u primeni martingalnog problema u
modelirawu fizi~kih fenomena.
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Neka je (Ω,F ,Ft) prostor verovatno}a sa filtracijom (mera jo{ nije odre|ena)
i neka je (H0) pod-σ-poqe od (F0), koje se naziva po~etnim σ-poqem. O je familija
opcionih procesa na prostoru (Ω,F ,Ft).
Definicija 3.17. ([19]) Neka je PH mera na prostoru (Ω,H0) (naziva se jo{ i po~etni
uslov). Tada je re{ewe martingalnog problema pridru`eno procesuK i meri PH mera
P na prostoru (Ω,F) koja zadovoqava
(i) restrikcija P |H0 od mere P na σ-poqu (H0) je mera PH ; tj. P |H = PH0 ;
(ii) svaki procesX ∈ O je lokalan martingal na prostoru (Ω,F ,Ft, P ).
Naime, filtracijaF = (Ft) jo{nije kompletna jer verovatno}aP nije unapred poz-
nata. Martingalniproblemmo`eimativi{ere{ewa. @akodi[irjaev(A.N. Shiryaev)
u [19] su prvi uveli najzna~ajniju klasu martingalnih problema vezanih za karakteri-
stike semimartingala.
Formulacija "semimartingalnog" problema ([19]).
Neka je (Ω,F ,Ft) prostor verovatno}a sa filtracijom, σ(Y0) po~etno σ-poqe i
po~etni uslov Ṗ ({to predstavqa meru na prostoru (Ω, σ(Y0)). Ali, na prostoru (Ω,F)
jo{ uvek nije definisana mera.
Potse}awa radi, Y je kanonski proces definisan na Ω sa Y = (Z, X). Sa Sx
je ozna~en skup verovatno}a P na prostoru (Ω,F) koje zadovoqavaju da je proces Y
semimartingal na prostoru (Ω,F ,Ft, P ) pri ~emu je ure|ena trojka (A,C, ν) lokalna
karakteristika semimartingala Y , gde je Y m+10 = xi s.i., za svako i ≤ n (a na osnovu
konstrukcije je Y i0 = 0 kada je i ≤ m).
Neka je Cdt skup ograni~enih funkcija odsecawa h : Rd → Rd (Rd je kompaktan
prostor) gde je h(x) = x.
Definicija 3.18. ([19]) Re{ewe martingalnog problema koji je pridru`en sistemima
(σ(Y0), Y ) i (Ṗ , A, C, ν) je mera P na prostoru (Ω,F) koja zadovoqava slede}e uslove:
(i) restrikcija P |σ(Y0) = Ṗ
(ii) proces Y je semimartingal na prostoru (Ω,F ,Ft, P ) sa karakteristikama
(A,C, ν) u odnosu na funkciju odsecawa h.
Skup svih takvih re{ewa se ozna~ava saS(σ(Y0), Y |Ṗ , A, C, ν) (notacija je preuzeta
iz [19]). Mera re{ewa je sada odre|ena, pa je i filtracijaF = (Ft) kompletna.
Re{ewe martingalnog problema je bio predmet prou~avawa doktorske disertacije
[20], gde se za martingalni problem koristi oznaka (Θ, η, b, c, F, K)M (vidi Lemu 2.29 u
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(h(x)− x)F ((X, s), dx)ds
+ Σs∈Θ∩[0,t]
∫








F ((X, s), G)ds + Σs∈Θ∩[0,t]K((X, s), G \ {0}),
gde je h : Rd → Rd funkcija odsecawa (Definicija II.2.3 iz [19] za specijalne semi-
martingale je h(x) = x) koja ukqu~uje i jezgra prelaza F iK za svako t ∈ R+, G ∈ Bd.
^ak {tavi{e je PY0 = η.
Iako bi "semimartingalni problem" bio mnogo prikladniji naziv, ipak se termin
"martingalni problem" naj~e{}e koristi jer je na osnovu Teoreme 2.7 iz [19] dovoqno
pokazati da je proces Y lokalan martingal u odnosu na isti prostor, sa adekvatnim
procesima koji predstavqaju lokalnu karakteristiku semimartingala Y .
Slede}a teorema pokazuje da se mo`e uspostaviti ekvivalencija izme|u slabog
re{ewa jedna~ine (3.31) i martingalnog problema koji je pridru`en istoj jedna~ini.
Teorema 3.11. ([41]) Neka je X ∈ Rd, a ut(X) predvidiv funkcional. Tada su slede}a
dva tvr|ewa ekvivalentna
(1) Skup objekata (Ω,F ,Ft, P, Xt, Zt) je regularno slabo re{ewe jedna~ine (3.31),
(2) mera P je re{ewe martingalnog problema ili P ∈ S(σ(Y0), Y |Ṗ , A, C, ν).
Dokaz: Teorema va`i na osnovu Teoreme 6.3 iz [17] gde je tvr|ewe dokazano za zajedni~ku
meru re{ewa. Pojam zajedni~ke mere re{ewa je op{tijeg karaktera od pojma regu-
larnog slabog re{ewa jer se proces re{ewa konstrui{e i na kanonskom prostoru gde je
definisan semimartingalZ , kao i na pro{irewu (vidi [23]). Dakle, teorema va`i. ¤
Prethodnateoremazahtevakratkoobja{wewe. Uprimenama, stohasti~ki fenomeni
se naj~e{}e modeliraju stohasti~kim diferencijalnim jedna~inama koje su generisane
Vinerovim procesima. Ovaj uobi~ajen izbor je, na osnovu Teoreme 3.11, prirodan sa
ta~ke gledi{ta martingalnog problema ukoliko se posmatraju samo modeli sa nepreki-
dnim trajektorijama (tj. ν ≡ 0). Situacija nije tako o~igledna ako trajektorije
nisu neprekidne. Iako formalno martingalni problemi (gde je σ(Y0) = ∅) mogu biti
transformisani u re{avawe stohasti~ke diferencijalne jedna~ine u slabom smislu,
u odnosu na Vinerov proces i Poasonovu slu~ajnu meru, izbor i zna~ewe koeficije-
nata nisu tako o~igledni. Zato se mo`e re}i da je, posebno u slu~aju sa prekidima,
martingalni problem vi{e intuitivni koncept posebno kada je re~ o modelirawu.
Neka su H i G skupovi zdesna neprekidnih modifikacija procesa definisanih sa
(2.1) i (2.2)
H = {Mt = P (A|FZt ); A ∈ FZ∞}, (3.33)
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G = {Nt = P (A|FZ,Xt ); A ∈ FZ,X∞ }. (3.34)
Neka jeSy skupsvihmeraP naprostoru(Ω,F), takvihda jeprocesNt (Ft, P )-lokalan
martingal.
Slede}a teorema pokazuje da se egzistencija ekstremnog re{ewa martingalnog pro-
blema mo`e dovesti u vezu sa konceptom uzro~nosti.
Teorema 3.12. ([41]) Mera P regularnog slabog re{ewa jedna~ine (3.31) je ekstremno
re{ewe martingalnog problema ako i samo ako je (Zt, Xt) sopstveni uzrok u okviru F,
tj. ako va`i
FZ,X |< FZ,X ;F; P.
Dokaz: Neka je mera P ekstremno re{ewe martingalnog problema ili P ∈ ext(Sy).
Na osnovu Posledice 11.4, Teoreme 11.2 i Teoreme 11.3 iz [16], prethodno tvr|ewe je
ekvivalentno sa
Q ∈ Sy ∧ Q ¿ P ⇒ Q = P.
Ako je P ∈ ext(Sy) i P je regularno slabo re{ewe, onda iz ϕ̇(P ) = Ṗ , sledi da je
FZ |< FZ ;F; P , pa su elementi skupa H (Ft, P )-martingali (na osnovu Teoreme 6.3 i
Propozicije 4.6 u [17]).
Neka postoji meraQ1 ∈ Sy na (FZ,X∞ ) za koju jeQ1 6= P . Neka jeQ2 mera na (FZ,X∞ )





Q2. Mere Q1 i Q2 se o~igledno poklapaju sa P na (FZ,X−∞ ).
Tako|e, elementi skupa H su (Ft, P )-martingali. Kako je Q1 ∈ Sy sledi da elementi
skupa H jesu (Ft, Q1)-martingali, tako|e. S druge strane, to su i (Ft, Q2)-martingali.
Daqe na osnovuformule o smeni promenqivih (videti na primer [55]) sledi da suQ1f−1
iQ2f−1 ∈ Sy, pa mera P nije ekstremna u skupu Sy. Ovo je suprotno pretpostavci da je
Q1 6= P .
Dakle P = Q1 i neka je mera ekstremna na (FZ,X∞ ). Na osnovu Teoreme 4.2 iz [41],
ako je (Ω̄, F̄ , P̄ ) = (Ω,F , P ) sledi da je (Zt, Xt) sopstveni uzrok ili
FZ,X |< FZ,X ;F, P.
Obrnuto, neka va`i
FZ,X |< FZ,X ;F; P.
Na osnovu Teoreme 4.1 iz [39] i zbog prethodne relacije elementi skupaG su (Ft, P )-
martingali, a zbog ~iwenice da je P = Q1, oni su i (Ft, Q1)-martingali.
Dakle,Q1 ∈ Sy (zato {to je svaki martingal i lokalan martingal) iQ1 = P , pa na
osnovu Posledice 11.4 iz [16] sledi da je P ∈ ext(Sy). ¤
Primer 3.2. (uporediti sa [20]) Neka je data stohasti~ka diferencijalna jedna~ina
{
dXt = at(X)dt + bt(X)dWt
X0 = x
(3.35)
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gde su x0 ∈ R, a, b : R × R+ −→ R date neprekidne funkcije i W je standardan
Vinerov proces.Tada jeX proces re{ewa martingalnog problema, S(∅, εx, A, C, 0), gde








Tako|e, postoje i druge definicije "re{ewa" stohasti~kih diferencijalnih jedna-
~ina. Ali ipak ve}ina se svodi na martingalni problem, tj. problem odre|ivawa
skupa mera koje zadovoqavaju uslov da je odre|eni skup procesa ustvari skup martingala
(naravno, tu sename}uidrugi uslovina skupmera). Uve}ini slu~ajeva ekstremnostmere
se koristi na sli~an na~in kao u prethodnom delu i pokazuje se da postoji povezanost sa
konceptom uzro~nosti.
U slu~ajevima kada martingalni problem ima vi{e od jednog re{ewa, koncept
uzro~nosti omogu}ava da se prona|e ekstremno re{ewe martingalnog problema. Ra-
zlog zbog koga je ovo interesantno je taj {to se tada sva re{ewa datog martingalnog
problema mogu rekonstruisati sa odre|enog podskupa ekstremnih re{ewa.
Modelirawe fizi~kih fenomena pomo}u martingalnog problema mo`e se posma-
trati kao stohasti~ki sinonim za obi~ne diferencijalne jedna~ine. U slede}em delu
je ilustrovano kako se martingalni problem mo`e primeniti u praksi. Martingali
imaju veliku primenu u finansijskoj matematici, u opisivawu ekonomskih kolebawa na
tr`i{tu.
Oba navedena martingalna problema se mogu posmatrati kao modeli cene akcija,
gde isti doga|aj ne samo da mewa povratni proces X1t ve} tako|e pove}ava volatilnost
akcije X2t . Razlika izme|u ova dva modela je u tome {to se u Primeru 3.3 volatilnost
mo`e interpretirati kao prihod od promene cene, dok se u Primeru 3.4 interpretira
kao mera prose~ne veli~ine skoka cene akcija.
Primer 3.3. ([20])Neka su fiksirani parametri µ ∈ R, α, β, σ, x0 ∈ R∗+, x1 ∈ (α,∞).
Neka je ϕ mera na (R,B) koja ima λ-gustinu x → 1|x|e−|x|. Neka je definisana mera
F (((ω̄1, ω̄2), t), ·) kao slika preslikavawa h(ω̄2t )ϕ gde je h : R → R, i zadovoqava
da je h(x) ≥ α
2
za svako x ∈ R, i h(x) = x za svako x ∈ (α,∞). Neka je, daqe,
definisan i koeficijent bt(ω̄) = (µ,−(ω̄2 − α)β +
∫
x2F ((ω̄, t), d(x1, x2))) za svako
(ω̄, t) = ((ω̄1, ω̄2), t) ∈ D2 × R+. Tada je za martingalni problem S(∅, εY , A, 0, ν) (gde
suAt i ν definisani sa (3.32)) proces Y = (X1, X2) sopstveni uzrok.
Za proces re{ewa (X1, X2), proces X2 se interpretira kao volatilnost. On se
pove}ava zavisno od pozitivnih skokova (koji tako|e uti~u i naX1) i nawega negativno
uti~e ni`a vrednost akcije α preko izraza −(ω̄2t − α)β. Zato je vrednost procesa X2
uvek iznad vrednosti procesa α.¤
Primer 3.4. ([20])Neka su fiksirani parametri µ ∈ R, α, β, σ, x0 ∈ R∗+, x1 ∈ (α,∞),
i neka su ϕ, h definisani kao u prethodnom primeru. Za svako ((ω̄1, ω̄2), t) ∈ fR2 ×
R+ defini{e se mera F (((ω̄1, ω̄2), t), ·) kao slika preslikavawa ϕ : R → R2, x →
(σh(ω̄2t )x, h(ω̄
2
t )|x|).Neka je ikoeficijent b definisankao uprethodnomprimeru. Tada
je za martingalni problem S(∅, εy0 , A, 0, ν) proces Y = (X1, X2) sopstveni uzrok.¤
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3.7 Martingalni problem za zaustavqene procese
Pojam martingalnog problema za zaustavqene procese uveden je u [19].
Neka je ure|ena trojka (A,C, ν) lokalna karakteristika semimartingala Y =
(Z,X). Ako je T vreme zaustavqawa onda su i Y T , AT , CT zaustavqeni procesi i
"zaustavqena slu~ajna mera" νT se defini{e kao
νT (ω, ds, dz) = ν(ω, ds, dz)I{s≤T (ω)}
Iako, mo`da, nije o~igledno iz definicije semimartingala, prostor semimartin-
gala je veoma ure|en prostor. On je stabilan u odnosu na mnoge transformacije me|u
kojima je i zaustavqawe (klasa procesaA se naziva stabilnom u odnosu na zaustavqawe
ako za svaki procesX ∈ A i svako vreme zaustavqawaT , zaustavqen procesXT = Xt∧T
pripada klasiA).
ProcesAT jeponovo (F)-predvidivprocesnaosnovuPropozicije2.4u [19]ikona~ne
varijacije nad kona~nim intervalima (jer je klasa procesa kona~ne varijacije nad
kona~nim intervalima stabilna u odnosu na zaustavqawe); procesCT je (F)-predvidiv,
neprekidan proces, jer za martingalM ,MT je ponovo martingal (Teorema 1.39 u [19]).
Definicija re{ewamartingalnogproblema za zaustavqeneprocese je uvedena u [19].
Definicija 3.19. ([19]) Re{ewe martingalnog problema za zaustavqene procese, koji
je pridru`en sistemima (σ(Y0), Y T ) i (Ṗ , AT , CT , νT ) je mera P na prostoru (Ω,F)
tako da su zadovoqeni slede}i uslovi:
(i) restrikcija P |σ(Y0) = Ṗ ,
(ii) procesY T je semimartingalnaprostoruverovatno}a (Ω,F , F, P ) sakarakteri-
stikama (AT ,CT , νT ) u odnosu na funkciju odsecawa h.
Primer 3.5. ([47]) Neka je dat jednodimenzionalan proces difuzije koji zadovoqava
jedna~inu {
dXt = at(X)dt + bt(X)dWt
X0 = x
(3.36)
gde su x0 ∈ R, a, b : R × R+ −→ R date neprekidne funkcije i W je standardan
Vinerov proces.Tada jeXT proces re{ewa martingalnog problema za zaustavqene pro-









U slede}oj propoziciji je utvr|ena veza izme|u martingalnog problema i marti-
ngalnog problema za zaustavqene procese za jedna~inu (3.31).
Propozicija 3.1. ([47]) Neka je T (FZ,Xt )-vreme zaustavqawa, tada su dva slede}a
tvr|ewa ekvivalentna:
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(1) mera P je re{ewe martingalnog problema ili P ∈ S(σ(Y0), Y |Ṗ , A, C, ν);
(2) mera P je re{ewe martingalnog problema za zaustavqene procese ili P ∈
S(σ(Y0), Y
T |Ṗ , AT , CT , νT ).
Dokaz: Neka jeverovatno}aP re{ewemartingalnogproblematj. P ∈ S(σ(Y0), Y |Ṗ , A,
C, ν). T je (FZ,Xt )-vreme zaustavqawa. Proces Y je semimartingal na prostoru
(Ω,F , F, P ) sa karakteristikama (A, C, ν). Na osnovu Definicije III.2.4 u [19] i
Y T semimartingal sa karakteristikama (AT , CT , νT ). Verovatno}a Ṗ ostaje ista. Na
osnovuDefinicije3.19, verovatno}aP jere{ewemartingalnogproblemazazaustavqene
procese ili P ∈ S(σ(Y0), Y T |Ṗ , AT , CT , νT ).
Obrnuto se jednostavno dokazuje, ako je T = ∞. ¤
Slede}a teorema uspostavqa vezu izme|u re{ewa martingalnog problema za zaus-
tavqene procese i slabo lokalnog re{ewa jedna~ine (3.31).
Teorema 3.13. Neka je X ∈ Rd, ut(X) predvidiv funkcional, T (FZ,Xt )-vreme zau-
stavqawa i (F0t ) = (Ft). Tada su slede}a dva tvr|ewa ekvivalentna:
(1) skup objekata (Ω,F , F, P,Xt, Zt, T ) je slabo lokalno re{ewe jedna~ine (3.31),
(2) mera P je re{ewe martingalnog problema za zaustavqene procese ili P ∈
S(σ(Y0), Y
T |Ṗ , AT , CT , νT ).
Dokaz: Nekava`iuslov(1). Neka jeskupobjekata(Ω,F , F, P, Xt, Zt, T )regularnoslabo
lokalno re{ewe jedna~ine (3.31). Na osnovu Teoreme 3.4, skup objekata (Ω,F , F, P, Xt,
Zt) je i regularno slabo re{ewe iste jedna~ine. Na osnovu Teoreme 3.11 mera P je
re{ewe martingalnog problema, ili P ∈ S(σ(Y0), Y |Ṗ , A, C, ν). Tako|e, na osnovu
Propozicije 3.38 ako je T strogo vreme zaustavqawa (T je na osnovu definicije slabo
lokalnog re{ewa, (FZ,Xt )-vreme zaustavqawa), onda je mera P re{ewe martingalnog
problema za zaustavqene procese.
Obrnuto, neka je P ∈ S(σ(Y0), Y T |Ṗ , AT , CT , νT ) ili neka je mera P re{ewe mar-
tingalnog problema za zaustavqene procese. Onda je na osnovuPropozicije 3.38, meraP
re{ewemartingalnogproblema. NaosnovuTeoreme3.11skupobjekata(Ω,F , F, P, Xt, Zt)
je regularno slabo re{ewe jedna~ine (3.31). Koriste}i Teoremu 3.4, ako je T (FZ,Xt )-
vreme zaustavqawa,{to je zadovoqeno, tada je skupobjekata (Ω,F , F, P, Xt, Zt, T ) slabo
lokalno re{ewe jedna~ine (3.31).¤
Koncept lokalne jedinstvenosti za martingalne probleme je ja~i od pojma "obi~ne"
jedinstvenosti. Prvi put se uvodi u [19]. Ovaj model jedinstvenosti se uvodi zbog
prou~avawa apsolutne neprekidnosti i pitawa singularnosti re{ewa martingalnih
problema.
Definicija 3.20. ([19]) Neka je filtracija F oblika (3.30). Tada je re{ewe marti-
ngalnog problema S(σ(Y0), Y |Ṗ , A, C, ν) lokalno jedinstveno ako za svako strogo
vremezaustavqawaT sesvakadvare{ewaP iP ′martingalnogproblemazazaustavqene
procese S(σ(Y0), Y T |Ṗ , AT , CT , νT ) poklapaju na σ-algebri (F0T ).
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Napomena 3.3. Iz lokalne jedinstvenosti sledi slaba jedinstvenost (ako je T = t).
Neka je S(σ(Y0), Y |Ṗ , A, C, ν) martingalni problem pridru`en jedna~ini (3.31),
tada va`i jednakostF = FZ,X i da bi se dokazala lokalna jedinstvenost treba dokazati
da se svaka dva re{ewa P iQ martingalnog problema za zaustavqane procese poklapaju
na filtraciji (FZ,XT )0. Naime, va`i slede}a teorema.
Teorema 3.14. ([47]) Neka je T strogo vreme zaustavqawa. Re{ewe martingalnog pro-
blemaS(σ(Y0), Y |Ṗ , A, C, ν) je lokalno jedinstvenoakoisamoakojeprocesY = (Z, X)
sopstveni uzrok u okviruF, tj. ako va`i
F(Z,X)
T |< F(Z,X)T ;FT ; P.
Dokaz: Neka je T strogo vreme zaustavqawa i neka je mera P lokalno jedinstveno
re{ewe martingalnog problema S(σ(Y0), Y |Ṗ , A, C, ν). Na osnovu Definicije 3.13 o
slaboj jedinstvenosti i Napomene 3.3 mera P je slabo jedinstvena. Na osnovu Teoreme
3.12 sledi da je proces Y = (Z, X) sopstveni uzrok ili va`i
FZ,X |< FZ,X ;F; P. (3.37)
Kako je T (FZ,Xt )0-vreme zaustavqawa to je T i (FZ,Xt )-vreme zaustavqawa. Na osnovu
Teoreme 1.26 va`i
FZ,XT |< FZ,XT ;FT ; P. (3.38)
Zbog uslova (3.37) i (3.38) va`i
F(Z,X)
T |< F(Z,X)T ;FT ; P.
Obrnuto, neka je T strogo vreme zaustavqawa i mera P re{ewe martingalnog pro-
blema, P ∈ S(σ(Y0), Y |Ṗ , A, C, ν) definisana na (FZ,Xt )0. Na osnovu pretpostavke,
takva mera P zadovoqava uslov uzro~nosti, tj. va`i
F(Z,X)
T |< F(Z,X)T ;FT ; P ili
za svakoA ∈ (FZ,XT ) P (A | FZ,XT∧t ) = P (A | FT∧t).
Na osnovu Teoreme 1.26 prethodna relacija je ekvivalentna sa
FZ,X |< FZ,X ;F; P ili
za svakoA ∈ (FZ,X∞ ) P (A | FZ,Xt ) = P (A | Ft).
Neka postoji jo{ jedno re{ewe martingalnog problema Q definisano na (FZ,XT )0 ⊂
(FZ,X∞ ). Na osnovu Teoreme 3.12 i Propozicije 1.25 sledi da je re{ewe P slabo jedin-
stveno ili ako postoji jo{ neko re{ewe martingalnog problema Q, onda je P = Q na
(FZ,X∞ ). Tako|e, va`i da je (FZ,XT )0 ⊆ (FZ,XT ) ⊆ (FZ,X∞ ) pa je P = Q na (FZ,XT )0 i mera
P je lokalno jedinstveno re{ewe.¤
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Primer 3.6. ([47]) Neka je XT proces re{ewa martingalnog problema za zaustavl-
jene procese S(σ(X0), XT |εx, AT , CT , 0), pridru`enog stohasti~koj diferencijalnoj
jedna~ini. Tada je re{ewe martingalnog problema lokalno jedinstveno ako i samo ako
va`i
FX
T |< FXT ;FT ; P.¤
Sada, kada je uveden pojam martingalnog problema za zaustavqene procese i wegove
lokalne jedinstvenosti, mo`e se navesti i dokaz Teoreme 3.10.
Dokaz Teoreme 3.10: Neka je skup objekata (Ω,F , F, P, Xt, Zt, T ) regularno slabo
lokalno re{ewe jedna~ine (3.12). Na osnovu pretpostavke to re{ewe je slabo jedin-
stveno. Na osnovu Teoreme 3.4 (Ω,F , F, P,Xt, Zt) je regularno slabo re{ewe jedna~ine
(3.12). Na osnovu Definicije 3.20 o lokalnoj jedinstvenosti i Napomene 3.3, slabo
re{ewe (Ω,F , F, P, Xt, Zt) je slabo jedinstveno. Na osnovu Teoreme 3.6 i zbog slabe
jedinstvenosti zadovoqeno je
FZ,X |< FZ,X ;F; P. (3.39)
Ako jeT strogovremezaustavqawa(vremezaustavqawauodnosunafiltraciju (FZ,Xt )0),
onda je to i (FZ,Xt )-vreme zaustavqawa. Na osnovu Teoreme 1.26 relacija (3.39) je ekvi-
valentna sa
FZ,XT |< FZ,XT ;FT ; P. (3.40)
Zbog relacija (3.39) i (3.40) va`i da je
F(Z,X)
T |< F(Z,X)T ;FT ; P
ili ekvivalentno za svakoA ∈ (FZ,XT ) je
P (A | FZ,Xt∧T ) = P (A | Ft∧T ).
Obrnuto, neka je skupobjekata (Ω,F , F, P, Xt, Zt, T ) slabolokalnore{ewe jedna~i-
ne (3.12) gde je T strogo vreme zaustavqawa. Tada je zadovoqena relacija
F(Z,X)
T |< F(Z,X)T ;FT ; P. (3.41)
Na osnovu Teoreme 3.4 skup objekata (Ω,F , F, P, Xt, Zt) je regularno slabo re{ewe.
Za t < T relacija (3.41) postaje oblika FZ,XT |< FZ,X ;F; P , i na osnovu Teoreme
1.26, to je ekvivalentno sa FZ,X |< FZ,X ;F; P. Na osnovu Teoreme 3.6 regularno slabo
re{ewe (Ω,F ,F , P, Xt, Zt) jedna~ine (3.12) je slabo jedinstveno. Ako postoji drugo
re{ewe (Ω,FZ,X∞ ,FZ,Xt , Q,Xt, Zt) jedna~ine (3.12) verovatno}e P i Q se poklapaju na
(FZ,X∞ ). Na osnovu pretpostavke T je strogo vreme zaustavqawa i kako je P slabo
jedinstveno re{ewe, onda je P = Q na (FZ,XT )0.
Za T ≤ t relacija (3.41) je ekvivalentna saFZ,XT |< FZ,XT ;FT ; P . Na osnovu Teoreme
1.26, to je ekvivalentno sa FZ,X |< FZ,X ;F; P , i sli~no se dokazuje da je P = Q na
(FZ,XT ). Dakle, teorema je dokazana.¤
Glava 4
Martingalna reprezentacija
Teorija martingalne reprezentacije datira jo{ od Itovog rada o vi{edimenzionalnim
stohasti~kim integralima, a teorija za kvadratno integrabilne martingale je nastala
prema radovima Kunite (H.Kunita) i Vatanabe. Mnogi zna~ajni rezultati na ovu temu
prezentovani su u radovima Dela{erija (C.Dellacherie) i Mejera ([4]). Vezu izme|u
ekstremnosti mere i martingalne reprezentacije prvi je prou~avao Dela{er, a pravu
formu i definiciju dali su@akod i Jor (M.Yor) u svojim radovima ([16, 52]).
4.1 Svojstvo martingalne reprezentacije
Problem odre|ivawa martingalne reprezentacije je slede}i. Za datu kolekciju mar-
tingala (ili lokalnih martingala)A, postavqa se pitawe da li se mo`e odrediti skup
martingala (ili lokalnih martingala) koji se mogu predstaviti kao stohasti~ki inte-
grali u odnosu na procese iz klaseA. Pitawe odre|ivawa martingalne reprezentacije
je iznena|uju}e va`no u primenama i veoma interesantno u teorijifinansija, na primer.
U ovom delu pitawe martingalne reprezentacije je pro{ireno i na semimartingale.
U literaturi se mo`e na}i mnogo radova o martingalnim reprezentacijama. Ovaj kon-
cept se mo`e povezati sa konceptom statisti~ke uzro~nosti i ekstremnim merama, o
~emu }e biti re~i u ovoj glavi.
Definicija4.1. ([52])NeprekidanlokalanmartingalX ima martingalnureprezenta-
ciju ako za svaki (FXt )-lokalan martingalM , postoji (FXt )-predvidiv procesH tako
da je zadovoqeno




Neka je U (respektivnoK) skup verovatno}a na prostoru (Ω,F) za koje je procesX
lokalan martingal (resp. martingal). Ako je P ∈ U , onda je (Ft, P ) najmawa zdesna
neprekidna filtracija, kompletna za meru P , tako da je zadovoqeno (FXt ) ⊂ (Ft).
Pojam ekstremnih mera (Definicija 1.37) se mo`e dovesti u vezu sa svojstvom mar-
tingalne reprezentacije, na {ta ukazuje slede}a teorema.
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Teorema4.1. ([52])MeraP je ekstremnauskupuKakoisamoakomeraP imamartingalnu
reprezentaciju i (F0, P ) je trivijalan prostor.
Vinerov proces ima svojstvo martingalne reprezentacije, a i Vinerova mera µW je
o~igledno ekstremna, {to se mo`e dokazati i direktno.
Prethodna teorema mo`e biti pro{irena sa skupaK na skup U .
Teorema4.2. ([52])MeraP je ekstremnauskupuU akoisamoakomeraP imamartingalnu
reprezentaciju i (F0, P ) je trivijalan prostor.
U [19] i [51] se uvodi generalizacija pojma martingalne prezentacije. Naime, neka
je dat prostor (Ω,F ,Ft, P ), na kome je definisan semimartingal Z = {Zt | t ∈ I}
sa lokalnim karakteristikama (A,C, ν), u odnosu na neku funkciju odsecawa h, Zc je
neprekidan deo semimartingalaZ iµ = µZ je semimartingalna mera definisana u [19].
Svaki lokalan martingal se mo`e napisati kao stohasti~ki integral u odnosu na
Vinerov proces. Ali, situacija je mnogo komplikovanija za proizvoqne semimartin-
gale. Ne samo da je potrebno definisati dva integrala, umesto jednog (prvi u odnosu na
neprekidni deo semimartingala, kao i kod Vinerovog procesa i drugi u odnosu na odgo-
varaju}u meru za skokove semimartingala, tj. wegov prekidni deo), ve} ova prezentacija
va`i samo pod uslovima koji su povezani sa martingalnim problemom.
Definicija4.2. ([19])LokalanmartingalM imasvojstvo martingalnereprezentacije
u odnosu na procesZ ako je oblika
M = M0 + H · Zc + W ∗ (µ− ν) (4.2)
gde jeH predvidiv proces i integral sa desne strane je stohasti~ki integral u odnosu
na slu~ajne mere (definisan je u [19]).
Kao {to se mo`e uo~iti Definicija 4.2 je blaga generalizacija Definicije 4.1.
Martingalna reprezentacija je bila interesantna tema nau~nicima iz stohasti~ke
analize jo{ od pionirskih radova Itoa o filtraciji Vinerovog procesa. Rezultati su
pokazali da je od kqu~nog zna~aja za primenu u nekim oblastima npr. kod nelinearnog
filtrirawa i u finansijskoj matematici. ^ak i danas je veoma interesantna, najvi{e
zbog veze sa Maliavinovim (P.Malliavin) ra~unom na Vinerovom prostoru.
4.2 Uzro~nost i svojstvo martingalne reprezentacije
Svojstvo martingalne reprezentacije je vezano za pojam filtracije. Na datom pro-
storu verovatno}a (Ω,F , P ) neka su (Gt) i (Ft) dve (razli~ite) filtracije koje zado-
voqavaju uobi~ajene uslove i za koje va`i (Gt) ⊂ (Ft) ⊂ (F) za svako t. Neka je proces
M (Gt)-adaptiran, neprekidan (Ft)-lokalan martingal.
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U ovom delu su prezentovani rezultati koji se ti~u karakterizacije martingala
koji imaju martingalnu reprezentaciju. Veoma je va`no znati da li je martingalna
reprezentacija u odnosu na filtraciju (Ft) ili (Gt). Postoji mnogo primera gde proces
Xt ima reprezentaciju u odnosu na (Gt), ali ne i u odnosu na (Ft). Zbog toga je prirodno
postavitipitaweoobrnutomtvr|ewu: AkoXt imamartingalnureprezentaciju uodnosu
na (Ft) da li to va`i i za filtraciju (Gt)? U op{tem slu~aju odgovor je negativan.
Slede}a teorema daje uslove kada ovo tvr|ewe va`i i utvr|uje ekvivalenciju izme|u
koncepta uzro~nosti, martingalne reprezentacije i o~uvawu svojstva martingalnosti.
(uop{tewe Propozicije 9 iz [2]).
Propozicija 4.1. ([46]) Neka (Ft)-lokalan martingal Xt ima martingalnu repre-
zentaciju u odnosu na filtraciju (Ft). Tada su slede}a tvr|ewa ekvivalentna:
(1) procesXt ima martingalnu reprezentaciju u odnosu na (Gt);
(2) svi (Gt)-lokalni martingali su (Ft)-lokalni martingali;
(3) G je sopstveni uzrok u okviruF, tj. G |< G;F; P va`i.
Ako proces Xt ima svojstvo martingalne reprezentacije u odnosu na (Ft), onda
postoji (Ft)-lokalan martingalMt koji je oblika




gde je a ∈ R i H je (Ft)-predvidiv proces. Sli~no, ako proces Xt ima svojstvo mar-
tingalne reprezentacije u odnosu na (Gt), tada se (Gt)-lokalan martingal Nt mo`e
predstaviti u obliku




gde je b ∈ R iK je (Gt)-predvidiv proces.
Dokaz: Prvi deo Propozicije, ekvivalencija izme|u uslova (1) i (2) je dokazana u
Propoziciji 9 u [2]. Dok je drugi deo tvr|ewa, ekvivalencija izme|u uslova (2) i (3)
dokazana u Teoremi 2.3.
Slede}i rezultat je generalizacija Propozicije 4.1. Preciznije, data je genera-
lizacija povezanosti izme|u martingalne reprezentacije i o~uvawa svojstva semi-
martingalnosti u odnosu na filtracije.
Teorema 4.3. ([46]) Neka (Ft)-lokalan martingalXt ima martingalnu reprezentaciju
u odnosu na (Ft). Tada su slede}a dva tvr|ewa ekvivalentna:
(1) procesXt ima martingalnu reprezentaciju u odnosu na (Gt);
(2) svaki (Gt)-semimartingal je i (Ft)-semimartingal.
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Dokaz: Neka proces Xt ima martingalnu reprezentaciju u odnosu na (Gt). Tada na
osnovuPropozicije 4.1 svi (Gt)-lokalnimartingali su (Ft)-lokalnimartingalii svaki
lokalan martingal ove dve filtracije ima martingalnu reprezentaciju
Mt = E(M∞ | Ft) = a +
∫ t
0
HudXu u odnosu na (Ft),
Nt = E(N∞ | Gt) = b +
∫ t
0
KudXu u odnosu na filtraciju (Gt).
O~igledno je, procesNt (Gt) i (Ft)-lokalan martingal, a zbog Propozicije 4.1 va`i
G |< G;F; P. Neka je Zt (Gt)-semimartingal ~ija je dekompozicija Zt = Mt + At, gde
jeMt lokalan martingal iAt je proces kona~ne varijacije. Proces varijacije V ar(At)
procesaAt je definisan sa














Kako je procesAt proces kona~ne varijacije istovremeno i u odnosu na (Gt) i u odnosu na
(Ft) on je skoro izvesno kona~an za skoro svako t i rastu}i u odnosu na obe filtracije.
Dakle,Zt je(Ft)-semimartingal.
Obrnuto, neka su (Gt)-semimartingali istovremeno i (Ft)-semimartingali. Tvr|e-
we va`ii za lokalnemartingale, pa je dakle, zadovoqenai teorema (videtiPropoziciju
4.1). ¤
Slede}a ekvivalencija je vredna pa`we.
Teorema 4.4. ([46]) Neka proces M ima martingalnu reprezentaciju u odnosu na fil-
traciju (Ft). Slede}a tvr|ewa su ekvivalentna:
(1) (Gt) je sopstveni uzrok u okviru (Ft) ili va`iG |< G;F; P ;
(2) svaki (Gt)-martingal je neprekidan (Ft)-semimartingal.
Dokaz: Neka je zadovoqena pretpostavka da procesMt ima martingalnu reprezentaciju
u odnosu na (Ft) tj. postoji predvidiv procesH za koji va`i da je




i neka je zadovoqeno G |< G;F; P . Zbog ~iwenice da je (Gt) sopstveni uzrok, za svako
A ∈ (G∞) mora da va`i
P (A | Gt) = P (A | Ft). (4.3)
Neka je Nt (Gt)-martingal. Tada je Nt = E(N∞ | Gt). Zbog (4.3) va`i da je za svako
A ∈ (G∞)
E(χA | Gt) = E(χA | Ft),
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ili
E(N∞ | Gt) = E(N∞ | Ft).
Dakle, Nt je (Gt) i (Ft)-martingal, pa na osnovu Propozicije 4.1 i Posledice 2.1, M
ima svojstvo martingalne reprezentacije u odnosu na (Gt). Tada svaki (Gt)-martingalNt
mo`e biti napisan kao




gde je c ∈ R i ϕ je predvidiv proces u odnosu na filtraciju (Gt). Dakle, Nt mo`e biti
napisan kao stohasti~ki integral u odnosu na Mt, pa je iz tog razloga to neprekidan
(Ft)-martingal, a samim tim i neprekidan (Ft)-semimartingal.
Obrnuto, neka je Nt (Gt)-martingal i neprekidan (Ft)-semimatingal. Na osnovu
pretpostavkeNt se mo`e napisati kao




sa c ∈ R,ϕ je (Ft)-predividiv proces iA je (Ft)-adaptiran, neprekidan proces kona~ne
varijacije.




i (Gt)-adaptiran. Tada se mo`e izabrati proces ϕ = d[N,M ]/d〈M, M〉 koji je(Gt)-







je (Gt) neprekidan martingal, jednak A, a to
je proces kona~ne varijacije. Ovo povla~i da je A ≡ 0. Proces Nt ima martingalnu
reprezentaciju u odnosu na filtracije (Ft) i (Gt).
Tada na osnovu Propozicije 4.1 sledi da svi (Gt)-martingali jesu i (Ft)-martingali,
i na osnovu Posledice 2.1 (Gt) je sopstveni uzrok, ili va`i uzro~nost G |< G;F; P.
Dakle, tvr|ewe va`i.¤
Slede}a teorema pokazuje da je statisti~ka uzro~nost bitna pretpostavka kada se
dokazuje invarijantnost mere kod martingalne reprezentacije.
Teorema 4.5. ([46]) Neka su (Gt) i (Ft)filtracije na merqivom prostoru (Ω,F) iP i
Q su verovatno}e na filtraciji (Ft) koje zadovoqavaju da je Q ¿ P sa promenqivom
dQ
dP
koja je (G∞)-merqiva. Neka je zadovoqen uslov G |< G;F; P . Tada su slede}a dva
tvr|ewa ekvivalentna:
(1) ProcesX ima svojstvo martingalne reprezentacije u odnosu na (Ft, P );
(2) ProcesX ima svojstvo martingalne reprezentacije u odnosu na (Ft, Q).
Dokaz: Neka je zadovoqena uzro~nostG |< G;F; P i neka X ima svojstvo martingalne
reprezentacije u odnosu na (Ft, P ). Na osnovu Propozicije 4.1 i Posledice 2.1 je
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Zbog uslova Q ¿ P mo`e se definisati Radon-Nikodimov (J. Radon, O.Nikodym)
izvod L(∞) = dQ/dP koji je (G∞)-merqiva slu~ajna promenqiva. Neka je definisan
martingalL(t) = EP (L(∞) | Ft). Tada je
MtLt = EP (M∞ | Ft)EP (L(∞) | Ft)













| Ft) = EQ(M∞ | Ft).
Na osnovu posledweg tvr|ewa X ima svojstvo martingalne reprezentacije u odnosu
na (Ft, Q).
Obrnuto, neka je zadovoqeno G |< G;F; P i neka X ima svojstvo martingalne
reprezentacije u odnosu na (Ft, Q). Zbog uzro~nosti za svakoA ∈ (G∞) va`i
P (A | Gt) = P (A | Ft).
Tako|e,X ima martingalnu reprezentaciju u odnosu na (Ft, Q) ili va`i





Mt = EQ(M∞ | Ft) = L−1t E(M∞
dQ
dP











t E(L∞ | Gt)E(M∞ | Gt) = L−1t E(L∞ | Ft)E(M∞ | Ft)






U ovom delu se razmatra veza izme|u slabih re{ewa stohasti~kih diferencijalnih
jedna~ina i svojstva martingalne reprezentacije.
Neka je (Ω,F ,Ft, P )prostorverovatno}asafiltracijomnakome jedefinisansemi-
martingal Z sa karakteristikama (A,C, ν). Prvo su date jedna~ine koje su generisane
Vinerovim procesom.
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Neka je data stohasti~ka diferencijalna jedna~ina
{
dXt = at(X)dt + bt(X)dWt
X0 = η
(4.4)
gde je W Vinerov proces i koeficijenti at, bt su uzro~ni funkcionali. Naime, va`i
slede}a teorema.
Teorema4.6. ([46]) Neka je (Ω,F ,Ft, P, Xt,Wt) slabore{ewe jedna~ine (4.4). Tadasvaki
martingal Mt, koji je adaptiran u odnosu na filtraciju koja je indukovana procesom
re{ewaXt, ima martingalnu reprezentaciju i mo`e se predstaviti na slede}i na~in




gde je Hs (FXt )-predvidiv proces ako i samo ako je Xt sopstveni uzrok ili ako va`i
FX |< FX ;F; P.
Dokaz: Neka je (Ω,F ,Ft, P,Xt,Wt) slabore{ewe jedna~ine (4.4). Tako|e, neka jeproces
Mt oblika (4.5) ili ekvivalentno proces X ima martingalnu reprezentaciju. Tada, na
osnovu Definicije 4.2, procesX je neprekidan lokalan martingal. Indukovana mera P
procesa X tako|e ima svojstvo martingalne reprezentacije. Dakle, na osnovu Teoreme
4.1, mera P je ekstremna na filtraciji (FX∞) u skupu U (a to je skup svih verovatno}a
na prostoru (Ω,F) za koje je zadovoqeno da je proces X lokalan martingal na pro-
storu (Ω,F ,Ft, P )). Na osnovu Teoreme 4.4 u ([41]) slabo re{ewe (Ω,F ,Ft, P, Xt,Wt)
jedna~ine (4.4) je slabo jedinstveno i na osnovu Teoreme 5.9 u [31] procesXt je sopstveni
uzrok ili ekvivalentno va`i uzro~nostFX |< FX ;F; P .
Obrnuto, neka je proces Xt sopstveni uzrok ili ekvivalentno neka je zadovoqena
relacija FX |< FX ;F; P za slabo re{ewe (Ω,F ,Ft, P, Xt,Wt) jedna~ine (4.4). Na
osnovu Teoreme 5.9 iz [31], zbog sopstvene uzro~nosti procesa Xt re{ewe je slabo
jedinstveno. Dakle, na osnovu Teoreme 4.4 iz [41] mera P na filtraciji (FX∞) je
ekstremna me|u svim merama za koje je proces X re{ewe jedna~ine (4.4). Zbog Teoreme
4.2meraP ima svojstvomartingalnereprezentacije na (FX∞)ili svaki (FXt , P )-lokalan
martingal M se mo`e predstaviti u obliku M = H · X , gde je H (FXt , P )-predvidiv
proces, a stohasti~ki integral je u odnosu na meru P ili




gde jeM0 = 0. Dakle, na osnovu Definicije 4.1 procesX ima martingalnu reprezenta-
ciju. ¤
Slede}i korak jeste generalizacija ove teoreme, tj. poku{aj da se martingalna
reprezentacija dovede u vezu sa uzro~no{}u i za re{ewa stohasti~kih diferencijalnih
jedna~ina koje su generisane op{tijim procesima, tj. semimartingalima.
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Neka je data stohasti~ka diferencijalna jedna~ina koja je generisana semimarti-





gde jeZt m-dimenzionalan semimartingal (saZ0 = 0),ut(X) je (n×m)-dimenzionalan,
(FZ,Xt )-predvidiv proces iXt je proces re{ewa.
Neka jeY = (Z,X) daqe (m+n)-dimenzionalan proces kod koga su prvem (respek-
tivno posledwih n) koordinate ustvari koordinate procesaZ (respektivno od procesa
X). Tada va`i slede}a teorema.
Teorema 4.7. ([46]) Neka je (Ω,F ,Ft, P, Xt, Zt) slabo re{ewe stohasti~ke dife-
rencijalne jedna~ine (4.6). Tada svaki martingal Mt koji je adaptiran u odnosu na
filtraciju koja je indukovana procesima (Zt, Xt) ima martingalnu reprezentaciju i
mo`e se predstaviti u obliku




gde jeHs (FZ,Xt , P )-predvidiv proces ako i samo ako je (Zt, Xt) sopstveni uzrok, tj. ako
va`i relacija uzro~nostiFZ,X |< FZ,X ;F; P.
Dokaz: Neka je (Ω,F ,Ft, P, Xt, Zt) slabo re{ewe stohasti~ke diferencijalne jedna-
~ine (4.6). Tada svaki martingal Mt ima martingalnu reprezentaciju. Drugim re~ima,
svaki martingalMt koji je adaptiran u odnosu na filtraciju koja je indukovana proce-
sima (Zt, Xt), mo`e se predstaviti u obliku




za odgovaraju}i (FZ,Xt )-predvidiv proces Ht. Tada mera P koja je definisana na
(FZ,X∞ ), u odnosu na koju je izvr{ena stohasti~ka integracija, tako|e ima martingalnu
reprezentaciju. Na osnovu Teoreme 4.1, P je ekstremna mera na skupu svih mera za koje
su definisani martingali oblika Mt = P (A | FZ,Xt ). Taj skup je (FZ,X∞ ). Naime, za
procesMt ∈ (FZ,Xt ) va`i
E(M∞ | FZ,Xt ) = E(P (A | FZ,X∞ ) | FZ,Xt ) = E(E(1A | FZ,X∞ ) | FZ,Xt )
= E(1A | FZ,X∞ ∩ FZ,Xt ) = P (A | FZ,Xt ) = Mt,
dakle, Mt je (FZ,Xt )-martingal. Takav skup mera je ozna~en sa K. Skup generisan
procesima Mt je ustvari (FZ,X∞ ) jer je to minimalna filtracija na kojoj je definisano
slabo re{ewe jedna~ine (4.6). Na osnovu Teoreme 4.3 i Teoreme 4.4 u [41]meraP je slabo
jedinstveno re{ewe jedna~ine (4.6), odakle sledi da je (Zt, Xt) sopstveni uzrok ili va`i
relacija
FZ,X |< FZ,X ;F; P.
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Obrnuto, neka je zadovoqena uzro~nost FZ,X |< FZ,X ;F; P . Tada, je na osnovu
Teoreme 4.3 i Teoreme 4.4 u [41] slabo re{ewe (Ω,F ,Ft, P, Xt, Zt) stohasti~ke dife-
rencijalne jedna~ine (4.6) slabo jedinstvenonafiltraciji (FZ,X∞ )imeraP je ekstremna
za svako slabo re{ewe.
Iz uzro~nosti FZ,X |< FZ,X ;F; P , sledi da je filtracija (FZ,Xt ) generisana na
slede}i na~inFZ,Xt = Ft ∩ FZ,X∞ i elementi filtracije (FZ,Xt ) su martingali oblika
Mt = P (A | Ft). PretpostavkaFZ,X |< FZ,X ;F; P je ekvivalentna sa
za svakoA ∈ (FZ,X∞ ) P (A | FZ,Xt ) = P (A | Ft).
Mera P je ekstremna i definisana na (FZ,X∞ ), pa na osnovu Teoreme 4.1 sledi da mera P
ima martingalnu reprezentaciju na (FZ,X∞ ) ili svaki (FYt , P )-lokalan martingalM se
mo`e napisati u oblikuM = H · Y , gde jeH (FYt , P )-predvidiv proces i stohasti~ka
integracija je u odnosu na meru P . Dakle, proces Yt = (Zt, Xt) ima martingalnu
reprezentaciju. ¤
Na osnovu svojstva martingalne reprezentacije svaki martingal odgovaraju}e fil-
tracije mo`e biti jedinstveno predstavqen kao stohasti~ki integral u odnosu na
lokalan martingal, za odgovaraju}i predvidiv proces. Ovaj koncept ima primenu u
stohasti~koj kontroli, filtrirawu i u posledwe vreme u ekonomiji trgovawa akcijama.
Najva`niji primer martingalne reprezentacije je Vinerov proces. Ovde su preze-
ntovani primeri lokalnih martingala, ~ije trajektorije imaju skokove i koji imaju
martingalnu reprezentaciju.
Primer 4.1. ( [51]) Neka je data strukturna jedna~ina Emerija (M.Emery) (videti [51])




za koje jeX0 = 0 i kompenzator (compensator) od [X,X]t je procesAt = t. Neka je data
jedna~ina (4.7) koja je sada data u formi koja podse}a na diferencijalnu jedna~inu
d[X,X]t = dt + φ(Xt−)dXt. (4.8)
S obzirom, da jo{ uvek nije definisan prostor verovatno}a, jedini mogu} na~in
interpretacije jedna~ine (4.8) je preko slabog re{ewa. To zna~i da postoji pro-
stor verovatno}a sa filtracijom (Ω,F ,Ft, P ) koji zadovoqava uobi~ajene hipoteze i
lokalanmartingalX koji zadovoqava jedna~inu (4.8). Ako je re{ewe slabo jedinstveno,
{to zna~i da ako su X i Y re{ewa jedna~ine (4.8), tada procesi X i Y imaju iste
raspodele. Na osnovu Teoreme 4.3 iz [41] sledi da je (X, [X, X]t) sopstveni uzrok.
Ako je φ afina funkcija oblika φ(x) = α + βx jedna~ina (4.8) postaje
d[X,X]t = dt + (α + βXt−)dXt, (4.9)
i kada je β = 0 (4.9) postaje
d[X,X]t = dt + αdXt. (4.10)
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Kada je i α = 0 proces X je standardan Vinerov proces i na osnovu Teoreme 4.3 iz [41]
proces X je sopstveni uzrok. Daqe, na osnovu Teoreme 4.1 proces Xt ima martingalnu
reprezentaciju.
Za α = 1, β = 0 jedna~ina (4.8) je oblika
[X,X]t = t + (Xt −X0) = t + xt. (4.11)
Kako je X martingal kona~ne varijacije, ∆Xt = 1, onda proces X ima samo skokove
koji su uvek veli~ine 1. Neka jeXt = Nt − t kompenzovan Poasonov proces. ProcesX
zadovoqava jedna~inu, a zbog slabe jednistvenosti to je proces koji je sopstveni uzrok
i na osnovu Teoreme 4.1 ima martingalnu reprezentaciju u odnosu na svoju prirodnu
filtraciju.
4.4 Uzro~nost i martingalna reprezentacija re{ewa
martingalnog problema
Svojstvo martingalne reprezentacije je blisko povezano sa martingalnim proble-
mom. Zaista, uvek kada je mera P jedinstveno re{ewe martingalnog problema, koji je
ozna~en saS(σ(Y0), Y |Ṗ , A, C, ν) (notacija je preuzetaiz [16]), meraP je sigurnoekstre-
mna na ovom skupu. Dakle, svi slu~ajevi jedinstvenosti vode ka svojstvu martingalne
reprezentacije (vidi [19] i [41]).
Ova veza daje ne{to druga~iju teoremu od rezultata iz prethodnog odeqka i va`i za
sve lokalne martingaleM = {Mt, t ∈ I}.
Potse}awa radi, proces Z je semimartingal (sa po~etnim uslovom Z0 = 0), X je
proces re{ewa, Y = (Z, X). Po~etni uslov je da je (FZt ) pod-σ-algebra od (FYt ) i
P |F Z = Ṗ je restrikcija mere P na (FZt ). Tada va`i slede}a teorema.
Teorema 4.8. ([46]) Neka je proces Y re{ewe martingalnog problema, uz pretpostavku
(F) = (F∞−). Tada su slede}a dva tvr|ewa ekvivalentna:
(1) Svaki lokalan martingal ima martingalnu reprezentaciju u odnosu na proces
Y , ~ak {ta vi{e (F0) je sadr`ana u σ-algebri koja je generisana sa (FZt ) i skupovima
P -mere nula iz σ-algebre (F).
(2) Proces Y je sopstveni uzrok u okviruF ili va`i relacijaFY |< FY ;F; P .
Dokaz: Prvo, neka je zadovoqena pretpostavka da svi lokalni martingali imaju svojstvo
martingalne reprezentacije. Tada, na osnovu Teoreme 4.29 iz [19] mera P je ekstremna
u skupu svih mera koje su re{ewa martingalnog problema S(σ(Y0), Y |Ṗ , A, C, ν). Na
osnovu Teoreme 5.4 u [41], Y = (Z,X) je sopstveni uzrok, {to je i trebalo dokazati.
Obrnuto, neka je zadovoqena pretpostavka da je Y = (Z,X) sopstveni uzrok ili (na
osnovuTeoreme4.3 u [41]) skupobjekata (Ω,F ,Ft, P, Xt, Zt) je slabo jedinstvenore{ewe
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jedna~ine (4.6). Koriste}iTeoremu 5.4 iz [41]mo`e se zakqu~iti da je meraP ekstremno
re{ewe martingalnog problema, tj. P ∈ S(σ(Y0), Y |Ṗ , A, C, ν).
Ukoliko meraP nema svojstvo martingalne reprezentacije tada je, na osnovuPosle-
dice 4.27 iz [19], proces M netrivijalan, ograni~en martingal sa po~etnim uslovom
M0 = 0 i mo`e se pretpostaviti da je |M | < 1. Ako, s druge strane, σ-algebra (F0)
nije sadr`ana u σ-algebri koja je generisana sa σ(Y0) i skupovima P -mere nula iz (F)
onda postoji skup A ∈ (F0) za koji va`i da P (A | σ(Y0)) nije skoro izvesno jednako
indikator funkciji χA doga|ajaA. Neka jeMt = χA − P (A | σ(Y0)), za svako t ∈ R+,
dakleM je martingal sa uslovom |M | 6 1.
Konstruisan je martingal N = 1 + M koji zadovoqava 0 6 N 6 2. Neka va`i
E(Nt) = 1, za svako t ∈ R+ i P (N∞ = 1) < 1. Dakle, Q1(dω) = P (dω)N∞(ω)
defini{enovu verovatno}uQ1 naprostoru (Ω,F)inaosnovuTeoreme 3.24 u [19]proces
Y jeQ1-semimartingal sa lokalnim karakteristikama (A,C, ν). ^ak{ta vi{e va`i da
je E(N∞ | σ(Y0)) = E(N0 | σ(Y0)) = 1, na osnovu konstrukcije, pa restrikcija mere
Q1 na (FZt ) je jednaka meri Ṗ i shodno tome je Q1 ∈ S(σ(Y0), Y |Ṗ , A, C, ν). Kona~no,
Q1 6= P zbog P{N∞ = 1} < 1.
Sli~no, ako je N ′ = 1 − M , onda Q2(dω) = P (dω)N ′∞(ω) defini{e re{ewe
martingalnog problemaQ2 ∈ S(σ(Y0), Y |Ṗ , A, C, ν) iQ2 6= P . Kako jeN + N ′ = 2, za
svakoA ∈ F va`i da je






N ′∞(ω)P (dω) = E(N∞1A) + E(N
′
∞1A)
= E(N∞)E(1A) + E(N ′∞)E(1A) = P (A) + P (A) = 2P (A).
Dakle, P (A) = 1
2
(Q1(A) + Q2(A)) i slabo re{ewe (Ω,F ,Ft, P, Xt, Zt) nije slabo
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Theory of statistical causality, stochastic
differential equations and martingale
representation property
One of the important and basic goals of science is to establish cause-effect re-
lations between events. Many discussions were about the concept of causality and
how it can be measured. The concept of Granger’s causality (Granger, 1969) is very
well known in economy and it can be applied in researches. Granger’s definition of
causality is based on the idea that the present and the future cannot effect the past.
About the concept of causality have been discussed for a very long time in all areas
of science. In last decade we are dealing with a significant progress.
Today, a concept of causality have a wide application in physical, biological and
social sciences, history, medicine, especially in epidemiology, economy and etc.
The area of research of this Phd dissertation is statistical theory of causality
and its application on weak solutions of stochastic differential equations and mar-
tingale representation property. It have been shown that this concept of causality is
equivalent with the concept of weak uniqueness of weak solutions for the stochastic
differential equations and extremal solutions of the martingale problem. This con-
cept of causality can be characterized with stopping times and its connection with
extremal solution of the stopped martingale problem can be proved, as well as with
locally unique weak local solutions.
The concept of causality can be related to the theory of martingales, too. Namely,
this concept can be connected with the preservation of the martingale property,
orthogonal martingales, stable subspaces as well as with martingale representation
property, which have an application, especially in financial mathematics.
In Chapter 1 are given basic definitions from the theory of probability, stochastic
processes and an overview of some properties. There are also given definitions of
martingales, semimartingales and stochastic integration relative to semimartingales.
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In this Chapter is given definition of strong solutions of stochastic differential equa-
tions relative to semimartingales, while the definition of weak solution is introduced
in Chapter 3. At the end is given definition of causality, which is introduced by
P.A.Mykland in [32], and the upgraded form that is used in this dissertation is
given by Lj. Petrović in ([11]). And at the end the given definition of causality is
characterized with stopping times. Some basic properties of this various concepts of
causality are given.
In Chapter 2 is shown how the concept of statistical causality can be applied
in Theory of martingales. The martingale property is a property that depends to
filtrations and when the information σ-algebra increases the preservation of that
property is strongly connected to the concept of causality.
There can be, also established equivalence between the concept of causality and
orthogonality of martingales (see [64]). The same can be proved for local martingales
and stopped local martingales, too. The concept of causality can be connected with
stable subspaces which contains right continuous modifications of the martingales
of the form Mt = P (A | Ft) (see [44]).
In Chapter 3 are given definitions of weak solutions for different types of stochas-
tic differential equations driven with semimartingales. Namely, the given concept of
causality is equivalent with weak uniqueness of weak solutions (see [39]). The weak
solutions can be characterized with stopping times, so here is investigated connec-
tion between local uniqueness for local weak solutions and the concept of causality
with stopping times. Here is also, considered the other approach in solving stochas-
tic differential equations, the martingale problem and the results shows that there
can be established an equivalence between extremal solution of martingale problem
and the concept of causality (see [41]).
In Chapter 4 is considered a connection between the causality concept and mar-
tingale representation property relative to different filtrations with special reference
relative to already known results. The given results can be then applied to weak
solutions of stochastic differential equations driven with semimartingales as well as
to martingale problem which is associated to the given equation.
Some parts of this Phd dissertation are published in scientific journals (see [39,
41, 44, 64]).
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[44] Lj. Petrović, D.Valjarević, Statistical Causality and stable subspaces of Hp,
Bull. Aust. Math. Soc., doi: 10.1017/S0004972712000482, (2012).
LITERATURA 92
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