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rnrw DU crr r on 
~e mémoire se base essen t jellemeht sur l ' ar t icle de 
J . SJSKOS (Operat ions Resear ch ; vol . 18 , n°4, novembr e 198 4 , 
p . 381 i\ 40 1 ) . 
Le bu t de ce t ar t icl e es t triple : 
1 ° poser l e p r ob l è me d es so lutions optimales mu l Li p l e s en 
prog r ammation linéa ire en le f ormul a nt dans un contex t e 
plu s génér al, c elui de l a r e che rche des solu tions qu a si -
opt i mal es ; 
2° déc rj re deux appr och e s représen t at ive s e t comp l émen t a i -
re s e t montre r l eurs l imit es ; 
3° présenter s uc c i n t emen t deux approches heur is ti qu es qui 
év j_t ent l es comp lications algori thmiques des mé thodes 
exactes . 
Dan s u n premier c h apit r e , ce t ravai l r appel le le s princi -
pales n o t ians d e pro grammat ion lincfoj r e sirnp l e en proposan t 
en plus de l' appr o c he algébri que classjque , une Rpproche géo-
mftrique qui n on seu lemen t a i de à perc evojr plu s profondément 
de nombreux a spec t s du pr oh l brne , mais a u ss j perme t de guider 
les démar ches algébriqu es e t même cle démontrer no.tur elleme n t 
de nombreux thé orè me s . 
1:ouB présentons , au deu~d ème c .ha Jj tre, le problème des 
so lution° op t imal es mul t ip l es e t qu as i-o :) ti r .,:tlcs . Le problème 
des solu t ions o p t imales multiples es t t rès frquemment rencon-
tré tant dan~ l es applications pratj que s que théoriques . On 
l e por~era en le p l açan t dans un cont('XLe plus e;énéral , celui 
de l a recLerche des so lu t i on s qwJ.Si - op t ima l es . 
1. 
Vient au troisjème chap itre, l a description de l a mP,thode 
du E,i rno lexc j nven,e . I, 1 a1c;ori thm o f':<?nc)ra1 <~vj trrnt les problè -
mes ljP,s \ l a dégénP,rescence y est décrit en d-'tails et est 
sui vi de 1 algorithme classi qu e qu j ne se pr~oc cupe pas du 
cycl age év n ~u el . Nous illustrons L ~ mô tho de p:1r un exemp le 
puis nous l a cr i tiquons . 
Au quntrième chapitre , nous nbordo ns les m6 thod e s de 
labyrinthe . Tr ou s donnons un aperçu de ces méthodes 0t nous 
développons l'une d ' en tre elles : celle de f.~ANAS e t l?ED01~A 
reprfisen t ati ve des méthodes de pivo t age et do nt l ' efficaci té 
es t r econnue . 
Le cinquième et dern i er chapitre présente l e logiciel 
de programm11tion ljnéair e X}_nr . Ce logiciel est orienté re-
cherche algori thmiqu e et se pr~se nt e comme un outil bien 
a dap té à notre problème . 
Dans l ' annexe, nous concevons concrè t eme nt l ' algorit hm e 
de ï!:AI:,IA.:3 et :r~EDm.-nA e n t enan t c ompte d e s possibi liés F0_1TRAN-
., 
CPAPI TRE J H'\P?ELS DE PH_(' CH!\c~ l' ~!IATTCN JJJ::î-~/\TRE 
S.Il,rP.LE. 
1.1. Prés e nt a tion du pr o b lème . 
Le problème gén~ral de prog r amma tion linéaire s imple s e 
pr ~sente de la manière s uivante 
r 
opt .z = i~ ci x j , 
f onc ti on économique ou objective à op timi ser, 
sou: · contr8.in t e s 
,.. {!} 2.. a .. X- b. (i.:1 , ... ,9) j . 1 ~; J L 
x. 
J ~ 0 (j = 1, . . . ,p) 
)(. 
J 9 u elconque (j'=p+1, ... ,9) 
e t p C! U t toujours ' l 'une des deuz formes s e r umener .:1 
Forme. sta11dard For-me canontqu.e 
tl l'l 
mi. n z : 2... c. x. J::.1 J J mi. n. Z = ?- C-J· X]· J: 1. 
~.C. .5. C, . 
n l'l 
l..a .. x. :bi. j:-1 LJ J L a .. x- ~ b. Î:1. lj j C.. 
xj ~ o )(j ~ 0 
(i.,= 1 ) .. . ,m) (i.. = 1, . .. , rn) 
(j: i, ... ,n.) (J° = -i, . .. )n) 
ou en n0 t a t ions matricielles 
Form.e standavd 
h"l.t.V\. z = ex 
$ . C . 
Ax ,:. b ( 1.) 
)( ~ 0 ( 2 ) 
forme. c.anoni.que 
l'Yll.Yl Z = C X 
s.c. 
A><~ b (1) 
X ~O (2.) 
où x est le vecteur c olonn e (x 1 , ... , x I'\ ) ' 
c le vec t eur l igne ( c 1. , .•. , Cn) (-:j:(0, ••• ,0)), 
b le vecteur colonne ( b 1 , ••• , b m )', 
A la matrice (a ij) ( i = 1, ••• , m et j = 1, ••• , n) dont 
l aie r~1 onne est notée~ 
et O le ve c teur colonne nul à n compos antes . 
Un vecteur qu i satjsfajt ' ( 1 ) est d jt solutjon du PLS ( 1 ) ; X a 
,. e pl us s i X sat i s f ait à ( 2 ) ' j 1 E;S t d j t solution réal i sable . 
Ti ne solution optima1 e du PLS eBt une solution ré a lisable pour 
l a quelle il n ' existe pas de meill eures solutions réalisables 
(c ' e s t à dire de solutj ons r~aljsables qui rendent la valeur 
de la fonc t jon économique plus petjte (re spectivemen t erande) 
(cas min ( respectivemen t max ))). 
( ' ) PLS problè me de programma tj on linéaire simple . 
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1.2. Interpré tation géométri que du PLS (' ) . 
P l aç ons - nou s dans l ' espace nffjn e u cl id jen de dimens ion 
n , E n , mu n i du repère can oni1 ue . 
Dan s ce repère , l ' ens embl e des points dont les coordonnées 
x vér i fi ent Ax = b es t une variété affi ne V de djmension n -
r ang (A) . Les point s de V son t en bjjecti on avec les so l u ti ons 
du PLS . 
Si on se limit e à l ' or t hant posi t if , on obti ent l ' en sem-
ble des poin ts don t les coordonnée s satisfont aux contra intes . 
Ce t ensemble , no t é X , es t appelé le tronçon ( '') des con train-
t es (ou polyèdre des c ontra intes si X es t borné ) . 
Les point s de X sont en bijec t jon a vec l ' ensemble des so lutions 
réali sabl e s. 
L'ensemble d es po ints don t les c oordonn é es x dans le re -
père canoni que v érifi en t e x= z ( z €. R) es t un hyperp l a n , 
noté H, ~our lequel le ve c t eur c de comp osante s (c~ , . .. ,e n) 
dans la b a se canonique es t u n ve c t eur normal , pointant dans 
le s ens opposé à celui d ' une minimis a tion. 
Tors que z varie , on obti ent une f amill e d 'hyperpla ns 
paral lè les e t il s ' a g it de d ét e r mine r , si poss ibl e , le ou 
l es po ints du tronç on de s contrainte s pour lE(sguel(s) z es t 
opt i mum. 
( ' ) On se limitera à l a forme s t a nd ard . 
( ' ' ) tronço· i n ter sec tion d 'un nombre f ini de: demi - espac es 
fermés ; 
pôlyèdre = tronçon non vi d e born é ; 
tronçons et polyèdres sont conv e xes. 
s 
1 . J . Solution s de base e t points extrémaux . 
Dans la sui te, nous supposerons toujours que le sys t~me 
Ax = b est comp a t i.ble e t i ndépendant, ce qui revien t à suppo -
s er que rang (A) = m {: n . Cette hy pothè se n'est pa s restric t i-
ve dans la mesure o~ l'appl i cation d e s méthodes de réso lution 
des PLS nous amène touj ours à p a rtir d 'une forme st a ndard 
compa tible et indépendante (grâce h d' é ventuels artif~ces ) . 
1 . J . 1 . So l u t ions de bas e . 
Une base du PLS es t u n sous - ensemble ordonné de m P j 
indE;pendants . Pa r extension , on dit a us s i que l a s o us - matrice 
Bayant pour c olonnes ces m P . est une base du PLS . Les m 
J 
variables associé à ces m P . sont di t e s v a ri ables de base , 
J 
les .~rntres sont dites ho ..-s base . 
Après renu mé r otat ion éven tuelle et ' avoir posé apres 
A = 
(B I ~ - ~ 1 ? ~ ·tl,(.)..,; vtVV\. ~JV'l ~ 
X = ( : ~) , h m4..,,t 1 c9.t 'rf),t,{'s · 
C ;:: ( CB 1 7~)' / 
on a Ax = b _,,,.. 
( 1 . 1 ) 
On po s e encore I 
e-1.A: ( I IPm+ t , ... ,P~) = 
s ·1 b - b · 
- ) 
e t on ob ti en t une solution particuli~re 
X : ( :: ) ~(! ) 
a ppelée solution de ba se associ6e à B . 
::-~ 11e es L dite réal j 0ab l e sj_ x ~ O c ' (•st à dire si b ~o , 
B étan t alors une base réalisable 
dégénérée si el. l e est réalisable et non b > Q , 
optimale s i e ll e est réalisable et si elle donne 
la valeur on timale à l a fonction économique , B étant a lors 
une bas e optimale . 
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1 . J . 2 . Poin t ex tr éma l . 
D ' u n po int de vu e gé ométrique , on défjnit un point ex-
trémal P d ' un c onv exe X c omme é tant un point qui ne peu t 
appar tenir a u n segment d ' extrém j té0 P1 et P2 a v ec P~ e t 
P 2 po ints de X différent s de P . 
Les po i n ts c. et d . du théorème suivant mettent en r ela-
tion les so]u t ions de bas e e t l es pcdnt1:1 extr·c~maux . 
1 • 4 . 'rhéorème f on damental de l a pro vr amma t j on lj né aire si mple 
Et a nt donné u n PLS sou s forme s t a nd a rd : 
n . S 'il exis te une solution réali sable , i l existe une soluti on 
de base réalisable. 
b. S ' il existe une solution optimale , il ex i s t e une so l ution 
de b ase op timal e . 
c . A une so lu tion de bas e réal jsable correspond un point ex t ré-
mal du tronçon de s contra intes. 
d. A tou t po i n t extrémal du tron _on des contrain tes correspond 
une solut · on de ba se réalisable . 
Remarque : Les poin t s c . et d.n 'i mpliquent pas la correspondance 
b iunivoque en tre les solutions de bas e réalisab les 
e t le s poin t s ex trémaux du tronçon ; l a correspondan-
ce n'est bL- univoque qu ' en l ' absence de dég6n~res-
cence . 
Par cons~nu ent , si un PLS a une solu tion optimale , il pos s~ d e 
un solu t :ïon d e b as e optimale qui est u n po i nt e x t rémal du tron-
çon X. 
Il est facile de voir a uss i que t out e combinaison linéaire 
conv exe de so lutions optimales es t encore une solution op t i -
mal e, ce qu~ ,ignifie d 'un point de vue g éo ' é trj que que l ' en-
v elotJpe convexe de points ex t rémaux optima ux es t un ensemble 
de points o p timaux. 
( ') )émonstrati on : voir [2 1 p . II . J J a IJ . J7 . 
2 
On se 7 i rni tera donc ,g_ l a recherche cl e so lutions de base 
optimales . 
Un PLS peu t adme t tre 0 ,1 ou une infinité de solu t ions 
opU_ma les . 
Gé ométriquement, l e cas d ' une j n finité de s o lutions op ti-
ma les a pp araît lors que l ' hyperplan H défini p a r l a fonc tion 
éco n omiqu e e st para llèle à une va riété a ffine V ' contenue 
dans V (on aura au plus un e p- upl e infinité de s olutions op t i -
ma les si dim (V')=p avec V' l a va riété d e dimension la plus 
grand e contenue dans V e t parallèle à H) . 
Exemple 
3 
si z 1 C 1. X avec C i pp d V .3 = 
on aura soit une so l ution b 
C 
soit une simpl e in f i-
nit é de solutions 
( s e , ·me n t ac). 
a 1 si z = C X a v e c c 2 ppd v2. 2 2. 
et C ,2, ppd v3, 
b on aura une double infinité 
de solu t ions (triangle abc 
et son intéri e ur) . 
1 . 5 . Al gorithme primal du simplexe. 
1 . 5 .1. Appro che algébri que . 
L ' a l g orithme primal du simplexe est d e s tiné a u PLS sou s 
form e standa rd pour lesque l s on co nnai t une ba se réalisable 
B e t s on inverse B - 1 • Jl se di s tingue de l ~ m~tho d e du simplexe 
d es ti.n é e à t out PI1S s ous forme s t a n dard. 
Rappel ons-le brièvement a rn, démoru: trat i on ( ') . 
( ' ) L 'int e pré t a tion géom6trique qu · suit ne fou r ni t Jas une 
dém ornd,ra tion rigoureu ri e :nais une pr euv e i n tui t i ve. On 
peut t rouver une d émon Htr~tion dans [21 p .IIJ.S à II I .14. 
Se bas an t sur l e t riéorème fond a ment a l, son but es t, par-
t ant d ' une so lution réaljsable , d ' obtenir , s i possible , un e 
solu tion optimale de ba se du PJ,S (et non pus tou t es les solu-




Le PJ,S es t équiva l en t , vu (1.1) au PJ,S c:n ( x , z ) 
hÙn z 
l _z + C.B l\~ + CN X N ~ 0 xô + B- 1 N XN : 0 X ~ Q 
rn Ln z 
ë: (êelëN)= C-Ce,8-'A: (_g'lcN-ce,1r 1N) 
zo= ceo 
ou en introduisant ïf: côt,·1 (ve cteur qui joue un rôle i mpor t an t) 
ê " ( Q' 1 C. N - îJ N ) 
z - Tf b 0 -
I,es ~j s ont a ppe l~s coat s r elatifs correspondant à l a ba se B 
e t l es TI i. l es mu] tipli cnt eun:; de simp l exe . 
x = (X~lx~)'=(t'lg')' est l a solution de brlse c-wsoc i ée à l a base 
B et donne~ l a fonc ti on tconomique 1~ valet r z. 
J,e dernier PT,S est ap >e lé 1 ' 6qui valE:n t canonirrue as socié au 
PT.S ori[_';j nul e t permet de construj re le tablcn.u- simpl exe de 
dépri.rt : 
(' ' ) Le 1r oblème des so luti ons mul ti ple s sera nbordé do.ns la 
su j te . 
- z 0 0 : 
x.., 
', 0 1 CITl+11 1 ·, 
1 1 1 1 
x
1 
~-~ - -~ :- ----+-o __ --~-----+---
, · I 1 - 1 
C 
1 . 1 1 d iJ. 1 
• 1 
- - - __ J. _ _ __ _ _J ___ ,_ __ _j _ __ ___ T __ _ 
"bm o : l 1 : 1 
1 1 1 1 
Voici l ' algori thme . 
Soit un tableau-s i mp l exe . 
Sj c.N ~ 0 
n, l ors 
-. g' )' x = ( b est une solution de base minimale ; 
a l ors 
E ette solut ion es t u nique ; 
s i non 
~ è me des s o l u ti ons optimn.le s 
~ in du. progr a mme ; 
sinon 
mul t i pl es ; ( ' ) 
cho i sir C.s <. o , par exemple c5 = min { ëj} 
On dit qu e x 5 entre dans la bas e 
si P5 ~ o 
a lors pas de mi n :Lmurn fin i; 
sinon 
~1er min { bi /al~ } :: br / a r5 
jpour i i n di ce d ' u ne variab l e de bane tel (1 ue â- > D 1$ ) 
(') On y reviendra . 
C 
C 
On dit que xr .,ort c: e la base . 
Pivoter l e t ableau- simplexe avec a r s pour pivot ; 
On note ce pivotag e ( x 5 f xr .l,) . 
Retour ~u début . 
L ' a lgor i thme s ' arr@te après un nombre fini d 'i téra t ions si , 
h chacune d ' elles , il n'y upas dé gén6res c ence . Sinon , il se 
peut que l ' lgorithme cycle . nour ~vit er un cyclage ~ven t uel , 
il est t oujours possi ble d ' utiliser une m6thode , pcr exempl e 
l a métho d e lexicographi que ( ' ) . 
Dans l a suite , on su oposera toujours l ' util i sation d ' une 
méthode évitant l e cyclage . Ai nsi , à chaque itération-simplexe 
on obtient , si le problème admet un optimum finj, une solut i on 
èe b~se réalisable non encore ob t enue . 
Notations Lorsqu ' on se réfère à une itération- simp l exe , 
on note B, l a base de l aque l le on pa rt et ~ 
l a ba se à l aquelle on arrive . 
1. 5.2. Approche géomcitrigue ( ' ' ) . 
Soit un tableau- s i mplexe et une b ·LSe réali sable B. 
11 
La varj_été définie en ( 1 . 2 ) a pour équ:1t ion par amétrique , 
dans le repère cA.non iq ue (O ;ë1.,•··, ~ :(~)={b)+>.rn+1 (-P"'•1 )+ ··· +).n\P" ). X111 0 e1 e,,.m Posons : 
~ le point de coordonnées , dans le re pbre canonique , (~\ Q) ', 
ë~ , le vec t eur de composan tes , dans l a base canonique , 
(ai1.•·· •din.)' ( i."-1, ... J,n) > 
ëm+i' le v e c t eur de composan te s , dans la bas e ca nonique , 
- 1 )' ( - P. 1 o .. . 1 . . . o ( i.. " 1. , . . . 1 n- ""- ) . ~ ~---~ (ë..,, •• • ,ê"") forme une base de l ' c?space v ec tori el engendrant une 
varié t é orthugonale a V, 
(ë'"H, ... ,ë n,) une base de l ' espace vectoriel engendr ant V , 
et donc (~;~, . . . , ê n) peut être .o sitl6ré cowmc nouveau repère . 
( ") Elle i llu s tre l' approche èJ.l?;nbrique t l,t complè t e notam-
ment en po sant le pr obl~ nw des frnlt,Uonr~ quas i - optima leso 
( ' ) Voir [2] p .I IJ .1 9 à IIJ.24; r6::.rnm6 en 1.6. 
La mat ri ce de changement de base es t 
s " [ :>!·?] 
e t les coordonnées d ' un po int dans cos deux repères ( s oi t i 
dans l'ancien e t x dans le nouveau re père ) sont re l i ées par 
l a relatjon suivante 
X= (b 1 IQ 1 ) ' + s X 
Le PLS s ' expr ime fRcileme nt dans ce nouveau repère 
le~ contrain t es sont 
X = 0 e -· (équa tion de v) 
-
X tn +t 
{é quivalent de x ~Q) 
( en particu lier x N ~ o ) 
:ta::.~::ay: (::~::;i(~) (:: J 
( or x = Q) e, 
= c6 b + ( cN - c 6 É
1 N) x N 
= 11 b + ëN x N ( 1 • J ) 
( -1..2. ) 
~ es t un point ex t réma l du tronç on X puisqu 'il l u i corres-
pond une base réali sable e t vu lr:i. forme de ë rrH-i. qui a 
n-m- 1 compos ante s nulles , P0 + Xtn+ L e m+i. est un e arê t e 
du tronçon X. 
On a aussi c . ë s = c5 - c8 ~ = c\, et donc, vu la signific a-
tj on de c , ~ Gar act érise l u possibilité de décroissance de la 
fonct ion économique en se déplaçant le long de l ' a rête ~0 + ~ ~s, 
arête qu ' on appe llera a rêtes . La re lati on (1. J) confirme ce 
fait (c ' est à dire ë~ :;:, o ( re.s pec ti ve,nent < , = ) implj que qu e 
lu fonctjon ~conomique croit (resp ec tivement décro î t , res te 
constante ) en se déplaçan t le long de l ' arêt e s . 
La rc lat j on ( 1 • 2 ) permet de di1·e dans quelle mesure x 
peut v ri e r . 
Par t an t de lh , l ' id ée de l ' algori t hme du simp lex e es t l a 
suj_vnnte : 
se t r ouvan t en un point extrémal , es s ay e r d E.' se déplac er 
l e long d ' une a rête jusqu ' à un point extrémal a djacent a vec 
l 'e 0 ooir de faire dé rojLre la forict j on économique . 
Plus précisément, 
étant e n un point extréma l ( a l gébriquement , on a un t a bleau -
s imp l exe e t une so lution d e base ré a li sable ) , 
s i -CN ~ 0 
a l ors 
le d é placeme n t l e long d ' une a rête quelconque n ' entraine 
pas une d iminut i on de l a v a leur de l a fonc t ion écon omiqu e et 
donc lE:: po int ext r éma l coura n t es t un poi.n t mj_nirnum ; 
S l ÏN > 0 
alors 
~ lest évi d e mmen t uni que ; 
sjnon 
probl~ rne de s solutions op t inales multi ples ; 
ce qui sui t n ' est pas u n algori thme mais seu lement que l -
que s remarques : 
s i es > composante de ëN , = O 
al o r 5 
(1 .3) montre que l e déplacement le long de l ' a rête s ne 
modifie pas l a valeur d la fonction économique; 
si. tous l e s a L~ ~ o, 
al ors 
(1 . 2) est vérifié pour tout x ; 
L,.. peut donc se déplace r l e long de l' a rête ~ 
jusqu ' à l'in fini ; 
on es t en pré sen ce d ' un probl~me de solut ions op t i-
mal es rnul tiples non .bornées ; 
s ino n 
(1 . 2 ) montre qu ' on n e pourra se d épl ncer s ur l ' a rête 
s jusqu ' ~ l'infini e t donc , 
( 3tance nulle dans l e cas 
qu ' ~ une dis t unce finie 
d ' une dé g énérescence ), 
on rencontreru un po int extrémal ; plus précisément 
1 (1 . 2 ) montre qu ' on devr a prend r e x 5 = mi n l EL /âL5 ! 
l_p our i tel que ais > o ; 
U:::?=s=;:i=n=o=n== 
chois :i r c s < o , par ex e mp 1 e ë 5 = mt n { ë j J 
le dépla cement le long de l ' a rête s entra îne une dé cro :ï_ s -
s ance s tricte de l u fonctjon éc on omi que ; 
si tous les a i.s f o , 
Remarque 
a lors 
(1.2 ) es t véri fié pour t out x ; on peut donc se dé -
p lacer l e long de l'arêt e s jusqu ' à l ' infini ; 
il n ' y a donc paa de minimu m fi ni ; 
sortir du progr amm e ; 
s inon 
( 1 . 2 ) montre qu ' on ne pourra ~e déplacer sur l' 
a rê t es j usqu'à l'infini e t donc , qu 'à une dis t ance 
fin i e (di stanc e null e dans l e cas d ' u n e dégénéres-
cence) , on rencontrera un point extrémal; plus 
précisément , (1 . 2 ) montr e qu 'on d evra prend re 
x 5 = min { bL/~~d p ou r i tel nu e â i.s )- o; 
écrire l e problème dans l e nouve au repère , ce qui 
revient à pivoter le tab l eau - simp l exe a v e c a 
pour pivot ; ( ' ) 
retou r a u dé but. 
sans calcul , ( 1. J) montr e qu e z décro ît de Jë~ br/ârsl 
(= 0 .s i dégé n érescenc e ) et ( 1. 2) montre que i\ 
le nouv eau poin t extrémal a pour composantes , dans 
le re ) ère c a no ni que : 
( ' ) Il s ' agit d'expr imer l a mn.trice de changement de repère 
( o ; e 1 , ••• , e n ) - ( P0 ; ë ,1. , • • :. , ~ n ) puis de 1 à , la matri ce de chang~;ment d e repe re ( P0 ; e., , .. . , ë"' ) - + ( ~; ë-1 ' •• • ' en ) • 





1 • 6 . 1îé t b ode l exie ographi que . ( ' ) 
Ce tt e mRthod e ordonn e l es bases réalis at) 1(?S ù ' un PLS 
c onforméme n t à u n ordr e s tri ct d i t lexicographi qu e . 
On dit que : 
- u n v e ct eur v es t l exic ographi quement pos i ti f , e t on écrit 
v > Q , si v • o et s i s a première composan t e n on nu l l e 
es t positiv e ; 
- u n vec t eur v es t l e x i cogr aphi qu ement s u péri eur a un v ec t eur 
W Si V - W • 0 • 
La mé t hod e l exi c ograp h i qu e es t id en t ique a l' a l g orithme 
du simp l exe à ceci près qu e : 
- dans l e t ab leau i n it i a l , r an g er l c~s colonnes d e t el l e faç on 
que toutes les li gn e s , s auf 6v entuel lemen t c e l le correspon-
d n t à l a f on ct i on é c onomi qu e , con s t itu ent d e s ve c t eu rs 
lexicographi qu e ment po s i t ifs ; 
- le cri t è r e de s or t ie e s t r emplacé par l e sui v ant : s é t ant 
l 'indic e de l a v a r i a ble entra nt dans l ' ensembl e d es varia-
bles de ba se , sé l e cti onne r pour v a r i a bl e sort an t e , ce l le dont 
1 ' i nd i ce r c orre spond au v ecteur qui, par mi le s ve c·teurs 
c t i. ; â d , a i.1. ; ac:,~ , ••• , ai..., ; âi.~ ) , 
i 1:: {1, ... >ml, 
avec a . ;>O , 
LS 
est lexi cogr aphiquement inféri eur a t ou s les autres . 
On peut mont r e r qu e l a ligne c orr espondan t à l a foncti on 
économi qu e c r oit l exi cogr aphiquemen t à chaqu e i t érat i on , 
ce qui assur e l e n on - c yclage . 
( ' ) Pour plus de dét a ils , v o i r [2] p . III .1 9 à I II . 24 . 
CHAPITRE II SOLGTJONS OPTH~AL :; s IV!UL'rJPLES ET 
QUASI - OVTBnfù, E~; D'UN PLS . 
=== ===========================-====------ ------
2 .1. Posj t jon du problème . 
Au para8raphe 1 • 5., on a vu qu'à l ' issue c1 e l ' algori thme 
du simplexe se pos e le problème d s solutions optimales mul-
Ljples lor squ ' il exis t e a u moi n s un coat rela tif as soc ié à 
une v ari able hors base qu i est nul . L ' approche géomé trique 
(1 . 5 . 2J par exemple, mon t re c l a iremen t qu ' une itérati on- simple-
xe avec in t luction dans l a base d ' une te lle v a ri ab le fournit 
une nouvell e solution optimale (bornée ou non ) .(') 
On ne peut pour"vant pas détermin e r d' avance l e nombre d e 
solutjons multiples auxquelles on peut ainsi pnrvenir par une 
poursui te arbitrai re de l ' a l gori t hme du simplexe . Aussi v a-t-
on essayer de pr ésent e r des méthode 0 d ' explor a tion sys t émat i -
que .. 
On posera t out e fois ce problème dans un c a dre plus géné-
r 1 , celui des soluti on s qunsi - optjmnles , c ' es t - h - dire d e 
solutjons pour lesquel l es l n v ~leur de l a fonc ti on économique 
ne diffè re de l a valeur optimale que d 'une " petite " quan t i té k . 
Ce problème est in t éressan t d ' un po int de vue t héori que 
et a ussi pratique . 
Les domaines théor i ques l es pJ.us affectés son t : 
- la th é orie des jeux à deux personnes e t à somme nul l e où il 
exis t e très souvent no n pas une seule 0 tra t égi e optima l e 
mais plusieurs [ .3 J 
(') Rapp el : on a une nouvel l e solution opti male , mais c e lle-ci 
ne correspond pas nécessairement à un point ex tréma l non 
encore obtenu(" déplacement nul " si déeénérescenc e ) . 
De plu , cette solution peut correspondre à u n po i nt à l ' 
jnfini (on parle alors de s o luti o n non bornée ) . 
- le ' 'c_-'oal pror.;r a rmning", doma i ne nouve au de la PL [ 1t] 
c nr act~ri sé par l a recherche t e solutjons qui doi v en t ~t re 
les plus compati bles poss ibl e uv ec un sys t~me d e contraintes 
( g oals) ; 
- l a régres s ion ord ina le de type qunn ti tatj i' et / ou qua li t a t jf 
[ 5 J , où le cod a ge des varj ubles que l ' on c Le rche à 
ajuster es t l o in d ' êt re unique r · 
- l a théor i e de s graphes ( l e p roblème de transpor t par exemple ), 
bien que bort nombre de ces prob16mes se formaljsent en ter-
mes de prori:r a mm es l j n6 a ires en nombres en t j ers ; 
D ' u n poin t de vue prati que , on sait ce qu ' il en es t , 
lors de modélisa t ions de problèmes r éel s , de l a v alidit é des 
contraintes e t de l a f onc tion 6conomique : l e choix des con-
traintes , l ' es tima ti on des coeffi c i e nt s d ' un PL c omporten t 
ne trop g r a nde part d ' a rbitra ire po r qu ' on ne s ' a tt a che qu' 
~ l a d ~t errni n a t ion d ' une solut ion op t imale . 
2 . 2 . D6finition du prob lème . 
Soit l e PLS 
min z = c x 
s . c 
1 A X = b 
l X ~ 0 
p our l e quel on suppose avoir d~tcrmin~ une solu t ion optima l e 
x
0 pou r laquell e c x0 = z ~ 
Le problème d es solutions quasi - optimales(') cons ist e à déter-
mine r toutes ( ' ') les solutions du sys t ème suivant 
l~~ ~~o+k X ~ 0 (k: cons t a nce ~ o ) (notons X ' l'ensem-bl e de E nassocié ). 
( ' ) On dir aussi so l utions k - opti rn:ües . 
(' ' ) Cert a jnes métho : es n e dé t e rmi n en t qu e c rtaine s solut ions 
(on y reviendra ). 
Lu r ec herche de toutes l es solutions optjrn:lles se pré-
sente comme un cas po.rtic1Jlj e r de ce problème en prenant k=o . 
D' un poin t de vue gé om:tri que , puisque X' est un monvexe 
ferrné , il s ' agira de déter miner : 
- si X' est bor né , t ous l es points extrémaux ; l'ensemble 
recherché es t alors l'enveloppe convexe de ces poin t s . 
- si. X' n ' est pns borné , X' efJ t l e, tronçon X tronqué non 
borné ; il s ' ag i r ait de d~termjner l es points ex t rémaux 
et l a direc ti on des arê t es s ' é tendant à l ' inf j_ni. 
CHAPITRE III : LA METHODE DU SI~PLEXE IRVERSE . 
===== = -------------------- ---------------- -= 
J .1. It é r a tion-simplexe invers e . 
Géométriquement , il es t é vident que toute i t é r a t ion-
simplexe (x 5 1 xrl) possè de une it érati on- simp l exe i n v erse 
(xr t x5 l) qui resti t ue l e t ableau-simplexe existant a vant l'i té-
r ati on (xst \J): il s ' agit tout simplement d ' eff ectu er le chan-
gemen t de r epère inverse , ou de se déplacer dan s l e sens in-
verse sur l ' a r~te qu ' on vient de parcourir ( remarque : dépla -
cemen t nul compris ). 
Précisons algébriquement cett e :1pproche. 
Soi t une itéra ti on- simp l exe (X 5 î xr~) 
Essayons de réaliser u n piv o t age inversant l e r6le de l a 
variable qui entre dans l o. base uv ec ce l ui de cel l e qui en 
sor t . Ess ayons donc d ' introduire dans l a base la va riable x r· 
Puis que le coût relatif a ssoci é a u pivotage ( x s t x r L ) , ë r ::: 
- ê.5 /âr~ est strie t ement po s iti f , ce pivotage fer a donc croître 
l a valeur d e l a fonction économi qu e . 
Pour resp ecter les contrainte s et obtenir une autre solu-
bon r éali sable , l a re l ation (1.2) ( par exemple) , é crite dans 
N 
l a base B mon tre qu e la variable qui sortir a de la base ser a 
C e 11 e as s OC i é e à 1 ' in d i C e ;j ré al i s a n t min l b i. / a L r } a Ve C i ' 
~ /V indice d ' une va ri ab l e de l a base B t e ll e que a i.,.> o . 
On 
t .') / a s r 
et pour 
a : 
= ( br/ Brs) / ( 1 / ârs) == br 
,-, IV 
i -::j: s a vec x ~ va riabl e de B e t au, > o . 
( on a donc aussi a o ) 
On p eut d onc effec tu e r l e pjvotage i verse (xrh )~ qui , 
bien sûr ( ' ) r e s titue le t ab l eau- simplexe. 
(') Géomé triquement , évi dent ; alg~briquement, f aJr e le pi vo -
tage . 
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J.2 . Idée de l a mé tho de du simplexe inverse . 
Part ant de la si gnification géomé trique d ' une itérati on-
simplexe i nv ers e , l ' ülée de ce tte méthode est l a suj vante : 
s e t rouvant en un point extréma l mjni rrmm, on v n essayer de 
parcourir des arê t es dans le sens contraire d 'une minimisati on 
jusqu ' \ d ' autres po ints e.xtré,maux ''pns tro p écartés " (') . On 
r e r a de même i\ partir d.e c b o.q u e puin L obtenu . On ranL_; era ces 
poj nts par ordr e croi s s a nt de l a valeur de la fonc U on économi-
qu e as sociée . 
Al9orlthmi quement, cette méthode apparaît comme une mé tho de 
arborescenc e qui consist e à rechercher des solutions de base 
quas i - op tim3.les en les r angean t selon l es va.leurs croi ssan t es 
de z . 
Elle cherche donc à effectuer des pivotage s invers es 
appr opr i é s en al lant progressiv ement d z0 à z 0 + k . 
Pour ne pas s ' éloigner de plus de k de z~ i l convien t d ' 
introdu ire une contraint e supplément a ire : 
c x ~ z 0 + k 
ou polir se placer dans l es c onclj ti ons d ' nppli cu t ion de 1 ' a l go -
r i thmc du simplexe de défi nj r auss i une varj abl e d ' écart , y 
c x +y= z 0 + k 
y ~ 0 
( remarque : en f ait o ~y~ k , y = k correspond ?i une solution 
optimale l·u PLS de départ , 
y - o c: orrespond aux solution C, 
les plus écr .rt6es ) . 
( ' ) On appe l ler a H, l'hyperplan d ' équation c x = z 0 
et H~ l ' hyperpl a n d ' équntion c x = z 0 + k . 
On : ira d ' un point extrémal qu ' il n'e s t "pas trop écarté " 
s ' il est r.,j t u é entre H et H'. 
Jo 
On doi t donc co mp l 6t er l e t ab l eau- s i mp lexe optima l par 
un e li gn e corresp ondant à l ' a djonc t ion de 1 ~ nouvel l e con t r a in-




Pl u s pr éciséme n t 
s i B es t une base op ti ma l e , 
(-;-Jf) e s t un e ba s e optimal e du PLS comp l é t é 
don t l a so l u t ion de base op ti mrü e as ~rnc j_ée es t 
t - 1 ( X I X I Y) = ( b I , Q' 1 k ) : e, > N > 
e t dans cette base , l a con t r a in t e su ppl ément aire 
ce x e. + cN xN + y = z 0 + k 
s ' écrit 
c r, ( b - É1 N x ,. ) + cti x ,., + y = cB b + k 
( CN - Ce, B"1 N ) X N + y = k 
ëN X~~ + y = k 
et l e t a bl eau- s i mp l exe de vi 8n t 
X -1. . . . x ... X m• 1• • • X11 Y 
.... zO 0 . . . 0 ëll\ • t • •• ë.,:o 
b• 1 0 ' o 1 
. . . . 1 • 
. . . . a -• 1 • LJ 1 
. . . . 1 • b o 1 
_____ _J ~ _ .__:Jll,._ 
~--------k 0 0 ê..,., . • • C.n1 1 
Au p '>.r agr a:phe J . J . , on t r avai J 1r.r a sur 1e PLS co mplé t é 
don t l e t a bl e au est pré sent ~ c i - fes sus . On r e bap ti s era l e s '5 
(resp . fi ) ~ui dé s i gn eront donc auss i bien E (resp . ~ ) re l a t ifs 
aux x ou k ( resp . ë ) re l a t i f à y . On poser a y : xn• 1 e t on par le-
r a de s ol u t ions de b aue e t de pointu ex tr émuux r e l u tifs au 
PLS como l ci t é ( s auf men t i on du c ontrai re ) . Logi qu ement i l n ' y 
a aucune r a ison de dis t inguer l e s po i n ts ext rP-maux compris 
s tri ct ement (: n tr e H et H' e t ceux a ppar t enanL ù E ' e t de l à , 
de f o.i re j ouer à y un au tre rôle q1J ' .J.ux x ( ' ) . 
( ' ) Dan s l ' a rt ic l e ~ , on dis tj ngue y des au t res variables 
x , ce qu i amè n e defs c ompl i cati orni e t des oublia (mi nimums 
pouvant ne pa s exi s t er , pr ob l ème de s dou ble s non c orrect e-
me n t t r A.i t és ) . 
) 
Il 
J .J . Ln mP t hode du simplexe inverse . 
J . J . 1 . Not a tions . 
ëj a j b j sont les Cs J a r<, b .. rela tifs nu t abl e au - s imp l exe 
S ' 1"5 ' r ., ' 
com9lété numér o j. 
Bj est ln bas e r éaljsable relativ e au point ex trémal~-





un tableau- simplexe op t i mal 
un réel k ~ o 
ëN > o 
SOL, l a l i ste de tou tes les so l u t ions de base 
(donc finies) k - opti.male .s. 
J . J .3. Remarques . 
1 . La candi Jn d ' applicabi l it é est donc 
0 le PLS a une solution op t ima le unique f i nie x . 
2. Vu l n condi ti on d ' a pplicabilité , ce tte méthode n e peu t 
servir à dé t e r mi ner t out es l es solutions op tima les éven tu-
e lles d ' un PLS . 
J . Si malgré tou t, on l ' ap_'.)l i que à un PLS ayan t des soluti.ons 
op tüna les mul ti p l es , on n'obti endra qu ' un ce r t ain nombre de 
solu tions qu a si - opt i mal es , celles qu ' on peut a t t eindre à 
partir de l a solut j on optim~tle consj_déré e en faisant des 
itérati ons-simplexe inverses augmentant strictement l a fonc -
tion économique( ' ) . 
(') Comm~ on le v er r a l ors de l a prP s ent a ti on de l ' a l gorithme . 
J . J .4. Définitjon d e s v nrinbl cs . 
k j v a leur de y pour l e t ableau- s imp l exe numéro J 
( o < k j ~ k ). 
kLs v a leu r de y , s i à partir de Pl , on se d é p l a ce sur 
l ' a rête s jusqu ' au point extrémal ad j acent. 
K liste (') des k Ls courants 
L: i n dic e d ' un poin t ex tré ma l d éjù. vj_si té . 
s: indi c e d 'une v a riable telle qu e c 5 > o e t l ' arête s 
correspondante issue de P l non encore parc ourue. 
J. p numéro de t a bleau- simplexe . J 
On v eut que les tableaux c orresponde nt a des po i nts ex tré -
maux différents. 
r ans l e cas o~ l'on néglige l n dé g énére scence , il es t 
facile d 'ordonner les t nbleaux-simplexe 
s oit l e t ableau n° o : :;a1Jl eau op t imum, so lution. op timale 
0 
~ e ba He B: (x 0 , k ), poi nt extrémal 
1?0 , Z = Z 0 ; 
étant donné l e t a bl eau n°j : solut ion de base réalisable 
B j :( x j , k), 
point extrémal Pj 1 z = z j 
( = z0 + kj ) ; 
On parlera du t ab l eau n° j + 1 soluti on de ba se réali -
sabl e BjH ( t- t) : (xj+•, k). 
j-t1 
po int extréma l Pj+1 ,z = z 
( = z O + ~H) ; 
J j+i 0 pour l equel z ~ z < z + k , (on ne numérote plus les 
tableaux pour le squels z = z 0 + k puisqu ' il n ' auront pas 
( ') Liste quelconqu~ a vec répéti t ions é ventuelles pour laquel-
l e on se permet d ' u til iser des no t a tj on s ensen blistes du 
genre " { a J U l .a } = { a , a } " . 
de ~uLvant (')). 
Si on ob ti e nt un po int dé j à obt enu , on n ' a p a s b eso i n d e 
r e ten i r le t ab l eau- simpl exe as s oc ié pui s qu ' i l e s t dé j à 
r e pri s dans les j premi er s ; 
ceci ne s erai t pa s vrai si l e po i n t ext r éma l dé j à ob t enu 
é t a i t dé g éné r é , car il se pourra i t qu ' il co r res p ond e à 
un e base différent e . 
Si on ve u t t e nir compt e d e l a dégéné rescenc e , l e probl ~me 
s e com;i l ique . 
Dans l ' algorithme du s i mp l exe , on r isqu a it l e cycla g e 
l or squ ' on a t t eignait u n point extrémal d é g énéré : l es 
j_t é r a t ion s - s i rnpl e xe pouvaien t f ourni r , t ou t e n re s t a n t au 
même po int , une bas e d éj ~ o b t enue . 
Ce ci peu t donc app~r a itre éga lement lors d ' it érat ions-
s i mp l ex e inv erse s . 
rt o.is dans l a méthode s i mp l exe inv erse , l e r i squ e es t doublé 
pui squ e non seuleme n t on peu t é t a nt e n u n p oint extrémal 
dégénéré r e tomber s ur un e bas e ob t enu e , mnis aussi a ttein-
dre un p oint extrémal dé g énéré à p 3.rtir d e p lusi eur s au -
t res poj_n t s . Qu e l ( s ) t a bl eau (x ) re t enir? 
Pour é ,~ te r l e premi e r g enre d e r i s ques , il suffit de p en-
s er à une mé tho d e lexicograph i que e t à n e re ten i r qu e l e 
dernier t a bl e a u- simp l e xe ob t enu . 
Na t urellemen t, pour évi ter l e s e c on d g e nre d e pro blèmes , 
l orsqu ' on a t t e i nt un point ex t r é ma l dé jà obtenu , on r e -
t i en t le t ableau- si mplexe pour lequel l a ligne de l a fonc -
t i on é conomi qu e est l e xico gr aphi qu ement mi nimal e ( e t non 
max i male c a r ë s > o ) • 
Ainsi , on évi t e l e cyc lage puis qu ' on l ' civi t e p our c h a que 
po in t de même v a l eur d e z e t qu ' on in t erdi t l :J. communi-
cat ion entr e points d e mê me v a l eur de z ( pns d 'i t éra t ion 
p our ë5 = o) . 
( ' ) Les s eu les it érations i n v e rs e s pos s i b le s son t ce l l es pour 
l e squel les ë~ = o; e lles don e r n i ent u n po int ex tréma l de 
E ' qu ' on ob tiendra de t ou t e f aç on par un e autre arête . 
SOI, liste des solutions quas i - optimales , dont les éléments 
· ont l n forme suivante : 
( num, z , { ( i 1 , x 1 ), • •• , (im +1 >Xtnt1)~) , 
o~ num es t le num~ro de l n solution , 
z l R va l eur d e 1 ·1. f one ti on économiciue et 
{ ( i 1 , x 1 ) , ••• , ( im -t 1 > Xm t 1 ) ! l ' en.,e rnble des indi-
ces des variables de bnse et val eurs corres pondan-
tes de ces va rj a bles . 
J . J . 5. Al gorithme a bs trait . 
C Initia l i sations 
~ise au point du t abl eau- simplexe comp l été ; 
C Ce t ableau doi t avoir t ou t es ses li gnes sauf ~ven tuellemen t 
C celle d e l a f onction économique lexicoeraphi quement posi tives. 
k 0 = k 
1( = cp ) 
j = 0 ; 
SOL = l (o , z~ ~ (i 1 , x 1 ) , ••• , C\n +1.' xm+1 )J )} 
p = 0 ; 
Cett e so lut jon e s t donn 0e pnr le t ~blerru optjmnl qu ' on 
numéro te O. 
f'jn de 1 ' 6 t npe O. 
C A partir du t a bleau- s i mJlexe p corres pondant au ( p+ 1 )~ point 
C extrém~ll , on dé termine l es arêt es i ssues de Pp selon lesque l-
C l e s on peut se déplac er en f aisant croitre l a fonction écono-
C mique e t on recherche de combien on doj t se dé placer ( dépas se-
C ment nu l COP""' ,,.is ) sur chacune d ' elle , pour at te i ndr e le sommet 
C adj ucent . 
Créer une brn.nche 11 ps " pour chaque vurio.ble x
5 
hors base 
pour laquelJe Ef > o ; 
~our c h a cun e d ' ell e , 
, . . 1/-P - P -P -r -r d e,rer mLner m i.ni.mum lex .Jc o {( ( a i.s> a t1 /a i: 5 , • •• , a i.n+1 /a.i.,) { . - p } s u r i J. : a i. s > o 
C Ce minimum es t toujours réal is é puisqu ' il existe t oujours un 
C :'i ~5 > o (n e fû t - ce ë: ) . 
C Supposons - le· réalisé pour i = r . 
C 
C Pour chaque point extrémal adjacent à PP , dé termine r l a 
C v a leur de y as s oc iée à ce p o i n t , c ' es t à d i re k ps 
C 
Si r = n + 1 ' 
alors 
C y sort d e l a base 
jk ps = 0 
Si_ r 'F n + 1 
a lors 
lkp~ = k p - -p -P -p Cs br:,/ a rs 
C 0 ~ kps < k 
K: 
.K U { kps } 
C On y dé termin e s i po s sible l a s o lution de z mi n i mum parmi l ' 
C ensemble des solutions accessibles . 
C 
Si K = tp 
alors 
il n ' y a plus d e sommet à visit er . 
a ller à l ' é t a pe J . 
:3 :i. K =f; <p 
alors 
C i l reste de s somme t s à visiter . On v u vi s it er c elui de z 














Ce l a cons i s te à dé t e r mine r l es i ndi ces 1 ( c or r e s pondant à un 
t a b l eau - s i mplexe ) et s (correspondan t à une vari a ble entra n t e 
rela tive à ce t a bleau) défin i s comme suit : 
soj t Pk (k = o , ... , j) un point ex t rémal d éj à obt enu e t Pks 
l e po int ex t r éma l adj a cent à Pk c orrespondan t à l 'introduct ion 
da n s l a ba se du t a bl ea u k d e l a va riabl e x
5 
i l s ' a gi t de d é terminer p a r mi les P ks , l e p oi n t PLs cor-
r es pondant à l a p l u s pe tit e va l eur de l a fon c t ion é conomiqu e . 
1 ma x K = k ls 
Si plus i e u r s k Ls 
que , p a r ex e mple 
On me t K à j our . 
r ~ a l is ent ma x K, c h o i x 
celui de l ,~ l e p l u s gr a n d . 
1 K = K \ { kls J 
d ' u n k Ls que lcon -
C Ayant dé t ermi né l e s indices 1 e t s d e P ls , on voudr a i t v oir 
C si -P l 5 a déjà é t é vi s it é e t s ' il ne l ' a pas é té , l e dé t er miner . 
C On p ourra it pens er à coœpar er l es bases , mai s il s e p ourrai t 
C qu ' on a tte i gne u n point ex trémal dégénéré corre s p on da nt à des 
C base s d i f fér ent es . 
C On doi t do nc calcu ler l es coor d onn ées de P l s 
- L _L 
= br: / a r. s ; 
- L ~ ~L . . . a 1 
= ~ - x 5 a ~ pou r 1 1nJ1 ce a un e variab l e de bas e ; 
X · = o pour i indi ce d ' un e vari ab le h ors bas e; l. 
C Regurdons si c e po int a dé j à été v i s ité . 
C Il suffi t de par courir I en co mme nç a n t pa r l a _ i n , l a l is t e SOL 
C e t d e comparer a v e c les so l u tions de z = z ls 
Si Pl non encore v i si t é 
- s 
alor s 
si P l 5 a pp arti en t à H' ( k ls = o) 
a lors 
ajout er cett e so l uti on à SOL ; 
r e tour à l ' é t a pe 2 ; 
Il e st i nut ile d e pour s u i vre l a r e che r che à par t i r de Pls . 
1 s inon 
Il es t n écessajre d ' effec t u e r l e pi v o t ag e p ou r pouv oir p our-
su ivr e l a r e cherc h e à p a r t i r de Pls 
.2. t 
' 
-L pivoter le table au 1 a vec a r.s pour pivot ; 
s 
numéro t er ce t a bleau numéro j + 1; 
a jouter cette solution a SOL ; 
k j +1 = k Ls . 
' j = j + 1 . 
' 
all e r ' l' é t ape 1 j a a v ec p = 
sinon 
C p b a dé j à é té obtenu ( p ls = Pq ) 
Si les ensembles des i ndices de base de ces points 
sont l es même s , 
a lots 
&at our à l'ét.ape 2.; 
~inon 
C On retient le t ab l eau correspondant à l a ligne économique 
C Lexico- minimal e . 
C On peu t 
- ls 
calcul de c 
mi n l exico l ë ls , ë9 j = c 
s i ë = ë Cf 
alors 
~ etour a l'étape 2 ; 
oublier Bl 
. - - ls Si c = C. 
alors 
1 _L pivoter e t ab l eau 1 a v ec a r.s pour pivo t; 
s 
t ab l eau simplexe 9 = tabl eau- simp l ex e l ; 
C 
K = K'-(~ikqi1); 
aller à l' ét ape 1 a vec p 
C On a t outes l e s solutions k opt ima l es . 
C 
Imprimer SOL . 
C 






En gén~ral, on ne soul è v e pns le probl~me du cy .l aee . 
L ' algorithme se s i mplifie . 
- p - f 
l ' é t ape 1 , on rem ol ac e "min lexic o .. • " par "mj_n { b~ /ai..s J ". 
A 1 ' ntape 2 , on suppr j me ln. fin à p:J.r t ir de "Si Pl5dé j à obtenu " . 
J . 3 . 6 . Exempl e . 
Cons i dérons l e PLS . 
min z = - 3 x1 - 4 x2 - 5 X 3 6 X4 
S . C . ) x 1 + x 2 + X3 + X4 + X5 = 18 2 XJ + 3 X4 + x6 = 6 ( x . ~ 0 ( i = 1 ' ••• ' 6 ) l 
L ' al,r~orj t hme du i mplexe fournit l es t a hleaux suivant s 
1 X -1 1 X ~ 1 X :11; 1 X ~ 1 X 5 1 X t. 
=~-- ____ 9 ___ - 3 __ ~_- 4 __ ~_- 5 __ ~_=§ __ ~ __ 0 __ ~_2 __ 








- z 76 
---- -------
X 2 16 
2 
0 0 2 ' 3 ' 0 ! 1 
_- 3 __ ~_-4 __ ~_:2 __ ~ __ o __ ~ __ o __ ~-~- -
__ 2 __ ~ __ 2 __ !_1/J _! __ o __ I __ 2 __ I: !(~_ 
0 ' 0 1 2/ 3 ' 1 ! 0 ' 1 / 3 
__ 2 __ ~ __ 0 __ !_1/3_! __ 0 __ ~ __ 4 __ !_2/J 
__ 2 __ ~ __ 2 __ ,_1/J _ ! __ o __ ~ __ l __ !-1/3 
0 0 ' 2/ 3 ' 1 0 1 1 /J 
Le dcrnie::r. t'.3.b l eau donne la solutjon opt i male uniqu e 
(0 , 16 , 0, 2 , 0 , 0 ) ' de z = - 76 . 
La précondition de l ' algor j thmc de la mé thode du simplexe 
i nvers e est vérifiée e t on peut rP-:.,oudre , pnr cette méthode 
e t pour k = 20 par exemple , l e problème ces so]u tions quas i 
-optün.ales. 
Le t ableau optimal complété es t l e) suivant : 
1 ! X 1 ! X 2. ! X 3 ! X 4 ! X S ! X 6 ! V=X 7 ! 
----------------------------------------------------~-----
=-~ __ __ __ 76 __ ___ .:i_ _____ o __ !_1/J_ ! __ o _____ 4 __ !_ 2/J _! __ o ____ _ 
__ x 2_! ___ _:1_§ __ ___ _:1_ _____ 2 __ !_1/J_ ! __ o _____ } __ !-1/J_ ! __ o ____ _ 
__ x ~_! ____ _? _____ o _____ o __ ! _ _? LJ_! __ 2 _____ o __ ! _ _:1_L]_ ! __ o ____ _ 
Y- ' 1 . 20 ! . 1 O ! 1/J ! o 4 ! 2/ J ! 1 
======--======== ==== ==------==--=====-==---- - --- --------=-~ 
j = 0 ; 
k = 20 
0 
K = r/J 
SOL = f ( o , - 76 , l ( 2, 16 ), ( 4, 2) , ( 7) 2 O ) ) ) J ) 
~l ler à l ' étape 1 avec p = o ; 
~.:E~.e~ _.:i_. 
"01" pivot -o k01 = a21; 4 = ; 
"OJ " pivot = -o a4J; kO J = 19 
"05 " pivot -o k05 0 = a 75 = 
" 06" : pivot 
-o 
k06 16 = a46 = ; 
K = l k 1 ' kOJ , k05 ' ko6 } 
~!§.e~_.?.:. 
K * q> 
max K = kOJ = 19 . 
' 
K = l k0 1 k k06 } 5 ' ) 
' 
POJ (0 ,15 , J, 0 , o , 0) 
FOJ non encore v isi t é ZOJ ::p 
0 
car z 
P0 3 n ' ap p artient pas à H' car k 0 3 f 0 
-o Pivoter le tableau o avec a 43 pour pivot 
Tableau 1. 
1 ! X -1 ! X 2 ! .X ..3 ! X 4 ! X 5 ! X ' ! '/=X ! 
- - -- - - - - - -- - ------- - - - - -- - --- - - -- - -- - - - - - - - - -- - - -- -- -- - _1- .. . 
- z 75 1 0 o !-1/2 ! 4 ! 1/2 ! o 
__ x 2 _____ 1 5 _____ } __ ___ ! _____ Q __ !- 1/ 2_! __ ! __ !-1/2_ ! __ o ___ _ 
__ x 3_! ____ J _____ o _____ o _____ l __ !_ J/2 ___ __ o __ !_1/ 2 ! __ o ___ _ 
y=x f ! 19 1 0 o !-1/ 2 4 ! 1/ 2 ! 1 
SOL = SOI, U { ( 1 , - 75 , l ( 2 , 1 5) , ( J , J ) , ( 7) 1 9 ) } ) } j 
k 1 = 1 9 
j = 1 
uller · à l'~tnpe 1 a vec p = 1 
Etan e 1 . 
-------
- -1 
" 11 " pivot = a2 1 k 11 = 4 
-" 
"15 " pivot = a 75 k15 = 0 
"16 " pivo t = 
- -1 
a 36 k16 =- 16 j 
K = { k01, k05 
' 
k 06 } k11) k15} k16 } 
Et a ne 2. ___ ..._ __ _ 
K 
* 1 
ma x K = k06 = k16 = 16 
k16 choisi 






k15 } ; 
P16 a pour coordonnées (0,1 8 , o , o, o , 6 ) 
P . . , 16 .J. 1 16 non encore v isJ t e c a r z , z 
P 1 6 n ' appartient pas à H ' c nr k 1 6 =t= 0 
_ ,t 
pivo t ag e du t ab leau 1 av ec a 36 pour pivot 
Tableau 2. 
_ _ ________ 1 __ ! __ x -1_ ! __ x i_! __ x 3_ ! __ x 4_ ! __ x s_! __ X6 !_J=Xi _! 
- z 72 1 0 ! - 1 ! - 2 ! 4 ! 0 ! 0 ! 
--------------------------------------------------------
--~J_ ! ___ ~~-----2-----~-----~--! _____ ! __ 1 _____ 0 _____ 0 __ ! 
--~3_l ____ § _____ o ______ o _ ___ __ ? ____ _ J _____ o _____ ! _____ o __ _ 
y =x 1 ! 1 6 1 o ! -1 ! - 2 4 o 1 
------- ------------=---- - ---= -===-= =--======-=-=== ====-= 
SOL = SOL U l (2, -72 , { ( 2 , 1f.3) , ( 6 , 6) 1 ( 7/ 16) J) J j 
k2 = 16 
j = 2 ; 
retour à l ' é t a pe 1 a vec p = 2 
" 21" pivot = 
" 25" pivot = 
K = I ko1, ko,5' 
~~~2~_?• 






max K == k 06 = 1 6 
k21 = 0 
k25 = 0 . 
' 





K = i k01' k05 ' k 11' k1 5' k21 ' k25 J 
P06 a pour coordonn ées (0, 18 , 0 , 0 , 6) 
P06 déjà visi té 
B06 = B2 
retour à l ' é tape 2 
K =/= </> 
max K = k0 1 = k11 = 4 
k 11 cho i si 
K = { k0 1 ' k05 ' k15' k21 ' k25 J 
P 11 a pour coordonnées (15 , 0 , J, O, O, O) 
P1 1 non encore visité ; 
P11 n ' appart ient pa s à H' car k 11 t O ; 
-1 Pivot e r lf~ tableau 1 avec a 21 pour p ivot 
Tableau J . 
1 ! X -1 ! X 2. ! X 3 ! X Li ! X 5 ! X b ! V = X 1- ! 
---------------------------------------------------~-----
- z 60 0 ! -1 0 0 J 1 0 
---------------------------------------------------------
---~~-l __ 15 __ ___ 2 _____ l __ ___ Q __ !_- 1/ 2 ! __ l __ !_- 1/ 2 ! __ Q ___ _ 
- - - ~ 3_: ! ___ 3 _____ 9 ____ 2 _____ ! _ -- - ~l_l__!_ __ o_ __ __ 1J~_! __ o ___ _ 
)(, 4 O ! -1 . O O 3 . 1 . 0 
-=-=- - - - - --= = ========~..::.==== ==- =- = ==-= = ==--===-= =--=-= =- = =-=- -==-=--~ = = .=. ::: 
SOL= SOL U { ( J , - 6 0 , 
kJ = 4 ; 
1( 1,1 5 ),( J , J ) ) ( 7,~)_} ) j j 
j = 3 
a l l er a l ' é t a pe 1 a v e c p = J 
~! ~12~ _2• 
" 35 " pivo t -3 kJ 5 0 = a 75 = 
" J6 " p ivot -~ kJ6 0 = a 76 = 
K = i k0 1 k05 ' k 15 ' k21 ' k 25 ' kJ 5 ' k J 6 } 
' 
K =f:- <p . ; 
max K = k0 1 = 4 
K = { k05' k 15' k 21' k 25 ' kJ5 ' k J 6 1 
P01 non encore v i si t é ; 
P0 1 n ' apparti e n t p a s à H ' car k 0 1 * 0 ; 
-0 pivo t age du t a bl eau O av ec a 21 , pour pi v o t 
Tableau 4 . 
1 ! X -i ! X 2. ! X .3 ! X '1 ! X 5 ! X b ! V= X 7 ! 
---------------------------------------------------~-----
-=-~ _____ §Q _____ Q __ l_:2 _____ Q ___ __ Q _____ J ____ _ l __ ___ Q __ _ _ 
---~J_l __ ! § _____ 2 _____ l __ !_1/ J _ ! __ Q _____ 2 __ !_-1 /J ! __ Q ___ _ 
__ _ Xy_! ___ ~ __ ___ Q _____ Q __ !_ 2/ J_! _ _ } _ ___ _ Q __ !_ 1 / J_ ! _ _ Q __ _ _ 
4 ! 1 0 ! -1 0 0 J 1 1 
- _aij 1 
1 • 
SOL = SOL u l ( 4 ' - 60 ' l ( 1 '1 6) ' ( 4 ' 2 ) ) ( 7, Li) 1) J J 
k4 = 4; 
j = 4 
a ll e r à l ' é t a pe 1 avec p = 4 
" 45 " 




K t cp 




K= lkos, k15' k 21' k 35' k .3"' k ½s}; 
p 4 1:> a pour coordonnées ( 52./3 > o Jo 1 2/3.1 o) 4 ) ; 
T.' 46 n on encore visité ; 
P'-1'- a pparhe.nt à H' car- k 4 E> = o > 
SOL :. 50 L u {(5)-56) { ( -1 1 S2/3) J (4,2/ 3 
retour à L 'étdpe 2 
.) 
et c. • 
SO L f:inéll . 
nuvn z L1, b-1 L 2. 62. l _; b'J, 
0 - 1 fo 2 1 fi ~ 2. 7 1.o 
1 -75 2. 1s ?> -1 7 --19 
2. -72 2. 1 g (, 
' 
7 1(,, 
3 -60 1 1 S 3 ~ 1 4 
4• 
-bO 1 1 t> y 2. l 4 
5 - S{; 1 52/J 4 1/3 G 4 
6 -${, 2. 41 /4 3 3 5 19(4 
t - ,Çf, 1 -1 G:, 2. .2. 6 (;. 
8 -Sb 2. 1 '1 s 4 6 h 
9 -5b 1 44/3 4 2 5 '-t/3 
..-io -5"6 2. -11 y 2. ) 5 
--f,f 
-S"(, 1 '1 '•i 3 3 3 5 4/3 
.< n _j'_ A À "1 
" 
J j . 
J .J. 7. Cri tique d e l u m6thoJe . 
Av ant ages . 
La r ec rche des soluti on s qua s i- optima les se fai t au 
fur et~ mesure qu e z croit. Il est dès lor• facile d ' a rrêter 
l a recherche à n ' importe quel moment . 
Désavantages . 
La mé t hode ne répond pas exactement au pro blème posé 
- e lle n ' est app licabl e que s ' il exi s te une seu le solutjon 
op t imale e t par conséquent l a r echerche de solutions 
o ptimales mu ltiples n e peut être un cas p articulier de cette 
méthode ; 
- sj on l ' appliqu e~ des problèmes ayant plusjcurs solutions 
op timales , on n ' obtient qu 'un s ou s - ensemble de solutions 
qu as i-optimales , c ell e s qui sont accessibles pur it érat ions 
-
- s i mplexe inverses a v ec c
0 
> o . 
û 
La méthode exige le stocka ge en mémoire de nombreuses 
bases . Il est impens a ble de les garder toutes en mémo ire cen-
trale . De l à , le temps consacré aux entrées - sorties risque 
d 'être impor t ant et l a taill e des problèmes résolubl es ne 
peut être très grande . 
.% 1 
CHAPITRE IV : METHODES DE T,ADYIU NTIII: 
==== === ======-====-= - ==--- - --=- -- ==- -- = 
4 . 1 . ~uasi - op tima lit é et l abyri n the s . 
On peut rema rquer que l e problème du tra itement de 
s olu tions op tima les multiples se ramène à un cas pa rticulier 
du problème c l ass ique des l a byrinthes en théori e des 
graphe~. Il suffit de remarquer qu e t out ensembl e polyédri-
que convexe p eut être représenté pa r un graphe convexe (V .U), 
V étant l ' ens emble de ses sommets e t U l'ensemble des arcs 
de voisinage des sommets qui s ' explicitent par des pivotag es-
s imp l exe . Ainsi, deu x sommets s on t voisins s ' ils correspon-
den t à des bas es-simp lexe d i fférant d 'une s eul e va riable ; 
chaque a rc peu t donc être traversé dans les deux sens du f a it 
que chaque pi votage- s imp l exe est r ~versibl e . 
La rec herche de tous l es sommets de l ' hyperp olyèdre 
définissant le PLS quasi op timum se r a mè ne à l ' exploration 
de t ous l es sommets du graph e (V, U) d ont , n l ' exc e p t ion des 
a rcs de voi sin age , l a forme expli ci te n ' est pas connu e à pri-
ori . Tl s ' agit là p a r con séquent de l a recherche d 'up parcours 
da n s un l abyrinthe o~ les c a rrefours son t représen té s par le s 
sommets et les al l ées par les arcs de (V , U) . 
Pour formal iser u n peu c es i dé e s , nous d evons do nner 
quelques dé f ini tions 
- V ensemble des somme t s du gr aphe comp o s é des m-
up l es d ' entiers , indic es de bas e- s imp lexe , v = 
l i1. , • • • ' im J ; 
Deux sommets diffé r ents v 1 = { i 1 , ••• , im ~ et 
v 2= { k 1 , ••• , km ) sont à d i s t ance d ~ rn 
1 ' un de l ' autr e si. ces sommets di f fèren t p a r d 
composantes exacteme nt ; ces sommets s ont vo i s ins 
si d = 1 ; 
un a rc (v1 , v 2 ) appnrti en t à U si et seu lement s i v 1 
et v 2 s ont v oisins ( les somme t s voisins de vi fo r men t 
u n ensemble no t é r (v . ) ). 
l 
Le problè me de l n rec h erc h e de tous len sommets d ' un 
graphe (V, U) se formule maintenant différerr:rnent : trouver 
un c h emin qui passe par t ous l es sommets du graphe en ne gar-
dan t en mémoire qu ' un seul t a bleau- simp l exe pour générer les 
nouveaux somme t s . 
4 .2 . Un aperçu des mé t ho des de labyrjnthe [8] 
Au jourd ' hui , l e problème de l a recherche e x plic:ite des 
sommets d ' u n ensembl e polyédYi ue convexe prn E, en t e une bi bLi.o-
grapl:üe t rès ab ondan te . De plu s , ce d omai ne de recherche n' 
est pas démuni d ' app lic n tj ons ; en voici quelques - unes 
- vi s u al iser , à l ' aid e de mjcro-ordinntcurs , d es hyper-
po lyèdres à cinq dimensions ; 
- détecter les contraintes redondnn te 0 d ' un système d 'iné -
galit és linéaires ; 
Les méthodes d ' énumérab.on des sommets de polyèdre peu-
vent être di visées en deux c l ass es : 
- les mé thodes dites de pivotage , par exemp l e , celles 
de Balinski [ 6 J , Manas et lJedoma [? J ( ') , Mattheiss 
[ 8] , Oma r [ 10 J , . . . ; 
- les mé thodes géométri qu es ou sans pjvotuge- simplexe, 
par exemple , cell e de Chernikova [ 9] . 
Des études comp a r a t ives d e ces mé thodes ont fourni les 
résultats suivants ('') : 
( ' ) Nou s la déve lop _1er ons duns l ' l s i te . 
( ' ') nour plus de détail s , vo jr [ 8] p . 175 a 178 . 
3i 
taille maximum ( m x n) des problèmes rés olus par la 
méthode d e 
Balinski 20 X 8 
• Chernikova: 25 x 8 
Manas e t Nedoma 23 x 14 
. Mattheiss : 29 x 20 
pour une mémoire virtuelle de 512 k . 
- temps pour ré soudre un problème 
LYI ( t) 
6 
0 
ln ( temps en s ec ondes ) = b
0 
+ b 1 ln (nombre de sommets) 
• Balinski : b 0 = - 5,345 
b1 = 2 , 272 
. Cherni kova b 
0 = - 5 , 589 
b1 = 1,41 8 
. Manas e t Ned oma bo = - 5 , 046 
b 1 = 1,379. 
. l\~at thei ss ho = - 5,386 
b 1 = 1,146. 
M 
Ln ( #\Sov.,met5l) 
1. 5 9 1~ 
Dans la suite , nous pr6 sen t eron s une des m6thodes de 
pivot age , ce lle de Manas e t Nedoma , dont l' efficacité a é t é 
reconnue (voir ci-dessu s ). 
4 . J . r ..~é tho de de Man as et } cdomn . 
4 . J .1. Idée de l a méthode de Wana s e t Nedoma . 
En (4 .1 ), nous a vons montré que la r ec e rche des solutions 
qwlS i - opt i m8.l es peut s e formuler comme un prob lème clas s i que 
~e l a byrin t h e en t h éorie des gr aphes . 
Appelons G l e graphe (V , U) d~fini en (~ . 1). Il es t 
symé tri qu e e t s i mplement connexe . 
L' a l gor ithme de Man as et Nedoma permet de dé t c rm j n er 
un squ elette de G en n ' enreg i s trant en mémoir e qu ' u n seu l 
tableau- simplexe . 
Nature llement , on pense a des ulgori t hmos d ' exp lora tion 
en profondeur ou largeur d'abord , l esqu e l s n f cessi tent cepen -
dant une ges t ion d'ens e mb le s assez importan t e ou l ' emploi de 
l n récursivité , c ho ses dés agréables À. pro e.;r amme r en Fortran. 
L' a l g orithme de ~anas et Nedoma , assez s em b l a ble à un 
algorithme d ' explor ation en pr ofondeur se v eut d ' évit er l a 
récur s ivité e t d ' uti l iser de s stru c t ure s de do nnées .rel a tive-
ment simples . Pour atte indr e ce t objectif , il cons idère comme 
somme t s ac cessibles à p:1r t ir du so1n1,e t c ourunt , non seulement 
ses vo i s in s mais aussi les voisins de tout ~JOmme t dé j à vi si t é 
( ' ). Pour dimi nuer l e nombr e de retours et donc de p ivot ages , 
i l convienLlra d 'ordonner l'ensemble des somrr,e t s candidats en 
sous- ensembles de sommets à même distance du somme t courant 
e t de choisir comme s omme t à vis iter un som e t à dis t a nc e 
min i male . 
L ' o.lgori t hme p ar t du t ab l eau- s implexe op t imal e t cons -
truit it érative ment deu x ensembl es R et W co u tena nt respecti -
vement d ' une part l' ensembl e des somme t s déjh rencon t rés et , 
( ') Différence par rap por t aux a l gorith mes à re tour class i ques. 
ifo 
d ' autre p art , l ' ensemb l e des somme t s non rencontrés access i-
bles à par t ir d ' au moins un sornn1et de R par un s eu l pi v o t age-
simplexe . Il se t e r mine lorsqu e West vide à savo i r lorsqu ' i l 
ne res t e plus de s omme t s à atteindr e à p a rtir de R. 
Le n ombre d ' i t éra t ions est compr i s en t r e # V e t # V x 
m, l e type de p olyèdre 01'; l e nombr e d ' itérati ons serait * V 
exac t emen t ( c h emin h a mi ltonien dans le gr aph e ) n ' es t pas encore 
prescri t par l es t h éori c i en s . 
4.J. 2. L ' a l gorit hme a bst r a i t de Man as e t Ned oma . 
Pa r a l gorithme abstra it, nous e n t endons c oncev o i r un a l go-
rithme p ou v ant servir de base à toute concep tion c onc r è te . 
Les s t r u c t u r es de donné es sont dP.crites s ommairement 
a ins i que les ac t i on s c onsidérées comme é l émentai r e s . 
El le s restent i n c h a ngées quel que soi t le langage u ti l i -
sé dans l a suite . 
4.J . 2. 1. Sp é ci f ica ti on du problème . 
Ar gument s 
Rc~su l tat s 
u n PLS 
l e tabl eau optimal de ce PLS ( ëN 
un r éel k > O. 
~ 0) 
l i ste de tous les somme t s du p o l y èdr e as socié 
a u probl ème de re c h erc h e des s olutions k -
opt imal es (évent u e l lement l'ensembl e des 
p oi n ts ex trémaux ) ( ' ). 
Ce tt e mé thod e , contra ireme nt à l a mé t ho d e simplexe invers e 
perme t de dé t erminer toutes l es solut i ons opti.male s fi n ies . 
( ' ) - Deux somme t s diffé r ents peuv ent correspondre a un même 
po int extré[na l . 
Le cyclage e s t au tomatiqu emen t géré . 
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entier indiçant l es somme t s déjà visit és . 
j e s ommet vi s it é . 
cn" emble des s ommets voi sins d ' un s omme t v. 
ens emble des somme ts déjà vi s it és . 
ens emble de s s omme t s non enco r e vi si t és , a cc essi bl es 
à par tir d ' au moins un somme t de R par un seul pivo-
t age simplexe . 
4.) . 2. J . Algorithme abs t rai t . 
C Ini ti a lis a ti ons . 
Mis e à jour du t ableau s i mplexe complét?. . 
j = 1 
v 1 = s omme t optima l. 
R = ! v 1 J 
dé t erminer r cv1 ) 
W = r ( v1) 
C CO_IP~:.. 
t ant u e W ::f= q> r é p é t e r 
dé t erminer v. 1 appart enant à W e t à dis t ance J+ 
minimale de v .. 
J j = j + 1 
R = R U { vj j 
Dé t erminer r (vj) 
W = W U r (vj) R 
C Fi n de l a bouc le . 
C Facul t at if . 
Tri er R d' après l a valeur c'' e l a fonctj_on économiqu e . 
El iminer l es sommets correspondan t à un même point extrémal. 
C Fi n de l ' al&_orithme . 
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4 . 3 . 2 . 4 . Démonstration . 
Soi t G = (V, U) le r,r aph e représentan t l e po lyèdre . 
Vu l a connexité , il es t t oujours possible de trouver un 
chemin entre deux sommets CJUelconques . J, ' ac tj on " dé t e r miner 
vj+ 1 •.• " est p a r conséquent toujours réal jsable . 
A c h aque pas sage dans l a boucle , R et W repré9ent e nt bien 
r espectiv ement l ' ensemble des somme ts déjà visités et l ' e nsem-
ble des somme ts n on r encontrés accessibles à p artir d ' au moins 
un sommet de R par un seul pivotage simp l exe . 
I l e s t é vident qu ' après un nombre fini d ' i t érati ons , W 
sera vide e t d onc on sortira de 1 boucle . 
Il res t e à démontrer qu e W = 0 en t rai .ne R = V. Vu l a con-
nexité , l orsqu 'i l n ' y a plus de somme t s accessibles à p a r tir 
de R, on a visité t ous l e s somme ts e t R = V. 
4 . 3 . 2 . 5 . Remarque . 
L ' algori thme concret est pré ·en t é dans l ' annexe mai 0 
a v a nt il e st nécessaire d e par l er du log ic iel de programmation 
liné a ire , X M P, uti lisé pir l ' algori thme . 
CHADJTRE V LE LOC IC[EL Df. PROGRA~.'1\~/\.TJON 
LIIJEAJRE Xl\nD (') *" .L • .L • 
----------- - -------------------------=---
5. 1. ~emarques préliminajrec . 
Les deux méthodes présent ées n~cess itent bien ent endu 
l ' util is a t ion de l' a l gori thme du s i mp lexe pour l u résolu tion 
du PLS e t p a r l a suite , pour l a recherche des po ints extrémaux 
quas i - optim aux, l ' application d ' it~ra ti ons simplexe s pa rt i cu-
lière s (it érati ons simplexe inver s e). 
l e travai l pr oposé demandaj t, dans l a mesure du poss ibl e , 
d ' util i ser l e l ogici e l d e pro gramrnab on lirn-fo. ire LAlV:PS , pré -
sent sur le DEC - 20 de l ' i n s t i tut , comme outi l de base . 
Ce logiciel, de par s on as pect mo dulair e , offre de nom-
breuses possibilit és quant à l a r ésolu ti on de PL e t des effor t s 
ont été entrepris pour rendr e les i nterf~ces agréa bles . 
Cep endant , l'emp loi d ' un l ogic iel comme progr a mme u ti l i -
t aire présen te souvent des i nconv énients : 
- toute modularité , a ussi bonne e t bien s t ructurée s oit-elle , 
ne rend pas t ouj ours aisées cert a ines opérati ons par ticul iè-
res d 'un ni v eau plus bas que le de r ni.e r ni veau de déc oupe 
présent . 
P c1r ex emp l e , l e modul e principal d ' opt im jsatjon ( PRDtAL) 
effec tu e un gr a nd n ombre d ' i t éra tjon s simp lexe en chois is-
sant le pj vat adéqu a t mcüs i 1 n ' est pas poss ibl e de deman-
der de réalis er une seule itc5ratjon s=i.mplcxc avec u n élémen t 
donn~ pour pi vot . 
- une stru c tur e et une ge stion de donn6es eff i c ac es 
pour des problèmes courants peuven t nécessit~r des lourd es 
opérations lorsqu ' on emploie l e logiciel dans des s itua ti ons 
j n l1abi tue lles. 
( ' ) Documen t a ti on détajllée disponibl e au cen tre <le c a l cu l de 
l ' ins titu t . 
-~------- - -----------------------------------~ ¾' 
Il ne-? s ' a g it nullement de r epro ch e s n l ' 6gard de LAl~PS 
qui est en fait un log ici~ commer c j a l trè s bon pour des pro-
bl~mes coura nts mais ina dapté s à l n r e cherc h . a l gorithmique . 
Après plus ieurs t entatjves , nous c oncluons que LAMPS n e 
peut être util i sé e f ficace ment pour notr e genre de problèmes . 
P ensez seulement , p a r ex empl e , qu ' i l est i mpossibl e de 
r ~ali ~e r l e s deux op ér a ti on s su ivant es souven t pr és ent e s dans 
l es algori t hmes forcer un piv o t age parti cu 7 ier, lire B- 1 . 
On s ' e s t dès lors t ourner v er s X M P , u n logiciel de pr o-
g r a mmation linéaire plus orient é rech erche a l gorithmi que . 
5 . 2 . Ca ract é ris t iques r,én(~r a les du log j c.i e l XM:P . 
Le logiciel de programma ti on lin6aire X t,' P s e présente 
s ous l q forme d ' u n e librairie e t a pour but d e facili t e r l a 
recherche algorithmique . 
Il a é t é conçu c omme outil exp 6riment a l des tiné à un 
l a rge spectre de chercheurs et not a mment ~ ceux désireu x d ' 
utili s er l a méthode s i mplexe ou u n e p a rtie de ce lle-ci c omme 
s ous- progr a mme dans un a l gorithme p lus général. 
De là, il n' a nullement l'int ention d e riva liser a vec le s 
l oe;i c ie l s commerc i aux (tels MPSX / ~ .. ~IP d ' I Brn , LA~rPS , ••• ) e t 
il n ' est p a s auss i performant qu e ceux- ci po int d e vu e t a ille 
max i mu m des pr ob lèmes à ré soudre , temps d ' exé cution e t possi-
b i li t és d ' emploi of f ertes direc t e~ent . 
Voici préoentée s succintemen t ~nr o r dr e d ' impor t ance 
décroj s sant les princ ipa l es carac t 6rü,t i qnes . 
- Mani 're d e l ' employ er . 
La libra irie consis t e e n tièrement à des sous-progr a mmes 
F0:1TRAN qu i peuvent être ap pel ée s pr:i.r des progr g,mrnes uti li sa-
teur s . 
En pur ti culier, il es t possib l e d ' uc c~der a tous les 
r~sulta t s in t ermédi a ires . 
- Li sibilité . 
Le l ogi ciel est é crit en po,qTRAl'T e t non e;n l angage a ssem-
bl eur e t es t bien doc um enté s i bien qu ' il sojt po : sib l e de 
le comprendre e t de là, l e modifier ou d ' écri r e des al t erna -
ti v es . 
- Modularité et struc ture hi érarchique . 
Leurs a va n t ages sont bien c onnu s et l es programmes uti-
li sat eurs peuvent appe ler des routines de t ou t niveau . Il n'y 
a dès lors pas de v a ri a bles globales ; les a rgument s sont 
exp l ic ites et de l à trè s nombreux . 
- Modu les a bstrai t s de donn ées . 
Les mo du l es de donn ées (données du PLS e t i n v erse de la 
ba se ) son t visibles par les opci r a teurs définis sur eux . 
- Port a bilit é . 
Il est écrit en FORTRAN c l assi que e t t ourne s ur IBM , CDC, 
DEC . 
- Taille . des problèmes . 
On peut r ésoudr e des probJ ème3 cornpor t Hn t jusqu ' à 1. 500 
contrnintes . 
- L ' extensibilité et l a modifiabilit é sont aussi de s carac té-
risti ques a v a n t ageu s es de ce logic iel et d6 - oulent de ce qui 
pr écè de . 
La li br a irie XJ~ P con s j s t e en 38 sou s - prog r ammes auxquels 
s ' a j ou tent deux modul es donné e s pe r me tt a n t la ge sti on d es 
d onn ~e s ~u problème (XD ATA* ) e t de l ' i nverse d e l a ba s e ou 
p l us pr éc i s ément d e s f ac teurs tri angulai res Ll! d e l a ba se 
(LA0 5 * ) . 
Prog r amme utjlis a teur 
l 
X rt. P 
1 l 
XDATA i LA05 
J ! 
DATA B 
Il y a trois faço n s d 'utiliser X~ P . 
- Un pro g r a mme principal , écrit par nous , lit des données , 
g énère l a matric e du PL , appelle XJ\1P et pr end en charge 
l e s outputs de XMP . 
- Le progra mme XDEMO, écrit pour n ou s , s e cha r g e de tout. 
- Le progr am..'TI.e MPDEMO fait de même , l a seule dif f érence é t a nt 
l e fo r ma t des i n.puts (forme MPS-st a nda r d p our MPDEMO et 
forme propre à lui pour XDm rro) . 
Da ns ce tra v a il , nous n ous t i endr on s à l a philosophi e de 
XMP e t notre tâche consiste en f a i t à r a jout er un ou plusieurs 
modul e s de n i veau supérieur 
Progr amme ut jlisa t our 
t 
modules 
a jou té s 
i 
XMP 
e t n on à f aire un l og iciel int e r ac ti f de prog r a mmation liné-
a ire qua si- optimale . 
5 . J . Princip3.UX sous-p:r,o ;;rammes . 
Il y n six cat égori es de sou s - prog r ammes dan s la librai-
r ie DffP 
1 . Sous-programmes implémentant 1 ·1 logi que de la mé thode du 
s imp lex e ; 
2 . sous-programmes servant d'interfa ce entre l a méthode du 
simplexe e t les données du probl~me ; 
3. sous-programme s servant d 'in t erface ent re la mé thode du 
simp l exe e t l a r epr ésentat ion de l ' inv erse de l a bas e; 
4 . sous- programmes gér ant direc t ement les do nnées du problème ; 
5 . sous- pro grammes géran t directemen t la représentation de 
l ' inv erse de l a base ; 
6 . sous- programmes fou r ni s sant des services v a riés . 
Voici une d e scrip t ion r apide et par caté s orie des s ou s -
pro grammes que nous utilisons . 
1 . XBCOMP : calcule la valeur courante des vnriables de ba se 









détermine l a v a ri a bl e quittan t ln ba se lors d 'un 
pivotage simpl exe: prirrml . 
calcul e le produ it d 'un vecteur lign e par une 
colonne compactée de 1~ matri ce . 
réalise un pivotage simplexe primal. 
sous- programme du premi e r niveau ré a lisant la 
méthode du simp l exe . 
a jou t e une colonne a u PL . 
ajou t e des limites pour une variab l e . 
lit une colonne du PL . 
lit les limi t es d ' une v a ria ble . 
J . XBTRAJJ 
XFACT 
6. XS TOP 
ca l cule l ,i produit d ' un vecteur ligne par B- 1 . 
réfactorise la base courante . 
fournit un tra itement centraljsé de t outes les 
erreurs fa t a les et a rr~te le programme. 
5. 4. Vari ab les X M P . 
Nous décri rons r a pidement l es v a ri ables XMP que nous 
uti l isons ; pour plus de d é t a ils, voir dic t ionnaire de s v a ri a -












t a bleau conten~nt ~B. 
li s te des va riabl es de base ; BASIS(i)= j signifie 
que l a i e variable de base est j. 
t a b l eau des bornes inférieures des v ariab les de bas e . 
t a bleau d es bornes supérieures des variables de ba se . 
va leur uti l isée pour représen ter+ infini . 
1 toute vari able non libre a des bornes égales 
à O et+ i nfini; 
2 toute variabl e s tructurelle non libre a d e s 
bornes égales à O et BOUND ; 
J la limite inférieure de toute variable non 
l i bre es t O; 
4 l e s born es s ont générales . 
limi te sup érieure commune dan s le cas BNDTYP = 2. 
l is te des v ari a bles hors base susceptibles d 'y entrer. 
t able contenan t les coefficient s non nul s des colon-




















J iste contcnrrn t J (: S co0,ffid entf3 de 1 a ; one tj on 
objecti f pour c h aque co1onne de CMJD . 
t a b1e contenant les num6ros de ljene correspondant 
h un coeffici ent non nul d ' une colonne de CAND . 
liste conte nant le nombre de coefficients non 
nuls daœ: chaque colonne de CAND. 
co effici ent de l a fo nc tj on obj ec t j f . 
liste de s co effici ents non nul s rl ' un e colonne de 
la matrice . 
lis t e d f s numéros de li gne c orrespondant aux 
co effici en t s non nuls d ' une colonn e de la mat r i ce . 
nombre de coefficients non nuls d81ls une colonn e 
de l a matr ic e . 
nombr e maxjmum de coefficients non nuls dans tou t e 
colonne de l a matrice . 
profi t rela tif d ' une variable ent r unte. 
no mbre d ' itéra ti on s cffec i ufSer, cle puis la cl errdè re 
fac tori sati on . 
fr équenc e de l a refuctoris a t ion . 
+ 1 1~ va ri able entran t e croit à p a rtir de sa 
borne inférieure; 
- 1 l a variable entrante décroit de puis sa borne 
1 , • 
superieure . 
unité d '' I - 0 • 
u n i t é d ' I - 0 . 
v a rj ab l e . 
vari a ble quittant ln base . 
longueur du t ableau l\" APA . 
l ongueur du t ableau MAPI . 
















bonne jnféri eurc ct ' unc' v nrjabJ e . 
bonne inférieure d e l a va ri ab le en tra nte . 
nombre de cont raintes . 
p o inteur s vers l e tableau ~.rrE~t ORY ( pnrtie données du 
problème). 
po inteur s v ers le tableau f"Ef.''ORY ( pa r tie inverse de 
la base ). 
nombre maximum de contraintes permises . 
nombre max jmum de variabl es permises . 
t ab leau principal contenant tous les tableaux . 
représen t an t les donné e s du problème e t l ' inverse 
de l a base . 
nombre de vari a bles . 
+ 1 l a v a ri a ble sort a nte v a v ers sa limite infé-
rieure . 
- 1 la v ari a ble sor t ant e v u v e rs sa limi t e s upé-
rieure . 
0 les variable s entrante et sor t an te sont les 
même s . 
p i vot . 
indi ce de l a vari a ble entra nte . 
pd s ition d e l a v a ri ab le sort a nt e , l ' indice de l a 
vLlriable sort an t e es t BAS IS (R). 
t a b l eau de s types de li gnes 
+ 2 contrai n le du typ e " A ~ = 
+ 1 : contrainte du type <: = 
0 con trainte du t ype = 
- 1 contrainte clu typ e > = 
- 2 ligne libre ( fonctionnell e ). 









t a bleau indic a t eur de chaqu e v a ri nb l e : 
0 variable hors de la base à sa limite inférieu r e ; 
k ke vari a ble de base 
- 1 v a r iabl e h ors de l a bas e à sa limi t e s u péri eure ; 
- 2 v a r iable libr e ( ent rée dans l a base , e ll e y 
reste ) ; 
- J v ariab l e a r tificielle ( sortie de l a bas e , 
elle n ' y ren tre plus ; 
- 4 v ariable bloquée hors d e 1~ base a sa limi te 
i nférieu r e ; 
- 5 v a r iab l e b loquée hors de l a base à sa limi t e 
sup ér i eu re ; 
remarque : v a r iab l es libres e t a rt i f i ciell es on t 
touj ou rs STATUS = - 2 ou -3 m@me s i el l es 
sont dans une bas e . 
borne supérieure d ' une v nr j ab l e . 
borne s u péri eure de l a va r iable entrante . 
-t ab leau des cB . 
t ab l eau des b. 
colonne non compac tée . 
_eur de l a fonc t ion ob j ec tif . 
on considère comme nuls les nombres plus pe tits en 
v a leur absolue que ZLC . 












CJ, COLA , COL J , COLL EN, COU.:AX , IOERR , J , LENMA , 
LEN1'.~Y , MAP A, MEl\·:ORY , N. 
mrnTYP , I OERR, J , J ,E1'W A, LE1WY , LJ, MAP A, Mm,:ORY, U J. 
B , BASCB, BNDTYP , DOUND , COLA , COLI , COLMAX , IOERR , 
LENMA, LENî': j, LENMY, Ili~ , MAPA , MAP I , r:I AXM , r1~AXN , 
MEMORY , :W , STATUS , XBZERO , Z . 
I OERR , LE:N1\U , LENt:Y, M, MAP I , MEl\:ORY, ROW. 
BAS IS , BASLD , BASUB, I NTYP , I OERR , LQ , M, EAX~ , 
t~AXN , N, OUTTY? , PIVOT , Q , R , S 'rAT US , THETA , UNBDD , 
UQ , XBZERO , YQ. 
COLA, COLI, COLJ,EN , COU .JAX, }/; AXM , fW'f.' , ZDOT . 
BAS CB, BASIS , BASLE , 13/\.SU B, COLA , COLI , COLM A-X , 
FCODE , IOERR , LENl\•~A , IETL J , LE1':I"Y, J·1, ~." APA , I"AP I , 
MAXM , r:'.!EI10RY . 
CJ , COLA , COLI , COLLEN , COU.~AX, IOERR , J , LENMA , 
LE1J1'."Y, l\~APA , MEr." OR Y. 
BNDTYP ' IOERR , J' LEm .'A , LENJ\TY' LJ ' r/A_ A, MET:"ORY' UJ . 
BASIS , BASLE , BASUB, DQ , INTYP , IOBRR , LEAVE , LENM I , 
LEI\îl'.~Y, LQ , l\~, MAPI , MAXt~, l\~AXN , l\ŒFORY, N, OUTTYP , 
P CODE , PIVOT , Q , R, STATUS , THETA , UlTB DD , UQ , XBZERO , 
YQ, Z . 
B , BASGB , BAS IS , BASLB , BA~;un , BNDTY? , Bomrn , CAND, 
CANDA, CANDCJ, CANDI , CANDL , COLI , COLA , COLMAX , 
FACTOR , IOERR , IOLOG , JT~ U1 , I TER2 , LE!WA, LEN~I , 
LE ,J11rry , LOOK , l\!l , ~:'.! APA , MA "I'I , T:1AXM , J\·: AXN , MEl.WRY , N, 
NTYPE2 , PICK , PIUNT , ST A'rlTS , TEm\rr I N, U :BDD0; , UZERO, 
XBZERO , YQ, 7. . 
CHAPITRE VI : DEUX HEURI 0 TI ~UF,S ET cm:cI ,US I ON . 
Le modes te tour d ' hori zon que nous avons entrepris sur 
les m6thodes exac t es de tra i t ement des solutions quasi - op ti-
males en PL n ' a fait que nou s déc ouruger de l e s appl i que r à 
d es problèmes de t aille courante . 
Le r ecours à des techniques h euri s ti que s es t u ne bonne 
solution pour s ortir de l' impasse , d ' autar1t plu ~ que l ' on 
s 'intéresse l e plus souvent non pas à conn a itre des milli ers 
de solutions - s omme ts mais à un to u t autre type d 'informations 
corrrne , p a r exemple : l a s t abilj_té d ' une solution dégénérée , 
le choix d 'un ensemble de tel les soluti ons qui s oient aussi 
représent a tives que po s sibl e de l'hyperpolyèdre , l a corrél a-
tion é v en t ue l le entre v a ri a bles , etc •.. 
Si s k o s [5 J propose un type particuli e r d ' a n aly se où l e 
sys tème de ~ solutions recherchée s comprend seulement celles 
qui max i mi s ent et / ou minimisent c h a que foi s u ne ou p lusieur s 
variables . 
Winke l s (11] propose une heuristique consistan t à explo -
rer l'hyperpolyèdre de f aç on plus régulière san s se limj ter 
f orcéme nt à s es so~me ts ni se préoccuper des propriétés à pri ori 
des solutions recherchées. C ' est une mé thode de discrétisation 
du polyè dr e dont l e principe repose s ur le c hojx d ' un p a s de 
d i s cré ti sation pour cha cune des variables . 
En conclusion, soulignons enc ore une f oi s l ' import ance 
du problème de solutions multiples en pro gr ammation linéaire, 
problème qu e be aucoup d ' au teurs sous- es t iment e t don t les 
codes informa tiques, malheureusement , ne tiennen t pas compte. 
S ·, 
ANNfXE CON CEPTION CONCRETE DE L ' ALGOR ITHME DE JJ; AN AS 
ET NEDŒ~A. 
===-==== ====== - ----=== ===-== =-------------- - - - -----== 
Tout en ne p a rlant pas encore For t ran ou XMP , on t ient 
compts des possibili té s offertes par Fortra n e t des spécifica-
t i on s des modul es XMP . 
A p artir de l ' algorithme a b s tra it , de s s truc t ures de don-
n é es a bstra i t es , e t des possibilit é s Fortran- XMP , on préc ise 
les ac ti ons é lémentai r es , l es modul es t rai tements e t les modules 
données . 
Les modul es se divisent en trois classes 
- l e s modul e s tra it emen ts corresp on dant à des aggréga tions-
désaggrégations d ' actions ab s tra ites é lément a ires ; 
- l es modules donn é es corresponda nt à l a re pr é sent ation de 
c e r t ains ens embles et des opérateurs a s s ocié s ; 
- l e s mo dules do nn ées corre spondan t à l a r eprésen t a tion de 
c e r t aines lis t es et des opérate urs éssocié s • 
Ils s hiérarchisés d e l a f aç on suivante 






Défini t ion des v ariables . 
ens embl e d ' é l éme n t s v re pr ~s en t an t les somme t s d é j à 
v is i té s . 
Un élément v de Rest de l n forme 
.z : ré el , va eur de l n fonc t ion é conomiqu e 
l(i b ) (i b ) J : crn :c~rnb l c de~; j_ndj ces 
· 1 ' 1 ' • • ·' m' m 
d e base e t v a leurs corre spondantes d e s v a ri a ble s . 
Ce t en sembl e e .s · v isible pa r seu i nterfaces : 
I l'J IT- R i ni t iali sab on de R au vide ; 
ADD- R a jout à R d ' un é l ément n ' appar tena nt pas 
à R; 
v- Il'J- R t est d ' a ppar t enan ce de van . 
ensemble d ' é l éments v r eprés en t ant l e somme t cour a n t 
e ~e prédéc e s seur de chaque s omme t d e R ', c e j u squ ' 
au somme t op t imal , ainsi que l e pivo t age déc r i v ant 
l ' arc entre l e prédécesseur d ' un somme t e t ce somme t . 
Un é l ém e n t v de R ' a la mê me fo r me qu ' u n é l émen t de 
R e t on ajoute un couple d ' entiers (R , 3 ) repr és entant 
le pi vot age (xs 1 xr i ) • 
Ce t en s embl es s tructure en u n e pile et es t v is i b l e 
par ses interf nces : 
I NIT- R ' i n it ialisation de R ' au vide ; 
ADD- R ' a jout au sommet de l a .)i le d ' un é l ément 
n ' a p p a r t enan t pas à R ' ; 
SUBTR-R ' 
GET-R 1 
suppre ssion de l' élément somme t de l a pile ; 
a ccè5 à l'été tnent .sommet d e R'. 
CARD- R ' : entie r , c a rdinal d e R '. 
w l ' ens emb l e des somme t s non en core vi s ités access ibl e s 
à partir d'un s omme t de R par un seul pi v o t age s i m-
plexe es t aussi , vu l e mode d ' explorat ion de s s omme t s 
en profond eur d ' abord , l ' ensemble des somme t s n on 
encor e vi si t és dont un pr é ,.! éc esseur es t dans R ' ( ') 
( ') Si un s omme t non en co r e v isité a deux ( ou plu s ) prédécesseurs 
dans R', le prédéc esseu r auquel il ser a ratLac h é es t ce lui le 
plus r écemment vi s it é ; ce l a pour réaliser le moins possible 
de pivotaee s pou r l ' a t teindre à par t ir du somme t courant . 
V' es t donc s tructuré en une li ste de sou s - ensembles 
d D l Wear - n de somme t s non encore vi s ité s de 
. . . ' 
mê me pré déc e sseur dans R'; cer t a ins wk pouvant être 
vi d es (description d ' un sous-ens emble : voir ci - dessu s ). 
W ca t visible par ses interfaces : 
INIT- W ini t ialisat ion de l a l is t e au vide ; 
t es t de W v ide ; W- VJDE 
ADD-V✓ ajout en fin de lj s t e V/ d ' un é lément n ' ap par-




"Uppr e ss i on du derni er élément de l a liste W. 
mis e à jour du ke élément de W ; 
acc è s au ke é lémen t de N. 
'Nk ens e mbl e d ' éléments w repré s entant des s ommets non 
encore visités de mê me prédécesseur dans R' . 
Cet ensembl e es t identifi é par { i 1 , ••• ,im J l ' ensemble 
d e s indices de ba se du pr6décesseur d e R' ( ' ) . 
Un élémen t w de V/ k est de la forme 
( r ; : c ouple d ' en t rées représent a nt l e pivotage 
(x entre , x sort) s r 
entre l e prédécesseur e t w. 
wk es t vi s ibl e par ses int erfaces : 
I NIT-W ' initialisation de l ' e r1semble 11:k a u vide ; 
W'-VIDE t es t de Wk vid e ; 
w- I N- W' t e st d ' appartenance de w ù. wk ; 
ADD- W' : a j out à wk d 'un élémen t n ' appartenant pas à 
Wk ; 
SUBTR- W': s up r e ::.isj on d ' un é l émen t cle v/ ; 
GET - 'H ' : acc ès à u n élément quelcon~ue de Wk . 
( ') Redon danc e contrô l ée . 
Modul es données - type E~TSE ·.13LF . 
Nou u devons t eni r compte des s tru ctures de donn ées four-
nies par For tran , d e l a s truc tur e des ensembles manipulés e t 
des opérati ons à réa l i ser . Il est inutil e d ' envi sager de s en-
sembles de g rande tai ll e , a u x s tructure s complexes e t s ur les-
q11elles on peu t réaljser t outes l~s opératjons ensembljstes 
alors que cer t a ins des ensemble s on t une taille cons t an te e t 
pe tite et qu e l es opér a tions sont s imples . 
Nous l ocalisons dans ces modules l es dépen dan c es du es à 
l a repré sentat ion des e ns embles , ce qui garan t i t la modi fic a -
1 
bi l i t é . 
Remarqu es - n ous prenons 
con t raintes , 
pren dre plus , 
MAJ.],.tr , le nombre maximu m de 
~ 32 . I l es t i nutil e de 
des tests( ') a yan t montré 
que l es problèmes les plus ~r a nds qu ' on 
peu t e ffic a cement ré soudre ont une t a il le 
donnée p a r N = 15 e t M = 25 . 
ce n ' est pas u n ha sard si nous employons 
dans l a suite l es même s identific a t e urs de 
va riables que ZMP ; heureusement avec l a 
même signific a t ion ! 
( ' ) Voir [ 8] p .115 
1 " 
ENSEMBLE { i 1 , • • • , im j · 
I - BASIL 
arr; 
pré 
(représen t a ti on de 
s :réci fica t ions . 
MJ\..XM 
: entier 
: en t ie r 
BA.SI S : t a ble au de r:AJGI.': en t iers 
0 < M ~ MAXJ\1 , 32 
0 < BAS IS ( k ) ~ 32 ( k = 1, ••• , M) 
rés VN S-I : entier de 32 bits 
pos t (je bit , à partir de l u gauche , de ENS.I = vrai) 
ssi ( 3 i E. [ 1 : M ] BASIS ( i ) = j) 
Variable locale . 
i : entier parcouran t BASIS . 
Al gori thme . 
ENS-I = 0 
Pour j de 1 à M faire ENS - I 
8AS IS(l)-1 
= ENS - I + 2 
MAJ - ENS - I . 
a r g 
pré 
S.2éci fj_cations . 
ENS - I en ti er de 32 bits 
R enti er 
Q enti er 
EN S- I représ ente E = l i 1 , ••• , im J 
R appar ti ent a E 
Q apparti ent à [ 1 32 ] et non ü. E 
rcis : EITS : entier de 32 bi t s 
pos t Ens r eprés en te E U { Q } - { R J 
Algorithme . 
R-1 0 -1 ENS = ENS - I - 2 + 2 ·-
EWJEr./r.BLE ur t . . 
I NIT - W'. 









enti er de 3 2 bi t s 
0 < M '- MA.Xl\/: ~ 32 
ENS-I représent e i i 1 , •.• , i m ~ 
ENS- V! ' : tab leau de r!. AXM + 2 enti ers 
(,o . 
post E1S- W' re pré sent e un en s embl e wk vide dont l i 1 , ... im } 
es t l e prédécesseur . 
~~!2:1~!:9~~ -
ENS - W' ( f-1AXJ~ + 1) en semble des v a ri a ble s de base du prédéces -
seu r . 
ENS - W' ( MAXM + 2 ) : # Wk 




f x ~ i ) 
non signi f icat if, c ' es t- à -
di re pas de p i vot age (xst*i) 
ENS - V/ ' ( S) (S = f..~ + 1, •.. , MA:XJ\1 ) : non significa t if . 
Va ri a ble locale . 
k : entier parcourant E1TS- W'. 
Algorithme . 
Pour k de 1 à M faire ENS- W' ( k ) = 0 
ENS- W' ( t AXM + 1 ) = ENS- I 
El\!S - W' ( 1\~ AXM + 2 ) = 0 
W' - VIDE . 
(fonctjon bool ée nne t es t ant s i u n Wk est vide ). 
S,2 éc ificati on s . 
arg _ ~CM : entj er 
EHS- W' tabl eau de MAX}~ + 2 enti1ers . 
;-Jré 0 < MAXM ~ 3 2 
ER S-W ' r epr és ente u n ense~ble wk . 
rés W'-VIDE booléen 
post W'-VIDE = vra i s i Wk es t vide , f aux sinon. 
Ale;ori t hme . 
W'-VIDE = ( ENS- V! ' (; A:X:M +2 ) = 0 ) 
W - IN - W'. 
a r g 
pré 
rés 
( tes t d ' appar t enance de w à un vl ). 
Spéc ificat ion s . 
r.:AXM : entier 
m.r S - I : en t i e r de J 2 b j t s 
m:S - W' : t ab leau de 11.~AxJ~ + 2 en b ers . 
0 < MA:X:M ~ 32 
EF S - I : représente { i 1 , • •• , i m i 
mIS - W' r eprésente vl . 
"'-IN boolée n 
R entier 
S entier . 
pos t (11.'-IN = vrai ) e t ( m !S-I correspond ù u n élémen t de 
ENS- W') e t ( (R , S) représ e n t e l e pivo t ace (xst xR i) 
lNUr passer du p r édécesseur de cet élémen t à ce t 
élémen t) 
ou 
( 'l'.' - IN = faux ) et (ENS - I n e correspon d pas à un 
é lément de ENS - VI/ ' ) e t {( H, S ) non signific a tif) . 
Vari ables . 
k entier 
E e n ti er de 32 bits 
E-1 enti e r de 32 bi t s 
i ent ier , nombre de bits dans ENS- I e t non dans E 
j " " " 
Algorithme . 
E = F.:ES- W' ( MA:X:M + 1) 
E-I = ENS- I 
W-IN ::; faux 
k = 1 
i = 0 
j = 0 
" " 
E e t non dans ENS- I 
tant g u e (( ( E :/= 0 ) ou ( E- I * 0 ) ) e t ( ( i <. 2 ) et ( j < 2 ) ) ) • 
On sor t de l R boucle quand : 
- so it on a parcouru EJTS - I e t mrs- w' 0.~AXM + 2 ) 
- soi t il y a plus -de 2 bi t s différent s dans l es entiers 
repr és entant ces deux ensembles . 




si (mod (E , 2) - rnod (E-I, 2 )) 1 , 2 , 3 . 
i = i + 1 
R = k 
go to 2. 
j = j + 1 
S = k 
E = E div 2 
E-I = E- I d iv 2 
k = k + 1 
6 2. . 
si ( i -- 1 et j = 1 ) a lors - -1-'1· ('_ \!' 1 ( 0 ) SJ. J .u I d -· 
ADD--'J ' . 
(njou t à wk d ' un élémenL n ' appar t e nant 
Suécifj_cations . _...,,. ___________ _ 
arg ~AXM : enti er 
ENS- V." : t a bleau de M.AXM + 2 enti ers 
R ent ier 
S enti er 
pré O <: ~.~AXM ~ 32 
ENS-W' représent e ~k 
ENS- W' ( S) = 0 
rés ENS-•W' : tabl eau de ~."AXl\': + 2 enti er s 
R nlors 1N-IN 
= v:r aj_ . 
pos t ENS- W' re présente Wk donné auquel on a a jouté l'élé-
ment r epr és enté par (R, S ). 
Algorithme . 
E lJS - W ' ( S ) = R 
ElTS- 1.!.' ' ( MA XM + 2 ) = lmS- W' (IVAXl'.~ + 2 ) + î. 
SUBTR - W' 
( suppr es sion d ' un éléme nt de Wk ) 
S:eécj f. _ J.tions. 
arg MAXM : enU_er 
ENS- V.' ' 
R 
s 
tableau de MAXI1n + 2 enti ers 
entier 
entier 
pré O < MAXJI: ~ 32 
ErS- ~ ' représente wk 
El\TS- !/ ' ( S ) = R 
rés Er'S - '!! ' : t a b leau de l\lAY.J't + 2 ent j_er::-J 
post E!~S- W' r eprés ente V/k donné auquel on a re t iré l ' 
élément re présen t é par (R, S) . 
Ale_;orithme . 
ENS- W ' ( S ) = 0 
ENS- W' O~AXM + 2 ) = EJ\f S- W' (MAXK + 2) - 1 • 
G E T - W' 
(acc~s à un élément que l c onqu e de Nk) 
S;eécificat ions . 
rg M : en t ier 
EN0- W' : t ableau de MAXTu: + 2 entiers . 
pr é O < M ~ 32 
rés 
pos t 
ENS- W' : r eprésent e wk non vide. 
R ent i er 
S en tier. 
EJIT S- W' ( S ) = R 
V:œi able l ocale . 
i : entier par courant ENS- W'. 
Algorithme . 
i = 1 
t ant que i ~ M répé t er 
s i (J~:r1 S-111 ' ( i) ::/= 0) a l ors go to 1 
i = i + 1 
1 : S = i 
R = El': S - W' ( S ) 
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~adule s donn6es - type LI STE . 
Vu l a pauvret é des s t ruc tures d o do nn ées FORTRAN , il est 
d j 1'ficile d ' isoler la repr~sent a tj on des lj s tes de l n r epré-
sentat ion d e s élémen t s l es composant . Pa r exemple, on a imerait 
parler de t a bl e aux d ' élémentd e n fais a nt abstrac t ion d e 1 '3. 
s tructure de s élémen ts mais hélas , bien s ouvent , c ' es t i mp os-
sible . On est donc ob l igé de mélang er les r eprésentations des 
listes et des éléments de ces listes . 
LI STE - R. 
Rest une l iste d 'un n ombre va riable d ' é léments de même 
type et de la forme 
Z réel 
ENS - I : enti er d e 32 bits repr 6sentan t l ' ensemble des 
variables de bc se ; 
B,G J S : t a.bleau de i.1'AXM ,nti e r s ; (') ( BAS J S (i) ~ 32 ) . 
XBZERO : tableau de (~ X:l'.''. r é els ( ' ). 
On doit pouvoi r ré a l i s er effic ac ement sur R les deux 
op é r ations s uivan tes 
- a jout d ' un él ément; 
- test d ' ap partenance d 'un él émen t, deu x é l éments é t ant 
considérés comme ég a u x si leur cha mp ENS- I e s t le même. 
Pour cela , on va organiser R en une sorte de f ichi e r à 
accè " .a lcul é , l a clé d ' ac c ès étan t l e c hamp ENS-I . 
Plus précisément , R sera r eprésenté p nr trojs t a bl eaux 
RI : t ableau de L x C x (l\'fAXM+1) entiers (BAS IS et 
ENS-I ) . 
RR tableau de Lx C x (MAXM +1) ré e ls ( XBZERO et Z) 
I R t ableau de C enti e r s , nombre d ' élément s dans 
la Ce colonne d e Rl ou RR . 
On con°idère une f onc tj on f d ' ~rtress a ge ou de randomi sa-
ti o n qu j ,q tont entier ENS -I assocj é un enti e r compri s ent re 
1 e t C-2 indiquan t l e n 1'méro de l n colonne drurn laquelle doi t 
( ') Variable XMP . 
se trouver l'élément de valeur de cl6 ENS-I . 
Dans une même colonne le s élémen ts sont rar~6s s ~quenti el -
lement. 
Les deux dernières colonne s sont des zones de débordemen t 
utilisées lorsqu ' une des C-2 premj ères dans l aqu elle on doi t 
ajouter u n élément e s t remplie. 
L a fonction f es t définie pur : 
f (ENS - I) = (( ENS-I mod 257) rnod (C- ~)) + 1 ( '). 
Voici les opér at eurs défin i s sur R. 
I NIT - R. 
arg 
(initi alisat ion de R au vi de ) . 
SEE• c i fi c a t ions . 
MAX:l\î 
L, C 
en t ier 
enti er 
pré O < MAXM ~ J 2 
0 < L , C 
rés 
pos t 
RI , RR 
IR 
t ableau de L x C x O ~AXl\~+1) entiers, réels . 
t ab leau de C entiers . 
(RI , RR , IR) représente une ljs t e R vjde. 
Variable local e . 
k : entier parcourant IR . 
Algorithme . 
Pour k de 1 à C fa ire IR (k) = 0 
( ') t.~od 257 257 est un nombre premie r et des t es ts ont 
montré que ç a ne marchai t pus trop mal ains i . 
1: 
ADD - R. 
arg 
( ajou t à R d run élément n ' appartenant pas ~ R). 
S12éci fic a ti ons . 
en t ier 
MAXl\~: entier . 
1 , C, RI , RR , I R : liste R 
Z, ENS- I, BAS IS , XBZERO : é l ément r de même t ype qu e 
ceux de R. 
pré O < Ilf. ~ MAXM ~ 3 2 
r non dan s R. 
rés L, C, RI , RR , I R 
LL , CC : enti er 
OK-R : boo l éen. 
li s t e R 
post (OK- R = vrai ) e t (( L , C, RI , RR , IR) représen t e l a 
b s te R do nnée à l u.que l le on a a jouté r ) et (LL : 
numéro de l a ligne 01i se trouve r ) et ( CC : n umér o 
de l a c olonne où se trouver ) 
ou 
(OK-R = faux ) e t (( L , C, RI , RR , IR ) r epr ésent e la 
lis t e R donn ée i nchangée (pa s de place pour a jout er 
~ , et (LL , CC non significatifs ) . 
Vari a ble l ocale. 
---------------
k : en t ier parc oura n t RI e t RR . 
Algori thme . 
OK- R = vrai 
ôC - mod ( mod (ENS- I , 257) , C- 2) + 1 
LL - IR ( CC ) 
_$.i ( LL - L) 1 , 2 , 3 . 
LL == LL + 1 
I R (CC) = 11 
Pou r k de 1 à M f a ü el RJ ( LL , CC , k) = 
RR (LL, CC , k) = 
Bll.SIS ( k ) 
XBZERO (k ) . 
l:i(LL , cc ' l\JAX1Vl + 1 ) = ENS - I 




2 : Si (IR ( C-1 ) 
- L) 4, 5, J . 
4 : LL = IR ( C-1 ) + 1 
cc = C - 1 
IR ( C-1) :;: LL 
Pour k de 1 ' M faire I RI (LL , cc , k) BASJS (k) a = 
--
RR (11 , cc , k) = XBZERO(k) 
RI (1L, cc, MAXM+1) = ENS-I. 
RR (LL , cc, MAXM +1) = z 
go to J 
5: s i (IR (C) 1) 6 , 7, J . 
6 : 1L : 111 (C) + 1 
cc = C 
IR ( C) = 11 
Pour k de 1 à J.I faire /RI (LL , cc, k) = BASIS (k ) 
RR (1L, cc, k) = XBZERO ( k) 
RI (11 , cc, r,~AXI\~ + 1 ) = ENS-I. 
RR (L1, cc ' T1:AXM+ 1 ) = z 
go to J 
7: l OK - T") = f aux . 
3 : CONTH~UE . 
V - IN - R . 
(Fonction bo ol éenn e t est~nt l ' up pnrtenance de v à R). 
SEP-cificat ions . 
arg ~,~, l\~/\.Xt : ent i er 
1, C, RI , RR , IR : liste R 
ENS : en ti er de 32 bits . 
68 
pré O < I\n ~ MAXI\". ~ 32 
ENS représen t e { i 1 , •.. , im ~ 
rés V - IN-R : booléen. 
pos t (V- IN - R = vrai ) et (il existe un Alément de R 
de champ ENS-I = ENS ) 
ou 
(V- IN - R = faux) et ( il existe pas un élément de 
R de champ Er-:S- I = m: S ) 





LL , CC : entier . 
Algorj thme . 
V - IN= faux 
CC = m (mod ( El'TS-I, 257 ), C - 2) + 1 
LL = I R (CC) 
k = 1 
t a nt que ( (k ,f LL) e t non V - IN ) répéter 
~ R:: (k, CC , M/\.]J\T+ 1) = EtS a lors V- Jl'! = 
~ = k + 1 
s :L ( non V-IN et LL = L) ·tlors 
k = 1 
LL = IR (C-1) 
tant que 
vra i 
si (non V-IN et 
k = 1 
( ( k ~ LL) et non V- nJ) réoéter 
l~~ HI (k , C- 1, VAxrt+ ; )= m:s A.lors k=KH V- IN=vrai 
LL = L) n J.or:3 
LL = IR 
t an t que 
(C ) 
( ( k ~ LL ) et non 
ls i RJ (k , C, k-=- I< +1 
V- Jl.J) rE;;i?te r 
f'AXJ\'+ 1 ) = EIJS alors 
V-IN = vrai 
LIE":TE - R '. 
R' es t une liste de CARD - R' éléments de R s ' organisan t e n 
une pile . Pour ne p as reco pi er l es élément s de R, on repr ésen te 
R' par un t a bleau de pointeurs vers les élémen ts d a R. 
Plus pr écj sémen t, H ' s era représenté prtr l es v a riables s ui -
v a n tes : 
CARD- R' 
L 
en t ier , -# R ' ; 
en tier , n ombr e de lignes de R; 





t ableau de L x C enti ers ; J-L(i) est l e numéro de 
le ligne d e R du i e élémen t de R'; 
t ab leau de L x C enti ers ; I - C(i) est l e numéro de 
l a colonn e de R du ie élPmen t de R' ; 
t ableau d e L x C entiers ; I - R(.'.l) non significatif; 
T -q (i > 1) : v ariable sor t an t e l ors du pas sag e du 
(i - 1 ) e él ément de R' a u ie ; 
t a bleau d e L x C entie r s ; I - S (1 ) non significat if ; 
I - S (i 1 ) : v a ri abl e en t rante lors du passage du 
( i -1) e élément de R' au ie . 
Voi ci l es opératéurs définis sur R' . 
nnT - R'. 
arg 
rés 
po s t 
(Init ialisat ion de R' au v ide ). 
S.eécificat ions . 
C RD - R', L, C, I - 1 , I - C, I -R, I-S 
R ' vide. 
lis t e R ' 
Al ~or ithrne . 
CARD - R' = 0 
DD - R '. 
arg 
(Ajout au s omme t de R' d ' un ~l émP.n t (non dé j à dan s 11 ' )). 
~péc i fjca tions . ,.., ______ -- -----
CARD-R', 
LL , CC 
R , S 




pré 1 ~ LL ~ L 
r és 
pos t 
1 ( CC ~ C 
1 ~ R, S ' M 
CARD- R', L, C, I-L, I - C, I - R, I - S : l is t e R' 
R ' es t R ' do Î:née au sommet de laqu el l e on a aj ou t é 
l ' é lément (LL , CC , ... ) de 11 atteint à. par tir del ' 
va n t derni er é l émen t de R' pRr l e pi vot a ge (x3 f xR 1) 
Al ~orithme . 
CARD - R' = CARD~R' + 1 
I - L ( CA.RD- R' ) = LL 
I-C ( CARD- R') = CC 
I-R ( C ARD- R ' ) = R 
J - S ( CARD-R ') ~ 5 
SUBTR - R'. 
( suppres sion de l ' élémen t sommet de R1 ) 
11 
[~ .2 éci fica t ions . 
arg CARD- R', L, C, I - 1 , I - C, J - R, I - S liste R' 
pré R' non v id e 
rés CARD- R' , L, C, I - 1 , I - C, I - R, I - S : l i s t e R' 
pos t R' a t R' donnée de laquelle on a re t i r é l ' é lément 
somme t . 
Algori t hme . 
CARD- R' = CARD- R' - 1 
GE T - R' 
( a ccès à l' él émen t somme t de TI ' ) 
S,eéc ificat ions . 
rg CARD- R', L, C, I - 1 , J - C, I - R, I - S lis t e R' 
pré R' non vide 
rés LL, CC , R, S entier . 
pos t (LL , CC , R, S ) car actérise l ' é l ément sommet de R'. 
Algorithme . 
LL = I-L ( CARD- R') 
r<r< 
= I - C ( CARD- R' ) vv 
R = I - R ( CARD- R') 
C' 
= I - S ( CARD- R') u 
LISTE - W 
\7 est une b Gte de CARD- \~' (= CARD-H' ) él~rn(:~Dt f, d e type wk 
de l a f orme mJ S- W' t ableau de }r, XJI~ + 2 ent iers . 
Wes t r epr6scnté par les vari a bl es suivant e0 : 
C/\.RD- '!J entier , # W; 
L 0nt j er , nombre de lJ~n s de R ; 
C entier , nombr de colonnes de_ 
117 tableau de (L * C) x (Tt AXJl.'!+2) en tj_ers . 
Voici les opér atèurs définis sur W : 




(initialisation de W au vid e ) 
S_2écificat ions . 
C ARD- W , L , C , W 
TJ vide . 
AlgQri:tbm.e .... 
CARD- W = 0 
liste'// 
'}' - VIDE . 
(fonction t e s t ant si ~ est vj de ) 
S126c i fjca t ions . 
ar CARD- W, L, C, W : list e W 
rés W- VIDE : bo oléen 
pos t W- VIDE = vra i s i i.' es t vide , faux sinon . 
Algorithme . 
W - VIDE = (C ARD- W = 0 ). 
1\. D D - W. 
(ajout en fin de liste W d ' un flément n ' nipart enan t pas à 
W) 
SEécifications. 
a r g r,~, t-~AXl\1 : entier 
CARD- W, L, C, W : li c te '. ! 
ri::r s- w' : t ab leau de M/\.Xl\; + 2 entiers 
pré Oc::. M ~ MAXM ~32 
ENS- W' repr és ente un él ément de type wk 
r és CARD- W, L, C, W : liste W 
post Wes t W donnée à l aquelle on a ajou té ENS- W' comme 
· dernier élément . 
Variab l e locale . 
k : entier par c our ant W e t ENS - W'. 
Algorithme . 
C ARD- W = C ARD- \~' + 1 
Pour k de 1 à M fair e W ( CARD- V/ , k ) = EES- W' ( k ) 
W ( CARD- W, MAXTu'I + 1 ) = ENS - 'N ' 0 ,1 AXM + 1 ) 
W ( CAR T' ''! , MAXM + 2 ) = ENS- W' ( l\1AX1\". + 2 ) 
G E T - W 
( ac c às au ke élém0nt de~ ) 
SEécifications . 
arg M, MA.i"G\,1 : entier 
CJ\.RD- W, L, C, W : liste V! 
K : enti er . 
pré O < M ~ MAX11 ~ J 2 
0 < K ~ CARD- W 
rés 
post 
EHS- W' : t ab leau de MAXl\1 + 2 0ntiers 
m ;S-W ' es t le ke élément oc 1N. 
Vari able local e . 
i : en tier parcouran t w et El!S - V/ ' 
: lgorithme . 
Pour i de 1 ~~faire EYS- W' (i) = W (K ,i) 
ENS- 1.~: ' 0 1A:X:M +1 ) = W ( K , KAXl\1 + 1 ) 
ENs..:.:w, ( MAXM + 2) = W (K , MA:X:M+2 ). 
SUBTR - W 
(suppression du dernj er élémen t de W) 
S12 écifi cations . 
arg CARD - W, L, C, W li s te W 
pré W non vide 
rés CARD- W, L, C, W : liste W 
pos t Wes t ~ donn ée de laquell e on a retiré le dernie r 
é lément . 
Algorithme . 
C~RD- W = CARD- W - 1 
M A J - W 
(mise~ j our du Ke é lément de W). 
SQéci f ication . 
o.r g 1\1 , T.~AXl'.1 : enti er 
CARD- W, L , C, W : l iste W 
K : entier 
ENS- 'N ' : tableau de ~-~AX1':: + 2 entiers 
pré O.( M ~ MAYJ\~ ~ 32 
0 <. K -' CARD- V/ 
rés CARD- W, L, C, W : liste W 
post '.!.' es t W d onnée où le K8 {-; lôrn ' nt a ~t6 remp l acé par 
EI' S- W'. 
Variabl e lo cale . 
i : entier parcourant W e t E' S- W'. 
Algori thme . 
Pour ide 1 à f ai re W (K, i) = ENS- W' (i) 
W ( K , MAXM + 1) = ENS-W' (MAXI\~ + 1) 
'N ( K , ~-~AXM+2) = ENS- W' (MAXM + 2) 
~:.Odules traitement s . 
AD D - RR ' 
a r g 
Snéci fic a t ion s . _!: ___________ _ 
M, MAXM : entier 
L , C, RI , RR , IR lic-te R 
CARD- R', I - 1 , I - C, I-R, I - S 
BASIS , XBZERO, Z somme t 
R, S : enti er . 
pré O < M ~a1AXI\~ ~ 3 2 
O ~ R, S 4 M 
li ste R' 
(Z, *, BASIS , XBZERO ) non dans R (notons v ce t élément ) 
rés L, 0 RI, RR , IR : liste R 
CARD- R', I-1 , I - C, I-R, I - S : li s te R' 
OK : boo l éen . 
pos t (OK = vra i ) et (Res t R donnée à l aquelle on a a j outé 
v) ,e t (R' es t R ' donnée au somme t de laquelle on a 
a jouté v a tt eint~ partir de l ' avant-dernier élément 
a e R ' par le pivot age (x 8 f xR i ) 
ou 
( OK= f aux) et (R , R ' inchangés ) . 
Variables locales . 
ENS-I : entier de 32 bi t s représentant l ' ensemble des varia-
bles de base 
LL , CC : entier 
Algori thme . ( ' ) 
Gall I-BASE (BAS IS, EJ\TS-I , M, n:1AXM ). 
C EJ\TS-I est l a r epr~senta tion de l ' ensemble des vari ables 
C de ba s e donné par BA~ns 
C 
Gall ADD-R (BASIS , C, CC , ENS-I, I R, L, LL , M, MAXM , OK , 
RI , RR. XBZERO , Z). 
Si OK a Lor s CALL ADD- R' (C, C~RD- R ' , CC , I-C, I - L, I - R, 
I-S, L, LL , R, S) . 
M A J - WW ' 
a rg 
S pécifica tians . 
~.': ' r.~AXJ\1 en t ier 
N, ~-~AXJ\I; entier 
L, c , RI , RR, IR: l i s t e R 
GARD- V/ , w : li s te W. 
(arguments XMP ) 
BASIS , BASLB, BASUB, BNDTY7 , COLT\~AX , I OEJ.R, LEJ\TMA, 
LEN1\l!Y , MAPA, MEMORY , NTYPE 2 , STATUS . 
(') On vérifie a isément que "pré " de s sous- progr amme s app elés 





pr 0 <: M ~ ~AYJ/l ~ J 2 
0 -' N ~ M AXN ~ J 2 
+ préconditi ons dues à l a s i gni f i c u t jon des v a r iables 
rés CARD- W, L, C, W : li s t e W. 
pos t ( po0ons v le sommet coura nt déterminé pur BASJS e t 
r ( v ) '8S vo isins ) 
W e s t W donnée à. l aqu elle on a ajouté r (v) e t retiré 
R e t où chaque sommet est dans un s ous - ensembl e à 
distan ce minimale du sommet v. 
Va r iables locales . 
i, i .x : en t ier 
rr , ss : en t ier 
EJS , ENS- I : enti e r, ensemble de v a ri ables de ba se 
ENS- W', ENS- W" : t ableau de ttA:Xl\" + 2 entJ ers 
W- IH : bo oléen. 
( v a r iabl es Xl\ŒP ) . 
COLA , COLI , COLLEN 
Q, CQ , LQ , UQ, YQ 
DlTYP , OUT TYP, -P IVOT , R, THETA , UNI3DD . 
Al gorithme . 
CALL I - BASE (BASI S , EJllS-I , M, !'1AXM ) 
C ErS-I re pré s ente l'ens emble des v a riables de ba se du 
C somme t c ourant . 
CALL I NIT- W'( ENS-I, ENS- W", M, MAXM ) 
C EPS - W11 repr ésente le sous - ensemble des sui v an t s non 
C encore vis it és du sommet courant , qui , pour :.L ' i n s t an t 
C n été initialisé au vide . 
C 
C "Pour chaque vari able Q hors b a se , on va déte r miner , s i 
C po'sible , l a variab l e sort a n.te e t v oj r sj le somme t 
C ajnsi obtenu a déjà été v isité . Dans le cas où i l ne l ' a 
C pas encore é t é , on le place dans un sous - ensemble wk de Wde 
C teile sor te qu ' il sojt à distance minimale du somme t 




















!'uur 1.~ uc 1 Ù rJ ftd r~ 
si Q est une va r i · ble hors baf:c , •• . 
Sl (ST ATUS ( Q) = 0 ou STATUS ( Q) = - 1 alor s 
,-----
ob t eni l a colonne Q s ous forme voulue ; 
CALL XGETAJ 
Pour ide 1 
Pour i de 1 
(CQ , ••• , Q , • • • ) 
à ~ f air~ YQ ( i ) = 0 
à COLl,EN faire! ix ~ COLI ( i ) 
YQ (ix ) = COJ,A(i) 
Obteni l es born es de Q; 
go t o (1 , 2, 3 , 3), BNDTYP 
LQ = 0 
UQ = BIG 
g o to 4 
LQ = 0 
UQ = BOUND 
si (Q > NTYPE 2) al ors UQ = BIG 
go to 4 
CALL XGETUB ( ••. , Q, ••• , LQ, •.• , UQ ) 
CŒJTI :~lJE 
mise à jou r de l u colonne YQ (YQ = B- 1YQ) nécessaire 
a vant XCHUZ R; 
C ALL XF'l1 RAN ( YQ , ••. ) 
CALL XCHUZR ( ••• , LQ, ..• , Q , ••• , UQ , ••• ,YQ) 
s i une conditi on de dépassement de limites a é t é dét ec t ée , 
l a i sser tomber l a va r iable Q; 
si UNBDD a lors go to 6 
représen ter l ' ens emb l e des variables du nouveau s omme t; 
C ALL }.~AJ - ENS- I ( B AS I S ( R ) , EJ\~ S , ENS - I , Q ) 
ENS représ en t e l ' ensemble des variabl es de bas e du nou-
veau somme t; 
voir si le nouveau somme t 
- a dé j à ét é vi s it é ( élément d _ R ou n on) 
- e s t vo isi n d ' un somme t déjà v jsi t é ( é l émen t d 'un V!k 
ou non ) ; 
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pour vo ir s j_ le somme t reprc~~3en té par Ei~S es t un é lément 
d ' un wk , on parcour t ': .. à p:1r tir de l a fin ; 
Ju r ide CARD- W à 1 faire 
CALL GE T- W (C , CARD- W, ENS- W', i, L , 
M , t~A:XM , \'/ ) ; 
ENS - ~ ' est l e ie élément de W; 
CALI1 W- I N- W' (JrnS, EI'S- ':/ 1 , r.~ A.XJ\r: , rr , 
s 0 , 'P- IN) 
r~ IN = vrai si ENS correspond h un élément de ENS- W' 
faux sinon; 
si '!.'- IN a lors 
(EI'rn - w 1 , r,1 AXM, rr , SS ) lCAJ,L SUBTR- V ' go t o 5 
si ENS corres pon~d_à_u_n=é l ément d ' un wk, on re t i r e ce t 
élément e t on le r eplace dans l e sous-ensemble des sui-
vants du somme t c our an t; cela pour que tou t somme t acc es -
sibl e à par t i r de R' soi t à distance minimale d ' un de 
s es prédéces s eurs ; 
CONTI NUE 
CALL ADD- W' 0 5AX!V( IÇ' S - 1!/ ", 13.\S I S ( R), Q) 
C.ONT INUt 
Il reste à ajou t er ENS- W" à 1·.' . .._ __ 
CALL /\.DD- W ( C , CARI: - W, ENS - W", L , M, ~.TAXI\: , W) 
SUJVAN ~: - V . 
arg 
SI?c§cificat ions . 
l\~, r-.~AXM 
N, r.:AXM 
en t i er 
entier 
CAirn- R ', L, C, I - 1 , I- C, I - H, I - S 
C ARD- W , Vv : 1 i s t e W. 
liste R ' 
3o 
( arrmmen t s XJVT:P ) 
B, BA~ CB , Bf\.SIS , BASJ,B, BASl1B, BNDTYP , COLMAX , FACTIT , 
FACTOR, IOERR , LE NT<~A, LE mt I , LE1WY, r.~APA , l\~API , I~EMORY , 
NTYPE 2 , STATUS , UZERO, XBZERO , Z. 
pré O < M ~ MAXM 6 32 
0 <: N ~ MAXN ~ 32 
il exis te W' é l cimcn t de W avec W' non vide 
+ précondi t iorw XMP 
(notons v l e somm Pt cour an t donné par BAS JS , XBZERO , Z) 
rés CARD- R', L, C, I - L, I - C, I-R , I - S : liste R' 
CARD- W, W : li s t e W 
post 
BASCB, BASIS , BASLB , BASUB , STATUS , UZERO , XBZERO, Z. 
(notons wk l ' élémen t de W, non vide d ' indice maximum) 
( BASCB, ••. , Z) représ ente un sommet , à di s t anc e 
mi nimum de v, dont le prédécesseur est l e ke élément 
de R' 
R' es t R ' do nnée limitée au k premi ers é léments 
\ ' ' est 1N ' " " 
Vari a bles loc ~es . 
CARD , i , j , jx : ent ier 
11 , cc en t i er 
" " 
Eî 1S- W' : t ableau de. MAXM + 2 entiers 
~ , S : en tier , vari a ble 
( variabl es XMP ) 
" 
CR, es , LR , LS , UR , us , YR , YS , DR, DS, UZAJ 
COLA , COLI , COLLEN 
" 
FCODE, INTYP, OUTTYP , L:SAVE , PCODE , PIVOT , THETA , U1'.TBDD . 
Algorithme . 
C A parti r du somme t courant , remonter l a liste R' j u squ ' à 
C un sommet ayant un sous - ensemble de somme t s vois ins non 
C encore visit és non vi de . 
C 
CARD = CARD- R' 
T) 
.. our ide C\RD à 2 faire 
1 CALL GET - W (C , CARD- W, Er S- W', i , L, r,1 , l'{AXM , W) 














mrs- 1. 11 est le j e ôlcSrncnt de W; 
si 1!! '-vide (E HS- fl ', ~~AX~n alors 
~---
remonter au somme t i -1 par le pivotage (xR î x3 ! ) donné 
par l e de r nier é l ément de R'; 
CALI, GET- R'{ C, CC , CARD- R', J - C, J-L, I-R, I-S , L, 
LL, R,S) 
Ob tenir l a colonne rel a tive à l a variable entrant e R 
sous forme v oulue ; 
CALL XGETAJ ( CR , •.. , R, •.. ) 
Pour j de 1 à m fair~ YR (j) = 0 
Pour j de 1 à COLLEN faire ' j x = COLI (j) 
YR( jx ) = COLA(j ) 
Obtenir les bornes de R; 
go t o ( 1 , 2 , J, 3 ) , mmTYP 
LR = 0 
UR= BIG 
go to 4 
LR = 0 
UR= BOlTND 
s i R > NTYPE 2 alors UR= BIG 
go to 4 
CALL XGETUB ( ••. , R, •.• , LR , ••. , UR ) 
cowrnmE 
init i alisat ion de DR e t INTYP , par amètres de XPIVOT ; 
CALL XDOT ( ••. , UZAJ ) 
DR= CR - UZAJ 
si IDR 1 < ZLC alors DR= 0 
I NTYP = 1 
si DR < 0 a lors INTYP = - 1 
Pivoter R dans la base , 
CALL X-PIVOT ( •.. , DR , •.. , LR , .•. , R, S, ... , UR, XBZERO, 
YR , Z) 
ref actori sation de l a bas e si n~cessajre ; 
FACTIT = FACTIT + 1 
s i FACTJT > FACTOR alors 
~
ALL XFACT ( ... ) 
ACTIT = 0 












fin de l u r e f ac tori sation ; 
mise à jour des va ri ables duêLles ; 
Pour k de 1 à M f a ire! UZERO ( k ) = BASCB ( k ) 
CALL XB TRAN ( ••• ) 
mis e à jour des li stes R' e t ~ , le somme t couran t es t 
main t ena n t le (i - 1 ) e ; 
CALL SUBTR- W (CICARD- W' L , W) 
CALL SUBTR- R ' (C , CARD- R ' , I - C, I-T, , I - R , I - S , L ) 
s i non W' -VJ DE (ENS- W' ~· MAXM ) alors go to 5 
fjn de ln bouc l 0. "Pour ide CA.RD h R ••. " ; 
le somme t couran t a u n sous- ensemble de sommets vois ins 
non enc or e v i si t és n on vide ; 
il re s te à d é t erminer u n somme t de ce sous- ens emble ; 
CALL GET- N' ( ENS- \/ ' , t.~AX~.: , rt , S ) 
eff ectuer le pivotage ( x 8 t xR j ) ; d ' où l a même séqu enc e 
que ci - d essus ; 
CALL XGETAJ ( CS , • • • , S , ... ) 
Pour j de 1 à W faire j YS (j ) = 0 
Pour j de 1 à COLLEN faj rel j x = CO LI ( j ) 
YS ( j x ) = COL/\_ ( j ) 
go to (6 , 7, 8 , 8) ; BtDTYP . 
6 : LS = 0 
US = BI G 
go t o 9 
7 : LS = 0 
US = BOUND 
si S > I~ TY"PE2 alors US = DJG 
g o t o 9 
8 : CALL XGETUB ( ••• , S , ••• , LS , •• • , US ) 
9 : c œ~Ti fUE 
CALL XDOT ( ••• ) 
DS = CS - UZAJ 
si \ DS j < ZT,C alors DS = 0 
H~TYP = 1 
si DS <. 0 a lors DJTYP = - 1 
CJ\II -:r•) J "Q'"1 ( J _) ./.. .' ! ••• ' DS , ••• ,LS, •. ,5, R, ... , US , Z I3 ZERO , YS , Z) 
FACTIT = FACTJT + 1 
si F ACTIT > FACT OR alors 
[
A.T,1 XF ACT ( ••• ) 
ACTIT = 0 
ALL xncmrp ( ... ) 
T'our le de 1 à ~-~ fair oj l!t~Tmo (k ) = BASCB (k ) 
CALL XBTRA.N ( ••• ) 
XPJVOT met à j ou r la s olution cour an t e c~ t l es r eprésent a -
. -1 




C Les a rgumen t s de ADD-RR ' et ~ .. !AJ - V/~1/ 1 son t rlinsi i nitial i sés . 
MA J - PLS . 
SJ?écification s . 
a r g K : réel ( on recherche les 0olutions K- op tima les) 
M , ; 1 A.Xl\~ : e n t i e r 
N, NS TRUC : entier 
( a rguments :XMP ) 
B , BASCB , BASJS , BASLB , B/\.SUB , BNDTYT1, COLl\ff AX , IOERR, 
LE:N MA , LE N1'.ff , MA.PA , Mm·oRY , RO''.'TYP , STATUS, UZERO , 
XBZERO ,; 
pré O < K 
0 < M , MAXM ~ J 2 
0 ~ NSTRUC ~ N ' J2 
BNDTYI' -=fa 2 
+ précondit ion s :XMP . 
rés ~1 , N, NSTRUC : entier 
B , B/\.SCB , BASIS , BASLB , BASUD , ROWTYP , STATUS, UZERO, 
:XBZERO . 
Po st toutes ces va ri a~ le s représentent le PLS donné auquel 
on a a j out é 1 a c ont rai '. 1 t e • 
ë HB x F B + x NSTirn C+ 1 = K ; 
l a b ase a a uss i ~té mi s e à jour . 
C 
Varia~les loc ales . 
(vari ab les XMP ) 
CJ , COL A, COLI , COLLEN, DJ , ERROR , J , LJ , UJ , ZDOT . 
Al~o_ ithme . 
l\! = M + 1 
si li: > ~"AXJ\1 al ors l 
l a Me constant e es t 
ROWTYP (M ) = 0 
:!ï:RROR = 0 
C /1 .. LL XSTOP ( .•. ) 
une égal jté ; 
C l e t erme indépendan t es t K; 
B ( M) = K 





NSTRUC = NSTRUC + 1 
COLLEN = 1 
COLI ( 1 ) = 1 
COLA ( 1 ) = 1 
CJ = 0 
~ ALL X.\DDAJ ( •.. ) 
a jout des bornes LJ et UJ ; 
s i BNDTYP = 1 alor suJ = 0 
UJ = BIG 
go to 3 
s i BNDTYP = 2 ~ ERROn = J 
l.9 ALL X.STOP ( .• . ) 
s i (BNDTYP = 3 ou BNDTYP = 4) a lor, LJ = 0 
UJ = K 
CALL XADDUB ( .. . ) 
ajou t de s coefficients non nuls A (M, i) ; 




de 1 à N f aire 
(STATUS ( j) = O, -1, - 4, -5) a lors 
de ë- · J ' 
CAJ,L XGETAJ ( .•. ) 
GALL X.DOT( •.. , ZDOT) 
DJ = CJ - ZDOT 
si I DJ 1 ~ ZLC alor s 
~
OLLEN = COLLEN + 1 
COLI ( COLLEN ) = DJ 
GALL XJ\.D DAJ ( ••• , N - 1) 
C mise a jour de l a solution e t de l a base ; 
BAS I S ( M) = NSTRUC 
STATUS ( NS TRUC) = ~--
BASCB (M) = 0 
BASLE on = LJ 
BASUB ( M) = UJ 
UZERO (M) = 0 
XBZERO (M) = K 
MANAS . 
S.12 é c i fica tions . 
arg K : réel (on recherche l es so lutions K- op tima les ) 
rt , MAXTu~ : e nt i e r 
J , NS TRUC , ~.1AXN 
( argument s , x~rp ) 
entier 
B , BASCB , BASIS , BASLB , BJ\.Sl;B , BJ'JDTYP , COU.AX , F ACTIT , 
FACTOR, IOERR , LE1WA , I,En: I , LEl. .Y, r.~ APA, MAPI, 
r.:Er.~ORY , NTYPE 2 , RO '''TY:) , STATUS , UZERO , XBZERO, Z . 
pré O < K 
0 < M ~ MAJœ ~ J 2 
0 <. NS TRUC ~ N ~ r:AXl'-! ~ 32 
BNDTYP ::/= 2 
+ pré condi t ions Xl\"P 
rés RI . ~R, I R : liste R 
OK bo ol é en . 
pos t (OK= vrai) et R est la liste de tous les somme ts 
ou 
K optimaux ) 
(OK= faux ) et Rest l a liste d ' un certain nombre 
de sommets K optimaux) . 
,--,.._ ________ _,,,...,.~~....., . ..,.....,......., _________ www,,_,_ __ ~tt nz::Mi&alil.~· JIK'ar'1:i:f 
Vari abl s locales . 
j, R, S : en tier 
(L,C) CARD-R ' , J - L, I-C , I - R, I - S 
CARD-W, 1 .r : li s te W 
U}TION- VJDE : bool é en 
ENS- \/ 1 : C nt i e r • 
Al r;ori thme . 
C mi se à jour du t able au complété ; 
CALL MAJ-PLS ( ••. ) 
C initi al isation de R et R'; 
CALL I NIT- R ( .•. ) 
CALL I TIT- R' ( ... ) 
liste R' 
C i niti r lisat ion de I - R ( 1) e t I - S (1) à O vi a R et S; 
R:O 
5:: 0 
C a jout du sommet optimum à R et R'; 
CALL ADD-RR ' ( ... ) 
C initi a l iser W; 
CALL DJIT- W ( .•. ) 
C mi se à jour de W et W', suivants du sommet courant; 
CALL ~CAJ-Vl'W ' ( •.. ) 
C tant que l ' uni on des élém ent s de 1/ es t no n vide , .•• 
1 : UNION - VIDE = vrai 
j = C \RD- W 
tan t que ( ( j ~ 1 ) et UNION- VIDF. ) faire 
CALL GET- W (C , CATI D- \V , f. 1':S- W', j , L , M, MAXM , W) 
s i V/ ' - VI DE ( E T S- \'.' ' , M AXl't) a lors j = j - 1 
s inon UI!JON- VIDE = faux 
Sl non UNION-VIDE alors 
--, 
C on dé t ermine le suivant du somme t courant à di s t ance 
mjnimale ; 
lcALL Sl IVANT- V -c ••• ) 
C on e ·, fai t le somme t c our on t; 
ICALL ADD- RR ' ( ... ) 
C si on n ' a pas pu l e raj outer à R, arrgter les recherches ; 
si non OK alor s ~ crire ( "recherches arrêtées- R ") 
go to 2 
C on met à jour l a liste des suivant s non enc ore visi té s du 
somme t couran t 
1 C ALL MAJ - WY' ' ( ••• ) 
C On reco mmenc e; 
1 go to 1 
2 : C01 Til UE 
C fin . 
E~!!.1~E9~~~ -
- Pour utili ser l ' algorithme de MANAS , il suffit d ' écrire 
u n programme principal du genre "DEMO qui en p lus , li t 
l a v a riable K et initi l i se l es v a riables Let C, 
djmensions de R, 
On peu t aussi rab ou t e r un module de tri et / ou d ' i mpres-
sion . 
1 • J • S I SI< 0 S , 
2 . J . FICEEPET , 
J . H. W. KUHN , 
4. J . P . I GJ'r i ü, 
BIBJ, IOG~APHI E 
Le t raitement des solutions quasi - optima les 
en pro gramma t ion linéaire continue , 
Opera t ions Resea rch , vol . 18 , n°4 , novembre 84 , 
p . 38 1- 401 . 
El ément d e programmat ion l inéaire , 
FNDP , I nsti tut d ' infor mntique , s eptembre 78 . 
Contribution to the theory of g a mes , 
vol 2 , Prince ton Universi ty Press , Princeton , 
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