Abstract. We investigate the complexity of membership problems for {∪, ∩,¯, +, ×}-circuits computing sets of integers. These problems are a natural modification of the membership problems for circuits computing sets of natural numbers studied by McKenzie and Wagner (2003) . We show that there are several membership problems for which the complexity in the case of integers differs significantly from the case of the natural numbers: Testing membership in the subset of integers produced at the output of a {∪, +, ×}-circuit is NEXPTIME-complete, whereas it is PSPACE-complete for the natural numbers. As another result, evaluating {¯, +}-circuits is shown P-complete for the integers and PSPACEcomplete for the natural numbers. The latter result extends work by McKenzie and Wagner (2003) in nontrivial ways. Furthermore, evaluating {×}-circuits is shown NL ∧ ⊕L-complete, and several other cases are resolved.
Introduction
In complexity theory, combinational circuits play an important role. There is a variety of different kinds of circuits, and those over the boolean semiring certainly belong to the best investigated. Circuits over more general algebraic structures can be considered as well. A circuit over a universe U with operations o 1 , . . . , o r defined on the elements of U describes a way to compute an element a ∈ U .
In this paper, we study circuits over the power set of the integers. Besides the arithmetical gates + and ×, which compute set-theoretic addition and multiplication, we also allow gates computing the set operations ∪, ∩ and¯. The main question is the following: Given an integer b and a {∪, ∩,¯, +, ×}-circuit C with integer inputs, does b belong to the set computed by C? This is the membership problem MC Z (∪, ∩,¯, +, ×) and MF Z (∪, ∩,¯, +, ×) is the same problem restricted to formulas. The notion for other restricted versions of these problems, for example MC Z (¯, +), is self-explanatory. The complexity of such membership problems varies considerably in dependence of the kinds of gates allowed in the circuit.
It turns out that it is not always possible to reduce the N-case to the Z-case, e.g. it holds that MF N (¯, +) ≤ This paper is organized as follows: Section 2 gives the basic definitions and preliminaries. Section 3 is a digression to membership problems for circuits over sets of natural numbers. Since the problems MF N (¯, +) and MC N (¯, +) were omitted in [MW03] , we provide a proof of their PSPACE-completeness. As an intermediate step, we introduce the problem Quantified Sum of Subset and prove that it is PSPACE-complete. In section 4, we analyze differences in complexity between membership problems in the N-case and the Z-case. Section 5 then presents several membership problems with the same complexity in both N-and Z-case. Finally, we conclude with several open problems. A summary of our results can be found in Table 1 at the end of the paper.
Preliminaries
We fix the alphabet Σ = {0, 1}. Σ * is the set of words, and |w| is the length of a word w ∈ Σ * . We denote with L, NL, P, NP, coNP, PSPACE and NEXPTIME the standard complexity classes whose definitions can be found in any textbook on computational complexity (cf. [Pa94] , for example). Furthermore, we need the function class #L and the complexity classes ⊕L and C = L. For a nondeterministic logarithmic space machine M , define acc M (x) as the number of accepting paths of M on input x. The class #L consists of precisely these functions. A set A is in ⊕L if there exists f ∈ #L such that x ∈ A ⇔ f (x) ≡ 1(2) for every x ∈ Σ * . A set A is in C = L if there exist f, g ∈ #L such that x ∈ A ⇔ f (x) = g(x) for every x ∈ Σ * . See [All97] for a survey on these counting classes. For complexity classes K and M we define K ∧ M = def {A ∩ B : A ∈ K, B ∈ M}.For sets A and B we say that A is manyone logspace reducible to B and write A ≤ log m B if there exists a logarithmic space computable function f such that x ∈ A ⇔ f (x) ∈ B for every x ∈ Σ * .
N denotes the set of the natural numbers including 0, Z denotes the set of the integers. We denote the absolute value of an integer z with abs(z) 
If the complement of a set M is finite, we call M co-finite.
where G is the set of nodes and E is the set of vertices. The graph can contain multi-edges and does not necessarily have to be connected. As we consider circuits, we will call nodes gates from now on. C contains a specified gate g C , the output gate. Gates with indegree 0 are called the input gates.
) is a circuit (C, E, g C ), whose gates have indegree 0, 1, or 2 and are labelled by the function α : G → O∪Z in the following way: Every input gate is labelled with an integer, every gate with indegree 1 is labelled with , and every gate with indegree 2 with ∪, ∩, +, or ×. For each of its gates g, C computes a set I(G) ⊆ Z, inductively defined as follows:
The set computed by C is I(C) = def I(g C ). If a gate g ∈ G computes a singelton {a}, we will sometimes write I(g) = a for simplicity. An O-formula is an Ocircuit with maximal outdegree 1.
For O ⊆ {∪, ∩,¯, +, ×} we define membership problems for O-circuits and Oformulae over sets of integers by We denote membership problems for circuits over sets of natural numbers (see [MW03] for details) by MC N (O) and MF N (O), respectively. These problems are defined analogously. The only differences are that we solely allow input gates with non-negative labels and that¯-gates compute the complement with respect to N. To avoid confusion, we denote the set computed by a circuit C over sets of natural numbers by I N (C).
We assume any appropriate circuit and formula encoding, where gates are sorted topologically and neighborhoods are readily available. All completeness results are in terms of many-one logspace reducibility.
Example 1. Defining the circuits Z = def {0}∪{0} and ODD = def ({2}×Z)+{1}, we obtain I(Z) = Z and I(ODD) = {z ∈ Z : z odd}.
where C is a subcircuit defined as −1 ∪ 0 ∪ 1, computes the set {p : p is prime} ∪ {−p : p is prime}.
3 Digression: MF N (¯, +) is PSPACE-complete
Before we start our analysis of membership problems over sets of integers, we draw our attention to circuits over sets of natural numbers. In this section we extend work by McKenzie and Wagner [MW03] by proving the problem MC N (¯, +) to be PSPACE-complete. As will be seen later, this result is of importance to us since the case {¯, +} is one where the complexity of the N-and Z-membership problems diverges the most.
As an auxiliary tool, we define a new PSPACE-complete problem by introducing alternation into the well known NP-complete sum of subset problem: The problem quantified sum of subset is defined as QSOS = def (a 1 , . . . , a n , b) : a 1 , . . . , a n , b ∈ N, n ≡ 1(2) and Proof. We define a logspace computable funtion f such that
We then define f as
. . , v n are natural numbers which have the following decimal representations: By defining f in this way, we achieve that all vectors are appropriately quantified in the QSOS-instance: v 1 , . . . , v n are quantified strictly alternating and all other vectors are quantified existentially. In the following, let I a1,...,an be the interpretation which, for 1 ≤ i ≤ n, assigns truth-value a i ∈ {0, 1} to variable x i in H.
The following equivalences now hold:
Since f is computable in logarithmic space, our reduction is complete. 2
Proof. Let (a 1 , . . . , a n , b) ∈ N n+1 for any odd n. Observe that (a 1 , . . . , a n , b)
Hence, without loss of generality, we may assume that b ≥ n−1 i=1 a i . For i = 1, . . . , n we construct formulas A i :
We now construct a {¯, +}-formula F as follows:
Claim: It holds that
where F is a {¯, +}-formula for which the induction hypothesis is true. We obtain
which proves the claim. So we conclude that
Obviously, formula F can be constructed in logarithmic space. Hence, MF N (¯, +) is PSPACE-hard.
Proof. This is a direct consequence of Lemma 2 and MC N (∪, ∩,¯, +) ∈ PSPACE [MW03] .
Differences from the Case of the Natural Numbers
We start with some simple observations.
Proof. 1. Let C be an O-circuit over the natural numbers. In the absence of¯-gates, all gates of C compute finite sets of non-negative integers, thus we have
Obviously, the same holds for formulas.
2. Let C be an O-circuit with integer inputs a 1 , . . . , a k , and b ∈ Z. Let σ be any logspace-computable bijective mapping from Z to N. We now construct a circuit C by replacing C's inputs with σ(a 1 ), . . . , σ(a k ). It now holds that
, because C and C do not contain any arithmetical gates. Since this construction preservers the circuit structure, the same holds for formulas. The other reduction is obvious.
Hence, we can omit MC Z (O) for O ⊆ {∪, ∩,¯} from our study, as in these cases the complexity coincides with the complexity of the corresponding MC N (O)-problem. Furthermore, we can take lower bounds for membership problems for circuits without complementation from [MW03] . The graph accessibility problem (GAP) for directed graphs, defined as {(G, s, t) : G is a directed graph with nodes s and t and there is a path from s to t} is NLcomplete [Sa73] .
which is in NL [MW03] , A is in NL. It remains to show that B is in ⊕L. We construct a nondeterministic logarithmic space machine M working on input (C, b) as follows: For every path in C from the output gate to an input gate, M produces a computation path. M accepts precisely on those paths, where the input gate of the corresponding path in C is labelled with a negative integer. If b ≥ 0, M produces an additional accepting path. It now holds that acc
Hence, it follows that B ∈ ⊕L and we conclude MC Z (×) ∈ NL ∧ ⊕L.
Hardness: Let A ∈ NL ∧ ⊕L, thus there exist sets B ∈ NL and C ∈ ⊕L such that A = B ∩ C. Let x ∈ Σ * . GAP is NL-complete and so is GAP due to [Im88] and [Sz88] . Consequently, we can reduce in logarithmic space B to GAP via f . Let (G, s, t) = f (x). It is easy to construct in logarithmic space a {×}-circuit
Due to C ∈ ⊕L, there exists a nondeterministic logspace machine M such that x ∈ C ⇔ acc M (x) ≡ 1(2). Let C x be the transition graph of M on input x. We transform C x into a {×}-circuit C 2 , where accepting and rejecting nodes in C x become inputs with labels −1 and 1 respectively, and the node representing the starting configuration of M becomes the output gate of C 2 . Observe that C x and C 2 can be constructed in logarithmic space. We obtain x ∈ C ⇒ I(C 2 ) = −1 and x ∈ C ⇒ I(C 2 ) = 1. So we can construct in logarithmic space the circuit
, which yields the desired reduction.
Remark 1. Under the assumption ⊕L ⊆ NL, MC Z (×) is harder than MC N (×).
That is in a way surprising, as at first glance it does not seem more complex to multiply integers than natural numbers. We can in fact spot the difficulty evaluating {×}-circuits over the integers: If we forbid −1 as a label for the input gates of a {×}-circuit, the membership problem for these altered circuits is again NL-complete. This is due to the fact that −1 is the only negative number that can be multiplied by itself many times without its absolute value becoming too large.
Similarily, we obtain:
In contrast to the N-case, we do not have a completeness result for MC Z (+, ×). The following lemma states that MC Z (+, ×) is more related to MC N (∩, +, ×), for which no completeness result is known either [MW03] .
Proof. In [MW03] , McKenzie and Wagner showed that the problem EQ N (+, ×), defined as {(C 1 , C 2 ) : C 1 and C 2 are {+, ×}-circuits over sets of natural numbers and I N (C 1 ) = I N (C 2 )} is many-one logspace equivalent to MC N (∩, +, ×). Let C 1 , C 2 be {+, ×}-circuits over sets of natural numbers. We construct the {+, ×}-
NEXPTIME-hard Membership Problems
It is known that MC N (∪, +, ×) is PSPACE-complete [Wa84] , [Ya00] . In this section we will show that the corresponding problem over the integers is complete for NEXPTIME. Intuitively, the difficulty when evaluating {∪, +, ×}-circuits with integer labels is, that-unlike in the N-case-we have to deal with very large (up to exponential in length) numbers: Our target number has polynomial length, but adding a very small and a very large integer can result in a number with a small absolute value again. In the N-case, numbers can only become smaller when multiplied by 0, hence it suffices to compute numbers in the length of the target number when evaluating a circuit.
For k > 2 and n ≥ 1 we define
. . , a n < k be the sum of
2. Let w = (a 1 a 2 . . . a n ) k be the sum of the (not necessarily distinct) vectors
. . , a n < k. Then there are no three vectors among the addends which have a value unequal to 0 on the same position.
Proof. In the following, when we talk of a digit with value i on position j in a vector v, we mean that the j-th digit of the k-nary representation of vector v has value i. When we say that a position in a vector is filled up, we mean that the digit on that position has a value unequal to 0 (because we added a vector which has a digit with a value unequal to 0 on the same position).
1. Assume that w = (a 1 a 2 . . . a n ) k with 1 ≤ a 1 , . . . , a n < k is the sum of the vectors v 1 , . . . , v n−1 .
Case 1: Summing up the vectors v 1 , . . . , v n−1 does not yield an overflow.
Since each vectors contain precisely one digit with a value unequal to 0, there exists 1 ≤ i ≤ n such that a i = 0. This is a contradiction. ) . Since j is the rightmost overflow, n − j vectors must have been used to fill up the positions j + 1, . . . , n − 1, n. Hence, n − j + m vectors were used make the leftmost n − j + 1 + f k (m) positions in w unequal to 0. Observe that n − j + 1 + f k (2) = n − j + 2 and n − j + 1 + f k (m ) < n − j + m for m ≥ 3. The argumentation for overflows occurring further left is the same. Therefore, the number of positions in w which can be made unequal to 0 using n − 1 vectors is at most n − 1 even if overflows occur.
2. This is a consequence of the last statement: that 1 ≤ a 1 , . . . , a n < k, and let j be the rightmost position in w, for which there exist m ≥ 3 vectors among the addends which have a value unequal to 0 on position j. As argued above, it holds that n − j + 1 + f k (m ) < n − j + m for m ≥ 3, that means the number of positions which can be filled up with the overflow is smaller than the number of vectors used. That means we have wasted a vector, thus we cannot fill the remaining positions in w.
Lemma 6. The problem MC Z (∪, +, ×) is NEXPTIME-hard.
Proof. Let L ∈ NEXPTIME and M be a nondeterministic Turing machine which decides L and has time bound 2 p(|x|) for a suitable polynomial p. For an input x ∈ Σ * we show how to construct in logarithmic space a {∪,
Without loss of generality, we assume that M is normalized in the following way:
-M starts its work on input x in the initial state s 0 . The machine head is on cell 0 of the working tape; this cell contains the first symbol of the input x. -On input x, M works precisely 2 p(|x|) steps. M never moves the machine head on a cell left from cell 0.
-In each step, M branches and continues its work on precisely two computation paths. We will see that we can use the concept of a computation table to describe the structure of a highly regular formula F x in conjunctive normal form (CNF) for which the following holds: 2 N x 3 x n ...
... For a symbol on position (i, j), this is realized by a formula H in CNF such that Observe that α l,k as well as r and R do not depend on i, j or the input x, but only on the program of M . In the following, we assume that R is a power of 2 and that r ≥ 2 is a divisor of R. Consequently, for i, j ∈ {1, . . . , 2 N − 1}, formulas F i,j describe valid transitions in a computation table of M on input x. We need special formulas for the borders of a computation table (confer figure 1): The symbol encoded at the first position in each row only depends on two other symbols. The same holds for the symbol encoded at the last position in each row. Nevertheless, these formulas have a similarly regular structure. The formulas for the first row have to ensure that their variables encode the initial configuration. Since we are only interested in accepting computation tables, the formulas for the last row have to ensure that their variables encode the accepting configuration. Observe that for the first row, only the formulas for positions 1, 2, . . . , |x| depend on x, and that the formulas in the last row do not depend on x at all. Let F 0,0 , . . . , F 0,2 N be the formulas for the first row of the computation table, and let F 2 N ,0 , . . . , F 2 N ,2 N be the formulas for the last row. Without loss of generality, we assume that all special formulas are in CNF and consist of R clauses with 4r boolean variables each.
We now have
Since both formulas are logically equivalent, we can assume that
We now take a closer look on the structure of formulas F i,j : 
The first l 1 + R + l 2 + 3R + l 3 digits mark the clauses in F in which literal 
Observe that
Obviously, we can ignore the l 1 preceding zeros when construction the vectors. Our construction ensures that the first l 6 digits of the vectors do not depend on i or j but only on k. Let M k denote these l 6 most significant digits. Thus, l 5 -the number of zeroes right to M k -encodes i and j.
Since M k only contains a constant number of digits unequal to 0, it is easy to construct circuits C 1 . . . , C r in logarithmic space such that I(C k ) = (M k ) r holds for k ∈ {1, . . . , r}. It remains to annex zeros in order to complete the variable part. In logarithmic space, it is possible to construct {∪, +, ×}-circuits C 1 , . . . C r such that the following holds for k ∈ {1, . . . , r}:
where Similarly, we can construct circuits which compute vectors for the rest of the variables in F : The structure of the formulas for the first n symbols in the computation table and thus also that of the corresponding vectors depends on the input x. For each digit of x, it is easy to construct a circuit which computes the corresponding vectors. The structure of the remaining formulas is independent from the input and highly regular, thus we can create these vectors by using a similar construction as presented above.
Let C vectors be the {∪, +, ×}-circuit which computes the the set of all vectors for variables in F . Since there are two vectors for each variable, I(C vectors ) computes precisely 2 · r · (2 
Proof of the claim: The implication " ⇐ " is a direct consequence of the construction of the vectors and thus evident. We obtain the implication " ⇒ " from Lemma 5 and the following argument: If none of the last V · R r digits of the rnary representation of v is unequal to (r − 1), there cannot have been overflows when v was computed. Let us assume that this is false. Let then j be the rightmost position in the right part of v, for which more than one vector with value (r − 1) on position j in the right part were added. Therefore, at least (r + 1) of such vectors must have been added to obtain the value (r − 1) on position j of v. By Lemma 5.2, the right part of v must contain at least one digit which is 0. This is a contradiction.
We now know that all vectors in I(C sums ), whose right parts only consist of digits (r − 1), were created by a valid choice of vectors from I(C vectors ). A valid choice means that for each of the two vectors which belong to the same variable, precisely one was used in the sum. In other words, in the corresponding assignment of truth-values to the variables in F , each variable was assigned exactly one truth-value. Since each clause of F x contains exactly 4r variables, any assignment of truthvalues to variables in F can make at most 4r literals true in each clause. Hence, all vectors in in I(C sums ), which were created by a valid choice of vectors from I(C vectors ), have the r -nary representation
From now on, we will call such vectors valid vectors.
⇔ there exists an assignment of variables in F x , which makes at least 1 literal true in each clause
We now construct a circuit C A which computes a set of balancing vectors such that the following holds:
In logarithmic space we can construct a {∪, +, ×}-circuit C A with I(C A ) = {1, 2, . . . , r − 2} {(r ) K+i : 0 ≤ i < K}. We use this circuit to construct a circuit C A which computes all possible sums with precisely K addends from I(C A ). This can be done by a circuit which is very similar to that in figure 3 .
Proof of the claim:
Let z = a 1 . . . a j−1 (r − 1)a j+1 . . . a K 0 . . . 0 K r ∈ I(C A ) with 0 < a 1 , . . . , a K ≤ r − 1. Let v 1 , . . . , v K ∈ I(C A ) be vectors with K i=1 v i = z.
The vectors in I(C
Since we assumed that the leftmost K digits from z are unequal to 0, K vectors must have been used to fill up these positions by Lemma 5.1. By this Lemma we also know that the following holds for the addends: For each of the leftmost K digits from z, there are at most two addends which have a value unequal to 0 on the appropriate position. Hence, there can be no overflows greater than 1.
We now consider the three different possibilities how digit (r − 1) on position j of z was created:
1. There are vectors u, v ∈ {v 1 , . . . , v K } such that u has digit s on position j and v has digit t on position j with 1 ≤ s, t ≤ r − 2 and s + t = r − 1. 2. There are vectors u, v ∈ {v 1 , . . . , v K } such that u has digit s on position j and v has digit t on position j with 1 ≤ s, t ≤ r − 2, s + t = r − 2 and there is an overflow from the right. 3. There are vectors u, v ∈ {v 1 , . . . , v K } such that u has digit s on position j − 1 and v has digit t on position j − 1 with 1 ≤ s, t ≥ r − 1. Hence, an overflow occurs. Furthermore, there is a vector w ∈ {v 1 , . . . , v K } which has digit (r − 2) on position j.
In cases 1 and 2 u = def K i=1 v i − u is a vector, whose leftmost K digits are unequal to 0. Nevertheless, u is the sum of K − 1 vectors from I(C A ). This is a contradiction to Lemma 5.1. Similarly, in case 3 it also holds that the leftmost K digits of u = def Since all circuits constructed so far can be constructed in logarithmic space, this also holds for the {∪, +, ×}-circuit C SOS which is defined by
This completes the proof. is conjectured that the number of Fermat-Primes is finite with 2 2 4 + 1 = 65537 being the largest Fermat-Prime (see, for example, [HW79] ). There is a simple {∪, ∩,¯, +, ×}-formula FERMAT having the property that 0 ∈ I(F ) iff there is no Fermat-Prime greater than 2 2 4 + 1. 1 Hence, a decision procedure for MF Z (∪, ∩,¯, +, ×) could test whether there exists a sixth Fermat-Prime. This would be surprising. We construct FERMAT out of several subcircuits. Recall circuits Z, Z-POWER2 and Z-PRIMES from section 2. We now define the circuits
∪ 65537 computes the set of positive and negative primes minus the set of known FermatPrimes. All circuits constructed so far can easily be unfolded into formulas. Finally we define FERMAT as
Z-PRIMES ∩ (N-POWER2 + {1}) ×{0}
and obtain:
There is no Fermat-Prime greater than 2 2 4 +1 ⇔ 0 ∈ I(FERMAT).
The implication "⇒" follows directly from the construction. To see "⇐", note that the following is known from the literature:
Proof. Assume that 2 k + 1 is prime and k contains an odd factor b, that means 2 k + 1 = (2 a ) b + 1. Then 2 a + 1 is a factor of 2 k + 1 because we can write 2
. Hence 2 k + 1 cannot be prime, which leads to a contradiction.
As a trivial consequence of Lemma 6, we obtain Theorem 5. The problem MC Z (∪, ∩,¯, +, ×) is NEXPTIME-hard.
Complementation as the Only Set Operation
In this section, we analyze membership problems for circuits with addition, whose only set operation is complementation. We will see that sets computed by such circuits have a very simple structure.
We say that I(g) is of type I, II, III or IV if I(g) = {a}, Z\{a}, Z, ∅, respectively.
Proof. 1. Containedness: Let C = (G, E, g C , α) be a {¯, +}-circuit and b ∈ Z. Note that, by using the above calculation rule, we can determine in polynomial time what the type of I(g C ) is. The following polynomial time algorithm works on input (C, b) and decides MC Z (¯, +). If I(g C ) is of type III or IV we accept or reject, respectively. Otherwise, we eliminate all¯-gates from C and obtain a {+}-circuit C . Since
Hardness: We show that the P-complete monotone boolean circuit value problem [Go77] can be reduced to MC Z (¯, +). To do so, we transform a monotone boolean circuit C into a {¯, +}-circuit C of basically the same structure. Every input gate in C with boolean value 0 is replaced by a sub-circuit computing Z, e.g 0 + 0, every input gate in C with boolean value 1 is replaced by a sub-circuit computing ∅, e.g 0 + 0. Every ∨-gate in C is replaced by a +-gate and every ∧-gate in C with predecessors g 1 , g 2 is replaced by a sub-circuit g 1 + g 2 . For every gate g in C we now have either I(g) = Z or I(g) = ∅. Observe that for every +-gate g in C with predecessors g 1 , g 2 it now holds that
2. For a {¯, +}-formula F , determining the type of I(F ) can be done in logarithmic space, and
Contrary to these results, we already know that {¯, +}-circuits over sets of natural numbers can compute very complex sets (recall section 3).
Similarities between Z-Case and N-Case
In this section, we present several results where the complexity in the two cases coincides. In contrast to {×}-circuits, evaluating {+}-circuits is not harder in the Z-case than it is in the N-case. For the complexity of the remaining membership problems in our analysis, we also have the same upper and lower bounds as McKenzie and Wagner have for the corresponding problems in the N-case. The proofs for the Z-case bounds only require straightforward modifications applied to those in the N-case (see [MW03] ). The results for these membership problems are also included in the table on the next page, but lack a reference to a theorem or lemma in this paper. Table 1 
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