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Abstract
We show the H1 stability of shear flows of Prandtl type: Uν =
(
Us(y/
√
ν), 0
)
, in
the steady two-dimensional Navier-Stokes equations, under the natural assumptions that
Us(Y ) > 0 for Y > 0, Us(0) = 0, and U
′
s
(0) > 0. Our result is in sharp contrast
with the unsteady ones, in which at most Gevrey stability can be obtained, even under
global monotonicity and concavity hypotheses. It provides the first positive answer to the
inviscid limit problem in Sobolev regularity for a non-trivial class of steady Navier-Stokes
flows with no-slip boundary condition.
1 Introduction and main result
Our concern in this paper is the vanishing viscosity limit of the two-dimensional steady
Navier-Stokes equations:

vν · ∇vν − ν∆vν +∇qν = gν , (x, y) ∈ Tκ × R+ ,
div vν = 0 , (x, y) ∈ Tκ × R+ ,
vν |y=0 = 0.
(1.1)
Here Tκ = R/(2πκ)Z, κ > 0, is a torus with periodicity 2πκ, R+ = {y ∈ R | y > 0}, while
vν = (vν1 , v
ν
2 ) and q
ν are respectively the unknown velocity field and pressure field of the fluid.
The positive constant ν is the viscosity coefficient. The vector field gν is an external force,
decaying fast enough at infinity. The usual no-slip condition is prescribed at y = 0.
Understanding the behaviour of vν for small ν is a classical and difficult problem: ∇vν tends
to blow-up near the boundary as ν → 0, and the dynamics of this so-called boundary layer
is uneasy to analyze. A main step forward was made by L. Prandtl in 1904, who suggested
asymptotics of the form
vν(x, y) ∼ (V1(x, y/√ν),√νV2(x, y/√ν)) near the boundary,
vν(x, y) ∼ v0(x, y) away from the boundary, (1.2)
where V = (V1, V2)(x, Y ) depends on a rescaled variable Y = y/
√
ν. Hence, in the Prandtl
model, the boundary layer has a characteristic scale
√
ν. Moreover, it connects to an Euler
solution v0 as Y → +∞. By plugging the expansion in (1.1), one obtains a kind of reduced
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Navier-Stokes system on V , the Prandtl equation, now classical in fluid dynamics. Neverthe-
less, as pointed out by Prandtl himself, this formal asymptotics is expected to have a limited
range of validity, due to an instability phenomenon called boundary layer separation. This
instability is typical of flows around obstacles. Roughly, under an adverse pressure gradient
in the boundary layer, past a certain distance x = x∗ from the leading edge of the obstacle,
the stress ∂yv
ν
1 |y=0 may vanish. This leads to the appearance of a reverse flow for x > x∗,
and detachment of the boundary layer streamlines: see [35, page 39] for a more detailed
description of the underlying physics and illustrations.
Mathematically, the importance of this phenomenon has been well recognized in the analysis
of the steady Prandtl model. On one hand, it is known from the works of Oleinik [32] that
given a horizontal velocity V1 at x = 0 satisfying V1|x=0 > 0, ∂Y V1|x=0,Y=0 > 0, one can
construct a local in x smooth solution of the Prandtl equation. This result is based on the so-
called Von Mises transform, which turns the Prandtl equation into a nonlinear heat equation,
with x as an evolution variable. Moreover, this smooth solution exists as long as V1 > 0
and ∂Y V1|Y=0 > 0. On the other hand, there exists blowing-up solutions: it was established
recently in [4], see also [14, 30, 6]. Still, these results leave aside the behaviour of the full
system (1.1), and the justification of the Prandtl asymptotics (1.2) prior to separation. The
purpose of the present paper is to contribute to fill in this gap.
Let us stress that most recent mathematical results on the validity of the Prandtl asymptotics
are actually related to the unsteady Navier-Stokes equations. In such case, it is now well-
understood that the justification of the Prandtl approach requires stringent assumptions on
the data. The underlying reason is the presence of many hydrodynamic instabilities. We refer
for instance to [3, 20, 9] for discussions and numerics around the various blow-up scenarios.
Even to hope for short time stability, one must impose either restrictions on the structure of
the perturbations [27, 31], or strong regularity assumptions. As regards the well-posedness of
the Prandtl model, we refer to [26, 22, 10, 2, 29, 37, 12, 23] and citations therein. As regards
the full Navier-Stokes model, a complete justification of the Prandtl theory was obtained
for analytic data [33, 34, 36] and for the initial vorticity supported away from the boundary
[28, 7]. On the contrary, counterexamples to the H1 stability of Prandtl expansions of shear
flow type was provided by Grenier in [15], using boundary layer profiles with inflexion points.
Even in the favourable case of monotonic and concave boundary layer profiles, the boundary
layer expansion (1.2) is not stable in a Sobolev framework. This is due to a viscous instability
mechanism, the so-called Tollmien-Schlichting wave. This instability, identified in the first
half of the 20th century [5], was examined in a nice article by Grenier, Guo and Nguyen
[16]. Properly rescaled, their analysis provides highly growing eigenmodes of the linearized
Navier-Stokes system around a shear flow of Prandtl type. These eigenmodes have high x-
frequency n ∼ ν−3/8, and associated growth rate σ ∼ n2/3 ∼ ν−1/4. For arbitrary small ν,
these high frequencies must have very small initial amplitude to be controlled on a time scale
independent of ν: namely, one can only hope for a short time stability result in functional
spaces of Gevrey class 3/2 in x. A result in this direction was obtained recently by the authors
and N. Masmoudi in [11]. See [17] for related statements.
In view of the complexity of the unsteady framework, one could think that justifying Prandtl
expansions in the steady case should require stringent assumptions. Surprisingly, we will
be able to show local in space Sobolev stability of shear flow solutions of Prandtl type:
Uν(x, y) = (Us(y/
√
ν), 0), under the main assumptions Us(Y ) > 0 for Y > 0, Us(0) = 0,
and U ′s(0) > 0. These assumptions are somehow minimal in view of the previous discussion:
they forbid reverse flow and boundary layer separation. As far as we know, this is the first
boundary layer stability result for the steady Navier-Stokes equations with the usual no-
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slip conditions1. The only previous articles that we are aware of are [19, 21], dedicated to
inhomogeneous Dirichlet conditions. For instance, Guo and Nguyen consider in [19] the steady
Navier-Stokes equations in a half-plane, but with a positive Dirichlet datum for the horizontal
velocity. They construct general boundary layer expansions for this problem and prove their
Sobolev stability through the use of original energy functionals. Let us mention that similar
ideas are encountered in the context of the non-stationary MHD equations, where Sobolev
stability can be recovered if the magnetic field has a non-vanishing tangential component at
the boundary: see [13, 24, 25]. In the present paper, the analysis is of a different nature, and
centered on handling the degeneracy due to the homogeneous Dirichlet condition.
We now state precisely our main result. Let Us = Us(Y ) ∈ C2(R+) such that
Us(0) = 0 , Us > 0 in Y > 0 , lim
Y→∞
Us(Y ) = UE > 0 , (1.3)
∂Y Us(0) > 0 , (1.4)∑
k=1,2
sup
Y≥0
(1 + Y )3|∂kY Us(Y )| <∞ . (1.5)
From the continuity and (1.4) we have ∂Y Us > 0 on 0 ≤ Y ≤ 4Y0 for some Y0 ∈ (0, 1]. This
nondegeneracy near the boundary will be crucial. We then consider the shear flow
Uν = (Uνs (y), 0) , U
ν
s (y) = Us(y/
√
ν). (1.6)
Obviously, (1.6) can be seen as a solution of (1.1), setting gν = −ν∂2yUν and qν = 0. The
goal of the paper is to establish stability estimates for this solution of boundary layer type.
Denoting uν = vν − Uν the perturbation induced by f ν = gν + ν∂2yUν , we get

Uνs ∂xu
ν + uν2∂yU
ν
s e1 − ν∆uν +∇pν = −uν · ∇uν + f ν , (x, y) ∈ Tκ × R+ ,
div uν = 0 , (x, y) ∈ Tκ × R+ ,
uν |y=0 = 0.
(1.7)
Here e1 = (1, 0). We then have to specify a functional setting, with 2πκ periodicity in x. Let
Pn, n ∈ Z, be the orthogonal projection on the n-th Fourier mode in variable x:
(Pnu)(x, y) = un(y)ein˜x , n˜ = n
κ
, un(y) =
1
2πκ
∫ 2πκ
0
u(x, y)e−in˜xdx , (1.8)
The divergence-free and homogeneous Dirichlet conditions imply u0 = (u0,1, 0). Setting
Q0u = (I − P0)u , (1.9)
where I is the identity operator, we can identify u with the couple (u0,1,Q0u). With this
identification we introduce
X =
{
(u0,1,Q0u) ∈ BC(R+) ×W 1,20 (Tκ × R+)2 | ∂yu0,1 ∈ L2(R+) , u0,1|y=0 = 0 ,
‖u‖X = ‖u0,1‖L∞(R+) + ‖∂yu0,1‖L2(R+) +
∑
n 6=0
‖un‖L∞(R+) + ‖Q0u‖W 1,2(Tκ×R+) <∞
}
,
(1.10)
where the Sobolev space W 1,20 (Tκ × R+) is defined as the subspace of W 1,2(Tκ × R+) with
functions having the zero boundary trace on y = 0. For simplicity we assume that f ν = Q0f ν
below, though it is not difficult to extend our result to a general case by imposing a suitable
condition on f ν0 (y).
1see Remark 1.5 for an update.
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Theorem 1.1. There exist positive numbers κ0, ν0, ǫ such that the following statement holds
for 0 < κ ≤ κ0 and 0 < ν ≤ ν0. If f ν = Q0f ν and ‖f ν‖L2 ≤ ǫν
3
4 | log ν|−1 then there exists a
unique solution (uν ,∇pν) ∈ (X ∩W 2,2loc (Tκ × R+)2)× L2(Tκ × R+)2 to (1.7) such that
‖uν0,1‖L∞ + ν
1
4 ‖∂yuν0,1‖L2
+
∑
n 6=0
‖uνn‖L∞ + ν−
1
4 ‖Q0uν‖L2 + ν
1
4 ‖∇Q0uν‖L2 ≤
C| log ν| 12
ν
1
4
‖f ν‖L2 ,
(1.11)
Here C is independent of ν and κ.
Remark 1.2. The main structural assumptions of our stability theorems are (1.3) and (1.4),
which are natural in view of the previous comments on boundary layer separation. Another
important requirement is the smallness condition on κ: it means that our stability result is
only local in space (although on a lengthscale independent of ν). An interesting question is
wether this locality requirement is only a technical restriction of our stability method, or if
instabilities are possible at larger wavelengths.
Remark 1.3. The perturbation uν converges (at least in a weak sense) to a constant shear
flow at infinity:
lim
y→+∞ v
ν = (cν , 0). (1.12)
First, the requirement Q0uν ∈ W 1,2 implies that Q0uν goes to zero at infinity. Then, as
regards the x-average uν0 = (u
ν
0,1, 0), we deduce from the first line of (1.7) and the fact that
f ν0 = 0:
−ν∂2yuν0,1 = −∂y(Q0uν2Q0uν1)0.
As ∂yu0,1 ∈ L2, we can integrate this identity from y = +∞ to deduce
−ν∂yuν0,1 = −(Q0uν2Q0uν1)0
Eventually, as the right-hand side belongs to L1, we find (1.12) with
cν =
1
ν
∫
R+
(Q0u
ν
2Q0u
ν
1)0.
Note that this constant at infinity can not be prescribed. Moreover, it obeys the bound
|cν | ≤ C| log ν|
1
2
ν
1
4
‖f ν‖L2
as a consequence of estimate (1.11).
Remark 1.4. Theorem 1.1 has an easy implication on the inviscid limit problem. Namely,
any solution vν of (1.1) associated to a source term of the form gν = −ν∂2yUν + f ν, where
Uν satisfies (1.3)-(1.4)-(1.5)-(1.6) and ‖f ν‖L2 = o(ν3/4/| log ν|−1), converges to the Euler
solution v0 = (UE , 0) in L
∞
loc ∩H1loc. This is the first non-trivial example of a class of steady
Navier-Stokes solutions for which the inviscid limit holds true in finite regularity.
Remark 1.5. (Update 07/31/2018) Just after our manuscript submission on the arXiv, Y.
Guo and S. Iyer have submitted the very interesting preprint [18]. They establish there the
Sobolev stability of a subclass of Prandtl expansions, the main example of which being the
famous Blasius flow. We feel that this work and ours are complementary: the focus of [18]
is the very important Blasius self-similar solution (with x-dependence), while our analysis is
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more elementary: it treats the simpler case of shear flows under minimal assumptions. In
this perspective, we hope that our paper will be a first step in the stability analysis of general
steady boundary layer expansions, able to cover both works2. Moreover, beyond the context
of boundary layer flows, we feel that our analysis may provide new tools to investigate the
stability of shear flows, which is a classical topic in hydrodynamics.
To conclude this introduction, we give the outline of the proof of Theorem 1.1. After collecting
a few useful estimates in Section 2, we will turn to the core of the proof, which is the analysis
of the linearized system around Uν . Through a Fourier transform in x, it can be written

in˜Uνs un + un,2(∂yU
ν
s )e1 − ν(∂2y − n˜2)un +
(
in˜pn
∂ypn
)
= fn , y > 0 ,
in˜un,1 + ∂yun,2 = 0 , y > 0 ,
un|y=0 = 0 .
(1.13)
We remind that un = un(y) is the n-th Fourier coefficient of the velocity, and n˜ = n/κ. Note
that | ± 1˜| is large if κ is small. The zero mode does not raise any difficulty, and is estimated
in Section 3. The difficult part is the derivation of good bounds for n˜ 6= 0, see Theorem 4.1.
For κ small enough, we can always ensure that |n˜| ≫ 1 for all n. Nevertheless, as ν ≪ 1,
the tangential diffusion term −νn˜2un in the first line of (1.13) is in general far too small to
control the stretching term un,2∂yU
ν
s = O(
1√
ν
|un|).
To obtain good bounds, we distinguish between two regimes: |n˜| ≪ ν−3/4 and |n˜| & ν−3/4.
The regime |n˜| & ν−3/4 is handled in Section 8, through a direct analysis of system (1.13). The
subcase |n˜| ≫ ν−3/4 can be treated by simple energy estimates, cf item i) in Proposition 8.1:
the diffusion term is enough to control stretching by the boundary layer velocity. However,
the regime where |n˜| ∼ ν−3/4 is much more difficult, and requires new estimates. Such
estimates, in which the convection term is involved, are actually valid in the wider regime
ν−1/2 ≪ |n˜| . ν−3/4, cf item ii) in Proposition 8.1.
Stability in the regime |n˜| ≪ ν−3/4 is the most delicate to obtain. It is deduced from a careful
analysis of the steady Orr-Sommerfeld system (4.12), which is a reformulation of (1.13) in
terms of the stream function and of the rescaled variable Y = y/
√
ν. It reads{
OS[φ] := Us(∂
2
Y − α2)φ− U ′′s φ+ iε(∂2Y − α2)2φ = −f2 − iα∂Y f1 , Y > 0 ,
φ|Y=0 = ∂Y φ|Y=0 = 0 .
where parameters α and ε are related to the tangential frequency n˜ and the viscosity ν. In
short, the regime |n˜| ≪ ν−3/4 corresponds to the case ε1/3α≪ 1.
The point is that we are not able to get direct estimates on this system. Instead, we construct
the solution through an iterative process, reminiscent of splitting methods in numerical anal-
ysis. More precisely, one main idea is to construct a solution to the Orr-Sommerfeld equation
in the form of a series, where successive corrections solve alternatively:
• inviscid approximations of the equation, based on the so-called Rayleigh equation.
• viscous approximations of the equation, based on the so-called Airy equation.
This idea of a splitting method was already present in our Gevrey stability study of the un-
steady case [11], and found its origin in article [16]: the construction of an unstable eigenmode
for the linearized Navier-Stokes equations was performed with a similar iteration, although
more explicit and specific to a narrower regime of parameters. Here and in [11], the con-
vergence of the iteration is rather shown by energy arguments, and adapted to the whole
2As regards the unsteady case, extension of article [11] to general x-dependent expansions is in progress.
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range |n˜| ≪ ν−3/4. But in the steady setting considered here, we must rely on estimates that
are totally different from the ones in [11], in order to reach Sobolev stability. Moreover, the
implementation of the splitting method is different.
The inviscid estimates are established in Section 5: they are mostly about the equation
Ray[ϕ] = f , where the Rayleigh operator Ray := Us(∂
2
Y −α2)−U ′′s corresponds to neglecting
the diffusion in the Orr-Sommerfeld operator. Due to the degeneracy of Us at Y = 0, the
derivation of good bounds is uneasy, and provided in Proposition 5.1. The most difficult case
is when α≪ 1: indeed taking α→ 0 in the Rayleigh equation yields a singular perturbation
problem, cf Remark 5.2. Nevertheless, as shown in the estimates of Proposition 5.1, a crucial
point is that the singularity shows up only when the source term f has nonzero average in Y .
After the inviscid analysis of Section 5, Section 6 collects various estimates on viscous equa-
tions of Airy type: they all involve the operator Airy := Us + iε(∂
2
Y − α2). Note that the
Rayleigh and Airy operators are naturally involved within the full Orr-Sommerfeld operator
through the identities (to be detailed later):
OS[φ] = Ray[φ] + iε(∂2Y − α2)2φ = Ray[φ] + iε(∂2Y − α2)[
1
Us
Ray[φ] +
U ′′s
Us
φ],
OS[φ] = (∂2Y − α2)Airy[φ]− 2∂Y (U ′sφ),
OS[φ] = Airy
[ 1
Us
Ray[φ]
]
+ iε(∂2Y − α2)
U ′′s
Us
φ
These identities are at the basis of the splitting method alluded to above, which provides a
solution to the Orr-Sommerfeld equation under the form of a converging series. This con-
struction, called Rayleigh-Airy iteration, is described in Subsection 7.1. In this process, a
special attention is paid to the possible singularity generated by the Rayleigh equation when
α≪ 1, which could forbid the convergence of the series. In short, one has to ensure that each
”Rayleigh step” is performed with a zero average source term. This major difficulty is new
compared to the unsteady analysis in [11], and leads to a different iteration.
Moreover, the Rayleigh-Airy iteration is not enough to conclude: it provides a solution to the
Orr-Sommerfeld equation with a given source term, but this solution does not satisfy both
Dirichlet and Neumann conditions. Only the Dirichlet condition is maintained through the
iteration. One must then combine it with two solutions of the homogeneous Orr-Sommerfeld
equation (with an inhomogeneous Dirichlet condition φ|Y=0 = 1). These special solutions
φslow and φfast are called slow and fast modes, following a terminology of [16]. They are
built in Subsection 7.3 (see also the preliminary results given in Corollay 5.5 and Proposition
5.6) and Subsection 7.4 respectively. Let us stress that the construction of the slow and
fast modes can not be performed in an abstract way, like for the solution coming from the
Rayleigh-Airy iteration. They are rather obtained starting from an explicit approximation (of
inviscid type for the slow mode, of viscous ”boundary layer type” for the fast mode), which
fulfills the inhomogeneous condition, but solves approximately the equation. One can then
add a corrector to get an exact solution, notably making use of the Rayleigh-Airy iteration
developped earlier. The proof of the linear stability result in the regime |n˜| ≪ ν−3/4 is then
achieved in Paragraphs 7.5 and 7.6.
Once the linear estimates of Theorem 4.1 are shown, the proof of our main Theorem 1.1 can
be completed classically by a fixed point argument. This is done in Section 9.
2 Preliminaries
We collect here a few estimates to appear in the next sections. Assume that Us satisfies
(1.3)-(1.5), and let Y0 ∈ (0, 1] be a number such that ∂Y Us > 0 holds on 0 ≤ Y ≤ 4Y0.
Proposition 2.1. (1) The following inequalities hold:
‖Y ∂Y Us
Us
‖L2
Y
+ ‖Y ∂
2
Y Us
Us
‖L∞
Y
<∞ ,
|∂2yUνs (y)| ≤
C
ν
1
2
∂yU
ν
s (y) , 0 ≤ y ≤ 2Y0ν
1
2 .
(2) Set Gs(Y ) = Us(Y )
∫ Y0
Y
1
U2s
dY1. Then
∂Y
(
U2s ∂Y (
Gs
Us
)
)
= 0 for Y > 0 , Gs(0) =
1
∂Y Us(0)
,
and
‖ Gs
1 + Y
‖L∞
Y
+ ‖∂YGs
log Y
‖L∞
Y
({0<Y≤1/2}) + ‖∂YGs‖L∞
Y
({Y ≥1/2}) <∞ .
Proof. The results of (1) are straightforward, so we only give the proof of (2). It is easy to
see that Gs satisfies the equation as in the claim. Moreover, we see
Gs(Y ) = −Us(Y )
∫ Y0
Y
(
1
Us
)′
dY1
U ′s
=
1
U ′s(Y )
− Us(Y )
Us(Y0)U ′s(Y0)
− Us(Y )
∫ Y0
Y
1
Us
U ′′s
(U ′s)2
dY1 .
Thus, we have Gs(0) =
1
U ′s(0)
, and we also have
∂YGs(Y ) = − U
′
s(Y )
Us(Y0)U ′s(Y0)
− U ′s(Y )
∫ Y0
Y
1
Us
U ′′s
(U ′s)2
dY1 .
Thus, the fact Us ∼ U ′s(0)Y for 0 < Y ≪ 1 implies ‖∂Y GslogY ‖L∞Y ({0<Y <1/2}) < ∞. On the
other hand, since Us ∼ UE for Y ≫ 1 and Us > 0 in Y > 0, it is easy to show that
‖ Gs1+Y ‖L∞Y + ‖∂YGs‖L∞Y ({Y≥1/2}) <∞. The proof is complete.
Proposition 2.2. (1) Let σ[·] be the linear operator defined by
σ[f ](Y ) =
∫ ∞
Y
f dY1 , f ∈ C∞0 (R+) .
Then for 1 ≤ p <∞ and k = 0, 1, . . .,
‖Y kσ[f ]‖Lp
Y
≤ Cp‖Y k+1f‖Lp
Y
.
(2) Let L[·] be the linear operator defined by
L[f ](Y ) = Us(Y )
∫ ∞
Y
f
U2s
dY1 , f ∈ C∞0 (R+) .
Then for 1 < p <∞ and k = 0, 1, . . .,
‖Y kL[f ]‖Lp
Y
≤ C‖Y k(1 + Y )f‖Lp
Y
,
‖∂Y L[f ]‖L2
Y
≤ C
(
‖f‖L1
Y
+ ‖f‖L2
Y
+ ‖∂Y f‖L2
Y
)
.
Remark 2.3. In the estimate of ∂Y L[f ] we do not need the condition f |Y=0 = 0. Thus, the
estimate is valid for any f ∈ L1(R+) ∩H1(R+).
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Proof. (1) Since Y k|σ[f ](Y )| ≤ σ[|fk|](Y ) with fk(Y ) = Y kf(Y ) pointwisely, it suffices to
consider the case k = 0. By changing the order of the integral we see ‖σ[f ]‖L1
Y
≤ ‖Y f‖L1
Y
,
while we have for 1 < p < ∞, |σ[f ](Y )| ≤ CpY −1/p‖Y f‖Lp
Y
, which implies ‖σ[f ]‖Lp,∞
Y
≤
Cp‖Y f‖Lp
Y
. Thus the Marcinkiewicz interpolation theorem gives ‖σ[f ]‖Lp
Y
≤ C‖Y f‖Lp
Y
. The
proof is complete.
(2) It suffices to consider the case k = 0. Since Us ∼ U ′s(0)Y for 0 < Y ≪ 1 and Us ∼ UE for
Y ≫ 1 we observe that
|L[f ](Y )| ≤ Cp
Y
1
p
‖(1 + Y )f‖Lp
Y
, Y > 0 .
Thus ‖L[f ]‖Lp,∞
Y
≤ Cp‖(1 + Y )f‖Lp
Y
holds for 1 < p < ∞, and hence, the Marcinkiewicz
interpolation theorem yields ‖L[f ]‖Lp
Y
≤ C‖(1 + Y )f‖Lp
Y
for 1 < p <∞. Next we see
∂Y L[f ](Y ) = U
′
s(Y )
∫ ∞
Y
f
U2s
dY1 − f
Us
= U ′s(Y )
∫ Y0
Y
f
U2s
dY1 + U
′
s(Y )
∫ ∞
Y0
f
U2s
dY1 − f
Us
.
From this expression it is easy to see that
‖∂Y L[f ]‖L2({Y≥Y0}) ≤ C(‖f‖L1Y + ‖f‖L2Y ) ,
and also
‖U ′s(Y )
∫ ∞
Y0
f
U2s
dY1‖L2
Y
≤ C‖f‖L1
Y
.
Now it suffices to consider the estimate of U ′s(Y )
∫ Y0
Y
f
U2s
dY1 − fUs in 0 < Y ≤ Y0. We see
U ′s(Y )
∫ Y0
Y
f
U2s
dY1 − f
Us
= −U ′s(Y )
∫ Y0
Y
(
1
Us
)′
f
U ′s
dY1 − f
Us
= − U
′
s(Y )f(Y0)
Us(Y0)U ′s(Y0)
+ U ′s(Y )
∫ Y0
Y
1
Us
(
f
U ′s
)′ dY1 .
It is clear that
‖ U
′
s(Y )f(Y0)
Us(Y0)U ′s(Y0)
‖L2({0<Y ≤Y0}) ≤ C(‖∂Y f‖L2Y + ‖f‖L2Y )
by applying the embedding inequality ‖f‖L∞
Y
≤ C‖∂Y f‖
1
2
L2
Y
‖f‖
1
2
L2
Y
(note that the condition
f |Y=0 = 0 is not required). Let us consider the estimate of ‖U ′s(Y )
∫ Y0
Y
1
Us
( fU ′s
)′ dY1‖L2({0<Y≤Y0}).
We see
|U ′s(Y )
∫ Y0
Y
1
Us
(
f
U ′s
)′ dY1| ≤ C
Y
1
p
‖( f
U ′s
)′‖Lp({0<Y≤Y0}) , 1 < p <∞ , 0 < Y ≤ Y0 .
Hence the Marcinkiewicz interpolation theorem yields
‖U ′s(Y )
∫ Y0
Y
1
Us
(
f
U ′s
)′ dY1‖L2({0<Y≤Y0}) ≤ C‖(
f
U ′s
)′‖L2({0<Y≤Y0}) ≤ C(‖∂Y f‖L2Y + ‖f‖L2Y ) .
The proof is complete.
We end this short section with an interpolation inequality that will be applied several times.
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Proposition 2.4. There exists C > 0 such that
‖g‖2L2
Y
≤ C‖
√
Usg‖
4
3
L2
Y
‖∂Y g‖
2
3
L2
Y
+ C‖
√
Usg‖2L2
Y
, g = g(Y ) ∈ H1(R+) . (2.1)
Proof. This bound is an easy consequence of the inequality
‖g‖2L2
Y
≤ C‖
√
Y g‖L2
Y
‖g‖L∞
Y
≤ C‖
√
Y g‖L2
Y
‖∂Y g‖
1
2
L2
Y
‖g‖
1
2
L2
Y
,
which implies
‖g‖L2
Y
≤ C‖
√
Y g‖
2
3
L2
Y
‖∂Y g‖
1
3
L2
Y
,
and of the properties of Us: Us(Y ) ∼ U ′s(0)Y around Y = 0, Us(Y ) ∼ UE > 0 around Y =∞,
together with the assumption Us > 0 for any Y > 0. The first inequality is obtained by
writing that for all A > 0
‖g‖2L2
Y
≤
∫ A
0
|g|2 +
∫ +∞
A
|g|2 ≤ A‖g‖2L∞
Y
+
1
A
‖
√
Y g‖2L2
Y
and optimizing in A. The proof is complete.
Note that an interpolation inequality of this type is also used in the work [8] to construct a
steady Navier-Stokes flow around a rotating disk.
3 Linear result for the zero mode
When n = 0 the linearized problem (1.13) is reduced to a simple ODE: indeed, u0,2 = 0 and
ν∂2yu0,1 = f0,1 with u0,1|y=0 = 0. Then u0,1(y) = − 1ν
∫ y
0
∫∞
y′ f0,1(y
′′) dy′′dy′. The pressure p0
is given by p0(y) = −
∫∞
y f0,2(y
′)dy′. Hence we have
Theorem 3.1. Let f0 ∈ L1(R2+)2 and f0,1 = ∂yF0,1 with F0,1 ∈ L1(R+)∩L2(R+). Then there
exists a unique solution u0 = (u0,1, 0)
⊤ to (1.13) with n˜ = 0 such that
‖u0,1‖L∞ ≤ 1
ν
‖F0,1‖L1 , (3.1)
‖∂yu0,1‖L2 =
1
ν
‖F0,1‖L2 . (3.2)
We also have lim
y→∞u0,1 =
1
ν
∫ ∞
0
F0,1 dy.
4 Linear result for the non-zero modes
In this section we state the main result for the linearized problem (1.13) when n˜ 6= 0.
Theorem 4.1. There exist positive numbers κ0, ν0, and δ∗ such that the following statement
holds for any 0 < κ ≤ κ0, 0 < ν ≤ ν0, and n˜ 6= 0. For any fn ∈ L2(R+)2 there exists a unique
solution un ∈ H2(R+)2 ∩H10 (R+)2 to (1.13) satisfying the estimates stated below:
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(i) if 0 < |n˜| ≤ ν− 37 then
‖un‖L2 ≤


C
|n˜| 12
‖fn‖L2 , 0 < |n˜| ≤ ν−
3
8
C
|n˜| 116 ν 12
‖fn‖L2 , ν−
3
8 ≤ |n˜| ≤ ν− 37 ,
(4.1)
‖un‖L∞ ≤ C|n˜| 12 ν 14
‖fn‖L2 , (4.2)
‖∂yun‖L2 + |n˜|‖un‖L2 ≤
C
|n˜| 13 ν 12
‖fn‖L2 . (4.3)
(ii) if ν−
3
7 ≤ |n˜| ≤ δ∗ν− 34 then
‖un‖L2 ≤
C
|n˜| 23
‖fn‖L2 , (4.4)
‖∂yun‖L2 + |n˜|‖un‖L2 ≤
C
|n˜| 13 ν 12
‖fn‖L2 . (4.5)
(iii) if |n˜| ≥ δ∗ν− 34 then
‖un‖L2 ≤
C
|n˜|2ν ‖fn‖L2 , (4.6)
‖∂yun‖L2 + |n˜|‖un‖L2 ≤
C
|n˜|ν ‖fn‖L2 . (4.7)
Remark 4.2. (1) In Theorem 4.1, the associated pressure pn belongs to H
1(R+).
(2) Estimate (4.2) is not a consequence of the interpolation between (4.1) and (4.3). On the
other hand, by the interpolation inequality ‖un‖L∞ ≤ C‖∂yun‖
1
2
L2
‖un‖
1
2
L2
, we have from (4.4),
(4.5), (4.6), and (4.7),
‖un‖L∞ ≤


C
|n˜| 12 ν 14
‖fn‖L2 , ν−
3
7 ≤ |n˜| ≤ δ∗ν−
3
4 ,
C
|n˜| 32 ν
‖fn‖L2 , |n˜| ≥ δ∗ν−
3
4 .
(4.8)
The proof of Theorem 4.1 consists of several steps, and is given in Sections 5 - 8 below. The
core part of the proof is the study of the Orr-Sommerfeld equation for the streamfunction. For
the moment we assume that fn is smooth enough, say, fn ∈ H1(R+)2. The Orr-Sommerfeld
equation is deduced from the equation for the vorticity ωn = in˜un,2 − ∂yun,1:
in˜Uνs ωn − un,2∂2yUνs − ν(∂2y − n˜2)ωn = in˜fn,2 − ∂yfn,1 , y > 0 . (4.9)
Let us introduce the streamfunction φn as the solution to the Poisson equation
−(∂2y − n˜2)φn = ωn , φn|y=0 = 0 .
The nth mode of the velocity un is recovered from the formula
un,1 = ∂yφn , un,2 = −in˜φn . (4.10)
Taking into account no-slip boundary condition on un,1, we obtain the fourth order ODE{
−in˜Uνs (∂2y − n˜2)φn + in˜∂2yUνs φn + ν(∂2y − n˜2)2φn = in˜fn,2 − ∂yfn,1 , y > 0 ,
φn|y=0 = ∂yφn|y=0 = 0 .
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One can check that this fourth order ODE is equivalent to (1.13), and in particular, if φn ∈
H4(R+) is a solution to this ODE then the velocity un defined by (4.10) solves (1.13) with a
suitable pressure pn ∈ H1(R+). Next we introduce the rescaled variable Y = y/
√
ν and set
√
νφ(Y ) = φn(y) ,
1√
ν
f(Y ) = fn(y) (4.11)
for simplicity. The rescaled unknown then satisfies
−in˜Us(∂2Y − α2)φ+ in˜U ′′s φ+ (∂2Y − α2)2φ = in˜f2 −
1√
ν
∂Y f1 , Y > 0 ,
where U ′′s = ∂2Y Us and we have set
α = n˜
√
ν .
By dividing by −in˜ of the above equation for φ and by setting ε = 1/n˜, we have arrived at
the Orr-Sommerfeld equation{
Us(∂
2
Y − α2)φ− U ′′s φ+ iε(∂2Y − α2)2φ = −f2 − iα∂Y f1 , Y > 0 ,
φ|Y=0 = ∂Y φ|Y=0 = 0 .
(4.12)
We note that the constant ε = 1/n˜ = κ/n is small if |n| ≥ 1 and κ > 0 is small. For simplicity
of notations we set
‖f‖ = ‖f‖L2
Y
=
( ∫ ∞
0
|f(Y )|2dY ) 12 .
5 Rayleigh equation
In this section we consider the Rayleigh equation in the rescaled variable, where the Rayleigh
operator is defined as Ray[ϕ] = Us(∂
2
Y − α2)ϕ − U ′′s ϕ. Without loss of generality we may
assume α > 0. The system under study is{
Ray[ϕ] = f , Y > 0 ,
ϕ|Y =0 = 0 .
(5.1)
Proposition 5.1. Let f/Us ∈ L2(R+). Then there exists a unique solution ϕ ∈ H2(R+) ∩
H10 (R+) to (5.1) such that
(i) when α ≥ 1,
‖∂Y ϕ‖+ α‖ϕ‖ ≤ Cmin
{‖ Y
Us
f‖, 1
α
‖ f
Us
‖} , (5.2)
‖(∂2Y − α2)ϕ‖ ≤ Cmin
{‖ Y
Us
f‖, 1
α
‖ f
Us
‖}+ ‖ f
Us
‖ . (5.3)
(ii) when 0 < α ≤ 1, if (1 + Y )σ[f ] ∈ L2(R+) with σ[f ](Y ) =
∫∞
Y f dY1 in addition,
α‖ϕ‖ ≤ Cα‖(1 + Y )σ[f ]‖+ C
α
1
2
|
∫ ∞
0
f dY | , (5.4)
‖∂Y ϕ‖ ≤ C
(
‖(1 + Y )σ[f ]‖+ ‖f‖
)
+
C
α
|
∫ ∞
0
f dY | , (5.5)
‖(∂2Y − α2)ϕ‖ ≤ C
(
‖(1 + Y )σ[f ]‖+ ‖ f
Us
‖
)
+
C
α
|
∫ ∞
0
f dY | . (5.6)
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Remark 5.2. (1) We obtain solutions even for 0 < α < 1, which is non-trivial. Note that the
existence and uniqueness of H2 solutions requires the condition f/Us ∈ L2(R+). Nevertheless,
it is seen from the proof that the existence and uniqueness of a weak solution in H10 (R+) is
valid under the milder condition f ∈ L2(R+). In such a case, the only estimates that are
retained are (i) when α ≥ 1,
‖∂Y ϕ‖+ α‖ϕ‖ ≤ C‖ Y
Us
f‖,
(ii) when 0 < α ≤ 1,
α‖ϕ‖ ≤ Cα‖(1 + Y )σ[f ]‖+ C
α
1
2
|
∫ ∞
0
f dY | ,
‖∂Y ϕ‖ ≤ C
(
‖(1 + Y )σ[f ]‖+ ‖f‖
)
+
C
α
|
∫ ∞
0
f dY |.
Moreover, the solution is locally H2 for Y > 0, and satisfies
‖Us(∂2Y − α2)ϕ‖ ≤ C‖∂Y ϕ‖+ ‖f‖ , (5.7)
which is verified from the equation and the Hardy inequality ‖U ′′s ϕ‖ ≤ C‖∂Y ϕ‖, in virtue of
the sufficient decay of U ′′s and ϕ|Y=0 = 0.
(2) The singularity in α, seen in (5.4)-(5.5)-(5.6) when 0 < α ≪ 1, can not be avoided in
general. It is due to the fact that α→ 0 is a singular limit: indeed the formal limit system
Us∂
2
Y ϕ− U ′′s ϕ = f
has in general no solution satisfying ϕ|Y=0 = 0. However, as we will show below, it has
a solution under the additional condition that f has zero average. This explains that the
singular factor α−
1
2 or α−1 is only in front of | ∫∞0 f dY |. This will be used crucially in our
analysis.
(3) Estimate (5.4) is optimal in view of local regularity; roughly speaking, the L2 norm of ϕ is
estimated in terms of H−1 norm of f . We note that the Marcinkiewicz interpolation theorem
yields the bound ‖(1 + Y )σ[f ]‖ ≤ C‖(1 + Y )Y f‖ as stated in Proposition 2.2 (1).
The proof of Proposition 5.1 is a consequence of the next lemma. We consider the problem{
(∂2Y − α2)ϕ− U
′′
s
Us
ϕ = h , Y > 0 ,
ϕ|Y=0 = 0 .
(5.8)
Lemma 5.3. For any h ∈ L2(R+) there exists a unique solution ϕ ∈ H2(R+) ∩H10 (R+) and
satisfies
(i) when α ≥ 1,
‖∂Y ϕ‖+ α‖ϕ‖ ≤ Cmin
{‖Y h‖, 1
α
‖h‖} , (5.9)
‖(∂2Y − α2)ϕ‖ ≤ Cmin
{‖Y h‖, 1
α
‖h‖} + ‖h‖ , (5.10)
(ii) when 0 < α ≤ 1, if (1 + Y )σ[Ush] ∈ L2(R+)with σ[Ush](Y ) =
∫∞
Y UshdY1 in addition,
α‖ϕ‖ ≤ Cα‖(1 + Y )σ[Ush]‖ + C
α
1
2
∣∣ ∫ ∞
0
UshdY
∣∣ , (5.11)
‖∂Y ϕ‖ ≤ C
(
‖(1 + Y )σ[Ush]‖+ ‖Ush‖
)
+
C
α
∣∣ ∫ ∞
0
UshdY
∣∣ , (5.12)
‖(∂2Y − α2)ϕ‖ ≤ C
(
‖(1 + Y )σ[Ush]‖+ ‖h‖
)
+
C
α
∣∣ ∫ ∞
0
UshdY
∣∣ . (5.13)
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Proof. Let T be the operator T = ∂2Y − α2 − U ′′s /Us, which is realized in L2(R+) with the
domain H2(R+) ∩H10 (R+). Note that T is relatively compact to ∂2Y − α2 whose domain is
taken in the same way. This is because lim
Y→∞
U ′′s
Us
= 0 by our assumptions and because the
Hardy inequality implies
‖U
′′
s
Us
ϕ‖ ≤ ‖Y U
′′
s
Us
‖L∞‖ϕ
Y
‖ ≤ 2‖Y U
′′
s
Us
‖L∞‖∂Y ϕ‖ , ϕ ∈ H10 (R+) ,
and thus the term U
′′
s
Us
ϕ is a lower order operator both in view of regularity and spatial decay.
Since the spectrum of ∂2Y −α2 is contained in {λ ∈ C | Reλ ≤ −α2} the spectrum of T outside
the set {λ ∈ C | Reλ ≤ −α2} consists only of isolated eigenvalues with finite multiplicities.
Therefore, to show the invertiblity of T in L2(R+) it suffices to show the injectivity of T . To
this end we observe the identity
Tϕ =
1
Us
∂Y
(
U2s (∂Y (
ϕ
Us
)
)− α2ϕ
and then, from the computation for ϕ ∈ H2(R+) ∩H10 (R+),
lim
δ↓0
∫ ∞
δ
1
Us
∂Y
(
U2s ∂Y (
ϕ
Us
)
)
ϕdY = lim
δ↓0
(
−
∫ ∞
δ
U2s |∂Y (
ϕ
Us
)|2 dY − ∂Y ( ϕ
Us
)(δ)Us(δ)ϕ(δ)
)
= −‖Us∂Y ( ϕ
Us
)‖2 ,
we verify the identity
‖Us∂Y ( ϕ
Us
)‖2 + α2‖ϕ‖2 = −Re 〈h, ϕ〉 . (5.14)
Equality (5.14) implies the injectivity of T , and thus, T is invertible in L2(R+) as explained
above. In particular, there exists a unique solution ϕ ∈ H2(R+) ∩H10 (R+) to Tϕ = h.
Next we observe that the inner product with ϕ in the equation Tϕ = h also provides
‖∂Y ϕ‖2 + α2‖ϕ‖2 = −Re 〈U
′′
s
Us
ϕ,ϕ〉 − Re 〈h, ϕ〉 . (5.15)
The first term in the right-hand side of (5.15) is estimated as
|〈U
′′
s
Us
ϕ,ϕ〉| ≤ ‖Y (1 + Y )U
′′
s
Us
‖L2‖
ϕ
Y
‖‖ 1
1 + Y
ϕ‖L∞ ≤ C‖∂Y ϕ‖‖ ϕ
1 + Y
‖L∞ .
Thus from (5.14) and (5.15), we obtain
‖Us∂Y ( ϕ
Us
)‖2 + α2‖ϕ‖2 ≤ |Re 〈h, ϕ〉| ,
‖∂Y ϕ‖2 ≤ C‖ ϕ
1 + Y
‖2L∞ + C|Re 〈h, ϕ〉| .
(5.16)
(i) When α ≥ 1: In this case estimate (5.9) easily follows from (5.16) by applying ‖ ϕ1+Y ‖2L∞ ≤
C‖ϕ‖‖∂Y ϕ‖. Finally, the estimate of (∂2Y − α2)ϕ is obtained from (5.8), for
‖(∂2Y − α2)ϕ‖ ≤ ‖
U ′′s
Us
ϕ‖+ ‖h‖ ≤ 2‖Y U
′′
s
Us
‖L∞‖ϕ
Y
‖+ ‖h‖ ≤ C‖∂Y ϕ‖+ ‖h‖ .
The proof is complete.
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(ii) When 0 < α ≤ 1: This case requires a more delicate analysis. We decompose h as
h = h1 + h2 , h2 = (
∫ ∞
0
UshdY )ρ ,
∫ ∞
0
Ush1 dY = 0 , (5.17)
where ρ ∈ C∞0 (R+),
∫∞
0 Usρ dY = 1, is taken independently of α and h, and we may assume
that supp ρ ⊂ {1 ≤ Y ≤ 2}. According to the decomposition of h = h1 + h2 as above, we
decompose ϕ as ϕ = ϕ1 + ϕ2, where
Tϕj = hj , ϕj|Y=0 = 0 .
Step 1 (Estimate of ϕ1). Let ϕ1,1 be the function defined by
ϕ1,1 = Us
∫ ∞
Y
σ[Ush1]
U2s
dY1 = L
[
σ[Ush1]
]
, (5.18)
where L is studied in Proposition 2.2 (2), and ϕ1,1 satisfies
1
Us
∂Y
(
U2s ∂Y (
ϕ1,1
Us
)
)
= h1 in Y > 0.
Moreover, in virtue of
∫∞
0 Ush1 dY = 0, we can write σ[Ush1](Y1) = −
∫ Y1
0 Ush1 dY2, which
ensure the boundary condition ϕ1,1|Y=0 = 0 as well. From Proposition 2.2 (2) we have the
estimate of ϕ1,1 as follows.
‖ϕ1,1‖L2 = ‖L
[
σ[Ush1]
]‖ ≤ C‖(1 + Y )σ[Ush1]‖ . (5.19)
We look for the solution ϕ1 of the form ϕ1 = ϕ1,1 + ϕ1,2, and thus, ϕ1,2 is the solution to
Tϕ1,2 = α
2ϕ1,1 in Y > 0 and ϕ1,2|Y=0 = 0. From (5.16) we have ‖ϕ1,2‖2 ≤ C‖ϕ1,1‖2, which
gives
‖ϕ1‖ ≤ ‖ϕ1,1‖+ ‖ϕ1,2‖ ≤ C‖(1 + Y )σ[Ush1]‖ . (5.20)
Then, since Tϕ1 = h1, we have again from (5.16) and h1 = − 1Us∂Y σ[Ush1] and σ[Ush1]|Y=0 =∫∞
0 UshdY = 0,
‖Us∂Y (ϕ1
Us
)‖2 ≤ |Re 〈h1, ϕ1〉| ≤ ‖σ[Ush1]
Us
‖ ‖Us∂Y (ϕ1
Us
)‖ ,
that is, ‖Us∂Y (ϕ1Us )‖ ≤ ‖
σ[Ush1]
Us
‖, and thus, (5.16) yields
‖∂Y ϕ1‖2 ≤ C‖∂Y ϕ1‖‖ϕ1‖+ C|Re 〈h1, ϕ1〉| ≤ C‖ϕ1‖2 + C‖σ[Ush1]
Us
‖ ‖Us∂Y (ϕ1
Us
)‖
≤ C‖(1 + Y )σ[Ush1]‖2 + ‖σ[Ush1]
Us
‖2
≤ C‖(1 + Y )σ[Ush1]‖2 + C‖Ush1‖2 . (5.21)
Here we have used the Hardy-type inequality in the last line: ‖σ[Ush1]Us ‖ ≤ C
(‖∂Y σ[Ush1]‖ +
‖σ[Ush1]‖
)
. The H2 estimate is then obtained from the equation and (5.21) as
‖(∂2Y − α2)ϕ1‖ ≤ ‖
U ′′s
Us
ϕ1‖+ ‖h1‖ ≤ C‖∂Y ϕ1‖+ ‖h1‖
≤ C‖(1 + Y )σ[Ush1]‖+ C‖Ush1‖+ ‖h1‖ . (5.22)
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Step 2 (Estimate of ϕ2). Next we consider the estimate of ϕ2, which is the solution to
Tϕ2 = h2 with ϕ2|Y=0 = 0, where h2 = (
∫∞
0 UshdY )ρ. First we set
ϕ2,1,1 = Us
∫ ∞
Y
1
U2s
∫ ∞
Y1
Ush2 dY2 dY1 = L
[
σ[Usρ]
] ∫ ∞
0
UshdY ,
ϕ2,1,2 = −Us
∫ Y0
Y
1
U2s
dY1 e
−αY
∫ ∞
0
UshdY = −Gs e−αY
∫ ∞
0
UshdY .
(5.23)
Here the function Gs is studied in Proposition 2.1. Then, since ρ ∈ C∞0 (R+), Proposition 2.2
(2) for L and Proposition 2.1 (2) for Gs imply
‖∂Y ϕ2,1,1‖+ ‖ϕ2,1,1‖+ ‖ϕ2,1,1‖L∞ + ‖ ϕ2,1,2
1 + Y
‖L∞ ≤ C|
∫ ∞
0
UshdY | . (5.24)
Here C is independent of α. Moreover, the same computation as in the proof of Proposition
2.1 (2) leads to ϕ2,1,1(0) =
1
U ′s(0)
∫∞
0 UshdY thanks to
∫∞
0 Usρ dY = 1, and thus, we have
(ϕ2,1,1 + ϕ2,1,2)|Y=0 = 0 .
In particular, together with the estimates in Propositions 2.1 and 2.2 we see that ϕ2,1 =
ϕ2,1,1 + ϕ2,1,2 belongs to H
1
0 (R+). Moreover, ϕ2,1 satisfies for Y > 0,
Tϕ2,1 = h2 + 2α∂YGs e
−αY
∫ ∞
0
UshdY − α2ϕ2,1,1
=: h2 + g1 .
To correct the error term g1 we take ϕ2,2 as the solution to Tϕ2,2 = −g1 with ϕ2,2|Y=0 = 0.
Let us decompose g1 as g1 = g1χ + g1(1 − χ), where χ is a smooth cut-off such that χ = 1
for 0 ≤ Y ≤ 1 and χ = 0 for Y ≥ 2, and let ϕ2,2,1 and ϕ2,2,2 be respectively the solutions
in H2(R+) ∩ H10 (R+) to Tϕ2,2,1 = −g1χ and Tϕ2,2,2 = −g1(1 − χ). From the formula
T = 1Us∂Y (U
2
s ∂Y (
·
Us
))− α2 we have the estimate
‖ϕ2,2,2
Us
‖L∞≤ C
α2
‖g1(1− χ)
Us
‖L∞ ≤ C
α2
‖g1(1− χ)‖L∞ . (5.25)
Indeed, for l ∈ N we compute 〈Tϕ2,2,2, ϕ2,2,2(ϕ2,2,2Us )2l〉 = −〈g1(1 − χ), ϕ2,2,2(
ϕ2,2,2
Us
)2l〉, which
gives
(2l + 1)
∫ ∞
0
|∂Y (ϕ2,2,2
Us
)|2|ϕ2,2,2
Us
|2lU2s dY + α2
∫ ∞
0
|ϕ2,2,2
Us
|2(l+1)U2s dY
≤
∫ ∞
0
∣∣g1(1− χ)
Us
∣∣ ∣∣ϕ2,2,2
Us
∣∣2l+1U2s dY ,
which gives
( ∫ ∞
0
|ϕ2,2,2
Us
|2(l+1)U2s dY
) 1
2(l+1) ≤ 1
α2
(∫ ∞
0
∣∣g1(1− χ)
Us
∣∣2(l+1)U2s dY ) 12(l+1) .
Then taking the limit l → ∞ yields (5.25). Thus we have from (5.24) and from Proposition
2.1 (2) for the L∞ bound of ∂YGs in Y ≥ 1,
‖ϕ2,2,2
Us
‖L∞ ≤ C
α
|
∫ ∞
0
UshdY | . (5.26)
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As for ϕ2,2,1, we have from (5.16) that
‖ϕ2,2,1‖ ≤ C
α2
‖g1χ‖ ≤ C
α
|
∫ 2
1
Ush2 dY | ,
and thus, again from (5.16) and the interpolation inequality we have
‖∂Y ϕ2,2,1‖2 ≤ C‖ϕ2,2,1‖2 + C‖Y g1χ‖2 ≤ C
α2
|
∫ ∞
0
UshdY | .
Collecting these, we obtain
‖ϕ2,2‖L∞ ≤ ‖ϕ2,2,1‖L∞ + ‖ϕ2,2,2‖L∞ ≤ C
α
|
∫ ∞
0
UshdY | .
Thus, ϕ2 = ϕ2,1 + ϕ2,2 = ϕ2,1,1 + ϕ2,1,2 + ϕ2,2 satisfies, by (5.24),
‖ ϕ2
1 + Y
‖L∞ ≤ C
α
|
∫ ∞
0
UshdY | . (5.27)
Then the fact Tϕ2 = h2 with ϕ2|Y=0 = 0 and (5.16) with (5.27) yield
‖∂Y ϕ2‖2 ≤ C
α2
|
∫ ∞
0
UshdY |2 + C‖Y h2‖2 ≤ C
α2
|
∫ ∞
0
UshdY |2 , (5.28)
and therefore, again from (5.16),
α2‖ϕ2‖2 ≤ C‖Y h2‖‖∂Y ϕ2‖ ≤ C
α
|
∫ ∞
0
UshdY |2 . (5.29)
Finally the H2 estimate of ϕ2 is obtained from the equation as
‖(∂2Y − α2)ϕ2‖ ≤ ‖
U ′′s
Us
ϕ2‖+ ‖h2‖ ≤ C‖∂Y ϕ2‖+ ‖h2‖ ≤ C
α
|
∫ ∞
0
UshdY | . (5.30)
Collecting (5.20), (5.21), (5.22) with h1 = h − (
∫∞
0 UshdY )ρ, and (5.28), (5.29), and (5.30),
we obtain the estimates of ϕ = ϕ1 + ϕ2. The proof is complete.
The next proposition will be used to construct a slow mode in the case 0 < α ≪ 1,
the boundary corrector for the Orr-Sommerfeld equation. For later use let us introduce the
operator
K[f ](Y ) = Us
∫ ∞
Y
1
U2s
∫ ∞
Y1
f dY2 dY1 = L
[
σ[f ]
]
(Y ) , f ∈ C∞0 (R+) . (5.31)
The estimate of K will be derived from the estimates of L and σ in Proposition 2.2.
Proposition 5.4. For any 0 < α ≤ 1, there exists a function ϕ ∈ H1(R+) satisfying
Ray[ϕ] = 0 Y > 0
in the sense of distributions and the following properties: ϕ = ϕ0 + ϕ1 + ϕ2, where
ϕ0 = Use
−αY , ϕ1|Y=0 = U
2
E
U ′s(0)
α+O(α2) , (5.32)
‖∂Y ϕ1‖+ ‖ϕ1‖ ≤ Cα , (5.33)
‖∂Y ϕ2‖+ α‖ϕ2‖ ≤ Cα3/2 . (5.34)
Here C is independent of α. If U
′′
s
Us
∈ L2(R+) in addition, then ϕ1 and ϕ2 belong to H2(R+).
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Proof. We look for a solution ϕ to Ray[ϕ] = 0 of the form ϕ = Use
−αY +ϕ1+ϕ2. We should
have Ray[ϕ1 + ϕ2] = 2αUsU
′
se
−αY .
We first consider the problem
Us∂
2
Y ϕ1 − U ′′s ϕ1 = 2αUsU ′se−αY , lim
Y→∞
ϕ1 = 0 . (5.35)
Its solution is given by
ϕ1 = 2αK[UsU
′
se
−αY ] , (5.36)
where K is defined by (5.31). From Proposition 2.2 we have
‖ϕ1‖ = 2α‖L
[
σ[UsU
′
se
−αY ]
]‖ ≤ Cα‖(1 + Y )σ[UsU ′se−αY ]‖
≤ Cα(‖(1 + Y )2UsU ′se−αY ‖ ≤ Cα .
Here we have used the decay condition |U ′s(Y )| ≤ C(1 + Y )−3. Similarly, we have
‖∂Y ϕ1‖ ≤ Cα
(‖σ[UsU ′se−αY ]‖L1 + ‖σ[UsU ′se−αY ]‖+ ‖∂Y σ[UsU ′se−αY ]‖)
≤ Cα(‖Y UsU ′se−αY ‖L1 + ‖Y UsU ′se−αY ‖+ ‖UsU ′se−αY ‖)
≤ Cα .
Estimate (5.33) is proved.
Eventually, we introduce the solution ϕ2 of
Ray[ϕ2] = α
2Usϕ1 = 2α
3UsK[UsU
′
se
−αY ], ϕ2|Y=0 = 0,
that can be estimated using case ii) of Proposition 5.1. We use again Proposition 2.2 and
the bound |U ′s(Y )| ≤ C(1 + Y )−3 to compute:
‖∂Y ϕ2‖+ α‖ϕ2‖ ≤ Cα3‖(1 + Y )2K[UsU ′se−αY ]‖+ Cα2|
∫ +∞
0
K[UsU
′
se
−αY ](Y ) dY |
≤ Cα3‖(1 + Y )4UsU ′se−αY ‖+ Cα2
∫ +∞
0
(1 + Y )−1e−αY dY
≤ Cα3‖(1 + Y )e−αY ‖+ Cα2| lnα| ≤ Cα3/2 + α2| lnα| .
Here, note that the bound |K[UsU ′se−αY ](Y )| ≤ C(1 + Y )−1e−αY used in the second line is
proved by the following observation:
|K[UsU ′se−αY ](Y )| ≤ CUse−αY
∫ ∞
Y
1
U2s
∫ ∞
Y1
(1 + Y2)
−3 dY2 dY1
≤ CUse−αY
∫ ∞
Y
1
U2s (1 + Y1)
2
dY1 ≤ C(1 + Y )e−αY .
In the last line we have also used the argument as in the computation of Gs in Proposition
2.1 (2) when Y is small. The details are omitted here. The proof is complete.
Let ϕ = ϕ0 + ϕ1 + ϕ2 ∈ H1(R+) be the function obtained in Proposition 5.4, and set
ϕslow,Ray =
cE
α
ϕ , cE =
α
ϕ1(0)
=
U ′s(0)
U2E
+O(α) , 0 < α ≤ 1 . (5.37)
As a direct consequence of Proposition 5.4, we have
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Corollary 5.5. For any 0 < α ≤ 1, there exists a function ϕslow,Ray ∈ H1(R+) satisfying
Ray[ϕslow,Ray] = 0 Y > 0
in the sense of distributions and the following properties: ϕslow,Ray = ϕsRay,0 + ϕsRay,1 +
ϕsRay,2, where
ϕsRay,0 =
cE
α
Use
−αY , ϕsRay,1(0) = 1 , (5.38)
‖∂Y ϕsRay,1‖+ ‖ϕsRay,1‖ ≤ C , (5.39)
‖∂Y ϕsRay,2‖+ α‖ϕsRay,2‖ ≤ Cα1/2 . (5.40)
Here C is independent of α. In particular, we have
ϕslow,Ray(0) = 1 . (5.41)
If U
′′
s
Us
∈ L2(R+) in addition, then ϕsRay,1 and ϕsRay,2 belong to H2(R+).
When α ≥ 1 we have
Proposition 5.6. If α ≥ 1 then there exists a function ϕslow,Ray ∈ H1(R+) satisfying
Ray[ϕslow,Ray] = 0 Y > 0 , ϕslow,Ray|Y=0 = 1 ,
and the following properties: ϕslow,Ray = e
−αY + ϕ˜slow,Ray with ϕ˜slow,Ray ∈ H10 (R+), where
‖∂Y ϕ˜slow,Ray‖+ α‖ϕ˜slow,Ray‖ ≤ Cmin{1, α−
1
2 } . (5.42)
Here C is independent of α ≥ 1. If U ′′sUs ∈ L2(R+) in addition, then ϕ˜slow,Ray belongs to
H2(R+).
Proof. The function ϕ˜slow,Ray is constructed as the weak solution to
Ray[ϕ˜slow,Ray] = U
′′
s e
−αY , ϕ˜slow,Ray|Y=0 = 0 .
Proposition 5.1 shows that
‖∂Y ϕ˜slow,Ray‖+ α‖ϕ˜slow,Ray‖ ≤ C‖(1 + Y )U ′′s e−αY ‖ ≤ Cmin{1, α−
1
2} .
From Ray = Us(∂
2
Y − α2) − U ′′s it is straightforward that ϕ˜slow,Ray belongs to H2(R+) if
U ′′s
Us
∈ L2(R+). The proof is complete.
6 Airy equation
Set Airy[ψ] = Usψ+iε(∂
2
Y −α2)ψ with ε = 1/n˜. In this section we consider the Airy equation{
Airy[ψ] = εf , Y > 0 ,
ψ|Y=0 = 0 .
(6.1)
Proposition 6.1. Let f ∈ L2(R+). Then there exists a unique solution ψ ∈ H2(R+)∩H10 (R+)
to (6.1) such that
‖Usψ‖ + ε
1
6‖
√
Usψ‖+ ε
1
3 ‖ψ‖+ ε 23 (‖∂Y ψ‖+ α‖ψ‖) + ε‖(∂2Y − α2)ψ‖ ≤ Cε‖f‖ , (6.2)
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and also
‖UsY ψ‖ ≤ Cε‖Y f‖+ Cε
4
3 ‖f‖ (6.3)
if (1 + Y )f ∈ L2(R+) in addition. Moreover, if f is replaced by ∂Y f or fY , then
ε
1
2‖
√
Usψ‖ + ε
2
3‖ψ‖ + ε(‖∂Y ψ‖ + α‖ψ‖) ≤ Cε‖f‖ . (6.4)
In the case when f is replaced by fY we also have
‖Usψ‖ ≤ Cε
2
3 ‖f‖ . (6.5)
Remark 6.2. From the proof one can check that the unique existence of the weak solution
in H10 (R+) is valid even when f is replaced by ∂Y f or
f
Y .
Proof. We focus on the a priori estimates. We first take the inner product with ψ in the
equation Airy[ψ] = εf , and then the real part and the imaginary part respectively give
‖
√
Usψ‖2 = εRe 〈f, ψ〉 , (6.6)
‖∂Y ψ‖2 + α2‖ψ‖2 = −Im 〈f, ψ〉 . (6.7)
Similarly, we take the inner product with (∂2Y −α2)ψ in the equation Airy[ψ] = εf , and then
the imaginary part lead to
ε‖(∂2Y − α2)ψ‖2 = Im 〈U ′sψ, ∂Y ψ〉+ ε〈f, (∂2Y − α2)ψ〉 . (6.8)
To obtain the estimate of ‖ψ‖, we apply the interpolation inequality (2.1) together with
(6.6)-(6.7). They imply
‖ψ‖2 ≤ C‖
√
Usψ‖
4
3‖∂Y ψ‖
2
3 +C‖
√
Usψ‖2
≤ C(εRe 〈f, ψ〉) 23 (|Im 〈f, ψ〉|) 13 + CεRe 〈f, ψ〉
≤ Cε 23 ‖f‖‖ψ‖+ ε‖f‖‖ψ‖
≤ Cε 43 ‖f‖2 .
Here C is a universal constant. This proves the estimate of ‖ψ‖. The H1 estimate of ψ then
follows from the estimate of ‖ψ‖ and (6.7). The H2 estimate easily follows from (6.8) and
the H1 estimate of ψ, while the estimate ‖√Usψ‖ ≤ Cε 56‖f‖ is obtained from the estimate
of ‖ψ‖ and (6.6). The details are omitted here. Next we take the inner product with Usψ in
the equation Airy[ψ] = εf and take the real part, which gives
‖Usψ‖2 + εIm 〈∂Y ψ,U ′sψ〉 = εRe 〈f, Usψ〉 .
Thus we have
‖Usψ‖2 ≤ ε‖U ′s‖L∞‖∂Y ψ‖‖ψ‖ + ε‖f‖‖Usψ‖ ≤ Cε2‖f‖2 .
Hence the estimate of ‖Usψ‖ holds. When (1 + Y )f ∈ L2(R+) it is not difficult to show
that (1 + Y )ψ ∈ H2(R+) ∩ H10 (R+). Indeed, we first take the inner product with Y 2χ2Rψ
to Airy[ψ] = εf , where χR is a smooth cut-off such that χR = 1 for 0 ≤ Y ≤ R and
χR = 0 for Y ≥ 2R with ‖∂kY χR‖L∞ ≤ CR−k. Then taking the limit R → ∞ verifies
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Y ψ, Y ∂Y ψ ∈ L2(R+), from which it is also easy to see that (1 + Y )ψ ∈ H2(R+) by using the
elliptic regularity. Now we observe that
Airy[Y ψ] = εY f + i2ε∂Y ψ .
Thus we have
‖UsY ψ‖ ≤ Cε‖Y f‖+ 2ε‖∂Y ψ‖ ≤ Cε‖Y f‖+ Cε
4
3 ‖f‖ .
This proves (6.3). Finally, let us consider the case when f is replaced by ∂Y f or
f
Y . We
give the proof only for the case fY , for the argument of the case ∂Y f is the same by applying
the integration by parts in the inner product 〈∂Y f, ψ〉 = −〈f, ∂Y ψ〉. The energy equalities
(6.6)-(6.7) are replaced by
‖
√
Usψ‖2 = εRe 〈f, ψ
Y
〉 , (6.9)
‖∂Y ψ‖2 + α2‖ψ‖2 = −Im 〈f, ψ
Y
〉 . (6.10)
Equality (6.10) gives the H1 estimate by the Hardy inequality ‖ψY ‖ ≤ C‖∂Y ψ‖, and then
the estimate of ‖√Usψ‖ follows from (6.9) and the estimate of ‖∂Y ψ‖ by applying the Hardy
inequality for the term ψY again. The estimate of ‖ψ‖ then follows from the interpolation
inequality (2.1) and the estimates of ‖√Usψ‖ and ‖∂Y ψ‖. Estimate (6.5) follows as above
from the equality
‖Usψ‖2 + εIm 〈∂Y ψ,U ′sψ〉 = εRe 〈f,
Us
Y
ψ〉 ,
and by using the bound ‖UsY ‖L∞ < ∞. The details are omitted. The uniqueness of the
solution follows from the a priori estimates.
As for the existence, we first consider the problem Airy[ψ]− ilψ = f for l > 0. When l is
large the operator Airy − il is clearly invertible in L2(R+), while all of the a priori estimates
are valid uniformly in l > 0 by applying the same argument as above. This implies the
existence of the solution for the case l = 0 by the standard continuity method. The proof is
complete.
For later use we consider the Airy equation under the Neumann boundary condition:{
Airy[ψ] = ∂Y f , Y > 0 ,
∂Y ψ|Y=0 = 0 .
(6.11)
Proposition 6.3. Let f ∈ H10 (R+). Then there exists a unique solution ψ ∈ H2(R+) to
(6.11) such that
‖Usψ‖ ≤ C
ε
1
3
‖f‖+ C
ε
2
3
‖Usf‖ , (6.12)
and
ε
1
2‖
√
Usψ‖+ ε
2
3 ‖ψ‖+ ε(‖∂Y ψ‖+ α‖ψ‖) ≤ C‖f‖ . (6.13)
Moreover, if (1 + Y )2f ∈ H1(R+) in addition, then
‖Y ψ‖ ≤ C
ε
2
3
‖Y f‖+ C
ε
1
3
‖f‖ , (6.14)
‖Y 2Usψ‖ ≤ C
ε
2
3
‖UsY 2f‖+ C
ε
1
3
‖UsY f‖+ C‖Y f‖+ Cε
1
3 ‖f‖ , (6.15)
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and also
‖ψ‖L1 ≤
C
ǫ
5
6
‖Y f‖+ C
ε
1
2
‖f‖ , (6.16)
|
∫ ∞
0
Usψ dY | ≤ Cα2
(
ε
1
6‖Y f‖+ ǫ 12 ‖f‖
)
. (6.17)
Finally, when 0 ≤ α ≤ 1, the function σ[Usψ](Y ) =
∫∞
Y Usψ dY1 satisfies
‖(1 + Y )σ[Usψ]‖ ≤ C‖(1 + Y )2f‖ . (6.18)
Proof. As in the proof of the previous proposition, we have
‖
√
Usψ‖2 = −Re 〈f, ∂Y ψ〉 , (6.19)
‖∂Y ψ‖2 + α2‖ψ‖2 = ε−1Im 〈f, ∂Y ψ〉 , (6.20)
and also
ε‖(∂2Y − α2)ψ‖2 = Im 〈U ′sψ, ∂Y ψ〉+ 〈f, (∂2Y − α2)ψ〉 . (6.21)
The interpolation inequality
‖ψ‖2 ≤ C‖
√
Usψ‖
4
3 ‖∂Y ψ‖
2
3 + C‖
√
Usψ‖2
is valid for ψ ∈ H1(R+) and thus, (6.19) and (6.20) imply
‖ψ‖2 ≤ C
ε
1
3
‖f‖‖∂Y ψ‖+ ‖f‖‖∂Y ψ‖ ≤ C
ε
4
3
‖f‖2 .
Estimate (6.13) has been proved. Next by taking the inner product with Usψ in the equation
Airy[ψ] = ∂Y f and by taking the real part, we see
‖Usψ‖2 + εIm 〈∂Y ψ,U ′sψ〉 = −Re 〈f, ∂Y (Usψ)〉
Thus we have
‖Usψ‖2 ≤ ε‖U ′s‖L∞‖∂Y ψ‖‖ψ‖ + C‖f‖‖ψ‖ + ‖Usf‖‖∂Y ψ‖
≤ C
ε
2
3
‖f‖2 + C
ε
2
3
‖f‖2 + C
ε
‖Usf‖‖f‖ .
Hence (6.12) holds. To obtain the weighted estimate we see
Airy[Y ψ] = Y ∂Y f + 2iε∂Y ψ = ∂Y (Y f)− f + 2iε∂Y ψ ,
and we have by applying Proposition 6.1,
ε
1
3 ‖∂Y (Y ψ)‖+ ‖Y ψ‖ ≤ C
ε
2
3
‖Y f‖+ C
ε
1
3
‖f‖+ Cε 13‖ψ‖
≤ C
ε
2
3
‖Y f‖+ C
ε
1
3
‖f‖ . (6.22)
Hence (6.14) holds. Moreover, from the computation of the inner product
〈Airy[Y ψ], UsY ψ〉 = 〈Y ∂Y f + 2iε∂Y ψ,UsY ψ〉
= −〈f, ∂Y (Y UsY ψ)〉 + 2iε〈∂Y ψ,UsY ψ〉
= −〈UsY f, ∂Y (Y ψ)〉 − 〈f, UsY ψ〉 − 〈U ′sY f, Y ψ〉+ 2iε〈∂Y ψ,UsY ψ〉
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and by taking the real part of it, we finally achieve from (6.22),
‖UsY ψ‖ ≤ C
ε
1
3
‖Y f‖+ C
ε
2
3
‖UsY f‖+ C‖f‖ . (6.23)
The details are omitted here. Next we see
Airy[Y 2ψ] = Y 2∂Y f + 2iεψ + 4iεY ∂Y ψ = ∂Y (Y
2f)− 2Y f − 2iεψ + 4iε∂Y (Y ψ) .
Thus from (6.12) and Proposition 6.1,
‖UsY 2ψ‖ ≤ C
ε
1
3
‖Y 2f‖+ C
ε
2
3
‖UsY 2f‖+ C‖Y f‖+ Cε‖ψ‖
+ Cε(
1
ε
1
3
‖Y ψ‖+ 1
ε
2
3
‖UsY ψ‖)
≤ C
ε
1
3
‖Y 2f‖+ C
ε
2
3
‖UsY 2f‖+ C‖Y f‖+ Cε
1
3‖f‖
+ Cε
2
3‖Y ψ‖+ Cε 13‖UsY ψ‖ . (6.24)
Next we have from the interpolation ‖ψ‖L1 ≤ C‖Y ψ‖
2
3‖ψ‖
1
3
L∞ ≤ C‖Y ψ‖
2
3 ‖∂Y ψ‖ 16 ‖ψ‖ 16 ,
‖ψ‖L1 ≤ C(
1
ε
2
3
‖Y f‖+ 1
ε
1
3
‖f‖) 23 1
ε
1
6
‖f‖ 16 1
ε
1
9
‖f‖ 16
≤ C( 1
ε
2
3
‖Y f‖+ 1
ε
1
3
‖f‖) 23 1
ε
5
18
‖f‖ 13 .
This implies (6.16). We observe that from the integration by parts,∫ ∞
0
Usψ dY = −iε
∫ ∞
0
(∂2Y − α2)ψ dY +
∫ ∞
0
∂Y f dY
= iεα2
∫ ∞
0
ψ dY .
Then (6.17) follows from the L1 estimate of ψ in (6.16). Finally, we observe that σ[Usψ](Y ) =∫∞
Y Usψ dY1 satisfies
σ[Usψ] = iε∂Y ψ + iεα
2
∫ ∞
Y
ψ dY1 − f = iε∂Y ψ + iεα2σ[ψ]− f .
Thus we have
‖(1 + Y )σ[Usψ]‖ ≤ ε‖(1 + Y )∂Y ψ‖+ εα2‖(1 + Y )σ[ψ]‖ + ‖(1 + Y )f‖ ,
and then, it follows from Proposition 2.2 (1) that
‖(1 + Y )σ[Usψ]‖ ≤ ε‖(1 + Y )∂Y ψ‖+ Cεα2‖Y (1 + Y )ψ‖+ ‖(1 + Y )f‖ .
Hence, for 0 ≤ α ≤ 1, (6.13), (6.22), (6.22), and (6.24) yield ‖(1+Y )σ[Usψ]‖ ≤ C‖(1+Y )2f‖,
as desired. The proof is complete.
22
7 Orr-Sommerfeld equation
Set OS[φ] = Ray[φ] + iε(∂2Y −α2)2φ. This aim of this section is to solve the Orr-Sommerfeld
equation {
OS[φ] = f , Y > 0 ,
φ|Y=0 = ∂Y φ|Y=0 = 0 .
(7.1)
We assume that 1˜
√
ν ≤ α ≪ ε− 13 with ε = 1/n˜, which means 1˜ ≤ n˜ ≪ ν− 34 . To simplify
the statement we focus on the case when f decays fast enough, though this condition can be
relaxed to some extent.
Theorem 7.1. There exist positive numbers δ0, ε0 such that if 0 < ε ≤ ε0 and 0 < ε 13α ≤ δ0
then for any f ∈ L2(R2+) with (1 + Y )2f ∈ L2(R+) there exists a unique solution φ ∈
H4(R+) ∩H20 (R+) to (7.1) satisfying
(i) when α ≥ 1:
‖∂Y φ‖+ α‖φ‖ ≤ C‖(1 + Y )f‖ , (7.2)
‖(∂2Y − α2)φ‖ ≤
C
ε
1
3
‖(1 + Y )f‖ , (7.3)
(ii) when 0 < α ≤ 1:
‖∂Y φ‖+ α‖φ‖ ≤ α+ ε
1
6
α+ ε
1
3
(
‖(1 + Y )2f‖+ 1
α
|
∫ ∞
0
f dY |
)
, (7.4)
‖∂Y φ‖L∞ ≤ C
ε
1
6
(
‖(1 + Y )2f‖+ 1
α
|
∫ ∞
0
f dY |
)
, (7.5)
‖(∂2Y − α2)φ‖ ≤
C
ε
1
3
(
‖(1 + Y )2f‖+ 1
α
|
∫ ∞
0
f dY |
)
. (7.6)
Remark 7.2. (i) When α is small, the singular factor α−1 in front of | ∫∞0 f dY | is due to
the Rayleigh equation and Proposition 5.1. It can not be dropped in general.
(ii) Note that the L∞ estimate (7.5) is not a consequence of the interpolation between (7.4)
and (7.6). The loss of the factor ε−
1
6 in (7.4) appearing in the case 0 < α ≪ 1 comes from
the slow mode of the boundary corrector. However, we can recover the estimates of ‖∂Y φ‖L∞
and ‖(∂2Y − α2)φ‖ as in (7.5) and (7.6), that are considered to be optimal in view of scaling.
7.1 Rayleigh-Airy iteration
In this subsection we consider the modified Orr-Sommerfeld equation{
OS[Φ] = f , Y > 0 ,
Φ|Y=0 = ∂YHαΦ|Y=0 = 0 ,
(7.7)
where the self-adjoint operator Hα = ∂
2
Y −α2 is realized in L2(R+) with the domain H2(R+)∩
H10 (R+). That is, the original boundary condition on ∂Y Φ|Y=0 = 0 is replaced by ∂YHαΦ|Y=0 =
0. To be rigorous our aim is to construct the solution Φ ∈ H2(R+) ∩H10 (R+) to the problem
in the weak formulation
〈UsHαΦ− U ′′sΦ, q〉+ iε〈HαΦ, (∂2Y − α2)q〉 = 〈f, q〉 , q ∈ H2(R+) with ∂Y q(0) = 0 .
(7.8)
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To state the main result of this subsection it is convenient to introduce the functions ϕ1, ψ0 ∈
H2(R+) ∩H10 (R+), which are respectively the solutions to
Ray[ϕ1] = f , Airy[ψ0] = −iε f
Us
,
f
Us
∈ L2(R+) .
Proposition 7.3. There exists a positive number ε1 such that the following statement holds
for any 0 < ε ≤ ε1 and α > 0. Let f/Us ∈ L2(R+). Then there exists a solution Φ ∈
H4(R+) ∩H10 (R+) to (7.7) satisfying the following estimates.
(i) when α ≥ 1,
‖∂Y (Φ − ϕ1 − ψ0)‖ ≤ Cε
1
3 ‖∂Y ϕ1‖+ C
ε
1
3
(‖ψ0‖+ 1
ε
1
3
‖Usψ0‖
)
, (7.9)
α‖Φ − ϕ1 − ψ0‖ ≤ Cε
1
3 (1 + αε
1
3 )‖∂Y ϕ1‖+ C(αε
1
3 +
1
ε
1
3
)
(‖ψ0‖+ 1
ε
1
3
‖Usψ0‖
)
,
(7.10)
‖(∂2Y − α2)
(
Φ− ϕ1 − ψ0
)‖ ≤ C‖∂Y ϕ1‖+ C
ε
2
3
‖ψ0‖ . (7.11)
(ii) when 0 < α ≤ 1,
‖∂Y (Φ− ϕ1 − ψ0)‖ ≤ Cε
1
3‖∂Y ϕ1‖+ C
ε
1
3
(‖ψ0‖+ 1
ε
1
3
‖Usψ0‖
)
, (7.12)
α‖Φ − ϕ1 − ψ0‖ ≤ Cαε
1
3 ‖U ′′s ϕ1‖+ Cα‖ψ0‖ , (7.13)
‖(∂2Y − α2)
(
Φ− ϕ1 − ψ0
)‖ ≤ C‖∂Y ϕ1‖+ C
ε
2
3
‖ψ0‖ . (7.14)
Proof. We apply the iteration argument, called the Rayleigh-Airy iteration. Let ϕ1 ∈ H2(R+)∩
H10 (R+) be the solution to the Rayleigh equation (5.1). Then we have
〈UsHαϕ1 − U ′′s ϕ1, q〉+ iε〈Hαϕ1, (∂2Y − α2)q〉 = 〈f, q〉+ iε〈Hαϕ1, (∂2Y − α2)q〉 , q ∈ H2(R+) .
(7.15)
Note that the identity (7.15) holds for any q ∈ H2(R+) rather than q ∈ H2(R+) with ∂Y q(0) =
0. To correct the error term iεH2αϕ1, we observe the identity
Hα[ϕ] =
(
(∂2Y − α2)−
U ′′s
Us
)
ϕ+
U ′′s
Us
ϕ
=
1
Us
Ray[ϕ] +
U ′′s
Us
ϕ .
Hence we have from Ray[ϕ1] = f ,
〈UsHαϕ1 − U ′′s ϕ1, q〉+ iε〈Hαϕ1, (∂2Y − α2)q〉 = 〈f, q〉+ iε〈
f
Us
+
U ′′s
Us
ϕ1, (∂
2
Y − α2)q〉 ,
q ∈ H2(R+) .
Our next task is to recover (∂2Y −α2) regularity in the error term. To this end we observe the
relation
[Us,Hα]h− U ′′s h = −2∂Y (U ′sh) ,
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and then formally we have
OS[ϕ] = (∂2Y − α2)
(
Usϕ+ iε(∂
2
Y − α2)
)
ϕ− 2∂Y (U ′sϕ) = (∂2Y − α2)Airy[ϕ] − 2∂Y (U ′sϕ) .
(7.16)
Thus we take ψ1 ∈ H2(R+) ∩H10 (R+) as the solution to the Airy equation
Airy[ψ1] = −iε
( f
Us
+
U ′′s
Us
ϕ1
)
,
and then ϕ1 + ψ1 satisfies
〈UsHα(ϕ1 + ψ1)− U ′′s (ϕ1 + ψ1), q〉+ iε〈Hα(ϕ1 + ψ1), (∂2Y − α2)q〉
= 〈f, q〉+ iε〈 f
Us
+
U ′′s
Us
ϕ1, (∂
2
Y − α2)q〉
+ 〈HαUsψ1, q〉+ 〈−2∂Y (U ′sψ1), q〉+ iε〈Hαψ1, (∂2Y − α2)q〉
= 〈f, q〉+ iε〈 f
Us
+
U ′′s
Us
ϕ1, (∂
2
Y − α2)q〉
+ 〈Usψ1, (∂2Y − α2)q〉+ iε〈Hαψ1, (∂2Y − α2)q〉+ 〈−2∂Y (U ′sψ1), q〉
= 〈f, q〉+ 〈−2∂Y (U ′sψ1), q〉 , q ∈ H2(R+) . (7.17)
Note that, due to the fact that ∂kY (Usψ1)|Y=0 for k = 0, 1, the equality (7.17) is valid for
q ∈ H2(R+) rather than q ∈ H2(R+) with ∂Y q(0) = 0. The new error term is −2∂Y (U ′sψ1),
but this is not compatible in solving the Rayleigh equation since −2∂Y (U ′sψ1)/Us does not
belong to L2(R+) in general. Hence, we next take ψ˜1 ∈ H2(R+) as the solution to Airy[ψ˜1] =
2∂Y (U
′
sψ1) under the Neumann boundary condition ∂Y ψ˜1|Y=0 = 0, and set ϕ2 as the solution
to the Rayleigh equation Ray[ϕ2] = Usψ˜1 with ϕ2|Y=0 = 0. Then ϕ2 ∈ H2(R+) ∩ H10 (R+)
and from the formal identity
OS[ϕ] =
(
Us + iε(∂
2
Y − α2)
)(
(∂2Y − α2)−
U ′′s
Us
)
ϕ+ iε(∂2Y − α2)
U ′′s
Us
ϕ
= Airy
[ 1
Us
Ray[ϕ]
]
+ iε(∂2Y − α2)
U ′′s
Us
ϕ ,
we have
OS[ϕ2] = Airy[
1
Us
Usψ˜1] + iε(∂
2
Y − α2)
U ′′s
Us
ϕ2 = 2∂Y (U
′
sψ1) + iε(∂
2
Y − α2)
U ′′s
Us
ϕ2 .
This formal identity is rigorously justified in the weak formulation as follows. Let q ∈ H2(R+)
with ∂Y q(0) = 0. Then ϕ1 + ψ1 + ϕ2 solves
〈UsHα(ϕ1 + ψ1 + ϕ2)− U ′′s (ϕ1 + ψ1 + ϕ2), q〉+ iε〈Hα(ϕ1 + ψ1 + ϕ2), (∂2Y − α2)q〉
= 〈f, q〉+ 〈−2∂Y (U ′sψ1), q〉+ 〈Usψ˜1, q〉
+ iε〈 1
Us
(
Us(∂
2
Y − α2)− U ′′s
)
ϕ2, (∂
2
Y − α2)q〉+ iε〈
U ′′s
Us
ϕ2, (∂
2
Y − α2)q〉
= 〈f, q〉+ 〈−2∂Y (U ′sψ1), q〉+ 〈Usψ˜1, q〉+ iε〈
1
Us
Usψ˜1, (∂
2
Y − α2)q〉+ iε〈
U ′′s
Us
ϕ2, (∂
2
Y − α2)q〉
= 〈f, q〉+ 〈−2∂Y (U ′sψ1), q〉+ 〈Airy[ψ˜1], q〉+ iε〈
U ′′s
Us
ϕ2, (∂
2
Y − α2)q〉
(since q ∈ H2(R+) with ∂Y q(0) = 0)
= 〈f, q〉+ 〈−2∂Y (U ′sψ1), q〉+ 〈2∂Y (U ′sψ1), q〉+ 〈iε
U ′′s
Us
ϕ2, (∂
2
Y − α2)q〉
= 〈f, q〉+ iε〈U
′′
s
Us
ϕ2, (∂
2
Y − α2)q〉 , q ∈ H2(R+) with ∂Y q(0) = 0 .
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The error term iε(∂2Y − α2)U
′′
s
Us
ϕ2 (in the weak form) is then handled by solving the Airy
equation with the source −iεU ′′sUs ϕ2 by using the formal relation (7.16), which creates the next
error terms. We iterate this process, namely, for k ≥ 1 we set
(i) ϕk+1 ∈ H2(R+)∩H10 (R+) as the solution to the Rayleigh equation Ray[ϕk+1] = Usψ˜k,
(ii) ψk+1 ∈ H2(R+)∩H10 (R+) as the solution to the Airy equation Airy[ψk+1] = −iεU
′′
s
Us
ϕk+1,
(iii) ψ˜k+1 ∈ H2(R+) as the solution to Airy[ψ˜k+1] = 2∂Y (U ′sψk+1) under the Neumann
boundary condition ∂Y ψ˜k+1|Y=0 = 0.
Then Φm = ϕ1 + ψ1 +
∑m
k=2 ϕk +
∑m
k=2 ψk, m ≥ 2, solves
〈UsHαΦm − U ′′sΦm, q〉+ iε〈HαΦm, (∂2Y − α2)q〉 = 〈f, q〉+ 〈−2∂Y (U ′sψm), q〉 ,
q ∈ H2(R+) with ∂Y q(0) = 0 .
(7.18)
Our next aim is to show that Φm converges inH
2(R+)∩H10 (R+). Then the limit Φ = limm→∞Φm
solves the weak formulation (7.8), and then the regularity HαΦ ∈ H2(R+) is recovered from
the weak formulation by regarding the term UsHαΦ − U ′′s Φ ∈ L2(R+) as the source term;
indeed, (7.8) implies that the limit HαΦ is the very weak solution to the Poisson equation
iε(∂2Y − α2)HαΦ = −UsHαΦ + U ′′s Φ + f ∈ L2(R+) subject to the zero Neumann boundary
condition.
Remark 7.4. The additional boundary condition ∂YHαΦ|h=0= 0, that is derived and under-
stood in a weak sense through the variational formulation (7.8), can also be recovered at a
formal level by manipulating the strong formulation of the equations. More precisely, one can
derive the identity ∂YHα(ϕk+ψk)|Y=0= 0 for all k ≥ 1 as follows. For k ≥ 2, we differentiate
the Airy equation satisfied by ψk and take its trace to find
iε∂YHαψk|Y=0 = −iε∂Y
(U ′′s
Us
ϕk
)|Y=0.
We have used here that ∂Y (Usψk)|Y=0 = 0 due to the Dirichlet boundary condition on ψk.
Similarly, we divide the Rayleigh equation satisfied by ϕk by Us, differentiate it and take its
trace to find (using the Neumann condition satisfied by ψ˜k−1):
∂YHαϕk|Y=0 = ∂Y
(U ′′s
Us
ϕk
)|Y=0.
The identity ∂YHα(ϕk + ψk)|Y=0= 0 follows for all k ≥ 2. The same result holds for k = 1
taking into account the additional source term f .
To show the convergence we divide into two cases α ≥ 1 and 0 < α≤1.
(1) The case α ≥ 1: We have from (i) above and (5.2), for k ≥ 1
‖∂Y ϕk+1‖+ α‖ϕk+1‖ ≤ C‖Y ψ˜k‖ , (7.19)
while from (5.3),
‖(∂2Y − α2)ϕk+1‖ ≤ C‖Y ψ˜k‖+ ‖ψ˜k‖ . (7.20)
Here C is independent of α ≥ 1. Then Proposition 6.3 implies, for k ≥ 1,
‖Y ψ˜k‖ ≤ C
ε
2
3
‖Y U ′sψk‖+
C
ε
1
3
‖U ′sψk‖ ≤
C
ε
2
3
‖Usψk‖+ C
ε
1
3
‖ψk‖ ,
‖ψ˜k‖ ≤ C
ε
2
3
‖U ′sψk‖ ≤
C
ε
2
3
‖ψk‖ .
(7.21)
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Here C is independent of α. This gives
‖∂Y ϕk+1‖+ α‖ϕk+1‖ ≤ C
ε
2
3
‖Usψk‖+ C
ε
1
3
‖ψk‖ , ‖(∂2Y − α2)ϕk+1‖ ≤
C
ε
2
3
‖ψk‖ . (7.22)
Next Proposition 6.1 shows, for k ≥ 2,
‖Usψk‖+ ε
1
3‖ψk‖+ ε
2
3‖∂Y ψk‖+ ε‖(∂2Y − α2)ψk‖ ≤ Cε‖
U ′′s
Us
ϕk‖ ≤ Cε‖∂Y ϕk‖ . (7.23)
Hence (7.22) and (7.23) yield
‖∂Y ϕk+1‖+ α‖ϕk+1‖ ≤ Cε
1
3 ‖∂Y ϕk‖ , (7.24)
and thus,
∑∞
k=2 ϕk converges in H
1(R+) if ε > 0 is small enough and satisfies
∞∑
k=2
‖∂Y ϕk‖+ α
∞∑
k=2
‖ϕk‖ ≤ C‖∂Y ϕ2‖+ α‖ϕ2‖ ≤ C
ε
2
3
‖Usψ1‖+ C
ε
1
3
‖ψ1‖ . (7.25)
Here we have used (7.22) in the last line. Then (7.22) and (7.23) show that
∑∞
k=2 ϕk converges
in H2(R+) and satisfies
∞∑
k=2
‖(∂2Y − α2)ϕk‖ ≤ C‖∂Y ϕ2‖+
C
ε
2
3
‖ψ1‖ ≤ C
ε
2
3
‖ψ1‖ . (7.26)
As for the convergence and the estimate of
∑∞
k=2 ψk, we have from (7.23) and (7.25),
∞∑
k=2
‖∂Y ψk‖ ≤ Cε
1
3
∞∑
k=2
‖∂Y ϕk‖ ≤ C
ε
1
3
‖Usψ1‖+ C‖ψ1‖ , (7.27)
and similarly,
α
∞∑
k=2
‖ψk‖ ≤ Cαε
2
3
∞∑
k=2
‖∂Y ϕk‖ ≤ Cα(‖Usψ1‖+ ε
1
3‖ψ1‖) , (7.28)
∞∑
k=2
‖(∂2Y − α2)ψk‖ ≤ C
∞∑
k=2
‖∂Y ϕk‖ ≤ C
ε
2
3
‖Usψ1‖+ C
ε
1
3
‖ψ1‖ . (7.29)
Let us recall that ψ1 is decomposed as ψ1 = ψ0 + ψ1,1, where ψ0, ψ1,1 ∈ H2(R+) ∩H10 (R+)
are respectively the solutions to
Airy[ψ0] = −iε f
Us
, Airy[ψ1,1] = −iεU
′′
s
Us
ϕ1 .
Then ψ1,1 satisfies in virtue of (6.2) in Proposition 6.1,
‖Usψ1,1‖+ ε
1
3 ‖ψ1,1‖+ ε
2
3 ‖∂Y ψ1,1‖+ ε‖(∂2Y − α2)ψ1,1‖≤ Cε‖
U ′′s
Us
ϕ1‖ ≤ Cε‖∂Y ϕ1‖ , (7.30)
or we also have from (6.4) and (6.5),
ε
1
3 ‖Usψ1,1‖+ ε
2
3‖ψ1,1‖+ ε‖∂Y ψ1,1‖ ≤ Cε‖U ′′s ϕ1‖ . (7.31)
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Note that (7.30) and (7.31) are valid for all α > 0. Collecting (7.25), (7.26), (7.27), (7.28),
(7.29), and (7.30), we obtain
‖∂Y
(
Φ− ϕ1 − ψ0
)‖ ≤ Cε 13 ‖∂Y ϕ1‖+ C
ε
1
3
‖ψ0‖+ C
ε
2
3
‖Usψ0‖ ,
α‖Φ − ϕ1 − ψ0‖ ≤ Cε
1
3 (1 + αε
1
3 )‖∂Y ϕ1‖+ C(αε
1
3 +
1
ε
1
3
)
(‖ψ0‖+ 1
ε
1
3
‖Usψ0‖
)
,
‖(∂2Y − α2)
(
Φ− ϕ1 − ψ0
)‖ ≤ C‖∂Y ϕ1‖+ C
ε
2
3
‖ψ0‖ .
(7.32)
The proof for the case α ≥ 1 is complete.
(2) The case 0 < α ≤ 1: We first observe from Proposition 6.3 that
‖(1 + Y )2Usψ˜k‖ ≤ C‖Usψ˜k‖+ C‖Y 2Usψ˜k‖
≤ C
ε
1
3
‖U ′sψk‖+
C
ε
2
3
‖UsU ′sψk‖
+
C
ε
2
3
‖UsY 2U ′sψk‖+
C
ε
1
3
‖UsY U ′sψk‖+ C‖Y U ′sψk‖+ Cε
1
3‖U ′sψk‖
≤ C
ε
1
3
(‖ψk‖+ 1
ε
1
3
‖Usψk‖
)
,
and
|
∫ ∞
0
Usψ˜k dY | ≤ Cα2
(
ε
1
6 ‖Y U ′sψk‖+ ε
1
2‖U ′sψk‖
)
.
Thus Proposition 5.1 and Proposition 2.2 (1) yield, for k ≥ 1,
‖∂Y ϕk+1‖ ≤ C‖(1 + Y )2Usψ˜k‖+ C
α
∣∣ ∫ ∞
0
Usψ˜k dY
∣∣
≤ C
ε
1
3
(‖ψk‖+ 1
ε
1
3
‖Usψk‖
)
. (7.33)
Then from (7.23), which is valid also in the case 0 < α ≤ 1 with k ≥ 2, we have for k ≥ 2,
‖∂Y ϕk+1‖ ≤ Cε
1
3 ‖U
′′
s
Us
ϕk‖ ≤ Cε
1
3 ‖∂Y ϕk‖ . (7.34)
Similarly, for all k ≥ 1,
‖(∂2Y − α2)ϕk+1‖ ≤ C‖(1 + Y )2Usψ˜k‖+ ‖ψ˜k‖+
C
α
∣∣ ∫ ∞
0
Usψ˜k dY
∣∣
≤ C
ε
1
3
‖ψk‖+ C
ε
2
3
‖Usψk‖+ C
ε
2
3
‖ψk‖
≤ C
ε
2
3
‖ψk‖ ,
which implies when k ≥ 2:
‖(∂2Y − α2)ϕk+1‖ ≤ C‖∂Y ϕk‖ . (7.35)
Next we observe from (6.18) that, for σ[Usψ˜k](Y ) =
∫∞
Y Usψ˜k dY1,
‖(1 + Y )σ[Usψ˜k]‖ ≤ C‖(1 + Y )2U ′sψk‖ ≤ C‖ψk‖ .
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Thus we have again from Proposition 5.1, for all k ≥ 1,
α‖ϕk+1‖ ≤ Cα‖(1 + Y )σ[Usψ˜k]‖+ C
α
1
2
∣∣ ∫ ∞
0
Usψ˜k dY
∣∣
≤ Cα‖ψk‖
and for k ≥ 2, by (7.23),
α‖ϕk+1‖ ≤ Cαǫ
2
3 ‖∂Y ϕk‖ (7.36)
This ensure the convergence of
∑∞
k=2 ϕk in H
2(R+) when ε is small enough, and we have
∞∑
k=2
‖∂Y ϕk‖ ≤ C‖∂Y ϕ2‖ ≤ C
ε
1
3
(‖ψ1‖+ 1
ε
1
3
‖Usψ1‖
)
,
∞∑
k=2
α‖ϕk‖ ≤ α‖ϕ2‖+ Cαε
2
3‖∂Y ϕ2‖ ≤ Cα‖ψ1‖ ,
∞∑
k=2
‖(∂2Y − α2)ϕk‖ ≤ ‖(∂2Y − α2)ϕ2‖+C
∞∑
k=2
‖∂Y ϕk‖ ≤ C
ε
2
3
‖ψ1‖ .
(7.37)
Then, by applying Proposition 6.1,
∑∞
k=2 ψk converges in H
2(R+) as in the case α ≥ 1, and
we have
∞∑
k=2
‖∂Y ψk‖ ≤ Cε
1
3
∞∑
k=2
‖∂Y ϕk‖ ≤ C
(‖ψ1‖+ 1
ε
1
3
‖Usψ1‖
)
,
∞∑
k=2
α‖ψk‖ ≤ Cαε
2
3
∞∑
k=2
‖∂Y ϕk‖ ≤ Cαε
1
3
(‖ψ1‖+ 1
ε
1
3
‖Usψ1‖
)
,
∞∑
k=2
‖(∂2Y − α2)ψk‖ ≤ C
∞∑
k=2
‖∂Y ϕk‖ ≤ C
ε
1
3
(‖ψ1‖+ C
ε
1
3
‖Usψ1‖
)
.
(7.38)
Recall that ψ1 is decomposed as ψ1 = ψ0 + ψ1,1 as in the case α ≥ 1. Hence, from (7.37),
(7.38), and the estimates for ψ1,1 in (7.31) (which is valid also for the case 0 < α ≤ 1), we
have
‖∂Y (Φ− ϕ1 − ψ0)‖ ≤ Cε
1
3‖∂Y ϕ1‖+ C
ε
1
3
(‖ψ0‖+ 1
ε
1
3
‖Usψ0‖
)
,
α‖Φ − ϕ1 − ψ0‖ ≤ Cαε
1
3 ‖U ′′s ϕ1‖+ Cα‖ψ0‖ ,
‖(∂2Y − α2)
(
Φ− ϕ1 − ψ0
)‖ ≤ C‖∂Y ϕ1‖+ C
ε
2
3
‖ψ0‖ .
The proof is complete.
Proposition 6.1 gives two kinds of the estimates for ψ0:
‖Usψ0‖+ ε
1
3‖ψ0‖+ ε
2
3 ‖∂Y ψ0‖ ≤ Cε‖ f
Us
‖ ,
ε
1
3‖Usψ0‖+ ε
2
3 ‖ψ0‖+ ε‖∂Y ψ0‖ ≤ Cε‖ Y
Us
f‖ .
Then, by applying Proposition 5.1 and Proposition 2.2 (1) for ϕ1, Proposition 7.3 finally
yields the following corollaries in the case αε
1
3 ≤ 1.
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Corollary 7.5. Let ε1 > 0 be the number in Proposition 7.3, and let 0 < ε ≤ ε1 and
0 < αε
1
3 ≤ 1. Let f/Us ∈ L2(R+). Then the solution Φ in Proposition 7.8 satisfies the
following estimates.
(i) when α ≥ 1,
‖∂Y Φ‖+ α‖Φ‖ ≤ Cmin{‖ Y
Us
f‖, 1
α
‖ f
Us
‖} , (7.39)
‖(∂2Y − α2)Φ‖ ≤ Cmin{‖
Y
Us
f‖, 1
α
‖ f
Us
‖}+ C‖ f
Us
‖ . (7.40)
(ii) when 0 < α ≤ 1, if (1 + Y )2f ∈ L2(R+) in addition,
α‖Φ‖ ≤ Cα‖(1 + Y )σ[f ]‖+ Cαε 13 ‖(1 + Y )f‖+ C
α
1
2
|
∫ ∞
0
f dY | , (7.41)
‖∂Y Φ‖ ≤ C‖(1 + Y )2f‖+ C
α
|
∫ ∞
0
f dY | , (7.42)
‖(∂2Y − α2)Φ‖ ≤ C‖(1 + Y )2f‖+
C
α
|
∫ ∞
0
f dY |+ C‖ f
Us
‖ . (7.43)
Here σ[f ](Y ) =
∫∞
Y f dY1.
In Corollary 7.5 the H2 norm of the solution Φ is estimated uniformly in the small number
ε > 0, but under the condition of f/Us ∈ L2(R+) which implicitly imposes that f vanishes
on the boundary. By using the weak formulation (7.8) and the standard density argument,
we have another ǫ-dependent bound for the H2 norm of Φ when f does not necessarily vanish
on the boundary. Precisely, the result is stated as follows.
Corollary 7.6. Let ε1 > 0 be the number in Proposition 7.3, and let 0 < ε ≤ ε1 and
0 < αε
1
3 ≤ 1. Let Y f/Us ∈ L2(R+). Then there exists a solution Φ ∈ H4(R+) ∩H10 (R+) to
(7.7) satisfying the following estimates.
(i) when α ≥ 1,
‖∂Y Φ‖+ α‖Φ‖ ≤ C‖ Y
Us
f‖ , (7.44)
‖(∂2Y − α2)Φ‖ ≤
C
ε
1
3
(
‖ Y
Us
f‖+ ‖f‖
)
. (7.45)
(ii) when 0 < α ≤ 1, if (1 + Y )2f ∈ L2(R+) in addition,
α‖Φ‖ ≤ Cα‖(1 + Y )σ[f ]‖+ Cαε 13 ‖(1 + Y )f‖+ C
α
1
2
|
∫ ∞
0
f dY | , (7.46)
‖∂Y Φ‖ ≤ C‖(1 + Y )2f‖+ C
α
|
∫ ∞
0
f dY | , (7.47)
‖(∂2Y − α2)Φ‖ ≤
C
ε
1
3
(
‖(1 + Y )2f‖+ C
α
|
∫ ∞
0
f dY |
)
. (7.48)
Here σ[f ](Y ) =
∫∞
Y f dY1.
Remark 7.7. Corollary 7.6 implies that ϕ1 +ψ0 ∈ H2(R+) even when f does not vanish on
the boundary, though neither ϕ1 or ψ0 belongs to H
2(R+) for such a case.
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Proof. Thanks to Corollary 7.5, it suffices to show the estimates (7.45) and (7.48) for the
solution Φ obtained in Corollary 7.5. Then Corollary 7.6 follows from the density argument.
Let Φ ∈ H4(R+) ∩H10 (R+), ∂YHαΦ|Y=0 = 0, be the solution to (7.8) obtained in Corollary
7.5. Then Ψ = HαΦ solves the Airy equation Airy[Ψ] = U
′′
sΦ + f ∈ L2(R+) subject to the
Neumann boundary condition ∂YΨ|Y=0 = 0. Thus we have from the integration by parts,
‖
√
UsΨ‖2 − iε
(‖∂YΨ‖2 + α2‖Ψ‖2) = 〈U ′′s Φ+ f,Ψ〉 . (7.49)
Hence the interpolation inequality
‖Ψ‖2 ≤ C‖
√
UsΨ‖
4
3 ‖∂YΨ‖
2
3 + C‖
√
UsΨ‖2
implies
‖Ψ‖ ≤ C
ε
1
3
‖U ′′s Φ+ f‖ (7.50)
as in the proof of Proposition 6.1. Since ‖U ′′sΦ‖ ≤ C‖∂Y Φ‖ by the Hardy inequality, estimates
(7.45) and (7.48) follow from the estimate of ‖∂Y Φ‖ in Corollary 7.5. The proof is complete.
7.2 Construction of a boundary corrector
Let Φslip[f ] be the solution to the modified Orr-Sommerfeld equation (7.7) obtained by Propo-
sition 7.3. Then the solution to the original problem (7.1) is obtained by solving the equation{
OS[φ] = 0 , Y > 0 ,
φ|Y=0 = 0 , ∂Y φ|Y=0 = −∂Y Φslip[f ]|Y=0 .
(7.51)
Remark 7.8. By interpolation of (7.44) and (7.45), or (7.47) and (7.48), one has
|∂Y Φslip[f ]|Y=0| ≤ C
ε
1
6
(
‖ Y
Us
f‖+ ‖f‖
)
if α ≥ 1, (7.52)
|∂Y Φslip[f ]|Y=0| ≤ C
ε
1
6
(
‖(1 + Y )2f‖+ 1
α
|
∫ ∞
0
f dY |
)
if 0 < α ≤ 1. (7.53)
7.3 Slow mode
In this subsection we construct a solution φslow to the equation{
OS[φ] = 0 , Y > 0 ,
φ|Y=0 = 1 + small order ,
(7.54)
decaying as Y → ∞ around the Rayleigh solution ϕslow,Ray obtained in Corollary 5.5 and
Proposition 5.6. This solution is called the slow mode, and will take the form φslow =
ϕslow,Ray + φ˜slow.
For the moment we assume that U
′′
s
Us
∈ L2(R+), which ensures theH2 regularity of ϕslow,Ray
and justifies the formal computation in various steps. Later we shall recover the H2 regularity
of φslow which does not depend on the condition
U ′′s
Us
∈ L2(R+). Then the standard limiting
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process gives the result for the general case without the condition U
′′
s
Us
∈ L2(R+). Firstly we
observe that ϕslow,Ray satisfies the identity
〈Ray[ϕslow,Ray], q〉+ iε〈(∂2Y − α2)ϕslow,Ray, (∂2Y − α2)q〉
= iε〈(∂2Y − α2)ϕslow,Ray, (∂2Y − α2)q〉
= iε〈 1
Us
Ray[ϕslow,Ray] +
U ′′s
Us
ϕslow,Ray, (∂
2
Y − α2)q〉
= iε〈U
′′
s
Us
ϕslow,Ray, (∂
2
Y − α2)q〉 , q ∈ H2(R+) .
In this computation we are using the condition U
′′
s
Us
∈ L2(R+) so that each term makes
sense for any q ∈ H2(R+). By the ansatz φslow = ϕslow,Ray + φ˜slow we shall construct
φ˜slow ∈ H2(R+) ∩H10 (R+) as the solution to
〈Ray[φ˜slow], q〉+ iε〈(∂2Y − α2)φ˜slow, (∂2Y − α2)q〉 = −iε〈
U ′′s
Us
ϕslow,Ray, (∂
2
Y − α2)q〉 ,
q ∈ H2(R+) , ∂Y q(0) = 0 .
To this end, by using OS = (∂2Y − α2)Airy − 2∂Y (U ′s·) we take ψslow ∈ H2(R+) ∩H10 (R+) as
the solution to
Airy[ψslow] = iε
U ′′s
Us
ϕslow,Ray .
Then we see
〈Ray[ψslow], q〉+ iε〈(∂2Y − α2)ψslow, (∂2Y − α2)q〉
= 〈Airy[ψslow], (∂2Y − α2)q〉 − 2〈∂Y (U ′sψslow), q〉
= iε〈U
′′
s
Us
ϕslow,Ray, (∂
2
Y − α2)q〉 − 2〈∂Y (U ′sψslow), q〉 , q ∈ H2(R+) .
Finally we take Φslow ∈ H4(R+) ∩ H10 (R+) as the solution to (7.7) with the source term
2∂Y (U
′
sψslow), which is constructed in Corollary 7.6. Then φ˜slow is constructed in the form
φ˜slow = ψslow +Φslow ∈ H2(R+) ∩H10 (R+). Moreover, the function
φslow = ϕslow,Ray + ψslow +Φslow ∈ H2(R+)
satisfies OS[φslow] = 0 in the weak form:
〈Us(∂2Y − α2)φslow − U ′′s φslow, q〉+ iε〈(∂2Y − α2)φslow, (∂2Y − α2)q〉 = 0 ,
q ∈ H2(R+) , ∂Y q(0) = 0 .
(7.55)
The requirement ∂Y q(0) = 0 for the test function q is due to the weak formulation of Φslow as in
(7.8). The identity (7.55) implies that Ψslow = (∂
2
Y −α2)φslow is the very weak solution to the
Poisson equation iε(∂2Y −α2)Ψslow = −UsΨslow+U ′′s φslow subject to the Neumann boundary
condition ∂YΨslow|Y=0 = 0. Hence Ψslow belongs to H2(R+) by the elliptic regularity and
satisfies the Airy equation Airy[Ψslow] = U
′′
s φslow with the zero Neumann boundary condition.
Then we have
〈UsΨslow − U ′′s φslow,Ψslow〉 − iε
(‖∂YΨslow‖2 + α2‖Ψslow‖2) = 0 , (7.56)
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which yields, as in the proof of Corollary 7.6,
‖(∂2Y − α2)φslow‖ = ‖Ψslow‖ ≤
C
ε
1
3
‖U ′′s φslow‖ . (7.57)
Hence, the H2 regularity of φslow is estimated in terms of ‖U ′′s φslow‖, for which the condition
U ′′s
Us
∈ L2(R+) is not required. Now it suffices to establish the estimates of φslow = ϕslow,Ray+
φ˜slow = ϕslow,Ray +ψslow +Φslow, which will be considered below depending on the two cases
0 < α ≤ 1 and α ≥ 1.
7.3.1 Estimates in the case 0 < α ≤ 1
Let us estimate φ˜slow, which is equal to ψslow+Φslow ∈ H2(R+)∩H10 (R+). Since the function
ψslow satisfies Airy[ψslow] = iε
U ′′s
Us
ϕslow,Ray we have from ϕslow,Ray =
cE
α Use
−αY + ϕsRay,1 +
ϕsRay,2,
ψslow = ψslow,0 + ψslow,1 ,
where ψslow,0∈ H2(R+) ∩H10 (R+) is the solution to
Airy[ψslow,0] = iε
cE
α
U ′′s e
−αY , ψslow,0|Y=0 = 0 ,
while ψslow,1∈ H2(R+) ∩H10 (R+) is the Airy solution with the source iεU
′′
s
Us
(ϕsRay,1+ϕsRay,2).
As for the estimates of ψslow,0 we have from Proposition 6.1,
‖∂Y ψslow,0‖ ≤ Cε
1
3‖cE
α
U ′′s e
−αY ‖ ≤ Cε
1
3
α
,
and
α‖ψslow,0‖ ≤ Cαε
2
3‖cE
α
U ′′s e
−αY ‖ ≤ Cε 23 .
As for the estimates of ψslow,1, in virtue of (6.4) of Proposition 6.1, we see
‖∂Y ψslow,1‖ ≤ C‖Y U
′′
s
Us
(ϕsRay,1 + ϕsRay,2)‖ ≤ C .
and
α‖ψslow,1‖ ≤ Cαε
1
3‖Y U
′′
s
Us
(ϕsRay,1 + ϕsRay,2)‖ ≤ Cαε
1
3 ,
In order to estimate Φslow, the important point is that
∫∞
0 ∂Y (U
′
sψslow) dY = 0 in virtue of
ψslow ∈ H10 (R+), and thus, Corollary 7.6 yields the estimates of Φslow. Let us decompose Φslow
as Φslow = Φslow,0+Φslow,1 according to the decomposition of the source term 2∂Y (U
′
sψslow,0+
U ′sψslow,1). Then we have from Corollary 7.6,
‖∂Y Φslow,0‖+ α‖Φslow,0‖ ≤ C‖(1 + Y )2∂Y (U ′sψslow,0)‖ ≤ C‖∂Y ψslow,0‖ ≤
Cε
1
3
α
. (7.58)
Similarly, we have for ψslow,1,
‖∂Y Φslow,1‖+ α‖Φslow,1‖ ≤ C‖(1 + Y )2∂Y (U ′sψslow,1)‖
≤ C‖∂Y ψslow,1‖ ≤ C .
(7.59)
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Collecting these above, we have for φ˜slow = ψslow+Φslow = ψslow,0+ψslow,1+Φslow,0+Ψslow,1,
‖∂Y φ˜slow‖+ α‖φ˜slow‖ ≤ C(ε
1
3
α
+ 1) , (7.60)
The next step is to estimate ‖(∂2Y − α2)φslow,re‖, where
φslow,re = φslow − cE
α
Use
−αY .
Combined with the estimate on ‖∂Y φslow,re‖, that can be deduced from the previous bounds,
we will obtain by interpolation an L∞ bound on ∂Y φslow,re. The point is to show that
∂Y φslow,re(0)≪ ∂Y
(
cE
α Use
−αY )(0) when α≪ 1. Unfortunately, (7.57) is not accurate enough
for this purpose, and we shall rather make use of (7.56).
Set Ψslow,re = (∂
2
Y − α2)φslow,re. We observe that
Ψslow = (∂
2
Y − α2)φslow =
cE
α
(U ′′s e
−αY − 2αU ′se−αY ) + Ψslow,re ,
UsΨslow − U ′′s φslow = −2cEUsU ′se−αY + UsΨslow,re − U ′′s φslow,re .
Thus (7.56) gives
〈−2cEUsU ′se−αY + UsΨslow,re − U ′′s φslow,re,
cE
α
(U ′′s e
−αY − 2αU ′se−αY ) + Ψslow,re〉
− iε
(
‖∂Y (cE
α
Use
−αY )‖2 + α2‖cE
α
Use
−αY ‖2 + ‖∂YΨslow,re‖2 + α2‖Ψslow,re‖2
+ 2Re 〈∂Y (cE
α
Use
−αY ), ∂YΨslow,re〉+ 2α2Re 〈cE
α
e−αY ,Ψslow,re〉
)
= 0 .
(7.61)
The real part of this identity gives
‖
√
UsΨslow,re‖2 = Re 〈2cEUsU ′se−αY + U ′′s φslow,re,Ψslow,re〉
− Re 〈UsΨslow,re, cE
α
(U ′′s e
−αY − 2αU ′se−αY )〉
+Re 〈2cEUsU ′se−αY + U ′′s φslow,re,
cE
α
(U ′′s e
−αY − 2αU ′se−αY )〉 ,
which implies
‖
√
UsΨslow,re‖2 ≤ C‖
√
UsU
′
se
−αY ‖2 + ‖U ′′s φslow,re‖ ‖Ψslow,re‖
+
C
α2
‖
√
Us
(
U ′′s e
−αY − 2αU ′se−αY
)‖2
+
C
α
(1 + ‖U ′′s φslow,re‖)
≤ C
α2
+ ‖U ′′s φslow,re‖(‖Ψslow,re‖+ ‖U ′′s φslow,re‖) .
Recall that φslow,re = ϕsRay,1 + ϕsRay,2 + φ˜slow, and thus, by Corollary 5.5 and (7.60),
‖U ′′s φslow,re‖ ≤ C(
ε
1
3
α
+ 1) . (7.62)
Then we have
‖
√
UsΨslow,re‖2 ≤ C
α2
+ C(
ε
1
3
α
+ 1)‖Ψslow,re‖ . (7.63)
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On the other hand, the imaginary part of (7.61) yields, since 〈−2cEUsU ′se−αY , cEα (U ′′s e−αY −
2αU ′se−αY )〉 ∈ R,
ε
(‖∂YΨslow,re‖2 + α2‖Ψslow,re‖2) (7.64)
≤Cε
α2
+
C
α
‖
√
UsΨslow,re‖+ C
α
‖U ′′s φslow,re‖+ C‖Ψslow,re‖+ C‖U ′′s φslow,re‖‖Ψslow,re‖
≤ C
α2
+ C(
ε
1
3
α
+ 1)‖Ψslow,re‖ . (7.65)
Thus the inequality
‖Ψslow,re‖2 ≤ C‖
√
UsΨslow,re‖
4
3 ‖∂YΨslow,re‖
2
3 + C‖
√
UsΨslow,re‖2 ,
combined with (7.63) and (7.64), leads to
‖Ψslow,re‖2 ≤ C
ε
1
3
( 1
α2
+ (
ε
1
3
α
+ 1)‖Ψslow,re‖
)
≤ C
ε
1
3α2
+
C
ε
2
3
(
ε
1
3
α
+ 1)2 .
Hence we have arrived at
‖(∂2Y − α2)φslow,re‖ = ‖Ψslow,re‖ ≤
C
ε
1
6α
+
C
ε
1
3
. (7.66)
The above estimates are valid without the condition U
′′
s
Us
∈ L2(R+). We summarize the above
results as follows.
Proposition 7.9. Let 0 < ε ≤ ε1 and 0 < α ≤ 1. Then there exists a solution φslow ∈
H4(R+) to OS[φslow] = 0 satisfying the following properties: φslow =
cE
α Use
−αY + φslow,re,
where
φslow(0) = 1 , (7.67)
and
‖∂Y φslow,re‖+ α‖φslow,re‖ ≤ C(ε
1
3
α
+ 1) , (7.68)
‖∂Y φslow,re‖L∞ ≤ C(ε
1
12
α
+
1
ε
1
4
) , (7.69)
‖(∂2Y − α2)φslow,re‖ ≤ C(
1
ε
1
6α
+
1
ε
1
3
) . (7.70)
In particular, we have
∂Y φslow(0) =
cEU
′
s(0)
α
+O(
ε
1
12
α
+
1
ε
1
4
) . (7.71)
Proof. It suffices to recall φslow,re = ϕsRay,1+ϕsRay,2+ φ˜slow. Note that ϕsRay,2, φ˜slow belong
to H10 (R+) and that Us(0) = 0, and thus, φslow(0) = φslow,re(0) = ϕsRay,1(0) = 1. This proves
(7.67). Estimate (7.68) follows from Corollary 5.5 and (7.60), while (7.70) is proved in (7.66).
Then (7.69) follows from the interpolation. The proof is complete.
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7.3.2 Estimates in the case α ≥ 1
Let us estimate φ˜slow = ψ˜slow + Φ˜slow. Since ψ˜slow is the Airy solution with the source
f = iεU
′′
s
Us
ϕslow,Ray, we apply (6.4) of Proposition 6.1 to obtain
‖∂Y ψ˜slow‖+ α‖ψ˜slow‖ ≤ C‖Y U
′′
s
Us
ϕslow,Ray‖ ≤ C .
Next we recall that Φ˜slow is the solution to (7.7) with the source f = 2∂Y (U
′
sψ˜slow), we have
from Corollary 7.6,
‖∂Y Φ˜slow‖+ α‖Φ˜slow‖ ≤ C‖(1 + Y )2∂Y (U ′sψ˜slow)‖ ≤ C‖∂Y ψ˜slow‖ ≤ C .
Collecting these, we obtain
‖∂Y φ˜slow‖+ α‖φ˜slow‖ ≤ C . (7.72)
In the case α ≥ 1 we set φslow,re as
φslow,re = φslow − e−αY .
Combining (7.57) and (7.72) with Proposition 5.6, we have
‖(∂2Y − α2)φslow,re‖ =‖(∂2Y − α2)φslow‖ ≤
C
ε
1
3
(‖U ′′s ϕslow,Ray‖+ ‖U ′′s φ˜slow‖) ≤
C
ε
1
3
. (7.73)
Here C is independent of the condition U
′′
s
Us
∈ L2(R+). We summarize the above results as
follows.
Proposition 7.10. Let 0 < ε ≤ ε1, α ≥ 1, and αε 13 ≤ 1. Then there exists a solution
φslow ∈ H4(R+) to OS[φslow] = 0 satisfying the following properties: φslow = e−αY + φslow,re,
where φslow,re ∈ H4(R+) ∩H10 (R+) and
‖∂Y φslow,re‖+ α‖φslow,re‖ ≤ C , (7.74)
‖∂Y φslow,re‖L∞ ≤ C
ε
1
6
, (7.75)
‖(∂2Y − α2)φslow,re‖ ≤
C
ε
1
3
. (7.76)
In particular, φslow(0) = 1 and |∂Y φslow(0)| ≤ α+Cε−
1
6 .
7.4 Fast mode
In this subsection we construct a solution φfast to{
OS[φ] = 0 , Y > 0 ,
φ|Y=0 = O(1) ,
(7.77)
possessing the boundary layer structure, called the fast mode. To this end we first aim to
construct the approximate solution to the problem{
Airy[ψ] = 0 , Y > 0 ,
ψ|Y=0 = O(1) ,
(7.78)
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possessing the boundary layer structure. To this end we set
λ =
iU ′s(0)
ε
.
Let Γ(z) be the Gamma function and let Ai(z) be the Airy function which solves the equation
d2Ai
dz2
− zAi = 0 for z ∈ C and satisfies Ai(0) = 1
3
2
3 Γ( 2
3
)
, Ai′(0) = − 1
3
1
3 Γ( 1
3
)
, and
Ai(z) ∼ z− 14 e− 23z
3
2 , |z| ≫ 1 , | arg z| ≤ π − θ , θ ∈ (0, π) . (7.79)
See [1, Chapter 10] for details about the Airy function. Then we set
ψfast,0(Y ) = Ai(λ
1
3Y ) , Y > 0 . (7.80)
Here λ
1
3 = (U
′
s(0)
ε )
1
3 e
pi
6
i. Then ψfast,0 solves the equation

iε∂2Y ψfast,0 + Y U
′
s(0)ψfast,0 = 0 , Y > 0 ,
ψfast,0|Y=0 = 1
3
2
3 Γ( 2
3
)
.
(7.81)
Let 0 < ε
1
3α ≤ 1. Now we set
φapp,fast(Y ) = Cε,αε
− 2
3
∫ ∞
Y
eα(Y −Y
′)
∫ ∞
Y ′
eα(Y
′′−Y ′)ψ0,fast(Y ′′) dY ′′ dY ′ . (7.82)
where the constant Cε,α is chosen so that:
φapp,fast(0) = 1 if ε
− 2
3 |
∫ ∞
0
e−αY
′
∫ ∞
Y ′
eα(Y
′′−Y ′)ψfast,0(Y ′′) dY ′′ dY ′| ≥ 1
10U ′s(0)
2
33
1
3Γ(13)
Cε,α = 1 if ε
− 2
3 |
∫ ∞
0
e−αY
′
∫ ∞
Y ′
eα(Y
′′−Y ′)ψfast,0(Y ′′) dY ′′ dY ′| < 1
10U ′s(0)
2
33
1
3Γ(13 )
.
This choice of Cε,α ensures the condition |φapp,fast(0)| ≤ 1 + 1
10U ′s(0)
2
3 3
1
3 Γ( 1
3
)
.
By (7.79) and 0 < ε
1
3α ≤ 1 the integral defining φapp,fast converges absolutely when
0 < ε
1
3α ≤ 1 and ε > 0 is small enough. Note that we may assume the smallness of ε by
the condition 0 < ε ≤ ε1, where ε1 > 0 is the number in Proposition 7.3 (by taking ε1 even
smaller if necessary). Note that 0 < |Cε,α| ≤ 1 + 10U ′s(0)
2
3 3
1
3Γ(13) by definition. Moreover,
from the boundary layer structure of ψfast,0 we can also show that
1 + 10U ′s(0)
2
33
1
3Γ(
1
3
) ≥ |Cε,α| ≥ c > 0 , (7.83)
where c is independent of ε and α when ε > 0 is small enough. We see that (∂2Y −α2)φapp,fast =
Cε,αε
− 2
3ψfast,0, and thus,
OS[φapp,fast] = Cε,αε
− 2
3 (Us − U ′s(0)Y )ψfast,0 − iεα2Cε,αε−
2
3ψfast,0 − U ′′s φapp,fast .
The fast mode φfast is then constructed in the form φfast = φapp,fast + φ˜fast. To construct
φ˜fast we first solve
OS0[φ˜fast,1] = −Cε,αε−
2
3 (Us − U ′s(0)Y )ψfast,0 + iCε,αε
1
3α2ψfast,0 + U
′′
s φapp,fast ,
φ˜fast,1|Y=0 = ∂Y φ˜fast,1|Y=0 = 0 ,
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where OS0[φ] = ∂Y (Us∂Y φ)− α2Usφ+ iε(∂2Y − α2)2φ. Note that we have the relation OS =
OS0 − ∂Y (U ′s·). The advantage of introducing OS0 is as follows:
(i) OS0 has a good symmetry so that it is easy to solve by a simple energy method
(ii) the new error term −∂Y (U ′sφ˜fast,1) has zero average and also vanishes on the boundary
in virtue of the boundary condition imposed on φ˜fast,1.
With this in mind let us set φ˜fast,2 as the solution to (7.7) with the source term f =
∂Y (U
′
sφ˜fast,1), for which Corollary 7.5 can be applied. Then φfast = φapp,fast+ φ˜fast,1+ φ˜fast,2
is our fast mode. The main result of this section is stated as follows.
Proposition 7.11. Let ε1 > 0 be the number in Proposition 7.3. There exists a positive
number δ1 such that if 0 < ε ≤ ε1 and ε 13α ≤ δ1 then there exists a function φfast ∈ H4(R+)
satisfying OS[φfast] = 0 and
‖∂Y φfast‖+ α‖φfast‖ ≤ C
ε
1
6
, (7.84)
‖(∂2Y − α2)φfast‖ ≤
C
ε
1
2
, (7.85)
and also
φfast(0) = 1 , (7.86)
∂Y φfast(0) =
(
e
pi
6
iU ′s(0)
1
33−
2
3Γ(
1
3
) +O(ε
1
3α) +O(ε
1
3 )
)
ε−
1
3 . (7.87)
Proof. As stated above, we construct φfast of the form φfast = φapp,fast + φ˜fast,1 + φ˜fast,2,
where φapp,fast is given by
φapp,fast = Cε,αε
− 2
3
∫ ∞
Y
eα(Y −Y
′)
∫ ∞
Y ′
eα(Y
′′−Y ′)ψfast,0(Y ′′) dY ′′ dY ′ . (7.88)
From the definition of ψfast,0 in (7.80) and the choice of Cε,α, it is straightforward to see
‖∂Y φapp,fast‖ ≤ Cε−
2
3 (αε
2
3
+ 1
6 + ε
1
3
+ 1
6 ) = C(ε
1
6α+ ε−
1
6 ) ,
α‖φapp,fast‖ ≤ Cε−
2
3α · ε 23+ 16 = Cαε 16 ,
‖Y φapp,fast‖≤ Cε
1
3
+ 1
6 = Cε
1
2 ,
‖(∂2Y − α2)φapp.fast‖ ≤ Cε−
2
3
+ 1
6 = Cε−
1
2 ,
(7.89)
and
∂Y φapp,fast(0) = Cε,αε
− 2
3
∫ ∞
0
eαY
′′
ψ0,fast(Y
′′) dY ′′ + αφapp,fast(0)
= Cε,αε
− 2
3
∫ ∞
0
eαY
′′
Ai(λ
1
3Y ′′) dY ′′ +O(α)
= Cε,αε
− 2
3λ−
1
3
∫ ∞
0
eαλ
− 13 ZAi(Z) dZ +O(α).
Then let us recall that λ
1
3 = (U
′
s(0)
ε )
1
3 e
pi
6
i and
∫∞
0 Ai(z)dz =
1
3 . Hence, if ε
1
3α is small enough
then the integral
∫∞
0 e
αλ−
1
3ZAi(Z) dZ is away from zero uniformly and we have a lower bound
of the form
|∂Y φapp,fast(0)| ≥ 1
Cε
1
3
, (7.90)
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where C > 0 is uniform in ε and α as long as ε
1
3α is small enough. In fact, we can show
the expansions as in (7.86) and (7.87) as follows. By using ex − 1 ≤ xex for x ≥ 0 and the
boundary layer structure of ψfast,0, we have∫ ∞
0
e−αY
′
∫ ∞
Y ′
eα(Y
′′−Y ′)ψfast,0(Y ′′) dY ′′ dY ′ =
∫ ∞
0
∫ ∞
Y ′
ψfast,0(Y
′′) dY ′′ dY ′ +O(εα)
=
∫ ∞
0
Y ψfast,0(Y ) dY +O(εα)
=
∫ ∞
0
Y Ai(λ
1
3Y ) dY +O(εα)
= λ−
2
3
∫ ∞
0
ZAi(Z) dZ +O(εα)
= λ−
2
3
∫ ∞
0
∂2ZAi(Z) dZ +O(εα)
= −λ− 23∂ZAi(0) +O(εα)
= ε
2
3 e−
pi
3
i 1
U ′s(0)
2
3
1
3
1
3Γ(13)
+O(εα) .
Hence, if 0 < ε
1
3α ≤ δ1 is small enough, then the constant Cε,α satisfies
Cε,α =
(
ε−
2
3
∫ ∞
0
e−αY
′)
∫ ∞
Y ′
eα(Y
′′−Y ′)ψfast,0(Y ′′) dY ′′ dY ′
)−1
= e
pi
3
iU ′s(0)
2
3 3
1
3Γ(
1
3
) +O(αε
1
3 ) ,
and thus we also have
φapp,fast(0) = 1 , (7.91)
and also
∂Y φapp,fast(0) = Cε,αε
− 2
3λ−
1
3
(∫ ∞
0
Ai(Z) dZ +O(αλ−
1
3 )
)
+O(α)
=
(
e
pi
3
iU ′s(0)
2
33
1
3Γ(
1
3
) +O(αε
1
3 )
)
ε−
1
3U ′s(0)
− 1
3 e−
pi
6
i
(1
3
+O(αλ−
1
3 )
)
+O(α)
=
(
e
pi
6
iU ′s(0)
1
33−
2
3Γ(
1
3
) +O(αε
1
3 )
)
ε−
1
3 . (7.92)
In particular, we have φfast(0) = 1, for φfast = φapp,fast + φ˜fast and φ˜fast(0) = 0 by its
construction. Next let us turn to the estimate of φ˜fast,1. The idea is to apply Proposition
7.12 below, with f2 = 0 and
f1 = −α
i
σ
[
− Cε,αε−
2
3 (Us − U ′s(0)Y )ψfast,0 + iCε,αε
1
3α2ψfast,0 + U
′′
s φapp,fast
]
so that
− i
α
∂Y f1 = −Cε,αε−
2
3 (Us − U ′s(0)Y )ψfast,0 + iCε,αε
1
3α2ψfast,0 + U
′′
s φapp,fast .
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Thus we have from Proposition 7.12 and also from Proposition 2.2 (1),
‖∂Y φ˜fast,1‖+ α‖φ˜fast,1‖
≤ C
ǫ
1
3α
‖α
i
σ
[
− Cε,αε−
2
3 (Us − U ′s(0)Y )ψfast,0 + iCε,αε
1
3α2ψfast,0 + U
′′
s φapp,fast
]
‖
≤ C
ǫ
1
3
‖Y
(
− Cε,αε−
2
3 (Us − U ′s(0)Y )ψfast,0 + iCε,αε
1
3α2ψfast,0 + U
′′
s φapp,fast
)
‖
≤ C
ε
1
3
(
ε−
2
3 ‖Y 3ψfast,0‖+ ε
1
3α2‖Y ψfast,0‖+ ‖Y φapp,fast‖
)
.
Hence, the boundary layer structure of ψfast,0 and φapp,fast (e.g., see (7.89)) implies
‖∂Y φ˜fast,1‖+ α‖φ˜fast,1‖ ≤ Cε
1
6 + Cε
1
2α2 . (7.93)
Similarly, we have the H2 bound such as
‖(∂2Y − α2)φ˜fast,1‖ ≤
C
ε
1
3
(ε
1
6 + ε
1
2α2) . (7.94)
Finally let us estimate φ˜fast,2, which is the solution to (7.7) with the source term f =
∂Y (U
′
sφ˜fast,1). Corollary 7.5 implies that
‖∂Y φ˜fast,2‖+ α‖φ˜fast,2‖ ≤ C‖(1 + Y )2∂Y (U ′sφ˜fast,1)‖ ≤ C‖∂Y φ˜fast,1‖ ≤ Cε
1
6 + Cε
1
2α2 ,
(7.95)
and
‖(∂2Y − α2)φ˜fast,2‖ ≤ C‖(1 + Y )2∂Y (U ′sφ˜fast,1)‖+ C‖
∂Y (U
′
sφ˜fast,1)
Us
‖
≤ C‖∂Y φ˜fast,1‖+ C‖∂2Y φ˜fast,1‖
≤ C
ε
1
3
(ε
1
6 + ε
1
2α2) . (7.96)
Collecting (7.93), (7.94), and (7.96), we have for φ˜fast = φ˜fast,1 + φ˜fast,2,
‖∂Y φ˜fast‖+ α‖φ˜fast‖ ≤ Cε
1
6 + Cε
1
2α2 ,
‖(∂2Y − α2)φ˜fast‖ ≤
C
ε
1
3
(ε
1
6 + ε
1
2α2) ,
‖∂Y φ˜fast‖L∞ ≤ C
ε
1
6
(ε
1
6 + ε
1
2α2) ≤ C(1 + ε 13α2) .
(7.97)
Then φfast = φapp,fast + φ˜fast satisfies (7.84) and (7.85) when 0 < ε
1
3α ≤ δ1, and the
expansions (7.86) and (7.87) follow from (7.91), (7.92), and (7.97). The proof is complete.
7.5 Proof of Theorem 7.1 for ε
1
3α≪ 1
In this subsection we prove Theorem 7.1 when ε
1
3α ≪ 1 and 0 < ε ≤ ε1 ≪ 1. As explained
in the beginning of Subsection 7.2, we construct the solution φ to (7.1) of the form
φ = Φslip[f ] + aφslow + bφfast ,
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where Φslip[f ] is the solution to the modified Orr-Sommerfeld equation (7.7) obtained in
Proposition 7.3, φslow and φfast are respectively the slow mode and the fast mode constructed
in Propositions 7.9, 7.10, and 7.11. The coefficients a and b have to be chosen so that
φ˜ = aφslow + bφfast
satisfies the boundary condition φ˜|Y=0 = 0, ∂Y φ˜|Y=0 = −∂Y Φslip[f ]|Y=0, which is equivalent
with the linear relation
M
(
a
b
)
=
(
0
−∂Y Φslip[f ]|Y=0
)
, M =
(
φslow|Y=0 φfast|Y=0
∂Y φslow|Y=0 ∂Y φfast|Y=0
)
.
Hence we have(
a
b
)
=
1
detM
(
∂Y φfast|Y=0 −φfast|Y=0
−∂Y φslow|Y=0 φslow|Y=0
)(
0
−∂Y Φslip[f ]|Y=0
)
=
∂Y Φslip[f ]|Y=0
detM
(
φfast|Y=0
−φslow|Y=0
)
, detM =
(
φslow∂Y φfast − φfast∂Y φslow
)
|Y=0 .
(7.98)
From Propositions 7.10 and 7.11 we observe that
|detM | ≥ 1
Cε
1
3
− C( 1
ε
1
6
+ α) ≥ 1
2Cε
1
3
if ε
1
3α≪ 1 and α≥ 1 .
Hence, when 0 < ε
1
3α≪ 1 and α ≥ 1 it is easy to see from Proposition 7.10 and Proposition
7.11,
‖∂Y φ˜‖+ α‖φ˜‖ ≤ Cε
1
3 |∂Y Φslip[f ]|Y=0|
(
‖∂Y φslow‖+ α‖φslow‖+ ‖∂Y φfast‖+ α‖φfast‖
)
≤ Cε 13 |∂Y Φslip[f ]|Y=0|
(
α
1
2 +
1
ε
1
6
)
≤ Cε 16 |∂Y Φslip[f ]|Y=0| , (7.99)
and similarly,
‖(∂2Y − α2)φ˜‖ ≤ Cε
1
3 |∂Y Φslip[f ]|Y=0|
(
‖(∂2Y − α2)φslow‖+ ‖(∂2Y − α2)φfast‖
)
≤ Cε 13 |∂Y Φslip[f ]|Y=0|
( 1
ε
1
3
+
1
ε
1
2
)
≤ C
ε
1
6
|∂Y Φslip[f ]|Y=0| . (7.100)
Combining the last two bounds with (7.52), we deduce the existence of a solution satisfying
(7.2)-(7.3). If 0 < α ≤ 1 we use the asymptotic estimates (7.67), (7.71), (7.86), and (7.87),
which yield
detM =
(
e
pi
6
iU ′s(0)
1
33−
2
3Γ(
1
3
) +O(ε
1
3α) +O(ε
1
3 )
)
ε−
1
3 − cEU
′
s(0)
α
+O(
ε
1
12
α
+
1
ε
1
4
)
=
(
e
pi
6
iU ′s(0)
1
33−
2
3Γ(
1
3
)
1
ε
1
3
− cEU
′
s(0)
α
)(
1 + o(1)
)
,
in the case 0 < ε ≤ ε1 ≪ 1. Hence we have the lower bound
|detM | ≥ 1
C
(
1
α
+
1
ε
1
3
) . (7.101)
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Thus, we have for 0 < ε
1
3α≪ 1 and 0 < α ≤ 1,
‖∂Y φ˜‖+ α‖φ˜‖ ≤ C ε
1
3α
α+ ε
1
3
|∂Y Φslip[f ]|Y=0|
(
‖∂Y φslow‖+ α‖φslow‖+ ‖∂Y φfast‖+ α‖φfast‖
)
≤ C ε
1
3α
α+ ε
1
3
|∂Y Φslip[f ]|Y=0|
(
1
α
+
1
ε
1
6
)
. (7.102)
Similarly, using (7.69), (7.84)-(7.85), we find
‖∂Y φ˜‖L∞ ≤ C ε
1
3α
α+ ε
1
3
|∂Y Φslip[f ]|Y=0|
(
‖∂Y φslow‖L∞ + ‖∂Y φfast‖L∞
)
≤ C ε
1
3α
α+ ε
1
3
(
1
α
+ C
(
ε
1
12
α
+
1
ε
1
4
)
+
1
ε
1
3
)
≤ C|∂Y Φslip[f ]|Y=0| . (7.103)
As for the H2 estimate, the similar argument shows
‖(∂2Y − α2)φ˜‖ ≤ C
ε
1
3α
α+ ε
1
3
|∂Y Φslip[f ]|Y=0|
(
‖(∂2Y − α2)φslow‖+ ‖(∂2Y − α2)φfast‖
)
≤ C ε
1
3α
α+ ε
1
3
|∂Y Φslip[f ]|Y=0|
(
1
α
+
1
ε
1
6α
+
1
ε
1
3
+
1
ε
1
2
)
≤ C ε
1
6α
α+ ε
1
3
|∂Y Φslip[f ]|Y=0|
(
1
α
+
1
ε
1
3
)
. (7.104)
Combining with (7.53), we recover the existence of a solution with the bounds (7.4)-(7.5)-(7.6).
The uniqueness of the solution follows from the theory of ordinary differential equations.
Indeed, there exist four linearly independent solutions to the fourth order differential equation
OS[φ] = 0, and two of which are taken as the slow mode and the fast mode constructed as
above, while the other two grow as Y →∞. Hence, if φ is the solution to OS[φ] = 0 decaying
as Y → ∞ with φ|Y=0 = ∂Y φ|Y=0 = 0, then φ must be a linear combination of φslow and
φfast, and then, as we have seen that detM 6= 0, φ must be trivial. The proof of Theorem
7.1 is complete.
7.6 Proof of Theorem 4.1 for |n˜| ≤ δν− 34
In this section we prove Theorem 4.1 for frequencies n˜ satisfying 0 < |n˜|ν 34 ≪ 1. We may
assume that n˜ > 0 and note that 0 < n˜ν
3
4 ≪ 1 corresponds to 0 < ε 13α≪ 1. We also assume
that the source term fn belongs to H
1(R+)
2: the existence result for the case fn ∈ L2(R+)2
follows from our uniform estimate and a standard density argument. With this in mind,
we consider the Orr-Sommerfeld equations (4.12) with f ∈ H1(R+)2. These equations are
expressed in the rescaled variable Y , and are equivalent to the original problem (1.13). An
important point here is that the source term −f2 − iα∂Y f1 is not compatible with a direct
application of Theorem 7.1. To fill this discrepancy we observe the identity
OS[φ] = ∂Y (Us∂Y φ)− α2Usφ− U ′s∂Y φ− U ′′s φ+ iε(∂2Y − α2)2φ
= ∂Y (Us∂Y φ)− α2Usφ+ iε(∂2Y − α2)2φ
− U ′s∂Y φ− U ′′s φ
=: OS0[φ]− U ′s∂Y φ− U ′′s φ , (7.105)
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and then we first consider the problem
 OS0[φ0] = −f2 −
i
α
∂Y f1 , Y > 0 ,
φ0|Y=0 = ∂Y φ0|Y=0 = 0 .
(7.106)
Proposition 7.12. Let α > 0. Then for any f = (f1, f2) ∈ H1(R+)2 there exists a unique
solution φ0 ∈ H20 (R+) ∩H4(R+) to (7.106) such that
‖∂Y φ0‖+ α‖φ0‖ ≤ C
ε
1
3α
‖f‖ , (7.107)
‖(∂2Y − α2)φ0‖ ≤
C
ε
2
3α
‖f‖ . (7.108)
Proof. We focus on the a priori estimate. For simplicity of notations we set
E = ‖∂Y φ0‖2 + α2‖φ0‖2 .
By taking the inner product with φ0 in the equation (7.106) we obtain
‖
√
Us∂Y φ0‖2 + α2‖
√
Usφ0‖2 − iε‖(∂2Y − α2)φ0‖2 = 〈f2 +
i
α
∂Y f1, φ0〉 ,
and thus, the real part and the imaginary part of this identity give
‖
√
Us∂Y φ0‖2 + α2‖
√
Usφ0‖2 = Re 〈f2 + i
α
∂Y f1, φ0〉 , (7.109)
and
ε‖(∂2Y − α2)φ0‖2 = −Im 〈f2 +
i
α
∂Y f1, φ0〉 . (7.110)
Equality (7.109) implies
‖
√
Us∂Y φ0‖2 + α2‖
√
Usφ0‖2 ≤ 2
α
‖f‖E 12 . (7.111)
On the other hand, we have from (7.110),
ε‖(∂2Y − α2)φ0‖2 ≤ 2
‖f‖
α
E
1
2 . (7.112)
By using the interpolation inequality we have
E ≤ C‖
√
Us∂Y φ0‖
4
3‖∂2Y φ0‖
2
3 + C‖
√
Us∂Y φ0‖2
+ Cα2‖
√
Usφ0‖
4
3‖∂Y φ0‖
2
3 + Cα2‖
√
Usφ0‖2
≤ C(‖f‖E
1
2
α
)
2
3
(1
ε
‖f‖
α
E
1
2
) 1
3 + Cα
2
3 (
‖f‖E 12
α
)
2
3E
1
3 + C
‖f‖
α
E
1
2
≤ C
ε
1
3α
‖f‖E 12 + C‖f‖ 23E 23 + C ‖f‖
α
E
1
2 .
This implies
E ≤ C( 1
ε
2
3α2
+ 1
)‖f‖2 ≤ C
ε
2
3α2
‖f‖2 . (7.113)
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Here we have used 0 < n˜ ≤ ν− 34 . Estimate (7.107) is proved. Then we have from (7.112),
‖(∂2Y − α2)φ0‖2 ≤
C
εα
1
ε
1
3α
‖f‖2 ≤ C
ε
4
3α2
‖f‖2 , (7.114)
which shows (7.108). We have proved the a priori estimates and the uniqueness. The regu-
larity φ0 ∈ H4(R+) follows from the elliptic regularity. As for the existence, we introduce the
operator OS0,l = OS0 + il for a constant l > 0, and then it is easy to see that OS0,l (under
the same boundary condition as above) is invertible if l is sufficiently large. The argument
above holds exactly in the same way even for OS0,l with l > 0, and hence, the estimate is
uniform in l > 0. Then we can prove the existence of the solution for l = 0 by the standard
continuity method about l. The details are omitted here. The proof is complete.
Let us prove Theorem 4.1. As mentioned in the beginning of this subsection, we first assume
fn ∈ H1(R+)2. The solution φ ∈ H4(R+) to (4.12) is constructed in the form φ = φ0 + φ1,
where φ0 is the solution to (7.106) obtained in Proposition 7.12, and φ1 is the solution to (7.1)
with f replaced by U ′s∂Y φ0+U ′′s φ0 = ∂Y (U ′sφ0), for which Theorem 7.1 is applied without loss
of α−1 when α is small, in virtue of the fact
∫∞
0 ∂Y (U
′
sφ0) dY = 0. Note that, in order to apply
Theorem 7.1, we need the condition 0 < ε
1
3α ≤ δ0, which is equivalent with 0 < n˜ ≤ δ
3
2
0 ν
− 3
4 .
Let α ≥ 1 in addition, which is the case n˜ ≥ ν− 12 . Theorem 7.1 implies that
‖∂Y φ1‖+ α‖φ1‖ ≤ C‖(1 + Y )∂Y (U ′sφ0)‖ ≤ C‖∂Y φ0‖ , (7.115)
‖(∂2Y − α2)φ1‖ ≤
C
ε
1
3
‖(1 + Y )∂Y (U ′sφ0)‖ ≤
C
ε
1
3
‖∂Y φ0‖ . (7.116)
Therefore, Proposition 7.12 and (7.115)-(7.116) yield for φ = φ0 + φ1,
‖∂Y φ‖+ α‖φ‖ ≤ C
ε
1
3α
‖f‖ , (7.117)
‖(∂2Y − α2)φ‖ ≤
C
ε
2
3α
‖f‖ . (7.118)
Rescaling back to the original variable and recalling (4.11), we have from (7.117),
‖un‖L2 ≤
C
ε
1
3 n˜
‖fn‖L2 ≤
C
n˜
2
3
‖fn‖L2 , (7.119)
and from (7.118),
‖∂yun‖L2 + n˜‖un‖L2 ≤
C
n˜
1
3 ν
1
2
‖fn‖L2 . (7.120)
This proves (4.4) and (4.5) in the case 0 < |n˜| ≤ δ
3
2
0 ν
− 3
4 and n˜ ≥ ν− 12 , where δ0 > 0 is the
number in Theorem 7.1. Next we consider the case 0 < α ≤ 1, that is, n˜ ≤ ν− 12 . In this case
Theorem 7.1 shows that
‖∂Y φ1‖+ α‖φ1‖ ≤ Cα+ ε
1
6
α+ ε
1
3
‖(1 + Y )2∂Y (U ′sφ0)‖ ≤ C
α+ ε
1
6
α+ ε
1
3
‖∂Y φ0‖ , (7.121)
‖∂Y φ1‖L∞ + α‖φ1‖L∞ ≤ C
ε
1
6
‖(1 + Y )2∂Y (U ′sφ0)‖ ≤
C
ε
1
6
‖∂Y φ0‖ , (7.122)
‖(∂2Y − α2)φ1‖ ≤
C
ε
1
3
‖(1 + Y )2∂Y (U ′sφ0)‖ ≤
C
ε
1
3
‖∂Y φ0‖ . (7.123)
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Hence, combining with Proposition 7.12, we obtain
‖∂Y φ‖+ α‖φ‖ ≤ C α+ ε
1
6
(α+ ε
1
3 )ε
1
3α
‖f‖ , (7.124)
‖∂Y φ‖L∞ + α‖φ‖L∞ ≤ C
ε
1
2α
‖f‖ , (7.125)
‖(∂2Y − α2)φ‖ ≤
C
ε
2
3α
‖f‖ . (7.126)
In the original variable these estimates provide
‖un‖L2 ≤ C
n˜ν
1
2 + n˜−
1
6
(n˜ν
1
2 + n˜−
1
3 )n˜
2
3
‖fn‖L2 , (7.127)
‖un‖L∞ ≤ C
n˜
1
2 ν
1
4
‖fn‖L2 , (7.128)
‖∂yun‖L2 + n˜‖un‖L2 ≤
C
n˜
1
3 ν
1
2
‖fn‖L2 . (7.129)
This proves (4.1), (4.2), and (4.3), by comparing the size of n˜ν
1
2 and of n˜−
1
6 or n˜−
1
3 . In
virtue of the assumption fn ∈ H1(R+)2 we have the H3 regularity of un. The bound of the
H2 norm of un in terms of the L
2 norm of fn is then recovered from the elliptic regularity
of the Stokes operator, for the L2 norm of the term −in˜Uνs un − un,2∂yUνs e1 + fn in (1.13) is
bounded in terms of ‖fn‖L2 as already proved above. The details are omitted here. Hence,
the existence and the estimates of the solution un for the case fn ∈ L2(R+)2 follow from a
standard density argument. As for the uniqueness, if un ∈ H2(R+)2∩H10 (R+)2 is the solution
to (1.13) with fn = 0, then un is smooth and the associated streamfunction φ in the rescaled
variable satisfies (7.1) with f = 0. Hence Theorem 7.1 implies φ = 0, and thus, un = 0. The
proof of Theorem 4.1 is complete in the case 0 < |n˜| ≤ δ
3
2
0 ν
− 3
4 .
8 Analysis in high frequency |n˜| ≥ δν− 34
In this section we consider the linearized problem in the regime |n˜| ≥ δν− 34 . If |n˜| ≫ ν− 34 then
the problem is easy since the dissipation is strong enough. Hence we must at least handle the
regime |n˜| ∼ O(ν− 34 ), in which the strength of the boundary layer is the same order as the
dissipation, and this fact leads to an essential difficulty in constructing the boundary layer
corrector, in particular the lower bound of the fast mode, which was the key in the previous
section.
To overcome this difficulty we go back to the energy argument for the velocity in the original
variables and try to gain the coercive estimate from the convection Uνs ∂x. This will be
achieved from the imaginary part of the energy identity, rather than the positive part of it.
To be precise let us recall the problem

in˜Uνs un + un,2(∂yU
ν
s )e1 − ν(∂2y − n˜2)un +
(
in˜pn
∂ypn
)
= fn , y > 0 ,
in˜un,1 + ∂yun,2 = 0 , y > 0 ,
un|y=0 = 0 .
(8.1)
Here un = (∂yφn,−in˜φn)⊤ with the streamfunction φn = φn(y). The following proposition is
valid for the regime |n˜|ν 12 ≫ 1.
45
Proposition 8.1. There exists a positive number δ2 > 0 such that if |n˜| ≥ δ−12 ν−
1
2 then there
exists a unique solution un ∈ H2(R+)2 ∩H10 (R+)2 to (8.1) satisfying the following estimates:
(i) if |n˜| ≥ δ−12 ν−
3
4 then
‖un‖L2 ≤
C
|n˜|2ν ‖fn‖L2 , (8.2)
‖∂yun‖L2 + |n˜|‖un‖L2 ≤
C
|n˜|ν ‖fn‖L2 . (8.3)
(ii) if δ−12 ν
− 1
2 ≤ |n˜| ≤ δ−12 ν−
3
4 then
‖un‖L2 ≤
C
|n˜| 45 ν 110
‖fn‖L2 , (8.4)
‖∂yun‖L2 + |n˜|‖un‖L2 ≤
C
|n˜| 35 ν 710
‖fn‖L2 . (8.5)
Remark 8.2. When |n˜| ∼ ν− 34 we have |n˜|− 45 ν− 110 ∼ |n˜|− 23 and |n˜|− 35 ν− 710 ∼ |n˜|− 13 ν− 12 .
Proof. We may assume that n˜ > 0. We focus on the a priori estimate. By taking the inner
product with un in the first equation of (8.1), we have
in˜〈Uνs un, un〉+ 〈un,2∂yUνs , un,1〉+ ν(‖∂yun‖2L2 + n˜2‖un‖2L2) = 〈fn, un〉 . (8.6)
The real part of this identity gives
ν(‖∂yun‖2L2 + n˜2‖un‖2L2) = −Re 〈un,2∂yUνs , un,1〉+Re 〈fn, un〉 , (8.7)
while the imaginary part of this identity gives
n˜
(
〈Uνs un, un〉 − Re 〈(∂yUνs )φn, ∂yφn〉
)
= Im 〈fn, un〉 . (8.8)
Below we take δ2 ∈ (0, 1) small enough depending only on Us.
(i) Case n˜ ≥ δ−12 ν−
3
4 : The first term in the right-hand side of (8.7) is estimated as
| − Re 〈un,2∂yUνs , un,1〉| ≤ ν−
1
2 ‖∂Y Us‖L∞‖un‖2L2 = νn˜2
‖∂Y Us‖L∞
ν
3
2 n˜2
‖un‖2L2
≤ νn˜
2
2
‖un‖2L2
if δ2 > 0 is small enough. Thus we have
ν(‖∂yun‖2L2 + n˜2‖un‖2L2) ≤ 2‖fn‖L2 ‖un‖L2 ,
which proves (8.2)-(8.3).
(ii) Case δ−12 ν
− 1
2 ≤ n˜ ≤ δ−12 ν−
3
4 : We use the imaginary part of the energy identity (8.8), and
then from the integration by parts,∫ ∞
0
Uνs
(|∂yφn|2 + n˜2|φn|2)dy + 1
2
∫ ∞
0
(∂2yU
ν
s )|φn|2dy =
1
n˜
Im 〈fn, un〉
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To estimate the second term in the left-hand side of this equality, we use the condition
|∂2yUνs | ≤ Cν−
1
2∂yU
ν
s for 0 ≤ y ≤ 2Y0ν
1
2 , see Proposition 2.1. Let χ(Y ) be a cut-off such that
χ(Y ) = 1 for 0 ≤ Y ≤ Y0 and χ(Y ) = 0 for Y ≥ 2Y0. Then we have
∣∣1
2
∫ ∞
0
(∂2yU
ν
s )|φn|2dy
∣∣ ≤ C
2
ν−
1
2
∫ ∞
0
∂yU
ν
s χ(
y√
ν
)|φn|2dy + Cν−1
∫ ∞
Y0ν
1
2
|φn|2dy
= −C
2
ν−
1
2
∫ ∞
0
Uνs ∂y
(
χ(
y√
ν
)|φn|2
)
dy + Cν−1
∫ ∞
Y0ν
1
2
|φn|2dy
≤ Cν−1
∫ ∞
Y0ν
1
2
Uνs |φn|2dy − Cν−
1
2Re
∫ ∞
0
Uνs χ(
y√
ν
)∂yφn φndy
≤ C
νn˜2
‖
√
Uνs n˜φn‖2L2 +
C
ν
1
2 n˜
‖
√
Uνs ∂yφn‖L2 ‖
√
Uνs n˜φn‖L2 .
Here we have used | 1Uνs (y) | ≤ C for y ≥ Y0ν
1
2 . Hence if ν
1
2 n˜ is large enough, the term
1
2
∫∞
0 (∂
2
yU
ν
s )|φn|2dy is absorbed by the first term in the left-hand side, resulting in
‖
√
Uνs un‖2L2 ≤
2
n˜
Im 〈fn, un〉 . (8.9)
The estimate (8.9) is coercive but degenerate near the boundary y = 0. To recover the
estimate near the boundary we use the real part of the energy identity (8.7). To this end we
recall the interpolation inequality (2.1), which is formulated in the rescaled variable Y . In
the original variable, it can be written as
‖g‖2L2 ≤ Cν
1
3 ‖
√
Uνs g‖
4
3
L2
‖∂yg‖
2
3
L2
+ C‖
√
Uνs g‖2L2 , g = g(y) ∈ H10 (R+) . (8.10)
This yields from (8.7) that
‖un‖2L2 ≤ Cν
1
3‖
√
Uνs un‖
4
3
L2
(− ν−1Re 〈un,2∂yUνs , un,1〉+ ν−1Re 〈fn, un〉) 13 + C‖√Uνs un‖2L2 .
By using the Hardy inequality and the divergence free condition we have
|Re 〈un,2∂yUνs , un,1〉| ≤ ‖
y
1
2 ∂yU
ν
s√
Uνs
‖L∞‖un,2
y
1
2
‖L2‖
√
Uνs un,1‖L2
≤ Cν− 14‖Y
1
2∂Y Us√
Us
‖L∞
Y
‖un,2‖
1
2
L2
‖∂yun,2‖
1
2
L2
‖
√
Uνs un,1‖L2
≤ Cn˜
1
2
ν
1
4
‖un‖L2‖
√
Uνs un‖L2 . (8.11)
Therefore,
‖un‖2L2 ≤ Cν
1
3 ‖
√
Uνs un‖
4
3
L2
(
ν−
5
4 n˜
1
2 ‖
√
Uνs un‖L2‖un‖L2 + ν−1|Re 〈fn, un〉|
) 1
3
+ C‖
√
Uνs un‖2L2
≤ Cν− 112 n˜ 16 ‖
√
Uνs un‖
5
3
L2
‖un‖
1
3
L2
+C‖
√
Uνs un‖
4
3
L2
|Re 〈fn, un〉|
1
3 + C‖
√
Uνs un‖2L2 ,
which gives from (8.9) and n˜ ≥ ν− 12 ,
‖un‖2L2 ≤ C(ν−
1
10 n˜
1
5 + 1)‖
√
Uνs un‖2L2 + C‖
√
Uνs un‖
4
3
L2
|Re 〈fn, un〉|
1
3
≤ Cν− 110 n˜ 15−1|Im 〈fn, un〉|+ Cn˜−
2
3 |Im 〈fn, un〉|
2
3 |Re 〈fn, un〉|
1
3
≤ C(ν− 110 n˜− 45 + n˜− 23 )‖fn‖L2‖un‖L2 ,
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that is,
‖un‖L2 ≤ C(ν−
1
10 n˜−
4
5 + n˜−
2
3 )‖fn‖L2 ≤ Cν−
1
10 n˜−
4
5 ‖fn‖L2 . (8.12)
Here we have used the condition n˜ ≤ δ−12 ν−
3
4 . Then (8.11) and (8.9) imply
|Re 〈un,2∂yUνs , un,1〉| ≤ Cν−
1
4‖fn‖
1
2
L2
‖un‖
3
2
L2
. (8.13)
Thus the estimate for the derivatives is obtained from (8.7):
‖∂yun‖2L2 + n˜2‖un‖2L2 ≤ Cν−
5
4 ‖fn‖
1
2
L2
‖un‖
3
2
L2
+ ν−1‖fn‖L2 ‖un‖L2
≤ C(n˜− 65 ν− 75 + n˜− 45 ν− 1110 )‖fn‖2L2
≤ Cn˜− 65 ν− 75 ‖fn‖2L2 .
The proof of the a priori estimates is complete, which also implies the uniqueness. As for
the existence, we first replace the operator −ν(∂2y − n˜2) by −ν(∂2y − n˜2) + l with l > 0,
and if l is large enough then it is easy to show the unique existence of the solution for any
fn ∈ L2(R+)2. One can check that the argument above for the a priori estimates is valid
even for l > 0 without any changes, and all of the a priori estimates are uniform in l > 0.
Thus, the existence of the solution for the case l = 0 holds by the continuity. The proof is
complete.
Proposition 8.1 shows Theorem 4.1 for n˜ ≥ δ
3
2
0 ν
− 3
4 as long as δ−12 ν
− 1
2 ≤ δ
3
2
0 ν
− 3
4 , which is valid
for sufficiently small ν > 0. The proof of Theorem 4.1 is complete.
9 Nonlinear problem
In this section we prove Theorem 1.1 based on the linear result in the previous section,
Theorems 3.1 and 4.1. The proof relies on the fixed point theorem for the contraction map.
Let us denote by Xν,ǫ the closed convex set defined by
Xν,ǫ =
{
u ∈ X |
‖u‖Xν := ‖u0,1‖L∞ + ν
1
4 ‖∂yu0,1‖L2 +
∑
n 6=0
‖un‖L∞ + ν−
1
4 ‖Q0u‖L2 + ν
1
4 ‖∇Q0u‖L2 ≤ ǫ
ν
1
2
| log ν| 12
}
.
(9.1)
Then for w ∈ Xν,ǫ we define the map Ψ[w] = u as the solution to the linear problem

Uνs ∂xu+ u2∂yU
ν
s e1 − ν∆u+∇p = −w · ∇w + f ν , (x, y) ∈ Tκ × R+ ,
div uν = 0 , (x, y) ∈ Tκ × R+ ,
uν |y=0 = 0 .
(9.2)
We observe that
−w · ∇w = −w0,1∂xQ0w −Q0w2 ∂yw0,1e1 −Q0w · ∇Q0w ,
and therefore,
−P0(w · ∇w) = −P0
(Q0w · ∇Q0w) = −∂yP0(Q0w2Q0w) .
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Hence the zero mode of the source term in (9.2) is written as
P0
(
− w · ∇w + f ν
)
= ∂y
(
− P0
(Q0w2Q0w)) =: ∂yH[w] . (9.3)
Thus, Theorem 3.1 shows
‖u0,1‖L∞ ≤ 1
ν
‖H[w]1‖L1 ≤
1
ν
‖Q0w‖2L2 ,
‖∂yu0,1‖L2 ≤
1
ν
‖H[w]1‖L2 ≤
1
ν
‖Q0w‖L∞‖Q0w‖L2 ,
u0,1|y=0 = 0 .
(9.4)
As for the nonzero mode, we see
Q0
(
− w · ∇w + f ν
)
= −w0,1∂xQ0w −Q0w2 ∂yw0,1e1 −Q0
(Q0w · ∇Q0w)+ f ν .
Therefore, Theorem 4.1 implies, by applying the Parseval equality,
‖Q0u‖L2
≤ C‖ − w0,1∂xQ0w −Q0w2 ∂yw0,1e1 −Q0
(Q0w · ∇Q0w) + f ν‖L2
≤ C(‖w0,1‖L∞‖∇Q0w‖L2 + ‖Q0w‖L∞‖∂yw0,1‖L2 + ‖Q0w‖L∞‖∇Q0w‖L2 + ‖f ν‖L2) , (9.5)
and similarly,
‖∇Q0u‖L2
≤ C
ν
1
2
(‖w0,1‖L∞‖∇Q0w‖L2 + ‖Q0w‖L∞‖∂yw0,1‖L2 + ‖Q0w‖L∞‖∇Q0w‖L2 + ‖f ν‖L2) .
(9.6)
For n 6= 0, by using the identity
Pn
(
−w · ∇w + f ν
)
= −w0,1∂xPnw − Pnw2 ∂yw0,1e1 − Pn
(Q0w · ∇Q0w)+ Pnf ν ,
we have from Theorem 4.1,
‖Pnu‖L∞
≤


C
|n˜| 12 ν 14
(‖w0,1‖L∞‖∇Pnw‖L2 + ‖Pnw‖L∞‖∂yw0,1‖L2 + ‖Pn(Q0w · ∇Q0w)‖L2 + ‖Pnf ν‖L2) ,
if 0 < |n˜| ≤ δ∗ν− 34 ,
C
|n˜| 32 ν
(‖w0,1‖L∞‖∇Pnw‖L2 + ‖Pnw‖L∞‖∂yw0,1‖L2 + ‖Pn(Q0w · ∇Q0w)‖L2 + ‖Pnf ν‖L2) ,
if |n˜| > δ∗ν− 34 .
(9.7)
Note that the L∞ estimate in the case |n˜| ≥ ν− 12 follows from (ii) and (iii) in Theorem
4.1 combined with the interpolation ‖Pnu‖L∞ ≤ C‖∂yun‖
1
2
L2y
‖un‖
1
2
L2y
. Thus, by the Parseval
equality,∑
n 6=0
‖Pnu‖L∞ ≤ C
ν
1
4
(| log ν| 12‖w0,1‖L∞‖∇Q0w‖L2 +∑
n 6=0
‖Pnw‖L∞‖∂yw0,1‖L2
+ | log ν| 12 ‖Q0
(Q0w · ∇Q0w)‖L2 + | log ν| 12 ‖Q0f ν‖L2)
≤ C
ν
1
4
(| log ν| 12‖w0,1‖L∞‖∇Q0w‖L2 +∑
n 6=0
‖Pnw‖L∞‖∂yw0,1‖L2
+ | log ν| 12 ‖Q0w‖L∞‖∇Q0w‖L2 + | log ν|
1
2‖f ν‖L2
)
.
(9.8)
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We note that ‖Q0w‖L∞ ≤ C
∑
n 6=0 ‖Pnw‖L∞ holds. Collecting these, we have
‖Ψ[w]‖Xν ≤
C| log ν| 12
ν
1
2
‖w‖2Xν +
C| log ν| 12
ν
1
4
‖f ν‖L2 , (9.9)
and since the nonlinear term −w · ∇w is quadratic, we can show a similar bound for the
difference Ψ[w]−Ψ[w′]:
‖Ψ[w] −Ψ[w′]‖Xν ≤
C| log ν| 12
ν
1
2
(‖w‖Xν + ‖w′‖Xν )‖w − w′‖Xν . (9.10)
Hence Ψ is a contraction map from Xν,ǫ into itself if ǫ is small enough and ‖f ν‖L2 is small
enough compared with ǫ| log ν|−1ν 14+ 12 . By the standard fixed point theorem there exists a
unique fixed point u∗ of Ψ in Xν,ǫ, which is the unique solution to (1.7) in Xν,ǫ. Note that
the solution u∗ satisfies ‖u∗‖Xν ≤ C| log ν|
1
2 ν−
1
4‖f ν‖L2 , which gives (1.11). Since
g = −Uνs ∂xu∗ − u∗2∂yUνs e1 − u∗ · ∇u∗ + f ν
belongs to L2(Tκ × R+)2, the elliptic regularity of the Stokes equations also implies ∇2u∗ ∈
L2(Tκ × R+) and ∇p∗ ∈ L2(Tκ × R+)2.The proof is complete.
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