Introduction
Starting in the late 1990s, the US housing market witnessed a tremendous and unprecedented boom. Real four quarter growth rates were positive for ten consecutive years between 1997q2-2007q1. Much of this increase was subsequently reversed, and by 2011 real housing prices were back at their 2001 level. The repercussions of the housing collapse have been enormous and it was one of the causes of the recession that still impairs the global economy. There is a great need to understand US housing price formation and dynamics, in order to develop an "early warning system", to robustify the institutional framework and to prevent such events from repeating in the future.
Furthermore, housing prices play a key role in transmitting shocks to the real economy. Mortgage equity withdrawal (MEW) represents a channel in which gains from soaring housing prices may be capitalized through an increase in private consumption, see Aron et al. (2011) for emprical evidence of how it contributed to the US consumption boom of the early 2000s. Leamer (2007) argues that housing starts and the change in housing starts are the best leading business cycle indicators. The evolution of housing prices may be one important factor that influences the activity in the building and construction sector, i.e. by increasing the profitability of new construction projects through a Tobin-Q effect (Tobin, 1969) . Quantitative models of housing prices are therefore highly relevant for a model based forecasting system of the US economy.
The surge in housing prices over the previous decade was parallelled by dramatic changes in banks' lending practices and securitization of questionable loans increased substantially. Before 2003, most mortgage originations were prime conforming loans, while the share of subprime and Alt-A mortgages increased steadily after this. At the same time, the share of subprime mortgages and Alt-A mortgages that were repacked and sold as private label asset backed securities (ABS) 1 rose from 45% of a total value of about 215 billion dollars in 2001 to 80% of 2 trillion(!) in 2005/2006 (Hendershott et al., 2010) . The enormous increase in lending to more risky borrowers may have caused US housing prices to shoot away trajectories consistent with underlying fundamentals. Subprime borrowers typically have very high LTV ratios and given the non-recourse option in many US states, the downside risk of taking up a mortgage is very low for this group of borrowers. In addition, as pointed out by Hendershott et al. (2010) , since the foreclosure process typically takes between 6 and 18 months, a household can live rent free over this period. In combination with very low interest rates, so called teaser rates, the first couple of years, there was not much to stop people from taking on excessive debt.
With this background, it is interesting to note that already for some time, there has been a discussion in the academic literature about the econometric modeling of US housing prices. Much of this debate has been concerned with the question of whether US housing prices are determined by so called fundamentals or not, where typical fundamentals are thought to be variables such as housing rents, income, the cost of financing or owning a property, along with a supply side measure. In addition to being an interesting and challenging econometric question, the role of fundamentals in determining housing prices may be relevant for the bubble debate. As my econometric results demonstrate, 1 cause delinquency rates and non-performing loans, the unemployment rate and industrial production. My results therefore suggest that the expansion of subprime lending caused the housing bubble, which again was an important factor leading up to the wider financial crisis.
As already mentioned, the paper starts with a review of the existing literature on the econometric modeling of US housing prices. The literature review is followed by a discussion of how a traditional life-cycle model for housing may be interpreted within an equilibrium correction framework. In Section 4, I turn to a description of the data and their temporal properties. The succeeding section, Section 5, documents a structural break in US housing price formation in the early 2000s. Including a measure for the number of subprime loans as a share of total loans enables me to model this structural break in Section 6. The "bubble indicators"are presented in Section 7. In the same section, I report results from tests for GNC between the "bubble indicators"and a set of financial (in)stability measures and coincident indicators. The paper completes with some concluding remarks.
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Cointegration or not: An unsettled debate
There is no consensus in the literature on the question of whether US housing prices and fundamentals are cointegrated. Some papers have found evidence of cointegration, while others have reached the opposite conclusion. In broad terms, the literature can be divided into two groups: Those who consider local differences and large panels and those who look at aggregate time series data. Given the level of aggregation, there are two theoretical approaches that are commonly considered when the relationship between housing prices and fundamentals is studied. The first takes as a starting point an inverted demand equation linking housing prices to income, a measure of the cost of housing and a supply measure. The second approach looks at the relationship between housing prices and rents. The present study is an aggregate study of both the inverted demand approach and the price-to-rent approach, but a brief -though non-exhaustive -summary of the findings from both aggregate and regional analyses seems relevant. Table 1 gives a summary of the main results as well as the sample periods used in the papers reviewed in this section. Meen (2002) adopts a single equation approach to estimate the fundamental determinants of real housing prices at the national level. Based on a sample covering the period 1981q3-1998q2, he reports evidence of cointegration between real housing prices, real personal disposable income, real net financial wealth, the real interest rate and the housing stock. The author demonstrates that the estimated elasticities are sensitive to the inclusion of the housing stock variable. In fact, the income elasticity turns negative if the housing stock is omitted from the cointegrating relation.
Based on the Johansen (1988) approach, McCarthy and Peach (2004) estimate a stockflow model for the US housing market. They find the long run determinants of housing prices to be the stock of dwellings, non-durables and services consumption -which is used as a proxy for permanent income -as well as the user cost of housing. The variables are all measured in real terms. McCarthy and Peach (2004) conclude that there is no evidence of a bubble in the US housing market when the model is estimated over the sample 1981q1-2003q3, but conclude that housing prices have risen as a result of higher incomes and low interest rates.
An early contribution to the panel data literature is Abraham and Hendershott (1996) , who estimate an equilibrium correction type of model for 30 Main Statistical Areas (MSAs) using annual data for the 1977-1992 period . They find that housing prices depend on construction costs, disposable income and the real interest rate in the long run, which supports the main conclusions of the aforementioned papers.
Though several authors have found that US housing prices are determined by fundamentals, Gallin (2006) argues that US housing prices cannot be modeled in an equilibrium correction framework. First, he looks at national housing price data over the sample 1975q1-2002q2 using a two-step Engle and Granger (1987) procedure. Then, the author considers a panel of annual data covering 95 cities over the period . In neither case does he find evidence of cointegration. The findings of Gallin (2006) contradicts the results of Malpezzi (1999) who considered a similar panel and found evidence of cointegration on the sample 1979-1996. The same author (see Gallin (2008) ) looks at the relationship between housing prices, rents and the direct user cost of housing for a sample covering the period 1970q1-2005q4. Estimating a conditional equilibrium correction model, he shows that there is no evidence of cointegration between housing prices Notes: The table gives a summary of the main conclusions in the literature on whether US housing prices and fundamentals are cointegrated or not. Strictly speaking, Abraham and Hendershott (1996) do not test for cointegration, but the model they derive may be interpreted within an equilibrium correction framework. † For samples ending in 2006q4 and 2008q2, Mikhed and Zemcik (2009a) find evidence of cointegration between housing prices and construction wages, while housing prices and fundamentals are not found to be cointegrated for samples ending before this.
N a t i o n a l B a n k o f P o l a n d 8 2 and these fundamentals for the full sample. The main conclusions of Gallin (2006) are supported by Clark and Coggin (2011) and Mikhed and Zemcik (2009a) , who both study the long run determinants of real housing prices at the national and at the regional level. Mikhed and Zemcik do however find that a cointegrating relationship may be established if the sample ends in 2006 or later, while no such relationship exists in earlier periods. Mikhed and Zemcik (2009b) use semi-annual data on housing prices and rents for 23 MSAs over the period 1978-2006 and find similar results as Gallin (2008) . Considering the full sample, they do not find evidence of cointegration between housing prices and rents and conclude that there is a bubble. The authors go further and construct a "bubble indicator"based on the relationship between housing prices and rents using 10-year rolling windows. It is assumed that the indicator takes the value one if prices are I(1) and rents are I(0) over a given time interval, while it is equal to zero for stationary housing prices and either stationary or non-stationary rents. If both housing prices and rents are I(1), the value of the indicator is equal to the p-value from the panel unit root test of Pesaran (2007) on the price-to-rent ratio. In other words, they implicitly assume that -if there is cointegration -the CI-vector is (1, −1) between prices and rents. For most of the rolling windows considered, this indicator provides no evidence of cointegration and takes a value well above 0.20, which strictly speaking should be interpreted as a bubble using their methodology. An alternative approach to constructing such a "bubble indicator"will be discussed later in this paper.
Contrary to the many recent papers finding no evidence of a cointegrating relationship between housing prices and fundamentals, Duca et al. (2011a,b) argue that the reason why most models of US housing prices break down in the 2000s is the exclusion of a measure of exogenous changes in credit availability. In Duca et al. (2011b) , it is shown that adding a measure of the loan-to-value (LTV) ratio of first time home buyers in a model linking housing prices to income, the housing stock and the user cost outperform non-LTV models judged by interpretation of the estimated elasticities as well as the numerical size of the equilibrium adjustment coefficient. Similar conclusions are reached in Duca et al. (2011a) , where the relationship between the rent-to-price ratio and the user cost is considered.
Finally, Zhou (2010) uses data for the period between 1978q1 and 2007q4 to test for linear, and if that is not found, non-linear cointegration between housing prices, income, the mortgage interest rate and construction costs. To determine whether the variables in the information set are linearly cointegrated, both the Engle and Granger (1987) and Johansen (1988) procedures are employed. Only for the case of Cleveland does the author find evidence of linear cointegration, which is also the case when the Johansen procedure is considered. For the country and six cities, he finds evidence of non-linear cointegration using the two-step procedure of Granger and Hallman (1991) and Granger (1991) , which transforms the non-linear relationship to a linear one and then cointegration tests for the linear case may be applied. 9 3 3 A conceptual framework for equilibrium correcting housing prices
As mentioned in the literature review, there are generally two different theoretical approaches that are considered when looking at the relationship between housing prices and fundamentals; the inverted demand approach and the price-to-rent approach. To be clear about the origin of these relationships, I will briefly discuss their relation to the life-cycle model of housing, see e.g. Meen (2001 Meen ( , 2002 or Muellbauer and Murphy (1997) . Based on the life-cycle model, the following condition must be satisfied in equilibrium:
The condition in (1) follows from the representative consumer's maximization problem, where
is the marginal rate of substitution between housing, H, and a composite consumption good, C. The condition states that that the consumers marginal willingness to pay for housing services in terms of other consumption goods should in optimum be equal to the cost in terms of forgone consumption. The term in brackets is usually labeled the real user cost of housing, which can be split into three different components. The first is the sum of the nominal interest rate, i, and the property tax, τ p , less tax deductions at a rate τ y , and corrected for an increase in the overall price level, π. The second component is the housing depreciation rate, δ. The final component is the expected real housing price inflation,Ṗ H P H , with P H denoting real housing prices. The sum of the first two components is often referred to as the direct user cost of housing, which will be my operational measure of the user cost in the econometric analysis.
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Market efficiency requires the following no-arbitrage condition to be satisfied:
The expression in (2) states that the user cost of housing should in equilibrium be equal to the real imputed rent on housing services, Q. That is, the user cost of a given dwelling should be equal to what it would have costed to rent a dwelling of similar quality (the value of living in the property). Rearranging equation (2) slightly, gives the following equilibrium relationship:
2 It should be noted that I have experimented with alternative measures of the user cost, where I also included expected capital gains as a moving average of the housing price growth over previous years or simply as the last period four quarter growth (static expectations). What I found was that the results were sensitive to the number of lags I included in the moving average process. For that reason, and because I have no a priori reason to assume a given structure on the moving average process, I decided to use the real direct user cost instead. Note that this implies that expectations about future price changes are captured by the lags included in the econometric models.
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3
The real imputed rent is unobservable, and two approximations are custom in the empirical literature. The first approximation is to assume that the real imputed rent can be proxied by the observed rent, i.e. the unobservable Q is replaced by an observable R in equation (3). Since the user cost takes negative values over the sample period considered in this paper, I shall consider (3) on a semi-logarithmic form in the empirical analysis. The expression based on the price-to-rent approach therefore reads:
where lower case letters indicate that the variables are measured on a log scale. In contrast to Gallin (2006) , Mikhed and Zemcik (2009b) and Duca et al. (2011a) , I do not impose a unitary coefficient between housing prices and rents from the outset. One reason for this is due to measurement issues, since the observable R is only an approximation of the theoretical Q. Furthermore, the implied unitary elasticity between housing prices and rents is a testable restriction. Finally, it is not clear a priori whether rents can be considered weakly exogenous with respect to the long run parameters, which is another testable restriction. That said, using the price-to-rent ratio instead (imposing γ r = 1 in equation (4) from the outset) does not affect the results in this paper. The equilibrium correction representation of the price-to-rent model can be expressed in the following way:
The second approach followed in the literature is to assume that the imputed rent is a function of variables such as income, Y , and the housing stock, in which case we have:
Inserting for equation (6) in equation (3), a log-linear approximation becomes:
where lower-case letters again indicate that the variables are measured in logs. The transformations and approximations imply that equation (7) may not be very different from the demand part of a reduced form demand and supply model (see Meen (2002) for more discussion), but it helps for interpretation to be clear about the origin of this equation in the life-cycle model. Since the housing stock evolves slowly, it is assumed to be fixed in the short run, i.e. it is assumed that the short run supply schedule is vertical. In the short run, it is therefore assumed that prices clear the market, which again implies that short run price movements reflect changes in demand. The equilibrium correction representation of (7) can be formulated in the following way:
Whether the underlying theories represented by equation (4) and equation (7) are sufficient to explain US housing price formation may be judged by the significance of the estimated long run elasticities and -in particular -the significance and numerical size of the equilibrium correction coefficient, α ph , in equation (5) and equation (8).
From a theoretical point of view, we expect γ r in equation (5) to be positive. In equation (8), we expect γ y to be positive and γ h to be negative. In both (5) and (8), we expect γ UC to be negative. Further, we expect α ph to be negative and significantly different from zero if housing prices are determined by fundamentals. In the case of a bubble, one would not expect α ph to be significantly different from zero -or at least that it would change markedly towards zero relative to the value it takes during a period of equilibrium correction (no bubble) dynamics. If that is the case, deviations from an estimated equilibrium would be restored very slowly -or not at all. Thus, with reference to Stiglitz definition of a bubble, I will think of a bubble as a situation in which housing prices and fundamentals are not cointegrated. My operationalization of the user cost uses the effective interest rate measured as a weighted average of the effective fixed and flexible mortgage interest rates. These data are based on the Monthly Interest Rate Survey Data as reported by FHFA. The weights are determined by the origination shares of the different mortgages. This detail is important in order to get a precise measure of the financing cost at an aggregate level, since -as Figure 1 demonstrates -the share of fixed and flexible rate mortgages have changed quite substantially over the time period I consider. The sum of the property tax rate and the interest rate is corrected for tax deductions using the marginal personal income tax rate (at twice median family income). Both tax rates are from the database of the FRB-US model. The final component in the direct user cost is the depreciation rate, which is from the National Income and Product Accounts.
6
The real direct user cost is constructed by subtracting the inflation rate measured by CPI for all items.
The income series is the disposable personal income series collected from the St. Louis Fed's database FRED. The housing stock series is from Moody's analytics and is interpolated from the annual data published by the Census Bureau.
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All data are seasonally unadjusted except the disposable income and housing stock series, which were only available seasonally adjusted. In the econometric analysis, I used the unadjusted series and included seasonal dummies in the usual way. Housing prices, rents and disposable income are measured in real terms, where the nominal to real transformations have been achieved by deflating with the CPI for all urban consumers, less shelter.
To control for the interest rate uncertainty during the inflation period of the late 1970s, I include a dummy, MT , that is equal to one between 1975q1 and 1982q3. Without this dummy, the user cost effect is estimated less precisely. In fact, it is insignificant in some inverted demand equations, which does not seem reasonable from a theoretical point of view. That said, this adjustment does not materially affect the other coefficients and helps to get more precise estimates of the user cost effect. Duca et al. (2011a,b) used a similar dummy for a sample starting in 1979q4 to control for the monetary targeting period between 1979q4 and 1982q3. Finally, I follow Duca et al. (2011a,b) and include a dummy for the Tax Reform Act of 1997, which is not properly accounted for by the user cost (see Duca et al. (2011a,b) and Cunningham and Engelhardt (2008) for more discussion). This dummy, CGT , is set equal to one from 1997q3.
Temporal properties
It is well known that standard inference theory in general ceases to be valid if the data are non-stationary (see Granger and Newbold (1974) ). One solution is to use cointegration methods, which takes as a starting point that even though economic data display individual stochastic non-stationarities, there may exist linear (or even non-linear) combinations that are stationary.
Because of this, I started by testing for unit roots using both the Augmented DickeyFuller (ADF) test (Dickey and Fuller (1979) and Dickey and Fuller (1981) ) and the Phillips-Perron (PP) test (Phillips (1987) and Phillips and Perron (1988) ). The results from these tests are conveniently summarized in Table B Based on the unit root tests, it is clear that all series are non-stationary. With the exception of the housing stock, which according to the tests has an I(2) component, all series are found to be integrated of first order. That said, if I include six lags in the ADF-regression initially, where the sixth lag is found significant, the test suggest that also this series is integrated of first order. With this small caveat in mind, I continue the analysis under the assumption that all series are at most integrated of order one.
scrapping rate. This gave me a series that is similar to the series from Moodys, but the latter has the advantage of covering 5 more years (20 observations) of data. That said, similar conclusions were reached in that version of the paper.
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5 The recent regime shift in US housing price formation
Methodological approach
In this section, I present the results obtained when the two theoretical models are confronted with the data. To test for cointegration, I have used the system based approach due to Johansen (1988 Johansen ( , 1991 Johansen ( , 1995 . As a robustness check, I have also considered a single equation test. The Johansen method relies on a reparameterization of a vector autoregressive (VAR) model. In the case where we consider a p'th order VAR, the vector equilibrium correction model (VECM) -which forms the basis for inference in the cointegrated VAR (CVAR) -takes the following form.
where y t is a k × 1 vector of endogenous variables, D t is a vector of deterministic terms (including a constant) and ε t ∼ IIN(0, Ω). With reference to a VAR model, we have
with Π i referring to the coefficient matrix attached to lag number i of the vector y t . A test for cointegration is then to test for the number of independent linear combinations of the variables in y t that are stationary, which amounts to testing the rank, r, of the matrix Π. If Π has reduced rank, it can be decomposed in the following way Π = αβ , where α and β are matrices of dimension k × r representing the loading factors and the long run coefficients, respectively.
8 I follow the standard practice and let a deterministic trend enter the space spanned by the matrix α.
When considering the price-to-rent based model, the vector y t is a 3 × 1 vector containing real housing prices, real rents and the real direct user cost. The inverted demand equation, is tested based on a slightly modified version of equation (9), since I condition on the housing stock in the cointegration space. To illustrate what this implies in terms of the VECM representation, it is convenient to partition y t into a vector of endogenous variables, x t , and a vector of exogenous variables, z t . The VECM can then be written in the following way
where y t = (x t , z t ) . Thus, when I consider the inverted demand equation, the vector x t will contain real housing prices, real disposable income and the real user cost, while z t is a scalar containing the housing stock only. Since the housing stock is assumed constant in the short run, I impose the additional restriction that Γ z,i = Γ h,i = 0 ∀i.
8 An additional assumption is needed to rule out the possibility of I(2). More precisely, with reference to the second differenced VAR, we can write α ⊥ Γβ ⊥ = ξη , where Γ = p−1 i=1 Γ i − I, while α ⊥ and β ⊥ are the orthogonal complements of α and β (i.e α ⊥ α = β ⊥ β = 0) with dimension (k − r) × s. In general, if s < (k − r) then there are k − r − s I(2) trends in the data, so under the assumption of no I(2) trends, we must have that s = k − r, i.e. there are k − r common stochastic I(1) trends.
Results from the system based approach
Given the conflicting results in the literature, I started by exploring the stability of the two theoretical relationships for housing price determination described by equation (4) and equation (7). Relying on the statistical framework described in the previous section, I first estimated the VECM representation (equation (9) and (10), respectively) of the two models for a sample ending in 1995q4. Then, I sequentially added four new observations until both models were estimated over the full sample period, 1975q1-2010q4.
I started with a VAR of fifth order, then I tested down the lag length using a series of Wald F-tests. In both models and for all end points, the appropriate lag length was found to be five.
9 After this, I tested for cointegration using the trace test of Johansen (1988) . Finally, I tested the joint restriction of excluding the trend from the cointegration space and whether weak exogeneity of the other variables in the VAR could be supported. More precisely, when looking at the long run relationship between housing prices, rents and the user cost (see equation (4) and equation (9)), I tested whether rents and the user cost could be considered weakly exogenous with respect to the long run coefficients, while the same test was done with respect to disposable income and the user cost when I tested the inverted demand equation (confer equation (7) and equation (10)).
In Table 2 and Table 3 , I have summarized the main results from these recursive theory-data confrontations. Column 1-2 report the estimation end point and the rank of the Π-matrix. Conditional on a non-zero rank 10 , the next column reports the pvalue from the likelihood ratio test for overidentifying restrictions. The final three (four) columns report the estimated adjustment coefficient (α ph ) and the long run elasticities, with standard errors shown below the point estimates.
There are several noteworthy results in Table 2 and Table 3 . Most clear are the results from the price-to-rent approach, but they are confirmed by the results from the inverted demand approach.
Looking first at the results from the price-to-rent approach (Table 2) , it is seen that there is strong evidence for one cointegrating vector (rank = 1) until 2001. Also, the overidentifying restrictions are accepted and the estimated coefficients do not change notably as the estimation end point is extended gradually from 1995q4 to 2000q4. However, when 2001q4 is included in the sample, that relationship can no longer be supported (rank = 0). At the end of the sample, there are evidence of a return of equilibrium correction (rank = 1). That said, the adjustment coefficient is much lower and that the other coefficient estimates have changed substantially relative to their pre-break values.
An inspection of the results from the inverted demand approach (see Table 3 ), gives a similar impression. Though the rank of Π does not drop to zero, it is clearly seen that the equilibrium correction coefficient is reduced substantially when the sample is extended to cover the early 2000s and that it changes towards zero around 2002/2003. In addition, the estimated coefficients change markedly and the overidentifying restrictions are no longer supported.
It is worth noting that the estimated long run elasticities in the inverted demand 9 With four lags used to construct the inflation rate used in the user cost expression and five lags in the econometric model, the full effective sample covers the period 1977q2-2010q4.
10 I have used small sample adjusted test statistics, and -for the inverted demand approach -I have used consistent critical values from Table 13 in Doornik (2003) for the case of one exogenous variable. A 5% significance level was used as a cut-off.
16 Table 2 : Results from recursive CVAR analysis using the price-to-rent approach (confer equation (4) and equation (9) Notes: This table reports a summary of the main results when the system based approach of Johansen (1988) is implemented by sequentially adding four new observations to the sample. The first end point is 1995q4, while the last is 2010q4. The endogenous variables in the system are real housing prices, ph, real rents, r and the real direct user cost, UC. A deterministic trend is restricted to enter the cointegration space, while a constant, three centered seasonal dummies and the MT and CGT dummies enter unrestrictedly. Notes: This table reports a summary of the main results when the system based approach of Johansen (1988) is implemented by sequentially adding four new observations to the sample. The first end point is 1995q4, while the last is 2010q2. The endogenous variables in the system are real housing prices, ph, real disposable income, y and the real direct user cost, UC. A deterministic trend and the housing stock, h, are restricted to enter the cointegration space. A constant, three centered seasonal dummies and the MT and CGT dummies enter unrestrictedly. Consistent critical values for one exogenous variable are tabulated in Doornik (2003) .
N a t i o n a l B a n k o f P o l a n d 18 5 model are interpretable and in accordance with the international literature when the estimation end point is set to 2000q4 or earlier, see Girouard et al. (2006) for an overview of results from international studies. I also find that the coefficient on housing rents in the price-to-rent model is close to one and that it is weakly exogenous, which justifies the a priori restriction made by Gallin (2006) , Mikhed and Zemcik (2009b) and Duca et al. (2011a) . Figure 2 displays the recursively estimated coefficients from both models when the end point is set to 2000q4. From Table B.2 and Table B .3 in Appendix B, it can be seen that the models are mostly well specified over the stable period. That said, there are some minor evidence of autocorrelation in the inverted demand model. I find that excluding the trend from the model (a restriction that is supported), removes this autocorrelation and the model is well specified over the entire stable period in that case (see Table B .4 in Appendix B).
With reference to my earlier claim that the two dummies included in the analysis mainly helps to more sharply estimate the effect of the user cost, it is reassuring to take a look at the results in Table B .5 and B.6 of Appendix B, where I have redone the recursive analysis without the two dummies in the models. It is clear that excluding these dummies mainly affect the user cost estimates, as all other coefficients and findings are largely unaltered. The results from the system based cointegration analysis strongly suggest a breakdown of both the price-to-rent model and the inverted demand model in the early 2000s. In the next section, I will shed some more light on this breakdown resorting to a single equation analysis.
Results from a single equation cointegration analysis
An alternative approach to testing for cointegration is to estimate equation (5) and equation (8) directly, and then test the significance of the adjustment coefficient. This follows from the Engle-Granger representation theorem (see Engle and Granger (1987) ) that states that equilibrium correction implies cointegration and vice versa. Ordinary critical values for the t-distribution can however not be used under the null of no cointegration as the distribution of α ph is non-standard and skewed to the left.
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Since the theoretical models tell us little about the dynamics of housing prices, I have estimated equation (5) and equation (8) following a general-to-specific (Gets) procedure. I used the automatic model selection algorithm Autometrics implemented within PcGive (see Doornik (2009) and Doornik and Hendry (2009) ).
12 The lagged levels were restricted to enter the final specification, which ensures theory consistency. Table 4 and Table 5 report the long run elasticities and the adjustment coefficients along with their finite sample p-values, when I sequentially add four more observations to the sample and use Autometrics to select the relevant variables. It is reassuring that these results mimic those I find in the system based analysis and the results strongly suggests that the two models for US housing price formation broke down early in the previous decade. The estimated coefficients for the stable period are also close to those I find from the system based analysis. Furthermore, the same results regarding equilibrium correction are obtained, though this alternative approach seem to support cointegration in the rent-to-price model for a longer period than the system based Table 5 : Recursive coefficients for inverted demand equation using a single equation approach (confer equation (7) and equation (8) approach does. That said, the estimated loading factor changes towards zero already in 2001/2002, which closely resembles the results from the system based analysis.
Encompassing previous findings
As I discussed in Section 2, the results in the literature show no consensus about the issue of whether an equilibrium correction model can capture the dynamics of US housing prices well or not. There may be several reasons for the divergence of results and my results indicate that the different sample periods used can be one explanation.
In that respect, the results reported in Table 2 -5 tell an intriguing story 13 : As long as the estimation end point is set to 2000q4 or earlier, my results suggest that considering an inverted demand model, housing prices and fundamentals are cointegrated. Interestingly, both Meen (2002) , Abraham and Hendershott (1996) and Malpezzi (1999) whose samples end prior to this all reach that conclusion.
However, a researcher estimating the same model for a sample ending in any period between 2001 and 2010 would have been lead to the conclusion that an equilibrium correction model cannot possibly explain the fluctuations in US housing prices. That is the case for both Gallin (2006) , Clark and Coggin (2011) and Zhou (2010) whose sample ends in 2002q2, 2005q2 and 2007q4, respectively. It is interesting to note that while Mikhed and Zemcik (2009a) find evidence of cointegration between housing prices and construction wages for a sample ending in 2006q4 but not in 1996q4, my results -using a slightly different information set -suggest the opposite.
Also based on the results from the rent-to-price approach am I able to encompass previous findings in the literature. Neither Gallin (2008) nor Mikhed and Zemcik (2009b) find evidence for cointegration when looking at the relationship between housing prices and rents for samples ending in 2005 and 2006, respectively. This corroborates the findings reported in Table 2 and Table 5 .
The above discussion indicates that -to a large extent -the diverging results in the literature can be ascribed to the use of different estimation end points. The two studies that stand out from the rest are Duca et al. (2011a,b) , who document that there is evidence of cointegration in both a price-to-rent model and an inverted demand equation for samples ending in 2007q2 and 2009q3, respectively. They include a measure of the loan-to-value ratio for first time home buyers in their analysis, which may explain why they find cointegration for the period as a whole. Nevertheless, as Figure 2 shows, the cointegrating relations I am able to establish prior to 2001 are very stable when estimated recursively and there is strong evidence of cointegration also prior to this, confer Table 2-5. With that in mind, another interpretation of the results in Duca et al. (2011a,b) is that by conditioning on the LTV ratio, they are able to model a structural break. The next section provides additional evidence to the claim by Duca et al. (2011a,b) that it is the major changes in the credit market that caused the breakdown of these models in the early 2000s and therefore was an important factor causing the US housing bubble.
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6 The increased subprime exposure as a cause of the breakdown
One possible cause of the econometric breakdown documented in the previous section is that the substantial changes in the subprime market allowed previously constrained and risky borrowers to finance the housing bubble. If that was the case, we should not expect housing prices and fundamentals to be cointegrated. In that respect, Figure 3 tells an interesting story. The graph displays the number of subprime loans as a share of total loans serviced by the participants in the mortgage delinquency survey over the period 1998q1 to 2010q4. It is clear from that figure that the explosion in subprime lending comes very close in date to the equilibrium correction breakdown I documented in the previous section, with the ratio of subprime loans as a share of total loans going from only 2% in 1998q1 to 14% at its peak in 2007.
To investigate the role played by the increased lending to a more risky segment of the market a little further, I have included this ratio, sp, as a variable in the VECMs of the previous section.
14 The sudden jump in this series in 2003 leads to some mis-specification in the VARs that was not present earlier, but it is nevertheless interesting to see what happens when this variable is included in the VARs. I have summarized these findings in Table 6 and Table 7 .
It can clearly be seen from the results in Table 6 and Table 7 that by including this variable in the two VARs, I find evidence for one cointegrating vector over the full sample. In addition, I find that the trend can be excluded and weak exogeneity of all the variables in the VAR (including the new variable) is supported. Most striking is the fact that including this variable, which is positive and highly significant, changes the estimates of the other coefficients for the full sample analysis in such a way that they move very close to their pre-break values, compare to the results in Table 2 and 3. Furthermore, the loading factor is also increased substantially and now has a more reasonable numerical size. Results when trend is excluded and weak exogeneity of user cost, rents and subprime share is imposed (standard errors below point estimates): Likelihood ratio test for overidentifying restrictions: Likelihood ratio test for overidentifying restrictions:
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Though the sample period is small, it is interesting to see how these findings are affected if we instead set the estimation end point to 2000q4 (just before the break). As seen from Table 8 and Table 9 , I now find evidence of two cointegrating vectors, which suggest that the share of subprime loans is stationary over this period, given the finding of one cointegrating vector when this variable was not included in the VARs. Furthermore, imposing the restrictions that the share of subprime loans has no effect on housing prices (i.e. testing for the same relationships as found in Section 5) and at the same time testing for the stationarity of the share of subprime loans is easily accepted by the likelihood ratio tests. Though the trend is insignificant in the sp equations, I have left it there to have an exactly identified system and to make a comparison to the results I obtained when sp was not included in the VAR and the end point was set to 2000q4. Looking at the line reading 2000q4 in Table 2 and Table 3 and comparing to the results in Table 8 and Table 9 , we see that the coefficient estimates are practically identical. This is a reassuring finding, given the mis-specification that is induced in the models when sp is included as an additional variable.
These results suggest that the we can, without loss of generality, exclude this variable from the model in the pre-break period. It further suggests that the breakdown of the stable relationship between housing prices, the user cost and rents as well as the inverted demand equation was caused by the increased exposure to the more risky segment of the market. In the next section, I shall explore whether we can find formal statistical evidence that the equilibrium correction breakdown -which I have interpreted as a bubble -have any predictive power for the wider financial crisis and to what extent the econometric models presented in this paper could have been used to monitor the housing market in real time. Restrictions on loadings:
Log likelihood: 1650.063
Likelihood ratio test for overidentifying restrictions: Results when sp is excluded from the first vector and weak exogeneity is imposed (standard errors below point estimates): Restrictions on loadings:
Log likelihood: 1570.356
Likelihood ratio test for overidentifying restrictions:
N a t i o n a l B a n k o f P o l a n d 26 7
7 Equilibrium correction breakdown as a bubble indicator and a predictor for the wider financial crisis I have constructed two "bubble indicators"(BI's) in the spirit of Mikhed and Zemcik (2009a) , but my indicators are based on the relationship between housing prices and fundamentals from recursively estimating and respecifying the models represented by equation (5) and equation (8) using Autometrics. I have let my indicators take the values of the finite sample p-values calculated when the variable selection is done recursively quarter-by-quarter all the way back to 1995q4.
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This means that the derived bubble measure is dependent on the extent to which housing prices and fundamentals are cointegrated at different points in time, which can be seen as an operationalization of Stiglitz (1990) definition of a bubble. Thus, if we believe that the lack of cointegration corresponds to a bubble (or at least that prices are not responding to deviations from fundamentals in a "normal"way), then any p-value in excess of, say 10%, may indicate a major distortion in the housing market.
Given the data sources and methodology proposed in this paper, my indicators could have been constructed already in 2000 (or earlier) and used to say something about the temperature in the US housing market and to assert the role of fundamentals in real time. dropping (the price-to-rent based indicator more so). While the price-to-rent indicator hits the no bubble line in 2009, that is not the case for the one derived from the inverted demand equation. That may either reflect the notion of a negative bubble or simply be the result of the fact that this alternative approach requires more observations to reestablish cointegration.
As a first step to investigate the relevance of these bubble indicators a little further, I have addressed two additional questions: Are the BI's leading 1) Financial (in)stability measures, such as delinquency rates and nonperforming loans? and 2) Coincident indicators such as the unemployment rate and industrial production? In an attempt to answer these questions, I have tested for Granger non-causality (see Granger (1969) ).
To represent measures of financial (in)stability, I have used the delinquency rates on loans secured by real estate,Del, as well non-performing loans as a share of total loans, NP L. These series were collected from FRED. The unemployment rate, U , which is the civilian unemployment rate from BLS and industrial production, IP , which is measured by the industrial production index collected from FRED are used as coincident indicators. All the series used in the GNC tests are plotted in Figure A .3 in Appendix A.
The standard setup to test for Granger causality is to consider a bi-variate VAR of the following form:
Then the appropriate lag length,l, may be determined by a sequence of F-tests. A test for Granger non-causality of y 1 (y 2 ) with respect to y 2 (y 1 ) is then a test on whether a 12,i (a 21 i ) = 0 ∀ i = 1, ....., l. However, since several of the variables considered here appear to be non-stationary over the sample period considered, I adopt a slightly different procedure. I start, in the usual way, by determining the optimal lag length, l, by a sequence of F-tests. Then, I test for cointegration between the variables in the VAR. If there is no evidence of cointegration, I consider the variables in first differences. However, if there is evidence of cointegration, I consider the bi-variate VAR on VECM form, i.e:
Thus, if y 2 is Granger non-causal for y 1 , it must be the case that α 1 = 0 and γ 12,i = 0 ∀ i = 1, ..., l − 1. Given that we find cointegration, either α 1 = 0, α 2 = 0, or both. Hence, cointegration implies Granger causality in at least one direction (Granger, 1986) . Initially, I started with a generous lag length of 8. Then I decided the optimal lag truncation using ordinary F-tests. The results from these tests for GNC are displayed in Table 10 and Table 11 using the bubble indicator implied by the price-to-rent and inverted demand approach, respectively. The first column lists the variable that is used to test for GNC. The next two columns report the chosen lag length along with the number of cointegrating relationships I find support for. The final two columns show the p-value from the tests for GNC from BI to the variable considered, and vice versa.
N a t i o n a l B a n k o f P o l a n d 28 7 Sample: 1997q4-2010q4) Notes: The table reports the p-values from standard F-tests for Granger non-causality between the the bubble indicator derived from the price-to-rent model (BI Price-to-rent ) and a set of financial (in)stability measures and coincident indicators. The financial (in)stability measures comprise delinquency rates (Del) and non-performing loans as a fraction of total loans (NP L). The coincident indicators are made up by the unemployment rate (U ) and an industrial production index (IP ). The results from the GNC tests suggest that the BI's have some predictive power for the two financial (in)stability measures and the coincident indicators. There is however little evidence of a causal relationship going in the other direction. A strict interpretation of the combined results from the previous and the current section is that there exists formal statistical evidence implying that the extension of subprime lending caused the breakdown (the bubble) and that this contributed to the instability in the banking sector and the wider financial crisis. The most interesting finding with regard to the bubble indicators is, however, that they clearly warn of the imbalances in the US housing market at a quite early stage. The relevance of such indicators for monitoring the housing market should, however, be assessed by looking at more countries or possibly by disaggregating to a state or MSA level in the US.
Conclusion
Based on both system based tests and single equation test for the absence of cointegration, this paper has documented how two stable equilibrium relationships linking real US housing prices to real rents and the real direct user cost and another one linking real housing prices to the real direct user cost,real disposable income and the housing stock breaks down in the early 2000s. Though there are some evidence of restored equilibrium correction at the end of the sample, the adjustment coefficient and the long run elasticities are diametrically different in the post-break period. Including a measure for the number of subprime mortgages as a share of total mortgages, I am able to model this structural break. Further, I show that this variable is stationary for the pre-break period. These findings suggest that it was the expansion of subprime borrowing that caused the breakdown.
Because cointegration is a non-trival finding, the breakdown of a cointegrating relationship can often be interpreted as a result of a far-reaching or fundamental change in an interwoven system like the US housing and credit market. It can also be interpreted as a passage from a regime where fundamentals drive housing prices, to a regime dominated by bubble dynamics. In that perspective, I developed two regime switch indicators, which can be interpreted as a "bubble indicators". According to these indicators, the US housing bubble started in the early 2000s, was pricked in 2007 and by the end of 2010 housing prices were more closely in line with the pre-break fundamentals.
Tests for Granger non-causality showed that the indicators have predictive power for financial (in)stability measures such as delinquency rates and non-performing loans as well as coincident indicators represented by the unemployment rate and an industrial production index.
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