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Abstract
In this paper, we develop an analytical framework for the initial access (a.k.a. Base Station (BS)
discovery) in a millimeter-wave (mm-wave) communication system and propose an effective strategy
for transmitting the Reference Signals (RSs) used for BS discovery. Specifically, by formulating the
problem of BS discovery at User Equipments (UEs) as hypothesis tests, we derive a detector based on
the Generalised Likelihood Ratio Test (GLRT) and characterise the statistical behaviour of the detector.
The theoretical results obtained allow analysis of the impact of key system parameters on the performance
of BS discovery, and show that RS transmission with narrow beams may not be helpful in improving
the overall BS discovery performance due to the cost of spatial scanning. Using the method of large
deviations, we identify the desirable beam pattern that minimises the average miss-discovery probability
of UEs within a targeted detectable region. We then propose to transmit the RS with sequential scanning,
using a pre-designed codebook with narrow and/or wide beams to approximate the desirable patterns.
The proposed design allows flexible choices of the codebook sizes and the associated beam widths
to better approximate the desirable patterns. Numerical results demonstrate the effectiveness of the
proposed method.
I. INTRODUCTION
Millimetre-Wave (mm-wave) communication is an important ingredient in the fifth generation
cellular networks (5G) [1]–[4] due to the large contiguous available bandwidth in the 30-300
GHz spectrum, and has already attracted much research attention [5]–[8]. Due to the high free-
space pathloss at mm-wave frequencies, it is well understood that beamforming facilitated by
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2a large number of antennas at Base Stations (BSs) and/or User Equipments (UEs) is essential
to achieve reasonable coverage range and high spectrum efficiency [9]. The reliance on high-
gain beamforming at the data transmission phase, however, has posed challenges in the design of
initial access for mm-wave systems, as conventional designs for micro-wave (e.g., below 6 GHz)
cellular systems may not work for mm-wave systems [10].
In the initial access of existing cellular systems (such as the Long Term Evolution (LTE)),
BSs periodically broadcast reference signals (RSs) in synchronisation channels and UEs detect
the presence of the RS and determine the correct frame timer of the BS. Due to the favourable
propagation characteristics in the sub-6 GHz bands, the RS in LTE is transmitted omnidirec-
tionally from the BSs [11] without sophisticated beamforming. Such a transmission strategy, if
adopted in mm-wave systems, could lead to a much smaller discoverable range than the intended
coverage range [10]. In other words, a UE that can achieve a reasonably high data-rate when
high-gain beamforming is employed may not be able to discover and synchronise to the BS. In
this case, communication link establishment fails at the first step and initial access will then be
the bottleneck of a mm-wave cellular system.
The initial access for mm-wave cellular has been considered by [12]–[15]. Amongst them,
reference [12] proposed a hybrid design that uses microwave band for initial access (BS discovery
and synchronisation) and mm-wave band for subsequent beam alignment and data transmission.
While this approach could provide macro-level discoverable range, one disadvantage is the
increased hardware complexity due to the need for two radios (see Sec. IV.B and Table-I of [12]).
References [13]–[15] instead focused on mm-wave standalone design and investigated the
role of beamforming in mm-wave BS discovery. Abu-Surra. et al. in [13] numerically showed
that a certain received signal to noise ratio (SNR) of the RSs is required to guarantee a targeted
probability of BS discovery. They then developed a beam-broadening technique to accommodate
appropriate beamforming transmissions to attain the required SNR. Later, Desai. et al. in [14]
proposed a hierarchical search strategy aided by the beamforming design from [6] to improve the
SNR of the received RSs. If the transmission time for each beamformed RS is fixed, a narrower
beam would provide higher received SNR and thus allow a beamformed UE to accumulate more
energy for BS detection purpose, yielding a better BS discovery performance.
However, when beamforming is adopted, spatial scanning is inevitable to ensure reasonable
discoverable range to UEs in all directions. Consider multiple beams (with each pointing at a
3different direction) are multiplexed in time to scan the space and the time overhead incurred
by spatial scanning is fixed. If narrower beams are deployed, higher beamforming gain can be
achieved in each beamformed direction; but on the other hand, since more beams are required to
cover all the directions of interest, a smaller fraction of time is made available to each beam. It
hence remains unclear how the collected RS energy at UEs, and the performance of BS discovery,
is affected by employing different beamforming strategies and different gain-time allocations. In
this sense, it is natural to ask: What is the optimal RS transmission scheme that provides the
best BS discovery performance for UEs within a targeted discoverable region?
The recent work in [15] has compared omnidirectional (without beamforming) transmission
with directional transmission of RSs via random beamformers. They derived generalised Like-
lihood Ratio Test (GLRT) detectors for BS discovery by assuming a rank-one (single-path)
channel (see Sec. III of [15]) and numerically evaluated the detection performance under both
single-path and multi-path channel models. The results therein demonstrated that omnidirectional
transmission outperforms directional transmission with random angular scanning. However, they
did not consider more sophisticated RS transmission strategies such as sequential scanning with
optimised beamformers to transmit of RSs.
In this paper, we propose a sequential beamforming strategy and develop a few fundamental
limits on the performance of BS discovery. The analytical results in turn shed light on practical
designs. Our contributions are three-fold stated as follows.
First, for the RS transmission strategy considered, we derive a GLRT detector for BS discovery
that does not rely on a rank-one channel assumption. We explicitly characterise the statistical
properties of the GLRT detector, from which we establish the relationship between the perfor-
mance of mm-wave BS discovery and key system design parameters, including the RS sequence
length and the time used for BS discovery at the UEs. These results provide useful guidance on
proper choices of relevant parameters in practical system designs.
Second, by the method of large deviations [16], we show that it is the average beamforming
gain that determines the asymptotic behaviour of the miss-discovery probability when searching
time at UEs is large. We then identify desirable patterns of the average beamforming gain that
minimises the average miss-discovery probability of UEs in an intended discoverable region.
Third, we propose a sequential beamforming strategy that uses a pre-designed beamforming
codebook for RS transmission. This approach allows flexible choices between narrow and wide
4beams in constructing the codebook so as to better approximate the desirable patterns. The
approach is shown to be beneficial when BS beamforming is constrained by per-antenna power
limits. For practical choices of UE searching time, numerical results show that our proposed
beamforming strategy provides orders of magnitude improvement compared to random beam-
formers.
Notations: boldface uppercase letters and boldface lowercase letters are used to denote ma-
trices and vectors, respectively, e.g., A is a matrix and a is a vector. Notations (·)T and (·)†
denote transpose and conjugate transpose, respectively. Notation ‖a‖2 stands for the l2 norm of
vector a, ||A||F stands for the Frobenius norm of matrix A, and Tr{A} stands for the trace of
matrix A. Finally, we use E{·} to denote the expectation operation.
II. SYSTEM MODEL AND PROBLEM DESCRIPTION
Consider a mm-wave communication system, in which each BS broadcasts its RS (synchro-
nisation sequence) periodically to allow UEs in its coverage range to detect the presence of the
RS and to synchronise their frame timing. Fig. 1 (a) depicts the frame structure of the transmit
signal, where Tslot is the duration of a slot and Trs < Tslot is the duration of each RS.
We also consider that directional transmissions of the RS are possible and the transmission
pattern is repeated for every J slots. More specifically, as illustrated in Fig. 1 (a), a set of J
beamformers wj ∈ CNT×1, j = 1, . . . , J , are sequentially employed for transmitting the RS
sequence during J consecutive slots. Here NT is the number of transmit antennas.
Denote the intended coverage angular space of a mm-wave BS as Ω and suppose that the
beamformers come from a pre-designed codebook. To provide universal coverage of Ω, a beam-
forming codebook consisting of multiple narrow beams or a codebook with a single but wide
beam can be adopted, as illustrated in Fig. 1 (b) and (c). An omnidirectional transmission is a
special case in such a setup and can be realised with wj = [1, 0, 0, . . . , 0]T , j = 1, . . . , J .
The waveform of the RS in its complex baseband is denoted as s(t), where s(t) 6= 0 iff
t ∈ [0, Trs]. The transmitted signal waveform x(t) is then represented as:
x(t) =
+∞∑
l=−∞
w[l]Js (t− (l − 1)Tslot) , (1)
where [l]J is a modified modulo operation with [l]J = j, if l = kJ + j, and 1 ≤ j ≤ J , k ∈ Z.
5s
Intended Angle 
interval
(a)
(b) (c)
…
2w
s s
rsT slotT
s…
1w
…s s …
Jw 2w1w Jw
Fig. 1. An illustration of the system model: (a) frame structure; (b) 4 beamformers are used to cover the intended angle interval;
(c) a single beamformer is used to cover the intended angle interval.
The channel used to transmit the RS is sparse and is a superposition of a limited number of
multi-path components, as evidenced by many measurements at mm-wave band (see [9] for an
example). To facilitate the analysis, we assume that the channel is frequency flat and does not
vary within each slot. Let Hl ∈ CNR×NT denote the channel between the BS and a UE at slot l,
with NR being the number of receive antennas. Then, Hl can be represented as
Hl =
Q∑
q=1
gl,qu
†(φl,q)v(ψl,q), (2)
where Q is the number of multipath components, gl,q is the complex path coefficient of the qth
path at the lth slot, and u(φl,q) and v(ψl,q) are the steering vectors associated with Angle of
Arrival (AoA) φl,q and Angle of Departure (AoD) ψl,q, respectively. In particular, considering a
Uniformly Linear Array (ULA) with half wavelength antenna spacing at BS (or UE), steering
vectors u(φl,q) (or v(ψl,q)) can be formulated as [1, ejpi sin(θl,q), . . . , ejpi(Na−1) sin(θl,q)], with Na =
NT (or Na = NR) and θl,q = φl,q (or ψl,q).
With the channel defined, the received signal waveform at UE can be represented as:
y(t) =
+∞∑
l=−∞
Hlw[l]J s (t− (l − 1)Tslot − τ0) + z(t) =
∞∑
l=−∞
hls (t− (l − 1)Tslot − τ0) + z(t), (3)
where hl , Hlw[l]J ∈ CNR×1 is the effective channel (after transmit beamforming) of slot l
and τ0 is a BS time offset and is unknown to UE initially. The noise z(t) is assumed to be
spatially independent complex Gaussian with zero-mean and an unknown variance σ2. In the
6following, we consider a fully digital receiver at UEs and note that power-efficient digital mm-
wave receivers are possible by adopting low-resolution analog-to-digital convertors at UE, with
a minimal loss of the received SNR [15]. We also note that receiver combining using either
analog combiner or hybrid combiner [17] can be incorporated by (3) and thus our subsequent
analysis applies. For instance, with a hybrid combiner, hl ∈ CNRF×1 is the effective channel
after transmit beamforming and receive combining, where NRF is the number of RF chains at
the UE; in the case of adopting an analog combiner, the effective channel is a scalar (NRF = 1).
In the initial access, a UE attempts to detect the presence of s(t) and find the correct
synchronisation timer, i.e., τ0. We assume that each UE performs detection based on signals
collected from L ≥ J consecutive slots. Since the RS is broadcast in every slot, it is sufficient
to assume that τ0 lies in the interval [0, Tslot]. The UEs therefore only need to examine signals
collected at time lags τ ∈ [0, Tslot] to determine if the RS is detected.
Without loss of generality, we consider that the signals from the observation interval [τ, τ +
LTslot] are used for detection at time lag τ . Since the RS has a duration Trs < Tslot, only the
signals from subintervals, [(l− 1)Tslot + τ, (l− 1)Tslot +Trs + τ ], l = 1, . . . , L, are used to test if
there is a reference signal and if the offset is τ . We denote the signals from the lth subinterval as
yl,τ (t
′) , y(t+ τ) = hls(t− (l − 1)Tslot + τ − τ0) + z(t), (4)
where t′ = t− ((l − 1)Tslot + τ) ∈ [0, Trs]. Fig. 2 illustrates the frame structure of the received
signal slots used for detection.
We further suppose that the UE samples the signals received in the observation period at
rate 1/Ts, with Nslot samples per slot, where Ts is the duration of a pilot symbol, and that
τ0 is discrete and takes one of the Nslot possible values. The discrete-time samples for yl,τ (t′)
are stored in matrix Yl,τ = [yl,τ (Ts),yl,τ (2Ts), . . . ,yl,τ (NsTs)] ∈ CNR×Ns , where Ns ≤ Nslot
is the number of samples per slot for the RS. All the samples from the L subintervals are
finally organised as Yτ = [YT1,τ , . . . ,Y
T
l,τ , . . . ,Y
T
L,τ ]
T ∈ CLNR×Ns . The sampled RS is s =
[s(Ts), s(2Ts), . . . , s(NsTs)]
T ∈ CNs×1. Similar to [18], assuming the channel follows:
hl(τ) =
 hl, τ = τ00, τ 6= τ0 (5)
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Fig. 2. Frame structure of the received signal used for detection.
the BS detection and synchronisation problem is formulated as the following binary test: H1 : Yτ = hsT + Zτ ,H0 : Yτ = Zτ . (6)
where Zτ ∈ CLNR×Ns follows a similar construction to Yτ and h = [hT1 , . . . ,hTL]T ∈ CLNR×1.
The hypothesis test is repeated for all Nslot discrete values of τ .
III. GENERALISED LIKELIHOOD RATIO TEST FOR BS DISCOVERY
In the initial access phase, it is reasonable to assume that UEs have no prior knowledge of any
parameters in the test (6), including the channel h and the noise variance σ2. For this reason,
we employ the GLRT method to perform the hypothesis testing.
The GLRT for this problem is represented as the following:
L′G(τ) =
maxh,σ21 p (Yτ |H1;h, σ21)
maxσ20 p (Yτ |H0;σ20)
H1
≷
H0
γ′, (7)
where L′G(τ) is the test statistic, γ
′ is a threshold, p (Yτ |H1;h, σ21) is the conditional probability
density function (PDF) of Yτ under H1 with given channel h and noise variance σ21 , and
p (Yτ |H0;σ20) is the conditional PDF of Yτ under H0 for a given noise variance σ20 .
To derive the GLRT test statistic L′G(τ), we first need to obtain the maximum likelihood (ML)
estimate of h and σ21 under H1 and the ML estimate of σ20 under H0. We refer derivations for the
GLRT test statistic to Appendix A and present the results directly in the following proposition.
Proposition 1. The test in (7) is equivalent to the the following:
LG(τ) =
∑L
l=1
1
‖s‖22‖Yl,τs
∗‖22∑L
l=1
(
‖Yl,τ‖2F − 1‖s‖22‖Yl,τs∗‖
2
2
) H1≷
H0
γ, (8)
where γ = (γ′)1/N − 1 > 0 is the test threshold and N = NRNSL.
8From (8), a UE attempting to discover a BS needs to compute the correlation between a
candidate RS sequence, which can be viewed as the energy from the RS, and to calculate the
total received energy
∑L
l=1 ‖Yl,τ‖2F . Hypothesis H1 is accepted when the estimated energy from
RS contributes to a significant portion of the total received energy, i.e., when LG(τ) > γ. It
can also be seen from (8) that the performance of the detector depends on system parameters
including the length of RS sequence Ns and the UE searching time L, and on the choice of
the threshold γ. To analyse the impact of these parameters on the performance of mm-wave BS
discovery, we present the following proposition.
Proposition 2. The GLRT test statistic LG(τ) has the following statistical properties:
(Ns − 1)LG(τ) ∼
 F(2NRL, 2NRL(Ns − 1), 0) under H0F(2NRL, 2NRL(Ns − 1), λ) under H1 (9)
where
λ =
2‖s‖22
∑L
l=1 ‖hl‖22
σ2
=
2PTNs
∑L
l=1 ‖hl‖22
σ2
and PT is the average transmit power. Here F(n1, n2, λ1) denotes non-central F-distribution
with degrees of freedom (DoFs) n1 and n2 and noncentrality parameter λ.
Proof. See Appendix B.
Proposition 2 characterises the distribution of the test statistic LG(τ) using key system pa-
rameters such as the length of RS sequence Ns, the cell search interval L and the transmission
power. Since the PDF of the F-distribution is known, it is convenient to evaluate the impact
of these parameters on the performance of BS discovery. The results obtained can be used in
choosing suitable values of these parameters to provide satisfactory BS discovery performance.
In particular, as the probability of false alarm, i.e., the probability of declaring H1 under H0,
is independent of the effective channels, it is convenient to choose γ such that the probability
of false alarm is below some target PFA. Recall that a UE needs to examine Nslot time lags,
corresponding to Nslot tests. For the ith test with a hypothesised time lag τi, the false alarm
event is denoted as FAi = {LG(τi) ≥ γ under H0}. Then the probability of false alarm can be
9represented as Pr{⋃Nsloti=1 FAi}. Using the union bound, it can be shown that
Pr
{
Nslot⋃
i=1
FAi
}
≤
Nslot∑
i=1
Pr{FAi} = NslotPr{FA}. (10)
It then becomes clear that to meet a false alarm target PFA, the test threshold γ can be chosen
such that the following equation is satisfied
1− F (γ|2NRL, 2NRL(Ns − 1), 0) = PFA
Nslot
(11)
where Pr{FA} = 1 − F (γ|2NRL, 2NRL(Ns − 1), 0) and F (x|n1, n2, λ1) is the cumulative
distribution function (CDF) of the F-distribution F(n1, n2, λ1).
We now focus on the hypothesis H1. Denote the probability of miss-detection (which is the
probability of claiming H0 under H1) as Pmiss , Pr{LG(τ) ≤ γ|H1}. We note that under
H1, both channel fluctuations and noise randomness can cause miss-detection, since the non-
centrality parameter λ depends on the effective channel gains. In the following, we denote
h¯L , 1L
∑L
l=1 ‖hl‖22 as the sample mean of the effective channel gain and assume that for any
ξ > 0, there exists an h such that Pr{h¯L < h} = ξ. Based on this assumption, we upper bound
Pmiss in the following lemma that captures both channel fluctuations and noise randomness.
Lemma 1. Denote η = 2PTNs
σ2
h. The probability of miss detection is upper bounded:
Pmiss ≤ inf
0<ξ<1
{
ξ + (1− ξ)F (γ|2NRL, 2NRL(Ns − 1), Lη)
}
. (12)
Proof. See Appendix C.
Eq. (12) provides a convenient way to assess the probability of miss-detection under different
system configurations and can thus provide guidance in choosing system parameters. Fig. 3
provides an illustrative example, where the dashed lines are obtained from (12) and the solid
lines are obtained from simulations.
In producing Fig. 3, the RS sequence length is fixed at Ns = 100 and the number of samples
in a slot is Nslot = 5000, corresponding to a 2% overhead due to the transmissions of RSs.
The test threshold γ is determined according to (11) with PFA = 0.001. The channels Hl are
generated according to (2), where there is one dominant path with time-invariant path-gain, AoA
and AoD. The other Q− 1 multipath components (Q = 6) are assumed to have random AoAs
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Fig. 3. Miss-detection probability versus the number of slots (L) used for BS discovery: the solid lines are obtained directly
from simulation; the dashed lines are obtained by evaluating the upper bound given in (12).
and AoDs and that the path-gain coefficients are i.i.d. complex Gaussian. The ratio between the
energy of the dominant path (k = 1) and the total energy of the scattering paths (q = 2, . . . , Q) is
set to 13.2 dB, e.g., 10 log10
|gl,1|2∑Q
q=2 E{|gl,q |2}
= 13.2, according to the measurement results reported
in [19] and adopted in [7]. Various values of the average SNR (of the RS signal) at each receive
antenna, i.e., SNRrs = PTNRσ2E{h¯L}, are considered. Eq. (12) is evaluated using the value of ξ in
the range [10−5, 1) and the corresponding h that yields the minimum value of the upper bound.
The values of h are obtained numerically.
It can be seen that the theoretical results obtained capture well the behaviour of Pmiss
under different system configurations. In particular, it provides satisfactory accuracy in choosing
suitable system parameters to guarantee a certain miss-detection rate. For instance, the theoretical
result for SNRrs = −23 dB suggests L = 26 for a target miss-detection rate of 10−3, which is
very close to the value (L = 24) obtained from simulations.
Remark 1. Conditioned on a sequence of channel realisations Hl, l = 1, . . . , L, the probability of
miss-detection is F (γ|2NRL, 2NRL(Ns − 1), LηL), where ηL , λL = 2PTNsh¯Lσ2 is the normalised
non-centrality parameter depending on the transmit beamformers. Since the CDF of the F-
distribution, F (n1, n2, λ) is monotonically decreasing with respect to λ when the DoFs (n1, n2)
are fixed [20], F (γ|2NRL, 2NRL(Ns− 1), LηL) is monotonically decreasing with respect to the
mean channel gain h¯L when Ns and L are fixed. To enhance the reliability of BS discovery for
UEs in a certain direction, the RS transmit beamformers can be steered towards this direction to
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yield a larger h¯L, or equivalently, a large total energy received within the L slots. However, this
comes at the expense of sacrificing the beamforming gain in other directions, leading to poorer
BS discovery performance in those directions. Clearly, if universal coverage for all directions is
enforced, spatial scanning using narrow beams may not help to improve h¯L as the total available
time, LNs, is allocated to a larger number of beams, each covering a different angular interval.
We show next that a good choice is to design RS transmit beamformers such that ηL for UEs at
all directions are equalised. In the next section, we elaborate on this design.
IV. BEAMFORMING DESIGN FOR RS TRANSMISSION
In this section, we design the RS transmit beamformers for a group of UEs within a targeted
detectable region and with certain target rates in a mm-wave band. We use the targeted data
rates to calculate path loss parameters, which define the coverage topology and are later used
to construct the RS transmit beamformers. Specifically, denote Rth(φ) as the target data rate
for UEs at direction φ. The corresponding SNR at data transmission phase, SNRth(φ), can be
determined according to Rth(φ) = ρW log2 (1 + SNRth(φ)), where ρ is the fraction of resource
used for downlink data transmission (after excluding overhead) and W is a typical bandwidth
for each UE. Further, by assuming that SNRth(φ) is achieved when the maximum transmit and
receive beamforming gains (denoted as GmaxT and G
max
R ) are attained, an average path loss can be
estimated as α(φ) = PT
σ2
GmaxT G
max
R
SNRth(φ)
Wrs
W
, where Wrs is the bandwidth used for RS transmission. To
provide a universal BS discovery rate for these UEs, we propose to synthesise the RS transmit
beamformers wj , j = 1, . . . , J such that the average beamforming gain matches as close as
possible to a desirable pattern:
1
J
J∑
j=1
Gj(φ) = G
∗(φ) =
 κ
∗
α¯
α(φ), ∀ φ ∈ Ω
0. otherwise
(13)
where Gj(φ) is the transmit beamforming gain of wj in direction φ and G∗(φ) is the desirable
beam pattern. Here α¯ , 1|Ω|
∫
Ω
α(φ)dφ and κ∗ = 4pi|Ω| is a gain factor achieved when beamformers
wj , j = 1, . . . , J all have zero energy leakage outside Ω, i.e., 14pi
∫
Ω
G∗(φ)dφ = 1. Notation |Ω|
denotes the solid angle spanned by angular interval Ω.
We note that the target data rate Rth(φ) is defined as a function of direction φ, and so is
the path loss parameter α(φ). The angular dependence is introduced to capture the possibility
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that the coverage of a mm-wave BS is circularly asymmetric due to uneven blockage across
different directions, therefore UEs in some directions may be much closer to the BS and can
achieve higher data rates than in other directions. In practice, this coverage information may not
be immediately available at the BS. So a uniform Rth(φ) over all directions may be adopted
initially. By keeping the record of UEs’ data rates at different directions (according to transmit
beamforming directions), it is possible for the BS to acquire this coverage information. It is
also noted that different choices of Rth(φ) can reflect different possible targeted UE groups. For
instance, when Rth(φ) is set low, worst-case UEs at the coverage edge are considered; when
Rth(φ) is set high, UEs closer to the BS (good UEs or moderate UEs) are considered.
In what follows, we first focus on a simplified, yet important, rank-one channel model, which
captures well line-of-sight scenarios with a dominant path, and show that any set of beamformers
that do not satisfy (14) provide only suboptimal miss-detection performance as L goes large.
We later present a systematic method to synthesise the beamformers to approach G∗(φ).
A. Error exponent analysis of miss-detection probability as L→∞
We consider the number of slots used for BS discovery is L = KJ and the channels do not
change during the searching interval. Here K ∈ N is a scaling factor we used in the subsequent
asymptotic analysis (e.g., when K →∞, it follows that L→∞). The normalised non-centrality
parameter, η(φ), for a UE at direction φ can be written as:
η(φ) , λ(φ)
L
=
1
KJ
2PTNRNs
α(φ)σ2
K∑
k=1
J∑
j=1
Gj(φ) =
2PTNRNs
α(φ)σ2
G(φ), (14)
where G(φ) = 1
J
∑J
j=1 Gj(φ) is the average beamforming gain in direction φ. The probability
of miss-detection for edge-UEs at direction φ can be represented as
pmiss(φ) = F (γ|2NRL, 2NRL(Ns − 1), Lη(φ)). (15)
For assessing the overall performance of BS discovery, we consider the average miss-detection
probability
p¯miss = Eφ∈Ω{pmiss(φ)} =
∫
Ω
pmiss(φ)p(φ)dφ (16)
as the main performance metric, where p(φ) is the PDF of the directions of the UEs being
13
considered with
∫
Ω
p(φ)dφ = 1.
In the following, by applying the Gartner-Ellis theorem [16, Chapter 2.3, pp. 43], we establish
the large deviation principle of the test statistic LG when η is fixed, and then characterise the
asymptotic behaviour of p¯miss.
Proposition 3. The probability of miss-detection pmiss = F (γ|2NRL, 2NRL(Ns−1), Lη) satisfies
lim
L↑∞
− 1
L
log pmiss =
 I∗(η, γ), γ < 2NR+η2NR(Ns−1)0, otherwise (17)
where I∗(η, γ) is the rate function given by:
I∗(η, γ) =
η
2
(
1− γv
∗
NR +
√
N2R + γηv
∗
)
+NR(Ns − 1) log 2NR(Ns − 1)
v∗
−NR log γv
∗
NR +
√
N2R + γηv
∗ .
(18)
Here v∗ = x
∗2−N2R
ηγ
and x∗ > 0 is a solution to the following equation:
γ + 1
ηγ
(x2 −N2R)− x−NR − 2NR(Ns − 1) = 0. (19)
Moreover, when γ < 2NR+η
2NR(Ns−1) , I
∗(η, γ) is monotonically increasing in η.
Proof. See Appendix D.
Proposition 4. Let G(φ) be the average beamforming gain of a set of J beamformers used
for RS transmission and let η(φ) be the normalised non-centrality parameter defined by (14).
If there exists Ω− ⊂ Ω and η− such that η(φ) ≤ η− for all φ ∈ Ω− and ∫
Ω− p(φ)dφ > 0, the
average miss-detection probability p¯miss satisfies:
lim
L↑∞
− 1
L
log p¯miss ≤ I∗(η−, γ), if γ < 2NR + η
−
2NR(Ns − 1) (20)
where I∗(η, γ) is the rate function given by (18).
Proof. See Appendix E.
Proposition 3 demonstrates that an approximated upper bound to the miss-detection probability
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Fig. 4. Miss-detection probability versus the number of slots (L) used for BS discovery: the dashed lines are obtained by
applying the approximation in (21).
can be obtained as follows:
pmiss ≈
{
e−LI
∗(η,γ), γ < 2NR+η2NR(Ns−1)
1, otherwise.
(21)
Although the approximation provided in (21) ignores all sub-exponential terms (thus the approx-
imation does not coincide with the true pmiss as L increases), we have found that it provides
satisfactory characterisation of the behaviour of pmiss, under various values of η, as shown in
Fig. 4. (In producing Fig. 4, the value of η is varied by considering different values of SNRrs.
Other system parameters are the same as those for Fig. 3.) In particular, for the range of L
for which pmiss is small (e.g., pmiss < 10−2), it can be seen that (21) provides an accurate
approximation to the slope of pmiss as L increases. Moreover, a larger η leads to a steeper slope,
which is consistent with the monotonicity of I∗(η, γ) with respect to η.
Proposition 4 further demonstrates that the asymptotic behaviour of p¯miss is dominated by
those directions with the smallest normalised non-centrality parameter. RS transmit beamformers
that maximises the minimum possbile η− yield the steepest slope, and thus will outperform
beamformers with a smaller η− when L is sufficiently large. This insight motivates designing
RS transmit beamformers by solving the following max-min optimisation problem:
max
G(·)
min
φ∈Ω
η(φ), s.t.
1
4pi
∫
Ω
G(φ)dφ ≤ 1, (22)
where the constraint follows from the law of energy conservation. When NR, Ns and PT are
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fixed, (22) is equivalent to:
max
G(·)
min
φ∈Ω
G(φ)
α(φ)
, s.t.
1
4pi
∫
Ω
G(φ)dφ ≤ 1 (23)
It is easy to check that G∗(φ) given by (13) is a solution to (23).
Remark 2. The zero-leakage outside the angular interval is imposed when Ω is a subinterval
of the entire angular space, i.e., |Ω| < 4pi. When this constraint is imposed, the desired pattern
(13) may not be achieved exactly with a finite number of transmit antennas. Moreover, the
requirement of matching the beamforming gain to α(φ) poses an additional challenge in getting
a good approximation to (13) when α(φ) is uneven across Ω. Driven by these observations, in
the following, we propose a beamformer synthesis strategy that uses M ≤ J beamformers to
approximate (13). The proposed method is to select between several candidate values of M the
one that provides the best approximation to (13).
B. Beamforming strategy for RS transmission
We propose to approximate (13) based on a beamforming codebook of size M ≤ min{NT , J}.
The M beamformers are used in sequence to transmit the RS during the J consecutive slots.
Since M ≤ J , some of the M beamformers could be used in more than one slot. We use the
following three-step procedure to construct the beamformers and perform slot allocation:
1) The whole intended angular space is partitioned into M non-overlapping subintervals:
Ω(m), m = 1, . . . ,M ,
⋃M
m=1 Ω
(m) = Ω and Ω(m1) ∩ Ω(m2) = ∅, ∀m1 6= m2.
2) Beamformer w(m), m = 1, . . . ,M is synthesised to approximate the following pattern:
G(m)(φ) =
 κ(m)
α(φ)
α¯(m)
, ∀ φ ∈ Ω(m)
0, otherwise
(24)
where κ(m) = 4pi|Ω(m)| and α¯
(m) = 1|Ω(m)|
∫
Ω(m)
α(φ)dφ.
3) Beamformers w(m)s are used in sequence to transmit the RS, i.e., during the J consecutive
slots, with Jm slots using beamformer w(m), where
Jm =
J |Ω|(m)α¯(m)
M |Ω|α¯ . (25)
As an example, let us consider the scenario presented in Fig. 1 (b), where the 60◦ sector is
partitioned into M = 4 sub-intervals, i.e., |Ω(m)| = |Ω|/4, m = 1, . . . , 4. Further, assuming
16
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Fig. 5. An illustration of the 3-step procedure for designing RS transmission strategy using beamformers: (a) Partitioning of
sub-intervals with M = 4 and the desired patterns in (24); (b) Frame allocations using the 4 beamformers for RS transmission.
α(φ) = α¯, ∀φ ∈ Ω, the desired beamformer pattern in (24) is uniform within each sub-interval
with zero-leakage outside the interval, as illustrated in Fig. 5. Using (25), it can be obtained that
Jm =
J
4
, m = 1, . . . , 4. This implies that one can sequentially transmit the RS using the M = 4
beamformers for 4 consecutive slots, and repeat for J/4 times to meet (13) (see Fig. 5 (b)).
The proposed procedure offers flexibility in synthesising the beamformers to provide the best
approximation to G∗(φ), by choosing different angular partitionings (the Ωms and the value
of M ). Such a flexibility is beneficial when α(φ) is not uniform in φ, since by slicing the
whole angular interval into M > 1 sub-intervals, a smaller variation of the pathloss α(φ) can
be achieved within each sub-interval and a better approximation to the desired pattern can be
achieved using practical beam synthesis techniques.
Even if α(φ) is uniform such that an omnidirectional transmission within Ω is desirable, the
offered flexibility is beneficial. For instance, consider the two sets of beamformers illustrated
in Fig. 1 (b) and (c), with M = 4 and M = 1, respectively. In principle, they can achieve
comparable approximations to (13) and thus comparable BS discovery performance if appropri-
ate hardware resources are available. However, with limited hardware resources and imperfect
approximations to (13), their real performance can be significantly different. As we will show
later in Section V. C, the proposed strategy allows us to design different codebooks to attain
the best BS discovery performance under different hardware limits such as per-antenna power
constraints.
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Fig. 6. A 60◦ sector: half of the angular coverage interval has blockage.
V. NUMERICAL RESULTS
In this section, we demonstrate the performance of BS discovery under the beamforming
strategy proposed in Section IV. Throughout this section, ULAs with NT = 32 and NR = 16
omnidirectional antenna elements at the BS and at the UE are considered. The intended coverage
angular space at the BS is a 60◦ sector with φ ∈ [−30◦, 30◦]. Antenna spacing at both the BS
and UEs is fixed at half a wavelength of the carrier frequency.
We consider two different coverage topologies. For the first topology, the entire 60◦ sec-
tor is open without blockage in all directions, therefore Rth(φ) is set to a constant for all
directions: Rth(φ) = Rth. Parameter α is then calculated as described in Section IV, e.g.,
α = PT
σ2
GmaxT G
max
R
SNRth
Wrs
W
. For the second topology, we consider that half to the 60◦ sector, e.g.,
φ ∈ [−30◦, 0◦], is blocked by a nearby building, as illustrated in Fig. 6. The coverage range
of these blocked directions is thus shorter than that of the open directions. For simplicity,
α(φ) for the blocked directions is set to α/2. Multipath fading channels are considered in
our simulation and are generated using the same parameters for Fig. 12 (See Section III). In
particular, we consider that the AoDs from the BS are drawn uniformly in [−30◦, 30◦], and that∑Q
q=1 E{|gl,q|2} = 1/α(φ). Details of the relevant system parameters are provided in Table I.
A. Beam pattern synthesis methods
Various techniques may be used to synthesise beamformers to approximate the ones defined
in (24). In one category of such techniques, only the phase of the signal at each antenna port is
controlled [7], [13], [21], [22]. The transmitted signals across all antennas thus have a constant
modulus. The other category controls both the phase and magnitude of the signal emitted from
each antenna [17], [23] and as such, beamformers constructed are expected to provide better
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TABLE I
SIMULATION PARAMETERS
Duration of RS: Trs = 10µs
Duration of slot: Tslot = 0.5ms
RS Bandwidth: Wrs = 10 MHz
Sampling interval: Ts = 1/Wrs
Data bandwidth: W = 1 GHz
Minimum data-rate: Rth = 10 Mbps
False alarm target: PFA = 0.001
Fraction of time for downlink data trans. ρ = 0.4
Maximum beamforming Gain GmaxT = NT , G
max
R = NR
approximations. However, extra hardware cost is required to implement such beamformers. In this
subsection, we present beamformer synthesis methods for both the categories, namely, Constant
modulus (CM) and Variable modulus (VM), which will be used in the subsequent parts of our
numerical experiments. The main purpose, though, is not to promote any specific beam synthesis
method; rather, it is to demonstrate the effectiveness of the proposed beam synthesis procedure
under different hardware cost constraints.
We adopt the optimisation-based approach in [13] and [22] to synthesise CM beamformers
to approximate the desired beam patterns. The method in [13] minimises a weighted mismatch
between the desired pattern and the synthesised pattern by optimising phase coefficients of the
antennas, while the method in [22] aims to maximise the minimum beamforming gain within a
desirable interval. Both the two methods are adopted because of their flexibility in controlling
the beamwidth and their excellent beam broadening ability.
To flexibly control the beamwidth, in synthesising the VM beamformers, we adopt the same op-
timisation objective as in [13], and optimise both the phases and the magnitudes of the antennas.
The beamformers to be optimised takes the form of w(m) =
[
wm(1)e
iϕ(1), . . . , wm(NT )e
iϕ(NT )
]T ,
where wm(n) are real-valued variables such that ||w(m)||22 = 1. An extra constraint, i.e., wm(n) =
wm(NT − n− 1), is imposed such that the synthesised pattern is symmetric with respect to the
centre of the beam and to reduce the dimension of the optimisation. A genetic algorithm is applied
to solve the corresponding global optimsation problems [24]. (The method in [22] cannot be
applied since the formulas provided are only for the CM case.)
The Subarray Method (SM) recently presented in [21] is also considered since close-form
beamformer formulas are provided (thus no optimisation is required).
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Fig. 7. CM beam patterns with M ∈ {1, 2, 4}: NT = 32. Solid lines: synthesised patterns; Dashed lines: desirable patterns.
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Fig. 8. VM beam patterns with M ∈ {1, 2, 4}: NT = 32. Solid lines: synthesised patterns; Dashed lines: desirable patterns.
Fig. 7-9 present the patterns of the synthesised beamformers using the methods mentioned
above. Three choices of M are considered, with M = {1, 2, 4}, where the desired patterns
are indicated by dash lines. Note that in Fig. 7, we have termed the method in [13] as CM-
1 and the method in [22] as CM-2. It can be seen that both the CM and VM methods can
provide good approximations to the desired pattern. The SM beamformers have noticeable smaller
beamforming gain at beam edges, which may become the bottleneck according to Proposition 4.
For all the 9 sets of synthesised beamformers, VM=1 is found to have the highest minimum
average beamforming gain within the sector. In the following, these synthesised beamformers are
adopted by the proposed RS transmission strategy and their relative performances are compared.
B. BS discovery performance without blockage
In this subsection, we consider the first topology, where no blockage is present in the 60◦
sector. Since in this case, α(φ) is a constant for all directions in the sector, it can be seen from
(25) that Jm = JM .
Fig. 10 shows the average miss-detection probability versus the number of slots (L) that UEs
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Fig. 9. SM [21] beam patterns with M ∈ {1, 2, 4}: NT = 32. Solid lines: synthesised patterns; Dashed lines: desirable patterns.
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Fig. 10. Average miss-detection probability for an open 60◦ sector: no blockage.
use for BS discovery, for the VM, CM and SM beamformers. When M = {1, 2}, CM-1 method
is adopted as CM-1 outperforms CM-2. At M = 4, CM-2 is used for a similar reason. RS
transmission using random beamformers as considered in [15] is also included as a baseline.
The average miss-detection probability is obtained by averaging all possible directions within
the sector and over 500 channel realisations for each L.
As expected, RS transmission with VM=1 has the best BS discovery performance since
it yields the highest minimum beamforming gain over all directions. The VM beamformers
generally outperform the CM beamformers since the VM beamformers are more capable of
approximating the desired patterns provided in (24). RS transmissions with the SM beamformers
have much worse performance than that with the CM and VM beamformers, when L is larger
than 15. This is because for the SM beamformers, significantly lower beamforming gain is
observed at beam edges, as illustrated in Fig. 9.
In addition, the BS discovery performance exhibits different behaviours for VM beamformers
and CM beamformers when different codebook sizes are considered. For the VM method, as
shown in Fig. 10, M = 1 achieves the best detection performance for all the values of L
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Fig. 11. Beam patterns and slot allocation for the synthesised beamformers using VM method. Optimised slot allocation is
obtained by applying (25), while Non-optimised slot allocation takes an equal slot allocation to the M beamformers.
examined. On the contrary, for the CM method, M = 4 provides the best performance. These
results demonstrate that having a flexible choice of M in the design, as we propose, is necessary
and beneficial as each beam synthesis method may have its own ’best’ M .
C. BS discovery performance with blockage
In this subsection, we consider the second topology with blockage, as illustrated in Fig. 6.
For this topology, according to (13), a higher average beamforming gain is required at the open
directions ([0◦, 30◦]) compared to the directions with blockage ([−30◦, 0◦]). To approximate (13),
three values of M , i.e., M = 2, 3, 4 are examined. It is noted that we do not have M = 1 for
this example due to the difficulty in synthesising a single beamformer to match the desired non-
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Fig. 12. Average miss-detection probabilities for a half-blocked 60◦ sector (as illustrated in Fig.6).
uniform beam pattern. The synthesised beam patterns, along with optimised slot allocations, are
illustrated in Fig. 11. We refer to these as the optimised schemes. (For brevity, we only present
RS transmission designs using VM beamformers and their corresponding detection performance.)
The performance of BS discovery from the optimised beamforming strategies are compared to
a set of baseline strategies. For these baselines, the beamformers are obtained in the same way
as those for the optimised cases. However, an equal slot allocation is used. It is easy to check
that the resultant average beam pattern does not satisfy condition (13). In Fig. 11, these baselines
are also illustrated and we refer them as non-optimised schemes. RS transmission using random
beamformers as considered in [15] is also included as a baseline.
Fig. 12 presents the corresponding BS discovery performance as a function of the number of
slots used for BS discovery (L). Clearly, the optimised RS transmissions using the beamformers
constructed according to (13) significantly outperform all the baselines. For a reasonable UE
searching time of 5 ms (e.g., L = 10), the optimised RS transmissions provide orders of
magnitude improvement over the RS transmission with random beamforming. For a targeted
average miss-detection rate, e.g., at 10−3, the optimised RS transmission with M = 2 requires a
searching time L = 12, which is 20% faster than that required by the best non-optimised baseline
(M = 1). These results clearly demonstrate the benefit of designing the RS transmissions that
take into account asymmetric coverage of a mm-wave BS.
D. The impact of per-antenna power constraint
Up until now, we have assumed that the dynamic ranges of the power amplifiers (PAs) for
the BS antennas are large enough to accommodate the VM beamformers. However, due to the
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Fig. 13. Average miss-detection probability with different beamfomers and per antenna power constraint: L = 20.
poor power efficiency of the PAs in mm-wave bands, this may not be true since each PA may
be designed to operate at full power in order to provide sufficient transmit power [25]. In this
context, per-antenna power constraints are important, and may influence the implementation of
the VM beamformers that require variable amplitudes at different antennas.
In the following, we demonstrate the impact of per-antenna power constraints on the construc-
tion of RS transmit beamformers and on the performance of BS discovery. The first topology
without blockage is considered. In the simulation, we introduce a normalised per-antenna power
constraint, denoted by β, as the ratio of per-antenna power limit to the maximum total transmit
power PT . We consider that β is in the range β ∈ [1/NT , 1]. In this case, for the CM beamformers,
the transmit power at each antenna is PT/NT . For the VM beamformers, the beamforming
coefficients are scaled up/down by the same factor such that both the per-antenna and the total
power constraint are satisfied. In particular, when β = 1/NT , because of the uniform scaling,
only the antenna with the largest beamforming weight transmits with power PTβ = PT/NT , all
other antennas are transmitting with smaller powers. This means that the total transmit power is
less than PT , i.e., there is a loss in the total transmission power. As β increases, the power loss
becomes smaller and ultimately reduces to zero for sufficiently large βs.
Fig. 13 shows the average miss-detection probability versus per-antenna power constraint β. It
can be seen that when β is small (e.g., β < 0.1), the VM beamformers perform significantly worse
than the CM beamformers due to the power loss. Increasing the dynamic range of the power
amplifiers will favor the VM implementation. However, this comes at the price of increased
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cost and difficulty in implementing mm-wave transceivers. The trade-off between achievable
performance and the hardware cost is clearly shown via these numerical results.
Moreover, the results also demonstrate the benefit of the proposed beamformer construction
method due to a flexible choice of M . For instance, under a strict per-antenna power constraint,
e.g., β = 0.15, the VM beamformer with M = 2 outperforms the alternative VM beamformers
with M = 1 and M = 4. In the absence of per-antenna power constraint, the VM beamformer
with M = 1 performs the best. However, this benefit comes at the price of 5 dB dynamic range
increase as compared with that required by M = 2.
VI. CONCLUSIONS
In this paper, we have developed an analytical framework for mm-wave BS discovery and
proposed an effective RS transmission strategy based on sequential spatial scanning using beam-
forming. We have established the relationship between the performance of BS discovery and
system parameters, including the beamformers used for RS transmission. Using the method of
large deviations, we have identified the desirable beam patterns for RS transmission, and shown
that the desirable beam patterns are asymptotically optimal and yield the minimum average
miss-discovery probability for UEs in a targeted detectable region. To approximate the desirable
beam patterns, we have proposed a systematic approach to construct the beamforming codebook,
which is flexible in choosing the beam widths and thus the size of the corresponding codebook.
Numerical results have demonstrated the effectiveness of the proposed method.
APPENDIX A
PROOF OF PROPOSITION 1
In this proof, for notational simplicity, we drop the dependency of all metrics on τ when no
ambiguity is caused.
Since all entries of Z are i.i.d. complex Gaussian with zero mean and variance σ2, the PDF of Z
can be represented as p(Z) = 1
(piσ2)N
exp
{
−‖Z‖2F
σ2
}
, where N .= NRNSL. Therefore, it can be ob-
tained that p (Y|H0;σ20) = 1(piσ20)N exp
{
−‖Y‖2F
σ20
}
and p (Y|H1;h, σ21) = 1(piσ21)N exp
{
−‖Y−hsT ‖2F
σ21
}
.
It can then be shown that under H0, the ML estimate of σ20 is
σˆ20 =
||Y||2F
N
=
1
N
L∑
l=1
‖Yl‖2F , (26)
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and under H1, the ML estimate of h and σ21 are:
hˆ =
1
‖s‖22
Ys∗, (27)
and
σˆ21 =
‖Y − hˆsT ‖2F
N
, (28)
respectively, where s∗ = (s†)T .
Substituting (27) into (28), it can be obtained that
σˆ21 =
1
N
(∥∥∥∥Y − 1‖s‖22Ys∗sT
∥∥∥∥2
F
)
=
1
N
Tr
{(
Y − 1‖s‖22
Ys∗sT
)(
Y − 1‖s‖22
Ys∗sT
)†}
=
1
N
(
‖Y‖2F −
1
‖s‖22
‖Ys∗‖2F
)
=
1
N
L∑
l=1
(
‖Yl‖2F −
1
‖s‖22
‖Yls∗‖22
)
. (29)
Substituting (26), (27) and (29) into (7), the test statistics L′G(τ) can be represented as:
L′G(τ) =
(
σˆ20
σˆ21
)N
=
 ∑Ll=1 ‖Yl,τ‖2F∑L
l=1
(
‖Yl,τ‖2F − 1‖s‖22 ‖Yl,τs
∗‖22
)
N . (30)
Equivalently, the test (7) can be re-written as (8), where γ = (γ′)1/N−1 > 0 is the test threshold.
APPENDIX B
PROOF OF PROPOSITION 2
We first show that random variables Ul , 1‖s‖22 ||Yls
∗||22 and Vl , ||Yl||2F − 1‖s‖22 ||Yls
∗||22 are
statistically independent, where we recall that s∗ = (s†)T .
Under event H1, it can be obtained that
Yl = hls
T + Zl. (31)
Denote PT as the average transmit power with ‖s‖22 = NsPT and z¯l,Ns = 1√PTNsZls∗, it can be
obtained that
Ul =
∥∥∥√PTNshl + z¯l,Ns∥∥∥2
2
= PTNs||hl||22 + ||z¯l,Ns ||22 +
√
PTNsh
†
l z¯l,Ns +
√
PTNsz¯
†
l,Ns
hl, (32)
and
Vl =PTNs||hl||22 + ||Zl||2F +
√
PTNsh
†
l z¯l,Ns +
√
PTNsz¯
†
l,Ns
hl − Ul = ||Zl||2F − ||z¯l,Ns ||22. (33)
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Construct a unitary matrix S˜ ,
[
s˜1, . . . , s˜Ns−1, s
∗/
√
PTNs
] ∈ CNs×Ns with the last column
being s∗/
√
PTNs, then Vl can further be represented as:
Vl = ||ZlS˜||2F − ||z¯l,Ns ||22 =
Ns−1∑
n=1
||z¯l,n||22, (34)
where z¯l,n = Zls˜n, n = 1, . . . , Ns − 1. It is easy to check that the vectors z¯l,n, n = 1, . . . , Ns,
are jointly Gaussian. Since by construction, z¯l,n, n = 1, . . . , Ns, are mutually uncorrelated, they
are statistically independent. As Ul is only a function of z¯l,Ns and Vl is a function of z¯l,n,
n = 1, . . . , Ns − 1, Ul and Vl are independent.
As the noises are i.i.d., Uls and Vls are statistically independent. It can therefore be concluded
that U ,
∑L
l=1 Ul and V ,
∑L
l=1 Vl are independent.
From (32) and (34), it is clear that under H1, 2Ul/σ2 has a non-central chi-square distribution
with 2NR degrees of freedom (DoFs) and a non-centrality parameter 2NsPT‖hl‖22/σ2, and 2Vl/σ2
admits a central chi-square distribution with 2NR(Ns− 1) DoFs. Thus, 2U/σ2 has a non-central
chi-square distribution with 2LNR DoFs and a non-centrality parameter
λ = 2PTNs/σ
2
L∑
l=1
‖hl‖22
and 2V/σ2 admits a central chi-square distribution with 2LNR(Ns − 1) DoFs: 2Uσ2 ∼ χ22LNR(λ),2V
σ2 ∼ χ22LNR(Ns−1).
(35)
The proof of (9) under H1 is immediate by considering that (Ns−1)LG(τ) = 2U/(2LNRσ2)2V/(2LNR(Ns−1)σ2) .
The proof of (9) under hypothesisH0 is trivial by putting h = 0 in theH1 case. This concludes
the proof of Proposition 2.
APPENDIX C
PROOF OF LEMMA 1
The probability of miss-detection can be represented as Pmiss = Pr{LG(τ) ≤ γ|H1, h¯L <
h}×ξ+Pr{LG(τ) ≤ γ|H1, h¯L ≥ h}×(1−ξ). Since F (x|n1, n2, λ) is monotonically decreasing
with respect to λ, provided that n1 and n2 are fixed [20], it can be seen that Pr{LG(τ) ≤
γ|H1, h¯L ≥ h} ≤ Pr{LG(τ) ≤ γ|H1, h¯L = h} = F (γ|2NRL, 2NRL(Ns − 1), Lη). It can then
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be obtained that for an arbitrary ξ > 0 with Pr{h¯L < h} = ξ,
Pmiss ≤ ξ + (1− ξ)× Pr{LG(τ) ≤ γ|H1, h¯L ≥ h}
≤ ξ + (1− ξ)F (γ|2NRL, 2NRL(Ns − 1), Lη). (36)
APPENDIX D
PROOF OF PROPOSITION 3
Let U and V be the random variables defined in Appendix B, and denote U˜ , 2U
σ2
, V˜ , 2V
σ2
,
UL , U˜L , VL ,
V˜
L
. Random variables UL and VL are independent as U and V are independent.
We first prove (17) by showing that (UL, VL) satisfy the LDP, using the well known Gartner-
Ellis Theorem. To demonstrate this, we need to show that the limiting logarithmic moment
generation function (MGF)
Λ(t) = lim
L↑∞
1
L
ΛL(Lt) (37)
exists as an extended real number [16, Chapter 2.3, pp. 43], where ΛL(t) , logM(UL,VL)(t) is
the logarithmic MGF of (UL, VL) and t = [t1, t2].
Due to the independence between UL and VL, the MGF of (UL, VL) is simply M(UL,VL)(t) =
MUL(t1)MUL(t2), where MUL(t) = EUL{etUL} and MVL(t) = EVL{etVL} are the MGFs for UL
and VL, respectively. We can therefore obtain that
ΛL(Lt) = logMUL(Lt1) + logMVL(Lt2) = logEU˜{et1U˜}+ logEV˜ {et2V˜ }. (38)
Recall the facts shown in Appendix B that U˜ = 2U
σ2
∼ χ22LNR(λ) and V˜ = 2Vσ2 ∼ χ22LNR(Ns−1),
we can obtain MU˜(t) = EU˜{etU˜} and MV˜ (t) = EV˜ {etV˜ } as follows:
EU˜{et1U˜} =
 e
λt1
1−2t1
(1−2t1)LNR , t1 <
1
2
+∞, otherwise
(39)
EV˜ {et2V˜ } =
 (1− 2t2)−LNR(Ns−1), t2 < 12+∞. otherwise (40)
Using (39), (40), (38) and (37), it can be shown that
Λ(t) = lim
L↑∞
1
L
ΛL(Lt) =

ηt1
1−2t1 −NR log(1− 2t1)−NR(Ns − 1) log(1− 2t2), t1, t2 < 12
+∞. otherwise
(41)
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Further, it can be shown that Λ(t) = 0 only when t1 < 12 and t2 <
1
2
. This verifies that (UL, VL)
satisfy the Gartner-Ellis conditions [16, Assumption 2.3.2, pp. 43].
The rate function of (UL, VL), i.e., IL(u, v) can then be obtained as
IL(u, v) , sup
t1,t2∈R
{t1u+ t2v − Λ(t)}
= sup
t1,t2<
1
2
{t1u+ t2v − ηt1
1− 2t1 +NR log(1− 2t1) +NR(Ns − 1) log(1− 2t2)} (42)
= t∗1u+ t
∗
2v −
ηt∗1
1− 2t∗1
+NR log(1− 2t∗1) +NR(Ns − 1) log(1− 2t∗2), (43)
where t∗1 =
1
2
− NR+
√
N2R+ηu
2u
and t∗2 =
1
2
− NR(Ns−1)
v
.
With the rate function given in (43), the LDP tells us that
lim
L↑∞
1
L
logPr{(UL, VL) ∈ A} = − inf
(u,v)∈A
IL(u, v), (44)
if the set A ∈ R2 is continuous.
Consider A = {(u, v)|u ≤ γv} as the collection of miss-detection events. This leads to the
following rate function:
I∗(η, γ) = inf
u/v≤γ
IL(u, v). (45)
Using the Karush-Kuhn-Tucker (KKT) conditions of (45), it can be shown that:
1) If u/v < γ, then I∗(η, γ) = IL(u∗, v∗) = 0, where u∗ = 2NR + η, v∗ = 2NR(Ns − 1). In
this case, γ > 2NR+η
2NR(Ns−1) .
2) If u/v = γ, then I∗(η, γ) = IL(u∗, v∗) = IL(γv∗, v∗), where v∗ is obtained by solving
∂IL(γv,v)
∂v
= 0, or equivalently by solving the following equation
γ + 1
2
− NR +
√
N2R + ηγv
2v
− NR(Ns − 1)
v
= 0. (46)
Let x .=
√
N2R + ηγv, (46) can be rewritten into:
γ + 1
ηγ
(x2 −N2R)− x−NR − 2NR(Ns − 1) = 0. (47)
Denote x∗ > 0 is a solution of (47), then v∗ can be obtained as follows:
v∗ =
x∗2 −N2R
ηγ
. (48)
Substituting u∗, v∗ into (43) yields (18).
This has concluded the proof of (17).
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We now prove the monotonicity of I∗(η, γ) with respect to η when γ < 2NR+η
2NR(Ns−1) . Towards
this end, we note
∂I∗(η, γ)
∂η
=
1
2
(
1− γv
∗
NR +
√
N2R + γηv
∗
)
=
1
2
v∗ − 2NR(Ns − 1)
NR +
√
N2R + γηv
∗ , (49)
where (49) follows from (46). To show ∂I
∗(η,γ)
∂η
> 0, it is sufficient to show
v∗ > 2NR(Ns − 1). (50)
Considering (48) and noticing the fact that x∗ > 0, showing (50) is equivalent to show
x∗ >
√
N2R + 2γηNR(Ns − 1). (51)
Denote f(x) .= γ+1
ηγ
(x2−N2R)−x−NR−2γηNR(Ns−1) as the left side of (47). Noticing that
f(x∗) = 0 and x∗ > 0, it is sufficient to show f(x =
√
N2R + 2γηNR(Ns − 1)) = 2γNR(Ns −
1)−NR −
√
N2R + 2γηNR(Ns − 1) < 0.
Since γ < 2NR+η
2NR(Ns−1) , it can be obtained that
(2γNR(Ns − 1)−NR)2 −
(√
N2R + 2γηNR(Ns − 1)
)2
= 2γNR(Ns − 1) [2γNR(Ns − 1)− (2NR + η)] < 0.
It is therefore concluded that ∂I
∗(η,γ)
∂η
> 0 when γ < 2NR+η
2NR(Ns−1) .
APPENDIX E
PROOF OF PROPOSITION 4
The average miss-detection probability p¯miss
p¯miss =
∫
Ω
pmiss(φ)p(φ)dφ ≥
∫
Ω−
pmiss(φ)p(φ)dφ ≥
∫
Ω−
Pmiss(η
−, L, γ)p(φ)dφ (52)
= P−Pmiss(η−, L, γ), (53)
where P− .=
∫
Ω− p(φ)dφ > 0 and (52) is due to the facts that Pmiss(η, L, γ) is monotonically
decreasing with respect to η when both Ns and L are fixed [20], and η(φ) ≤ η−, ∀φ ∈ Ω−.
According to (53) and applying Proposition 3, it can be obtained that:
lim
L↑∞
− 1
L
log p¯miss ≤ lim
L↑∞
− 1
L
(
logP− + logPmiss(η−, L, γ)
)
= I∗(η−, γ), (54)
where I∗(η, γ) is the rate function given by (18). This concludes the proof.
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