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Abstract
In this paper we establish the fundamental properties of concentration at a radius for functions in the
classical Hardy space on the unit disk. For f (z) which is not identically zero and given r , 0 < r < 1, the
concentration is defined via the ratio of the norm of f (rz) to the norm of f (z). Using the Mahler measure
of f (z), we obtain information on the distribution of the zeros of f (z) in terms of the concentration ratio. In
the last section of the paper, we examine the sharpness of concentration estimates for the Blaschke factor.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Beauzamy and Enflo [1] introduced the notion of concentration for polynomials at a degree k.
They investigated this concept as a means for seeking quantitative information about the polyno-
mial based only on knowing the first few terms. Beauzamy and others have adapted these ideas
to spaces of functions analytic on the unit disk in various ways. See [2–5,7] for examples. The
prevailing goal in all of the variations is finding quantitative information about the function.
Let D = {z ∈ C: |z| < 1} denote the open unit disk. We will use H2(D) or simply H2 to
denote the classical Hardy space on the disk. Recall that this implies that the power series
expansion f (z) = ∑∞j=0 aj zj is valid for all z ∈ D. Furthermore, we can write the norm as
‖f ‖ = (∑∞j=0 |aj |2)1/2. In [3], Beauzamy did extensive work using the following definition of
concentration at a degree for functions in this space.
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960 B.P. Kelly / J. Math. Anal. Appl. 327 (2007) 959–969Definition 1. For f ∈ H2, given a nonnegative integer k and a constant d , 0 d  1, we say f
has concentration d at degree k if
d
( ∞∑
j=0
|aj |2
)1/2

(
k∑
j=0
|aj |2
)1/2
.
Furthermore, if f ∈ H2, and if f is not identically zero, we can express the optimal constant
satisfying this condition as
dk(f ) =
(
∑k
j=0 |aj |2)1/2
‖f ‖ (1)
or simply dk .
Other papers, i.e. [2,5,7], have applied this and similar conditions to sharpen results in clas-
sical function theory. As an example, note the following theorem which appears as Theorem 2.1
in [5].
Theorem 2. Suppose f ∈ H2 has concentration d at degree k. Let
0 α1  α2  α3  · · · < 1,
denote the zeros of f in the open unit disk enumerated according to their multiplicity. Then there
exists a constant C(d, k) depending only on d and k such that∑
j
(
1 − |αj |
)
< C(d, k).
Based on the classical theory, for an arbitrary f ∈ H2, one can only say that the series∑
j (1 − |αj |) converges. But now the point becomes that if one only considers the set of H2
functions that have a prescribed concentration at a given degree k, one can obtain sharper esti-
mates.
In papers such as [4], Beauzamy has briefly discussed a modified concentration assumption
where the significance of higher order terms is diminished by introducing a system of weights
{wj } that decay as j tends to infinity. Our work fits into this portion of concentration theory
where wj = rj .
2. Concentration at a radius
Definition 3. Let f be a function in H2 of the unit disk, f (z) =∑∞j=0 aj zj . Let 0 < r < 1 and
let 0 d  1. We say f has concentration d at radius r if
d
( ∞∑
j=0
|aj |2
)1/2

( ∞∑
j=0
r2j |aj |2
)1/2
.
Furthermore, given f ∈ H2, which is not identically zero, we can express the optimal constant
satisfying this inequality as
dr(f ) =
(
∑∞
j=0 r2j |aj |2)1/2
‖f ‖ (2)
or simply dr .
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(i) We call this concentration at a radius since we will make extensive use of geometric methods
by considering r as the radius of a subdisk of the unit disk of the complex plane. For the
sequel, if f (z) =∑∞j=0 aj zj is in H2 on the unit disk and if 0 < r < 1, then we will use fr
to denote the H2 function given by
fr(z) =
∞∑
j=0
aj r
j zj . (3)
(ii) The conditions represented by Definitions 1 and 3 are very similar since the decay of the
powers r2j roughly allows for a comparison of the norm of “the first few terms” with the
norm of the whole function. Taking r closer to 0 is analogous to taking concentration at a
low degree, etc. We make this comparison more precise in our next proposition.
Proposition 5. Suppose k is a nonnegative integer and let 0 < r < 1. Assume that f ∈ H2 is not
identically 0. Then the values dk and dr , defined in Definitions 1 and 2, respectively, satisfy the
following inequalities:
dr  rkdk, (4)
dk 
√
max
{
0,
d2r − r2(k+1)
1 − r2(k+1)
}
. (5)
Proof. Since 0 < r < 1, inequality (4) is a straightforward consequence of the following esti-
mates:
∞∑
j=0
r2j |aj |2 
k∑
j=0
r2j |aj |2  r2k
k∑
j=0
|aj |2.
We now prove inequality (5). Without loss of generality, assume ‖f ‖ = 1. The following esti-
mates hold since 0 < r < 1:
k∑
j=0
|aj |2 
k∑
j=0
r2j |aj |2, (6)
r2(k+1)
∞∑
j=k+1
|aj |2 
∞∑
j=k+1
r2j |aj |2. (7)
Adding these inequalities yields
k∑
j=0
|aj |2 + r2(k+1)
∞∑
j=k+1
|aj |2  d2r .
Using the assumption that ‖f ‖ = 1, we find that
(
1 − r2(k+1)) k∑
j=0
|aj |2 + r2(k+1)  d2r .
Inequality (5) now follows immediately. 
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(i) One of the advantages of considering concentration at a radius is that if f is nonzero, then
for all r , 0 < r < 1, dr > 0. Clearly, the same can not be said for concentration at a degree k.
(ii) Another advantage of the condition in Definition 3 is that for f ∈ H2 we can rewrite the
definition in an equivalent integral form. Thus, an equivalent formulation is to say f has
concentration d at radius r , 0 < r < 1, if and only if
d
( 2π∫
0
∣∣f (eiθ )∣∣2 dθ
2π
)1/2

( 2π∫
0
∣∣f (reiθ )∣∣2 dθ
2π
)1/2
, (8)
where for almost all θ ∈ [0,2π) we define f (eiθ ) by nontangential limits. The following
proposition is an immediate consequence of (8).
Proposition 7. Let f ∈ H2 with inner–outer factorization f (z) = I (z)F (z) where I (z) is the
inner factor and F(z) is the outer factor. Then, for all r , 0 < r < 1,
dr(f ) dr(F ).
Thus, there is no loss in concentration when considering the outer factor of an H2 function.
By a more careful estimate with the integral inequality we can also prove the following.
Proposition 8. Let f ∈ H2 with Beurling factorization f (z) = B(z)S(z)F (z) where B(z) is the
Blaschke factor, S(z) is the singular inner factor, and F(z) is the outer factor. Then, for all r ,
0 < r < 1,
dr(f )
√
1 − r2
1 + r2  dr(B). (9)
Proof. Without loss of generality, take ‖f ‖ = 1. Write f (z) = B(z)S(z)F (z) for |z| 1. Note
that by Remark 6 and the fact that |S(z)| 1 we have
(
dr(f )
)2 
2π∫
0
∣∣B(reθ )∣∣2∣∣F (reiθ )∣∣2 dθ
2π
. (10)
We let Pr(θ) denote the Poisson kernel on the disk. Applying the Poisson formula for the outer
factor yields
(
dr(f )
)2 
2π∫
0
∣∣B(reθ )∣∣2
∣∣∣∣∣
2π∫
0
F
(
eit
)
Pr(θ − t) dt2π
∣∣∣∣∣
2
dθ
2π
.
Since ‖F‖ = ‖f ‖ = 1, the Cauchy–Schwartz inequality applied to the inner integral implies
(
dr(f )
)2  1 + r2
1 − r2
2π∫
0
∣∣B(reθ )∣∣2 dθ
2π
. (11)
The desired estimate now follows. 
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Blaschke factor of f to f itself. The same situation occurs in the study of concentration at a
degree k. The remarks on [3, pp. 21 and 22] verify this point and include relevant extremal ex-
amples for k = 1. However in our setting, it is still not clear whether our proposition indicates the
correct order of magnitude, since finding extremal examples is now a much less tractable prob-
lem. In fact, Section 5 of this paper shows the surprising phenomena discovered in comparing
the concentration of certain simple polynomials and their corresponding Blaschke factors.
3. Mahler’s measure
For f ∈ H2, we can consider the Mahler’s measure of f :
M(f ) = exp
( 2π∫
0
log
∣∣f (eiθ )∣∣dθ
)
.
First introduced for the study of polynomials on the disk in [6], the Mahler measure has become a
widely used tool for studying functions in the Hardy classes. If we only assume that f ∈ H2, we
can only conclude that M(f ) > 0. However, if we consider concentration at a radius, we obtain
the following quantitative result.
Theorem 10. Suppose f ∈ H2 has concentration d at radius r , 0 < r < 1. Then
M(f ) ‖f ‖
(
d
e
1+r
5(1−r)
) 1+r
1−r
. (12)
Proof. Without loss of generality, we can assume ‖f ‖ = 1. Choose z0 to be a complex number
with |z0| = r , and |f (z0)| d . The existence of such a point follows from inequality (8).
Let N = {θ : log |f (eiθ )| < 0} and P = {θ : log |f (eiθ )| > 0}. Using the linear fractional
transformation
z → z + z0
1 + z0z
and the classical Jensen’s inequality, we find
log
∣∣f (z0)∣∣
2π∫
0
log
∣∣f (eiθ )∣∣ 1 − r2|1 − z0eiθ |2
dθ
2π
.
With the estimates
1 − r
1 + r 
1 − r2
|1 − z0eiθ |2 
1 + r
1 − r ,
we use the lower bound for θ ∈N and the upper bound for θ ∈ P to obtain
log
∣∣f (z0)∣∣ 1 − r1 + r
∫
log
∣∣f (eiθ )∣∣ dθ
2π
+ 1 + r
1 − r
∫
log
∣∣f (eiθ )∣∣ dθ
2π
. (13)N P
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∫
P
log
∣∣f (eiθ )∣∣ dθ
2π
 1
5
2π∫
0
∣∣f (eiθ )∣∣2 dθ
2π
= 1
5
.
Equation (13) and the assumptions regarding z0 now imply
logd  1 − r
1 + r
∫
N
log
∣∣f (eiθ )∣∣ dθ
2π
+ 1 + r
5(1 − r) .
From here, it directly follows that
log
[(
d
e
1+r
5(1−r)
) 1+r
1−r ]

2π∫
0
log
∣∣f (eiθ )∣∣ dθ
2π
. (14)
Hence, all that remains is to exponentiate both sides. 
Definition 11. For the sequel, we use
C(d, r) =
(
d
e
1+r
5(1−r)
) 1+r
1−r
. (15)
Remark 12. For any function f ∈ H2, concentration d at radius r trivially implies concentration
d at any radius ρ, r  ρ < 1. The following corollary of Theorem 10 shows that for outer
functions it is possible to estimate the concentration at smaller radii.
Corollary 13. Let F ∈ H2 be an outer function with concentration d at radius r , 0 < r < 1. Then
at each radius ρ, 0 < ρ  r , F has concentration at least(
C(d, r)
5√e
) 1+ρ
1−ρ
 dρ(F ).
Proof. Without loss of generality, assume ‖F‖ = 1. Lemma 1.7 in [3] shows that if for some ,
|F(0)| , then for any ρ, 0 < ρ  r ,
inf
0θ2π
∣∣F (ρeiθ )∣∣ ( √
e
) 1+ρ
1−ρ
.
Since for outer functions, |F(0)| = M(f ), we can use  = C(d, r) in this setting. The desired
conclusion follows from evaluating the normalized integral around the circle {|z| = ρ}. 
4. Applications to counting zeros
The main goal now is to apply Theorem 10 to problems involving the distribution of the zeros
of f (z) in the unit disk.
Remark 14. In the classical Hp theory, one only knows that if
0 |z1| |z2| |z3| |z4| · · ·
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(1 − |zj |) < ∞. We will apply Theorem 10 to obtain a bound on this sum in terms of the
concentration at a radius r .
Lemma 15. Let f ∈ H2 with f = 0 and suppose 0 < r < 1. Then for any λ, 0 < λ 1, we have
dr(f ) dr(fλ),
where fλ is defined as in (3).
Proof. For f (z) =∑∞j=0 aj zj we have fλ(z) =∑∞j=0 ajλj zj , and we need to analyze the map-
ping
λ →
∑∞
j=0 |aj |2λ2j r2j∑∞
j=0 |aj |2λ2j
, 0 < λ 1.
Since
∑∞
j=0 |aj |2 converges, this mapping is clearly continuous on the interval (0,1]; therefore,
it suffices to prove that this function is decreasing on (0,1). Also, we may differentiate term-
by-term freely on (0,1). In this case, the sign of the derivative is determined by the following
expression:
∞∑
j=1
[
j∑
m=0
(4m − 2j)r2m|am|2|aj−m|2
]
λ2j−1. (16)
Fix j ∈ N, the natural numbers. We define τ = j/2	 where ·	 represents the greatest integer
function. We observe that
j∑
m=0
(4m − 2j)r2m|am|2|aj−m|2
=
τ∑
m=0
(4m − 2j)r2m|am|2|aj−m|2 +
j∑
m=τ+1
(4m − 2j)r2m|am|2|aj−m|2.
Note that if j is even then the term for m = τ is actually 0. Because of this, by a change of index
for the last summation, we can write
j∑
m=0
(4m − 2j)r2m|am|2|aj−m|2
=
τ∑
m=0
(4m − 2j)r2m|am|2|aj−m|2 +
τ∑
m=0
(2j − 4m)r2(j−m)|aj−m|2|am|2
=
τ∑
m=0
(4m − 2j)(r2m − r2(j−m))|am|2|aj−m|2.
Since 0m τ  j/2 and 0 < r < 1, each term of the sum is negative. Thus, the sum (16) is
negative on 0 < λ < 1. From here the desired conclusion follows immediately. 
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function. Let f ∈ H2 with the zeros of f enumerated as in Remark 14. We let
kr = max
{
j : |zj | r
} (17)
with the convention that kr = 0 if the set is empty.
Proposition 17. Let f ∈ H2 with concentration d at radius r , 0 < r < 1. Suppose the zeros of f
in the unit disk are enumerated as in Remark 14, and let kr be as in Definition 16. Then, with
C(d, r) as in (15),
rkr
∏
j>kr
|zj | dC(d, r). (18)
Proof. Note that by Lemma 15, the function fr(z) has concentration d at radius r . First, suppose
f (0) = 0. As noted in [5], the Mahler measure of this function can be expressed as
M(fr) = rkr
∏
j>kr
|zj |
∣∣S(0)∣∣∣∣F(0)∣∣.
From here, note that |S(0)|  1 while |F(0)|  ‖F‖ = ‖f ‖. Combined with Theorem 10, this
implies
‖fr‖C(d, r) rkr
∏
j>kr
|zj |‖f ‖.
By the concentration condition, ‖fr‖ d‖f ‖ and in this case (18) follows immediately.
Now suppose that f (0) = 0. Then there exists k0 ∈ N such that f (z) = zk0g(z) where g ∈ H2
with g(0) = 0. Furthermore, ‖g‖ = ‖f ‖, and dr(f ) = rk0dr(g). Now, if we use kr and k∗r to
denote the indices from Definition 16 for f and g respectively, it follows that kr = k0 + k∗r .
Applying the preceding argument to g yields
rk
∗
r
∏
j>kr
|zj | dr(g)C
(
dr(g), r
)
.
From this inequality we obtain the following estimates:
rkr
∏
j>kr
|zj | = rk0 · rk∗r
∏
j>kr
|zj | rk0dr(g)C
(
dr(g), r
)
 dr(f )C
(
dr(g), r
)
.
Since for any fixed r , 0 < r < 1, the function d → C(d, r) is increasing, we see that in this case
also, the zeros of f satisfy the conclusion. 
Proposition 17 provides the central component for the proof of our main theorem which we
now state.
Theorem 18. Let f ∈ H2 with concentration d at radius r , 0 < r < 1. Suppose the zeros of f in
the unit disk are enumerated as in (14). Then, the following holds where C(d, r) is given by (15):∑(
1 − |zj |
)
 log(d C(d, r))
log(r)
− log(dC(d, r)). (19)
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rkr  dC(d, r), (20)∏
j>kr
|zj | dC(d, r). (21)
Since for each j , 0 |zj | < 1, solving (20) for kr implies
kr∑
j=1
(
1 − |zj |
)
 kr 
log(dC(d, r))
log(r)
. (22)
As for the remaining zeros, the classic inequality 1 − x − log(x) and (21) imply∑
j>kr
(
1 − |zj |
)
− log(dC(d, r)).
At this point, (19) follows immediately. 
5. Certain Blaschke products
Consider f (z) = zn − an, where 0 < |a| < 1 and n is a positive integer. In this case, the
Beurling factorization has S(z) ≡ 1 and appears as
f (z) =
(
zn − an
1 − anzn
)(
1 − anzn).
For these functions, one can explicitly compute the following:
dr(f ) =
√
r2n + |a|2n
1 + |a|2n , (23)
dr(B) =
√
|a|2n − 2r2n|a|2n + r2n
1 − r2n|a|2n . (24)
Proposition 8 leads one to expect that the ratio of dr(B)/dr(f ) should tend to 0 as r → 1−.
However, for these particular functions the behavior is far different.
Proposition 19. (n = 1) Let f (z) = z − a, where 0 < |a| < 1 so that the Blaschke factor has the
form B(z) = z−a1−az . Then for all r , 0 < r < 1,
dr(B)
dr(f )
 0.975.
Proof. Without loss of generality, we can assume that a is real with 0 < a < 1. Consider the
following function of two real variables:
ϕ(r, a) =
(
dr(B)
dr(f )
)2
= (1 + a
2)(a2 − 2r2a2 + r2)
(r2 + a2)(1 − r2a2)
with domain (0,1) × (0,1), the open unit square.
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ϕr(r, a) = −2r(1 + a
2)a2(2a2 − 2r2a2 − a4 − r4 + 2r4a2)
(1 − r2a2)2(r2 + a2)2 , (25)
ϕa(r, a) = 2a(r
2 − 1)(r4 + 2r4a4 − 2r2a2 − a4)
(1 − r2a2)2(r2 + a2)2 . (26)
For (r, a) ∈ (0,1) × (0,1), we observe that the location of any extrema must satisfy the system
2a2 − 2r2a2 − a4 − r4 + 2r4a2 = 0, (27)
r4 + 2r4a4 − 2r2a2 − a4 = 0. (28)
Upon adding the equations we have
2a2 − 4r2a2 − 2a4 + 2r4a2 + 2r4a4 = 0.
Using Maple, we find the factorization:
2a2
(
r2 − 1)(r2 + r2a2 − 1 + a2)= 0.
This implies that the system
2a2 − 2r2a2 − a4 − r4 + 2r4a2 = 0, (29)
r2 + r2a2 − 1 + a2 = 0 (30)
has the same solutions in our region as the system given by (27) and (28). From here, using (30)
to solve for a2 in terms of r , and then substituting into (29) implies that
3r8 + 2r4 − 1 = 0.
Now we can obtain a unique critical point at (r0, a0) where
r0 = 4
√
1/3 and a0 =
√
6
3 + √3 . (31)
One can now verify that the standard test for extrema in functions of two variables indicates
that we have a minimum value on (0,1) × (0,1) at (r0, a0). The desired result follows from
evaluating ϕ(r0, a0). 
Corollary 20. (n > 1) Suppose n is a positive integer. Let fn(z) = zn − an, where 0 < |a| < 1 so
that the Blaschke factor has the form Bn(z) = zn−an1−anzn . Then for all r , 0 < r < 1,
dr(Bn)
dr(fn)
 0.975.
Proof. In this case, we have a strikingly similar expression,
ϕn(r, a) =
(
dr(Bn)
dr(fn)
)2
= (1 + a
2n)(a2n − 2r2na2 + r2n)
(r2n + a2n)(1 − r2na2n) .
In fact, ϕn(r, a) = ϕ(rn, an). Therefore, the minimum occurs at ( n√r0, n√a0 ) where r0 and a0 are
as in (31). Furthermore, the minimum has the same value. 
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regards Theorem 18. Our success in bounding the number of zeros via the Mahler measure pro-
vides much more detailed information about their distribution than the classical theory. In order
to gain the maximum benefit from this work, our future efforts will seek a refined version of
Theorem 18 for Blaschke products. These results combined with a better understanding of the
relative concentration of Blaschke factors will produce an even sharper version of Theorem 18
for all f ∈ H2.
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