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Abstract—Imitation learning has proven to be useful for
many real-world problems, but approaches such as behavioral
cloning suffer from data mismatch and compounding error
issues. One attempt to address these limitations is the DAGGER
algorithm, which uses the state distribution induced by the
novice to sample corrective actions from the expert. Such
sampling schemes, however, require the expert to provide action
labels without being fully in control of the system. This can
decrease safety and, when using humans as experts, is likely
to degrade the quality of the collected labels due to perceived
actuator lag. In this work, we propose HG-DAGGER, a variant
of DAGGER that is more suitable for interactive imitation
learning from human experts in real-world systems. In addition
to training a novice policy, HG-DAGGER also learns a safety
threshold for a model-uncertainty-based risk metric that can
be used to predict the performance of the fully trained novice
in different regions of the state space. We evaluate our method
on both a simulated and real-world autonomous driving task,
and demonstrate improved performance over both DAGGER
and behavioral cloning.
I. INTRODUCTION
Imitation learning is often posed as a supervised learning
problem. Data is gathered from an expert policy and is
used to train a novice policy [1], [2]. While this approach,
known as behavioral cloning, can be an effective way to
learn policies in scenarios where there is sufficiently broad
data coverage, in practice it often suffers from data mismatch
and compounding errors [3].
Online sampling frameworks such as the DAGGER algo-
rithm have been proposed to address the drawbacks inherent
in naive behavioral cloning [3]. DAGGER trains a sequence
of novice policies using corrective action labels provided by
the expert at states sampled by a mixture of the expert and the
novice policies. At each time-step in a data-gathering rollout,
a gating function determines which of the two policies’
choice of action will actually be executed on the combined
system; in the case of DAGGER, this gating function amounts
to a weighted coin toss that executes the expert’s choice of
action with some probability β ∈ [0, 1] and the novice’s
choice of action with probability 1− β.
By allowing the novice to influence the sampling distribu-
tion used to acquire expert action labels (a practice known
as “Robot-Centric” (RC) sampling), DAGGER trains a more
robust policy that is capable of handling perturbations from
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Fig. 1: Control loop for HG-DAGGER
the nominal trajectories of the expert [4]. While DAGGER
has many appealing properties, including theoretical perfor-
mance guarantees, its use of RC sampling can compromise
training-time safety because it involves performing data-
gathering rollouts under the partial or complete control of an
incompletely trained novice. Furthermore, the shared control
scheme can alter the behavior of human experts, degrading
the quality of the sampled action labels and potentially even
destabilizing the combined system.
The central problem with RC sampling methods is that
they may not provide the human expert with sufficient
control authority during the sampling process [4]. Humans
rely on feedback from the system under control to perform
optimally; however, many RC sampling based methods (for
example, DAGGER with β = 0) provide the human expert
with no feedback signal at all, since the human’s choice of
action is never actually executed.
RC sampling methods that do allow the expert to influence
the sampling process, such as DAGGER with nonzero β,
switch control authority back and forth between the novice
and the expert during training, which can degrade the feed-
back signal to the user and cause a perceived actuator lag.
Humans tend to be sensitive to small changes in execution,
like time delay [5], [6]. These issues can drive the human
expert to adapt and change their behaviors over time [7].
In imitation learning, this can degrade learning stability and
may ultimately cause the novice to learn behaviors that are
significantly different from the unbiased expert behavior [6].
Furthermore, even for two policies that are individually
stable, there may exist some switching procedures that
destabilize the combined system [8]. For example, in the
aeronautical domain, pilot-induced oscillations can arise
from a series of (over) corrections from a pilot attempting
to stabilize an aircraft [9]. When shared control systems
directly affect the pilot’s inputs, they are often aware that
their authority over the control of the system is reduced.
This awareness often leads to a greater response (or an
overcorrection) from the pilot, in turn causing conflicting
efforts from the control system and the human [10].
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In the case of the DAGGER algorithm, tuning the β
parameter schedule may mitigate these issues. A larger β-
value that is reduced more slowly over training epochs
will provide greater control authority to the human expert,
which should allow for the collection of higher-quality
action labels and improved safety during training, since the
potentially unsafe novice has a lesser degree of control.
However, increasing β too much will likely degrade test-
time performance, particularly in the extreme case of β = 1,
where DAGGER reduces to behavioral cloning and is subject
to compounding error issues. It is therefore not clear how or
if a good choice of β for an arbitrary imitation learning task
can be made a priori, and tuning β on a physical system is
likely to be challenging due both to the expense of collecting
samples from real-world systems and due to β’s effect on
training-time safety [6]. Furthermore, it is not necessarily
clear that there exists a β that provides a satisfactory trade-
off between learning performance and training-time safety.
Recent prior work using human experts has not fully
addressed these issues, and has focused instead primarily
on reducing the work load of the expert by minimizing the
number of times the expert is queried [11]–[13]. Instead of
querying at every time step, the expert only gives corrective
actions when there is a significant discrepancy between the
anticipated behaviors of the novice and the expert. These
approaches effectively reduce the number of demonstrations
and expert queries required while preserving strong theoret-
ical guarantees on performance and often improving safety.
In this work, we consider a probabilistic extension of
DAGGER called ENSEMBLEDAGGER. This method takes a
Bayesian approach to determine whether it is safe for the
novice to act by approximating risk with familiarity [14].
To do this, the novice is represented as an ensemble of
neural networks; such ensembles can efficiently approximate
Gaussian processes, which scale poorly with the amount of
training data. Using the mean and variance of the policy’s
actions, the confidence of the novice can be assessed and
used to determine whether or not the expert should intervene.
In short, this method aims to maximize the novice’s share
of actions during data-gathering rollouts, while constraining
the probability of failure in a model-free manner. However,
identifying measures of risk and appropriate thresholds on
the variance remains an open problem in both model-free
and model-based communities [14]–[16].
We expand upon the concepts proposed by ENSEM-
BLEDAGGER and develop a methodology for learning from
humans in scenarios where running a novice policy in
parallel with a human policy is not intuitive for the user.
We present the following contributions:
1) We propose Human-Gated DAGGER (HG-DAGGER), a
DAGGER-variant designed for more effective imitation
learning from human experts.
2) We propose a data-driven approach for learning a
safety threshold for our accompanying risk metric and
show that the metric produced is meaningful.
3) We demonstrate the efficacy of our method on an
autonomous driving task, showing improved sample ef-
ficiency, greater training stability, and more human-like
behavior relative to DAGGER and behavioral cloning.
This paper is organized as follows. Section II presents
the methodology for our proposed framework, HG-DAGGER.
The experimental setup for collecting human data and train-
ing novice policies is presented in Section III. The perfor-
mance of the resulting policies is analyzed in Section IV.
Section V discusses our findings and outlines future work.
II. METHODS
We are motivated by the assumption that higher quality
action labels can be acquired when the human expert is
given stretches of uninterrupted control authority. Other
methods hand off control stochastically at each time-step, or
require that the human expert retroactively provide corrective
action labels to states visited by the novice. Instead, we
allow the human expert to take control when they deem it
necessary and to maintain exclusive control authority until
they manually hand control back to the novice policy.
Using nomenclature borrowed from the hierarchical RL
literature, we refer to this human supervisor as a gating
function, which decides whether the expert or novice “sub-
policy” should be in control at a given moment. For this
reason, we call our algorithm Human-Gated DAGGER (HG-
DAGGER). Fig. 1 illustrates this control scheme.
Like other DAGGER variants, HG-DAGGER trains a se-
quence of novice policies on a training data set D, which is
iteratively augmented with additional expert labels collected
during repeated data-gathering rollouts of a combined expert-
novice system. Unlike other DAGGER variants, however,
the gating function employed by HG-DAGGER is controlled
directly by the expert. In HG-DAGGER, the novice policy
is rolled out until the expert observes that the novice has
entered an unsafe region of the state space. The expert takes
control and guides the system back to a safe and stable region
of the state space. Expert action labels are only collected and
added to D during these recovery trajectories, during which
the human expert has uninterrupted control of the system.
Once in a safe region, control is returned to the novice.
We refer to the set of “safe” states (as judged by the human
expert) as the permitted set xt ∈ P and formalize the human-
controlled gating function accordingly as g(xt) = 1[xt 6∈ P]
Given a human expert piH and the current instantiation of the
novice piNi , we can then express the HG-DAGGER rollout
policy for the ith training epoch, pii, as:
pii(xt) = g(xt)piH(xt) + (1− g(xt))piNi(ot) (1)
where ot is the observation received by the novice at the
current state xt, generated by the observation function O(·).
A human expert has access to many channels of information
that are unavailable to the novice policy; we acknowledge
this by explicitly denoting that the expert has access to the
full state, xt, but that the novice only has access to an obser-
vation, ot = O(xt). Letting ξi represent the concatenation
of all rollouts performed with pii, we can represent the data
collected in the ith training epoch as
Di = {(O(xt), piH(xt)) | g(xt) = 1, xt ∈ ξi} (2)
At the end of epoch i, Di is added to the training data set
D and the next novice policy is trained on the aggregated
data. The dataset is initialized with a set of samples DBC
gathered using behavioral cloning.
In theory, the data collected with HG-DAGGER is used to
teach the novice to stabilize itself about the nominal expert
trajectories demonstrated by the expert during the initial
behavioral cloning step. Since both behavioral cloning and
HG-DAGGER collect data from the human expert only while
it has uninterrupted control, we can expect to acquire high-
quality action labels both along nominal expert trajectories
and along recovery trajectories using this method.
At training time, HG-DAGGER relies on the human expert
to ensure safety by intervening in dangerous situations.1 At
test time, the policy trained with these additional demon-
strations is allowed to act without any human intervention.
Meanwhile, HG-DAGGER also learns a risk metric derived
from the novice policy’s “doubt” that can be used to under-
stand and assess the performance of the final trained policy.
We use a risk approximation method inspired by [14] and
represent the novice as an ensemble of neural networks. The
covariance matrix, Ct, of the ensemble’s outputs given input
ot contains useful measures of policy confidence. We use the
`2-norm of the main diagonal of Ct as the doubt, dN (ot).
dN (ot) = ‖diag(Ct)‖2 (3)
Following the assumption that a neural network ensemble
approximates a Gaussian process [17], we expect that doubt
will be high in regions of the state space that are poorly
represented in the data set. The novice is expected to perform
poorly in these regions both because they are inadequately
sampled and because they are likely to be more intrinsically
risky, as the expert is likely to bias sampling away from more
intrinsically risky regions when possible. ENSEMBLEDAG-
GER uses this risk heuristic to improve training-time safety
by designing a gating function that only permits the novice
to act when its doubt falls below some threshold, but the
authors do not provide a means of selecting that threshold.
Rather than attempting to select a “safe” threshold value
for doubt a priori, we instead learn a threshold, τ , from
human data. We record the novice’s doubt at the point of
human intervention in a doubt intervention logfile, I. We
compute τ as the mean of the final 25% of the entries in I:
τ =
1
len(I)/4
N∑
i=b.75Nc
(I[i]) (4)
We chose this to balance learning τ from a larger number
of human interventions and learning τ from only the most
relevant human interventions. The most relevant interven-
tions are those made during rollouts of novice policies trained
on more data. These rollouts are made with a policy which
more closely resemble the fully trained policy.
The current work uses this threshold to evaluate and under-
stand the fully-trained policy’s performance, but we propose
1As a result, HG-DAGGER is not suitable for application in those real-
world domains where the human expert cannot quickly identify and react
to unsafe situations.
Algorithm 1 HG-DAGGER
1: procedure HG-DAGGER(piH , piN1 ,DBC)
2: D ← DBC
3: I ← []
4: for epoch i = 1 : K
5: for rollout j = 1 :M
6: for timestep t ∈ T of rollout j
7: if expert has control
8: record expert labels into Dj
9: if expert is taking control
10: record doubt into Ij
11: D ← D ∪Dj
12: append Ij to I
13: train piNi+1 on D
14: τ ← f(I)
15: return piNK+1 , τ
in future work to use this risk metric at test time to determine
when control of the system should be returned from the
trained policy to a safer, more conservative controller. See
Algorithm 1 for a summary of the HG-DAGGER algorithm.
The approach most similar to ours is the Confidence-Based
Autonomy algorithm proposed in [18]. Like HG-DAGGER,
this algorithm allows the expert to provide corrective demon-
strations to the novice whenever the expert deems it nec-
essary. However, the method also allows the novice to
request demonstrations from the expert when a measure of
its confidence falls below some threshold, allowing for a
switching behavior similar to that seen in DAGGER, which
we have argued is problematic in the human-in-the-loop
setting. Our approach also differs from [18] in that we use
an ensemble of neural network learners instead of Gaussian
mixture models. This distinction is significant because having
a sufficiently expressive learner is important if we are to
adequately mimic expert behavior on complex tasks [4], [19].
Another important difference between the two works is that
HG-DAGGER learns the doubt threshold from the expert (via
training-time interventions) rather than calculating it in an
ad-hoc manner (i.e. by setting it as three times the average
nearest neighbor distance in the dataset).
III. EXPERIMENTAL SETUP
We apply our method to a complex, real-world task:
learning autonomous driving policies from human drivers.
Early autonomous driving researchers in the 1980s applied
behavioral cloning to the lane keeping task [20]. More re-
cently, end-to-end learning approaches have made use of both
behavioral cloning and DAGGER frameworks [21], [22]. This
work specifically targets human-in-the-loop learning, which,
as previously discussed, is typically a difficult problem.
In this section, we present the experimental setup used
to collect data and train our policy both in simulation and
on a physical test vehicle. We compare the performance of
HG-DAGGER to that of DAGGER and behavioral cloning.
A. Experimental Task
The driving task involves an ego vehicle moving along a
two-lane, single direction roadway populated with stationary
cars. The ego vehicle must weave between the cars safely,
without leaving the road. We perform this experiment both
in simulation and on a real automobile.
In training, the obstacle cars are initialized on the roadway
at 30 meter intervals. The spacing of the obstacles is random-
ized by ± 5 meters and the lane that the obstacle appears in
(left or right) is randomized as well. The dimensions of the
vehicles are 4 m×1.5 m, and each lane is 3 m across.
The novice policy receives an observation of the ego
vehicle’s state consisting of distance from the median y,
orientation θ, speed s, distances to each edge of the current
lane (ll, lr), and distances to the nearest leading obstacle in
each lane (dl, dr). The policy then issues steering angle and
speed commands to the ego vehicle.
Performance is evaluated primarily on road departure and
collision rates. A road departure is when the center of mass
of the ego vehicle leaves the road while under control of the
novice policy. Rates were calculated on a per meter basis.
1) Training: For both the simulated and real-world exper-
iments, we first trained a policy using behavioral cloning on
10,000 action labels collected from the expert. This policy
was employed as an initialization for the three methods
tested.2 Each method then refined that initial policy over
an additional five training epochs, each of which involved
the accumulation of an additional 2,000 expert labels.3 For
DAGGER, we initialized the β parameter at 0.85 and decayed
it by a factor of 0.85 at the end of each training epoch.
2) Vehicle Experiments: We trained and tested policies
with each method using an MG-GS vehicle provided by
SAIC as the ego vehicle, and simulated vehicles as the
stationary obstacles. The MG-GS vehicle was equipped with
LiDAR and high-fidelity localization. A two-lane road with
static obstacle cars was simulated for testing. A safety driver
monitored the vehicle at all times during testing and training,
while another human driver who could see the simulated
obstacles and road used an auxiliary steering wheel and pedal
set to send control inputs to the system. For HG-DAGGER
data collection, the expert could retake control of the system
by turning the steering wheel and could revert control to the
novice by pressing a button. The vehicle and testing setup
are shown in Figure 2.
3) Simulation: We trained additional policies in simula-
tion in order to perform various evaluations that would be
prohibitively time-consuming or dangerous to perform on a
physical car. Ego vehicle dynamics were approximated using
a bicycle model with parameters such as distance from center
2A behavioral cloning initialization was used because both DAGGER and
HG-DAGGER rely on the novice to shape the sampling distribution used to
acquire action labels from the expert. The state distribution induced by a
completely untrained novice policy places density on regions of the state
space that will not be visited once the task is learned.
3Except for the final HG-DAGGER training epoch, which incorporated
fewer expert labels due to the novice policy’s ability to successfully avoid
the unsafe regions of the state space without human intervention.
Fig. 2: Test vehicle (L) and expert driver interface (R).
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Fig. 3: Mean road departure rate per meter over training epochs.
Error bars represent standard deviation.
of gravity to axles determined by the physical test vehicle.4
IV. RESULTS
Our results demonstrate that novice policies trained with
HG-DAGGER outperform novice policies trained with DAG-
GER and behavioral cloning in terms of sample efficiency,
training stability, and similarity to human behavior in our
driving task. Additionally, our results demonstrate the sig-
nificance of the doubt threshold learned by our method.
A. Simulation: Learning Performance
We evaluate the effectiveness of each of the three methods
as a function of the number of expert labels on which each
novice policy was trained. The same eight randomly selected
obstacle configurations and initializations were used for the
evaluation of each policy. Learning curves from these tests
are displayed in Figure 3 and Figure 4. The x-axis in each
chart shows the number of expert labels on which each
intermediate novice policy is trained.
HG-DAGGER demonstrates faster and more stable learn-
ing than DAGGER and behavioral cloning as measured by
road departure rate and collision rate. All rates are per
meter. One interesting feature of the learning curves for
DAGGER is the instability demonstrated in later epochs.
As the parameter β is decayed over training epochs, the
novice policy is given control a larger percentage of the time.
We hypothesize that in this situation, perceived actuator lag
begins to affect the labels provided by the human expert.
The observed instabilities may be a result of a concomitant
deterioration in the quality of collected expert action labels.
4Simulations were implemented using AutomotiveDrivingModels.jl
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Fig. 4: Mean collision rate per meter over training epochs. Error
bars represent standard deviation.
TABLE I: Mean collision and road departure rates per meter, and
mean road departure duration in seconds, for rollouts initialized
within or outside the permissible set.
Initialization Collision Rate Road DepartureRate
Departure
Duration
Pˆ 0.607× 10−3 0.607× 10−3 1.630
Pˆ ′ 7.533× 10−3 12.092× 10−3 3.740
B. Simulation: Safety and Risk Evaluation
We evaluated the adequacy of novice doubt as a risk metric
as well as the significance of the learned doubt threshold τ by
examining the novice’s performance when initialized inside
and outside of the estimated permissible set Pˆ . The set Pˆ is
an approximation to the true permitted set P derived using
the doubt approximation of risk and the learned threshold τ :
Pˆ = {xt | dN (O(xt)) ≤ τ} (5)
where dN (ot) is the novice’s doubt given observation oT .
The complement of Pˆ , the estimated unsafe set, is Pˆ ′.
To perform this experiment, we defined a set S of conser-
vative initializations. Given the ego vehicle’s pose (x, y, θ),
its speed s, and the distance to the nearest leading obstacle
in each lane (dl, dr), we define S as:
S = {(x, y, θ, s) |y ∈ [−6, 6] meters, (6a)
θ ∈ [−15, 15] degrees, (6b)
s ∈ [4, 5] m/s, (6c)
max(dl, dr) < 8 meters} (6d)
One group of initializations was sampled uniformly from
Pˆ ∩ S and and another group from Pˆ ′ ∩ S. Using these
set intersections rather than sampling uniformly over the
permissible set and its complement ensures that the states
sampled from Pˆ ′ are not unrealistically dangerous states,
which would be unlikely to be encountered in a real rollout.
Additionally, sampling from this set shows that our method is
capable of distinguishing between similar regions of the state
space on the basis of the novice policy’s estimated risk within
those regions. Performance was evaluated using collision rate
and road departure rate.
From the results in Table I, we see that the novice policy
performed significantly better when initialized inside of Pˆ:
the mean collision rate was 12 times lower and the mean
road departure rate was 20 times lower than when initialized
outside of Pˆ . Furthermore, the average duration of those
road departures that did occur when the novice had been
initialized inside of Pˆ was less than half of the average
duration of the road departures that occurred when the novice
had been initialized outside of the permitted set.
These results highlight the utility of novice doubt as a
model-free risk approximator. Furthermore, they show that
HG-DAGGER learns a doubt threshold τ that can be used
to distinguish similar states that are nonetheless distinct in
terms of their riskiness.
C. Test Vehicle: Driving Performance
Policies trained on the test vehicle were evaluated on a
fixed set of five random obstacle configurations in the same
manner as were the policies trained in simulation. Quanti-
tative results from these tests can be seen in Table II. The
novice trained with HG-DAGGER had the fewest collisions
and road departures of the three methods. Furthermore, the
steering angle distribution induced by the HG-DAGGER pol-
icy was 21.1% closer to the human driving data, as measured
by Bhattacharyya distance [23], than was the distribution
induced by DAGGER, indicating more human-like behavior.
However, the limited amount of on-vehicle test data limits
the statistical significance of these results, and they should
be interpreted primarily as a heuristic that our method could
be a good candidate for further real-world evaluation.
The test trajectories themselves are visualized in Fig. 5.5
The HG-DAGGER novice’s trajectories appear qualitatively
superior to those of DAGGER and behavioral cloning, as
the HG-DAGGER policy maintains a safer distance from
the edge of the road than the DAGGER policy and does not
deviate from the roadway, like the behavioral cloning policy.
Behavioral Cloning
DAGGER
HG-DAGGER
25 50 75 100 125 150 175 200
Distance [meters]
Human
Fig. 5: Trajectory plots of on-vehicle test data.
5Discontinuities in Fig. 5 represent points where testing had to be halted
due to pedestrians or other vehicles entering the test area.
TABLE II: Summary of on-vehicle test data. Totals are for the first 5,000 samples collected.
# Collisions Collisions Rate # Road Departures Road Departure Rate Bhattacharyya Metric
Behavioral Cloning 1 0.973× 10−3 6 5.837× 10−3 0.1173
DAGGER 1 1.020× 10−3 1 1.020× 10−3 0.1057
Human-Gated DAGGER 0 0.0 0 0.0 0.0834
D. Test Vehicle: Safety and Risk Evaluation
A good doubt threshold τ should be low enough to exclude
dangerous regions from the estimated permitted set Pˆ , also
high enough so that it does not exclude safe regions from Pˆ .
Therefore, to complement the results described in Section IV-
B, and to further validate the utility of the doubt metric
and the associated threshold τ learned by HG-DAGGER, we
examined the correspondence between Pˆ and free space, and
between Pˆ ′ and occupied space. Occupied space in this case
corresponds to all points off of the road as well as on-road
points that fall within any of the obstacle vehicles.6
We evaluate this correspondence by discretizing the
workspace and using binary classification performance met-
rics on a pixelwise basis. Individual pixels were assigned to
Pˆ or Pˆ ′ by sampling novice doubt along constant curvature
trajectories and then performing linear interpolation.
Figure 6 is a visualization of three risk maps generated
by this process, for a single obstacle configuration, and
for the doubt threshold learned by the algorithm (center),
compared to two other thresholds. Figure 6 demonstrates
how the learned value of τ is meaningful: the map generated
with τ provides a good approximate characterization of the
riskiness of different parts of the workspace. Increasing
τ by a relatively small constant factor, however, causes
dangerous regions to be inaccurately characterized as safe,
while decreasing τ creates the opposite problem of an overly-
conservative characterization of risk.
Figure 7 demonstrates that these results are not limited to
the single obstacle configuration seen in Figure 6. The chart
shows various performance metrics for the pixel-wise free
space vs. occupied space classification task as functions of
the doubt threshold used. Each choice of threshold was eval-
uated on 40 randomly generated obstacle configurations. The
chart shows that the threshold learned from HG-DAGGER is
near-optimal for all performance metrics examined.
V. CONLCUSION
While interactive imitation learning algorithms like
DAGGER address some of the limitations of behavioral
cloning, it is not straightforward to apply such methods to the
task of learning from human experts. By limiting the control
authority of the human expert, these methods can degrade
the quality of collected action labels and can compromise
the safety of the combined expert-novice system.
In response to these challenges, we have presented HG-
DAGGER, a DAGGER-variant that enables more effective
learning in the human-in-the-loop context. HG-DAGGER
learns both a novice policy and a safety threshold for a
6We note that free space and occupied space are only an approximation
of safe and dangerous regions, since there exist points in free space that
still fall within the region of inevitable collision.
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Fig. 6: Risk maps generated for a policy trained on the test vehicle.
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Fig. 7: Performance on the pixelwise free vs. occupied space
classification task as a function of the doubt threshold used.
doubt metric that can be used to estimate risk in different
regions of the state space at test-time. We demonstrated the
efficacy of our method and of the learned risk threshold in
simulated and real-world autonomous driving experiments,
showing improved sample efficiency and increased training
stability relative to DAGGER and behavioral cloning.
Future work will involve the use of doubt-based risk
metrics as inputs to an automated gating mechanism to
switch between sub-policies in a hierarchical controller. We
also plan to investigate more sophisticated ways of estimating
model uncertainty and linking it with execution risk.
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