Forty-six samples of Chinese spirits, whose bouquets were determined by sensory evaluations, and 17 compounds characteristic of the flavors determined by gas chromatography/gas chromatography-mass spectrometry (GC/GC-MS), were subjected to neural network analysis and their corresponding factor scores developed. To make the bouquet recognition more efficient, an improved artificial back-propagation neural network (BPNN) was applied. In each kind of data, the BPNN was trained repeatedly until the error rate was less than the predetermined threshold error; then the trained network was applied to the test set that was not involved in the training process to establish the validity of the network, and a correct prediction rate of 100% was obtained. The BPNN provided a correlation between the data offered from sensory evaluations and the data of chemical compositions determined by instrumental analysis. The BPNN approach is feasible regardless of whether the crude data or the factor scores are used; however, recognition results were better with the latter than with the former. In a comparison of all the results obtained by BPNN, cluster analysis, and discriminant analysis, the method of artificial neural network analysis appeared to be the optimal technique for recognizing the bouquet of Chinese spirits.
C hinese spirits are not only the characteristic products of China, but also possess a long history of culture use as well. Because of their unique brewing processes and distinctive flavors, the bouquets are diversified. Until now, the accepted classification is of 5 sorts: nongxiang, jiangxiang, qingxiang, mixiang, and others (1) .
In the early days of flavor or bouquet research, sensory evaluation played a dominant role; however, because human judgment is influenced by a variety of factors such as environment, time, procedure, workload, and mentality, those results were inherently subjective. For a more objective evaluation and more believable results, modern techniques of instrumental analysis were introduced to correlate sensory properties and chemical compositions (Figure 1; 2) .
As instrumental analysis has advanced, more flavor compounds have been identified, and mathematical tools are required to process the data obtained. Because of the intrinsic multidimensionality of flavor, the method of multivariate analysis is becoming more popular and has been successfully applied to the research of wines (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) . However, research of this type using Chinese spirits is still in its infancy (10) . We studied the flavors of nongxiang, jiangxiang, and qingxiang.
Experimental
The different compositions of Chinese spirits make it impractical to determine all of their components when we recognize bouquets. Therefore, we studied only 17 compounds characteristic of the bouquets, i.e., ethyl acetate, ethyl hexanoate, ethyl lactate, ethyl butyrate, ethyl formate, ethyl valerate, ethyl octanoate, methanol, isoamylol, isobutanol, 1-propanol, butanol, 1-hexanol, sec-butyl alcohol, 2,3-butylene-glycol, $-phenethyl alcohol, and ethyl heptanoate (14) .
Two kinds of data were used in the neural network analysis. The first consisted of raw data from 46 samples whose bouquets were obtained by sensory evaluation and the 17 compounds determined by gas chromatography/gas chromatography-mass spectrometry (GC/GC-MS; 14). The second consists of data from factor scores obtained by factor analysis. Each factor score corresponds to each sample in the crude data.
Because artificial neural network analysis is a supervised pattern recognition, its validity must be tested by samples not involved in the training process; therefore, the 2 kinds of data were divided into 2 sets. In each kind of data, the one with 34 samples was used to train the back-propagation neural network (BPNN; the training set) and the other with 12 samples was used to establish the validity of the BPNN (the test set). structure and function; nevertheless, a neural network built with a wide connection of such neurons has great power. It can "learn" with training samples; moreover, it can extrapolate its "knowledge" to new situations in problems of classification, modeling, mapping, and association of type. Therefore, neural networks are particularly popular in such fields as flavor analysis, intelligent robotics, enterprise management, market analysis, decision-making, and optimization, where many factors (or conditions) are considered simultaneously or where there is imprecise or intangible information, or both.
For the purpose of this research, an improved BPNN with only one hidden layer was trained to recognize bouquets (Fig-1580 CHEN ure 2). In the BPNN, each neuron is connected to all the neurons of both the preceding layer and the next layer. It takes the summation function of the preceding neuron's output as its own input, and gives the nonlinear function (the activation function) of its own input as output. In the learning stage, the process is classified into 2 steps: forward-propagation, which finishes the information processing layer by layer and outputs the value of each neuron; and back-propagation where the output is compared with the expected value, the error is determined, and the weight is adjusted again and again to minimize the error. During the computational process, the 2 steps are repeated until all the predetermined conditions are met ( Figure 3 ).
Compared with the traditional BPNN, the improved BPNN has 2 main advantages. First, the network is less sensitive to the local details of error surface by means of the method of momentum, and thus can be effectively kept from falling into a local minimum. Second, by using a self-adapting algorithm, the learning rate is adjusted continuously, so that the learning speed is increased, the learning time is shortened, and the efficiency and validity of the network are all improved.
Construction of the BPNN (15-18)
The design of the BPNN takes into account the following main factors:
(1) Theoretically, the number of input and output neurons are both determined by the problem to be studied. Three is prescribed as the number of neurons in the output layer because only 3 kinds of spirits were studied, and the vectors (1, 0, 0), (0, 1, 0), (0, 0, 1) are used to represent the bouquets of jiangxiang, nongxiang, and qingxiang, respectively. Because the dimensions of the crude data and the data of factor scores are completely different, the BPNN applied to these data must have different neuron numbers in the input layer. Thus, when crude data are used, there are 17 neurons in the input layer and when the factor scores are applied, 5 is selected as the input number.
The number of hidden layers and their neurons determines the quality of the artificial neural network. Usually, as the number of hidden layers increases, the classified districts become more complex. The greater the number of neurons in hidden layers, the longer the time required for learning and the poorer the performance of the network for samples that are not involved in the training process. Therefore, the number of hidden layers and their neurons cannot increase indefinitely. Generally, the network with 2 hidden layers is sufficient to describe any complicated category and the network with one hidden layer can solve many complex problems. To solve the problems in this research, a network with only one hidden layer was needed. Hence, this BPNN has only one hidden layer. There are no particularly practical rules to determine the most optimal number for its neurons, which are determined by experiment.
(2) To keep the output of the network from being restricted to a narrow range, the linear purelin neurons are applied in the last layer.
(3) The predetermined threshold error influences not only the output of the training, but also the results of the prediction. Accordingly, 0.005 was selected as the threshold error after a comprehensive consideration. (4) The learning rate also affects the convergence of the function. If it is too small, the rate of convergence is too low. If it is too great, there may be an overcorrection and the function could oscillate or even diverge. Hence, 0.02 was selected as the learning rate after the pros and cons were weighed.
Results and Discussion
Because each network is trained by the training set, the identification results of the samples in the training set are omitted here. However, the validity of the network can be confirmed by the samples in the test set; therefore, these results are listed, analyzed, and discussed.
Use of Crude Data To Recognize Bouquet
The BPNN with 38 neurons in the hidden layer has the best recognition ability when crude data are used. This network (17 × 38 × 3 BPNN) was trained with the training set. The training required 39 176 epochs to reduce the error to <0.005 (0.00499973). The network was then applied to the test set. Table 1 shows that the results are not theoretical outputs (0 or 1), but approach 0 or 1. We believe the reasons for such phenomena are as follows:
(1) To realize any nonlinear mapping between input and output, we selected the sigmoid function as the activation function in the BPNN. Only when the weight is infinite will the output be 0 or 1; however, it is impractical, so the output of BPNN, in general, is not 0 or 1.
(2) The neurons in the last layer are the purelin linear neurons and they make the output of the BPNN not just 0 or 1, but continuous.
(3) In the process of computing, errors occur and they all adversely affect the results.
To better interpret the results we transformed the obtained values into theoretical vectors using fuzzy knowledge (if the value is <0.3, it is recorded as 0; if the value is >0.6, it is recorded as 1). The fuzzy recognition results listed in Table 2 show that all the samples in the test set are classified correctly; thus, the network as constructed is practical and has good adaptability. However, after careful examination of the values in Table 1 , we found that identification of the third sample is a little ambiguous. Because there is not a great quantitative difference between the third sample's first and second values, it is possible that the spirit is jiangxiang.
The factors that may lead to the ambiguous classification of the third sample are as follows:
(1) The factors result from crude data. Because all the bouquets are determined by sensory evaluation, the results depend heavily on human judgment, which is subject to great variability. If there are abnormal values in the original data, they can adversely affect the results.
(2) Because all of the recognition capacity is based on the results of training, the identification effects are closely related to the training set. If the test set data are on the edge of the data range, that is, formed by the training set or totally outside the range, the results may be undesirable.
(3) Although many components may contribute to the bouquet of Chinese spirits, data from our research represent only esters and alcohols. Therefore, the lack of diversity in the kinds of analyzed variables, besides the small number of the samples (only 34 samples in the training set) can adversely affect the results. (4) The adverse influence of errors results from computations and transmissions.
Factor Scores Used To Recognize Bouquet
To simplify the data process, we lowered the dimensions of the crude data set by means of factor analysis (19) . To discover an effective way to lessen the network's calculation and establish the validity of the factors substracted, we used factor scores corresponding to each sample (19, 20) to train and test the network. Experiments show that when the number of neurons in the hidden layer is 7, 6, or 4, the network model is acceptable. When these numbers are applied to factor scores, their recognition results of the samples in the test set are as follows:
Seven neurons in the hidden layer.-When the number of the neurons in the hidden layer is 7 (5 × 7 × 3 BPNN), 16 906 epochs of training were required to reduce the error to <0.005 (0.00499966). The recognition results of the samples in the test set are listed in Table 3 and the fuzzy recognition results are listed in Table 4 . Tables 3 and 4 show that each sample was classified correctly and the results are acceptable. This means that it is possible to recognize bouquets with a network trained by factor scores.
Six neurons in the hidden layer.-When the number of the neurons in the hidden layer is 6 (5 × 6 × 3 BPNN), 56 216 epochs of training were required to reduce the error to <0.005 (0.00499997). The recognition results of the samples in the test set are listed in Table 5 , and the fuzzy recognition results are listed in Table 6 . Tables 5 and 6 also show that a correct prediction rate of 100% is obtained and all the results are acceptable.
Four neurons in the hidden layer.-When the number of the neurons in the hidden layer is 4 (5 × 4 × 3 BPNN), 34 635 epochs of training were required to reduce the error to <0.005 (0.00499973). The recognition results of the samples in the test set are listed in Table 7 , and the fuzzy recognition results are listed in Table 8 . Tables 7 and 8 show that no sample was classified incorrectly. According to all these results, we can conclude that it is feasible that the bouquets of spirits can be recognized with the network trained by factor scores.
Comparing all the results obtained from factor scores, we can see that although the recognition performances of the 3 network models are all good (each has a correct prediction rate of 100%), each network has its own advantages. The network with 7 neurons in the hidden layer (5 × 7 × 3 BPNN) possesses the highest analytical rate (with 16 906 epochs), the training time is greatly reduced, and the efficiency is greatly improved; the network with 4 neurons in the hidden layer (5 × 4 × 3 BPNN) and the network with 6 neurons in the hidden layer (5 × 6 × 3 BPNN) have better recognition results; however, the applicability of the 5 × 6 × 3 BPNN is limited because its long training time (56 316 epochs) is much greater than any other network model. We believe the network with 4 neurons in the hidden layer is the most practical network model. It not only had good recognition results, but its training time was short (only longer than 5 × 7 × 3 BPNN). Thus, when these network models are applied to practical problems, the most optimal network model should be decided according to the requirements of the problem. If time is the main factor to be considered, the 5 × 7 × 3 BPNN is optimal; if time and recognition rate are important, the 5 × 4 × 3 BPNN is best.
A comparison of the recognition results gained by using the crude data with those obtained by using factor scores showed that the latter results are better. Because only 5 factors are obtained by factor analysis, the dimension of the input data is greatly reduced; thus, the number of neurons in the input layer is reduced to 5. Correspondingly, the neurons in the hidden layer are reduced, the workload of the network is lightened, and the errors resulting from computations or transmissions or both are lowered. Consequently, the performance of the network is improved and yields more desirable recognition results.
Because the factors describe nearly all the crude information, the omitted information actually has little influence on recognition results. Moreover, with the reduced input neurons, the structure of the model is greatly simplified, the applicability of the network is greatly improved, and better results are obtained.
Conclusions
The bouquets of the Chinese spirits can be identified by using artificial neural network models. Neural network factor scores can also be used to recognize bouquets, and it is possible to obtain better recognition results with these data than with crude data. These results, the results of cluster analysis (21) , and the results of discriminant analysis (20) all contribute to the conclusion that sensory evaluation results can be related to the chemical compositions of Chinese spirits that are determined by instrumental analysis. Comparing the results of the 3 methods, we conclude that the method of neural network analysis is the optimal technique for bouquet recognition. 
