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概 要 
  アルゴリズムトレードは機械学習の領域において研究が盛んなトピックの 1 つである. 特に強化
学習は合理的な報酬を使うことで行動規則を直接学習できることから, 金融取引戦略への応用が
盛んである. しかし, 従来の金融取引戦略への応用は複数銘柄の状態の表現と柔軟な行動空間
の設計の困難さから, 一銘柄の金融商品に対する限られた売買行動しかできなかった. さらに, ア
ルゴリズムトレードに跨る課題として多分なノイズを含む金融市場の価格変動から取引戦略に有効
な特徴を抽出することの難しさや, 市場基盤の内在的な変革により過去の価格データで学習した
モデルが未知の価格データでうまく機能しないといった課題があげられる. そこで, 本研究では
DNN による生の価格データからの有効な特徴抽出とオンライン型強化学習による未知の価格デ
ータへの適応, 加えて複数銘柄に跨る投資資産の柔軟な管理を実現した従来のオンライン型深
層強化学習の手法に, 長期的な依存関係を捉えられる DNN のレイヤーアーキテクチャである
Casual dilated convolution layer を応用することで従来手法の性能の向上を目指す. 評価実験の
結果, オンライン型深層強化学習を金融商品のポートフォリオ管理手法に応用した従来手法に対
して, 提案手法の性能は上回らなかったが, 1×5Convolution が本手法の畳み込み層に最適なフ
ィルターサイズであることがわかった. 
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第1章	 はじめに 
  機械学習を用いて金融取引を自動化する研究はホットトピックの一つである. 特に機械学習の
一種である強化学習は合理的な報酬を使うことで行動規則を直接学習できることから, 金融取引
戦略への応用が盛んである. しかし, 機械学習を金融取引に応用する上でいくつか大きな課題が
知られている.  
 まず, 金融の状態の特徴を獲得することの困難さである. 金融価格の時系列データは大量のノイ
ズと跳躍を含む大変不安定な時系列データである. データのノイズや不安定さを緩和し, かつ金
融の状態を要約する目的で, 例えば移動平均線や統計値などの手製の金融指標が知られている. 
また, テクニカル分析のための理想的な金融指標の模索は数理ファイナンスの領域でこれまで広
く研究されてきた.[1] しかしながら,テクニカル分析において常に有効でかつ一般化された指標は
見つかっていない. 例えば, 移動平均線はトレンドを掴むには十分であるが, 市場がミーン・リバー
ジョンの動きをしている時には重大な損失に苦しむ可能性がある. では,事前に定義した手製の特
徴ではなく,よりロバストな特徴を生のデータから直接獲得することはできないだろうか. 
 また, 金融市場の揮発性も課題の 1 つである. 教師あり学習が市場予測やアルゴリズムトレード
において失敗する要因の 1 つは金融市場の揮発性によるものである.金融市場の揮発性は, 短期
間のノイズによるものだけでなく, 経済成長や技術発展, 人口分布の変化などの市場基盤の内在
的な変革によってももたらされる. そのため, 過去のデータを訓練データとして, たとえ訓練データ
上ではいくら精度の良いモデルを構築できたとしても, 未来の金融市場では機能しないのである. 
したがって, 実用的な売買システムを実現するためには未知の市場に素早くモデルを適応できる
ことが極めて重要である.  
  そのため, オンライン型の強化学習を用いることで, 長期的な売買行動におけるリターンの最大
化と未知の市場への適応を目指す研究がこれまで多くされてきた.[2][3][4] 金融取引戦略への強
化学習の応用に関する従来の研究では Q 学習や回帰型強化学習などの強化学習の手法が使わ
れることが多いが, それらの手法は離散的な行動空間しか扱えないため, 柔軟な売買行動を可能
とさせるには行動選択の種類が著しく増えてしまい学習が安定しないという課題がある.また, 実践
的な金融取引戦略においては複数の銘柄を同時に扱い, 資産を複数銘柄に分散させることで, リ
スク管理をすることが主流である. 
  そこで, 本研究では, 金融の状態の特徴抽出の困難さに対して, 近年, 画像や音声の認識タス
クにおいて, それまで手製で行われた特徴エンジニアリングを内包し, かつ従来手法より高い成果
を上げているディープニューラルネット(DNN)を使用する.また, 金融市場の揮発性の課題にはオ
ンライン型強化学習を用いる. そして, 従来の金融取引戦略へのオンライン型強化学習の応用に
おける課題だった売買行動の制約とリスク管理の課題に対して, 広大で連続的な行動空間を扱え
る強化学習の 1 手法である deterministic policy gradient を使用する. 
  具体的には，ディープニューラルネット(DNN)を, 強化学習の価値関数や方策関数の近似器に
応用した深層強化学習を用いて, 複数銘柄の金融価格の並列的な時系列の生データから有用な
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特徴表現の抽出とそれによる複数銘柄に跨る柔軟なポートフォリオ管理戦略を獲得することを目指
す．DNN としては，連続な行動空間を扱えるオンライン型の深層強化学習の１手法であるオンライ
ン型 deep deterministic policy gradient を用いることで未知の市場への適応と, 複数銘柄への柔軟
な資産の分配を実現し, 実運用に耐えうる実践的な売買行動の実現を試みる.本研究の貢献は，
既存研究における複数銘柄の並列的な時系列の入力をより上手に認識できる DNN のアーキテク
チャの設計にある.    
本稿は以下の構成をとる.	まず,	第２章で深層学習について述べ,	第３章で強化学習に
ついて述べ,それらの理論をもとに第４章で深層強化学習について述べる.	第 5 章で関連研
究について述べる.	第 6 章で提案手法について説明する.	そして,	第 7 章で実験・評価を
行い,	第 8 章でまとめる.	
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第2章	 深層学習 
2.1 概要 
本章では, 本研究で提案する手法の基礎となる深層学習[5]の理論を単層ニューラルネットワー
ク, 多層ニューラルネットワーク, 畳み込みニューラルネットワークの順で解説する. 
2.2 単層ニューラルネットワーク(パーセプトロン) 
ニューラルネットワークの研究は 1957 年に Rosenblatt[6]によって発表されたパーセプトロンから
始まる. パーセプトロンはニューラルネットワークのアルゴリズムの中で最も単純な作りをしたモデル
であり, ２つのクラスを線形識別できるモデルである. パーセプトロンはデータを受け取る入力層と
予測結果を出力する出力層の２層で構成されている. 入力シグナル𝑥 = 𝑥#, 𝑥%, … 𝑥', … 𝑥( , 入力
シグナルに対する各重み𝑤 = 𝑤#, 𝑤%, …𝑤', …𝑤( 、活性化関数としてステップ関数𝑓を用いて出
力ベクトル𝑦は式 2.2.1 で表される. 
 
𝑓 𝑎 = +1, 𝑎 ≥ 0−1,									𝑎 < 0 
𝑦 𝑥 = 𝑓 𝑤6𝑥  2.2.1  
つまり、特徴ベクトルのそれぞれの要素と重さの積の総和を求め, その総和をステップ関数で活性
化したものが, パーセプトロンによる予測結果となる。学習では, この予測結果と正解データを比較
して誤差を伝播させる. ここで, 正解データを𝑡で表すと, この𝑡は式 2.2.2 で表される. 
 𝑡 ∈ −1,1  2.2.2  
各ラベルデータがクラス𝐶#に属する場合は𝑡 = 1,クラス𝐶%に属する場合は𝑡 = −1である.さらに, 入
力データが正しく分類されているときは式 2.2.3 の不等式が成り立つ. 
 𝑤6𝑥(𝑡( > 0 2.2.3  
よって誤差関数を式 2.2.4 のように表すことができる. 
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 𝐸 𝑤 = − 𝑤6𝑥(𝑡((∈>  2.2.4  
この誤差関数を最小化するためにアルゴリズムのステップ数を𝑘, 学習率を𝜂として式 2.2.5 の更新
式を用いる. 
 𝑤 BC# = 𝑤B − 𝜂∇𝐸 𝑤  2.2.5  
これを勾配降下法という. 
2.3 多層ニューラルネットワーク（多層パーセプトロン） 
 単層ニューラルネットワークは線形分離不可能である. そこで非線形の問題にも対応できるよう
に入力層と出力層の間に中間層(隠れ層)と呼ばれる層を加える改良を施したニューラルネットワー
クが, 多層ニューラルネットワークである. 以下の図 2.3.1 に示す. 
 
 
図 2.3.1 多層ニューラルネットワークの概要図 
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隠れ層を飛び越えて入力層と出力層が直結することなく, フィードフォワード型のネットワーク構造
となっている. そのため、隠れ層の活性化関数をℎ, 出力の活性化関数を𝑔とすると𝑦Bは式 2.2.6
で表される計算で求まる.  
 𝑦B = 𝑔 𝑤BH% 𝑧H + 𝑏B%>HK# = 𝑔 𝑤BH% ℎ 𝑤H'# 𝑥' +
L
'K# 𝑏H# + 𝑏B%
>
HK#  2.2.6  
また, 誤差関数は式 2.2.7 で表される. 
 𝐸 𝑤, 𝑏 = − ln 𝐿 𝑤, 𝑏 = − 𝑡(B ln 𝑦(BQBK#
R
(K#  2.2.7  
多層ニューラルネットワークでは以上の誤差関数をバックプロパゲーション(誤差逆伝播法)という手
法により出力層から入力層の方向に誤差を伝播させ, 各ノードの重みに対する勾配を算出し, 勾
配降下方によって重みを更新することで学習させていく. 
2.4 畳み込みニューラルネットワーク 
ディープニューラルネットワークとは多層ニューラルネットワークの中間層の数をさらに増やした
ニューラルネットワークを指す. 理論上ニューラルネットワークの層の数を増やしていくことでノード
の数が増えるため, 非線形関数近似器としての表現力が増すが, 実際はバックプロパゲーション
によって出力層から入力層の方向に出力誤差が伝播していく過程で誤差が徐々に消えていってし
まうため学習がうまく進まない. この問題を勾配消失問題という. そこで, 教師ありのディープニュ
ーラルネットワークでは勾配消失問題を回避し, 学習をうまく進める手法やアーキテクチャが考案さ
れている. それのうちの一つが畳み込みニューラルネットワーク(Convolutional Neural Network)[7]
である.  
畳み込みニューラルネットワークは画像データのような空間的相関性を持つ入力データに対し
て, その相関性を維持した状態学習させることで近年, 画像認識[8], 音声認識[9], 言語認識[10]
などの幅広い領域で高い成果を出しているディープニューラルネットワークの１手法である.畳み込
みニューラルネットワークでは畳み込み層やプーリング層を通じて２次元(またはより高次元)の入力
データから特徴を抽出し, 一般的な多層ニューラルネットワークに特徴を伝える. 畳み込みニュー
ラルネットワークは, 人間の視覚野の仕組みを参考に提案された手法である.  
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2.4.1  畳み込み層 
畳み込み層は画像などの入力データに対していくルカのフィルターを適用することで特徴を抽
出する層である. この特徴抽出に用いられるフィルターのことをカーネルと呼び, カーネルによって
畳み込まれたが層から得られる複数の特徴を特徴マップと呼ぶ. 畳み込みの操作を図 2.4.1.1 を
元に説明する.  
 
 
図 2.4.1.1 畳み込み層の畳み込み演算の概要図 
 
画像サイズが𝑀×𝑁、カーネルのサイズが𝑚×𝑛とすると, 𝑘番目のカーネルに対応する畳み込みは
式 2.4.1.1 で表すことができる. 
 𝑧'HB = 𝑤XYB 𝑥 'CX) HCY)([#YK\
][#
XK\  2.4.1.1  
ここで, 𝑤はカーネルによる重み, すなわちモデルのパラメータである. 畳み込みが終わると, 畳み
込み値は全て活性化関数により活性化される. 
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2.4.2  プーリング層 
  ここでは最もよく使われているマックスプーリングを例に説明する. 活性化関数の出力を𝑎'HB とした時, マックスプーリングの式は式 2.4.2.1 で表される. 
 𝑦'HB = max 𝑎(bc'CX) bdHCY)B  2.4.2.1  
ここで, 𝑙#, 𝑙%はマックスプーリングのフィルターのサイズであり, 𝑠 ∈ 0, 𝑙# , 𝑡 ∈ 0, 𝑙% である. 
2.4.3  まとめ 
  以上の説明から分かる通り, 畳み込みニューラルネットワークは単純な全結合のニューラル
ネットワークに比べて疎な結合のニューラルネットワークとなっている. ニューラルネットワーク
の層を深くしていくと起こる勾配消失の原因の一つは密な結合のためだと考えられている. そ
れは密な結合の場合, 誤差が逆伝播される際に誤差が細かく分配されてしまうためである. 
そのため, 畳み込みニューラルネットワークは敢えて疎な結合にすることによって隠れ層をい
くつも持つような層の深い設計になっても勾配消失を起こさずに学習が進むようになっている
のである. しかし, 疎な結合の場合, モデルのパラメータ数が減り, 非線形近似器としての表
現力が制限される. そこで, 畳み込みニューラルネットワークにおいては畳み込み層やプーリ
ング層といった設計を採用することで, 画像などの空間的相関性のある入力データに対して
その相関性を考慮した学習を実現し, 少ないパラメータであっても画像認識などのタスクにお
いては高い認識能力を実現している. 近年では Dropout[11]や Batch Normalization[12]とい
った汎化性能を向上させる手法と組み合わせることも多い.  
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第3章	 強化学習 
3.1 概要 
本章では, 本研究で提案する手法の基礎となる深層学習の理論を単層ニューラルネットワーク, 
多層ニューラルネットワーク, 畳み込みニューラルネットワークの順で解説する. 
強化学習[13][14]とは試行錯誤しながら行動を最適化する理論的枠組みである。強化学習問題
とは対象について不完全な知識しかなく, また, 対象への働きかけによって観測できることが変わ
ってくる場合に, 最適な働きかけ方の系列を発見するような問題である. 最も典型的なケースは, 
自律的に動く主体が周囲に働きかける場合であるので, 強化学習では, 行動する主体をエージェ
ントとよび, 働きかけられる対象を環境と呼ぶ. エージェントが環境に行う働きかけを行動と呼ぶ. 
エージェントはいろいろな行動をとることができるがどの行動をとるかによってその後に何が起きる
かが変わってくる. エージェントが行動することで, 変化する環境の要素を状態と呼ぶ. 強化学習
では, 未知の環境で発生するいろいろな統一的に比較する指標として報酬とよばれるスカラー値
で行動の結果の良さを表す. 強化学習問題とは置かれた環境のなかで行動の選択を通して得ら
れる報酬の総和を最大化する問題である. 強化学習では多くの場合, 行動の結果や与えられる報
酬は確率的に変化するものとして与えられるため, 一連の行動を最初に決定しておくよりも, 行動
の結果を観測してから次の行動を決める方が, より良い行動を選択できる。そこで, エージェントの
行動決定の方策を観測の結果を入力として, 行動を出力する関数の形で表す。強化学習ではあり
うる数多くの方策のなかから最適な方策, すなわち, 最も多くの報酬をもたらす方策を選択すること
が目的となる. 
 
3.2 マルコフ決定過程 
マルコフ決定過程は状態空間𝑆, 行動空間𝐴(𝑠), 初期状態分布𝑃\, 状態遷移確率𝑃 𝑠j 𝑠, 𝑎 及
び報酬関数 𝑟 𝑠, 𝑎, 𝑠j という要素によって記述される確率過程である. 時間ステップ𝑡における、状
態𝑆Y行動𝐴Y次ステップの状態𝑆YC#に依存して定まる報酬を表す確率変数を𝑅YC# ∈ ℝとする. まず
環境は, 初期時刻における状態を確率的に決定し, これをエージェントに引き渡すこととなる. この
確率分布は初期状態分布とよばれ, 初期状態の存在確率を表す分布である. 時間ステップ 0 に
おける状態𝑆\は初期状態確率分布𝑃\によって式 3.2.1 のように書ける. 
 𝑆\~𝑃\ 𝑠  3.2.1  
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 マルコフ決定過程のモデルにおいて次の状態は現在の状態と行動によって確率的に決定される. 
その確率はエージェントが状態𝑠において行動𝑎を決定した時状態が状態𝑠jに遷移する確率として𝑃 𝑠j 𝑠, 𝑎 で与えられる. 例えばt + 1ステップ目における状態𝑆YC#は𝑡ステップ目の状態𝑆Yとその状
態で選ばれた行動を𝐴Yとした時, 式 3.2.2 によって定まることとなる. 
 𝑆YC#~	𝑃 𝑠j 𝑆Y, 𝐴Y  3.2.2  
このような直前の状態のみで遷移確率が決まる性質をマルコフ性とよぶ. 環境は現在の状態と行
動及び次の状態に応じて報酬を決定する. 報酬は式 3.2.3 の報酬関数によって定まる.  
 𝑅YC# = 𝑟 𝑆Y, 𝐴Y, 𝑆YC#  3.2.3  
なお, この報酬関数は設計者が定める関数である. 
行動はエージェントの方策に基づいて決定される. 方策を表す記号は𝜋である. ある状態におい
て, 常に同じ行動が決定される方策のことを決定論的方策と呼ぶ. 一方, ある状態において, 行
動が確率的に決定される方策のことを確率論的方策と呼ぶ. 確率論的方策𝜋の元で, ある状態𝑠
における, ある行動𝑎が選択される確率を式 3.2.4 のように表す. 
 𝜋 𝑎 𝑠  3.2.4  
以上の説明をブロック崩しのゲームの例を添えて図 3.2.1 にまとめる. 
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図 3.2.1 強化学習の概要図 
3.3 価値 
強化学習において報酬は, その行動の即時的な良さを示す指標であるが, 行動決定において
は後からくる報酬を考慮する必要がある. 強化学習では, ある期間で得られた累積の報酬を収益
とよび, いくつかの種類がある. 最も単純な収益はある区間を決めて報酬を足し合わせたものであ
る. すなわち区間の長さを𝑇とした時の時間ステップ𝑡における収益𝐺Yを式 3.3.1 のように定義する. 
 𝐺Y = 𝑅YC#Cs6[#sK\  3.3.1  
上記で単純に𝑇 → ∞とすると発散してしまうため, より長期的な区間では平均を用いて式 3.3.2 の
ように定義する. 
 𝐺Y = lim6→w 1𝑇 𝑅YC#Cs6[#sK\  3.3.2  
 
 強化学習の問題で最も一般的に用いられる収益が割引報酬和といい, 式 3.3.3 で表される. 
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 𝐺Y = 𝛾s𝑅YC#CswsK\ 																0 < 𝛾 < 1 3.3.3  
 割引報酬和は未来の不確実な報酬を割り引く形で表現する収益である. 区間の開始時点での
状態に依存して, 相互作用の内容が確率的に決定されるために, 収益も確率的に変動する値に
なってしまうということである. そこで, 状態を条件として収益の期待値を取り, これを状態価値また
は単に価値と呼ぶことにし, 良い方策を定義する際の指標とする. 
 状態価値はある状態から方策𝜋に従って行動を決定して行った時に得られる収益の期待値であ
る. すなわち, 式 3.3.4 である. 
 𝑉z 𝑠 = 𝔼z 𝐺YC# 𝑆Y = 𝑠  3.3.4  
最も良い方策を最適方策𝜋∗と呼び, 最適方策は式 3.3.5 を与える. 
 ∀𝑠 ∈ 𝑆 𝑉∗ 𝑠 = 	𝑉z∗ 𝑠 = maxz 𝑉z 𝑠  3.3.5  
この関数𝑉∗ 𝑠 を最適状態価値関数と呼ぶ. なお, 𝜋∗が少なくとも一つ存在することが知られてい
る. 実際に行動決定を行うためには, 行動も条件に加えた方が便利な場合が多い. そこで, 式3.3.6 で与えられる𝑄z 𝑠, 𝑎 の値を状態𝑠及び行動𝑎の行動価値と呼び, 状態𝑠及び行動𝑎の関数
を行動価値関数と呼ぶことにする.  
 𝑄z 𝑠, 𝑎 = 𝔼 𝐺YC# 𝑆Y = 𝑠, 𝐴Y = 𝑎  3.3.6  
状態価値関数の場合と同様に最適行動価値関数を式 3.3.7 によって定める. 
 𝑄∗ 𝑠, 𝑎 = 	𝑄z∗ 𝑠, 𝑎 = maxz 𝑄z 𝑠, 𝑎  3.3.7  
 
3.4 Deterministic policy gradient 
Deterministic policy gradient[15]は 2014 年に Silver らによって提案された強化学習の手法の一
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つである. 強化学習の手法は大きく２種類に分けられる. 一つは方策を価値で記述して価値の推
定をすることで方策を間接的に求める価値反復法, もう一つは方策をモデル化して直接最適化す
る方策反復法である. Deterministic policy gradient は方策反復法の一種である. Deterministic 
policy gradient の特徴として連続的な行動空間を扱えることが挙げられる.  
Deterministic policy gradient では actor-critic という強化学習のアプローチを用いて方策を求め
る. 図 3.4.1 に actor-critic の概要図を示す.  
 
図 3.4.1 actor-critic 法の概要図 
 
ここで, actor はある状態に対して行動が確定的に決定される決定論的方策の関数であり, 式3.4.1 で表される.  
 𝜇 𝑠 𝜃  3.4.1  
また, 𝜃は方策関数𝜇のパラメータである. また, critic は式 3.4.2 で表される行動価値関数である.  
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 𝑄 𝑠, 𝑎 𝜃  3.4.2  
また, 𝜃は行動価値関数𝑄のパラメータである.  
方策𝜇は価値が最大化するように学習していけば良いので, タイムステップ𝑡とした時, 式 3.4.3 で
示される勾配を用いて𝜃を最適化させれば良い.  
 
∇𝐽 ≈ 𝔼 ∇𝑄 𝑠, 𝑎 𝜃 |XKX,K 𝑠 𝜃= 𝔼 ∇𝑄 𝑠, 𝑎 𝜃 |XKX,K X ∇𝜇 𝑠 𝜃 |XKX  3.4.3  
また, 行動価値𝑄に関しては行動価値に対して成り立つベルマン方程式から式 3.4.4 を誤差関数
として定義する. 
 
𝐿 𝜃 = 	𝔼 𝑄 𝑠, 𝑎 𝜃 − 𝑦Y %  
                          𝑤ℎ𝑒𝑟𝑒	𝑦Y = 𝑟 𝑠Y, 𝑎Y + 𝛾𝑄 𝑠YC#, 𝜇 𝑠YC# 𝜃  3.4.4  
この誤差関数を最小化するように学習していくことにより行動価値関数𝑄を最適化できる. 以上のよ
うに学習の過程で方策関数𝜇のパラメータ𝜃と行動価値関数𝑄のパラメータ𝜃を同時に最適化し
ていくことで, 最適方策関数𝜇∗を近似的に求める手法が deterministic policy gradient である.  
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第4章	 深層強化学習 
4.1 概要 
深層強化学習とは強化学習における価値関数や方策関数の関数近似器としてディープニュー
ラルネットワークを用いた手法である. 従来の強化学習においては価値関数や方策関数の関数近
似器として線形関数が用いられてきた. これは関数近似器として非線形関数を用いる場合, 学習
の収束性が理論上保証されていないためである.また, 従来の強化学習は人手による特徴設計が
必要であった . ところが , Mnih ら[16][17]が 2013 年に提案した強化学習の１手法である Q-
leaning[18]の関数近似器として畳み込みニューラルネットワークを用いた Deep Q-Network(DQN)
は, Atari ゲームのタスクにおいて, ゲーム画面を特徴設計なしで直接入力でき, かつ, 線形関数
を用いた特徴設計ありの従来の強化学習手法を大幅に上回る性能が確認された. また, Atari ゲー
ムの半分以上のタスクにおいて, 人間の平均を上回るスコアを叩き出した. 状態の特徴設計が要
らず, 直接ゲーム画面を入力でき, 報酬としてゲームのスコアを正規化して使うため, 全く同じ設計
で異なる Atari ゲームのタスクに機能する汎用性を実現したのも強化学習における大きな貢献であ
る. Deep Q-network は experience replay[19], neural fitted Q[20], 各行動パターンのための行動価
値関数を「中間層を共有する形で一体化させる」といった複数の工夫を施すことにより, 畳み込み
ニューラルネットワークのような非線形関数であっても学習を安定化させることに成功したのである. 
そして, 畳み込みニューラルネットワークの特徴設計なしで画像認識が可能である特徴と, ディー
プニューラルネットワークの非線形関数としての高い表現力によって, 特徴設計なしで精度の高い
関数近似が実現できたのである.  
本章では本研究の基礎となる, 深層強化学習の１手法である deep deterministic policy gradient
について, その理論を説明する.   
4.2 Deep deterministic policy gradient 
Deep deterministic policy gradient(DDPG)は 2015 年に Lillicrap[21]らによって提案された, 連続
な行動空間を扱える深層強化学習の１手法である. DDPG は第３章で説明した Deterministic policy 
gradient の方策関数及び価値関数の関数近似器として畳み込みニューラルネットワークを用いた
手法である. Deep Q-Network の成功を基に, Deterministic policy gradient の学習の安定性を向上
させる工夫が複数施されている.  
一つ目の工夫は Experience Replay[19]である. エージェントが環境を観測し, サンプルした状態
の系列データは互いに強い相関性もつ. 価値関数を近似する際には, この強い相関性を持つ入
力データに対して学習を行うと, 直近の入力データに引きずられたパラメータの更新が行われるた
め, 過去の入力データに対する推定が悪化し, 結果として収束性を悪化させてしまう. Experience 
15 
 
Replay はこのサンプルの偏りを抑制する手法である. 直近の過去の体験データ 𝑠Y, 𝑎Y, 𝑟Y, 𝑠YC# を
バッファリングし, バッファーした体験から一様乱数で体験をサンプリングし, 入力のデータに用い
るミニバッチデータとして使用する. これによって, 入力データの相関性を緩和するとともに, 同じ
体験データを繰り返し学習させることができるため, サンプルの利用効率も高めることができる.  
2 つ目の工夫はディープニューラルネットワークのパラメータの更新時の工夫である. 学習の過
程で, 方策関数𝜇と行動価値関数𝑄を最適化していく方向に各々の関数のパラメータを更新する. 
ここで,更新前の方策関数𝜇と行動価値関数𝑄のパラメータを各々𝜃, 𝜃とし, 更新後の方策関数𝜇
と行動価値関数𝑄のパラメータを各々𝜃 , 𝜃とした時, 式 4.2.1 に示される更新規則に基づいて
更新してく.  
 
𝜃 ← 𝜏𝜃 + 1 − 𝜏 	𝜃 𝜃 ← 𝜏𝜃 + 1 − 𝜏 	𝜃 𝜏 ≪ 1 4.2.1  
このように, パラメータの全体を更新するのではなく, 一部のパラメータを更新することにより学習の
方向性を安定させている.  
3 つ目の工夫は Batch Normalization[12]である. Batch Normalization はディープニューラルネッ
トワークに入力されるミニバッチデータ毎にデータの正則化処理を行う手法である . Batch 
Normalization はディープニューラルネットワークの入力層にデータを入力する前だけでなく, 各隠
れ層にデータが入力される前にその都度ミニバッチデータの正規化を行うのが一般的である. これ
によって汎化性能を高めることができる.  
4 つ目の工夫は方策関数にノイズを混ぜることで, 強化学習における探索の問題に対応してい
ることである. 強化学習問題全般に跨る問題として「探索と利用のトレードオフ」の問題がある. これ
は学習時の行動選択の際に現在の学習状況から, 最も良さような選択肢を選ぶ(これを「利用」と
呼ぶ. )と, 他の選択肢がどの程度良い結果をもたらすのかを知る(これを「探索」と呼ぶ. )ことができ
ないが, 一方で探索を増やせば, 学習した最良の行動とは異なる行動をとることが増えるため, 得
られる報酬が減ってしまう問題のことを指す. DDPG ではノイズ𝒩を用いて, 式 4.2.2 に示すように, 
方策関数にノイズを混ぜることで探索と利用のバランスをとっている.  
 𝜇j 𝑠Y = 𝜇 𝑠 𝜃 + 𝒩 4.2.2  
ノイズ𝒩の決定方法は Ornstein-Uhlenbeck プロセス[22]に基づいており, 結果として学習
アルゴリズムを変えることなく探索の効率性をあげている.  
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最後に DDPG の学習アルゴリズムを図 4.2.1 に示す. 
DDPG algorithm 
Randomly initialize critic network 𝑄 𝑠 𝜃  and actor 𝜇 𝑠 𝜃  with weights 𝜃 and 𝜃. 
Initialize target network 𝑄′ and 𝜇′ with weights 𝜃′ ← 𝜃, 𝜃′ ← 𝜃 
Initialize replay buffer 𝑅 
for episode = 1, M do 
  Initialize a random process 𝒩 for action exploration 
  Receive initial observation state 𝑠# 
  for t = 1, T do 
    Select action 𝑎Y = 𝜇 𝑠Y 𝜃 + 𝒩Y according to the current policy and exploration noise 
    Execute action 𝑎Y and observe reward 𝑟Y and observe new state 𝑠YC# 
    Store transaction 𝑠Y, 𝑎Y, 𝑟Y, 𝑠YC#	  in 𝑅 
    Sample a random minibatch of transactions 𝑠Y, 𝑎Y, 𝑟Y, 𝑠YC#	  from 𝑅 
    Set 𝑦Y = 𝑟 𝑠Y, 𝑎Y + 𝛾𝑄′ 𝑠YC#, 𝜇 𝑠 𝜃′ 𝜃′  
  Update critic by minimizing the loss: 
 𝐿 𝜃 = 	 #R 𝔼 𝑄 𝑠, 𝑎 𝜃 − 𝑦Y %  
   Update the actor policy using the sampled policy gradient: 
∇𝐽 ≈ 1𝑁 ∇𝑄 𝑠, 𝑎 𝜃 |XKX,K X ∇𝜇 𝑠 𝜃 |XKX'  
  Update the target networks: 
𝜃′ ← 𝜏𝜃 + 1 − 𝜏 	𝜃′ 𝜃′ ← 𝜏𝜃 + 1 − 𝜏 	𝜃′ 
  end for 
end for  
図 4.2.1 DDPG の学習アルゴリズム([21]の Algorithm 1 より引用) 
17 
 
第5章	 関連研究 
本章では, 金融取引戦略の最適化に深層強化学習を用いた手法についてまとめる. まず, 5.1
節では価値反復法による手法, 5.2 節では深層方策勾配法による手法について説明し, 5.3 節で関
連研究についてまとめる. 
5.1 価値反復法による手法 
5.1.1  福利型深層強化学習による手法[23] 
松井ら[23]は Q 学習を金融取引戦略に応用した複利型強化学習に Deep Q-Network によって
深層強化学習に拡張した複利型深層強化学習を提案した. 複利型深層強化学習では, 収益とし
て第 3 章で説明した式(5.1.1.1)で示される割引報酬和が使われてきた.  
 𝐺Y = 𝛾s𝑅YC#CswsK\ 																0 < 𝛾 < 1 5.1.1.1  
しかし, タスクの目的によっては最大化すべき収益が割引報酬和とは限らない. 金融取引にお
いては, 現在の保有資産に対する報酬の割合, すなわち, 利益率が重要である. 複利型深層強
化学習では利益率の複利効果を最大化するように学習させるため, 収益として複利利益率を用い
る.  複利利益率は利益率𝑅を用いて式(5.1.1.2)で表される. 
 𝐺Y = 1 + 𝑅BYBK# 	 5.1.1.2  
投資対象は日本国債であり, 行動選択は買い(ロングポジション)と信用売り(ショートポジション)の 2
種類の売買行動であり, どちらの行動選択においても保有資産を全て投資する. ニューラルネット
ワークの構成は, 入力層は相で相対終値を用い, 中間層が 20 ユニット, 出力層が 1 ユニットで全
体で 3 層の全結合ニューラルネットワークである.   
  松井らの論文では複数の銘柄を扱えないということと, 売買行動が 2 種類に制限されており, ポ
ジションを連続値で選択できないという課題がある.  
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5.2 深層方策勾配法による手法 
5.2.1  Deep Deterministic Policy Gradient による手法[24] 
Zhengyao ら[24]は行動空間が連続である Deep	deterministic	policy	gradient[21]を用
いることで,	複数の仮想通貨銘柄の最適なポートフォリオ管理の自動化手法を提案した.		
まず,	 強化学習における状態を指し,	 DNN の入力となるデータについて説明する.図
5.2.1.1 に示すように１ピリオド 30 分間隔でポートフォリオに含まれる各仮想通貨銘柄の
ビットコインに対する相対価格データの高値(high),	 低値(low),	 終値(close)を取得して
いく.	
	
図	5.2.1.1	[24]の手法の銘柄の価格データの取得方法	
続いて,	11 種類の各仮想通貨銘柄𝑣1~𝑣11に対して,	例えば,	銘柄𝑣1のピリオド𝑡におけ
る終値を𝑣1Y(bX)と表すとする.	この時直近のピリオドを𝑡とした時,	直近 50 ピリオドにつ
いて図 5.2.1.2 に示すような 2 次元のテーブルとして表す.		
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図	5.2.1.2	終値の２次元テーブル	
	
この時,	𝑣1Y(bX)は現在の価格であり,	この値で正規化したものと見ることができる.	
同様に,	 高値と低値についても図 5.2.1.3 と図 5.2.1.4 に示すような 2 次元テーブルと
して表す.		
	
図	5.2.1.3	高値の２次元テーブル	
	
図	5.2.1.4	高値の２次元テーブル	
	
これら 3 つの 2 次元テーブルを一つの入力データとする.		
続いて,	 [24]の手法の方策関数として用いられ畳み込みニューラルネットワークの図を
図 5.2.1.5 に示す.	この畳み込みニューラルネットワークでは, 入力データに対して 1×3 の畳み
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込みフィルターを 2 枚用いて畳み込みを行い, 2 枚の特徴マップを得た後, 列方向に対して 1 次元
の畳み込みを行う. 得られた特徴マップに現在のポートフォリオの資産の重み付けを含めて, 1×1
の畳み込みを行い, 得られた 11×1 の特徴マップに取引手数料を加えた 12 次元のベクトルをソフ
トマックス関数入力し, 現在のポートフォリオに対して次ステップ時に組むべき最適なポートフォリオ
を保有資産に対する各銘柄の割合として連続値のベクトルで出力される.  
 
図 5.2.1.5	Deep	Portfolio	Management の DNN の設計	
5.3 まとめ 
本節では, 5.1 節, 5.2 節で説明した関連研究を表 5.3.1 にまとめた. 松井ら[23]の手法は Q 学習
を複利効果を最大化する目的で改良した複利型深層 Q 学習は, 行動空間が離散値しか扱えない
ため, 売買行動の選択肢が非常に制限されている. そのため, 複数の銘柄に対して買いや売りを
どの程度入れるのかを自由に操作できる実際の売買からは程遠い運用となってしまう. 一方で, 
Zhengyao ら[24]の手法では複数銘柄を同時に管理でき, ポーロフフォリオを連続値で管理できる
ため, 実際の売買と同程度の柔軟な売買が可能となっている.  
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表 7.3.1 関連研究のまとめ 
 提案手法 利点 問題点 
松井ら[23] Deep Q-network を用
いた複利型強化学習 
l 複利効果を最大
化する報酬設計
をしているため
投資の目的に沿
った設計になっ
ている. 
l １銘柄しか扱え
ない. 
l 行 動 選 択 が 制
限されている. 
Zhengyao ら
[24] 
Deep Deterministic 
Policy Gradient による
ポートフォリオ管理 
l 複数銘柄を同時
に扱える. 
l 行動選択を連続
値で扱える. 
l DNN のアーキ
テクチャに改良
の余地がある. 
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第6章	 提案手法 
6.1 概要 
  本章では第 5 章で関連研究として挙げた[24]の手法において, 入力される並列的な複数の時
系列データを認識し, 最適な資産分配のポートフォリオを出力するためのより適したディープニュ
ーラルネットワークの設計を提案する. 提案手法の基礎となる, Casual dilated convolution という手
法を解説した後, それをどのように[24]の手法に応用したのかについて説明する.  
 
   6.2 Casual dilated convolution 
 Casual dilated convolution は 2015 年に Yu ら[25]によって提案された畳み込みニューラルネット
ワークにおける畳み込み層の一種である. 従来の畳み込みニューラルネットワークで用いられる畳
み込み層のフィルターの操作を図 6.1.2.1 に示す.  
 
図 6.1.2.1 3x3 のフィルター(dilation=1)による 12x12 の入力データに対する畳み込
み  
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図 6.1.2.1 では 3x3 の大きさのフィルターによって, 12x12 のデータを畳み込む操作を表している. 
従来の畳み込み層において図 6.1.2.1 のようにフィルターは隣り合った値を畳み込む. このように
隙間を入れることなく, 隣り合った値を畳み込む操作を dilation=1 の畳み込みという.  
しかし, Yu らは dilation が 2 以上の隙間の空いたフィルターによる畳み込みを提案し, 画像の領
域分割のタスクにおいて, 従来手法を精度の向上が確認された. dilation=2 の畳み込みについて, 
図 6.1.2.2 を用いて説明する.  
 
図 6.1.2.2 3x3 のフィルター(dilation=2)による 12x12 の入力データに対する畳み込み 
図 6.1.2.2 は dilation=2 では, フィルターの形を 1 つ飛ばしの値によって構成された隙間のある
畳み込みとなる. 同様に dilation=3 においては 2 つ飛ばしの値によって構成されたフィルターを用
いる.  
Casual dilated convolution は dilation が 2 以上の畳み込み層を指す言葉で, 近年ではテキスト
の内容を音声合成する手法[26]にも応用され, 効果が確認されている. Casual dilated convolution
は dilation=1 の従来の畳み込み層と比べて, 視覚受容野を拡張することで, より大域の背景を考
慮した認識を可能としている. 
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6.3 Casual dilated convolution の[24]への応用 
Casual dilated convolution を[24]の手法のディープニューラルネットワークへ応用すること
で, モデルの改善を目指す. 
図 5.2.2.1 に示されるように従来手法では, 入力データに対して第 1 層では 1×3 
convolution フィルターにより銘柄の価格に対して畳み込んでいた. 
提案手法では, 図 6.3.1 に示すように第 1 層における畳み込みに dilation=2 のフィルター
を用いる DNN の設計を提案する. 
 
図 6.3.1 提案手法の DNN の設計 
このようにすることによって金融商品の時系列の価格データのより長期的な相関関係を認識さ
せることで, 性能の向上を目指す.  
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第7章	 評価実験 
 
7.1 データセット 
[25] の 論 文 と 同 様 , ビ ッ ト コ イ ン (BTC) を 基 軸 と し た , 10 種 類 の 仮 想 通 貨 (ETH/BTC, 
LTC/BTC,XRP/BTC,USD/BTC,ETC/BTC,DASH/BTC,XMR/BTC,XEM/BTC,FCT/BTC,GNT/BT
C, ZEC/BTC)と US ドル(USD/BTC)の計 11 種類の金融商品をポートフォリオとして実験する. 仮想
通貨取引所の Poloniex1の API から取得した 11 種類の金融商品の過去の実際の価格をデータセ
ットとして用いる.  
7.2 実験方法 
実験では訓練期間を 2015 年 7 月 1 日から 2017 年 4 月 31 日までとし, テスト期間を 2017 年 5
月 1 日から 2017 年 7 月 1 日までとする. また, 30 分間を 1 ステップとしてステップ毎にポートフォリ
オを組み直し, 訓練では訓練期間のデータを用いて計 80000 ステップの学習をさせる. 評価指標
として次の式で表される fAPV を用いる. 
 𝑓𝐴𝑃𝑉 = 最終的な資産の総額
初期保有資産の総額
 7.2.1  
 
7.3 実験結果 
[25]の手法と提案手法を比較するため, [25]の手法に用いられた従来の畳み込み層(dilation=1)
を用いた手法と提案手法の畳み込み層(dilation=2)を用いた手法各々に対して, フィルターが 1×
2,1×3,1×4, 1×5, 1×6, 1×7, 1×8 それぞれの場合における実験をした. その結果を表 7.3.1 に
示す. 
 
 
 
                                                
1 Poloniex, https://poloniex.com/ (2017/12/27 アクセス) 
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表 7.3.1 [25]の手法と提案手法の実験結果の fAPV 値 
 [25]の手法(dilation=1) 提案手法(dilation=2) 
1×2 Convolution 33.09 23.61 
1×3 Convolution 43.39 22.79 
1×4 Convolution 44.09 19.03 
1×5 Convolution 48.51 44.99 
1×6 Convolution 36.15 30.09 
1×7 Convolution 27.38 28.57 
1×8 Convolution 29.41 24.49 
7.4 結果の考察 
本項では前項の実験結果の考察を行う. 表 7.3.1 より, 最も高い性能を示したのは, dilation=1
の[24]の手法と dilation=2 の提案手法において, どちらも 1×5 Convolution で畳み込むモデルで
あった. この結果から, フィルターサイズは大き過ぎても小さ過ぎても良い訳ではなく, モデルごと
に適切なフィルターサイズを選択することが重要であることがわかる. 従来手法と提案手法の実験
結果の全体で最も高い性能を示したのは[24]の手法において 1×5 Convolution の畳み込みを用
いたときであり, [24]の手法の論文内で用いられた 1×3 Convolution の畳み込みよりも高い性能が
得られた.  提案手法は[24]の手法を 1×7 Convolution の畳み込みの場合にのみ性能が上回り, 
それ以外のフィルターサイズでは上回らなかった. よって, [24]の手法においては Dilation=１の従
来の畳み込みが適していると考えられる. 1×2, 1×3, 1×4 のフィルターサイズの場合, 提案手法
は[24]の手法を大きく下回る結果であったが, 1×5, 1×6, 1×7, 1×8 のフィルターサイズにおいて
は提案手法と[24]の手法の性能の差が縮まっている . このことから , 本手法で Casual dilated 
convolution を小さいサイズのフィルターに用いると, 性能を大きく悪化させてしまうと考えられる. 
本研究では畳み込み層のフィルターを改変し, 実験を行なった. しかし, 入力データのサイズや銘
柄数, 銘柄の組み合わせを変えた時に結果にどのように影響するのかを実験を通して明らかにし
ていくことが今後の課題である . また , 本研究では畳み込み層においてフィルターのサイズと
dilation の値が同じ２つのフィルターを用いた. しかし, フィルターサイズや dilation の値が異なるフ
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ィルターを同じ畳み込み層で使用することで, フィルターごとに短期や長期の異なる期間の時系列
を認識し, 性能に貢献する可能性もある. さらに, 仮想通貨以外の株や法定通貨といった金融商
品に対しても機能するか検証していくことも今後の課題である. 
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第8章	 おわりに 
  本稿では, 金融取引戦略の自動化における課題であった金融市場の表現の難しさや市場の揮
発性, 制限された売買行動の課題に対して, 長期的な収益の最大化のために生の価格データを
入力とし, 複数銘柄の最適なポートフォリオを出力するオンライン型深層強化学習の手法を提案し
た. 既存手法[24]において方策関数として用いられていた畳み込みニューラルネットワークのアー
キテクチャを改善し, 時系列の価格データの長期的な背景の認識を可能にし, 性能の向上を図っ
た. そのために畳み込み層の視覚受容野を拡張する Casual dilated convolution を従来手法の畳
み込み層に応用して, 実験を行なった. その結果, 提案手法が従来手法の性能を上回らなかっ
たが, 従来手法, 提案手法の両手法において 1×5Convolution が畳み込み層の最適なフィルタ
ーサイズであることがわかった. 今後の課題として, 同一の畳み込み層にフィルターのサイズや
dilation の異なる複数のフィルターによって畳み込むことによって, フィルターごとに異なる長さの期
間の特徴抽出を実現し性能が向上するか検証することが挙げられる. また, 入力データのサイズ
や銘柄数の変更に伴う結果の違いについて検証の余地がある. 
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