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Abstract. Every symmetric polynomial p = p(x) = p(x1, . . . , xg)
(with real coefficients) in g noncommuting variables x1, . . . , xg can
be written as a sum and difference of squares of noncommutative
polynomials:
(SDS) p(x) =
σ+∑
j=1
f+j (x)
T f+j (x)−
σ
−∑
ℓ=1
f−ℓ (x)
T f−ℓ (x) ,
where f+j , f
−
ℓ are noncommutative polynomials. Let σ
min
−
(p), the
negative signature of p, denote the minimum number of negative
squares used in this representation, and let the Hessian of p be
defined by the formula
p′′(x)[h] :=
d2p(x+ th)
dt2
|t=0 .
In this paper we classify all symmetric noncommutative polynomi-
als p(x) such that
σmin
−
(p′′) ≤ 1 .
We also introduce the relaxed Hessian of a symmetric poly-
nomial p of degree d via the formula
p′′λ,δ(x)[h] := p
′′(x)[h] + δ
∑
m(x)T h2jm(x) + λp
′(x)[h]T p′(x)[h]
for λ, δ ∈ R and show that if this relaxed Hessian is positive semi-
definite in a suitable and relatively innocuous way, then p has de-
gree at most 2. Here the sum is over monomialsm(x) in x of degree
at most d− 1 and 1 ≤ j ≤ g.
This analysis is motivated by an attempt to develop properties
of noncommutative real algebraic varieties pertaining to curvature,
since, as will be shown elsewhere,
−〈p′′λ,δ(x)[h]v, v〉 (appropriately restricted)
plays the role of of a noncommutative second fundamental form.
Key words: polynomials of real symmetric matrices, noncom-
mutative real algebraic geometry, nononcommutative curvature,
noncommutative inertia, noncommutative convexity
MSC 2000: 14A22, 14P10, 47A13, 46L07
1. Introduction and Main Results
This paper deals with polynomials p(x) = p(x1, . . . , xg) in noncom-
muting variables x1, . . . , xg. We shall refer to such polynomials as nc
polynomials. The first two subsections of this introduction explain
the setting and recall some earlier results that will be needed to help
justify the classification referred to in the abstract. The main results
on nc polynomials are stated in subsection 1.3. In the noncommutative
setting, there is a natural and rigid way of representing such polyno-
mials in terms of a matrix called the middle matrix. The results of
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subsection 1.3 on nc polynomials are reformulated in subsection 1.4 in
terms of the middle matrix. In fact, the strategy implemented in the
body of the paper is to establish facts about the middle matrix and
then deduce corresponding results about polynomials. Subsection 1.5
concludes the introduction with a discussion of motivation from both
geometry and engineering, cf. [HP07].
1.1. The setting. The setting of this paper coincides with that of
[DHM07a]. The principal definitions are reviewed briefly for the con-
venience of the reader.
1.1.1. Polynomials. Let x = {x1, . . . , xg} denote noncommuting inde-
terminates and let R〈x〉 denote the set of polynomials
p(x) = p(x1, . . . , xg)
in the indeterminates x; i.e., the set of finite linear combinations
(1.1) p =
∑
|m|≤d
cmm with cm ∈ R
of monomials (words) m in x. The degree of such a polynomial p is
defined as the the maximum of the lengths |m| of the monomials m
appearing (non-trivially) in the linear combination (1.1). Thus, for
example, if g = 3, then
p1 = x1x
3
2 + x2 + x3x1x2 and p2 = x1x
3
2 + x
3
2x1 + x3x1x2 + x2x1x3
are polynomials of degree four in R〈x〉.
There is a natural involution mT on monomials given by the rule
xTj = xj and if m = xi1xi2 · · ·xik , then m
T = xik · · ·xi2xi1 ,
which of course extends to polynomials p =
∑
cmm by linearity:
pT =
∑
|m|≤d
cmm
T .
A polynomial p ∈ R〈x〉 is said to be symmetric if p = pT . The second
polynomial p2 listed above is symmetric, the first is not. Because of
the assumption xTj = xj (which will be in force throughout this paper)
the variables are said to be symmetric too.
4 DYM, GREENE, HELTON, AND MCCULLOUGH
1.1.2. Substituting Matrices for Indeterminates. Let (Rn×nsym )
g denote
the set of g-tuples (X1, . . . , Xg) of real symmetric n× n matrices. We
shall be interested in evaluating a polynomial p(x) = p(x1, . . . , xg) that
belongs to R〈x〉 at a tuple X = (X1, . . . , Xg) ∈ (R
n×n
sym )
g. In this case
p(X) is also an n × n matrix and the involution on R〈x〉 that was
introduced earlier is compatible with matrix transposition, i.e.,
pT (X) = p(X)T ,
where p(X)T denotes the transpose of the matrix p(X). When X ∈
(Rn×nsym )
g is substituted into p the constant term p(0) of p(x) becomes
p(0)In. For example, if p(x) = 3 + x
2, then
p(X) = 3In +X
2.
A symmetric nc polynomial p ∈ R〈x〉 is said to be matrix pos-
itive if p(X) is a positive semidefinite matrix for each tuple X =
(X1, . . . , Xg) ∈ (R
n×n
sym )
g. Similarly, a symmetric nc polynomial p is
said to be matrix convex if
(1.2) p(tX + (1− t)Y )  tp(X) + (1− t)p(Y )
for every pair of tuples X, Y ∈ (Rn×nsym )
g and 0 ≤ t ≤ 1.
1.1.3. Derivatives. We define the directional derivative of the mono-
mial m = xj1xj2 · · ·xjn as the linear form:
m′[h] = hj1xj2 · · ·xjn + xj1hj2xj3 · · ·xjn + . . . + xj1 · · ·xjn−1hjn
and extend the definition to polynomials p =
∑
cmm by linearity; i.e.,
p′(x)[h] =
∑
cmm
′[h].
Thus, p′(x)[h] ∈ R〈x, h〉 is the
coefficient of t in the expression p(x+ th)− p(x);
it is an nc polynomial in 2g (symmetric) variables (x1, . . . , xg, h1, . . . , hg).
Higher order derivatives are computed in the same way: If q(x)[h] =
hj1xj2 · · ·xjn , then
q′(x)[h] = hj1hj2xj3 · · ·xjn + hj1xj2hj3 · · ·xjn + · · ·+ hj1xj2 · · ·xjn−1hjn
and the definition is extended to finite linear combinations of such
terms by linearity. If p is symmetric, then so is p′. For g-tuples of
symmetric matrices of a fixed size X,H, the evaluation formula
p′(X)[H ] = lim
t→0
p(X + tH)− p(X)
t
holds, and if q(t) = p(X + tH), then
(1.3) p′(X)[H ] = q′(0) and p′′(X)[H ] = q′′(0) .
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The second formula in (1.3) is the evaluation of the Hessian, p′′(x)[h]
of a polynomial p ∈ R〈x〉; it can be thought of as the formal second
directional derivative of p in the “direction” h.
If p′′ 6= 0, that is, if degree p ≥ 2, then the degree of p′′(x)[h] as
a polynomial in the 2g variables (x1, . . . , xg, h1 . . . , hg) is equal to the
degree of p(x) as a polynomial in (x1, . . . , xg) and is homogeneous of
degree two in h. The same conclusion holds for the kth directional
derivative p(k)(x)[h] of p if k ≤ d, the degree of p. The expositions in
[HMV06] and in [HP07] give more detail on the derivative and Hessian
of a polynomial in noncommuting variables.
Example 1.1. A few concrete examples are listed for practice with
the definitions, if the reader is so inclined.
(1) If p(x) = x4, then
p′(x)[h] = hxxx + xhxx+ xxhx+ xxxh,
p′′(x)[h] = 2hhxx+2hxhx+2hxxh+2xhhx+2xhxh+2xxhh,
p(3)(x)[h] = 6(hhhx+ hhxh + hxhh + xhhh),
p(4)(x)[h] = 24hhhh and p(5)(x)[h] = 0.
(2) If p(x) = x2x1x2, then p
′(x)[h] = h2x1x2 + x2h1x2 + x2x1h2.
(3) If p(x) = x21x2, then p
′′(x)[h] = 2(h21x2 + h1x1h2 + x1h1h2).
1.1.4. The Signature of a Polynomial. Every symmetric polynomial
p(x) admits a representation of the form (a sum and difference of
squares)
(SDS) p(x) =
σ+∑
j=1
f+j (x)
Tf+j (x)−
σ
−∑
ℓ=1
f−ℓ (x)
T f−ℓ (x)
where f+j , f
−
ℓ are noncommutative polynomials; see e.g., Lemmas 4.7
and 4.8 of [DHM07a] for details. Such representations are highly non-
unique. However, there is a unique smallest number of positive (resp.
negative squares) σmin± (f) required in an SDS decomposition of f .
These numbers will be identified with µ±(Z), the number of positive
(negative) eigenvalues of an appropriately chosen symmetric matrix Z
in subsection 1.4.
1.2. Previous results. The number (or rather dearth) of negative
squares in an SDS decomposition of the Hessian places serious restric-
tions on the degree of a symmetric nc polynomial. A theorem of Helton
and McCullough [HM04] states that a symmetric nc polynomial that
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is matrix convex has degree at most two. Since a symmetric nc poly-
nomial
(1.4) p is matrix convex if and only if σmin− (p
′′) = 0,
(see e.g., [HMe98]) the result in [HM04] is a special case of the following
more general result in [DHM07a].
Theorem 1.2. If p(x) is a symmetric nc polynomial of degree d in
noncommutative symmetric variables x1, . . . , xg, then
(1.5) d ≤ 2σmin± (p
′′) + 2.
There are refinements which say that if equality holds or is near to
holding in Equation (1.5), then the highest degree term, pd, factors or
“partially factors” in a certain way. Here, and often in what follows,
we write
p =
d∑
i=0
pi ,
where pi is either a homogeneous polynomial of degree i, or the zero
polynomial if there are no terms of degree i in p.
1.3. Main Results. In this paper we determine the structure of a
symmetric nc polynomial p when either
(1) σmin− (p
′′) ≤ 1; or
(2) a variant of the Hessian, described below in subsubsection 1.3.2,
is positive.
The first follows the investigation in [DHM07a] and the second extends
efforts in [DHM07b], [HM04] and [HMV06]. The two are linked to-
gether via questions about the convexity of sublevel sets of symmetric
polynomials.
The main conclusions on the structure of p(x) are summarized in
Theorem 1.3 and Theorem 1.4 below.
The proofs of these theorems are based on a representation for p′′ in
terms of a matrix Z and very detailed analysis of the structure of Z.
The main structural results on Z are discussed in subsection 1.4.
1.3.1. The case of at most one negative square. An nc polynomial ϕ
in g variables that is homogeneous of degree one may be represented
by a vector from Rg; i.e., associate the vector u with entries uj to the
polynomial ϕ =
∑g
j=1 ujxj .
Similarly, an nc polynomial q in g variables that is homogeneous
of degree two (i.e., a noncommutative quadratic form) may be con-
veniently represented by a g × g matrix; i.e., associate the matrix
Q(q) = [qij ] to the polynomial q =
∑
i,j qijxixj .
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Theorem 1.3. Suppose p(x) is a symmetric nc polynomial of degree d
in g symmetric variables x1, . . . , xg. Then σ
min
− (p
′′) ≤ 1
if and only if
(1.6) p(x) = p0+p1(x)+p2(x)+ϕ(x)q(x)+q
T (x)ϕ(x)+ϕ(x)f0(x)ϕ(x) ,
where
(1) Each nonzero pj(x) is a homogeneous symmetric polynomial of
degree j;
(2) ϕ(x) =
∑
ujxj is a homogeneous polynomial of degree one and
u is a unit vector with components u1, . . . , ug;
(3) Each of the polynomials p2(x), q(x) and f0(x) is either 0 or a
homogeneous polynomial of degree two; and the matrix
E2 =
[
PQ(p2)P PQ(q)
T
Q(q)P Q(f0)
]
is positive semidefinite, where P = I − uuT is the orthogonal
projection onto the orthogonal complement of u.
If in addition p has degree three, then f0 = 0 and q(x) = f1(x)ϕ(x) for
some homogeneous polynomial f1(x) of degree one.
Finally, σmin− (p
′′) = 0 if and only if d ≤ 2 and p2(X)  0 for every
X ∈ (Rn×nsym )
g.
Proof. The proof is in §4.4. 
1.3.2. The Relaxed Hessian. In applications to convex sublevel sets and
the curvature of noncommutative real varieties it is useful to introduce a
variant of the Hessian for symmetric polynomials p of degree d in g non-
commuting variables. Let Vk(x)[h] denote the vector of polynomials
with entries hjm(x), where m(x) runs through the set of g
k monomials
of length k, j = 1, . . . , g. The order of the entries (which is irrelevant
for the moment) is fixed in Section 1.5.2 via formula (2.4). Thus,
Vk = Vk(x)[h] is a vector of height g
k+1, and the vectors
(1.7) V (x)[h] = col(V0, . . . , Vd−2) and V˜ (x)[h] = col(V0, . . . , Vd−1)
are vectors of height gν and gν˜, respectively, where
(1.8) ν = 1 + g + · · ·+ gd−2 and ν˜ = 1 + g + · · ·+ gd−1 .
Note that
V˜ (x)[h]T V˜ (x)[h] =
g∑
j=1
∑
|m|≤d−1
m(x)Th2jm(x),
where |m| denotes the degree (length) of the monomial m.
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The relaxed Hessian of the symmetric nc polynomial p of degree
d is the polynomial
(1.9) p′′λ,δ := p
′′(x)[h] + δ V˜ (x)[h]T V˜ (x)[h] + λ p′(x)[h]T p′(x)[h],
in which λ, δ ∈ R. We say that the relaxed Hessian is positive at
(X, v) ∈ (Rn×nsym )
g × Rn if for each δ > 0 there is a λ > 0 so that
0 ≤ 〈p′′λ,δ(X)[H ]v, v〉
for all H ∈ (Rn×nsym )
g. Note that
λ1 ≥ λ and δ1 ≥ δ =⇒ 〈p
′′
λ1,δ1
(X)[H ]v, v〉 ≥ 〈p′′λ,δ(X)[H ]v, v〉.
The next theorem says that positivity of the relaxed Hessian plus a
type of irreducibility implies p has degree at most two.
Theorem 1.4. Let p be a symmetric nc polynomial of degree d in g
symmetric variables. Suppose
(1.10) n >
1
2
gν˜(ν˜ − 1) ,
X ∈ (Rn×nsym )
g, v ∈ Rn, and there is no nonzero polynomial q (not
necessarily symmetric) of degree less than d such that q(X)v = 0. If
the relaxed Hessian is positive at (X, v), then p is convex and has degree
at most two.
Theorem 1.4 in turn follows from the following theorem together with
an application of the CHSY-Lemma (see Lemma 6.1).
Theorem 1.5. Let p be a symmetric nc polynomial of degree d in g
symmetric variables. Suppose X ∈ (Rn×nsym )
g and v ∈ Rn. If the set of
vectors {V˜ (X)[H ]v : H ∈ (Rn×nsym )
g} has codimension at most n − 1 in
R
ngeν and if the relaxed Hessian is positive at (X, v), then σmin− (p
′′) = 0
and hence p is convex and has degree at most two.
Proof. Theorems 1.4 and 1.5 are established in section 6. 
We end this subsubsection with the following generalization of one of
the main results of [HM04]. The noncommutative ǫ-neighborhood
of 0 is the graded set U = ∪n≥1Un with
Un = {(X, v) : X ∈ (R
n×n
sym )
g, ‖X‖ < ǫ, v ∈ Rn}
(where ‖ · ‖ is any norm on (Rn×nsym )
g).
Given a (graded) subset S = ∪n≥1Sn of ∪n≥1((R
n×n
sym )
g ×Rn), we say
that the relaxed Hessian is positive on S if it is positive at each
(X, v) ∈ S.
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Corollary 1.6. Let p be a given symmetric nc polynomial of degree
d in g symmetric variables. If there is an ǫ > 0 so that the relaxed
Hessian is positive on a noncommutative ǫ-neighborhood of 0, then the
degree of p is at most two and p is convex.
Proof. The corollary is proved in subsection 6.3. 
1.3.3. Partial positivity of the Hessian. In this section we consider vari-
ants and corollaries of Theorem 1.5 and its consequence Theorem 1.4
pertaining to the nonnegativity hypotheses on the Hessian of the sym-
metric polynomial p which imply bounds on the negative signature
σ−(p
′′).
Given a subspace H ⊂ (Rn×nsym )
g, we say that the Hessian of p is
positive relative to H at (X, v) if for each H ∈ H,
0 ≤ 〈p′′(X)[H ]v, v〉.
Theorem 1.7. Let p be a symmetric nc polynomial of degree d in
g symmetric variables and let k be a given positive integer. Suppose
X ∈ (Rn×nsym )
g, v ∈ Rn, and H is a subspace of (Rn×nsym )
g. If the set
of vectors {V (X)[H ]v : H ∈ H} has codimension at most kn − 1 in
R
ngν and if the Hessian of p is positive relative to H at (X, v), then
σmin− (p
′′) < k.
The next theorem follows from Theorem 1.7 in much the same way
that Theorem 1.4 follows from Theorem 1.5.
Theorem 1.8. Let p be a symmetric nc polynomial of degree d in g
symmetric variables and fix a positive integer k. Suppose
(1.11) n > g
ν(ν − 1)
2
X ∈ (Rn×nsym )
g, v ∈ Rn, and there does not exist a nonzero polynomial q
(not necessarily symmetric) of degree less than or equal to d − 2 such
that q(X)v = 0. If H is a subspace of (Rn×nsym )
g of codimension at most
kn and if the Hessian of p is positive relative to H at (X, v), then
σmin− (p
′′) < k + 1.
Proof. The last two theorems are proved in subsection 6.4. 
Remark 1.9. There are versions of Theorem 1.7 and Theorem 1.8 with
the relaxed Hessian in place of the ordinary Hessian.
1.3.4. The modified Hessian. The modified Hessian of a symmetric
nc polynomial p is the expression,
p′′λ(x)[h] = p
′′(x)[h] + λ p′(x)[h]T p′(x)[h].
10 DYM, GREENE, HELTON, AND MCCULLOUGH
The modified Hessian is positive at (X, v) if there is a λ > 0 so
that
0 ≤ 〈p′′λ(X)[H ]v, v〉 for everyH ∈ (R
n×n
sym )
g.
Note that if the modified Hessian of p is positive at (X, v), then so
is the relaxed Hessian. Indeed, in that case a single λ suffices for all δ.
The modified Hessian will play an important intermediate role be-
tween the analysis of the Hessian and relaxed Hessian.
1.4. The middle matrix. The proofs and refinements of Theorems
1.3 and 1.4 rest on a careful analysis of a certain representation of p′′
which we now introduce.
In [DHM07a] it was shown that if p(x) is a symmetric nc polynomial
of degree d ≥ 2 in g noncommuting variables, then the Hessian p′′(x)[h]
admits a representation of the form
p′′(x)[h] =V (x)[h]TZ(x)V (x)[h]
=[V T0 , V
T
1 , . . . , V
T
ℓ ]

Z00 Z01 · · · Z0,ℓ−1 Z0ℓ
Z10 Z11 · · · Z1,ℓ−1 0
...
...
...
...
Zℓ0 0 · · · 0 0


V0
V1
...
Vℓ
 ,
(1.12)
in which ℓ = d − 2, V (x)[h] is the border vector with vector compo-
nents Vj(x)[h] of height g
j+1, and Z(x) = [Zij(x)], i, j = 0, . . . , d − 2,
the middle matrix, is a symmetric matrix polynomial with matrix
polynomial entries Zij(x) of size g
i+1 × gj+1 and degree no more than
(d−2)−(i+j) for i+j ≤ d−2 with Zij(x) = 0 for i+j > d−2. Since p
is symmetric Zij = Z
T
ji and, since p has degree d, Zij is constant when
i+ j = d− 2.
Let Z = Z(0) for 0 ∈ Rg. We call Z the scalar middle matrix.
The main conclusions from [DHM07a] that are relevant to this paper
are:
(1) Z(x) is polynomially congruent to the scalar middle matrix Z =
Z(0), i.e., there exists a matrix polynomial B(x) with an inverse
B(x)−1 that is again a matrix polynomial such that
(1.13) Z(x) = B(x)TZ(0)B(x) = B(x)TZB(x) .
(2) µ±(Z) = σ
min
± (p
′′(x)[h]).
(3) If X ∈ (Rn×nsym )
g, then
(1.14) µ±(Z(X)) = nµ±(Z) .
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(4) The degree d of p(x) is subject to the bound
(1.15) d ≤ 2µ±(Z) + 2 .
(5) If p(x) = p0(x) + · · ·+ pd(x) is expressed as a sum of homoge-
neous polynomials pj(x) of degree j for j = 0, . . . , d, then the
homogeneous components pk of p with k ≥ 2 can be recovered
from Z by the formula
(1.16) pi+j+2(x) =
1
2
[x1, . . . , xg]i+1Zij([x1, . . . , xg]j+1)
T
for i+ j ≤ d− 2,
where [x1, . . . , xg]j denotes the j-fold Kronecker product that is defined
in (2.2); it is a row vector with gj entries consisting of all the monomials
(in x) of degree j.
If µ−(Z) ≤ 1, then the bound (1.15) implies that d ≤ 4 and conse-
quently that Z will be a matrix of the form
(1.17) Z =
Z00 Z01 Z02Z10 Z11 0
Z20 0 0
 .
The next theorem, which describes the structure of Z when µ−(Z) ≤
1, requires some additional notation. Viewing a g × g2 matrix such as
Z01, as a g × g block matrix C = [cij] with entries cij ∈ R
1×g, the
structured transpose CsT of C is the g × g block matrix with ij
entry equal to cji. Thus, for example, if g = 2 and
C =
[
c11 c12
c21 c22
]
, then CsT =
[
c11 c21
c12 c22
]
and CT =
[
cT11 c
T
21
cT12 c
T
22
]
.
A number of identities involving this definition are presented in Lem-
mas 3.3–3.5.
Given a g × n matrix A, expressed in terms of its columns as
A =
[
a1 a2 . . . an
]
, let vec(A) =

a1
a2
...
an
 ,
and, conversely, given a vector w ∈ Rgn with entries a1, . . . , an ∈ R
g,
w =

a1
a2
...
an
 , let matg(w) = [a1 a2 . . . an] .
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Thus, if A and w are as above, then
matg vecA = A and vecmatg w = w .
Theorem 1.10. Let Z denote the scalar middle matrix of the Hessian
of a symmetric nc polynomial p(x).
(I) If degree p ≥ 3, then µ−(Z) = 1 if and only if
Z =
Z00 Z01 Z02Z10 Z11 0
Z20 0 0

where
(1) Z01 = u(u
T ⊗ yT ) + uvT + (uvT )sT = ZsT01 and Z10 = Z
T
01;
(2) Z11 = (u⊗ Ig)A(u⊗ Ig)
T ; and
(3) Z02 = u(u
T ⊗ wTA); and Z20 = Z
T
02,
in which
(i) u, y ∈ Rg and u is a unit vector;
(ii) v ∈ Rg
2
and (matg v)u = 0.
(iii) A = AT ∈ Rg×g and wA = vec(A) ∈ R
g2.
(iv) The matrix
E1 =
[
PZ00P (matgv)
T
matgv A
]
(with P = I−uuT and A = UTZ11U)
is positive semidefinite.
Moreover, if degree p = 3, then in addition to the conditions
stated above, A = 0, wA = 0, and v = 0.
(II) If degree p = 2, then µ−(Z) = 1 if and only if Zij = 0 for
i + j ≥ 1 and there exists a vector u ∈ Rg with uTu = 1 such
that Z00u = λu with λ < 0 and PZ00P  0 for P = Ig − uu
T .
(III) µ−(Z) = 0 if and only if Zij = 0 for i+ j ≥ 1 and Z00  0.
Proof. See subsection 4.3. 
Theorem 1.3 will follow from Theorem 1.10 and the results in section
4.
The next theorem gives the explicit correspondence between Theo-
rems 1.3 and 1.10.
Theorem 1.11. The entries of Z in Theorem 1.10 correspond to terms
of p in Theorem 1.3 as follows
(1) ϕ(x) = [x1 · · · xg]u
(2) q(x) = 1
4
(u⊗ y + 2v)T ([x1 · · · xg]2)
T
(3) f0(x) =
1
2
xTAx
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Proof. See subsection 4.5. 
Remark 1.12. If p4(x) =
1
2
ϕ(x)[x1 · · · xg]A[x1 · · · xg]
Tϕ(x), then,
since
p4(x) =
1
2
[x1 · · · xg]2Z11([x1 · · · xg]2)
T =
1
2
[x1 · · · xg]Z02([x1 · · · xg]3)
T ,
the formulas in Theorem 1.10 imply that
Z11 = UAU
T and Z02 = u(u
T ⊗ wTA) with wa = vecA.
Thus, rankZ11 can vary between 1 and g, when rankZ02 = 1.
It is not difficult to see that if q(x)[h] is a symmetric nc polynomial
in the variables x and h and if q is homogeneous of degree two in h,
then it has a representation like that in equation (1.12). In particular,
the modified Hessian can be expressed as
(1.18) p′′λ(x)[h] = V˜ (x)[h]
TZλ(x)V˜ (x)[h].
Note here that the vector V˜ (x)[h] is now of degree d − 1 in x and
homogeneous of degree one in h.
The proof of Theorem 1.4 relies on the following structure theorem
for Zλ, the scalar middle matrix of the modified Hessian of p.
Theorem 1.13. If p(x) is a symmetric polynomial of degree d in non-
commutative symmetric variables x1, . . . , xg, then the middle matrix
Zλ(x) for the modified Hessian for p(x) is polynomially congruent to
the constant matrix
Zλ =
[
Z 0
0 λψd−1(0)ψd−1(0)
T
]
in which ψd−1(0) is a nonzero vector of size g
d. Moreover, the congru-
ence is independent of λ and consequently, if λ > 0, then
(1) µ+(Zλ) = µ+(Z) + 1 and µ−(Zλ) = µ−(Z);
(2) Zλ  0⇐⇒ Z  0;
(3) Zλ  0 =⇒ d ≤ 2; and
(4) d ≤ 2σmin− (p
′′
λ(x)[h]) + 2.
Proof. This theorem is established in Section 5. 
1.5. Motivation. The theorems in this paper on the relaxed Hessian
bear on a conjecture concerning the convexity of the positivity set
Dp := ∪n≥0D
n
p ,
of a symmetric nc polynomial p, where Dnp is the connected component
of
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Pnp := {X = {X1, . . . , Xg} : Xj ∈ R
n×n
sym and p(X) ≻ 0}
containing 0. An example of a “convex” positivity domain Dp, is a ball,
namely a set of the form Dq where q has the form
q(x) = c−
w∑
j
(aj + Lj(x))
T (aj + Lj(x))
where aj, c are real numbers and Lj(x) are linear in x1, . . . , xg, that is,
L(x) = b1x1 + · · ·+ bgxg.
A (loosely stated)conjecture of Helton and McCullough is
Conjecture 1.14. (Helton and McCullough) If p is “irreducible” and
Dp is convex, then Dp is a ball.
1.5.1. Noncommutative real algebraic geometry. One might think of
Conjecture 1.14 and its supporting results as the beginnings of a non-
commutative real algebraic geometry in that this is like supposing “if
the boundary ∂Dp of Dp has positive curvature” and concluding that
“it has constant curvature.”
Since
(Rn×nsym )
g = Rg when n = 1,
it is reasonable to turn to functions f on Rg (now considered with
commuting variables) for guidance. In particular smooth quasiconvex
functions f on Rg are functions whose sublevel sets
Cc := {X : f(X) ≤ c}
are convex. It can be shown that a set Cc with boundary ∂Cc and gra-
dient (∇f)(X) 6= 0 for X ∈ ∂Cc is convex if and only if the Hessian
of f restricted to the tangent plane of f at X is positive semidefinite.
This is the same as the second fundamental form of differential geom-
etry being nonnegative. In the terminology of this paper for n = 1
this condition for X ∈ Rg is that p′′(X)[H ]  0 for all H ∈ Rg sat-
isfying p′(X)[H ] = 0. In the scalar case (n = 1) v is effectively 1,
so we do not write it. An easy Lagrange multiplier argument shows
that this is equivalent to there is a λ > 0 making the modified Hes-
sian, p′′λ(X)[H ], nonnegative for all H. Thus a smooth function f with
nowhere vanishing gradient (except at its global minimum) is quasi-
convex on a bounded domain B ⊂ Rg if and only if for λ large enough
p′′λ(X)(X)[H ] is nonnegative for all X ∈ B ⊂ R
g and all H ∈ Rg.
The papers [DHM07b] and subsequent work represent progress on
Conjecture 1.14 for the noncommutative case. We find that an
appropriately restricted quadratic form based on the relaxed Hessian
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plays the role of the second fundamental form very effectively and seems
to be the key to understanding “noncommutative curvature.” Its power
emanates to a large extent from the classification theorems established
in this paper.
In a different direction we mention that many engineering problems
connected with linear systems lead to constraints in which a polynomial
or a matrix of polynomials with matrix variables is required to take a
positive semidefinite value. Many of these problems are also “dimen-
sion free” in the sense that the form of the polynomial remains the
same for matrices of all sizes. This is one very good reason to study
noncommutative polynomials. If these polynomials are “convex” or
“quasiconvex” in the unknown matrix variables, then numerical calcu-
lations are much more reliable. This motivated Conjecture 1.14 and
our results suggest that matrix convexity in conjunction with a type of
“system scalability” produces incredibly heavy constraints.
1.5.2. Noncommutative analysis. This article could also come under
the general heading of “free analysis”, since the setting is a noncom-
mutative algebra whose generators are “free” of relations. This is a bur-
dgeoning area, of which free probability, invented by Voiculescu [Vo05]
and [Vo06] is currently the largest component. The interested reader is
referred to the web site [SV06] of the American Institute of Mathemat-
ics, in particular it gives the findings of the AIM workshop in 2006 on
free analysis. Excellent work in other directions with free algebras has
been carried out by Ball et al, [BGM06], Kaluzny-Verbotzky-Vinnikov,
e.g. [KVV06], Popescu, e.g. [Po06], and by Voiculescu [Vo05] and
[Vo06]. A fairly expository article describing noncommutative convex-
ity, noncommutative semialgebraic geometry and relations to engineer-
ing is [HP07].
Acknowledgement The authors extend their thanks to the referee
for his/her careful reading of the paper, and for catching a number of
misprints and making useful suggestions for improving the clarity of
the presentation.
2. Kronecker Product Notation
1 Recall the Kronecker product
(2.1) A⊗B =
 a11B · · · a1qB... ...
ap1B · · · apqB

1This section is taken from [DHM07a] for the convenience of the reader.
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of a pair of matrices A ∈ Rp×q and B ∈ Rs×t.
A number of formulas that occur in this paper are conveniently ex-
pressed in terms of j-fold iterated Kronecker products of row or column
vectors of noncommuting variables. Accordingly we introduce the no-
tations,
(2.2) [x1 · · · xg]j = [x1 · · · xg]⊗ · · · ⊗ [x1 · · · xg] (j times)
and
(2.3)
x1...
xg

j
=
x1...
xg
⊗ · · · ⊗
x1...
xg
 (j times) .
2.1. Border vectors. In this section we shall expand upon the repre-
sentation of the Hessian p′′(x)[h] in terms of a middle matrix Z(x) and
the components Vj = Vj(x)[h] of the border vector V (x)[h] defined by
the formulas
(2.4) V Tj (x)[h] =
{
[h1 · · · hg] if j = 0 ,
[x1 · · · xg]j ⊗ [h1 · · · hg] if j = 1, 2 . . . ,
Thus, for example, the components [V T0 V
T
1 · · · V
T
d−2] of the trans-
pose V T of the border vector V for polynomials of two noncommuting
variables may be written
V T0 (x)[h] = [h1 h2],
V T1 (x)[h] = [x1 x2]⊗ [h1 h2],
V T2 (x)[h] = [x1 x2]⊗ [x1 x2]⊗ [h1 h2],
...
In this ordering,
V T1 (x)[h] = [x1h1 x1h2 x2h1 x2h2]
and
V T2 (x)[h] = [x1x1h1 x1x1h2 x1x2h1 x1x2h2 x2x1h1 x2x1h2 x2x2h1 x2x2h2].
However, since we are dealing with noncommuting variables, the
rules for extracting Vj from V
T
j are a little more complicated than might
be expected. Thus, for example, the given formula for V T1 implies that
V1 =

h1x1
h2x1
h1x2
h2x2
 6= [ h1h2
]
⊗
[
x1
x2
]
,
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as one might like. Nevertheless, the situation is not so bad, because
the left hand side is just a permutation of the right hand side. This
propagates:
(2.5) h1...
hg
 = V0 and
 h1...
hg
⊗
 x1...
xg

j
= ΠjVj for j = 1, 2, . . .
for suitably defined permutation matrices Πj , j = 1, 2, . . . . The per-
mutation matrix Πj in formula (2.5) can also be characterized by the
condition
(2.6)
 x1...
xg

j+1
= Πj(
[
x1 · · · xg
]
j+1
)T for j = 1, 2, . . .
The second set of formulas in (2.5) can also be written in the form
(2.7) ΠjVj(x)[h] =
 h1...
hg
⊗ Igj
 x1...
xg

j
, j = 1, 2, . . . .
The general formula
(2.8) ([u1, . . . , uk]⊗ [v1, . . . , vℓ]) a = ([u1, . . . , uk])A
(
[v1, . . . , vℓ]
T
)
with
(2.9) aT = [a1, a2, . . . , akℓ] and A =

a1 · · · aℓ
aℓ+1 · · · a2ℓ
...
...
a(k−1)ℓ+1 · · · akℓ

is useful, as is the identity
(2.10)
u1...
uk
⊗
v1...
vℓ
 =
u1...
uk
⊗ Iℓ
v1...
vℓ
 .
2.2. Tracking derivatives. The Kronecker notation is useful for keep-
ing track of the positions of the variables {h1, . . . , hg} when computing
the derivatives p′(x)[h] and p′′(x)[h] of the polynomial p(x) in the di-
rection h. This is a consequence of two facts:
(1) Every polynomial is a sum of homogeneous polynomials.
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(2) Every homogeneous polynomial p = p(x) = p(x1, . . . , xg) of
degree d in g noncommuting variables can be expressed as a
d-fold Kronecker product times a vector a with gd real entries:
p homogeneous of degree d =⇒ p(x) = ([x1 · · · xg]d)a .
Thus, for example, if p(x) = ([x1, . . . , xg]3)a for some vector a ∈ R
g3,
then
p′(x)[h] = ([h1, . . . , hg]⊗ [x1, . . . , xg]2
+[x1, . . . , xg]⊗ [h1, . . . , hg]⊗ [x1, . . . , xg]
+[x1, . . . , xg]2 ⊗ [h1, . . . , hg])a .
Higher order directional derivatives can be tracked in a similar fashion.
In calculations of this type the identity
(2.11)
([x1, . . . , xg]k u)([y1, . . . , yℓ]v) = ([x1, . . . , xg]k ⊗ [y1, . . . , yℓ]) (u⊗ v) ,
for noncommuting (as well as commuting )variables x1, . . . , xg, y1, . . . , yℓ
and vectors u ∈ Rg
k
and v ∈ Rℓ is often useful.
3. Basic Identities
This section provides some basic identities needed for later sections.
Some are easy, some take a bit of work. Most of the details are left to
the reader.
3.1. Identities.
Theorem 3.1. Let u ∈ Rg, w ∈ Rg
2
, A ∈ Rg×g, ϕ(x) = [x1 · · · xg]u
and let Πj denote the permutations defined in (2.6). Then the following
identities are in force:
(1) [x1 · · · xg]2(u⊗ A) = ϕ(x)[x1 · · · xg]A.
(2) (u⊗A)T ([x1 · · · xg]2)
T = AT
x1...
xg
ϕ(x).
(3) [x1 · · · xg](u⊗A)
T = uT ⊗ ([x1 · · · xg]A
T ).
(4) ([x1 · · · xg]2)
T = (Ig ⊗ [x1 · · · xg]
T )[x1 · · · xg]
T .
(5)
(
[x1 · · · xk]
a1...
ak
)([y1 · · · yl]
b1...
bl
)
= (bT ⊗ aT )([y1 · · · yl]⊗ [x1 · · · xg])
T .
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(6) ϕ2 = (uT ⊗ uT )([x1 · · · xg]2)
T ,
ϕ3 = (uT ⊗ uT ⊗ uT )([x1 · · · xg]3)
T , etc.
(7) [x1 · · · xg]uw
T ([x1 · · · xg]2)
T = (wT ⊗ uT )([x1 · · · xg]3)
T .
(8) [x1 · · · xg]2wu
T = uT ⊗ ((ΠT1w)
T ([x1 · · · xg]2)
T ).
(9) [x1 · · · xg]2wu
T ([x1 · · · xg])
T = (uT ⊗ (ΠT1w)
T )([x1 · · · xg]3)
T .
(10)
(x1...
xg
⊗ Igk)
x1...
xg

k
=
x1...
xg

k+1
for k = 1, 2, . . ..
(11) If w = vecA, then
[x1 · · · xg]A = w
T
(
Ig ⊗
x1...
xg
) and
([x1 · · · xg]2)w = [x1 · · · xg]A
T ([x1 · · · xg])
T .
(12) A(u⊗ Ig)
T = uT ⊗A.
(13)
(
Ig2 ⊗
x1...
xg
)([x1 · · · xg]2)T = ([x1 · · · xg]3)T .
(14) If v a vector of size gk and w a vector with gl entries, then
(vT ⊗ wT )
x1...
xg

k+l
=
(
vT
x1...
xg

k
)(
wT
x1...
xg

l
)
.
(15) If a, c ∈ Rk and b, d ∈ Rl, then (aT ⊗ bT )(c⊗ d) = (aT c)(bTd).
Lemma 3.2. If u ∈ Rg and w ∈ Rg
2
, then
[x1 · · · xg] uw
T ([x1 · · · xg]2)
T + [x1 · · · xg]2wu
T ([x1 · · · xg])
T
= (wT ⊗ uT + uT ⊗ (ΠT1w)
T )([x1 · · · xg]3)
T ,
where Π1 is the permutation defined in (2.6).
Proof. This is immediate from identities (7) and (9) in Theorem 3.1.

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3.2. Structured transposes.
Lemma 3.3. If u ∈ Rg, U = u⊗ Ig and B ∈ R
g×g2, then
(3.1)
(
BUUT
)sT
= uuTBsT and
(
uuTB
)sT
= BsTUUT .
Proof. Let B = [bij ], with bij ∈ R
1×g for i, j = 1, . . . , g. Then the
entries cij of the matrix C = BUU
T = B(uuT ⊗ Ig) are
cij =
g∑
s=1
bis(usujIg) =
g∑
s=1
usujbisIg
=
g∑
s=1
ujusbis =
g∑
s=1
(uuT )jsbis ,
which coincides with the ji entry of uuTBsT . Therefore, CsT = uuTBsT .
This justifies the first formula in (3.1). The second follows from the first
upon replacing B by BsT , since
(
KsT
)sT
= K for every K ∈ Rg×g
2
. 
Lemma 3.4. If u ∈ Rg and A ∈ Rg×g, then(
uT ⊗ AT
)sT
= u (vecA)T .
Proof. If A = [a1 · · · ag] with aj ∈ R
g for j = 1, . . . , g, then the ij entry
of uT ⊗ AT is uja
T
i . Therefore, the ij entry of (u
T ⊗ AT )sT is uia
T
j ,
which coincides with the ij entry of u(vecA)T . 
Lemma 3.5. If u, v, w belong to Rg and y ∈ Rg
2
, then:
(1) u(vT ⊗ wT ) = u⊗ (vT ⊗ wT ) and(
u⊗ (vT ⊗ wT )
)sT
= uT ⊗ (v ⊗ wT ) = (v ⊗ wT )UT = v(uT ⊗ wT ).
(2) (uyT )sT = (matg y)
T UT .
Proof. This is a straightforward computation that is similar to the ver-
ification of the preceding two lemmas. 
Lemma 3.6. The g×g2 matrix Z01 is block symmetric in the following
sense:
ZsT01 = Z01.
Proof. This rests on the formula
p3 =
1
2
[x1 · · · xg]Z01([x1 · · · xg]2)
T
(see (1.16)) and the fact that p3 = p
T
3 . 
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Remark 3.7. Lemma 3.6 is a special case of the more general fact
that if p is a symmetric nc polynomial of degree d and j ≤ d − 2 and
if the g × gj+1 matrix Z0j is written in block form as
Z0j =
b11 · · · b1g... ...
bg1 · · · bgg
 with bst ∈ R1×gj ,
then bst = bts.
3.3. A factoring lemma. The following lemma of Vladimir Berkovich
[B] simplifies a number of calculations.
Lemma 3.8. Let ϕ(x) =
∑g
j=1 ajxj and ψ(x) =
∑g
j=1 bjxj. Then the
identity
ϕ(x)f1(x) = f2(x)ψ(x)
for nc polynomials f1(x) = f1(x1, . . . , xg) and f2(x) = f2(x1, . . . , xg)
with f1(0) = f2(0) = 0 implies that there exist a polynomial f3(x) =
f3(x1, . . . , xg) such that f1(x) = f3(x)ψ(x) and f2(x) = ϕ(x)f3(x).
Proof. Without loss of generality we may assume that bg 6= 0 and
introduce the nonsingular change of variables variables y1 = x1, y2 =
x2, . . . , yg−1 = xg−1 and yg =
∑g
j=1 bjxj . Then the given equality is of
the form
(c1y1 + · · ·+ cgyg)f˜1(y) = f˜2(y)yg
and hence, upon writing f˜1(y) =
∑k
i=1mi as a sum of monomials of
degree at least one in the variables y1, . . . , yg, obtain that each mono-
mial mi is of the form mi = m˜iyg, where m˜i is a monomial that is
one degree lower than mi. Therefore, f˜1(y) = f˜3(y)yg. The identity
f1(x) = f3(x)ψ(x) follows upon rewriting the last formula in terms
of x1, . . . , xg. The identity f2(x) = ϕ(x)f4(x) for some nc polynomial
f4(x) is established in much the same way. But this in turn implies
that ϕf3ψ = ϕf4ψ and hence that f4 = f3. 
4. Classifying Z with µ−(Z) = 1
In this section we study the structure of the symmetric nc polynomial
p and the scalar middle matrix Z = Z(0) (0 ∈ Rg) associated with its
Hessian p′′(x)[h] when µ−(Z) = 1. In view of (1.15),
µ−(Z) ≤ 1 =⇒ d ≤ 4 =⇒ Z is of the form (1.17) .
Moreover,
rankZ02 ≤ 1 ,
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thanks to the inequality
µ±(Z) ≥ µ±(Z11) + rankZ02 ;
see e.g., [DHM07a] for a proof of the latter.
Thus, if µ−(Z) ≤ 1, then
p = p0 + p1 + p2 + p3 + p4,
where pj is either equal to a homogeneous polynomial of degree j or
equal to zero. Moreover, the scalar middle matrices of p′′4(x)[h], p
′′
3(x)[h]
and p′′2(x)[h] are 0 0 Z020 Z11 0
Z20 0 0
 , [ 0 Z01
Z10 0
]
and Z00,
respectively, and each of the polynomials p4, p3, p2 can be recovered
from the scalar middle matrix of its Hessian by formula (1.16).
If µ−(Z) ≤ 1 and p is not the zero polynomial, then there are four
mutually exclusive possibilities:
(1) µ−(Z) = 1 and rankZ02 = 1.
(2) µ−(Z) = 1, Z02 = 0 and rankZ01 = 1.
(3) µ−(Z) = 1, Z02 = 0, Z01 = 0 and µ−(Z00) = 1.
(4) µ−(Z) = 0, Z02 = 0, Z01 = 0 and µ−(Z00) = 0.
4.1. The degree four case. In this subsection we shall assume that
the rank of Z02 is one and hence that p has degree four and
(4.1) Z02 = uw
T with u ∈ Rg, w ∈ Rg
3
, ‖u‖ = 1 and w 6= 0.
Then P = Ig−uu
T is the orthogonal projection of Rg onto the orthog-
onal complement of the vector u in Rg.
To prove Theorems 1.10 and 1.3 it is convenient to first establish a
number of lemmas.
Lemma 4.1. If Z is of the form (1.17) and if (4.1) holds and
(4.2) E :=
[
PZ00P PZ01
Z10P Z11
]
,
then:
(1) µ±(Z) = µ±(E) + 1.
(2) µ−(Z) = 1⇐⇒ E  0.
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Proof. The identity
G =
PZ00P PZ01 uwTZ10P Z11 0
wuT 0 0
 = KTZK
with
K =
 Ig 0 00 Ig2 0
−K0 −K1 Ig3
 ,
K0 = w(w
Tw)−1uTZ00(I −
1
2
uuT ) and K1 = w(w
Tw)−1uTZ01
implies that Z is congruent to G and hence that µ±(Z) = µ±(G).
Moreover, since
G = G1 +G2
with
G1 =
PZ00P PZ01 0Z10P Z11 0
0 0 0
 and G2 =
 0 0 uwT0 0 0
wuT 0 0

and the ranges of these two real symmetric matrices are orthogonal, it
is readily checked that
(4.3) µ±(G) = µ±(G1) + µ±(G2) = µ±(G1) + 1 = µ±(E) + 1,
which justifies (1). Thus, as (2) is immediate from (1), the proof is
complete. 
The following lemma appears in [DHM07a]. The statement and proof
are repeated here for the convenience of the reader.
Lemma 4.2. If Z is of the form (1.17) and (4.1) holds, then there
exists a vector w1 ∈ R
g2 so that
(4.4) wT = uT ⊗ wT1 .
Moreover, the homogeneous of degree four part of p can be written as
(4.5) p4(x) = ϕ(x)f0(x)ϕ(x)
where ϕ(x) = [x1, . . . , xg]u and f0 is homogeneous of degree two in x.
Proof. Recall that
(4.6) p4 =
1
2
[x1 · · ·xg]Z02([x1 · · ·xg]3)
T
and hence that
(4.7) p4 =
1
2
[x1 · · ·xg]uw
T ([x1 · · ·xg]3)
T .
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Thus
p4 = ϕf with ϕ = [x1 · · ·xg]u and f =
1
2
wT ([x1 · · ·xg]3)
T .
Since p4 = p
T
4 , it follows that ϕf = f
Tϕ, and hence Lemma 3.8 implies
that
f = f0ϕ =
1
2
[x1 · · ·xg]2w0u
T ([x1 · · ·xg])
T ,
for some degree 2 homogeneous polynomial
f0 =
1
2
[x1 · · ·xg]2w0 .
By identity (9) in Theorem 3.1, this can be written as
f =
1
2
(uT ⊗ (ΠT1w0)
T )([x1 · · ·xg]3)
T ,
where Πi is the permutation that is defined in formula (2.6). Comparing
the two formulas for f , yields the result with w1 = Π
T
1w0. 
Recall that
P = Ig − uu
T and U = u⊗ Ig.
Lemma 4.3. If Z is of the form (1.17) and (4.1) holds, then:
(1) Z02 = u(u
T ⊗ wT1 ) for some vector w1 ∈ R
g2.
(2) Z11 = UAU
T , where A = matg(w1) = A
T .
(3) Z11 = Z11UU
T = UUTZ11.
Moreover, if µ−(Z) = 1, then
PZ01 = PZ01UU
T
and there exist vectors y ∈ Rg and v ∈ Rg
2
such that:
(4) The entry Z01 in formula (4.10) can be expressed as
Z01 = u(u
T ⊗ yT ) + uvT + (uvT )sT = ZsT01
= uT ⊗BT + u(vecB)T = BTUT + u(vecB)T ,
where
B = matg
(
v +
1
2
u⊗ y
)
and (matgv)u = 0.
(5) PBT = (matgv)
T .
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(6) If E and E1 denote the matrices in (4.2) and (iv) of Theorem
1.10, respectively, and B is as in (4), then
E1 =
[
PZ00P PB
T
BP UTZ11U
]
=
[
PZ00P (matgv)
T
(matgv) U
TZ11U
]
and
E  0⇐⇒ E1  0.
Proof. Item (1) was established in Lemma 4.2. Item (2) rests on the
interplay between the formulas
p4(x) =
1
2
[x1 · · ·xg]Z02([x1 · · ·xg]3)
T
p4(x) =
1
2
[x1 · · ·xg]2Z11([x1 · · ·xg]2)
T .
In view of (1),
p4(x) =
1
2
ϕ(x)(uT ⊗ wT1 )([x1 · · ·xg]3)
T
=
1
2
ϕ(x) (([x1 · · ·xg]3)(u⊗ w1))
T
=
1
2
ϕ(x) (ϕ(x)[x1 · · ·xg]2w1)
T .
But, if the vector w1 ∈ R
g2 is expressed as
w1 = vecA = vec
[
a1 · · · ag
]
with ai ∈ R
g ,
then
[x1 · · ·xg]2w1 = [x1 · · ·xg]A
T ([x1 · · ·xg])
T
and thus, as
[x1 · · ·xg]u[x1 · · ·xg] = [x1 · · ·xg]2U
(by (1) of Theorem 3.1 with A = Ig), the last formula for p4(x) can be
rewritten as
p4(x) =
1
2
ϕ(x)[x1 · · ·xg]A
x1...
xg
ϕ(x)
=
1
2
[x1 · · ·xg]2UAU
T ([x1 · · ·xg]2)
T ,
which, upon comparison with the formula for p4 in terns of Z11, serves
to justify (2).
Next, (3) is immediate from (2), since UTU = Ig.
The rest of the proof is carried out under the added assumption that
µ−(Z) = 1. Then Lemma 4.1 implies that E  0 and hence, by a well
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known argument (see e.g., Lemma 12.19 in [D07]), that PZ01 = KZ11
for some K ∈ Rg×g
2
. Therefore,
PZ01UU
T = KZ11UU
T = KZ11 = PZ01,
and, as UUT = uuT ⊗ Ig,
(4.8)
Z01 = PZ01UU
T + uuTZ01(P ⊗ Ig) + uu
TZ01(uu
T ⊗ Ig) = α + β + γ.
The next step is to analyze the three terms
α = PZ01UU
T , β = uuTZ01(P ⊗ Ig) and γ = uu
TZ01(uu
T ⊗ Ig)
in (4.8).
Let yT = uTZ01(u⊗ Ig). Then
γ = uyTUT = u(uT ⊗ yT ),
which has ij block entry
uiujy
T ∈ R1×g
2
.
Therefore, γsT = γ, since uiujy
T = ujuiy
T .
Next, in view of Lemma 3.3, the structured transpose αsT of α is
αsT = (Z01UU
T )sT − (uuTZ01UU
T )sT
= uuTZsT01 − uu
T (uuTZ01)
sT
= uuTZsT01 − uu
TZsT01 UU
T = uuTZ01(Ig2 − UU
T )
= uuTZsT01 (P ⊗ Ig) = β,
since ZsT01 = Z01 by Lemma 3.6.
The first advertised form of Z01 in (4) is obtained by setting v
T =
uTZ01(P ⊗ Ig), because then β = uv
T and α = βsT . Moreover, since
v = (P ⊗ Ig)w with w = Z10u, the identity
matg((P ⊗ Ig)w) = (matgw)P
T
implies that (matgv)u = 0, since P
Tu = Pu = 0. The second formula
for Z01 in (4) follows from the first formula and Lemma 3.4.
Next, since (matg(u ⊗ y))
T = uyT , it follows immediately from the
last formula for B in (4) that PBT = P (matgv)
T . But this yields (5),
since (matgv)u = 0.
Finally, since Z01 = B
TUT + u(vecB)T by (4), and Pu = 0,
E =
[
PZ00P PZ01
Z10P Z11
]
=
[
PZ00P PB
TUT
UBP Z11
]
and hence, as Z11 = UU
TZ11UU
T ,
E =
[
Ig 0
0 U
] [
PZ00P PB
T
BP UTZ11U
] [
Ig 0
0 UT
]
=
[
Ig 0
0 U
]
E1
[
Ig 0
0 UT
]
.
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Thus, E1  0 =⇒ E  0. On the other hand, the formula
E1 =
[
Ig 0
0 UT
]
E
[
Ig 0
0 U
]
is also valid, since UTU = Ig. Therefore, E  0 =⇒ E1  0 and
consequently (6) holds. 
Lemma 4.4. An nc polynomial p is of the form p = ϕfϕ, where
(i) ϕ =
∑
ujxj and u is a unit vector with entries u1, . . . , ug;
(ii) f = [x1 · · · xg]A[x1 · · · xg]
T with A = AT ∈ Rg×g
if and only if the scalar middle matrix Z of p′′ is
(4.9) Z = 2
 0 0 u(uT ⊗ wTA)0 UAUT 0
(u⊗ wA)u
T 0 0
 ,
where wA = vec(A) and U = u⊗ Ig.
Proof. Suppose first that p = ϕfϕ where ϕ and f satisfy conditions (i)
and (ii), respectively. Then
p =[x1 · · · xg]u[x1 · · · xg]A([x1 · · · xg])
TuT ([x1 · · · xg])
T
=[x1 · · · xg]2UAU
T ([x1 · · · xg]2)
T ,
where the first equality comes from the hypotheses and the second from
identity (1) (with A = Ig) in Theorem 3.1. Hence Z11 = 2UAU
T .
Similarly, the formulas
ϕ(x)
[
x1 · · · xg
]
A
x1...
xg
 = ϕ(x) [x1 · · · xg]2wA
= (
[
x1 · · · xg
]
3
)(u⊗ wA)
with wA = vec(A) imply that
p = ([x1 · · · xg]3)(u⊗ wA)u
T ([x1 · · · xg])
T ,
and hence that Z20 = 2(u⊗ wA)u
T .
Conversely, if Z is of the form (4.9), then the formulas
p =
1
2
[x1, . . . , xg]2Z11([x1, . . . , xg]2)
T
and (1) of Theorem 3.1 (with A = Ig) lead easily to the conclusion that
p = ϕfϕ, as claimed. 
Lemma 4.5. An nc polynomial p is of the form p = ϕq + qTϕ, where
(i) ϕ =
∑
ujxj and u is a unit vector with entries u1, . . . , ug; and
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(ii) q = [x1, . . . , xg]C
x1...
xg
 for some matrix C ∈ Rg×g
if and only if the scalar middle matrix Z of p′′ is
(4.10) Z = 2
[
0 uT ⊗ CT + u(vecC)T
u⊗ C + (vecC)uT 0
]
.
Proof. If p = ϕq + qTϕ with ϕ and q as described in the first part of
the lemma, then
p
′′ = 2ϕ′q′ + ϕq′′ + 2(q′)Tϕ′ + (q′′)Tϕ′
and the indicated form of Z is easily obtained by direct computation
with the aid of the identities in Theorem 3.1. Conversely, if Z is of the
form (4.10), then direct computation based on the formula
p =
1
2
[x1, . . . , xg]Z01([x1, . . . , xg]2)
T
serves to recover p. 
4.2. The case of degree three. In this subsection we assume that
Z02 = 0 and that Z01 is rank one.
.
Lemma 4.6. If Zi+j = 0 in (1.17) for i + j = 2 and Z01 = uw
T
1 for
some pair of vectors u ∈ Rg and w1 ∈ R
g2 with ‖u‖ = 1 and w1 6= 0
and P = Ig − uu
T , then:
µ−(Z) = 1⇐⇒ PZ00P  0.
Proof. The formula[
Z00 Z01
Z10 0
]
=
[
Ig K
T
0 Ig2
] [
PZ00P uw
T
1
w1u
T 0
] [
Ig 0
K Ig2
]
,
with
K = w1(w
T
1 w1)
−1uTZ00
{
Ig −
uuT
2
}
implies that
µ−(Z) = µ−(PZ00P ) + rank(uw
T
1 ) = µ−(PZ00P ) + 1,
which justifies the claim. 
Lemma 4.7. An nc polynomial q of degree three is of the form q =
ϕψϕ, where
(i) ϕ = [x1 · · · xg]u, u ∈ R
g,
(ii) ψ = [x1 · · · xg]y and y ∈ R
g,
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if and only if the scalar middle matrix Z of q′′ is of the form
Z = 2
[
0 u(uT ⊗ yT )
(u⊗ y)uT 0
]
.
Proof. If q = ϕψϕ, with ϕ and ψ as in (i) and (ii), then
q
′′ = 2ϕ′ψ′ϕ + 2ϕ′ψϕ′ + 2ϕψ′ϕ′ .
However, the only term that contributes to Z01 is
2ϕ′ψ′ϕ = 2[h1 · · · hg]u(ϕψ
′)T .
Therefore, since
ϕψ′ = [x1 · · · xg]u[h1 · · · hg]y
= ([x1 · · · xg]⊗ [h1 . . . hg])(u⊗ y)
it is readily seen that
ψ′ϕ = (uT ⊗ yT )([x1 · · · xg]⊗ [h1 · · · hg])
T
and hence that Z01 = 2u(u
T ⊗ yT ). Conversely, if Z01 = 2u(u
T ⊗ yT ),
then the formula
q =
1
2
[x1 · · · xg]Z01([x1 · · · xg]2)
T
implies that q = ϕψϕ, as advertised. 
Lemma 4.8. If Z02 = 0 and Z01 = u1w
T
1 with u
T
1 u1 = 1, w1 ∈ R
g2
and w1 6= 0, then w1 = u1 ⊗ y1 for some nonzero vector y1 ∈ R
g,
(4.11) p4(x) = 0 and p3(x) = ϕ1(x)f1(x)ϕ1(x) ,
where
f1(x) =
1
2
[x1 · · · xg]y1 and ϕ1(x) = [x1 · · · xg]u1 .
Proof. The formulas Z01 = u1w
T
1 and (1.16) imply that
p3(x) =
1
2
[x1 · · · xg]Z01([x1 · · · xg]2)
T = ϕ1(x)f(x)
T ,
where
f(x) =
1
2
([x1 · · · xg]2)w1.
The rest follows from the fact that p3 = p
T
3 and Lemma 3.8. 
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4.3. Proof of Theorem 1.10. If µ−(Z) = 1 and rankZ02 = 1, then
Lemmas 4.1–4.3 guarantee that Z is of the form specified in part I of
Theorem 1.10 and that E1  0. If µ−(Z) = 1, Z02 = 0 and rankZ01 =
1, then Lemma 4.6 guarantees that Z is still of the form specified in
part I of Theorem 1.10, but with A = 0 and v = 0 and that PZ00P  0.
Therefore,
E1 =
[
PZ00P 0
0 0
]
 0.
If µ−(Z) = 1, Z02 = 0 and Z01 = 0, then there exists a unit vector
u ∈ Rg such that Z00u = λu with λ < 0 and, if P = Ig − uu
T for this
choice of u, then PZ00P  0. If µ−(Z) = 0, then Z02 = 0, Z01 = 0
and Z00  0.
Conversely, if Z is of the form specified in Theorem 1.10, and E1  0,
then, in view of Lemma 4.1 and (6) of Lemma 4.3, µ−(Z) = 1 if
wA 6= 0. If wA = 0, then A = 0 and the constraint E1  0 implies
that matgv = 0 (see, e.g., Lemma 12.19 in[D07]) and hence that v = 0.
Thus, Z01 = u(u
T ⊗ yT ). If y 6= 0, then rankZ01 = 1 and µ−(Z) = 1.
If y = 0, then Z01 = 0 and µ−(Z) = µ−(Z) ≤ 1, since PZ00P  0.
4.4. Proof of Theorem 1.3. Since µ−(Z) = σ
min
− (p
′′), the assump-
tion σmin− (p
′′) ≤ 1 guarantees that the scalar middle matrix of the
Hessian p′′(x)[h] of p has the form indicated in Theorem 1.10 and that
E1  0. Consequently, the homogeneous components of p of degree j
with j ≥ 2 may be computed from the entries in Z and formula (1.16).
Moreover, by (1) of Theorem 3.1,
p4(x) =
1
2
[x1 · · · xg]2Z11([x1 · · · xg]2)
T
=
1
2
[x1 · · · xg]2UAU
T ([x1 · · · xg]2)
T
=
1
2
ϕ(x)[x1 · · · xg]A([x1 · · · xg])
Tϕ(x),
which implies that A = 2Q(f0). Similarly the formula
p3(x) =
1
2
[x1 · · · xg]Z01([x1 · · · xg]2)
T
together with the formulas for Z01 in (4) of Lemma 4.3 imply that
ϕ(x)q(x) =
1
2
[x1 · · · xg]u(vecB)
T ([x1 · · · xg]2)
T
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and hence (with the help of the transpose of the second formula in (11)
of Theorem 3.1) that
q(x) =
1
2
(vecB)T ([x1 · · · xg]2)
T =
1
2
[x1 · · · xg]B([x1 · · · xg])
T .
Therefore, B = 2Q(q). Similarly, the formula
p2 =
1
2
[x1 · · · xg]Z00([x1 · · · xg])
T
implies that Z00 = 2Q(p2). Thus, in view of (6) of Lemma 4.3, the
matrices E2 in Theorem 1.3 and E1 in Theorem 1.10 are simply related:
E1 = 2E2.
If p is of degree three, then v = 0 by Theorem 1.10 and hence the
formula for B in (4) of Lemma 4.3 reduces to 2B = matg(u⊗y) = yu
T .
Therefore,
q(x) =
1
4
[x1 · · · xg]yu
T ([x1 · · · xg])
T = f1(x)ϕ(x)
Conversely, if p is the form specified in Theorem 1.3, then Lemmas
4.4, 4.5 and 4.7 guarantee that Z is of the form specified in Theorem
1.10 and hence that µ−(Z) = σ
min
− (p
′′) ≤ 1.
4.5. Proof of Theorem 1.11. Theorem 1.11 follows from the formu-
las
p4(x) =
1
2
[x1 · · ·xg]2Z11([x1 · · ·xg]2)
T , p3(x) =
1
2
[x1 · · ·xg]Z01([x1 · · ·xg]2)
T
and p2(x) =
1
2
[x1 · · ·xg]2Z00([x1 · · ·xg])
T , and appropriate choices of the
identities in Theorem 3.1.
5. Modified Hessians
In this section, we introduce the modified Hessian
p′′λ = p
′′
λ(x, h) = p
′′(x)[h] + λ{p′(x)[h]}T {p′(x)[h]}
of a symmetric polynomial p(x) = p(x1, . . . , xg) in g noncommuting
variables. The first order of business is to establish a representation for-
mula analogous to formula (1.12) for the new term {p′(x)[h]}T{p′(x)[h]}.
Lemma 5.1. Let pk(x) be a symmetric nc polynomial that is homoge-
neous of degree k in the g symmetric variables x1, . . . , xg and suppose
that k ≥ 1. Then p′k(x)[h] can be expressed uniquely in the form
(5.1) p′k(x)[h] =
k−1∑
j=0
ϕkj(x)Vj(x)[h] ,
where ϕkj(x) is a row polynomial of size 1× g
j+1 in which the nonzero
entries are homogeneous polynomials of degree k − 1− j.
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Proof. The polynomial pk(x) can be expressed in the form
pk(x) = u
T
k
x1...
xg

k
for some vector uk ∈ R
gk . Therefore,
p′k(x)[h] = u
T
k

h1...
hg
⊗
x1...
xg

k−1
+
x1...
xg
⊗
h1...
hg
⊗
x1...
xg

k−2
+ · · ·
+
x1...
xg

k−1
⊗
h1...
hg


= uTk
Πk−1Vk−1 +
k−1∑
i=1
x1...
xg

i
⊗ Πk−1−iVk−1−i
 ,
where the Πj denote the permutations defined by formula (2.5) for
j = 1, . . . , k − 1 and Π0 = Ig. But the last formula for p
′
k(x)[h] can be
rewritten in the form (5.1) by noting that
uTk

x1...
xg

i
⊗Πk−1−iVk−1−i
 = [x1, . . . , xg]iAiΠk−1−iVk−1−i
for a suitably defined matrix Ai ∈ R
gi×gk−i and then setting
ϕk,k−1−i(x) =
 u
T
k [x1, . . . , xg]iAiΠk−1−i for i = 1, . . . , k − 1
uTkΠk−1 for i = 0.

Lemma 5.2. If p(x) is a symmetric nc polynomial of degree d in g
symmetric variables, then
{p′(x)[h]}T{p′(x)[h]} =
[V T0 , V
T
1 , . . . , V
T
k ]

W00 W01 · · · W0k
W10 W11 · · · W1k
...
...
...
Wk0 Wk1 · · · Wkk

 V0...
Vk
 ,(5.2)
where:
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(1) k = d− 1.
(2) The vectors Vj = Vj(x)[h] in formula (5.2) are given by formula
(2.4) for j = 0, . . . , d− 1.
(3) Wij is a matrix of size g
i+1 × gj+1 and the entries in Wij are
polynomials in the noncommuting variables x1, . . . , xg of degree
≤ 2(d− 1)− (i+ j).
(4) W Tij =Wji.
(5) The matrix W = W (x) admits the factorization W00 · · · W0k... ...
Wk0 · · · Wkk
 =
 ψ0...
ψk
 [ψT0 · · ·ψTk ].
Proof. Items (1)–(4) are straightforward; (5) is discussed next.
If p(x) is a polynomial of degree d in g noncommuting variables, then
p =
∑d
j=0 pj(x), where pj is either equal to a homogeneous polynomial
of degree j or to zero and pd is not zero. Therefore,
(5.3) p′(x)[h] =
d∑
j=1
p′j(x)[h] =
d−1∑
s=0
ψs(x)
T Vs(x)[h] ,
follows by applying Lemma 5.1 to each of the terms pj(x) in the sum.
Thus, p′(x) = p′(x)[h] can be expressed in terms of the border vectors
Vs = Vs(x)[h] and a unique choice of vector polynomials ψs = ψs(x) of
size gs+1×1 and degree d−1−s by the indicated formula. Consequently,
the entries Wij in the representation formula (5.2) can now be written
in terms of the vector polynomials ψ0, . . . , ψk as
(5.4) Wij(x) = ψi(x)ψ
T
j (x) for i, j ≤ d− 1
and hence the full matrix
(5.5) W (x) =
 ψ0(x)...
ψk(x)
 [ψT0 (x), . . . , ψTk (x)] , where k = d− 1 .

The middle matrix for the modified Hessian of a symmetric
polynomial of degree d is the (d − 1)× (d − 1) block matrix Zλ (with
polynomial entries)
Zλ =
[
Z 0
0 0
]
+ λW,
where Z is the middle matrix for p′′. Thus, as V˜ (x)[h] denotes the
border vector of height gν˜ (which includes monomials in x of degree
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d− 1), the modified Hessian can be represented as
p′′λ(x)[h] = V˜ (x)[h]
TZλ(x)V˜ (x)[h].
The scalar middle matrix of the modified Hessian is the matrix
(5.6) Zλ =
[
Z 0
0 λψd−1(0)ψd−1(0)
T
]
.
Note that this differs a bit from the earlier terminology since Zλ(0) 6=
Zλ. The key point is that Zλ is constant and is polynomially congruent
to Zλ(x) via a congruence which does not depend upon λ.
Theorem 5.3. Let p(x) be a symmetric nc polynomial of degree d ≥ 1
in g symmetric variables and let ψj(x) denote the coefficients of p
′(x)[h]
in formula (5.3). Then
ψd−1(x) = ψd−1(0) 6= 0
and there exists a block d× d matrix-valued polynomial S with polyno-
mial inverse so that
Zλ(x) = S(x)
TZλS(x).
In particular, S(X) is invertible when X ∈ (Rn×nsym )
g, and
Zλ(X) = S(X)
T (Zλ ⊗ In)S(X).
Proof. It is convenient to let y = ψd−1(x) and ψ˜
T := [ψT0 , . . . , ψ
T
d−2].
Then, as y ∈ Rg
d
,
(5.7)
Zλ(x) =
[
Z(x) 0
0 0
]
+ λ
[
ψ˜ψ˜T ψ˜yT
yψ˜T yyT
]
=
[
Z(x) + λψ˜ψ˜T λψ˜yT
λyψ˜T λyyT
]
=
[
I λψ˜yT (λyyT )†
0 I
] [
Z(x) 0
0 λyyT
] [
I 0
(λyyT )†λyψ˜T I
]
=
[
I ψ˜yT (yyT )†
0 I
] [
Z(x) 0
0 λyyT
] [
I 0
(yyT )†yψ˜T I
]
,
since the Moore-Penrose inverse (λyyT )† of λyyT is given by the formula
(λyyT )† =
y(yTy)−2yT
λ
when λ 6= 0, and
yT (λyyT )†(λyyT ) = yT (λyyT )(λyyT )† = yT .
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Thus, upon setting C(x) = (yyT )†yψ˜T (x) and invoking formula (1.13),
it follows that
Zλ(x) = S(x)
TZλS(x) ,
where
(5.8) S(x) =
[
B(x) 0
C(x) I
]
and S(x)−1 =
[
B(x)−1 0
−C(x)B(x)−1 I
]
are both polynomial matrices. It is important to note that S(x) does
not depend on λ. 
Corollary 5.4. If λ > 0, then, in the setting of Theorem 5.3,
(1) µ+(Zλ) = µ+(Z) + 1 and µ−(Zλ) = µ−(Z).
(2) Zλ  0⇐⇒ Z  0.
(3) Zλ  0 =⇒ d ≤ 2 (thanks to (1.15).
6. The Relaxed Hessian: Local Positivity
In this section we exploit the structure of the polynomial congruence
of Theorem 1.13 to prove Theorems 1.5 and 1.4. We then establish
Theorems 1.7 and 1.8.
6.1. Proof of Theorem 1.5. The starting point is the polynomial
congruence formula (5.8) of Theorem 5.3. Again, we emphasize that,
whereas Z = Z(0) for 0 ∈ Rg, it is not the case that Zλ = Zλ(0).
It is convenient to let F = (ST )−1S−1, and to bear in mind that
Zλ(X) = Zλ ⊗ In for X ∈ (R
n×n
sym )
g, since Zλ is constant.
If X ∈ (Rn×nsym )
g and δ > 0, then
Zλ(X) + δI = S(X)
T (Z ⊗ In + δF (X))S(X) .
Thus, for H ∈ (Rn×nsym )
g and v ∈ Rn, we have
(6.1)
〈(
p′′λ(X)[H ] + δV˜ (X)[H ]
T V˜ (X)[H ]
)
v, v
〉
= 〈((Zλ ⊗ In + δF (X))S(X)V˜ (X)[H ])v, S(X)V˜ (X)[H ]v〉.
The hypothesis that {V˜ (X)[H ]v : H ∈ (Rn×nsym )
g} has codimen-
sion at most n − 1 in Rngeν and the invertibility of S(X) implies that
{S(X)V˜ (X)[H ]v : H ∈ (Rn×nsym )
g} also has codimension at most n − 1.
Consequently, as the relaxed Hessian is positive at (X, v) under the
hypothesis of Theorem 1.5, we can select λ such that the left side
of formula (6.1) is nonnegative for each H ∈ (Rn×nsym )
g, in which case
Zλ⊗In+δF (X) has at most n−1 negative eigenvalues. It follows that
Z⊗In+δF˜ (X), the upper left hand (block) corner of Zλ⊗In+δF (X),
has at most n−1 negative eigenvalues for each δ > 0. Since this upper
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left hand corner does not depend upon λ and δ > 0 is arbitrary, it
follows that Z ⊗ In has at most n− 1 negative eigenvalues. Therefore,
by (1.14), µ−(Z) = 0. Thus, p has degree at most two by (1.15).
6.2. Proof of Theorem 1.4. To see that Theorem 1.4 follows from
Theorem 1.5 it suffices to show that, under the hypothesis on (X, v)
in Theorem 1.4, the subspace {V˜ (X)[H ]v : H ∈ (Rn×nsym )
g} has codi-
mension at most n − 1 in Rngeν . For this, and subsequent proofs, we
will invoke an estimate that is extracted from Lemmas 9.5 and 9.7 in
[CHSY03], which are rephrased below as Lemma 6.1 for the convenience
of the reader.
Lemma 6.1 (CHSY Lemma). Given a pair of positive integers g and
r, a matrix X ∈ (Rn×nsym )
g and a vector v ∈ Rn, let
αk =
k∑
j=0
gj , Rk =

V0(X)[H ]v...
Vk(X)[H ]v
 : H ∈ (Rn×nsym )g
 ,
and suppose that the set {m(X)v : |m| ≤ r} is a linearly independent
subset of Rn. Then Rk is a subspace of R
ngαk and its codimension
(6.2) codimRk ≤ ng(αk − αr) + gαr
αr − 1
2
if k ≥ r ,
with equality if k = r. (Recall that |m| denotes the length of the mono-
mial m.)
A key fact is that if k = r, then the bound on the codimension is
independent of n.
The bound (6.2) follows easily from the following sequence of esti-
mates, the first of which is based on Lemmas 9.5 and 9.7 in [CHYS03].
(1) The codimension of Rr in R
ngαr is equal to gαr(αr − 1)/2.
(2) dimRr = ngαr − gαr(αr − 1)/2.
(3) dimRk ≥ ngαr − gαr(αr − 1)/2 if k ≥ r.
To prove Theorem 1.4, note that the set {m(X)v : |m| ≤ d − 1} is
linearly dependent if and only if there exists a set of nonzero numbers
qm ∈ R for |m| ≤ d− 1 such that
q(X)v =
∑
qmm(X)v = 0.
Thus, {m(X)v : |m| ≤ d − 1} is linearly independent. By the CHSY
Lemma, with r = d − 1 so that αr = ν˜, the codimension of the set
Rd−1 = {V˜ (X)[H ]v : H ∈ (R
n×n
sym )
g} is less than n (thanks to assump-
tion (1.10)). The proof is completed by an application of Theorem
1.5.
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6.3. Proof of Corollary 1.6. We begin with a definition and a pre-
liminary lemma.
If Bn ⊂ (R
n×n
sym )
g × Rn for n = 1, 2, . . . , then the graded set
B = ∪n≥1Bn
is closed with respect to direct sums if whenever (Xj, vj) ∈ Bnj ,
for j = 1, 2, . . . , k, it follows that (X, v) is in Bn for n =
∑
nj, where
X = diag{X1, . . . , Xk} and v = vec[v1 · · · vk].
Lemma 6.2. Let k be a given positive integer and suppose B is closed
with respect to direct sums. If for each (X, v) ∈ B the set {m(X)v :
|m| ≤ k} is linearly dependent, then there exists a nonzero polynomial
q =
∑
|m|≤k
qmm(x)
(which is not necessarily symmetric) of degree ≤ k such that q(X)v = 0
for every (X, v) ∈ B.
Proof. See Lemma 4.1 of [DHM07b] and, for a cleaner proof, §6 of
[HMV06]. 
To prove Corollary 1.6, note that there does not exist a nonzero
polynomial q of degree at most k such that q(X)v = 0 for every X ∈
(Rn×nsym )
g with ‖X‖ < ǫ when v is a nonzero vector in Rn. Thus, Lemma
6.2 applied to the noncommutative ε neighborhood of zero (i.e., to the
graded set U that is defined just above the statement of Corollary 1.6)
guarantees that there exists a pair (X, v) ∈ Un for some choice of n
such that {m(X)v : |m| ≤ k} is linearly independent in Rn. This
much is true for every positive integer k. Now fix k = d − 1. Then
n ≥ αd−1 = ν˜. However, by considering ⊕
t
1(X, v) it may be assumed
that n > gν˜(ν˜ − 1)/2, and hence that Theorem 1.4 is applicable.
6.4. Proofs of Theorems 1.7 and 1.8. For the proof of Theorem
1.7, the now familiar arguments show that the hypotheses imply that
µ−(Z(X)) ≤ kn− 1. On the other hand, µ−(Z(X)) = nµ−(Z). Hence
µ−(Z) = σ
min
− (p
′′) < k.
Theorem 1.8 follows from Theorem 1.7 in much the same way that
Theorem 1.4 follows from Theorem 1.5. The main point is that, from
the CHSY-Lemma with r = d − 2 so that αr = ν, the subspace Rd−2
has codimension less than n (thanks to assumption (1.11)). Thus,
restricting H to the space H of codimension at most nk, it follows that
codim{V (X)[H ]v : H ∈ H} ≤ codimRd−2 + codimH
≤ n− 1 + nk.
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Appendix A. A connection between Z and W
In this appendix we present some useful connections between the
polynomials ψj(x) that are defined by formula (5.3) and the entries
in the middle matrix Zij(x) for the Hessian p
′′(x)[h] for an arbitrary
symmetric nc polynomial of degree d in g symmetric variables.
Theorem A.1. If p(x) is a symmetric nc polynomial of degree d in g
symmetric variables, then the coefficients ψs, s = 0, . . . , d − 1, in for-
mula (5.3) are related to the entries Z0s in the representation formula
(1.12) for p′′(x) by the formula
(A.1) ψs(x)
T =
1
2
[x1 · · · xg]Z0s(x) + ψs(0)
T for s = 0, . . . , d−1 .
Proof. In view of formulas (1.16) and (2.6)
p(x) =
1
2
ℓ∑
j=0
[x1 · · · xg]Z0j([x1 · · · xg]j+1)
T + q(x)
=
1
2
ℓ∑
j=0
[x1 · · · xg]Z0jΠ
−1
j
x1...
xg

j+1
+ q(x),
where ℓ = d − 2 and degree q(x) ≤ 1. Therefore, since Z0j = Z0j(0) is
independent of x,
p′(x)[h] = I + II + q′(x)[h],
where
I =
1
2
ℓ∑
j=0
[h1 · · · hg]Z0jΠ
−1
j
x1...
xg

j+1
=
ℓ+1∑
j=1
uTj Vj(x)[h]
for some choice of vectors uj ∈ R
gj+1 ,
q′(x)[h] = [h1 · · · hg]u0 = u
T
0 V0(x)[h] for some vector u0 ∈ R
g
and
II =
1
2
ℓ∑
j=0
[x1 · · · xg]Z0jΠ
−1
j

h1...
hg
⊗
x1...
xg

j
+ · · ·+
x1...
xg

j
⊗
h1...
hg


=
1
2
[x1 · · · xg]
ℓ∑
j=0
Z0jΠ
−1
j
j∑
i=0
θj,j−iΠiVi,
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where, with the help of (2.5), the factor θji can be written as
θji =
x1...
xg

i
⊗ Igj+1−i for i = 1, . . . , j and θj0 = Igj+1 .
Thus, the double sum
ℓ∑
j=0
Z0jΠ
−1
j
j∑
i=0
θj,j−iΠiVi =
ℓ∑
i=0
(
ℓ∑
j=i
Z0jΠ
−1
j θj,j−iΠi
)
Vi.
But the inner sum
∑ℓ
j=iZ0jΠ
−1
j θj,j−iΠi can be reexpressed in terms of
the matrix polynomials
Kj(x) = Π
−1
j+1
x1...
xg
⊗ Igj+1
Πj
and their products
Kj+1Kj = Π
−1
j+2

x1...
xg

2
⊗ Igj+1
Πj , · · ·
as
(A.2) Z0i +Z0,i+1Ki +Z0,i+2Ki+1Ki + · · ·+Z0ℓKℓ−1 · · ·Ki = Z0i(x);
and the last identity follows from the formula Z(x)A(x) = Z in Theo-
rem 7.3 of [DHM07a]. Thus,
p′(x)[h] =
1
2
[x1 · · · xg]
ℓ∑
i=0
Z0i(x)Vi(x)[h],
which, upon comparison with formula (5.3), implies that
ψi(x)
T = uTi +
1
2
[x1 · · · xg]Z0i(x) for i = 0, . . . , ℓ+ 1,
since Z0,ℓ+1(x) = 0. Therefore, ψi(0)
T = uTi and the proof is complete.

Corollary A.2. If ψj(0) = 0 for j = 0, . . . , ℓ in the setting of Theorem
A.1, then
(A.3) Wij = Zi0QZ0j for i, j = 0, . . . , ℓ ,
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where ℓ = d− 2 and
(A.4) Q =
1
4
 x1...
xg
 [x1 · · · xg] .
Theorem A.3. Let pk(x) = p(x1, . . . , xg) be a homogeneous symmetric
nc polynomial of degree k ≥ 1 in g symmetric variables and let
(A.5) p′k(x)[h] =
k−1∑
s=0
ψks(x)
TVs(x)[h].
Then:
(1) ψks(x) is a homogeneous polynomial of degree k − 1 − s for
s = 0, . . . , k − 1.
(2) ψks(0) = 0 for s = 0, . . . , k − 2 when k ≥ 2.
(3) Formulas (A.3) and (A.4) are in force for i, j = 0, . . . , k − 2
when k ≥ 2.
Proof. Assertion (1) is immediate from (A.5), since ψks(x)
TVs(x)[h] is a
homogeneous polynomial of degree k− 1 in x and Vs is a homogeneous
polynomial of degree s in x. Assertions (2) and (3) then follow easily
from (1) and the preceding corollary. 
Theorem A.3 also yields conclusions for nonhomogeneous polynomi-
als, subject to some restrictions.
Corollary A.4. Let p = p(x) = p(x1, . . . , xg) be a symmetric nc poly-
nomial of degree d ≥ 2 in g symmetric variables such that there are no
terms of degree one and no terms of degree d− 1 in p(x), let ℓ = d− 2
and let ψs(x)
T denote the row vector polynomials defined by formula
(5.3). Then ψ0(0) = 0 and ψℓ(0) = 0
Proof. Let p(x) =
∑d
k=0 ckpk(x), where pk(x) is a homogeneous poly-
nomial of degree k and ck = 0 or ck = 1. Then, by formula (A.5),
p′(x)[h] =
d∑
k=1
ckp
′
k(x)[h]
=
d∑
k=1
ck
k−1∑
s=0
ψks(x)
TVs(x)[h]
=
d−1∑
s=1
{
d∑
k=s+1
ckψks(x)
T
}
Vs(x)[h] .
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Thus, in formula (5.3),
ψ0(x)
T = 0 and ψs(x)
T =
d∑
k=s+1
ckψks(x)
T for s = 1, . . . , d− 1 .
In particular,
ψℓ(x)
T =
d∑
k=ℓ+1
ckψkℓ(x)
T = cℓ+1ψℓ+1,ℓ(x)
T + cℓ+2ψℓ+2,ℓ(x)
T .
Consequently,
ψℓ(0)
T = cℓ+1ψℓ+2,ℓ(0)
T = 0 ,
since cℓ+1 = 0, by assumption and ψℓ+2,ℓ(0)
T = 0 by Theorem A.3. 
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