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Dado que Internet ha crecido tanto como para crear todo el universo 2.0; se ha 
hecho necesario optimizar los servicios que los usuarios de la red explotan 
cada día. En estas redes, peer-to-peer (P2P), y si especificamos en el tema 
que atañe a este TFC, el campo de la televisión; cabe decir que esta área se 
ha desarrollado tanto que ahora ofrece esa interacción servicio-usuario que 
nos permite tener ese sistema personalizado que cualquier usuario desea; por 
no hablar del avance de su tecnología para la transmisión de canales. 
La interoperabilidad por parte de un cliente es prácticamente infinita. 
 
Se han introducido soluciones tales que nos permiten ir creando por nosotros 
mismos la propia red a medida que vamos ingresando en ella; y luego vuelve a 
cambiar cuando otro internauta accede a su vez. 
Podemos decir pues que el viejo concepto de redes centralizadas se pierde de 
esta manera, donde un único elemento se encargaba de administrar todo el 
sistema. Afortunadamente, no todo es una anarquía total; ya que existen 
ciertos elementos llamados Trackers que nos ofrecen una pequeña 
funcionalidad de localización. 
 
En este TFC se presenta un protocolo de ingreso a dichas redes que según un 
pequeño orden y lógica establecidos, ayuda a optimizar la creación de la 
topología ofreciendo un mejor rendimiento. También se adjunta una interfaz 
gráfica que nos permite comprobar todo el desarrollo de fondo mediante la 
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Because Internet has increased so much giving birth of the entire Web 2.0 
universe, it has become more than necessary to optimize the services that 
users in the network exploit every day. In these new networks, peer-to-peer 
(P2P) networks; and specifically in the field that our TFC focus, the television in 
real-time field; it is to be said that this area has developed enough to offer that 
service-user interaction that lets us have the personalized system every user 
wishes; may not forget to mention the advance in channel transmission 
technology. 
Interoperability on client’s hand is practically infinite. 
 
There’s been introduced solutions that permits to be creating by ourselves the 
network itself as we join it; and then it changes again when another internet 
user joins in his own purpose.  
We could say that we lose this old concept of centralized networks where a 
unique element worked managing and administrating all the system. 
Fortunately, we do not have a total anarchy; because there exist some certain 
elements called Trackers, which offer a little localization functionality. 
 
In this TFC we present a join protocol for these kinds of networks that with a 
little established order and logic, it helps us optimize the creation of the 
topology giving us a better performance. We also attach a simple graphic 
interface that lets us prove all this background development by means of video 
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La expansión de redes peer-to-peer (P2P) en Internet, las redes opuestas a los 
servicios regidos por el paradigma cliente-servidor; obliga a estudiar maneras 
de optimizar dichas redes para que los usuarios de Internet puedan hacer un 
mejor uso. 
Estas redes las construyen estos propios usuarios que actúan como servidores 
de contenido y como clientes también. 
A pesar de la descentralización propia de las redes mencionadas, podemos 
encontrar elementos más organizados en ellas, serían los trackers. Como en 
los sistemas de intercambio de ficheros, BitTorrent sería un ejemplo; los 
usuarios se comunican entre ellos formando la red peer-to-peer e 
intercambiando los ficheros propiamente dichos, sin la necesidad de que estos 
trackers tengan ellos mismos el fichero que los usuarios piden descargar; ya 
que estos trackers son simples elementos que ofrecen ubicación. 
Dichas redes se basan en sistemas de ficheros que están fragmentados en 
partes de n bits para su transmisión. De este modo, el fichero se descarga de 
forma fragmentada; en vez de manera secuencial. La propia aplicación se 
encarga de construir el fichero cuando todas las partes han sido descargadas. 
Estos sistemas de fragmentación permiten que un usuario pueda descargar 
cualquiera de las partes que desea tener y no posee de un número indefinido 
de usuarios, independientemente de cual es el siguiente fragmento en la 
secuencia final. 
Este TFC forma parte de un conjunto de trabajos cuyo objetivo es el desarrollo 
de un sistema de retransmisión de contenido audiovisual (televisión) 
aprovechando las ventajas que nos ofrecen las redes P2P. 
El trabajo se dirige hacia la explicación de una serie de protocolos sobre la 
conexión entre los diferentes usuarios más que la fragmentación de los ficheros 
antes mencionados. 
En este documento se puede encontrar una breve introducción al tema que nos 
ocupa, una descripción de las características que definen las redes P2P. En el 
siguiente capítulo se encuentra el modelo matemático que se utilizará para la 
definición del protocolo que nos atañe. Protocolo que será explicado en el 
tercer apartado del trabajo; analizando el diálogo que se realiza entre los 
diferentes usuarios que componen la red, además de la comunicación con el 
Tracker para la recepción de información de canales.  
Se presenta como complemento una interfaz gráfica más explicación de uso, a 
nivel de usuario; que nos permite el acceso a la red P2P para la visualización 
de los contenidos multimedia.  
Finalmente se pueden ver los escenarios de pruebas que serían necesarios 
para analizar las salidas a partir de las diferentes entradas obtenidas con el 
modelo matemático y las conclusiones que se pueden sacar del trabajo. 
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Podemos decir que una red P2P es una red donde los usuarios finales 
(conocidos como peers) son capaces de intercambiar información del tipo que 
sea sin la necesidad de disponer de un servidor centralizado que almacene 
toda esta información. En el caso de algunas redes como las que serían ed2k y 
BitTorrent, se encuentran un conjunto de servidores conocidos y fácilmente 
accesibles para los clientes donde se guarda la lista de archivos disponibles 
para ser compartidos; así como la información a nivel de red de los usuarios 
que están conectados en ese momento. Estos servidores, que requieren de 
una conexión previa por parte de los usuarios para poder descargar cualquier 
archivo, ejecutan una serie de algoritmos que hacen posible la conexión entre 
estos usuarios. 
Para la elaboración de este TFC, nos centraremos en el estudio de estas redes 
explicadas previamente, ya que trataremos de desarrollar un protocolo de 






El caso ideal para que una red P2P pudiera considerarse pura sería aquel en el 
que todos los nodos que estuvieran conectados a la misma red, tuvieran el 
mismo nivel de relevancia y la misma funcionalidad. Se podría decir que no 
existiría ningún nodo que tuviera una relevancia mayor para el buen 
funcionamiento de la red; como sería el caso de la red Pastry o la red 
Kademlia. De todas formas, existen una serie de aplicaciones que son 
denominadas P2P pese a disponer de un número de nodos que se hacen 
imprescindibles en su arquitectura. Como ejemplos importantes de este 
segundo caso de redes más centralizadas encontraríamos las ya obsoletas 
redes Napster y AudioGlaxy, y las ya mencionadas en el punto anterior, ed2k y 




Las redes P2P mejoran notablemente su funcionamiento, a diferencia de las 
redes con la tradicional arquitectura cliente-servidor; a medida que se van 
incorporando nuevos nodos en la red. Ya que así se consigue que el número 
de ficheros compartidos vaya aumentando, pero a su vez también aumente el 
número de fuentes de descarga por fichero, por lo que disminuye una parte del 
nivel de tráfico a los posibles servidores que existan si nos encontramos ante 
una red policéntrica. 






Gracias al hecho de que varios usuarios compartan el mismo fichero se 
consigue, de algún modo; que ante la posibilidad de caída de la red, tanto 
voluntaria como accidental, el resto de usuarios puedan seguir descargando tal 
fichero prácticamente sin ningún problema. Además, en el caso de que una 
fuente esté transmitiendo datos con algún error a diferentes usuarios, estos 
pueden retomar la descarga desde otros nodos sin tener que recurrir a los 
servidores centrales de la red. 
 
2.2.4 Reparto de costes 
 
Las transacciones en una red P2P se llevan a cabo mediante el intercambio de 
diferentes recursos; basándose este intercambio en varios elementos como el 
fichero propiamente a descargar como ancho de banda o nivel de 
almacenamiento en disco. Este sistema, a simple vista, parece ser justo en 




Pese a no estar muy desarrollado en las redes P2P, estas redes deberían estar 
protegidas contra peers maliciosos, evitar el acceso a la información 
confidencial de los usuarios, proteger los recursos que se comparten y se 
debería poder detectar y eliminar todos los ficheros infectados. Podemos 
afirmar que el sistema utilizado en estas redes para proveer seguridad se basa 
en un cifrado de la información mediante el uso de claves, las cajas de arena, 
el uso de comunicaciones seguras y los comentarios que autentifiquen el 




Uno de los compromisos más extendidos en este tipo de redes es el conflicto 
entre la preservación del anonimato de cualquier persona que acceda a una 
red P2P, ya sea como usuario receptor de información como el propio autor de 
ésta; y el interés de mantener los derechos de autor. Para tal compromiso, 
tenemos la Gestión de Derechos Digitales, la DRM. 
 
 
Capítulo 2: Arquitectura                                                                                                                                                     19 
 
2.3 Clasificación 
2.3.1 Redes Centralizadas 
 
Estas redes se basan en una estructura monolítica con un único servidor por 
donde pasan todas las transacciones y que se utiliza como punto de enlace 
para dos nodos, almacenando y distribuyendo los nodos que disponen de 
contenido. A razón de poseer una disposición más permanente para los 
contenidos, el hecho de ser un único elemento gestionador; esta limitación 
ofrece problemas en momentos de fallos puntuales, situaciones legales y 
costes muy grandes de mantenimiento y ancho de banda. 
 
Podríamos resumir estas redes bajo estas características: 
• Tienen un único servidor que se utiliza como enlace entre usuarios y 
como punto de acceso al contenido, distribuyendo las peticiones de 
usuarios. 
• Las comunicaciones dependen únicamente de este servidor. 
•  
Como ejemplos de estas redes encontramos la antigua red Napster y 
Audiogalaxy. 
 
2.3.2 Redes puras o descentralizadas. 
 
Estas son las redes más populares en el mundo P2P, ya que no necesitan 
gestionamiento centralizado; así evitan la necesidad de disponer de un punto 
central; optando porque los propios usuarios sean nodos de las conexiones y 
los que almacenen la información y contenidos. Todas las comunicaciones 
podrían decirse que son usuario-usuario; con la ayuda de un tercer usuario 
(nodo normal) para enlazar dichas comunicaciones.  
 
Las características de estas redes serían: 
• Los nodos son tanto servidor como cliente. 
• No existe un servidor central que gestione las conexiones y la 
información. 
• No existe un punto central que enrute las direcciones. 
•  
Como ejemplos de estas redes puras estarían Ares Galaxy, Gnutella y Freenet. 
 
2.3.3 Redes híbridas o semi-centralizadas o mixtas. 
 
Estas redes proporcionan un compromiso entre las dos anteriores. Existe un 
servidor central que tiene función de hub, administrando los recursos y la 
comunicación entre usuarios sin conocer la identidad de los usuarios y sin 
almacenar la información; así que no comparte archivos con los nodos. Este 
tipo de redes no está demasiado estandarizado, ya que puede funcionar de las 
dos maneras. Hay ejemplos (como sería el Torrent) donde se puede dar el 
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caso de que existan más de un servidor que gestione los recursos compartidos 
pero con la posibilidad de que si ocurre un fallo y el/los servidor/es caen, el 
resto de nodos puedan seguir manteniendo el contacto a través de una 
conexión directa que se ha establecido entre ellos para seguir compartiendo y 
descargando más información en ausencia de estos servidores.  
 
Estas redes presentan las siguientes características: 
• Se dispone de un servidor central que guarda la información en espera y 
que responde a las peticiones de los usuarios para esa información 
• Los nodos son los responsables de almacenar la información (ya que el 
servidor no lo hará), que permite al servidor reconocer los recursos que 
se han de compartir, y poder descargarlos a los usuarios que los 
necesiten. 
• Se enruta a través de direcciones usadas por el servidor, que son 
administradas por un sistema de índices para obtener una dirección 
absoluta. 
•  






Fig. 2.1 Figura de diferentes topologías 
 
 
2.4 Trackers en la redes P2P 
 
La red P2P que se quiere desarrollar para la retransmisión de televisión se 
cataloga como red híbrida o semi-centralizada. Esto viene a decir que en la 
arquitectura de la red existen un conjunto de servidores cuya finalidad es la 
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gestión de usuarios y la atención de peticiones por parte de los usuarios 
(peers) para el acceso a los contenidos, que se encuentran almacenados, a su 
vez, en otros peers. 
 
Un rastreador o tracker es un servidor especial que dispone de la información 
necesaria para que los usuarios se conecten unos con otros asistiendo la 
comunicación entre ellos. Estos elementos son los únicos y principales puntos 
de encuentro donde los peers requieren conectarse previa comunicación y así 
poder iniciar la descarga. 
Estos rastreadores no sólo coordinan la comunicación y distribución de datos 
entre los clientes que pretenden descargar archivos, sino que se encargan 
también de la gestión de estadísticas e información de verificación de ficheros.  
Cuando uno de ellos se viene abajo, los usuarios no pueden conectarse al 
resto de usuarios que pertenecían a su grupo; aunque estos errores suelen ser 
temporales.  
 
El rastreador es el único elemento que sabe donde se encuentra cada peer 
dentro de su estructura, por lo que es indispensable su necesidad para poder 
comunicarse con el resto de usuarios. 
Estos rastreadores pueden ser privados y públicos, y su principal diferencia es 
que los privados necesitan que los peers sean usuarios registrados de un sitio 




Los peers son elementos fundamentales en las redes P2P, ya que podemos 
denominar como peer a cualquier usuario o nodo que forma parte de la 
estructura de dichas redes. Un usuario puede ofrecer video y/o pedir otro o 
partes del mismo a su vez. 
Así tenemos que, los peers son cualquier usuario que se conecta a la red para 
el intercambio de contenido multimedia. 
 
Un peer puede funcionar como servidor de video; aunque no hay que confundir 
con servidor que proporciona video con servidor como elemento de 
administración de la red. Y así, este nodo se encarga de ofrecer a un número 
indefinido de usuarios la totalidad o parte de un video. A su vez, dicho peer 
puede trabajar como cliente y conectarse a otros peers para recibir otro 
contenido multimedia. 
Tal y como hemos visto en las explicaciones anteriores, estas redes no suelen 
tener una estructura previa fijada; así que el número de nodos que se conectan 
a un usuario o que penden del nodo raíz suele no estar marcado.  
 
Podemos resumir el comportamiento de uno de estos elementos en dos 
opciones: 
 
• Servidor de video 
• Cliente de video 
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2.5.1 Servidor de video 
 
Estos nodos se encargan de hacer de punto inicial de transferencia. Disponen 
de un archivo de contenido multimedia o una parte de él y lo ofrecen a posibles 
usuarios que se conecten a él. No piden, a su vez, ningún archivo a otros 
nodos. 
 
2.5.2 Cliente de video 
 
Estos nodos son peers que requieren una parte de un archivo de video o la 
totalidad del mismo y se conectan a un peer servidor de video o a otro peer 
cliente que a su vez está recibiendo una transferencia de otro nodo. 
 
Estos nodos suelen trabajar después como servidores de video para futuros 
usuarios que se pongan en contacto con ellos y; así, retransmitirles el 
contenido recibido en la primera transferencia como clientes. 
No es nada extraño tener nodos que actúen con los dos patrones de 
comportamiento; ya que eso ayuda a la expansión del video en cuestión. 
 
 
En nuestro caso, queremos tratar el tema de la retransmisión de canales de 
televisión, más que videos alojados en algún lugar en la red. Así que, tenemos 
que los peers, aunque seguirán estos dos patrones de comportamiento igual; 
habrá un peer que servirá el canal y otros que se conectarán a él para poder 
visualizar a tiempo real lo que se está emitiendo en ese canal que retransmite 
el servidor. 
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3 CAPÍTULO 3: MODELO MATEMÁTICO 
 
La unidad de información es el ‘chunk’: un fragmento de flujo de códecs de 
video de la forma de una estructura de longitud fija o una estructura específica 
de códec de video tal como podría ser un GOP (group of pixels) de MPEG. 
Para la creación de estos chunks contamos con una unidad de medida llamada 
MediaObject. Estos MediaObjects son, tal y como se puede adivinar del 
nombre; conjuntos de byte de contenido multimedia de tamaño fijo, así 
tenemos un buffer de MediaObject para rellenar los chunks anteriores. 
 
Modelamos la fuente de contenido en directo como un elemento que genera 
estos chunks a una tasa de λ chunks por segundo. 
Discretizamos el tiempo a la duración de un chunk para acabar resultando en 
una normalización de la tasa de generación de chunks. 
Los peers son elementos que supuestamente están conectados, a través de 
redes de acceso asimétrico de tal forma que disponen de ancho de banda 
suficiente para recibir los flujos de los chunks, a 1 chunk/ tiempo de slot o más; 
pero sin poder reenviarlos a esa misma tasa, sino inferior. 
 
Las redes P2P se modelan por medio de multigrafos dirigidos donde dos peers 
u y v pueden conectarse a través de un número no específico de aristas 
dirigidas. Cada arista está asociada a una capacidad de 1/λ chunks/ tiempo de 
slot y tiene un ancho de banda de (1/K) chunks / tiempo de slot. 
 
 
Peer u Peer v
Cada arista tiene un ancho de
banda de (1/K) chunks/t.s.
 
 
Fig. 3.1 Conexión entre peers 
 
 
El parámetro K simboliza el tiempo de transmisión de un chunk a través de una 
arista; y debe ser mayor o igual que dos para permitir la participación a peers 
que dispongan de bajo ancho de banda. Por ejemplo: los flujos de códec de 
video de 300Kbit/s, los chunks de longitud fija, de unos 75KBytes (un tiempo de 
2 segundos aproximadamente) o un ancho de banda de subida ADSL de 
256Kbits/s. Si elegimos un parámetro de K igual a 4, tendremos una arista con 
ancho de banda de 300Kbit/s / 4, que son unos 75Kbit/s y así conseguimos un 
30% de la capacidad máxima de subida de un peer. 
Cada peer necesita K aristas de descarga para recibir chunks a la tasa unitaria, 
se debe establecer K aristas de descarga para recibir K chunks cada K slots de 
tiempo y así conseguir esta tasa de descarga unitaria.  
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Por eso, si K fuese igual a 1; un peer podría reenviar los chunks a la tasa 
unitaria y encontraríamos un problema de overlay (revestimiento) multicast. 
 
Al modelo de red representado con un grafo le llamamos grafo de distribución y 
se parametriza por: 
 
• El parámetro K 
• El parámetro α, que modela la capacidad de la fuente; el ancho de 
banda de la raíz. 
• El parámetro u; que es el máximo número de conexiones de subida de 
(1/K) chunks/ tiempo de slot que puede establecer cada peer. 
 
El caso particular de u igual a 1 define el grafo de mínima distribución que será 
analizado más tarde. 
Es también interesante, para probar los teoremas y proposiciones del trabajo, 
diferenciar las relaciones parentales desde el punto de vista de los peers o 
aristas, en: 
 
• Peers suministrador (también padres) de un peer: el conjunto de peers 
que envían chunks a un peer. 
• Aristas suministradoras de un peer: el conjunto de aristas desde las 
cuales un peer se descarga chunks. 
 
Estas definiciones no imponen ninguna topología definida; simplemente definen 
que un peer debe establecer K conexiones de descarga. 
 
Si vemos el ejemplo de dos posibles topologías de grafos de distribución con α 
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Se hace necesario pues definir también: 
 
• Nivel de peer v, I(v); es el número de saltos entre r y v menos 1. 





El objetivo principal de construir una red P2P estructurada para distribución de 
contenido en directo es permitir la planificación consecutiva de chunks. 
Cada peer tiene un buffer B(v) cuyo tamaño debe ser suficientemente grande 
como para almacenar una cierta cantidad de chunks recibidos y los K objetos 
que está recibiendo en ese preciso momento. 
 
El algoritmo de planificación: 
 
q  min_index {Olast(Si), para cada suministrador Si} 
j  0 
for i = 1 – (K-1) to q do 
REQUEST Oi TO Sj 




Del algoritmo de planificación, Olast del proveedor (Si), denota el índice del 
último objeto almacenado en el buffer del peer de subida de la arista Si. 
El algoritmo obtiene primero el índice q, que es el mínimo índice de todos los 
objetos en el buffer de los padres del peer. Luego el algoritmo pide el conjunto 
de objetos que van de 0q – (k-1) hasta 0q; un objeto por cada una de las 
aristas proveedoras. 
El buen funcionamiento del algoritmo está asegurado mientras todos los 
objetos estén  almacenados en el buffer de los padres. 
 
 
3.1.1 Tamaño del buffer (Teorema 1) 
 
Es el teorema del tamaño del buffer y es igual a B ≥ K*(H+1). 
Esta condición está asegurada si el tamaño del buffer es mayor o igual que 
K*(H+1), donde H es el diámetro del grafo. 
Para probar esto, consideramos el peor caso, en el cual, en el intervalo de 
tiempo 0 a (K-1) la fuente genera K objetos que serán recibidos por los peers 
en el nivel 0 en el intervalo de K a 2K-1. Nótese que la propagación del 
conjunto de objetos se retrasa K tiempos de slot por cada nivel; así que el 
tiempo total de distribución de un segmento de K chunks; Ao, se define como el 
tiempo transcurrido entre el tiempo que el segmento está disponible para ser 
reenviado por la fuente y el tiempo en que es recibido por todos los peers. 
Por tanto, cuando un peer en el último nivel está recibiendo el conjunto de 
objetos, la fuente está generando el conjunto de objetos que van de (K*H) 
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hasta K*(H+1)-1, obteniendo entonces cotas más bajas para el tamaño del 













K t.s. K t.s.
l=H-2 0…(K-1)
? o = K·H (tiempo total de distribución)
Peor caso: un peer en el nivel (H-1)
tiene al menos un suministrador











Fig. 3.3 Diagrama de tiempos 
 
 
3.2 El grafo de mínima distribución 
 
El análisis del grafo de mínima distribución nos es importante porque nos 
proporciona límites sobre los grafos generales de distribución; es decir, todo 
grafo de distribución para cualquier α, K y u. 
Para analizar estos grafos, lo que podríamos traducir como la obtención de su 
orden y más importante; el diámetro que, tal como hemos visto, está 
directamente relacionado con el retraso de distribución y con el tamaño del 
buffer; necesitamos definir un algoritmo de unión que podemos perfilar aquí: 
 
• Primero α peers se asignan al nivel 0. 
• El nivel L se forma gracias a la asignación de K padres del nivel (L-1) si 
es posible. 
 A estos peers se les conoce con el nombre de hijos directos en el 
grafo de mínima distribución. 
 En el nivel (L-1) permanecerán n(L) módulo K peers que no tendrán 
hijos en el nivel L (peers sin hijos directos). 
• Cuando estamos en el nivel L no podemos añadir ningún hijo directo 
más, el algoritmo puede recuperar los peers que no tienen hijos directos 
para unirlos a un nuevo peer. 
 Estos peers se llaman hijos obtenidos en el grafo de mínima 
distribución, MDG. 
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 Si uno de los antecesores de un peer es un hijo obtenido, 
entonces es también un hijo obtenido en el grafo de mínima 
distribución, MDG. 
 
Se puede ver mejor con el siguiente ejemplo: 
 
Primero se empieza con un peer fuente aislado. Cuando el primer peer se une 
a la red, se establecen tres conexiones de descarga con la raíz. Lo mismo 
ocurre con el segundo y el tercer peer, y así sucesivamente hasta que la fuente 
no puede admitir un nuevo hijo. 
Entonces un nuevo peer se une a la red y éste establece sus conexiones de 
descarga con tres peers del nivel 0. Se repite el proceso para los dos 
siguientes peers, y es cuando nos quedan dos peers en el nivel 0 que no han 
sido utilizados todavía. 
Cuando el siguiente peer se una, sus padres serán los tres peers del nivel 1. 
Finalmente, un nuevo peer podrá unirse a la red y sus padres serán los peers 
no utilizados del nivel 0 y el peer que hay en el nivel 2. 
Nótese que ningún peer nuevo puede unirse a la red ya que sólo tenemos una 
conexión libre. 
 
Existe una proposición que dice que siempre hay como máximo un hijo 
obtenido por nivel. 
 
 Un hijo obtenido en el nivel L como máximo tiene (K-1) padres en el nivel 
(L-1) y como mínimo 1 en el nivel previo de (L-1). 
 
El cálculo del diámetro empieza probando que el diámetro del grafo puede 
tener solamente dos posibles valores: Ht o Ht+1, donde Ht es igual a la unidad 
más el logaritmo en base K de α. 
Ht ≤ H ≤ Ht + 1 
 
Es cuando encontramos una cota inferior del orden del grafo de mínima 
distribución como una función de Ht. De hecho, tratamos de establecer una 
relación entre orden y diámetro. Y este orden viene dado por esta ecuación que 
compone la Proposición 4: 
 
|Gmin| ≥ Nmin,c; que es la unidad más la parte entera del sumatorio de 0 a Ht – 1 
del parámetro α entre K elevado a i. 
 
Sin embargo, el orden del grafo de mínima distribución es independiente de su 
topología. Sólo depende del ancho de banda total de subidas disponible en el 
sistema. 
 
Un nuevo peer que se une: 
 
• Consume 1 unidad de ancho de banda. 
• Ofrece (1/K) unidades de ancho de banda. 
• Un balance negativo  El orden es finito. 
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Por tanto, tenemos un teorema que dice que el orden del grafo de mínima 
distribución viene dado por la expresión: 
 
(Teorema 2) |Gmin| = 2 + [(α-1) / (1 – 1/K)] 
 
Finalmente, podemos analizar dos teoremas, los Teoremas 3 y 4; sobre el 
diámetro de los grafos de mínima distribución que nos explican que: 
 
• Calculamos el orden del grafo de mínima distribución con la expresión 
del teorema 2 (Teorema de la Gmin). 
• Calculamos Nmin,c (cota inferior dada por la ecuación) con la expresión 
de la proposición 4. 
• Comparamos ambos valores y si son iguales, el diámetro es Ht. En el 
caso de que fueran diferentes (y dicha diferencia sería 1), el diámetro 
pasaría a ser (Ht + 1), donde Ht es la unidad más el logaritmo en base K 
de α. 
 
Podemos concluir que los resultados de dos teoremas del trabajo nos ofrecen 





Como conclusiones se presenta un modelo analítico de red P2P de distribución 
de contenido en directo que define una familia de grafos llamados grafos de 
distribución. 
Un peer de esta red puede pedir un algoritmo de planificación que permita 
recibir chunks en el mismo orden que han sido generados. De la misma 
manera, hemos encontrado cotas para los retrasos de los chunks y el tamaño 
de buffer requerido y serán en forma de funciones del diámetro de los grafos de 
distribución. 
Se analiza un caso particular de los grafos de distribución, llamado grafos de 
mínima distribución; obteniendo su orden y el diámetro de dicho grafo que 
resulta de la aplicación del algoritmo de unión representado. 
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4 CAPÍTULO 4: PROTOCOLO DISEÑADO 
 
Una vez hemos explicado los conceptos básicos que perfilan el trabajo, 
podemos explicar los elementos y protocolos que definen la retransmisión de 




Como ya hemos comentado anteriormente, las redes P2P ofrecen un elemento 
que actúa un poco como administrador o servidor para el intercambio de 
información entre los diferentes peers que desean comunicarse en la red para 
la descarga de contenido. 
 
Siguiendo esta misiva, se ha añadido este elemento en el trabajo para la 
formación de una red semicentralizada. Para ello, se ha instalado un elemento 
servidor en varias máquinas para reducir sobrecarga y evitar el paro total de la 
red en caso de que uno de ellos caiga. 
 
4.1.1 Configuración del Tracker 
 
Estos trackers deben ser, por encima de todo; accesibles de manera sencilla y 
rápida. Estarán ubicados, como el resto de servidores internacionales; en una 
red pública para que a través de una dirección IP pública normal, cualquier 
usuario que quiera conectarse al tracker pueda hacerlo fácilmente con 
cualquier cliente que disponga de acceso a Internet. 
 
Para la creación de nuevos canales de televisión, se utiliza una interfaz gráfica 
(que presentaremos más adelante en otro capítulo) mediante la cual se 
configura la dirección IP y el puerto del servidor; se conecta y se introducen los 
valores informativos necesarios del nuevo canal. Una vez se tengan los datos 
del nuevo registro, se grabará el canal en la base de datos del Tracker 
(ListaDeCanales.mdb). 
Para la visualización de estos canales, cualquier usuario puede conectarse a 
esta interfaz gráfica e introduciendo los valores del Tracker (públicos) consultar 
la lista disponible de dichos canales de televisión. 
 
Este elemento de administración también gestiona una lista de usuarios 
conectados para que cuando el primer usuario se conecte al Tracker, éste 
disponga de una lista con el resto de peers que han consultado canales de su 
base de datos. 
La lista que se menciona está íntimamente ligada con la lista de canales de 
televisión. 
Así podemos vislumbrar una clara conexión entre los canales de televisión y 
usuarios que acceden a ellos para descargar el contenido multimedia de los 
propios. 
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Esta lista de peers que almacena el servidor tiene un id único, el par de la 
dirección IP y puerto del peer para que otros usuarios se conecten a él y el 
nombre identificativo del peer de cómo lo conocerán el resto de usuarios. 
 
 
Tabla 4.1 Lista de Peers 
 
UID Nombre del Peer Dirección IP Puerto 
2456 Peer1 192.168.45.78 1234 
9744 Peer6 192.168.12.34 56784 
1256 Peer2 192.168.37.67 23455 
87654 Peer4 192.168.78.88 43218 
66678 Peer3 192.168.32.89 67999 
 
 
Tabla 4.2: Relación Canal y Peer 
 
UID de Canal Nombre de 
Canal 
Dirección IP Puerto UID de Peer 
2345 Discovery 
Channel 
147.165.34.45 56789 9744 
7634 AXN 147.567.89.32 98765 2456 
7854 Cosmopolitan 147.845.21.34 65432 66678 
 
 
Los campos que componen ambas tablas serán explicados más adelante 





Estos elementos son los que actúan como clientes del servidor de video, la 
fuente de contenido multimedia. Todo y que ya hemos explicado sus 
características en apartados anteriores y, a continuación nos disponemos a 
detallar su comportamiento en la red a partir del protocolo diseñado, su diálogo 
con el resto de componentes del sistema; se hace necesario hacer un inciso 
para explicar un detalle sobre ellos. 
Se ha pensado este protocolo de manera que sea accesible para cualquier 
usuario del mundo; siempre y cuando dichos usuarios tengan los valores 
públicos necesarios para comunicarse con el Tracker. Debido a que existen 
diferentes franjas horarias, se hace complicado saber si estamos recibiendo 
algo a tiempo real o no; que es el requisito básico de ver contenido de canales 
de televisión. Todo esta aplicación dejaría de tener sentido si no pudiéramos 
disfrutar de un programa de televisión a su debido tiempo, con retraso o 
perdiendo información.  
De esta manera se ha pensado llevar a cabo una sincronización de estos 
peers, para que perteneciendo a diferentes franjas horarias y por tanto 
disfrutando de otra hora local; sepamos en todo momento a que hora 
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corresponde de la visualización del video en la franja horaria donde se está 
emitiendo dicho canal.  
Para ello se ha hecho uso del protocolo NTP, que es un protocolo que 
constituye una sincronización de relojes de máquinas en unos estratos; donde 
el estrato 0 hace de referencia, como un reloj atómico o un GPS; y el resto de 
máquinas que se van uniendo formando así parte de estratos inferiores, 1, 2, 
3... comprobando así la diferencia de tiempos que hay entre ella y la máquina 
con la que se conecta del estrato superior. 
En nuestra aplicación se traduce en algo como montar un servidor NTP 
primario en las máquinas que hacen de Tracker; ellas pasarían a formar parte 
del estrato 1; directa comunicación el estrato 0; sincronizado así con un reloj 
atómico. Y en el resto de peers que se vayan conectando, una serie de 
funciones que con su hora local y la hora del Tracker, estrato 1; calculan la 
diferencia de dichas horas y miran así el desfase que pueden tener respecto a 
la hora de emisión; por temas de programación en canal.  
El servidor de canal, que es el primer peer que se conecta al Tracker, creará el 
estrato 2; directa comunicación con el Tracker. Mientras que el resto de peers 
que vayan accediendo a la red para descargar video de la fuente, de este 
servidor de canal; irán creando el resto de estratos inferiores; calculando así las 
diferencias antes mencionadas. 
Se entiende que a medida que los estratos van subiendo y van alejándose del 
estrato 1, el Tracker; la sincronización va perdiendo eficacia, pues la diferencia 
entre las horas se irá haciendo más grande. 
 
 
4.3 Comunicación cliente – Tracker 
 
Los clientes pueden comunicarse con el Tracker para realizar diferentes 
acciones; dependiendo del interés que tengan en cada momento para facilitar 
el intercambio de información para que se realice la comunicación entre cliente 
y servicio centralizado. 
 
4.3.1 Conexión al Tracker. 
 
El Tracker se encuentra a la espera de cualquier usuario que quiera conectarse 
a él para recibir información de los canales de televisión que almacena en su 
base de datos. Para realizar tal conexión, el cliente tendrá que descargarse el 
programa del Tracker que se encuentra ubicado en una página en Internet, que 
se compone de la interfaz gráfica antes mencionada y a través del menú de 
configuración, escribir el puerto por el que desea mandar sus peticiones. Se 
arrancará el Tracker que estará a la espera, y se visualizará la lista de canales 
que dispone, para que el peer escoja el que desea para la descarga.  
Tal y como se verá en futuros apartados, la imagen de la lista ofrece 
información de cada canal para que el peer encuentre su camino y pueda 
conectarse a estos canales. 
 





Fig. 4.1 Listas de peers y canales 
  
 
Aquí se puede ver la composición de las dos tablas de la base de datos antes 
mencionadas. En la primera, ListaPeers; está el registro de peers conectados a 
la red. El primer valor es el UID del peer que la aplicación le asigna. Después 
tenemos el campo nombre con el que se le conocerá en la red. Los próximos 
dos valores son el par IP: puerto.  
En la siguiente tabla, CanalPeer; se puede observar la relación que comentaba 
anteriormente entre la información de canal y peer. 
La primera columna pertenece al UID de Canal, asignado por la propia 
aplicación. Acto seguido vemos el nombre del Canal, que es la información 
más visual para que los peers escojan. Los dos valores que siguen son el par 
IP:puerto tal y como se mencionaba. Y como última instancia, UID de peer que 
se encuentra para ese canal.  
 
Este resultado de la imagen Figura 4.1 surge de preguntar a la base de datos 
directamente por el peer que está asociado con esos canales. 
 
4.4 Publicar un canal 
 
Una vez se visualiza la lista de canales; para crear uno nuevo lo único que hay 
que hacer es añadir un nuevo registro en la tabla rellenando todos los datos del 
nuevo canal. Nombre del canal, descripción, género y clase de canal, amén de 
un pequeño formulario a través de la pantalla de configuración con datos más 
técnicos para el resto de peers (visualizado mejor en el capítulo de interfaz 
gráfica).  
Como el propio Tracker ha gestionado la conexión con el cliente ya tiene 
almacenado en su base de datos el par de dirección IP más puerto público, que 
añadirá como información de conexión del canal. De esta manera, los próximos 
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clientes que lleguen dispondrán de toda la información que se requiere para la 
visualización del canal.  
 
4.5 Visualizar un canal o Comuniación cliente – servidor de 
video 
 
En la mayoría de los casos, los clientes que se conecten al Tracker sólo 
querrán visualizar un canal de televisión, que escogerán de la lista que 
proporciona este servidor. 
Cuando se escoge un registro, se tiene que recoger la información que nos 
proporciona el tracker sobre ese canal para ponernos en contacto con él. 
Esta comunicación se basaría en mandar un mensaje JOIN al canal para 
acceder a él. Este mensaje llevará una cabecera SIP con información nuestra 





Fig. 4.2 Mensaje SIP 
 
 
En el mensaje se pueden observar como se envía información del propio peer 
al usuario del que se quiere conseguir la lista de peers del canal. Por ejemplo 
en la primera línea vemos que se envía el UID de peer@ el par puerto: IP. En 
la parte del mensaje que encabeza Via: se escribe la dirección del peer al que 
nos conectamos.  
 
El peer debe esperar que el canal le responda con un mensaje ACK (OK) 
conforme ha recibido nuestra petición de unión al canal. 
Seguidamente, nos envía un mensaje que nos informa del número de usuarios 
a los que está sirviendo. Este número forma parte de un cálculo matemático y 
una planificación previamente explicados en un apartado más técnico. 
El peer debe procesar esta lista de usuarios que están descargando del canal 
para comprobar la disponibilidad de sitio en el algoritmo y así ocupar su puesto. 
Habíamos hablado que, mayoritariamente; estas redes no tenían una forma 
definida y ésta era la razón por la que nosotros creábamos este pequeño 
protocolo. Para introducir un mínimo orden y una organización de conexiones. 
Así, podemos conectarnos al usuario escogido. 
 









peersLeo la lista que me ofrece el 
servidor de canal y creo una 
propia para mi con los usuarios 
y sus datos (id, par ip, puerto)
Procesamos la 
información de este 
peer para incluirla en la 
lista de K peers
 
 
Fig. 4.3 Comunicación Peer – Servidor de canal 
 
 
4.5.1 Comunicación Cliente - Cliente 
 
Una vez hemos decidido el usuario tal y como hemos visto antes, nos 
conectamos con ese peer, a través de su par dirección ip más puerto. 
Lo primero será enviarle un mensaje de Inicio de Video. Antes de cualquier 
acción por parte del peer que posee el canal; éste procesa el número de 
conexiones que ya tiene descargándose contenido de él mismo. En realidad lo 
que analiza en este proceso, es que el número de conexiones que tiene sea 
menor a un parámetro establecido previamente, en el apartado del modelo 
matemático explicado en el capítulo anterior; para un correcto y más eficiente 
uso de la red. Si el número de conexiones es menor al máximo parámetro de 
entrada, le enviará un mensaje de regreso afirmativo. 
El peer, al recibir la confirmación de su mensaje y la afirmación positiva; 
reenvía un nuevo mensaje de petición de video. 
En el peer que servirá video se inicia un nuevo proceso de tratamiento del 
contenido a descargar. Se empiezan a montar los paquetes a enviar.  
 
 







Compruebo las conexiones que 
tengo para ver si puedo añadir el 







Se crea el buffer con las partes de 
video que van a ser enviadas al 
peer que ha pedido el contenido.
 
 
Fig. 4.4 Comunicación peer- peer 








Con la finalidad de hacer todo el trabajo más visual, se ha creado una interfaz 
gráfica sencilla en java; que emula la aplicación que los usuarios utilizarían 
para el acceso a la red P2P de televisión. 
Este conjunto de pantallas comprenden una aplicación donde un usuario puede 
conectarse a un Tracker, mirar la lista de canales que éste ofrece para 
descarga, elegir uno tomando los datos informativos que se requiere para la 
conexión con el usuario que posee el contenido multimedia y conectarse a este 
usuario para la descarga de video. 
 
A continuación se explicará a nivel de usuario la interfaz. 
 
5.2 La página Web. 
 
Para empezar, dijimos que la aplicación del Tracker estaba en una página web. 
Accediendo a ella, podemos descargar el Tracker.exe que contiene nuestro 
proyecto para la descarga y visualización de canales de televisión.  
Sólo tenemos que clickar encima del icono del sobre para que nos descargue 
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Fig. 5.1 Página web con aplicación de Tracker 
 
 






Fig. 5.2 Pestañas del menú 
 
 
Como se puede ver en la imagen, el programa consta de dos pestañas. La 
pestaña Canales y la pestaña Mi Canal. 
Canales es la pantalla que permite al usuario tomar una visión de los canales 
que ofrece el Tracker, y luego cuando se escoja uno, tener la información de 
dicho canal para la conexión con el usuario. 
A través de Mi Canal, podremos visualizar el contenido descargado del canal 
escogido en la pantalla anterior. 
Ambas pestañas tienen la posibilidad de ser cerradas usando la X, mediante un 
clic sobre ellas; que aparece al lado de la etiqueta. 
 




5.4 Conexión al Tracker 
 
Para poder enviar o recibir señales de video, hay que conectarse al Tracker. 
Sólo tenemos que irnos a la pestaña Canales. 
 
El primer paso para que se produzca esta conexión es ir a la pantalla de 
configuración, mediante el botón de Configure; y poner el puerto. 
 





Fig. 5.3 Pantalla de configuración de puerto 
 
 
En la casilla de Port (puerto) hay que introducir el puerto a través del cual nos 





Fig. 5.4 Botones de menú 
 
 
Pulsando Start Tracker, arrancaremos el Tracker. Entonces no será posible 





Fig. 5.5 Botón de parar tracker. 
 
 
Si pulsamos Stop, para parar la conexión; volveremos a ser capaces de 
configurar el puerto tal y como hemos hecho antes. 
 
 
En la siguiente imagen, podremos ver la lista de canales que nos ofrece el 
Tracker. 
 




Fig. 5.6 Lista de canales de televisión que ofrece el Tracker. 
 
 
Tal y como muestra la imagen, tenemos una tabla con todos los datos de los 
canales, incluyendo nombre, categoría, estatus y descripción breve del propio 
canal. 
Una vez que veamos cual es el que nos apetece descargar; sólo tenemos que 
seleccionarlo de la lista (haciendo doble clic) y nos irá automáticamente a la 
pestaña Mi Canal. 
 
 
5.5 Visualización de video 
 
Una vez hemos escogido el canal y hemos accedido a él, pasamos 
directamente a su visualización. 
La interfaz que pertenece a esta pestaña es muy sencilla. 
 





Fig. 5.7 Pestaña de visualización de video 
 
 
Tal y como se ve en la imagen, podemos controlar la visualización de video en 
todo momento con una serie de botones. 
Con los botones de + Volume y – Volume podemos configurar el sonido en la 
medida que mejor nos convenga. 
Con Start y Stop empezamos y terminamos la visualización de video. 





Fig. 5.8 Deshabilitar Start cuando se ve video. 
 
 
 El botón de Pause sólo pausa dicha visualización, convirtiéndose en el botón 
de Play para reanudar la marcha. 
 
 
         
 
Fig. 5.9 Paso de pause a play cuando clickas botón 
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Después encontramos el botón de Configure, cuando accedemos a él se abre 
otra ventana de configuración donde podemos introducir el canal, en el caso de 
no haberlo seleccionado por la tabla de Canales. 
Esta ventana nueva se compone de un botón de Examinar para elegir el canal 






Fig. 5.10 Abrir canal para visualizar video 
 
 
El botón de WebCam es una funcionalidad futura para poder descargar video 
en tiempo real desde una WebCam; aunque todavía no esta implementado. 
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Si elegimos el canal SciFi de la lista de canales que nos ha proporcionado el 
Tracker, pasaremos a Mi Canal directamente.; si en ese momento están dando 





Fig. 5.11 Visualización de video 
 
 
5.6 Creación de un canal 
 
Tal y como habíamos explicado anteriormente, como peer también se puede 
publicar un nuevo canal en el Tracker. 
Para ello, lo único que hay que hacer es añadir un nuevo registro en la tabla de 
canales de Canales. 
A partir de ese momento, el canal queda público para que cualquier peer que 
se conecte al Tracker pueda bajarse contenido multimedia de ese canal. 
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Fig. 5.12 Formulario de inserción de canal a la lista 
 
 
Los campos son muy sencillos: 
 
Nombre Canal: aquí se rellena el nombre del canal con el que queremos que 
lo vean el resto de usuarios. 
Categoría: el género con el que definimos el canal. 
Status: la prioridad que le damos. 
Descripción: es una breve descripción que nos ayuda a entender mejor lo que 
podemos encontrar si nos conectamos a ese canal. 
Dirección IP: para que el Tracker guarde esta dirección para el resto de peers 
a obtener información del canal 
Puerto: puerto por el que serviremos ese video. 




Con el botón OK estaremos guardando esta información en la base de datos 






Fig. 5.13 Comprobación de canal añadido 
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6 ESCENARIOS DE PRUEBAS 
 
Todos estos algoritmos y planteamientos matemáticos requieren de un sistema 
de prueba; y puesto que disponemos de una interfaz gráfica que nos permite 
comprobar si descargamos video a la tasa adecuada para no perder paquetes, 
y si la lógica y orden que siguen los peers que se conecten a la red creada por 
nosotros es la planteada en apartados anteriores, diseñamos un escenario de 
pruebas que simule una red de Internet.  
 
Antes de aplicar el algoritmo matemático y los parámetros seleccionados para 
el correcto funcionamiento del escenario de pruebas, dejaré un dibujo general 



















Fig. 6.1 Estructura técnica general de conexión 
Escenarios de pruebas                                                                                                                                        45 
 
Así podemos ver como los elementos básicos que hemos estado nombrando 
todo el tiempo en nuestro trabajo se interrelacionan entre ellos creando la 
estructura deseada. 
 
Si especificamos ya para los casos que hubiéramos probado en el laboratorio, 
tenemos que escoger los parámetros de entrada necesarios para obtener la 
tasa de transmisión deseada. 
Tal y como comentábamos en el apartado de modelo matemático, estos 
parámetros que se necesitan para diseñar el sistema son: 
 
• α: que será el ancho de banda de la raíz. 
• K: número de aristas de descarga para poder recibir chunks. 
 
 
Según hemos diseñado la aplicación, estos valores también delimitan el 
tamaño de buffer real; que es el producto de estos dos parámetros. 
 
Si yo tomo α como 5 y K como 2; se crean bastantes posibilidades de 
topologías, que como consecuencia resultan en dos cálculos diferentes. Y 
consigo un primer valor calculado, el tamaño del buffer; que será 10. 
Ahora comprobaremos a partir del desarrollo de algunas topologías y del 
cálculo de ciertos factores, si con estos parámetros conseguiremos un buen 
sistema o no, tomando dos como ejemplo. 
 
 
La primera topología quedaría así: 
 










Fig. 6.2 Grafo de distribución de usuarios creado, primer ejemplo 
 
 
De la raíz aparecen 5 aristas para que peers que vayan llegando a la red se 
conecten a ella y puedan recibir chunks. Tenemos un ancho de banda de 2, así 
que de cada uno de esos peers que no son la fuente; aparecen dos nuevas 
aristas para crear un segundo nivel (I=1), un tercero (I=2) y un cuarto (I=3) 
resultando en un diámetro de grafo de H = 4. 
 
Con este nuevo valor H; podemos calcular el tiempo que tardarán los paquetes 
en llegar al último nivel y ver así la efectividad de la planificación; así como el 
cálculo de la condición de tamaño de buffer necesario para correctas 
transmisiones de video. 
El tamaño del buffer debe ser mayor o igual que el producto de K por el 
diámetro más 1, tal y como veíamos en el teorema 2. Así el tamaño debería ser 
mayor que 10. 
 
Respecto al tiempo antes mencionado, nos ayudamos del gráfico de 
planificación siguiente: 
 














Fig. 6.3 Diagrama de tiempos, ejemplo 1 
 
 
Tal y como vemos en el pequeño esquema de planificación, el peor caso sería 
que la fuente enviara K objetos en el nivel 0. Así, iríamos arrastrando K objetos 
en los distintos niveles que van componiendo la estructura. Para el último nivel, 
tenemos que si K es 2 y H es 4; el tiempo será de 9 segundos. 
 





Fig. 6.4 Esquema físico de conexión, ejemplo 1 
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En este dibujo vemos que R es la fuente, el servidor de video. Se conecta al 
Tracker para visualizar la lista de canales a través del par IP:puerto 
(192.168.34.68:65489) y ofrecerá video a través del puerto 28342. 
A través de la aplicación del Tracker, escogerá el canal que le apetezca y 
recibirá información de él.  
Acto seguido, entrará el Peer1 en la red, y se intentará conectar a R, la raíz; 
enviando el ya conocido mensaje de JOIN. Como R no ha completado su valor 
de 5 aristas de descarga; lo acogerá como peer suministrado de video 
enviándole un mensaje de OK. En ese momento se iniciará el diálogo entre 
peer y servidor de canal de inicio de video.  
En algún instante del tiempo, intentará acceder a la red Peer2 y enviará a R el 
mensaje de JOIN. Como R sigue sin haber completado sus 5 descargas, le 
enviará un mensaje de OK para que acceda a la descarga de video. Y así 
ocurrirá también con Peer3, Peer4 y Peer5; hasta que Peer6 llegue a la red. R 
ya ha completado realmente su número de descargas máximas pero enviará la 
lista de sus K (5) peers a Peer6 para que tenga opciones de descargar de otro 
usuario, que esté bajo R. Peer6 empezará el diálogo con Peer1 para la 
descarga de video y a Peer2; aunque ésta no podrá comenzar hasta que Peer6 
no tenga respuesta de dichos dos peers. Así queda creado el segundo nivel, I = 
1; del que hablábamos en la figura de la topología. Peer7 hará lo propio con 
Peer3 y Peer4; y podrá ingresar en la red Peer8, que deberá descargará de 
Peer6 y Peer7; e incluso un último Peer9 que conectándose a Peer8 y Peer5, 
cerrará así el ciclo de transferencia. 
 
 
Como conclusión vemos que el tamaño de buffer que nos ofrece la aplicación, 
por propio diseño; es de 10; mientras que el tamaño calculado con el teorema 2 
del modelo matemático (K*[H+1], el producto de K por diámetro de la topología 
más 1) debería ser mayor o igual que 10.  




No ocurre lo mismo con el segundo ejemplo de topología que nos ofrecía 
también el desarrollo de los anteriores parámetros. 
Primeramente, veremos que la estructura que se forma se asemeja más a esta: 
 










Fig. 6.5 Grafo de distribución de usuarios, ejemplo 2 
 
 
En este caso vemos como aparecen de la raíz también sus 5 aristas para 
completar el nivel 0 de la estructura, y como se necesitan para un 6º peer que 
entra en la red, del mismo modo que antes, las 2 aristas para crear el primer 
nivel (I=1). Mientras van entrando el peer 7 y el peer 8 se crean el segundo y 
tercer nivel, y así hasta el 9 y último peer que forma el último nivel. Como 
resultado de esta estructura, tenemos un diámetro de grafo de H = 5. 
 
A partir de este nuevo valor de diámetro, podemos recalcular el nuevo tiempo 
que tardarán los paquetes en llegar al nivel 4. También podemos mirar el nuevo 
valor que se necesita de tamaño de buffer para comprobar el teorema 2. En 
este caso, tenemos que el producto de K por el diámetro de grafo más 1 nos da 
como resultado que el tamaño de buffer ha de ser mayor o igual a 12. 
 
Respecto al tiempo antes mencionado, nos ayudamos del gráfico de 
planificación siguiente: 

















Fig. 6.6 Diagrama de tiempos, ejemplo 2 
 
 
Calculando el tiempo para el peor de los casos, igual que hacíamos en el 
ejemplo anterior; arrastrando K objetos en todos los niveles; vemos que el 
tiempo en que llega al último eslabón es de un tiempo de 11 segundos.  
 
 
Físicamente, en el laboratorio veríamos una topología de máquinas similar a 
esta: 
 














Fig. 6.7 Esquema físico de conexión, ejemplo 2 
 
 
En este dibujo vemos que R sigue siendo la fuente, el servidor de video. Se 
conecta al Tracker para visualizar la lista de canales a través del par IP:puerto 
(192.168.34.68:65489) y ofrecerá video a través del puerto 28342; tal y como 
hacía en el ejemplo anterior.  
Acto seguido, entrará el Peer1 en la red, y se intentará conectar a R, la raíz; 
enviando el ya conocido mensaje de JOIN, de la misma forma que hacía en la 
otra red. Como R no ha completado su valor de 5 aristas de descarga; le 
suministrará video enviándole antes un mensaje de OK. En ese momento se 
iniciará el diálogo entre peer y servidor de canal de inicio de video.  
En algún nuevo instante de tiempo, intentará acceder a la red Peer2 y enviará a 
R el mismo mensaje de JOIN. Como R sigue sin haber completado sus 5 
descargas, le enviará un mensaje de OK para que acceda a la descarga de 
video. Y así ocurrirá también con Peer3, Peer4 y Peer5 igual que ocurría en la 
estructura de red de la posible topología anterior; hasta que Peer6 llegue a la 
red. R ya ha completado realmente su número de descargas máximas pero 
enviará la lista de sus K (5) peers a Peer6 para que tenga opciones de 
descargar de otro usuario, que esté bajo R. Peer6 empezará el diálogo con 
Peer1 para la descarga de video y a Peer2; aunque ésta no podrá comenzar 
hasta que Peer6 no tenga respuesta de dichos dos peers. Así queda creado el 
segundo nivel, I = 1; del que hablábamos en la figura de la topología. Peer7 
hará lo propio con Peer6 y Peer3; del mismo modo, Peer8 descargará de Peer7 
y Peer4; e incluso podrá ingresar en la red un nuevo peer, Peer9; que deberá 
descargará de Peer8 y Peer5; cerrando así el ciclo de transferencia. 
 
 
En este caso ya podemos ver que el diseño empleado para la conexión de los 
peers no es el adecuado, porque se requiere un buffer de chunks, para 
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almacenar información multimedia; más grande del que, por propio diseño de la 
aplicación; tenemos. 
El calculado es de 12 y sabemos que el nuestro es 10; por tanto, este número 
nos invalida la condición del teorema 2 que necesitamos para que la 
transferencia sea correcta sin pérdidas.  
 
Esto podría ser un ejemplo de cómo un mal diseño de ingreso en la red podría 
afectar de tal manera que el funcionamiento, la efectividad y el rendimiento de 
ésta dejara de ser óptimo; y pasáramos a tener problemas de continuidad 
graves. 




A raíz del proyecto que realizamos en el bloque de optativas, Intensificación de 
Servicios Telemáticos; conocí lo que verdaderamente significaban las redes 
P2P, peer-to-peer. Había sido propia usuaria de ellas pero no tenía, de una 
manera real; una idea clara de lo que significaban ni como estaban formadas. 
Aquel proyecto me abrió un poco los ojos y fue lo que me hizo embarcarme en 
este trabajo. El ansia de encontrar soluciones para optimizar un sistema que 
me tocaba tan de lleno, puesto que yo hacía uso a diario. 
 
Al principio, mientras la idea general creaba forma, parecía demasiado 
complicado que yo sola pudiera abarcarlo por completo. Creía, sin lugar a 
dudas; que no sería capaz de salvar tantos obstáculos. 
Primeramente, la falta de información. Me resultaba imposible concebir que 
algo tan próximo a todo usuario de Internet poseyera una biblioteca tan limitada 
de documentación. Aunque no sólo cabía lidiar con este problema, sino que 
como consecuencia de la interfaz gráfica que también se presenta en este 
trabajo, tuve que ampliar mis conocimientos, escasos en ese primer momento; 
de SWT. Este lenguaje de JAVA me resultaba muy duro y poco productivo. 
 
Tuvo, por supuesto; su parte positiva como todas las cosas buenas. No sólo 
aprendí a manejarme con SWT, sino que conocí otro lenguaje sencillo y ligero, 
JSON; para la transmisión de mensajes; así como entendí también mejor el 
comportamiento de los servidores NTP. 
 
Podría decir que a nivel personal este proyecto me ha llenado casi más que a 
nivel técnico o profesional; porque ha supuesto para mi un afán de superación 
insustituible, amen de un crecimiento emocional. 
 
Para finalizar, me gustaría decir que no me arrepiento para nada de haberme 
metido en este proyecto; que para mi suponía un trabajo de envergadura 
mayúscula. Estoy muy contenta de haber podido participar en él.
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9 Apéndice A: JSON 
9.1  Introducción 
 
JSON (JavaScript Object Notation) es un formato ligero de intercambio de 
datos entre entidades de la red, descrito en el RFC 4627. A diferencia de otros 
formatos, es simple de entender y generar el código manualmente por los 
programadores. Además, es independiente del lenguaje de programación que 
se utilice para interpretarlo, ya que existen convenciones y APIs para los 
siguientes lenguajes: 
 
ASP D JavaScript Objective CAML Python 
Action Script Delphi Lasso Open Laszlo REALbasic 
C E Lisp Perl Rebol 
C++ Erlang LotusScript PHP Rubi 
C# Haskell Lua Pike Squeak 
Cold Fusion Java Objective C Prolog 
 
9.2  Formato 
 
JSON está constituido por dos estructuras: 
 
• Una colección de pares de nombre/valor. En varios lenguajes esto es 
conocido como un objeto, registro, estructura, diccionario, tabla Hash, 
lista de claves o un arreglo asociativo. 
• Una lista ordenada de valores. En la mayoría de los lenguajes, esto se 
implementa como arreglos, vectores, listas o secuencias. 
 
Al tratarse de estructuras estandarizadas para formatos de intercambio de 
información, todos los lenguajes de programación mencionados anteriormente 
implementan una u otra estructura. 
Para poder utilizar JSON en el sistema elegido, el usuario deberá conocer las 
diferentes formas que se pueden utilizar para el almacenamiento de la 
información a intercambiar. 
 




Un objeto JSON es la forma escogida para almacenar los pares nombre/valor. 
Es comparable al concepto de Objeto en los lenguajes POO (Programación 
Orientada a Objetos). 
La estructura de un objeto viene delimitada por los caracteres de inicio ({) y 
final (}). En su interior almacenará diferentes pares de datos, asignando el valor 
a un nombre mediante los dos puntos (:). El campo nombre ha de ser 
necesariamente una cadena de caracteres, por lo que deberá ir entre comillas 
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(”nombre”). Sin embargo, los valores no han de seguir un único patrón, y se 
explicarán en la siguiente sección. Los diferentes pares nombre/valor se 





Fig. 8.1: Estructura global de un objeto JSON 
 
 
Como ejemplo de interpretación de la Figura B.1 aplicado a una entrada de 
agenda se obtendría el siguiente objeto: 





A diferencia del campo nombre del objeto JSON, la variable valor puede ser de 
diferentes tipos. Estos incluyen desde los más simples, utilizados en 
numerosos lenguajes de programación, como pueden ser cadenas de 
caracteres, números, valores booleanos o null, hasta más complejos como un 






Fig. 8.2: Diferentes valores JSON 
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A modo de ejemplo, se muestra un objeto JSON que contiene los diferentes 
tipos de valores posibles: 
{“Nombre”: “Rebeca”; “Edad”: 23, “CarnetDeConducir”: true, “Idiomas”: 
[“Castellano”, “Català”, “Inglés”], “Contacto”: {“e-mail”: 




Un array JSON es una agrupación de múltiples valores, separados por comas. 
En el ejemplo anterior se ha visto un ejemplo de array. 





Fig. 8.3: Estructura global de un array JSON 
 
 
Como se puede apreciar, dentro de un solo campo Idiomas del objeto JSON se 
han almacenado un total de tres valores. 
 
9.2.4 Cadenas de caracteres 
 
Al igual que ocurre en lenguajes de programación como C o Java, existen 
caracteres especiales que requieren una barra invertida (\) de escape para 
poder incluirlos dentro de una cadena de caracteres en el campo valor dentro 
del objeto JSON. 
 
 










A la hora de introducir números dentro de un objeto JSON, éste no admite el 
formato octal ni hexadecimal. Como se puede apreciar en la Figura A.5, JSON 





Fig. 8.5: Formatos numéricos en JSON 
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9.3  JSON vs. XML 
 
XML (Extensible Markup Language) es un formato de texto derivado de SGML 
(Standard Generalized Markup Language). Comparando con SGML, XML es 
simple. HTML( Hyper-Text Markup Language), en comparación, es aún más 
simple. Sin embargo, un buen libro de referencia para HTML es relativamente 
grueso. Esto se debe a que el trabajo de dar formato y estructura de 
documentos es bastante complicado. 
Los puntos favorables de XML es el rol que toma como formato de intercambio 
de datos. 
 
XML tiene en este campo dos grandes ventajas: 
 
1. Es de tipo texto. 
2. Es independiente a la posición. 
 
Ambas propiedades permiten a XML ser un fuerte formato de intercambio 
independiente de la aplicación para la que se utilice. Además, el hecho de que 
XML fuera un estándar W3C tenía un gran peso a la hora de diseñar nuevos 
formatos que le pudieran hacer sombra. 
Desafortunadamente, XML no es un formato ligero. Acostumbra a llevar 
consigo un exceso de información que no va acorde con el modelo de datos de 
gran parte de los diferentes lenguajes de programación. Cuando muchos 
programadores vieron XML por primera vez, se sorprendieron de lo ineficiente y 
aparatoso que esto era. En este caso, la primera impresión resultó ser la 
correcta. En base a esto, existe otro formato de intercambio de datos que 
posee todas las ventajas de XML, pero que es mucho más ligero. 
Efectivamente, ese nuevo formato es JSON. 
 
Pese a que fuertes opiniones dentro del entorno de la programación 
consideraban que las desventajas de XML se veían compensadas por los 
beneficios de interoperabilidad y transparencia. En perjuicio de XML, JSON 




XML es más simple que SGML, pero JSON es mucho más simple que XML. 
JSON requiere una gramática inferior y va acorde con las estructuras de datos 




JSON no es un formato extensible porque no tiene la necesidad de serlo. JSON 
no es un lenguaje de marcado, por lo que no es necesario definir nuevas 
etiquetas o atributos que incluyan datos en su interior. 
 





Como ya se ha comentado, JSON también tiene la característica positiva de 




JSON es al menos tan transparente como XML, quizás algo más ya que no se 
encuentra en el centro de las batallas corporativas/políticas en el campo de la 
estandarización. 
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10 Apéndice B: NTP 
 
10.1  Introducción 
 
Network Time Protocol es uno de los protocolos más antiguos de Internet, 
1985; utilizado para sincronizar los relojes de sistemas informáticos a través del 
intercambio de paquetes en redes con latencia variable (entendiendo como 
latencia el tiempo de demora que hay entre el momento en que algo inicia y el 
momento en que su efecto inicia). NTP utiliza UDP como capa de transporte, 
usando el puerto 123. Está diseñado para resistir los efectos de la latencia 
variable.  
NTP utiliza el Algoritmo de Marzullo(1) con la escala de tiempo UTC(2). La 
versión NTPv4 puede mantenerse a tiempo hasta 10 milisegundos (1/100 
segundos) a través de la red de Internet, y acercarse a 200 microsegundos 
(1/5000 segundos) en redes de área local en condiciones ideales.  
 
10.2  Esquema de sincronización 
 
NTP utiliza un sistema de jerarquía de estratos de reloj. Un servidor NTP o un 
sistema de estrato 1 se sincroniza con un reloj externo, como un reloj GPS, un 
reloj de radio o un reloj atómico. Otros ordenadores se comportan como 
sistemas de estrato 2 derivando su tiempo de sistemas de estrato 1 y así 
sucesivamente.  
Cuanto más alejada se encuentro una máquina del reloj de referencia, menos 
precisa será la sincronización. Sin embargo, cualquier Stratum siempre será 
suficiente para que el reloj no se aleje más de unos milisegundos de la hora 
real. 
Si definimos una máquina, que llamaremos cliente; que se sincronice con otra o 
con alguna referencia externa; también puede comportarse como servidor y 
utilizarse para sincronizar máquinas que estén en estratos inferiores. 
 
Una breve clasificación de los estratos más importantes sería: 
 
• Stratum 0: 
 
Donde corresponden los dispositivos tales como relojes atómicos, 
mencionados anteriormente. Estos dispositivos que están en el estrato 0 no 
están conectados a la red; sino conectados localmente a otros ordenadores. 
(Por ejemplo: a través de una conexión RS-232 usando una señal pulso a 
pulso). 
 
• Stratum 1: 
 
Serían las máquinas conectadas a los dispositivos del estrato 0. Normalmente 
actúan como servidores para monitorizar el tiempo de peticiones de servidores 
que se encuentren en el Stratum 2, mediante NTP. Se les conoce también 
66                                                                              Diseño e Implementación de Módulos para un Sistema de TV P2P II 
 
  
como servidores de tiempo. Muchos servidores de este estrato podrían no 
operar con la precisión propia del estrato 1.  
 
• Stratum 2:  
 
En este estrato encontramos los equipos que envían peticiones NTP a los 
servidores del estrato 1. Normalmente, un equipo de este estrato referenciará 
un número de un servidor del estrato 1 y utilizará el algoritmo NTP para 
conseguir la mejor muestra. Máquinas de estratos 2 pueden establecer una 
conexión para proporcionar un tiempo más estables y robusto para todos los 
dispositivos del grupo. Los ordenadores del estrato 2 suelen comportarse como 




• Stratum 3: 
 
Estas máquinas cumplen la misma funcionalidad de clientes que los 
ordenadores del estrado 2; de unión entre máquinas y toma de muestras; a la 
vez que pueden actuar como servidores para ordenadores de estratos 
inferiores, hasta un nivel de 16 estratos potencialmente hablando; todo y que 
NTP soporta 256 estratos.  
A partir de NTP versión 5, sólo se permitirán 8 estratos.  
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Fig. 9.1 Jerarquización de estratos 
 
 
Las flechas verdes representan conexiones unidireccionales, mientras que las 
rojas representan conexiones de red. 
 
 
Hay una forma menos compleja de NTP que no requiere almacenar la 
información respecto a las comunicaciones previas que se conoce como 
Protocolo Simple de Tiempo de Red' ó SNTP. Ha ganado popularidad en 






(1) Algoritmo de Marzullo: http://en.wikipedia.org/wiki/Marzullo%27s_algorithm 
(2) Escala de tiempo UTC: http://es.wikipedia.org/wiki/UTC 
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