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Hybridization between species, by introducing dramatic trait variation into the population
and creating viable, transgressive offsprings with novel phenotypes, can have huge evolutionary
implications. Some hybrid traits have been studied in the classical genetics or population genetics
context, but most complex traits are determined by multiple causes, e.g. the number of loci
involved, the rewiring of the genetic circuitries and the changes in gene expression pattern. Using
the hybrid monkeyflower petal pigment patterning as an example, we present a case study to
investigate complex hybrid traits in a systematic manner that includes empirical data analysis and
quantitative mathematical modeling of the petal spot patterning trait in the F2 population. We
identified candidate loci for a potential Turing-like dynamics that regulate the trait and simulated
a 2-D F2 trait space with hybrid genetics assumptions that determine the pattern variations. Our
study provides a fresh angle to study complex hybrid traits, and the workflow can be applicable
to other similar systems.
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1 Introduction on the Hybrid Novelty Phenotype
1.1 Hybrid novelty in evolution
Novel phenotypes that arise in populations enable adaptation to specific ecological niches, and can contribute
to speciation through the establishment of new evolutionary lineages [1]. While only some traits might
have direct fitness benefit, novelty (e.g., exceptional size and shape, new color patterns, or tolerance of new
habitats) provides raw materials on which evolution to act. For this reason, the mechanisms how those trait
novelties are generated is of primary research interest [2]. Unlike point mutations that happen on a very local
scale to individual loci and accumulate in a population slowly, hybridization can introduce greater variation
and sudden dramatic phenotypic change that has the potential to deliver rapid adaptive evolution in the
natural populations [3]. Transgressive segregation also differs from heterosis, the tendency of a crossbred
F1 individual to show qualities superior to those of parents, in that the novel or extreme phenotypes from
transgressive segregation are heritably stable [4].
Early theorists at the dawn of the age of genetics tried to explain how recombination in hybridization can
generate the sudden appearance of new traits between parents and offspring. Bateson (1901) proposed a
simple model for the sudden appearance and spread of a novel phenotype via hybridization as a mechanism of
"saltational evolution", that was generated by the interaction between derived alleles from separate parental
populations [5]. His model contrasts with the more famous hybrid fitness model proposed by Dobzhansky
and Muller (1934) that describes the negative genetic incompatibility that results in hybrid dysfunction
[6]. In modern evolutionary genetics, the Bateson model and Dobzhansky-Muller model are combined to
describe the role of the genetic recombination of alleles at multiple loci that originated in different parental
populations in the hybrids. Both effects may cause a hybrid phenotype to fall outside the range for either
parental population, and are now thought of as special cases of a more general multilocus model [7].
The multilocus recombination model sees transgressive segregation as the phenotypic effect of interaction
between different loci. The effect of genetic interactions boils down three major categories: positive or negative
complementation of additive alleles (additivity), epistatic interactions of unique parental attributes (epistasis)
and cases of complete or incomplete dominance (dominance) [7], [8] (see Table 1). The term "Epistasis" refers
to the dependency of genes whose interactions result in a non-linear effects on the phenotypic traits. In the
context of hybridization, epistasis refers to the non-additive effect between the loci from different parents.
Recent evidence suggests that non-additive transcriptome signatures are commonly observed in intraspecies
F1 hybrids as well as in recombinants [1], and novel gene regulatory interactions can have great impact on
the overall gene expression level and modes of development [9]. Although the evolutionary consequences of
the emergence of novel patterns through hybridization has been detailed in several examples (e.g. evolution
of yellow crown-color in hybrid Amazon manakins, novel adaptive traits in hybrid Heliconius butterflies that
create reproductive isolation, speciation of the Italian sparrows by the hybridization of house sparrows and
Spanish sparrows), the genetic mechanisms behind hybrid patterning remain largely untouched [10]–[12]. One
challenge is to understand the genetic interaction in hybridization that gives rise to the trait. Additionally,
complex developmental patterns may create barriers for interpretation and quantification.
1.2 Novel petal pigment spots pattern in Mimulus hybrids
Petal pigmentation traits for investigating evolutionary novelty
Pigmentation traits are important in the study of evolutionary developmental biology due to their pattern
diversity, visual accessibility, and profound impact on fitness [13], [14]. In plants, flower color can have
direct fitness consequences by impacting pollinators or responding to abiotic factors like UV light and
altitude [15]. Shifts of pigmentation intensity or pattern are ubiquitous in the evolution of angiosperms (the
3
genotype AA Aa aa
BB −a− b+ I(AABB) −b+DA + I(AaBB) a− b+ I(aaBB)
Bb −a+DB + I(AABB) DA +DB + I(AaBb) a+DB + I(aaBB)
bb −a+ b+ I(AABB) b+DA + I(Aabb) a+ b+ I(Aabb)
Table 1: Phenotypic effects of a pair of interacting diallelic loci in terms of additivity (a, b),
dominance (DA, DB), and interaction (I). Additive effect is linear. The heterozygous Aa genotype has
the average value (0) of AA (−a) and aa (a), and similarly for Bb. DA will be non-zero if allele A is dominant
over allele a, and similarly for DB. The interaction term I stands for the non-additive interaction between
locus A and locus B [7].
flowering plants). Anthocyanins are the most widely present pigments in floral pigmentation. The genetics,
biochemistry, and regulation of the anthocyanin pigmentation pathway is well understood [16]. Due to the
conserved nature of the biochemical and regulatory control of anthocyanin biosynthesis, it is possible to
determine what types of genetic changes are responsible for flower color variation for many model organisms.
Ecological and evolutionary genetic studies have utilized the molecular resources available for the anthocyanin
pathway to study the molecular basis of potential adaptive color pattern transitions [17].
Figure 1: Flower pattern examples in nature. A. Antirrhinum majus. The snapdragons are among
the first species where molecular genetics of veination pigmentation patterns was revealed [18]. B. Clarkia
amoena. The position of the petal anthocyanin spot in the genus Clakia has undergone several shifts [19].
C. Gorteria diffusa. The beetle daisy, has elaborated spot pattern that mimic its specialized pollinator the
bee fly [20]. D. Iris japonica. The butterfly flower, it sophisticated pigment pattern is made up of both
anthocyanin and carotenoid pigment [21]. E. Phalaenopsis spp.. Cultivar breeds of this orchid is popular
worldwide for their various colors and pigmentation patterns [22].
In addition to variations in flower color, overall hue and intensity, complex patterning of pigmentation
is observed in many species (Figure 1). Patterning can involve color differences between different parts of
the flower organ, like the petal corolla, bracts, stamens or staminodes, or sometimes has specified domain of
expression that is more restricted, for example, variation of pigmentation in dorsal, lateral, and ventral petals
in Antirrhinum [15], [23], [24] (Figure 1A.). Another common pattern mode is created via the differential
coloration between individual cells within the corolla. This may generate stripes, spots, or proximodistal
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division (e.g. bi-coloured flowers and ‘bull’s-eyes’ in the flower throat of Mimulus gutatus) [15]. These patterns
have been proposed to be evolutionary novel traits that serve as ‘floral guides’ that increase pollination
success. What is more, novel anthocyanin pigment patterning frequently arises in natural hybrid or in inbred
cultivars lines, including in the Mimulus luteus species complex, the model system of this study [25]–[29].
Pigment patterns in understanding the genetic basis of developmental traits
All anthocyanin pigments are derived from one of three anthocyanin precursors produced by alternative
branches of the pathway: cyanidin, pelargonidin and delphinidin, and they share at least six different enzymatic
reactions to produce pigments [30] (Figure 2A.). Detailed investigations from Arabidopsis, maize, and petunia
have provided a comprehensive picture in the regulation of anthocyanin biosynthesis [16]. Evolutionary
changes in the type of anthocyanins produced tend to occur primarily through mutations in enzyme-encoding
genes [15]. The transcription factors (TFs) controlling anthocyanin biosynthesis were studied in detail and an
‘MBW’ regulatory complex of R2R3-MYB, bHLH and WD-Repeat proteins is of central importance [31]. In
particular, R2R3-MYBs are key determinants of pigmentation intensity and patterning in plants. Additional
regulatory proteins that interact with the MBW activation complex are being identified, including proteins
that repress regulatory complex formation or action [32] (Figure 2B.). The expression profile and dynamics
of the transcription factors together regulate the expression level of the structural enzymes. Regulation of
transcription factors is under the control of environmental or developmental pathways signaling [15].
Figure 2: The anthocyanin biosynthetic pathway and its regulators. A. A schematic diagram of
the three major branches of the anthocyanin biosynthetic pathway. Each enzyme is listed as an abbreviation
above the arrows, and the products of each enzymatic reaction are listed beside the arrows. The six enzymes
shared by all three branches are highlighted in pink. B. A regulatory complex of MYB, bHLH and WD40
transcription factors is thought to regulate the pathway.
The activities of transcription factors are set within the context of pre-patterns determined by the
formation of the colored organs, which defines the spatiotemporal boundaries for pigmentation [15]. This
put the TFs downstream of some developmental master regulators (e.g., an organ ‘identity’ gene), and thus
can be considered in a hierarchical gene network. Other more sophisticated patterns where a region is
differentially pigmented in a cell by cell manner, such as the stripes and veination pattern (Figure 1A.), might
be due to the combined tissue-specific expression patterns of the TFs [33]. There have also been mechanisms
proposed for spot formation. In the African beetle daisy, the elaborate spot pattern is hypothesized to have
layers of regulation active at different developmental time points (Figure 1C.). For more periodic, consistent
spot patterns, such as spots in the Mimulus flower, antagonistic dynamics in the pathway regulators is
hypothesized to be present. [15], [34]. In dicots, the late biosynthetic genes (LBGs) are activated by the
MBW complex composed of a Subgroup 6 R2R3-MYB (M) protein and bHLH(B) and WD40 (W) co-factors
[16]. The complex has been observed to exhibit multiple auto-regulatory feedback loops. It is counteracted
by an R3-MYB that inhibits pigment production by competitive binding. Some spots have been proposed to
form in response to the interplay of the short range activation and long term inhibition.
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Floral anthocyanin in Mimulus luteus species complex
The plant genus Mimulus is a rapidly emerging model system for studies of evolutionary and ecological
functional genomics [35]. Notably, in the species complex of the Chilean Mimulus luteus, hybridization
between the solid purple-flowered M. luteus var. variegatus and either the orange or yellow morph of M.
cupreus generates a novel, highly patchy distribution of red anthocyanin pigment in the petal corolla (Figure
3). F2 populations display a wide array of patterns, from a complete lack of anthocyanins to spots, speckles, or
solid red color. In greenhouse cross experiments, between the purple M. luteus var. variegatus and the yellow
morph M. cupreus, about one fourth of the F2 population completely lacks petal lobe anthocyanin, suggesting
that the presence of anthocyanin pigmentation is a single-locus Mendelian trait [29]. The within-individual
pattern variation is minor in explaining the overall pattern diversity, suggesting a genetic basis for the pattern
as opposed to other random factors (unpublished data, the Cooley Lab and the Puzey Lab). Characteristics
of the spots include localness of pigment patches, with spots forming clusters around the edge, center, or tip
of the petal lobe (Figure 3). Nonetheless, the size and spacing of spots are relatively uniform for the same
individual.
Figure 3: The M. luteus hybrid system. The foral pigmentation trait of the F2s between M. l. variegatus
and M. cupreus shows great variation in anthocyanin pigment level, pigmented area proportion of the corolla
area, spot size, and background shade (photo taken by the author).
Unlike spot traits in the petal lobe in the M. lutues hybrid, anthocyanin spots in the nectar guide area
is a conserved trait among Mimulus species. The molecular mechanism for nectar guide spots formation
in the closely related species M. gutatus and M. lewisii has recently been revealed by colleagues [36]. An
R2R3-MYB activator and an R3-MYB repressor are characterized in both species. Through experimental
perturbation and mathematical modeling, Ding et al. (2020) demonstrated that the properties of these two
proteins correspond to an activator-inhibitor pair in a two-component, reaction-diffusion system, which is
consistent with the formation of dispersed anthocyanin spots in petal throat areas[36]. In previous studies of
petal anthocyanin in M. luteus species complex, the single-locus dominant gain of floral pigmentation trait in
M. l. variegatus was mapped to a genomic region, pla2, within which the sole viable candidate gene is an
R2R3-MYB gene[37]. Note that, the R2R3-MYB gene has been sequence characterized to be homologous to
the self-activating transcriptional activator from M. lewisii and M. gutatus.
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1.3 Reaction-diffusion as a mechanism for pattern formation
Reaction-diffusion for developmental patterning in biological systems
Biological pattern formation refers to the generation of complex organizations of cells in space and time.
The mechanisms of patterning have fascinated biologists for decades, as the emergence of new structures
and shapes is fundamental to the evolution of complex organisms. Among all types of pattern generation
mechanisms, spontaneous pattern formation from homogeneous initial conditions attracts a lot of attention
due to its simplicity in concept, and its potential in explaining complex physiological and developmental
phenomena [38]. The most well-known model to explain self-regulated pattern formation is the Turing model
[39]. In his 1952 paper, Turing used a system of reaction-diffusion (RD) equations representing “two diffusible
substances interacting with each other” to model the autonomous spatial patterning mechanisms in the
embryo. Despite the wide range of pattern variety the RD mechanism can reproduce (e.g. patterns of animal
coats, mollusks shell, plant trichomes), molecular evidence at that time was deficient [40]–[42]. Proof of
the existence of a Turing system requires identification of the purported morphogens, measurement of their
spatiotemporal concentrations and kinetics, and demonstration by knockouts or other genetic manipulations
that they are essential components of the observed pattern formation [43]. But in more recent studies, systems
with the the necessary molecular interactions for Turing patterns have been identified, e.g. the formations of
palatal ridges and digits during mouse embryogenesis, and the recently detected spot formation mechanism
in the monkeyflower [36], [44], [45].
Background ideas of the pattern-generating RD dynamics
RD systems produces spatially stable patterns through a combination of local self-enhancement and lateral
inhibition (Figure 4). In the simplest case of two morphogen species, the model describes the concentration
of a short-range auto-catalytic activator, that regulates the production of its long-range inhibitor. Starting
from a homogeneous spatial pattern, small random molecular fluctuations can cause the activator to have
slightly higher concentrations at certain positions (Figure 4A.). Because it has the autocatalytic property, the
concentration will rise faster at that point, and at the same time boosts the production of the inhibitor, which
thus increases in the same position (Figure 4B.). However, due to the faster diffusion rate of the inhibitor,
the inhibitor’s concentration flattens faster than the activator’s (Figure 4C.). In neighboring regions, the
influx of inhibitor repressed the level of activator and prevent another peak from forming nearby. At a certain
distance away from the peak, the inhibitor’s concentration drops more and is not enough to prevent the
accumulation of the activator, so new peaks of activator will form again (Figure 4D.). Since this distance is
determined by the global parameters of the system, for example, the diffusivity of molecules, the resulting
pattern is a spatially periodic distribution of concentrations, which in 2-D usually comes in the form of spots
or stripes. Note that the effective long-ranging inhibition does not require a inhibitory chemical species and
there exists an alternative molecular realizations, such as the "activator-depleted substrate scheme", where
the antagonistic effect is achieved by the depletion of the substrate [46].
Recent theoretical advances in studying the RD systems
In addition to molecular genetic studies that identify potential morphogens and interactions, there have
been theoretical advances relevant to Turing patterns. Studies were concerned with two-component systems
of reaction-diffusion equations while the biological network in the real world are complicated, and several
papers address Turing instability in three-component systems of reaction-diffusion equations [45], [48]. A
comprehensive study by Scholes et al. (2019) has revealed that there are more topologies than previously
thought that can give rise to patterning [49]. Moreover, what previously was thought as the competing
patterning mechanism to reaction-diffusion, the Positional Information system (PI), which states that patterns
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Figure 4: Periodic pattern formation mediated by reaction-diffusion. U stands for the self-
activating activator, and V is the inhibitor. Modified from Figure 1a of [47]. A to D shows how the
activation inhibition dynamics can grow locally from small perturbation and propagate to the adjacent space.
See text for details.
form out of the interpretations of the specific morphogen concentration gradient at the different spatial
location, now has been thought to be compatible with the RD system by theoretical biologist, and they
together can address a variety of patterns with different types of behaviors [47]. There have been computational
advances in modeling RD networks under more biologically realistic conditions, such as growing domains or
within heterogeneous media [50]. Spatial heterogeneity provides a way to reconcile the competing theories by
allowing positional information to influence reaction-diffusion processes, which can lead to more modulated
patterns that are ubiquitous in nature.
Evidence for the RD-driven patterning in M. luteus hybrids
Reaction-diffusion mechanisms have been used to model patterns in plant development (e.g. plant tips
bifurcation, shoot apical meristem patterning, root hair, and trichrome formation) [42], [51]–[53]. Among
those cases, regulation of trichome formation shares many similarities with anthocyanin regulation, including
common bHLH and WDR regulators. During trichome development, a group of R3-MYB genes (e.g., Caprice
(Cpc) in tobacco) are activated by the MBW complex [54]. These R3-MYB proteins move out of the trichome
into neighboring cells where they repress trichome initiation by binding to and titrating available bHLH
factors from the MBW complex. More relevant results to anthocyanin spot patterning were from the closely
related M. lweisii and M. gutatus species, where the R3-MYB repressor was detected. Not only is system
proven to display the required interaction dynamics in an RD system, but the mutant phenotype of the
activator or the inhibitor resembles the simulated patterns under altered the RD scenarios [36]. This evidence
suggests that similar regulatory machinery might be present in the hybrids but absent or minor in the parental
species. In this case, the patterning of pigmentation would be the result of the reaction-diffusion dynamics
introduced through the rewiring of the anthocyanin genetic regulation network.
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1.4 Research questions and specific aims
As mentioned above, hybrid novelty may be linked to being the consequence of genomic permutations and
recombinations, which lead to many possible types of genetic interactions, leading to complementation of
additive alleles and epistatic interactions of unique parental origin that allows the hybrid phenotype to vary
greatly [1]. There are several excellent studies that identified genome-wide signals for hybrid novel traits and
that aims to discern additive or non-additive effects of gene recombination [3], [55]. The question remains:
what are the mechanisms by which the identified set of genes generate new patterns in the hybrid, and what
are the underlying molecular and developmental steps contributing to the rich variety of hybrid patterns?
One study tried to address the diversity of camouflaged color patterns in hybrid salmonid fish skin with
mathematical simulation. One highlight of this study is the usage of a "in silico hybridization" to predict the
observed patterns, although it stopped short of relating the simulation to the genetics that gives rise to the
pattern change [56]. The patterned pigment spot phenotype of the petal lobe in the F2 population makes the
hybrid Mimulus luteus an excellent system to investigate phenotypic innovation via hybridization. With the
natural variation in the patterning, wealth in the genetic resources and a plausible mechanistic model, we
aimed to use this hybrid system, bioinformatics and simulation to study how novel patterned phenotypes
arises from recombination of genes in hybridization, and how recombination changes the regulatory circuitry
that controls the trait.
The specific questions we ask in this study are the following:
• Based on the molecular evidence, what are the genes controlling floral anthocyanin pigmentation and
pigmentation patterning?
• Based on our knowledge of the molecular candidates and hybrid genetics, what potential genetic
interactions could lead to the variations of the patterns?
• Under reasonable hybrid genetic scenarios, can reaction-diffusion be mechanisms that generates an F2
trait space with patterned individuals?
• Beyond reaction-diffusion, what could possibly explain the localness (heterogeneity) of the spot pattern
observed in the F2 trait space?
To address these questions, we formulated the following three aims for our study, the methods and results
of which will be disclosed in the following two chapters of this thesis.
1. Use empirical transcriptome data to find candidate genes in the regulatory machinery of anthocyanin
pigmentation in the Mimulus flower.
2. Construct a genetically informed mathematical model for the hybrid pattern in the F2 trait space.
3. Find the potential source of the pattern heterogeneity in wet-lab experiments and computational
simulations.
2 Transcriptome Analysis of Anthocyanin Regulators
In this section, we use DNA sequence analysis and spatiotemporal patterns of gene expression to identify
an R2R3-MYB gene, MYB5a, as a candidate gene for petal lobe pigment activation. In a previous study,
quantitative RT-PCR of flower buds was performed and MYB5a was shown to be strongly and specifically
expressed in the anthocyanin-pigmented petal lobes of M. l. variegatus, making it a strong candidate for the
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key regulator (Figure 5A.). We are interested in whether the presence of MYB5a alone can explain the gain
of function in petal lobe anthocyanin, and we tested the sufficiency and necessity of MYB5a in the petal lobe
pigmentation. Next, after confirming the regulation role of MYB5a, we want to find out what part of the
anthocyanin pathway is MYB5a targeting at, and whether there are other transcription factors that co-opt
with MYB5a in the regulatory machinery and their dynamics of the regulation.
With these questions in mind, we showed that transgenic manipulation of gene expression demonstrates that
Myb5a is both necessary and sufficient for petal lobe anthocyanin pigmentation. Transcriptome sequencing of
a MYB5a RNAi line revealed other candidate regulators of the anthocyanin pathway, including the R3-MYB
type repressors and bHLH and WD40 co-activators, and the degree to which they are responsive to the level
of expression of MYB5a.
2.1 Experimental design of MYB5a RNAi lines in M. l. variegatus
MYB5a/NEGAN is sufficient and necessary for PLA in M. l. variegatus
A pilot experiment showed that tje overexpression of NEGAN, homolog of Myb5a from M. lewisii was sufficient
to activate anthocyanin production in both leaf and petal tissue of the normally yellow-flowered M. l. luteus.
Anthocyanin pigmentation in the nectar guide region was also dramatically increased relative to wild-type
(Figure 5B.). Encouraged by this result, RNAi transgenic lines were constructed by Agrobacterium-mediated
stable transformation of both exons and 5’UTR MYB5a gene fragments to test the hypothesis that if the
transcript of MYB5a is necessary for petal lobe anthocyanin pigmentation in M. l. variegatus (experiment
conducted by the Cooley Lab, Figure 5C.). In the strongest line, anthocyanin pigmentation was completely
abolished in both the petal lobe and the nectar guide. Anthocyanin pigmentation in the stems, the leaves,
and the adaxial side of the dorsal petals appeared to be unaffected, indicating that the effect of MYB5a
knockdown is spatially specific. Having obtained the complete lack of pigment phenotype, we asked the
next questions what are the gene expression changes in the transformed lines that completely lack petal
anthocyanin compared to the wild type M. l. variegatus.
2.2 Alignment and analysis pipeline of the transcriptome data
To obtain gene expression information, we chose the transcriptomic approach to perform an RNAseq on the
petal tissue from a highly inbred wild-type line of M. l. variegatus, and from white-flowered offspring of the
white-flowered RNAi transformant. Since the expression of anthocyanin-producing genes in Mimulus flowers
is the highest early in bud development, just before and after the first appearance of visible anthocyanin
pigment, we used young buds that had not yet emerged from the calyx for RNA extractions. Experiments were
performed by the Cooley Lab. the RNA-Seq library was obtained by Illumina HiSeq single-read sequencing
[37], [57].
Transcriptome alignment to the M. luteus Genome
With a published Mimulus luteus var. luteus genome and gene feature annotation file available [58], we chose
the genome splice-aware mapping approach to assemble the M. luteus var. variegatus transcriptomes to the
genome [59], [60]. Sequencing quality control was performed by plotting the sequence nucleotide distribution
and sequencing quality scores for all samples. The transcriptome libraries were aligned using Bowtie2 (Version
2.3.5.1) under -very-sensitive-local mode [61] for best results in distinguishing homeolog expression, given
that the M. luteus complex we study are putative tetraploids [62], [63]. Overall alignment rates were greater
than 90% for all 7 samples. From the sequence alignment maps we counted reads per gene for all samples
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Figure 5: MYB5a is sufficient and necessary for activation of petal lobe anthocyanins. A.
Qualitative RT-PCR on cDNA from developing petal lobes of wild-type (W) and transgenic (T) M. l.
variegatus reveals a reduction in MYB5a expression in the Vrnai1 transgenic line. Reference gene GAPDH
was used as a positive control. B. Overexpression of the coding sequence of MYB5a from M. lewisii in the
normally yellow-petaled M. l. luteus activates anthocyanin biosynthesis in both leaf and petal tissue. C.
RNAi targeting MYB5a Exon 4 in the normally purple-petaled M. l. variegatus eliminates anthocyanin
biosynthesis in the petal lobes and nectar guides, but not elsewhere in the plant. The strongest of 8 RNAi
lines, Vrnai1, is shown here. See Figure S1 for images of the other RNAi lines. Photo courtesy of the Cooley
Lab.
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using the exon coordinates included in the published luteus GFF (general feature format) file. Read count
was performed with software HT-seq (Version 0.11.2) [64] in Python. For detailed alignment documents
see the supplemental data. Pipeline code, alignment documents and results and are accessible through the
GitHub repository (https://github.com/cici-xingyu-zheng/Luteus-RNA-seq) and for raw read count
see (Table S1).
Transcriptome analysis and functional annotation
Analyses of differential gene expression were conducted in DESeq2 (Version 1.26.0) in the R/Bioconductor
environment [65] (R Version 3.6.2; Bioconductor Release 3.10). After normalizing each gene by sequencing
depth, we performed a principal component analysis (PCA) plot of the seven transcriptome samples (three
wild-type M. l. variegatus, three M. l. variegatus with from RNAi line Vrnai1, and M. naiandinus as an
outgroup). As expected, the samples clustered by treatment with the outgroup being an outlier (Figure S2).
After performing a shrinkage estimation for dispersion to address the inaccuracy introduced by the small
sample size and reduce the false positive rate [65], the logarithmic fold change (LFC) between RNAi treatment
and control samples was used to evaluate differential expression. Following a false discovery rate control using
the Benjamini-Hochberg Correction method, transcripts that were log-2-fold up or down-regulated with a
p-value (< .05) were considered to be significantly differentially expressed. Transcript expression profiles
were normalized to Reads Per Kilobase Per Million (RPKM) for further analysis and for plotting (Table S2).
To annotate differentially expressed genes, all of the M. l. luteus gene sequences were translated to protein
sequences using EMBOSS (6.5.7) “transeq” command and searched against Arabidopsis thaliana (TAIR)
protein database using the “BLASTp” query with a e-value cut-off (< 10−6).
For each transcript from M. l. variegatus, the best-hit A. thaliana gene was used to annotate the transcript
with a gene name and Gene Ontology (GO) annotation terms. GO enrichment analysis for the differentially
expressed gene set was conducted using topGO (Version 2.36.0) with the "org.At.tair.db" database in R,
and pathway enrichment tests were done using the KEGG (the Kyoto Encyclopedia of Genes and Genomes;
Release 93.0) pathway assignments for Arabadopsis with the KEGGREST Bioconductor package [66].
Method of regulatory and pathway analysis
In order to test for an effect of MYB5a downregulation on the anthocyanin biosynthetic pathway, we examined
the expression of genes corresponding to six core pathway enzymes: chalcone synthase (CHS), chalcone
isomerase (CHI), flavonoid-3-hydroxylase (F3H), dihydroflavonol-4-reductase (DFR), anthocyanidin synthase
(ANS), and UDP-flavonoid-3-glucosyl-transferase (UF3GT) [16], [67]. A list of M. l. variegatus transcripts
with RPKM > 1 and annotated with descriptions matching these enzymatic activities was obtained. Genes
were considered truly orthogonal if they were the best hit in a reciprocal BLAST or had the same high
BLAST score as a putative homeolog.
In addition to the enzyme-encoding genes, we were also interested what other regulatory factors might be
affected when we knock down the MYB5a transcriptional activator. In all species that have been examined,
the regulatory complexes of the anthocyanin pathway include members of the MYB, basic helix-loop-helix
(bHLH), and WD40 repeat families [31], [68]. Therefore, we subset from the differentially expressed genes
a list of genes annotated as members of these three transcriptional regulator families. We then searched
for homologs to genes in M. guttatus and M. lewisii that have been reported to be involved in anthocyanin
regulation.
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2.3 Differential expression in wild-type M. l. variegatus and the Myb5a RNAi
lines
Transcriptomic differences between wild-type and RNAi lines of M. l. variegatus
We found a total of 632 genes that were significantly differentially expressed between wild-type and MYB5a
RNAi lines of M. l. variegatus, with 346 genes down-regulated and 290 up-regulated (Table S3). The
differentially expressed genes are enriched in a variety of functions including response to UV-B, anthocyanin-
containing compound biosynthesis, pollen exine formation and phenylpropanoid biosynthetic process (p-value
< .001) (Table S4). Our pathway enrichment analysis suggests that the cutin, suberine and wax biosynthesis
and flavonoid biosynthesis are the two significantly enriched pathways (Table S5).
The M. l. variegatus MYB5a DNA sequence, which had previously been determined by PCR and Sanger
sequencing, had best hits to three coding sequences in M. l. luteus: Mlu 12200, Mlu 12207, and Mlu 42095.
In the M. l. variegatus transcriptomes, the latter two transcripts were not expressed at all in either wild-type
or RNAi lines of M. l. variegatus. In contrast, Mlu 12200 was robustly expressed in all six libraries, with
three-fold higher expression in the wild-type compared to the MYB5a RNAi line (Figure 6). The Mlu 12200
transcript from M. l. variegatus also had a best match to the gene that is annotated as MYB5a in the M. l.
luteus genome, [37], [58], further confirming its identity as the target of our RNAi experiment.
To check for off-target effects of the RNAi transgene, we asked whether any other Subgroup 6 R2R3
MYB genes were significantly down-regulated in the RNAi line. Five MYBs were identified among the
down-regulated genes (Mlu 24690, Mlu 05348, Mlu 27563, Mlu 17841, and Mlu 00921), but none of them
contained a Subgroup 6 motif. We conclude that the loss-of-pigment phenotype observed in line Vrnai1 is due
to the reduction in MYB5a expression alone, and was not caused by incidental down-regulation of another
anthocyanin-activating MYB gene.
RNAi knockdown of MYB5a reduces transcription of the late anthocyanin biosynthesis genes
We identified a total of 30 genes that are annotated to have enzymatic functions corresponding to the six
core enzymes in the anthocyanin pathway [16] (Table S6). The Early Biosynthetic Genes (CHS, CHI and
F3H ) are particularly enriched in copy number, each having more than the two homeologous copies expected
in a tetraploid.
In eudicots, the anthocyanin biosynthetic genes are usually divided into two groups, the early (EBGs)
and late (LBGs) biosynthetic genes, with the latter being tightly regulated by an MBW complex [69]–[74]. In
Arabidopsis, CHS, CHI, F3H belong to the EBGs, producing the precursors of not only flavonoid pigments
but other flavonol compounds. DFR, ANS, and UF3GT comprise the LBGs that determine the anthocyanin
end-products. Conserved as the enzymatic pathway is, however, the break point of regulation between early
and late genes can vary across species [30]. We utilized our transcriptomic data to determine where the
breakpoint occurs in M. l. variegatus.
Consistent with expectations from the literature, the anthocyanin biosynthetic genes in M. l. variegatus
show a dichotomous pattern of response to MYB5a down-regulation. The genes earlier in the pathway - CHS,
CHI, and F3H - had no consistent pattern of expression change, while the genes later in the pathway - DFR,
ANS, and UF3GT - were consistently down-regulated (Figure 7). All copies of the LBGs had statistically
significant change in the same direction (lower expression in the MYB5a RNAi line relative to wild-type),
while the multiple copies of the EBGs showed a mix of expression increase, decrease, and no change in the
RNAi line. Our data suggest that MYB5a controls anthocyanin production by regulating primary the late
biosynthetic genes, which include DFR, ANS, and UF3GT. This conclusion is consistent with the proposed
mechanism of anthocyanin pathway regulation in the congeneric M. aurantiacus [75].
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Figure 6: Confirming the role of Myb5a and change in structural gene expression level. A.
Experimental confirmation of the correspondence of tran- script Mlu 12200 to MYB5a. Bars show the
average read-count (n=3) of wild-type and RNAi lines respectively, for candidate transcripts Mlu 12200,
Mlu 12207, and Mlu 42095 from the RNA-seq Transcriptome Libraries. Upper and lower error bars mark
the highest and lowest read counts; only Mlu 12200 had any mapped reads. B. Differentially expressed
anthocyanin biosynthesis genes. Log-2 fold change in expression (Vrnai1 / wild-type) is shown on the
x-axis, and negative log 10 of adjusted p-value in the y-axis. 30 structural genes were identified, with Early
Biosynthetic Genes (EBGs) shown in green and Late Biosynthetic Genes (LBGs) in purple. Points in the
upper left quadrant correspond to genes that are significantly down-regulated in the RNAi line relative to
wild-type M. l. variegatus. sig, significant expression difference between Vrnai1 and wild-type; not sig, no
significant difference.
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Figure 7: Transcript level changes in EBG(early biosynthetic genes) and LBG(late biosynthetic
genes). A. No consistent pattern in expression level is observed comparing the RNAi lines to the wild-type.
B. All genes identified as LBGs show a decreased expression in the RNAi line compared to the wild type. The
bars represent the average expression level, and upper and lower error bars represent maximum and minimum
expression level among the samples (n=3). RPKM (per million mapped reads) is used as the normalized unit
of transcript expression.
RNAi knockdown of MYB5a reduces transcription of other anthocyanin regulators
Among the list of differentially expressed genes, we identified 20 genes that are annotated to be transcription
factors with MYB or helix-loop-helix (HLH) domains, or encodes a WD40 protein that could potentially
belong to a MYB-bHLH-WD40 regulatory complex (Table S7). Since different MBW complexes regulate a
variety of traits besides anthocyanin synthesis, we further examined these candidates to identify the most
likely homologs of anthocyanin-specific MBW components. BLAST results indicate that one WD40 gene
(labeled MlutWD40a) and two bHLH genes (MlutbHLH1 and MlutbHLH2 ) have high sequence similarity
to anthocyanin TTG1 and TT8 genes, which are the main WD40 and bHLH regulators respectively of
proanthocyanidin biosynthesis in Arabidopsis seed [74]. MlutWD40a appears to correspond to MlWD40a
from M. lewisii, which has been shown to co-activate anthocyanin expression in the corolla [57]. Interestingly,
MlutbHLH1 has the highest similarity to M. lewisii ANbHLH3. In M. lewisii, this gene is not detectably
expressed in the petal lobes [57], suggesting a functional diversification in Mimulus flower petal anthocyanin
regulators.
Recent studies show that single-repeat R3-MYBs are activated by the R2R3-MYB member of the MBW
complex, and inhibit anthocyanin biosynthesis by directly interacting with the bHLH component of the
same complex [76], [77]. We found that two R3-MYB genes, Mlu 13044 (MlutR3MYB1 ) and Mlu 33990
(MlutR3MYB2 ), have high sequence similarity to RTO from M. lewisii [36] and are strongly and significantly
down-regulated in the MYB5a RNAi line. Their downregulation in Vrnai1 is consistent with the model that
MYB5a is an activator of its own inhibitor, although the impact of MYB5a on two apparently homeologous
gene copies is unique.
We were particularly interested in the expression change of these five anthocyanin related regulators when
knocking down MYB5a. In previous studies, the R2R3 MYB protein has been shown to activate the complex
as well as the R3 inhibitor, and we hypothesized that in M. l. variegatus RNAi lines, the other candidate
anthocyanin regulators we identified would show the same directional expression change as MYB5a [32].
Indeed, our expression results showed that down regulating MYB5a in the RNAi line of M. l. variegatus led
15
to a down regulation in all the putative regulatory genes, highlighting the critical role that MYB5a plays in
the MBW regulatory complex (Figure 8). The activators of anthocyanin biosynthesis - including R2R3 MYB,
bHLH, and WD40 transcription factors - were all 2- to 3-fold down-regulated in the RNAi line (Figure 8B.).
The two R3 MYB inhibitors showed much more dramatic effects: they were 19- and 29-fold down-regulated
(Figure 8B.). High sensitivity of the R3 MYB inhibitors to MYB5a expression may be a key feature of the
anthocyanin regulatory network.
Figure 8: Transcript level changes in regulatory complex. A. Expression of the regulatory complex
genes relative to the transcriptome as a whole. Log-2 fold change in expression (Vrnai1 / wild-type) is shown
on the x-axis and negative log 10 of adjusted p-value as the y-axis. Points in the upper left quadrant correspond
to genes that are significantly down-regulated in the RNAi line relative to wild-type M. l. variegatus. Genes
with homology to known anthocyanin-regulating genes are color-coded as MYB5a (pink); the R3-MYB
repressor RTO (orange); bHLH (light green); or WD40 (dark green). sig, significant expression difference
between Vrnai1 and wild-type; not sig, no significant difference. B. Transcript level fold change of the
anthocyanin-regulating transcription factors. Normalized expression fold change of the regulatory genes is
shown in RPKM (per million mapped reads). Upper and lower error bars represent maximum and minimum
expression level among the samples (n=3).
3 Mathematical Modeling of Gentetically Informed F2 Traits
3.1 Simulation of Turing-like petal patterns with FDM Methods
Reaction-diffusion PDE system for the Turing pattern
We hypothesized a two-component reaction-diffusion with activator-inhibitor interactions for our spot
patterning system. The system we analyze is identical to the form of the original Turing paper with linear
interaction terms [39]. u and v denote the activator and inhibitor concentration. F (u, v) and G(u, v) standing
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• F (u, v) = auu+ buv + cu
• G(u, v) = avu+ bvv + cv
– au = activator self-activation rate
– av = rate of activator activating repressor
– bu = rate of repressor repressing activator
– bv set to 0
– cu, cv: background synthesis level
• du, dv: degradation rate
• Du, Dv: diffusion coefficient
The solution of the system can take on six dynamic states in total, and one of them will show up as
stationary waves with finite wavelength, which is known as the "Turing pattern" [38]. Depending on how
many different wavenumber components in the solution, we will arrive with either the stripe or spot pattern
in 2-D with periodic or no-flux boundary conditions on a limited time scale. Notably, the solution for linear
PDE equations include wave component will grow unbounded in the limit. However, the linear model gives
an intuitive idea of the interactions between chemical species and the math behind two-component linear
reaction-diffusion equations is well-understood. The pattern stays stable for a reasonably long enough time
[78].
We combine the degradation term and self activation term to be one, and let f represent the consolidated
interaction function for u, and g as the interaction function for v. The partial derivatives fu, fv, gu and gv are
all constants in this linear reaction diffusion scenario, and they represents the interaction between activator
and inhibitor. For the Turing instability to occur in an activation-inhibition type dynamics between u and v,
the relationship mentioned above need to satisfy the following conditions [79]:

fu + gv < 0
fugv − fvgu > 0
Dvau +Dubv > 0
(Dvfu +Dugv)
2 − 4DuDv(fugv − fvgu) > 0
One key feature for this type of Turing instability to happen is that the ratio of diffusion coefficient
(Dv/Du) needs to be sufficiently large.
For most partial-differential equations, analytical solutions are hard to obtain. In this study, we are more
interested in the visualization of the spatial pattern than analyze the mathematical solutions forms. Therefore,
numerical methods is employed and we approximate the steady-state solution when the concentration over
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space changes very little after long enough time. We used the two-component Turing Model as our starting
point to achieve the following: 1) implement a numerical method to simulate the two-component reaction-
diffusion relationship in 2-D; 2) find a set of parameters that generate the Turing pattern; and 3) use the
parameter set as an anchor to search around the neighborhood for pattern changes.
Forward Euler finite-difference method
We employed the finite-difference method (FDM) to obtain numerical solutions, where we use finite differences
to approximate the derivatives in the partial differential equation (PDE) system that mathematically describes
the reaction diffusion dynamics. In FDM, we assume time and space are divided into evenly spaced fine
grids, and we write the unit of time and space as ∆x and ∆t respectively. We look for approximations of the
solution u(xi, tn), the concentration of u located at xi and at time tn to the diffusion typed equation at each
mesh point of (i∆x, n∆t). A diffusion type equation in 1-D has the following general form:
ut = uxx + f(u)
The approximate value is conventionally denoted as Uni ≈ u(xi, tn). The simplest and most straight
forward scheme to solve the heat equations numerically is to consider the concentration of next time step as
the sum of the effect of the reactions and diffusion that happen in one unit of time adding to the concentration
of the current time. This way of discretization is known as the "forward Euler method" (Figure 9A.).
Figure 9: Stencils in the explicit methods (A.) and the Crank-Nicolson Method (B.). The center
node in the lower row represent the concentration U at i in one dimension at time t. We use the values of the
neighbor nodes in space and time to solve U at space i in each time step n.
To calculate the updated value of the concentration at each time step, first we approximate the time
derivative using the forward difference:
ut(xi, tn) ≈ Uni =
Un+1i − Uni
∆t
Then we use a centered second difference for the second order space derivative:
uxx(xi, tn) =
Uni+1 − 2Unj + Uni−1
2∆x






i−1 − 2Uni + Uni+1) + f∆t, λ =
∆t
(∆x)2
For the approximation to be stable, λ is required to satisfy less than or equal to 1/2 in the forward time
scheme. To extend it into 2-D, one only needs to change the one directional centered second difference of
space to that in both x and y direction.
We set the boundary conditions to the no-flux Neumann type BC that sets the flow of u to zero on the
boundary. This is written as ux(x0, tn) = 0 and can be achieved by adding fictitious boundary points to the
end of the space:
Un2 − Un0
2∆x
= 0; Un0 = U
n
2
The initial condition for both u and v was set to a constant level across space, with small random variations
for instability to happen. In the simple case, we do not consider the influence of a pre-pattern, where the
initial condition is governed by different equations at different space coordinates. By so doing we only model
the scenario of no positional information acting upstream of the reaction-diffusion system. We also set the
variable type constraints F (u, v) and G(u, v) in the equation system to be non-negative and bounded above,
due to concentration of molecules cannot be negative, and that the resources in the physical cell environment
is limited [38].
We use MatLab (Version 2017b) to set up and compute the numerical simulation. Using the Turing space
condition equations, we successfully obtain patterns in 1-D and in 2-D (Figure 10A. and 10B.).
Pattern diversity in the Turing Space
In line with the way we digitized the images of the real M. luteus petal, we devised a 3-petal shaped domain
as an in silico representation of the petal spot formation under simple reaction-diffusion conditions (Figure
10D.).
Next, we explored the parameter space for the pattern variation to see whether by gradually modulate a
certain parameter in the RD model equations various two-dimensional patterns would show up, especially
the spot patterns with different size and spacing. Parameter values at the boundary of being patterned
and not patterned is of interest too. The parameter variation captures the most general idea of "hybrid"
when no genetic information is known. We can assume one continuous parameter is determined by multiple
genetic loci with polygenic inheritance and that individuals having different parameter values can be crossed
with each other. The resultant hybrid will have a parameter value that is intermediate between those of the
parents, where solid color parents represent simulation result outside of the Turing space.
We tested the idea of "in silico" hybridization on parameters like the diffusion coefficient (D), activation
rate (a), production rate (c), and below we show the pattern diversity in the Turing Space by varying
self-activation of the activator on the x-axis and the diffusion coefficient on the y-axis (Figure 11C.):
the Crank-Nicolson Method
The stability limit ∆t ≤ 12∆x
2 is very stringent in Forward Euler Method. It requires very small time
steps if fine space meshes are desired. The order of accuracy is O(∆t) in time and O(∆x2) in space. We
would like to have a method that allows closer approximation of the solution and can take finer time steps.
Therefore, we improved our model to use the an implicit finite discretizations methods, the Crank-Nicolson
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Figure 10: Simulating Turnig Patterns. A. Activation-inhibition reaction-diffusion equation solution
(t=3000) with Neumann boundary conditions in 1-D; B. Turing pattern in 2-D; C. three petal mask; D. Turing
pattern with three petal domain (let D = diffusion coefficient∗λ; parameter values are: Du = 0.02;Dv =
0.5; au = .08; bu = −.08; cu = .04; du = .03; av = .10; bv = .00; cv = −.15; dv = .08).
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Figure 11: Turing space example. A. The theoretical Turing space of au and Du calculated by the
instability criteria when other parameters are fixed. B. parameter inequalities that needs to be satisfied for
Turing Instability. C. The variety of patterns obtained by simulation. The correspondence of the theoretical
space and where the simulated patterns show up when varying the two parameters confirms our numeric
model, and it also suggests that tiny changes in the parameter can generate great pattern diversity.
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method, and implemented it with the time-splitting alternating direction implicit (ADI) method in 2-D [80].
The Crank-Nicolson method is based on the central difference in space and the trapezoidal rule in time. Is
unconditionally stable and second-order accurate in both space and time (Figure 9). What is more, the ADI
method has been proven to converge with irregular domains, which works for the petal-shaped domain we
used [81].
Here are some comparisons of patterns obtained using the ADI method for simulation (Figure 12):
Figure 12: Implicit simulation of parameter changes. The rest of the parameter values are: bu =
−.08; du = .03; av = .10; bv = .00; cv = −.15; dv = .08; and Dv is fixed to 20 ∗Du.
3.2 Vein modeling for spatial heterogeneity
Veination pattern might be correlated with spot pattern
Certain aspects of the spot pigment trait such as the clusterness of patches do not perfectly match expectations
of a reaction-diffusion pattern with homogeneous initial condition. The previous statistical analysis of the
spot traits has focused on the measurement of the size, number and spacing of the spots, and locations where
the clusters of spots show up consistently (unpublished data, the Puzey Lab). The comparability of spot size
rings true for reaction-diffusion, and the high frequency of observing spots in certain areas strongly suggests
localized heterogeneity. In microscopy experiments, we found that small anthocyanin petal spots are located
between vasculature elements in Mimulus petals (Figure 13A.). Thus we hypothesized that the presence of
the vein might interfere with spot location by introducing heterogeneity into the space domain. Besides, by
characterizing the developmental stages of floral organ maturation, we noticed that the pattern properties
change over time as the petal develops in an anisotropic way, which might also contribute to the pattern
non-homogeneity (Figure 13B.).
Figure 13: Flower vein and spot pigmentation. A. Petal corolla (upper) and nectar guide (lower)
sample after ethanol treatment. B. Spot and vein image over flower petal developmental stages.
22
Aside from developing the wet lab protocol for vein imaging and quantitative vein information extraction,
we modeled the petal vein as well to gain more intuition about the role the vein in spot development. We
adapted the model a biology informed leaf vein model that uses a space subdivision algorithm [82]. The
model assumes the vein pattern developed based on the canalization hypothesis of auxin distribution, the
phenomenon of which is shared by petals and leaves. According to some reports, similar geometric rules
govern the distribution of veins in petals, sepals, and leaves [83]. Under such an assumption, we modify the
leaf venation model for our petal vein model (Algo 1).
Algorithm 1 SimulateVein
let s ∈ S = auxin source, v ∈ V = vein node;
let M(s) = map of closest v for each s; M ′(v) = reverse map of M(s)
Require: parameters t = total time, D = petal domain, m = new source per iteration;
Require: k1, k2 = distances for qualified source and leaf nodes;
Require: r1, r2 = scale factors for new vein node distance and leaf blade growth
for i = 0 to t do
for j = 0 to m do
if d(s′, s) ≥ k1 ∀s ∈ S then




M(s′) = v with [d(v, s′) <= d(V, s′)]
end for
for v ∈ V do





V = [V, v′]
end for
if d(s, v) ≤ k1 ∀s ∈ S,∀v ∈ v then
rm s
end if
D = D ∗ (1 + r2)
end for
Veination model incorporated into RD background
The domain shape, the branching characteristics and the width of the vein are adjustable in our simplistic
vein model. To incorporate the vein model into the reaction-diffusion model, we extracted the map of the
simulated vein and turned it into binary forms to represent a different layer other than the petal background.
There are biological properties of the venation that justifies our distinction. In the real biological system, due
to its hydraulic role, the vascular tissue has higher conductibility for water-soluble molecules [84]. Unlike
leaves that have high photosynthesis activity, petals are huge sugar sink and require phloem in the vein
to actively transports nutrients. Vascular tissues also differ in their permeability than parenchyma tissues
(e.g. the spongy cells in leaves) [85]. In the Mimulus anthocyanin spot system, in particular, the R3-MYB
repressor has been hypothesized to travel through plasmodesmata, a narrow thread of cytoplasm that passes
through the cell walls of adjacent plant cells and allows small molecules to pass through [36]. While in xylem
and phloem of the vein vessels, there is less cell wall material between cells and connectivity in conceptual
should be a lot higher than the general petal tissue [86]. In sum, a lot of possibilities exist about how the
vein intervening with the pigment pattern formation before more molecular evidence surfaces.
We proposed one way to represent the differentiation in connectivity of vein and the background in the
simulation. Suppose the veins are a different domain than the rest of the petal, we can assume a variable, the
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connectivity coefficient, that differentiate between two adjacent background tissue cells, between tissue cells
and vein cells, and between two adjacent vein cells. The connectivity can affect the diffusivity of either the
activator or the inhibitor, making the vein acting either as a barrier or assisting the diffusion.
Let V denote the domain of the vein, and let P denote the rest of the petal, then in our simplified model




ρvp if x1, x2 are of different domains
ρvv if x1, x2 ∈ V and
ρpp if x1, x2 ∈ P
On the other hand, based on the difference in cellular resources for secondary metabolism, the vein might
also have very different baseline synthesis rates for the entire anthocyanin pathway, which can make it a
source or a sink in concentrations for either of the interacting species. We realized it by assume a synthesis
coefficient at each space that scales the production rate, based on whether the cell belongs to the vein domain
or the background petal domain. We do not consider the change in the reaction terms, since that is more
related to the biochemical property of the protein products of the genes, and depend less on the cellular
context.
Here we provide some preliminary results form the combined vein and RD simulation to visualize the
effect of the vein’s interference with the RD pattern (Figure 14).
Figure 14: Vein simulation and reaction diffusion with veins. A. To change the vein density, we vary
number of auxin source per iteration; the branch length is set by altering the distance of adding new nodes;
the width is controlled by setting threshold of the vein image to binaries; B. The “Uniform” case has no vein
domain; in “no -diffusion” case, we set ρvv = 0; In the case of “production, ” we assume veins to have higher
initial concentration and higher background synthesis rate; in “transport” we set 2 ∗ ρvv = 1.5 ∗ ρvp = ρpp;
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3.3 Genetically informed F2 trait space generation
The Bateson-Dobzhansky-Muller model can be used to describe the epistatic interactions between genes with
a different evolutionary history that generate viable novel hybrids [6]. Consider when two populations diverge
from a common ancestor (aabb) and become isolated from each other. No interbreeding happens between
the two, and mutations can accumulate in both populations. Due to selective pressures, these mutations
may lead to an evolutionary change in the populations. When the populations are reintroduced to come into
contact, these diverged genes can interact with each other in the hybridizing species. In the two separated
descendant populations, the new allele A can occur in one population while the new allele B occurs in the
second population. When the two populations start hybridizing the genotypes AAbb and aaBB hybridize
with each other resulting in AaBb (Figure 15). A and B have never been in the same genetic background
before. In one extreme, these two alleles turn out to be incompatible by having interactions that negatively
affect fitness and that gives rise to the Dobzhansky-Muller incompatibilities. However, if we disregard the
assumptions on fitness consequences, it is the first time for A and B alleles to co-occur in the same individual:
a new genotype AaBb is created in the F1, and the permutations of F1 genome will have the potential of
generating more combinations in the F2s.
Figure 15: Dobzhansky-Muller (D-M) model explained. We design our quantitative genetic scheme
based on the Dobzhansky-Muller (D-M) model, which begins with an ancestral species fixed for an AA
genotype at one locus and BB at another. The species becomes split into two isolated populations. In one
isolate, an a allele becomes fixed (by either drift or selection; the point is that the genotypes AaBB or aaBB
are not less fit than the ancestral aabb. In the other population, b becomes fixed; AABb and AAbb are not
less fit than AABB. A new genotype AaBb is created in the F1 hybrid of the two populations.
We have discussed the idea of epistasis in the context of genomic interactions and used it to represent the
interactions between genes that are brought together in the F2s from the parental genome. In the classic
genetics context, epistasis describes the dependency of genes. This happens when some interactions either
between genes or within them lead to non-linear effects, one particular case being that the phenotypic effect of
one gene is masked by another. In the activator-inhibitor typed interaction, if we consider the simple pigment
trait being the phenotypic outcome, then the activator gene is, by definition, epistatic to the inhibitor gene,
because having a recessive activator will result in loss of pigmentation. A good example for two-loci epistasis
is in the mice coat color: the Albino gene is epistatic to coat color gene (Figure 16), resulting all offsprings
that has the Albino recessive allele being the white-coated.
We would like to incorporate the reaction-diffusion interaction detailed in the previous chapters into the
genetic scenario of the hybirds so that instead of vaguely assume that parameter space could represent the
outcome of multilocus changes, we could have a more precise model of the candidate patterning mechanism
that respect the genetics in the hybridization. In Section Two, we showed that Myb5a activates anthocyanin
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Figure 16: Epistasis in mice coat and in pigment patterning. A. The Punnett square in A shows
epistasis in mice coat color genetics (figure source [87]). The Albino dominant allele (C) dictate the presence
of coat coloration and is epistatic to the color gene (B). B. The chart shows that in the reaction diffusion
scheme for pigmentation, the activator gene is epistatic to inhibitor.
production in the purple-flowered parent M. l. variegatus. We can represent it as allele A in our genetic
model. In the yellow morph parent M. cupreus, there is no petal lobe anthocyanin production, which implies
that the corresponding allele of Myb5a has not acquired the role of activating the pigmentation, and is thus
recessive to A. Same assumption can be made that a mutation happened in the M. cupreus genome to the
inhibitor gene, which we denote as B. Then in the hybridization, it is possible that the functioning activator
(A) and the mutated inhibitor (B) have the pattern-generating dynamics. Besides the epistatic interaction,
the case of dominance determines how many novel phenotypes can be derived. Incomplete dominance occurs
when neither of the alleles is fully dominant nor recessive towards each other, and the resulted phenotype
of the heterozygotes differ from the dominant homozygotes. In the 2-loci case, when A and B are both
incomplete dominant, 5 genotypes of the 9 possibilities in total are different to that of the parents, which
could possibly give rise to phenotypic novelty (Figure 17).
Figure 17: Hybridization Punnett square under different cases of genetic dominance. Different
colors represent different phenotypic effects.
We tested out the activator-inhibitor RD model in the genetic recombination context to produce simulated
the F2 hybrid space. We assigned different alleles of a loci to different parameter values in the reaction-diffusion
equations. To realize the solid pigmented parents, we started by picking parameter sets that verge on the
Turing space, one with no pattern but high activator concentration, and the other with no pattern and
low activator concentration. The effect of co-dominance in the heterozygous genotype can be represented
quantitatively as the arithmetic mean, geometric mean or other combinations of the parental values. After we
have decided on which parameters the allelic differences affect (activation rate, or diffusion coefficient), under
what dominance cases (complete or incomplete) and what co-dominant representation of heterozygosity (how
the intermediate value is calculated in the heterozygote), we can test the virtual F2 space under all kinds of
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Algorithm 2 MakeF2
Consider an interacting diallelic loci (a and b) case for a trait controlled by a model M with parameters
[ρ1, ρ2, ..., ρn]. Then we denote the phenotypic effect E of the ancestral loci as (E(aabb) = M [ρ1, ρ2, ..., ρn].
Let the derived allele A in Population 1 and derived allele B in Population 2 correspond to parameter
change in parameter ρk and ρl
Replace the new alleles of ρk and ρl with α and β:
Trait of P1 becomes: E(AAbb) = M [ρ1, ρ2, ..., α, ..., ρl, ..., ρn];
Trait of P2 becomes: E(aaBB) = M [ρ1, ρ2, ..., ρk, ..., β, ..., ρn];
Assume new interaction between new combination of loci be resulting from the new dynamics I in the
changed parameters α and β, then all trait phenotypes in F2 can be represented as:
E(AABB) = M [..., α, β, ...] + I(α, β);
E(AABb) = M [..., α, (1/2) ∗ (β + ρl), ...] + I(α, (1/2) ∗ β);
E(AAbb) = M [..., α, ρl, ...];
E(AaBB) = M [..., (1/2) ∗ (α+ ρk), β, ...] + I((1/2) ∗ α, β);
E(AaBb) = M [..., (1/2) ∗ (α+ ρk), (1/2) ∗ (β + ρl), ...] + I((1/2) ∗ α, (1/2) ∗ β);
E(Aabb) = M [..., (1/2) ∗ (α+ ρk), ρl, ...];
E(aaBB) = M [..., ρk, β, ...];
E(aaBb) = M [..., ρk, (1/2) ∗ (β + ρl), ...];
E(aabb) = M [..., ρk, ρl, ...];
if A Epistatic over B then
E(aa ∗ ∗) = E(aabb);
if A Complete Dominance then
E(aA ∗ ∗) = E(AA ∗ ∗);
if B Complete Dominance then





scenarios of parameter changes, and many of them produce interesting pattern changes. We have tested 10
simple scenarios, and the below one shows one of the outcomes (Algo 2) as a proof of concept (Figure 18).
Figure 18: Simulated F2 pattern space. The figure shows the output of "Mode 1.3" in the MakeF2
algorithm in the code section Section 5.5, that assumes the production rate of activator and inhibitor are
different between alleles and both the activator and the inhibitor are incomplete dominant.
4 Discussion
In this study, we use the system of pigment spot patterning in Mimulus hybrids to investigate the formation
of novel patterning traits that arise out of hybridization. We first confirmed the R2R3-MYB transcriptional
regulator MYB5a to be the necessary and sufficient regulator of the petal lobe anthocyanin pigmentation
trait in the pigmented parental species M. l. variegatus. In a subsequent transcriptome analysis of Myb5a
RNAi lines and wild-type M. l. variegatus, we found that MYB5a acts on the anthocyanin pathway by
regulating the late biosynthetic genes. We also identified gene candidates as part of the MBW regulatory
complex for floral anthocyanin trait in the M. luteus genome. Among these genes, we suspected two bHLH
and one WD40 gene as co-factors of MYB5a, based on their decreased expression level with with proportional
fold changes to Myb5a in the RNAi lines. We also found two homologous copies of an R3-MYB repressor
RTO in Mimulus that show a strong down regulation in the RNAi lines.
With the molecular evidence, we hypothesized that a novel activator-inhibitor type interaction between
MYB5a and RTO introduced in the hybridization gives rise to the novel pigment spot patterning phenotype.
We modeled spot formation with reaction-diffusion dynamics and found parameter space that allows the
presence of the Turing pattern. Small change in the parameters could result in very different patterns. We
came up with an algorithm that combines hybrid genetics with the RD model, and the simulated F2 space
produced with the algorithm demonstrates as a proof of concept of how variation in the pattern could be
generated with a simple 2-loci epistatic interaction. Last but not least, we explored the possibility that petal
veins might be related to pattern heterogeneity by modeling veination. We quantified the effect of the veins
in simulation by introducing a connectivity coefficient and a synthesis coefficient.
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4.1 Workflow of this study for modeling novel hybrid traits
We use the following workflow to summarize our study on the hybrid pigment phenotype in monkeyflower
(Figure 19). The first two steps are to obtain the information of the genes and gene network that segregate
with the novel trait. With knowledge on the gene circuitry related to the trait, we come up with a quantitative
model, which can reveal how changes in different aspects of the model related to the changes in the phenotypes.
The next step is to connect the quantitative model with the hybrid genetic details, and determine whether
additivity, epistasis or case of dominance plays an important role in the observed F2 trait space, and we can
simulate the genetically informed phenotypic variation in the F2 space according to the model. Since the M.
luteus species is an ancient tetraploid, the hybridization of M. l. variegatus and M. cupreus follows that of
the diploid species. But in hybridization between more recent polyploid or between different ploidy levels,
which is not rare in plants, the hybrid genetics might be more complicated. We mention an extra step of
taking gene expression stochasticity into account, that we do not have a chance to carry out but might be
worthy of consideration, for transgressive expression of genes occurs in high proportion in hybrids, and that
expression pattern of parental dominance can also be prevalent [88], [89].
Figure 19: Workflow of this study on modeling hybrid novel traits.
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4.2 Future directions of this study
In our transcriptome analysis, we identified not only the repressor candidates but also co-factors for Myb5a
that could be involved in enzyme-substrate dynamics. In the alternative two-species reaction-diffusion
realization of Turing patterns, it is assumed that the local depletion of a fast diffusing substrate with a
consistent uniform production can give rise to instability. Both the bHLH and the WD40 are householder
TFs that might engage in such interactions with Myb5a. We started with the activator-inhibitor interactions,
but we want to point out that the activator-depleted substrate scheme is also a plausible alternative for
our system. On the other hand, in our genetic algorithm, we only consider the two-loci situation. We can
generalize the algorithm to multilocus cases, if we want to include both copies of RTO or consider combining
the activator-inhibitor model and the activator-substrate model. Although the quantitative model would
be much harder to layout or to interpret, theoretically there can be as many as 25 (33 − 2) new genotypes
with the three-loci case, and this fact restates the importance of recombination in hybridization: although it
might not be the most common process of generating evolutionary novelty, it is among the most credible
mechanism for the sudden appearance of a great variety of new forms.
Besides reaction-diffusion, another influential theoretical model to generate reoccurring biological pattern
is positional information (PI), by which hypothesis cells a priori are assigned locations relative to some
developmental coordinate system, and they perform different functions based on this positional information
[47]. Spatial heterogeneity provides a way to reconcile the two competing theories by allowing positional
information to influence reaction-diffusion processes, leading to modulated patterns that deviate from being
perfectly consistent over the space. We explored this idea with the modeling of the veins. However, other
pre-patterns might be defined by the development of the floral organ with cell boundaries marked by sharp
differences in gene expression pattern. For example, clusters of spots on the ridge and center of the petal
can be obtained by defining the bottom of the petal to have a higher production rate of the activator than
the rest of the domain (figure not shown here). We believe that reaction-diffusion is just one of the most
possible mechanisms that result in the patterning, and that the vein pattern might be also associated with
the pattern variations. Based on the developmental stages we tracked in wet-lab (Figure 13), both the vein
and the pigmentation pattern change in a non-isotropic manner when the flower bud matures. It is likely
that the vein alters the pigmentation pattern not throughout the development of the flower organ but in a
small time frame. One other explanation might be that the veins and the pigmentation are both controlled
by some upstream genes.
An important step in the proposed workflow is to compare the simulation results to the real F2 phenotypes
with statistical tests and revise the model with more knowledge from each modeling process. Although out of
the time scope of this study, it is a crucial step to validate models. More work needs to be done to evaluate
and compare the simulated F2s with real patterns. The output from our simulation can be directly used by
the quantitative analysis pipeline that generates summary statistics about spot patterns (pipeline developed
by collaborators of the Puzey Lab and the Cooley Lab). We believe this honors project has integrated
interdisciplinary knowledge in biology and applied computational mathematics, and it provides a fresh angle
in studying an important phenomenon in evolutionary developmental biology.
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5 Code
5.1 Explicit RD simulation
1 % 2D linear reaction-diffusion system simulation using explicit FDM;
2 % specified boundary shape "3 petal raster" with interior/exterior defined
3 % by a logical mask;
4 % with ghost edge plotted;





10 % model parameters
11 D1 = 0.02; % diffusion constant of u
12 D2 = 0.5; % diffusion constant of v
13 L = 120; % length of domain
14
15
16 % linear rxn parameters
17 a1 = .08; % reaction by u on u
18 b1 = -.08; % reaction by v on u
19 c1 = .04; % generation rate of u
20 d1 = .03; % degradation rate of u
21
22 a2 = .10; % reaction by u on v
23 b2 = .00; % reaction by v on v
24 c2 = -.15; % generation rate of v
25 d2 = .08; % degradation rate of v
26
27 % numerical parameters
28 Nx = 200;
29 Ny = Nx;
30 dx = L/Nx;
31 dt = 0.1;
32 total = 3000; % total time
33
34 % intitialize mesh
35 x = dx:dx:L+dx;
36 y = dx:dx:L+dx;
37
38 % scaled diffusion coefficients
39 lambda1 = D1*dt/dx^2
40 lambda2 = D2*dt/dx^2
41
42 % Preallocating
43 u = zeros(Nx+1,Ny+1);
44 v = zeros(Nx+1,Ny+1);
45 % initial values on interior
46 u(:,:) = 7.5 + 7.5*rand(Nx+1,Ny+1);
47 % u(25:75,:) = 7.5 + 7.5*rand(51,Ny+1);
48 % v(:,:) = 2 + 10*rand(Nx+1,Ny+1);
49 v(:,:) = 10 + 10*rand(Nx+1,Ny+1);





55 % Define Boundary: Three petals
56 D=1;




60 [X,Y] = meshgrid(Mx,My);
61 N = 2*X.*Y;
62 K = X.^2+Y.^2;
63 R = .35;
64 N1 = 2*X.*Y;
65 M1 = (K.^3 ≤ N1.^2+.0003 & K≥R^2);
66 toggle = zeros(201,201);
67 toggle(1:100,:) =1;
68
69 N2 = 5*X.^4*Y - 10*X.^2*Y.^3 + Y.^5;
70 M2 = (K.^3 ≤ N2 & K≥R^2);
71
72 M = ((M1 & toggle)|(M2 & ¬toggle) );
73
74 % make value outside mask zero
75 u = u.* M;
76 v = v.* M;
77
78 % Main
79 i = 0;
80 while i*dt ≤ total
81
82 a = find (M== 0);
83 U = u; U(a) = NaN;
84 if rem(i,100)==0
85 contourf(U,'edgecolor','none');
86 mimulus = [ 1 1 0

















104 Fmax = .2;
105 Gmax = .5;
106
107 % rxn functions
108 F = dt*a1*u(2:end-1,2:end-1) + dt*b1*v(2:end-1,2:end-1) + dt*c1;
109 F = min(max(F,0),Fmax);
110 G = dt*a2*u(2:end-1,2:end-1) + dt*b2*v(2:end-1,2:end-1) + dt*c2;
111 G = min(max(G,0),Gmax);
112
113 % inside points
114 u(2:end-1,2:end-1)...
115 = M(2:end-1,2:end-1).*u(2:end-1,2:end-1) ...
116 + lambda1*( ( M(3:end,2:end-1).*u(3:end,2:end-1) + ...
(1-M(3:end,2:end-1)).*u(1:end-2,2:end-1) )...
117 + ( M(2:end-1,3:end).*u(2:end-1,3:end) + ...
(1-M(2:end-1,3:end)).*u(2:end-1,1:end-2) )...
118 + ( M(1:end-2,2:end-1).*u(1:end-2,2:end-1) + ...
(1-M(1:end-2,2:end-1)).*u(3:end,2:end-1) )...




121 - dt*d1*u(2:end-1,2:end-1) + F;
122
123 v(2:end-1,2:end-1)...
124 = M(2:end-1,2:end-1).*v(2:end-1,2:end-1) ...
125 + lambda2*( ( M(3:end,2:end-1).*v(3:end,2:end-1) + ...
(1-M(3:end,2:end-1)).*v(1:end-2,2:end-1) )...
126 + ( M(2:end-1,3:end).*v(2:end-1,3:end) + ...
(1-M(2:end-1,3:end)).*v(2:end-1,1:end-2) )...
127 + ( M(1:end-2,2:end-1).*v(1:end-2,2:end-1) + ...
(1-M(1:end-2,2:end-1)).*v(3:end,2:end-1) )...
128 + ( M(2:end-1,1:end-2).*v(2:end-1,1:end-2) + ...
(1-M(2:end-1,1:end-2)).*v(2:end-1,3:end) )...
129 - 4*M(2:end-1,2:end-1).*v(2:end-1,2:end-1))...
130 - dt*d2*v(2:end-1,2:end-1) + G;
131
132 u = u.* M;
133 v = v.* M;
134
135 i = i+1;
136
137 end
5.2 Implicit RD simulation
1 % 2D linear RD system simulation using implicit FDM
2 % equation terms from Kondo 2010 paper
3 % using the Alternating Direction Implicit Method





9 % close all
10
11 % model parameters
12 D1 = .002; % diffusion constant of u
13 D2 = .5; % diffusion constant of v
14 L = 120; % length o f domain (um)
15
16 % linear rxn parameters
17 a1 = .08; % reaction by u on u
18 b1 = -.08; % reaction by v on u
19 c1 = .04; % generation rate of u
20 d1 = .03; % degradation rate of u
21
22 a2 = .10; % reaction by u on v
23 b2 = .00; % reaction by v on v
24 c2 = -.15; % generation rate of v
25 d2 = .08; % degradation rate of v
26
27 % numerical parameters
28 Nx = 200;
29 Ny = Nx;
30 dx = L/Nx; % um
31 dt = .10; % s
32 total = 3000; % total time in s
33
34 % intitialize mesh
35 x = dx:dx:L+dx;
36 y = dx:dx:L+dx;
33
37 % u=zeros(Nx,Ny); % set mesh how to do random
38
39 % scaled diffusion coefficients
40 lambda1 = D1*dt/dx^2
41 lambda2 = D2*dt/dx^2
42
43 % Preallocating
44 u = zeros(Nx+1,Ny+1); % 201x201 points
45 v = zeros(Nx+1,Ny+1);
46 % initial values on interior, random
47 u(:,:) = 7.5 + 7.5*rand(Nx+1,Ny+1);
48 v(:,:) = 10 + 10*rand(Nx+1,Ny+1);
49
50 % Preallocating space for rhs, same dimension as u
51 rhs_u = zeros(Nx+1,Nx+1); % 201x201 points
52 rhs_v = zeros(Nx+1,Nx+1);
53
54 % circle domain as an example
55 L=100;r=60;dm = 1;
56 Mx=-L:dm:L; My=Mx;
57 [X,Y] = meshgrid(Mx,My); % 201x201_point space:
58 M = ((X.^2./240+(Y+30).^2./540 < 20.25)& Y>-60 ); % 201x201_binaries
59 % M = (X.^2+Y.^2<r^2);
60 % M = (abs(X) < 60 & abs(Y)<60);
61
62 % If not:
63 % M = logical(M);
64
65 % We set to zero for points outside the mask;
66 % the only real NaN will be what we draw.
67
68 u(M==0) = 0;
69 v(M==0) = 0;
70
71 rhs_u(M==0) = 0;
72 rhs_v(M==0) = 0;
73
74 clf; figure(1); set(gcf,'DoubleBuffer','on');
75
76
77 i = 0;
78 while i*dt ≤ total
79
80 if rem(i,100)==0
81 a = find (M == 0);










92 Fmax = .2;
93 Gmax = .5;
94
95 % from u to u* -------------------------------------------------------
96
97 % we diffuse for u on the rhs in the x direction (column wise, left right)
98
99 % we should diffuse from the 2nd column to the second last:
100 for j = 2:Nx
101
34
102 [size_A,¬] = size(u(M(:,j),j));
103




108 % half time reaction added on rhs:
109 F = dt/2*a1*u(2:end-1,j) + dt/2*b1*v(2:end-1,j) + dt/2*c1;
110 F = min(max(F,0),Fmax);
111 G = dt/2*a2*u(2:end-1,j) + dt/2*b2*v(2:end-1,j) + dt/2*c2;
112 G = min(max(G,0),Fmax);
113
114 % Crank-Nicolson average in x direction for jth column of u:
115 rhs_u(2:end-1,j) = u(2:end-1,j) ...
116 + lambda1*( 1/2* ( M(2:end-1,j-1).*u(2:end-1,j-1) + (1-M(2:end-1,j-1)) ...
.*u(2:end-1,j) )...
117 + 1/2* ( M(2:end-1,j+1).*u(2:end-1,j+1) + (1-M(2:end-1,j+1)) ...
.*u(2:end-1,j) )...
118 - u(2:end-1,j) )...
119 - dt/2*d1*u(2:end-1,j) + F;
120
121 rhs_v(2:end-1,j) = v(2:end-1,j) ...
122 + lambda2*( 1/2* ( M(2:end-1,j-1).*v(2:end-1,j-1) + (1 - M(2:end-1,j-1)) ...
.*v(2:end-1,j) )...
123 + 1/2* ( M(2:end-1,j+1).*v(2:end-1,j+1) + (1 - M(2:end-1,j+1)) ...
.*v(2:end-1,j) )...
124 - v(2:end-1,j) )...
125 - dt/2*d2*v(2:end-1,j) + G;
126
127 % if entries of jth column are all outside the mask or there is




132 e = ones(size_A-1, 1);
133
134 B1 = [-1/2*lambda1*e; 0];
135 D1 = [0; -1/2*lambda1*e];
136 C1 = 1 - B1 - D1;
137 A1 = spdiags([B1 C1 D1], -1:1,size_A, size_A);
138
139 B2 = [-1/2*lambda2*e; 0];
140 D2 = [0; -1/2*lambda2*e];
141 C2 = 1 - B2 - D2;
142 A2 = spdiags([B2 C2 D2], -1:1,size_A, size_A);
143
144 % u*A = rhs, solve u, which is u* average in the y direction;
145 u( M(:,j), j) = A1\rhs_u( M(:,j), j);




150 % from u* to u+1 ------------------------------------------------------
151
152 % we diffuse on the y direction for rhs
153 for k = 2:Nx
154
155 [¬,size_A2] = size(u(k,M(k,:)));
156




161 % half time reaction added on rhs:
162 F = dt/2*a1*u(k, 2:end-1) + dt/2*b1*v(k, 2:end-1) + dt/2*c1;
35
163 F = min(max(F,0),Fmax);
164 G = dt/2*a2*u(k, 2:end-1) + dt/2*b2*v(k, 2:end-1) + dt/2*c2;
165 G = min(max(G,0),Fmax);
166
167 % Crank-Nicolson average in x direction for kth row of u:
168 rhs_u(k,2:end-1) = u(k,2:end-1) ...
169 + lambda1*( 1/2* ( M(k-1,2:end-1).*u(k-1,2:end-1) + (1-M(k-1,2:end-1)) ...
.*u(k,2:end-1) )...
170 + 1/2* ( M(k+1,2:end-1).*u(k+1,2:end-1) + (1-M(k+1,2:end-1)) ...
.*u(k,2:end-1) )...
171 - u(k,2:end-1) )...
172 - dt/2*d1*u(k,2:end-1) + F;
173
174 rhs_v(k,2:end-1) = v(k,2:end-1) ...
175 + lambda2*( 1/2* ( M(k-1,2:end-1).*v(k-1,2:end-1) + (1-M(k-1,2:end-1)) ...
.*v(k,2:end-1) )...
176 + 1/2* ( M(k+1,2:end-1).*v(k+1,2:end-1) + (1-M(k+1,2:end-1)) ...
.*v(k,2:end-1) )...
177 - v(k,2:end-1) )...




182 e = ones(size_A -1, 1);
183
184 B1 = [-1/2*lambda1*e; 0];
185 D1 = [0; -1/2*lambda1*e];
186 C1 = 1 - B1 - D1;
187 A1 = spdiags([B1 C1 D1], -1:1,size_A, size_A);
188
189 B2 = [-1/2*lambda2*e; 0];
190 D2 = [0; -1/2*lambda2*e];
191 C2 = 1 - B2 - D2;
192 A2 = spdiags([B2 C2 D2], -1:1,size_A, size_A);
193
194 % A*u = rhs, solve u, which is u* average in the x direction;
195
196 u( k, M(k,:)) = rhs_u( k, M(k,2:end-1))/A1;








1 % Leaf Venation Pattern Maker
2 % Runions 2005 paper
3 % enable petal shaped domain and extract the rounded to .01 coordinate








12 total=300; % iteration time
13 lambda=10; % how large a box, we can scale it to mimic isogonic growth
36
14 rho = 100; % number of darts per step per unit area of the leaf
15 bv = 0.1;
16 bs = 0.1;
17 dk = 0.1; % kill distance
18 dg = 0.05; % scaling factor of new vein node distance from old vein node
19
20 % position(s) of initial vein node(s)
21 Vx=0; Vy=0;
22 % reset source nodes
23 Sx = []; Sy=[];
24
25
26 % STEP 2: placing new sources
27 for n=1:total
28 % throw rho darts:
29 for i=1:rho
30 x = lambda*(2*rand-1);
31 y = lambda*(2*rand-1);
32 % setting the sape of the leaf: CAN BE DEFINED AS OUR PETAL LATER!
33 if ( x^2/16+(y-2.75)^2/36 < 1.35 ) & (y > 0)
34 % get rid of too close to existing veins:
35 if any(find( (x-Vx).^2+(y-Vy).^2 < bv^2 ))
36 break;
37 end
38 % get rid of too close to existing source:
39 if length(Sx)>0




44 % include the point in the rource set
45 Sx = [ Sx x ];





51 % STEP 3: vein development
52 % if source set not empty
53 if length(Sx)>0
54 % each source is associated to the closest vein node
55 Sv =[];
56 % go through each new source to see which existing node that it is closet to?
57 for j=1:length(Sx)
58 % get the index of that closest one?
59 % !!!!!!!! DO NOT QUETE UNDERSTAND IT HERE
60 [¬, Sv(j)] = min( (Sx(j)-Vx).^2 + (Sy(j)-Vy).^2 ); % what is Tilde doing
61 end
62
63 % for each existing vein node
64 for j=1:length(Vx)
65 a = find(Sv==j); % all the sources associated to vein node j
66 % if we find such a source:
67 if length(a)>0
68 Nx = Sx(a)-Vx(j);
69 Ny = Sy(a)-Vy(j);
70 Nn = sqrt(Nx.^2+Ny.^2);
71 Nx = Nx./Nn;
72 Ny = Ny./Nn;
73 Vx = [ Vx; Vx(j)+dg*mean(Nx)];






79 plot(Vx,Vy,'b.',Sx,Sy,'r.'); % !!!!!!!! WHY WE CAN PLOT VEIN NODES AS LINES?





85 % remove sources that are too close to vein nodes
86 if length(Sx)>0
87 k=1; newSx=[]; newSy=[];
88 for j=1:length(Sx)












101 nX = round(Vx,1);
102 nY = round(Vy,1);
103
104 node = [nX, nY];
105
106 L=10;




111 [X,Y] = meshgrid(x,y);
112
113 M = zeros(201,201);
114 for i = 1: numel(nX)
115 M(nX(i)*10+101,nY(i)*10+101) = 1;
116 end
117
118 M = M.';
119 M = flipud(M);
120 spy(M);
5.4 RD with vein: source and facilitate diffusion
1 % model parameters
2 D1 = .03; % diffusion constant of u
3 D2 = .7; % diffusion constant of v
4 L = 120; % length of domain
5
6
7 % linear rxn parameters
8 a1 = .08; % reaction by u on u
9 b1 = -.08; % reaction by v on u
10 c1 = .04; % generation rate of u
11 d1 = .03; % degradation rate of u
12
13 a2 = .10; % reaction by u on v
14 b2 = .00; % reaction by v on v
15 c2 = -.15; % generation rate of v
16 d2 = .08; % degradation rate of v
38
17
18 % numerical parameters
19 Nx = 200;
20 Ny = Nx;
21 dx = L/Nx; % um
22 dt = 0.1; % s
23 total = 3000; % total time in s
24
25 % intitialize mesh
26 x = dx:dx:L+dx;
27 y = dx:dx:L+dx;
28 % u=zeros(Nx,Ny); % set mesh how to do random
29
30 % scaled diffusion coefficients
31 lambda1 = D1*dt/dx^2
32 lambda2 = D2*dt/dx^2
33
34 % Preallocating
35 u = zeros(Nx+1,Ny+1);
36 uplus = zeros(Nx+1,Ny+1);
37 v = zeros(Nx+1,Ny+1);
38 % initial values on interior
39 u(:,:) = 7.5 + 7.5*rand(Nx+1,Ny+1);
40 v(:,:) = 10 + 10*rand(Nx+1,Ny+1);
41 uplus(:,:) = 30 + 30*rand(Nx+1,Ny+1); % extra source
42
43
44 clf; figure(1); set(gcf,'DoubleBuffer','on');
45
46
47 % circle domain as an example
48 L=100;r=60;dm = 1;
49 Mx=-L:dm:L; My=Mx;
50 [X,Y] = meshgrid(Mx,My); % 201x201_point space:
51 M = ((X.^2./240+(Y+30).^2./540 < 20.25)& Y>-60 ); % 201x201_binaries
52 V = MakeVeins_barrier(.7);
53
54 u = u.* M + uplus.*V;
55 v = v.* M;
56
57 % Main
58 i = 0;




63 a = find (M == 0);
64 U = u; U(a) = NaN;
65
66 contourf(U,'edgecolor','none');
67 F2 = [ 1 1 .92










78 Fmax = .2;
79 Gmax = .5;
80
81 % rxn functions, with two-times production in Veins:
39
82 F = dt*a1*u(2:end-1,2:end-1) + dt*b1*v(2:end-1,2:end-1) + M(2:end-1,2:end-1)*dt*c1 ...
+ V(2:end-1,2:end-1)*dt*c1;
83 F = min(max(F,0),Fmax);
84 G = dt*a2*u(2:end-1,2:end-1) + dt*b2*v(2:end-1,2:end-1) + dt*c2;
85 G = min(max(G,0),Gmax);
86
87





93 % inside points
94 u(2:end-1,2:end-1)...
95 = M(2:end-1,2:end-1).*u(2:end-1,2:end-1) ...
96 + lambda1*( ( M(3:end,2:end-1).*u(3:end,2:end-1) + ...
(1-M(3:end,2:end-1)).*u(1:end-2,2:end-1) )...
97 + ( M(2:end-1,3:end).*u(2:end-1,3:end) + ...
(1-M(2:end-1,3:end)).*u(2:end-1,1:end-2) )...
98 + ( M(1:end-2,2:end-1).*u(1:end-2,2:end-1) + ...
(1-M(1:end-2,2:end-1)).*u(3:end,2:end-1) )...
99 + ( M(2:end-1,1:end-2).*u(2:end-1,1:end-2) + ...
(1-M(2:end-1,1:end-2)).*u(2:end-1,3:end) )...
100 - 4*M(2:end-1,2:end-1).*u(2:end-1,2:end-1))...
101 - 1/2*lambda1*( ( V(3:end,2:end-1).*u(3:end,2:end-1) + ...
(1-V(3:end,2:end-1)).*u(1:end-2,2:end-1) )...
102 + ( V(2:end-1,3:end).*u(2:end-1,3:end) + ...
(1-V(2:end-1,3:end)).*u(2:end-1,1:end-2) )...
103 + ( V(1:end-2,2:end-1).*u(1:end-2,2:end-1) + ...
(1-V(1:end-2,2:end-1)).*u(3:end,2:end-1) )...
104 + ( V(2:end-1,1:end-2).*u(2:end-1,1:end-2) + ...
(1-V(2:end-1,1:end-2)).*u(2:end-1,3:end) )...
105 - 4*V(2:end-1,2:end-1).*u(2:end-1,2:end-1))...
106 - dt*d1*u(2:end-1,2:end-1) + F;
107
108 v(2:end-1,2:end-1)...
109 = M(2:end-1,2:end-1).*v(2:end-1,2:end-1) ...
110 + lambda2*( ( M(3:end,2:end-1).*v(3:end,2:end-1) + ...
(1-M(3:end,2:end-1)).*v(1:end-2,2:end-1) )...
111 + ( M(2:end-1,3:end).*v(2:end-1,3:end) + ...
(1-M(2:end-1,3:end)).*v(2:end-1,1:end-2) )...
112 + ( M(1:end-2,2:end-1).*v(1:end-2,2:end-1) + ...
(1-M(1:end-2,2:end-1)).*v(3:end,2:end-1) )...
113 + ( M(2:end-1,1:end-2).*v(2:end-1,1:end-2) + ...
(1-M(2:end-1,1:end-2)).*v(2:end-1,3:end) )...
114 - 4*M(2:end-1,2:end-1).*v(2:end-1,2:end-1))...
115 - dt*d2*v(2:end-1,2:end-1) + G;
116
117 % resetting the domain:
118 u = u.* M;
119 v = v.* M;
120
121 i = i+1;
122 end
123
124 % funtion to make vein:
125 function V = MakeVeins_barrier(width)
126 % parameters
127 total=500; % iteration time
128 lambda=100; % how large a box, we can scale it to mimic isogonic growth
129 rho = 5; % number of darts per step per unit area of the leaf
130 bv = 1;
131 bs = 1;
132 dk = 1; % kill distance
133 dg = 0.5; % scaling factor of new vein node distance from old vein node
40
134
135 % position(s) of initial vein node(s)
136 Vx=0; Vy=-60;
137 % reset source nodes
138 Sx = []; Sy=[];
139
140
141 % STEP 2: placing new sources
142 for n=1:total
143 % throw rho darts:
144 for i=1:rho
145 % use this to have both positive and negative
146 x = lambda*(2*rand-1);
147 y = lambda*(2*rand-1);
148 % setting the shape of the leaf:
149 if (x^2/240+(y+30)^2/540 < 20.25) && (y > -60)
150 % get rid of too close to existing veins:
151 if any(find( (x-Vx).^2+(y-Vy).^2 < bv^2 ))
152 break;
153 end
154 % get rid of too close to existing source:
155 if length(Sx)>0




160 % include the point in the source set
161 Sx = [ Sx x ];





167 % STEP 3: vein development
168 % if source set not empty
169 if length(Sx)>0
170 % each source is associated to the closest vein node
171 Sv =[];
172 % go through each new source to see which existing node that it is closet to?
173 for j=1:length(Sx)
174 % get the index of that closest vein associated with each
175 % source:
176 % Sv(j) is the minimum index
177 [¬, Sv(j)] = min( (Sx(j)-Vx).^2 + (Sy(j)-Vy).^2 ); % what is Tilde doing
178 end
179
180 % for each existing vein node
181 for j=1:length(Vx)
182 a = find(Sv==j); % all the sources associated to vein node j
183 % if we find such a source:
184 if length(a)>0
185 Nx = Sx(a)-Vx(j);
186 Ny = Sy(a)-Vy(j);
187 Nn = sqrt(Nx.^2+Ny.^2);
188 Nx = Nx./Nn;
189 Ny = Ny./Nn;
190 Vx = [ Vx; Vx(j)+dg*mean(Nx)];





196 plot(Vx,Vy,'b.',Sx,Sy,'r.'); % !!!!!!!! WHY WE CAN PLOT VEIN NODES AS LINES?






202 % remove sources that are too close to vein nodes
203 if length(Sx)>0
204 k=1; newSx=[]; newSy=[];
205 for j=1:length(Sx)












218 plot(Vx,Vy,'b.'); % nodes in blue and source in red
219 axis(lambda*[-1 1 -1 1]) % we are ploting on a product space
220 axis off
221 % plot with no gray space
222 ax = gca;
223 outerpos = ax.OuterPosition;
224 left = outerpos(1);
225 bottom = outerpos(2) ;
226 ax_width = outerpos(3);
227 ax_height = outerpos(4);




232 % read in figure and turn into binary:
233 [Vin,¬] = imread('fig1.png');
234 Vim = imresize(Vin,[201 201]);
235 % width thresholds our decision turning pixels in vein to 1 in binary:
236 Vbw = im2bw(Vim, width);
237 Vexc = flipud(Vbw);
238
239 L=100;dm = 1;
240 Mx=-L:dm:L; My=Mx;
241 [X,Y] = meshgrid(Mx,My); % 201x201_point space:
242 M = ((X.^2./240+(Y+30).^2./540 < 20.25)& Y>-60 ); % 201x201_binaries
243




1 % This script is a demonstration of a potental 16 F2s under
2 % different schemes according to the write-up that I am still working on;
3 %
4 % The function "threePetal.m" needs to be downloaded to the same folder to
5 % run this simulation;
6 %
7 % Instead of starting with with the parents, we start with the F1 and back
8 % producing the parental phenotype and all possible F2s;
9 %
10 % On platform of MatLab 2017b, I am going to upgrade my MatLab to later version soon.
42
11
12 % Deciding patterned F1 rxn parameters:
13
14 D1 = 0.02; % diffusion constant of u
15 D2 = 0.5; % diffusion constant of v
16
17 a1 = .08; % reaction by u on u
18 b1 = -.08; % reaction by v on u
19 c1 = .04; % generation rate of u
20 d1 = .03; % degradation rate of u
21
22 a2 = .10; % reaction by u on v
23 b2 = .00; % reaction by v on v
24 c2 = -.15; % generation rate of v
25 d2 = .08; % degradation rate of v
26
27 F1u = [a1 b1 c1 d1 D1];
28 F1v = [a2 b2 c2 d2 D2];
29
30 % Define Boundary M
31 D=1;
32 d = .01;
33 Mx=-D:d:D;
34 My=Mx;
35 [X,Y] = meshgrid(Mx,My);
36 N = 2*X.*Y;
37 K = X.^2+Y.^2;
38 R = .35;
39 N1 = 2*X.*Y;
40 M1 = (K.^3 ≤ N1.^2+.0003 & K≥R^2);
41 toggle = zeros(201,201);
42 toggle(1:100,:) =1;
43 N2 = 5*X.^4*Y - 10*X.^2*Y.^3 + Y.^5;
44 M2 = (K.^3 ≤ N2 & K≥R^2);
45 M = ((M1 & toggle)|(M2 & ¬toggle) );
46
47 F1 = {F1u, F1v, M};
48
49 % change the genetic mode and run to produce parents and F2s
50 % --------------
51 mode = 1.3;
52 % --------------
53
54 % --------- mode 1 change parameter c -------------------------------------
55
56 if mode == 1.1 % A incomplete |AA| = 2|Aa|; |BB| = |Bb|
57
58 % sampled to be a value with different looking output
59 c1 = c1*6;
60 c2 = c2*2;
61
62 Parent1 = {[a1 0 c1*2 d1 D1], [0 0 0 0 0], M};
63 Parent2 = {[0 0 0 0 0], [a2 0 c2 d2 D2], M};
64
65 F2n4 = {[a1 b1 c1*2 d1 D1], [a2 b2 c2 d2 D2], M};
66 F2n5 = F1;
67 F2n6 = F1;
68 F2n7 = {[a1 0 c1*2 d1 D1], [0 0 0 0 0], M};
69
70 elseif mode == 1.2 % B incomplete |AA| = |Aa|; |BB| = 2|Bb|
71
72 % sampled to be a value with different looking output
73 c1 = c1*6;
74 c2 = c2*2;
75
43
76 Parent1 = {[a1 0 c1 d1 D1], [0 0 0 0 0], M};
77 Parent2 = {[0 0 0 0 0], [a2 0 c2*2 d2 D2], M};
78
79 F2n4 = F1;
80 F2n5 = threePetals ([a1 b1 c1 d1 D1], [a2 b2 c2*2 d2 D2], M);
81 F2n6 = F1;
82 F2n7 = Parent1;
83
84 elseif mode == 1.3 % A&B incomplete |AA| = 2|Aa|; |BB| = 2|Bb|
85
86 % sampled to be a value with different looking output
87 c1 = c1*6;
88 c2 = c2*2;
89
90 Parent1 = {[a1 0 c1*2 d1 D1], [0 0 0 0 0], M};
91 Parent2 = {[0 0 0 0 0], [a2 0 c2*2 d2 D2], M};
92
93 F2n4 = {[a1 b1 c1*2 d1 D1], [a2 b2 c2 d2 D2], M};
94 F2n5 = {[a1 b1 c1 d1 D1], [a2 b2 c2*2 d2 D2], M};
95 F2n6 = {[a1 b1 c1*2 d1 D1], [a2 b2 c2*2 d2 D2], M};
96 F2n7 = {[a1 0 c1*2 d1 D1], [0 0 0 0 0], M};
97
98 % --------- mode 2 change parameter a&b -----------------------------------
99
100 elseif mode == 2.1 % A incomplete |AA| = 2|Aa|; |BB| = |Bb|
101
102 % sampled to give interesting looking output
103 a2 = a2*.5;
104
105 Parent1 = {[a1*2 0 c1 d1 D1], [0 0 0 0 0], M};
106 Parent2 = {[0 0 0 0 0], [a2 0 c2 d2 D2], M};
107
108 F2n4 = {[a1*2 b1*2 c1 d1 D1], [a2 b2 c2 d2 D2], M};
109 F2n5 = F1;
110 F2n6 = F1;
111 F2n7 = {[a1*2 0 c1 d1 D1], [0 0 0 0 0], M};
112
113 elseif mode == 2.2 % B incomplete |AA| = |Aa|; |BB| = 2|Bb|
114
115 % sampled to give interesting looking output
116 a2 = a2*.5;
117
118 Parent1 = {[a1 0 c1 d1 D1], [0 0 0 0 0], M};
119 Parent2 = {[0 0 0 0 0], [a2*2 0 c2 d2 D2], M};
120 F2n4 = F1;
121 F2n5 = {[a1 b1 c1 d1 D1], [a2*2 b2*2 c2 d2 D2], M};
122 F2n6 = F1;
123 F2n7 = Parent1;
124
125 elseif mode == 2.3 % A&B incomplete |AA| = 2|Aa|; |BB| = 2|Bb|
126
127 % sampled to give interesting looking output
128 a2 = a2*.5;
129
130 Parent1 = {[a1*2 0 c1 d1 D1], [0 0 0 0 0], M};
131 Parent2 = {[0 0 0 0 0], [a2*2 0 c2 d2 D2], M};
132
133 F2n4 = {[a1*2 b1*2 c1 d1 D1], [a2*2 b2*2 c2 d2 D2], M};
134 F2n5 = {[a1*2 b1*2 c1 d1 D1], [a2 b2 c2 d2 D2], M};
135 F2n6 = {[a1 b1 c1 d1 D1], [a2*2 b2*2 c2 d2 D2], M};
136 F2n7 = {[a1*2 0 c1 d1 D1], [0 0 0 0 0], M};
137
138
139 % --------- mode 3 change parameter D -------------------------------------
140
44
141 elseif mode == 3.1 % A incomplete |AA| = 2|Aa|; |BB| = |Bb|
142
143 % sampled to give interesting looking output
144 D1 = 0.02*.5;
145
146 Parent1 = {[a1 0 c1 d1 D1*2], [0 0 0 0 0], M};
147 Parent2 = {[0 0 0 0 0], [a2 0 c2 d2 D2], M};
148
149 F2n4 = {[a1 b1 c1 d1 D1*2], [a2 b2 c2 d2 D2], M};
150 F2n5 = F1;
151 F2n6 = F1;
152 F2n7 = {[a1 0 c1 d1 D1*2], [0 0 0 0 0], M};
153
154
155 elseif mode == 3.2 % B incomplete |AA| = |Aa|; |BB| = 2|Bb|
156
157 % sampled to give interesting looking output
158 D1 = 0.02*.5;
159
160 Parent1 = {[a1 0 c1 d1 D1], [0 0 0 0 0], M};
161 Parent2 = {[0 0 0 0 0], [a2 0 c2 d2 D2*2], M};
162 F2n4 = F1;
163 F2n5 = {[a1 b1 c1 d1 D1], [a2 b2 c2 d2 D2*2], M};
164 F2n6 = F1;
165 F2n7 = Parent1;
166
167 elseif mode == 3.3 % A&B incomplete |AA| = 2|Aa|; |BB| = 2|Bb|
168
169 % sampled to give interesting looking output
170 D1 = 0.02*.5;
171
172 Parent1 = {[a1 0 c1 d1 D1*2], [0 0 0 0 0], M};
173 Parent2 = {[0 0 0 0 0], [a2 0 c2 d2 D2*2], M};
174
175 F2n4 = {[a1 b1 c1 d1 D1*2], [a2 b2 c2 d2 D2*2], M};
176 F2n5 = {[a1 b1 c1 d1 D1*2], [a2 b2 c2 d2 D2], M};
177 F2n6 = {[a1 b1 c1 d1 D1], [a2 b2 c2 d2 D2*2], M};




182 % now we finsih defining different genotypes





188 threePetals(Parent1); title('Parent1: AAbb');
189
190 subplot(2,2,2);
191 threePetals(Parent2); title('Parent2: aaBB');
192
193 subplot(2,2,3);
194 threePetals(F1); title('F1: AaBb');
195 set(gcf, 'Position', [50, 50, 500, 400]);
196




201 set(gcf, 'Position', [50, 50, 1000, 1000]);
202
203 subplot(4,4,1); threePetals(F1); title('AaBb'); subplot(4,4,6); threePetals(F1); ...
title('AaBb'); subplot(4,4,11); threePetals(F1); title('AaBb');
204 subplot(4,4,16); threePetals(F1); title('AaBb');
45
205
206 subplot(4,4,5); threePetals(Parent1); title('Aabb'); subplot(4,4,15); ...
threePetals(Parent1); title('Aabb');
207
208 subplot(4,4,9); threePetals(Parent2); title('aa--'); subplot(4,4,10); ...
threePetals(Parent2); title('aa--'); subplot(4,4,13); threePetals(Parent2); title('aa--');
209 subplot(4,4,14); threePetals(Parent2); title('aa--');
210
211 subplot(4,4,3); threePetals(F2n4); title('AABb'); subplot(4,4,8); threePetals(F2n4); ...
title('AABb');
212
213 subplot(4,4,2); threePetals(F2n5); title('AaBB'); subplot(4,4,12); threePetals(F2n5); ...
title('AaBB');
214
215 subplot(4,4,4); threePetals(F2n6); title('AABB');
216
217 subplot(4,4,7); threePetals(F2n7); title('AAbb');
218
219
220 % 2D linear reaction-diffusion system simulation using explicit FDM
221 % with specified boundary shape, 3 petal raster or 5 petals;
222 % with ghost edge plotted;
223 % Modeling parameters from the Kondo2010 paper.
224 % with specified 3 petal shape
225 % interior/exterior by logical mask
226




231 L = 120;
232
233 a1 = uvM{1}(1);
234 b1 = uvM{1}(2);
235 c1 = uvM{1}(3);
236 d1 = uvM{1}(4);
237 D1 = uvM{1}(5);
238
239 a2 = uvM{2}(1);
240 b2 = uvM{2}(2);
241 c2 = uvM{2}(3);
242 d2 = uvM{2}(4);
243 D2 = uvM{2}(5);
244
245 Nx = 200;
246 Ny = Nx;
247 dx = L/Nx;
248 dt = 0.1;
249
250 % total time ------------
251 total = 3000;
252 % -----------------------
253
254 x = dx:dx:L+dx;
255 y = dx:dx:L+dx;
256 % u=zeros(Nx,Ny); % set mesh how to do random
257
258 lambda1 = D1*dt/dx^2;
259 lambda2 = D2*dt/dx^2;
260
261 u = zeros(Nx+1,Ny+1);
262 v = zeros(Nx+1,Ny+1);
263 % initial values on interior
264 u(:,:) = 7.5 + 7.5*rand(Nx+1,Ny+1);
265 v(:,:) = 10 + 10*rand(Nx+1,Ny+1);
46
266
267 M = uvM{3};
268 u = u.* M;
269 v = v.* M;
270
271 i = 0;
272
273 while i*dt ≤ total
274
275 a = find (M == 0);
276 U = u;






283 Fmax = .2;
284 Gmax = .5;
285
286 % rxn functions
287 F = dt*a1*u(2:end-1,2:end-1) + dt*b1*v(2:end-1,2:end-1) + dt*c1;
288 F = min(max(F,0),Fmax);
289 G = dt*a2*u(2:end-1,2:end-1) + dt*b2*v(2:end-1,2:end-1) + dt*c2;
290 G = min(max(G,0),Gmax);
291
292 % inside points
293 u(2:end-1,2:end-1)...
294 = M(2:end-1,2:end-1).*u(2:end-1,2:end-1) ...
295 + lambda1*( ( M(3:end,2:end-1).*u(3:end,2:end-1) + ...
(1-M(3:end,2:end-1)).*u(1:end-2,2:end-1) )...
296 + ( M(2:end-1,3:end).*u(2:end-1,3:end) + ...
(1-M(2:end-1,3:end)).*u(2:end-1,1:end-2) )...
297 + ( M(1:end-2,2:end-1).*u(1:end-2,2:end-1) + ...
(1-M(1:end-2,2:end-1)).*u(3:end,2:end-1) )...
298 + ( M(2:end-1,1:end-2).*u(2:end-1,1:end-2) + ...
(1-M(2:end-1,1:end-2)).*u(2:end-1,3:end) )...
299 - 4*M(2:end-1,2:end-1).*u(2:end-1,2:end-1))...
300 - dt*d1*u(2:end-1,2:end-1) + F;
301
302 v(2:end-1,2:end-1)...
303 = M(2:end-1,2:end-1).*v(2:end-1,2:end-1) ...
304 + lambda2*( ( M(3:end,2:end-1).*v(3:end,2:end-1) + ...
(1-M(3:end,2:end-1)).*v(1:end-2,2:end-1) )...
305 + ( M(2:end-1,3:end).*v(2:end-1,3:end) + ...
(1-M(2:end-1,3:end)).*v(2:end-1,1:end-2) )...
306 + ( M(1:end-2,2:end-1).*v(1:end-2,2:end-1) + ...
(1-M(1:end-2,2:end-1)).*v(3:end,2:end-1) )...
307 + ( M(2:end-1,1:end-2).*v(2:end-1,1:end-2) + ...
(1-M(2:end-1,1:end-2)).*v(2:end-1,3:end) )...
308 - 4*M(2:end-1,2:end-1).*v(2:end-1,2:end-1))...
309 - dt*d2*v(2:end-1,2:end-1) + G;
310
311 u = u.* M;
312 v = v.* M;
313




318 mimulus = [ 1 1 0
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