It is generally believed that the lower-lag autocorrelation coefficients carry information about the spectral envelop and the higher-lag autocorrelation coefficients are more related to pitch information. In this paper, we use lower-lag and higher-lag ranges of the autocorrelation function separately for deriving speech recognition features, and investigate their role in terms of speech recognition performance. The state-of-the-art MFCC features use the whole autocorrelation function in their computation and are used here as a benchmark in our experiments. Our recognition results from the Aurora II corpus show that the higher-lag autocorrelation coefficients perform as well as the whole autocorrelation function for clean speech, and provide better performance for noisy speech, while lower-lag autocorrelation coefficients are not as effective in this aspect.
INTRODUCTION
The Mel Frequency Cepstral Coefficient (MFCC) features have become a de facto standard feature in current speech recognition technology. These features are derived from the speech signal in terms of the following steps: 1) compute the short-time power spectrum (through FFT algorithm), 2) apply a Mel filter bank to get energies in the individual filter channels and , 3) take DCT of the logarithm of the resulting filter bank energies. The power spectrum used in this procedure can be interpreted as a Fourier transform of the whole autocorrelation sequence. Linear Prediction Cepstral Coefficient (LPCC) features are another feature set that has also been widely used for speech recognition in the past. This feature set uses the first few autocorrelation coefficients in its computation. These MFCC and LPCC features have been developed on the basis of our understanding that the lower-lag range of the autocorrelation function is mainly useful for speech recognition, while the higher-lag range is more relevant for pitch information.
In this paper, we investigate the relative contribution of the lower-lag and higher-lag ranges of the autocorrelation function for robust speech recognition. The Aurora II corpus is used to carry out speech recognition experiments. Our results show that higher-lag autocorrelation coefficients describe smooth spectral envelop as well as the whole autocorrelation function, and also provide increased robustness to noise; while lower-lag autocorrelation coefficients are not as effective in this aspect.
This paper is organised as follows. In section 2, the specific algorithms for the four different speech feature sets used in the study are introduced. Following this in section 3, the experimental framework is described, along with the results and discussion. Finally conclusions are given in section 4.
AUTOCORRELATION DERIVED FEATURES
To evaluate the effect of different ranges of the autocorrelation function on a speech feature set's robustness to noise, four different feature sets are investigated. These include Linear Prediction Cepstral Coefficients (LPCCs), Mel Frequency Cepstral Coefficients (MFCCs), and our newly proposed Higher and Lower lag Autocorrelation Mel Frequency Cepstral Coefficients (HL-AMFCCs, LL-AMFCCs) [4] .
LPCCs, in comparison, use the fewest coefficients of the features in the study, with only 13 lower-lag autocorrelations (order 12 model). MFCCs use 256 unique autocorrelations for a 32 ms frame sampled at 8 kHz, and Lower and Higher lag AMFCCs use 24 and 232 coefficients respectively for the same 32 ms / 8 kHz system. A diagram comparing the regions of autocorrelation used in each of the four different features is shown in Fig. 1 . Each of the features used in the study are introduced next, along with the proposed AMFCC features.
Linear Prediction Cepstral Coefficients (LPCC)
Beginning with the speech signal, 32 ms speech frames are formed that overlap by 22 ms. A Hamming window is applied to each of these frames, before a biased autocorrelation estimate is made. Using these autocorrelation co- The LPCC feature set is the only one out of the four feature sets being compared that does not employ a perceptually motivated warped frequency axis (eg. Mel scale). Some performance degradation may be attributed to this fact.
Mel Frequency Cepstral Coefficients (MFCC)
The MFCC feature extraction algorithm starts in the same way as the LPCC analysis. The speech signal is broken into 32 ms Hamming windowed time frames, which overlap by 22 ms. The power spectrum of the windowed time frames (computed through FFT algorithm) is then found before a filter bank is applied. In this analysis, a 23 channel Mel warped filter bank is applied to the estimated power spectrum as done in [3] . The resulting filter bank energies are converted to cepstral coefficients by taking the discrete cosine transform (DCT) of their logarithm values, then retaining 12 cepstral coefficients after discarding C0. Figure 3 shows the MFCC feature block diagram. 
Autocorrelation Mel Frequency Cepstral Coefficients (AMFCC)
The Autocorrelation Mel Frequency Cepstral Coefficients (AMFCCs) are proposed here as features for speech recognition, motivated by the assumption that higher-lag autocorrelation coefficients are less effected by noise than the original signal [4] [5] [6] . The algorithm for computing the feature proceeds as follows. The speech signal is broken into 32 ms Hamming windowed overlapping time frames as with the previous two methods. An unbiased autocorrelation sequence is then computed for each frame. Of the autocorrelation sequence from each frame, only a desired region is retained for further processing. In these experiments, two regions are used. 1) The 0 ms to 3 ms lag coefficients are retained for computing the Lower-Lag AMFCC (LL-AMFCC) features, and 2) The 3 to 32 ms region is retained for computing the Higher-Lag AMFCC (HL-AMFCC) features. For LL-AMFCC computation, the symmetry property of the autocorrelation function is used to extend the range of autocorrelation lags from -3 to 3 ms.
A Kaiser window with high side-lobe attenuation is next applied to the extracted coefficient lags. This is necessary since the dynamic range of the autocorrelation sequence is twice the dynamic range of the original time sequence, as discussed in [7] [8] . In AMFCCs, the Kaiser window function in Eq. (1) is used, where α is set to 10. Also due to the dynamic range of the autocorrelation sequence, the magnitude spectrum of the Kaiser windowed autocorrelation coefficients is found. From this step onwards, the algorithm is I -546 the same as MFCCs as shown in Fig. 4 . 
RECOGNITION EXPERIMENT

Speech database
To evaluate the importance of different regions of the autocorrelation sequence in regards to noise robustness, we used the Aurora II database, Aurora II experiment scripts, and HTK software 1 . The experiments conducted used the clean training, test set A scenario. With this scenario, noise robustness is evaluated using four different noise types; subway, babble, car and exhibition, at seven different SNRs, ranging from clean, then 20dB to -5dB in 5dB steps.
In these experiments, the speaker-independent word models had 16 emitting states. The modelled acoustic feature vector was composed of a 12 dimension base feature concatenated with a logarithmic energy coefficient. This was then concatenated with delta and acceleration coefficients to produce a final 39-dimensional feature vector. 1 Hidden Markov Tool Kit (HTK), http://htk.eng.cam.ac.uk
Results
Recognition accuracy curves for subway, babble, car and exhibition noise can be seen in Fig. 5, 6 , 7 and 8, respectively. The first thing to note from these results is that all the features performed well in the uncorrupted case, regardless of the range of autocorrelation used in their computation. This result is significant since it demonstrates that all regions of the autocorrelation sequence convey information about the power spectral envelop of the speech signal. In three out of the four noise cases, the features that were either derived exclusively from higher-lag autocorrelation range (HL-AMFCC) or the whole autocorrelation function (MFCC) (which is dominated by higher-lag autocorre- lation coefficients) displayed a higher noise robustness. In the babble noise case, the advantage was either lost (HL-AMFCC vs. LL-AMFCC) or became negligible (MFCC vs. LPCC). This suggests that the contribution to noise robustness that different autocorrelation regions make is a function of the noise signal's autocorrelation function. These experiments show that speech recognition features that are derived from higher-lag autocorrelation coefficients are more robust than features that use all lags (MFCC) for all tested noise types. They also show that higher-lag derived features are more robust than lower-lag features for most of the tested noise types (3/4).
CONCLUSIONS
In this paper, several features that are derived from different ranges of the autocorrelation sequence are evaluated for their robustness to noise for a speech recognition task. It is shown that all regions of the autocorrelation sequence (higher-lag as well as lower-lag) produce features that yield high recognition accuracy in clean conditions. It is also shown that features that are derived from the higher-lag range of the autocorrelation function are always more robust to noise than features that are derived from the whole autocorrelation function. In addition, in three out of four noise cases, these features are more noise-robust than the feature derived from the lower-lag autocorrelation coefficients.
