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Stieltjes [18] (see Section 3 remark 1). It is also an easy consequence of a 
theorem concerning rank one perturbations of Hermitian matrices proved 
earlier by K. L6wner [13] ( see [21] and Corollary 1 in Section 3 for the 
relation between the two problems). 
The proof given by Shilov (see also [20, Theorem 131) describes the set of 
r; X n, unitary matrices U such that Udiag(h,,...,h,)U* has a principal 
submatrix with eigenvalues pi,. . . , p,_ 1. Lowrier’s proof follows a similar 
approach. A different approach was followed by Ky Fan and G. Pall 
[5, Theorem 11 (see also [14, Lemma 21 and [15, Theorem 21); they proved 
(independently of the abovementioned authors) the existence of a real matrix 
I 
Y 21 22 ... 2,.-l 
21 Pl 0 . . . 0 
A= . . . . . . . . . . . . . . . . . . . . . 
z,_i 0 0 *a. Pn-1 
0.2) 
with eigenvahies hi, . . . , h “, provided that the A’s and the p’s verify the 
interlacing property (1.1). 
Another type of matrix was constructed by L. Gray and D. Wilson [lo] 
and 0. Hald [ll, Theorem 21 (see also [8, Appendix II]); under the same 
conditions they prove the existence of a real tridiagonal matrix 
=1 bl 0' 
bl (12 . 
A= ‘1:. 
b,-, 
0 bn-1 atl 
(1.3) 
with eigenvahies Xi, . . . , A, and such that A(l), the submatrix obtained from 
A by deleting the first row and column, has eigenvalues pi,. . . , CL,, _ i. 
Numerical aspects of the construction of such a matrix have been discussed in 
PI, PI, [91, WI, WI; see also the survey paper [ 11. 
When the inequalities (1.1) are all strict, the matrices (1.2) and (1.3) are 
unique up to sign of the nondiagonal elements. 
Generalizations were made by S. Friedland and A. Melkman [7, Theorem 
61, S. Sussman-Fort [19], and C. de Boor and E. B. Saff [3, Section 31: instead 
of A(l), they consider, for matrices of type (1.3), the submatrix A(i), 
ACYCLIC MATRICES FROM SPECTRAL DATA 175 
obtained from A by deleting the ith row and column (i previously fized); 
Sussman-Fort also proves an analogous result for matrices of type (1.2). 
The elements of matrices (1.2) and (1.3) can be regarded as functions of 
x i,“‘, A,,/.+..., p,_i; note that, in both cases, n2- 3n +2 of these func- 
tions are constant functions and that the graph of such matrices (considered 
as matrices with elements in a ring of functions) is a tree. So the abovemen- 
tioned results suggest the following questions: 
(1) Can the constant functions be other than the zero function? 
(2) Can the number of these constant functions be increased? 
(3) Can the constant functions be placed in any other positions? 
The purpose of the present paper is to discuss such questions. In the next 
Section we show that the first two questions have negative answers and that, 
concerning the third question, some restrictions on the positions of the 
constant functions are needed, that is, the undirected graph of the desired 
matriz must be a tree. In Section 3 we show that, in fact, the graph can be 
any given tree. 
2. ACYCLIC MATRICES 
Let Z-Z = [hij] be an n x n Hermitian matrix, and X the maximum of the 
moduhrs of the eigenvalues of Z-Z; it is well known that Jh, jl Q X. So, it is 
obvious that if we want to construct a matrix with prescribed eigenvalues, the 
desired matrix cannot have any fixed element (independent of the prescribed 
eigenvalues) other than zero. This answers the first question of the last 
section. For the second question, first note that the desired matrix cannot 
have any fixed zero diagonal element (namely, when the prescribed eigenval- 
ues are all positive or all negative). Moreover, such a matriz must, in general, 
be irreducible: if A is reducible, say A = A,@A,, then A(i) is also reducible 
(or is one of the direct summa& of A) with a common direct summand, say 
A i; this implies that the eigenvalues of A, are eigenvalues of both A and 
A(i), so some of the inequalities (1.1) will be equalities. This shows that 
question (2) has also a negative answer. 
For a Hermitian matrix to be irreducible, its undirected graph must be 
connected, and the mazimum number of zero elements will be attained for 
matrices whose graph is a tree; this number is precisely n2 - 3n +2. The 
matrices whose graph is a tree (or, more generally, whose graph is a forest) 
are called acyclic malrices. We will use the following definition: 
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DEFINITION. Let I be a tree with vertex set Y= {l,...,n} and edge 
set 8, and A = [ui j] an n X n matrix (with elements in some ring). We say 
that Aisr-acyclicifaij=aji=Owheneveri#jand{i,j)isnotanedge 
of I?. 
We use also the following notation: I being a tree with vertex set 
Y = {l,..., n } and edge set B, for i E V we denote by: 
r(i) 
r,(i) 
I+;(i) 
Ni 
the graph obtained from I by deleting the vertex i and all edges 
incident to i. 
the connected component of I(i) that has j as a vertex ( j E V \ { i }). 
the graph obtained from Ij(i) by deleting the vertex j and all edges 
incident to j. 
theset {jEY:{i, j} EC?} [ we should write Ni(I), but for simplicity 
we omit the reference to the graph r]. 
A being an n x n square matrix and Ir a subgraph of r, A[ IT,] will 
denote the principal submatrix of A contained in the rows and columns 
whose indices are the vertices of l?r. 
Finally, A(A) will denote the characteristic polynomial of a square 
matrix A. 
3. MAIN RESULTS 
The following lemma is fundamental for our theorem; a proof of it may be 
seen in [16, Lemma 21. 
LEMMA. Let A = [aij] be an n x n, Hermitian, Iacyclic matrix and i 
an integer, 1 < i Q n. Then 
A(A)=(X-a,,)A(A[I’(i)]) 
- j$4]aij]2A(A[I’,!(i)]) n A(A[I,Ji)l), c3.1) 
k E Vi)\(j) 
with the cunuention that A( A [ r;( i)]) = 1 whenmer the uertex set of r;(i) is 
empty. 
We now prove our main theorem. In fact, we will do more than prescribe 
the eigenvalues of A and A(i): we will prescribe the eigenvalues of each of 
the irreducible components of A(i). 
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THEOREM. Let I? be a tree with n uertices, and i an integer with 
l<i<n. SupposethatN,={i, ,..., i,},andletg, ,..., g,bemun~polyno- 
mials with deg g , equal to the nuniber of uettices lJ,,( i) and euch of g i 
hauing all roots real, j=l,...,m. Denote by pl> 0-m >,p,_, the roots of 
g=g,...g,, andkt X,> *.* >X, berealnumbers. 
There exists a Hennitiun, I’-acyclic matrix A with eigenualues X,, . . . , X n 
such thut, for each i EN,, A[I’,,(i)] has characteristic gj if and only if 
?Vhen all the inequalities (3.2) are strict, such an A is irreducible. 
Proof. We will prove only the sufficiency of (3.2) for the existence of A, 
the necessity being a particular case of the Cauchy interlacing theorem. 
We proceed by induction on n. 
For n = 2 the desired matrix is 
Pl x 
[ 1 x y' 
where y = A,+ h,-pl and x is any complex number such that @I2 = 
CllY - h,h, = (4 - rd(Pl- A,). 
Now assume the theorem valid for all p < n. Suppose first that all the 
inequalities (3.2) are strict. 
Let f(A) = (X - A,). * * (A - A,). Using the partial fraction decomposi- 
tion of f(X)/g(X), we know that there exist unique real numbers a, 
y,, . . . , y, and unique monk polynomials h,, . . . , h,, with deg hj < deg g j 
(j=l,..., m), such that 
f(h) 
p(X)=(h-a)- jfllYjs. 
J 
(3.3) 
In order to use the induction hypothesis we are going to show that, for 
each j such that deg gl > 1, the roots of hj and g j strictly interlace. To do so, 
consider two successive roots of g j, say CL, and EL,+ P. From (3.3) we have 
f(k) = - Y,hL$IR (k -co, 
f(~(r+~) = - Y+&+,J $R (Ir,+, - ~1, 
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where R denotes the set of roots of the polynomial g/g j. The factors ~1, - p 
and &+p - p have the same sign for each p E R except for p = pk with 
k=r+l, r+2,..., r + p - 1 (note that the latter belong to R, since pr and 
P r+p are successive roots of g j). So, when p is odd, the products 
will have the same sign; from (3.2) it foLIows that f(p,) and f(p,+,) will 
have opposite signs. When p is even, the above products will have opposite 
signs, while of and f(p,+J will have the same sign. So, in both cases 
h&Pr) and h&P,+,) must have opposite signs; this means that deg hj = 
(deg gj) - 1 and that the roots of the two polynomials g j and hj strictly 
interlace. Supposing that CL, is the qth greatest root of gj, the sign of h(p,) 
will be ( - l)q, while the sign of the product 
is ( - l)r-q-2, and the sign of f(&) is ( - 1)‘. This means that yj > 0. 
Let rj be the graph with vertex set { 1,. . . , k,,}, isomorphic to r,i(i), the 
isomorphism being defined in such a way that to the vertex x of rj 
corresponds the xth greatest vertex of r&i). rj is also a tree; therefore, by 
the induction hypothesis, there exists a Hermitian, I’j-acychc matrix Bj with 
characteristic polynomial gj and such that the principal submatrix of Bj, 
obtained from Bj by deleting the row and column corresponding to ii, has 
characteristic polynomial hj; moreover Bj is irreducible. 
Now define A = [a,,] to be the n X n matrix with 
Uii=U, aiit = Uili = y, c for ijE Ni, 
A[r,,(i)] = Bj for ijENi and deggj>l, 
A[G,(i>] =gl--A for il E 4 and deg gj = 1, 
a 0 = IJ forallremainingpairs(r,s). 
By construction, for each ij E N,, A[rit(i)] has characteristic polynomial 
g ; using (3.1) and (3.2), it is easy to see that A has eigenvalues X r, . . . , X ,,. 
Til e last part of the theorem follows easily from (3.1). 
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Supposenowthatforsomej,l~j~n-1,wehaveXi=~j(ifpj=Xj+, 
the proof will be similar). p j is a root of one of the polynormals g r, . . . , g,, 
say of g,. The graph I’,(i), being a tree, must have at least two vertices of 
degree one, and one of these must be a vertex of IT of degree one (if this were 
not the case, I’ would have a cycle); denote one such vertex by t. r(t) is also 
a tree; so using the induction hypothesis it is possible to construct a 
Hermitian, r( t>acyclic matrix B such that the n X n matrix A = [ ai j] 
defined by A[r(t)] = I?, a,, = pj, a,, = a,, = 0 for s # t will be the desired 
matrix. n 
REMAN 1. When r is a star and i has degree n-l-that is, for 
matrices of type (l.&)-the formula (3.3) reduces to the partial fraction 
decomposition of f(X)/g(A). So the existence of the matrix A is equivalent 
to the fact that the coefficients of the partial fraction decomposition of 
f(h)/g(X) are nonnegative; that this happens when the roots of f(X) and 
g(h) interlace was known by Stieltjes [18, pp. 412-4131. B. We&off [22] 
obtains, in terms of polynomials, a result which is equivalent to our theorem 
for the tridiagonal case. 
The “if” part of the next result was obtained, for general Hermitian 
matrices (not necessarily acyclic), by K. tiwner [13]; for tridiagonal matrices 
it has been established by C. de Boor and G. Golub [2] and by W. Gragg and 
W. Harrod [9]. 
COROLJARY 1. LA r be a tree with n vertices, i an integer with 
l<i<n, ad A,> -.- >Ax,,pI, .*a >p,, real numbers. There exists a 
Hermitin, I’+,+ic matrix A = [a, j] with eigenvalues A,, . . . , A, and a 
fionnegativenu~dsuchthatthematFixB=[b,,],&~nedbyb,,=a,i+d, 
b,, = a,, otherwise, has eigenvalues p1 ,..., p, ifand only if 
When all the inequalities (3.4) are strict, such an A is irreducible. 
Proof. We need only to prove the sufficiency of (3.4), the necessity 
being a particular case of a more general result due to Weyl[23]. 
Let f(X)=(X-X,).*.(X-X,), g(X)=(h-pr)...(X-j.6,). There 
exists a unique real number d and a monk polynomial h with deg h < n such 
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that 
g@) -= 
f(X) 
1+d_ 
f(h) . 
It follows from (3.4) (supposing d # 0; d = 0 is trivial) that h has only 
real roots which interlace with those of f and that d is nonnegative; so there 
exists a Hermitian, I’-acyclic matrix A = [ ai j] with eigenvalues X,, . . . , X n 
and such that A[ I(i)] has characteristic polynomial h. Define B = [b,,] by 
b,,-= a,, + d, b,, = a_ otherwise; g is the characteristic polynomial of B. n 
The following corollary is well known for tridiagonal matrices (see [6] and 
PI)* 
COROLLARY 2. Let IY be a tree with n vertices, i an integer with 
l<i<n, Xi,..., A, realnumbers, andu=(u,,...,u,) aunitvectorof C”. 
There exists a Hennitiun, I’+rcyclic matrix A with eigenvalues Al,..., X, 
such thatA=Udiag(X,,...,X,,)U*, where U = [ ui j] is a unitay matrix with 
uij=uj for j=l,...,n. 
W&n all the X’s are distinct and all the elements of u are nonzero, such 
an A is irreducible. 
Proof. Suppose first that the X’s are all distinct. Let U, be an n x n, 
unitary matrix having in the ith row the elements of the vector u, let A 0 = U, 
diag(h,,..., X,)U,‘, andlet pi,..., p n_ i be the eigenvalues of A,( i ). The set 
of mattices Udiag(X,,..., A,)U*, where U = [ ui j] is a unitary matrix with 
]Uij] = (Uj]’ j = I..., n, equals the set of Hermitian matrices A with eigenval- 
ues Xi,..., A, and such that A(i) has eigenvalues pi,. . . , CL,_ i (see [20, 
proofs of Theorems 4 and 131); by our theorem one of these matrices is 
I-acyclic. Also by [20], if all the elements of u are nonzero, the X’s and the 
p’s verify (3.2) with all inequalities strict. 
If for some j, 12 j 2 n, we have X j = h j+ Ir then we use an argument 
similar to those used to prove the equality case in the above theorem (we 
omit the details). n 
REMARK 2. For matrices of type (1.2) and (1.3) we have also uniqueness 
results: the matrix A of our theorem is unique (up to the argument of the 
nondiagonal elements) provided that the inequalities (3.2) are all strict. For 
general I, A will be not unique in spite of the uniqueness of the real 
numbers a, yl,..., y, and of the polynomials h,, . . . , h, in (3.3); this is due 
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to the fact that, in general, the graphs r,:(i) are disconnected and therefore 
the matrices Bj cannot be uniquely determined; the number of matrices A is 
obviously finite. A similar remark applies to Corollaries 1 and 2. 
Z wish to thank Profasor R. Horn for calling my attention to Reference 
1131, and Profasor E. Marqw-s de Si and the referee for their comments 012 
the munustipt of this paper. 
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