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La visio´n por computador es una rama de la inteligencia artificial, que tiene
como objetivo comprender los elementos o caracter´ısticas de una escena o ima-
gen del mundo real, todo esto basado en poder automatizar algunos procesos o
simplemente permitir que un computador pueda realizar tareas que normalmente
ejecuta un ser humano.
Por tal motivo surge la posibilidad de automatizar algunos procesos que para
las personas son repetitivos o requieren una concentracio´n extrema, principalmen-
te en temas asociados a vigilancia. Por consiguiente nace la necesidad de construir
herramientas que faciliten las labores operativas y poder suplir la presencia de
un ser humano en algunos procesos.
Continuando el hilo de la informacio´n y haciendo uso de un enfoque a pro-
blemas de control de tra´fico aparece una herramienta bastante versa´til debido
a sus diferentes formas de realizarse como lo son los sistemas ALPR (Automa-
tic License Plate Recognition) que permiten satisfacer las razones anteriormente
mencionadas y adema´s poder atacar esta problema´tica con herramientas de visio´n
artificial como lo son las redes neuronales convolucionales.
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2. Formulacio´n del Problema
En la actualidad las Redes Neuronales Convolucionales se han convertido en
el me´todo ma´s usado para solucionar problemas que se consideraban conceptual-
mente complejos para un ordenador, ya que era necesario razonar para obtener su
solucio´n, e´stas redes logran aportar soluciones a esta clase de problemas gracias
a la capacidad de emular el funcionamiento del cerebro humano en a´reas como el
reconocimiento de objetos en ima´genes, clasificacio´n automa´tica, aprendizaje de
un lenguaje, etc.
Por tal motivo dentro de la Universidad Tecnolo´gica de Pereira y ma´s espec´ıfi-
camente en el Grupo de Investigacio´n Sirius, nace la necesidad de experimentar
con el funcionamiento de dichas redes, con el fin de construir herramientas al-
ternas a las ya construidas dentro de la rama de investigacio´n ITS (Sistemas
Inteligentes de Transporte) que contribuyan a las investigaciones realizadas al




En el grupo de investigacio´n Sirius de la Universidad Tecnolo´gica de Pereira,
perteneciente al programa de Ingenier´ıa de Sistemas y Computacio´n, existe una
rama de investigacio´n orientada a Sistemas Inteligentes de Transporte (ITS), en
dicha rama se llevo´ a cabo la implementacio´n de un algoritmo de conteo y cla-
sificacio´n de veh´ıculos, que funciona a trave´s de ca´maras de seguridad colocadas
en intersecciones de tra´fico semaforizadas de la ciudad de Pereira, uno de sus
objetivos es identificar el momento en que un auto incurre en una infraccio´n de
tra´nsito, espec´ıficamente cuando un veh´ıculo transita por el carril exclusivo del
sistema masivo de transporte Megabu´s o en el momento que un veh´ıculo cruza
un sema´foro en rojo, inmediatamente captura por medio de una fotograf´ıa el mo-
mento en que ocurre la infraccio´n. A partir de esta fotograf´ıa surge la necesidad
de identificar los d´ıgitos alfanume´ricos correspondientes a la placa del automo´vil
asociado a la infraccio´n. Por tal motivo desde el grupo de investigacio´n se im-
plemento´ una solucio´n que consiste en el desarrollo de un algoritmo, utilizando
me´todos cla´sicos de visio´n por computador, como lo son SIFT (Scale-Invariant
Features Transform) y SURF (Speeded-UP Robust Features) que permiten ex-
traer caracter´ısticas espec´ıficas dentro de una imagen, en este caso en particular
la extraccio´n de informacio´n de una placa vehicular.
La solucio´n anteriormente mencionada se implemento´ sobre una mini-pc intel
NUC, que cuenta con un procesador Intel Core i7 de 5ta generacio´n, el cual solo
permite ejecucio´n de forma serial del algoritmo en CPU, ya que no cuenta con una
unidad de procesamiento gra´fico (GPU) que es indispensable si se desea utilizar
computacio´n paralela. El hecho de ejecutar el algoritmo solo en CPU impide la
automatizacio´n de la deteccio´n de placas vehiculares, ya que sera´ un proceso muy
lento y evitara´ que sea realizado en tiempo real, como normalmente deber´ıa prac-
ticarse cualquier actividad relacionada con la visio´n por computador. Al querer
realizar el proceso en tiempo real y de forma eficiente nace la necesidad de utilizar
computacio´n de alto rendimiento (High Performance Computing) y unidades de
procesamiento gra´fico, para aprovechar los recursos al ma´ximo y poder construir
una solucio´n alterna a la mencionada anteriormente se hara´ uso de redes neuro-
nales convolucionales.
La aplicacio´n de las redes neuronales convolucionales es realizada en matrices
bidimensionales las cuales se podr´ıan asociar con ima´genes, ya que una imagen
esta´ representada como una matriz de p´ıxeles, tal motivo hace que e´stas redes
sean una buena eleccio´n para la solucio´n; Usar redes neuronales convolucionales
es un proceso costoso (computacionalmente hablando) entonces es necesario el
uso de computacio´n de alto rendimiento, con el fin de acelerar el algoritmo de
forma paralela y obtener un desempen˜o apropiado y eficaz.
Posteriormente la herramienta podr´ıa ser el punto de partida en el camino
hacia la deteccio´n de infractores de tra´nsito de forma automatizada, lo cual for-






Desarrollar una herramienta para la identificacio´n de caracteres en la placa
de un automo´vil a partir de una imagen.
4.2. Objetivos espec´ıficos
Evaluar redes convolucionales en el problema de deteccio´n de caracteres de
una placa vehicular.
Seleccionar datos de entrenamiento para nuestra red convolucional.






Para la implementacio´n de la herramienta que permita identificar placas vehi-
culares, es necesario hacer uso de la inteligencia artificial, ma´s espec´ıficamente
introducirnos en la visio´n por computador, con ayuda de las redes neuronales
convolucionales. Por tal motivo debido a que la aplicacio´n de la herramienta sera´
en un sistema embebido es necesario que el procesamiento sea en tiempo real.
5.2. Antecedentes
Las te´cnicas de visio´n por computador han madurado lo suficiente en los u´lti-
mos veinte an˜os. Los primeros sistemas pra´cticos de visio´n por computador se
basaron en ima´genes binarias (blanco y negro) que se procesaban por bloques,
ventanas o p´ıxeles. Ra´pidamente los algoritmos alcanzaron un nivel de desarrollo
en el cual era posible reconocer el contorno del objeto y su posicio´n en la ima-
gen. Sin embargo es obvio que este tipo de tecnolog´ıa no era lo suficientemente
robusta para formar parte de la industria. Los clientes demandaban sistemas que
pudieran operar por meses sin necesitar servicio, en condiciones de luz variable,
sin importar la textura de los objetos y una velocidad de operacio´n alta.
El siguiente paso en el desarrollo de la visio´n por computador fue la intro-
duccio´n de los sistemas de intensidad de gris. En e´sta tecnolog´ıa cada elemento
de la imagen, o p´ıxel, se representa con un nu´mero proporcional a la intensidad
de gris del elemento. La principal ventaja de e´sta te´cnica es que puede corregir
las variaciones locales de iluminacio´n. Los sistemas de intensidad de gris pueden
operar en cualquier tipo de iluminacio´n, ya que pueden encontrar el contorno de
los objetos buscando cambios en los valores de intensidad de los p´ıxeles.
Los sistemas de visio´n por computador de vanguardia operan sobre estructu-
ras en lugar de p´ıxeles. Estos sistemas requieren de procesadores con capacidad
de procesar una gran cantidad de datos recibidos en la entrada del sistema y
la calidad digital de las ima´genes. Un procesador t´ıpico utiliza una arquitectu-
ra de alta velocidad en paralelo y opera a velocidades de cerca de mil millones
de ca´lculos sobre las ima´genes por segundo. Los sistemas de visio´n por compu-
tador utilizan las te´cnicas de reconocimiento de ima´genes para interpretar las
propiedades de una imagen, compararla con su base de datos e identificarla como
un objeto conocido. Esta tecnolog´ıa y otros me´todos ba´sicos de procesamiento
de ima´genes se aplican actualmente en tareas como identificacio´n de caracteres,
diagno´stico me´dico, tecnolog´ıa del espacio, deteccio´n de fisuras en la produccio´n
de vidrio, tratamiento de residuos so´lidos urbanos, reconocimiento de huellas di-
gitales, conversio´n texto-voz, la clasificacio´n de cuerpos celestes, adema´s de otras
relacionadas con la robo´tica, como la neutralizacio´n de explosivos, los ana´lisis
sanitarios o el conteo de a´rboles a partir de fotograf´ıas ae´reas.
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5.3. Bases Teo´ricas
Visio´n por computador :
La visio´n por computador es un campo de la inteligencia artificial que nos
permite analizar ima´genes obtenidas por medios digitales. Normalmente
luego de obtener la imagen se realizan algunas acciones o procesos sobre
ella con la finalidad de extraer caracter´ısticas de importancia para nosotros
segu´n nuestro tema de estudio, todo esto busca poder realizarse de manera
auto´noma y automatizada, para que pueda ejecutarse en tiempo real o sin
la intervencio´n de una persona.
Deep Learning :
El Deep Learning lleva a cabo el proceso de Machine Learning usando una
red neuronal artificial que se compone de un nu´mero de niveles jera´rquicos.
En el nivel inicial de la jerarqu´ıa la red aprende algo simple y luego env´ıa
esta informacio´n al siguiente nivel. El siguiente nivel toma esta informacio´n
sencilla, la combina, compone una informacio´n algo un poco ma´s compleja,
y se lo pasa al tercer nivel, y as´ı sucesivamente.
Continuando con el ejemplo del gato, el nivel inicial de una red de Deep
Learning podr´ıa utilizar las diferencias entre las zonas claras y oscuras de
una imagen para saber do´nde esta´n los bordes de la imagen. El nivel inicial
pasa esta informacio´n al segundo nivel, que combina los bordes construyen-
do formas simples, como una l´ınea diagonal o un a´ngulo recto. El tercer nivel
combina las formas simples y obtiene objetos ma´s complejos como o´valos
o recta´ngulos. El siguiente nivel podr´ıa combinar los o´valos y recta´ngulos,
formando barbas, patas o colas rudimentarias. El proceso continu´a hasta
que se alcanza el nivel superior en la jerarqu´ıa, en el cual la red aprende a
identificar gatos.
Redes Neuronales Convolucionales :
Las redes neuronales convolucionales son muy parecidas a las redes neu-
ronales ordinarias como el perceptro´n multicapa, ya que se compone de
neuronas con pesos y sesgos que aprenden, usando sus entradas para reali-
zar un producto escalar y luego aplicar una funcio´n de activacio´n. Por tanto
la diferencia principal de las redes neuronales convolucionales con las ordi-
narias es que aca´ suponemos expl´ıcitamente que las entradas son ima´genes,
lo que nos permite codificar ciertas propiedades en la arquitectura; permi-
tiendo ganar en eficiencia y reduciendo la cantidad de para´metros en la
red. Principalmente estas redes actu´an en problemas que las ordinarias no
escalan bien, por ejemplo cuando usamos ima´genes de mucha definicio´n.
Estas redes trabajan modelando de forma consecutiva pequen˜as piezas de
informacio´n, y luego combinando esta informacio´n en las capas ma´s profun-
das de la red. Una manera de entenderlas es que la primera capa intentara´
detectar los bordes y establecer patrones de deteccio´n de bordes. Luego, las
capas posteriores tratara´n de combinarlos en formas ma´s simples y final-
mente, en patrones de las diferentes posiciones de los objetos, iluminacio´n,
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escalas, etc. Las capas finales intentara´n hacer coincidir una imagen de en-
trada con todos los patrones y arribar a una prediccio´n final como una suma
ponderada de todos ellos.De esta forma las redes neuronales convoluciona-
les son capaces de modelar complejas variaciones y comportamientos dando
predicciones bastantes precisas.
Estructura:
Ba´sicamente esta´ construida a partir de tres tipos de capas:
• Capa convolucional :
En esta capa se aplica algo llamado convolucio´n que ba´sicamente re-
cibe la imagen como entrada y aplica sobre ella un filtro o “kernel”
que se usa normalmente para extraer caracter´ısticas necesarias o in-
dispensables para nuestro ca´lculo, ya que normalmente no se necesita
todo lo que trae la imagen, entonces con este filtro podemos extraer
solo bordes, o eliminar el color y dejar la imagen en escala de grises,
entre muchas ma´s cosas, la finalidad de este procedimiento o de esta
operacio´n es reducir el taman˜o de los para´metros.
• Capa de reduccio´n o “pooling”:
Esta capa siempre esta´ ubicada luego de una capa convolucional, con el
fin de eliminar elementos innecesarios o simplemente obtiene so´lo los
valores ma´s representativos y por tal motivo reduce las dimensiones
espaciales (ancho por alto) del volumen de entrada para la siguiente
capa.
• Capa clasificadora totalmente conectada:
Al final de las capas convolucional y de reduccio´n, las redes utilizan
generalmente capas completamente conectados en la que cada p´ıxel se
considera como una neurona separada al igual que en una red neuronal
regular. Esta u´ltima capa clasificadora tendra´ tantas neuronas como
el nu´mero de clases que se debe predecir.
5.4. Marco Geogra´fico
El departamento de Risaralda con una extensio´n de 365.300 ha, se encuentra
en el sector central de la regio´n andina centro occidente del pa´ıs, en medio de
dos grandes polos de desarrollo econo´mico (departamento de Antioquia al norte
y el Valle del Cauca al sur, extendie´ndose entre la cordillera central y occidental);
cuyas laderas descienden hacia el R´ıo Cauca; tambie´n limita con los departamen-
tos de Caldas al nororiente, Tolima al oriente, Quind´ıo al sur y Choco´ al occidente.
Pereira que es la capital de Risaralda cuenta con varias prestigiosas univer-
sidades entre ellas la Universidad Tecnolo´gica de Pereira, donde se alberga un
clu´ster que en una breve definicio´n trata de un conglomerado de computadores
que se conectan entre s´ı por medio de una red, haciendo parecer ante el usuario
final un solo equipo de co´mputo; habiendo establecido la definicio´n, se utilizara´
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el clu´ster para la fase de entrenamiento de la red neuronal convolucional.
En los programas de estudio presentados por la Universidad Tecnolo´gica de
Pereira se encuentra de forma mas especifica el programa de Ingenier´ıa de Sis-
temas y Computacio´n (ISC), donde en dicho programa se encuentra un grupo
de investigacio´n llamado Sirius, este a su vez tiene una rama de investigacio´n
acerca de Sistemas Inteligentes de Transporte (ITS) y es all´ı donde se aborda el
problema de reconocimiento o´ptico de caracteres en placas vehiculares.
Espacio Temporal
La delimitacio´n temporal del proyecto estara´ sujeta al tiempo que se demore
desde la fase de entrenamiento hasta que se obtengan resultados concisos.
5.5. Marco Jur´ıdico
A continuacio´n se presentan un conjunto de leyes que regulan las placas vehi-
culares.
Placas Vehiculares
Art´ıculo 43. Disen˜o y elaboracio´n
Corresponde al Ministerio de Transporte disen˜ar y establecer las carac-
ter´ısticas y ficha te´cnica de la placa u´nica nacional para los veh´ıculos auto-
motores, asignar sus series, rangos y co´digos, y a las autoridades de tra´nsito
competentes o a quien el Ministerio de transporte autorice, su elaboracio´n
y entrega. Asimismo, el Ministerio de Transporte reglamentara´ lo referen-
te a la placa que debera´n tener los veh´ıculos que ingresen en el pa´ıs por
programas especiales o por importacio´n temporal [1].
Art´ıculo 44. Clasificacio´n
Las placas se clasifican, en razo´n del servicio del veh´ıculo, as´ı: De servicio
oficial, pu´blico, particular, diploma´tico, consular y de misiones especiales
[1].
Art´ıculo 45. Ubicacio´n
Los veh´ıculos automotores llevara´n dos (2) placas iguales: una en el extremo
delantero y otra en el extremo trasero.
Ningu´n veh´ıculo automotor matriculado en Colombia podra´ llevar, en el
lugar destinado a las placas, distintivos similares a e´stas o que las imiten, ni
que correspondan a placas de otros pa´ıses, so pena de incurrir en la sancio´n
prevista en este Co´digo para quien transite sin placas. Estas deben estar
libres de obsta´culos que dificulten su plena identificacio´n [1].
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5.6. Marco Conceptual
Descripcio´n de los conceptos, los cuales son fundamentales para el entendi-
miento de este proyecto
CPU (Unidad central de procesamiento)
Es el hardware dentro de un ordenador u otros dispositivos programables,
que interpreta las instrucciones de un programa informa´tico mediante la
realizacio´n de las operaciones ba´sicas aritme´ticas, lo´gicas y de entrada/sa-
lida del sistema.
GPU (Unidad de procesamiento gra´fico)
Es un coprocesador dedicado al procesamiento de gra´ficos u operaciones de
coma flotante, para aligerar la carga de trabajo del procesador central en
aplicaciones como los videojuegos o aplicaciones 3D interactivas
ALPR (Reconocimiento automa´tico de matr´ıculas)
Es un me´todo de vigilancia en masa que utiliza reconocimiento o´ptico de
caracteres en ima´genes para leer las matr´ıculas de los veh´ıculos.
CNN (Redes neuronales convolucionales)
Es un tipo de red neuronal artificial donde las neuronas corresponden a
campos receptivos de una manera muy similar a las neuronas en la corteza




La metodolog´ıa propuesta para el desarrollo de la herramienta se divide en
cinco aspectos fundamentales: Levantamiento de informacio´n y Dataset, Entre-
namiento de la red, Implementacio´n del algoritmo, Inferencia en la red y Ana´lisis
de los resultados.
La etapa de Levantamiento de informacio´n y Dataset consiste en realizar una
consulta lo suficientemente amplia para entender el funcionamiento de una red
convolucional, adema´s de la arquitectura que se uso´ y el conjunto de datos nece-
sario para entrenar la red.
A partir de toda la informacio´n adquirida y el conjunto de entrenamiento,
se procedio´ al Entrenamiento de la red, que ba´sicamente es ensen˜arle a la red
neuronal convolucional a detectar los caracteres presentes en una placa vehicular.
Con la red apta para detectar los caracteres, se realizara´ la Implementacio´n del
algoritmo que facilita todo el proceso desde que se obtiene la imagen de la placa
vehicular hasta los posibles resultados de la Inferencia de la red y de e´ste modo
realizar el Ana´lisis de los resultados que permitira´n verificar la efectividad de la
herramienta.
Para verificar el cumplimiento de los objetivos se usara´ co´mo me´trica la can-
tidad de placas reconocidas con e´xito sin cometer ningu´n error y de esta forma
establecer un porcentaje de eficacia de la red convolucional . Se espera obtener
un porcentaje de eficacia superior al 70%.
Adicionalmente se realizara´ una comparativa de velocidad en la etapa de En-
trenamiento de la red, para verificar los tiempos de ejecucio´n en CPU frente a
GPU y poder concluir si existe aceleracio´n alguna.
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7. Delimitacio´n del alcance
El planteamiento de este proyecto se realizo´ para generar y desarrollar una
herramienta que permite el reconocimiento o´ptico de caracteres en placas vehi-
culares privadas de Colombia, a partir de una imagen.
Dicha imagen debe ser una imagen frontal de la placa vehicular sin ninguna
inclinacio´n, e´sta sera´ la entrada para la herramienta que le proporcionara´ como




8.1. Levantamiento de Informacio´n
8.1.1. Materiales y Me´todos
Los algoritmos fueron procesados en un computador Intel(R) Core(TM) i7-
4790K CPU @ 4.00GHz de arquitectura x86-64, con 8 CPUs, L1d cache y L1i
cache de 32K, L2 cache de 256K y L3 cache de 8192K; un Xeon E3-1200 v3/4th
Gen Core Processor Integrated Graphics Controller de Intel Corporation, con una
tarjeta gra´fica NVIDIA Corporation GM204 [GeForce GTX 980] el cual cuenta
con 2048 CUDA Cores, 1126 MHz en el reloj base, un ancho de banda de memoria
de 224 GB/s y una configuracio´n de memoria esta´ndar de 4 GB [2].
Se utilizo´ la tecnolog´ıa CUDA durante la fase de Entrenamiento de la red con-
volucional, la librer´ıa de OpenCV para el tratamiento de las ima´genes (Segmen-
tacio´n de ima´genes) y el lenguaje de programacio´n python a trave´s del framework
PyTorch.
Python
Python es un lenguaje de programacio´n interpretado de propo´sito general,
multiplataforma y multiparadigma (imperativo, orientado a objetos y fun-
cional). Se trata de un lenguaje fuertemente tipado, es decir, no se puede
asignar a una variable un valor de tipo distinto al inicial sin una conversio´n
expl´ıcita, siendo a su vez este tipado dina´mico: el tipo de las variables se
determina en tiempo de ejecucio´n en funcio´n del valor asignado.
Se escogio´ este lenguaje por su legibilidad en el momento de escribir o
entender el co´digo utilizado para la realizacio´n de los diferentes algoritmos,
tambie´n por su gran variedad de librer´ıas que son de gran ayuda, como por
ejemplo NumPy.
OpenCV
OpenCV es una librer´ıa de visio´n artificial desarrollada por Intel y actual-
mente publicada bajo licencia BSD, que cuenta con ma´s de medio millar
de algoritmos optimizados para realizar las principales tareas de visio´n ar-
tificial, como el procesamiento de ima´genes, deteccio´n de caracter´ısticas o
reconocimiento de objetos. La librer´ıa cuenta adema´s con diferentes algo-
ritmos de aprendizaje de ma´quina como ma´quinas de soporte de vectores
(SVM), Na¨ıve Bayes o KNN entre otros.
Esta´ escrita en C++, es multiplataforma y cuenta con interfaces para tra-
bajar con lenguajes como Java o Python. La gran cantidad de algoritmos
disponibles, su velocidad de ejecucio´n y la extensa comunidad de usuarios de
que dispone, hacen de OpenCV una herramienta indispensable para desa-
rrollar sistemas de visio´n artificial basados en software de co´digo abierto.
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Pytorch
Pytorch es un framework de Python que permite el crecimiento ra´pido del
Deep Learning, con una fuerte aceleracio´n de la GPU. La caracter´ıstica
principal de Pytorch es que utiliza grafos computacionales dina´micos. To-
dos los frameworks de Deep Learning utilizan un lenguaje, como Python
en este caso, y un grafo computacional. Esto funciona as´ı por cuestiones de
eficiencia y optimizacio´n, pues un grafo computacional corre en paralelo en
la GPU [3].
A pesar de que en la actualidad existen otros framework que tambie´n tra-
baja sobre Python como lo es el caso de Tensorflow y que este tiene una
capacidad de que el programador no tenga la necesidad de manejar direc-
tamente los tensores que se va a utilizar. Pytorch provee un soporte para la
ejecucio´n en tarjetas gra´ficas (GPU) utilizando CUDA.
CUDA
CUDA es una arquitectura de ca´lculo paralelo de NVIDIA que aprovecha
la gran potencia de la GPU (unidad de procesamiento gra´fico) para propor-
cionar un incremento extraordinario del rendimiento del sistema [4].
Uno de los aspectos ma´s importantes de esta arquitectura es resolver pro-
blemas que conlleva a una gran complejidad y carga computacional en el
momento de ejecutarse sobre CPU, con la de las tarjetas gra´ficas (GPU) se
pretende resolver de forma ma´s eficiente dichos problemas.
8.1.2. Arquitectura Red Neuronal Convolucional
La arquitectura de la red convolucional que se uso´ es denominada LeNet desa-
rrollada por Yann LeCun, dicha red esta´ compuesta por varias capas que imple-
mentan la extraccio´n de funciones o caracter´ısticas y posteriormente se realiza la
clasificacio´n de la imagen [9].
La imagen de entrada que alimenta una primera capa convolucional, e´sta
extrae las funciones o caracter´ısticas relevantes de la imagen de entrada, en el si-
guiente paso se realiza la agrupacio´n, que ba´sicamente es reducir las dimensiones
de las funciones del paso anterior, como por ejemplo una reduccio´n del taman˜o,
e´sta reduccio´n se hace mientras se agrupa informacio´n importante que general-
mente se ejecuta a trave´s de una te´cnica denominada agrupacio´n ma´xima. Estos
dos pasos se realizan nuevamente y el resultado es la entrada de un perceptro´n
multicapa completamente conectado.
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Figura 8.1: Arquitectura LeNet
8.1.3. Dataset
Para el entrenamiento de la red convolucional se hizo uso del conjunto de da-
tos Chars74k creado por T. de Campos y M. Varma de Microsoft Research India
y el cual se puede descargar de forma gratuita en la pa´gina surrey. Actualmente
e´ste dataset cuenta con una recopilacio´n de alrededor de 64 clases, en las cuales
esta´n los nu´meros ara´bigos del 0 al 9 y las letras del abecedario en ingle´s tanto en
minu´sculas como en mayu´sculas, tambie´n se puede encontrar 3 tipos de ima´genes,
en primer lugar con un total de 7705 ima´genes de caracteres en situaciones de la
vida real como letreros, el segundo tipo consta de 3410 ima´genes de caracteres
escritas a mano y por u´ltimo en el tercer tipo se tiene alrededor de 62292 ima´ge-
nes de caracteres sintetizados de fuentes de computadora [5].
En este caso y teniendo en cuenta lo antes mencionado, se utilizo´ el tercer
tipo donde no se incluyeron aquellas ima´genes que conten´ıan el abecedario ingle´s
en minu´sculas, ya que para el problema abordado no se encontrar´ıan caracteres
en minu´sculas, quedando con un total de 36540 ima´genes de entrenamiento y
alrededor de 1015 ima´genes por clase.
Figura 8.2: Ejemplo dataset Chars74k
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8.1.4. Backpropagation
Este me´todo acerca del calculo del gradiente es utilizado en algoritmos de
aprendizaje supervisado para entrenar redes neuronales, Utilizando dos fases o
tambie´n se puede llamar ciclo de propagacio´n, ba´sicamente se aplica un patro´n
de entrada como estimulo y este se propaga desde la primera capa a trave´s de las
siguientes capas de la red hasta generar una salida. Cuando la salida da error,
este es propagada hacia atra´s desde la capa de salida hasta la neuronas de la capa
ocultas involucradas en esa salida; este procedimiento se repite hasta que todas
neuronas de la red hayan recibido una sen˜al de error.
8.2. Entrenamiento
En este proceso ba´sicamente se combinan el algoritmo backpropagation con
el me´todo del descenso del gradiente, el cual es un problema de optimizacio´n en
el que iterativamente se buscan los valores de los para´metros (pesos y bias de la
red) que hacen que el valor de la funcio´n de error sea mı´nimo, por tanto se decidio´
utilizar una funcio´n muy habitual en el disen˜o de redes neuronales convoluciona-
les, denominada entrop´ıa cruzada que nos permitio´ medir que tan buena sera´ la
red convolucional en la clasificacio´n de ima´genes.
Por otro lado en el me´todo de descenso del gradiente se uso´ la versio´n es-
toca´stica o incremental, que consiste en hacer el ca´lculo iterativo del gradiente
para un subconjunto o batch de los datos de entrenamiento e ir actualizando
los pesos de la red mediante la propagacio´n de errores hacia atra´s, sin esperar a
procesar completamente el conjunto de datos de entrenamiento.
En esta etapa el modelo se entreno´ durante 10 e´pocas, imprimiendo el nu´mero
de la e´poca o etapa en la que se encontraba el entrenamiento y la pe´rdida que se




El siguiente esquema resume el funcionamiento de la herramienta propuesta
para el reconocimiento o´ptico de caracteres en placas vehiculares:
Figura 8.4: Algoritmo
Como se puede observar en el esquema, el algoritmo consta de 3 etapas las
cuales sera´n profundizadas a continuacio´n:
8.3.1. Imagen inicial
En esta etapa se realiza el ingreso de la imagen al sistema, las cuales sera´n
ima´genes frontales de placas vehiculares colombianas.
Figura 8.5: Imagen inicial
Una vez ingresada, se procede a realizar el procesamiento de la misma y pos-
teriormente determinar la placa vehicular a la que hace referencia.
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8.3.2. Pre-procesamiento
Para el correcto funcionamiento de la herramienta y teniendo en cuenta di-
ferentes aspectos para el procesamiento de ima´genes, es necesario realizar un
conjunto de pasos o procesos a la imagen inicial, ya que se debe asegurar que su
estructura y canales sean indicados, adema´s de eliminar el ruido presente en ella
y extraer solo las regiones necesarias.
Conversio´n a escala de grises
Las ima´genes iniciales son ima´genes de placas vehiculares colombianas, e´stas
ima´genes son a color y de taman˜o variable, por tal motivo se deben adaptar
o pre-procesar para que sean aptas en el sistema. Inicialmente basados en un
caso base de la visio´n por computador, en el cual recomiendan convertir las
ima´genes a escala de grises, ya que este proceso permite facilitar el ca´lculo
u operaciones que vayan a realizar con dichas ima´genes porque´ la cantidad
de bits para representarla disminuye, esto ocurre porque´ las ima´genes a co-
lor tienen tres canales de tonalidad, en cambio la de escala de grises solo uno.
Figura 8.6: Imagen convertida a escala de grises
Segmentacio´n de la imagen
Con la finalidad de extraer las caracter´ısticas necesarias para continuar con
el proceso, se uso´ el thresholding para segmentar la imagen, esto lo que hace
es reemplazar cada pixel de la imagen por uno negro o blanco, dependiendo
la intensidad que tenga el pixel en la imagen, e´sta intensidad es comparada
con una constante de threshold que en nuestro caso es 85. E´ste proceso se
implemento´ haciendo uso de opencv y su me´todo de segmentacio´n THRES-
HOLD BINARY [7], el cual esta´ representado con la siguiente fo´rmula:
dst(x, y) =
{
255 si src(x, y) > 85
0 de otro modo
Con lo cual se obtuvo el siguiente resultado:
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Figura 8.7: Thresholding
Determinando regiones de intere´s
Luego de tener los caracteres de la placa resaltados claramente, se debe
determinar que regio´n representan cada uno de ellos dentro de la imagen,
para esto se busco´ los contornos que podr´ıan representar un cara´cter, el
problema es que los valores de los contornos que podr´ıan representar un
cara´cter deben ser obtenidos a prueba y error, ya que las placas son de
taman˜o variable, luego de muchos intentos se logro´ determinar que solo los
contornos que cumplan con la siguiente condicio´n podr´ıan representar un
cara´cter, cabe resaltar que antes hay que encontrar el bounding box [6] o
cuadro delimitador de cada contorno para obtener la altura y anchura de
cada uno de ellos
Por tanto un contorno representa un cara´cter si:
85 < altura, anchura < 300
Figura 8.8: A´rea de intere´s
Luego de obtenidas las seis regiones de intere´s de nuestra imagen, pasamos
a recortar cada una de ellas y redimensionarlas a 32x32 p´ıxeles, ya que es
el taman˜o establecido en la red convolucional para su entrada.
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Centrando el cara´cter
Al obtener las regiones de intere´s, se logro´ observar que cada una represen-
taba un d´ıgito, pero no contaban con suficiente borde, para que pudieran
ser analizados por la red convolucional, ya que deb´ıan estar centrados para
obtener un resultado satisfactorio, por tanto se tuvo que centrar el cara´cter.
Esto se realizo´ por medio de OpenCV, luego de obtener la relacio´n de as-
pecto de la imagen, se calculo´ en base a eso cua´ntos p´ıxeles se podr´ıa an˜adir
a los bordes sin deformar la imagen y luego, haciendo uso de copyMakeBor-
der [8] que es una funcio´n de OpenCV se logro´ an˜adir el borde a la imagen,
da´ndole el color y el taman˜o en p´ıxeles.
Enviando a Inferencia
En esta etapa ba´sicamente se guardaron las ima´genes para que en la fase
de Inferencia fuera posible acceder a ellas y realizar el proceso de reconoci-
miento de cada cara´cter en la red convolucional ya entrenada.
8.3.3. Inferencia
Luego de entrenada la red, se paso´ a unir los procesos para realizar el re-
conocimiento o´ptico de los caracteres. Las ima´genes que representan cada uno
de los caracteres extra´ıdos de la imagen, se almacenaron en una carpeta, por lo
tanto era necesario traer a la red uno por uno, para que ella pudiera determinar
que cara´cter representaba cada una de las ima´genes, luego se concatenaron los
caracteres y as´ı se pudo determinar totalmente la placa vehicular que estaba re-





Con el fin de evaluar la efectividad de la red convolucional ya entrenada y
haciendo uso del algoritmo mencionado anteriormente, se realizo´ un conjunto de
pruebas que abarcan alrededor de 120 ima´genes de placas vehiculares, 20 de ellas
fueron de placas reales y las 100 restantes fueron generadas automa´ticamente con
la ayuda de una herramienta web [13], a continuacio´n se podra´ observar la herra-
mienta y su utilizacio´n:
Figura 9.1: Herramienta generadora de placas vehiculares
Para generar la placa vehicular, basta con ingresar los d´ıgitos alfa-nume´ricos
que se necesiten plasmar en ella y la herramienta automa´ticamente la generara´,
permitiendo fa´cilmente su descarga.
Posteriormente la imagen obtenida se ingreso´ al sistema, el cual nos arrojo´ un
resultado que fue el insumo para el ca´lculo de la eficacia de la herramienta, como
se menciono´ anteriormente.
Adicionalmente se midio´ el tiempo de ejecucio´n de la etapa de Entrenamiento
en CPU y GPU, con el fin de verificar si la GPU es ma´s ra´pida que la CPU en




Luego de realizadas las pruebas correspondientes, teniendo en cuenta que se
realizaron en 120 ima´genes, con 100 ima´genes generadas y 20 de placas vehicula-
res reales, se obtuvieron los siguientes resultados:
Tipo de placa Total ima´genes Aciertos Fallos
Generadas 100 70 30
Reales 20 20 0
Cuadro 10.1: Resultados
Al analizar la evaluacio´n del sistema con las ima´genes reales, podemos obser-
var que la herramienta fue realmente eficaz, ya que se obtuvo 100% de aciertos
en el reconocimiento del contenido de las placas vehiculares.
Por otro lado, en el caso de las ima´genes generadas se obtuvo una eficacia
del 70%, pero con fallos por uno, dos y en ocasiones 3 caracteres que dentro de
lo esperado podr´ıa ser razonable, ya que al realizar el reconocimiento hay una
confusio´n entre caracteres muy similares, como lo son la letra S y el nu´mero 5,
adema´s de la letra O y el nu´mero 0; otro caso en espec´ıfico ocurrio´ con las letras
Q y O, ya que la diferencia entre ellas en la tipograf´ıa usada en las placas vehi-
culares colombianas es poco perceptible.
Se pudo definir que el porcentaje de eficacia de la herramienta en general, fue
del 75%.
En la tabla Tabla 10.3 se puede observar una lista completa de los errores

































Cuadro 10.2: Errores en placas generadas
Por otro lado tras la ejecucio´n de la fase de entrenamiento de la red neuronal
convolucional sobre GPU y CPU, se pudo observar que la GPU es ma´s o´ptima en
este proceso, gracias a su capacidad de procesamiento en paralelo. A continuacio´n
se puede verificar el resultado:
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Figura 10.1: Tiempo de entrenamiento
La mejora del tiempo de ejecucio´n del entrenamiento de la red convolucional
se da debido a que se cuenta con un dataset de entrenamiento de alrededor de
36.000 ima´genes las cuales implican tener muchos recursos para su procesamiento
y posteriormente su entrenamiento en la red, adema´s que las redes convolucio-
nales esta´n disen˜adas espec´ıficamente para el procesamiento de ima´genes y sus
propiedades, haciendo ma´s ra´pido el uso de la GPU por encima de la CPU, adi-
cionalmente el uso del paralelismo con CUDA para la GPU la hace especial para
este tipo de procesamiento y mucho mas o´ptima en tiempo de ejecucio´n, siendo
8 veces mas ra´pida la GPU que la CPU como se observa a continuacio´n:
Aceleracio´n Entrenamiento
8,7899




11.0.1. Conjunto de datos en Pytorch
Pytorch tiene un mo´dulo dedicado a la carga de conjunto de datos, pero para el
problema que nosotros intenta´bamos resolver, exist´ıa un conjunto de datos inclui-
do en el Framework,el cual representa una extensio´n o variacio´n de MNIST que es
un conjunto de ima´genes de d´ıgitos nume´ricos y es normalmente el primer acerca-
miento que se tiene cuando se empieza a trabajar con redes neuronales convolu-
cionales, esta variacio´n de dicho conjunto de datos es llamado Extended-MNIST
[11], ya que adicional a los d´ıgitos nume´ricos tambie´n an˜aden letras mayu´sculas
y minu´sculas. Al usar Pytorch la mayor´ıa de los conjuntos de datos son trans-
formados dependiendo la estructura que tenga la red convolucional, por lo tanto
frecuentemente las transformadas ma´s usadas son las conversiones de las ima´genes
a tensores y la normalizacio´n de sus datos, ya que esto permite un mejor ca´lculo
a la hora de entrenar la red, esto nos dificulto mucho el proceso, debido a la poca
informacio´n que encontra´bamos sobre la desviacio´n esta´ndar necesaria para la
normalizacio´n de los valores y por consiguiente las adaptaciones necesarias a la
arquitectura de la red que usamos, en base a esta problema´tica y tras muchos
intentos fallidos de poder utilizar este conjunto de datos, optamos por construir
nuestro propio loader o cargador de archivos, para tener un mayor control de
nuestro sistema, lo cual se realizo´ en base a una red construida anteriormente
[10] y haciendo uso del conjunto de datos chars74k, que no es tan extenso como
lo es E-MNIST pero para la pra´ctica fue mucho ma´s funcional.
11.0.2. Orden de las regiones de intere´s
Cuando determinamos las regiones de intere´s o ba´sicamente las regiones que
podr´ıan representar un cara´cter en nuestra imagen, surgio´ una dificultad con
el orden en que se entregaban estas regiones, ya que se entregaban de manera
aleatoria, dependiendo de factores de ubicacio´n y taman˜o, por lo tanto tuvimos
que realizar un ordenamiento en base a la posicio´n en el eje x del bounding box o




Hacer uso del paralelismo y las unidades de procesamiento gra´fico (GPUs),
reduce considerablemente el tiempo de entrenamiento de una red neuronal
convolucional, ya que gracias a su gran cantidad de cores o nu´cleos permiten
procesar ima´genes mucho ma´s ra´pido.
Para realizar un ALPR [12] de placas colombianas con un grado de acierto
muy alto, es necesario construir un conjunto de datos bastante extenso y
espec´ıfico, ya que algunos caracteres pueden ser ambiguos para un compu-
tador, entre ellos los ma´s propensos a errores son la letra Q, ya que tiende
a parecerse mucho a la O, debido a lo poco pronunciada que es su raya
inferior y por otro lado esta´ la confusio´n entre la letra O y el nu´mero 0, ya
que el tipo de letra que se usa en las placas colombianas no determina una
diferencia considerable.
Este tipo de herramientas pueden ser de gran utilidad en lugares que nece-
siten de vigilancia constante o simplemente en control de tra´fico, pudiendo
convertirse en un aporte a la Big Data y el ana´lisis de datos vehiculares.
El futuro de las redes neuronales convolucionales en el mundo de la visio´n
por computador es bastante prometedor, ya que tienen un desempen˜o muy
alto en la clasificacio´n de objetos, esto gracias a su arquitectura que esta´
totalmente orientada a las ima´genes.
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Futuros trabajos
Como continuacio´n de este trabajo de grado, existen diversas lineas de investi-
gacio´n que quedan abiertas y en las que es posible continuar trabajando. Durante
el desarrollo de este trabajo han surgido problema´ticas que se esperan atacar en
un futuro.
A continuacio´n se presentan algunos trabajos futuros que pueden desarrollarse
como resultado de e´ste trabajo o que, por exceder el alcance del trabajo, no han
podido ser tratados con la siguiente profundidad. Adema´s se sugieren algunos
desarrollos espec´ıficos para apoyar, mejorar u optimizar el modelo y metodolog´ıa
propuestos, entre ellos se destacan:
Se podr´ıa extender el alcance del trabajo, hacia reconocimiento o´ptico de
caracteres en placas vehiculares de diferente tipo, procedencia, colores o
tambie´n se podr´ıa cambiar los a´ngulos de la imagen inicial de la herramienta.
La herramienta podr´ıa hacer parte de la construccio´n de un sistema de de-
teccio´n de infractores de tra´nsito o para el control y seguimiento de veh´ıcu-
los.
Para aumentar la eficacia de la herramienta se podr´ıa intentar modificar
la arquitectura de la red neuronal convolucional o hacer uso de algunas
arquitecturas ma´s robustas y potentes como puede ser AlexNET.Tambie´n
se podr´ıa usar un conjunto de datos ma´s grande y espec´ıfico.
Se puede incluir la herramienta en un software mas robusto, donde no sola-
mente sirva para detectar caracteres de placas vehiculares, sino que tambie´n
permita localizar la placa vehicular en una imagen y posteriormente realizar
el reconocimiento o´ptico de los caracteres pertenecientes a ella.
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Anexos
Mo´dulo de la Red Neuronal Convolucional
import torch
import torch . nn as nn
import torch . nn . f un c t i o n a l as F
from torch . autograd import Var iab le
import t o r c hv i s i o n . da ta s e t s as dset
import t o r c hv i s i o n . t rans forms as t rans forms
import numpy as np
from PIL import ImageOps
import torch . optim as optim
from PIL import Image
import time
# carac t e r e s que reconoceremos en l a p laca
idx = [ ’ 0 ’ , ’ 1 ’ , ’ 2 ’ , ’ 3 ’ , ’ 4 ’ , ’ 5 ’ , ’ 6 ’ , ’ 7 ’ , ’ 8 ’ , ’ 9 ’ ,
’A ’ , ’B ’ , ’C ’ , ’D ’ , ’E ’ , ’F ’ , ’G’ , ’H ’ , ’ I ’ , ’ J ’ ,
’K ’ , ’L ’ , ’M’ , ’N ’ , ’O ’ , ’P ’ , ’Q ’ , ’R ’ , ’ S ’ , ’T ’ ,
’U ’ , ’V ’ , ’W’ , ’X ’ , ’Y ’ , ’Z ’ ]
# carga de l a s imagenes en entrenamiento
def p i l l o a d e r ( path ) :
with open( path , ’ rb ’ ) as f :
img = Image .open( f )
return img . convert ( ’L ’ )
# c l a s e que repre sen ta nues tra red convo luc i ona l
class Net (nn . Module ) :
def i n i t ( s e l f ) :
super (Net , s e l f ) . i n i t ( )
s e l f . conv1 = nn . Conv2d (1 ,32 , k e r n e l s i z e =5)
s e l f . conv2 = nn . Conv2d (32 ,128 , k e r n e l s i z e =5)
s e l f . conv2 drop = nn . Dropout2d ( )
s e l f . f c 1 = nn . Linear (3200 , 2048)
s e l f . f c 3 = nn . Linear (2048 , 512)
s e l f . f c 5 = nn . Linear (512 , 47)
def forward ( s e l f , x ) :
x = F. r e l u (F . max pool2d ( s e l f . conv1 (x ) , 2 ) )
x = F. r e l u (F . max pool2d ( s e l f . conv2 drop ( s e l f
. conv2 (x ) ) , 2 ) )
x = x . view (−1 , 3200)
x = F. r e l u ( s e l f . f c 1 ( x ) )
x = F. dropout (x , t r a i n i n g=s e l f . t r a i n i n g )
x = F. r e l u ( s e l f . f c 3 ( x ) )
x = F. dropout (x , t r a i n i n g=s e l f . t r a i n i n g )
x = s e l f . f c 5 ( x )
return x
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# funcion que se encarga d e l entrenamiento d e l modelo
def t r a i n ( epoch , model , opt imizer , l oade r ) :
model . t r a i n ( )
for batch idx , ( data , t a r g e t ) in enumerate ( l oade r ) :
data , t a r g e t = Var iab le ( data ) , Var iab le ( t a r g e t )
opt imize r . z e ro g rad ( )
output = model ( data )
l o s s = nn . CrossEntropyLoss ( )
output = l o s s ( output , t a r g e t )
output . backward ( )
opt imize r . s t ep ( )
i f batch idx % 100 == 0 :
print ( ’ Train Epoch : {} [{}/{} ( { : . 0 f }%)]\ tLoss : { : . 6 f } ’
. format ( epoch , batch idx ∗ len ( data ) , len ( loade . datase t ) ,
100 . ∗ batch idx / len ( l oade r ) , output . data . item ( ) ) )
# funcion que se encargar de reconocer cada carac t e r
def p r ed i c t cha r ( gray , model ) :
w = gray . s i z e [ 0 ]
h = gray . s i z e [ 1 ]
gray = gray . convert ( ’L ’ )
gray = gray . po int ( lambda x : 0 i f x<180 else 255 , ’ 1 ’ )
x= int (16− (w/2))
y = int (16− (h /2) )
canvas = Image . new( ’L ’ , (32 , 32) , ( 255 ) )
canvas . paste ( gray , box=(x , y ) )
canvas = np . array ( canvas )
t e s t ou tpu t = model ( Var iab le ( torch . FloatTensor ( canvas )
. unsqueeze ( 0 ) . unsqueeze ( 0 ) . data ) )
pred = te s t ou tpu t . data .max(1 , keepdim=True ) [ 1 ]
pred = np . array ( pred ) . squeeze ( 0 ) . squeeze (0 )
return idx [ pred ]
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Mo´dulo de Segmentacio´n y Pre-procesamiento
import cv2
import imu t i l s
import operator
# funcion encargada de re tornar l o s bordes que representan l a s r o i
def d i g i t s e gmenta t i on ( image ) :
gray = cv2 . cvtColor ( image , cv2 .COLORBGR2GRAY)
thresh = cv2 . th r e sho ld ( gray , 85 , 240 , cv2 .THRESH BINARY) [ 1 ]
cnts = cv2 . f indContours ( thresh . copy ( ) ,
cv2 .RETR TREE, cv2 .CHAIN APPROX SIMPLE) [ 0 ]
d i g i t s = {}
for c in cnts :
(x , y , w, h) = cv2 . boundingRect ( c )
i f (w > 90 and w < 300) and (h > 90 and h < 300 ) :
cv2 . r e c t ang l e ( image , ( x − 10 , y − 10) ,
( x + w + 10 , y + h + 10) , (255 , 0 , 0 ) , 5)
r o i = thresh [ y : y + h , x : x + w]
d i g i t s [ x ] = r o i
return d i g i t s
# funcion que almacena cada ro i recor tado
def s a v e d i g i t s ( images ) :
for idx , image in enumerate ( images ) :
image = cv2 . r e s i z e ( image , (28 , 32) ,
i n t e r p o l a t i o n = cv2 . INTER CUBIC)
image = r o i c e n t e r ( image )
cv2 . imwrite ( ’ . / Test / t e s t {} . jpg ’ . format ( idx ) , image )
# funcion para cen t rar e l r o i
def r o i c e n t e r ( r o i ) :
ALTURA ROI = 28
ANCHURA ROI = 32
ANCHOBORDE = 4
r e l a c i o n a s p e c t o r o i = f loat ( r o i . shape [ 1 ] ) / f loat ( r o i . shape [ 0 ] )
nueva anchura = int ( (ALTURA ROI ∗ r e l a c i o n a s p e c t o r o i ) + 0 . 5 )
b top = ANCHOBORDE
b bottom = ANCHOBORDE
b l e f t = int ( (ANCHURAROI − nueva anchura ) / 2)
b r i gh t = int ( (ANCHURA ROI− nueva anchura ) / 2)
r o i bo rd e = cv2 . copyMakeBorder ( ro i , b top , b bottom , b l e f t , b r i ght , cv2 .
BORDERCONSTANT, value =[255 ,255 ,255 ] )
r o i t r a n s = cv2 . r e s i z e ( ro i borde , ( 3 2 , 3 2 ) )
return r o i t r a n s
i f name == ” main ” :
image s rc = cv2 . imread ( ” . / Placas / placa2 . jpg ” )
image s rc = imu t i l s . r e s i z e ( image src , he ight=500)
r e s u l t = d i g i t s e gmenta t i on ( image s rc )
r e s u l t s o r t = sorted ( r e s u l t . i tems ( ) , key=operator . i t emge t t e r ( 0 ) )
f i n a l r e s u l t = [ ]
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for r in r e s u l t s o r t :
f i n a l r e s u l t . append ( r [ 1 ] )




import torch . nn as nn
import torch . nn . f un c t i o n a l as F
from torch . autograd import Var iab le
import t o r c hv i s i o n . da ta s e t s as dset
import t o r c hv i s i o n . t rans forms as t rans forms
import numpy as np
from PIL import ImageOps
import torch . optim as optim
from PIL import Image
import time
import cnn
i f name == ” main ” :
t rans = trans forms .
Compose ( [ t rans forms . Res i ze ( ( 3 2 , 3 2 ) ) , t rans forms .
ToTensor ( ) ] )
mydata = dset . ImageFolder ( ’ . / char74k ’ , t rans form=trans ,
l oade r=cnn . p i l l o a d e r )
l oade r = torch . u t i l s . data .
DataLoader (mydata , b a t ch s i z e =128 , s h u f f l e=True , num workers=2)
model = cnn . Net ( )
#model . cuda ()
opt imize r = optim .Adam(model . parameters ( ) , l r=1e−4, eps=1e−4)
for epoch in range ( 1 0 ) :
cnn . t r a i n ( epoch , model , opt imizer , l oade r )









from PIL import Image
i f name == ” main ” :
model = cnn . Net ( )
model . l o a d s t a t e d i c t ( torch . load ( ” cha r r e c o gn i z e r . pt” ) )
# descomentar l a s i g u i e n t e l i n e a para usar CUDA
#model . cuda ()
r e s = ””
for i in range ( 6 ) :
p i l im = Image .open( ” . / Test / t e s t {} . jpg ” . format ( i ) )
r e s += cnn . p r ed i c t cha r ( p i l im , model )
print ( ’La p laca es : ’ , r e s )
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