Abstract Intelligent multimodal presentation (IMMP) systems are able to generate multimodal presentations adaptively, based on the run-time requirements of user-computer interaction. Modality allocation in IMMP system needs to adapt the modality choice to changes in various relevant factors, such as the type of information to be conveyed, the presentation goal, the characteristics of the available modalities, the user profile, the condition of the environment, and the type of user task. In this study, we emphasize that modality allocation in IMMP systems should also take into account the cognitive impacts of modality on human information processing. We first describe several modality-related cognitive and neuropsychological findings. Then a user study is presented to demonstrate the effects of modality on performance, cognitive load and stress, using a high-load and time-critical user task. Finally, we show a possible way to integrate relevant cognitive theories into a computational model that can systematically predict the suitability of a modality choice for a given presentation task.
Introduction
The development of intelligent multimodal presentation (IMMP) systems has received much attention during the past two decades. The application domain of IMMP is very broad, including home entertainment [19] , technical document generation [58] , medical training [29] , crisis management support [22] , and much more. IMMP systems have been defined as knowledge-based systems, which exploit their knowledge base in order to dynamically adapt their design decisions to the run-time requirements of user-computer interaction, such as the user profile, task characteristics, nature of the information to be conveyed, etc. [8, 28] . They are intelligent in the sense that they are able to generate multimodal presentations adaptively at runtime. A key issue in this process is to automate modality allocation-a process that chooses one or more modalities to present a certain information content for achieving a certain presentation goal [8] . Modality allocation can also be considered as making the most suitable mappings between a set of information items and a set of modalities, constrained by certain factors [1] . The factors can be the type of information to be conveyed, the presentation goal, the characteristics of the available modalities, the user profile, the condition of the environment, the type of user task, or any other factors that are identified to be relevant to a specific application. In IMMP systems, modality needs to be allocated on the fly, adapting to changes in the selected factors.
In existing IMMP studies, modality allocation is commonly rule-based [2, 20, 28, 29, 33, 43, 44, 56, 57, 59] . Modality allocation rules typically associate factors with preferred modality choices. They are usually predefined and embedded in the knowledge base of the system. They are the core of the intelligence in the sense that they define what (factors) the system should adapt to and how it should adapt. To demonstrate modality allocation rules, several examples associated with various factors are listed as follows.
• The type of information to be conveyed: for location and physical attributes, use graphics; for abstract actions and relationships between actions (such as causality), use text; for compound actions, use both text and graphics (in [20] for technical document generation).
• Presentation goal: to inform the user about TV programs, use the text in a list (in [57] for home digital guide).
• State of the environment: if the noise level is greater than 80 Db, use visual or tactile modalities ( in [44] for phone call reception announcement).
• Application specific factor: when the needle is outside the patient's body, use only sound to present the distance to the target; when the needle is inserted into the body, use both sound and color gauge; when the needle tip is very near the target point (< 10 mm), use only color gauge (in [29] for surgery training).
In order to be inferred by the system, modality allocation rules need to be translated into the representation language of the system, such as M3L used in [57] and MOXML used in [43] . For each presentation task, modalities can be allocated on the fly by searching the rule base for rules associated with the factor values at that specific point of presentation. Alternatively, some studies quantify the rules by translating them into numerical metrics of weights or appropriateness and then apply computational models for an overall optimization, such as the graph matching method used in [64] and the weighed additive utility model used in [28] . These computational methods were not often named as rule-based. However, the input metrics are still derived from rules. What differs is the way in which the rules are encoded and inferred by the system. When viewing the modality allocation rules used in existing IMMP systems, it appears that most of them are disassociated from knowledge of human information processing. In other words, they do not seem to consider how information carried by different modalities is perceived and processed by the human cognitive system. Consequently, the efficiency of interaction might be affected due to the unnecessary cognitive load that the multimodal presentations impose on the user. As technology advances, computer systems are increasingly able to assist users in data-rich and time-critical applications, such as crisis management and stock monitoring. The cognitive compatibility issue could be particularly important in these applications, because users are very likely to work under high cognitive load and stress. The need to integrate relevant cognitive knowledge into IMMP has gained awareness in recent years and has been addressed in several articles providing design guidelines [41, 45, 54] .
In this chapter, we first describe several findings from the field of cognitive psychology and neuropsychology on the relevance of modality to human information processing. These findings reveal the necessity of considering the cognitive impacts of modality and can serve as a theoretical foundation of cognitive-aware modality allocation. Then, we present a user study to further demonstrate the effects of modality on user performance and cognitive load, using a high-load and time-critical scenario. The experimental results are interpreted in the light of relevant cognitive theories. Based on the consistency of the results and the theories, we go one step further to construct a computational model for predicting the suitability of the modality variants that were not investigated in the experiment. This model also demonstrates a way to integrate relevant cognitive knowledge into the modality allocation for this specific presentation task. Lastly, several suggestions on adapting this model to other applications are given.
Modality and Human Information Processing
First, we present a conceptual model of human information processing proposed by Wickens [60] . This model provides a useful framework for further discussing the relation between modality and several stages of human information processing. The model, as shown in Fig. 1 represents human information processing as a series of stages. In the sensory processing stage, information from the environment is received by the brain as raw sensory data that can be processed by the brain. Then, attention is needed to select certain raw sensory data to be interpreted and given meaning in the perception stage. Afterwards, more complex cognitive operations (reasoning, comprehension, etc.) are conducted in the working memory stage. Working memory also has access to the long-term memory system. Based on the outcome of cognitive processing, decisions are reached on how to respond in the response selection stage. Finally, the selected response is executed. The feedback loop at the bottom of the model indicates that the human response to the environment can be observed again. This feedback loop makes it possible to keep adjusting the response to reach a certain goal. This is important for many real-world tasks, such as walking and driving.
From the perspective of a system (in the bottom block), output modalities 1 mostly influence three stages of information processing: sensory processing, perception, and working memory. The response selection stage has not been explicitly related to the use of modalities in the literature, because the response to an event is mostly based on the output of cognition rather than the modality of information presentation. However, in multimodal interaction, users might choose to respond to the system with modalities that are consistent with the output modalities, such as speech response to speech outputs. The response execution stage is modality-specific because different modalities are generated by different parts of the body, such as hands for tactile response and vocal organs for speech response. These modalities are input modalities 2 from the perspective of a system, thus are outside the focus of multimodal information presentation. In the remainder of this section, we describe the role of modality in sensory processing, perception (selective attention from sensory processing to perception), and working memory (cognition).
Modality and Sensory Processing
At the very first sensory processing stage, the distinction of modalities is physically determined, because the five human senses are realized by different sensory receptors. The receptors for visual, auditory, tactile, olfactory, and gustatory signals are found in the eyes, ears, skin, nose, and tongue, respectively. Each sensory receptor is sensitive to only one form of energy. The function of these receptors is to transduce the physical energy into electrochemical energy that can be processed by the brain.
Modality and Perception
Sensed stimuli do not have to be consciously attended to and actively interpreted. Instead, attention is needed to select certain raw sensory data to be perceived, given meaning and further processed by the brain [42, 60] . This selection process is referred to as "selective attention" [27] . Modality plays a role in selective attention, because different modalities vary in their abilities to attract attention, mostly based on their sensory properties. Here, we focus on visual and auditory modalities.
Visual Attention
Visual attention guides what we are looking at. The visual field is divided into foveal and peripheral fields. Only foveal vision is able to observe details of objects, but it has a very limited angle of only about two degrees. Therefore, without foveal visual attention, people often have surprising difficulty in detecting large changes in visual scenes-a phenomenon known as "change blindness" [46, 47] . Peripheral vision is sensitive to motion and luminance changes. Visual attention can be directed in a topdown manner or a bottom-up manner [14] . The top-down manner means that visual attention is consciously directed by top-down knowledge, such as task-dependent goals [36] , contextual cues [12, 40] , current items in the working memory [15, 25] , and expectations of what to see [53] . In contrast, the bottom-up manner is saliency driven, meaning that the visual stimuli which win the competition for saliency will automatically be attended. When an object in a visual field contains some unique features, this object seems to "pop out" and captures the attention [26] . Through the bottom-up mechanism, attention shifts can be influenced by how the visual information is presented. Items that have higher priority should be presented with a unique (compared with surrounding) color, shape, intensity, orientation, depth, size, or curvature [39, 63] .
Auditory Attention
The auditory modalities are different from the visual ones in three aspects regarding attention attraction. First, auditory modalities are more salient than visual modalities. Usually, attention is promptly directed to an auditory signal upon the onset of its presentation [53] . This feature makes auditory modalities a preferred choice to present information with high priorities, such as warnings and alerts [55] . The risk of using auditory modalities is that they might interrupt an ongoing task by pulling full attention away from it, referred to as "auditory preemption" [62] . Second, unlike visual information which needs to be in the visual field in order to be attended to, auditory information can grab attention no matter which direction it comes from, and its direction can be distinguished if perceived by both ears. This feature makes it possible to assist visual search by providing location cues via auditory modalities. For example, it was demonstrated in [6] that 3D audio information could indeed assist pilots to locate outside-the-window visual targets faster. Third, auditory information is transient if no repeat mechanism is added to it. Therefore, it is force-paced, meaning that in order to be fully perceived, attention needs to be held on to an auditory stream during its presentation. In contrast, static visual information tends to be more continuously available and thus offers more freedom of perception in terms of time [60] .
Cross-Modal Attention
In real-life situations, attention often must be simultaneously coordinated between different senses-a fact that motivated the development of a relatively new research topic, crossmodal attention [52] . It has been proved that a shift of attention in one modality toward a certain spatial location tends to be accompanied by corresponding shifts in other modalities toward the same location [16, 21] . Such crossmodal links can operate in a reflexive (automatic) manner or a voluntary (controlled) manner. The reflexive manner means that an irrelevant but salient event in one modality tends to attract attention toward it in other modalities as well. Such reflexive links have been found for many modality combinations. For example, a salient auditory event (e.g., a loud bang) can generate rapid shifts of visual attention towards its direction; a tactile event on one hand (e.g., being touched) can generate shifts of visual and auditory attention toward the location of the touch. Crossmodal links can also direct attention voluntarily. When a person strongly expects an event in one modality at a particular location, his/her sensory sensitivity improves at that location not only for the expected modality but also for other modalities, even if there is no motivation to expect events from other modalities to occur at that location [51] . The crossmodal attention shifts have been supported by electrophysiological evidences from event-related brain potential (ERP) studies [17, 18] . There might be a single crossmodal attentional system that operates independently of sensory modality and controls shifts of spatial attention for all senses. In summary, spatial attention toward a location typically spreads across modalities, and this finding has implications for multimodal information presentation to better support attention management in complex and data-rich interface applications.
Modality and Working Memory
The working memory stage following the perception stage also works in a modalityspecific manner. Two theories about this are discussed below. 
Working Memory Theory
In 1974, Baddeley and Hitch proposed a three-component model of working memory, which has been well supported by scientific evidence from cognitive psychology, neuroimaging, and anatomy [4, 5] . According to this model, working memory contains a central executive system aided by two subsidiary systems, a visual-spatial sketch pad and a phonological loop (Fig. 2) . The phonological loop has a phonological store for temporarily storing auditory information. It also includes a rehearsal system. Auditory traces within the store are assumed to decay over a period of about two seconds unless being refreshed by the rehearsal system. Particularly, the rehearsal system relies on speech coding to maintain the memory trace, meaning that information is usually rehearsed in the mind via subvocal speech [3] . The visualspatial sketch pad is assumed to temporarily maintain visual information and to form a relation between visual and spatial information. The information stored in the two subsidiary systems is retrieved by the central executive system, which is assumed to be an attentional system whose role extends beyond memory functions. As the name indicates, it is believed to be a processing and control system which is involved in attention management, learning, comprehension, decision making, reasoning, judgement, and planning. Neuroimaging and anatomical studies have indicated that these three components of working memory are localized in different brain regions. There is clear evidence of the phonological loop being on the left temporoparietal region. The visual-spatial pad is identified to be primarily localized in the right hemisphere [34, 50] . There is the least agreement among research findings on the anatomical location of the center executive. It seems possible that different executive processes are implemented by different brain components. It can be inferred from this theory that the visual and auditory channels consume separated perceptional resources. Therefore, two perception tasks can be better performed in parallel when they make use of different channels, compared to when they compete for resources in the same channel [61] .
Dual Coding Theory
At about the same time when the working memory theory was proposed, Paivio proposed a dual coding theory which addresses another modality-specific feature of human cognition [37] . This theory assumes that cognition is served by two separate symbolic systems, one specialized for dealing with verbal information and the other with nonverbal information (Fig. 3) . The two systems are presumed to be interconnected but capable of functioning independently. The verbal system processes [38] . Logogens and imagens refer to verbal and nonverbal representational units, respectively visual, auditory, and other modality-specific verbal codes. The nonverbal system processes images, environmental sounds, actions, and other nonverbal objects and events. The two systems are linked into a dynamic network through referential connections. The referential connections convert information between two systems and join corresponding verbal and nonverbal codes into knowledge that can be acted upon, stored, and retrieved for subsequent use. It has been demonstrated that the referential connections play major roles in various educational domains, such as knowledge comprehension, memorization, the learning of motor skills, etc. [13] . Neuroimaging studies have provided support for the dual coding theory by showing that different parts of the brain are responsible for the passive storage and active maintenance of verbal, spatial, and object information [48, 49] .
Relating the Two Theories
The aforementioned two theories have not been explicitly related to each other by their founders. However, they are complementary instead of contradictory. It seems reasonable to assume that the center executive selectively retrieves information from modality-specific mental systems, integrates them into a unified percept, and then implements executive processes (reasoning, decision making, etc.). The center executive may also be responsible for the transfer of information between modalities. Since the rehearsal of information in the working memory is based on subvocal speech [3] , rehearsing written materials during reading is an example of modality transfer from visual to auditory system. Moreover, mental imagination of the appearance of an object upon hearing its name is an example of modality transfer from verbal to nonverbal system.
In the educational psychology domain, multimedia learning studies have applied both theories to understand the impacts of various learning material designs on the learning performance. Regarding the dual coding theory, it was found that it was more beneficial to present knowledge both verbally and nonverbally than only verbally or only nonverbally [30, 31] . This is because the mental processes of associating related verbal and nonverbal information can help deepen the understanding of the knowledge and thus lead to better problem-solving transformation. Regarding the dual coding theory, it was found that when nonverbal information (illustration, animation, diagram, etc.) was provided visually (on paper or on screen), the associated verbal explanation was better presented in speech than in text [9, 32, 35] . When all information was presented visually, perceptional resources in the visual channel had to be divided for verbal and nonverbal items, causing a so-called split-attention effect. By replacing text with well-synchronized narration, related verbal and nonverbal units could be concurrently perceived via two channels. As a result, more cognitive resources are available for further processing of the knowledge.
In the study presented here, we intended to apply these two cognitive theories together with findings on attention (Sect. 2.2) to a high-load and time-critical user task rather than learning. Our goal was twofold. The first was to investigate/validate the modality effects on user performance, cognitive load and stress, with our highload and time-critical task setting. Second, we intended to interpret the experimental results in association with relevant cognitive findings. By doing so, we could also investigate whether these theories could be used to predict how suitable a certain modality choice is for this presentation task.
Experiment on Modality Effects in High-Load HCI
A user study was conducted, using an earthquake rescue scenario, where the locations of wounded and dead people are continuously reported to the crisis response center and displayed on a computer screen. Based on these reports, a crisis manager directs a doctor to reach all wounded people and save their lives. In this experiment, the subject plays the role of the crisis manager, and his/her task is to save as many wounded victims as possible. Note that it was not our goal to make the crisis scenario realistic, and subjects were not required to have any experience in crisis management. The choice of scenario was made to better motivate a high-load and time-critical user task.
Presentation Material
For each victim report, two types of information could be provided: basic information and additional aid. The basic information included the type of the victims (wounded or dead) and their location. The additional aid reduced the searching area by indicating which half of the screen (left or right) contained the victim.
To convey these two types of information, four modalities were selected based on their visual/auditory and verbal/nonverbal properties, namely text (visual, verbal), image (visual, nonverbal), speech (auditory, verbal), and sound (auditory, nonverbal). The basic information could be efficiently conveyed by locating a visual object on a map. Therefore, we selected text and image to present the victim type (Fig. 4, left) , and the location on a grid-based map indicated the location of the victim (Fig. 4, right) . Three modalities were selected to present the additional aid. They were image (a large-size left arrow or right arrow right below the map area), speech ("left" or "right"), and sound (an ambulance sound coming from the left or the right speaker).
Finally, five experimental conditions were chosen, two without additional aids and three with aids (see Table 1 ). We predicted that image would be better than text for presenting victim types, because it has been found that the categorization and understanding of concrete objects are faster when they are presented by image than by text [7] . Therefore, in order to better observe the benefit of the additional aid, basic information was always presented by text when additional aids were provided.
Task and Procedure
The subject played the role of the crisis manager, whose task was to send the doctor to each patient by mouse-clicking on the presentation (text or image). New patients appeared at random intervals of 2 to 5 seconds, usually at the same time as one or more dead victims. A patient had a lifetime of 10 seconds and would turn into a dead victim without a timely treatment. A number above the presentation of a patient indicated his remaining lifetime. When timely treated, patients disappeared from the screen. In each trial, 100 patients were presented in about 5 minutes. Dead victims served as distracters that required no reaction. The difficulty of the task could be regulated by the number of distracters (dead victims). At the beginning of a trial, there were no any objects on the grid map, and the task was relatively easy. As the number of dead victims grew, it became more and more difficult to identify a patient in the crowded surroundings. The task difficulty reached the maximum (about 40% of the cells contained objects) after about 150 seconds and remained unchanged for the rest of the trial.
Twenty university students (bachelor, master, or Ph.D.) volunteered to participate in this experiment. A participant first received an introduction to the experiment and then performed a training session in order to get familiar with the task and presentation conditions. Afterwards, the participant performed all five experimental trials with a counterbalanced order. Short breaks were placed between trials, during which the questionnaires were filled in. At the end of the experiment, an informal interview was carried out to obtain additional feedback from the participant. The whole experimental procedure lasted for about 80 minutes.
Measurements
The performance was assessed by three measurements. Reaction time (RT) measured the time interval between the moment when a patient was presented and the moment when the doctor was sent (in seconds). Number of patients died (ND) referred to the number of patients that were not treated within 10 seconds and died. Time of the first patient death (TF) measured the time interval between the start of a trial and the moment when the first patient died in the trial (in seconds). Since the number of distracters increased gradually in the first half of a trial, TF actually reflected how tolerant the performance was against the increase of task difficulty.
Besides performance, we also obtained subjective assessments on cognitive load (SCL) and stress (SS). Based on the Task Load Index from NASA [23] , the rating scale was designed to have 20 levels, from 1 (very low) to 20 (very high).
Hypotheses
We constructed the following four hypotheses.
The image (nonverbal) condition is superior to the text (verbal) condition in terms
of better performance, lower cognitive load, and lower stress, because image is better than text for presenting concrete objects. 2. The auditory (speech and sound) aids are superior to the visual (image) aid, because they can be better time-shared with the visual rescue task. 3. The nonverbal (image and sound) aids are superior to the verbal (speech) aid, because the location information is nonverbal in nature, so that verbal presentations require additional mental resources to be converted. 4. Additional aids lead to benefits in terms of performance, cognitive load and stress, because they carry useful information and are meant to assist the user.
Results on Performance, Cognitive Load and Stress
Due to the within-subject design, we applied repeated-measure one-way ANOVAs on the five dependent measurements, using modality as the independent factor. Results are presented in this section.
Performance
RT. The average reaction time of all trials is shown in Fig. 5 (left) . On average, it took subjects between 1.9 seconds and 3.1 seconds to react to a patient. The reactions were the fastest in the "text + speech aid" condition and the slowest in the text condition. ANOVA results revealed a significant modality effect on reaction time, F (4, 16) = 12.76, p < 0.001. Post-hoc tests (Bonferroni tests) were then conducted for pair-wise comparisons. Significant differences in reaction time were found between the five condition pairs. The reaction was faster in the "text + speech aid" condition than in the text, "text + image aid," and "text + sound" conditions. The reaction was faster in the image condition than in the text and "text + image aid" conditions.
ND. On average, the number of dead patients in each condition was between 2 and 12 (see Fig. 5, right) . As 100 patients were presented in each trial, the percentage of saved patients was between 88% and 98%. The most patients were saved in the "text + speech aid" condition, and the least were saved in the text condition.
ANOVA results indicated that there was a significant modality effect on the number of dead patients, F (4, 16) = 16.81, p < 0.001. Pairwise comparisons showed five significant effects. More patients died in the text condition than in the image, "text + speech aid" and "text + sound aid" conditions. More patients died in the "text + image aid" condition than in the image and "text + speech aid" conditions. TF. As Fig. 6 shows, the first dead patient occurred the earliest in the text condition (at the 73th second on average), and the latest in the "text + speech aid" condition (at the 221th second on average). Again, ANOVA revealed a significant modality effect on this measurement, F (4, 15) = 17.71, p < 0.001. According to post-hoc tests, the first patient death occurred significantly earlier in the text condition than in the image, "text + speech aid" and "text + sound aid" condition. The first patient death also occurred significantly earlier in the "text + image aid" condition than in the "text + speech aid" condition.
The effects found from this measurement actually indicate that the use of modality significantly affected how tolerant the performance was against the increase of task difficulty. As Fig. 6 (right) shows, in the text condition, the performance dropped when the task difficulty increased to about half of the maximum. In contrast, in the "text + speech aid" condition, the good performance was maintained for more than 50 seconds after the task difficulty reached the maximum.
Cognitive Load and Stress

SCL.
The average rating scores on subjective cognitive load mostly fell in the higher half (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) of the rating scale (see Fig. 7, left) . Subjects considered the text condition as the most difficult one and the "text + speech aid" condition as the easiest. The cognitive load ratings were significantly affected by the use of modality, F (4, 16) = 17.06, p < 0.001. Generally, two groups could be identified among the five modality conditions. The image and the "text + speech aid" conditions formed a group of higher ratings. The remaining three conditions formed a group of lower ratings. Results of post-hoc tests showed that there were significant differences in rating scores between any two conditions taken from different groups (six condition pairs in total).
SS. As shown in Fig. 7 (right) , the text condition was rated the most stressful, and the "text + speech aid" condition was rated the least stressful. ANOVA results show a significant subjective stress (F (4, 16) = 9.379, p < 0.001). According to post-hoc tests, the stress level was significantly higher in the text condition than in the image, "text + speech aid" and "text + sound aid" conditions. The "text + image aid" condition was also rated significantly more stressful than the "text + speech aid" condition.
A very similar pattern can be seen when comparing the two graphs in Fig. 7 . Indeed, there is a strong positive correlation between ratings on cognitive load and stress (Corr. = 0.855), suggesting that subjects felt more stressed when they devoted more cognitive efforts to the task. Moreover, the subjective measurements were also found to be positively correlated with the performance measurements RT and ND. There are positive correlations at the 0.01 confidence level between ND-SCL, ND-SS, RT-SCL, and RT-SS. In combination, these correlations indicate that when the task was more difficult (due to a suboptimal use of modalities), subjects devoted more cognitive effort, felt more stressed, and performed worse. 
Discussion
The experimental results clearly showed that the use of modality affected the performance of the task, as well as the experienced cognitive load and stress. In this section, the experimental results are discussed in association with the hypotheses and the cognitive theories.
Text vs. Image
Comparing the two conditions without performance aid, the five measurements all suggested that image had advantage over text in this scenario. Thus the first hypothesis has been clearly confirmed. Image, as a nonverbal and analogue modality, is better for presenting concrete concepts [7, 24] , such as wounded and dead victims in this experiment. For this task, image made it easier to distinguish between the two types of objects and thus led to faster and better performance, lower cognitive load, and lower stress. In contrast, text, as a verbal modality, is known to be less suitable for presenting concrete information but more suitable for abstract concepts, logic, quantitative values, relations [7, 24] . In this study, as the two words in text had the same font, size, and color, the two icon images were also designed to have similar shapes and colors. We believe that the advantage of image over text would become even more notable if the two images showed larger contrasts in color, shape, and size. These findings stand in line with the dual-coding theory, because they show that verbal and nonverbal presentations of the same information indeed have different impacts on how well the information can be processed. This in turn suggests that the verbal/nonverbal property needs to be taken as one dimension of modality selection in IMMP system design.
Visual Aid vs. Auditory Aid
Here, we compare the "text + image aid" condition to the "text + speech aid" and the "text + sound aid" conditions. The results from all five measurements consistently showed that the speech aid was significantly more appropriate than the image aid. In terms of average values, the sound aid was also superior to the image aid in all five measurements. However, this advantage only reached a statistical significance in the cognitive load measurement. Overall, we could conclude that the auditory aids were more beneficial than the visual aid in this experiment. The second hypothesis is confirmed.
The explanation of this finding is twofold. First, auditory signals are more able to attract attention than visual signals, especially when the eyes are occupied with another task (Sect. 2.2.2). Therefore, while busy searching for patients, visual aids displayed at the bottom of the display were more likely to be missed than speech aids. Besides conveying the search area for a patient, a performance aid also indicated that a patient was newly added onto the map. If a visual aid was missed, the arrival of that patient could be missed as well. Therefore, in the "text + image aid" condition, subjects were likely to lose track of the number of patients remaining unattended.
Second, even when being attended to, visual aids still have drawbacks due to cognitive resource competition. According to the working memory theory from Baddeley (Sect. 2.3.1), separated perceptional resources are used for visual and auditory information. Therefore, auditory aids could be perceived in parallel with the ongoing rescue task. In contrast, the perception of visual aids cannot be time-shared with the rescue task. Limited visual perceptional resources needed to be shared between the rescue map and the aids. When the rescue task was already demanding, visual aids were more likely to cause overload than to be of help. Not surprisingly, many subjects mentioned during the interview at the end that they sometimes had to consciously ignore the image aids in order to concentrate on the rescue task.
Verbal Aid vs. Nonverbal Aid
Although the image aid is nonverbal, it has been identified as inappropriate for this task (Sect. 5.2). Therefore, we focus the comparison on the speech aid and the sound aid. In terms of average values, all five measurements showed an advantage of the speech aid over the sound aid. The difference in reaction time was significant. When asked to compare these two conditions, the majority of subjects preferred the speech aid. These results clearly contradict the third hypothesis. The understanding of words "left" and "right" is highly automatic for most people. So the additional load associated with it (if any) was probably too little to harm the task performance. Then, why were speech aids better than sound aids? Subjects provided two explanations. First, it was commonly mentioned that speech aids made it easier to maintain a short queue of newly reported patients ("left"s and "right"s) in mind, while solving a current one. It was however harder to do the same with the sound aids. Baddeley's working memory theory states that the working memory usually relies on subvocal speech to maintain a memory trace (Sect. 2.3.1). That is to say speech aid "left" and "right" could be directly rehearsed, but the direction of a sound, as a nonverbal information, had to be converted into a verbal form in order to be maintained. This conversion (via referential connections) consumed additional cognitive resources, and this was probably why subjects found it harder to maintain a queue of untreated patients with sound aids than with speech aids. Second, a few subjects disliked the ambulance sound. They found it disturbing when used at a high frequency, and they could not concentrate well on the rescue task.
Interestingly, the dual coding theory (Sect. 2.3.2) leads to a different suggestion for our task than for learning material design. A learning task requires comprehension and long-term memorization of presented knowledge. The combined use of verbal and nonverbal presentation invokes referential connections which have been shown to be essential to a deeper understanding and a better memorization [13] . In contrast, our task required short-term memorization and did not involve comprehension of complex information. In this case, the additional cognitive effort spent on building referential connections was less useful and more harmful.
Additional Aid vs. No Aid
Of the five conditions, the text condition was the worst one, shown by all measurements. However, when text was combined with speech aid, the condition became the best of the five. This comparison seems to suggest that providing additional aids is beneficial compared to not providing them. However, the benefit of additional aid was only conditional, because it could be influenced by the modality used to present the aid.
When comparing the image condition with the "text + image aid" condition, one can see that the former led to shorter reaction times (RT), better rescue performance (ND), and lower cognitive load (SCL) than the latter. Considering average values, time of the first patient death (TF) and subjective stress (SS) also showed an advantage of the image condition over the "text + image aid" condition. However, the differences did not reach statistical significance. This comparison shows that presenting less information using an appropriate single modality (image) could be more beneficial than presenting more information using an inappropriate modality combination (text + image aid). Therefore, the additional aids can be of real help only when they are presented via an appropriate modality. The fourth hypothesis is only partially confirmed.
Low Load vs. High Load
We further investigated whether the modality effects reported above would also occur without the high-load condition. At the beginning of each trial, no objects were on the grid map, and thus the rescue task was relatively easy. As more and more objects were presented, it got more and more difficult to identify a patient in the crowded surroundings. According to the data from the TF measurement, the first patient death occurred after 60 seconds in all trials of all subjects. Therefore, we considered the first 60 seconds as a relatively low-load period. The average reaction time was recalculated with this period (see Fig. 8 ). Comparing Fig. 8 to Fig. 5 (left), a similar up-and-down trend can be recognized, suggesting that the relative difference in task difficulty between conditions remain unchanged. However, the differences in reaction time between conditions were much smaller during the first 60 seconds. On average, reactions in the fastest condition ("text + speech aid") was about 0.15 seconds faster than in the slowest condition (text)-a difference that was only about 14% of the value calculated from the whole trial (1.09 s, Fig. 5, left) . Furthermore, ANOVA analysis did not reveal any modality effect on the reaction time during the first 60 seconds (F (4, 16) = 1.61, n.s.) . These results suggest that in the low-load period, the use of modality influenced the task performance to a smaller extent, compared to in a high-load condition in which this influence became significant. Therefore, it is particularly important for IMMP systems with high-load applications to integrate modality-related cognitive principles into the modality allocation processes.
A Modality Suitability Prediction Model
The discussion of experimental results showed that cognitive theories of working memory and attention, together with the expressive feature of modalities, accounted for variations in user performance and experienced cognitive load and stress. In this section, we demonstrate a possible way of integrating these theoretical foundations into a model that can systematically predict the suitability of a certain modality choice for this presentation task. Several suggestions on adapting this model to other applications are also given.
Again, we assume that the set of available modalities consists of text, image, speech, and sound. Regarding the two basic information elements, all four modalities are suitable to present the victim types, but only text and image are suitable to present the victim locations. Speech can refer to a location by a row index and a column index, or a zone index. Sound can use variations in tone, pitch, or direction to convey location. However, since the grid-map used for this task contains 260 location units (grids), using only auditory modalities without any visual hint actually locating a point on the map would be much too inefficient to convey the locations. It would be particularly hard or even impossible for users to distinguish between 260 sound variations. Therefore, only text and image are chosen as candidates for presenting basic information. The additional aid, if provided, can be presented by all four modality candidates. A total of 10 possible modality choices are identified to be evaluated (Table 2) .
A weighted additive utility model (Eq. 1) has been constructed which takes modalities as inputs and outputs a numerical value describing the level of suitability of the input modality choice. The higher the output value is, the more suitable the input modality choice is:
The model contains three attributes. For each of them, suitability values are assigned to all modality candidates, based on predictions from relevant theories.
1. B: the expressive feature of the modality that presents the basic information.
Modality candidates are image and text. Image is more suitable than text to present concrete objects such as victim types (see Sect. 5.1), and thus a 2 is assigned to image and a 1 to text. 2. P: the perception property of the modality that presents the additional aid. Four modality candidates are either visual or auditory. Based on the attention and working memory theory, visual aids harm the rescue task and auditory aids benefit the task (see Sect. 5.2). Therefore, a -1 is assigned to the visual modalities and a 1 to the auditory modalities. 3. M: the verbal/nonverbal property of the modality that presents the additional aid. Two modality candidates are verbal, and two are nonverbal. According to the working memory theory and the dual-coding theory, verbal aids are more beneficial than nonverbal aids (see Sect. 5.3). Thus, a 2 is assigned to verbal modalities and a 1 to nonverbal modalities.
Furthermore, a weight f is assigned to each attribute, determining how much the attribute contributes to the final suitability score. The summary of the three weights is 1. The basic information and the additional aid are considered equally important, and therefore attribute B gets a weight of 0.5, and P and M get 0.5 in total. Comparing P and M, our experimental results suggest that the difference between visual and auditory aids was more notable than the difference between verbal and nonver-bal aids, which in turn suggests that P may have a larger influence on the suitability evaluation than M. Therefore, f p is set to 0.3, and f m is set to 0.2.
Finally, the suitability predictions for 10 possible modality choices are shown in Table 2 . The outcomes for the five investigated conditions are consistent with the experimental results, indicating the validity of this model. The "image + speech aid" combination is predicted to be the best modality choice for this specific presentation task. This suitability prediction model demonstrates the possibility of quantitatively evaluating the cognitive effects of modalities and systematically selecting the best modality usage for a specific presentation task. To adapt this model to other applications, the following aspects need to be reconsidered: (1) the input: what are the available modalities and possible allocation choices; (2) the output: how to define suitability based on the presentation goal (performance, cognitive load and stress in our case); (3) the attributes: which factors have an influence on the suitability assessment and which criteria can be used to predict the influence; (4) the weights: how large is the relative influence of each attribute.
Conclusions
In this study, we emphasized that modality allocation in IMMP system needs to consider the cognitive impact of modalities, especially for high-load and time-critical applications. A user experiment was conducted, the results of which confirmed that the use of modality significantly affected the performance and experienced cognitive load and stress. The experimental findings were well explained by relevant cognitive theories and the expressive features of modalities. Furthermore, a suitability prediction model was constructed to predict the suitability of other uninvestigated modality choices for this specific task. This model demonstrated a possible way of integrating cognitive theories into the modality allocation process in IMMP systems. Further work is needed to evaluate and extend this model for more complex user tasks and a larger set of modalities.
