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In a recent study of chaos synchronization in symmetric complex networks [Pecora et al., Nat. Commun. 5,
4079 (2014)], it is found that stable synchronous clusters may coexist with many non-synchronous nodes in the
asynchronous regime, resembling the chimera state observed in regular networks of non-locally coupled periodic
oscillators. Although of practical significance, this new type of state, namely the chimera-synchronization state,
is hardly generated for the general complex networks, due to either the topological instabilities or the weak
coupling strength. Here, based on the strategy of pinning coupling, we propose an effective method for inducing
chimera-synchronization in symmetric complex network of coupled chaotic oscillators. We are able to argue
mathematically that, by pinning a group of nodes satisfying permutation symmetry, there always exits a critical
pinning strength beyond which the unstable chimera-synchronization states can be successfully induced. The
feasibility and efficiency of the control method are verified by numerical simulations of both artificial and real-
world complex networks, with the numerical results well fitted by the theoretical predictions.
PACS numbers: 05.45.Xt, 89.75.Hc
I. INTRODUCTION
Chimera state refers to the intriguing spatiotemporal pat-
tern in which regions of coherence and incoherence coex-
ist. This peculiar pattern was first observed and analyzed by
Kuramoto in simulating the complex Ginzburg-Landau equa-
tion with nonlocal couplings [1], and was later revisited and
named chimera state by Abrams and Strogatz [2]. For their
implications to the phenomenon of unihemispheric sleep ob-
served in dolphins and birds [3], chimera and chimera-like
states have been extensively studied over the past decade [4–
11]. By a ring of phase oscillators coupled with the cosine
kernel, the exact solution of chimera state was obtained in
Ref. [2]. By a minimal model consisting of two interact-
ing populations of oscillators, the stability and bifurcations
of chimera state were analyzed in Ref. [5]. Besides the orig-
inal model of coupled phase oscillators, chimera states have
also been reported in other types of systems, including differ-
ent oscillating dynamics (e.g., the periodic and chaotic maps,
the Stuart-Landau oscillator, and the Hindmarsh-Rose oscilla-
tor [12–15]), different coupling functions (e.g., the time-delay
and multi-channel couplings [6, 16]), and different network
structures (e.g., the two-dimensional lattices and complex net-
works [11, 17]). Moreover, as in-depth studies being con-
ducted, many new properties of chimera state have been dis-
closed, e.g., the Brownian motion of the coherent region [7],
the transient feature of the chimera pattern [18], and the ex-
istence of multiple coherent regions [9, 19]. In experimental
studies, chimera states have been observed in chemical, elec-
tronic, and optical systems [20–22]. Recently, the control of
chimera states has also been investigated [23–25].
In exploring the collective behaviors of coupled chaotic
oscillators, an interesting phenomenon is that the oscillators
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can be self-organized into synchronous clusters, e.g., the clus-
ter (group) synchronization [26–29]. In cluster synchroniza-
tion, the motions of the oscillators within the same cluster are
highly correlated, and are weakly or not correlated if the os-
cillators belong to different clusters [28]. Recently, cluster
synchronization in complex networks has also been studied
[30–34]. In particular, Pecora et al. has studied the generation
of cluster synchronization in symmetric complex networks,
and found the interesting phenomenon of isolated desynchro-
nization. Different from cluster synchronization, in isolated
desynchronization a synchronous cluster is emerged on the
background of a large number of desynchronized nodes [34].
As this state is very similar in form to the chimera state
observed in regular networks of non-locally coupled phase
oscillators, here we name it the chimera-synchronization
state. According to Ref. [34], the stability of the chimera-
synchronization state depends on both the network symmetry
and coupling strength, making it difficult to be observed in
the general networks. Considering the important implications
of chimera-synchronization to the functioning and security of
many realistic networks, e.g., the power-grid network, it is de-
sirable if stable chimera-synchronization can be generated by
some control methods.
In the present work, we propose an effective control method
for inducing chimera-synchronization in asynchronous com-
plex networks. Specifically, pinning a set of symmetric nodes
in the network by an external controller, we are able to make
only the set of pinned nodes synchronized, while keeping the
remaining nodes still desynchronized. We shall present our
control method in Sec. II, together with a theoretical analysis
on the stability of the chimera-synchronization state. In par-
ticular, based on the method of eigenvalue analysis, we shall
derive mathematically the necessary conditions for generat-
ing chimera-synchronization, and give explicitly the formula
for the critical pinning strength. In Sec. III, we shall apply
the proposed method to different network models, including
a small-size artificial network, the Nepal power-grid network,
2and a large-size complex network. Chimera-synchronization
is successfully induced in all these cases, with the critical pin-
ning strengths numerically obtained in good agreement with
the theoretical predications. Discussions and conclusion shall
be presented in Sec. IV.
II. CONTROL METHOD AND THEORETICAL ANALYSIS
Our model of complex network of coupled chaotic oscilla-
tors is described by the differential equations
x˙i = F(xi) + ε
N∑
j=1
wijH(xj), (1)
with i, j = 1, 2, . . . , N the oscillator (node) indices, xi the
state vector associated with the ith oscillator, and ε the uni-
form coupling strength. x˙ = F(x) describes the local dy-
namics of the oscillators, which is chaotic and, for the sake
of simplicity, is set as identical over the network. H(x) rep-
resents the coupling function. The structural connectivity of
the network is captured by the coupling matrix W = {wij},
with wij > 0 the coupling strength that node i is received
from node j. If nodes i and j are not directly connected,
we set wij = 0. The diagonal elements of W are set as
wii = −
∑
j wij , so as to make W a Laplacian matrix.
This model of linearly coupled nonlinear oscillators has been
widely adopted in literature for investigating network syn-
chronization. In particular, the stability of the global synchro-
nization state can be analyzed by the method of master sta-
bility function (MSF) [35–37], which shows that the synchro-
nizability of a network is jointly determined by the network
structure and nodal dynamics.
We first describe how to identify the set of nodes support-
ing potentially a synchronous cluster, based on the the infor-
mation of network symmetries [34, 38–40]. Let i and j be
a pair of nodes in the network whose permutation (exchange)
does not change the system dynamical equations [Eq. (1)], we
call (i, j) a symmetric pair and characterize it by the permu-
tation symmetry gij . Scanning over all the node-pairs in the
network, we are able to identify the whole set of permutation
symmetries {gij}, which forms the symmetry group G. Each
symmetry g can be further characterized by a permutation ma-
trix Rg, with rij = rij = 1 if (i, j) is a symmetric pair, and
rij = 0 otherwise. Rg is commutative with the coupling ma-
trix, RgW = WRg, and, after operating on W, it only ex-
changes the indices of nodes i and j. The set of permutation
symmetries for a complex network in general is huge, but can
be obtained from W by the technique of computational group
theory [41]. Having obtained the symmetry group G, we then
can partition the network nodes into clusters according to the
permutation orbits, i.e., the subset of nodes permuting among
one another by the permutation operations are grouped into
the same cluster. In such a way, the network nodes will be
grouped into M clusters. Assuming that the network initially
is staying on the fully desynchronized state (i.e., no synchro-
nization is established between any pair of nodes), our main
objective in the present work is to make one of the M clusters
synchronized, while, in the meantime, keeping the remaining
nodes still desynchronized.
Our method of inducing chimera-synchronization is the fol-
lowing. Firstly, we select from M clusters the one we want to
induce synchronization, e.g., the lth cluster which contains n
nodes. We denote the set of nodes in cluster l as Vl, and, by re-
ordering the network nodes, label them with the new indices
i ∈ [N − n + 1, N ]. Then, we pin all oscillators in clus-
ter l by an external controller. The controller has the same
local dynamics and coupling function as the oscillators, but
are coupled to the oscillators in the one-way fashion (i.e., the
oscillators in cluster l are affected by the controller, but not
vice versa). Finally, we increase the pinning strength until the
desired chimera-synchronization state is generated. With the
pinning control, the dynamics of the networked oscillators is
governed by the equations
x˙i = F(xi)+ε
N∑
j=1
wijH(xj)+εηδi [H(xT )−H(xi)] , (2)
with η the normalized pinning strength, xT the sate of the con-
troller, and δ the delta function: δi = 1 if i ∈ Vl, and δi = 0
otherwise. The controller has the same dynamics as the oscil-
lators, i.e., x˙T = F(xT ). The specific questions we are inter-
ested and going to address are: Can chimera-synchronization
be induced by such a control method? and, if yes, what is the
necessary pinning strength?
As nodes inside a cluster are commutative with each other,
the chimera-synchronization state is naturally a solution of the
system equations. That is, if we set the initial conditions of the
oscillators in cluster l to be identical, then during the process
of system evolution, the states of these oscillators will be al-
ways the same. The chimera-synchronization state, however,
might be unstable, due to either the weak coupling strength
or the network topology [32–34]. In the presence of pinning
control, the stability of the chimera-synchronization state can
be analyzed by the method of eigenvalue analysis, with the de-
tails the following. Denote the chimera-synchronization state
as X = Xdsy
⊕
Xsy , with Xdsy = [x1,x2, . . . ,xN−n]T
and Xsy = [xN−n+1,xN−n+2, . . . ,xN ]T the state vectors of
the desynchronized and synchronized oscillators, respectively,
then, according to the definition of chimera-synchronization,
we have xi = xs for i = N − n + 1, . . . , N , with xs the
synchronous manifold of the pinned oscillators. Let ∆X =
[δx1, δx2, . . . , δxN ]
T be the infinitesimal perturbations added
on X, then the evolutions of the perturbations are governed by
the following variational equations
δx˙i = DF(xi)δxi + ε
N∑
j=1
cijDH(xj)δxj , (3)
with DF(x) and DH(x) the Jacobin matrices, and C the con-
trolling matrix: cii = wii − η for i ∈ Vl (i.e., the set of nodes
inside cluster l), and cij = wij otherwise.
Let R be the permutation matrix associated to the nodes in
cluster l (rij = rji = 1 if i and j belong to Vl, rkk = 1 for k /∈
Vl, and r = 0 for other elements) and T be the transformation
matrix of R (i.e., T−1RT=R′, with R′ the diagonal matrix),
3then, transforming Eqs. (3) into the mode space of R, we have
the new variational equations
δy˙i = DF(xi)δyi + ε
N∑
j=1
c′ijDH(xj)δyj , (4)
where ∆Y = T−1X and C′ = T−1CT. In the mode space,
the new controlling matrix C′ has the blocked form
C′ =
(
B 0
0 D
)
, (5)
with B and D the (n − 1)- and (N − n + 1)-dimensional
matrices, respectively. The matrix B characterizes the per-
turbations transverse to the synchronous manifold of cluster l,
we thus call the space it spans the transverse subspace. (Please
note that as C′ and C are similar matrices, they have the same
set of eigenvalues. The significance of the transformation lies
in separating the eigenvalues into two different groups.) As
the transverse modes are decoupled from the other modes, the
synchronizability of the pinned cluster therefore can be ana-
lyzed separately. Focusing on only the transverse modes, we
have the variational equations
δy˙i′ = DF(x
s)δyi′ + ε
n−1∑
j′=1
bi′j′DH(x
s)δyi′ , (6)
with i′, j′ = 1, 2, . . . , n − 1, B = {bi′j′}, and xs the syn-
chronous manifold of the pinned cluster.
To make the cluster synchronizable, it is required that δyi
is damping to 0 with time for all the transverse modes – a
question that can be addressed by the MSF method [35–37].
To be specific, transforming Eqs. (6) into the new mode space
spanned by the eigenvectors of matrix B, we can obtain the
decoupled variational equations
δz˙i′ = [DF(x
s) + ελi′DH(x
s)]δzi′ , (7)
where 0 > λ1 ≥ λ2 ≥ . . . ≥ λn−1 are the eigenvalues of
B, and δzi′ is the i′th perturbation mode in the new space. To
make the cluster synchronization stable, the necessary condi-
tions now become that δzi′ should be damping to 0 with time.
Let Λi′ be the largest Lyapunov exponent calculated from Eq.
(7), then whether δzi′ is damping with time is determined by
the sign of Λi′ : the mode is stable if Λi′ < 0, and is unstable if
Λi′ > 0. Defining σ ≡ −ελ, by solving Eq. (7) numerically
we can obtain the function Λ = Λ(σ), i.e., the MSF curve.
Previous studies of MSF have shown that for the typical non-
linear oscillators, Λ is negative when σ is larger than a critical
threshold σc, with σc > 0 a parameter dependent of both the
oscillator dynamics and coupling function. Hence, to keep the
pinned cluster synchronizable, it is required that σi′ > σc for
all the transverse modes. Since λ1 ≥ λ2 . . . ≥ λn−1, this
requirement thus can be simplified as
ε|λ1| > σc. (8)
Since B is derived from C and C is dependent of both the
network coupling matrix, W, and the pinning strength, η, λ1
thus is determined jointly by W and η. To have the formula
for the critical pinning strength, we need to express λ1 as a
function of η explicitly. Noticing that the controlling matrix
C is constructed from the coupling matrix W by replacing
wii with wii − η for only the pinned oscillators, W thus can
be also transformed to the blocked form shown in Eq. (5) by
the transformation matrix T, W′ = T−1WT. Denoting Bw
as the transverse subspace of W′ and let 0 > λw1 ≥ λw2 ≥
. . . ≥ λwn−1 be the eigenvalues of Bw, it is straightforward to
find that λi′ = λwi′ − η for i′ = 1, 2, . . . , n− 1. In particular,
we have λ1 = λw1 − η for the first transverse mode, which, in-
serting into Eq. (8), gives the following formula of the critical
pinning strength
ηc = σc/ε− |λw1 |. (9)
III. APPLICATIONS
We next verify the feasibility and efficiency of the proposed
control method by applying it to different complex network
models, including a small-size network, the Nepal power-grid
network, and a large-size complex network.
A. Small-size network
We first demonstrate how to induce chimera synchroniza-
tion in a small-size network. The structure of the network is
presented in Fig. 1(a), which is constructed by deleting one
link (e.g., c56 = 0) from a globally connected network of 6
nodes. For the sake of simplicity, we treat the network links as
non-weighted and non-directed, e.g., wij = wji = 1 if there
is a link between i and j. In simulations, we adopt the chaotic
Lorenz oscillator as the nodal dynamics, which in its isolated
form is described by the equations (dx/dt, dy/dt, dz/dt)T =
[α(y − x), rx − y − xz, xy − bz]T . The parameters are cho-
sen as α = 10, r = 35, and b = 8/3, with which the iso-
lated oscillator presents the chaotic motion, with the largest
Lyapunov exponent is about 1.05. The coupling function is
chosen as H([x, y, z]T ) = [0, x, 0]T . Having fixed the nodal
dynamics and coupling function, we can obtain the MSF curve
Λ = Λ(σ) by solving Eq. (7) numerically, which shows that
Λ is negative in the region σ > σc ≈ 8.3 [37].
The symmetries of the network can be discerned by visual
inspection: the group of nodes (1, 2, 3, 4) are of rotation sym-
metry, and the pair of nodes (5, 6) are of reflection symme-
try. Accordingly, the nodes can be divided into two clusters:
V1 = {1, 2, 3, 4} and V2 = {5, 6}. To measure the syn-
chronization degree of the clusters, we introduce the cluster-
synchronization error δxl =
∑nl
i=1 |xi − x¯l|/nl, with i ∈ Vl,
nl the cluster size, and x¯l =
∑
i xi/nl the average state of
cluster l. Clearly, the smaller is δxl, the better is the oscilla-
tors in cluster l synchronized. Setting ε = 0.7, we plot in Fig.
1(b) the evolutions of δx1 and δx2 with time. It is evident that
neither of the clusters is synchronized. To illustrate, we pin
oscillators 5 and 6 by an external controller according to Eq.
(2), so as to induce the synchronization for cluster 2. (It is
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FIG. 1: (Color online) Inducing chimera synchronization in a six-node network of coupled chaotic Lorenz oscillators. (a) The network
structure. Nodes are grouped into two clusters according to their symmetries: V1 = {1, 2, 3, 4} (rotation symmetry) and V2 = {5, 6}
(reflection symmetry). (b) By the coupling strength ε = 0.7, the time evolution of the cluster-synchronization errors δx1,2 in the absence
of the pinning control. Both cluster are asynchronous. (c) With the pinning strength η = 8.0, the time evolutions of δx1,2. Cluster 2 is
synchronized at about t = 15, while cluster 1 remains asynchronous throughout the process. (d) The variation of the time-averaged cluster-
synchronization errors, 〈δx1,2〉, as a function of η. 〈δx2〉 ≈ 0 at ηc ≈ 7.8. 〈δxc〉 is the time-averaged synchronization error between oscillator
5 and the controller; 〈δx〉min is the smallest synchronization error between oscillator 5 and oscillators in cluster 1.
worth noting that due to the network topology, the 2nd cluster
can not be synchronized by varying the coupling strength, i.e.,
it is topologically unstable. In contrast, the 1st cluster can be
synchronized by a larger coupling strength, i.e., it is dynami-
cally unstable.) By the pinning strength η = 8.0, in Fig. 1(c)
we plot again the time evolutions of δx1 and δx2. It is seen
that after a transient period about t = 15, we have δx2 ≈ 0,
while δx1 is still of large value. Indeed, with the pinning con-
trol, the desired chimera-synchronization state can be induced
from the asynchronous network.
To find out the critical pinning strength, ηc, for inducing
the chimera-synchronization state, we plot in Fig. 1(d) the
variation of the time-averaged cluster-synchronization error,
〈δxl〉, as a function of η (the error is averaged over a pe-
riod of length t = 50). It is seen that 〈δx2〉 reaches 0 at
about 7.8, while 〈δx1〉 remains large. We thus have ηc ≈ 7.8.
To check whether synchronization is established between the
controller and the pinned oscillators, we plot in Fig. 1(d) also
the variation of the time-averaged synchronization error be-
tween oscillator 5 and the controller, 〈δxc〉 = 〈|x5 − xT |〉,
as a function of η. It is seen that 〈δxc〉 remains large when
η > ηc, indicating that the synchronous cluster is induced,
but not controlled by the external controller. (In our simula-
tions, we have increased η up to 30, and found that the value
of 〈δxc〉 is still large.) Meanwhile, to check whether there
are other synchronous clusters formed on the network, we
plot in Fig. 1(d) also the variation of the smallest synchro-
nization error between oscillators in cluster 1 and oscillator 5,
〈δx〉min = min{〈|x5 − xj |〉} with j ∈ V1. As 〈δx〉min > 0
in the region η > ηc, the possibility of forming other syn-
chronous clusters thus is excluded.
The critical pinning strength can be analyzed by the method
of eigenvalue analysis presented in Sec. II. As nodes 5 and 6
are of reflection symmetry, their permutation does not change
the system dynamics. We therefore have the permutation ma-
trix
R =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1


, (10)
from which we can obtain the transformation matrix (con-
structed by the eigenvectors of R)
T =


0 0 0 0 1 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
−√2/2 0 0 0 0 √2/2√
2/2 0 0 0 0
√
2/2


. (11)
As nodes 5 and 6 and pinned, we have the controlling matrix
C =


−5 1 1 1 1 1
1 −5 1 1 1 1
1 1 −5 1 1 1
1 1 1 −5 1 1
1 1 1 1 −4− η 0
1 1 1 1 0 −4− η


, (12)
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FIG. 2: (Color online) Inducing chimera synchronization in the net-
work of Nepal power-grid. The nodal dynamics and coupling func-
tion are the same to Fig. 1, and the coupling strength is fixed as
ε = 0.32. (a) The variation of the time-averaged synchronization
error of cluster 1, 〈δx1〉, as a function of the pinning strength, η.
Chimera synchronization is induced when η > ηc ≈ 16. The spa-
tiotemporal evolution of the oscillators under the pinning strengths
(b) η = 14 and (c) η = 18.
which, after the transformation operation C′ = T−1CT, has
the blocked form show in Eq. (5), with
D =


−5 1 1 1 √2
1 −5 1 1 √2
1 1 −5 1 √2
1 1 1 −5 √2√
2
√
2
√
2
√
2 −4− η

 , (13)
and
B = −4− η. (14)
We thus have λ1 = λw1 − η = −4 − η, which, according to
Eq. (8), gives ηc = σc/ε− |λw1 | = 8.3/0.7− 4 ≈ 7.86. This
prediction is in a good agreement with the numerical result
(numerically we have ηc ≈ 7.8).
B. Power-grid network
We next demonstrate how to induce chimera synchroniza-
tion in a realistic complex network. The network model em-
ployed here is the Nepal power-grid [42], which contains
N = 15 nodes (power stations) and 62 links (power lines).
For the sake of simplicity, we treat the links as non-weighted
and non-directed, e.g., w = 1 for all the network links. By
the technique of computational group theory [34, 41], we
are able to figure out all the network permutation symme-
tries (totally 86400), and, according to the permutation or-
bits, partition the nodes into 5 clusters: V1 = {1, 2, 3, 4, 5},
V2 = {6, 7, 8}, V3 = {9, 10, 11, 12, 13}, V4 = {14}, and
V5 = {15} [34]. Among them, the 4th and 5th clusters are
trivial, as each contains only a single node. Still, we adopt
the chaotic Lorenz oscillator as the nodal dynamics, and use
H([x,y, z]T) = [0, x, 0]T as the coupling function. The cou-
pling strength is fixed as ε = 0.32, with which no synchro-
nization relationship is established between any pair of oscil-
lators on the network.
For illustration purpose, we pin oscillators in cluster 1 ac-
cording to Eq. (2). Based on numerical simulations, we plot
in Fig. 2(a) the variation of the time-averaged synchronization
error of cluster 1, 〈δx1〉, as a function of the pinning strength,
η. It is seen that 〈δx1〉 reaches 0 at about ηc ≈ 16. To have a
clearer picture on the transition of the system dynamics from
the asynchronous to chimera-synchronization states around
ηc, we plot in Figs. 2(b) and (c) the spatiotemporal evolu-
tion of the network for different values of η. For the case of
η = 14 < ηc [Fig. 2(b)], it is seen that the evolution is random
and irregular. For the case of η = 18 > ηc [Fig. 2(c)], it is
seen clearly that after a transient period about t ≈ 18, the os-
cillators in cluster 1 are well synchronized, while the motions
of the other oscillators in the network remain uncorrelated.
Still, the critical pinning strength shown in Fig. 2(a) can
be analyzed by the method of eigenvalue analysis presented
in Sec. II. To save the space, here we omit the detail deduc-
tion, but present only the main results. In constructing the
permutation matrix R, we set rij = rji = 1 for i, j ∈ V1,
rkk = 1 for k /∈ V1, and r = 0 for the remaining el-
ements. By the eigenvectors of R, we can construct the
transformation matrix, T, and then used it to transform the
control matrix C into the blocked matrix C′ [which has the
form shown in Eq. (5)]. From C′, we can obtain the trans-
verse matrix B, which is 4-dimensional and has the degen-
erated eigenvalues λ1,2,3,4 = λw1 − η = −8 − η. Accord-
ing to the Eq. (8), we thus have the critical pinning strength
ηc = σc/ε − |λw1 | = 8.3/0.32− 8 ≈ 18, which agrees with
the numerical result very well (numerically we have ηc ≈ 16).
C. Large-size complex network
We finally demonstrate how to induce chimera synchro-
nization in a large-size complex network. Recently, a new
type of chimera-state consisting of two or more coherent re-
gions, namely the multiple-cluster chimera state, has been
reported in regular networks of coupled periodic oscillators
[9, 19]. It is intriguing to see whether the similar state
can be induced on complex network by the proposed pin-
ning method. To investigate, we generate a random network
of N = 100 nodes and 4931 links (generated by remov-
ing randomly 19 links from the globally connected network).
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FIG. 3: (Color online) Inducing two-cluster chimera-synchronization
state in a complex network of N = 100 coupled chaotic Lorenz os-
cillators. The coupling strength is fixed as ε = 4.4. (a) The varia-
tion of the time-averaged cluster-synchronization errors, 〈δx1,2〉, as
a function of the pinning strength, η. 〈δx1〉 and 〈δx2〉 reach 0 at
ηc1 ≈ 0.9 and ηc2 ≈ 1.01, respectively. The time evolution of the
network for η = 0.7 (b) and η = 1.15 (c). The snapshots of the
network at t = 20 for η = 0.7 (d) and η = 1.15 (e). ∆xi = xi − x,
with x =
∑
i
xi/N the average state of the network.
Again, we adopt the chaotic Lorenz oscillator as the nodal
dynamics and use H([x,y, z]T) = [0, x, 0]T as the cou-
pling function. This time, to avoid the overflow in numer-
ical simulations, we adopt the normalized coupling scheme
wij = aij/ki [43, 44], with A = {aij} the adjacency matrix
and ki =
∑
j aij the node degree (the number of connections
for node i). In general, we have wij 6= wji, i.e., the cou-
plings are weighted and directed. By the technique of compu-
tational group theory, we are able to identify all the network
symmetries, based on which the network nodes are grouped
into 4 clusters. In particular, the largest cluster contains 66
nodes (V1 = {1, 2, . . . , 66}), and the second largest cluster
contains 22 nodes (V2 = {79, 80, . . . , 100}). We fix the cou-
pling strength as ε = 4.4, with which no synchronization is
observed between any two oscillators.
To implement the control, we introduce two independent
external controllers, xT1 and xT2, with controllers 1 and 2
pin clusters 1 and 2, respectively. The two controllers are of
the same dynamics and pinning strength, but are evolving in-
dependently. By numerical simulations, we plot in Fig. 3(a)
the variation of the time-averaged cluster-synchronization er-
rors, 〈δx1,2〉, as a function of η. It is seen that 〈δx1〉 and
〈δx2〉 reach 0 at about ηc1 ≈ 0.9 and ηc2 ≈ 1.01, respec-
tively. Therefore, in the region η ∈ (ηc1, ηc2) the network is
staying on the one-cluster chimera-synchronization state (only
cluster 1 is synchronized), and in the region η > ηc2 the net-
work is staying on the two-cluster chimera-synchronization
state (both two pinned clusters are synchronized).
To have more details on the formation of the two-cluster
chimera-synchronization state, we plot in Figs. 3(b) and (c)
the spatiotemporal evolution of the oscillators under different
pinning strength. For a weak pinning strength η = 0.7 < ηc1
[Fig. 3(b)], it is seen that the oscillators are evolving inde-
pendently, without any sign of synchronized clusters. For a
strong pinning strength η = 1.15 > ηc2 [Fig. 3(c)], it is
seen clearly that the motions of the oscillators in each clus-
ter, V1,2, are highly correlated. To characterize feature the
chimera-synchronization state, we plot in Figs. 3(d) and (e)
the snapshots of the network at the moment t = 20 of the sys-
tem evolutions shown in Figs. 3(b) and (c). For η = 0.7 [Fig.
3(d)], it is seen that the states of the oscillators are scattered
randomly over a wide range; while for η = 1.15 [Fig. 3(e)],
the oscillators in V1 (V2) are of the identical state.
Despite the weighted coupling matrix and the two-pinned
clusters, the critical pinning strengths, ηc1 and ηc2, can still be
analyzed by the method of eigenvalue analysis. In construct-
ing the permutation matrix R, we set rij = rji = 1 if nodes
i and j belong to V1 (V2), and rkk = 1 for nodes which do
not belong to V1 and V2. Transformed into the mode space
of R, the controlling matrix has the blocked form shown in
Eq. (5). Different from the one-cluster case, here there are
two transverse subspaces, B1 and B2. B1 is 65-dimensional,
which characterizes the transverse subspace of cluster 1. The
largest eigenvalues of B1 is λ1 = λw1 − η = −1.01 − η,
which, according to Eq. (8), gives ηc1 = σc/ε − |λw1 | =
8.3/4.4− 1.01 ≈ 0.88. B2 is 21-dimensional, which charac-
terizes the transverse subspace of cluster 2. The largest eigen-
values of B2 is λ1 = λw1 − η = −1.0 − η, which, according
to Eq. (8), gives ηc2 = σc/ε− |λw1 | = 8.3/4.4− 1.0 ≈ 0.89.
The theoretical predictions fit the numerical results reasonably
well (numerically we have ηc1 ≈ 0.9 and ηc2 ≈ 1.01). In par-
ticular, the theory well predicts that cluster 1 is synchronized
by a smaller pinning strentrh as compared to cluster 2.
IV. DISCUSSIONS AND CONCLUSION
The proposed method of inducing chimera synchronization
can be applied to the general complex networks. In our sim-
7ulations, we have applied this method to a variety of complex
networks (including all the network models studied in Ref.
[34])), and found that, given the network contains a symmet-
ric cluster, there always exits a critical pinning strength be-
yond which the desired chimera-synchronization state can be
stably generated. Meanwhile, as the underlying mechanism
of chimera synchronization is governed by cluster synchro-
nization, the proposed control method can be applied to the
general nodal dynamics and coupling functions. For instance,
replacing the coupling function with H[x, y, z]T = [x, 0, 0]T
(different from the one demonstrated above, this coupling
function generates a bounded stable region in the MSF curve),
we have observed the similar chimera-synchronization states
shown in Figs. 1-3. Besides the chaotic Lorenz oscillators,
we have also tested the other nodal dynamics, including the
chaotic Ro¨ssler and Hindmarsh-Rose oscillators, where the
similar chimera-synchronization states can be also success-
fully induced by proper pinning strengths.
It should be emphasized that the proposed pinning method
is able to induce, but not control the synchronous cluster. This
property is rooted in the symmetry of the enlarged pinning
network, i.e., considering the controller as an additional node
to the original network. In this enlarged network, the oscil-
lators in the pinned cluster are still satisfying the permuta-
tion symmetry, but they are not exchangeable with the con-
troller. As the pinned oscillators are perturbed by the desyn-
chronized oscillators while the controller is not, it is therefore
impossible to make the pinned oscillators synchronize with
the controller. However, if the whole network is synchronized
(instead of chimera synchronization), it would be possible to
control the synchronous manifold. In such a case, the enlarged
network will reach the state of global synchronization instead
of chimera synchronization [45].
To summarize, we have proposed a general pinning method
for inducing chimera synchronization in symmetric complex
networks of coupled chaotic oscillators, and found that, given
the network contains a group of symmetric nodes, there al-
ways exits a critical pinning strength beyond which a stable
synchronous cluster can be generated on the background of
desynchronized nodes. We have conducted a detail analysis
on the stability of the chimera-synchronization state, and ob-
tained the formula of the critical pinning strength. The feasi-
bility and efficiency of the control method have been verified
by numerical simulations on various network models, with the
numerical results in good agreement with the theoretical pre-
dictions. Our studies shed new lights on the collective dynam-
ics of complex networks, and might potentially be used to the
design of modern control techniques.
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