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A CHARACTERIZATION OF TESTABLE HYPERGRAPH
PROPERTIES
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Abstract. We provide a combinatorial characterization of all testable properties of
k-graphs (i.e. k-uniform hypergraphs). Here, a k-graph property P is testable if there
is a randomized algorithm which makes a bounded number of edge queries and distin-
guishes with probability 2/3 between k-graphs that satisfy P and those that are far
from satisfying P. For the 2-graph case, such a combinatorial characterization was
obtained by Alon, Fischer, Newman and Shapira. Our results for the k-graph setting
are in contrast to those of Austin and Tao, who showed that for the somewhat stronger
concept of local repairability, the testability results for graphs do not extend to the
3-graph setting.
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A CHARACTERIZATION OF TESTABLE HYPERGRAPH PROPERTIES 3
1. Introduction
The universal question in the area of property testing is the following: By considering
a small (random) sample S of a combinatorial object O, can we distinguish (with high
probability) whether O has a specific property P or whether it is far from satisfying P?
In this paper we answer this question for k-uniform hypergraphs, where a hypergraph H
is k-uniform if all edges of H have size k ∈ N. For brevity, we usually refer to k-uniform
hypergraph as k-graphs (so 2-graphs are graphs).
We now formalize the notion of testability (throughout, we consider only properties P
which are decidable). For this, we say that two k-graphs G and H on vertex set V with
|V | = n are α-close if |G△H| ≤ α
(n
k
)
, and α-far otherwise1. We say that H is α-close
to satisfying a property P if there exists a k-graph G that satisfies P and is α-close to
H, and we say that H is α-far from satisfying P otherwise.
Definition 1.1 (Testability). Let k ∈ N \ {1} be fixed and let qk : (0, 1) → N be a
function. A k-graph property P is testable with query complexity at most qk if for every
n ∈ N and every α ∈ (0, 1) there are an integer q′k = q
′
k(n, α) ≤ qk(α) and a randomized
algorithm T = T(n, α) that can distinguish with probability at least 2/3 between n-vertex
k-graphs satisfying P and n-vertex k-graphs that are α-far from satisfying P, while
making q′k edge queries:
(i) if H satisfies P, then T accepts H with probability at least 2/3,
(ii) if H is α-far from satisfying P, then T rejects H with probability at least 2/3.
In this case, we say T is a tester, or (n, α)-tester for P. We also say that T has query
complexity q′k. The property P is testable if it is testable with query complexity at most
qk for some function qk : (0, 1)→ N.
Property testing was introduced by Rubinfeld and Sudan [42]. In the graph setting,
the earliest systematic results were obtained in a seminal paper of Goldreich, Goldwasser
and Ron [23]. These included k-colourability, max-cut and more general graph parti-
tioning problems. (In fact, these results are preceded by the famous triangle removal
lemma of Ruzsa and Szemere´di [43], which can be rephrased in terms of testability of
triangle-freeness.) This list of problems was greatly extended (e.g. via a description in
terms of first order logic by Alon, Fischer, Krivelevich, and Szegedy [4]) and generalized
first to monotone properties (which are closed under vertex and edge deletion) by Alon
and Shapira [10] and then to hereditary properties (which are closed under vertex dele-
tion), again by Alon and Shapira [9]. Examples of non-testable properties include some
properties which are closed under edge deletion [24] and the property of being isomor-
phic to a given graph G [5, 18], provided the local structure of G is sufficiently ‘complex’
(e.g. G is obtained as a binomial random graph). This sequence of papers culminated
in the result of Alon, Fischer, Newman and Shapira [5] who obtained a combinatorial
characterization of all testable graph properties. This solved a problem posed already
by [23], which was regarded as one of the main open problems in the area.
The characterization proved in [5] states that a 2-graph property P is testable if and
only if it is ‘regular reducible’. Roughly speaking, the latter means that P can be char-
acterized by being close to one of a bounded number of (weighted) Szemere´di-partitions
(which arise from an application of Szemere´di’s regularity lemma). Our main theorem
(Theorem 1.3) shows that this can be extended to hypergraphs of higher uniformity.
Our characterization is based on the concept of (strong) hypergraph regularity, which
was introduced in the ground-breaking work of Ro¨dl et al. [21, 38, 39, 41], Gowers [26],
see also Tao [44]. We defer the precise definition of regular reducibility for k-graphs to
1We identify hypergraphs with their edge set and for two sets A,B we denote by A△B the symmetric
difference of A and B.
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Section 3.6, as the concept of (strong) hypergraph regularity involves additional features
compared to the graph setting (in particular, one needs to consider an entire (suitably
nested) family of regular partitions, one for each j ∈ [k]). Accordingly, our argument re-
lies on the so-called ‘regular approximation lemma’ due to Ro¨dl and Schacht [39], which
can be viewed as a powerful variant of the hypergraph regularity lemma. In turn, we
derive a strengthening of this result which may have further applications.
Instead of testing whether H satisfies P or is α-far from P, it is natural to consider
the more general task of estimating the distance between H and P: given α > β > 0, is
H (α− β)-close to satisfying P or is H α-far from satisfying P? In this case we refer to
P as being estimable. The formal definition is as follows.
Definition 1.2 (Estimability). Let k ∈ N \ {1} be fixed and let qk : (0, 1)2 → N be a
function. A k-graph property P is estimable with query complexity at most qk if for every
n ∈ N and all α, β ∈ (0, 1) with 0 < β < α there are an integer q′k = q
′
k(n, α, β) ≤ qk(α, β)
and a randomized algorithm T = T(n, α, β) that can distinguish with probability 2/3
between n-vertex k-graphs that are (α − β)-close to satisfying P and n-vertex k-graphs
that are α-far from satisfying P while making q′k edge queries:
• if H is (α − β)-close to satisfying P, then T accepts H with probability at least
2/3,
• if H is α-far from satisfying P, then T rejects H with probability at least 2/3.
In this case, we say T is an estimator, or (n, α, β)-estimator for P. We also say that
T has query complexity q′k. The property P is estimable if it is estimable with query
complexity at most qk for some function qk : (0, 1)
2 → N.
We show that testability and estimability are in fact equivalent. For graphs this goes
back to Fischer and Newman [19].
Theorem 1.3. Suppose k ∈ N \ {1} and suppose P is a k-graph property. Then the
following three statements are equivalent:
(a) P is testable.
(b) P is estimable.
(c) P is regular reducible.
In Section 11, we illustrate how Theorem 1.3 can be used to prove testability of a
given property: firstly to test the injective homomorphism density of a given subgraph
(which includes the classical example of H-freeness) and secondly to test the size of a
maximum ℓ-way cut (which includes testing ℓ-colourability).
Previously, the most general result on hypergraph property testing was the testability
of hereditary properties, which was proved by Ro¨dl and Schacht [37, 40], based on deep
results on hypergraph regularity. In fact, they showed that hereditary k-graph properties
can be even tested with one-sided error (which means that the ‘2/3’ is replaced by ‘1’ in
Definition 1.1(i)). This generalized earlier results in [12, 30].
The result of Alon and Shapira on the testability of hereditary graph properties was
strengthened by Austin and Tao [11] in another direction: they showed that hereditary
properties of graphs are not only testable with one-sided error, but they are also locally
repairable2 (one may think of this as a strengthening of testability). On the other hand,
they showed that hereditary properties of 3-graphs are not necessarily locally repairable.
Note that this is in contrast to Theorem 1.3.
2 Suppose P is a hereditary graph property and ε > 0. We say that a graph G is locally δ-close to P
if a random sample S satisfies P with probability at least 1− δ. A result of Alon and Shapira [9] shows
that whenever G is locally δ-close to P for some δ(ε) > 0, then G is ε-close to P. The concept of being
locally repairable strengthens this by requiring a rule that generates G′ ∈ P only based on S such that
|G△G′| < εn2 with probability at least 1− δ.
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An intimate connection between property testing and graph limits was established by
Borgs, Chayes, Lova´sz, So´s, Szegedy and Vesztergombi [15]. In particular, they showed
that a graph property P is testable if and only if for all sequences (Gn) of graphs with
|V (Gn)| → ∞ and δ(Gn,P) → 0, we have d1(Gn,P) → 0. Here δ(G,P) denotes the
cut-distance of G and the closest graph satisfying P and d1(G,P) is the normalized edit-
distance between G and P (see also [33] for more background and discussion on this).
Another characterization (in terms of localized samples) using the graph limit framework
was given by Lova´sz and Szegedy [34]. Similarly, the result of Ro¨dl and Schacht [37]
on testing hereditary hypergraph properties was reproven via hypergraph limits by Elek
and Szegedy [17] as well as Austin and Tao [11]. The latter further extended this to
directed pre-coloured hypergraphs (none of these results however yield effective bounds
on the query complexity).
Lova´sz and Vesztergombi [35] recently introduced the notion of ‘non-deterministic’
property testing, where the tester also has access to a ‘certificate’ for the property P.
By considering the graph limit setting, they proved the striking result that any non-
deterministically testable graph property is also deterministically testable (one could
think of their result as the graph property testing analogue of proving that P = NP).
Karpinski and Marko´ [29] generalized the Lova´sz-Vesztergombi result to hypergraphs,
also via the notion of (hyper-)graph limits. However, these proofs do not give an explicit
bounds on the query complexity – this was achieved by Gishboliner and Shapira [32] for
graphs and Karpinski and Marko´ [28] for hypergraphs.
Another direction of research concerns easily testable properties, where we require
that the size of the sample is bounded from above by a polynomial in 1/α. (The bounds
coming from Theorem 1.3 can be made explicit but are quite large, as the approach
via the (hyper-)graph regularity lemma incurs at least a tower-type dependence on 1/α,
see [25].) For k-graphs, Alon and Shapira [8] as well as Alon and Fox [6] obtained positive
and negative results for the property of containing a given k-graph as an (induced)
subgraph. For an approach via a ‘polynomial’ version of the regularity lemma see [20].
Recent progress on property testing includes many questions beyond the hypergraph
setting. Instances include property testing of matrices [1], Boolean functions [2, 7],
geometric objects [3], and algebraic structures [13, 20, 22]. Moreover, property testing
in the sparse (graph) setting gives rise to many interesting results and questions (see
e.g. [14, 36]). Little is known for hypergraphs in this case.
The paper is organized as follows. In the next section, we outline the main steps of
the argument. In Section 3, we explain the relevant concepts of hypergraph regular-
ity, in particular we introduce the regular approximation lemma of Ro¨dl and Schacht
(Theorem 3.8). In Section 4, we prove and derive a number of tools related to hyper-
graph regularity, in particular, we describe a suitable ‘induced’ version of the hypergraph
counting lemma. In Section 5, we use this counting lemma to show that testable proper-
ties are regular reducible. In Section 6, we show how Lemma 6.1 implies that satisfying
a given regularity instance is testable. In Section 7, we then show that estimability is
equivalent to testability. In Section 8, we combine the previous results to show that
regular reducible properties are testable. Sections 9 and 10 are then devoted to the
proof of Lemma 6.1. Finally, in Section 11 we discuss applications of our main result
and illustrate in detail how to apply Theorem 1.3.
2. Proof sketch
In the following, we describe the main steps leading to the proof of Theorem 1.3.
While the general strategy emulates that of [5], the hypergraph setting leads to many
additional challenges.
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2.1. Testable properties are regular reducible. We first discuss the implication
(a)⇒(c) in Theorem 1.3. (Note that the statement of (c) is formalized in Section 3.6.)
The detailed proof is given in Section 5. The argument involves the following concepts. A
regularity instance R = (ε,a, da,k) consists of a regularity parameter ε, a vector a ∈ Nk−1
determining the ‘address space’ of R, and a density function da,k on the address space
described by a. (In the graph case, a equals the number of parts of the regularity
partition and the address space consists of all pairs of parts.) We say a k-graph H
satisfies R if there is a family of partitions P = {P(i)}k−1i=1 (where P
(1) is a partition
of V (H) and P(i) is a partition of all those i-sets which ‘cross’ P(1)) so that P is an
ε-equitable partition of H with density function da,k. (In the graph case this means that
P = P(1) is a vertex partition so that all pairs of partition classes induce ε-regular
bipartite graphs.) Then a property P is regular reducible if there is a bounded size set
R of regularity instances so that H is close to satisfying some R ∈ R if and only if H
satisfies P (see Definition 3.15).
Goldreich and Trevisan [24] proved that every testable graph property is also testable
in some canonical way (and their results translate to the hypergraph setting in a straight-
forward way). Thus we may restrict ourselves to such canonical testers. More precisely,
an (n, α)-tester T = T(n, α) is canonical if, given an n-vertex k-graph H, it chooses a
set Q of q′k = q
′
k(n, α) vertices of H uniformly at random, queries all k-sets in Q, and
then accepts or rejects H (deterministically) according to (the isomorphism class of)
H[Q]. In particular, T has query complexity
(q′k
k
)
. Moreover, every canonical tester is
non-adaptive.
Let P be a testable k-graph property. Thus there exists a function qk : (0, 1) → N such
that for every n ∈ N and α ∈ (0, 1), there exists a canonical (n, α)-tester T = T(n, α)
for P with query complexity at most qk(α). So T samples a set Q of q ≤ qk(α) vertices,
considers H[Q], and then deterministically accepts or rejects H based on H[Q]. Let Q
be the set of all the k-graphs on q vertices such that T accepts H if and only if there is
Q′ ∈ Q that is isomorphic to H[Q].
Now let Pr(Q,H) denote the ‘density’ of copies of k-graphs Q ∈ Q in H (see Sec-
tion 3.1). As T is an (n, α)-tester, Pr(Q,H) ≥ 2/3 if H satisfies P and Pr(Q,H) ≤ 1/3
if H is α-far from P. The strategy is now to apply a suitable ‘induced’ version (Corol-
lary 4.10) of the hypergraph counting lemma (Lemma 4.5). Corollary 4.10 shows that
Pr(Q,H) can be approximated by a function IC(Q, da,k), where da,k is the density func-
tion of an equitable partition P of H. Accordingly, for a suitable small ε > 0 and all
a ∈ Nk−1 in a specified range (in terms of α, qk(α) and k), we define a ‘discretized’ set
I of regularity instances (ε,a, da,k) such that da,k(·) only attains a bounded number of
possible values. Now setting R(n, α) := {R ∈ I : IC(Q, da,k) ≥ 1/2} leads to the desired
result, as Corollary 4.10 implies IC(Q, da,k) ∼ Pr(Q,H) if H satisfies (ε,a, da,k). (In the
actual argument, we consider some k-graph G obtained from the regular approximation
lemma (Theorem 3.8) rather than H itself.)
2.2. Satisfying a regularity instance is testable. In this subsection we sketch how
we prove that the property of satisfying a particular regularity instance is testable. This
forms the main part of the proof of Theorem 1.3 and is described in Sections 6, 9 and 10.
Suppose H is a k-graph and Q is a subset of the vertices chosen uniformly at random.
First we show that if H satisfies a regularity instance R, then with high probability H[Q]
is close to satisfying R. Also the converse is true: if H is far from satisfying R, then
with high probability H[Q] is also far from satisfying R.
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The main tool for this is Lemma 6.1 (which is proven in Sections 9 and 10). Roughly
speaking, it states the following.
Suppose H is a k-graph and Q a random subset of V (H). Then with high
probability, the following hold (where δ ≪ ε0).
• If O1 is an ε0-equitable partition of H with density function da,k, then
there is an (ε0 + δ)-equitable partition of H[Q] with the same density
function da,k.
• If O2 is an ε0-equitable partition of H[Q] with density function da,k,
then there is an (ε0 + δ)-equitable partition of H with the same density
function da,k.
The key point here is that the transfer between H and H[Q] incurs only an additive
increase in the regularity parameter ε0. This additive increase can then be eliminated
by slightly adjusting H (or H[Q]).
The key ingredient in the proof of Lemma 6.1 is Lemma 10.1. Roughly speaking,
Lemma 10.1 states the following.
Suppose the following hold (where ε≪ δ ≪ ε0).
• H1 is a k-graph on vertex set V1 and Q1 is an ε-equitable partition of
H1 with density function daQ,k.
• H2 is a k-graph on vertex set V2 and Q2 is an ε-equitable partition of
H2 with the same density function daQ,k.
• O1 is an ε0-equitable partition of H1 with density function daO,k.
Then there is an (ε0 + δ)-equitable partition O2 of H2, also with density func-
tion daO,k.
In other words, if two k-graphs both have some ‘high quality’ regularity partition with
the same parameters, then any ‘low quality’ regularity partition transfers from one to
the other, with only a small additive increase in the regularity parameter. The proof of
Lemma 10.1 relies on a strengthening of the regular approximation lemma (Lemma 9.1),
which we derive in Section 9. Lemma 9.1 is also a useful tool in itself, for example, we
apply it in the proof of Corollary 11.3.
To prove Lemma 6.1, we will apply Lemma 10.1 with H playing the role of H1 and
with the random sample H[Q] playing the role of H2 (and vice versa). It is not dif-
ficult to deduce from Lemma 6.1 that satisfying a given regularity instance is testable
(Theorem 6.4).
2.3. The final step. We now aim to use Theorem 6.4 to show that (c)⇒(a) in Theo-
rem 1.3, i.e. to prove that a regular reducible property P is also testable (see Section 8).
As P is regular reducible, we can decide whether H satisfies P if we can test whether
H is close to some regularity instance in a certain set R. To achieve this, we strengthen
Theorem 6.4 to show that the property of satisfying a given regularity instance R is actu-
ally estimable (the equivalence (a)⇔(b) is a by-product of this argument, see Section 7).
Having proved this, it is straightforward to construct a tester for P by appropriately
combining |R| estimators which estimate the distance of H and a given R ∈ R.
3. Concepts and tools
In this section we introduce the main concepts and tools (mainly concerning hyper-
graph regularity partitions) which form the basis of our approach. The constants in the
hierarchies used to state our results have to be chosen from right to left. More precisely,
if we claim that a result holds whenever 1/n ≪ a ≪ b ≤ 1 (where n ∈ N is typically
the number of vertices of a hypergraph), then this means that there are non-decreasing
functions f : (0, 1] → (0, 1] and g : (0, 1] → (0, 1] such that the result holds for all
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0 < a, b ≤ 1 and all n ∈ N with a ≤ f(b) and 1/n ≤ g(a). For a vector x = (α1, . . . , αℓ),
we let x∗ := {α1, . . . , αℓ} and write ‖x‖∞ = maxi∈[ℓ]{αi}. We say a set E is an i-set
if |E| = i. Unless stated otherwise, in the partitions considered in this paper, we allow
some of the parts to be empty.
3.1. Hypergraphs. In the following we introduce several concepts about a hypergraph
H. We typically refer to V = V (H) as the vertex set of H and usually let n := |V |.
Given a hypergraph H and a set Q ⊆ V (H), we denote by H[Q] the hypergraph induced
on H by Q. For two k-graphs G,H on the same vertex set, we often refer to |G△H| as
the distance between G and H. If the vertex set of H has a partition {V1, . . . , Vℓ}, we
simply refer to H as a hypergraph on {V1, . . . , Vℓ}.
A partition {V1, . . . , Vℓ} of V is an equipartition if |Vi| = |Vj | ± 1 for all i, j ∈ [ℓ].
For a partition {V1, . . . , Vℓ} of V and k ∈ [ℓ], we denote by K
(k)
ℓ (V1, . . . , Vℓ) the com-
plete ℓ-partite k-graph with vertex classes V1, . . . , Vℓ. Let 0 ≤ λ < 1. If |Vi| =
(1 ± λ)m for every i ∈ [ℓ], then an (m, ℓ, k, λ)-graph H on {V1, . . . , Vℓ} is a spanning
subgraph of K
(k)
ℓ (V1, . . . , Vℓ). For notational convenience, we consider the vertex par-
tition {V1, . . . , Vℓ} as an (m, ℓ, 1, λ)-graph. If |Vi| ∈ {m,m + 1}, we drop λ and sim-
ply refer to (m, ℓ, k)-graphs. Similarly, if the value of λ is not relevant, then we say
H ⊆ K
(k)
ℓ (V1, . . . , Vℓ) is an (m, ℓ, k, ∗)-graph.
Given an (m, ℓ, k, ∗)-graph H on {V1, . . . , Vℓ}, an integer k ≤ i ≤ ℓ and a set Λi ∈
([ℓ]
i
)
,
we set H[Λi] := H[
⋃
λ′∈Λi
Vλ′ ]. If 2 ≤ k ≤ i ≤ ℓ and H is an (m, ℓ, k, ∗)-graph, we denote
by Ki(H) the family of all i-element subsets I of V (H) for which H[I] ∼= K
(k)
i , where
K
(k)
i denotes the complete k-graph on i vertices.
If H(1) is an (m, ℓ, 1, ∗)-graph and i ∈ [ℓ], we denote by Ki(H
(1)) the family of all
i-element subsets I of V (H(1)) which ‘cross’ the partition {V1, . . . , Vℓ}; that is, I ∈
Ki(H
(1)) if and only if |I ∩ Vs| ≤ 1 for all s ∈ [ℓ].
We will consider hypergraphs of different uniformity on the same vertex set. Given an
(m, ℓ, k−1, λ)-graph H(k−1) and an (m, ℓ, k, λ)-graph H(k) on the same vertex set, we say
H(k−1) underlies H(k) if H(k) ⊆ Kk(H
(k−1)); that is, for every edge e ∈ H(k) and every
(k − 1)-subset f of e, we have f ∈ H(k−1). If we have an entire cascade of underlying
hypergraphs we refer to this as a complex. More precisely, let m ≥ 1 and ℓ ≥ k ≥ 1 be
integers. An (m, ℓ, k, λ)-complex H on {V1, . . . , Vℓ} is a collection of (m, ℓ, j, λ)-graphs
{H(j)}kj=1 on {V1, . . . , Vℓ} such that H
(j−1) underlies H(j) for all i ∈ [k] \ {1}, that is,
H(j) ⊆ Kj(H
(j−1)). Again, if |Vi| ∈ {m,m+1}, then we simply drop λ and refer to such
a complex as an (m, ℓ, k)-complex. If the value of λ is not relevant, then we say that
{H(j)}kj=1 is an (m, ℓ, k, ∗)-complex. A collection of hypergraphs is a complex if it is an
(m, ℓ, k, ∗)-complex for some integers m, ℓ, k.
When m is not of primary concern, we refer to (m, ℓ, k, λ)-graphs and (m, ℓ, k, λ)-
complexes simply as (ℓ, k, λ)-graphs and (ℓ, k, λ)-complexes, respectively. Again, we also
omit λ if |Vi| ∈ {m,m+ 1} and refer to (ℓ, k)-graphs and (ℓ, k)-complexes and we write
the symbol ‘∗’ instead of λ if λ is not relevant.
Note that there is no ambiguity between an (ℓ, k, λ)-graph and an (m, ℓ, k)-graph (and
similarly for complexes) as λ < 1.
Suppose n ≥ ℓ ≥ k and supposeH is an n-vertex k-graph and F is an ℓ-vertex k-graph.
We define Pr(F,H) such that Pr(F,H)
(n
ℓ
)
equals the number of induced copies of F
in H. For a collection F of ℓ-vertex k-graphs, we define Pr(F ,H) such that Pr(F ,H)
(n
ℓ
)
equals the number of induced ℓ-vertex k-graphs F in H such that F ∈ F . Note that the
following proposition holds.
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Proposition 3.1. Suppose n, k, q ∈ N with k ≤ q ≤ n and G and H are n-vertex k-
graphs on vertex set V and F is a collection of q-vertex k-graphs. If |G△H| ≤ ν
(
n
k
)
,
then
Pr(F , G) = Pr(F ,H) ± qkν.
3.2. Probabilistic tools. For m,n,N ∈ N with m,n < N the hypergeometric dis-
tribution with parameters N , n and m is the distribution of the random variable X
defined as follows. Let S be a random subset of {1, 2, . . . , N} of size n and let X :=
|S ∩{1, 2, . . . ,m}|. We will use the following bound, which is a simple form of Chernoff-
Hoeffding’s inequality.
Lemma 3.2 (See [27, Remark 2.5, Theorem 2.8 and Theorem 2.10]). Suppose X1, . . . ,Xn
are independent random variables such that Xi ∈ {0, 1} for all i ∈ [n]. Let X :=
X1 + · · · + Xn. Then for all t > 0, P[|X − E[X]| ≥ t] ≤ 2e−2t
2/n. Suppose Y has a
hypergeometric distribution with parameters N,n,m, then P[|Y − E[Y ]| ≥ t] ≤ 2e−2t
2/n.
The next lemma is easy to show, e.g. using Azuma’s inequality. We omit the proof.
Lemma 3.3. Suppose 0 < 1/n ≤ 1/q ≪ 1/k ≤ 1/2 and 1/q ≪ ν. Let H be an n-vertex
k-graph on vertex set V . Let Q ∈
(V
q
)
be a q-vertex subset of V chosen uniformly at
random. Then
P
[
|H[Q]| =
qk
nk
|H| ± ν
(
q
k
)]
≥ 1− 2e
−ν2q
8k2 .
3.3. Hypergraph regularity. In this subsection we introduce ε-regularity for hyper-
graphs. Suppose ℓ ≥ k ≥ 2 and V1, . . . , Vℓ are pairwise disjoint vertex sets. Let H
(k) be
an (ℓ, k, ∗)-graph on {V1, . . . , Vℓ}, let {i1, . . . , ik} ∈
([ℓ]
k
)
, and let H(k−1) be a (k, k−1, ∗)-
graph on {Vi1 , . . . , Vik}. We define the density of H
(k) with respect to H(k−1) as
d(H(k) | H(k−1)) :=
{
|H(k)∩Kk(H
(k−1))|
|Kk(H(k−1))|
if |Kk(H
(k−1))| > 0,
0 otherwise.
Suppose ε > 0 and d ≥ 0. We say H(k) is (ε, d)-regular with respect to H(k−1) if for all
Q(k−1) ⊆ H(k−1) with
|Kk(Q
(k−1))| ≥ ε|Kk(H
(k−1))|, we have |H(k) ∩ Kk(Q
(k−1))| = (d± ε)|Kk(Q
(k−1))|.
Note that if H(k) is (ε, d)-regular with respect to H(k−1) and H(k−1) 6= ∅, then we
have d(H(k) | H(k−1)) = d ± ε. We say H(k) is ε-regular with respect to H(k−1) if it is
(ε, d)-regular with respect to H(k−1) for some d ≥ 0.
We say an (ℓ, k, ∗)-graph H(k) on {V1, . . . , Vℓ} is (ε, d)-regular with respect to an (ℓ, k−
1, ∗)-graph H(k−1) on {V1, . . . , Vℓ} if for every Λ ∈
([ℓ]
k
)
H(k) is (ε, d)-regular with respect
to the restriction H(k−1)[Λ].
Let d = (d2, . . . , dk) ∈ R
k−1
≥0 . We say an (ℓ, k, ∗)-complex H = {H
(j)}kj=1 is (ε,d)-
regular if H(j) is (ε, dj)-regular with respect to H
(j−1) for every j ∈ [k] \ {1}. We
sometimes simply refer to a complex as being ε-regular if it is (ε,d)-regular for some
vector d.
3.4. Partitions of hypergraphs and the regular approximation lemma. The
regular approximation lemma of Ro¨dl and Schacht implies that for all k-graphs H, there
exists a k-graph G which is very close to H and so that G has a very ‘high quality’
partition into ε-regular subgraphs. To state this formally we need to introduce further
concepts involving partitions of hypergraphs.
Suppose A ⊇ B are finite sets, A is a partition of A, and B is a partition of B. We
say A refines B and write A ≺ B if for every A ∈ A there either exists B ∈ B such
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that A ⊆ B or A ⊆ A \B. The following definition concerns ‘approximate’ refinements.
Let ν ≥ 0. We say that A ν-refines B and write A ≺ν B if there exists a function
f : A → B ∪ {A \B} such that∑
A∈A
|A \ f(A)| ≤ ν|A|.
We make the following observations.
• A ≺ B if and only if A ≺0 B.
• Suppose A ,A ′,A ′′ are partitions of A,A′, A′′ respectively and A′′ ⊆
A′ ⊆ A. If A ≺ν A
′ and A ′ ≺ν′ A
′′, then A ≺ν+ν′ A
′′.
(3.1)
We now introduce the concept of a polyad. Roughly speaking, given a vertex partition
P(1), an i-polyad is an i-graph which arises from a partition P(i) of the complete partite
i-graph Ki(P
(1)). The (i+1)-cliques spanned by all the i-polyads give rise to a partition
P(i+1) of Ki+1(P
(1)) (see Definition 3.4). Such a ‘family of partitions’ then provides a
suitable framework for describing a regularity partition (see Definition 3.6).
Suppose we have a vertex partition P(1) = {V1, . . . , Vℓ} and ℓ ≥ k. For integers
k ≤ ℓ′ ≤ ℓ, we say that a hypergraph H is an (ℓ′, k, ∗)-graph with respect to P(1) if it is
an (ℓ′, k, ∗)-graph on {Vi : i ∈ Λ} for some Λ ∈
([ℓ]
ℓ′
)
.
Recall that Kj(P
(1)) is the family of all crossing j-sets with respect to P(1). Suppose
that for all i ∈ [k − 1] \ {1}, we have partitions P(i) of Ki(P
(1)) such that each part of
P(i) is an (i, i)-graph with respect to P(1). By definition, for each i-set I ∈ Ki(P
(1)),
there exists exactly one P (i) = P (i)(I) ∈ P(i) so that I ∈ P (i). Consider j ∈ [ℓ] and any
J ∈ Kj(P
(1)). For each i ∈ [max{j, k − 1}], the i-polyad Pˆ (i)(J) of J is defined by
Pˆ (i)(J) :=
⋃{
P (i)(I) : I ∈
(
J
i
)}
. (3.2)
Thus Pˆ (i)(J) is a (j, i)-graph with respect to P(1). Moreover, let
Pˆ(J) :=
{
Pˆ (i)(J)
}max{j,k−1}
i=1
, (3.3)
and for j ∈ [k − 1], let
Pˆ(j) :=
{
Pˆ (j)(J) : J ∈ Kj+1(P
(1))
}
. (3.4)
We note that Pˆ(1) is the set consisting of all (2, 1)-graphs with vertex classes Vs, Vt (for
all distinct s, t ∈ [ℓ]). Moreover, note that if Pˆ (j) ∈ Pˆ(j), it follows that there is a set
J ∈ Kj+1(P
(1)) such that Pˆ (j) = Pˆ (j)(J). Since J ∈ Kj+1(Pˆ
(j)(J)), we obtain that
Kj+1(Pˆ
(j)) 6= ∅ for any Pˆ (j) ∈ Pˆ(j).
The above definitions apply to arbitrary partitions P(i) of Ki(P
(1)). However, it will
be useful to consider partitions with more structure.
Definition 3.4 (Family of partitions). Suppose k ∈ N \ {1} and a = (a1, . . . , ak−1) ∈
Nk−1. We say P = P(k − 1,a) = {P(1), . . . ,P(k−1)} is a family of partitions on V if
it satisfies the following for each j ∈ [k − 1] \ {1}:
(i) P(1) is a partition of V into a1 ≥ k nonempty classes,
(ii) P(j) is a partition of Kj(P
(1)) into nonempty j-graphs such that
• P(j) ≺ {Kj(Pˆ
(j−1)) : Pˆ (j−1) ∈ Pˆ(j−1)} and
• |{P (j) ∈ P(j) : P (j) ⊆ Kj(Pˆ
(j−1))}| = aj for every Pˆ
(j−1) ∈ Pˆ(j−1).
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We say P = P(k − 1,a) is T -bounded if ‖a‖∞ ≤ T . For two families of partitions
P = P(k − 1,aP ) and Q = Q(k − 1,aQ), we say P ≺ Q if P(j) ≺ Q(j) for all
j ∈ [k − 1]. We say P ≺ν Q if P
(j) ≺ν Q
(j) for all j ∈ [k − 1].
As the concept of polyads is central to this paper, we emphasize the following:
Proposition 3.5. Let k ∈ N \ {1}, a ∈ N(k−1) and P = P(k − 1,a) be a family of
partitions. Then for all i ∈ [k − 1] and j ∈ [a1], the following hold.
(i) if i > 1, then P(i) is a partition of Ki(P
(1)) into (i, i, ∗)-graphs with respect to
P(1),
(ii) each Pˆ (i) ∈ Pˆ(i) is an (i+ 1, i, ∗)-graph with respect to P(1),
(iii) for each j-set J ∈ Kj(P
(1)), Pˆ(J) as defined in (3.3) is a complex.
We now extend the concept of ε-regularity to families of partitions.
Definition 3.6 (Equitable family of partitions). Let k ∈ N \ {1}. Suppose η > 0 and
a = (a1, . . . , ak−1) ∈ Nk−1. Let V be a vertex set of size n. We say a family of partitions
P = P(k − 1,a) on V is (η, ε,a, λ)-equitable if it satisfies the following:
(i) a1 ≥ η
−1,
(ii) P(1) = {Vi : i ∈ [a1]} satisfies |Vi| = (1± λ)n/a1 for all i ∈ [a1], and
(iii) if k ≥ 3, then for every k-set K ∈ Kk(P
(1)) the collection Pˆ(K) = {Pˆ (j)(K)}k−1j=1
is an (ε,d)-regular (k, k − 1, ∗)-complex, where d = (1/a2, . . . , 1/ak−1).
As before we drop λ if |Vi| ∈ {⌊n/a1⌋, ⌊n/a1⌋ + 1} and say P is (η, ε,a)-equitable.
Note that for any λ ≤ 1/3, every (η, ε,a, λ)-equitable family of partitions P satisfies∣∣∣∣
(
V
k
)
\ Kk(P
(1))
∣∣∣∣ ≤ k2η
(
n
k
)
. (3.5)
We next introduce the concept of perfect ε-regularity with respect to a family of
partitions.
Definition 3.7 (Perfectly regular). Suppose ε > 0 and k ∈ N \ {1}. Let H(k) be a
k-graph with vertex set V and let P = P(k − 1,a) be a family of partitions on V . We
say H(k) is perfectly ε-regular with respect to P if for every Pˆ (k−1) ∈ Pˆ(k−1) the graph
H(k) is ε-regular with respect to Pˆ (k−1).
Having introduced the necessary notation, we are now ready to state the regular
approximation lemma due to Ro¨dl and Schacht. It states that for every k-graph H,
there is a k-graph G that is close to H and that has very good regularity properties.
Theorem 3.8 (Regular approximation lemma [39]). Let k ∈ N \ {1}. For all η, ν > 0
and every function ε : Nk−1 → (0, 1], there are integers t0 := t3.8(η, ν, ε) and n0 :=
n3.8(η, ν, ε) so that the following holds:
For every k-graph H on at least n ≥ n0 vertices, there exists a k-graph G on V (H)
and a family of partitions P = P(k − 1,aP) on V (H) so that
(i) P is (η, ε(aP ),aP)-equitable and t0-bounded,
(ii) G is perfectly ε(aP )-regular with respect to P, and
(iii) |G△H| ≤ ν
(n
k
)
.
The crucial point here is that in applications we may apply Theorem 3.8 with a
function ε such that ε(aP)≪ ‖aP‖−1∞ . This is in contrast to other versions (see e.g. [26,
41, 44]) where (roughly speaking) in (iii) we have G = H but in (ii) we have an error
parameter ε′ which may be large compared to ‖aP‖−1∞ .
We next state a generalization (Lemma 3.9) of the regular approximation lemma
which was also proved by Ro¨dl and Schacht (see Lemma 25 in [39]). Lemma 3.9 has two
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additional features in comparison to Theorem 3.8. Firstly, we can prescribe a family of
partitions Q and obtain a refinement P of Q, and secondly, we are not only given one
k-graph H but a collection of k-graphs Hi that partitions the complete k-graph. Thus
we may view Lemma 3.9 as a ‘partition version’ of Theorem 3.8.
Lemma 3.9 (Ro¨dl and Schacht [39]). For all o, s ∈ N, k ∈ N \ {1}, all η, ν > 0,
and every function ε : Nk−1 → (0, 1], there are µ = µ3.9(k, o, s, η, ν, ε) > 0 and t =
t3.9(k, o, s, η, ν, ε) ∈ N and n0 = n3.9(k, o, s, η, ν, ε) ∈ N such that the following hold.
Suppose
(O1)3.9 V is a set and |V | = n ≥ n0,
(O2)3.9 Q = Q(k,a
Q) is a (1/aQ1 , µ,a
Q)-equitable o-bounded family of partitions on V ,
(O3)3.9 H
(k) = {H
(k)
1 , . . . ,H
(k)
s } is a partition of
(
V
k
)
so that H (k) ≺ Q(k).
Then there exist a family of partitions P = P(k − 1,aP ) and a partition G (k) =
{G
(k)
1 , . . . , G
(k)
s } of
(V
k
)
satisfying the following for every i ∈ [s] and j ∈ [k − 1].
(P1)3.9 P is a t-bounded (η, ε(a
P ),aP )-equitable family of partitions, and aQj divides
aPj ,
(P2)3.9 P ≺ {Q
(j)}k−1j=1 ,
(P3)3.9 G
(k)
i is perfectly ε(a
P)-regular with respect to P,
(P4)3.9
∑s
i=1 |G
(k)
i △H
(k)
i | ≤ ν
(
n
k
)
, and
(P5)3.9 G
(k) ≺ Q(k) and if H
(k)
i ⊆ Kk(Q
(1)), then G
(k)
i ⊆ Kk(Q
(1)).
In Lemma 3.9 we may assume without loss of generality that 1/µ, t, n0 are non-
decreasing in k, o, s and non-increasing in η, ν.
3.5. The address space. Later on, we will need to explicitly refer to the densities
arising, for example, in Theorem 3.8(ii). For this (and other reasons) it is convenient to
consider the ‘address space’. Roughly speaking the address space consists of a collection
of vectors where each vector identifies a polyad.
For a, s ∈ N, we recursively define [a]s by [a]s := [a]s−1× [a] and [a]1 := [a]. To define
the address space, let us write
([a1]
ℓ
)
<
:= {(α1, . . . , αℓ) ∈ [a1]
ℓ : α1 < · · · < αℓ}.
Suppose k′, ℓ, p ∈ N, ℓ ≥ k′, and p ≥ max{k′ − 1, 1}, and a = (a1, . . . , ap) ∈ Np. We
define
Aˆ(ℓ, k′ − 1,a) :=
(
[a1]
ℓ
)
<
×
k′−1∏
j=2
[aj ]
(ℓj)
to be the (ℓ, k′)-address space. Observe that Aˆ(1, 0,a) = [a1] and Aˆ(2, 1,a) =
([a1]
2
)
<
.
Recall that for a vector x, the set x∗ was defined at the beginning of Section 3. Note
that if k′ > 1, then each xˆ ∈ Aˆ(ℓ, k′ − 1,a) can be written as xˆ = (x(1), . . . ,x(k
′−1)),
where x(1) ∈
([a1]
ℓ
)
<
and x(j) ∈ [aj ]
(ℓj) for each j ∈ [k′ − 1] \ {1}. Thus each entry of the
vector x(j) corresponds to (i.e. is indexed by) a subset of
([ℓ]
j
)
. We order the elements of
both
([ℓ]
j
)
and
(
x
(1)
∗
j
)
lexicographically and consider the bijection g :
(
x
(1)
∗
j
)
→
([ℓ]
j
)
which
preserves this ordering. For each Λ ∈
(
x
(1)
∗
j
)
and j ∈ [k′− 1], we denote by x
(j)
Λ the entry
of x(j) which corresponds to the set g(Λ).
3.5.1. Basic properties of the address space. Let k ∈ N \ {1} and let V be a vertex
set of size n. Let P(k − 1,a) be a family of partitions on V . For each crossing ℓ-set
L ∈ Kℓ(P
(1)), the address space allows us to identify (and thus refer to) the set of
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polyads ‘supporting’ L. We will achieve this by defining a suitable operator xˆ(L) which
maps L to the address space.
To do this, write P(1) = {Vi : i ∈ [a1]}. Recall from Definition 3.4(ii) that for
j ∈ [k−1]\{1}, we partition Kj(Pˆ
(j−1)) of every (j−1)-polyad Pˆ (j−1) ∈ Pˆ(j−1) into aj
nonempty parts in such a way that P(j) is the collection of all these parts. Thus, there is
a labelling φ(j) : P(j) → [aj ] such that for every polyad Pˆ
(j−1) ∈ Pˆ(j−1), the restriction
of φ(j) to {P (j) ∈ P(j) : P (j) ⊆ Kj(Pˆ
(j−1))} is injective. The set Φ := {φ(2), . . . , φ(k−1)}
is called an a-labelling of P(k− 1,a). For a given set L ∈ Kℓ(P
(1)), we denote cl(L) :=
{i : Vi ∩ L 6= ∅}.
Consider any ℓ ∈ [a1]. Let j
′ := min{k − 1, ℓ− 1} and let j′′ := max{j′, 1}. For every
ℓ-set L ∈ Kℓ(P
(1)) we define an integer vector xˆ(L) = (x(1)(L), . . . ,x(j
′′)(L)) by
• x(1)(L) := (α1, . . . , αℓ), where α1 < . . . < αℓ and L ∩ Vαi = {vαi},
• and for i ∈ [j′] \ {1} we set
x(i)(L) :=
(
φ(i)(P (i)) : {vλ : λ ∈ Λ} ∈ P
(i), P (i) ∈ P(i)
)
Λ∈(cl(L)i )
.
(3.6)
Here, we order
(cl(L)
i
)
lexicographically. In particular, x(i)(L) is a vector of length
(ℓ
i
)
.
By definition, xˆ(L) ∈ Aˆ(ℓ, j′,a) for every L ∈ Kℓ(P
(1)) with ℓ, j′ as above. Our next
aim is to define an operator xˆ(·) which maps the set Pˆ(j−1) of (j−1)-polyads injectively
into the address space Aˆ(j, j − 1,a) (see (3.7)). We will then extend this further into a
bijection between elements of the address spaces and their corresponding hypergraphs.
However, before we can define xˆ(·), we need to introduce some more notation.
Suppose j ∈ [k′ − 1]. For xˆ ∈ Aˆ(ℓ, k′ − 1,a) and J ∈ Kj(P
(1)) with cl(J) ⊆ x
(1)
∗ , we
define x
(j)
J := x
(j)
cl(J). Thus from now on, we may refer to the entries of x
(j) either by an
index set Λ ∈
(
x
(1)
∗
j
)
or by a set J ∈ Kj(P
(1)).
Next we introduce a relation on the elements of (possibly different) address spaces.
Consider xˆ = (x(1),x(2), . . . ,x(k
′−1)) ∈ Aˆ(ℓ, k′ − 1,a) with ℓ′ ≤ ℓ and k′′ ≤ k′. We define
yˆ ≤ℓ′,k′′−1 xˆ if
• yˆ = (y(1),y(2), . . . ,y(k
′′−1)) ∈ Aˆ(ℓ′, k′′ − 1,a),
• y
(1)
∗ ⊆ x
(1)
∗ and
• x
(j)
Λ = y
(j)
Λ for any Λ ∈
(
y
(1)
∗
j
)
and j ∈ [k′′ − 1] \ {1}.
Thus any yˆ ∈ Aˆ(ℓ′, k′′ − 1,a) with yˆ ≤ℓ′,k′′−1 xˆ can be viewed as the restriction of xˆ to
an ℓ′-subset of the ℓ-set x
(1)
∗ . Hence for xˆ ∈ Aˆ(ℓ, k
′− 1,a), there are exactly
( ℓ
ℓ′
)
distinct
integer vectors yˆ ∈ Aˆ(ℓ′, k′′ − 1,a) such that yˆ ≤ℓ′,k′′−1 xˆ. Also it is easy to check the
following properties.
Proposition 3.10. Suppose P = P(k − 1,a) is a family of partitions, i ∈ [a1] and
i′ := min{i, k}.
(i) Whenever I ∈ Ki(P
(1)) and J ∈ Kj(P
(1)) with I ⊆ J , then xˆ(I) ≤i,i′−1 xˆ(J).
(ii) If J ∈ Kj(P
(1)) and yˆ ≤i,i′−1 xˆ(J), then there exists a unique I ∈
(J
i
)
such that
yˆ = xˆ(I).
Now we are ready to introduce the promised bijection between the elements of address
spaces and their corresponding hypergraphs.
Consider j ∈ [k] \ {1}. Recall that for every j-set J ∈ Kj(P
(1)), we have xˆ(J) ∈
Aˆ(j, j − 1,a). Moreover, recall that Kj(Pˆ
(j−1)) 6= ∅ for any Pˆ (j−1) ∈ Pˆ(j−1), and note
that xˆ(J) = xˆ(J ′) for all J, J ′ ∈ Kj(Pˆ
(j−1)) and all Pˆ (j−1) ∈ Pˆ(j−1). Hence, for each
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Pˆ (j−1) ∈ Pˆ(j−1) we can define
xˆ(Pˆ (j−1)) := xˆ(J) for some J ∈ Kj(Pˆ
(j−1)). (3.7)
Let
Aˆ(j, j − 1,a)6=∅ := {xˆ ∈ Aˆ(j, j − 1,a) : ∃Pˆ
(j−1) ∈ Pˆ(j−1) such that xˆ(Pˆ (j−1)) = xˆ}
= {xˆ ∈ Aˆ(j, j − 1,a) : ∃J ∈ Kj(P
(1)) such that xˆ = xˆ(J)},
Aˆ(j, j − 1,a)∅ := Aˆ(j, j − 1,a) \ Aˆ(j, j − 1,a)6=∅.
Clearly (3.7) gives rise to a bijection between Pˆ(j−1) and Aˆ(j, j−1,a)6=∅. Thus for each
xˆ ∈ Aˆ(j, j − 1,a)6=∅, we can define the polyad Pˆ
(j−1)(xˆ) of xˆ by
Pˆ (j−1)(xˆ) := Pˆ (j−1) such that Pˆ (j−1) ∈ Pˆ(j−1) with xˆ = xˆ(Pˆ (j−1)). (3.8)
Note that for any J ∈ Kj(P
(1)), we have Pˆ (j−1)(xˆ(J)) = Pˆ (j−1)(J).
We will frequently make use of an explicit description of a polyad in terms of the
partition classes it contains (see (3.12)). For this, we proceed as follows. For each
b ∈ [a1], let P
(1)(b, b) := Vb. For each j ∈ [k− 1] \ {1} and (xˆ, b) ∈ Aˆ(j, j − 1,a)6=∅× [aj ],
we let
P (j)(xˆ, b) := P (j) ∈ P(j) such that φ(j)(P (j)) = b and P (j) ⊆ Kj(Pˆ
(j−1)(xˆ)). (3.9)
Using Definition 3.4(ii), we conclude that so far P (j)(xˆ, b) is well-defined for each (xˆ, b) ∈
Aˆ(j, j − 1,a)6=∅ × [aj ] and all j ∈ [k − 1] \ {1}.
For convenience we now extend the domain of the above definitions to cover the
‘trivial’ cases. For (xˆ, b) ∈ Aˆ(j, j − 1,a)∅ × [aj ], we let
P (j)(xˆ, b) := ∅. (3.10)
We also let P (1)(a, b) := ∅ for all a, b ∈ [a1] with a 6= b. For all j ∈ [k − 1] and
xˆ ∈ Aˆ(j + 1, j,a)∅, we define
Pˆ (j)(xˆ) :=
⋃
yˆ≤j,j−1xˆ
P (j)(yˆ,x
(j)
y
(1)
∗
). (3.11)
To summarize, given a family of partitions P = P(k − 1,a) and an a-labelling Φ,
for each j ∈ [k − 1], this defines P (j)(xˆ, b) for xˆ ∈ Aˆ(j, j − 1,a) and b ∈ [aj ] and Pˆ
(j)(xˆ)
for all xˆ ∈ Aˆ(j + 1, j,a). For later reference, we collect the relevant properties of these
objects below. For each j ∈ [k − 1] \ {1}, it will be convenient to extend the domain of
the a-labelling φ(j) of P(j) to all j-sets J ∈ Kj(P
(1)) by setting φ(j)(J) := φ(j)(P (j)),
where P (j) ∈ P(j) is the unique j-graph that contains J .
Proposition 3.11. For a given family of partitions P = P(k − 1,a) and an a-
labelling Φ, the following hold for all j ∈ [k − 1].
(i) Pˆ (j)(·) : Aˆ(j + 1, j,a)6=∅ → Pˆ
(j) is a bijection.
(ii) For j ≥ 2, the restriction of P (j)(·, ·) onto Aˆ(j, j − 1,a)6=∅ × [aj ] is a bijection
onto P(j).
(iii) xˆ ∈ Aˆ(j + 1, j,a)6=∅ if and only if Kj+1(Pˆ
(j)(xˆ)) 6= ∅.
(iv) Each xˆ ∈ Aˆ(j + 1, j,a) satisfies
Pˆ (j)(xˆ) =
⋃
yˆ≤j,j−1xˆ
P (j)(yˆ,x
(j)
y
(1)
∗
). (3.12)
(v) {P (j)(xˆ, b) : xˆ ∈ Aˆ(j, j − 1,a), b ∈ [aj ]} forms a partition of Kj(P
(1)).
(vi) {Kj+1(Pˆ
(j)(xˆ)) : xˆ ∈ Aˆ(j + 1, j,a)} forms a partition of Kj+1(P
(1)).
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(vii) {P (j+1)(xˆ, b) : xˆ ∈ Aˆ(j + 1, j,a), b ∈ [aj+1]} ≺ {Kj+1(Pˆ
(j)(xˆ)) : xˆ ∈ Aˆ(j +
1, j,a)}.
(viii) If P(k−1,a) is T -bounded, then |Pˆ(j)| ≤ |Aˆ(j+1, j,a)| ≤ T 2
j+1−1 and |P(j)| ≤
T 2
j
.
(ix) If Kj+1(Pˆ
(j)(xˆ)) 6= ∅ for all xˆ ∈ Aˆ(j+1, j,a), then Pˆ (j)(·) : Aˆ(j+1, j,a) → Pˆ(j)
is a bijection and, if in addition j < k − 1, then P (j+1)(·, ·) : Aˆ(j + 1, j,a) ×
[aj+1]→ P
(j+1) is also a bijection.
(x) Aˆ(j, j − 1,a)∅ = ∅ for all j ∈ [2] and thus Pˆ
(1)(·) and P (2)(·, ·) are always
bijections.
(xi) If P ≺ Q(k−1,aQ), then {Kj+1(Pˆ
(j)(xˆ)) : xˆ ∈ Aˆ(j+1, j,a)} ≺ {Kj+1(Qˆ
(j)(xˆ)) :
xˆ ∈ Aˆ(j + 1, j,aQ)}.
Proof. Observe that (i) and (ii) hold by definition. Note that xˆ ∈ Aˆ(j + 1, j,a)6=∅
if and only if xˆ = xˆ(J) for some J ∈ Kj+1(P
(1)) if and only if there exists a set
J ∈ Kj+1(Pˆ
(j)(xˆ)). Thus (iii) holds. To show (iv), by (3.11), we may assume xˆ ∈
Aˆ(j + 1, j,a)6=∅. Thus we know that Kj+1(Pˆ
(j)(xˆ)) contains at least one (j + 1)-set J
and xˆ = xˆ(J). By (3.2), we have
Pˆ (j)(xˆ) = Pˆ (j)(J) =
⋃
I∈(Jj)
P (j)(I).
By Proposition 3.10(ii), we know that yˆ ≤j,j−1 xˆ if and only if yˆ = xˆ(I) for some
I ∈
(J
j
)
. Consider any j-set I ⊆ J . Recall that Pˆ (j−1)(xˆ(I)) = Pˆ (j−1)(I), and thus
I ∈ Kj(Pˆ
(j−1)(xˆ(I))). Together with (3.9) this implies that P (j)(I) = P (j)(xˆ(I), φ(j)(I)),
where P (j)(I) is the unique part of P(j) that contains I. Since φ(j)(I) = φ(j)(P (j)(I)) =
x(j)(J)I holds by (3.6), we have
Pˆ (j)(xˆ) =
⋃
I∈(Jj)
P (j)(I) =
⋃
I∈(Jj)
P (j)(xˆ(I),x(j)(J)I) =
⋃
yˆ≤j,j−1xˆ
P (j)(yˆ,x
(j)
y
(1)
∗
).
This shows that (iv) holds. It is easy to see that (i), (ii), (iii) and Definition 3.4(ii)
together imply (v), (vi) and (vii). If P(k − 1,a) is T -bounded, (i) implies that
|Pˆ(j)| ≤ |Aˆ(j + 1, j,a)| ≤
j∏
i=1
a
(j+1i )
i ≤
j∏
i=1
T (
j+1
i ) ≤ T 2
j+1−1.
Thus for j ∈ [k − 1] \ {1}, we have |P(j)| ≤ aj |Pˆ
(j−1)| ≤ T 2
j
. Also |P(1)| = a1 ≤ T ,
thus we have (viii). Statement (ix) follows from (i), (ii) and (iii). Property (x) is trivial
from the definitions.
Finally we show (xi). Suppose J ∈ Kj+1(Pˆ
(j)(xˆ)) ∩ Kj+1(Qˆ
(j)(yˆ)) for some xˆ ∈
Aˆ(j + 1, j,a) and yˆ ∈ Aˆ(j + 1, j,aQ). Then (iii) implies that Pˆ (j)(xˆ) = Pˆ (j)(J) and
Qˆ(j)(yˆ) = Qˆ(j)(J). Since P ≺ Q, we have P (j)(I) ⊆ Q(j)(I). Thus
Pˆ (j)(xˆ)
(3.2)
=
⋃
I∈(Jj)
P (j)(I) ⊆
⋃
I∈(Jj)
Q(j)(I)
(3.2)
= Qˆ(j)(yˆ).
Thus we have Kj+1(Pˆ
(j)) ⊆ Kj+1(Qˆ
(j)(J)). This implies (xi). 
We remark that the counting lemma (see Lemma 4.5) will enable us to restrict our
attention to families of partitions as in Proposition 3.11(ix). This is formalized in
Lemma 4.6.
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For j ∈ [k − 1], ℓ ≥ j + 1 and for each xˆ ∈ Aˆ(ℓ, j,a), we define the polyad of xˆ by
Pˆ (j)(xˆ) :=
⋃
yˆ≤j+1,j xˆ
Pˆ (j)(yˆ)
(3.12)
=
⋃
zˆ≤j,j−1xˆ
P (j)(zˆ,x
(j)
z
(1)
∗
). (3.13)
(Note that this generalizes the definition made in (3.8) for the case ℓ = j + 1.) The
following fact follows easily from the definition.
Proposition 3.12. Let P = P(k − 1,a) be a family of partitions. Let j ∈ [k − 1] and
ℓ ≥ j + 1. Then for every L ∈ Kℓ(P
(1)), there exists a unique xˆ ∈ Aˆ(ℓ, j,a) such that
L ∈ Kℓ(Pˆ
(j)(xˆ)).
Note that (3.9) and (3.13) together imply that, for all j ∈ [k−1] and xˆ ∈ Aˆ(j+1, j,a),
Pˆ(xˆ) :=


⋃
yˆ≤j+1,ixˆ
Pˆ (i)(yˆ)


i∈[j]
(3.14)
is a (j + 1, j)-complex. Moreover, using Proposition 3.11(iii) it is easy to check that for
each xˆ ∈ Aˆ(j + 1, j,a) with Kj+1(Pˆ
(j)(xˆ)) 6= ∅, we have (for Pˆ(J) as defined in (3.3))
Pˆ(xˆ) = Pˆ(J) for some J ∈ Kj+1(P
(1)). (3.15)
3.5.2. Constructing families of partitions using the address space. On several occasions
we will construct P (j)(xˆ, b) and Pˆ (j)(xˆ) first and then show that they actually give rise
to a family of partitions for which we can use the properties listed in Proposition 3.11.
The following lemma, which can easily be proved by induction, provides a criterion to
show that this is indeed the case.
Lemma 3.13. Suppose k ∈ N \ {1} and a ∈ Nk−1. Suppose P(1) = {V1, . . . , Va1}
is a partition of a vertex set V . Suppose that for each j ∈ [k − 1] \ {1} and each
(xˆ, b) ∈ Aˆ(j, j − 1,a)× [aj ], we are given a j-graph P
′(j)(xˆ, b), and for each j ∈ [k] \ {1}
and xˆ ∈ Aˆ(j, j − 1,a), we are given a (j − 1)-graph Pˆ ′
(j−1)
(xˆ). Let
P ′(1)(b, b) := Vb for all b ∈ [a1], and
P(j) := {P ′(j)(xˆ, b) : (xˆ, b) ∈ Aˆ(j, j − 1,a)× [aj ]} for all j ∈ [k − 1] \ {1}.
Suppose the following conditions hold:
(FP1) P ′(1)(b, b) 6= ∅ for each b ∈ [a1]; moreover for each j ∈ [k − 1] \ {1} and each
(xˆ, b) ∈ Aˆ(j, j − 1,a)× [aj ], we have P
′(j)(xˆ, b) 6= ∅.
(FP2) For each j ∈ [k − 1] \ {1} and xˆ ∈ Aˆ(j, j − 1,a), the set {P ′(j)(xˆ, b) : b ∈ [aj ]}
has size aj and forms a partition of Kj(Pˆ ′
(j−1)
(xˆ)).
(FP3) For each j ∈ [k − 1] and xˆ ∈ Aˆ(j + 1, j,a), we have
Pˆ ′
(j)
(xˆ) =
⋃
yˆ≤j,j−1xˆ
P ′(j)(yˆ,x
(j)
y
(1)
∗
).
Then the a-labelling Φ = {φ(i)}k−1i=2 given by φ
(i)(P ′(i)(xˆ, b)) = b for each (xˆ, b) ∈ Aˆ(i, i−
1,a)× [ai] is well-defined and satisfies the following:
(FQ1) P = {P(i)}k−1i=1 is a family of partitions on V .
(FQ2) The maps P (j)(·, ·) and Pˆ (j)(·) defined in (3.8)–(3.11) for P, Φ satisfy that for
each j ∈ [k − 1] \ {1} and (xˆ, b) ∈ Aˆ(j, j − 1,a) × [aj ], we have
P (j)(xˆ, b) = P ′(j)(xˆ, b),
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and for each j ∈ [k − 1] and xˆ ∈ Aˆ(j + 1, j,a) we have
Pˆ (j)(xˆ) = Pˆ ′
(j)
(xˆ).
3.5.3. Density functions of address spaces. For k ∈ N \ {1} and a ∈ Nk−1, we say a
function da,k : Aˆ(k, k − 1,a) → [0, 1] is a density function of Aˆ(k, k − 1,a). For two
density functions d1a,k and d
2
a,k, we define the distance between d
1
a,k and d
2
a,k by
dist(d1a,k, d
2
a,k) := k!
k−1∏
i=1
a
−(ki)
i
∑
xˆ∈Aˆ(k,k−1,a)
|d1a,k(xˆ)− d
2
a,k(xˆ)|.
Since |Aˆ(k, k− 1,a)| =
(a1
k
)∏k−1
i=2 a
(ki)
i , we always have that dist(d
1
a,k, d
2
a,k) ≤ 1. Suppose
we are given a density function da,k, a real ε > 0, and a k-graph H
(k). We say a family
of partitions P = P(k − 1,a) on V (H(k)) is an (ε, da,k)-partition of H
(k) if for every
xˆ ∈ Aˆ(k, k−1,a) the k-graph H(k) is (ε, da,k(xˆ))-regular with respect to Pˆ
(k−1)(xˆ). If P
is also (1/a1, ε,a)-equitable (as specified in Definition 3.6), we say P is an (ε,a, da,k)-
equitable partition of H(k). Note that
if Pˆ (k−1)(·) : Aˆ(k, k − 1,a) → Pˆ(k−1) is a bijection, then H(k) is perfectly ε-
regular with respect to P if and only if there exists a density function da,k such
that P is an (ε, da,k)-partition of H
(k).
(3.16)
3.6. Regularity instances. A regularity instance R encodes an address space, an as-
sociated density function and a regularity parameter. Roughly speaking, a regularity
instance can be thought of as encoding a weighted ‘reduced multihypergraph’ obtained
from an application of the regularity lemma for hypergraphs. To formalize this, let
ε3.14(·, ·) : N× N→ (0, 1] be a function which satisfies the following.
• ε3.14(·, k) is a decreasing function for any fixed k ∈ N with limt→∞ ε3.14(t, k) =
0,
• ε3.14(t, ·) is a decreasing function for any fixed t ∈ N,
• ε3.14(t, k) < t
−4kε4.5(1/t, 1/t, k − 1, k)/4, where ε4.5 is defined in Lemma 4.5.
Definition 3.14 (Regularity instance). A regularity instance R = (ε,a, da,k) is a triple,
where a = (a1, . . . , ak−1) ∈ Nk−1 with 0 < ε ≤ ε3.14(‖a‖∞, k), and da,k is a density
function of Aˆ(k, k − 1,a). A k-graph H satisfies the regularity instance R if there exists
a family of partitions P = P(k − 1,a) such that P is an (ε,a, da,k)-equitable partition
of H. The complexity of R is 1/ε.
Since ε3.14 depends only on ‖a‖∞ and k, it follows that for given r and fixed k, the
number of vectors a which could belong to a regularity instance R with complexity r is
bounded by a function of r.
Definition 3.15 (Regular reducible). A k-graph property P is regular reducible if for
any β > 0, there exists an r = r3.15(β,P) such that for any integer n ≥ k, there is a
family R = R(n, β,P) of at most r regularity instances, each of complexity at most r,
such that the following hold for every α > β and every n-vertex k-graph H:
• If H satisfies P, then there exists R ∈ R such that H is β-close to satisfying R.
• If H is α-far from satisfying P, then for any R ∈ R the k-graph H is (α−β)-far
from satisfying R.
Thus a property is regular reducible if it can be (approximately) encoded by a bounded
number of regularity instances of bounded complexity. We will often make use of the
fact that if we apply the regular approximation lemma (Theorem 3.8) to a k-graph H to
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obtain G and P, then aP together with the densities of G with respect to the polyads
in Pˆ(k−1) naturally give rise to a regularity instance R where G satisfies R and H is
close to satisfying R.
Note that different choices of ε3.14 lead to a different definition of regularity instances
and thus might lead to a different definition of being regular reducible. However, our
main result implies that for any appropriate choice of ε3.14, being regular reducible
and testability are equivalent. In particular, if a property is regular reducible for an
appropriate choice of ε3.14, then it is regular reducible for all appropriate choices of
ε3.14, and so ‘regular reducibility’ is well defined.
4. Hypergraph regularity: counting lemmas and approximation
In this section we present several results about hypergraph regularity. The first few
results are simple observations which follow either from the definition of ε-regularity
or can be easily proved by standard probabilistic arguments. We omit the proofs. In
Section 4.2 we then derive an induced version of the ‘counting lemma’ that is suitable
for our needs (see Lemma 4.9).
In Section 4.3 we show that for every k-graph H, there is a k-graph G that is close to
H and has better regularity parameters. As a qualitative statement of this is trivial, the
crucial point of our statement is the exact relation of the parameters. In Section 4.4 we
make two simple observations on refinements of partitions and in Section 4.5 we consider
small perturbations of a given family of partitions. In Section 4.6 we relate the distance
between two k-graphs and the distance of their density functions.
4.1. Simple hypergraph regularity results. We will use the following results which
follow easily from the definition of hypergraph regularity (see Section 3.3).
Lemma 4.1. Suppose m ∈ N, 0 < ε ≤ α2 < 1 and d ∈ [0, 1]. Suppose H(k)
is an (m,k, k, 1/2)-graph which is (ε, d)-regular with respect to an (m,k, k − 1, 1/2)-
graph H(k−1). Suppose Q(k−1) ⊆ H(k−1) and H ′(k) ⊆ H(k) such that |Kk(Q
(k−1))| ≥
α|Kk(H
(k−1))| and H ′(k) is (ε, d′)-regular with respect to H(k−1) for some d′ ≤ d. Then
(i) Kk(H
(k−1)) \H(k) is (ε, 1− d)-regular with respect to H(k−1),
(ii) H(k) is (ε/α, d)-regular with respect to Q(k−1), and
(iii) H(k) \H ′(k) is (2ε, d − d′)-regular with respect to H(k−1).
Lemma 4.2. Suppose m ∈ N, 0 < ε ≤ 1/100, d ∈ [0, 1] and ν ≤ ε10. Suppose H(k)
and G(k) are (m,k, k, 1/2)-graphs on {V1, . . . , Vk}, and H
(k−1) and G(k−1) are (m,k, k−
1, 1/2)-graphs on {V1, . . . , Vk}. Suppose H
(k) is (ε, d)-regular with respect to H(k−1). If
|Kk(H
(k−1))| ≥ ν1/2mk, |H(k)△G(k)| ≤ νmk and |H(k−1)△G(k−1)| ≤ νmk−1, then G(k)
is (ε+ ν1/3, d)-regular with respect to G(k−1).
Lemma 4.3. Suppose 0 < ε ≪ 1/k, 1/s. Suppose that H
(k)
1 , . . . ,H
(k)
s are edge-disjoint
(k, k, ∗)-graphs such that each H
(k)
i is ε-regular with respect to a (k, k−1, ∗)-graph H
(k−1).
Then
⋃s
i=1H
(k)
i is sε-regular with respect to H
(k−1).
We will also use the following observation (see for example [39]), which can be easily
proved using Chernoff’s inequality.
Lemma 4.4 (Slicing lemma [39]). Suppose 0 < 1/m≪ d, ε, p0, 1/s and d ≥ 2ε. Suppose
that
• H(k) is an (ε, d)-regular k-graph with respect to a (k − 1)-graph H(k−1),
• |Kk(H
(k−1))| ≥ mk/ logm,
• p1, . . . , ps ≥ p0 and
∑s
i=1 pi ≤ 1.
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Then there exists a partition {H
(k)
0 ,H
(k)
1 , . . . ,H
(k)
s } of H(k) such that H
(k)
i is (3ε, pid)-
regular with respect to H(k−1) for every i ∈ [s], and H
(k)
0 is (3ε, (1−
∑
pi)d)-regular with
respect to H(k−1).
4.2. Counting lemmas. Kohayakawa, Ro¨dl and Skokan proved the following ‘counting
lemma’ (Theorem 6.5 in [31]), which asserts that the number of copies of a given K
(k)
ℓ in
an (ε,d)-regular complex is close to what one could expect in a corresponding random
complex. We will deduce several versions of this which suit our needs.
Lemma 4.5 (Counting lemma [31]). For all γ, d0 > 0 and k, ℓ,m0 ∈ N \{1} with k ≤ ℓ,
there exist ε0 := ε4.5(γ, d0, k, ℓ) ≤ 1 and m0 := n4.5(γ, d0, k, ℓ) such that the following
holds: Suppose 0 ≤ λ < 1/4. Suppose 0 < ε ≤ ε0 and m0 ≤ m and d = (d2, . . . , dk) ∈
Rk−1 such that dj ≥ d0 for every j ∈ [k] \ {1}. Suppose that H = {H(j)}kj=1 is an (ε,d)-
regular (m, ℓ, k, λ)-complex, and H(1) = {V1, . . . , Vℓ} with mi = |Vi| for every i ∈ [ℓ].
Then
|Kℓ(H
(k))| = (1± γ)
k∏
j=2
d
(ℓj)
j ·
ℓ∏
i=1
mi.
Recall that equitable families of partitions were defined in Section 3.4. Based on
the counting lemma, it is easy to show that for an equitable family of partitions P
and an a-labelling Φ, the maps Pˆ (j−1)(·) : Aˆ(j, j − 1,a) → Pˆ(j−1) and P (j)(·, ·) :
Aˆ(j, j−1,a)× [aj ]→ P
(j) defined in Section 3.5 are bijections. We will frequently make
use of this fact in subsequent sections, often without referring to Lemma 4.6 explicitly.
Lemma 4.6. Suppose that k, t ∈ N \ {1}, 0 ≤ λ < 1/4 and ε/3 ≤ ε3.14(t, k) and
a = (a1, . . . , ak−1) ∈ [t]
k−1 and |V | = n with 1/n ≪ 1/t, 1/k. If P = P(k − 1,a) is a
(1/a1, ε,a, λ)-equitable family of partitions on V , and P with an a-labelling Φ defines
maps Pˆ (j−1)(·) and P (j−1)(·, ·), then the following hold.
(i) For each j ∈ [k − 1], Pˆ (j)(·) : Aˆ(j + 1, j,a) → Pˆ(j) is a bijection and if j > 1,
then P (j)(·, ·) : Aˆ(j, j − 1,a) × [aj ] → P
(j) is also a bijection. In particular,
Aˆ(j, j − 1,a) = Aˆ(j, j − 1,a)6=∅.
(ii) For each j ∈ [k− 1] \ {1} and xˆ ∈ Aˆ(j+1, j,a), Pˆ(xˆ) is an (ε, (1/a2, . . . , 1/aj))-
regular (j + 1, j, λ)-complex.
Note that in Lemma 4.5 the graphs H(k)[Λ] for Λ ∈
(ℓ
k
)
are all (ε, dk)-regular with
respect to H(k−1)[Λ]. In view of Lemma 4.4, we obtain the following corollary, which
allows for varying densities at the k-th ‘level’.
Corollary 4.7. For all γ, d0 > 0 and k, ℓ ∈ N \ {1} with k ≤ ℓ, there exist ε0 :=
ε4.7(γ, d0, k, ℓ) and m0 := n4.7(γ, d0, k, ℓ) such that the following holds: Suppose 0 ≤
λ < 1/4. Suppose d′ ≥ d0, 0 < ε ≤ ε0 and m ≥ m0 for each i ∈ [ℓ], and d =
(d2, . . . , dk−1) ∈ Rk−2 such that dj ≥ d0 for each j ∈ [k−1]\{1}. Suppose H = {H(j)}kj=1
is an (m, ℓ, k, λ)-complex, H(1) = {V1, . . . , Vℓ} with mi = |Vi| for every i ∈ [ℓ], and for
every Λ ∈
(
ℓ
k
)
, the complex H[Λ] is (ε, (d2, . . . , dk−1, pΛ))-regular, where pΛ is a multiple
of d′. Then
|Kℓ(H
(k))| = (1± γ)
∏
Λ∈(ℓk)
pΛ ·
k−1∏
j=2
d
(ℓj)
j ·
ℓ∏
i=1
mi.
Note that in the above lemma, some pΛ are allowed to be zero.
Let F be an ℓ-vertex k-graph andH = {H(j)}kj=1 be a complex withH
(1) = {V1, . . . , Vℓ}.
For a bijection σ : V (F ) → [ℓ], we say an induced copy F ′ of F in H(k) is σ-induced if
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for each v ∈ V (F ) the vertex of F ′ corresponding to v lies in Vσ(v). Let ICσ(F,H) be
the number of σ-induced copies F ′ of F in H(k) such that F ′ is contained in an element
of Kℓ(H
(k−1)).
Lemma 4.8 (Induced counting lemma for many clusters). Suppose 0 < 1/m ≪ ε ≪
γ, d0, 1/k, 1/ℓ with k ∈ N \ {1} and suppose that
• F is an ℓ-vertex k-graph,
• d0 ≤ dj ≤ 1− d0 for every j ∈ [k − 1] \ {1},
• H = {H(j)}kj=1 is an (m, ℓ, k)-complex with H
(1) = {V1, . . . , Vℓ},
• for each Λ ∈
([ℓ]
k
)
, the complex H[Λ] is an (ε, (d2, . . . , dk−1, pΛ))-regular (m,k, k)-
complex, and
• σ : V (F )→ [ℓ] is a bijection.
Then
ICσ(F,H) =

∏
e∈F
pσ(e)
∏
e/∈F,|e|=k
(1− pσ(e))± γ

 k−1∏
j=2
d
(ℓj)
j ·m
ℓ.
Proof. We select q ∈ N such that 1/m ≪ ε ≪ 1/q ≪ γ, d0, 1/k, 1/ℓ and define H
(k)
:=
Kk(H
(k−1)) \H(k). We also define an (m, ℓ, k)-graph H ′ on {V1, . . . , Vℓ} so that for each
e ∈
(V (F )
k
)
, we have
H ′[σ(e)] :=
{
H(k)[σ(e)] if e ∈ F,
H
(k)
[σ(e)] otherwise,
and let H ′ :=
⋃
e∈(V (F )k )
H ′[σ(e)]. Note that H(k−1) underlies H ′. Observe that there
is a bijection between the set of all σ-induced copies F ′ of F (k) in H(k) such that F ′ is
contained in an element of Kℓ(H
(k−1)) and the set of copies of K
(k)
ℓ inH
′. For e ∈
(V (F )
k
)
,
we define
p′σ(e) :=
{
pσ(e) if e ∈ F,
1− pσ(e) otherwise.
By Lemma 4.1(i), for each Λ ∈
([ℓ]
k
)
, the set {H(j)[Λ]}k−1j=1∪{H
′[Λ]} is an (ε, (d2, . . . , dk−1, p
′
Λ))-
regular (m,k, k)-complex. It suffices to show that
|Kℓ(H
′)| =

 ∏
Λ∈(ℓk)
p′Λ ± γ

 · k−1∏
j=2
d
(ℓj)
j ·m
ℓ. (4.1)
We apply the slicing lemma (Lemma 4.4) to find for each Λ ∈
([ℓ]
k
)
a subgraph H ′1[Λ]
of H ′[Λ] which is (3ε, ⌊qp′Λ⌋/q)-regular with respect to H
(k−1)[Λ]. Similarly, for each
Λ ∈
([ℓ]
k
)
, we apply Lemma 4.4 to the graph Kk(H
(k−1)[Λ]) \H ′[Λ]. In combination with
Lemma 4.3 this gives a supergraph H ′2[Λ] of H
′[Λ] which is (6ε, ⌈qp′Λ⌉/q)-regular with
respect to H(k−1)[Λ].
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Let H ′i :=
⋃
Λ∈([ℓ]k )
H ′i[Λ] for each i ∈ [2]. Observe that |Kℓ(H
′
1)| ≤ |Kℓ(H
′)| ≤
|Kℓ(H
′
2)|. By Corollary 4.7 with γ/2, 1/q, 1/q playing the roles of γ, d
′, d0, respectively,
|Kℓ(H
′
1)| ≥
(
1−
γ
2
) ∏
Λ∈(ℓk)
⌊qp′Λ⌋/q ·
k−1∏
j=2
d
(ℓj)
j ·m
ℓ and
|Kℓ(H
′
2)| ≤
(
1 +
γ
2
) ∏
Λ∈(ℓk)
⌈qp′Λ⌉/q ·
k−1∏
j=2
d
(ℓj)
j ·m
ℓ.
Note that for each Λ ∈
(ℓ
k
)
, we have p′Λ − 1/q ≤ ⌊qp
′
Λ⌋/q and ⌈qp
′
Λ⌉/q ≤ p
′
Λ + 1/q. Thus
we obtain (4.1) as required. 
The previous lemma counts σ-induced copies of a k-graph F . However, ultimately,
we want to count all induced copies of F . Let us introduce the necessary notation for
this step.
Suppose k, ℓ ∈ N \ {1} such that ℓ ≥ k and suppose a ∈ Nk−1. Suppose that da,k :
Aˆ(k, k − 1,a) → [0, 1] is a density function. Suppose F is a k-graph on ℓ vertices.
Suppose xˆ ∈ Aˆ(ℓ, k − 1,a) and σ : V (F ) → x
(1)
∗ is a bijection. Let A(F ) be the size of
the automorphism group of F . We now define three functions in terms of the parameters
above that will estimate the number of induced copies of F in certain parts of an ε-regular
k-graph. Let
IC(F, da,k, xˆ, σ) :=
∏
yˆ≤k,k−1xˆ,
y
(1)
∗ ∈σ(F )
da,k(yˆ)
∏
yˆ≤k,k−1xˆ,
y
(1)
∗ /∈σ(F )
(1− da,k(yˆ))
k−1∏
j=2
a
−(ℓj)
j ,
IC(F, da,k, xˆ) :=
1
A(F )
∑
σ
IC(F, da,k, xˆ, σ),
IC(F, da,k) :=
(
a1
ℓ
)−1 ∑
xˆ∈Aˆ(ℓ,k−1,a)
IC(F, da,k, xˆ).
We will now show that for a k-graph H satisfying a suitable regularity instance R =
(ε,a, da,k), the value IC(F, da,k) is a very accurate estimate for Pr(F,H) (recall the
latter was introduced in Section 3.1). The same is true if F is replaced by a finite family
of k-graphs (see Corollary 4.10).
Lemma 4.9 (Induced counting lemma for general hypergraphs). Suppose 0 < 1/n ≪
ε ≪ 1/t, 1/a1 ≪ γ, 1/k, 1/ℓ with 2 ≤ k ≤ ℓ. Suppose F is an ℓ-vertex k-graph and a ∈
[t]k−1. Suppose H is an n-vertex k-graph satisfying a regularity instance R = (ε,a, da,k).
Then
Pr(F,H) = IC(F, da,k)± γ.
Proof. Since H satisfies the regularity instance R, there exists a (ε,a, da,k)-equitable
partition P = P(k − 1,a) of H (as defined in Section 3.5.3). Let P(1) = {V1, . . . , Va1}
and m := ⌊n/a1⌋. We say an induced copy F
′ of F in H is crossing-induced if V (F ′) ∈
Kℓ(P
(1)) and non-crossing-induced otherwise. Then by (3.5),
there are at most γ3
(n
ℓ
)
non-crossing-induced copies of F . (4.2)
The strategy of the proof is as follows. We only consider crossing-induced copies of F , as
the number of non-crossing-induced copies is negligible. For each xˆ ∈ Aˆ(ℓ, k − 1,a), we
fix some bijection σ between V (F ) and x
(1)
∗ . By Lemma 4.8, we can accurately estimate
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the number of σ-induced copies of F . By summing over all choices for xˆ and σ and
taking in account which copies we counted multiple times, we can estimate the number
of crossing-induced copies of F in H.
For each xˆ ∈ Aˆ(ℓ, k−1,a), we consider the (k−1)-polyad Pˆ (k−1)(xˆ) =
⋃
yˆ≤k,k−1xˆ
Pˆ (k−1)(yˆ)
as defined in (3.13). By Proposition 3.12, for every crossing-induced copy F ′ of F in
H, there is a unique xˆ ∈ Aˆ(ℓ, k − 1,a) such that F ′ is contained in some element of
Kℓ(Pˆ
(k−1)(xˆ)) .
Consider any xˆ ∈ Aˆ(ℓ, k − 1,a) and a bijection σ : V (F )→ x
(1)
∗ . Let
H′(xˆ) :=
{ ⋃
zˆ≤k,ixˆ
Pˆ (i)(zˆ)
}
i∈[k−1]
and H(xˆ) := H′(xˆ) ∪ {H ∩ Kk(Pˆ
(k−1)(xˆ))}.
Hence H(xˆ) is an (ℓ, k)-complex and H′(xˆ) is an (ℓ, k − 1)-complex. Note that H′(xˆ) =⋃
yˆ≤k,k−1xˆ
Pˆ(yˆ), where Pˆ(yˆ) is as defined in (3.14).
Lemma 4.6 implies that each Pˆ(yˆ) = H′(xˆ)[y
(1)
∗ ] is (ε, (1/a2, . . . , 1/ak−1))-regular
(if k ≥ 3). Furthermore, since P is an (ε,a, da,k)-equitable partition of H, for each
e ∈
(V (F )
k
)
, the k-graph H[σ(e)] is (ε, da,k(yˆ))-regular with respect to Pˆ
(k−1)(yˆ) =
Pˆ (k−1)(xˆ)[
⋃
i∈y
(1)
∗
Vi], where yˆ is the unique vector satisfying yˆ ≤k,k−1 xˆ and y
(1)
∗ = σ(e).
Thus, by applying Lemma 4.8 with H(xˆ), a−1i , γ/(3ℓ!), da,k(yˆ) playing the roles of
H, di, γ, py(1)∗
, we conclude that (with ICσ(F,H(xˆ)) defined as in Lemma 4.8)
ICσ(F,H(xˆ)) =


∏
yˆ≤k,k−1xˆ,
y
(1)
∗ ∈σ(F )
da,k(yˆ)
∏
yˆ≤k,k−1xˆ,
y
(1)
∗ /∈σ(F )
(1− da,k(yˆ))±
γ
3ℓ!


k−1∏
j=2
a
−(ℓj)
j ·m
ℓ
=

IC(F, da,k, xˆ, σ) ± γ
3ℓ!
k−1∏
j=2
a
−(ℓj)
j

mℓ.
Next we want to estimate the number of all crossing-induced copies of F in H which lie
in some element of Kℓ(Pˆ
(k−1)(xˆ)). Observe that we count every copy of F exactly A(F )
times if we sum over all possible bijections σ. Therefore, the number of crossing-induced
copies of F in H which lie in some element of Kℓ(Pˆ
(k−1)(xˆ)) is
1
A(F )
∑
σ
ICσ(F,H(xˆ)) =
1
A(F )
∑
σ

IC(F, da,k, xˆ, σ)± γ
3ℓ!
k−1∏
j=2
a
−(ℓj)
j

mℓ
=

IC(F, da,k, xˆ)± γ
3
k−1∏
j=2
a
−(ℓj)
j

mℓ.
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Note that |Aˆ(ℓ, k − 1,a)| =
(
a1
ℓ
)∏k−1
j=2 a
(ℓj)
j and
(
a1
ℓ
)
mℓ = (1± γ/10)
(
n
ℓ
)
, because 1/a1 ≪
γ, 1/ℓ. Hence the number of crossing-induced copies of F in H is
∑
xˆ∈Aˆ(ℓ,k−1,a)

IC(F, da,k, xˆ)± γ
3
k−1∏
j=2
a
−(ℓj)
j

mℓ
=

 ∑
xˆ∈Aˆ(ℓ,k−1,a)
IC(F, da,k, xˆ)

mℓ ± γ
3
k−1∏
j=2
a
−(ℓj)
j |Aˆ(ℓ, k − 1,a)|m
ℓ
= (IC(F, da,k)± γ/2)
(
n
ℓ
)
.
This together with (4.2) implies the desired statement. 
In the previous lemma we counted the number of induced copies of a single k-graph
F in H. It is not difficult to extend this approach to a finite family of k-graphs. For a
finite family F of k-graphs, we define
IC(F , da,k) :=
∑
F∈F
IC(F, da,k). (4.3)
Corollary 4.10. Suppose 0 < 1/n ≪ ε ≪ 1/t, 1/a1 ≪ γ, 1/k, 1/ℓ with 2 ≤ k ≤ ℓ. Let
F be a collection of k-graphs on ℓ vertices. Suppose H is an n-vertex k-graph satisfying
a regularity instance R = (ε,a, da,k) where a ∈ [t]
k−1. Then
Pr(F ,H) = IC(F , da,k)± γ.
Proof. For each F ∈ F , we apply Lemma 4.9 with γ/2(
ℓ
k) playing the role of γ. As
|F| ≤ 2(
ℓ
k), this completes the proof. 
4.3. Close hypergraphs with better regularity. In this subsection we present sev-
eral results that show in their simplest form that for an (ε+ δ)-regular k-graph H, there
is a k-graph G on the same vertex set such that |H△G| is small and G is ε-regular. The
key point is that we seek an additive improvement in the regularity parameter. Our
approach in the following sections relies heavily on this (see the proof of Lemmas 6.2
and 6.3).
Lemma 4.11. Suppose 0 < 1/m≪ δ ≪ ν ≪ ε, 1/k, 1/s, d0 ≤ 1/2. Suppose that di ≥ d0
for all i ∈ [s] and
∑
i∈[s] di = 1. Suppose that
• H(k−1) is an (m,k, k − 1)-graph such that |Kk(H
(k−1))| ≥ εmk,
• H
(k)
1 , . . . ,H
(k)
s are (m,k, k)-graphs that form a partition of Kk(H
(k−1)), and that
• H
(k)
i is (ε+ δ, di)-regular with respect to H
(k−1) for each i ∈ [s].
Then there exist (m,k, k)-graphs G
(k)
1 , . . . , G
(k)
s such that
(G1)4.11 G
(k)
1 , . . . , G
(k)
s form a partition of Kk(H
(k−1)),
(G2)4.11 G
(k)
i is (ε, di)-regular with respect to H
(k−1) for each i ∈ [s], and
(G3)4.11 |G
(k)
i △H
(k)
i | ≤ νm
k for each i ∈ [s].
Roughly speaking, the idea of the proof is to construct G
(k)
i from H
(k)
i by randomly
redistributing a small proportion of the k-edges of each H
(k)
i .
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Proof of Lemma 4.11. First we claim that for Q(k−1) ⊆ H(k−1) with |Kk(Q
(k−1))| ≥
ε|Kk(H
(k−1))|, we have
d(H
(k)
i | Q
(k−1)) = di ± (ε+ δ
1/2). (4.4)
Observe that if |Kk(Q
(k−1))| ≥ (ε + δ)|Kk(H
(k−1))|, then this follows directly from the
fact that H
(k)
i is (ε+ δ, di)-regular with respect to H
(k−1).
So suppose that |Kk(Q
(k−1))| < (ε + δ)|Kk(H
(k−1))|. Choose a (k − 1)-graph Q′(k−1)
such that Q(k−1) ⊆ Q′(k−1) ⊆ H(k−1) as well as
|Kk(Q
′(k−1))| ≥ (ε+ δ)|Kk(H
(k−1))| and |Kk(Q
′(k−1)) \ Kk(Q
(k−1))| ≤ 2δ|Kk(H
(k−1))|.
Then for each i ∈ [s], we conclude
|H
(k)
i ∩ Kk(Q
(k−1))| = |H
(k)
i ∩Kk(Q
′(k−1))| ± 2δ|Kk(H
(k−1))|.
The fact that H
(k)
i is (ε+ δ, di)-regular with respect to H
(k−1) implies that
|H
(k)
i ∩ Kk(Q
′(k−1))| = (di ± (ε+ δ))|Kk(Q
′(k−1))|.
From this we obtain (4.4). Our next step is to construct suitable random setsA,B1, . . . ,Bs ⊆
Kk(H
(k−1)). We define G
(k)
i based on these sets and show that (G1)4.11–(G3)4.11 hold
with positive probability.
We assign each e ∈ Kk(H
(k−1)) to be in A :=
⋃
i∈[s] Bi independently with probability
δ1/3 and assign every edge in A independently to one Bi with probability di. For each
i ∈ [s], we define
G
(k)
i := (H
(k)
i \ A) ∪ Bi.
Observe that (G1)4.11 holds by construction. Moreover,
E[|H(k)i ∩A|] = δ
1/3|H
(k)
i | and E[|Bi|] = δ
1/3di|Kk(H
(k−1))|.
Thus Lemma 3.2 with the fact that |H
(k)
i | ≤ m
k implies that
P[|H(k)i ∩ A| ≤ 2δ
1/3mk] ≥ 1− 2e−δ
2/3mk ≥ 1− 1/(6s),
and
P[|Bi| ≤ 2δ
1/3mk] ≥ 1− 2e−δ
2/3mk ≥ 1− 1/(6s).
Hence with probability at least 2/3, we have |H
(k)
i ∩ A| ≤ 2δ
1/3mk for all i ∈ [s] and
|Bi| ≤ 2δ
1/3mk. This implies
|G
(k)
i △H
(k)
i | ≤ |H
(k)
i ∩ A|+ |Bi| ≤ νm
k.
Thus (G3)4.11 holds with probability at least 2/3.
Furthermore, for each i ∈ [s] andQ(k−1) ⊆ H(k−1) with |Kk(Q
(k−1))| ≥ ε|Kk(H
(k−1))| ≥
ε2mk, we obtain
E[|G(k)i ∩ Kk(Q
(k−1))|] = E[|(H(k)i ∩ Kk(Q
(k−1))) \ A|] + E[|Bi ∩ Kk(Q
(k−1))|]
(4.4)
=
(
(1− δ1/3)(di ± (ε+ δ
1/2)) + δ1/3di
)
|Kk(Q
(k−1))|
= (di ± (ε− δ
1/2))|Kk(Q
(k−1))|. (4.5)
Thus Lemma 3.2 implies that
P[|G(k)i ∩ Kk(Q
(k−1))| = (di ± ε)|Kk(Q
(k−1)|] ≥ 1− 2e−δ|Kk(Q
(k−1))|2/mk ≥ 1− e−δ
2mk .
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Since there are at most 2|H
(k−1)| ≤ 2m
k−1
distinct choices of Q(k−1), using a union bound,
we conclude that with probability at least 1 − s2m
k−1
e−δ
2mk ≥ 2/3, for all i ∈ [s] and
Q(k−1) ⊆ H(k−1) with Kk(Q
(k−1)) ≥ ε|Kk(H
(k−1))|, we have
d(G
(k)
i | Q
(k−1)) =
(di ± ε)|Kk(Q
(k−1))|
|Kk(Q(k−1))|
= di ± ε.
This implies that G
(k)
i is (ε, di)-regular with respect to H
(k−1), and so (G2)4.11 holds
with probability at least 2/3. Hence G
(k)
1 , . . . , G
(k)
s satisfy (G1)4.11–(G3)4.11 with prob-
ability at least 1/3. 
We now generalize Lemma 4.11 to the setting where we consider a family of partitions
instead of only k-graphs with one common underlying (k − 1)-graph.
Lemma 4.12. Suppose 0 < 1/n ≪ δ ≪ ν ≪ ε ≤ 1/2 and R = (ε/3,a, da,k) is a
regularity instance. Suppose H(k) is an n-vertex k-graph on vertex set V . Suppose that
P = P(k − 1,a) is an (ε + δ,a, da,k)-equitable partition of H
(k). Then there exists a
family of partitions Q = Q(k − 1,a) and a k-graph G(k) on V such that
(G1)4.12 Q is an (ε,a, da,k)-equitable partition of G
(k) and
(G2)4.12 |G
(k)△H(k)| ≤ ν
(n
k
)
.
Proof. We define m := ⌊n/a1⌋. Consider j ∈ [k] \ {1} and xˆ ∈ Aˆ(j, j − 1,a). We claim
that
|Kj(Pˆ
(j−1)(xˆ))| ≥
1
2
j−1∏
i=2
a
−(ji)
i m
j ≥ ε1/2mj. (4.6)
Indeed, this holds if j = 2, so suppose that j > 2. As R is a regularity instance, we
have ε+ δ ≤ ‖a‖−4
k
∞ ε4.5(‖a‖
−1
∞ , ‖a‖
−1
∞ , j − 1, j) and Lemma 4.6(ii) implies that Pˆ(xˆ) is
an (ε, (1/a2, . . . , 1/aj−1))-regular (m, j, j − 1)-complex. Thus we can apply Lemma 4.5
with Pˆ(xˆ) playing the role of H to show (4.6).
Note that Lemma 4.6(i) implies that Pˆ (j−1)(·) : Aˆ(j, j−1,a)→ Pˆ(j−1) and P (j)(·, ·) :
Aˆ(j, j − 1,a)× [aj ]→ P
(j) are bijections (except in the case when j = k for the latter).
We choose δ ≪ ν2 ≪ ν3 ≪ · · · ≪ νk+1 = ν
2. For each xˆ ∈ Aˆ(k, k − 1,a), let
P (k)(xˆ, 1) := H(k) ∩ Kk(Pˆ
(k−1)(xˆ)) and P (k)(xˆ, 2) := Kk(Pˆ
(k−1)(xˆ)) \H(k). (4.7)
In addition, we set ak := 2.
We proceed in an inductive manner. Let Q(1) := P(1), and for each xˆ ∈ Aˆ(2, 1,a),
let Qˆ(1)(xˆ) := Pˆ (1)(xˆ). Assume that for j ∈ [k] \ {1}, we have defined {Q(i)}j−1i=1 such
that
(Q1)j4.12 {Q
(i)}j−1i=1 is a (1/a1, ε, (a1, . . . , aj−1))-equitable family of partitions and
(Q2)j4.12 |Pˆ
(i−1)(xˆ)△Qˆ(i−1)(xˆ)| ≤ ν
1/2
i m
i−1 for all i ∈ [j] \ {1} and xˆ ∈ Aˆ(i, i − 1,a).
Note that this holds for j = 2. Suppose xˆ ∈ Aˆ(j, j − 1,a). If j < k, then for each
xˆ ∈ Aˆ(j, j − 1,a) and b ∈ [aj ], we define
Q′(j)(xˆ, b) :=
{
P (j)(xˆ, b) ∩Kj(Qˆ
(j−1)(xˆ)) if b ∈ [aj − 1],
Kj(Qˆ
(j−1)(xˆ)) \
⋃
b∈[aj−1]
Q′(j)(xˆ, b) if b ∈ aj.
If j = k, then we define
Q′(j)(xˆ, 1) := H(k) ∩ Kk(Qˆ
(j−1)(xˆ)), and Q′(j)(xˆ, 2) := Kk(Qˆ
(j−1)(xˆ)) \H(k).
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So for each j ∈ [k] \ {1} and b ∈ [aj ], we obtain
|Q′(j)(xˆ, b)△P (j)(xˆ, b)| ≤ |Kj(Pˆ
(j−1)(xˆ))△Kj(Qˆ
(j−1)(xˆ))|
(Q2)j
4.12
≤ 2ν
1/2
j m
j . (4.8)
Next, we will apply Lemma 4.11 to find a partition Q(j) of Kj(Q
(1)). Fix xˆ ∈ Aˆ(j, j−
1,a). If j ∈ [k − 1] \ {1}, then for every b ∈ [aj ] we define db := 1/aj . If j = k, then let
d1 := da,k(xˆ) and d2 := 1− d1.
Since P is an (ε + δ,a, da,k)-equitable partition of H
(k), it follows that P (j)(xˆ, b) is
(ε+δ, db)-regular with respect to Pˆ
(j−1)(xˆ) for each b ∈ [aj]. (Here, we use Lemma 4.1(i)
in the case when j = k.) Thus Lemma 4.2 together with (4.6), (4.8) and (Q2)j4.12 implies
that Q′(j)(xˆ, b) is (ε+ δ + ν
1/9
j , db)-regular with respect to Qˆ
(j−1)(xˆ).
By using Lemma 4.11 with Qˆ(j−1)(xˆ), Q′(j)(xˆ, 1), . . . , Q′(j)(xˆ, aj), aj , db, ε, δ+ν
1/9
j , νj+1/2
playing the roles of H(k−1),H
(k)
1 , . . . ,H
(k)
s , s, di, ε, δ, ν, respectively, we obtain Q
(j)(xˆ, 1),
. . . , Q(j)(xˆ, aj) forming a partition of Kj(Qˆ
(j−1)(xˆ)) such that Q(j)(xˆ, b) is (ε, db)-regular
with respect to Qˆ(j−1)(xˆ) and |Q′(j)(xˆ, b)△Q(j)(xˆ, b)| ≤ νj+1m
j/2 for all b ∈ [aj ]. (A sim-
ilar argument as for (4.6) shows that Qˆ(j−1)(xˆ) satisfies the requirements of Lemma 4.11.)
By (4.8) we have that
|P (j)(xˆ, b)△Q(j)(xˆ, b)| ≤ |Q′(j)(xˆ, b)△P (j)(xˆ, b)| + |Q′(j)(xˆ, b)△Q(j)(xˆ, b)| ≤ νj+1m
j.
(4.9)
Suppose first that j ∈ [k − 1] \ {1}. Define
Q(j) := {Q(j)(xˆ, b) : xˆ ∈ Aˆ(j, j − 1,a), b ∈ [aj ]}.
Thus {Q(i)}ji=1 forms a (1/a1, ε, (a1, . . . , aj))-equitable family of partitions since db =
1/aj for all b ∈ [aj ]. Hence (Q1)
j+1
4.12 holds.
Furthermore, for each xˆ ∈ Aˆ(j + 1, j,a) we obtain a polyad
Qˆ(j)(xˆ) :=
⋃
yˆ≤j,j−1xˆ
Q(j)(yˆ,x
(j)
yˆ
(1)
∗
).
Then
|Pˆ (j)(xˆ)△Qˆ(j)(xˆ)| ≤
∑
yˆ≤j,j−1xˆ
|P (j)(yˆ,x
(j)
yˆ
(1)
∗
)△Q(j)(yˆ,x
(j)
yˆ
(1)
∗
)|
(4.9)
≤ (j+1)νj+1m
j ≤ ν
1/2
j+1m
j,
and so (Q2)j+14.12 holds.
Now suppose j = k. Let
G(k) :=
(
H(k) \ Kk(Q
(1))
)
∪
⋃
xˆ∈Aˆ(k,k−1,a)
Q(k)(xˆ, 1).
By definition of d1, d2, we obtain that {Q
(i)}ki=1 is an (ε,a, da,k)-equitable partition of
G(k). Moreover, since P(1) = Q(1), we have that
H(k) =
(
H(k) \ Kk(Q
(1))
)
∪

H(k) ∩ ⋃
xˆ∈Aˆ(k,k−1,a)
Kk(Pˆ
(k−1)(xˆ))


(4.7)
=
(
H(k) \ Kk(Q
(1))
)
∪
⋃
xˆ∈Aˆ(k,k−1,a)
P (k)(xˆ, 1).
A CHARACTERIZATION OF TESTABLE HYPERGRAPH PROPERTIES 27
Thus
|H(k)△G(k)| ≤
∑
xˆ∈Aˆ(k,k−1,a)
|P (k)(xˆ, 1)△Q(k)(xˆ, 1)|
(4.9)
≤ |Aˆ(k, k − 1,a)|νk+1m
k ≤ ν
(
n
k
)
.
Indeed, the final inequality holds since νk+1 = ν
2, since |Aˆ(k, k − 1,a)| ≤ ‖a‖2
k
∞ by
Proposition 3.11(viii), and the definition of a regularity instance implies that ν ≪ ε <
‖a‖−4
k
∞ . 
4.4. Refining a partition. In this subsection we make two simple observations regard-
ing refinements of a given partition. The first one of these shows that we can refine a
family of partitions without significantly affecting the regularity parameters.
Lemma 4.13. Suppose 0 < 1/n ≪ ε ≪ 1/t, 1/k with k, t ∈ N \ {1}, 0 < η < 1, and
a ∈ Nk−1. Suppose P = P(k − 1,a) is an (η, ε,a)-equitable family of partitions on V
with |V | = n. Suppose b ∈ [t]k−1 and ai | bi for all i ∈ [k−1]. Then there exists a family
of partitions Q = Q(k − 1,b) on V which is (η, ε1/3,b)-equitable and Q ≺ P.
It is easy to prove this by induction on k via an appropriate application of the slicing
lemma (Lemma 4.4). We omit the details.
The next observation shows that if Q is an equitable partition of H and P ≺ Q, then
we can modify H slightly to obtain G so that P is a equitable partition of G (where
the relevant densities are inherited from Q and H).
Proposition 4.14. Suppose that 0 < 1/n ≪ ε ≪ ε′ ≪ 1/T, 1/aQ1 ≪ ν ≪ 1/k with
k ∈ N \ {1}, and aP ∈ [T ]k−1. Suppose that P = P(k − 1,aP ) is a (1/aP1 , ε
′,aP)-
equitable family of partitions on V , that Q = Q(k − 1,aQ) is an (ε,aQ, daQ,k)-equitable
partition of an n-vertex k-graph H(k) on V , and that P ≺ Q. Let daP ,k be the density
function defined by
daP ,k(yˆ) :=
{
daQ,k(xˆ) if ∃xˆ ∈ Aˆ(k, k − 1,a
Q) : Kk(Pˆ
(k−1)(yˆ)) ⊆ Kk(Qˆ
(k−1)(xˆ)),
0 if Kk(Pˆ
(k−1)(yˆ)) ∩ Kk(Q
(1)) = ∅.
Let G(k) := H(k) ∩ Kk(Q
(1)). Then
(i) P is an (ε′,aP , daP ,k)-equitable partition of G
(k),
(ii) |H(k)△G(k)| ≤ ν
(n
k
)
.
Proof. Note that (ii) follows from (3.5). We now verify (i). Since P ≺ Q, by Propo-
sition 3.11(vi) and (xi), for each yˆ ∈ Aˆ(k, k − 1,aP), either there exists a unique
xˆ ∈ Aˆ(k, k − 1,aQ) such that Kk(Pˆ
(k−1)(yˆ)) ⊆ Kk(Qˆ
(k−1)(xˆ)) or Kk(Pˆ
(k−1)(yˆ)) ∩
Kk(Q
(1)) = ∅. Suppose first that there exists a unique xˆ ∈ Aˆ(k, k − 1,aQ) such that
Kk(Pˆ
(k−1)(yˆ)) ⊆ Kk(Qˆ
(k−1)(xˆ)). Then Lemma 4.5 implies that
|Kk(Pˆ
(k−1)(yˆ))| ≥ (1− 1/4)
k−1∏
i=1
(aPi )
−(ki)nk ≥ ε1/2|Kk(Qˆ
(k−1)(xˆ))|.
Together with Lemma 4.1(ii) and the fact that daP ,k(yˆ) = daQ,k(xˆ) andG
(k)∩Kk(Pˆ
(k−1)(yˆ)) =
H(k) ∩ Kk(Pˆ
(k−1)(yˆ)), this implies that G(k) is (ε1/2, daP ,k(yˆ))-regular with respect to
Pˆ (k−1)(yˆ).
Now suppose that Kk(Pˆ
(k−1)(yˆ)) ∩ Kk(Q
(1)) = ∅. Since G(k) ⊆ Kk(Q
(1)), we have
Kk(Pˆ
(k−1)(yˆ)) ∩ G(k) = ∅. Thus G(k) is also (ε1/2, daP ,k(yˆ))-regular with respect to
Pˆ (k−1)(yˆ) since daP ,k(yˆ) = 0. Since ε
1/2 ≤ ε′, altogether this shows that P is an
(ε′,aP , daP ,k)-equitable partition of G
(k). 
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4.5. Small perturbations of partitions. Here we consider the effect of small changes
in a partition on the resulting parameters. In particular, the next lemma implies that
for any family of partitions P, every family of partitions that is close to P in distance
is a family of partitions with almost the same parameters.
Lemma 4.15. Suppose k ∈ N \ {1}, 0 < 1/n ≪ ν ≪ ε, and 0 ≤ λ ≤ 1/4. Suppose
R = (ε/3,a, da,k) is a regularity instance. Suppose V is a vertex set of size n and suppose
G(k),H(k) are k-graphs on V with |G(k)△H(k)| ≤ ν
(n
k
)
. Suppose P = P(k − 1,a) is a
(1/a1, ε,a, λ)-equitable family of partitions on V which is an (ε, da,k)-partition of H
(k).
Suppose Q = Q(k − 1,a) is a family of partitions on V such that for any j ∈ [k − 1],
xˆ ∈ Aˆ(j, j − 1,a), and b ∈ [aj ], we have
|P (j)(xˆ, b)△Q(j)(xˆ, b)| ≤ ν
(
n
j
)
. (4.10)
Then Q is a (1/a1, ε + ν
1/6,a, λ + ν1/6)-equitable family of partitions which is an (ε +
ν1/6, da,k)-partition of G
(k).
Proof. Let t := ‖a‖∞ and m := ⌊n/a1⌋. Note that since R = (ε/3,a, da,k) is a regu-
larity instance, we have ε ≤ 3ε3.14(t, k) ≤ t
−4kε4.5(1/t, 1/t, k − 1, k). Thus Lemma 4.5
(together with Lemma 4.6(ii)) implies for any j ∈ [k−1]\{1} and xˆ ∈ Aˆ(j, j−1,a) that
|Kj(Pˆ
(j−1)(xˆ))| ≥ (1− 1/t)
j−1∏
i=2
a
−(ji)
i ((1 − λ)m)
j ≥ ε1/2mj . (4.11)
Since P is a (1/a1, ε,a, λ)-equitable family of partitions, for each j ∈ [k − 1] \ {1},
xˆ ∈ Aˆ(j, j − 1,a), and b ∈ [aj ], the j-graph P
(j)(xˆ, b) is (ε, 1/aj)-regular with respect to
Pˆ (j−1)(xˆ). Hence
|P (j)(xˆ, b)| ≥ (1/aj − ε)|Kj(Pˆ
(j−1)(xˆ))| ≥ ε2/3mj.
Observe that P does not provide a partition of Kk(P
(1)). We define such a partition
with ak := 2 by setting, for each xˆ ∈ Aˆ(k, k − 1,a),
P (k)(xˆ, 1) := Kk(Pˆ
(k−1)(xˆ)) ∩H(k) and P (k)(xˆ, 2) := Kk(Pˆ
(k−1)(xˆ)) \H(k).
Similarly, let
Q(k)(xˆ, 1) := Kk(Qˆ
(k−1)(xˆ)) ∩G(k) and Q(k)(xˆ, 2) := Kk(Qˆ
(k−1)(xˆ)) \G(k).
Fix some j ∈ [k] \ {1}, xˆ ∈ Aˆ(j, j − 1,a), and b ∈ [aj ]. Let
d :=


1/aj if j ∈ [k − 1],
da,k(xˆ) if j = k, b = 1, and
1− da,k(xˆ) if j = k, b = 2.
Hence P (j)(xˆ, b) is (ε, d)-regular with respect to Pˆ (j−1). (Here we use Lemma 4.1(i) if
j = k and b = 2.) Recall that (3.12) holds for both P and Q. Together with (4.10) this
implies that
|Pˆ (j−1)(xˆ)△Qˆ(j−1)(xˆ)| ≤ νj
(
n
j − 1
)
≤ ν1/2mj−1.
Moreover, (4.10) also implies that |P (j)(xˆ, b)△Q(j)(xˆ, b)| ≤ ν
(n
j
)
≤ ν1/2mj. Thus, by
(4.11), we can use Lemma 4.2 with P (j)(xˆ, b), Pˆ (j−1)(xˆ), Q(j)(xˆ, b), Qˆ(j−1)(xˆ), ν1/2 play-
ing the roles of H(k),H(k−1), G(k), G(k−1), ν to conclude that Q(j)(xˆ, b) is (ε + ν1/6, d)-
regular with respect to Qˆ(j)(xˆ, b). Furthermore, (4.10) for j = 1 implies that each part
of Q(1) has size (1± λ± ν1/2)n/a1. Thus Q is an (1/a1, ε + ν
1/6,a, λ+ ν1/6)-equitable
A CHARACTERIZATION OF TESTABLE HYPERGRAPH PROPERTIES 29
family of partitions on V . Moreover, since Q(k)(xˆ, 1) = Kk(Qˆ
(k−1)(xˆ)) ∩ G(k), we know
that Q is also an (ε+ ν1/6, da,k)-partition of G
(k). 
The following lemma shows that for every equitable family of partitions P whose
vertex partition P(1) is an almost equipartition, there is an equitable family of partitions
with almost the same parameters whose vertex partition is an equipartition.
Lemma 4.16. Suppose 0 < 1/n ≪ λ ≪ ε ≤ 1, k ∈ N \ {1}, and R = (ε/3,a, da,k)
is a regularity instance. Suppose P = P(k − 1,a) is a (1/a1, ε,a, λ)-equitable family
of partitions and an (ε, da,k)-partition of an n-vertex k-graph H
(k). Then there exists a
family of partitions Q = Q(k− 1,a) which is an (ε+λ1/10,a, da,k)-equitable partition of
H(k).
Proof. Let m := ⌊n/a1⌋. We write P
(1) = {V1, . . . , Va1}. Since P is a (1/a1, ε,a, λ)-
equitable family of partitions, we have |Vi| = (1 ± λ)m for all i ∈ [a1], and Lemma 4.6
implies that for each j ∈ [k−1], the function Pˆ (j)(·) : Aˆ(j+1, j,a)→ Pˆ(j) is a bijection
and for each j ∈ [k − 1] \ {1}, the function P (j)(·, ·) : Aˆ(j, j − 1,a) × [aj] → P
(j) is
also a bijection. Next, we fix the size of the parts in the new equitable partition Q of
V := V1 ∪ · · · ∪Va1 . For each i ∈ [a1], let mi := ⌊(n+ i− 1)/a1⌋. Thus mi ∈ {m,m+1}.
Choose U ′i ⊆ Vi of size max{|Vi|,mi} and let U
′
0 :=
⋃
i∈[a1]
Vi \ U
′
i . We partition U
′
0 into
U ′′1 , . . . , U
′′
a1 in an arbitrary manner such that |U
′′
i | = mi − |U
′
i |. For each i ∈ [a1], let
Ui := U
′
i ∪ U
′′
i and Q
(1) := {U1, . . . , Ua1}.
Moreover, let Q(1)(b, b) := Ub for each b ∈ [a1], and Q
(1)(b, b′) := ∅ for all distinct
b, b′ ∈ [a1]. For each i ∈ [a1], we have
|Ui△Vi| ≤ |(1 ± λ)m−mi| ≤ λm+ 1.
For each xˆ = (α1, α2) ∈ Aˆ(2, 1,a), let Qˆ
(1)(xˆ) := Uα1 ∪ Uα2 . Note that {K2(Qˆ
(1)(xˆ)) :
xˆ ∈ Aˆ(2, 1,a)} forms a partition of K2(Q
(1)).
Now, we inductively construct Q(2), . . . ,Q(k−1) in this order. Assume that for some
j ∈ [k] \ {1}, we have already defined {Q(i)}j−1i=1 with Q
(i) = {Q(i)(xˆ, b) : xˆ ∈ Aˆ(i, i −
1,a), b ∈ [ai]} and Qˆ
(i) = {Qˆ(i)(xˆ) : xˆ ∈ Aˆ(i + 1, i,a)} for each i ∈ [j − 1] such that the
following hold.
(Q1)j−1 For each i ∈ [j−1], xˆ ∈ Aˆ(i, i−1,a) and b ∈ [ai], we have |P
(i)(xˆ, b)△Q(i)(xˆ, b)| ≤
2ii!λni.
(Q2)j−1 For each i ∈ [j−1]\{1} and xˆ ∈ Aˆ(i, i−1,a), the collection {Q
(i)(xˆ, b) : b ∈ [ai]}
forms a partition of Ki(Qˆ
(i−1)(xˆ)).
(Q3)j−1 For each i ∈ [j−1] and xˆ ∈ Aˆ(i+1, i,a), we have Qˆ
(i)(xˆ) =
⋃
yˆ≤i,i−1xˆ
Q(i)(yˆ,x
(i)
y
(1)
∗
).
Note that Q(1) satisfies (Q1)1–(Q3)1. Suppose first that j ≤ k − 1. In this case we will
define Q(j) satisfying (Q1)j–(Q3)j . For each xˆ ∈ Aˆ(j, j − 1,a) and b ∈ [aj ], we define
Q(j)(xˆ, b) :=
{
P (j)(xˆ, b) ∩ Kj(Qˆ
(j−1)(xˆ)) if b ∈ [aj − 1],
Kj(Qˆ
(j−1)(xˆ)) \
⋃
b∈[aj−1]
P (j)(xˆ, b) otherwise.
Let
Q(j) := {Q(j)(xˆ, b) : xˆ ∈ Aˆ(j, j − 1,a), b ∈ [aj ]}.
Then for any fixed xˆ ∈ Aˆ(j, j − 1,a), it is obvious that Q(j)(xˆ, 1), . . . , Q(j)(xˆ, aj) forms
a partition of Kj(Qˆ
(j−1)(xˆ)). Thus (Q2)j holds.
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For each zˆ ∈ Aˆ(j + 1, j,a), let
Qˆ(j)(zˆ) :=
⋃
yˆ≤j,j−1zˆ
Q(j)(yˆ, z
(j)
y
(1)
∗
).
Then (Q3)j also holds.
Note that for any fixed (j−1)-set J ′ ∈ Pˆ (j−1)(xˆ)△Qˆ(j−1)(xˆ), there are at most (1+λ)m
distinct j-sets in Kj(Pˆ
(j−1)(xˆ))△Kj(Qˆ
(j−1)(xˆ)) containing J ′. Thus for xˆ ∈ Aˆ(j, j−1,a)
and b ∈ [aj ], we obtain
|P (j)(xˆ, b)△Q(j)(xˆ, b)| ≤ |Kj(Pˆ
(j−1)(xˆ))△Kj(Qˆ
(j−1)(xˆ))|
≤ (1 + λ)m|Pˆ (j−1)(xˆ)△Qˆ(j−1)(xˆ)|
(3.12),(Q3)j−1
≤
∑
yˆ≤j−1,j−2xˆ
2m|P (j−1)(yˆ,x
(j)
y
(1)
∗
)△Q(j−1)(yˆ,x
(j)
y
(1)
∗
)|
(Q1)j−1
≤ 2jj!λnj .
Thus (Q1)j holds and we obtain {Q
(i)}ji=1 satisfying (Q1)j–(Q3)j . Inductively we obtain
Q = {Q(i)}k−1i=1 satisfying (Q1)k−1–(Q3)k−1.
Note that sinceR = (ε/3,a, da,k) is a regularity instance, we have ε ≤ ‖a‖
−4k
∞ ε4.5(‖a‖
−1
∞ , ‖a‖
−1
∞ , k−
1, k). Thus Lemma 4.5 (together with Lemma 4.6(ii)) implies for any j ∈ [k−1]\{1} and
(xˆ, b) ∈ Aˆ(j, j − 1,a) × [aj ] that |P
(j)(xˆ, b)| ≥ ε1/2nj. This with (Q1)k−1 shows that for
any j ∈ [k− 1] \ {1} and (xˆ, b) ∈ Aˆ(j, j − 1,a)× [aj], the j-graph Q(j)(xˆ, b) is nonempty.
Together with properties (Q2)k−1 and (Q3)k−1 this in turn ensures that we can apply
Lemma 3.13 to show that Q is a family of partitions.
By (Q1)k−1 and the assumption that R = (ε/3,a, da,k) is a regularity instance, we can
apply Lemma 4.15 with P,Q,H(k),H(k), λ, λ9/10 playing the roles of P,Q,H(k), G(k), λ, ν
to obtain that Q = Q(k − 1,a) is an (ε+ λ1/10,a, da,k)-equitable partition of H
(k). 
4.6. Distance of hypergraphs and density functions. Recall that the distance
between two density functions was defined in Section 3.5.3. In this subsection we present
two results that relate the distance between two hypergraphs to the distance between
density functions of equitable families of partitions of these hypergraphs. The first result
shows that the distance of the density functions provides a lower bound on the distance
between the two hypergraphs (we will use this in the proof of Theorem 7.1). On the
other hand, Lemma 4.18 shows that the lower bound given in Lemma 4.17 is essentially
tight (this will also be applied in the proof of Theorem 7.1).
Lemma 4.17. Suppose 0 < 1/n≪ ε≪ ν, 1/t, 1/k and k ∈ N \ {1}. Suppose a ∈ [t]k−1.
Suppose that G(k) and H(k) are k-graphs on vertex set V with |V | = n. Suppose that P
is an (ε,a, dGa,k)-equitable partition of G
(k) and an (ε,a, dHa,k)-equitable partition of H
(k).
Then
dist(dHa,k, d
G
a,k) ≤ |H
(k)△G(k)|
(
n
k
)−1
+ ν.
Proof. For each xˆ ∈ Aˆ(k, k− 1,a), by definition, G(k) is (ε, dGk,a(xˆ))-regular with respect
to Pˆ (k−1)(xˆ) and H(k) is (ε, dHk,a(xˆ))-regular with respect to Pˆ
(k−1)(xˆ). Thus
|G(k) ∩ Kk(Pˆ
(k−1)(xˆ))| = (dGk,a(xˆ)± ε)|Kk(Pˆ
(k−1)(xˆ))| and
|H(k) ∩ Kk(Pˆ
(k−1)(xˆ))| = (dHk,a(xˆ)± ε)|Kk(Pˆ
(k−1)(xˆ))|.
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Hence(
|dGa,k(xˆ)− d
H
a,k(xˆ)| − 2ε
)
|Kk(Pˆ
(k−1)(xˆ))| ≤ |(H(k)△G(k)) ∩ Kk(Pˆ
(k−1)(xˆ))|. (4.12)
Since 1/n≪ ε≪ ν, 1/t, 1/k, Lemma 4.5 (together with Lemma 4.6(ii)) implies that
|Kk(Pˆ
(k−1)(xˆ))| =
(
1±
ν
2
) k−1∏
i=1
a
−(ki)
i n
k. (4.13)
As {Kk(Pˆ
(k−1)(xˆ)) : xˆ ∈ Aˆ(k, k − 1,a)} partitions Kk(P
(1)) (by Proposition 3.11(vi)),
we obtain
dist(dGa,k, d
H
a,k) = k!
k−1∏
i=1
a
−(ki)
i
∑
xˆ∈Aˆ(k,k−1,a)
|dGa,k(xˆ)− d
H
a,k(xˆ)|
(4.12)
≤ k!
k−1∏
i=1
a
−(ki)
i
∑
xˆ∈Aˆ(k,k−1,a)
|(H(k)△G(k)) ∩ Kk(Pˆ
(k−1)(xˆ))|+ 2ε|Kk(Pˆ
(k−1)(xˆ))|
|Kk(Pˆ (k−1)(xˆ))|
(4.13)
≤
∑
xˆ∈Aˆ(k,k−1,a)
k!|(H(k)△G(k)) ∩ Kk(Pˆ
(k−1)(xˆ))|+ ε1/2nk
(1− ν/2)nk
≤
k!|H(k)△G(k)|
nk
+
2ν
3
≤ |H(k)△G(k)|
(
n
k
)−1
+ ν,
which completes the proof. 
Lemma 4.18. Suppose 0 < 1/n≪ ε≪ ν, 1/t, 1/k and k ∈ N \ {1}. Suppose a ∈ [t]k−1.
Suppose that H(k) is an n-vertex k-graph and suppose that P is an (ε,a, dHa,k)-equitable
partition of H(k). Suppose dGa,k is a density function of Aˆ(k, k − 1,a). Then there exists
a k-graph G(k) such that P is a (3ε,a, dGa,k)-equitable partition of G
(k) and
|H(k)△G(k)| ≤ (dist(dHa,k, d
G
a,k) + ν)
(
n
k
)
.
Proof. Suppose xˆ ∈ Aˆ(k, k − 1,a). By Lemmas 4.5 and 4.6(ii), and the assumption
1/n, ε≪ ν, 1/t, 1/k, we obtain
|Kk(Pˆ
(k−1)(xˆ))| =
(
1±
ν
2
) k−1∏
i=1
a
−(ki)
i n
k. (4.14)
We will distinguish the following cases depending on the values of dHa,k(xˆ) and d
G
a,k(xˆ).
Case 1: |dHa,k(xˆ)− d
G
a,k(xˆ)| ≤ 2ε. Let G
(k)(xˆ) := H(k)(xˆ).
Case 2: dHa,k(xˆ) > d
G
a,k(xˆ) + 2ε. Let
p1 := max
{
dGa,k(xˆ)
dHa,k(xˆ)
, 1−
dGa,k(xˆ)
dHa,k(xˆ)
}
.
This definition implies that 1/2 ≤ p1 ≤ 1. Note d
H
a,k(xˆ) ≥ 2ε. Because of this and
(4.14), we can apply the slicing lemma (Lemma 4.4) to H(k) ∩ Kk(Pˆ
(k−1)(xˆ)) to obtain
two k-graphs F
(k)
0 , F
(k)
1 ⊆ H
(k) ∩Kk(Pˆ
(k−1)(xˆ)) such that
• F
(k)
1 is (3ε, d
H
a,k(xˆ)p1)-regular with respect to Pˆ
(k−1)(xˆ), and
• F
(k)
0 is (3ε, d
H
a,k(xˆ)(1 − p1))-regular with respect to Pˆ
(k−1)(xˆ).
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Let
G(k)(xˆ) :=

 F
(k)
1 if
dG
a,k(xˆ)
dH
a,k(xˆ)
≥ 1/2,
F
(k)
0 otherwise.
By construction, we have G(k)(xˆ) ⊆ H(k) ∩ Kk(Pˆ
(k−1)(xˆ)).
Case 3: dHa,k(xˆ) < d
G
a,k(xˆ)− 2ε. Let
p′1 := max
{
1− dGa,k(xˆ)
1− dHa,k(xˆ)
, 1−
1− dGa,k(xˆ)
1− dHa,k(xˆ)
}
.
Similarly as before, 1/2 ≤ p′1 ≤ 1. Note 1− d
H
a,k(xˆ) ≥ 2ε. Because of this, Lemma 4.1(i)
and (4.14), we can apply Lemma 4.4 with Kk(Pˆ
(k−1)(xˆ)) \H(k), Pˆ (k−1)(xˆ), 1 − dHa,k(xˆ)
and p′1 playing the roles of H
(k), H(k−1), d and p1. Then we obtain two k-graphs
F
(k)
0 , F
(k)
1 ⊆ Kk(Pˆ
(k−1)(xˆ)) \H(k) such that
• F
(k)
1 is (3ε, (1 − d
H
a,k(xˆ))p
′
1)-regular with respect to Pˆ
(k−1)(xˆ), and
• F
(k)
0 is (3ε, (1 − d
H
a,k(xˆ))(1 − p
′
1))-regular with respect to Pˆ
(k−1)(xˆ).
We define
G(k)(xˆ) :=

 Kk(Pˆ
(k−1)(xˆ)) \ F
(k)
1 if
1−dG
a,k(xˆ)
1−dH
a,k(xˆ)
≥ 1/2,
Kk(Pˆ
(k−1)(xˆ)) \ F
(k)
0 otherwise.
Hence
H(k) ∩ Kk(Pˆ
(k−1)(xˆ)) ⊆ G(k)(xˆ) ⊆ Kk(Pˆ
(k−1)(xˆ)).
In addition, G(k)(xˆ) is (3ε, dGa,k(xˆ))-regular with respect to Pˆ
(k−1)(xˆ), by Lemma 4.1(i).
We can now combine the graphs from the above three cases and let
G(k) :=

 ⋃
xˆ∈Aˆ(k,k−1,a)
G(k)(xˆ)

 ∪ (H(k) \ Kk(P(1))).
By construction, P is a (3ε,a, dGa,k)-equitable partition of G
(k). In all three cases,
|(H(k)△G(k)) ∩ Kk(Pˆ
(k−1)(xˆ))| ≤ (|dHa,k(xˆ)− d
G
a,k(xˆ)|+ 4ε)|Kk(Pˆ
(k−1)(xˆ))|.
Therefore, we conclude
|H(k)△G(k)| =
∑
xˆ∈Aˆ(k,k−1,a)
|(H(k)△G(k)) ∩ Kk(Pˆ
(k−1)(xˆ))|
≤
∑
xˆ∈Aˆ(k,k−1,a)
(|dHa,k(xˆ)− d
G
a,k(xˆ)|+ 4ε)|Kk(Pˆ
(k−1)(xˆ))|
(4.14)
≤
(
1 +
ν
2
) ∑
xˆ∈Aˆ(k,k−1,a)
(|dHa,k(xˆ)− d
G
a,k(xˆ)|+ 4ε)
k−1∏
i=1
a
−(ki)
i n
k
≤ (dist(dHa,k, d
G
a,k) + ν)
(
n
k
)
.

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5. Testable properties are regular reducible
In this section we show one direction of our main result (Lemma 5.1). It states that
every testable k-graph property can be (approximately) described by suitable regular-
ity instances. (Recall that the formal definition of being regular reducible is given in
Definition 3.15.)
Lemma 5.1. If a k-graph property is testable, then it is regular reducible.
Goldreich and Trevisan [24] proved that every testable graph property is also testable
in some canonical way. It is an easy exercise to translate their results to the hypergraph
setting, as their arguments also work in this case. Thus in the proof of Lemma 5.1 we
may restrict ourselves to such canonical testers.
To be precise, an (n, α)-tester T = T(n, α) is canonical if, given an n-vertex k-graph
H, it chooses a set Q of qk = qk(n, α) vertices ofH uniformly at random, queries all k-sets
in Q, and then accepts or rejects H (deterministically) according to (the isomorphism
class of) H[Q]. In particular, T has query complexity
(qk
k
)
. Moreover, every canonical
tester is non-adaptive.
Lemma 5.2 (Goldreich and Trevisan [24]). Suppose that P is a k-graph property which
is testable with query complexity at most qk = qk(α). Then for all n ∈ N and α ∈ (0, 1),
there is a canonical (n, α)-tester T = T(n, α) for P with query complexity at most
(9kqk
k
)
.
To prove Lemma 5.1, we let Q be the set of all k-graphs which are accepted by a
canonical tester T for P. We then construct a (bounded size) set of regularity instances
R where the ‘induced density’ of Q is large for each R ∈ R. We then apply the counting
lemma for induced graphs (Corollary 4.10) to show that R satisfies the requirements of
Definition 3.15.
Proof of Lemma 5.1. Let P be a testable k-graph property. Thus there exists a function
q′k : (0, 1) → N such that for every n ∈ N and β ∈ (0, 1), there exists an (n, β)-tester
T = T(n, β) for P with query complexity at most q′k(β). By Lemma 5.2, we may assume
(by increasing q′k(β) if necessary) that T is canonical. Since T is canonical, there exists
q = q(n, β) with q(n, β) ≤ q′k(β) such that given any k-graph H on n vertices T samples
a set Q of q vertices, considers H[Q], and then deterministically accepts or rejects H
based on H[Q].
Let Q be the set of all the k-graphs on q vertices such that T accepts H if and only
if there is Q′ ∈ Q that is isomorphic to H[Q].
In order to show that P is regular reducible, it suffices to consider the case when
0 < β < 1/100. We fix some function ε : Nk−1 → (0, 1) such that ε(a) ≪ ‖a‖−k∞ for all
(a1, . . . , ak−1) = a ∈ Nk−1. We choose constants ε∗, ε, η, and n0, T ∈ N such that 0 <
ε∗ ≪ 1/n0 ≪ ε≪ 1/T ≪ η ≪ 1/q, β, 1/k. In particular, we have n0 ≥ n3.8(η, βq
−k, ε),
T ≥ t3.8(η, βq
−k, ε) and ε≪ ε(a) for any a ∈ [T ]k−1.
For each ℓ ∈ [n0]\ [k−1], we let Q
′(ℓ) be the collection of ℓ-vertex k-graphs satisfying
the property P and we let I′(ℓ) be the collection of regularity instances R = (ε∗,a, da,k)
such that
(R0)5.1 a = (ℓ, 1, . . . , 1) ∈ N
k−1 and da,k(xˆ) ∈ {0, 1} for every xˆ ∈ Aˆ(k, k − 1,a).
Let I be the collection of regularity instances R = (ε′′,a, da,k) such that
(R1)5.1 ε
′′ ∈ {ε, 2ε, . . . , ⌈(ε(a))1/2ε−1⌉ε},
(R2)5.1 a ∈ [T ]
k−1 and a1 > η
−1, and
(R3)5.1 da,k(xˆ) ∈ {0, ε
2, 2ε2, . . . , 1} for every xˆ ∈ Aˆ(k, k − 1,a).
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Observe that by construction |I| and |I′(ℓ)| are bounded by a function of β, k and
q′k(β) for every ℓ ∈ [n0] \ [k− 1]. Recall that IC(Q, da,k) was defined in (4.3). We define
R(n, β) :=
{
{R ∈ I′(n) : R = (ε′′,a, da,k) with IC(Q
′(n), da,k) > 0} if n ≤ n0,
{R ∈ I : R = (ε′′,a, da,k) with IC(Q, da,k) ≥ 1/2} if n > n0.
In order to show that the property P is regular reducible, we need to show that for
every α > β the following holds: every n-vertex k-graph H that satisfies P is β-close to
satisfying R for at least one R ∈ R(n, β), and every n-vertex k-graph H that is α-far
from satisfying P is (α− β)-far from satisfying R for all R ∈ R(n, β).
First of all, we consider the case that n ∈ [n0] \ [k− 1]. Note that the only way for H
to satisfy R ∈ R(n, β) is to have a partition P(1) of V (H) into n singleton clusters and
the natural (n, 1, . . . , 1)-equitable partition P arising from P(1). In this case, it is easy
to see that IC(Q′(n), da,k) > 0 if and only if H ∈ Q
′(n). Thus we conclude that every
n-vertex k-graph H that satisfies P satisfies R for at least one R ∈ R(n, β), and every
k-graph H that is α-far from satisfying P is α-far from satisfying R for all R ∈ R(n, β).
Now we suppose that n > n0 and we let R := R(n, β). First, suppose that a k-graph
H satisfies P, and thus T accepts H with probability at least 2/3. Hence
Pr(Q,H) ≥ 2/3. (5.1)
Since |V (H)| ≥ n0, by applying the regular approximation lemma (Theorem 3.8)
with H, η, βq−k, ε playing the roles of H, η, ν, ε, we obtain a k-graph G and a family of
partitions P = P(k − 1,aP) such that
(A1)5.1 P is (η, ε(a
P),aP )-equitable for some aP ∈ [T ]k−1,
(A2)5.1 G is perfectly ε(a
P)-regular with respect to P, and
(A3)5.1 |G△H| ≤ βq
−k
(
n
k
)
.
Let ε′ := ε(aP). By the choice of ε and η, we conclude that 0 < ε′ ≪ 1/‖aP‖∞ ≤
1/aP1 ≪ 1/q, β, 1/k and by the choice of ε, we obtain ε≪ ε
′. Note that if a k-graph F is
(ε′, d)-regular with respect to a (k − 1)-graph F ′, then F is (ε′′, d′)-regular with respect
to F ′ for some d′ ∈ {0, ε2, 2ε2, . . . , 1} and ε′′ ∈ {ε, 2ε, . . . , ⌈ε′1/2ε−1⌉ε} ∩ [2ε′, 3ε′]. Thus
there exists
RG = (ε
′′,aP , dG
aP ,k) ∈ I (5.2)
such that G satisfies RG.
Proposition 3.1 with (A3)5.1 implies that
Pr(Q, G) ≥ Pr(Q,H) − β. (5.3)
Since 0 < ε′ ≪ 1/‖aP‖∞ ≤ 1/a
P
1 ≪ 1/q, β, 1/k, Corollary 4.10 implies that
IC(Q, dG
aP ,k) ≥ Pr(Q, G) − β
(5.3)
≥ Pr(Q,H) − 2β
(5.1)
≥ 2/3− 2β > 1/2.
By the definition of R and (5.2), this implies that RG ∈ R and so H is indeed β-close
to a graph G satisfying RG, one of the regularity instances of R.
Suppose now that H is α-far from satisfying P. Since T is a canonical (n, β)-tester,
we conclude
if a k-graph H ′ is β-far from satisfying P, then Pr(Q,H ′) ≤ 1/3. (5.4)
Assume for a contradiction that H is (α−β)-close to satisfying some regularity instance
RF = (ε
′′,b, dFb,k) ∈ R. Thus there exists a k-graph F which satisfies RF and which is
(α− β)-close to H. Since RF ∈ R, we obtain
IC(Q, dFb,k) ≥ 1/2.
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Then (R1)5.1 and (R2)5.1 guarantee that we can apply Corollary 4.10 withQ, RF , T, 1/10
playing the roles of F , R, t, γ to conclude that
Pr(Q, F ) ≥ IC(Q, dFb,k)− 1/10 ≥ 1/2− 1/10 > 1/3.
Together with (5.4) this implies that F is β-close to satisfying P. Thus there exists a
k-graph F ′ satisfying P which is β-close to F . Since H is (α−β)-close to F , we conclude
that F ′ is α-close to H, which contradicts the assumption that H is α-far from satisfying
P. This completes the proof that P is regular reducible. 
6. Satisfying a regularity instance is testable
In this section we deduce from Lemma 6.1 that the property of satisfying a particular
regularity instance is testable. Suppose H is a k-graph and Q is a subset of the vertices
chosen uniformly at random. Lemma 6.2 shows that ifH satisfies a regularity instance R,
then with high probability H[Q] is close to satisfying R. Lemma 6.3 gives the converse:
if H is far from satisfying R, then with high probability H[Q] is also far from satisfying
R.
Lemmas 6.2 and 6.3 follow from Lemma 6.1. It implies that a family of partitions not
only transfers from a hypergraph to its random samples with high probability, but also
vice versa. Crucially, in both directions these transfer results allow only a small additive
increase in the regularity parameters (which can then be eliminated via Lemma 4.12).
We defer the proof of Lemma 6.1 to Sections 9 and 10.
Lemma 6.1. Suppose 0 < 1/n < 1/q ≪ c ≪ δ ≪ ε0 ≤ 1 and k ∈ N \ {1}. Suppose
R = (2ε0/3,a, da,k) is a regularity instance. Suppose H is a k-graph on vertex set V
with |V | = n. Let Q ∈
(V
q
)
be chosen uniformly at random. Then with probability at
least 1− e−cq the following hold.
(Q1)6.1 If there exists an (ε0,a, da,k)-equitable partition O1 of H, then there exists an
(ε0 + δ,a, da,k)-equitable partition O2 of H[Q].
(Q2)6.1 If there exists an (ε0,a, da,k)-equitable partition O2 of H[Q], then there exists an
(ε0 + δ,a, da,k)-equitable partition O1 of H.
Lemma 6.2. Suppose that 0 < 1/n < 1/q ≪ c ≪ ν ≪ ε and k ∈ N \ {1}. Suppose
R = (ε,a, da,k) is a regularity instance and H is an n-vertex k-graph on vertex set V
that satisfies R. Suppose Q ∈
(V
q
)
is chosen uniformly at random. Then H[Q] is ν-close
to satisfying R with probability at least 1− e−cq.
Proof. Choose δ such that c ≪ δ ≪ ν. Since H satisfies R, there exists an (ε,a, da,k)-
equitable partition O1 of H. Thus Lemma 6.1 implies that with probability at least
1− e−cq there exists an (ε+ δ,a, da,k)-equitable partition O2 of H[Q].
Thus Lemma 4.12, with H[Q], Q, q playing the roles of H(k), V, n respectively, implies
that there exists a family of partitions Q and a k-graph G on vertex set Q such that Q
is an (ε,a, da,k)-equitable partition of G and |G△H[Q]| ≤ ν
(q
k
)
. Therefore, G satisfies
R and G[Q] is ν-close to H[Q].
Thus with probability at least 1−e−cq the k-graph H[Q] is ν-close to satisfying R. 
Lemma 6.3. Suppose that 0 < 1/n < 1/q ≪ c ≪ ν ≪ ε, α and k ∈ N \ {1}. Suppose
R = (ε,a, da,k) is a regularity instance. Suppose an n-vertex k-graph H on vertex set V
is α-far from satisfying R, and Q ∈
(
V
q
)
is chosen uniformly at random. Then H[Q] is
ν-far from satisfying R with probability at least 1− e−cq.
We say that R = (ε′,a, da,k) is a relaxed regularity instance if (2ε
′/3,a, da,k) is a
regularity instance.
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Proof of Lemma 6.3. Choose δ and α∗ such that c ≪ δ ≪ ν ≪ α∗ ≪ ε, α. Note that
2(ε + ν1/6 + δ)/3 ≤ ε, thus (2(ε + ν1/6 + δ)/3,a, da,k) is a regularity instance. Let E be
the event that the following holds:
If H[Q] satisfies the relaxed regularity instance R′ := (ε+ν1/6,a, da,k),
then H satisfies the relaxed regularity instance R′′ := (ε + ν1/6 +
δ,a, da,k).
(6.1)
By Lemma 6.1, we have P[E ] ≥ 1 − e−cq. We claim that if E occurs and H is α-far
from satisfying R, then H[Q] is ν-far from satisfying R. This clearly implies the lemma.
Suppose E holds and H[Q] is ν-close to satisfying R. Then there exists a k-graph L
on vertex set Q which satisfies R and |H[Q]△L| ≤ ν
(q
k
)
. This implies that there exists
an (ε,a, da,k)-equitable partition O1 of L. Thus Lemma 4.15 with O1 playing the roles
of both P and Q as well as L,H[Q] playing the roles of H(k), G(k), respectively implies
that H[Q] satisfies the relaxed regularity instance R′ = (ε+ ν1/6,a, da,k).
By our assumption (6.1), this means that H satisfies the relaxed regularity instance
R′′ = (ε+ ν1/6 + δ,a, da,k). Thus Lemma 4.12 with ν
1/6 + δ, α∗ playing the roles of δ, ν
respectively implies that there exists a family of partitions Q and a k-graph F on vertex
set V such that Q is an (ε,a, da,k)-equitable partition of F and |F△H| ≤ α
∗
(
n
k
)
≤ α
(
n
k
)
.
So F satisfies the regularity instance R and F is α-close to H. Thus H is α-close to
satisfying R, a contradiction to our assumption. Therefore, H[Q] is ν-far from satisfying
R with probability at least P[E ] ≥ 1− e−cq. 
Theorem 6.4. For all k ∈ N \ {1} and all regularity instances R = (ε,a, da,k), the
property of satisfying R is testable.
Proof. Consider α ∈ (0, 1) and n ∈ N. We choose q = q(α, ε) ∈ N and constants
ν = ν(α, ε), c = c(α, ε) > 0 such that 1/q ≪ c ≪ ν ≪ ε, α. Let H be a k-graph on
n vertices. Without loss of generality, we assume that n > q. We choose a set Q of q
vertices ofH uniformly at random and acceptH if and only ifH[Q] is ν-close to satisfying
R. Then Lemmas 6.2 and 6.3 imply that with probability at least 1 − e−cq ≥ 2/3, this
algorithm distinguishes between the case that H satisfies R and that H is α-far from
satisfying R. This completes the proof. 
7. Testable hypergraph properties are estimable
The notion of testability is similar to the notion of estimability. In fact, we prove that
for k-graphs these notions are equivalent. This generalizes a result in [19] where this
is proved for graph properties. The special case when P is the property of satisfying a
given regularity instance R will be an important ingredient (together with Theorem 6.4)
in the proof of Theorem 1.3 to show that every regular reducible property is testable.
Theorem 7.1. For every k ∈ N \ {1}, a k-graph property P is testable if and only if it
is estimable.
To prove Theorem 7.1, it suffices to show that for k-graphs every testable property P
is estimable. As in Section 5 we can assume the existence of a family F of bounded size
and a canonical tester T for P which accepts its input H if and only if T samples some
k-graph in F .
We then consider the set F of regularity instances which correspond to a high density
of copies of the k-graphs in F . Our estimator TE accepts H if a random sample H[Q]
is sufficiently close to satisfying some R ∈ F (see (7.6)).
Now suppose H is close to satisfying P. Then there is a k-graph F which satisfies
P and is close to H. Via the partition version of the regular approximation lemma
(Lemma 3.9) we can associate a high quality regularity partition P with F (actually we
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consider some F ′ which is close to F ) together with a suitable density function dF
aP ,k
.
Since F satisfies P, dF
aP ,k
will give rise to a regularity instance RF ∈ F which is satisfied
by F . Via the regular approximation lemma and some additional arguments, it also
turns out that instead of H we can actually consider some G∗ to which we can associate
the same regularity partition P but with a density function dG
aP ,k
(which will also give
rise to a regularity instance R′G∗). By Lemma 6.1(i), P and d
G
aP ,k
are inherited by
G∗[Q] with high probability. We can also construct J on Q which is close to G∗[Q]
and inherits P and dF
aP ,k
from F , and also satisfies RF ∈ F. But this means that the
estimator TE will indeed accept H. See Figure 1 for an illustration.
IfH is far from satisfyingP, then we argue via Lemma 6.1(ii) rather than Lemma 6.1(i).
Proof of Theorem 7.1. Clearly, every estimable property is also testable. Thus it suffices
to show that given any n ∈ N and α > β > 0 and any testable k-graph property P, we
can construct an (n, α, β)-estimator.
Assume that P is a testable k-graph property. By Lemma 5.2, there exists a function
qk : (0, 1) → N such that the following holds: For any n ∈ N, there exist a canonical
(n, β/4)-tester T and an integer q′ = q′(n, β) ≤ qk(β/4) such that, given any n-vertex
k-graph H, the tester T chooses a random subset Q′ of q′ vertices of H and (determin-
istically) accepts or rejects H based on the isomorphism class of H[Q′]. Let F be the
collection of q′-vertex k-graphs such that T accepts H if and only if H[Q′] induces one
of the k-graphs in F . Since T is a (n, β/4)-tester, we conclude the following:
If H satisfies P, then Pr(F ,H) ≥ 2/3, and
if H is (β/4)-far from satisfying P, then Pr(F ,H) ≤ 1/3.
(7.1)
Let ε : Nk−1 → (0, 1] be a function such that ε(a) ≪ ‖a‖−k∞ for every a ∈ N
k−1. We
choose constants η, ν such that
0 < η ≪ ν ≪ 1/q′, β, 1/k. (7.2)
Let µ : Nk−1 → (0, 1] be a function such that for any a ∈ Nk−1, we have µ(a) ≪
‖a‖−k∞ , η, ν and
µ(a)≪ µ3.9(k, ‖a‖∞, ‖a‖
4k
∞ , η, ν, ε), 1/t3.9(k, ‖a‖∞, ‖a‖
4k
∞, η, ν, ε), ε3.14(‖a‖∞, k).
(7.3)
In particular, we assume that
µ(a)≪ ε(b) for all a ∈ Nk−1 and b ∈ [t3.9(k, ‖a‖∞, ‖a‖
4k
∞ , η, ν, ε)]
k−1. (7.4)
Let T, µ∗, c, q, n0 be numbers such that
T := t3.8(η, ν/2, µ), µ∗ := min
a∈[T ]k−1
µ(a), (7.5)
1/n0 ≪ 1/q ≪ c≪ µ∗, ν and n0 ≥ n3.8(η, ν/2, µ), n3.9(k, T, T
4k , η, ν, ε).
Let R be the collection of all regularity instances R = (ε,a, da,k) satisfying the following.
(R1)7.1 ε ∈ {µ∗, 2µ∗, . . . , 1} and ε ≤ ε(a)
1/2,
(R2)7.1 da,k(xˆ) ∈ {0, µ
2
∗, 2µ
2
∗, . . . , 1} for each xˆ ∈ Aˆ(k, k − 1,a).
Recall that IC(F , da,k) was defined in (4.3). Let
F := {R = (ε,a, da,k) ∈ R : IC(F , da,k) ≥ 1/2 and a1 ≥ η
−1}.
Note that |F| is bounded by a function only depending on β, k, and P.
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Figure 1. The proof strategy for Theorem 7.1 (Case 1).
Fix α > β. As a next step we describe the algorithm TE(n, α, β) which receives an
n-vertex k-graph H as an input:
If n < n0, then TE(n, α, β) considers the entire k-graph H and de-
termines how close H is to satisfying P. If n ≥ n0, then TE(n, α, β)
chooses a subset Q of q vertices of H uniformly at random. If H[Q]
is (α−β/2)-close to some k-graph which satisfies a regularity instance
R ∈ F, then TE(n, α, β) accepts H, otherwise it rejects H.
(7.6)
Recall that q and |F| are both bounded by a function of β, k, and P. and so the query
complexity of TE(n, α, β) is also bounded by a function depending only on α, β and k.
In the following we verify that TE(n, α, β) distinguishes k-graphs which are (α − β)-
close to satisfying P and k-graphs which are α-far from satisfying P with probability at
least 2/3. If n < n0, then this is trivial to verify since we consider entire k-graph H.
Thus we assume that n ≥ n0.
Let us fix an n-vertex k-graph H. By (7.5), we can apply the regular approximation
lemma (Theorem 3.8) with H, η, ν/2, µ, T playing the roles of H, η, ν, ε, t0. Hence there
exists a k-graph G on V (H), aQ ∈ Nk−1 and a family of partitions Q = Q(k − 1,aQ)
satisfying the following.
(GA) Q is (η, µ(aQ),aQ)-equitable and T -bounded,
(GB) G is perfectly µ(aQ)-regular with respect to Q, and
(GC) |G△H| ≤ ν
(n
k
)
.
Property (GB) implies that there exists a density function dG
aQ,k
such that for all
xˆ ∈ Aˆ(k, k−1,aQ) the k-graph G is (µ(aQ), dG
aQ,k
(xˆ))-regular with respect to Qˆ(k−1)(xˆ).
Thus
{Q(j)}k−1j=1 is a (µ(a
Q),aQ, dG
aQ,k)-equitable partition of G. (7.7)
Case 1: H is (α− β)-close to satisfying P.
Hence there exists a k-graph F which satisfies P and which is (α − β)-close to H. By
(7.1), we have the following:
F is (α− β)-close to H and Pr(F , F ) ≥ 2/3. (7.8)
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We choose a suitable partition of the edges of F and its complement by setting
{F
(k)
1 , . . . , F
(k)
s } := {F ∩ Kk(Qˆ
(k−1)(xˆ)) : xˆ ∈ Aˆ(k, k − 1,aQ)} \ {∅},
{F
(k)
s+1, . . . , F
(k)
s+s′} :=
({
Kk(Qˆ
(k−1)(xˆ)) \ F : xˆ ∈ Aˆ(k, k − 1,aQ)
}
∪
{
F \ Kk(Q
(1)),
(
V
k
)
\ (Kk(Q
(1)) ∪ F )
})
\ {∅}.
Note that by Proposition 3.11(viii), s+ s′ ≤ ‖aQ‖4
k
∞. Let
T ′ := t3.9(k, ‖a
Q‖∞, ‖a
Q‖4
k
∞, η, ν, ε). (7.9)
Let
Q(k) := {Kk(Qˆ
(k−1)(xˆ)) : xˆ ∈ Aˆ(k, k − 1,aQ)}.
Clearly, {F
(k)
1 , . . . , F
(k)
s+s′} ≺ Q
(k).We apply the ‘partition version’ of the regular approx-
imation lemma (Lemma 3.9) with the following objects and parameters. Indeed this is
possible by (GA) and (7.3).
object/parameter {Q(j)}kj=1 {F
(k)
1 , . . . , F
(k)
s+s′} k s+ s
′ η ν ε T ′ ‖aQ‖∞
playing the role of {Q(j)}kj=1 H
(k) k s η ν ε t o
We obtain a family of partitions P = P(k − 1,aP ) and k-graphs {F
′(k)
i }
s+s′
i=1 such that
(P1)7.1 P is (η, ε(a
P),aP )-equitable and T ′-bounded,
(P2)7.1 P ≺ {Q
(j)}k−1j=1 ,
(P3)7.1 F
′(k)
i is perfectly ε(a
P)-regular with respect to P, and
(P4)7.1
∑s
i=1 |F
(k)
i △F
′(k)
i | ≤ ν
(n
k
)
.
Note that by (7.2)–(7.4)
µ(aQ)≪ 1/T ′, ε(aP) and ε(aP)≪ ‖aP‖−1∞ ≤ 1/a
P
1 ≤ 1/a
Q
1 ≤ η ≪ ν. (7.10)
Let F ′ :=
⋃s
i=1 F
′(k)
i . Then by (P4)7.1
|F△F ′| ≤ ν
(
n
k
)
+ |F \ Kk(Q
(1))|
(3.5)
≤ (ν + k2η)
(
n
k
)
≤ 2ν
(
n
k
)
. (7.11)
By (P3)7.1 and Lemma 4.3
F ′ is perfectly sε(aP)-regular with respect to P. (7.12)
Together with (7.8) and (7.11), Proposition 3.1 implies that
Pr(F , F ′) ≥ 2/3 − 2q′kν ≥ 2/3− ν1/2. (7.13)
Observe that so far we introduced a k-graph G that is very close to H and a k-graph
F ′ that is very close to F , where G and F ′ satisfy very strong regularity conditions. We
now modify G slightly to obtain G∗ so that P is an equitable partition of G∗.
By (7.7), (7.10), (P1)7.1 and (P2)7.1, we can apply Proposition 4.14 with µ(a
Q), ε(aP), ν,
‖aP‖∞,P, {Q
(j)}k−1j=1 , G and d
G
aQ,k
playing the roles of ε, ε′, ν, T,P,Q,H(k) and daQ,k
to obtain a density function dG
aP ,k
: Aˆ(k, k− 1,aP )→ [0, 1] and an n-vertex k-graph G∗
such that
(G∗1) P is an (ε(a
P),aP , dG
aP ,k
)-equitable partition of G∗,
(G∗2) |G△G∗| ≤ ν
(n
k
)
.
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Let ε∗ := ε(a
P). Since ‖aQ‖∞ ≤ T by (GA), it follows from (7.5) and (7.10) that
µ∗ ≤ µ(a
Q) ≪ ε∗. For each yˆ ∈ Aˆ(k, k − 1,a
P), let dF
aP ,k
(yˆ) ∈ {0, µ2∗, 2µ
2
∗, . . . , 1} such
that
dF
aP ,k(yˆ) = d(F
′ | Pˆ (k−1)(yˆ))± µ2∗.
Thus dF
aP ,k
(yˆ) satisfies (R2)7.1.
Let ε∗ be a number satisfying (R1)7.1 with a
P playing the role of a and such that
6sε∗ ≤ ε
∗ ≤ 7sε∗. Then by (7.12), P is an (ε
∗,aP , dF
aP ,k
)-equitable partition of F ′. So
F ′ satisfies the regularity instance RF := (ε
∗,aP , dF
aP ,k
) and RF ∈ R. (7.14)
Also, (G∗1) implies that G∗ satisfies the regularity instance RG∗ = (ε∗,a
P , dG
aP ,k
).
Note that (7.8), (7.11), (GC) and (G∗2) together imply that G∗ and F
′ are (α−β+4ν)-
close. Thus Lemma 4.17 implies that
dist(dG
aP ,k, d
F
aP ,k) ≤ α− β + 5ν. (7.15)
Recall that the algorithm TE(n, α, β) chooses a random q-set Q of V (H). Define
events E0 and E1 as follows:
(E0) |G∗[Q]△H[Q]| =
qk
nk
|G∗△H| ± ν
(
q
k
)
,
(E1) G∗[Q] satisfies the regularity instance R
′
G∗
:= (2ε∗,a
P , dG
aP ,k
).
Lemma 3.3 implies P[E0] ≥ 1− e−ν
3q, and Lemma 6.1 implies P[E1] ≥ 1− e−cq. Hence
P[E0 ∧ E1] ≥ 1− 2e
−cq ≥
2
3
. (7.16)
It suffices to show that if E0 ∧ E1 holds, then TE(n, α, β) always accepts H. Sup-
pose in the following that E0 ∧ E1 holds. Then (E0), (7.15) and Lemma 4.18 with
q,G∗[Q], d
G
aP ,k
, dF
aP ,k
playing the roles of n,H(k), dH
aP ,k
, dG
aP ,k
imply that there exists
a q-vertex k-graph J on vertex set Q such that
(J1)7.1 J is (α− β + 6ν)-close to G∗[Q], and
(J2)7.1 J satisfies the regularity instance RF = (ε
∗,aP , dF
aP ,k
).
To obtain (J2)7.1, we use that 6sε∗ ≤ ε
∗ ≤ 7sε∗. Note that (E0), (GC) and (G∗2)
together imply
|G∗[Q]△H[Q]| ≤ 4ν
(
q
k
)
. (7.17)
Together with (J1)7.1 and (7.2), this gives
J is (α− β/2)-close to H[Q].
Moreover, note ε∗ ≪ ‖aP‖−1∞ ≤ 1/a
P
1 ≪ ν, 1/q
′, 1/k by (7.2) and (7.10). Thus (7.14)
together with Corollary 4.10 implies that
IC(F , dF
aP ,k) ≥ Pr(F , F
′)− ν
(7.13)
≥ 2/3− 2ν1/2 ≥ 1/2.
Since we also have RF ∈ R by (7.14) and a
P
1 ≥ 1/η by (P1)7.1, it follows that RF ∈ F.
Thus there exists J which is (α−β/2)-close to H[Q] and which satisfies RF ∈ F. Hence
(7.6) implies that TE(n, α, β) accepts H. Together with (7.16) this shows that whenever
H is (α− β)-close to satisfying P, then TE(n, α, β) accepts H with probability at least
2/3.
Case 2: H is α-far from satisfying P.
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Again, we may use Theorem 3.8 to show the existence of a family of partitions Q =
Q(k−1,aQ) and a k-graph G on V satisfying (GA)–(GC). Then G satisfies the regular-
ity instance RG := (µ(a
Q),aQ, dG
aQ,k
) for some density function dG
aQ,k
and (7.7) holds.
(By (7.3), RG is indeed a regularity instance.) Recall that TE(n, α, β) chooses a random
q-set Q of V (H). Define events E ′0 and E
′
1 as follows.
(E ′0) |G[Q]△H[Q]| =
qk
nk
|G△H| ± ν
(q
k
)
,
(E ′1) G[Q] satisfies the regularity instance (2µ(a
Q),aQ, dG
aQ,k
).
Thus, if E ′1 occurs, then there exists a family of partitions Q
′ = Q′(k − 1,aQ) on Q
which is a (2µ(aQ),aQ, dG
aQ,k
)-equitable partition of G[Q]. Note that Q′ is ‖aQ‖∞-
bounded. Lemma 3.3 implies P[E ′0] ≥ 1 − e
−ν3q, while Lemma 6.1 and (7.5) imply that
P[E ′1] ≥ 1− e
−cq. Thus
P[E ′0 ∧ E
′
1] ≥ 1− 2e
−cq ≥ 2/3. (7.18)
So it suffices to show that if E ′0 ∧ E
′
1 holds, then TE(n, α, β) rejects H. Assume for a
contradiction that TE(n, α, β) accepts H. This implies that there exists a k-graph L on
Q so that
L is (α − β/2)-close to H[Q] and L satisfies some regularity instance
RL ∈ F.
(7.19)
Together with (R1)7.1, (7.2), and the definition of F, Corollary 4.10 implies that
Pr(F , L) ≥ 1/2− ν. (7.20)
Our strategy is as follows. We aim to construct a k-graph M on V whose structure
is very similar to L. However, this is hard to achieve directly as L may not satisfy
sufficiently strong regularity assumptions. Thus we first approximate L by a suitable
k-graph L′. Similarly, we also approximate G (and thus H) by suitable k-graphs G′ and
G∗. Based on this, we construct M which is (α− β/2 + 10ν)-close to H; that is, almost
as close as L and H[Q]. Based on (7.19) and (7.20), we verify that M is (β/4)-close to
satisfying P, yielding a contradiction to the assumption that H is α-far from satisfying
P.
Let
{L1, . . . , Ls} := {L ∩ Kk(Qˆ′
(k−1)
(xˆ)) : xˆ ∈ Aˆ(k, k − 1,aQ)} \ {∅},
{Ls+1, . . . , Ls+s′} :=
({
Kk(Qˆ′
(k−1)
(xˆ)) \ L : xˆ ∈ Aˆ(k, k − 1,aQ)
}
∪
{
L \ Kk(Q
′(1)),
(
Q
k
)
\ (Kk(Q
′(1)) ∪ L)
})
\ {∅}.
Thus s + s′ ≤ ‖aQ‖4
k
∞ by Proposition 3.11(viii). Let Q
′(k) := {Kk(Qˆ′
(k−1)
(xˆ)) : xˆ ∈
Aˆ(k, k − 1,aQ)}. It follows that {L1, . . . , Ls+s′} ≺ Q
′(k). Again, by (7.3) and (7.5) we
can apply the ‘partition version’ of the regular approximation lemma (Lemma 3.9) with
the following objects and parameters.
object/parameter {Q′(j)}kj=1 {L1, . . . , Ls+s′} k q s+ s
′ η ν ε T ′ ‖aQ‖∞
playing the role of {Q(j)}kj=1 H
(k) k n s η ν ε t o
We obtain a family of partitions P ′ = P ′(k − 1,aP
′
) and k-graphs {L′i}
s+s′
i=1 such that
(P′1)7.1 P
′ is (η, ε(aP
′
),aP
′
)-equitable and T ′-bounded, and aQi divides a
P′
i for each
i ∈ [k − 1],
(P′2)7.1 P
′ ≺ {Q′(j)}k−1j=1 ,
(P′3)7.1 L
′
i is perfectly ε(a
P′)-regular with respect to P ′,
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(P′4)7.1
∑s
i=1 |Li△L
′
i| ≤ ν
(
q
k
)
.
Let L′ :=
⋃s
i=1 L
′
i. Then the argument for (7.11) shows that
L′ is 2ν-close to L. (7.21)
By (P′3)7.1 and Lemma 4.3 we have
L′ is perfectly sε(aP
′
)-regular with respect to P ′. (7.22)
Thus there exists a density function dL
′
aP
′ ,k
: Aˆ(k, k − 1,aP
′
)→ [0, 1] such that P ′ is
an (sε(aP
′
), dL
′
aP
′ ,k
)-partition of L′. Hence
L′ satisfies the regularity instance RL′ := (sε(a
P′),aP
′
, dL
′
aP
′ ,k
). (7.23)
From Proposition 3.1, (7.20) and (7.21) we can conclude that
Pr(F , L′) ≥ Pr(F , L) − 2q′kν ≥ 1/2− ν1/2 > 1/3 + 2ν. (7.24)
By (E ′1), (P
′1)7.1, (P
′2)7.1, and the analogue of (7.10), we can apply Proposition 4.14
with 2µ(aQ), ε(aP
′
), ν, P ′, {Q′(j)}k−1j=1 , G[Q], q and d
G
aQ,k
playing the roles of ε, ε′, ν,
P, Q, H(k), n and daQ,k to obtain a k-graph G
′ on Q and a density function dG
′
aP
′ ,k
:
Aˆ(k, k − 1,aP
′
)→ [0, 1] such that
(G′1) P ′ is an (ε(aP
′
), dG
′
aP
′ ,k
)-partition of G′,
(G′2) |G′△G[Q]| ≤ ν
(q
k
)
.
(G′3) dG
′
aP
′ ,k
(yˆ) =
{
dG
aQ,k
(xˆ) if ∃xˆ ∈ Aˆ(k, k − 1,aQ) : Kk(Pˆ ′
(k−1)
(yˆ)) ⊆ Kk(Qˆ′
(k−1)
(xˆ)),
0 if Kk(Pˆ ′
(k−1)
(yˆ)) ∩ Kk(Q
′(1)) = ∅.
For each xˆ ∈ Aˆ(k, k − 1,aQ), let
Bˆ(xˆ) := {yˆ ∈ Aˆ(k, k − 1,aP
′
) : Kk(Pˆ ′
(k−1)
(yˆ)) ⊆ Kk(Qˆ′
(k−1)
(xˆ))}. (7.25)
Note that (GC), (E ′0), (7.19), (7.21) and (G
′2) imply that L′ is (α − β/2 + 6ν)-close to
G′. Since we also have (G′1) we can apply Lemma 4.17 to see that
dist(dG
′
aP
′ ,k
, dL
′
aP
′ ,k
) ≤ α− β/2 + 7ν. (7.26)
Recall that by (P′1)7.1, a
Q
i divides a
P′
i for all i ∈ [k−1], and that Q is an (η, µ(a
Q),aQ)-
equitable family of partitions on V by (GA). So (recalling (7.3)) we can apply Lemma 4.13
with Q,aQ,aP
′
, µ(aQ), V playing the roles of P,a,b, ε, V to obtain a family of parti-
tions P∗ on V satisfying the following.
(P∗1)7.1 P
∗ = P∗(k − 1,aP
′
) is a (1/aP
′
1 , µ(a
Q)1/3,aP
′
)-equitable family of partitions
on V .
(P∗2)7.1 P
∗ ≺ Q.
Moreover, we choose an appropriate aP
′
-labelling so that for all xˆ ∈ Aˆ(k, k− 1,aQ) and
yˆ ∈ Aˆ(k, k − 1,aP
′
), we have
Kk(Pˆ ∗
(k−1)
(yˆ)) ⊆ Kk(Qˆ
(k−1)(xˆ)) if and only if yˆ ∈ Bˆ(xˆ). (7.27)
By (7.7), (P∗1)7.1 and (P
∗2)7.1, we can apply Proposition 4.14 with µ(a
Q), ε(aP
′
),
P∗, Q, G and dG
aQ,k
playing the roles of ε, ε′, P, Q, H and daQ,k to obtain an n-vertex
k-graph G∗ on V and density function dG
∗
aP
∗ ,k
: Aˆ(k, k − 1,aP
′
)→ [0, 1] such that
(G∗1) P∗ is an (ε(aP
′
),aP
′
, dG
∗
aP
′ ,k
)-equitable partition of G∗,
(G∗2) |G△G∗| ≤ ν
(n
k
)
.
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(G∗3) dG
∗
aP
′ ,k
(yˆ) =
{
dG
aQ,k
(xˆ) if ∃xˆ ∈ Aˆ(k, k − 1,aQ) : Kk(Pˆ ∗
(k−1)
(yˆ)) ⊆ Kk(Qˆ
(k−1)(xˆ)),
0 if Kk(Pˆ ∗
(k−1)
(yˆ)) ∩Kk(Q
(1)) = ∅.
This together with (G′3), (7.25) and (7.27) implies that dG
∗
aP
′ ,k
= dG
′
aP
′ ,k
. Using this
with (7.26), (G∗1), and Lemma 4.18 (applied with G∗,P∗, ε(aP
′
), ν, dL
′
aP
′ ,k
playing the
roles of H(k),P, ε, ν, dGa,k), we conclude that there exists an n-vertex k-graph M on
vertex set V such that
(M1)7.1 M is (α− β/2 + 8ν)-close to G
∗, and
(M2)7.1 M satisfies the regularity instance RM := (3ε(a
P′),aP
′
, dL
′
aP
′ ,k
).
By (GC), (G∗2) and (M1)7.1, we conclude that
M is (α− β/2 + 10ν)-close to H. (7.28)
On the other hand, by (7.23), (M2)7.1, and two applications of Corollary 4.10we have
Pr(F ,M) ≥ IC(F , dL
′
aP
′ ,k
)− ν ≥ Pr(F , L′)− 2ν
(7.24)
> 1/3.
Thus (7.1) implies that M is not (β/4)-far from satisfying P; that is, M is (β/4)-close
to satisfying P. Together with (7.28), this implies that H is (α−β/2+10ν+β/4)-close
to satisfying P. But α − β/2 + 10ν + β/4 < α by (7.2), so H is α-close to satisfying
P, a contradiction. Thus as long as E ′0 ∧ E
′
1 holds (which, by (7.18), happens with
probability at least 2/3), TE(n, α, β) rejects H. This completes the proof that P is
(n, α, β)-estimable. 
8. Regular reducible hypergraph properties are testable
In this section we derive our main theorem from results stated and proved so far.
Proof of Theorem 1.3. By Lemma 5.1, (a) implies (c) and Theorem 7.1 implies that (a)
and (b) are equivalent. It remains to show (c) implies (a).
Suppose that a k-graph property P is regular reducible. Fix 0 < α < 1 and n ≥ k.
We will now introduce an algorithm which distinguishes n-vertex k-graphs satisfying
P from n-vertex k-graphs which are α-far from satisfying P. Since P is a regular
reducible property, by Definition 3.15, there exists r := r3.15(α/4,P) and a collection
R = R(n, α/4,P) of at most r regularity instances each of complexity at most r satisfying
the following for every n-vertex k-graph H. (Note that we may assume that r ≥ 100.)
(R1)1.3 If H satisfies P, then H is α/4-close to satisfying R for some R ∈ R,
(R2)1.3 If H is α-far from satisfying P, then H is 3α/4-far from satisfying R for all
R ∈ R.
By Theorems 6.4 and 7.1, for any R ∈ R, there exist a function qk : (0, 1) → N and an
algorithm TR = T(n, α) which distinguishes n-vertex k-graphs which are α/4-close to
satisfyingR from n-vertex k-graphs which are 3α/4-far from satisfyingR with probability
at least 2/3, by making at most gk(α) queries.
Now we let T′R be an algorithm which independently applies the algorithm TR exactly
6r + 1 times on an input n-vertex k-graph H and accepts or rejects depending on the
majority vote. Let T1, . . . ,T6r+1 denote these independent repetitions. Let
Xi :=
{
1 if Ti accepts,
0 if Ti rejects.
Let X :=
∑6r+1
i=1 Xi. Suppose first that H is α/4-close to satisfying R. Then P[Xi] ≥ 2/3
by the definition of TR, and so E[X] ≥ 4r. Thus by Lemma 3.2 and the fact that r ≥ 100,
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we obtain
P[T′R accepts H] = P [X ≥ 3r + 1] ≥ 1− 2e
− 2r
2
6r+1 ≥ 1−
1
3r
.
Similarly, if H is 3α/4-far from satisfying R, then E[X] ≤ 2r + 1 and
P[T′R rejects H] = P[X ≤ 3r] ≥ 1− 2e
− 2r
2
6r+1 ≥ 1−
1
3r
.
Observe that T′R makes at most (6r + 1)gk(α) queries. We now describe our tester
T = T(n, α) which receives as an input an integer n ≥ k, a real α > 0 and an n-vertex
k-graph H.
Run T′R on the input (n,H) for every R ∈ R. If there exists R ∈ R
such that T′R accepts H, then T also accepts H, and if T
′
R rejects H
for all R ∈ R, then T also rejects H.
(8.1)
Let us show that T is indeed an (n, α)-tester for P. First, assume that H satisfies
P. By (R1)1.3, there exists R ∈ R such that H is α/4-close to R. So T
′
R accepts H
with probability at least 1 − 1/(3r) and hence T accepts H with probability at least
1− 1/(3r) ≥ 2/3.
Now assume that H is α-far from satisfying P. By (R2)1.3, the k-graph H is 3α/4-far
from satisfying R for every R ∈ R. Thus for every R ∈ R, the tester T′R accepts H with
probability at most 1/(3r). This in turn implies that T accepts H with probability at
most 1/3.
Therefore, T is an (n, α)-tester for P, which in particular implies that P is testable.

9. Regular approximations of partitions and hypergraphs
The main aim of this section is to prove a strengthening of the partition version
(Lemma 3.9) of the regular approximation lemma. As described in Section 3.4, Lemma 3.9
outputs for a given equitable family of partitions Q another family of partitions P that
refines Q. In Lemma 9.1 P has the additional feature that it almost refines a further
given (arbitrary) family of partitions O. Observe that we cannot hope to refine O itself,
as for example some sets in O(1) may be very small. We also prove two further tools:
Lemma 9.2 allows us to transfer the large scale structure of a hypergraph to another
one on a different vertex set and Lemma 9.3 concerns suitable perturbations of a given
partition. Lemmas 9.1–9.3 will all be used in the proof of Lemma 10.1.
Lemma 9.1. For all k, o ∈ N \ {1}, s ∈ N, all η, ν > 0, and every function ε :
Nk−1 → (0, 1], there are µ = µ9.1(k, o, s, η, ν, ε) > 0 and t = t9.1(k, o, s, η, ν, ε) ∈ N
and n0 = n9.1(k, o, s, η, ν, ε) ∈ N such that the following hold. Suppose
(O1)9.1 V is a set and |V | = n ≥ n0,
(O2)9.1 O(k − 1,a
O) = {O(j)}k−1j=1 is an o-bounded family of partitions on V ,
(O3)9.1 Q = Q(k,a
Q) is a (1/aQ1 , µ,a
Q)-equitable o-bounded family of partitions on V ,
and
(O4)9.1 H
(k) = {H
(k)
1 , . . . ,H
(k)
s } is a partition of
(V
k
)
so that H (k) ≺ Q(k).
Then there exist a family of partitions P = P(k − 1,aP ) and a partition G (k) =
{G
(k)
1 , . . . , G
(k)
s } of
(V
k
)
satisfying the following for each j ∈ [k − 1] and i ∈ [s].
(P1)9.1 P is a t-bounded (η, ε(a
P ),aP )-equitable family of partitions, and aQj divides
aPj ,
(P2)9.1 P
(j) ≺ Q(j) and P(j) ≺ν O
(j),
(G1)9.1 G
(k)
i is perfectly ε(a
P)-regular with respect to P,
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(G2)9.1
∑s
i=1 |G
(k)
i △H
(k)
i | ≤ ν
(n
k
)
, and
(G3)9.1 G
(k) ≺ Q(k) and if H
(k)
i ⊆ Kk(Q
(1)) then G
(k)
i ⊆ Kk(Q
(1)).
We believe that Lemma 9.1 is of independent interest and will have additional appli-
cations (for example, in addition to the proof of Theorem 1.3 we also apply it to derive
Corollary 11.3).
In Lemma 9.1 we may assume without loss of generality that 1/µ, t, n0 are non-
decreasing in k, o, s and non-increasing in η, ν.
To prove Lemma 9.1 we proceed by induction on k. In the induction step, we first
construct an ‘intermediate’ family of partitions {L (i)}k−1i=1 which satisfies (P1)9.1 and
(P2)9.1. The partitions L
(1), . . . ,L (k−1) are constructed via the inductive assump-
tion of Lemma 9.1 (see Claim 2). We then construct a partition L (k) via appropriate
applications of the slicing lemma (see Claim 3). Finally, we apply Lemma 3.9 with
L∗ = {L
(i)}ki=1 playing the role of Q to obtain our desired family of partitions P and
construct G
(k)
i based on the k-graphs guaranteed by Lemma 3.9.
Proof of Lemma 9.1. First of all, by decreasing the value of η if necessary, we may assume
that η < 1/(10k!). We may also assume that ν ≤ η.
We use induction on k. For each k ∈ N \ {1}, let L9.1(k) be the statement of the
lemma. Let L9.1(1) be the following statement (Claim 1).
Claim 1 (L9.1(1)). For all o, s ∈ N, all η, ν > 0, there are t = t9.1(1, o, s, ν) := so⌈2ν
−2⌉
and n0 = n9.1(1, o, s, ν) ∈ N such that the following hold. Suppose
(O1)19.1 V is a set and |V | = n ≥ n0,
(O2)19.1 Q
(1) is an equipartition of V into aQ1 ≤ o parts,
(O3)19.1 H
(1) = {H
(1)
1 , . . . ,H
(1)
s } is a partition of V so that H (1) ≺ Q(1).
Then there exists a partition P(1) of V satisfying the following.
(P1)19.1 P
(1) is an equipartition of V into aP1 ≤ t parts, and a
Q
1 divides a
P
1 ,
(P2)19.1 P
(1) ≺ Q(1) and P(1) ≺ν2 H
(1).
Proof. Write Q(1) = {Q
(1)
i : i ∈ [a
Q
1 ]}. Let a
P
1 := sa
Q
1 ⌈2ν
−2⌉, let m := min{|Q
(1)
i | : i ∈
[aQ1 ]}, and let m
′ := ⌊|V |/aP1 ⌋. Thus |Q
(1)
i | ∈ {m,m + 1} for each i ∈ [a
Q
1 ]. The sets in
P(1) will have size m′ or m′ + 1. Note that
m′ ·
aP1
aQ1
≤
⌊
|V |
aP1
·
aP1
aQ1
⌋
= m < (m′ + 1) ·
aP1
aQ1
. (9.1)
To obtain P(1) we further (almost) refine H (1). For each i ∈ [s], we define ℓi :=
⌊|H
(1)
i |/m
′⌋. We arbitrarily partitionH
(1)
i into L (i, 0), . . . ,L (i, ℓi) such that |L (i, r)| =
m′ for all r ∈ [ℓi] and |L (i, 0)| < m
′. For each j ∈ [aQ1 ], let L
′(j, 0) :=
⋃
H
(1)
i ⊆Q
(1)
j
L (i, 0).
Let ℓ′j := ⌊|L
′(j, 0)|/m′⌋. We arbitrarily partition L ′(j, 0) into L ′′(j, 0),L ′(j, 1), . . . ,L ′(j, ℓ′j)
such that |L ′(j, r)| = m′ for all r ∈ [ℓ′j ] and |L
′′(j, 0)| < m′. Note that since
H (1) ≺ Q(1), for all j ∈ [aQ1 ], we have
Q
(1)
j =
⋃
i : H
(1)
i ⊆Q
(1)
j
H
(1)
i = L
′′(j, 0) ∪
⋃
r∈[ℓ′j ]
L ′(j, r) ∪
⋃
i : H
(1)
i ⊆Q
(1)
j ,r∈[ℓi]
L (i, r).
Using (9.1) and the fact that |L ′′(j, 0)| < m′, it is easy to see that |L ′′(j, 0)| ≤ aP1 /a
Q
1 =
ℓ′j +
∑
i : H
(1)
i ⊆Q
(1)
j
ℓi.
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Hence, by distributing at most one vertex from L ′′(j, 0) into each of the sets in
{L ′(j, r) : r ∈ [ℓ′j ]} ∪ {L (i, r) : H
(1)
i ⊆ Q
(1)
j , r ∈ [ℓi]}, we can obtain a collection
{L(1)(j, 1), . . . , L(1)(j, aP1 /a
Q
1 )} of sets of size m
′ or m′+1, which forms an equipartition
of Q
(1)
j . Let
P(1) := {L(1)(j, r) : j ∈ [aQ1 ], r ∈ [a
P
1 /a
Q
1 ]}.
Then (P1)19.1 holds. By construction, for each L
(1) ∈ P(1), either there exists (i, r) ∈
[s] × [ℓi] such that |L
(1) \ L (i, r)| ≤ 1 or there exists (j, r) ∈ [aQ1 ] × [ℓ
′
j ] such that
|L(1) \ L ′(j, r)| ≤ 1. In the former case, let f(L(1)) := H
(1)
i and the latter case, let
f(L(1)) be an arbitrary set in H (1). Then∑
L(1)∈P(1)
|L(1) \ f(L(1))| ≤ |P(1)|+
∑
(j,r)∈[aQ1 ]×[ℓ
′
j]
|L ′(j, r)| ≤ aP1 +
∑
j∈[aQ1 ],H
(1)
i ⊆Q
(1)
j
|L (i, 0)|
≤ aP1 + sa
Q
1 m
′ ≤ ν2|V |.
The final inequality follows since n ≥ n0. This and the construction of P
(1) shows that
P(1) ≺ν2 H
(1) and P(1) ≺ Q(1). This shows that (P2)19.1 holds and thus completes the
proof of Claim 1. 
So assume that k ≥ 2 and L9.1(k − 1) holds. Let µ3.9, t3.9, n3.9 be the functions
defined in Lemma 3.9. By decreasing the value of ε(a) if necessary, we may assume that
for all a ∈ Nk−1, we have
ε(a)≪ 1/s, 1/k, 1/‖a‖∞ . (9.2)
If k = 2, let T := o4
k+1⌈2ν−2⌉. If k ≥ 3, for each a ∈ Nk−2, let T = T (a, o, ν) =
max{‖a‖∞, o
4k+1⌈2ν−2⌉}. If k ≥ 3, then we also let µ′ : Nk−2 → (0, 1] be a function such
that for any a ∈ Nk−2, we have
µ′(a)≪ ν, 1/k, 1/o, 1/‖a‖∞ and µ
′(a) < (µ3.9(k, T, 2sT
2k , η, ν/3, ε2))2. (9.3)
For all k ≥ 2, let
tk−1 :=
{
so4
k+1⌈2ν−2⌉ if k = 2,
max{t9.1(k − 1, o, o
4k , η, ν/3, µ′), o4
k+1⌈2ν−2⌉} if k ≥ 3,
(9.4)
which exists by the induction hypothesis. Choose an integer t such that
1/t≪ 1/t3.9(k, tk−1, 2st
2k
k−1, η, ν/3, ε
2), 1/tk−1, (9.5)
and choose µ > 0 such that
µ≪


1/t, µ3.9(k, T, 2sT
2k , η, ν/3, ε2) if k = 2,
1/t, µ′(a), ε(a′), µ9.1(k − 1, o, o
4k , η, ν/3, µ′) if k ≥ 3.
for any a ∈ [t]k−2,a′ ∈ [t]k−1
(9.6)
Finally, choose an integer n0 such that
1/n0 ≪
{
1/n3.9(k, tk−1, 2st
2k
k−1, η, ν/3, ε
2), 1/n9.1(k − 1, o, o
4k , ν), 1/µ. if k = 2,
1/n3.9(k, tk−1, 2st
2k
k−1, η, ν/3, ε
2), 1/n9.1(k − 1, o, o
4k , η, ν/3, µ′), 1/µ if k ≥ 3.
(9.7)
Suppose O(k − 1,aO), Q(k,aQ) and H (k) are given (families of) partitions satisfying
(O1)9.1–(O4)9.1 with µ, t, n0 as defined above. Write
O(k−1) = {O
(k−1)
1 , . . . , O
(k−1)
sO
} and Q(k−1) = {Q
(k−1)
1 , . . . , Q
(k−1)
sQ
}.
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Q
(k−1)
1
Q
(k−1)
g(j)
O
(k−1)
i′
M
(k−1)
j
R
(k−1)
j
L (i, j)
L (i, j, 0)
L (i, j, r)
∈ P(k−1)
Figure 2. An illustration of the cascade of partitions in the proof of Lemma 9.1.
Let
O
(k−1)
sO+1
:=
(
V
k − 1
)
\ Kk−1(O
(1)), Q
(k−1)
sQ+1
:=
(
V
k − 1
)
\ Kk−1(Q
(1)), and (9.8)
R(k−1) := {O
(k−1)
i ∩Q
(k−1)
j : i ∈ [sO + 1], j ∈ [sQ + 1]} \ {∅}.
We also write R(k−1) = {R
(k−1)
1 , . . . , R
(k−1)
s′′ }. See Figure 2 for an illustration of the
relationship of the different partitions defined in the proof.
Since O and Q are both o-bounded, Proposition 3.11(viii) implies that
s′′ ≤
(
o2
k
)2
≤ o4
k
. (9.9)
Now our aim is to construct a family of partitions L as follows.
Claim 2. There exist {L (i)}k−1i=1 and a
L
long = (a
L
1 , . . . , a
L
k−1) ∈ [tk−1]
k−1 satisfying the
following for all j ∈ [k − 1], where aL := (aL1 , . . . , a
L
k−2).
(L∗1) {L (i)}k−1i=1 forms an (η, µ
′(aL )1/2,aLlong)-equitable tk−1-bounded family of parti-
tions, and aQj divides a
L
j ,
(L∗2) L (j) ≺ Q(j).
(L∗3) L (j) ≺ν/2 O
(j).
Note that if k = 2, then the function µ′ is not defined, but in this case, µ′(aL )1/2
plays no role in the definition of an equitable family of partitions (Definition 3.6) since
Definition 3.6(iii) is vacuously true.
Proof. First we prove the claim for k = 2. We apply L9.1(1) with Q
(1),R(1), s′′, ν playing
the roles of Q(1),H (1), s, ν. (This is possible by (9.7).) Then we obtain a partition
L (1) of V which satisfies (P1)19.1 and (P2)
1
9.1. Moreover, (9.4) implies that L
(1) is
t1-bounded, i.e. a
L
long ∈ [tk−1]. Since R
(1) ≺ O(1), this in turn implies (L∗1)–(L∗3).
Now we assume k ≥ 3. First, we apply L9.1(k − 1) with the following objects and
parameters. (This is possible by (9.4) and (9.6)–(9.9).)
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object/parameter V {O(j)}k−2j=1 {Q
(i)}k−1i=1 R
(k−1) o s′′ η ν/3 µ′ tk−1
playing the role of V O Q H (k) o s η ν ε t
Then we obtain a family of partitions L = L (k − 2,aL ) and a partition M (k−1) =
{M
(k−1)
1 , . . . ,M
(k−1)
s′′ } of
( V
k−1
)
which satisfy the following for each i ∈ [s′′] and j ∈ [k−2].
(L′1) L is (η, µ′(aL ),aL )-equitable and tk−1-bounded, and a
Q
j divides a
L
j ,
(L′2) L (j) ≺ Q(j) and L (j) ≺ν/3 O
(j),
(M′1) M
(k−1)
i is perfectly µ
′(aL )-regular with respect to L ,
(M′2)
∑s′′
i=1 |M
(k−1)
i △R
(k−1)
i | ≤ (ν/3)
( n
k−1
)
, and
(M′3) M (k−1) ≺ Q(k−1) and if R
(k−1)
i ⊆ Kk−1(Q
(1)), then M
(k−1)
i ⊆ Kk−1(Q
(1)).
Thus {L (i)}k−2i=1 satisfies (L
∗1)–(L∗3) for j ∈ [k − 2] and it only remains to construct
L (k−1). Let
t′ := max{‖aL ‖∞, a
Q
k−1o
4k⌈2ν−2⌉}. (9.10)
Thus L is t′-bounded and t′ ≤ min{tk−1, T (a
L , o, ν)} by (9.4). Write Lˆ (k−2) =
{Lˆ
(k−2)
1 , . . . , Lˆ
(k−2)
s′ }. Since M
(k−1) ≺ Q(k−1) by (M′3), for each j ∈ [s′′] there ex-
ists a unique g(j) ∈ [sQ + 1] such that M
(k−1)
j ⊆ Q
(k−1)
g(j) . For each i ∈ [s
′], j ∈ [s′′], we
define
L (i, j) := Kk−1(Lˆ
(k−2)
i ) ∩M
(k−1)
j . (9.11)
For each i ∈ [s′], we define J(i) := {j ∈ [s′′] : L (i, j) 6= ∅}. Note that L (i, j) ⊆ Q
(k−1)
g(j)
for all i ∈ [s′].
Subclaim 1. For each i ∈ [s′] and for each j ∈ J(i), the (k − 1)-graph Q
(k−1)
g(j) is
(µ′(aL ), d′g(j))-regular with respect to Lˆ
(k−2)
i , where d
′
g(j) ∈ {1/a
Q
k−1, 1}.
Proof. First, note that since L ≺ {Q(j)}k−2j=1 , one of the following holds.
(LL1) There exists Qˆ(k−2) ∈ Qˆ(k−2) such that Lˆ
(k−2)
i ⊆ Qˆ
(k−2).
(LL2) Kk−1(Lˆi
(k−2)
) ⊆
( V
k−1
)
\ Kk−1(Q
(1)).
If (LL1) holds, then by (L′1) and the fact that µ≪ µ′(aL )≪ ‖aL ‖−k∞ we can apply
Lemma 4.5 twice to conclude that
|Kk−1(Lˆ
(k−2)
i )| ≥ t
−2k
k−1|Kk−1(Qˆ
(k−2))|
(9.5),(9.6)
≥ µ1/3|Kk−1(Qˆ
(k−2))|.
Note that, for each j ∈ J(i), Q
(k−1)
g(j) is (µ, 1/a
Q
k−1)-regular with respect to Qˆ
(k−2). To-
gether with Lemma 4.1(ii) this implies that Q
(k−1)
g(j)
is (µ2/3, 1/aQk−1)-regular with respect
to Lˆ
(k−2)
i for each j ∈ J(i).
If (LL2) holds, j ∈ J(i) implies that M
(k−1)
j * Kk−1(Q
(1)). Thus (9.8) means
that M
(k−1)
j ∩ Q
(k−1)
sQ+1
6= ∅, which implies g(j) = sQ + 1. Also (LL2) implies that
Kk−1(Lˆ
(k−2)
i ) ⊆ Q
(k−1)
sQ+1
. Thus Q
(k−1)
sQ+1
is (0, 1)-regular with respect to Lˆ
(k−2)
i . This com-
pletes the proof of Subclaim 1. 
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Moreover, (M′1) implies that for each i ∈ [s′] and j ∈ [s′′], the (k − 1)-graph L (i, j)
is µ′(aL )-regular with respect to Lˆ
(k−2)
i , and thus it is (2µ
′(aL ), d(L (i, j) | Lˆ
(k−2)
i ))-
regular with respect to Lˆ
(k−2)
i . Let
aLk−1 := a
Q
k−1o
4k⌈2ν−2⌉, (9.12)
and aLlong := (a
L
1 , . . . , a
L
k−1). By (9.10), we conclude
‖aLlong‖∞ = t
′ ≤ min{tk−1, T (a
L , o, ν)}. (9.13)
Let ℓi,j := ⌊d(L (i, j) | Lˆ
(k−2)
i )a
L
k−1⌋, so ℓi,j = 0 if j /∈ J(i). We now apply the slicing
lemma (Lemma 4.4) to L (i, j) for each i ∈ [s′] and j ∈ [s′′]. We obtain edge-disjoint
(k − 1)-graphs L (i, j, 0), . . . ,L (i, j, ℓi,j) such that
(L 1) L (i, j) = L (i, j, 0) ∪
⋃ℓi,j
r=1 L (i, j, r),
(L 2) L (i, j, r) is (6µ′(aL ), 1/aLk−1)-regular with respect to Lˆ
(k−2)
i for each r ∈ [ℓi,j],
and
(L 3) L (i, j, 0) is (6µ′(aL ), d′i,j)-regular with respect to Lˆ
(k−2)
i , where d
′
i,j ≤ 1/a
L
k−1.
Observe that L (i, j, 0) may not have density 1/aLk−1. Since we would like to achieve
this density for all classes, we now take the union of all these (k − 1)-graphs and split
this union into suitable pieces. For all i ∈ [s′] and p ∈ [sQ + 1], let
L ′(i, p) :=
⋃
j : g(j)=p
L (i, j, 0) =
(
Kk−1(Lˆ
(k−2)
i ) ∩Q
(k−1)
p
)
\

 ⋃
j,r : g(j)=p,r∈[ℓi,j]
L (i, j, r)

 .
Note that if p /∈ g(J(i)), then L ′(i, p) = ∅. So suppose that p ∈ g(J(i)). Then
L ′(i, p) is (µ′(aL )2/3, ℓ′i,p/a
L
k−1)-regular with respect to Lˆ
(k−2)
i for some
ℓ′i,p ∈ N.
(9.14)
Indeed Lemma 4.3 (applied with
∑
j : g(j)=p ℓi,j ≤ s
′′aLk−1 ≤ o
4kaLk−1 playing the role of s)
implies that
⋃
j,r : g(j)=p,r∈[ℓi,j]
L (i, j, r) is (µ′(aL )3/4,
∑
j : g(j)=p ℓi,j/a
L
k−1)-regular with
respect to Lˆ
(k−2)
i . In addition, by Subclaim 1, Kk−1(Lˆ
(k−2)
i ) ∩ Q
(k−1)
p is (µ′(aL ), d′p)-
regular with respect to Lˆ
(k−2)
i for some d
′
p ∈ {1/a
Q
k−1, 1}. Note that (9.11) implies⋃
j,r : g(j)=p,r∈[ℓi,j]
L (i, j, r) ⊆ Kk−1(Lˆ
(k−2)
i ) ∩Q
(k−1)
p .
So Lemma 4.1(iii) implies that (9.14) holds where ℓ′i,p := a
L
k−1d
′
p −
∑
j:g(j)=p ℓi,j. (Note
ℓ′i,p ∈ N since d
′
p ∈ {1/a
Q
k−1, 1} and a
Q
k−1 | a
L
k−1.)
In addition, for all i ∈ [s′] and p ∈ g(J(i)), we have
|L ′(i, p)|
(L 3)
≤ |g−1(p)| ·
5
4aLk−1
· |Kk−1(Lˆ
(k−2)
i )|
(9.9),(9.12)
≤ ν2|Kk−1(Lˆ
(k−2)
i ) ∩Q
(k−1)
p |.
(9.15)
Again, we apply the slicing lemma (Lemma 4.4), this time to L ′(i, p). By (9.14), we
obtain edge-disjoint (k − 1)-graphs L ′(i, p, 1), . . . ,L ′(i, p, ℓ′i,p) such that
(L ′1) L ′(i, p) =
⋃ℓ′i,p
ℓ=1 L
′(i, p, ℓ),
(L ′2) L ′(i, p, ℓ) is (µ′(aL )1/2, 1/aLk−1)-regular with respect to Lˆ
(k−2)
i for each ℓ ∈ [ℓ
′
i,p].
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Thus for each i ∈ [s′], (9.11), (L 1) and (L ′1) imply that⋃
p∈g(J(i))
(
{L (i, j, r) : j, r with g(j) = p, r ∈ [ℓi,j]} ∪ {L
′(i, p, 1), . . . ,L ′(i, p, ℓ′i,p)}
)
forms a partition of Kk−1(Lˆ
(k−2)
i ) into a
L
k−1 edge-disjoint (k−1)-graphs, each of which is
(µ′(aL )1/2, 1/aLk−1)-regular with respect to Lˆ
(k−2)
i , where the latter follows from (L 2)
and (L ′2). We define
L (k−1) :=
⋃
i∈[s′],j∈J(i)
{L (i, j, r) : r ∈ [ℓi,j]} ∪
⋃
i∈[s′],p∈g(J(i))
{L ′(i, p, ℓ) : ℓ ∈ [ℓ′i,p]}.
Then (L∗1) follows from (L′1) and the construction of L (k−1) (tk−1-boundedness follows
by (9.13)). Note that for all i ∈ [s′], j ∈ [s′′], r ∈ [ℓi,j], p ∈ [sQ + 1], ℓ ∈ [ℓ
′
i,p], we have
L (i, j, r) ⊆ Q
(k−1)
g(j) and L
′(i, p, ℓ) ⊆ Q
(k−1)
p , and so (L∗2) holds.
Subclaim 2. L (k−1) ≺ν/2 O
(k−1).
Proof. To prove the subclaim, we define a suitable function fk−1 : L
(k−1) → O(k−1).
For each j ∈ [s′′], let h(j) ∈ [sO + 1] be the index such that R
(k−1)
j = O
(k−1)
h(j) ∩ Q
(k−1)
p
for some p ∈ [sQ + 1]. For each i ∈ [s
′], j ∈ J(i), r ∈ [ℓi,j], ℓ ∈ [ℓ
′
i,g(j)], let
fk−1(L (i, j, r)) := O
(k−1)
h(j) and fk−1(L
′(i, g(j), ℓ)) := O
(k−1)
h(j) .
For fixed j ∈ [s′′], (9.11) and (L 1) imply that⋃
i∈[s′],r∈[ℓi,j]
L (i, j, r) ⊆M
(k−1)
j . (9.16)
Hence∑
L(k−1)∈L (k−1)
|L(k−1) \ fk−1(L
(k−1))| ≤
∑
i,j,r
|L (i, j, r) \ fk−1(L (i, j, r))| +
∑
i,p,ℓ
|L ′(i, p, ℓ)|
(9.16),(L ′1)
≤
∑
j∈[s′′]
|M
(k−1)
j \O
(k−1)
h(j) |+
∑
i,p
|L ′(i, p)|
(9.15)
≤
∑
j∈[s′′]
|M
(k−1)
j \R
(k−1)
j |+ ν
2
∑
i,p
|Kk−1(Lˆ
(k−2)
i ) ∩Q
(k−1)
p |
(M′2)
≤
ν
3
(
n
k − 1
)
+ ν2
(
n
k − 1
)
≤
2ν
5
(
n
k − 1
)
.
The fact that aL1 ≥ η
−1 and (3.5) together imply that |Kk−1(L
(1))| ≥ 45
( n
k−1
)
, so the
subclaim follows. 
This shows that (L∗3) holds and completes the proof of Claim 2. 
Note that {L (i)}k−1i=1 obtained in Claim 2 naturally defines Lˆ
(k−1). Write Lˆ (k−1) =
{Lˆ
(k−1)
1 , . . . , Lˆ
(k−1)
sˆL
}. We now construct L (k) by refining Kk(Lˆ
(k−1)
i ) for all i ∈ [sˆL ].
Claim 3. For each i ∈ [sˆL ], there is a partition {L
(k)(i, 1), . . . , L(k)(i, aQk )} of Kk(Lˆ
(k−1)
i )
such that L(k)(i, r) is (µ1/2, 1/aQk )-regular with respect to Lˆ
(k−1)
i for each r ∈ [a
Q
k ]. More-
over, we can ensure that {L(i, r) : i ∈ [sˆL ], r ∈ [a
Q
k ]} ≺ Q
(k).
A CHARACTERIZATION OF TESTABLE HYPERGRAPH PROPERTIES 51
Proof. Since L (1) ≺ Q(1), for each Lˆ
(k−1)
i ∈ Lˆ
(k−1), either Kk(Lˆ
(k−1)
i ) ⊆ Kk(Q
(1)) or
Kk(Lˆ
(k−1)
i ) ⊆
(
V
k
)
\ Kk(Q
(1)).
Suppose first that Kk(Lˆ
(k−1)
i ) ⊆ Kk(Q
(1)). As L (k−1) ≺ Q(k−1), there exists a
(unique) Qˆ
(k−1)
j ∈ Qˆ
(k−1) such that Lˆ
(k−1)
i ⊆ Qˆ
(k−1)
j . In addition, there are exactly
aQk many k-graphs Q
(k)(j, 1), . . . , Q(k)(j, aQk ) in Q
(k) that partition Kk(Qˆ
(k−1)
j ). For
each r ∈ [aQk ], let
L(k)(i, r) := Q(k)(j, r) ∩ Kk(Lˆ
(k−1)
i ).
Hence {L(k)(i, 1), . . . , L(k)(i, aQk )} forms a partition of Kk(Lˆ
(k−1)
i ). We can now apply
Lemma 4.5 twice and use (L∗1) as well as (O3)9.1 to obtain that
|Kk(Lˆ
(k−1)
i )| ≥ t
−2k
k−1|Kk(Qˆ
(k−1)
j )|.
Thus Lemma 4.1(ii), (O3)9.1 and (9.6) imply that L
(k)(i, r) is (µ1/2, 1/aQk )-regular with
respect to Lˆ
(k−1)
i for each r ∈ [a
Q
k ].
Suppose next that we have Kk(Lˆ
(k−1)
i ) ⊆
(V
k
)
\Kk(Q
(1)). We apply the slicing lemma
(Lemma 4.4) with Kk(Lˆ
(k−1)
i ), Lˆ
(k−1)
i , 1, 1/a
Q
k playing the roles of H
(k),H(k−1), d, pi re-
spectively. We obtain a partition {L(k)(i, 1), . . . , L(k)(i, aQk )} of Kk(Lˆ
(k−1)
i ) such that
L(k)(i, r) is (µ1/2, 1/aQk )-regular with respect to Lˆ
(k−1)
i for each r ∈ [a
Q
k ].
The moreover part of Claim 3 is immediate from the construction in both cases. 
Let
L (k) := {L(k)(i, r) : i ∈ [sˆL ], r ∈ [a
Q
k ]}, a
L∗ := (aL1 , . . . , a
L
k−1, a
Q
k ) and L∗ := {L
(i)}ki=1,
J (k) :=
(
{H
(k)
i ∩ L
(k)
∗ : i ∈ [s], L
(k)
∗ ∈ L
(k)} ∪ {H
(k)
i \ Kk(L
(1)) : i ∈ [s]}
)
\ {∅}.
{J
(k)
1 , . . . , J
(k)
sJ
} := J (k), and j′(i) := {j′ ∈ [sJ ] : J
(k)
j′ ⊆ H
(k)
i } for each i ∈ [s]. (9.17)
Then L (k) ≺ Q(k). Let µ∗ := µ
1/2 if k = 2 and µ∗ := µ
′(aL )1/2 > µ1/2 if k ≥ 3. Then
by (L∗1), Claim 3, and (9.13), we have
L∗ is a (1/a
L
1 , µ∗,a
L∗)-equitable t′-bounded family of partitions. (9.18)
Moreover, sJ ≤ 2st
′2k by (9.13) and Proposition 3.11(viii). Also J (k) ≺ H (k) and
{j′(1), . . . , j′(s)} forms a partition of [sJ ].
Our next aim is to apply Lemma 3.9 with the following objects and parameters.
object/parameter L∗ J (k) t t′ sJ η ν/3 ε2 µ∗
playing the role of Q H (k) t o s η ν ε µ
Indeed, we can apply Lemma 3.9: (9.7) ensures that (O1)3.9 holds; by (9.3), (9.6),
(9.13) and (9.18), L∗ satisfies (O2)3.9. By construction, J
(k) ≺ L
(k)
∗ , thus (O3)3.9
also holds. We obtain P = P(k − 1,aP ) and G ′(k) = {G
′(k)
1 , . . . , G
′(k)
sJ } satisfying the
following.
(P′1) P is (η, ε(aP )2,aP)-equitable and t-bounded, and aL∗j divides a
P
j for all j ∈
[k − 1],
(P′2) for each j ∈ [k − 1], P(j) ≺ L (j),
(P′3) G
′(k)
i is perfectly ε(a
P )2-regular with respect to P for all i ∈ [sJ ],
(P′4)
∑
i∈[sJ ]
|G
′(k)
i △J
(k)
i | ≤ (ν/3)
(n
k
)
, and
(P′5) G ′(k) ≺ L (k) and if J
(k)
i ⊆ Kk(L
(1)), then G
′(k)
i ⊆ Kk(L
(1)).
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Here we obtain (P′1) from (9.5). In addition, we also have the following.
Q
(k)
i′ is perfectly ε(a
P)2-regular with respect to P for all i′ ∈ [sQ + 1]. (9.19)
Indeed, P(k−1) ≺ L (k−1) ≺ Q(k−1). Thus for each Pˆ (k−1) ∈ Pˆ(k−1), either there
exists unique Qˆ(k−1) ∈ Qˆ(k−1) such that Kk(Pˆ
(k−1)) ⊆ Kk(Qˆ
(k−1)), or Kk(Pˆ
(k−1)) ⊆(V
k
)
\ Kk(Q
(1)).
In the former case, by two applications of Lemma 4.5 and (P′1), it is easy to see that
|Kk(Pˆ
(k−1))| ≥ t−2
k
|Kk(Qˆ
(k−1))|.
Thus (O3)9.1 with Lemma 4.1(ii) and (9.6) implies that Q
(k)
i′ is ε(a
P)2-regular with
respect to Pˆ (k−1).
Now suppose that Kk(Pˆ
(k−1)) ⊆
(V
k
)
\ Kk(Q
(1)). If i′ ∈ [sQ], then we have Q
(k)
i′ ⊆
Kk(Q
(1)). Thus Q
(k)
i′ ∩ Kk(Pˆ
(k−1)) = ∅, and Q
(k)
i′ is (ε(a
P )2, 0)-regular with respect to
Pˆ (k−1). If i′ = sQ + 1, then Q
(k)
i′ =
(V
k
)
\ Kk(Q
(1)), thus Q
(k)
i′ is (ε(a
P )2, 1)-regular with
respect to Pˆ (k−1). Thus we have (9.19).
It is easy to see that (P′1) and (L∗1) imply (P1)9.1. The statements (P
′2), (3.1)
together with (L∗2) and (L∗3) imply (P2)9.1.
As L (k) ≺ Q(k) and (P′5) holds, we obtain G ′(k) ≺ Q(k). For each i′ ∈ [sQ + 1], let
g′(i′) := {j′ ∈ [sJ ] : G
′(k)
j′ ⊆ Q
(k)
i′ }, and h
′(i′) := {i ∈ [s] : H
(k)
i ⊆ Q
(k)
i′ }.
Note that {g′(1), . . . g′(sQ+1)} forms a partition of [sJ ]. Also by (O4)9.1, {h
′(1), . . . h′(sQ+
1)} forms a partition of [s]. Moreover, both g′(i′) and h′(i′) are non-empty sets. For
each i′ ∈ [sQ + 1], we arbitrarily choose a representative h
′
i′ ∈ h
′(i′).
Recall that j′(i) was defined in (9.17). For each i′ ∈ [sQ + 1] and i ∈ h
′(i′) \ {h′i′}, we
define
G
(k)
i :=
⋃
j′∈j′(i)∩g′(i′)
G
′(k)
j′ and G
(k)
h′
i′
:= Q
(k)
i′ \
⋃
ℓ∈h′(i′)\h′
i′
G
(k)
ℓ .
Let
G (k) := {G
(k)
i : i ∈ [s]}.
By the construction, G (k) forms a partition of
(
V
k
)
. Moreover, we have the following:
Suppose that i′ ∈ [sQ + 1], i ∈ h
′(i′) and j′ ∈ j′(i) ∩ g′(i′). Then
G
′(k)
j′ ⊆ G
(k)
i .
(9.20)
Note that the construction of G (k), (P′3), Lemma 4.3, (9.2) and (9.13) together imply
that for each i′ ∈ [sQ + 1] and i ∈ h
′(i′) \ {h′i′}, G
(k)
i is perfectly ε(a
P )3/2-regular with
respect to P. In particular, together with (9.19), Lemma 4.3 and Lemma 4.1(iii), this
implies that for each i′ ∈ [sQ + 1], G
(k)
h′
i′
is also perfectly ε(aP )-regular with respect to
P. Thus we obtain (G1)9.1.
By the definition of G
(k)
i , we conclude that for every i ∈ [s], there exists i
′ ∈ [sQ + 1]
such that G
(k)
i ⊆ Q
(k)
i′ . Thus G
(k) ≺ Q(k). Moreover, if H
(k)
i ⊆ Kk(Q
(1)), then i ∈ h′(i′)
for some i′ 6= sQ + 1. Hence in this case G
(k)
i ⊆ Q
(k)
i′ with i
′ 6= sQ + 1, and so G
(k)
i ⊆
Kk(Q
(1)). Thus (G3)9.1 holds.
We now verify (G2)9.1. Consider any edge e ∈ G
(k)
i \H
(k)
i for some i ∈ [s]. We claim
that
e ∈
⋃
j′∈[sJ ]
J
(k)
j′ \G
′(k)
j′ . (9.21)
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To prove (9.21) note that since J (k) is a partition of
(V
k
)
, there exists j′ ∈ [sJ ] such that
e ∈ J
(k)
j′ . So (9.21) holds if e /∈ G
′(k)
j′ . Thus assume for a contradiction that e ∈ G
′(k)
j′ .
Let i∗ ∈ [s] be the index such that j
′ ∈ j′(i∗). Then J
(k)
j′ ⊆ H
(k)
i∗
.
Since {h′(1), . . . , h′(sQ+1)} forms a partition of [s], there exists i
′ ∈ [sQ+1] such that
i∗ ∈ h
′(i′). Thus e ∈ J
(k)
j′ ⊆ H
(k)
i∗
⊆ Q
(k)
i′ . Hence Q
(k)
i′ ∩ G
′(k)
j′ 6= ∅. Since G
′(k) ≺ Q(k),
this implies that G
′(k)
j′ ⊆ Q
(k)
i′ and so j
′ ∈ g′(i′). Consequently, we have i∗ ∈ h
′(i′) and
j′ ∈ j′(i∗) ∩ g
′(i′). This together with (9.20) implies that e ∈ G
′(k)
j′ ⊆ G
(k)
i∗
. Since G (k) is
a partition of
(V
k
)
, this implies that i = i∗. But then e ∈ H
(k)
i∗
= H
(k)
i , a contradiction.
This proves (9.21).
Then
∑
i∈[s]
|G
(k)
i \H
(k)
i |
(9.21)
≤
∑
j′∈[sJ ]
|J
′(k)
j′ \G
′(k)
j′ |. (9.22)
Since all of H (k),G (k),J (k) and G ′(k) are partitions of
(V
k
)
, we obtain∑
i∈[s]
|G
(k)
i △H
(k)
i | = 2
∑
i∈[s]
|G
(k)
i \H
(k)
i |, and
∑
i∈[sJ ]
|G
′(k)
i △J
(k)
i | = 2
∑
i∈[sJ ]
|J
(k)
i \G
′(k)
i |.
Thus we conclude
∑
i∈[s]
|G
(k)
i △H
(k)
i | = 2
∑
i∈[s]
|G
(k)
i \H
(k)
i |
(9.22)
≤ 2
∑
j′∈[sJ ]
|J
′(k)
j′ \G
′(k)
j′ |
(P′4)
≤ ν
(
n
k
)
.
Thus (G2)9.1 holds. 
Suppose we are given a (k − 1)-graph H on a vertex set V . In the next lemma we
apply Lemma 3.9 to show that, given a different vertex set V ′, there exists another
(k − 1)-graph F on V ′ whose large scale structure is very close to that of H.
Lemma 9.2. Suppose 0 < 1/m, 1/n ≪ ε≪ ν, 1/o, 1/k ≤ 1 and k, o ∈ N \ {1}. Suppose
P = P(k− 1,a) and Q = Q(k− 1,a) are both o-bounded (1/a1, ε,a)-equitable families
of partitions of V and V ′ respectively with |V | = n and |V ′| = m. Suppose that H(k−1) ⊆
Kk−1(P
(1)). Then there exists a (k−1)-graph G(k−1) ⊆ Kk−1(P
(1)) on V and a (k−1)-
graph F (k−1) ⊆ Kk−1(Q
(1)) on V ′ such that
(F1)9.2 |H
(k−1)△G(k−1)| ≤ ν
( n
k−1
)
,
(F2)9.2 d(Kk(G
(k−1)) | Pˆ (k−1)(zˆ)) = d(Kk(F
(k−1)) | Qˆ(k−1)(zˆ))± ν for each zˆ ∈ Aˆ(k, k −
1,a).
To prove Lemma 9.2, we first apply Lemma 3.9 to obtain a family of partitions R =
R(k−2,aR) and a k-graph G(k−1) as in (F1)9.2. We then ‘project’ R onto V
′ (so that it
refines Q). This results in a partition L . We then apply the slicing lemma to construct
F (k−1) which respects L (and in particular has the appropriate densities).
Proof of Lemma 9.2. First suppose k = 2. Then H(1) ⊆ V . Let G(1) := H(1). Thus
(F1)9.2 holds. Recall that for each b ∈ [a1], the vertex sets P
(1)(b, b) and Q(1)(b, b)
denote the b-th parts in P(1) and Q(1), respectively. For each b ∈ [a1], let F
(1)(b, b) be
a subset of Q(1)(b, b) with
|F (1)(b, b)| =
⌊m
n
|H(1) ∩ P (1)(b, b)|
⌋
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and let F (1) :=
⋃
b∈[a1]
F (1)(b, b). For each z = (α1, α2) ∈ Aˆ(2, 1,a), we have
d(K2(F
(1)) | Qˆ(1)(zˆ)) =
|F (1)(α1, α1)||F
(1)(α2, α2)|
(m/a1 ± 1)2
=
(|H(1) ∩ P (1)(α1, α1)| ± n/m)(|H
(1) ∩ P (1)(α2, α2)| ± n/m)
(n/a1 ± n/m)2
= d(K2(G
(1)) | Pˆ (1)(zˆ))± ν.
Thus (F2)9.2 holds.
Now we show the lemma for k ≥ 3. Let η′ be a constant such that ε≪ η′ ≪ ν, 1/o, 1/k.
Let ε′ : Nk−2 → (0, 1] be a function such that
ε′(b)≪ ν, 1/o, 1/k, 1/‖b‖∞ for all b ∈ N
k−2. (9.23)
Let t := t3.9(k − 1, o, o
4k , η′, ν, ε′). Since ε≪ ν, 1/o, 1/k, η′ , we may assume that
0 < ε≪ µ3.9(k − 1, o, o
4k , η′, ν, ε′), 1/t,min{ε′(b) : b ∈ [t]k−2}, (9.24)
and we may assume that n,m > n0 := n3.9(k − 1, o, o
4k , η′, ν, ε′). Let
{H
(k−1)
1 , . . . ,H
(k−1)
s } := {P
(k−1) ∩H(k−1) : P (k−1) ∈ P(k−1)} \ {∅},
{H
(k−1)
s+1 , . . . ,H
(k−1)
s+s′ } :=
(
{P (k−1) \H(k−1) : P (k−1) ∈ P(k−1)} ∪
{(
V
k − 1
)
\ Kk−1(P
(1))
})
\ {∅},
H (k−1) := {H
(k−1)
1 , . . . ,H
(k−1)
s+s′ }.
Hence H (k−1) is a partition of
( V
k−1
)
such that H (k−1) ≺ P(k−1) and s+s′ ≤ 2o2
k
+1 ≤
o4
k
by Proposition 3.11(viii). We first construct G(k−1). By (9.24), we may apply
Lemma 3.9 with the following objects and parameters.
object/parameter P H (k−1) o s+ s′ η′ ν ε′ k − 1 t
playing the role of Q H (k) o s η ν ε k t
We obtain R = R(k−2,aR) and G (k−1) = {G
(k−1)
1 , . . . , G
(k−1)
s+s′ } satisfying the following.
(R1)9.2 R is (η
′, ε′(aR),aR)-equitable and t-bounded and for each j ∈ [k− 2], aj divides
aRj ,
(R2)9.2 {R
(j)}k−2j=1 = R ≺ {P
(j)}k−2j=1 ,
(R3)9.2 for each i ∈ [s+ s
′], G
(k−1)
i is perfectly ε
′(aR)-regular with respect to R,
(R4)9.2
∑s+s′
i=1 |G
(k−1)
i △H
(k−1)
i | ≤ ν
( n
k−1
)
, and
(R5)9.2 G
(k−1) ≺ P(k−1), and if H
(k−1)
i ⊆ Kk−1(P
(1)), then G
(k−1)
i ⊆ Kk−1(P
(1)).
Observe that aR1 > η
′−1 by (R1)9.2. Thus
1/aR1 ≪ ν, 1/o, 1/k. (9.25)
Let G(k−1) :=
⋃s
i=1G
(k−1)
i . Then (F1)9.2 holds and G
(k−1) ⊆ Kk−1(P
(1)).
Next we show how to construct F (k−1). To this end we define a family of partitions
L on V ′ which has the same number of parts as R. We apply Lemma 4.13 with
{Q(j)}k−2j=1 , ε,a
R playing the roles of P, ε,b to obtain L so that
L = L (k − 2,aR) is an (η′, ε1/3,aR)-equitable family of partitions such that
L ≺ {Q}k−2j=1 .
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Let a′ := (a1, . . . , ak−2), where a := (a1, . . . , ak−1). By taking an appropriate a
R-
labelling for L , we may also assume that for each xˆ ∈ Aˆ(k − 1, k − 2,a′),
A(xˆ) := {yˆ ∈ Aˆ(k − 1, k − 2,aR) : Rˆ(k−2)(yˆ) ⊆ Pˆ (k−2)(xˆ)}
= {yˆ ∈ Aˆ(k − 1, k − 2,aR) : Lˆ(k−2)(yˆ) ⊆ Qˆ(k−2)(xˆ)}. (9.26)
For each xˆ ∈ Aˆ(k − 1, k − 2,a′) and yˆ ∈ A(xˆ), Lemma 4.5 implies that
|Kk−1(Lˆ
(k−2)(yˆ))| ≥ (1− ν)
k−1∏
j=1
(aRj )
−(k−1j )mk−1
(9.24)
≥ ε1/3(1 + ν)
k−1∏
j=1
(aQj )
−(k−1j )mk−1
≥ ε1/3|Kk−1(Qˆ
(k−2)(xˆ))|. (9.27)
We would like the relative densities of F (k−1) (with respect to the polyads of L ) to reflect
the relative densities of G(k−1) (with respect to the polyads of R). For this, we first
determine the relative densities of G(k−1) (see (9.32)). For each yˆ ∈ Aˆ(k− 1, k − 2,aR),
b ∈ [ak−1], and the unique vector xˆ with yˆ ∈ A(xˆ), we define
Q
(k−1)
∗ (yˆ, b) := Q
(k−1)(xˆ, b) ∩ Kk−1(Lˆ
(k−2)(yˆ)),
P
(k−1)
∗ (yˆ, b) := P
(k−1)(xˆ, b) ∩Kk−1(Rˆ
(k−2)(yˆ)). (9.28)
Since each Q(k−1)(xˆ, b) ∈ Q(k−1) is (ε, 1/ak−1)-regular with respect to Qˆ
(k−2)(xˆ) for each
b ∈ [ak−1], Lemma 4.1(ii) and (9.27) with the definition of A(xˆ) imply that
Q
(k−1)
∗ (yˆ, b) is (ε
2/3, 1/ak−1)-regular with respect to Lˆ
(k−2)(yˆ). (9.29)
Similarly,
P
(k−1)
∗ (yˆ, b) is (ε
2/3, 1/ak−1)-regular with respect to Rˆ
(k−2)(yˆ). (9.30)
For each yˆ ∈ Aˆ(k − 1, k − 2,aR) and b ∈ [ak−1], let
G(yˆ, b) := G(k−1) ∩ P
(k−1)
∗ (yˆ, b). (9.31)
Thus G(yˆ, b) ⊆ Kk−1(Rˆ
(k−2)(yˆ)) by (9.28). Since G (k−1) ≺ P(k−1) by (R5)9.2, we know
that G(yˆ, b) is the union of some (k − 1)-graphs in {G
(k−1)
i ∩Kk−1(Rˆ
(k−2)(yˆ)) : i ∈ [s]}.
Thus (R3)9.2 and Lemma 4.3 with the fact that ε
′(aR) ≪ 1/s imply that G(yˆ, b) is
ε′(aR)2/3-regular with respect to Rˆ(k−2)(yˆ). As G(yˆ, b) ⊆ P
(k−1)
∗ (yˆ, b) and (9.30) holds,
there exists a number d(yˆ, b) ∈ [0, 1/ak−1] such that
G(yˆ, b) is (ε′(aR)1/2, d(yˆ, b))-regular with respect to Rˆ(k−2)(yˆ). (9.32)
Now we use the values d(yˆ, b) to construct F (k−1). We apply the slicing lemma (Lemma 4.4)
with the following objects and parameters.
object/parameter Q
(k−1)
∗ (yˆ, b) Lˆ
(k−2)(yˆ) 1/ak−1 max{d(yˆ, b)ak−1, 1− d(yˆ, b)ak−1} 1
playing the role of H(k) H(k−1) d p1 s
By (9.29) we obtain a partition of Q
(k−1)
∗ (yˆ, b) into two (k− 1)-graphs such that for one
of these, say F (yˆ, b), we have that
F (yˆ, b) is (ε′(aR)1/2, d(yˆ, b))-regular with respect to Lˆ(k−2)(yˆ) and
F (yˆ, b) ⊆ Q
(k−1)
∗ (yˆ, b).
(9.33)
Let
F (k−1) :=
⋃
yˆ∈Aˆ(k−1,k−2,aR),b∈[ak−1]
F (yˆ, b).
56 FELIX JOOS, JAEHOON KIM, DANIELA KU¨HN, AND DERYK OSTHUS
Thus F (k−1) ⊆ Kk−1(Q
(1)).
Now we have defined F (k−1) and G(k−1). It only remains to show that these two
(k− 1)-graphs satisfy (F2)9.2. Fix any vector zˆ ∈ Aˆ(k, k− 1,a). Consider yˆ and xˆ such
that yˆ ∈ A(xˆ) and xˆ ≤k−1,k−2 zˆ. By (3.12) we have
Pˆ (k−1)(zˆ) =
⋃
wˆ≤k−1,k−2zˆ
P (k−1)(wˆ, z
(k−1)
w
(1)
∗
). (9.34)
By (9.26), yˆ ∈ A(xˆ) implies that
Kk−1(Rˆ
(k−2)(yˆ)) ⊆ Kk−1(Pˆ
(k−2)(xˆ)) and
Kk−1(Rˆ
(k−2)(yˆ)) ∩ Kk−1(Pˆ
(k−2)(wˆ)) = ∅ for wˆ 6= xˆ.
Also P (k−1)(wˆ, z
(k−1)
w
(1)
∗
) ⊆ Kk−1(Pˆ
(k−2)(wˆ)) whenever wˆ ≤k−1,k−2 zˆ. Together this im-
plies
Pˆ (k−1)(zˆ)∩Kk−1(Rˆ
(k−2)(yˆ))
(9.34)
= P (k−1)(xˆ, z
(k−1)
x
(1)
∗
)∩Kk−1(Rˆ
(k−2)(yˆ))
(9.28)
= P
(k−1)
∗ (yˆ, z
(k−1)
x
(1)
∗
).
Thus
G(k−1) ∩ Pˆ (k−1)(zˆ) ∩ Kk−1(Rˆ
(k−2)(yˆ)) = G(k−1) ∩ P
(k−1)
∗ (yˆ, z
(k−1)
x
(1)
∗
)
(9.31)
= G(yˆ, z
(k−1)
x
(1)
∗
).
(9.35)
Together with (R2)9.2 this implies that
G(k−1) ∩ Pˆ (k−1)(zˆ) =
⋃
xˆ≤k−1,k−2zˆ
⋃
yˆ∈A(xˆ)
G(yˆ, z
(k−1)
x
(1)
∗
).
Similarly
F (k−1) ∩ Qˆ(k−1)(zˆ) =
⋃
xˆ≤k−1,k−2zˆ
⋃
yˆ∈A(xˆ)
F (yˆ, z
(k−1)
x
(1)
∗
).
For each yˆ ∈ Aˆ(k − 1, k − 2,aR) let
daR,zˆ,k−1(yˆ) :=
{
d(yˆ, b) if yˆ ∈ A(xˆ) for some xˆ ≤k−1,k−2 zˆ and b = z
(k−1)
x
(1)
∗
,
0 otherwise.
The properties (9.32) and (9.35) together imply that for each Rˆ(k−2)(yˆ) ∈ Rˆ(k−2),
G(k−1) ∩ Pˆ (k−1)(zˆ) is (ε′(aR)1/2, daR,zˆ,k−1(yˆ))-regular with respect to
Rˆ(k−2)(yˆ).
Analogously using (9.33), we obtain that for each Lˆ(k−2)(yˆ) ∈ Lˆ (k−2),
F (k−1) ∩ Qˆ(k−1)(zˆ) is (ε′(aR)1/2, daR,zˆ,k−1(yˆ))-regular with respect to
Lˆ(k−2)(yˆ).
In other words, R is an (ε′(aR)1/2, daR,zˆ,k−1)-partition of G
(k−1) ∩ Pˆ (k−1)(zˆ). From
(9.23) and (9.25), we know
ε′(aR)≪ 1/‖aR‖∞ ≤ 1/a
R
1 ≪ ν, 1/o, 1/k.
In particular, this means that G(k−1) ∩ Pˆ (k−1)(zˆ) satisfies the regularity instance R :=
(ε′(aR)1/2,aR , daR,zˆ,k−1). Similarly, F
(k−1) ∩ Qˆ(k−1)(zˆ) also satisfies the regularity in-
stance R. Thus we can apply Lemma 4.9 twice with the following objects and parameters,
once with G(k−1)∩Pˆ (k−1)(zˆ) playing the role of H and once more with F (k−1)∩Qˆ(k−1)(zˆ)
playing the role of H.
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object/parameter ε′(aR)1/2 ‖aR‖∞ aR1 ν
2o−4
k
aR k − 1 K
(k−1)
k
playing the role of ε t a1 γ a k F
Thus we obtain
|Kk(G
(k−1) ∩ Pˆ (k−1)(zˆ))|(n
k
) = IC(K(k−1)k , daR,zˆ,k−1)± ν2o−4k and (9.36)
|Kk(F
(k−1) ∩ Qˆ(k−1)(zˆ))|(m
k
) = IC(K(k−1)k , daR,zˆ,k−1)± ν2o−4k . (9.37)
On the other hand, we can apply Lemma 4.5 to show that for every zˆ ∈ Aˆ(k, k − 1,a)
|Kk(Pˆ
(k−1)(zˆ))| = (1± ν2)
k−1∏
j=1
a
−(kj)
j n
k ≥ o−4
k
(
n
k
)
and
|Kk(Qˆ
(k−1)(zˆ))| = (1± ν2)
k−1∏
j=1
a
−(kj)
j m
k ≥ o−4
k
(
m
k
)
.
This together with (9.36) and (9.37) implies that
d(Kk(G
(k−1)) | Pˆ (k−1)(zˆ)) = d(Kk(F
(k−1)) | Qˆ(k−1)(zˆ))± ν.

Suppose we are given two families of partitions P,O such that P almost refines O
and such that O is an equitable partition of some k-graph H. Roughly speaking, the
next lemma shows that there is a family of partitions O ′ such that P ≺ O ′ and such
that O ′ is still an equitable partition of H (with a somewhat larger regularity constant).
Lemma 9.3. Suppose 0 < 1/m, 1/n ≪ ε ≪ ν ≪ ε0 ≤ 1 and k ∈ N \ {1}. Suppose
V is a vertex set of size n. Suppose R = (ε0/2,a
O , daO ,k) is a regularity instance and
O = O(k−1,aO ) is an (ε0,a
O , daO ,k)-equitable partition of a k-graph H
(k) on V . Suppose
there exists an (η, ε,aP )-equitable family of partitions P = P(k − 1,aP) on V such
that P ≺ν O. Then there exists a family of partitions O
′ on V such that
(O′1)9.3 P ≺ O
′,
(O′2)9.3 O
′ is a (1/aO1 , ε0 + ν
1/20,aO , ν1/20)-equitable family of partitions and an (ε0 +
ν1/20, daO,k)-partition of H
(k),
(O′3)9.3 for each j ∈ [k−1] and (xˆ, b) ∈ Aˆ(j, j−1,a
O )×[aOj ], we have |O
′(j)(xˆ, b)△O(j)(xˆ, b)| ≤
ν1/2
(
n
j
)
.
We construct O ′ by induction on j ∈ [k − 1]. When constructing O ′(j−1) a natural
approach is a follows. For a given class O(j)(xˆ, b) of O(j) we can let O′(j)(xˆ, b) consist
e.g. of all classes of P(j) which lie (mostly) in O(j)(xˆ, b). This is formalized by the
function fj in (9.38). However, this construction may not fit with the existing polyads
of Pˆ (j−1) (i.e. it may violate Definition 3.4(ii)). This issue requires some adjustments,
whose overall effect can be shown to be negligible.
Proof of Lemma 9.3. For any function f : Aˆ(j, j−1,aP)× [aPj ]→ Aˆ(j, j−1,a
O)× [aOj ],
let
d(f) :=
∑
(xˆ,b)∈Aˆ(j,j−1,aP)×[aPj ]
|P (j)(xˆ, b) \O(j)(f(xˆ, b))|.
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Note that P ≺ν O implies that for each j ∈ [k − 1], there exists a function fj :
Aˆ(j, j − 1,aP )× [aPj ]→ Aˆ(j, j − 1,a
O )× [aOj ] such that
d(fj) ≤ ν
(
n
j
)
. (9.38)
Moreover, note that since R is a regularity instance (see Definition 3.14), we have
ε0 ≤ ‖a
O‖−4
k
∞ ε4.5(‖a
O‖−1∞ , ‖a
O‖−1∞ , k − 1, k). Thus Lemma 4.5 and the definition of
an equitable family of partitions (see Definition 3.6) imply that for any j ∈ [k− 1] \ {1}
and (xˆ, b) ∈ Aˆ(j, j − 1,aO)× [aOj ], we have
|O(j)(xˆ, b)| ≥
1
2‖aO‖2k∞
nj ≥ ε
1/2
0 n
j. (9.39)
For each i ∈ [aO1 ], let
O′(1)(i, i) :=
⋃
s∈[aP1 ],f1(s)=i
P (1)(s, s) and let O ′(1) := {O′(1)(i, i) : i ∈ [aO1 ]}.
Note that (9.38) implies that |O′(1)(i, i)| = (1 ± aO1 ν)n/a
O
1 = (1 ± ν
1/2)n/aO1 . For all
distinct i, i′ ∈ [aO1 ], let O
′(1)(i, i′) := ∅. Hence O ′(1) satisfies properties (O′1)1–(O
′4)1
below. (Here, (O′2)1 and (O
′4)1 are vacuous.) Assume for some j ∈ [k−1]\{1} we have
defined O ′(1), . . . ,O ′(j−1) satisfying the following for each i ∈ [j − 1]:
(O′1)i O
′(i) forms a partition of Ki(O
′(1)) and P(i) ≺ O ′(i),
(O′2)i if i > 1, then O
′(i) = {O′(i)(xˆ, b) : (xˆ, b) ∈ Aˆ(i, i− 1,aO )× [aOi ]},
(O′3)i ∑
(xˆ,b)∈Aˆ(i,i−1,aO)×[aOi ]
|O′(i)(xˆ, b) \O(i)(xˆ, b)| ≤ iνni,
(O′4)i if i > 1, then for each xˆ ∈ Aˆ(i, i−1,a
O ), the collection {O′(i)(xˆ, 1), . . . , O′(i)(xˆ, aOi )}
forms a partition of Ki(Oˆ′
(i−1)
(xˆ)), where
Oˆ′
(i−1)
(xˆ) :=
⋃
yˆ≤i−1,i−2xˆ
O′(i−1)(yˆ,x
(i−1)
y
(1)
∗
).
We will now construct O ′(j) satisfying (O′1)j–(O
′4)j . So assume that k ≥ 3. Note that
(O′3)1–(O
′3)j−1 with (9.39) shows that for any i ∈ [j−1] and (xˆ, b) ∈ Aˆ(i, i−1,a
O)×[aOi ],
the i-graph O′(i)(xˆ, b) is nonempty. Together with (O′1)1–(O
′1)j−1, (O
′2)1–(O
′2)j−1,
(O′3)1–(O
′3)j−1, (O
′4)1–(O
′4)j−1, (9.39), and Lemma 3.13 this implies that {O
′(i)}j−1i=1
forms a family of partitions. Let Oˆ ′
(j−1)
be the collection of all the Oˆ′
(j−1)
(xˆ) with
xˆ ∈ Aˆ(j, j − 1,aO). Note that Proposition 3.11(iv) and (vi) implies that
{Kj(Oˆ
′(j−1)(xˆ)) : xˆ ∈ Aˆ(j, j − 1,aO)} forms a partition of Kj(O
′(1)). (9.40)
By Proposition 3.11(xi)
{Kj(Pˆ
(j−1)(xˆ)) : xˆ ∈ Aˆ(j, j − 1,aP)} ≺ {Kj(Oˆ
′(j−1)(xˆ)) : xˆ ∈ Aˆ(j, j − 1,aO)}. (9.41)
Let
A := {yˆ ∈ Aˆ(j, j − 1,aP ) : Kj(Pˆ
(j−1)(yˆ)) ⊆ Kj(O
′(1))}.
Then (9.41) implies that ⋃
yˆ∈A
Kj(Pˆ
(j−1)(yˆ)) = Kj(O
′(1)). (9.42)
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By (9.40) and (9.41), for each yˆ ∈ A, there exists g(yˆ) ∈ Aˆ(j, j − 1,aO ) such that
Kj(Pˆ
(j−1)(yˆ)) ⊆ Kj(Oˆ′
(j−1)
(g(yˆ))).
Claim 1. ∑
yˆ∈A
|Kj(Pˆ
(j−1)(yˆ)) \ Kj(Oˆ
(j−1)(g(yˆ)))| ≤ (j − 1)νnj.
Proof. Observe that by (9.41) for each xˆ ∈ Aˆ(j, j − 1,aO), we have
⋃
yˆ : g(yˆ)=xˆ
Kj(Pˆ
(j−1)(yˆ)) = Kj(Oˆ′
(j−1)
(xˆ)).
This implies that
∑
yˆ∈A
|Kj(Pˆ
(j−1)(yˆ)) \ Kj(Oˆ
(j−1)(g(yˆ)))| =
∑
xˆ∈Aˆ(j,j−1,aO)
|Kj(Oˆ′
(j−1)
(xˆ)) \ Kj(Oˆ
(j−1)(xˆ))|.
Any j-set counted on the right hand side lies in Kj(O
′(1)) and contains a (j − 1)-set
J ∈ O′(j−1)(zˆ, b) \O(j−1)(zˆ, b) for some zˆ ≤j−1,j−2 xˆ and b = x
(j−1)
z
(1)
∗
. Note that (O′3)j−1
implies that there are at most (j−1)νnj−1 such sets J . For such a fixed (j−1)-set J , there
are at most n j-sets in Kj(O
′(1)) containing J . Thus at most (j−1)νnj−1 ·n = (j−1)νnj
j-sets are counted in the above expression. This proves the claim. 
Ideally, for every x ∈ Aˆ(j, j − 1,aO) and b ∈ [aOj ], we would like to define O
′(j)(x, b)
as the union of all P (j)(yˆ, b′) for which fj(yˆ, b
′) = (xˆ, b) holds. However, we may have
fj(yˆ, b
′) 6= (g(yˆ), b) for all b ∈ [aOj ]. This leads to difficulties when attempting to prove
(O′4)j . We resolve this problem by defining a function f
′
j, which is a slight modification
of fj. To this end, let
W := {(yˆ, b′) ∈ A× [aPj ] : fj(yˆ, b
′) 6= (g(yˆ), b) for all b ∈ [aOj ]}.
Thus if (yˆ, b′) ∈ W , then O(j)(fj(yˆ, b
′)) ∩ Kj(Oˆ
(j−1)(g(yˆ))) = ∅. This and the fact that
P (j)(yˆ, b′) ⊆ Kj(Pˆ
(j−1)(yˆ)) imply that for (yˆ, b′) ∈W
P (j)(yˆ, b′) ∩O(j)(fj(yˆ, b
′)) ⊆ Kj(Pˆ
(j−1)(yˆ)) \ Kj(Oˆ
(j−1)(g(yˆ))). (9.43)
We define a function f ′j : A× [a
P
j ]→ Aˆ(j, j − 1,a
O)× [aOj ] by
f ′j(yˆ, b
′) :=
{
(g(yˆ), b) for an arbitrary b ∈ [aOj ] if (yˆ, b
′) ∈W,
fj(yˆ, b
′) otherwise.
For each xˆ ∈ Aˆ(j, j − 1,aO ) and b ∈ [aOj ], let
O′(j)(xˆ, b) :=
⋃
(yˆ,b′)∈A×[aPj ] :
f ′j(yˆ,b
′)=(xˆ,b)
P (j)(yˆ, b′). (9.44)
Let O ′(j) be as described in (O′2)j . By (9.40), (9.41), and the fact that f
′
j is defined
for all A× [aPj ], we obtain (O
′1)j .
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We now verify (O′3)j . For this, we estimate d(f
′
j), namely
d(f ′j) =
∑
(yˆ,b′)∈Aˆ(j,j−1,aP)×[aPj ]
|P (j)(yˆ, b′) \O(j)(f ′j(yˆ, b
′))|
≤
∑
(yˆ,b′)∈Aˆ(j,j−1,aP)×[aPj ]
|P (j)(yˆ, b′) \O(j)(fj(yˆ, b
′))|
+
∑
(yˆ,b′)∈W
|P (j)(yˆ, b′) ∩O(j)(fj(yˆ, b
′))|
(9.43)
≤ d(fj) +
∑
yˆ∈A
|Kj(Pˆ
(j−1)(yˆ)) \ Kj(Oˆ
(j−1)(g(yˆ)))|
Claim 1
≤ d(fj) + (j − 1)νn
j
(9.38)
≤ jνnj . (9.45)
This in turn implies that∑
(xˆ,b)∈Aˆ(j,j−1,aO)×[aOj ]
|O′(j)(xˆ, b) \O(j)(xˆ, b)|
(9.44)
=
∑
(xˆ,b)∈Aˆ(j,j−1,aO)×[aOj ]
∑
(yˆ,b′)∈A×[aPj ] :
f ′j(yˆ,b
′)=(xˆ,b)
|P (j)(yˆ, b′) \O(j)(xˆ, b)|
=
∑
(yˆ,b′)∈A×[aPj ]
|P (j)(yˆ, b′) \O(j)(f ′j(yˆ, b
′))| ≤ d(f ′j)
(9.45)
≤ jνnj.
Thus (O′3)j holds.
Suppose xˆ ∈ Aˆ(j, j − 1,aO) and b ∈ [aOj ]. Note that P
(j)(yˆ, b′) ⊆ Kj(Pˆ
(j−1)(yˆ)) ⊆
Kj(Oˆ′
(j−1)
(g(yˆ))) for each yˆ ∈ A and b′ ∈ [aPj ]. Together with (9.44) and the defini-
tion of f ′j, we obtain that O
′(j)(xˆ, b) ⊆ Kj(Oˆ′
(j−1)
(xˆ)). By this and (9.40)–(9.42), the
collection {O′(j)(xˆ, 1), . . . , O′(j)(xˆ, aOi )} forms a partition of Kj(Oˆ
′
(j−1)
(xˆ)). Thus (O′4)j
holds.
By repeating this procedure, we obtain O ′(1), . . . ,O ′(k−1). Let O ′ := {O ′(j)}k−1j=1 . As
observed before (9.40), O ′ is a family of partitions. Properties (O′1)1–(O
′1)k−1 and
imply (O′1)9.3.
Note that (O′3)1 implies that for each j ∈ [k−1] we have |Kj(O
(1))△Kj(O
′(1))| ≤ 2νnj.
Thus for each j ∈ [k − 1] and (xˆ, b) ∈ Aˆ(j, j − 1,aO)× [aOj ], this implies that
|O′(j)(xˆ, b)△O(j)(xˆ, b)| ≤ |Kj(O
(1))△Kj(O
′(1))|+
∑
xˆ∈Aˆ(j,j−1,a),b∈[aOj ]
|O′(j)(xˆ, b) \O(j)(xˆ, b)|
(O′3)j
≤ (j + 2)νnj ≤ ν1/2
(
n
j
)
.
Thus we have (O′3)9.3. Finally, since R is a regularity instance, (O
′3)9.3 enables us to
apply Lemma 4.15 with the following objects and parameters.
object/parameter O O ′ ν1/2 0 ε0 daO,k H
(k) H(k)
playing the role of P Q ν λ ε da,k H(k) G(k)
This implies (O′2)9.3. 
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V1
V2
O1,Q1
Q2 P2 ≺ Q2 P2 ≺ O
′
2 O2
P1 ≺ Q1
P1 ≺ν O1
P1 ≺ O
′
1
⇒ ⇒ ⇒
⇒
⇓
=
⇒
⇒
⇒
Step 1
Step 2
Step 3
Step 4
Step 5 Step 6
Figure 3. The proof strategy for Lemma 10.1.
10. Sampling a regular partition
In this section we prove Lemma 6.1. In Section 10.1 we provide the main tool
(Lemma 10.1) for this result and in Section 10.2 we deduce Lemma 6.1.
10.1. Building a family of partitions from three others. In this subsection we
prove our key tool (Lemma 10.1) for the proof of Lemma 6.1. Roughly speaking
Lemma 10.1 states the following. Suppose there are two k-graphs H1,H2 with ver-
tex set V1, V2, respectively, and there are two ε-equitable families of partitions of these
k-graphs which have the same parameters. Suppose further that there is another ε0-
equitable family of partitions O1 for H1. Then there is an equitable family of partitions
O2 of H2 which has the (roughly) same parameters as O1 provided ε ≪ ε0. Even more
loosely, the result says that if two hypergraphs share a single ‘high-quality’ regularity
partition, then they share any ‘low-quality’ regularity partition.
Lemma 10.1. Suppose 0 < 1/n, 1/m ≪ ε ≪ 1/T, 1/aQ1 ≪ δ ≪ ε0 ≤ 1 and k ∈
N \ {1}. Suppose aQ ∈ [T ]k−1. Suppose that R = (ε0/2,aO , daO,k) is a regularity
instance. Suppose V1, V2 are sets of size n,m, and H
(k)
1 ,H
(k)
2 are k-graphs on V1, V2,
respectively. Suppose
(P1)10.1 Q1 = Q1(k − 1,a
Q) is an (ε,aQ, daQ,k)-equitable partition of H
(k)
1 ,
(P2)10.1 Q2 = Q2(k − 1,a
Q) is an (ε,aQ, daQ,k)-equitable partition of H
(k)
2 , and
(P3)10.1 O1 = O1(k − 1,a
O) is an (ε0,a
O , daO ,k)-equitable partition of H
(k)
1 .
Then there exists an (ε0 + δ,a
O , daO ,k)-equitable partition O2 of H
(k)
2 .
A crucial point here is that the construction of O2 incurs only an additive increase
(by δ) of the regularity parameter of O1.
For an illustration of the proof strategy of Lemma 10.1 see Figure 3. Our strategy is
first to apply Lemma 9.1 to Q1,O1 to obtain a family of partitions P1 that refines Q1
and almost refines O1 (see Step 1). Moreover, we refine Q2 and obtain P2 in such a way
that P2 has the same number of partition classes as P1 (see Step 2). We then apply
Lemma 9.3 to construct a family O ′1 of partitions that is very similar to O1 and satisfies
P1 ≺ O
′
1 (see Step 3). Then we analyse how P1 refines O
′
1 (see Step 4). We then use
Lemma 9.2 to mimic this structure in order to build O ′2 from P2 (see Step 5). Finally
in Step 6 we apply Lemma 4.16 to show that O ′2 can be slightly modified to obtain the
desired O2.
Proof of Lemma 10.1. We start with several definitions. Choose a new constant ν such
that 1/T, 1/aQ1 ≪ ν ≪ δ. Let ε : N
k−1 → (0, 1] be a function such that for any
a = (a1, . . . , ak−1) ∈ Nk−1, we have 0 < ε(a)≪ ν, ‖a‖−k∞ . Now given ε, we define
t′ := t9.1(k, T, T
4k , 1/aQ1 , ν, ε).
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Observe that 0 < ε ≪ 1/k, 1/T, 1/aQ1 , ν, 1/t
′. Thus we may assume that for any
a ∈ [t′]k−1, we have
0 < ε≪ ε(a), µ9.1(k, T, T
4k , 1/aQ1 , ν, ε).
Step 1. Constructing P1 as a refinement of Q1.
Let
Q
(k)
1 := {Kk(Qˆ
(k−1)
1 ) : Qˆ
(k−1)
1 ∈ Qˆ
(k−1)
1 } and
Q′1
(k)
:=
(
Q
(k)
1 ∪
{(
V1
k
)
\ Kk(Q
(1)
1 )
})
\ {∅}.
Since Q1 is T -bounded, |Q
(k)
1 | ≤ T
2k by Proposition 3.11(viii). Thus |Q′1
(k)| ≤ T 4
k
.
Moreover, the fact that R is a regularity instance (and the definition of ε3.14) implies
that aO ∈ [T ]k−1. We can apply Lemma 9.1 with the following objects and parameters.
object/parameter V1 O1 Q′1
(k) {Q
(i)
1 }
k
i=1 T T
4k 1/aQ1 ν ε
playing the role of V O H (k) Q o s η ν ε
Observe that O1, {Q
(i)
1 }
k
i=1 and Q
′
1
(k) playing the roles of O, Q and H (k), respectively,
satisfy (O1)9.1–(O4)9.1 in Lemma 9.1. We obtain a family of partitions P1 = P1(k −
1,aP ) such that the following hold.
(P11) P1 is (1/a
Q
1 , ε(a
P),aP )-equitable and t′-bounded, and aQj divides a
P
j for each
j ∈ [k − 1].
(P12) P
(j)
1 ≺ Q
(j)
1 and P
(j)
1 ≺ν O
(j)
1 for each j ∈ [k − 1].
Let
ε′ := ε(aP), and aPk = a
Q
k = a
O
k := 1.
Hence ε′ ≪ ν, ‖aP‖−k∞ by the definition of ε.
By (P12), for each j ∈ [k−1], yˆ ∈ Aˆ(j, j−1,aP ), and b′ ∈ [aPj ], either there exists xˆ ∈
Aˆ(j, j−1,aQ) and b ∈ [aQj ] such that P
(j)
1 (yˆ, b
′) ⊆ Q
(j)
1 (xˆ, b) or P
(j)
1 (yˆ, b
′)∩Q
(j)
1 (xˆ, b) = ∅
for all xˆ ∈ Aˆ(j, j − 1,aQ) and b ∈ [aQj ]. This allows us to describe P1 in terms of Q1 in
the following way. For each j ∈ [k − 1], xˆ ∈ Aˆ(j, j − 1,aQ), and b ∈ [aQj ], we define
Aj(xˆ, b) := {(yˆ, b
′) ∈ Aˆ(j, j − 1,aP)× [aPj ] : P
(j)
1 (yˆ, b
′) ⊆ Q
(j)
1 (xˆ, b)} and
Aj :=
⋃
xˆ∈Aˆ(j,j−1,aQ),b∈[aQj ]
Aj(xˆ, b). (10.1)
For each xˆ ∈ Aˆ(k, k − 1,aQ), let
Aˆk(xˆ) := {yˆ ∈ Aˆ(k, k − 1,a
P ) : Pˆ
(k−1)
1 (yˆ) ⊆ Qˆ
(k−1)
1 (xˆ)}, and
Aˆk :=
⋃
xˆ∈Aˆ(k,k−1,aQ)
Aˆk(xˆ).
The density function daQ,k for Q1 naturally gives rise to a density function for P1.
Indeed, for each yˆ ∈ A(k, k − 1,aP), we define
daP ,k(yˆ) :=
{
daQ,k(xˆ) if yˆ ∈ Aˆk(xˆ) for some xˆ ∈ Aˆ(k, k − 1,a
Q) and
0 if yˆ /∈ Aˆk.
Recall that P1 is a (1/a
Q
1 , ε
′,aP)-equitable family of partitions, Q1 is a (1/a
Q
1 , ε,a
Q)-
equitable family of partitions, and ε ≪ ε′ ≪ ν, ‖aP‖−k∞ . Thus Lemma 4.5 implies that
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for each j ∈ [k − 1], yˆ ∈ Aˆ(j + 1, j,aP ), and xˆ ∈ Aˆ(j + 1, j,aQ), we have
|Kj+1(Pˆ
(j)
1 (yˆ))| = (1± ν)
j∏
i=1
(aPi )
−(j+1i )nj+1 and |Kj+1(Qˆ
(j)
1 (xˆ))| = (1± ν)
j∏
i=1
(aQi )
−(j+1i )nj+1.
(10.2)
By (P11), for each j ∈ [k − 2], yˆ ∈ Aˆ(j + 1, j,aP ) and b ∈ [aPj+1], we have
|P
(j+1)
1 (yˆ, b)| = (1/a
P
j+1 ± ε(a
P))|Kj+1(Pˆ
(j)
1 (yˆ))| = (1± 2ν)
j+1∏
i=1
(aPi )
−(j+1i )nj+1. (10.3)
It will be convenient to restrict our attention to the k-graph G
(k)
1 which consists of
the crossing k-sets of H
(k)
1 with respect to Q
(1)
1 (rather than H
(k)
1 itself).
Claim 1. Let G
(k)
1 := H
(k)
1 ∩
⋃
yˆ∈Aˆk
Kk(Pˆ
(k−1)
1 (yˆ)). Then
(G11) P1 is an (ε
′,aP , daP ,k)-equitable partition of G
(k)
1 .
(G12) |G
(k)
1 △H
(k)
1 | ≤ ν
(
n
k
)
.
Proof. Consider xˆ ∈ Aˆ(k, k − 1,aQ) and yˆ ∈ Aˆk(xˆ). Note that (10.2) implies that
|Kk(Pˆ
(k−1)
1 (yˆ))| ≥ ε
′|Kk(Qˆ
(k−1)
1 (xˆ))|. Also by (P1)10.1, H
(k)
1 is (ε, daQ,k(xˆ))-regular
with respect to Qˆ
(k−1)
1 (xˆ). Thus by Lemma 4.1(ii) H
(k)
1 is (ε
′, daQ,k(xˆ))-regular with
respect to Pˆ
(k−1)
1 (yˆ). Together with the definition of daQ,k(yˆ) this in turn shows that
for all yˆ ∈ Aˆ(k, k − 1,aP) we have that G
(k)
1 is (ε
′, daP ,k(yˆ))-regular with respect to
Pˆ
(k−1)
1 (yˆ). Thus (G11) holds.
Note that (P12) and the definition of Aˆk imply that
G
(k)
1 △H
(k)
1 ⊆
(
V
k
)
\ Kk(Q
(1)
1 ).
Since Q1 is (1/a
Q
1 , ε,a
Q)-equitable and 1/aQ1 ≪ ν, 1/k, we obtain∣∣∣∣
(
V
k
)
\ Kk(Q
(1)
1 )
∣∣∣∣ (3.5)≤ k2aQ1
(
n
k
)
≤ ν
(
n
k
)
.
This proves (G12). 
Step 2. Refining Q2 into P2 which mirrors P1.
We have now set up the required definitions for the objects on V1 and will now
proceed with the objects on V2. By using Lemma 4.13 with Q2, a
P , t′ playing the roles
of P,b, t, respectively, we can obtain a (1/aQ1 , ε
1/3,aP)-equitable family of partitions
P2 = P2(k − 1,a
P) such that P2 ≺ Q2. By considering an appropriate a
P-labelling,
we may assume that for each j ∈ [k − 1], (yˆ, b′) ∈ Aˆ(j, j − 1,aP ) × [aPj ] and (xˆ, b) ∈
Aˆ(j, j − 1,aQ)× [aQj ], we have
P
(j)
2 (yˆ, b
′) ⊆ Q
(j)
2 (xˆ, b) if and only if (yˆ, b
′) ∈ Aj(xˆ, b).
Again Lemma 4.5 and the fact that ε′ ≪ ν, ‖aP‖−k∞ imply that for each j ∈ [k − 1],
yˆ ∈ Aˆ(j + 1, j,aP ) and xˆ ∈ Aˆ(j + 1, j,aQ), we have
|Kj+1(Pˆ
(j)
2 (yˆ))| = (1± ν)
j∏
i=1
(aPi )
−(j+1i )mj+1 and |Kj+1(Qˆ
(j)
2 (xˆ))| = (1± ν)
j∏
i=1
(aQi )
−(j+1i )mj+1.
(10.4)
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Let
G
(k)
2 := H
(k)
2 ∩
⋃
yˆ∈Aˆk
Kk(Pˆ
(k−1)
2 (yˆ)).
Similarly as in Claim 1, we conclude the following.
(G21) P2 is an (ε
′,aP , daP ,k)-equitable partition of G
(k)
2 .
(G22) |G
(k)
2 △H
(k)
2 | ≤ ν
(n
k
)
.
Step 3. Modifying O1 into O
′
1 with P ≺ O
′
1.
Recall that P1 ≺ν O1 by (P12). We next replace O1 by a very similar family of
partitions O ′1 such that P1 ≺ O
′
1. To this end we apply Lemma 9.3 with O1,P1 playing
the roles of O,P, respectively, and obtain O ′1 = O
′
1(k − 1,a
O) such that
(O′11) P1 ≺ O
′
1.
(O′12) O ′1 is a (1/a
O
1 , ε0 + ν
1/20,aO , ν1/20)-equitable family of partitions which is an
(ε0 + ν
1/20, daO ,k)-partition of H
(k)
1 .
(O′13) for each j ∈ [k−1] and (xˆ, b) ∈ Aˆ(j, j−1,aO )×[aOj ], we have |O
′(j)(xˆ, b)△O(j)(xˆ, b)| ≤
ν1/2
(n
j
)
.
Note that since (ε0/2,a
O , daO ,k) is a regularity instance and ν ≪ ε0, we have
ε0 + ν
1/20 ≤ ‖aO‖−4
k
∞ · ε4.5(‖a
O‖−1∞ , ‖a
O‖−1∞ , k − 1, k).
Thus Lemma 4.5 implies for any j ∈ [k − 1] and wˆ ∈ Aˆ(j + 1, j,aO ), we have
|Kj+1(Oˆ
′(j)
1 (wˆ))| ≥ ε
1/2
0 n
j+1. (10.5)
Also, (O′12) implies that for all j ∈ [k − 2], wˆ ∈ Aˆ(j + 1, j,aO ) and b ∈ [aOj+1], we have
|O
′(j+1)
1 (wˆ, b)| ≥ (1/a
O
j+1 − 2ε0)|Kj+1(Oˆ
′(j)
1 (wˆ))| ≥ ε
2/3
0 n
j+1. (10.6)
Moreover, by (O′12), (O′13) and (G12), we can apply Lemma 4.15 with O ′1,O
′
1,H
(k)
1
and G
(k)
1 playing the roles of P,Q,H
(k) and G(k) to obtain that
O ′1 is an (ε0 + 2ν
1/20, daO,k)-partition of G
(k)
1 . (10.7)
Step 4. Describing O ′1 in terms of its refinement P1.
We now describe how the partition classes and polyads of O ′1 can be expressed in
terms of P1. This description will be used to construct O
′
2 from P2 in Step 5.
For each j ∈ [k − 2], our next aim is to define Bj+1(wˆ, b) for wˆ ∈ Aˆ(j + 1, j,a
O ) and
b ∈ [aOj+1] in a similar way as we defined Aj+1(x, b) for xˆ ∈ Aˆ(j+1, j,a
Q) and b ∈ [aQj+1]
in (10.1). To this end, for each b ∈ [aO1 ], let
B1(b, b) := {(b
′, b′) ∈ Aˆ(1, 0,aP )× [aP1 ] : P
(1)
1 (b
′, b′) ⊆ O
′(1)
1 (b, b)}.
For each j ∈ [k − 1], let
Bˆj+1 :=
{
uˆ ∈ Aˆ(j + 1, j,aP ) :
∣∣∣u(1)∗ ∩ {b′ : (b′, b′) ∈ B1(b, b)}∣∣∣ ≤ 1 for each b ∈ [aO1 ]} .
Note that this easily implies that
uˆ ∈ Bˆj+1 if and only if Kj+1(Pˆ
(j)
1 (uˆ)) ⊆ Kj+1(O
′(1)
1 ). (10.8)
Consider any j ∈ [k − 1] and wˆ ∈ Aˆ(j + 1, j,aO ). Let
Bˆj+1(wˆ) :=
{
uˆ ∈ Aˆ(j + 1, j,aP ) : Kj+1(Pˆ
(j)
1 (uˆ)) ⊆ Kj+1(Oˆ
′
(j)
1 (wˆ))
}
. (10.9)
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Together with (O′11) and Proposition 3.11(xi) this implies that
Kj+1(Oˆ′1
(j)
(wˆ)) =
⋃
uˆ∈Bˆj+1(wˆ)
Kj+1(Pˆ1
(j)
(uˆ)). (10.10)
Moreover, if j ∈ [k − 2] and b ∈ [aOj+1], let
Bj+1(wˆ, b) :=
{
(uˆ, b′) ∈ Aˆ(j + 1, j,aP )× [aPj+1] : P
(j+1)
1 (uˆ, b
′) ⊆ O
′(j+1)
1 (wˆ, b)
}
.
(10.11)
Thus (O′11), (10.2) and (10.5) imply that for all j ∈ [k − 1] and wˆ ∈ Aˆ(j + 1, j,aO )
|Bˆj+1(wˆ)| ≥
|Kj+1(Oˆ′
(j)
1 (wˆ))|
(1 + ν)
∏j
i=1(a
P
i )
−(j+1i )nj+1
≥
1
2
ε
1/2
0
j∏
i=1
(aPi )
(j+1i ). (10.12)
Similarly, (O′11), (10.3) and (10.6) imply that for all j ∈ [k−1]\{1}, wˆ ∈ Aˆ(j, j−1,aO)
and b ∈ [aOj ],
|Bj(wˆ, b)| ≥
|O
′(j−1)
1 (wˆ, b)|
(1 + 2ν)
∏j
i=1(a
P
i )
−(ji)nj
≥
1
2
ε
2/3
0
j∏
i=1
(aPi )
(ji) > 0. (10.13)
Note that by Proposition 3.11(xi) and (O′11), for each j ∈ [k − 1], we have
{Kj+1(Pˆ
(j)
1 (uˆ)) : uˆ ∈ Aˆ(j + 1, j,a
P )} ≺ {Kj+1(Oˆ′
(j)
1 (wˆ)) : wˆ ∈ Aˆ(j + 1, j,a
O )}.
(10.14)
Together with (10.8) and Proposition 3.11(vi) applied to O ′1, this implies that uˆ ∈ Bˆj+1
if and only if uˆ ∈ Bˆj+1(wˆ) for some wˆ ∈ Aˆ(j + 1, j,a
O ). Thus for each j ∈ [k − 1],
{Bˆj+1(wˆ) : wˆ ∈ Aˆ(j + 1, j,a
O )} forms a partition of Bˆj+1. (10.15)
The following observations relate polyads and partition classes of O ′1 and P1. They
will be used in the proof of Claim 3 to relate O ′2 (which is constructed in Step 5) and
P2.
Claim 2. (i) For all j ∈ [k − 1] \ {1} and wˆ ∈ Aˆ(j, j − 1,aO), we have⋃
b∈[aOj ]
Bj(wˆ, b) = Bˆj(wˆ)× [a
P
j ].
(ii) For all j ∈ [k − 1] and wˆ ∈ Aˆ(j + 1, j,aO ), we have{
(vˆ,u
(j)
v
(1)
∗
) : uˆ ∈ Bˆj+1(wˆ), vˆ ≤j,j−1 uˆ
}
⊆
⋃
zˆ≤j,j−1wˆ
Bj(zˆ,w
(j)
z
(1)
∗
).
Proof. We first prove (i). Note that for all j ∈ [k−1]\{1}, (uˆ, b′) ∈ Aˆ(j, j−1,aP )× [aPj ]
and (wˆ, b) ∈ Aˆ(j, j − 1,aO )× [aOj ] with (uˆ, b
′) ∈ Bj(wˆ, b), we have
P
(j)
1 (uˆ, b
′) ⊆ O
′(j)
1 (wˆ, b) ⊆ Kj(Oˆ
′
1
(j−1)
(wˆ)).
Since P
(j)
1 (uˆ, b
′) ⊆ Kj(Pˆ
(j−1)
1 (uˆ)), this means Kj(Pˆ
(j−1)
1 (uˆ)) ∩ Kj(Oˆ
′
(j−1)
(wˆ)) 6= ∅. By
(10.14) this in turn implies that Kj(Pˆ
(j−1)
1 (uˆ)) ⊆ Kj(Oˆ
′
1
(j−1)
(wˆ)), and thus uˆ ∈ Bˆj(wˆ).
On the other hand, if uˆ ∈ Bˆj(wˆ), then (O
′11) implies that for each b′ ∈ [aPj ] there exists
b ∈ [aOj ] such that P
(j)
1 (uˆ, b
′) ⊆ O
′(j)
1 (wˆ, b), and thus (uˆ, b
′) ∈ Bj(wˆ, b).
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We now prove (ii). Recall that for each wˆ ∈ Aˆ(j + 1, j,aO ), Oˆ′1
(j)
(wˆ) satisfies (3.12).
Together with (O′11) this implies that
Oˆ′1
(j)
(wˆ) =
⋃
zˆ≤j,j−1wˆ
O′1
(j)
(zˆ,w
(j)
z
(1)
∗
)
(10.11)
=
⋃
zˆ≤j,j−1wˆ
⋃
(vˆ,b′)∈Bj(zˆ,w
(j)
z
(1)
∗
)
P
(j)
1 (vˆ, b
′). (10.16)
Then
(vˆ, b′) ∈ {(vˆ,u
(j)
v
(1)
∗
) : uˆ ∈ Bˆj+1(wˆ), vˆ ≤j,j−1 uˆ}
(3.12),(10.9)
=⇒ ∃uˆ ∈ Aˆ(j + 1, j,aP ) : Kj+1(Pˆ
(j)
1 (uˆ)) ⊆ Kj+1(Oˆ
′
(j)
1 (wˆ)), P
(j)
1 (vˆ, b
′) ⊆ Pˆ
(j)
1 (uˆ)
(3.2)
=⇒ ∃(I, J) ∈ P
(j)
1 (vˆ, b
′)×Kj+1(Oˆ′
(j)
1 (wˆ)) : I ⊆ J
(3.2),(O′11)
=⇒ P
(j)
1 (vˆ, b
′) ⊆ Oˆ′1
(j)
(wˆ)
(10.16)
=⇒ (vˆ, b′) ∈
⋃
zˆ≤j,j−1wˆ
Bj(zˆ,w
(j)
z
(1)
∗
).
This proves the claim. 
Step 5. Constructing O ′2 from P2.
Together Bj(w, b) and Bˆj(w) encode how O
′
1 can be refined into P1. We now use
this information to construct O ′2 from P2. Claim 3 then shows that this construction
indeed yields a family of partitions (whose polyads can be expressed in terms of those
of P2). Finally, Claim 4 shows that the partition classes are appropriately regular.
For each b ∈ [aO1 ], we let
O
′(1)
2 (b, b) :=
⋃
(b′,b′)∈B1(b,b)
P
(1)
2 (b
′, b′). (10.17)
We also let O
′(1)
2 := {O
′(1)
2 (b, b) : b ∈ [a
O
1 ]}. Again, as in (10.8), this easily implies that
for each j ∈ [k − 1]
uˆ ∈ Bˆj+1 if and only if Kj+1(Pˆ
(j)
2 (uˆ)) ⊆ Kj+1(O
′(1)
2 ). (10.18)
Note that for each b ∈ [aO1 ], by (O
′12), we have that
|O
′(1)
2 (b, b)| =
∑
(b′,b′)∈B1(b,b)
|P
(1)
2 (b
′, b′)| = (1± 2ν1/20)m/aO1 . (10.19)
In analogy to (10.11), for each j ∈ [k − 1] \ {1}, wˆ ∈ Aˆ(j, j − 1,aO), and b ∈ [aOj ], we
define
O
′(j)
2 (wˆ, b) :=
⋃
(uˆ,b′)∈Bj(wˆ,b)
P
(j)
2 (uˆ, b
′), (10.20)
and for each j ∈ [k − 1] \ {1}, we let
O
′(j)
2 := {O
′(j)
2 (wˆ, b) : wˆ ∈ Aˆ(j, j − 1,a
O), b ∈ [aOj ]}.
Moreover, let O ′2 := {O
′
2
(j)}k−1j=1 . Note that since P2 is a family of partitions, (10.13)
and (10.20) imply that O
′(j)
2 (wˆ, b) is nonempty for each j ∈ [k − 1] \ {1} and (wˆ, b) ∈
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Aˆ(j, j − 1,aO)× [aOj ]. The construction of O
′
2 also gives rise to a natural description of
all polyads. Indeed, as in (3.12), we define for all j ∈ [k − 1] and wˆ ∈ Aˆ(j + 1, j,aO )
Oˆ′
(j)
2 (wˆ) :=
⋃
zˆ≤j,j−1wˆ
O
′(j)
2 (zˆ,w
(j)
z
(1)
∗
) (10.21)
(10.20)
=
⋃
zˆ≤j,j−1wˆ
⋃
(vˆ,b′)∈Bj(zˆ,w
(j)
z
(1)
∗
)
P
(j)
2 (vˆ, b
′). (10.22)
Claim 3. O ′2 is a family of partitions on V2. Moreover, for all j ∈ [k − 1] and wˆ ∈
Aˆ(j + 1, j,aO ), we have
Kj+1(Oˆ
′(j)
2 (wˆ)) =
⋃
uˆ∈Bˆj+1(wˆ)
Kj+1(Pˆ
(j)
2 (uˆ)). (10.23)
Proof. We will prove Claim 3 by applying the criteria in Lemma 3.13. For each j ∈
[k − 1] \ {1}, wˆ ∈ Aˆ(j, j − 1,aO) and b ∈ [aOj ], let φ
(j)(O
′(j)
2 (wˆ, b)) := b. Let ℓ ∈ [k − 1]
be the largest number satisfying the following.
(OP1)ℓ {O
′(j)
2 }
ℓ
j=1 is a family of partitions,
(OP2)ℓ Let O
(j)
∗ (·, ·) and Oˆ
(j)
∗ (·) be the maps defined as in (3.8)–(3.11) for {O
′(j)
2 }
k
j=1 and
{φ(j)}kj=2. Then {φ
(j)}ℓj=2 is an (a
O
1 , . . . , a
O
ℓ )-labelling of {O
′(j)
2 }
ℓ
j=1 such that for
each j ∈ [ℓ] \ {1} and (wˆ, b) ∈ Aˆ(j, j − 1,aO)× [aOj ], we have
O
(j)
∗ (wˆ, b) = O
′(j)
2 (wˆ, b),
and for each j ∈ [ℓ] and wˆ ∈ Aˆ(j + 1, j,aO ) we have
Oˆ
(j)
∗ (wˆ) = Oˆ
′(j)
2 (wˆ).
It is easy to check that (OP1)1–(OP2)1 hold and thus ℓ ≥ 1. Since {O
′(j)
2 }
ℓ
j=1 is a family
of partitions, Oˆ ′2
(j)
is well-defined for each j ∈ [ℓ]. Claim 2(ii) now allows us to express
(the cliques spanned by) these polyads in terms of those of P
(j)
2 .
Subclaim 1. For each j ∈ [ℓ] and wˆ ∈ Aˆ(j + 1, j,aO ), we have
Kj+1(Oˆ
′(j)
2 (wˆ)) =
⋃
uˆ∈Bˆj+1(wˆ)
Kj+1(Pˆ
(j)
2 (uˆ)).
Proof. Consider j ∈ [ℓ] and wˆ ∈ Aˆ(j + 1, j,aO ). Note that⋃
uˆ∈Bˆj+1(wˆ)
Pˆ
(j)
2 (uˆ)
(3.12)
=
⋃
uˆ∈Bˆj+1(wˆ)
⋃
vˆ≤j,j−1uˆ
P
(j)
2 (vˆ,u
(j)
v
(1)
∗
).
This together with (10.22) and Claim 2(ii) implies that
⋃
uˆ∈Bˆj+1(wˆ)
Pˆ
(j)
2 (uˆ) ⊆ Oˆ
′(j)
2 (wˆ),
thus we obtain ⋃
uˆ∈Bˆj+1(wˆ)
Kj+1(Pˆ
(j)
2 (uˆ)) ⊆ Kj+1(Oˆ
′(j)
2 (wˆ)). (10.24)
On the other hand, we have⋃
uˆ∈Bˆj+1
Kj+1(Pˆ
(j)
2 (uˆ))
(10.18)
= Kj+1(O
′(1)
2 ) =
⋃
wˆ∈Aˆ(j+1,j,aO)
Kj+1(Oˆ
′(j)
2 (wˆ)). (10.25)
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(Here the final equality follows from (OP1)ℓ, (OP2)ℓ and Proposition 3.11(vi) applied
to {O
′(j)
2 }
ℓ
j=1.) Consider a (j + 1)-set J ∈ Kj+1(Oˆ
′(j)
2 (wˆ)). Then by (10.25) there exists
uˆ′ ∈ Bˆj+1 such that J ∈ Kj+1(Pˆ
(j)
2 (uˆ
′)).
We claim that uˆ′ ∈ Bˆj+1(wˆ). Indeed if not, then by (10.15), there exists wˆ′ ∈
Aˆ(j + 1, j,aO ) \ {wˆ} such that uˆ′ ∈ Bˆj+1(wˆ′), thus we have
J ∈
⋃
uˆ∈Bˆj+1(wˆ′)
Kj+1(Pˆ
(j)
2 (uˆ))
(10.24)
⊆ Kj+1(Oˆ
′(j)
2 (wˆ
′)).
Hence Kj+1(Oˆ
′(j)
2 (wˆ)) ∩ Kj+1(Oˆ
′(j)
2 (wˆ
′)) is nonempty (as it contains J). However, since
{O
′(i)
2 }
j
i=1 is a family of partitions, this contradicts Proposition 3.11(vi) and (ix). Hence,
we have uˆ′ ∈ Bˆj+1(wˆ), thus J ∈
⋃
uˆ∈Bˆj+1(wˆ)
Kj+1(Pˆ
(j)
2 (uˆ)). The fact that this holds for
arbitrary J ∈ Kj+1(Oˆ
′(j)
2 (wˆ)) combined with (10.24) proves the subclaim. 
Now, if ℓ = k − 1, then O ′2 is a family of partitions and Subclaim 1 implies the
moreover part of Claim 3. Assume that ℓ < k − 1 for a contradiction. Now we show
that {O
′(j)
2 }
ℓ+1
j=1 and the maps {O
′(j)
2 (·, ·), Oˆ
′
2
(j)
(·)}ℓ+1j=1 satisfy the conditions (FP1)–(FP3)
in Lemma 3.13. Condition (FP1) follows from (OP1)ℓ, (10.13) and (10.20). Condition
(FP3) also holds because of (10.21) and the assumption that ℓ < k − 1. Property
(OP1)ℓ implies that (FP2) holds when j ∈ [ℓ]. To check that (FP2) also holds for
j = ℓ + 1, consider wˆ ∈ Aˆ(ℓ + 1, ℓ,aO ). By Claim 2(i) and (10.13), we have that
{Bℓ+1(wˆ, 1), . . . , Bℓ+1(wˆ, a
O
ℓ+1)} forms a partition of Bˆℓ+1(wˆ) × [a
P
ℓ+1] into nonempty
sets. Thus by (10.20) and Subclaim 1, {O
′(ℓ+1)
2 (wˆ, 1), . . . , O
′(ℓ+1)
2 (wˆ, a
O
ℓ+1)} forms a
partition of Kℓ+1(Oˆ
′(ℓ)
2 (wˆ)) into nonempty sets. Thus (FP2) holds for j = ℓ+ 1.
Hence, by (10.17) we can apply Lemma 3.13 to see that (OP1)ℓ+1 and (OP2)ℓ+1 hold,
a contradiction to the choice of ℓ. Thus ℓ = k − 1, which proves the claim. 
By Claim 3, O ′2 is a family of partitions and (10.20) implies that P2 ≺ O
′
2. Consider
any j ∈ [k − 1] and wˆ ∈ Aˆ(j + 1, j,aO ). Note that
|Kj+1(Oˆ
′(j)
1 (wˆ))|
(10.10)
=
∑
uˆ∈Bˆj+1(wˆ)
|Kj+1(Pˆ
(j)
1 (uˆ))|
(10.2)
= |Bˆj+1(wˆ)|(1 ± ν)
j∏
i=1
(aPi )
−(j+1i )nj+1,
|Kj+1(Oˆ
′(j)
2 (wˆ))|
(10.23)
=
∑
uˆ∈Bˆj+1(wˆ)
|Kj+1(Pˆ
(j)
2 (uˆ))|
(10.4)
= |Bˆj+1(wˆ)|(1 ± ν)
j∏
i=1
(aPi )
−(j+1i )mj+1.
(10.26)
For notational convenience, for each wˆ ∈ Aˆ(k, k − 1,aO), let
O
′(k)
1 (wˆ, 1) := G
(k)
1 ∩ Kk(Oˆ
′(k−1)
1 (wˆ)) and O
′(k)
2 (wˆ, 1) := G
(k)
2 ∩ Kk(Oˆ
′(k−1)
2 (wˆ)).
Claim 4. For all j ∈ [k−1], wˆ ∈ Aˆ(j+1, j,aO ) and b ∈ [aOj+1], we have that O
′(j+1)
2 (wˆ, b)
is
• (ε0 + 3ν
1/20, 1/aOj+1)-regular with respect to Oˆ
′(j)
2 (wˆ) if j ≤ k − 2, and
• (ε0 + 3ν
1/20, daO,k(wˆ))-regular with respect to Oˆ
′(j)
2 (wˆ) if j = k − 1.
Proof. To prove Claim 4, we will apply Lemma 9.2 (see (J1) and (J2) and the preceding
discussion), which allows us to transfer information about O ′1 and P1 to O
′
2 and P2.
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Fix j ∈ [k − 1], wˆ ∈ Aˆ(j + 1, j,aO ), and b ∈ [aOj+1]. Let
d :=
{
1/aOj+1 if j ≤ k − 2,
daO ,k(wˆ) if j = k − 1.
(10.27)
Consider an arbitrary j-graph F (j) ⊆ Oˆ
′(j)
2 (wˆ) with
|Kj+1(F
(j))| ≥ (ε0 + 3ν
1/20)|Kj+1(Oˆ
′(j)
2 (wˆ))|. (10.28)
To prove the claim, it suffices to show that d(O
′(j+1)
2 (wˆ, b) | F
(j)) = d ± (ε0 + 3ν
1/20).
For each yˆ ∈ Aˆ(j + 1, j,aP ), let
d(yˆ) :=


1
aPj+1
|{b′ : (yˆ, b′) ∈ Bj+1(wˆ, b)}| if j ≤ k − 2,
daP ,k(yˆ) if yˆ ∈ Bˆj+1(wˆ), j = k − 1,
0 if yˆ /∈ Bˆj+1(wˆ), j = k − 1.
(10.29)
Thus Claim 2(i) and the above definition implies that
if yˆ /∈ Bˆj+1(wˆ), then we have d(yˆ) = 0. (10.30)
Subclaim 2. For all yˆ ∈ Aˆ(j + 1, j,aP ) and each i ∈ [2], we have that O
′(j+1)
i (wˆ, b) is
(ε′1/2, d(yˆ))-regular with respect to Pˆ
(j)
i (yˆ).
Proof. First, we note that if j ≤ k − 2, then by (10.11) and (10.20), for i ∈ [2], we have
O
′(j+1)
i (wˆ, b) ∩ Kj+1(Pˆ
(j)
i (yˆ)) =
⋃
b′ : (yˆ,b′)∈Bj+1(wˆ,b)
P
(j+1)
i (yˆ, b
′).
Together with (G11), (G21) and (10.29) this shows that O
′(j+1)
i (wˆ, b) ∩ Kj+1(Pˆ
(j)
i (yˆ))
is the disjoint union of aPj+1d(yˆ) ≤ ‖a
P‖∞ hypergraphs, each of which is (ε
′, 1/aPj+1)-
regular with respect to Pˆ
(j)
i (yˆ). Thus Lemma 4.3 together with the fact that ε
′ ≪
1/‖aP‖∞ implies Subclaim 2 in this case.
If j = k−1, then we have b = 1. If yˆ ∈ Bˆk(wˆ), then Kk(Pˆ
(k−1)
i (yˆ)) ⊆ Kk(Oˆ
′(k−1)
i (wˆ))
by (10.9) and Claim 3. Thus
O
′(k)
i (wˆ, 1) ∩ Kk(Pˆ
(k−1)
i (yˆ)) = G
(k)
i ∩ Kk(Pˆ
(k−1)
i (yˆ)).
Together with (G11), (G21) and (10.29) this implies Subclaim 2 in this case.
If yˆ /∈ Bˆk(wˆ), then by (10.9), (10.14) and Claim 3 we have
O′i
(k)
(wˆ, 1) ∩ Kk(Pˆ
(k−1)
i (yˆ)) ⊆ Kk(Oˆ
′(k−1)
i (wˆ)) ∩ Kk(Pˆ
(k−1)
i (yˆ)) = ∅.
Since d(yˆ) = 0 in this case, this proves Subclaim 2. 
In order to show that O
′(j+1)
2 (wˆ, b) is (ε0 + 3ν
1/20)-regular with respect to Oˆ
′(j)
2 (wˆ),
we will transfer all the calculations about hypergraph densities from the hypergraphs
on V2 to the hypergraphs on V1, because there we have much better control over their
structure. To this end we first use Lemma 9.2 to show the existence of two hypergraphs
J
(j)
1 , J
(j)
2 on V1, V2, respectively, that exhibit a very similar structure in terms of their
densities and where J
(j)
2 is very close to F
(j). Consequently, J
(j)
1 also resembles F
(j).
More precisely, we now apply Lemma 9.2 with F (j), {P
(i)
2 }
j
i=1, {P
(i)
1 }
j
i=1, j playing the
roles of H(k−1),P,Q, k − 1 respectively (we can do this by (P11), (G21) and Claim 3).
We obtain j-graphs J
(j)
2 ⊆ Kj(P
(1)
2 ) on V2 and J
(j)
1 ⊆ Kj(P
(1)
1 ) on V1 such that
(J1) |J
(j)
2 △F
(j)| ≤ ν
(m
j
)
, and
(J2) d(Kj+1(J
(j)
2 ) | Pˆ
(j)
2 (yˆ)) = d(Kj+1(J
(j)
1 ) | Pˆ
(j)
1 (yˆ))±ν for each yˆ ∈ Aˆ(j+1, j,a
P ).
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Our next aim is to estimate |Kj+1(J
(j)
2 )| in terms of |Kj+1(J
(j)
1 )|.∣∣∣Kj+1(J (j)2 )∣∣∣ = ∑
yˆ∈Aˆ(j+1,j,aP)
∣∣∣Kj+1(J (j)2 ) ∩ Kj+1(Pˆ (j)2 (yˆ))∣∣∣
(10.4)
= (1± ν)
j∏
i=1
(aPi )
−(j+1i )mj+1
∑
yˆ∈Aˆ(j+1,j,aP)
d(Kj+1(J
(j)
2 ) | Pˆ
(j)
2 (yˆ))
(J2),(10.2)
= (1± 3ν)
mj+1
nj+1
∣∣∣Kj+1(Pˆ (j)1 (yˆ))∣∣∣ ∑
yˆ∈Aˆ(j+1,j,aP)
(d(Kj+1(J
(j)
1 ) | Pˆ
(j)
1 (yˆ))± ν)
= (1± 3ν)
mj+1
nj+1

 ∑
yˆ∈Aˆ(j+1,j,aP)
∣∣∣Kj+1(J (j)1 ) ∩ Kj+1(Pˆ (j)1 (yˆ))∣∣∣± ν ∑
yˆ∈Aˆ(j+1,j,aP)
∣∣∣Kj+1(Pˆ (j)1 (yˆ))∣∣∣


=
mj+1
nj+1
(|Kj+1(J
(j)
1 )| ± 5νn
j+1). (10.31)
Similarly, we obtain
∣∣∣O′(j+1)2 (wˆ, b) ∩ Kj+1(J (j)2 )∣∣∣ = ∑
yˆ∈Aˆ(j+1,j,aP)
∣∣∣O′(j+1)2 (wˆ, b) ∩ Kj+1(J (j)2 ) ∩ Kj+1(Pˆ (j)2 (yˆ))∣∣∣
Subcl. 2
=
∑
yˆ∈Aˆ(j+1,j,aP)
(
d(yˆ)
∣∣∣Kj+1(J (j)2 ) ∩ Kj+1(Pˆ (j)2 (yˆ))∣∣∣± ε′1/4 ∣∣∣Kj+1(Pˆ (j)2 (yˆ))∣∣∣)
(10.4),(10.30)
=

(1± ν) j∏
i=1
(aPi )
−(j+1i )mj+1
∑
yˆ∈Bˆj+1(wˆ)
d(yˆ)d(Kj+1(J
(j)
2 ) | Pˆ
(j)
2 (yˆ))

 ± ε′1/4mj+1
(J2),(10.2)
=

(1± 3ν)mj+1
nj+1
∣∣∣Kj+1(Pˆ (j)1 (yˆ))∣∣∣ ∑
yˆ∈Bˆj+1(wˆ)
d(yˆ)d(Kj+1(J
(j)
1 ) | Pˆ
(j)
1 (yˆ))

± 4νmj+1
= (1± 3ν)
mj+1
nj+1

 ∑
yˆ∈Bˆj+1(wˆ)
d(yˆ)
∣∣∣Kj+1(J (j)1 ) ∩ Kj+1(Pˆ (j)1 (yˆ))∣∣∣

± 4νmj+1
(10.30),Subcl. 2
= (1± 3ν)
mj+1
nj+1

 ∑
yˆ∈Aˆ(j+1,j,aP)
∣∣∣O′(j+1)1 (wˆ, b) ∩ Kj+1(J (j)1 ) ∩ Kj+1(Pˆ (j)1 (yˆ))∣∣∣

± 5νmj+1
=
mj+1
nj+1
(∣∣∣O′(j+1)1 (wˆ, b) ∩ Kj+1(J (j)1 )∣∣∣± 10νnj+1) . (10.32)
Note that (J1) implies that
∣∣∣Kj+1(J (j)2 ))△Kj+1(F (j))∣∣∣ ≤ ν
(
m
j
)
·m ≤ νmj+1 (10.33)
Since F (j) ⊆ Oˆ′
(j)
2 (wˆ) by assumption, (10.33) implies that∣∣∣Kj+1(J (j)2 ) \ Kj+1(Oˆ′(j)2 (wˆ))∣∣∣ ≤ νmj+1. (10.34)
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We can transfer (10.34) to the corresponding graphs on V1 as follows:∣∣∣Kj+1(J (j)1 ) \ Kj+1(Oˆ′(j)1 (wˆ))∣∣∣ (10.9)= ∑
yˆ/∈Bˆj+1(wˆ)
∣∣∣Kj+1(J (j)1 ) ∩ Kj+1(Pˆ (j)1 (yˆ))∣∣∣
(10.2)
≤ (1 + ν)
j∏
i=1
(aPi )
−(j+1i )nj+1
∑
yˆ/∈Bˆj+1(wˆ)
d(Kj+1(J
(j)
1 ) | Pˆ
(j)
1 (yˆ))
(J2)
≤

(1 + ν) j∏
i=1
(aPi )
−(j+1i )nj+1
∑
yˆ/∈Bˆj+1(wˆ)
d(Kj+1(J
(j)
2 ) | Pˆ
(j)
2 (yˆ))

+ 2νnj+1
(10.4),(10.23)
≤
nj+1
mj+1
∣∣∣Kj+1(J (j)2 ) \ Kj+1(Oˆ′(j)2 (wˆ))∣∣∣+ 5νnj+1
(10.34)
≤ 6νnj+1. (10.35)
Next we show that |Kj+1(J
(j)
1 ) ∩ Kj+1(Oˆ
′(j)
1 (wˆ))| is not too small:∣∣∣Kj+1(J (j)1 ) ∩ Kj+1(Oˆ′(j)1 (wˆ))∣∣∣ (10.35)≥ ∣∣∣Kj+1(J (j)1 )∣∣∣− 6νnj+1
(10.31)
≥
nj+1
mj+1
∣∣∣Kj+1(J (j)2 )∣∣∣− 11νnj+1
(10.33)
≥
nj+1
mj+1
∣∣∣Kj+1(F (j))∣∣∣− 12νnj+1
(10.28)
≥
nj+1
mj+1
(ε0 + 3ν
1/20)
∣∣∣Kj+1(Oˆ′(j)2 (wˆ))∣∣∣− 12νnj+1
(10.12),(10.26)
≥ (ε0 + 2ν
1/20)
∣∣∣Kj+1(Oˆ′(j)1 (wˆ))∣∣∣ . (10.36)
Recall that d was defined in (10.27). We now can combine our estimates to conclude
that∣∣∣O′(j+1)2 (wˆ, b) ∩Kj+1(F (j))∣∣∣ (10.32),(10.33)= mj+1nj+1
(∣∣∣O′1(j+1)(wˆ, b) ∩ Kj+1(J (j)1 )∣∣∣± 20νnj+1)
(10.7),(10.36),(O′12)
=
mj+1
nj+1
(
(d± (ε0 + 2ν
1/20))
∣∣∣Kj+1(J (j)1 ) ∩Kj+1(Oˆ′(j)1 (wˆ))∣∣∣± 20νnj+1)
=
mj+1
nj+1
(d± (ε0 + 2ν
1/20))
(
|Kj+1(J
(j)
1 )| − |Kj+1(J
(j)
1 ) \ Kj+1(Oˆ
′(j)
1 (wˆ))|
)
± 20νmj+1
(10.31),(10.35)
= (d± (ε0 + 2ν
1/20))
∣∣∣Kj+1(J (j)2 )∣∣∣± 40νmj+1
(10.33)
= (d± (ε0 + 2ν
1/20))
∣∣∣Kj+1(F (j))∣∣∣± 50νmj+1
= (d± (ε0 + 3ν
1/20))
∣∣∣Kj+1(F (j))∣∣∣ . (10.37)
Here, we obtain the final inequality since (10.12), (10.26) and (10.28) imply |Kj+1(F
(j))| ≥
ε20m
j+1 and ν ≪ ε0. (10.37) holds for all F
(j) ⊆ Oˆ
′(j)
2 (wˆ) satisfying (10.28), thus
O
′(j+1)
2 (wˆ, b) is (ε0+3ν
1/20, d)-regular with respect to Oˆ
′(j)
2 (wˆ). This with the definition
of d completes the proof of Claim 4. 
Claim 4 and (10.19) show that O ′2 is a (1/a
O
1 , ε0 + 3ν
1/20,aO , 2ν1/20)-equitable fam-
ily of partitions which is also an (ε0 + 3ν
1/20, daO ,k)-partition of G
(k)
2 (as defined in
Section 3.5.3). Note that (ε0 + 3ν
1/20)/3 ≤ ε0/2, thus ((ε0 + 3ν
1/20)/3,aO , daO ,k) is a
72 FELIX JOOS, JAEHOON KIM, DANIELA KU¨HN, AND DERYK OSTHUS
regularity instance. Since |G
(k)
2 △H
(k)
2 | ≤ ν
(m
k
)
by (G22), this means that we can apply
Lemma 4.15 with the following objects and parameters.
object/parameter O ′2 O
′
2 ν ε0 + 3ν
1/20 d
a
O ,k G
(k)
2 H
(k)
2
playing the role of P Q ν ε da,k H
(k) G(k)
Hence O ′2 is also an (ε0 + 4ν
1/20, daO,k)-partition of H
(k)
2 .
Step 6. Adjusting O ′2 into an equipartition O2.
Finally, we modify O ′2 to turn it from an ‘almost’ equipartition into an equipartition
O2. For this we apply Lemma 4.16 with O
′
2,H
(k)
2 ε0+4ν
1/20, 2ν1/20, daO ,k playing the roles
of P,H(k), ε, λ, da,k respectively. This guarantees an (ε0 + 3ν
1/200,aO , daO ,k)-equitable
partition O2 of H
(k)
2 , which completes the proof. 
10.2. Random samples. To prove our results about random samples of hypergraphs,
we will need the following lemma due to Czygrinow and Nagle. It states that ε-regularity
of a random complex is inherited by a random sample (but with significantly worse
parameters).
Lemma 10.2 (Czygrinow and Nagle [16]). Suppose 0 < 1/m0, 1/s, ε≪ ε
′, d0, 1/ℓ, 1/k ≤
1 and k, ℓ ∈ N \ {1} with ℓ ≥ k. Suppose H = {H(j)}kj=1 is an (ε, (d2, . . . , dk))-regular
(ℓ, k)-complex with H(1) = {V1, . . . , Vℓ} such that di ∈ [d0, 1], and |Vi| > m0 for all
i ∈ [ℓ]. Let s1, . . . , sℓ ≥ s be integers such that |Vi| ≥ si. Then for subsets Si ∈
(Vi
si
)
chosen uniformly at random, {H(j)[S1 ∪ S2 ∪ · · · ∪ Sℓ]}
k
j=1 is an (ε
′, (d2, . . . , dk))-regular
(ℓ, k)-complex with probability at least 1− e−εs.
Note that in [16], the lemma is only stated for the case ℓ = k, but the case ℓ ≥ k
follows via a union bound. The next lemma generalizes Lemma 10.2 and shows how an
equitable partition of a k-graph transfers with high probability to a random sample.
Lemma 10.3. Suppose 0 < 1/n < 1/q ≪ ε≪ ε′ ≪ 1/t, 1/k, and k ∈ N \ {1}. Suppose
that P = P(k−1,a) is an (ε,a, da,k)-equitable partition of a k-graph H on vertex set V
with |V | = n and a ∈ [t]k−1. Then for a set Q ∈
(V
q
)
chosen uniformly at random, with
probability at least 1− e−ε
3q, there exists an (ε′,a, da,k)-equitable family of partitions Q
of H[Q].
The parameter ε′ in Lemma 10.3 will be too large for our purposes. But we can
combine Lemmas 10.1 and 10.3 to obtain the stronger assertion stated in (Q1)6.1 of
Lemma 6.1.
Proof of Lemma 10.3. We choose an additional constant ν such that
0 < ε≪ ν ≪ 1/t, 1/k, ε′ .
LetQ be a set of q vertices selected uniformly at random in V . Write P(1) = {V1, . . . , Va1}
and let Si := Q ∩ Vi. For S = (s1, . . . , sa1) with
∑a1
i=1 si = q and si ∈ N ∪ {0}, let E(S)
be the event that |Si| = si for all i ∈ [a1], and let
I :=
{
S : si = (1± ε)
q
a1
for each i ∈ [a1]
}
.
By Lemma 3.2, we conclude
P
[∨
S∈I
E(S)
]
≥ 1− 2a1e
−ε2q2/(a21q) ≥ 1− e−ε
5/2q. (10.38)
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Recall that for xˆ ∈ Aˆ(k, k − 1,a), Pˆ(xˆ) denotes the (k, k − 1)-complex induced by xˆ
in P as defined in (3.14) (as remarked at (3.14), for a family of partitions P, Pˆ(xˆ) is
indeed a (k, k − 1)-complex). Let
A := {xˆ ∈ Aˆ(k, k−1,a) : da,k(xˆ) ≥ ν} and G :=
⋃
xˆ∈A
(
H ∩ Kk(Pˆ
(k−1)(xˆ))
)
∪
(
H \ Kk(P
(1))
)
.
It is easy to see that G ⊆ H and |G△H| ≤ 2ν
(n
k
)
.
For each xˆ ∈ Aˆ(k, k − 1,a), let
Pˆ ′(xˆ) := Pˆ(xˆ) ∪
{
G ∩ Kk(Pˆ
(k−1)(xˆ))
}
.
Note that Pˆ ′(xˆ) is an (ε, (1/a2, . . . , 1/ak−1, da,k(xˆ)))-regular (k, k)-complex for each xˆ ∈
A and Pˆ(xˆ) is a (ε, (1/a2, . . . , 1/ak−1))-regular (k, k − 1)-complex for each xˆ ∈ Aˆ(k, k −
1,a).
For each xˆ ∈ A, we define the following event:
(Eˆ(xˆ)) Pˆ ′(xˆ)[Q] is an (ε′/2, (1/a2, . . . , 1/ak−1, da,k(xˆ)))-regular (k, k)-complex.
For each xˆ ∈ Aˆ(k, k − 1,a) \A, we also define the following event:
(Eˆ(xˆ)) Pˆ(xˆ)[Q] is an (ε′/2, (1/a2, . . . , 1/ak−1))-regular (k, k − 1)-complex.
Note that for each xˆ ∈ Aˆ(k, k − 1,a) \ A, the event Eˆ(xˆ) implies that Pˆ ′(xˆ)[Q] is
an (ε′/2, (1/a2, . . . , 1/ak−1, da,k(xˆ))-regular complex as da,k(xˆ) ≤ ν ≪ ε
′ and (G ∩
Kk(Pˆ
(k−1)(xˆ)))[Q] = ∅. Thus we have that∧
xˆ∈Aˆ(k,k−1,a) Eˆ(xˆ) implies that P[Q] is an (ε
′/2, da,k)-partition of
G[Q].
(10.39)
Consider any xˆ ∈ A. Since q is sufficiently large, we may apply Lemma 10.2 with the
following objects and parameters.
object/parameter Pˆ ′(xˆ) Si 1/a1, . . . , 1/ak−1 da,k(xˆ) ε′/2 ν/2
playing the role of H Si d1, . . . , dk−1 dk ε
′ d0
We obtain for any fixed S ∈ I, that
P[Eˆ(xˆ) | E(S)] ≥ 1− e−ε
2q. (10.40)
In a similar way, for each xˆ ∈ Aˆ(k, k − 1,a) \ A, we can apply Lemma 10.2 to Pˆ(xˆ) to
obtain that (10.40) holds, too. Thus for each xˆ ∈ Aˆ(k, k − 1,a), we obtain
P[Eˆ(xˆ)] =
∑
S∈I
P[Eˆ(xˆ) | E(S)]P[E(S)] +
∑
S/∈I
P[Eˆ(xˆ) | E(S)]P[E(S)]
(10.40)
≥ (1− e−ε
2q)
∑
S∈I
P[E(S)]
(10.38)
≥ (1− e−ε
2q)(1 − e−ε
5/2q) ≥ 1− 2e−ε
5/2q.
Let E0 be the event that
|(H \G)[Q]| ≤ 3ν
(
q
k
)
. (10.41)
Since |H \G| ≤ 2ν
(n
k
)
, we may apply Lemma 3.3 with n,H \G,Q, ν/2 playing the roles
of n,H,Q, ν to obtain
P[E0] ≥ 1− e
−ν3q.
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As |Aˆ(k, k − 1,a)| ≤ t2
k
by Proposition 3.11(viii), we conclude
P

E0 ∧ ∧
xˆ∈Aˆ(k,k−1,a)
Eˆ(xˆ)

 ≥ 1− e−ν3q − 2t2ke−ε5/2q ≥ 1− e−ε8/3q. (10.42)
Now suppose that E(S) holds for some S ∈ I and that E0 ∧
∧
xˆ∈Aˆ(k,k−1,a) Eˆ(xˆ) holds.
Then P induces a family of partitions P[Q] on Q which is (1/a1, ε
′/2,a, ε)-equitable.
Note ε′ ≪ 1/t, 1/k, thus (ε′/6,a, da,k) is a regularity instance. Since ν ≪ ε
′ ≪ 1/t, by
using (10.39), we can apply Lemma 4.15 with the following objects and parameters.
object/parameter P[Q] P[Q] 3ν ε′/2 da,k G[Q] H [Q] ε
playing the role of P Q ν ε da,k H(k) G(k) λ
This implies that P[Q] is an (1/a1, ε
′/2 + ν1/7,a, ν1/7)-equitable family of partitions
on Q which is also an (ε′/2 + ν1/7, da,k)-partition of H[Q].
Finally, since ν ≪ ε′, Lemma 4.16 implies that there exists a family of partitions
Q which is an (ε′,a, da,k)-equitable partition of H[Q]. By (10.38) and (10.42), this
completes the proof. 
Next we proceed with the proof of Lemma 6.1. To prove (Q1)6.1, we first apply the
regular approximation lemma (Theorem 3.8) to obtain an ε-equitable partition P1 of
a k-graph G that is very close to H. Lemma 10.3 implies that (with high probability)
G[Q] has a regularity partition P2 which has the same parameters as P1, except for
a much worse regularity parameter ε′. However, we still have ε′ ≪ ε0 and thus we can
now apply Lemma 10.1 to G, G[Q] and P1,P2,O1 to obtain an equitable partition
O2 of G[Q] which reflects O1. By Lemma 4.15, O2 is also an equitable partition of
H[Q]. To prove (Q2)6.1, we again apply Lemma 10.1 but with the roles of G and G[Q]
interchanged.
Proof of Lemma 6.1. Choose new constants η, ν so that c≪ η ≪ ν ≪ δ. Let ε : Nk−1 →
(0, 1] be a function such that for all b ∈ Nk−1, we have
ε(b)≪ ‖b‖−k∞ .
Let t0 := t3.8(η, ν, ε).
By Theorem 3.8, there exists a t0-bounded (η, ε(a
P),aP )-equitable family of parti-
tions P1 = P1(k − 1,a
P ), a k-graph G and a density function daP ,k such that the
following hold.
(G1)6.1 P1 is an (ε(a
P), daP ,k)-partition of G, and
(G2)6.1 |G△H| ≤ ν
(
n
k
)
.
(Here (G1)6.1 follows from Theorem 3.8(ii), (3.16), and Lemma 4.6.)
Let ε := ε(aP) and T := ‖aP‖∞. As t0 only depends on η, ν, ε, we may assume that
c≪ ε. Together with the choice of ε and the fact that 1/T ≤ 1/aP1 ≤ η, this implies
0 < 1/n < 1/q ≪ c≪ ε≪ 1/T, 1/aP1 ≪ ν ≪ δ ≪ ε0 ≤ 1.
Additionally, we choose ε′ so that
0 < 1/n < 1/q ≪ c≪ ε≪ ε′ ≪ 1/T, 1/aP1 ≪ ν ≪ δ ≪ ε0 ≤ 1. (10.43)
Let E0 be the event that
|G[Q]△H[Q]| ≤ 2ν
(
q
k
)
.
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Property (G2)6.1 and Lemma 3.3 imply that
P[E0] ≥ 1− e
−ν3q. (10.44)
Let E1 be the event that there exists a family of partitions P2 = P2(k−1,a
P) which
is an (ε′,aP , daP ,k)-equitable partition of G[Q]. Since ε≪ ε
′, Lemma 10.3 implies that
P[E1] ≥ 1− e
−ε3q. (10.45)
Thus (10.44) and (10.45) imply that
P[E0 ∧ E1] ≥ 1− 2e
−ε3q ≥ 1− e−cq. (10.46)
Hence it suffices to show that the two statements (Q1)6.1 and (Q2)6.1 both hold if we
condition on E0 ∧ E1.
First, assume E0∧E1 holds and O1 exists as in (Q1)6.1. As ν ≪ δ ≪ ε0, we can apply
Lemma 4.15 with O1, O1, ν, ε0, da,k, H and G playing the roles of P, Q, ν, ε, da,k,
H(k) and G(k), respectively, to conclude that O1 is also an (ε0+ δ/3, da,k)-partition of G.
Note that (ε0 + δ/3)/2 ≤ 2ε0/3, thus ((ε0 + δ/3)/2,a, da,k) is a regularity instance.
By this and (10.43), we can apply Lemma 10.1 with the following objects and parameters.
object/parameter n q O1 P1 P2 G G[Q] ε′ T δ/3 ε0 + δ/3 daP,k da,k
playing the role of n m O1 Q1 Q2 H
(k)
1 H
(k)
2 ε T δ ε0 daQ,k daO,k
Hence there exists an (ε0 + 2δ/3,a, da,k)-equitable partition O2 of G[Q]. Since E0 holds
and ν ≪ δ ≪ ε0, we can apply Lemma 4.15 with O2, O2, 2ν, ε0 + 2δ/3, da,k, H[Q]
and G[Q] playing the roles of P, Q, ν, ε, da,k, G
(k) and H(k), respectively. Then we
conclude that O2 is an (ε0 + δ,a, da,k)-equitable partition of H[Q]. Thus E0 ∧ E1 implies
(Q1)6.1.
Now assume E0 ∧ E1 holds and O2 exists as in (Q2)6.1. As ν ≪ δ ≪ ε0, we can apply
Lemma 4.15 with O2, O2, 2ν, ε0, da,k, H[Q] and G[Q] playing the roles of P, Q, ν, ε,
da,k, H
(k) and G(k), respectively. Thus O2 is an (ε0 + δ/3,a, da,k)-equitable partition of
G[Q]. By (10.43) and the fact that R is a regularity instance, we can apply Lemma 10.1
with the following objects and parameters.
object/parameter q n O2 P2 P1 G[Q] G ε′ T δ/3 ε0 + δ/3 daP,k da,k
playing the role of n m O1 Q1 Q2 H
(k)
1 H
(k)
2 ε T δ ε0 daQ,k daO,k
Thus there exists a family of partitions O1 which is an (ε0 + 2δ/3,a, da,k)-equitable
partition of G. By (G2)6.1 and the fact that ν ≪ δ ≪ ε0, we can apply Lemma 4.15
with O1, O1, ν, ε0 +2δ/3, da,k, H and G playing the roles of P, Q, ν, ε, da,k, G
(k) and
H(k), respectively. We conclude that O1 is an (ε0 + δ,a, da,k)-equitable partition of H.
Thus E0 ∧ E1 implies (Q2)10.3. 
11. Applications
In this section we illustrate how Theorem 1.3 can be applied, first to counting sub-
graphs, then to the maximum cut problem.
11.1. Testing the injective homomorphism density. We first show how to test
the (injective) homomorphism density, where a homomorphism of a k-graph F into a
k-graph H is a function f : V (F ) → V (H) that maps edges onto edges. Let inj(F,H)
be the number of (vertex-)injective homomorphisms from F into H and let tinj(F,H) :=
inj(F,H)/(n)|V (F )|.
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Corollary 11.1. Suppose p, δ ∈ (0, 1), k ∈ N \ {1}, and F is a k-graph. Let P be the
property that a k-graph H satisfies tinj(F,H) = p± δ. Then P is testable.
Before we continue with the proof of Corollary 11.1, we state a simple proposition.
Proposition 11.2. Suppose 0 < 1/n ≪ ν, 1/k, 1/ℓ and ν ≪ α, 1 − α. Let F be an
ℓ-vertex k-graph and H be an n-vertex k-graph. If tinj(F,H) = α ± ν for some α ∈
(0, 1), then there exists an n-vertex k-graph G with tinj(F,G) = α ± 1/n and |G△H| ≤
( 2νmin{α,1−α} )
1/ℓ
(n
k
)
.
Proof. Suppose first that tinj(F,H) > α + 1/n. Let ε := (
2ν
α )
1/ℓ. By an averaging
argument, there exists a subgraphH ′ of H on εn vertices such that tinj(F,H
′) > α+1/n.
Clearly, |H ′| ≤ ε
(n
k
)
. Moreover, after removing all edges contained in H ′ from H, we
reduce the number of injective homomorphisms from F to H by at least inj(F,H ′) ≥
α(εn)ℓ ≥ ν(n)ℓ. Thus if instead we remove a suitable number of these edges iteratively,
we can reach a spanning subgraph G of H with tinj(F,G) = α ± 1/n as any single
edge removal decreases the number of homomorphisms by at most 2nℓ−2. The case
tinj(F,H) < α− 1/n works similarly. 
Proof of Corollary 11.1. Let ℓ := |V (F )|. We may assume that |F | > 0 as otherwise
tinj(F,H) = 1 for every n-vertex graph H with n ≥ ℓ. By Theorem 1.3, it suffices to
verify that P is regular reducible.
Suppose β > 0. We may assume that β ≪ p−δ, 1/ℓ if p−δ > 0 and β ≪ 1−(p+δ), 1/ℓ if
p+δ < 1. We write β′ := βℓ+1 and β′′ := 2−(
ℓ
k)β′. We fix some function ε : Nk−1 → (0, 1)
such that ε(a) ≪ ‖a‖−k∞ for all (a1, . . . , ak−1) = a ∈ N
k−1. We choose constants ε, η,
and n0, T ∈ N such that 1/n0 ≪ ε ≪ 1/T ≪ η ≪ β, 1/k, 1/ℓ. In particular, we have
n0 ≥ n3.8(η, β
′′ℓ−k/2, ε), T ≥ t3.8(η, β
′′ℓ−k/2, ε) and ε ≪ ε(a) for all a ∈ [T ]k−1. For
simplicity, we consider only n-vertex k-graphs H with n ≥ n0.
Let I be the collection of regularity instances R = (ε′′,a, da,k) such that
(R1)11.1 ε
′′ ∈ {ε, 2ε, . . . , ⌈(ε(a))1/2ε−1⌉ε},
(R2)11.1 a ∈ [T ]
k−1 and a1 > η
−1, and
(R3)11.1 da,k(xˆ) ∈ {0, ε
2, 2ε2, . . . , 1} for every xˆ ∈ Aˆ(k, k − 1,a).
Observe that by construction |I| is bounded by a function of β, k and ℓ. We define
R :=

(ε′′,a, da,k) ∈ I :
∑
J : |V (J)|=ℓ
inj(F, J) · IC(J, da,k)/ℓ! = p± (δ + β
′)

 .
First, suppose that an n-vertex k-graph H satisfies P. Then
1
ℓ!
∑
J : |V (J)|=ℓ
inj(F, J) ·Pr(J,H) = tinj(F,H) = p± δ. (11.1)
By applying the regular approximation lemma (Theorem 3.8) with H, η, β′′ℓ−k/2, ε play-
ing the roles of H, η, ν, ε, we obtain a k-graph G and a family of partitions P =
P(k − 1,aP ) such that
(I) P is (η, ε(aP),aP )-equitable for some aP ∈ [T ]k−1,
(II) G is perfectly ε(aP)-regular with respect to P, and
(III) |G△H| ≤ β′′ℓ−k
(
n
k
)
/2.
Let ε′ := ε(aP). By the choice of ε and η, we conclude that 0 < ε′ ≪ 1/‖aP‖∞ ≤
1/aP1 ≪ β, 1/k, 1/ℓ and by the choice of ε, we obtain ε≪ ε
′. Note that if a k-graph J is
(ε′, d)-regular with respect to a (k − 1)-graph J ′, then J is (ε′′, d′)-regular with respect
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to J ′ for some d′ ∈ {0, ε2, 2ε2, . . . , 1} and ε′′ ∈ {ε, 2ε, . . . , ⌈ε′1/2ε−1⌉ε} ∩ [2ε′, 3ε′]. Thus
there exists
RG = (ε
′′,aP , dG
aP ,k) ∈ I (11.2)
such that G satisfies RG.
For every ℓ-vertex k-graph J , Proposition 3.1 with (III) and Corollary 4.10 imply that
IC(J, dG
aP ,k) = Pr(J,G) ± β
′′/2 = Pr(J,H)± β′′. (11.3)
Hence
1
ℓ!
∑
J : |V (J)|=ℓ
inj(F, J) · IC(J, dG
aP ,k)
(11.3)
=
1
ℓ!
∑
J : |V (J)|=ℓ
inj(F, J) · (Pr(J,H)± β′′)
(11.1)
= p± (δ + β′). (11.4)
By the definition of R and (11.2), this implies that RG ∈ R and so H is indeed β-close
to a graph G satisfying RG, one of the regularity instances of R.
Now we show that if α > β and H is α-far from P, then H is (α − β)-far from all
R ∈ R. We prove this by verifying the following statement: if H is (α−β)-close to some
R ∈ R, then it is α-close to P.
Suppose H is (α−β)-close to some R = (ε′′,a, da,k) ∈ R. Then there exists a k-graph
GR such that GR satisfies R and |H△GR| ≤ (α−β)
(n
k
)
. By the definition of R, we have∑
J : |V (J)|=ℓ inj(F, J) · IC(J, da,k)/ℓ! = p± (δ+β
′). Similarly to the calculations leading
to (11.4), we obtain tinj(F,GR) = p± (δ + 2β
′).
By Proposition 11.2, there exists a k-graph G such that tinj(F,G) = p ± δ and
|G△GR| ≤ (β/2)·
(n
k
)
. Therefore, G satisfies P and |H△G| ≤ |H△GR|+|GR△G| < α
(n
k
)
which implies that H is α-close to satisfying P. Thus, P is indeed regular reducible. 
11.2. Testing the maximum cut size. We proceed with another corollary of Theo-
rem 1.3. For a given n-vertex k-graph H, we define the following parameter measuring
the size of a largest ℓ-partite subgraph:
maxcutℓ(H) :=
(
n
k
)−1
max
{V1,...,Vℓ} is a
partition of V (H)
{|Kk(V1, . . . , Vℓ) ∩H|} .
We let
cℓ,k(n) :=
(
n
k
)−1 ∑
Λ∈([ℓ]k )
∏
λ∈Λ
⌊
n+ λ− 1
ℓ
⌋
.
Thus cℓ,k(n)
(
n
k
)
is the number of edges of the complete ℓ-partite k-graph on n vertices
whose vertex class sizes are as equal as possible. In particular, any n-vertex k-graph H
satisfies maxcutℓ(H) ≤ cℓ,k(n).
Corollary 11.3. Suppose ℓ, k ∈ N \ {1} and c = c(n) is such that 0 ≤ c ≤ cℓ,k(n).
Let P be the property that an n-vertex k-graph H satisfies maxcutℓ(H) ≥ c. Then P is
testable.
Note that since the property of having a given edge density is trivially testable, it fol-
lows from Corollary 11.3 that the property of being strongly ℓ-colourable is also testable
(in a strong colouring, we require all vertices of an edge to have distinct colours).
Before we prove Corollary 11.3, we need to introduce some notation and make a few
observations. For a given vector a ∈ Nk−1, a density function da,k : Aˆ(k, k−1,a)→ [0, 1],
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and a partition L = {Λ1, . . . ,Λℓ} of [a1], we define
cut(da,k,L) := k!
k−1∏
i=1
a
−(ki)
i
∑
xˆ∈Aˆ(k,k−1,a) :
x
(1)
∗ ∈Kk(L)
da,k(xˆ) and
maxcutℓ(da,k) := max
L is a partition
of [a1] with |L|=ℓ
cut(da,k,L).
Recall that if P = P(k − 1,a) is a family of partitions, then P (1)(1, 1), . . . , P (1)(a1, a1)
denote the parts of P(1).
Proposition 11.4. Suppose 0 < 1/n ≪ ε ≪ γ, 1/T, 1/k, 1/ℓ. Suppose that a ∈
[T ]k−1 and P is an (ε,a, da,k)-equitable partition of an n-vertex k-graph H. Let L =
{Λ1, . . . ,Λℓ} be a partition of [a1] and for each i ∈ [ℓ], let Ui :=
⋃
λ∈Λi
P (1)(λ, λ). Then
|Kk(U1, . . . , Uℓ) ∩H| = (cut(da,k,L)± γ)
(
n
k
)
.
Note that the |Kk(U1, . . . , Uℓ) ∩H|
(n
k
)−1
is a lower bound for maxcutℓ(H).
Proof. For each xˆ ∈ Aˆ(k, k − 1,a) with x
(1)
∗ ∈ Kk(L), we apply Lemma 4.5 to Pˆ(xˆ).
(Recall that Pˆ(xˆ) was defined in (3.14) and is an (ε, (1/a2, . . . , 1/ak−1))-regular complex
by Lemma 4.6(ii).) Since H is (ε, da,k(xˆ))-regular with respect to Pˆ
(k−1)(xˆ), we obtain
|Kk(U1, . . . , Uℓ) ∩H| =
∑
xˆ∈Aˆ(k,k−1,a) :
x
(1)
∗ ∈Kk(L)
|H ∩ Kk(Pˆ
(k−1)(xˆ))|
=
∑
xˆ∈Aˆ(k,k−1,a) :
x
(1)
∗ ∈Kk(L)
(da,k(xˆ)± ε)|Kk(Pˆ
(k−1)(xˆ))|
=
∑
xˆ∈Aˆ(k,k−1,a) :
x
(1)
∗ ∈Kk(L)
(da,k(xˆ)± ε)(1 ± γ/2)
k−1∏
i=1
a
−(ki)
i n
k
= (cut(da,k,L)± γ)
(
n
k
)
.
We conclude the final equality since cut(da,k,L) ≤ 1. 
Proposition 11.5. Suppose that 0 < 1/n≪ ν ≪ β, 1/k, 1/ℓ, and c = c(n) ∈ [0, cℓ,k(n)].
If H is an n-vertex k-graph with maxcutℓ(H) ≥ c − ν, then there exists an n-vertex
k-graph G with maxcutℓ(G) ≥ c and |H△G| ≤ β
(
n
k
)
.
Proof. Since maxcutℓ(H) ≥ c− ν, there is a partition {U1, . . . , Uℓ} of V (H) such that
|Kk(U1, . . . , Uℓ) ∩H| ≥ (c− ν)
(
n
k
)
. (11.5)
It is easy to see that there exists a partition {U ′1, . . . , U
′
ℓ} of V (H) such that
(U′1)
∑ℓ
i=1 |Ui△U
′
i | ≤ ν
1
5kn, and
(U′2) |Kk(U
′
1, . . . , U
′
ℓ)| ≥ c
(n
k
)
.
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Since ν ≪ β, we conclude
|Kk(U
′
1, . . . , U
′
ℓ) ∩H| ≥ |Kk(U1, . . . , Uℓ) ∩H| −
ℓ∑
i=1
|Ui△U
′
i |n
k−1
(11.5),(U′1)
≥ (c− β)
(
n
k
)
.
Together with (U′2), this shows that we can add at most β
(n
k
)
k-sets fromKk(U
′
1, . . . , U
′
ℓ)\
H to H to obtain a k-graph G with maxcutℓ(G) ≥ c and |H△G| ≤ β
(n
k
)
. 
Proof of Corollary 11.3. By Theorem 1.3, we only need to show that P is regular re-
ducible. We assume that ℓ ≥ k, otherwise maxcutℓ(H) = 0 for all k-graphs H. Suppose
β > 0.
Let ε : Nk−1 → (0, 1) be a function such that ε(a) ≪ ‖a‖−1∞ , 1/k, 1/ℓ. We choose
constants ε, η, ν, and n0, T ∈ N such that 0 < 1/n0 ≪ ε ≪ 1/T ≪ η, ν ≪ β, 1/k, 1/ℓ.
For simplicity, we consider only n-vertex k-graphs H with n ≥ n0.
Let I be the collection of regularity instances R = (ε′′,a, da,k) such that
(R1)11.3 ε
′′ ∈ {ε, 2ε, . . . , ⌈(ε(a))1/2ε−1⌉ε},
(R2)11.3 a ∈ [T ]
k−1, and
(R3)11.3 da,k(xˆ) ∈ {0, ε
2, 2ε2, . . . , 1} for every xˆ ∈ Aˆ(k, k − 1,a).
Observe that by construction |I| is bounded by a function of β, k and ℓ. We define
R :=
{
(ε′′,a, da,k) ∈ I : maxcutℓ(da,k) ≥ c− ν
1/2
}
.
First, suppose that an n-vertex k-graph H satisfies maxcutℓ(H) ≥ c. Then there exists
a partition {V1, . . . , Vℓ} of V (H) such that
|Kk(V1, . . . , Vℓ) ∩H| ≥ c
(
n
k
)
. (11.6)
Let
O(1) := {V1, . . . , Vℓ}.
For each j ∈ [k − 2] and given O(j), (3.4) naturally defines Oˆ(j), and we define
O(j+1) := {Kj+1(Oˆ
(j)) : Oˆ(j) ∈ Oˆ(j)}.
By repeating this for each j ∈ [k−2] in increasing order, we define a family of partitions
O := O(k − 1,aO ) = {Oi}k−1i=1 with a
O = (ℓ, 1, . . . , 1) ∈ Nk−1. Let Q = Q(k,aQ)
be an arbitrary (1/aQ1 , 1/n0,a
Q)-equitable family of partitions on V (H), where aQ =
(ℓ, 1, . . . , 1) ∈ Nk. It is easy to see that such Q indeed exists. Let
{H1, . . . ,Hs} :=
({
Q(k) ∩H : Q(k) ∈ Q(k)
}
∪
{
H \ Kk(Q
(1))
})
\ {∅},
{Hs+1, . . . ,Hs′} :=
({
Q(k) \H : Q(k) ∈ Q(k)
}
∪
{(
V (H)
k
)
\ (Kk(Q
(1)) ∪H)
})
\ {∅},
H := {H1, . . . ,Hs′}.
Note that s′ ≤ 2
(ℓ
k
)
+2. Since |V (H)| ≥ n0, we can apply Lemma 9.1 with the following
objects and parameters.
object/parameter V (H) O H Q ℓ s′ η ν ε T
playing the role of V O H (k) Q o s η ν ε t
Then we obtain k-graphs G1, . . . , Gs′ partitioning
(V (H)
k
)
and a family of partitions
P = P(k − 1,aP) such that
(I) P is (η, ε(aP),aP )-equitable for some aP ∈ [T ]k−1,
(II) P(1) ≺ν O
(1),
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(III) for each i ∈ [s], Gi is perfectly ε(a
P)-regular with respect to P, and
(IV)
∑s
i=1 |Gi△Hi| ≤ ν
(n
k
)
.
Let ε′ := ε(aP) and G :=
⋃s
i=1Gi. Lemma 4.3 together with (III) implies that G is
perfectly sε′-regular with respect to P. Also (IV) implies that
|G△H| ≤ ν
(
n
k
)
. (11.7)
By the choice of ε, ε and η, we conclude that 0 < ε ≪ ε′ ≪ 1/‖aP‖∞ ≤ 1/a
P
1 ≤ η ≪
β, 1/k, 1/ℓ. Similarly as in the proof of Corollary 11.1, this implies that there exists
RG = (ε
′′,aP , dG
aP ,k) ∈ I (11.8)
such that G satisfies RG.
Note that (II) implies that there exists a partition L := {Λ1, . . . ,Λℓ} of [a
P
1 ] such that
ℓ∑
i=1
∑
λ∈Λi
|P (1)(λ, λ) \ Vi| ≤ νn. (11.9)
For each i ∈ [ℓ], let Ui :=
⋃
λ∈Λi
P (1)(λ, λ). Then we obtain
cut(dG
aP ,k,L)
Prop. 11.4
=
(
n
k
)−1
|Kk(U1, . . . , Uℓ) ∩G| ± ν
(11.7)
=
(
n
k
)−1|Kk(V1, . . . , Vℓ) ∩H| ± ℓ∑
i=1
∑
λ∈Λi
|P (1)(λ, λ) \ Vi|n
k−1

± 2ν
(11.9)
=
(
n
k
)−1
|Kk(V1, . . . , Vℓ) ∩H| ± ν
1/2
(11.6)
≥ c− ν1/2.
By the definition of R and (11.8), this implies that RG ∈ R and so H is indeed β-close
to a graph G satisfying RG, one of the regularity instances of R.
Now we show that if H is α-far from satisfying P, then H is (α−β)-far from all R ∈ R.
Suppose H is (α − β)-close to some R = (ε′′,a, da,k) ∈ R. Then there exists a k-graph
GR such that GR satisfies R and |H△GR| ≤ (α − β)
(n
k
)
. Thus there is an (ε′′,a, da,k)-
equitable partition P ′ of GR. By the definition of R, we have maxcutℓ(da,k) ≥ c− ν
1/2.
By applying Proposition 11.4 with GR, c−ν
1/2, ν1/2, da,k playing the roles of H, c, γ, da,k,
we obtain that maxcutℓ(GR) ≥ c− 2ν
1/2. Since ν ≪ β, 1/k, 1/ℓ and c ∈ [0, cℓ,k(n)], we
can apply Proposition 11.5 with GR, 2ν
1/2, β/2, c playing the roles of H, ν, β, c to obtain
a k-graph G′ such that |G′△GR| ≤ (β/2)
(n
k
)
and maxcutℓ(G) ≥ c. Then
|H△G′| ≤ |H△GR|+ |G
′△GR| ≤ (α− β + β/2)
(
n
k
)
< α
(
n
k
)
.
Thus H is α-close to satisfying P. Therefore, P is indeed regular reducible. 
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