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It is demonstrated that detection of putative particles such as paraphotons and axions constituting the dark
sector of the universe can be reduced to detection of extremely weak links or couplings between cavities
and modes. This method allows utilisation of extremely sensitive frequency metrology methods that are not
limited by traditional requirements on ultra low temperatures, strong magnetic fields and sophisticated super-
conducting technology. We show that exceptional points in the eigenmode structure of coupled modes may be
used to boost the sensitivity of dark matter mediated weak links. We find observables that are proportional
to fractional powers of fundamental coupling constants. Particularly, in the case of axion detection, it is
demonstrated that resonance frequency scaling with ∼ √gaγγθ and ∼ 3√gaγγθ dependencies can be realised
in a ternary photonic cavity system, which is beneficial as these coupling constants are extremely small.
INTRODUCTION
Many hypothesised candidates for dark matter are
proposed to have weak coupling to established stan-
dard model particles, such as photons1,2. This includes
axions3,4 and paraphotons5,6 which have both been sub-
jects of extensive experimental searches in the last few
decades7–12, and recently there has been a renewed in-
terest with many new and forthcoming experiments13–16.
Traditionally, the detection methods are based on low
noise power detection techniques, where one searches for
excess photon power created by the interaction process
between photons and these putative particles12. Much
progress has been made in the design and optimisation
of such experiments, with particular recent focus on the
push to high (> 1 GHz) and low (< 100 MHz) frequency
ranges17–26. Such particles may come from some extra-
terrestrial sources such as galactic halo axions, or be cre-
ated artificially with another interaction process, such as
Light Shining Through A Wall (LSW) experiments27,28.
A conceptually different approach is based on detecting
frequency splittings in the spectrum of a two-fold degen-
erate system, which can be broken due to the existence
of a weak link between the two photonic cavities medi-
ated by an intermediate interaction with a hypothetical
particle13. In this approach, hypothetical particles cre-
ated in one cavity are transferred into another, interact-
ing with the second cavity photons and vice a versa creat-
ing a weak link that shifts eigenfrequencies of the system.
Such a method of detection measures the lifting of the de-
generacy of the system as a frequency shift, a technique
commonly used in physics and engineering. Indeed, with
the emergence of ultra-high Quality factor cavities in the
optical and microwave regions of the photon spectrum,
the frequency shift approach has found numerous appli-
cations, including biosensing, magnetic field and mass
sensing, etc29–31 and has been proposed as a means to
detect paraphotons previously13. Many well developed
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frequency measurement techniques have been devised,
which allow for high sensitivity of these kinds of mea-
surements when applied to particular sensing problems.
Similar frequency control methods of frequency compar-
ison of uncoupled oscillators, frequency generators, are
used in rotating experiments to search for Lorentz violat-
ing modifications to the standard model extensions32,33.
More generally, frequency metrology has established it-
self as a leading tool in the search for new physics34–37.
Unlike in the power detection scheme where the detec-
tion limit is set by noise sources in the measurement chain
and thus ultimately limited by fundamental stochastic
processes, the frequency detection approach is limited
by mode linewidths and source frequency stability, that
have been pushed by many orders of magnitude with on-
going progress in these areas. For example, ultra-narrow
linewidth systems have achieved Quality factors of > 109
for microwave and optical resonators38,39. Due to these
achievements, frequency stability of microwave cryogenic
sapphire clocks is approaching 10−16 level40,41, whereas
optical clocks have reached 10−18 level of stability and
accuracy42. In the same time, uncertainty of modern
voltage standards based on Josephson junctions is only
parts in 10−8 level43. This comparison suggests that the
frequency metrology approach might be generally a more
sensitive tool in detecting physics of the Dark Universe.
One way to further improve the sensitivity of a twofold-
degenerate resonant detector is to move from a system
degenerate only in eigenfrequencies and represented by a
Diabolic Point (DP), to a system also degenerate in eigen-
states and represented by an Exceptional Point44,45. Ex-
istence of these points in non-Hermitian systems has been
analysed theoretically46,47 and observed experimentally
in different physical contexts48–52. It has been demon-
strated that for a sufficiently small perturbation εω0  1
acting on one of the resonant subsystems with angu-
lar frequency ω0, the corresponding observable frequency
shift of the total system is proportional to ε1/2 if the de-
tector works at the doubly degenerate EP. This result
is a clear advantage over an ε dependent frequency shift
observed in the case of a DP. Moreover, the power of the
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2shift inversely scales with the order of degeneracy of the
system, n, giving in general a ε1/n dependence49. In this
work, we consider applications of this idea to detection of
weak links arising in the context of detection of theoret-
ical fundamental particles. In this problem the pertur-
bation  acting on one or both subsystems, for example,
cavities, is replaced with a weak link ζ  ω0 between
them.
I. WEAK LINKS FROM DARK UNIVERSE
In the following sections, we will determine and com-
pare sensitivities to weak links ζ of different detectors by
analysing their dynamics in the slowly varying envelope
approximation where it is governed by the Schro¨dinger-
type equation (~ = 1)45,53:
d
dt
ψ = −iH(ζ)ψ, (1)
where ψ is a wave function, ζ is the weak link parameter,
i.e. the coupling strength between two modes or cavi-
ties in frequency units, and H is a non-Hermitian matrix
representing envelope dynamics of the system in a fast
rotating frame. We refer to this matrix H as an effective
Hamiltonian. In this section, we consider how such weak
links ζ may appear from two hypothetical dark sector
particles, namely paraphotons and axions.
A. Paraphotons
Paraphotons are Weakly Interacting Slim Particles
with sub-eV masses that couple to photons via kinetic
mixing. Laboratory searches for these hidden sector par-
ticles put bounds on the strength of the kinetic mixing
and are dominated by LSW type experiments54,55. In
this experiment two spatial regions, e.g. cavities, are sep-
arated with a wall impenetrable to normal photons. One
of these regions is strongly pumped with photons, which
generates paraphotons that can penetrate the other re-
gion and mix with the thermal and vacuum photons in
that cavity. This effect can be detected as an excess
power in the second region. It should be noted that this
approach is not sensitive to galactic halo dark matter
paraphotons, but to paraphotons generated inside the
first region. The sensitivity of these approaches are lim-
ited not only by the noise floor of the setup but more by
systematic effects such as direct leakage of photons into
the detection region. Also, some constraints on parapho-
tons can be obtained from cosmic microwave background
data56 and Coulomb law experiments57. Alternatively,
for the LSW type experiments, one may search for mod-
ifications of the system eigenvalues as a response to the
paraphoton mediated cavity coupling13. In this section
we demonstrate the appearance of this coupling.
The Equations of Motion (EOM) for two cavities with
photon fields Ci(x, t) and paraphoton field B(x, t) from
the paraphoton-photon Lagrangian6 are given by; ∂µ∂ν + ξ2m2γ′ 0 −ξm2γ′0 ∂µ∂ν + ξ2m2γ′ −ξm2γ′
−ξm2γ′ −ξm2γ′ ∂µ∂ν +m2γ′
A = 0
(2)
where A = [C1(x, t), C2(x, t), B(x, t)]
T , ξ is the
paraphoton-photon mixing parameter and mγ′ is the
paraphoton mass.
In order to remove the spatial dependence of the fields
in Eq. 2, one breaks the cavity fields into spatial and time
dependent multipliers and introduces retarded massive
Greens functions for the paraphoton field13. Moreover,
on the time and space scale of any laboratory experiment
the paraphoton field has an infinite nature. Particularly,
due to negligible damping rate, the paraphoton dynamics
can be neglected in the rotating frame associated with the
cavity resonance frequencies. Based on these assump-
tion and integrating spacial distributions of the photonic
modes, the system dynamics (2) can be reduced to a two
mode system with the following coupling strength13
ζparaphoton = −
ξ2m4γ′
2ω0
·∫
V1
d3x
∫
V2
d3y
exp ikp|x− y|
4pi|x− y| C1(x) · C2(y),
(3)
where Vi is the volume of the ith cavity and ω0 is the bare
cavity resonance frequency. In principle, the resonance
frequency of each cavity is also shifted due to coupling to
paraphotons, but this effect can be neglected and cannot
be observed in the present scheme as it cannot be mod-
ified without changing the cavity geometry. Overall, the
resulting weak coupling is a function of the kinetic mixing
and the paraphoton mass as well as cavity geometry.
B. Axions
The mainstream approach to detect galactic halo
axions58,59 (a haloscope) employs the Sikivie-like de-
tector aproach60. The detector utilises the inverse-
Primakoff effect, in an interaction between virtual pho-
tons from a strong DC magnetic field and galactic halo
axions, creating a real photon of a frequency correspond-
ing to the axion mass. The resulting signal photons are
detected using a resonant cavity as an antenna tuned to
this frequency12,14. In principle, instead of a virtual pho-
ton supplied by a DC magnetic field, one can use real pho-
tons by engaging another cavity or a mode61 and utilise
the same power detection techniques. Contrary to this,
one may also measure how the resonant frequencies of the
two modes are shifted as a result of interaction between
the two photons and an axion signal - this is the weak link
problem. Indeed, it has recently been demonstrated that
the weak coupling detection problem may be relvant to
the search for galactic halo dark matter axions37. In this
3section, we briefly demonstrate this effect for the case of
two modes that share the same volume.
It is widely accepted that the axion modification to the
standard electrodynamics62 may be written as a Hamil-
tonian term of the form:
Haxion = κθ
∫
V
E ·Bdv, (4)
where θ is a scalar axion-like field, E and B are standard
electric and magnetic field vectors, and κ is a coupling
constant. In a case when two modes of resonance frequen-
cies ω1 and ω2 share the same volume, one may rewrite
the Hamiltonian in terms of corresponding creation (an-
nihilation) operators c†i and ci:
Haxion = κθ
∫
V
(E1 ·B2 +E2 ·B1)dv =
i~
gaγγ
2
√
ω1ω2θ
[
ξ−(c1c
†
2 − c†1c2) + ξ+(c†1c†2 − c1c2)
] (5)
where gaγγ is axion-photon coupling strength, θ is the
strength of the axion signal, and ξ± is the form fac-
tors characterising mutual orthogonality of the modes37.
This interaction Hamiltonian could be simplified by ap-
plying the Rotating Wave approximation, the process
of elimination of rapidly-oscillating terms of interacting
fields in the rotating frame. To perform this approxima-
tion, we need to assume a certain relationship between
three fields. In this work we consider only the axion
upconversion case where the frequency of axion induced
photons equals the difference in frequencies between the
modes ωa = ω1 − ω2. By substituting cn → cne−jωnt,
a→ ae−jωat and neglecting all fast oscillating terms, the
coupling term may be represented as follows37:
Haxion/~ = ζaxion(c1c†2 + c2c
†
1), (6)
which is a beam-splitter or swapping type of interaction.
The value ζaxion is proportional to the axion-photon cou-
pling κ and the amplitude of axion field |θ| as well as
depending on geometry and frequency of both modes:
ζaxion =
gaγγ
2
√
ω1ω2
V1V2
θ
∫
V
d3r
[
e1 · b2 − e2 · b1
]
, (7)
where en(r) and bn(r) are unit vectors representing the
mode polarization. Thus, one can detect existence of
galactic axions of frequency ωa by measuring the weak
link between two modes of different frequencies. We note
that in this case, we are sensitive to galactic halo axion
dark matter, as opposed to the paraphoton case where
we are sensitive to generated paraphoton dark matter, as
discussed above.
II. SECOND ORDER EP DETECTION
To illustrate the improvement in sensitivity for the
above techniques with EP detection, we consider two
(A)
(B)
Loss Loss
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Loss
FIG. 1: Schemes for detecting weak links ζ between
photonic modes: (A) traditional scheme of frequency
splitting detection between two lossy cavities using a
DP, (B) ternary mode system that can be tuned to an
EP.
types of detectors. The first detector is a traditional
dual mode system exhibiting a DP with a weak link ζ
between the modes as depicted in Fig. 1 (A). In the
case of paraphoton detection, ideally both modes have
the same angular frequency ω0 = ωL = ωR and losses
γL = γR = γ, whereas for galactic halo axion searches
with such a system, the upconversion frequency relation-
ship ωa = ωL − ωR must be considered. Both cases lead
to the same interaction hamiltonian in a corresponding
rotating frame.
The second class of detector (the EP case) is a cou-
pled mode system of three photonic modes with identi-
cal angular resonance frequencies ω0 (for the parapho-
ton case, and the upconversion relationship for the axion
case as per above). Two side cavities denoted L and R
exhibit loss characterised by the constant γ = γL = γR
whereas for the central cavity C we consider both gain
γC > 0 or loss γC < 0 regimes. This ternary configu-
ration is depicted in Fig. 1 (B). Both lossy side cavities
are coupled to the central cavity by engineered links with
coupling strength g. Note that in axion non-degenerate
case, the coupling g has to be parametrically modulated
to account for the frequency difference between the side
modes. The mutual coupling between the left and right
modes comes from axion or paraphoton physics and con-
stitutes the weak link ζ that has to be detected. The
effective Hamiltonian for an eigenvalue problem in the
appropriate rotating frame can be written in the follow-
ing matrix form
H
γ
=
 ∆− i g˜ ζ˜g˜ i(2α− 1) g˜
ζ˜ g˜ −i
 (8)
where 2α = γC/γ + 1, g˜ = g/γ, ζ˜ = ζ/γ are quanti-
4FIG. 2: Sensitivity of DP and EP detectors to a weak
coupling ζ.
ties scaled to the loss constant γ, and ∆ is a possible
mismatch between the left and right cavities. In the ab-
sence of a weak coupling ζ and the cavity mismatch, the
eigenfrequencies of the problem are
e±
γ
= i(α− 1)±
√
2g˜2 − α2, e0 = −iγ. (9)
It can be demonstrated that two of these eigenvalues and
corresponding eigenvectors coalesce when α =
√
2g˜ cor-
responding to the second order EP of the system and
giving the δe = e+ − e− ∼ 1/2 sensitivity of the eigen-
values to the perturbation  of one of eigenfrequencies.
To check if the same sensitivity applies to the weak link
ζ, we calculate sensitivity as a shift in eigenvalues in the
presence of ζ to its value without the link in units of side
cavity losses:
χ(ζ) = Re
e±(ζ)− e±(0)
γ
. (10)
This quantity for (α = 3/2) in comparison with the
same characteristic for the DP case is shown in Fig. 2.
The result suggests that unlike in the DP case where
δe ∼ γχ ∼ ζ, the EP detector tends to result in more
favourable δe ∼ √ζ dependence. The result is also cal-
culated for a small mismatch between two side cavities
appearing as non-zero frequency mismatch ∆ = 10−3γ
and non-equal dissipation rates γL = γR+10
−3γ. As the
system deviates from the EP in both cases, the perfor-
mance of the EP detector is degraded for small ζ but still
overcomes the DP case.
With the EP condition setting the relation αγ =
√
2g,
for given side cavity losses γ and central cavity coupling
g, the system still leaves a free parameter, the mismatch
constant α, which sets the central cavity loss/gain param-
eter γC . As described at the beginning of this section,
this parameter can be either negative (α < 12 ), resulting
in loss, or positive (α > 12 ), exhibiting net gain. In order
to understand the role of this parameter, we numerically
calculate the derivative of the real components of eigen-
frequencies with respect to square root of coupling ζ at
ζ = 0:
ρ± =
∂Re e±
∂
√
ζ˜
∣∣∣
ζ˜=0
, (11)
which gives the proportionality constant of the δ ∼ ρ±
√
ζ
law for infinitesimally small values of ζ. Dependence of
this coefficient on the central cavity mismatch α is shown
in Fig. 3 (A). The result suggests that despite the pres-
ence of a sign of α, the magnitude of the scaling coefficient
for δ increases with |α|. At the same time the bandwidth
of the resonances increases with negative α making the
detection less efficient.
In order to find the optimal point, we calculate the
normalised version of the derivative
ρ˜± =
ρ
Im e±
, (12)
giving the coefficient in front of the frequency scaling law
with respect to the resonance linewidths. The maximum
of this value corresponds to the optimal detection point.
The result is shown in Fig. 3 (B) where the peak value
corresponds to α = 1 or, the PT -symmetric regime of the
pair of resonances e±. Indeed, as it is seen from Eq. (9),
this value of mismatch nullifies the imaginary part of the
two eigenvalues by equalising the overall losses and gain.
For α 6= 1, the PT -symmetry is broken and either loss or
gain dominates. So, it is important to note that Fig. (3)
(B) demonstrates that the effect of
√
ζ scaling exists not
only for the PT -symmetric regime, where it is enhanced,
but also for PT -broken systems. Moreover, gain in the
central cavity is not a necessary condition for the
√
ζ
detection, which potentially simplifies possible physical
realisations.
Note that at α = 0, the system cannot satisfy the
EP condition as it would require the zero coupling to
the central cavity. As a result the ρ˜± drops to zero as
demonstrated in Fig. (3) (B).
III. HIGHER ORDER EP DETECTORS
With the addition of more cavities and links to the sys-
tem, it is possible to construct higher order EPs resulting
is scaling laws δe ∼ ζ1/N . Existence of these points has
been recently demonstrated in a PT -symmetric ternary
system realised as a photonic laser molecule49. In this
section, we analyse if such an arrangement may result in
improved weak link detection. The ternary cavity struc-
ture consists of one lossy (left), one neutral (central) and
one gain (right) cavity as shown in Fig. 4 (A). Each of the
left and right cavities is normally coupled to the central
element with the strength g. The weak link to be de-
tected is introduced between the right and left cavities.
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FIG. 3: (A) Dependence of the sensitivity coefficient ρ±
and imaginary parts of eigenfrequencies on cavity
mismatch α. (B) Normalised sensitivity coefficient ρ˜±
showing the PT -symmetric regime to be the most
sensitive point.
It can be easily demonstrated, that in the PT -
symmetry case (γL = γR = γ, γC = 0), the system
exhibits a triple EP when γ =
√
2g. In this case all
three eigenvalues as well as corresponding eigenvectors
coalesce. The corresponding sensitivity to a weak link as
defined in Eq. (10) is shown in Fig. 4 (B), which demon-
strates the δe ∼ ζ1/3 scaling law for the ideal EP detector
as opposed to the DP case. Like in the case of the sec-
ond order EP detector in the previous section, deviations
from ideal conditions, such as non-zero cavity detuning
∆ and mismatch in losses/gains, leads to degraded per-
formance in the ζ → 0 limit.
Additionally, since losses of the left cavity are com-
pletely compensated by the right one with the central
cavity being neutral, the proposed detector works in
the PT -symmetry regime as manifested by the vanished
imaginary component of the system eigenvalues.
Regarding the overall sensitivity, the considered third
order EP weak link detector would be advantageous over
the one proposed in the previous section. On the other
hand, it would be more challenging to realise in practise
as it requires both a purely gain element and an element
with fully compensated internal losses.
(B)
GainLoss
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FIG. 4: (A) Detector exhibiting the third order EP. (B)
Sensitivity of a third order EP detector to a weak
coupling ζ in comparison to the DP case.
IV. ON PHYSICAL REALISATION
A. Frequency Metrology
This work presents a general framework applied to
dark matter detection based on frequency metrology and
fractional sensitivity of dynamical systems working at
EPs. As an extension of the frequency metrology ap-
proach, it is based on the same experimental techniques
discussed in previous work13,37. All these techniques boil
down to a generation of signals with ultra low frequency
fluctuations and the detection of small frequency or phase
variations. This can be achieved in two ways37. Firstly,
one can employ external low noise sources and measure
eigenmode frequency deviations by comparing the source
frequency with the frequency of the signal transmitted
through or reflected from the system. Secondly, one may
use eigenmodes of the system as a frequency selective el-
ement in a feedback oscillator and measure its frequency
either in a dual loop or single loop approach37. Particular
details of these experiments will depend on the targeted
regions of the parameter space and compromise between
complexity and sensitivity.
Comparing to existing frequency metrology tech-
niques, the proposed approach provides orders of magni-
tude improvements in sensitivity due to more favourable
scaling laws. To demonstrate this fact, we assume the
widely accepted fact that the frequency can be effectively
6controlled and measured to about 10−6 of available cav-
ity linewidth63 that sets sensitivity for the given observa-
tion time. Thus a 10GHz oscillator based on a dielectric
resonator with Q = 108 would be able to immediately
detect induced variations on the order of 10−4Hz. In the
same time, the second order EP based detector would be
able to resolve variations on the order of 10−7− 10−8Hz.
Although, this improvement is achieved due to increased
complexity: the method requires precise engineering of
gain/loss factors as a function of mode couplings. Exact
implementation and adjustment of these details will be a
base for future particular proposals.
Comparing the traditional power detection methods,
the proposed approach relies on a completely different
type of precision measurements. Instead of integrating
over all available signal power with the lowest possible
effective noise (either quantum or thermal), here we rely
on precision control of external and internal uncertainties
of oscillator or cavity parameters, such as temperature,
vibration, nonlinearity, etc. The set of techniques that
allow us to avoid these uncertainties constitutes the field
of frequency metrology and control.
B. Experimental Demonstrations
The existence of Exceptional Points have been
demonstrated both experimentally and theoretically
in many physical contexts such as optically gener-
ated non-Hermitian photonic lattices64, fiber-coupled
whispering-gallery-mode (WGM) resonators49,65,
metamaterials66, quantum fluids67, electronic circuits68,
acoustic systems69, etc. Thus, there is a wide range of
physical platforms that can be used to realize the pro-
posed dark matter detection schemes. Futhermore, small
perturbation detection with EPs has been demonstrated
previously in the optical frequency spectrum49,70. More-
over, axion upconversion allows application of optical
cavities and techniques for search of axions in microwave
and RF frequency ranges37. The mainstream platform
for these demonstrations as well as many other related
PT -symmetry experiments utilises WGMs in coupled
microtoroids and an active medium (ion doped crystals)
for gain. It should also be emphasised that unlike
all traditional power detection techniques for axion
detection, the frequency metrology approach does not
require any external magnetic fields37, thus, allowing
utilisation of magnetic impurities and magnetically
active crystals as a source of gain.
Similar approaches may be taken in the microwave re-
gion of the spectrum: several gain materials have been
investigated for application in masers71,72, even for room
temperature operation73. Cryogenic masers and corre-
sponding investigations of gain materials were a popular
research field in 1960-70s giving a wide range of possi-
ble solutions to implement and control gain and loss pa-
rameters of microwave modes. Additionally, one may
consider implementations using nonlinear discrete com-
Loss
Gain
FIG. 5: Employing an external amplifier to control the
cavity parameters.
ponents such as diodes74 or Josephson junctions75 that
are allowed as DC magnetic fields are not required.
C. Alternative Realisation of Gain
Shifting from optical to microwave frequencies yields
new opportunities for realisation of effective gain as one
may employ elements such as linear external amplifiers.
Indeed, by introducing an external amplifying feedback
it is possible to reduce cavity bandwidth and at some
level reverse the apparent sign of coupling to the envi-
ronment. In this regime, a lossy cavity is turned into a
signal generator.
In order to understand the idea of feedback compen-
sation of cavity losses, we consider Equations of Motion
(EOMs) for a cavity characterised with overall losses γ
and detuning ∆ coupled to a unidirectional amplifier with
gain K and a phase shifter φ (see Fig. 5):
d
dt
a = (i∆− γ)a− i
√
2γbbin − i
√
2γccin,
cin = Ke
−iφbout,
bout − bin = −i
√
2γba,
(13)
where a, bin (bout) and cin (cout) are complex amplitudes
for the cavity and two port input (output) fields. Here we
neglect all noise terms including those introduced by the
amplifier as the objective of the study is the eigenmode
analysis. The resulting EOM can be written as:
d
dt
a = (i∆− γ − 2√γcγbKe−iφ)a
−i(
√
2γb +
√
2γcKe
iφ)bin.
(14)
This EOM demonstrates that by changing the gain K
and phase shift φ that one is able to control both the real
and imaginary parts of a corresponding diagonal element
in the Hamiltonian (Eq. 1). In other words, one can
achieve the overall gain regime for a lossy cavity with a
positive feedback.
7V. CONCLUSION
The fundamental problem with detection of common
dark matter candidates is the miniscule coupling to the
observable sector of the universe. For many years, the
fields of direct axion and paraphoton dark matter detec-
tion suffered from a scarcity of methods that are linear
in the relevant small coupling constants37,76. Only re-
cently a few new techniques that are linear in coupling
have been demonstrated. In this work we, for the first
time, propose a concept in which an observable, reso-
nance frequency shift is better than linear in coupling to
the dark matter particle. In particular, we propose two
ternary mode systems that can provide frequency shifts
scaling as square and cubic roots of the small coupling
constants. In the context of galactic halo axions this
means frequency shifts proportional to ∼ √gaγγθ and
∼ 3√gaγγθ, greatly improving prospects for detection.
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