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INTRODUCTION
Since Robinson's (1950) now famous attack on the indiscriminate use of ecological correlations when individual-level data are not available, sociologists have given considerable attention to the problem of estimating individual-level relationships from grouped data. In the same period, sociologists have also been concerned with the distinction between individual-level and group-level effects. In spite of the interest in these two flourishing lines of related thought, few attempts have been made to link the two together. One example of such a link is the paper by Goodman (1959) , the richness of which does not seem to have been fully appreciated in the literature. Another and more explicit link is made in this paper. In particular this paper shows how a classification of individual-level and group-level effects helps to clarify the problem of estimating individual relationships from grouped data. Most of the resulting models are special cases of those presented by Goodman (1959) .
As an example of the problem pursued here consider table 1. The table classifies the adult U.S. population (in thousands) by the 1950 census with respect to whether people lived in an urban or a rural area and whether or not they were in the labor force. In addition to this table, there are similar tables (not shown here) available for each of the 48 states. The joint Most of the discussion here is limited to the study of the effects of one variable X (residence) on a variable Y (labor force), where both variables are dichotomies. The data, in the case of K (=48) groups, can be arranged in K contingency tables, one for each state, in addition to the table for the country as a whole. The relationship between X and Y on the individual level is seen from the interior cell entries of the tables, and the relationship on the group level is seen from the margins. It was Robinson (1950) who pointed out to the sociological profession the danger of correlating the means of the marginal distributions across the K tables when one really wants to study the relationship between X and Y on the level of the individual. Correlating the marginal means gives the ecological, and not the individual, correlation.
The sociological literature, as exemplified by Davis, Spaeth, and Huson (1961) , points out that the variable Y may be determined by two aspects of the variable X. First, the individual's own score on X influences his score on Y. This is the effect of X on Y on the level of the individual.
Second, by belonging to a group, the level of X in the group influences his score on Y. This is the effect of X on the group level. In addition to individual and group effect, there may exist an effect which can be seen as an interaction effect of the two. Davis it is impossible to recover the cell entries from the margins, Miller (1952) , Goodman (1953a Goodman ( , 1953b Goodman ( , 1959 , Madansky (1959) , Telser (1963) , and Lee, Judge, and Zellner (1968) , among others, have shown that under certain circumstances it is possible to recover the cell entries. One may want to estimate the cell entries because they are of interest in their own right. More commonly the cell entries are needed in order to find the individual correlation between the two variables.
However, the methods of recovery have not fully benefited from the distinction between individual and group effects. Insights obtained from such a distinction between these types of effects can often clarify, in critical respects, the problem of estimating the missing cell entries. This paper examines the estimation of missing cell entries in the light of the notion of individual and group effects. It also suggests that for some models it may be possible to make use of additional, and incomplete, data to improve the estimates.
Many statistical estimation problems result from the fact that not all the necessary information is available, since only a sample of observations is taken. Such problems can be solved with more observations. Other statistical problems occur because the measurements contain errors, and these problems can be solved by better measuring devices. The estimation problem discussed here may contain sampling and measurement errors, but we tend to ignore these because our problem is solved neither by more nor better observations. Instead, the problem would have been solved if we had the right kind of data. The parameters in our models below are further removed from the observed data than is usually the case, and it is this increased latency of our parameters that makes the estimation more complicated.
INDIVIDUAL AND GROUP EFFECTS
The concepts of individual and group effects for 2 X 2 tables ar introduced in this section, with the notation being developed as it is needed.
The discussion is limited to 2 X 2 tables, even though some generalizations to larger tables are possible.
In a set of K contingency tables of size 2 X 2 let the kth Davis et al. (1961) consider, in thi conditional row probabilities pil a The subscript k is dropped in ord between the conditional and margin For given model parameters a and b, Pllk P21k, and the actual value of the conditional probabilities is determined by the group composition 1lTk- Here the probability of a person belonging to the labor force is the same whether the person has an urban or a rural residence. The probability depends only on the proportion of the population in the state that is urban.
This means we have the case of group effects only when the two characteristics-residence and membership in the labor force-are independent.
Equations (1) and (2) are contained in Goodman (1959) , as well as in Boudon (1963) and other places.
ESTIMATION OF CONSTANT CONDITIONAL PROBABILITIES
The conditional row proportions and the marginal proportions in the kth and P.1, the estimated P.i should be close to the observed p.1, and the estimated correlation on the individual level should lie between the bounds discussed by Duncan and Davis (1953) .
ZERO-, FIRST-, AND SECOND-ORDER MARGINAL RELATIONSHIPS
Having discussed the case of individual effect only above, we consider various configurations of group and individual effects and how they influence the estimation of missing cell entries.
Similar to the relationship between the conditional and marginal proportions in equation (4), the conditional and marginal probabilities are related as showvn in the equation
If the conditional probabilities pllk and p21 the marginal probability IlT,k, as expressed in equation (3), we can substitute from equation (3) and contains four parameters. Boudon (1963) arrives at the same relationship, even though, due to what must be some minor error, his parameter corresponding to d above is missing in the factor for I1. Goodman (1959) discusses several aspects of equation (8), mainly in terms of an example relating illiteracy rates and a black-white dichotomy. A more general version of this equation is given by Goodman (1959, p. 624) , and he gets this equation by setting z -x, in his notation.
Equation (8) but not group, effect is present, equation (10) can be used for the estimation of the missing cell entries. Goodman (1959, pp. 623-24 ) gets this case, in his notation by setting z -x and F 0, as well as F -H -0.
Least-squares estimation of constant conditional probabilities has also been considered by Madansky (1959) , Telser (1963) , and others. Lee et al. Equation (8) becomes 7T-1k C + (a + b-C)r7l.-k, (12) which is the third example of a first-order relationship between the marginal probabilities. This equation is also contained in Goodman (1959, p. 623) .
As an additional complication, there are three parameters to estimate in this case, and we cannot hope to estimate more than the two quantities c and a + b. If one therefore decides on substantive grounds that there are individual and group effects without interaction, additional data from survey work or other sources are necessary in this case in order to obtain estimates of the cell entries. Case 2. The full, second-order relationship between the marginal probabilities has been introduced in equation (8) Estimating the four parameters, and thereby the cell entries, from the three equations in equation (14) is not possible without additional data.
Such additional data can occur in many ways, and as an example we consider the case when the proportion rilk is available for the kth table. That means we know the proportion in the labor force among the urban residents for one state. Such a proportion could be available from a sample survey, the state employment agency, etc. Using least-squares methods we can get the estimates c^, (a -c + d), and (b7). Adding the three estimates, we get the estimate (a +jb) -0.57. From equation (3) That amounts to transposing all the tables.
The column probabilities may not be very meaningful in terms of the substantive content of the variables X and Y, but that is not a sufficient reason for not considering using these probabilities for the estimation. The structure of the tables may be such that these probabilities can be successfully used for the recovery of the missing cell entries. In general, the re- By borrowing the notions of group-and individual-level effects we can gain a better understanding of the issues involved in estimating the missing cell entries. The models arrived at here are not new; indeed, they can be seen as special cases of models proposed by Goodman (1959) , but if we derive the models explicitly from group-and individual-level effects as I have defined these effects, they can possibly be used with greater success.
The problem of estimating missing cell entries is still beset by difficulties, but I have presented some circumstances under which it is possible to estimate the cell entries.
It cannot be determined from the margins alone whether the conditions for the models discussed here are satisfied, since the conditions are expressed in terms of the missing cell entries. Care must therefore be exercised in the use of these and other models. Severe biases may appear in the estimates if the wrong model is used, and these biases are not always easily detected. All the work that has been done on the problem of estimating missing cell entries has resulted in providing cell entries that add up correctly to the given margins. The margins provide restrictions on the range of possible cell entries. Additional data in the form of known cell entries in some partial way provide further restrictions on the range of possible cell entries. We construct models that will give estimates that are consistent with the available information. The more information that is available, the tighter the restrictions that can be specified, and therefore the closer the estimates will be to the true values.
We have seen here that an important source of additional information is contained in the distinction between individual-and group-level effects.
It may be possible to bring in substantive considerations to help decide whether group-or individual-level effects are present. Based on such considerations, it may be possible to specify the values of some of the parameters in the model and to use the available group data to estimate the remaining parameters.
We have also seen that the parameters can be estimated if cell entries are available in at least one of the tables. This opens up some unexplored possibilities, and it was pointed out that certain research design implications follow from this. 
