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ABSTRACT 
The control of type-I error is a focal point for clinical trials. On the other hand, it 
is also critical to be able to detect a truly efficacious treatment in a clinical trial. With 
recent success in supervised learning (classification and regression problems), artificial 
intelligence (AI) and machine learning (ML) can play a vital role in identifying 
efficacious new treatments. However, the high performance of the AI methods, 
particularly the deep learning neural networks, requires a much larger dataset than those 
we commonly see in clinical trials. It is desirable to develop a new ML method that 
performs well with a small sample size (ranges from 20 to 200) and has advantages as 
compared with the classic statistical models and some of the most relevant ML methods.  
In this dissertation, we propose a Similarity-Principle-Based Machine Learning 
(SBML) method based on the similarity principle assuming that identical or similar 
subjects should behave in a similar manner. SBML method introduces the attribute-
scaling factors at the training stage so that the relative importance of different attributes 
can be objectively determined in the similarity measures. In addition, the gradient method 
is used in learning / training in order to update the attribute-scaling factors. The method is 
novel as far as we know.  
 
 ix 
We first evaluate SBML for continuous outcomes, especially when the sample 
size is small, and investigate the effects of various tuning parameters on the performance 
of SBML. Simulations show that SBML achieves better predictions in terms of mean 
squared errors or misclassification error rates for various situations under consideration 
than conventional statistical methods, such as full linear models, optimal or ridge 
regressions and mixed effect models, as well as ML methods including kernel and 
decision tree methods.  
We also extend and show how SBML can be flexibly applied to binary outcomes. 
Through numerical and simulation studies, we confirm that SBML performs well 
compared to classical statistical methods, even when the sample size is small and in the 
presence of unmeasured predictors and/or noise variables.  
Although SBML performs well with small sample sizes, it may not be 
computationally efficient for large sample sizes. Therefore, we propose Recursive SBML 
(RSBML), which can save computing time, with some tradeoffs for accuracy. In this 
sense, RSBML can also be viewed as a combination of unsupervised learning (dimension 
reduction) and supervised learning (prediction). Recursive learning resembles the natural 
human way of learning. It is an efficient way of learning from complicated large data. 
Based on the simulation results, RSBML performs much faster than SBML with 




Artificial intelligence (AI) takes many forms: data mining, text mining, machine 
learning (ML), pattern recognition, statistical learning, deep learning, bioinformatics, 
computational biology, computational linguistics, natural language processing and 
robotics. Achievements in many fields, especially in deep learning for image and 
language processing and voice recognition seem unrelated to conventional statistics, even 
though both are heavily dependent on big data. Some AI studies are statistically oriented 
under the names of statistical learning, pattern recognition and ML. Because traditional 
statistics and ML both deal with data, and an increasing number of statisticians or data 
scientists have become involved in ML research, the meaning and scope of ML have 
been constantly evolving.  
ML generally differs from statistical inference. Differences include: (1) ML 
emphasizes learning and prediction, while classical statistics focuses on hypothesis 
testing and estimation, (2) ML and classical statistics both deal with uncertainty, but the 
former is mainly algorithm-based, while the latter focuses on probability distributions, 
and (3) ML either simulates or gathers real world experiences/evidence, while classical 
statistics models the data assuming the data follow mathematically tractable probability 
distributions.  
In ML literature, the inputs, attributes or features are preferred to indicate what 
statistical literature calls the predictors, covariates, or more classically independent 
variables. ML literature calls the outputs or labels what statistical literature calls the 
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outcomes, endpoints, responses or classically dependent variables. In this work, we will 
use the terms interchangeably, but we will primarily use “predictors” and “outcomes.”  
This 5-chapter dissertation involves mainly three closely related research topics: 
Similarity-Principle-Based Machine Learning with Continuous Outcomes, Similarity-
Principle-Based Machine Learning with Binary Outcomes and Recursive / Hierarchical 
Similarity-Principle-Based Machine Learning.  
Chapter 1 provides an overview of general approaches to machine learning 
methods, including a general framework, concepts and types of learning. In particular, we 
focus more on supervised learning methods such as kernel methods, support vector 
machines and tree methods. In Chapter 2 we evaluate the performance of SBML for 
commonly encountered continuous outcomes and determine the basic ranges of model 
tuning parameters. We then expand the evaluation of SBML against other comparable 
methods to binary outcomes in Chapter 3, as binary outcomes are also common in 
clinical trials and medical fields. In Chapter 4 we expand the work to recursive or 
hierarchical SBML, where we use group-level data, instead of individual-level data. The 
recursive approach is to mimic human learning in the case of big data and to improve 
computational efficiency. Finally, we conclude with Chapter 5 which provides general 
recommendations and a summary of key findings in this work. All the necessary R code 
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Classical hypothesis testing began with RA Fisher (1925) and progressed into its 
current mathematical formulation along a path marked by the work of Neyman and 
Pearson (Lehmann 1933), Wald (1950) and Lehmann (2005). Now, advances in 
computation, featuring AI methods, have reshaped the practice of statistics (Efron 2020), 
but most articles in medical journals still use a p-value to designate an important result. 
Before high-speed computing, a typical medical study might only have one hypothesis 
and a sample size small enough for adding machine calculation. P-values were not 
intended for large samples or for multiple comparisons, painfully obvious limitations 
when analyzing genetic data (Efron 2020). New criteria are needed. 
The use of the type-I error rate in clinical trials and related settings have made it a 
widely used evidential measure of medicine effectiveness, but: 1) a p-value does not tell 
the effect of the treatment and 2) with small sample sizes such as in rare disease clinical 
trials, a large p-value can discredit a potentially effective treatment. This work addresses 
another weakness in the p-value – namely a p-value at most indicates the average effect 
of an intervention but can mislead us in a precision medicine study when the target 
population is heterogeneous. Conventional statistical methods evaluate treatment effects 
on the aggregate population. A treatment with no overall effect may well significantly 
benefit some and significantly disbenefit all the others. AI methods can predict with 
reasonable probability who will benefit from the treatment and who will not; therefore, 




cases, conservative multiple hypothesis testing procedures such as the Bonferroni 
correction may hide significant benefits to subgroups. This problem led to the 
development of false discovery rates (Benjamini 1995). 
From this perspective the crucial task becomes finding those subgroups likely to 
benefit from the investigational treatment. Ultimately, achieving this task may identify 
the subjects who benefit and thereby make precision medicine more feasible. Artificial 
intelligence (AI) and machine learning (ML) algorithms focus on learning and prediction, 
making them important tools we should investigate.  
Current AI deep learning methods include Convolution Neural Networks (CNNs) 
for Image Recognition (Lu et al. 2017; Le Cun and Bengio 1995), Recurrent Neural 
Networks (RNNs) for Speech Recognition, Natural Language Processing (Williams et al. 
1986; Li and Wu 2014) and Deep Belief Networks (DBNs) for disease or cancer 
diagnosis / prognosis (Carneiro et al. 2012; Ngo et al. 2016; Kim et al. 2017). These 
methods require big data and cannot be directly applied to smaller samples. Furthermore, 
traditional modelling techniques such as generalized linear models do not perform well 
for heterogeneous data as we see in rare disease trials. 
 How best to combine analytic methods raises difficult issues. Several AI or ML 
predictive methods applied to product development use statistical methods such as ridge 
regression (Hoerl and Kennard 1970), optimal regression via stepwise variable selection 
(Efroymson 1960; Beale 1970) and kernel methods (Hofmann et al. 2008). Other 
methods such as deep learning neural networks, reinforcement learning and evolutionary 




performance is not always satisfactory because the predictions might be unreliable, 
especially when the sample size is small. 
The kernel method (Scholkopf, 2004) fails to objectively consider the relative 
importance of different predictors and often does not perform well in the case of small 
sample sizes. On the other hand, structured local regression uses structured kernels with 
consideration of weights for different attributes (Hastie et al, 2001). The kernels are used 
for local error weighting and minimization. In this dissertation, we propose a Similarity-
Principle-Based Machine Learning (SBML) method, which is based on the general 
similarity principle and objectively determines the relative importance of different 
predictors in the similarity measures. Mathematically, it can be viewed as a combination 
or generalization of the structured kernel and Nadaraya-Watson kernel-weighting method 
(Hastie et al, 2001).  Simulations and a case study show that SBML performs better than 
traditional methods under most settings in our study. We hope this work will bring more 
attention to the AI or ML methods in clinical trials and beyond. 
The rest of this chapter is organized as follows: Section 1.2 describes a brief 
overview of three common types of ML algorithms. Section 1.3 briefly describes a few 
popular supervised ML methods (including kernel methods, support vector machine, 
decision tree methods, logistic regression). Section 1.4 briefly introduces the notion of 
the similarity principle.  
1.2 Machine Learning  
Artificial intelligence (AI) or machine learning (ML) algorithms have garnered 




development (Chang 2010; Hughes et al. 2015; Lu and Zhang et al. 2017). However, 
methodology developments and applications in clinical trials where the sample size is 
limited are lacking.  
In addition, the majority of AI or ML methods require big data to be effective.  
Unfortunately, in clinical trials, especially in oncology or rare disease trials, patients’ 
characteristics are heterogeneous, and the number of subjects is limited. Also, in an 
emergency situation like the COVID-19 pandemic, where the novel virus spreads rapidly, 
and the number of subjects who tested positive grows exponentially throughout different 
countries, decisions (e.g., policies, treatment procedures, etc.) have to be made early and 
quickly based on limited available patient data (which may not have been seen before). 
Indeed, AI or ML methods with high predictive accuracy for both big data and small 
sample sizes are highly desirable.  
Experts broadly distinguish three common types of ML algorithms: supervised, 
unsupervised and reinforcement learning (Ramasubramanian and Singh 2017; François-
Lavet et al. 2018). 
Supervised learning algorithms require that input data have labeled output data. 
The algorithm learns from known features of that particular data to generate an output 
model that successfully predicts labels for new (incoming, unlabeled) data points. 
Supervised learning consists of two parts: classification (e.g., medical diagnosis, fraud 
detection, spam email detection, image classification, etc.) and regression (e.g., score 
prediction, risk assessment, weather forecasting, etc.). Examples of supervised learning 




(Vapnik 1995, 1998), Naïve Bayes (for classification problems), K-Nearest Neighbors 
(Altman 1992), tree methods such as CART (Classification And Regression Tree) and 
random forests (Quinlan 1986; Rokach 2008). 
Unsupervised learning algorithms accept unlabeled data and attempt to group 
observations into clusters based on underlying similarities in input features. Examples of 
unsupervised learning include Principal Component Analysis (PCA) (Pearson 1901), and 
clustering algorithms such as K-Means Clustering (MacQueen 1967) and Hierarchical 
Clustering. Unsupervised learning methods are mainly used for: Clustering and 
Association (e.g., face recognition, text mining, market basket analysis, etc.).  
Reinforcement learning algorithms are analogous to human and animal cognition 
and mainly used for robot navigation and gaming (e.g., Google Deep Mind’s AlphaGo 
defeats Go champion Lee Sedol, etc.). Briefly, the model is “rewarded” based on its 
behavior, through which it learns to maximize the sum of its rewards by adapting the 
decisions it makes to earn as many rewards as possible. 
 In drug discovery, supervised learning methods have been widely used since the 
late 1990s, particularly in quantitative structure-activity relationships (QSAR), protein 
folding studies, and molecular designs, and more recently used for disease diagnosis and 
prognosis. However, few have applied ML in clinical trials largely due to limited sample 
size. In this work, we propose a supervised ML method: Similarity-Principle-Based 




1.3 Types of Supervised Machine Learning Methods 
Supervised ML algorithms such as SVM, kernel methods, KNN, decision trees 
and random forest methods can be applied to both regression and classification problems. 
Logistic regression is often used for classification problems, while linear regression is 
often applied for regression problems with continuous normally distributed outcomes.    
1.3.1 Kernel Methods 
In classical statistical models for regression and classification, the form of the mapping 
y(x, w) from input x to output y is governed by a set of adaptive parameters w. During the 
learning phase, a set of training data is used to obtain estimates of these parameters. Then 
in the testing phase, the model is used to predict the outputs of new unseen inputs based 
solely on the learned parameters w. This approach is also used in nonlinear parametric 
models such as neural networks, but SBML and kernel methods (KM) are memory-based 
approaches that involve storing the entire training set (dimension reduction is possible 
with modifications) in order to make future predictions. These methods are generally fast 
to train but slow at making predictions for test data points. 
A typical kernel k(x, xj), defined as a dot product, can be viewed as the similarity 
between objects that are characterized by attributes x and xj. Once the kernel is selected 
and weights wj (j = 1, … N) for the N training subjects are determined, the predicted 
outcome for the new subject can be expressed as a weighted sum (linear combination) of 
the kernels (similarities). Through statistical learning, the weights can be updated based 
on the loss or error minimization.   




KM appears to be similar to SBML, but they actually differ at least in two ways: 
(1) KM is an over-parameterized model with N parameters, while SBML has only K 
attributes-scaling factors. (2) Similarities (kernels) in KM are pre-determined based on 
field-experts’ judgments, while similarities in SBML are objectively determined through 
training the attribute-scaling factors.  
1.3.2 Support Vector Machine 
Linear discriminant analysis (LDA) is based on the construction of the hyperplane that 
minimizes the misclassification error. Similarly, a support vector machine (SVM), 
developed in the mid-1960s, is a generalization of LDA for constructing hyperplanes that 
minimize the misclassification or regression error. SVM searches for a linear decision 
boundary that separates members of one class from the other. In the case that such a 
hyperplane does not exist, SVM uses a nonlinear mapping to transform the training data 
into a higher dimension before seeking the linear optimal separating hyperplane. With 
appropriate nonlinear mapping to a sufficiently high dimension, data from two classes 
can always be separated by a hyperplane. SVM has successfully been applied to 
handwritten digit recognition, text classification, speaker identification, etc., and it is less 
prone to overfitting. KM and SVM have been broadly used in bioinformatics (Schölkopf, 
et al 2004), and SVM has also been used in breast cancer diagnosis (Akay, 2009).  
1.3.3 Decision Tree Methods 
Decision tree (DT) methods or simply tree methods are among the most popular methods 




There are two types of trees based on the outcome: classification and regression trees 
(CART). In a regression tree, the outcome is a continuous variable, while in a 
classification tree the outcome is a discrete variable.  
When we grow the tree, we use a recursive binary split. In the regression setting, 
the residual sum of squares (RSS) is used as a criterion for making the splits, whereas the 
misclassification error (MCE) rate is the natural alternative to the RSS in the 
classification setting. The common impurity measures for binary classifications are: 
misclassification rate, p, defined as proportion of misclassification of subjects, Gini index 
defined as GI = p(1-p), and cross-entropy defined as D = pln(p).  
For a given tree depth, a commonly used approach to obtaining an optimal tree by 
minimizing MCE, GI, or D is the greedy algorithm: for each parameter, try different 
thresholds. We can let the tree grow larger than what we need at the final state, then 
prune it. 
A single big tree is not stable because a single error in classification can propagate 
to the leaves. Frequently used remedies are ensemble learning methods such as bagging, 
boosting, and random forests. Bootstrap aggregating (bagging) is one of the techniques 
for model averaging and improvement, simply forming an average of many different 
trees that are generated from multiple training sets with replacements. Applying this idea 
to the decision tree method leads us to the tree-averaging method. Similar to bagging is 
boosting. Weak classifiers Gi(x) with a value of either 1 and -1 from n samples are those 




predictions from all of them are then combined through a weighted majority vote to 
produce the final prediction. 
Random forests combine the simplicity of decision tree methods with flexibility 
resulting in a vast improvement in accuracy. For classification problems, a random forest 
is an ensemble classifier that consists of many decision trees and outputs the class that 
has a majority vote by the individual trees. Advantages of random forests are as follows: 
1) it reduces the risk of overfitting; 2) hence, for large data, it produces highly accurate 
predictions; 3) it can estimate missing data and maintain accuracy when a large 
proportion of data is missing; 4) training time is less, and it runs efficiently on large data. 
1.3.4 Logistic Regression   
Logistic regression is probably one of the most commonly used methods for the analysis 
and predictions of binary outcomes. We model a transformation of the data, ‘logit 




, for 0 < p < 1, 
where ‘ln’ represents the natural-log, p represents the probability of the event (Y = 1).  
Yi only takes 0 or 1 for given values of k predictors, and the expected value or mean of Y 





 = Logit E[Yi] = 0 + 1xi1 + 2xi2 + … + kxik, 
where pi represents the probability of the event (Yi = 1), expressed as  
 pi = 
exp (0+ 1𝑥𝑖1 + 2𝑥𝑖2+⋯+ 𝑘𝑥𝑖𝑘)
1+exp (0+ 1𝑥𝑖1 + 2𝑥𝑖2+⋯+ 𝑘𝑥𝑖𝑘)
 = 
1





1.4 Role of Similarity Principle in Scientific Discovery 
The similarity principle (Chang 2012) posits that identical or similar 
things should behave in a similar manner. Grouping similar objects together arises from 
subjective prior knowledge. For instance, we believe that groups of subjects with same or 
similar diseases, races, genders, ages, and genotypes will likely have similar responses to 
a treatment or medical intervention, because such associations have occurred with related 
interventions. If the subjects are similar in more aspects, they will respond to a drug more 
similarly (Chang 2012, 2014, 2016). 
The key is how to define the similarity of groups of objects or subjects in terms of 
pre-selected sets of attributes. The selection of attributes to define similar groups should 
also depend on the outcomes of interest. For example, the attributes (inclusion and 
exclusion criteria) selected for oncology and cardiovascular trials may be different. 
The similarity principle is implicitly applied in drug discovery. For example, SAR 
(structure activity relationship), which means compounds with similar substructures will 
behave similarly, is the key foundation to many aspects of drug discovery. Additionally, 
we believe if a drug is shown to be toxic to animals, the toxicity will also likely manifest 
in humans due to the similarity between humans and the animals. For instance, a new 
chemical compound is tested on animals first, and after it has shown to be effective or 
efficacious and well tolerated, it will be tested on humans in clinical trials. Similarly, if a 
drug is shown to decrease cancer cell activities in animals, we believe it will likely 




utilization of allometric scaling is common to extrapolate animal data to determine 
pharmacokinetic parameters in humans. 
An implicit but reasonable underlying assumption these examples illustrate is 
access to a large detailed scientific knowledge base about the diseases of interest that 
suggest what patient characteristics matter most and how they might cluster. Heart 
disease research has developed many well-defined etiological biochemical mechanisms 
but no precise model describing how much weight to assign to various clinical, 
demographic, environmental and genetic factors. Implicitly guided by science, similarity 
methods organize a myriad of characteristics into a large yet manageable number of 
clusters rather than invoking a mindless clustering algorithm. 
A key challenge is how to determine the weights of these attributes that define 
similarities. Subjects differ in age, gender, race, height, weight, etc. If properly 
determined, we can use the similarity weighting of the outcome of the subjects in the 
clinical trial to predict the outcome of future subject(s). 
To make the similarity principle (Chang 2012) operational, we will discuss how 
to objectively determine the weights of each attribute in SBML and how to update the 
attribute-scaling factors by learning / training in the next section. 
1.5 General Simulation Settings 
For large sample size, one training dataset and one test dataset may be sufficient 
for evaluation of different methods. However, for small dataset as in most clinical trials, 
one training set and one test set may not give a stable evaluation. Therefore, we simulate 




work, the mean squared errors (MSEs) presented as errors refer to the normalized average 
MSEs based on 100 samples, which indicate that the average of 100 MSEs is divided by 
the average of 100 variances of Y. Calculating an average of 100 samples/simulations is 
to avoid variability caused by each sample, and 100 is good enough to reduce sample 





2. SIMILARITY-PRINCIPLE-BASED MACHINE LEARNING WITH 
CONTINUOUS OUTCOMES 
2.1 Introduction 
In this chapter, we are going to implement the similarity principle explained in 
Section 1.4 and propose a novel machine learning technique called Similarity-Principle-
Based Machine Learning (SBML) for continuous outcomes. The chapter is organized as 
follows. Section 2.2 introduces the details of the proposed method (for continuous 
outcomes) including notations, methods and algorithms. In Section 2.3, we apply our 
method and compare the prediction accuracy with other traditional methods under rare 
disease clinical trials settings. In Section 2.4, we conduct extensive simulations under 
various settings and hyperparameters to compare the testing errors and to find optimal 
values for the tuning parameters. In Section 2.5, we discuss and summarize our findings, 
including recommendations of the values for the tuning parameters for SBML. 
 
2.2 Methodology 
2.2.1 Similarity Weighting 
First, we note that a regression method directly models the relationship of the outcome of 
interest (i.e., dependent variable) with independent variables, while our SBML method 
indirectly models the relationship of the values of the outcome of interest (i.e., outcome 
values of 1 dependent variable) among different subjects. Their outcomes are weighted 




Based on the similarity principle, we can predict the outcome ?̂?𝑖 for a new i
th subject, in 




,              𝑖 = 1,2, … , 𝑁              (1) 






Similarity between subjects or between events can be expressed in a matrix and 
visualized using a similarity network, called similarix. In a similarix, nodes (vertices) 
represent subjects (objects, or events) of interest. The weights associated with the links 
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where the similarity between the ith and jth subject, Sij = Sji, ranges from 0 to 1. An 
example of similarity network (similarix) of 5 nodes is illustrated in Figure 2.1. 





The key is to determine appropriate similarity scores. There are several existing similarity 
measures available, such as a radial basis function (RBF) kernel on two samples 𝒙 and 𝒙′, 
represented as feature vectors in some input space, which is defined as the following: 
𝐾(𝒙, 𝒙′) = 𝑒𝑥𝑝 (−||𝒙 − 𝒙′||
2
)   ,                (2) 
where ||𝒙 − 𝒙′||
2
 may be recognized as the squared Euclidean distance between the two 
feature vectors. 
For instance, a kernel method (Schölkopf et al. 2004) in classification problems 
use a similarity function (kernel) between the unlabeled input and each of the training 
inputs. A kernelized binary classifier typically computes a weighted sum of similarities as 
𝑌𝑗 = 𝑠𝑖𝑔𝑛∑𝑤𝑖𝑂𝑖𝑘(𝑥𝑖 , 𝑥𝑗)
𝑁
𝑖=1
    ,                 (3) 
where N is the number of subjects or data points in the training set, xi is from the training 
set, and xj is from the test set. When the Kernel method is used for a continuous variable, 
it is called a Kernel smoother.  
In this work, we focus on the elliptical basis function (EBF) as our similarity function: 
𝑆(𝒙, 𝒙′) = 𝑒𝑥𝑝 (−||𝑹(𝒙 − 𝒙′)||
2
)   ,             (4) 
where the attribute-scaling factors R can be learned and updated through training.  
It is important to know that 1) the existing kernel methods fail to recognize the relative 
importance of different attributes. SBML uses the attribute-scaling factors to determine 
the relative importance among different attributes. 2) SBML only needs to determine a 




a larger number of weights, which is approximately the squared to the number of subjects 
in the training set. This is because weights in kernel methods are independent to each 
other, and the weights in SBML are not independent to each other, but determined by the 
attribute-scaling factors R. 3) Regression methods are parametric approaches, and kernel 
methods are instance approaches, while SBML is a combination of the two.   
In SBML, there are the same number of weights, but they are not independent; 
rather, they are related by the scaling factors for the attributes. In other words, for SBML, 
only a limited number of attribute-scaling factors (i.e., features or parameters) need to be 
determined. Kernel methods and SBML may look similar, but the major difference is that 
our similarity scores (Sij) are determined by data, and we only need to estimate K scaling 
parameters. Kernel methods use similarity as attributes to define subjects, while SBML 
uses the similarity principle and similarity scores as weights in prediction.  
2.2.2 Data Normalization 
Data normalization is a method to standardize all variables in the dataset so that they all 
have a mean of 0 and a standard deviation of 1.  The standardization is achieved for each 
variable by subtracting its mean and then dividing by its standard deviation. The 
standardization makes the invented methodology robust and easy to apply the SBML. For 
example, if the range of age (in years) is from 18 to 70, standardized age will range from 
a negative value to a positive value with a mean of 0. Also, once we estimate the 
attribute-scaling factors or values of the tuning parameters using the standardized data, 





Suppose N is the training size and M is the test size, such that i = 1, ..., N (if training set) 
or M (if test set); j = 1, …, N (i.e., jth person is only in the training set); k = 1, 2, ..., K, 
where K denotes the number of features in the model. In the training stage, both ith and jth 
persons belong to the training set, and Xik denotes an element in a N×K matrix in the 
training set, similar to a design matrix in simple linear regressions, where 1st column Xi1 
represents main effect (i.e., k = 1 for treatment, coded as 1 or 0), and 2nd through Kth 
column (Xi2, …, XiK) represents other baseline attributes (e.g., age, gender, race, etc.). Oi 
is the observed outcome for ith subject, where i=1, 2, ..., N (if training set) or M (if test 
set). ?̂?𝑖 is the predicted outcome for i
th subject.  
2.2.4 Algorithms 
The SBML algorithm is outlined in Figure 2.2 and elaborated as follows. 
Step 1) Normalize the Training dataset as described in Section 2.2.2. 
Step 2) Assign Initial Similarity Scores (𝑆𝑘
0):  
e.g., 𝑆𝑘
0 = p-values from regression model or arbitrary number between 0 and 1, say 0.5. 
That is, if we have 5 attributes (X1, X2, X3, X4, X5) in the model, then the vector for the 
initial similarity scores can be (p1, p2, p3, p4, p5), where pk is a p-value for the k
th variable 
from the regression model, or it can be (0.5, 0.5, 0.5, 0.5, 0.5). 
Step 3) Determination / Estimation of Initial Scaling Factors (𝑅𝑘
0) – Solve for 𝑅𝑘
0 based 
on initial similarity scores, e.g., 𝑆𝑘
0 = p-values:  
It is difficult to determine the attribute-scaling factors R directly from prior knowledge or 




When a pair of subjects (the kth pair) is the same in terms of all the attributes under 
consideration, except one (the kth) attribute, then the summation will disappear on the 
right-hand side of Eq. (6). Then the attribute-scaling factor Rk can be solved explicitly; 
for instance, if we use Exponential Similarity Function (ESF) as in Eq. (9), Rk can be 










,   𝑘 = 1, 2, … , 𝐾                                (5)       
where the superscript, “0”, indicates the initial values, |𝑋𝑖𝑘 − 𝑋𝑗𝑘| can be substituted with 
the inter-quartile range (IQR) between 1st and 3rd quartiles of the kth attribute. The IQR 
can be considered as the difference between two typical subjects in the data regarding the 
corresponding kth attribute. For this reason, we choose the initial K (real or virtual) pairs 
of subjects this way and determine their K initial similarity scores. 
Step 3.1) When limited training data are available, we need to use our prior knowledge, 
which will be vague and difficult to specify. In other words, based on prior knowledge of 
similarity scores between some selected subjects, we solve for R = (R1, R2, …, RK) using a 
defined similarity function: R = function (S), where S = (S1, S2, …, SK). 
Step 3.2) P-value-based similarity scores: 
When some training data are available, we obtain p-values from a statistical model (a 
linear model for a continuous outcome, a logistic model for a binary or ordinal outcome, 
and a cox model for a time-to-event outcome) and assign these p-values to the initial 
similarity scores between the K selected subjects and then determine R using the defined 





Figure 2.2 Flowchart (algorithms) of Similarity-Principle-Based Machine-Learning 
 
Note: the iteration of learning stops when the loss function is minimized or when the pre-determined 
maximum number of iterations (epoch) is reached.  
 
Step 4) Determination of Scaled Distance: Let dij be the scaled distance between 2 















, 𝑘 = 1,2, … , 𝐾; 𝜌 = 1 𝑜𝑟 2   (6)        
where 𝑣𝑖𝑗𝑘 = 𝑅𝑘|𝑋𝑖𝑘 − 𝑋𝑗𝑘| is the scaled absolute difference of the k
th attribute between 2 




Step 5) Similarity Functions / Measures: Define the similarity score Sij between 2 
subjects (i and j) as a function of the scaled distance dij: 
𝑆𝑖𝑗 = 𝑆(𝑑𝑖𝑗),    where 𝑆𝑖𝑗 ∈ [0,1]                 (7) 
The similarity score ranges from 0 (completely different) to 1 (identical) inclusively. The 
common requirements for a similarity function Sij(dij) are Sij(0) = 1 and Sij(∞) = 0. 
Example 1) Exponential Similarity Function / Score (ESF): 
𝑆𝑖𝑗 = exp(−𝑑𝑖𝑗
𝜂
)                              (8) 
For ESF with η =1 and ρ = 2, the similarity function in Eq. (8) becomes 
𝑆𝑖𝑗 = 𝑒𝑥𝑝 (−√∑ (𝑅𝑘|𝑋𝑖𝑘 − 𝑋𝑗𝑘|)
2𝐾
𝑘=1 ) ,  =  1 and  =  2           (9)  







,     𝜂 > 0                     (10)  




𝜂 ,     𝜂 > 0                              (11) 
Step 6) Determination of Weight: Define the weight Wij between 2 subjects (i and j) as a 






                                     (12) 
Step 7) Prediction of Outcome: We can predict the outcome ?̂?𝑖 for the i
th subject (based 
on similarity-weighted mean, i.e., based on the similarity-weights and observed outcomes 







,              𝑖 = 1,2, … ,𝑁              (13) 
where Oj is the observed outcome for the j
th subject. Figure 2.3 illustrates how the 
predicted outcomes of 2 nodes are calculated from the 3 observed outcomes using the 
similarity scores. Also, from Eq. (13), as the number of subjects of type i increases, the 
estimation of ?̂?𝑖 approaches to Oi. This is an important feature of learning. 
Figure 2.3 Predictions - Example of Similarity Principle in Action 
  
?̂?1 =
(3 ∗ 0.5 + 7 ∗ 0.8 + 10 ∗ 0.2)
(0.5 + 0.8 + 0.2)
= 6.07 
 
Step 8) Calculation of Error: 
The mean squared error (MSE) can be calculated using the following formulation: 
𝐸 =













           (14) 
Step 9) Iteration of Learning: Learning is basically updating the attribute-scaling factors 
R. We can use the gradient method. To reduce the overfitting, we can minimize the loss 




Ridge Loss Function = 𝜌2(𝑹;) = E + ‖𝑹‖2
2
       (15) 




When  = 0, the loss function reduces to MSE without the penalty term. The large value 
















+  2𝑅𝑘                (16) 
The gradient method to update the attribute-scaling factor Rk from iteration L to iteration 








          (17) 
The derivative of error, 
𝜕𝐸
𝜕𝑅𝑘
































































The iteration of learning stops when the loss function is minimized or when the pre-




Step 10) Prediction of Future Outcome: Once the attribute-scaling factors R is determined 
using the training set, we can predict the outcome for the future subjects using Eq. (13). 
To evaluate the prediction / performance of the method, we define the error for the ith 
subject in the test set as 
𝐸𝑖 = (?̂?𝑖 − 𝑂𝑖)
2             𝑖 = 1, 2, … ,𝑀 in test set       (19)        
If there are M future subjects to predict (i.e., 𝑖 = 1, 2, … ,𝑀 in the future or test set, while 




















                     (20) 
where the weights Wij are determined based on the similarity scores Sij between the i
th 
subject in the test set and the jth subject in the training set. 
Further details of the algorithm proposed in this section are illustrated step-by-
step in the Appendix using a partial data of the PimaIndiansDiabetes dataset, which is 
originally taken from the National Institute of Diabetes and Digestive and Kidney 
Diseases and is available in mlbench package in R.  
 
2.3 Application to Rare Disease Clinical Trials 
2.3.1 Cystic Fibrosis – Rare Disease 
Cystic Fibrosis (CF) is a rare, inherited, autosomal recessive genetic, life-threatening 
disorder that causes lung, pancreatic and digestive problems. The body produces thick 
and sticky mucus that can clog the lungs and obstruct the pancreas. CF damages multiple 




reproductive and integumentary. CF is considered a rare disease affecting less than 
200,000 people annually in the US and most commonly affects Caucasians.  
2.3.2 General Settings 
In order to evaluate the performance of different methods without bias and in a robust 
and fair manner, the target population should be well-defined in a statistical sense. This 
can be done using simulations to generate well-defined populations, although it may not 
reflect the population in the real world. In this section, we use published population data 
from real clinical trials and generate the target population. Due to confidentiality 
concerns, no actual trial data could be used. To evaluate the performance of different 
methods, published populations data had been used, and simulations were conducted to 
generate individual level data to meet the population level data. The information about 
the rare disease trials is mainly from the five publications (Ramsey et al. 2011; Flume et 
al. 2012; Davies et al. 2013; Moss et al. 2015; Ratjen et al. 2017) in different clinical trials 
with repeated measures from baseline and post-treatment. The sampling pool data with a 
total number of 260 subjects are generated as individual subject data.  
For CF studies, the primary efficacy endpoint of percent predicted forced 
expiratory volume in the first second (ppFEV1) has been widely used to evaluate lung 
function changes, and the following four predictors are considered for the analysis: 
treatment, age, sex and baseline ppFEV1.  
The prediction accuracy of SBML will be compared against traditional methods 
such as full linear model (FLM), optimal linear model (OLM) and the ridge regression 




covariance, as well as a couple of popular machine learning methods, namely support 
vector machine (SVM) with radial basis function (RBF) kernel and random forests (RF).  
In the stepwise algorithm for OLM, Bayesian Information Criteria (BIC) was 
used. For RR, the tuning parameter λ is determined by cross-validation. The R packages 
‘ridge’ and ‘glmnet’ are used in the simulations. For MMRM, ppFEV1 measures from 
previous visits are used to predict the outcome at the final visit, while all other methods 
only use baseline ppFEV1 as one of the predictors. 
For SBML, we use the following tuning parameters with the exponential 
similarity function (ESF): a constant value of 0.5 as the initial similarity scores (S0) for 
each of the predictors, i.e., (0.5, 0.5, 0.5, 0.5), a fixed learning rate (α) of 0.125, a penalty 
coefficients (λ) ranging from -0.5 to 0.5, and 5 as the maximum iterations of learning 
(i.e., epoch = 5), unless specified otherwise. 
As we alluded earlier, the target population needs to be well defined in model 
evaluations. The reason we use bootstrapping with replacement from the empirical 
distribution of the small trial datasets are stated as follows: for big data, sampling with or 
without replacement has little impact on the comparison of different methods. However, 
for a small sample size such as data from rare disease trials, splitting sample may not be 
appropriate since the two split samples may have totally different distributions, and no 
method should be required to predict well on the outcomes for population, while trained 
on a population with totally different distribution. For example, as an extreme case, 
suppose there are 10 total subjects; among 10 total subjects, 5 are female and 5 are male. 




set, and all 5 males in the test set. To predict breast cancer for all 5 males based on the 
model trained based on 5 females will not be accurate. 
2.3.3 Comparisons of Model Performance 
Figure 2.4 contains a matrix with scatterplots of the data on the lower half of the matrix, 
histograms and variable names on the diagonals depicting the distributions of values for 
each variable of interest, as well as correlation coefficients (r) on the upper half.  
Figure 2.4 Scatterplots, Histograms and Correlation Matrix - CF Data 
 
This scatterplot matrix shows mild correlations between TRT and CHG, BASE and CHG, 
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the data structure is simple, and only a few attributes have effects on the outcome CHG – 
thus SBML may not show full strength. 
Table 2.1 Training Errors vs. Proportion of Training Set - CF Data  
Proportion of 
Training Set, % 
FLM OLM RR MMRM SVM RF SBML 
10 (Ntrain = 26) 0.979 1.034 1.066 1.05 1.074 0.639 0.121 
20 (Ntrain = 53) 1.089 1.116 1.125 1.12 1.155 0.687 0.235 
25 (Ntrain = 66) 1.115 1.135 1.146 1.12 1.176 0.708 0.285 
50 (Ntrain = 132) 1.148 1.153 1.158 1.17 1.187 0.76 0.353 
 
Figure 2.5 Training Errors vs. Proportion of Training Set - CF Data  
 
The evaluations of different methods are summarized in Table 2.1 and Figure 2.5 
for the training sets. As the proportion of training size increases from 10% through 50% 
of the total population, training errors increase for all methods. SBML outperforms other 
methods and yields the smallest training errors across different proportions of training set 




Among other methods (FLM, OLM, RR, MMRM, SVM and RF), RF method 
seems to yield the 2nd smallest training errors, across different proportions of training set. 
However, it should be noted that, regardless of differences in the training errors, the 
predictability and accuracy of the methods, measured by the ‘testing’ errors (not 
‘training’ errors), are the key in the context of machine learning approaches. 
Table 2.2 Testing Errors vs. Proportion of Training Set - CF Data 
Proportion of 
training set (%) 
FLM OLM RR MMRM SVM RF SBML 
10 (Ntrain = 26) 1.427 1.452 1.349 1.39 1.326 1.264 1.350 
20 (Ntrain = 53) 1.306 1.348 1.295 1.30 1.263 1.192 1.246 
25 (Ntrain = 66) 1.261 1.286 1.264 1.26 1.228 1.156 1.185 
50 (Ntrain = 132) 1.217 1.230 1.218 1.21 1.140 1.050 1.014 
Note: For SBML, S0 = 0.5 (except for 10%, S0 = p-values), λ = 0.5 (except for 50%, λ = -0.5). 
 
Figure 2.6 Testing Errors vs. Proportion of Training Set - CF Data 
 
 
Table 2.2 summarizes the testing errors, and the corresponding plot is shown in 




proportion of the training size increases. Overall, in most cases, SBML performs better 
than other methods across different training sizes, for about 3-7% smaller than other 
methods, except for RF when the proportion of training size is small (i.e.,  25%). 
For example, when the proportion of the training size is 50%, the testing error for 
SBML is the smallest (1.014), followed by RF (1.05) and SVM (1.14), while the testing 
errors for the classical methods range from 1.21 to 1.23. When the proportion of the 
training size decreases to 25%, the testing errors increase for all of the methods (1.185 for 
SBML, 1.156 for RF, 1.228 for SVM, and for other classical methods ranging from 1.26 
to 1.286). When the proportion of the training size decreases to 10%, the testing errors 
further increase to 1.35 for SBML, 1.264 for RF, 1.326 for SVM, and for other classical 
methods ranging from 1.39 to 1.452. 
It is noteworthy that RF is an ensemble method that consists of many decision 
trees (i.e., default R package uses 500 trees) and the tuning parameters are computed 
using computerized cross-validation to optimize the prediction, therefore resulting in a 
vast improvement in accuracy. Whereas due to limited resources (e.g., time constraints), 
SBML uses manual cross-validation, and therefore the tuning parameters may not be 
optimized as the tuning parameters for SBML have not yet been fully explored.  
Another interesting point is that MMRM is expected to predict better as it utilizes 
outcome measures at other time points that are close to the final visit. However, the 
results show no advantage in prediction. Instead, SBML without using measures from 
other visits except baseline produces better results regardless of the proportion of the 




dramatically decreases, and the gap of testing MSEs between SBML and other methods 
gets larger, except for RF. 
2.4 Simulation Examples 
We explore the effects of different parameters on the predictability of SBML, 
including similarity functions (SF), training size (Ntrain), penalty coefficient (λ), initial 
similarity scores (S0) and the maximum number of iterations (epoch). We also evaluate 
the performance of SBML and compare against other classical statistical methods, 
including full linear model (FLM), optimal linear model (OLM) and the ridge regression 
(RR), as well as the two popular machine learning methods.  
2.4.1 Simulation Data and Setting 
Suppose we generate a simulated standard multivariate normal (MVN) data with 7 
independent attributes, X1 through X7, and let the true outcome function be defined as 
Y1 = X1 + X2X3 + X4
2 + X5.  
If we include all 7 variables (X1 through X7) as predictors in the model, then the FLM or 
ridge regression model follows the following form:  
f(x) = 0 + 1X1 + 2X2 + 3X3 + 4X4 + 5X5 + 6X6 + 7X7, 
which implies that X6 and X7, that are included in the analysis (but were not included in 
the true outcome function), are purely noise variables. 
If we only include variables X2 through X6 as predictors in the model (i.e., we exclude X1 
from the analysis), then the FLM or ridge regression model takes the following form:  














which implies that X1 is an important yet unmeasured predictor since it is included in the 
calculation of true outcome function, and X6, that is included in the analysis model (but 
not included in the true outcome function), is purely noise.   
One hundred sets of random samples from the distribution are drawn for each 
scenario of the parameters. We assume no correlation among the attributes (r = 0) and 
there are no missing data. Three different training sizes (Ntrain = 60, 120, 240) and a fixed 
testing size (Ntest) of 50 are used; the reason we fix the testing size is to evaluate the effect 
of training size through different scenarios. Then we analyze the data and evaluate model 
performance on prediction for different parameters and methods (e.g.., FLM, OLM, 
SVM, RF and SBML). For SBML, we use a learning rate (α) of 0.125. 
2.4.2 Effect of Similarity Functions 
To understand the effect of different similarity functions (SFs) for SBML on the testing 
MSEs, we evaluate the performance of three different similarity functions (SFs): 
exponential (ESF), logistic-alike (LSF), distance-inverse (DSF), as described in Step 5 in 
Section 2.2.4. For SBML, we use p-values as initial similarity scores (S0), a learning rate 
(α) of 0.125 and a penalty coefficient (λ) of 1. Among the 3 similarity functions, ESF 
produced the smallest testing errors across various training sizes, LSF generated similar 
results to those of ESF, and DSF produced the largest testing errors (Table 2.3). When 
there are 60 subjects in the training set, the testing errors for SBML are 0.784, 0.788 and 
0.906, based on ESF, LSF and DSF, respectively, ESF yielding the smallest testing 
errors. The same trend is observed when there are 120 or 240 subjects in the training set. 




SBML decrease for both ESF and LSF, whereas it increases for DSF. Therefore, for the 
rest of this work, further simulations are performed based on ESF to investigate the 
effects of other parameters on testing errors for SBML. 
Table 2.3 Effect of Similarity Functions on MSEs for SBML  
Ntrain SBMLESF SBMLLSF SBMLDSF 
60 0.784 0.788 0.906 
120 0.786 0.788 0.888 
240 0.791 0.791 0.869 
2.4.3 Effects of Tuning Parameters 
Learning in SBML involves and may vary by tuning parameters such as initial similarity 
scores (S0), a learning rate (α), a penalty coefficient (λ) and maximum iterations of 
learning (epoch). To study the effect of epoch and λ, we first choose p-values from FLM 
as the initial similarity scores (S0), a training size (Ntrain) of 60 and a testing size (Ntest) of 
50 in the simulations. According to Table 2.4 and Figure 2.7, a positive value of λ (0.5, 1, 
2) seems a good choice, and a smaller λ requires a larger epoch. As an example, the 
testing error for SBML reduces from 0.739 (for epoch = 0) to 0.686 with learning (for 
epoch = 5 and λ = 0.5). In contrast, a negative value of λ (-0.5) leads the testing error to 
increase as we increase the maximum number of iterations (epoch).  
Table 2.4 Effect of Tuning Parameters on MSEs for SBML with P-values as Initial Similarity Scores  
epoch λ = -0.5 λ = 0 λ = 0.5 λ = 1 λ = 2 
0 0.739 0.739 0.739 0.739 0.739 
1 0.753 0.738 0.723 0.709 0.687 
3 0.784 0.737 0.699 0.685 0.784 








Figure 2.7 Effect of Tuning Parameters on MSEs for SBML with P-values as Initial Similarity Scores  
 
Previously we saw that the epoch seems to have minor impact on the testing error 
for SBML using p-values as the initial similarity scores; although, when epoch = 0, 
SBML usually provides better results compared to other methods.  
To study the effect of initial similarity scores, we change them from p-values to a 
constant similarity scores of 0.5 for all the predictors, i.e., S0 = (0.5, 0.5, …, 0.5). The 
results are summarized in Table 2.5 and shown in Figure 2.8.  
In contrast to the results with p-values as the initial similarity scores (Table 2.4), 
the testing errors for SBML with a constant value of 0.5 as the initial similarity scores 
(Table 2.5) dramatically improve through the learning process (epoch increases from 0 to 
5). Especially, for negative values of penalty coefficient (λ = -3), a local minimum of the 
testing error has been reached at epoch = 3, while for other three values of penalty 
coefficient (λ = -2, -1, -0.5, 0), a local minimum of the testing error has not been reached 




Table 2.5 Effect of Tuning Parameters on MSEs for SBML with Constant Initial Similarity Scores  
epoch λ = -3 λ = -2 λ = -1 λ = -0.5 λ = 0 
0 0.895 0.895 0.895 0.895 0.895 
1 0.778 0.805 0.833 0.848 0.862 
3 0.531 0.581 0.686 0.744 0.796 
5 0.679 0.520 0.555 0.644 0.737 
 
Figure 2.8 Effect of Tuning Parameters on MSEs for SBML with Constant Initial Similarity Scores 
 
According to Table 2.4 and Table 2.5, for epoch = 0, p-values as the initial 
similarity scores initially provide a smaller testing error of 0.739, compared to the 
constant value of 0.5 as the initial similarity scores (0.895). However, through the 
learning process (i.e., as we increase epoch), the best result from Table 2.4 is 0.685 
(based on S0 = p-values, λ = 1, epoch = 3) and the best result from Table 2.5 is 0.52 
(based on S0 = 0.5, λ = -2, epoch = 5). 
To summarize, 1) if we use p-values as the initial similarity scores for SBML, 




(e.g., time, computing power, etc.), using p-values as the initial similarity scores without 
any iteration of learning may provide reasonable predictions, although it may not achieve 
the best performance; 2) if we use a constant value of 0.5 as the initial similarity scores 
for SBML, (although we start with higher testing errors in the beginning of iterations), 
learning dramatically helps reduce the testing errors, and the best performance may be 
achieved when the optimal values of the tuning parameters (especially λ and epoch) are 
determined using cross-validation.  
2.4.4 Effect of Training Size  
To investigate the effect of the training size (Ntrain), we initially run simulations with 
different training sizes (60, 120, 240), given a testing size (Ntest) of 50, a constant value of 
0.5 for the initial similarity scores (S0) for all predictors, penalty coefficient (λ) of -0.5, 
with different maximum number of iterations (epoch = 0, 2, 5, 10, 15) and using the 
exponential similarity function (ESF) for SBML. Suppose the true outcome function is  
Y1 = X1 + X2X3 + X4
2 + X5, 
and suppose we only include X2 through X7 in the model (that is, X1 is an unmeasured 
predictor, where X6 and X7 are 2 noise variables).  
Table 2.6 and Figure 2.9 show the testing MSEs for the simulation across 
different methods. Given the training size is 240, SBML yields the smallest testing errors 
(0.478 with epoch = 15) compared to other methods, except SVM method (0.84, 0.83, 
0.838, 0.385, 0.655 and 0.509 for FLM, OLM, RR, SVM, decision tree (DT) and RF 
methods, respectively). That is, SVM achieves the best performance when training size is 




Decreasing the training size to 60, both SBML and SVM achieve the smallest testing 
errors (0.619 with epoch = 10) compared to other methods (0.936, 0.912, 0.908, 0.933 
and 0.695 for FLM, OLM, RR, DT and RF methods, respectively). 
Table 2.6 Effect of Training Size on MSEs  
Ntrain FLM OLM RR SVM DT RF SBML 
60 0.936 0.912 0.908 0.619 0.933 0.695 0.619 
120 0.874 0.861 0.869 0.491 0.779 0.601 0.568 
240 0.840 0.830 0.838 0.385 0.655 0.509 0.478 
 
Figure 2.9 Effect of Training Size on MSEs  
 
In other words, when we increase the training size, say from 60 to 240, we 
dramatically gain prediction accuracy by 23%, 38%, 27% and 30% for SBML, SVM, RF 
and DT methods, and for the traditional methods (e.g., FLM, OLM, RR), we only achieve 
less than 10% as we increase the training size from 60 to 240.  
Importantly, DT method loses precision quickly (i.e., MSE increases from 0.655 




methods, when the training size is large (120, 240), but poorly when training size reduces 
to 60. This overfitting issue is the main reason that random forest (RF) or 
boosting/bagging techniques are preferred over the single tree method.  
In summary, the prediction accuracy increases as we increase the training size across all 
methods, and SBML performs well compared to other traditional methods. Under the 
current setting, SBML (epoch = 10 or 15) eventually yields smaller testing errors than 
other traditional methods including RF method, regardless of the training size, and SVM 
yields the smallest testing errors among other methods when the training size is large.  
2.4.5 Effect of Outcome Functions 
To understand the effect of true outcome functions (Y) on the testing errors, we compare 
several true outcome functions as follows, keeping the same setting as in Section 2.4.4: 
Y1 = X1 + X2X3 + X4
2 + X5 
Y2 = X1 + X2
2 + 2sin(X3)X4
2 + X5 





Table 2.7 Effect of Outcome Functions on MSEs  
Ntrain Y FLM OLM RR SVM DT RF SBML 
60 
Y1 0.936 0.912 0.908 0.619 0.933 0.695 0.619 
Y2 0.866 0.856 0.845 0.727 0.962 0.723 0.683 
Y3 1.181 1.152 1.079 0.778 0.844 0.737 0.464 
120 
Y1 0.874 0.861 0.869 0.491 0.779 0.601 0.568 
Y2 0.815 0.81 0.815 0.615 0.838 0.654 0.642 
Y3 1.067 1.050 1.025 0.735 0.680 0.653 0.425 
240 
Y1 0.840 0.830 0.838 0.385 0.655 0.509 0.478 
Y2 0.749 0.742 0.755 0.494 0.664 0.498 0.546 





Table 2.7 summarizes the effect of outcome functions on prediction accuracy 
given 3 different training sizes. Given the training size is 240, SVM seem to provide the 
smallest testing errors (0.385 and 0.494) for the outcome functions Y1 and Y2, followed by 
SBML and RF; but when the nonlinearity increase (i.e., Y3), SBML yields the smallest 
testing error of 0.423, and the testing error for SVM dramatically increase to 0.745. 
Similar trend is observed for the training size of 120. When the training size reduces to 
60 and as we increase nonlinearity, SBML outperforms other methods by providing the 
smallest MSEs of 0.619, 0.683 and 0.464 for the outcome functions Y1, Y2 and Y3, 
respectively. That is, SBML can handle nonlinear data better than other methods under 
various scenarios, except for SVM with a large training size.  
2.4.6 Effect of Noise Variables 
In this section, we evaluate the effect of noise variable(s), and to mimic the real-world 
setting, given the same setup as in Section 2.4.5 with the true outcome function as 




we compare 2 cases: 1) same setting as in Section 2.4.4, where X1 is an unmeasured 
predictor and X6 and X7 are 2 noise variables, and 2) with 5 additional noise variables 
added in the model. For instance, FLM takes the following forms for the two cases: 
Case 1: f1(x) = 0 + 2X2 + 3X3 + 4X4 + 5X5 + 6X6 + 7X7 












6X6 + … + 
’
12X12 
The testing results in Table 2.8 show that given 3 training sizes, as we increase 




the degree may be slightly different. For instance, testing errors for RR and DT methods 
are robust and stable, regardless of number of noise variables given a training size.  
SBML also yields robust and consistent testing errors, except when the size is 60, where 
the testing error for SBML increases from 0.633 to 0.749. Given the training size is 240, 
as we increase the number of noise variables from 2 to 7, the testing error for SBML 
increases only by 0.027 (from 0.251 to 0.278). In contrast, SVM seems to be sensitive to 
the number of noise variables, regardless of training size; the testing error for SVM 
increases from 0.809 to 0.922, from 0.711 to 0.835, and from 0.615 to 0.705, for the 
training size of 60, 120 and 240, respectively. 




FLM OLM RR SVM DT RF SBML 
60 
2 1.309 1.278 1.145 0.809 0.969 0.783 0.633 
7 1.437 1.354 1.139 0.922 1.007 0.846 0.749 
120 
2 1.175 1.158 1.091 0.711 0.714 0.608 0.357 
7 1.257 1.211 1.095 0.835 0.715 0.679 0.395 
240 
2 1.039 1.034 1.018 0.615 0.536 0.472 0.251 
7 1.064 1.047 1.020 0.705 0.536 0.542 0.278 
 
FLM and OLM also tend to be a bit sensitive to the number of noise variables the 
model includes, when training size is 60 and 120. For example, when the training size is 
60, the testing error for FLM increases from 1.309 to 1.437, and for OLM, it increases 
from 1.278 to 1.354 – FLM and OLM provide more robust and stable testing error when 
size is 240; both FLM and OLM yield the testing errors of 1.03 with 2 noise variables and 




Most importantly, SBML consistently outperforms and achieves the best prediction 
accuracy compared to other methods including SVM and RF methods, even in the 
presence of 5 additional noise variables.  
2.5 Summary 
In this chapter, we 1) proposed a new machine learning (ML) approach based on 
the similarity principle, 2) introduced the attribute-scaling factors to reflect the relative 
importance of each attribute, 3) derived the formulation for partial derivatives for the 
learning using the gradient method, and 4) showed through extensive simulations that 
SBML performing reasonably well under various settings, which include rare disease 
trials. In kernel methods, the similarity is subjectively predefined. In contrast, SBML 
defines the similarity objectively through attribute-scaling factors by using the data. 
Therefore, SBML produces better predictions when we have small training data or when 
the data is more complex.  
The proposed SBML algorithm has some distinct features. In contrast to other ML 
methods that require big data, SBML can consistently produce reliable and robust 
prediction against other methods, even with small training data. When data displays 
complex structures or nonlinearity, SBML shows even better results than other methods 
we have discussed in this chapter. In training SBML, we recommend normalizing the 
data for predictors and for outcomes that are continuous, so the tuning parameters to be 
determined can be applied to different dataset, regardless of different measurement units. 
In addition, we suggest the following tuning parameters for normalized data: a constant 




0.125, a penalty coefficient (λ) ranging from -2 to 2, and the maximum number of 
iterations (epoch) ranging from 5 to 20. The tuning parameters can be determined via 
cross-validation. If you have limited resources such as computing power or time, p-values 
from FLM can be used as the initial similarity scores; it can produce a reasonably reliable 
result for SBML without further learning (i.e., updating the attribute-scaling factors). 
SBML is a novel ML approach that has great potential in improving prediction 
accuracy that can also be applied to many other fields, not only drug development, and it 
can be beneficial at the exploratory stage, when we do not know which variables to 
include in the model or whether the relationship is linear or nonlinear. Further 
improvements can be made for this method. We hope this work attracts more people to 





3. SIMILARITY-PRINCIPLE-BASED MACHINE LEARNING WITH 
BINARY OUTCOMES 
3.1 Introduction 
In Chapter 2, we discussed SBML for continuous outcomes. However, there are 
many situations where the outcomes are binary. Many variables in the field of medicine 
or biology are binary in nature. For instances, tumor response is often a variable of 
interest in oncology, whereas in cardiovascular diseases (CVD), the event of death or 
myocardial infarction (MI) in 30 days are measured as an outcome. Similarly, in mycosis 
or other infections, we may be interested in cured or not cured, finally, many diagnosis 
tests (e.g., COVID-19 or pregnancy to name a few) results are binary (positive or 
negative).  
  Logistic regression is one of the most commonly used methods for the analysis 
and predictions when outcomes are binary. According to Smith et al. (1988), standard 
statistical techniques such as discriminant analysis, regression analysis, and factor 
analysis have been used to provide this ability. However, even with the existence of 
hidden functional relationships that can provide forecasting ability, standard statistical 
techniques may be unsuccessful, and they may provide disappointing results when: 1) the 
sample size is small; 2) the form of the underlying functional relationship is not known; 
3) the underlying functional relationships involve complex interactions and 
intercorrelations among a number of variables. These conditions are not unusual in 





Therefore, we will extend SBML to binary outcomes and compare its 
performance against the logistic model as well as other machine learning (ML) methods, 
such as support vector machine (SVM) with radial basis function (RBF) kernel and 
random forest (RF) methods, when applicable. The details of such ML methods can be 
found in Chapter 1.  
In this chapter, we evaluate the effects of various tuning parameters on the 
predictability of SBML including true outcome functions (Y) to assess nonlinearity, 
correlations among attributes (r), training size (Ntrain), initial similarity scores (S
0), 
maximum number of iterations/learning (epoch), penalty coefficient (λ), noise variables 
and unmeasured predictors.  
We also evaluate the performance of SBML and compare it with other classical 
statistical methods, including full logistic model (FLM), optimal logistic model (OLM) 
using stepwise BIC, and other machine learning (ML) methods such as SVM with RBF 
kernel and RF methods for binary outcomes, if applicable. 
The metrics for evaluating the model performance for testing errors are mean 
squared errors (MSEs) for predicted probabilities and misclassification error rates 
(MCEs) for binary events (yes/no). Depending on the outcome or disease indications, we 
can use sensitivity (True Positive Rate, P(T+|D+)) and specificity (True Negative Rate, 
P(T-|D-)). If our primary goal is to correctly identify positives, we should choose a 
method with the highest sensitivity. On the other hand, if the goal is to identify negatives, 
we should put more emphasis on specificity. To be conservative, we use misclassification 





3.2 SBML Methods and Algorithms 
The methods and algorithms for the binary outcome are analogous to those for 
continuous outcomes. If we are interested in predicting probabilities of the event, then 
mean squared errors (MSEs) can be used as a testing error metric. Otherwise, if we are 
interested in the predicted event (yes/no), misclassification error rates (MCEs) can be 
used as a testing error metric. For other error measures such as entropy, and GINI-index, 
the efficient algorithms are not the focus of this work. The algorithms for MSE-based 
SBML are similar to the algorithms for continuous outcome (Section 2.2.4), except a few 
steps where they involve the predicted outcome ?̂?𝑖 and error E in the Steps (7) and (8). 
Step 1) Normalize the Training dataset as described in Section 2.2.2. 
Step 2) Assign Initial Similarity Scores (𝑆𝑘
0):  
e.g., 𝑆𝑘
0 = p-values from a regression model or arbitrary number between 0 and 1, say 0.5. 
That is, if we have 5 attributes (X1, X2, X3, X4, X5) in the model, then the vector for the 
initial similarity scores can be (p1, p2, p3, p4, p5), where pk is a p-value for the k
th variable 
from the regression model, or it can be (0.5, 0.5, 0.5, 0.5, 0.5). 
Step 3) Determination / Estimation of Initial Scaling Factors (𝑅𝑘
0) – Solve for 𝑅𝑘
0 based 
on initial similarity scores, e.g., 𝑆𝑘
0 = p-values: 
It is difficult to determine the attribute-scaling factors R directly from prior knowledge or 
current data. It is much easier to calculate R through the similarity scores Sij follows.  
When a pair of subjects (the kth pair) is the same in terms of all the attributes under 





right-hand side of Eq. (6). Then the attribute-scaling factor Rk can be solved explicitly; 










,   𝑘 = 1, 2, … , 𝐾                                (5)       
where the superscript, “0”, indicates the initial values, |𝑋𝑖𝑘 − 𝑋𝑗𝑘| can be substituted with 
the interquartile range (IQR) between 1st and 3rd quartiles of the kth attribute, which can 
be considered as the difference between two typical subjects in the data regarding the 
corresponding kth attribute. For this reason, we choose the initial K (real or virtual) pairs 
of subjects this way and determine their K initial similarity scores. 
Step 3.1) When limited training data are available, we need to use our prior knowledge, 
which will be vague and difficult to specify. In other words, based on prior knowledge of 
similarities scores between some selected subjects, we solve for R = (R1, R2, …, RK) using 
a defined similarity function: R = function (S), where S = (S1, S2, …, SK). 
Step 3.2) P-value-based similarity scores: 
When some training data are available, we obtain p-values from a statistical model and 
assign these p-values to the initial similarity scores between the K selected subjects and 
then determine R using the defined similarity function. Here we see that the p-values can 
be interpreted as similarity scores.  
Step 4) Determination of Scaled Distance: Let dij be the scaled distance between 2 




















where 𝑣𝑖𝑗𝑘 = 𝑅𝑘|𝑋𝑖𝑘 − 𝑋𝑗𝑘| is the scaled absolute difference of the k
th attribute between 2 
subjects (i and j). 
Step 5) Similarity Functions / Measures: Define the similarity score Sij between 2 
subjects (i and j) as a function of the scaled distance dij: 
𝑆𝑖𝑗 = 𝑆(𝑑𝑖𝑗),    where 𝑆𝑖𝑗 ∈ [0,1]                 (7) 
The similarity score ranges from 0 (completely different) to 1 (identical) inclusively. The 
common requirements for a similarity function Sij(dij) are Sij(0) = 1 and Sij(∞) = 0. 
Example 1) Exponential Similarity Function / Score (ESF): 
𝑆𝑖𝑗 = exp(−𝑑𝑖𝑗
𝜂
)                              (8) 
For ESF with η =1 and ρ = 2, the similarity function in Eq. (8) becomes 
𝑆𝑖𝑗 = 𝑒𝑥𝑝 (−√∑ (𝑅𝑘|𝑋𝑖𝑘 − 𝑋𝑗𝑘|)
2𝐾
𝑘=1 ) ,  =  1 and  =  2           (9)  







,     𝜂 > 0                     (10)  




𝜂 ,     𝜂 > 0                              (11) 
Step 6) Determination of Weight: Define the weight 𝑊𝑖𝑗 between 2 subjects (i and j) as a 












Step 7) Prediction of Outcome:  




,              𝑖 = 1,2, … ,𝑁              (13) 
where 𝑂𝑗 is the observed binary outcome (i.e., takes either 1 or 0) for the j
th subject.  
Figure 3.1 illustrates how the predicted outcomes of 2 nodes are calculated from the 3 
observed outcomes using the similarity scores. 
Figure 3.1 Predictions - Example of Similarity Principle in Action 
 
?̂?1 =
(1 ∗ 0.5 + 0 ∗ 0.8 + 1 ∗ 0.2)
(0.5 + 0.8 + 0.2)
= 0.47 
Step 8) Calculation of Error:  
As mentioned above, the error can be in terms of mean squared error (MSE) for 
classification probability, misclassification error rate (MCE), and Gini-index, but we 
focus on the error of classification probability as the gradient method can be easily used 
in the learning process. If the observed outcome Oi is 1 then the probability is 1; if the 





will be compared with the predicted probability outcomes to determine the errors as 
elaborated below.  
8.1) The error in terms of the mean squared error (MSE) for classification probability can 
be calculated using the following formulation: 
𝐸 =













              (14) 
8.2) The error in terms of the misclassification error rate (MCE) for binary classification 
can be calculated using the following formulation: 
𝑀𝐶𝐸 =













        (21) 
Probabilistic error MSE is mathematically simpler because we can use the gradient 
method as we did for the continuous outcome. For simplicity, we will use MSEs as the 
error measure in our simulations. In some cases, we will also evaluate and compare 
misclassification errors (MCEs) across different methods and scenarios. 
Step 9) Iterations of Learning:  
Learning is basically updating the attribute-scaling factors R. We can use the gradient 
method. To reduce the overfitting, we can minimize the loss function instead of MSE. 
There are several commonly used loss functions available. 
Ridge Loss Function = 𝜌2(𝑹;) = E + ‖𝑹‖2
2
       (15) 








When λ = 0, the loss function reduces to MSE without the penalty term. The large value 
















+  2𝑅𝑘                (16) 
The gradient method to update the attribute-scaling factor Rk from iteration L to iteration 








          (17) 
The derivative of error, 
𝜕𝐸
𝜕𝑅𝑘

































































The iteration of learning stops when the loss function is minimized or when the pre-
determined maximum number of iterations (epoch) is reached.  
Step 10) Prediction of Future Outcome:  
Once the attribute-scaling factors R is determined using the training set, we can predict 





To evaluate the prediction / performance of the method, define the error for the ith subject 
in the test set as 
𝐸𝑖 = (?̂?𝑖 − 𝑂𝑖)
2             𝑖 = 1, 2, … ,𝑀 in test set       (19)        
If there are M future subjects to predict (i.e., 𝑖 = 1, 2, … ,𝑀 in the future or test set, while 




















                     (20) 
where the weights Wij are determined based on the similarity scores Sij between 
the ith subject in the test set and the jth subject in the training set. 
3.3 Simulations – General Settings 
We simulate and construct the design matrix (X) from standard multivariate 
normal (MVN) data, first with 5 independent attributes, X1 through X5, and then evaluate 
the effect of correlation among attributes on testing errors across different methods. We 
assume no correlation among the attributes (r = 0), unless specified otherwise.  
We start with a true binary outcome function defined as the following, unless 
specified otherwise:  
Y1 = {sgn(X1 + X2X3 + X4
2 + X5) + 1} / 2 
To evaluate the effect of nonlinearity, we run simulations and evaluate the 
prediction performance using the following true outcome function later in the chapter:  
Y3 = {sgn(X1 + X2
2 + 2sin(X3)X4
2 + X5
4) + 1} / 2. 
We begin with a set of random samples consisting of a training size of 40 and a 





simulations using training size of 60, 120 and 240, fixing the testing size as 50; this is to 
evaluate the effect of training size. Then we analyze the data and evaluate model 
performance on prediction for different parameters and methods. For the model 
specification, we begin with all of the 5 predictors included in the analysis. Then later in 
the chapter, we evaluate the effect of including more noise variables as well as the effect 
of unmeasured predictors on the testing errors across different methods. 
The full logistic model (FLM) is specified as follows:  
ln(odds) = ln 
𝑝
1−𝑝
 = Logit E[Y] = 0 + 1X1 + 2X2 + 3X3 + 4X4 + 5X5, 
where p is the probability of the event (i.e., Y = 1). If a noise variable is added for the 
analysis, then the above model specification will have an additional term (e.g., 6X6 etc.). 
In the stepwise algorithm for optimal logistic model (OLM), Bayesian Information 
Criteria (BIC) was used.  
For SBML, we focus on the exponential similarity function (ESF) in this chapter 
and begin with p-values from the full logistic model (FLM) as the initial similarity scores 
(S0) – the reason is because the measure of similarity between 2 typical subjects can be 
viewed as new interpretation of p-values as described in Section 2.2.4.  
When SBML involves learning in the training stage, we implement 1) a learning 
rate (α) between 0.1 and 1, however, in this work, we fix as 0.125; 2) a penalty 
coefficient (λ) ranging from -1 to 1; and 3) the maximum number of iterations (epoch) 





penalty coefficient (λ) are meaningless. The simulation settings for this chapter can be 
any combination of these tuning parameters, and we assumed there are no missing data.  
 
Setting #1 (for Section 3.4 – Section 3.9): 
Description Notation Value for Setting #1 
True outcome function Y1   {sgn(X1 + X2X3 + X4
2 + X5) + 1} / 2 
Model specification f(x) include all predictors (X1 through X5) 
Correlation among attributes r 0 
Initial similarity scores for SBML S0 p-values, i.e., (p1, p2, p3, p4, p5) 
Maximum number of iterations epoch 0 
Training size Ntrain 40 
Testing size Ntest 40 
Note: pk is a p-value for the kth variable from the full logistic regression model 
 
Setting #2 (base setting for for Section 3.10): 
Description Notation Value for Setting #2 
True outcome function Y1   {sgn(X1 + X2X3 + X4
2 + X5) + 1} / 2 
Model specification f(x) include all predictors (X1 through X5) 
Correlation among attributes r 0 
Initial similarity scores for SBML S0 a constant value of 0.5 for each attribute, 
i.e., (0.5, 0.5, 0.5, 0.5, 0.5) 
Training size Ntrain 60, 120, 240 
Testing size Ntest 50 





3.4 Effect of Learning  
To understand the effect of learning (epoch) for SBML on the prediction 
accuracy, we start with the Setting #1 specified in Section 3.3. The testing MSEs for 
SBML without learning (epoch = 0), OLM, and FLM are 0.734, 0.767, and 0.773, 
respectively, and SBML yields the smallest testing MSEs. 
Table 3.1 summarizes the extensive simulation results of SBML with learning 
(epoch = 2, 3, 5) on testing MSEs under various values of the penalty coefficient (λ). 
Table 3.1 Effect of Tuning Parameters on MSEs for SBML with P-values as Initial Similarity Scores  
epoch λ = -1 λ = -0.5 λ = 0 λ = 0.5 λ = 1 
0 0.734 0.734 0.734 0.734 0.734 
2 0.761 0.742 0.733 0.738 0.760 
3 0.792 0.751 0.733 0.746 0.791 
5 0.873 0.779 0.733 0.769 0.860 
 
Among the 5 different values of  (ranging from -1 to 1, with an increment of 0.5), it 
seems λ = 0 yields the smallest testing MSE for SBML (0.733), regardless of the number 
of iterations. However, 0.733 is about the same as the testing MSE for SBML without 
learning (0.734), which is already smaller than the testing MSEs for FLM (0.773).  
 For λ of ±0.5 and ±1, the testing MSEs seem to increase with learning (i.e., as we 
increase epoch). Furthermore, λ = ±1 provides much higher testing errors as we increase 
epoch. Therefore, we recommend λ to be somewhere close to 0 (say, with a range of -0.5 
to 0.5) to reach the local minimum of testing MSEs, under Setting #1.  
 In conclusion, it is important to note that learning (i.e., increasing epoch from 0 to 
2, 3, 5) does not necessarily help reduce the testing MSEs for SBML, when p-values are 





0, and learning makes predictions worse for other values of λ; that is, λ only affects 
SBML with epoch > 0). In addition, when the absolute value of λ is greater than 0, the 
testing MSEs seem to increase as we increase the number of iterations under Setting #1.  
 Now, to evaluate the effect of learning for SBML on the testing MSEs, we 
slightly modify Setting #1. That is, we use a constant value of 0.5 (instead of p-values 
from FLM) as the initial similarity scores. Here we use a penalty coefficient (λ) of -0.5.     
Table 3.2 Effect of Learning on MSEs for SBML with Constant Initial Similarity Scores 
 
 













The results from Table 3.2 and Figure 3.2 show that as we increase the number of 
iterations (epoch), the testing MSE for SBML decreases (0.896 for epoch = 0 to 0.625 for 
epoch = 15), and then it increases to 0.702 when the number of iterations increases from 
15 to 20. That is, SBML with learning eventually helps reduce the testing MSEs, when 
we use a constant value of 0.5, i.e., (0.5, 0.5, 0.5, 0.5, 0.5), as the initial similarity scores. 
3.5 Effect of Penalty Coefficient  
Previously, we evaluated the effect of learning for SBML on the testing MSEs, 1) 
using the p-values as the initial similarity scores and various values of λ (Table 3.1); and 
2) using a constant value of 0.5 as the initial similarity scores and λ = -0.5 (Table 3.2). In 
this section, we evaluate the SBML prediction performance given three values of the 
penalty coefficient (λ), using a constant value of 0.5 as the initial similarity scores, 
assuming the rest of the parameters are the same as the Setting #1.  
Table 3.3 Effect of Penalty Coefficient on MSEs for SBML 
λ epoch = 0 epoch = 2 epoch = 5 
-0.5 0.896 0.860 0.794 
0 0.896 0.893 0.889 
0.5 0.896 0.923 0.953 
 
As shown in Table 3.3, the negative value of penalty coefficient (λ = -0.5) for 
SBML yields the smallest testing MSEs of 0.794 for 5 iterations of learning. Also, given 
λ = -0.5, testing MSE decreases as we increase the number of iterations; however, with a 
positive value of penalty coefficient (λ = 0.5), learning makes the prediction worse 
(testing MSE rather increases from 0.896 to 0.923, then increases again to 0.953). 
Consequently, finding an appropriate value of penalty coefficient (λ) is critical as it can 





to be determined by cross-validation. That is, penalty coefficient (λ) and the maximum 
number of iterations (epoch) are important tuning parameters for SBML with learning.  
3.6 Effect of Initial Similarity Scores  
As seen previously (Table 3.1, Figure 3.2), using p-values as the initial similarity scores 
and λ = 0 for SBML provided robust testing MSEs (0.73) regardless of the maximum 
number of iterations (epoch = 0, 2, 3, 5) and across 5 different values of penalty 
coefficient (λ = -1, -0.5, 0, 0.5, 1). Learning does not seem to improve prediction for 
SBML when the p-values from FLM are used as the initial similarity scores; whereas 
learning helps reduce the testing MSEs for SBML when a constant value of 0.5 is used as 
the initial similarity scores. 
Table 3.4 Effect of Initial Similarity Scores on MSEs for SBML 
Initial Similarity Scores SBML 
(p1, p2, p3, p4, p5) 0.734 
(0.5, 0.5, 0.5, 0.5, 0.5) 0.625 
 
Table 3.4 shows the testing MSEs for SBML with epoch =15 for the two types of 
initial similarity scores. Previously in Figure 3.2, when SBML uses a constant value of 
0.5 as the initial similarity scores, we see the testing MSE yields much larger testing 
MSE (0.896) compared to that of SBML using p-values as the initial similarity scores 
(0.734) in the beginning of the training (i.e., without any learning, epoch = 0). As we 
increase the number of iterations (epoch) for SBML using a constant value of 0.5 as the 
initial similarity scores, testing MSE dramatically reduces and yields much smaller 
testing MSE (0.670 for epoch = 10, 0.625 for epoch = 15) compared to that of SBML 





computationally extensive or expensive (i.e., takes too long for epoch larger than 10), 
depending on the training size, and more iterations do not necessarily guarantee 
minimum testing MSEs for SBML. Thus, using p-values as the initial similarity scores 
with epoch = 0 for SBML may help us save time with some tradeoffs of prediction 
accuracy. 
3.7 Effect of Unmeasured Predictors 
In this section, we investigate the effect of unmeasured predictors (i.e., excluding 
important attributes from the model specification), and the results are summarized in 
Table 3.5. Suppose we miss out (or do not collect) 2 important attributes (X4, X5), thus 
conducting analyses using only 3 important attributes (i.e., X1, X2, X3). Then the testing 
MSE for SBML (using p-values as the initial similarity scores without learning) increases 
by 23% from 0.725 (with all 5 important features) to 0.893 (with only 3 important 
features). Similarly, the testing MSEs for OLM and FLM increase by 17% (from 0.758 to 
0.885) and 15% (from 0.784 to 0.905), respectively, which is not surprising. With 2 
unmeasured predictors, SBML yields smaller testing MSEs compared to FLM (0.893 vs. 
0.905), and slightly larger compared to OLM (0.893 vs. 0.885), but the difference is 
minimal.  
Table 3.5 Effect of Unmeasured Predictors on MSEs 
Models SBML OLM FLM 
X1, X2, X3, X4, X5 0.725 0.784 0.758 
X1, X2, X3 0.893 0.885 0.905 
 
In summary, the testing MSEs for the model with 2 unmeasured predictors (X4, 





we correctly specify the model (i.e., select appropriate predictors), SBML makes a better 
improvement than FLM or OLM. However, this conclusion is drawn under the current 
setting, and different values of the tuning parameters can lead to different conclusions.     
3.8 Effect of Noise Variables 
To understand the effect of noise variable(s), we start with the Setting #1 and 
repeat the analysis by adding 1) 1 noise variable, 2) 2 noise variables, and 3) 10 noise 
variables. Table 3.6 and Figure3.3A summarize the simulation results. 
Table 3.6 Effect of Noise Variables on MSEs 
Number of Noise 
Variables 
SBML OLM FLM 
0 0.725 0.758 0.784 
1 0.746 0.812 0.835 
2 0.769 0.877 0.910 
10 0.981 1.219 1.310 
 
When the model includes all 5 important attributes with no noise variable, the 
testing MSE for SBML (0.725) is smaller than the testing MSEs for OLM or FLM (0.758 
and 0.784, respectively). Then if we add 1 noise variable, then the testing MSE increases 
a little bit from 0.725 to 0.746 for SBML, and the testing MSEs increase from 0.758 to 
0.812 for OLM and from 0.784 to 0.835 for FLM. Then if we add 1 additional noise 
variable for a total of 2 noise variables, then the testing MSE for SBML increases from 
0.746 to 0.769, and the testing MSEs increase from 0.812 to 0.877 for OLM and from 
0.835 to 0.91 for FLM. If we add 8 additional noise features for a total of 10 noise 
variables, then the testing MSE for SBML increases from 0.769 to 0.981, and the testing 
MSEs increase from 0.877 to 1.219 for OLM and from 0.91 to 1.31 for FLM. Thus, the 





and FLM, regardless of the number of noise variables. Also, the gap in the testing MSEs 
for SBML and OLM or FLM gets larger as we increase the number of noise variables. 
 
Effect of Noise Variables with Unmeasured Predictors  
In reality, there often exists unmeasured predictors. To further understand the 
joint effect of noise variables and unmeasured predictors (or in the absence of important 
features), we further analyze scenarios where only 3 important attributes (X1, X2, X3) are 
included in the model (i.e., X4 and X5 are included in the true outcome function Y but are 
excluded in the model, and no noise variable is included in the analysis), then compared 
the predictions by adding 1 noise variable, 2 noise variables, and 10 noise variables 
(Table 3.7, Figure 3.3B). 
Table 3.7 Effect of Noise Variables on MSEs with Unmeasured Predictors 
Number of Noise 
Variables 
SBML OLM FLM 
0 0.893 0.885 0.905 
1 0.903 0.908 0.941 
2 0.908 0.939 0.992 
10 0.959 1.304 1.407 
Note:  2 unmeasured predictors (X4 and X5) 
 
With only 3 important variables included in the base model (i.e., missing 2 
important attributes X4 and X5), the testing MSE for SBML is 0.893, which is slightly 
smaller than FLM (0.905) but slightly larger than the one for OLM (0.885). OLM yields a 
smaller testing MSE compared to SBML. Then if we add 1 noise variable, the testing 
MSEs increase to 0.903, 0.908 and 0.941, for SBML, OLM and FLM, respectively. With 
only 1 noise variable, SBML beats OLM with a minimal difference. Then if we add an 





0.908, 0.939 and 0.992, for SBML, OLM and FLM, respectively. With 2 noise variables, 
SBML starts to predict better compared to OLM and FLM. With 8 additional noise 
features for a total of 10 noise variables, the testing MSEs increase to 0.959, 1.304 and 
1.407, for SBML, OLM and FLM, respectively. Again, SBML outperforms and predicts 
better than OLM and FLM.  
Similar to the noise effect as seen previously with the base model with all 5 
important attributes (i.e., assuming independent attributes without unmeasured 
predictors), the trend of noise effect with 2 unmeasured predictors is that testing MSEs 
for SBML are almost always smaller than the testing MSEs for OLM and FLM. The gap 
in the testing MSEs for SBML versus OLM or FLM gets larger as we increase the 
number of noise variables (Figure 3.3B), meaning that SBML is pretty robust regardless 
of the number of noise variables in the model. 
 
Effect of Noise Variables with Correlation among Attributes 
We will explore the effect of noise variables assuming the attributes are correlated, say 
with r = 0.5 (instead of r = 0). Using Setting #1, we will repeat the analysis by adding 1, 
2, and 10 noise variables. Table 3.8 and Figure 3.3C summarize the simulation results 
(and we will compare to Table 3.6 and Figure 3.3A).   
Table 3.8 Effect of Noise Variables on MSEs given Correlation 
Number of Noise 
Variables 
SBML OLM FLM 
0 0.681 0.811 0.803 
1 0.710 0.851 0.851 
2 0.744 0.889 0.922 
10 1.014 1.417 1.433 






Figure 3.3 Effect of Noise Variables on MSEs 
 
 
Note: Setting #1, (3.3A) r = 0, (3.3B) r = 0, (3.3C) r = 0.5. 
 
Similar to the 2 previous cases, the testing MSE for SBML increases from 0.681 
(with no noise variable) to 1.014 (with 10 noise variables); by adding 10 noise variables, 
the testing MSEs increase by 49%, 75% and 78% for SBML, OLM and FLM, 







































































and FLM, regardless of the number of noise variables. Also, SBML is less sensitive to the 
number of noise variables than other methods.  
In summary, when we compare the testing MSEs from the scenarios Table 3.6  and 
Figure 3.3A to the testing MSEs from the scenarios Table 3.8 and Figure 3.3C, our 
findings are not surprising: 
1) SBML yields the smallest testing MSEs, regardless of the number of noise 
variables and methods.  
2) testing MSEs increase as we increase the number of noise variables for all 
methods.  
3) SBML is less sensitive to the number of noise variables than other methods.  
4) As we add mild correlations among attributes (r from 0 to 0.5), SBML yields 
smaller testing MSEs under almost all scenarios.  
Different values of the tuning parameters may lead to different conclusions, and we 
expect the prediction may be much better for SBML when we use a constant value of 0.5 
as the initial similarity scores with about 10 iterations of learning in the training stage.     
3.9 Effect of Correlation Among Attributes 
In reality, variables are often correlated to each other (e.g., if you’re a taller male, 
you tend to weigh more than a shorter female). Thus, we investigate the performance or 
prediction based on 3 positive values of correlation structures for simplicity. For 
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  , where -1  r 1. 
In this work, we only study the effect of 3 values of positive correlation coefficients. 
Table 3.9 Effect of Correlations on MSEs 
Correlation coeff. SBML OLM FLM 
0 0.725 0.758 0.784 
0.5 0.681 0.811 0.803 
0.75 0.628 0.877 0.838 
Note: S0 = p-values, no hidden predictor.  
 
The results showing the effect of correlations are summarized in Table 3.9 and 
Figure 3.4A. Given Setting #1 (r = 0), the testing MSEs are 0.725, 0.758 and 0.784, for 
SBML, OLM and FLM, respectively. SBML performs better than the traditional 
approaches and yields the smallest testing MSE in this case. When the correlations 
among attributes increase to 0.5 (i.e., r = 0.5), the testing MSE for SBML decreases by 
6% (to 0.681). In contrast, the testing MSEs for OLM and FLM increase by 7% and 2% 
(to 0.811 and 0.803), respectively. When the correlations among attributes further 
increase to 0.75 (i.e., r = 0.75), the testing MSE for SBML further decreases to 0.628, 
while OLM and FLM testing MSEs further increase to 0.877 and 0.838, respectively. 
In summary, when we include all important attributes (X1, X2, X3, X4, X5) in the 
model, SBML yields the smallest testing MSEs compared to OLM and FLM regardless 
of the different values of correlation coefficient we tried, and we observed that as we 
increase correlations among attributes, SBML further reduces testing MSEs, whereas in 





Effect of Correlation When There Are Unmeasured Predictors 
Similarly, we evaluate the effect of 3 positive values of correlation coefficient on the 
performance of testing MSEs, when we exclude 2 important attributes (X4, X5) from the 
model. Table 3.10 and Figure 3.4B show the results when we only use 3 important 
attributes (X1, X2, X3) and have 2 unmeasured predictors (X4, X5). 
Table 3.10 Effect of Correlations on MSEs with Unmeasured Predictors 
Correlation coeff. SBML OLM FLM 
0 0.893 0.885 0.905 
0.5 0.816 0.865 0.877 
0.75 0.758 0.890 0.910 
Note: S0 = p-values, 2 unmeasured predictors (X4, X5) 
 
Figure 3.4 Effect of Correlations and Unmeasured Predictors on MSEs  
 
Note: S0 = p-values, (3.4.A) no hidden predictor, (3.4.B) 2 hidden predictors 
 
For r = 0, testing MSEs are 0.893, 0.885 and 0.905 for SBML, OLM and FLM, 
respectively. OLM yields slightly smaller testing MSEs in this case. When the 
correlations among the attributes increase to r = 0.5, the testing MSEs decrease to 0.816, 













































testing MSEs for SBML, whereas only a 2-3% deduction in testing MSEs for OLM and 
FLM, meaning SBML is the smallest testing MSE in this case. When the correlations 
among the attributes further increase to r = 0.75, the testing MSE for SBML further 
reduces to 0.758; while the testing MSEs for OLM and FLM increase to 0.89 and 0.91, 
respectively.  
In summary, SBML yields the smallest testing MSEs compared to OLM and 
FLM, when there are moderate to strong correlations among the attributes, and an 
increase in the correlation reduces MSEs for SBML, while it increases MSEs for OLM 
and FLM. Furthermore, when there are 2 unmeasured predictors (X4, X5), the testing 
MSEs are higher in general than in the case in Table 3.9 where we include all 5 important 
attributes in the model, regardless of correlation and across different methods. 
 
3.10 Comparisons of Different Machine Learning Methods  
Previously, we used Setting #1 (e.g., a fixed training size of 40 and a testing size 
of 40, etc.). In this section, we run simulations based on Setting #2 (e.g., a training size of 
60, 120 and 240, fixing a testing size at 50, etc.); the reason we fix the testing size is to 
study the effect of training size. Also, we use a constant value of 0.5 as the initial 
similarity scores (S0 = 0.5) with learning for SBML, and only the best SBML testing 
errors will be reported among different values of the maximum number of iterations 
(epoch up to 15) and/or penalty coefficient (λ = -1 or -0.5). In addition, we compare 
SBML with 2 popular ML methods (e.g., SVM with RBF kernel an RF methods) as well 





predicted probabilities of the event and misclassification errors (MCEs) for binary events 
(yes/no) as metrics for testing errors. 
Setting #2 (base setting for Section 3.10): 
o True outcome function: Y1 = {sgn(X1 + X2X3 + X42 + X5) + 1} / 2 
o Model specification: include all predictors (X1 through X5)    
o Correlation among attributes: (r = 0, i.e., independent) 
o Initial similarity scores for SBML (S0): a constant value of 0.5 for each attribute 
o Maximum number of iterations (epoch): up to 20 
o Penalty coefficient (λ): -1 
o Training size (Ntrain) = 60, 120, 240; Testing size (Ntest) = 50 
Setting #3:  same as Setting #2, except  
o True outcome function: Y3 = {sgn(X1 + X22 + 2sin(X3)X42 + X54) + 1} / 2 
Setting #4:  same as Setting #2, except  
o Penalty coefficient (λ): -0.5  
o Model specification: with 1 unmeasured predictor and 2 noise variables (i.e., 
model include X2, …, X7, so it is missing X1 and including X6, X7 instead) 
MSEs 
 
Table 3.11 shows the testing MSEs for Setting #2. Regardless of the number of 
training size, we observe that SBML yields smaller testing MSEs (0.622, 0.457, 0.401 for 
training size of 60, 120, 240, respectively) compared to those of FLM, OLM and RF 





0.419, 0.362 for training size of 60, 120, 240, respectively). The difference in testing 
MSEs between SBML and SVM is about 10% regardless of the training size.  
Table 3.11 Effect of Training Size on Testing MSEs - Setting #2 
 Testing Errors (MSEs) 
Ntrain FLM OLM SVM RF SBML 
60 0.702 0.689 0.553 0.694 0.622 
120 0.654 0.642 0.419 0.579 0.457 
240 0.642 0.640 0.362 0.504 0.401 
 
Second, we use Setting #3 – same as Setting #2, but we use Y3 as the true outcome 
function instead of Y1 (i.e., making it more nonlinear by adding sine functions, etc.). 
When the nonlinearity increases, the testing MSEs with more nonlinearity in the outcome 
function Y3 become larger (about 8% to 57% across all methods) than the testing MSEs 
for the other outcome function Y1 in Setting #2, regardless of training size. Furthermore, 
SBML and RF get robust as we increase the training size, regardless of the true outcome 
functions; while the testing MSEs for FLM, OLM and SVM get much larger. For 
instance, for the training size of 240, the testing MSE for SVM increases from 0.362 
(Setting #2) to 0.535 (Setting #3), whereas the testing MSE for SBML stays around 0.4. 
Table 3.12 Effect of Training Size on Testing MSEs - Setting #3 
 Testing Errors (MSEs) 
Ntrain FLM OLM SVM RF SBML 
60 0.902 0.886 0.765 0.749 0.728 
120 0.849 0.838 0.659 0.665 0.603 
240 0.794 0.789 0.535 0.554 0.463 
  
Table 3.13 shows the testing MSEs for Setting #4 (same as Setting #2, but here, 





When the training size is 120 and 240, SVM yields the smallest testing MSEs (0.731 for 
training size of 120 and 0.677 for training size of 240), followed by RF and SBML. 
When the training size decreases to 60, both SBML and RF yield the smallest testing 
MSEs of 0.855, followed by SVM with RBF kernel method (0.897). In conclusion, when 
we misspecify the model to miss 1 unmeasured predictor and include 2 noise variables 
instead, testing MSEs increase from 30% up to 80% (compared to Setting #2). 
Table 3.13 Effect of Training Size on Testing MSEs - Setting #4 
 Testing Errors (MSEs) 
Ntrain FLM OLM SVM RF SBML 
60 0.939 0.899 0.897 0.855 0.855 
120 0.854 0.834 0.731 0.764 0.773 




Now, let’s compare misclassification errors (MCEs) using binary events (yes/no) 
as the outcome using the same 3 cases we considered for MSEs (Settings #2, #3, #4).  
First, the testing MCEs for Setting #2 are presented in Table 3.14. Regardless of the 
number of training size, we observe that SBML yields smaller testing MCEs (0.198, 
0.139, 0.123 for training size of 60, 120, 240, respectively) compared to those of FLM, 
OLM and RF methods, and that SVM yields the smallest testing MCEs (0.168, 0.111, 
0.082 for training size of 60, 120, 240, respectively). The difference in testing MCEs 
between SBML and SVM decreases from 50% to 18% as we decrease the training size 






Table 3.14 Effect of Training Size on Testing MCEs - Setting #2 
 Testing Errors (MCEs) 
Ntrain FLM OLM SVM RF SBML 
60 0.219 0.215 0.168 0.215 0.198 
120 0.216 0.210 0.111 0.172 0.139 
240 0.207 0.209 0.082 0.144 0.123 
 
 
Second, Table 3.15 shows the testing results for Setting #3. When the nonlinearity 
increases, unlike the MSEs, the testing MCEs for the binary event (yes/no) do not get 
much larger, except in SVM; for MCEs, the testing MCEs for FLM and OLM are about 
the same as the ones for the true outcome function (Y1) in the 1
st scenario (Setting #2), 
and the testing MCEs for the 2 ML methods, SBML and RF, gets smaller, with SBML 
yielding the smallest MCEs regardless of the training size. SBML yields the smallest 
testing errors (both MSEs and MCEs) when there are more nonlinear relationships in the 
data; whereas under previous Setting #2 (for Y1), SVM yields the smallest testing errors 
(both MSEs and MCEs).  
Table 3.15 Effect of Training Size on Testing MCEs - Setting #3 
 Testing Errors (MCEs) 
Ntrain FLM OLM SVM RF SBML 
60 0.206 0.207 0.171 0.171 0.162 
120 0.212 0.208 0.151 0.153 0.140 
240 0.207 0.203 0.117 0.126 0.111 
 
Third, Table 3.16 shows the testing MCEs for Setting #4. Regardless of the 
training size, we observe that SBML yields smaller testing MCEs (0.294, 0.262, 0.227 for 
training size of 60, 120, 240, respectively) compared to those of FLM and OLM, and that 





240, respectively), followed by RF method. However, the testing MCEs of SBML, RF 
and SVM methods are about the same when the number of the training size is 60 or 240. 
Table 3.16 Effect of Training Size on Testing MCEs - Setting #4 
 Testing Errors (MCEs)   
Ntrain FLM OLM SVM RF SBML 
60 0.313 0.307 0.288 0.292 0.294 
120 0.289 0.278 0.235 0.250 0.262 
240 0.284 0.283 0.205 0.221 0.227 
 
3.11 Summary 
We showed how SBML can be flexibly extended to binary outcomes where we 
can treat 1) the predicted probability of the event as a continuous outcome and evaluate 
its performance with mean squared errors (MSEs); and/or 2) the event (yes/no) as a 
binary outcome and evaluate its prediction accuracy with misclassification errors 
(MCEs). When we use the binary event (yes/no) as the outcome, we can also use 
sensitivity or specificity instead of MCEs, which are the sum of both false positives and 
false negatives, depending on the disease indications.    
When we use predicted probabilities as the outcome, with SBML using a constant 
value of 0.5 as the initial similarity scores, the negative values of penalty coefficient (e.g., 
λ = -1, -0.5) and about 10 to 20 iterations yielded the smallest testing MSEs compared to 
FLM and OLM. Given a constant value of 0.5 as the initial similarity scores for each of K 
predictors, SBML with learning eventually helped reduce the testing MSEs; given p-





Consequently, finding appropriate values of tuning parameters is critical as the 
direction of testing MSEs can change, and the tuning parameters need to be determined 
by cross-validation. However, learning can be computationally extensive or expensive; 
and more iterations do not necessarily guarantee minimum testing MSEs for SBML.  
The testing MSEs for the models with 2 unmeasured predictors (X4, X5) were 
larger than for the models with all 5 important predictors, which was expected. When we 
selected appropriate predictors, SBML made more improvements than FLM or OLM. In 
the presence of noise variables, SBML (without learning, S0 = p-values) provided smaller 
testing MSEs than OLM and FLM, regardless of the number of noise variables in the 
models. In addition, the gap in the testing MSEs for SBML and OLM or FLM gets larger 
as we increase the number of noise variables. Similar trends were observed for the noise 
effect 1) in the absence of 2 important predictors and 2) even in the presence of mild 
correlation among attributes. In the absence of 2 important predictors, SBML seemed 
robust and outperformed FLM and OLM as we increased the number of noise variables. 
For Setting #1 with mild correlations (r = 0.5), testing MSEs for both FLM and OLM 
increased regardless of the number of noise variables, while testing MSEs for SBML 
slightly reduced in general (compared to Setting #1 with r = 0). Most importantly, testing 
MSEs for SBML are much smaller compared to FLM and OLM under all scenarios.  
SBML yielded the smallest testing MSEs compared to OLM and FLM among 
different correlations we tried. As we increased correlations, SBML further reduced 
testing MSEs; in contrast, FLM and OLM increased testing MSEs. When we had 2 





higher than when we included all 5 predictors, regardless of correlation across different 
methods; and 2) SBML yielded the smallest testing MSEs compared to OLM and FLM, 
when there are mild/strong correlations. Additionally, when compared against other ML 
methods, SBML seems to perform better when there is more nonlinearity in the data, 
especially when the training size is small, and predicts relatively well compared to SVM 
with RBF kernel, given manual cross-validation method.   
The performance of SBML seems satisfactory and promising compared to 
existing approaches, especially when we use a constant value of 0.5 as the initial 
similarity scores with about 10 iterations. The conclusions are drawn under our 
simulation settings, and different data structures or different values of the tuning 
parameters can lead to different conclusions. Nonetheless, we expect the prediction of 
SBML to be further improved by optimizing the tuning parameters via cross-validation in 





4. RECURSIVE SIMILARITY-PRINCIPLE-BASED MACHINE LEARNING 
4.1 Introduction 
So far, we saw SBML performing well even when the data is not large. However, 
for big data, the computing time can be extensive. In order to apply SBML to big data, 
we propose the hierarchical or recursive SBML (RSBML) to allow computational 
efficiency and the utilization of diverse data sources to achieve a better prediction. 
Recursive learning is an efficient way to learn from complicated data when the 
differences are often difficult to precisely define. For instance, two trials conducted at 
different times or in different countries may differ in medical practice or standard of care, 
or on account of race or other unknown characteristics. In this case, RSBML can be 
viewed as a meta-analysis. RSBML can also be viewed as a combination of SBML and 
dimensionality reduction methods, and it can continue on more than two levels.  
As illustrated in Figure 4.1, recursive (hierarchical) learning is a much more 
efficient way of learning in the real world than learning everything from one-level 
SBML. Suppose the dots represent individual subjects, and each star represents the center 
or representative (e.g., mean, median) of each group. If a new subject comes in (person 
figure, treated as a Test set), it may be computationally efficient when we only compare 
this new subject with the 6 group representatives instead all 30 subjects. 
The idea of RSBML is based on human learning in an effort to capture efficiency 
and save time. The human brain has limited capacity and can sometimes memorize only 
the forest and not the individual trees for efficiency. The recursive / constructive learning 





Pardilla-Delgado, E & Payne, J D (2017), “Remembering the gist of experience (instead 
of or along with individual details) is arguably an adaptive process and this task has 
provided a great deal of knowledge about the constructive, adaptive nature of memory.” 
In a similar manner, RSBML resembles the nature of human learning by distilling from 
the group averages. 




Recursive SBML involves hierarchical learning at multiple levels, the individual 
and group levels. Let’s illustrate RSBML using clinical trials as an example. First, SBML 
is applied to the individual subjects within each group or trial to obtain the attribute-
scaling factors and weights as described in earlier chapters. Then SBML is applied again 
to the trial level, in which similarities between different trials are considered. To 
determine the similarities between the trials, aggregated attributes need to be used, such 
as mean outcome, mean age, and the mode or proportion of female participants in each 







distinguish the different trials. Finally, the weights of SBML at different levels are 
combined to predict the individual subject’s results. Specifically, in the aggregated level, 






,              𝑡 = 1,2, … , 𝐿              (22) 
where W*tl is determined by the similarity score S*tl between subject t and virtual subject 
l (i.e., a group representative, who has the group attributes ?̅?𝑙 such as group mean age, 
group mean weight, etc.). Here, (?̅?𝑙, ?̂?𝑙(?̅?𝑙)) is the training set for determining the attribute-
scaling factors R* in weights W*tl.  




,              𝑙 = 1,2, … , 𝐿              (23) 











,              𝑡 = 1,2, … , 𝐿              (24) 
where for a given group l, weight Wlj is determined in the same way as Wij for the paired 
individuals in a single group or trial, i.e., by using the similarity score between the ith and 
jth subjects in the lth group. Nl is the number of subjects in the group l. The computation 
time for SBML is O(N2), while it is O(N3/2) for RSBML.   
4.3 Algorithms 
We can use the following algorithm to run simulations to evaluate the 





Stage 1: SBML to make up a Training set in Stage 2 for RSBML 
For simplicity and the purpose of illustration, let’s assume we have 10 groups and that 
each group has 20 subjects as a training set. For simplicity, we will use the same number 
of subjects in each group and assume there is no missing data. 
For Group 1, calculate the means of the baseline characteristics of subjects; this will 
serve as a representative for Group 1 (Test set for Group 1 in Stage 1). Using the 20 
subjects as a Training set for Group 1 in Stage 1, and the group representative as a Test 
set for Group 1 in Stage 1 (with group means of baseline characteristics as predictors), 
we can predict the group representative’s outcome using methods such as the simple 
SBML or GLM. This predicted outcome and the group means will serve as the 1st subject 
in the Training set in Stage 2 in the RSBML setting later. We repeat this process of Stage 
1 Simple SBML for the rest of the groups. By doing so, we are preparing for the Training 
set in Stage 2 for the RSBML.  
Consequently, at the end of Stage 1, we will have 10 records (1 record representing each 
group) which will serve as a Training set of Stage 2. To reiterate, within each group, the 
group representative record has been served as 1) the only single subject in the Test set 
for Group 1 in Stage 1; and once its outcome has been predicted, then as 2) one of the 10 
representative records in the Training set of Stage 2 (treating the predicted outcome in 
Stage 1 as the observed outcome in Stage 2). 
Stage 2: RSBML 
In the previous Stage 1, we made up a ‘virtual’ Training set (based on representatives 





have 5 new subjects that we want to predict future outcomes; these 5 new subjects will 
serve as a Test set of Stage 2 and Stage 3. That is, instead of using the individual-level 
data obtained in Stage 1, we will use the group-level data (as a Training set of Stage 2) to 
predict the outcomes of these 5 new subjects in the Test set of Stage 2. This way, we can 
save computation time. 
Stage 3: SBML to compare prediction accuracy 
To evaluate whether RSBML saves computation time without losing prediction accuracy, 
we can combine the individual data of 200 subjects from Stage 1, and use them as a 
Training set for simple SBML, then run Simple SBML to predict the outcomes of the 
same 5 new subjects from Test set of Stage 2. We then can compare the testing errors 
from this Stage 3 (Simple SBML as described in Chapter 1 for a continuous outcome and 
Chapter 2 for a binary outcome) with testing errors obtained in Stage 2 (RSBML). 
4.4 Simulations 
We explore the effects of nonlinearity, noise variables, unmeasured predictors and 
the maximum number of iterations for learning for RSBML (epoch). We also evaluate the 
performance of RSBML and compare with the generalized linear model (GLM) for 
continuous outcomes. We only compare to GLM in this section because 1) we already 
compared to other classical and popular ML methods in earlier chapters and 2) the main 
purpose of this chapter is to evaluate the performance of RSBML against SBML in terms 





4.4.1 Simulation Data and Setting 
We generate standard multivariate normal (MVN) data with 7 independent attributes, X1 
through X7, then we later generate additional noise variables if needed. The true outcome 
functions (Y) discussed in this chapter are listed below in Table 4.1.  
Table 4.1 List of True Outcome Functions 
True outcome functions 
Y1 = X1 + X2+ X3 
Y2 = X1 + X2X3+ X3
2 
Y3 = X1 + X2X3+ 3X3
2 + X4 
Y4 = X1 + X2X3+ 5X3
2 + X4 
Y5 = X1 + X2X3+ 2X3
2 + sin(X4) 
Y6 = X1 + X2X3+ 2X3
2 + 2sin(X4) 
Y7 = X1 + X2X3+ 2X3
2 + X7 
Y8 = X1 + X2X3+ 2X3
2 + X7
2 
Y9 = X1 + X2X3+ 2X3
2 + X4 
Y10 = X1 + X2X3+ 2X3
2 + X4 + X5 
Y11 = X1 + X2X3+ 2X3
2 + X4 + X5 + X6 
Y12 = X1 + X2X3+ 2X3
2 + X4 + X5 + X6 + X7 




Regardless of the true outcome function, the performance will be evaluated across two 
different models: f1(x) with selected variables (X1, X2, X3, X7) and f2(x) with all 7 variables 
(X1, X2, X3, X4, X5, X6, X7). For instance, regardless of the true outcome function, the 
GLM for f1(x) with selected variables is as follows:  
f1(x) = ’0 + ’1X1 + ’2X2 + ’3X3 + ’7X7. 
Similarly, the GLM for f2(x) with all 7 variables is as follows:  







For Y1 and Y2:  
o f1(x) indicates that the model captures all 3 important predictors (X1, X2, X3) and 
includes 1 noise variable (X7). 
o f2(x) indicates that the model captures all 3 important predictors (X1, X2, X3) and 
includes 4 noise variables (X4, X5, X6, X7). 
For Y3 through Y6, Y9 and Y13:  
o f1(x) indicates that the model captures only 3 important predictors (X1, X2, X3), i.e., 
missing 1 important predictor (X4); and includes 1 noise variable (X7). 
o f2(x) indicates that the model captures all 4 important predictors (X1, X2, X3, X4) 
and includes 3 noise variables (X5, X6, X7). 
For Y7 and Y8:  
o f1(x) indicates that the model captures all 4 important predictors (X1, X2, X3, X7) 
and includes 0 noise variable. 
o f2(x) indicates that the model captures all 4 important predictors (X1, X2, X3, X7) 
and includes 3 noise variables (X4, X5, X6). 
For Y10 = X1 + X2X3+ 2X3
2 + X4 + X5:  
o f1(x) indicates that the model captures only 3 out of 5 important predictors (i.e., 
X1, X2, X3), missing 2 important predictors (X4, X5) and includes 1 noise variable 
(X7). 
o f2(x) indicates that the model captures all 5 important predictors (X1, X2, X3, X4, 






For Y11 = X1 + X2X3+ 2X3
2 + X4 + X5 + X6:   
o f1(x) indicates that the model captures only 3 out of 6 important predictors (i.e., 
X1, X2, X3), missing 3 important predictors (X4, X5, X6) and includes 1 noise 
variable (X7). 
o f2(x) indicates that the model captures all 6 important predictors (X1, X2, X3, X4, 
X5, X6) and includes 1 noise variable (X7). 
For Y12 = X1 + X2X3+ 2X3
2 + X4 + X5 + X6 + X7:   
o f1(x) indicates that the model captures all 4 out of 7 important predictors (i.e., X1, 
X2, X3, X7), missing 3 important predictors (X4, X5, X6) and includes 0 noise 
variable. 
o f2(x) indicates that the model captures all 7 important predictors (X1, X2, X3, X4, 
X5, X6, X7) and hence includes 0 noise variable. 
In this chapter, we assume no correlations among attributes (r = 0) and there is no 
missing data. The training size per group in Stage 1 is 20 for each of the 64 groups, and 
the testing size in Stage 2 is 1000. SBLM or RSBML algorithms use the following values 
for the tuning parameters, unless otherwise specified: learning rate () of 0.125, the 
maximum number of iterations (epoch) of 10, penalty coefficient () of 1, and initial 
similarity scores 𝑆𝑘
0 = 0.5 for k = 1, …, K, where K is the number of predictors included 





4.4.2 Effect of Learning 
In this section, we evaluate the impact of learning (epoch) of RSBML on the testing 
errors, given three true outcome functions: Y3, Y6 and Y11. The three scenarios are 
considered to illustrate the effect of learning in the presence of unmeasured predictors 
and hopefully to reflect the real-world cases. The results are shown in Table 4.2 and 
Figure 4.2. When we consider Y3 and Y6, the model f1(x) indicates that there are one 
unmeasured predictor and one noise variable, and the model f2(x) means all of the 
important predictors are included but three noise variables are included to the detriment 
of the model. Given Y11, the model f1(x) fails to capture 2 additional unmeasured 
predictors. 
First, given Y3, the testing errors for RSBML without learning (i.e., epoch = 0) are 
0.9875 for f1(x) and 1.0098 for f2(x), which are very close to the testing errors for GLM 
(1.02 and 0.96 for f1(x) and f2(x), respectively). As we increase the maximum number of 
iterations (epoch) to 5, testing errors for RSBML dramatically reduce from 0.9875 to 
0.6374 for f1(x) and from 1.0098 to 0.5585 for f2(x). Furthermore, RSBML appears very 
robust and stable throughout iterations of learning (epoch from 5 to 20), maintaining the 
testing errors of 0.64 and 0.56 for f1 (x) and f2(x), respectively. 
Similar patterns were observed for Y6 and Y11. As we increase the epoch to 5, the 
testing errors of RSBML reduce roughly from 0.97 to 0.78 for f1(x) and from 0.98 to 0.8 
for f2(x). RSBML becomes very robust and stable as we further increase the maximum 
number of iterations (epoch from 10 to 20), yielding smaller testing errors around 0.7 for 





In summary, 1) learning helps reduce the testing errors of RSBML, regardless of 
the true outcome functions and even in the presence of one or three noise variables and/or 
unmeasured predictors; and 2) about 10 or 15 iterations of learning seem to produce 
robust and reliable results. The maximum number of iterations (epoch) can be determined 
by the cross validation. 
Table 4.2 Effect of Learning on Testing MSEs for RSBML 
epoch Y3 Y6 Y11 
f1(x) f2(x) f1(x) f2(x) f1(x) f2(x) 
0 0.9875 1.0098 0.9750 0.9864 0.9774 0.9830 
5 0.6374 0.5585 0.7877 0.8415 0.7827 0.8331 
10 0.6394 0.5597 0.7331 0.7012 0.7364 0.7246 
15 0.6392 0.5602 0.7330 0.7015 0.7366 0.7251 
20 0.6391 0.5602 0.7331 0.7018 0.7366 0.7252 
 
Figure 4.2 Effect of Learning on MSEs for RSBML 
 





4.4.3 Effect of Nonlinearity 
To understand the impact of true outcome functions (nonlinearity) on the testing errors 
for RSBML, we compare several true outcome functions (Y) across two models: f1(x) and 
f2(x). The results are summarized in Table 4.3.  
Table 4.3 Effect of True Outcome Functions on MSEs  
 f1(x) f2(x) 
True outcome functions RSBML GLM RSBML GLM 
Y4 = X1 + X2X3+ 5X3
2 + X4 0.4685 1.0489 0.5463 1.0207 
Y6 = X1 + X2X3+ 2X3
2 + 2sin(X4) 0.7331 0.9691 0.7012 0.8312 
Y8 = X1 + X2X3+ 2X3
2 + X7
2 0.7157 0.9743 0.7019 0.9774 
Y11 = X1 + X2X3+ 2X3
2 + X4 + X5 + X6 0.7364 0.9685 0.7246 0.7402 
Y13 = X1 + X2X3+ 2X3
2 + X4
2 0.7355 0.9546 0.7299 0.9634 
 
When we use the model f1(x), the testing errors range from 0.4685 to 0.7364 for 
RSBML and from 0.9546 to 1.0489 for GLM across various true outcome functions. 
When we use the model f2(x), the testing errors range from 0.5463 to 0.7299 for RSBML 
and from 0.7402 to 1.0207 for GLM across various true outcome functions. Regardless of 
the outcome functions (except Y4) and the models, RSBML seems to achieve robust and 
consistent testing MSEs around 0.7, which are much smaller compared to GLM.  
Importantly, when we have 3 unmeasured predictors such as in Y11 with the model 
f1(x) instead of f2(x), RSBML yields consistent performance and lose subtle precision 
(i.e., MSE slightly increases from 0.7246 to 0.7364), but not as much as GLM (i.e., MSE 
increases by 0.2 from 0.7402 to 0.9685).  
To summarize, RSBML produces stable, robust and much smaller testing errors 
than GLM, regardless of the true outcome functions (i.e., linear or nonlinear), even in the 





4.4.4 Effect of Noise Variables 
In this section, in order to evaluate the impact of number of noise variables (0, 10, 20, 50, 
100), we generate more random numbers from MVN to make up a dataset with additional 
noise variables (up to 100). For RSBML, epoch of 10 or 20 has been used. Table 4.4 and 
Figure 4.3 shows the prediction accuracy for three outcome functions (Y7, Y10, Y12) across 
two models, f1(x) and f2(x), given different number of noise variables. The 1
st row of the 
table represents the base model f1(x), and the 2
nd row represents a model which includes 
10 noise variables in addition to the base model f1(x) for the analysis, and so on.  
Given Y7 and when there is no noise variable included in the model, RSBML 
yields a testing error of 0.68, whereas GLM yields around 0.9. As we increase the 
number of noise variables from 0 to 20, the testing error decreases to 0.58 for RSBML, 
whereas in contrast, it slightly increases to 0.92 for GLM. With 50 or 100 noise variables 
included in the model, the testing error of RSBML dramatically increase to 0.9 or 1.06. 
Similar pattern was observed for Y10 (which has two additional predictors compared to 
Y7) and Y12 (which has three additional predictors compared Y7). 
To summarize, when the number of noise variables is smaller or close to the 
training size (20 per group), RSBML seems to perform well. That is, RSBML seems to 
outperform GLM, yielding about 0.2-0.3 smaller testing errors, when there are 0, 10 or 20 
noise variables included in the model. With 50 or 100 noise variables (i.e., number of 
noise variables >> training size), the testing errors for RSBML dramatically increases and 






Table 4.4 Effect of Number of Noise Variables on MSEs with RSBML 
# Noise 
Variables 
Y7 Y10 Y12 
RSBML GLM RSBML GLM RSBML GLM 
0 0.6835 0.9070 0.7111 1.0040 0.7586 0.9461 
10 0.6049 0.9128 0.6577 1.0043 0.7032 0.9418 
20 0.5796 0.9214 0.6284 1.0220 0.6691 0.9551 
50 0.9344 0.9312 0.9582 1.0336 0.9662 0.9698 
100 1.0626 1.0098 1.0705 1.1256 1.0644 1.0589 
 
Figure 4.3 Effect of Number of Noise Variables on MSEs for RSBML 
 
4.4.5 Effect of Unmeasured Predictors 
Often times, we fail to capture all of the important variables in the analysis or model 
specification, but the variables were used in the true outcome function to generate the 
response Y, and we call these unmeasured predictors. In this section, we consider three 
outcome functions (Y9, Y10, Y11), given the model f1(x), and we focus on the effect of 





Table 4.5 Effect of Unmeasured Predictors on MSEs with RSBML 
True Outcome Functions  # of Unmeasured 
Predictor(s) 
RSBML  GLM 
Y9 = X1 + X2X3+ 2X3
2 + X4 1 0.7158 0.9726 
Y10 = X1 + X2X3+ 2X3
2 + X4 + X5 2 0.7221 0.9723 
Y11 = X1 + X2X3+ 2X3
2 + X4 + X5 + X6 3 0.7364 0.9685 
  
As there are more unmeasured predictors, the testing errors for RSBML slightly 
increase. When we have only 1 unmeasured predictor (X4) as in Y9 using f1(x), the testing 
error of RSBML is 0.7158. When there are 2 unmeasured predictors (X4, X5) as in Y10 
using f1(x), the testing error of RSBML slightly increases to 0.7221. Similarly, when 
there are 3 unmeasured predictors (X4, X5, X6) as in Y11 using f1(x), the testing error of 
RSBML slightly increases to 0.7364. However, the difference is very small. To 
summarize, even we fail to capture important predictors in the analysis, RSBML yields 
robust, stable and smaller testing errors (around 0.7) compared to GLM (around 0.97), 
and the impact of unmeasured predictors on prediction accuracy for RSBML is very 
minimal. 
4.4.6 Comparison of RSBML vs. SBML 
In this section, we compare RSBML against SBML using big data (i.e., combined 
individual-level data for all groups) in terms of prediction accuracy as well as 
computation time. We select a few cases in this work, and the performance of both 
RSBML and SBML with two models, f1(x) and f2(x), are summarized in Table 4.6 and 
Figure 4.4. For some cases, RSBML kept reducing testing errors as we increase epoch. 





number of iterations for learning – because for the most cases, both RSBML and SBML 
seem to provide stable results by epoch of 10. 
Table 4.6 Comparison of RSBML vs. SBML 
Outcome 
Functions 
f1(x) f2(x) Time Spent (min) 
RSBML SBML RSBML SBML RSBML SBML 
Y1 0.6013 0.5998 0.5708 0.5785 2.36  12.39  
Y2 0.8496 0.8258 0.8443 0.8386 2.44  13.00 
Y3 0.6394 0.3127 0.5597 0.2608 1.84  7.01 
Y5 0.7039 0.4763 0.6807 0.4735 2.15  10.62 
 
Figure 4.4 Comparison of RSBML vs. SBML 
 
First, we consider a linear outcome function Y1. Regardless of the model, i.e., f1(x) 
or f2(x), RSBML achieves similar performance as SBML (testing errors around 0.6) at 
about 6 times faster (i.e., about 2 minutes for RSBML vs. about 12 minutes for SBML). 





as SBML again at 6 times faster, regardless of the model, i.e., f1(x) or f2(x); RSBML takes 
about 2 minutes, while SBML takes about 13 minutes.  
For Y3, where we have an additional predictor (X4), the results are no longer 
satisfactory. Unlike previous two cases, RSBML cannot achieve similar performance as 
SBML, and the testing errors of RSBML are almost double of SBML. As we increase 
epoch from 0 to 5, the testing errors of RSBML dramatically reduce from 0.9875 to 
0.6374 for f1(x) and from 1.0098 to 0.5585 for f2(x); however, as we increase epoch to 10 
and 15, the testing errors of RSBML slightly increase to 0.6394 then to 0.6392 for f1(x) 
and to 0.5597 then to 0.5602 for f2(x). That is, RSBML seems to reach its local minimum 
at epoch = 5. Similarly, the testing errors of SBML dramatically reduce from 0.9705 to 
0.3127 for f1(x) and from 0.988 to 0.2608 for f2(x), and SBML seems to reach its local 
minimum at epoch = 5. The testing errors for GLM are 1.0189 for f1(x) and 0.9591 for 
f2(x), which are much larger than RSBML. Hence, with some trade-offs of prediction 
accuracy, RSBML helps save time (about 4 times faster than SBML) and still achieves 
better performance than GLM.  
Lastly, we consider Y5. Unlike Y1 and Y2, and similar to Y3, RSBML cannot 
achieve similar performance as SBML. As we increase epoch from 0 to 5, the testing 
errors of RSBML dramatically reduce from 0.9732 to 0.7623 for f1(x) and from 1.0004 to 
0.8332 for f2(x). As we increase epoch to 10, the testing errors of RSBML further reduce 
to 0.7039 for f1(x) and to 0.6807 for f2(x), then slightly increase to 0.7043 for f1(x) and to 
0.682 for f2(x). That is, RSBML seems to reach its local minimum at epoch = 10. 





and from 0.9783 to 0.4735 for f2(x), and SBML seems to reach its local minimum at 
epoch = 5. The testing errors for GLM are 0.9615 for f1(x) and 0.9177 for f2(x), which are 
much larger than RSBML. Hence, with some trade-offs of prediction accuracy, RSBML 
helps save time (about 5 times faster than SBML) and still achieves better performance 
than GLM. 
In summary, based on the four cases, satisfactory performance of RSBML was 
reached at much faster computing time, and the performance of both RSBML and SBML 
stabilized at epoch around 5 or 10. For the first two cases we considered, the computing 
time of RSBML was about 6 times faster than SBML (about 2 minutes for RSBML vs. 
about 12-13 minutes for SBML). For the other two cases we considered, where there was 
an unmeasured predictor (X4), RSBML performed poorly compared to SBML; however, 
with some trade-offs of prediction accuracy, RSBML helps save time (about 4-5 times 
faster than SBML) and still provided smaller testing errors than GLM.   
4.5 Summary 
In this chapter, we extended SBML algorithm to hierarchical / recursive / meta-
analysis frameworks. As in SBML, learning helped reduce the testing errors of RSBML, 
regardless of the true outcome functions and even in the presence of a few number of 
noise variables and/or unmeasured predictors. About 10 or 15 iterations of learning 
seemed to produce robust and reliable results, and the maximum number of iterations 
(epoch) can be determined by the cross-validation.  
Regardless of the true outcome functions (i.e., linear or nonlinear), RSBML 





of a few noise variables and/or unmeasured predictors; RSBML worked well especially 
when the data is nonlinear. 
As we evaluated the effect of noise variables (i.e., high dimensionality), RSBML 
outperformed GLM and yielded about 0.2-0.3 smaller testing errors, when the number of 
noise variables was smaller or close to the training size per group in Stage 1 (Nl). With 50 
or 100 noise variables (i.e., number of noise variables >> training size per group in Stage 
1), the testing errors for RSBML got larger and closer to GLM testing errors. This may be 
due to overparameterization for both RSBML and GLM. 
As the number of unmeasured predictors in the analysis increased, the testing 
errors of RSBML slightly increased; however, the difference was very small which may 
be due to random simulation errors. That is, even when we fail to capture important 
predictors in the analysis, RSBML yielded robust, stable and smaller testing errors 
(around 0.7) compared to GLM (around 0.97), and the impact of unmeasured predictors 
on prediction accuracy for RSBML was very minimal. 
Most importantly, RSBML was able to achieve satisfactory prediction accuracy as 
SBML at a much faster running time, and both RSBML and SBML stabilized at epoch of 
5 or 10. For the half of the cases we considered, the computing time of RSBML was 
about 6 times faster than SBML. For the other half of the cases we considered, RSBML 
yielded larger testing MSEs than SBML; however, with some trade-offs of prediction 
accuracy, RSBML helped save time (about 4-5 times faster than SBML) and still 





5. CONCLUSION AND DISCUSSION 
The main goal in the scientific discovery is often prediction. For drug 
development, such a prediction can be used in early phase data to predict later phase 
outcomes and tuning the target population on an aggregated level. Using the outcome 
from earlier clinical trials, we can also predict the outcomes for future subjects on the 
individual subject level, also called precision medicine.  
SBML is based on the similarity principle, while other ML methods use similarity 
measures but not necessarily the similarity principle. Therefore, SBML is more intuitive 
and objective. In this work, we 1) proposed a new artificial intelligence (AI) or machine 
learning (ML) approach, SBML, based on the similarity principle, 2) introduced the 
attribute-scaling factors to reflect the relative importance of each attribute, 3) derived the 
formulation for partial derivatives for Similarity-Principle-Based Machine Learning 
(SBML) using the gradient method, and 4) provided the AI or ML algorithms. Through 
extensive simulations, we evaluated impact of tuning parameters and showed that SBML 
can achieve a better prediction performance in terms of the testing MSE in most cases 
studied for both regression and classification problems.  
The proposed SBML algorithm has some distinct features as outlined in this 
chapter. In contrast to the majority of ML methods that require big data, SBML can 
consistently produce reliable and robust predictions compared to other methods, even 
with small training data. When data displays complex structures or nonlinearity, SBML 
shows even better prediction results than other traditional methods and yields similar 





Unlike most kernel methods, SBML introduces the attribute-scaling factors so that the 
relative importance of different attributes can be objectively determined in the similarity 
measures. Therefore, SBML often produces better predictions when we have small 
training data or when the data is more complex.  
In training SBML, we normalize the data for predictors and for continuous 
outcomes, so the tuning parameters to be determined can be applied to different datasets, 
regardless of different measurement units. Based on our simulation study, we suggest the 
following tuning parameters for normalized data: a constant value of 0.5 as the initial 
similarity scores for all predictors, a learning rate (α) around 0.125, a penalty coefficient 
(λ) ranging from -2 to 2, and the maximum number of iterations (epoch) ranging from 5 
to 20. The tuning parameters can be determined via cross-validation. 
When the outcome is binary, we can evaluate SBML using several criteria, 
including the predicted probability of the event (mathematically equivalent to MSE) and 
misclassification errors (equivalent to the sum of both false positives and false negatives). 
The conclusions are similar to those for the continuous outcomes.  
It is desirable to evaluate SBML using more clinical trial data and other real data 
as our conclusions are mainly based on the simulation studies. Moreover, it is also 
desirable to make the tuning parameters automatically determined in the future and 
improve computationally efficacy using a better learning algorithm. Cross-validation can 
be also used for method selection between different ML approaches. We believe SBML 
has a great potential, not only for clinical trials but also in many other fields. Many 







Application and Demo using Pima Indians Diabetes Dataset 
The details of the proposed algorithm in Section 2.2.4 are described and implemented 
step by step. The proposed algorithm is conducted as an explanation using a partial data 
of the PimaIndiansDiabetes dataset available mlbench package in R, which is originally 
taken from the National Institute of Diabetes and Digestive and Kidney Diseases.  
This Pima Indians Diabetes dataset consists of all females who are 21 years old  
and above of the Pima Indian heritage, and it contains 768 observations and 9 variables: 
1) Number of pregnancies; 2) Plasma glucose concentration in an oral glucose tolerance 
test; 3) Diastolic blood pressure (mm Hg); 4) Triceps skin fold thickness (mm); 5) 2-Hour 
serum insulin (mu U/ml); 6) Body mass index (weight in kg/(height in m)^2); 7) Diabetes 
pedigree function; 8) Age in years; 9) Binary outcome variable (Yes or No for diabetic, 
diagnosed according to the World Health Organization criteria). The objective of the 
collected dataset is to predict whether or not a person would develop diabetes within five 
years given the eight significant risk factors included in the dataset (Smith 1988). 
However, for simplicity and visualization purposes, we will only use two 
independent variables (pressure and age) as our predictors or attributes and glucose as 
our continuous outcome dependent variable. Furthermore, to simplify the calculation, we 
will only use the first 5 subjects as a training set and next 3 subjects as a Test set, and 





Please note that if the focus is about predicting actual values of the outcome instead of 
evaluating model or parameters, we can use the raw (non-normalized) outcome values. 
> head(myTrainPID) 
  pressure age glucose 
1       72  50     148 
2       66  31      85 
3       64  32     183 
4       66  21      89 
5       40  33     137 
 
> head(myTestPID) 
  pressure age glucose 
6       74  30     116 
7       50  26      78 
8        0  29     115 
 
Step 1) Normalize the Training dataset as described in Section 2.2.2. 
> xTrain 
    pressure         age 
1  0.8358876  1.58780808 
2  0.3536447 -0.22956261 
3  0.1928971 -0.13391152 
4  0.3536447 -1.18607350 
5 -1.7360742 -0.03826044 
 
Step 2) Assign Initial Similarity Scores (𝑆𝑘
0):  
Given (0.5, 0.5) as the initial similarity scores (i.e., 𝑆𝑘
0 = 0.5), 
 
> initS 
[1] 0.5 0.5 
 
> eta = 1 
 
Step 3) Determination / Estimation of Initial Scaling Factors (𝑅𝑘
0) – Solve for 𝑅𝑘
0 based 
on initial similarity scores, e.g., 𝑆𝑘
0 = p-values: 
Hand calculations:  
 
For X1 (i.e., pressure variable, k=1, 1
st variable): 
- IQR for X1 = 0.3536447 - 0.1928971 = 0.1607476 
- 𝑅1






For X2 (i.e., age variable, k=2, 2
nd variable): 
- IQR for X2 = -0.03826044 – (-0.2295626) = 0.1913022 
- 𝑅2
0 (i.e., attribute-scaling factor for X2) = -log(0.5) / 0.1913022 = 3.62331 
 
> R0s ## using InitialRs() function - see Appendix 
[1] 4.312022 3.623310  
 
Step 4) Determination of Scaled Distance (dij): 
For i=1; j=2;   
> xTrain 
    pressure         age 
1  0.8358876  1.58780808 
2  0.3536447 -0.22956261 
 
> (4.312022 * abs(0.8358876 - 0.3536447))^2 + (3.623310 * abs(1.58780808 - -
0.22956261))^2 
[1] 47.68495 
> (47.68495)^(1/2)  
[1] 6.905429 
 
d12 = d21 = 6.90543 
… 
 
For i=2; j=4;   
> xTrain 
    pressure         age 
2  0.3536447 -0.22956261 
4  0.3536447 -1.18607350 
 
> ( (4.312022 * abs(0.3536447 - 0.3536447))^2 + (3.623310 * abs(-0.22956261 - 
-1.18607350))^2 ) ^ (1/2) 
[1] 3.465735 
 
d24 = d42 = 3.465735 
… 








𝑑11 𝑑12 𝑑13 𝑑14 𝑑15
𝑑21 𝑑22 𝑑23 𝑑24 𝑑25
𝑑31 𝑑32 𝑑33 𝑑34 𝑑35
𝑑41 𝑑42 𝑑43 𝑑44 𝑑45

















0 6.90543 6.826708 10.26349 12.55821
6.90543 0 0.7749621 3.465736 9.037534
6.826708 0.7749621 0 3.874811 8.324983
10.26349 3.465736 3.874811 0 9.924357







We can verify using Distance() function – see Appendix. 
 
Step 5) Similarity Functions / Measures (Sij): 
By exponentiating the negative values of the scaled distances, we get the following 
similarity scores. This calculation can be done in R or other software, and the output is 







𝑆11 𝑆12 𝑆13 𝑆14 𝑆15
𝑆21 𝑆22 𝑆23 𝑆24 𝑆25
𝑆31 𝑆32 𝑆33 𝑆34 𝑆35
𝑆41 𝑆42 𝑆43 𝑆44 𝑆45













1 0.00100 0.00108 0.00003 3.5e-06
0.00100 1 0.46072 0.03125 0.00011
0.00108 0.46072 1 0.02075 0.00024
0.00003 0.03125 0.02075 1 0.00004














0.99787 0.00100 0.00108 0.00003 3.5e-06
0.00067 0.66975 0.30856 0.02092 0.00007
0.00073 0.31070 0.67439 0.01399 0.00016
0.00003 0.02970 0.01973 0.95048 0.00004







Step 7) Prediction of Outcome (?̂?𝑖): 
> PredictedY(W, yTrain, yTrain)  
$pred_Y 
           [,1] 
[1,]  0.4721061 
[2,] -0.3142942 











> mySBMLtrain = SBMLtrain(Epoch=EpochN, S0s=initS, Lamda=lamdaVal, 
LearningRate=LRval, eta=1, xTrain, yTrain) 
 
> mySBMLtrain ## <- normalized Xs, raw Ys 
$Rs 
[1] 4.312022 3.623310 
 
$Y 










> mySBMLtrain ## <- Raw Xs and Ys (i.e., NOT normalized data) 
$Rs 
[1] 0.3465736 0.3465736 
 
$Y 










Step 8) Calculation of Errors: 
> cbind(PredictedY(W, Ytrain, Ytrain)$pred_Y, yTrain) 
                    yTrain 
[1,]  0.4721061  0.4727629 
[2,] -0.3142942 -1.0468322 
[3,]  0.5499841  1.3169824 
[4,] -0.9083791 -0.9503499 
[5,]  0.2075009  0.2074368 
 







> cbind(PredictedY(W, Ytrain, Ytrain)$pred_Y, yTrain) #<-normalized Xs, raw Ys 
               yTrain 
[1,] 147.97277    148 
[2,] 115.36986     85 
[3,] 151.20147    183 
[4,]  90.74004     89 
[5,] 137.00266    137 
 
> sum((PredictedY(W, Ytrain, Ytrain)$pred_Y - yTrain)^2) / 5 
[1] 387.3007 
 
Step 9) is only necessary when we run SBML with learning, therefore, we can skip this 
step for now and come back later.  
Step 10) Prediction of Future Outcomes: 
> S 
             [,1]         [,2]         [,3]         [,4]         [,5] 
[1,] 9.433785e-04 6.116589e-02 2.917710e-02 1.540137e-02 7.287987e-06 
[2,] 1.257728e-05 2.998533e-03 5.098282e-03 2.998533e-03 1.454556e-02 
[3,] 5.144879e-12 1.151994e-10 2.272285e-10 9.846894e-11 8.899630e-07 
 
> W 
             [,1]        [,2]         [,3]         [,4]         [,5] 
[1,] 8.841822e-03 0.573277764 0.2734626275 0.1443494795 6.830671e-05 
[2,] 4.902757e-04 0.116886018 0.1987364590 0.1168860180 5.670012e-01 




           [,1] 
[1,] -0.3729684 
[2,]  0.1461385 





> predY = PredictedY(W=Weight(Similarity(eta=eta, mySBMLtrain$Rs, xTrain, 
xTest)), Ytrain=yTrain, Ytest=yTest) 
> predY 
$pred_Y 












Predicted (without learning) vs. Observed Test set:  
> cbind(PredictedY(W, yTrain, yTest)$pred_Y, yTest) 
                     yTest 
[1,] -0.3729684 -0.2990949 
[2,]  0.1461385 -1.2156761 
[3,]  0.2074312 -0.3232155 
 
> cbind(PredictedY(W, yTrain, yTest)$pred_Y, yTest) #<-normalized Xs, raw Ys 
              yTest 
[1,] 112.9373   116 
[2,] 134.4587    78 
[3,] 136.9998   115 
 
Now, let’s run SBML with 1 iteration of learning, the learning rate  = 0.125 and penalty 
coefficient  = 1. Then the attribute-scaling factors R will be updated.   
Step 9) Iterations of Learning: 
> mySBMLtrain$Rs 
[1] 3.239439 2.719577 
 
Note: the previous or initial attribute-scaling factors R were: 
> R0s ## using InitialRs() function - see Appendix 
[1] 4.312022 3.623310 
 
Now that the attribute-scaling factors R are updated from (4.312, 3.623) to (3.239, 2.719), 
predictions of future outcomes in Step 10 will be different this time.   
Step 10) Prediction of Future Outcomes: 
Previously, when we applied SBML without learning, we got the following matrices S 
for similarity scores and W for corresponding weights between the 3 subjects in the Test 
set and the 5 subjects in the Training set.  
> S 
             [,1]         [,2]         [,3]         [,4]         [,5] 
[1,] 9.433785e-04 6.116589e-02 2.917710e-02 1.540137e-02 7.287987e-06 
[2,] 1.257728e-05 2.998533e-03 5.098282e-03 2.998533e-03 1.454556e-02 







             [,1]        [,2]         [,3]         [,4]         [,5] 
[1,] 8.841822e-03 0.573277764 0.2734626275 0.1443494795 6.830671e-05 
[2,] 4.902757e-04 0.116886018 0.1987364590 0.1168860180 5.670012e-01 
[3,] 5.778107e-06 0.000129378 0.0002551957 0.0001105884 9.994991e-01 
 
Now, when we applied SBML with 1 iteration of learning, we got the following updated 
matrices S for similarity scores and W for corresponding weights between the 3 subjects 
in the Test set and the 5 subjects in the Training set. As you can see, the testing error 
(MSE) of SBML reduced from 0.7138606 to 0.6674477 with 1 iteration of learning. 
> S 
             [,1]         [,2]         [,3]         [,4]         [,5] 
[1,] 5.360994e-03 1.225656e-01 7.028963e-02 4.355902e-02 1.382043e-04 
[2,] 2.090914e-04 1.272509e-02 1.896384e-02 1.272509e-02 4.170110e-02 
[3,] 3.310817e-09 3.416601e-08 5.691583e-08 3.037300e-08 2.847475e-05 
 
> W 
             [,1]        [,2]        [,3]        [,4]         [,5] 
[1,] 0.0221607974 0.506650564 0.290556982 0.180060360 0.0005712965 
[2,] 0.0024221644 0.147410450 0.219681561 0.147410450 0.4830753749 




            [,1] 
[1,] -0.30824471 
[2,]  0.09626395 





Predicted (with 1 iteration of learning) vs. Observed Test set:  
> cbind(PredictedY(W, yTrain, yTest)$pred_Y, yTest) 
                      yTest 
[1,] -0.30824471 -0.2990949 
[2,]  0.09626395 -1.2156761 







R Code for Similarity-Principle-Based Machine Learning 
### Functions #####  
 
# Calculate initial scaling factors R0s   
InitialRs = function(Xtrain, eta, S0s) {  
  K = length(S0s); R0s = rep(0, K) 
  for (k in 1:K) { 
    R0s[k] = min((-log(S0s[k])) ^(1/eta) / max(IQR(Xtrain[ ,k]), 0.0000001), 12)   } 
  return (R0s)  
} 
 
Distance = function(Rs, x1, x2) { ## we used rho = 2 
  K = length(Rs) 
  d2 = 0; for (k in 1:K) { d2 = d2 + (Rs[k] * (x2[k]-x1[k]))^2 } 
  return (d2^0.5) 
} 
 
SimilarityTrain = function(eta, Rs, Xtrain) { 
  N1 = nrow(Xtrain); K = length(Rs);  
  S = matrix(0, nrow=N1, ncol=N1) 
  for (i in 1:N1) { for (j in i:N1) {   
    d2 = 0; for (k in 1:K) { d2 = d2 + (Rs[k]* (Xtrain[i,k]-Xtrain[j,k]))^2 } 
    S[i,j] = exp(-d2^0.5)   
    S[j,i]=S[i,j]    } }   
  return (S) 
}  
 
Weight = function(S) { 
  N1= nrow(S); N2=ncol(S); 
  W = matrix(0, nrow=N1, ncol=N2) 
  round(head(S),4)   
  for (i in 1:N1) { 
    sum_S_row = sum(S[i, ]) 
    for (j in 1:N2) { W[i,j] = S[i,j] / max(sum_S_row,0.00000000001) }    }  
  return (W) 
}   
 
# Calculate Similarity Scores between Training and Test subjects 
Similarity = function(eta, Rs, Xtrain, Xtest) { 
  N1 = nrow(Xtrain); N2=nrow(Xtest); K = length(Rs) 
  S = matrix(0, nrow=N2, ncol=N1) 
  for (i in 1:N2) { for (j in 1:N1) { 
    d2 = 0; for (k in 1:K) { d2 = d2 + (Rs[k]* (Xtest[i,k]-Xtrain[j,k]))^2 } 
    S[i,j] = exp(-d2^0.5)  } }   
  return (S) 
}  
 
# Calculate predicted outcome and Error 
PredictedY = function (W, Ytrain, Ytest) { 
  OutObj = list() 
  OutObj$pred_Y = W %*% Ytrain # For binary outcome, pred_y = prob of being 1. 
  OutObj$MSE = mean((OutObj$pred_Y - Ytest)^2)  







DerivativeE = function(eta, pred_Y, Rs, X, S, O) { 
  N = nrow(X); K =length(Rs) 
  der_S = matrix(0, nrow=K*N, ncol=N); der_W = matrix(0, nrow=K*N, ncol=N) 
  dist = matrix(0, nrow=N, ncol=N); der_E = rep(0, K) 
   
  for (i in 1:N) { for (j in i:N) {    
    d2 = 0; for (k in 1:K) { d2 = d2 + (Rs[k]* (X[i,k]-X[j,k]))^2 } 
    dist[i,j] =max(d2^0.5, 0.0000001)   
    dist[j,i]=dist[i,j]  }} 
     
  for (m in 1:K) { for (i in 1:N) { for (j in i:N) { 
    der_d = (Rs[m]/dist[i,j]) * (X[i,m]-X[j,m]) ^2 
    der_S[(m-1)*N+i, j] = -1 * S[i,j] * eta * (dist[i,j])^(eta-1) * der_d 
    der_S[(m-1)*N+j, i] =der_S[(m-1)*N+i, j]  } } }   
      
  # Weight Derivative 
  for (m in 1:K) { for (i in 1:N) { 
    sum_der_S = sum(der_S[(m-1)*N+i, ]); sumSi = sum(S[i, ]) 
    for (j in 1:N) {  
      der_W[(m-1)*N+i, j] = der_S[(m-1)*N+i, j] / sumSi - S[i,j] * sum_der_S / 
sumSi^2    } } }   
   
  # Derivatives of E  
  for (m in 1:K) { for (i in 1:N) { 
    err = (pred_Y[i] - O[i]) 
    for (j in 1:N) { der_E[m] = der_E[m] + 2/N * err * O[j] * der_W[(m-1)*N+i, 
j] }   } }   
  return (der_E) 
}   
 
Learning = function (LearningRate, Lamda, Rs, der_E) {  
  K=length(Rs) 
  der_lossFun = der_E+2*Lamda*Rs   
  Rs = Rs - LearningRate * der_lossFun 
  for (m in 1:length(Rs)) { Rs[m] = min(max(0,Rs[m]),25) }  
  return (Rs) 
}  
 
SBMLtrain = function(Epoch, S0s, Lamda, LearningRate, eta, Xtrain, Ytrain) { 
  TrainObj=list(); OutObj0= list(); OutObj= list() 
  R0 = InitialRs(Xtrain, eta, S0s);    
  S = SimilarityTrain(eta, R0, Xtrain);   
  OutObj0 = PredictedY(Weight(S), Ytrain, Ytrain)   
  Rs=R0; OutObj =OutObj0 ;    
  TrainMSE0 = OutObj0$MSE  ;   
  preLoss = OutObj0$MSE+Lamda*sum(Rs^2) ;  
  iter=0;  
  while (iter<Epoch) { 
    preRs=Rs 
    Rs = Learning(LearningRate, Lamda, Rs, DerivativeE(eta, OutObj0$pred_Y, Rs, Xtrain, 
S, Ytrain))  
    OutObj = PredictedY (Weight(SimilarityTrain (eta, Rs, Xtrain)), Ytrain, Ytrain) 
    iter=iter+1 
    Loss = OutObj$MSE+Lamda*sum(Rs^2) 
    if (Loss>preLoss) {Rs=preRs; iter=Epoch+1} 
    preLoss=Loss 





  TrainObj$Rs = Rs; TrainObj$Y = OutObj$pred_Y; TrainObj$MSE = OutObj$MSE 
  return( TrainObj) 
} 
 
getY = function(yfunc, xData, yData, isXvector) { 
 if (isXvector == FALSE) { 
  x1 = xData[,1]; x2 = xData[,2]; x3 = xData[,3]; x4 = xData[,4]; x5 = xData[,5]; x6 = 
xData[,6]; x7 = xData[,7]; } 
 if (isXvector == TRUE) { 
  x1 = xData[1]; x2 = xData[2]; x3 = xData[3]; x4 = xData[4]; x5 = xData[5]; x6 = 
xData[6]; x7 = xData[7];   } 









ntrain = 5; ntest = 3; lamdaVal = 1; EpochN = 0;   
myXvars = c("pressure", "age")   
myYvars = c("glucose")   
myvars = c(myXvars, myYvars) 
 
### Trainset - Pima Indians Diabetes (PID) 
myTrainPID = PimaIndiansDiabetes[1:ntrain, myvars] 
xTrain = myTrainPID[, myXvars] 
yTrain = myTrainPID[, myYvars] 
 
### Testset - Pima Indians Diabetes (PID) 
myTestPID = PimaIndiansDiabetes[(ntrain+1):(ntrain+ntest), myvars] 
xTest = myTestPID[, myXvars] 




R Code for Recursive Similarity-Principle-Based Machine Learning 
The following R code is example of RSBML used for simulated multivariate data, 
assuming we have 7 independent variables, 64 groups (dividing a variable into 4 
categories, and based on first 3 variables, so 4^3 = 64), 50 subjects for the Training set in 
Stage 1 in each group, 1000 new subjects for the Test set in Stage 2 and 3, learning rate  
= 0.125 and penalty coefficient  = 1 for SBML with iterations of learning, and initial 
similarity scores = (0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5) for 7 variables. 
### Simple SBML (SSBML-sv) - sv (selected variables) 
pt_ start _RSBML = proc.time() 
mySBMLtrain_sv = SBMLtrain(Epoch=EpochN, S0=initS_sv, Lamda=lamdaVal, 
LearningRate=LRval, eta=1, xTrain_sv, yTrain_sl)  
predY_ig_sv = PredictedY(W=Weight(Similarity(eta=eta, mySBMLtrain_sv$Rs, xTrain_sv, 
xTest_sv)), Ytrain=yTrain_sl, Ytest=yTest_sl)  
predYs_sv[ig, ] = predY_ig_sv$pred_Y  
### Recursive Testing  
xTest2 = rmvnorm(n=ntest, mean=mu, sigma=sigma)  ; 
yTest2 = getY(yfunc = yfunc, xData = xTest2, yData = yTest2, isXvector = FALSE) 
data_test_all = cbind(xTest2, yTest2)   
## Group-level Rs -- sv: selective variables 
mySBMLtrain2_sv = SBMLtrain(Epoch=EpochN, S0=initS2_sv, Lamda=lamdaVal, 
LearningRate=LRval, eta=1, xTrain2[,sLevelVars], yTrain2)  
predY2_sv = PredictedY(W=Weight(Similarity(eta=eta, mySBMLtrain2_sv$Rs, 
xTrain2[,sLevelVars], xTest2[,sLevelVars])), Ytrain=yTrain2, Ytest=yTest2) 
pt_end_RSBML = proc.time() 
time_min = round( (pt_end_RSBML - pt_start_RSBML)/60, 2) 
timespent_RSBML = paste("timespent_RSBML:", time_min[3], "min ="); 
### Stage 3 - Simple SBML Comparison - sv 
pt_start3 = proc.time() 
xTrain3_sv = data_train_all[, c(sLevelVars)] 
xTest2_sv = xTest2[, c(sLevelVars)] 
yTrain3 = data_train_all[, 9] ;  
mySBMLtrain3_sv = SBMLtrain(Epoch=EpochN, S0=initS2_sv, Lamda=lamdaVal, 
LearningRate=LRval, eta=1, xTrain3_sv, yTrain3) 
predY3_sv = PredictedY(W=Weight(Similarity(eta=eta, mySBMLtrain3_sv$Rs, xTrain3_sv, 
xTest2_sv)), Ytrain=yTrain3, Ytest=yTest2) 
pt_end3 = proc.time() 
time_min3 = round( (pt_end3 - pt_start3)/60, 2) 
timespent3 = paste("Mega Subj-level timespent3", time_min3[3], "min = "); 
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