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Abstract
Solar-thermal energy systems that involve the deposition of radiation in absorbing high
temperature molten salts to harness the entire solar spectrum and achieve high efficien-
cies and low Levelised Cost Of Energy (LCOE) are of considerable interest for power
generation. From a design stand point, to achieve a competitive solar power generation
devices, it is imperative to have an accurate knowledge of the inherent physical processes
of such a fluid system. Thus under high temperature conditions, detailed understanding
of the heat transfer and fluid flow characteristics in an irradiated fluid is considered.
The work investigates the spectral dependent heat transfer and fluid dynamics in a ther-
mal storage concept which uniquely combines a volumetric receiver and a single tank
thermal store. The Thermal Energy Storage (TES) is protypical of a small scale concept
concentrated solar plant. Advances in computing power, has seen Computational Fluid
Dynamics(CFD) consolidated as a powerful tool employed by researchers and engineers
to simulate real world behaviour and complex phenomena to a certain degree of accuracy
with low effort in time, personnel and resources. This thesis is focused on the develop-
ment of a realistic numerical model capable of predicting the local volumetric absorption
of solar radiation in a fluid layer which provides an improved understanding of the hy-
drodynamic and thermal conditions in an enclosed fluid layer. Computational Fluid
Dynamics is used to simulate the transient heat transfer and fluid flow determined by a
combined influence of volumetric absorption and natural convection in a high tempera-
ture fluid filled enclosure. The enclosure is studied for the specific case in which a high
temperature salt is first heated by direct volumetric absorption of the incident solar ra-
diation and secondly by natural convection from a absorber plate located at the bottom
of the enclosure whose sole purpose is to absorb all non-absorbed radiation reaching the
lower surface. The current models considers the depth dependence absorption of solar
radiation based on (i) a solar weighted absorption coefficient (assumed constant over all
wavelengths) and (ii) spectral absorption coefficient characterised by wavelength band
based on a standard solar spectrum reference.
A commercially available CFD Package based on Finite Element Method (FEM), COM-
SOL Multiphysics is used to discretise and solve the Navier Stokes and energy equation
under transients heating conditions for a non Boussinesq condition by accounting for
the temperature variable properties of molten salts. A time-dependent and Backward
Differentiation Formula (BDF) solver using implicit time-stepping methods is combined
with refined mesh to solve the non-linear PDE. Validity of the numerical tool has been
conducted, by comparing results from published results found in literature with cor-
responding numerical results. The mesh element optimum sizes and time steps used
conform to those obtained in validation models. Simulations have been conducted for
a daily charging period of three hours as used in conjunction with a solar system. The
effects of bottom absorber plate, flux Rayleigh number, aspect ratio, variable Air Mass
and inclination angle have also been investigated. Numerical results are presented in
terms of surface plots, temperature contours, and velocity contours and streamlines
which show the thermal field distribution and flow structures, for volumetric absorption
of thermal radiation coupled with natural convection. Performance criteria are based
on quantification of the level of thermal stratification using the MIX number, the di-
mensionless exergy and capture efficiency. Three dimensionality effects were studied by
considering three dimensional simulation for the same problem.
The results show that the present method and models are capable of capturing the main
features of the flow and the overall performance of these turbulence models in terms
of predicting time-averaged quantities. Results obtained indicate a nonlinear tempera-
ture profile consisting of two distinct layers: a surface layer and a bottom layer. The
numerical results reveal natural convection in the cavity follows an initial stage, a tran-
sitional stage and a quasi-steady stage. Results indicate that volumetric absorption of
solar radiation, when coupled to natural convection has a direct influence on the thermal
field through the disparities in absorption and emission phenomena. The isotherms and
streamlines show that the natural convective heat transfer and flow are quite different
from those obtained in differentially heat enclosures. Thus the heat transfer mechanism
destroys a symmetry of the system that relates clockwise and counter clockwise flows.
Temperature and flow field are found to be greatly influenced by the aspect ratio (H/D)
of the store and the flux Rayleigh number. It is found that the predicted heat transfer
from the lower surface in the cavity is increased when the simulation is extended from
two to three dimensional. Results obtained indicated that increasing the aspect ratio,
Air Mass and inclination angle all result in increasing levels of thermal stratification.
Natural convection from the lower absorber surface is found to increase with increasing
flux Rayleigh number.
. . .
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Chapter 1
Introduction
Electricity generation from solar energy by thermomechanical conversion is currently
limited in worldwide implementation [1]. Concentrated Solar Power systems that inte-
grate thermal energy storage systems are renewable energy technologies that are likely
to contribute to the world’s energy mix and primary energy consumption[2, 3]. Although
Concentrated Solar Power plants with storage have been demonstrated to extend opera-
tional time beyond sunset, increase dispatchabily, reliability and efficiency is required to
translate into reduced LCOE; the cost of produced electricity struggles to attaining grid
parity. The high cost of produced electricity from these systems is attributed to firstly
relatively poor performance in to the low solar-to-thermal efficiency (i.e a combination
of the capture, conversion and field efficiencies) [4] and secondly the high cost of thermal
energy storage. When interfaced with Concentrated Solar Power storage constitutes a
substantial fraction of overall cost the total plant [5, 6]. For example in a 100 MW
parabolic trough with 13.4 hours of thermal energy storage, thermal storage accounts
for about 9-20% of the total plant cost [6], while in a the Central Receiver System (CRS)
plant thermal storage accounts for between 9 -12%. The current industry driver is to
lower the cost of thermal energy storage and subsequently to improve performance in
terms of usable temperatures and efficiency [7]. To this end, Thermal Energy Storage
(TES) for integration with CSP systems are either been proposed or are currently under
development.
Recently, development of solar thermal conversion and storage systems, based on the
principle of direct absorption of solar radiation in a working fluid to harness the entire
spectrum, has been of particular interest for possible use in power generation. As this
method of energy transfer entails the direct deposition of light inside of a working fluid
in contrast to its absorption on the outside of a tubular receiver several advantages
are derived that translate into a lower capital costs, higher operational reliability and
1
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increased system efficiency [8]. Fig ?? compares the energy conversion steps of in a
conventional concentrated Solar Power plant and a solar power plant which uses a direct
(volumetric) absorber in a thermal resistance network. In Fig ??a, concentrated solar
radiation is intercepted on a surface receiver which is transferred to a working fluid by
conduction through the walls of the receiver. The working fluid transports the heated
fluid to the boiler and subsequently to the heat engine. In Fig ??b, the concentrated
solar radiation is directly deposited in the working fluid in the receiver which directly
heats the fluid and to a heat engine. From the figure it can be seen that the introduction
of the direct absorption receiver results in a minimisation of the energy conversion steps.
Thus, on the basis of the method of energy transfer, the use of volumetric absorption
receiver compared with a conventional surface receiver offers several advantages over
a conventional surface receiver, which include: a reduction in radiative and convective
losses, avoidance of thermal stress, utilisation of high and non-uniform heat flux, higher
operational temperatures and simple system designs. Direct absorption of solar radi-
ation by heat transfer fluids has been used by central receiver systems successfully to
exploit high operational and storage temperatures which have yielded higher system
efficiencies. Taylor et al. [9] reported that approximately 10% improvement in effi-
ciency added up to a 11% improvements in the Levelised Cost Of Energy (LCOE) and a
possible 20% improvement in the overall LCOE, when combined with a volumetrically
direct steam collection system. The direct absorption of solar radiation by heat transfer
fluids in central receiver systems has enabled the exploitation of high operational and
storage temperatures which have yielded higher system efficiencies. An integrated Di-
rect Absorption Receiver (DAR) and thermal energy storage systems concept [10] which
combines a unique features of volumetric receiver and a single tank storage system are
being explored to raise storage temperatures, lower cost of electricity generation and
improve efficiency.
1.1 Small Scale Concentrated Power: Direct Capture and
Conversion of Solar Energy
There is substantial growth in demand for small-scale Concentrated Solar Power (<10MW)
for process heat in a wide range of industrial applications and sectors [11]. However, in
contrast to large CSP; small scale CSP are characterised by low efficiencies. At present,
technical and economic decisions for the implementation of solar thermal energy storage
are in favour of large scale solar power [11]. A break through in the competitiveness in
small scale solar thermal electricity may occur if the solar to thermal conversion effi-
ciency can be increased in small scale concentrated solar power plants which include a
low cost thermal energy storage.
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Figure 1.1: Thermal resistance network comparison of a conventional solar thermal
plant and a volumetric receiver solar thermal plant [9].
A modular, small scale concentrated solar power plant concept that incorporates a novel
fixed focus sensible heat thermal energy store has been proposed by the UK Astronomy
Technology Centre (UKATC) and Heriot-Watt University [12]. The direct capture and
conversion of solar thermal energy concept process flowchart is shown in Fig 1.2. By
directly depositing concentrated solar radiation at concentration ratios of up to 1000,
directly into a molten salt, permits higher operational and storage temperatures to
be obtained.Thus the molten salt acts a) a highly efficient receiver and b) a thermal
energy storage medium. The concentrated solar flux charges the storage medium in the
tank volumetrically by absorption and subsequently a lower absorber plate develops a
natural convective flow which mixes the salt and avoids local hot spots. The energy
transfer in the Thermal Energy Store minimises the number of heat transfer interfaces,
eliminates the need for pumps and limits thermal degradation of the receiver materials,
yielding cost savings and improved efficiency. The thermal energy store would be directly
coupled to a heat engine produce electricity [12]. The Direct Capture and Conversion of
Solar Energy CSP targets mainly rural and off grid application to offer benefits such as:
materials pre-packaged and assembled on site reducing labour requirements; adaptable to
different terrains than large scale CSP projects; lower upfront investment and financing
is a straight forward matter [12].
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Figure 1.2: Flow chart demostrating the process of a Direct Capture and Conversion
of Solar Energy concept flow chart.
1.2 Aim
For an effective design and optimisation of a fixed focus Direct Absorption Sensible
Thermal Energy storage system, it is of fundamental significance to understand the
heat transfer and fluid mechanics under time dependent conditions during charging,
discharging and still phases and operational environment. With current advancements in
computational power and numerical modelling, virtual prototyping using computational
fluid dynamics has become a powerful tool for design and optimisation of storage tanks
[13].
The overall aim of this thesis is to develop a numerical tool using Computational Fluid
Dynamics (CFD) capable of accurately predicting the local absorption and volumetric
heating in a cylindrical enclosure filled with high temperature molten salts. Such a
model finds direct relevance for a small scale direct absorption sensible thermal energy
system. The objectives in this thesis include:
 Develop numerical model to predict the heat and flow in a high temperature molten
salt filled enclosure by accounting from the depth dependent absorption of solar
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radiation based on (i) a single weighed values for the incident intensity and ab-
sorption coefficient and (ii) using a standard reference for the spectral distribution
of solar radiation and wavelength dependence of the absorption coefficient over the
wavelength range of interest to solar energy applications. standard reference for
the solar radiation based on the SMARTS model and empirical values obtained
from experiments.
 Conduct a comparative study between the solar weighted average model and a
spectral dependent model.
 Account for the temperature dependence of the thermophysical properties of the
molten salts.
 Investigate effect of the absorber plate thickness , flux Rayleigh number and aspect
ratio on the temperature and flow field in the enclosure.
 Investigate of thermal performance of the of the enclosure in both models with
reference to the studied parameters.
 Investigate the effect of variable Air Mass on the thermal and flow within the
enclosure.
 The effect of inclination angle on the radiative induced natural convection is stud-
ied. The combined effect of the inclination and air mass on the heat transfer is
studied.
 The effect of variable Air Mass in the inclined enclosure on the heat transfer is
studied.
1.3 Scope
The present study is confined to the development and application of a novel numerical
model for the prediction of spectral dependent temperature and fluid flow fields in a
cylindrical enclosure in the charging phase. For the present geometry, understanding
the heat transfer and fluid dynamics is of greatest importance to the design of a fixed
focus integrated volumetric receiver and sensible heat thermal energy store filled with
molten salts for a small scale (5kWe), Concentrated Solar Power (CSP) System. Isother-
malisation of the store is required to maximise the storage capacity without damaging
the storage medium, which can typically sustain temperatures up to 600oC.
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 Chapter 2 is devoted to the review of the direct capture, conversion and sensible
thermal energy concept, receivers, molten salts, volumetric absorption, SMARTS
model, previous studies in natural convection in enclosures where the driving force
is primarily from the absorption of solar radiation,and mixing and stratification
as well as capture efficiency.
 Chapter 3 presents the mathematical formulation, equations governing the physical
processes and the methodology employed for the resolution of the Computational
Fluid Dynamic (CFD) and heat transfer models with emphasis on two and three
dimensional coordinates. Numerical discretisation schemes of the governing equa-
tions based on Finite Element Analysis (FEA) techniques, boundary conditions
and the solution procedure for incompressible and transient flow problems is re-
viewed.
 Chapter 4 is dedicated to the verification and validation studies carried out to
ascertain the software capability in handling the present problem and the accu-
racy of the solutions. Different test cases are submitted to a process of verification
of the numerical solutions involving the techniques described in Chapter 3. The
test cases considered include: Direct absorption of radiation in a flow receiver,
thermal instability in horizontal fluid layers (Rayleigh Bernard problem), radia-
tion induced natural convection in rectangular convection and unsteady natural
convection subject to radiative heating.
 Chapter 5 presents the transient heat transfer and flow phenomena driven by
radiation induced natural convection in an enclosure. In this model the depth
dependent absorption of solar radiation is accounted for based on weighted values
of the solar radiation and the absorption coefficient.
 Chapter 6 presents a spectral dependent radiation model based on a standard
reference solar spectrum (SMARTS model). The study accounts for the spectral
variation of solar radiation and air mass and its influence on the driving and flow
mechanisms.
 Chapter 7 presents the effect of inclination angle on the spectral volumetric heating
in an inclined enclosure of unit aspect ratio.
 Chapter 8 summarises the conclusions of the work presented in this thesis; the
main achievements and limitations of the studies carried out are also presented.
Guidelines for future research work in this applied area are also suggested.
Chapter 2
Literature Review
Today, four main types of concentrated solar power plants are found in operation:
Parabolic troughs, linear Fresnel, central receivers (power tower) and parabolic dish;
these vary considerably from each other in terms of technical, economic aspects, size,
storage, maturity and operational temperature [14]. Irrespective of their individual de-
sign or configurations, CSP technologies comprise of four main sub-systems namely:
concentrating system, solar receiver, storage, power block and in some cases a supple-
mentary backup system [14, 15]. The highly reflecting mirrors are arranged in a number
of different configurations to optimally intercept and focus sunlight on to an absorber
which absorbs the energy, converts it to heat and is used to power a turbine or a heat
engine [16, 17]. The entire system processes are linked together by radiation transfer or
fluid transport. CSP-based plants are presently characterised by high upfront investment
resulting in increased electricity generation costs, and as such generated electricity costs
struggle to attain grid parity [18]. The rest of this chapter is outlined as follows: Section
2.1 presents a overview of the proposed system for Direct Capture and Conversion of
solar energy ; Section 2.2 presents a review of the common receiver systems; section 2.3
presents thermal energy concepts in thermal energy; section 2.4 presents an overview of
high temperature molten salts; section 2.5 presents the volumetric absorption in molten
salts; section 2.6 presents radiation induced convection in enclosures and section 2.7
presents the energy and exergy analysis in Thermal Energy Storage (TES).
2.1 The Direct Capture and Conversion of Solar Energy
Fig 2.1 shows a schematic of the modular Direct Capture and Conversion concentrated
solar power plant concept proposed by the UK Astronomy Technology Centre (UKATC)
7
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Figure 2.1: Schematic of a proposed ”Direct Capture, Conversion and storage of Solar
Energy” system [12].
 
 
 
 
 
Aperture  
Salt/Air gap interface  
Molten salt 
Inner tank  
Tank casing 
Black Absorber plate 
Concentrated solar radiation  
Figure 2.2: Schematic of a proposed Direct Absorption Sensible heat Thermal Energy
Store (DASTES).
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and Heriot-Watt University [12]. The system consists of a primary and secondary reflec-
tors, solar receiver, storage system and power block. In this design concept concentrated
solar radiation from highly reflecting mirrors is deposited directly into a volume of high
temperature molten salt integrated receiver/sensible thermal store. The thermal energy
store would be directly coupled to a heat engine to provides continuous regulated heat
to produce electricity. Fig 2.2 shows a schematic of a fixed focus, Thermal Energy Sys-
tem (TES). The cylindrical store combines the unique features of a volumetric receiver
and a single tank as an integrated receiver/thermal storage arrangement. The thermal
store contains a high temperature salt (Hitec solar salt KNO3-NaNO3- 60/40% wt.)
commonly used in operating and demonstration solar plants around the world. The
molten salt storage medium is directly illuminated by the concentrated solar flux inci-
dent through a transparent top glass window and heats the molten salt by volumetric
absorption. Therefore the molten salt contained in a highly insulated single tank acts as
a highly (i) efficient receiver (ii) heat transfer fluid and (iii) a thermal storage medium.
The Thermal Energy Storage (TES), accommodates an absorber plate at the bottom
tank, whose sole purpose is to absorb all radiation transmitted to the lower surface,
thereby subsequently heating the lower fluid and inducing natural convection to mix the
fluid in the tank. Therefore, charging of the molten salt will have contributions from:
1) the direct volumetric absorption of incident concentrated solar radiation and 2) a
heated bottom absorber plate resulting from the full absorption of residual transmitted
radiation radiation. The fixed focus direct absorption integrated receiver/sensible heat
thermal energy storage system could help fill a critical need in concentrated solar power.
2.2 Receivers
This section presents an overview of the different receivers used in CSP systems. Surface
receivers (tubular and flat plate) are basically heat exchangers that intercept solar radi-
ation on the surface of the receiver and convert into process heat [20]. Surface receivers
are crucial design components that influence solar-thermal efficiency. In many CSP sys-
tems receivers are placed at the focal point of the collector which may be required to
track during the day. As such they are required to withstand harsh operational (high
temperatures, incident flux) and environment conditions (dust, rain, humidity, frost),
while minimising heat losses. Surface absorbers are generally characterised by low cap-
ture efficiencies, high heat losses, thermal fatigue and degradation of receiver materials
owing to the fact that the intercept radiation on the outer receiver wall which is then
transferred to the working fluid flowing through the receiver. Fig 2.3 shows the tem-
perature of a surface absorber intercepting incoming radiation normal its surface. It is
apparent from Fig 2.3, the outer tube wall attain the highest temperatures while the
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Figure 2.3: Flow of a Heat Transfer Fluid (HTF) and temperature profiles in solar
receivers (a) surface absorber b) volumetric receiver [19].
inner fluid temperature is lowest. Thus efforts and investments are made to apply spec-
trally selective solar absorption coatings or rely on surface oxides to grow and reduce
the tube reflectivity.
The selection and location of an absorbing plate becomes crucial in terms of thermal
performance of the volumetric absorbing system [21]. Thus the location of solar ab-
sorbers in solar thermal systems is important for effective harnessing of solar radiation.
Siddiqui and Yilbas [21, 22] studied the influence of absorber plate location on thermal
performance in horizontal channels numerically. By varying the location of the absorber
plate in a horizontal fluid filled water channel, Siddiqui and Yilbas [21], found that the
plate location has a significant effect on the system performance. The performance at-
tained the highest value for the absorber location at the mid height of the channel for
a low concentration (C=1), while at a concentration, C=5, the performance parameter
attained the highest value for the absorber plate location at the top of the channel. This
is about 10% higher than those corresponding to other locations. An experimental study
found that, by placing a novel material structure for harvesting solar energy developed
at Massachusetts Institute of Technology (MIT) on the fluid surface [23], steam can
be generated while maintaining low optical concentration and keeping the bulk of the
working fluid at low temperature [23].
Chapter 2. Literature Review 11
Volumetric receivers are technological alternatives to convectional surface receivers [24–
27]. Volumetric receiver designs permit the bulk of a heat transfer fluid (molten salt) to
run closer to its decomposition temperature, thereby realising much higher operational
and stage temperatures [28, 29]. Fig 2.3b shows a volumetric receiver design where con-
centrated sunlight transfers heat to a volume. The sunlight penetrates the volumetric
absorber region and is able to directly transfer heat to the medium downstream. Ideal
volumetric receivers have a peak temperature located within the Heat Transfer Fluid
(HTF) that is hotter than the receiver surface temperature thus reducing radiative losses
which is a function of quadratic dependence of thermal radiation on the absorber tem-
perature [24]. Physical systems have additional convective and conductive losses that
can be minimised by increasing concentration, thereby reducing exposed surface area
and insulating the receiver. Direct absorption of solar radiation in several centimetre
thick molten salt water falls have been investigated. However, the cost of pumps, mani-
fold and piping preheaters, and fluid variations as a function of varying solar flux, limits
practicality of these receiver designs. Surface and volumetric receivers are both suscep-
tible to reflection losses which can be minimised by applying high absorptivity coatings
to receiver surfaces, tuned to be highly absorbing in the visible spectrum and having low
emissivity in the infra-red spectrum. It can be seen that the volumetric receiver enables
thermal systems with simple and compact designs with increase thermal performance
and lower LCOE which is desirable in the thermal energy storage concept.
2.3 Sensible thermal energy storage systems
Solar thermal energy storage can be coupled with solar thermal energy plants as [33, 34]
(i) sensible heat storage in oils, molten salts, concrete etc.,(ii) latent heat storage using
phase change materials or (iii) thermochemical storage.
Sensible thermal energy storage is the most mature of the thermal technologies, which
has been successfully proven from the years of operational experience gained in Andasol-
1 and Terresol Germasolar power tower in Spain [30]. Molten salts are preferred as heat
transfer fluids in sensible thermal energy storage systems as they generally offer low
cost, higher operational temperatures and are more environmentally friendly in contrast
to organic heat transfer oils used in parabolic trough systems. Their major limitation
is however their relatively high melting temperature which necessitates the use of fossil
fuels or air electric heating to maintain the salts above their melting temperatures and
avoid serious damage to the equipment when solar power is unavailable at night or in
poor weather conditions. Two primary designs are used for sensible heat thermal energy
Chapter 2. Literature Review 12
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
                                                    
(c) 
(b) 
 
(a)
 
Figure 2.4: Current Sensible heat thermal energy storage systems used in Concen-
trated Solar Power plants (a) Two Tank Storage [30] (b) Thermocline TES System[31]
(c) Integral receiver and storage system CSPonD [32]
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storage: two tank systems and single tank thermoclines systems. Fig 2.4 shows current
sensible thermal energy storage systems used with Concentrated Solar Plants.
Fig 2.4a, shows a two tank thermal energy storage system. In two tank storage systems,
operated in either indirect or direct thermal energy storage, hot and cold heat transfer
fluids (molten nitrates, synthetic oils) are actively pumped and stored separately in
hot and cold tanks of identical sizes. In the former, the heated Heat Transfer Fluid
(HTF) pumped in a closed loop heats up a thermal energy storage medium from the
cold reservoir through a heat exchanger which is then stored in a hot reservoir [30].
In the latter, the Heat Transfer Fluid (HTF) in the cold tank is pumped through the
solar collectors where it is heated by solar radiation and then pumped into the high
temperature tank where it is stored until needed by the solar plant. The advantage to the
two tank system is that the cold and hot salts are stored separately (ideal separation).
Two tank storage systems currently account for between 9-20% of total plant cost.
The high cost is associated with the components associated with the heat transfer at
reliable operation at commercial scale [30]. These designs require the two tanks must
be constructed with each capable of storing the entire system volume. Also operational
risk of a freeze-up if the process temperature drops unexpectedly adds cost to systems
that use salt as a heat transfer fluid. Additional hardware must be installed, such as
heat tracing, insulation, or emergency water-dilution systems. Gabbrielli and Zamparelli
[35] designed internally insulated, carbon steel, molten salt thermal storage tank for a
parabolic trough power plant; the study had a 20% lower total investment cost compared
to a corresponding ANSI 321H stainless steel tank.
In contrast, is a thermocline thermal energy system shown in Fig 2.4b, which is a packed
bed single unit tank which stores hot and cold heat transfer fluid in a single stratified ar-
rangement [36]. Thermoclines tanks are sensible heat TES systems which are marginally
larger than one of the tanks in the two tank storages system. They operate by maintain-
ing a thermocline and preventing convective mixing of hot and cold parts in the tank
[37]. In traditional CSP systems, 33-35% savings in investment costs have been obtained
with single tank systems relying on temperature stratification via natural thermocline
formation, relative to the two tank storage system [31, 38]. However at higher tem-
peratures, realisation of the temperature gradient in the thermocline control of thermal
stratification becomes difficult as transparent liquid salt offers no resistance to radiative
heat transfer, and radiation between a hot ceiling and a cool bottom can induce convec-
tion currents that destroy the thermocline [39]. Thus, as the thermocline thermal energy
system relies on stratification, maintaining thermal stratification is imperative. This is
maintained by careful design if the tank proportions and location of the extraction and
return ports so fluid motion does not affect the thermocline [40, 41]. Low cost filler ma-
terial have been used to fill most of the thermocline tank volume thereby serving as the
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primary thermal storage medium, reducing the quantity of the relatively more expensive
molten salts [42]. Tests using dual media thermocline tanks with silica particles (sand)
in molten nitrate salts, while confirming chemical stability, have shown that filler ma-
terial tends to settle and pack over time due to the vertical cycling of the thermocline’s
position, as the system is charged and depleted repeatedly [42, 43]. Various numerical
studies using CFD have been reported in literature for thermocline thermal energy stor-
age systems [31, 36–45]. The finding of many of these studies are discussed in the review
article of Flueckiger et al. [43] A raft thermocline is a modified thermocline that enables
operational temperatures and effectiveness of greater magnitude when compared to tra-
ditional (natural) thermoclines [46]. A raft is an insulated platform floating between
the hot and cold regions of a liquid in a storage tank which provides and maintains the
required thermal stratification between the cold and hot fluid [46].
Recently, an integrated receiver and thermal storage system based on the direct ab-
sorption of solar radiation has been developed to lower electricity generated costs while
improving efficiency [32, 47]. Fig 2.4c shows a schematic of volumetric receiver with
integral storage and modified raft thermocline system designed for the Concentrated
Solar Power on Demand (CSPonD) project [32, 47]. Concentrated solar flux from hill-
side mounted heliostats was directed through the aperture into an open container of
molten salt at the base of the hill, or into a one-bounce system with the receiver at the
top of the hill. The salt volume in this concept serves as a receiver and also acted as
the thermal storage medium in a single storage tank configuration. The concentrated
sunlight penetrated and was absorbed by the molten salt in the receiver through a salt
depth of 4-5m. The concentrated solar radiation heated the top salt volumetrically and
an insulated barrier plate was positioned within the tank to provide a physical and ther-
mal barrier between the thermally stratified layers, maintaining the hot and cold salt
volumes required for continuous operation. Hot salt was pumped from the top of the
tank through a stream generator and then returned to the bottom of the tank. As a
result, high temperature thermal energy could be provided at any desired time. The
power block, including salt pumps, heat exchanger/ steam generator and power gener-
ation device, for a nitrate salt based CSPonD system will be very similar to those that
can be commercially obtained. The tank construction is considered for the low cost
carbon steel design of Gabbrielli et al. [35]. On the basis of the National Renewable
Energy Laboratory (NREL) Solar Advisor program, the system is estimated to realise
cost-competitive levelised production costs of electricity. Maintaining neutral buoyancy
at the hot-cold thermocline interface and a near perfect seal; with the side walls to pre-
vent leakage around the divider raft, and the additional cost of the raft the high cost
of pumps, manifolds and piping pre-heaters, fluid variations and parasitic power remain
major challenges [32].
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In general, despite the thermodynamic challenges associated with the single tank (ther-
mocline), significant savings in thermal energy storage are made when compared with
two tank storage. It has been demonstrated that further saving in thermal energy stor-
age costs and LCOE can be realised with a combined volumetric combined raft concept
developed in the CSPonD project. The feasibility, of internal absorption to induce natu-
ral convective heat in integral volumetric and thermal energy system aimed at lowering
the cost of a thermal energy system for a small scale power system is of interest in the
study.
2.4 Molten salts
Molten salts are attractive and preferred media for high temperature thermal energy
storage owing to exhibit densities and specific heats, which increase volumetric storage
efficiency. Molten salts can be formulated to operate across various temperatures with
low vapour pressures, enabling them to be used in under pressured systems [19]. In
general vapour pressures of molten salts are fairly low, for example for chloride salts at
900oC vapour presures is of the order of 0.001 bar. Different molten salts are suitable
for high temperature heat transfer and thermal energy storage for solar thermal energy
applications. The choice or selection of any molten salt is dependent upon operational
temperatures, material compatibility, application, toxicity and cost [48]. Extensive re-
view of molten salts has been complied by Serrano et al. [49], while an engineering
database of molten salt thermophysical and thermochemical properties are complied by
Sohal [50]. Binary (KNO3-NaNO3, 60-40%wt M.P 222
o) and ternary (KNO3-NaNO3-
NaNO3 wt 52%-7%-15%, m.p 142
oC ) molten salts are commonly used for solar thermal
applications [51, 52]. Both salts mixtures benefit from higher operation temperature
ranges which potentially result in improved efficiency by expanding the working temper-
ature range as well as the convenience of simplifying start-up [53]. However, discrepancy
over decomposition and thermal stability temperature of these salts exist [54, 55]. In
controlled atmospheres, thermal stability temperatures of molten KNO3-NaNO3-NaNO3
(wt 52%-7%-15%) have been reported to be raised to up to 610oC in inert atmospheres
and up to 650oC-700oC in oxidising atmospheres [56].
Established literature on the light attenuation in molten salts at elevated temperatures
(>200oC), over the solar spectrum (250nm-4000nm) is lacking. In particular at the time
of writing this thesis, a reliable source of data or extensive study covering precise quan-
tification of transparency and absorbance in terms of neither extinction (attenuation)
coefficient, nor established specific data regarding the scattering vs absorption particu-
larly in the entire wavelength range of interest for solar applications at high temperatures
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are scarce. There are however, only limited attempts found in the literature concerning
light attenuation in molten salt at elevated temperatures (200oC). Amongst these include
early investigations of Drotning [57] which reported attenuation coefficients of ternary
sodium nitrite, sodium and potassium nitrate (KNO3-NaNO3- NaNO3 wt 52%-7%-15%)
and binary Sodium and Potassium nitrates salts (KNO3-NaNO3, 60-40 wt, mp 222
oC)
at 200oC in the wavelength range 0.35-2.5µm based on hemispherical and reflection
techniques [57]. Fig 2.5 shows the absorption spectrum for KNO3-NaNO3, (60-40%wt,
mp 222oC) over the wavelength 0.35-2.5um as obtained by Drotning [57]. Dronting [57]
found that KNO3-NaNO3- NaNO3 wt 52%-7%-15% salt absorbs approximately 8% of
the solar spectrum per cm of path length and is mostly transparent throughout the
solar spectrum, with the exception of strong absorption in the near UV range In binary
KNO3-NaNO3, 60-40% wt, mp 222
oC, approximately 3% absorption of the solar spec-
trum per cm of path length is observed [57]. Following his observations, Drotning [57],
concluded by generally describing the two salts as transparent over the visible spectrum.
Drotning [57] also carried out investigations of the temperature dependence of the molten
salts absorption over a temperature range of 200-500oC and results are shown in Fig 2.6.
The absorption edge wavelength selected for measurement purposes, defined as the wave-
length at which the external transmittance through the cell and liquid was 5% of the
incident beam. The results shown in Fig 2.6 indicates a shift approximately linearly to
longer wavelengths with increasing temperature from to 200-500oC [57]. The increases
in the absorption coefficient for pure Hitec salt over this temperature range was ap-
proximately 1.5% [57]. On this basis, the variation in solar absorption values due to
temperature variations were concluded to be negligible.
Metallic oxides of Cobalt and Copper Cu dopants whose concentration was varied from
0 to 0.1% wt were later used to enhance solar absorption of the salts. Addition of 0.1%
wt of Co(NO3)2.6H2, increased the absorption form 85% to 90% per cm (2 and 3). The
study concluded that particles can increase volumetric absorption of light in salts by an
order of magnitude and that CoO4 dopants offered better solar absorption enhancement.
The biggest challenge however, is the stability and the dispersion with agglomeration
and sedimentation of the particles suspended in the salt. Experimental errors involved
with the small thickness investigated could not allow for a clear quantification of small
values of attenuation typical of semi-transparent fluids. Addition of nanoparticles for
heat transfer enhancement has been shown to have great potential in forced convection
flows [58]. However discrepancy exist regarding of natural convection enhancement in
nanofluids within enclosures (enclosed flows). According to some authors, addition of
nanoparticles to base fluid implies a more or less remarkable enhancement of the heat
transfer rate, while according to others, a deterioration may occur [58]. Reasons for such
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conflicting results regarding the heat transfer performance of nanofluids in natural con-
vection flows is attributed to two opposing effects arising respectively, from the increase
of the effective thermal conductivity and the increase in the effective dynamic viscosity
that occur as the nanoparticle volume is augmented. The economic justification of ad-
dition of nanoparticles to enhance volumetric absorption of solar radiation as raised by
Bohn and Green [27] remains one of the concerns.
 
 
 
 
 
Figure 2.5: Absorption coefficient vs wavelength for (1) pure Hitec (2) Hitec 0.032wt
Cuo and (3) Hitec 0.061 Co3O4 at 200
oC based on hemispherical calculation [57].
Passerini [29], experimentally investigated optical properties, thermal, and chemical sta-
bility, of high temperature molten salts mixtures considered for direct absorption of solar
radiation and thermal storage. In particular, the study carried out chemical stability
and material compatibility tests of molten salt nitrate/nitrite, chloride and carbonate
salt mixtures with common materials of interest. On the basis of the melting and
material compatibility tests, the carbonate salt mixtures were discarded because of un-
desirable reactions with structural materials or air that made them unsuitable for the
CSPonD design project [29]. Experimentally measured attenuation coefficients in the
solar wavelength range 400nm- 800nm is shown in Fig 2.7 for KNO3 - NaNO3 , 40- 60%
wt temperatures 250oC-500oC and in Fig 2.8 for NaCl-KCl, 50-50% wt at temperatures
at 700oC- 800oC respectively. Fig 2.9 shows the attenuation solar radiation in solar salt
(KNO3 NaNO3 40-60%wt) at 350
oC illustrating of radiation attenuation at the reference
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Figure 2.6: Fundamental absorption edge location of molten Hitec versus temperature
[57].
 
Figure 2.7: Attenuation coefficient Average as a function of wavelengths and temper-
ature for Binary potassium nitrate mixture (60/40% wt) [29].
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ASTMG173-03 at depths of 0.25, 0.75, 1, 2 and 3m respectively. The absorption spectra
for KNO3-NaNO3, 60-40% is presented for wavelength range of 400 to 800nm (which
accounts for 51% of the solar spectrum) and at operating temperatures range 250-500oC.
For example, Fig 2.9 shows that 93% light attenuation at a depth of two metres. Details
of the rig construction, experimental procedures and measurements performed can be
found in Presseni [29] and Slocum et al. [32].
 
Figure 2.8: Attenuation coefficient Average as a function of wavelengths and temper-
ature for 50/50% wt. sodium potassium chloride mixture [29].
Thermal stability of ternary mixtures containing calcium and nitrate additions Ca(NO3)2-
NaNO3-KNO3 considered for a Heat Transfer Fluid (HTF) and storage application in
solar energy systems has been considered by Gomez et al. [59]. Eutectic sodium and
potassium nitrates salts mixtures containing Ca(NO3)2 are less stable at high temper-
ature compared to the binary mixture because pure Ca(NO3)2 is less stable at high
temperature than NaNO3 and KNO3. This it was found that as the proportion of
Ca(NO3)2 decreases, the salt becomes more thermally stable, and the viscosity decrease.
Eutectic mixtures of KNO3-NaNO3 and LiNO3 which have lower temperatures than bi-
nary KNO3-NaNO3 have been investigated for solar energy thermal storage by authors
Mantha et al. [60, 61]. More recently, quaternary molten salts (LiNO3-NaNO3-KNO3-
KNO2) for thermal storage in a Parabolic Trough Solar Plant has been investigated by
Wang et al. [62]. The melting point of the quaternary salt mixture was lower than that
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Figure 2.9: Solar irradiance attenuation as a function of Wavelength and salt depth
at 350oC [29].
of solar salt and Hitec salts which increases the working temperature range of solar en-
ergy storage. Compared to the KNO3-NaNO3 binary solar salt, all the new molten salts
present larger thermal energy storage as well as the gravimetric storage density values,
which indicate the better thermal energy storage capacity for solar power generation
systems [62]. Owing to the scarcity of the light attenuation properties of salts ternary
and quaternary mixtures at high operation temperature in wavelengths considered in
this thesis, the salts have not being considered in the current study.
Various molten salts suitable for high temperature direct absorption of solar radiation
have been identified from literature. Despite the fact that light attenuation at the high
temperature of interest in this thesis are lacking, light attenuation within them is selec-
tive over wavelengths of interest to solar energy applications. Temperature dependence
of radiation absorption was shown to be negligible. In this thesis molten commercially
available KNO3-NaNO3, 60-40%wt, mp 222
oC has been used owing to its long term
extensive use under high temperatures and excellent thermophysical chemical compati-
bility and optical properties at such temperatures
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2.5 Absorption of solar radiation in fluids layers
When solar rays strikes are at a fluid interface, a small fraction of the incidence radiation
will be directly, while most of the radiation will penetrate into the fluid depth. Radiation
transmitted into the fluid penetrates to appreciable depths within the fluid as it travels
through the medium. Theoretically, absorption of light in a semi-transparent medium
follows Beer Lamberts law, which is based on the assumption that the absorbed radiation
is a function of the local intensity in medium and the distance x that the radiation has
travelled inside the medium. This is mathematically written for a homogeneous medium
as:
I = I0e
−(α+σ)x (2.1)
where I is the intensity transmitted through a layer of material of thickness x, I0 Intensity
before absorption, σ is the scattering coefficient, α the absorption coefficient. The atten-
uation coefficient δ can be defined in terms of the absorption and scattering coefficient
δ=α+σ (cm−1). α is the solar weighted absorption coefficient obtained from equation
(2.2), whose nominal value demonstrates a fluids baseline capacity for absorbing solar
energy are commonly used to calculate Beer’s law [63].
α =
∫
smλ(1− e−αλx)
smλdx
(2.2)
where αλ, the energy absorption in a fluid layer of thickness x, averaged over the solar
spectrum of Air Mass m, smλ is the spectral distribution of the solar intensity through
an Air Mass m. The absorption coefficient in equation (2.1) are strongly dependent on
the wavelength that are obtained from experiments requiring specialist equipment.
2.5.1 Spectral dependent thermal transport of radiation within a fluid
Equation (2.3) and equation (2.4) present mathematical expressions for the total radi-
ant energy, and the local volumetric rate of solar radiation absorption in water (heat
generation) which appear in the energy equation [64]. Iz is the spectral intensity of
radiation in the direction (polar angle and azimuthal angle). The RHS of equation (2.3)
represents the local rate of absorption of radiation by the water and is the quantity of
interest since it appears in the total energy balance. The total radiant energy flux Iz is
defined by Viskanta [64] in equation (2.3) as:
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Iz =
∫ 2pi
0
∫ 2pi
0
∫ pi
0
Iλ(z, θ, φ) cos θ sin θdθdφdλ (2.3)
The local volumetric rate of absorption of solar radiation in water (volumetric heating)
appears in the energy equation for predicting the temperature distribution in the water
is neglected. Equation (2.4) gives the conservation of radiant energy as [64]:
Sz =
−dI
dZ
= αλ
[∫ 2pi
0
∫ 2/pi
0
Iλ(z, θ, φ) sin θdθdφ
]
dλ (2.4)
Where λ is the wavelength, α is the spectral absorption coefficient of water. Inspection
of equation (2.3) and (2.4) reveals that the radiative flux Iz and the heating rate Sz
are given in terms of the spectral intensity. The absence of polarisation and emission,
the quasi steady equation of radiative transfer which governs the radiation field spectral
intensity in water is given in equation (2.5) [64]:
υ
dIλ
dτλ
= −Iλ + ω0λ
4pi
∫ 2pi
0
∫ 1
−1
rλ(υφ1 → υ, φ)Iλ(τλ, υ, φ1)dυdφ1 (2.5)
where the optical depth γλ is defined as
γλ =
∫ z
0
βλ(z)dz (2.6)
where σλ and δλ are the spectral scattering coefficient and attenuation coefficients of
water; ωoλ, is the the albedo for single scattering; r is the scattering or phase function
which is related to the probability that an incoming beam having direction θ, φ and
confined to a solid angle dΩ=sin θ dθ dφ=-dυ dφ will be scattered into a solid angle dΩ
around θ, φ and sin θ. The first term on the RHS of equation (2.5) accounts for the
extinction (absorption and scattering) of radiant energy. The second term represents
contributions to intensity by scattering from the elemental volume of water. Equation
(2.5) along with boundary conditions is sufficient to determine the radiation field.
2.5.2 Forward scattering approximation
The forward scattering approximation assumes that scattering in fluid layers is highly
peaked in the forward direction and can be defined by a scattering function. Omitting
the mathematical details, equations (2.7) to (2.8) presents mathematical expressions
for the total spectral radiative flux made by assuming that all the scattered energy is
scattered strictly in the forward direction is given as:
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I(z) =
∫ 1
0
2(
1
2
υo[1− r0λ(υo)]Ibλe
−γ
υ /β(γDλ, |υ|)IdλT3(γλ) − IbλE3(γDλ − γλ))dλ (2.7)
The resulting total heating rate can be expressed by:
S(z) =
dI
dz
=
∫ 1
0
2κλ(
1
2
(
υo
υ
[1− roλ(υo))]Ibλe
−γ
υ /β(γλ, |υ|)IdλT2(γλ)− IbλE3(γDλ− τλ)]dλ
(2.8)
where the spectral radiative flux incident at the bottom is given by:
Ibλ = 2ρbλ(
1
2
υo)[1− roλ(υo]Ibλe
−γ
υ β(γDλ, |υ|)I(dλ)T2(γDλ) (2.9)
The exponential and transmission integral functions En(x), T2(x) and T3(x) are given
as
En(x) =
∫ 1
0
e−
−x
υ υn−2dυ (2.10)
T2(x
∫
[1− ρ0(υ1)]e−
−x
υ
υ1
υ
dυ|β(γ, |υ|) (2.11)
T3(x
∫
[1− r0(υ)e−
−x
υ υdυ/β(γ, |υ|) (2.12)
The inter reflection factor, β(γ,|γ|) is defined as
β(γ, |υ|) = 1− rbr(υ)e(−2γD/|υ|) (2.13)
γ =
∫ D
0
αdz (2.14)
The first and second terms on the RHS of equation (2.7) represent the contributions
of the beam and diffuse components of the incident solar flux, respectively. The third
term denotes the contribution to the flux due to reflection from the bottom. Equation
(2.8) has been verified indirectly in laboratory experiments by comparing the measured
and predicted temperature distributions in a tank of water which was irradiated from
radiant heaters located above the water. Equations (2.7) and (2.8) have also yielded
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realistic estimates of radiative transfer in natural waters and as such can be used with
some confidence for pure water [64].
Viskanta and Toor [64] used discrete ordinate approximations to solve equations (2.9)
to (2.10) and predicted the local volumetric rate of solar energy absorption accounting
for the absorption and scattering by pond water. The results presented showed the
sensitivity of the absorption and distribution of the absorbed energy in the pond to the
directional distribution of the incident solar radiation, attenuation of solar radiation by
the atmosphere during the diurnal cycle, and the modifications of the spectral radia-
tion characteristics of water by impurities and additives. The model assumed constant
material physical properties, and accounted for the depth dependent absorption of solar
radiation using a solar weighted absorption coefficient. Viskanta and Toor [64], extended
the earlier works of Cengel and Ozis¸ik [65], developed a fourth order degree polynomial
solution form of the RTE and presented them in a form readily usable in the energy
equation [65]. By determining radiation intensity and flux quantities at each wavelength
the total quantities over the entire spectrum are obtained by superposition, and the
equation was used to compute the solar absorption at various fluid depths at different
angles of incidence (0o to 75o at 15o intervals).
Equations (2.5), (2.7) and (2.8) can be simplified by neglecting the directional depen-
dency, to obtain Beer Lambert’s law (equation 2.1). By using a solar weighted average
absorption coefficient, Beer’s law has been applied to spectral bands models, where the
spectrum can be divided into several spectral bands, each having an average attenua-
tion coefficient αj and energy component, Ij have been used to account for the spectral
nature of light attention. Two [4], three [66] and six [67], spectral band models have
been applied to volumetric receivers. However, according to Cengel [65], estimation of
the depth dependent absorption of solar radiation based on a single bulk value can lead
to serious errors. Decrepancies in results of spectral radiation flux calculations based on
absorption coefficient band models was illustrated in the study of Webb and Viskanta
[68] using two and three band models. From their results, shown in Fig 2.10 the two band
model gave higher system performance compared with the three band model. Differ-
ences in models such as these with regards to the attenuation band models are expected
to vary based on the band number model.
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(a) 
(b) (c) 
Figure 2.10: Effects of absorption coefficient band model on (a) mean temperature
and collector efficiency (b) local radiation flux (c) local temperature [68]
2.6 Standard Spectral Irradiance distribution reference:
The Simple Model of the Atmospheric Radiative trans-
fer of Sunshine (SMARTS) model
Recalling that the intensity and absorption coefficient in equation (2.1) and (2.2) are
strongly dependent on the wavelength, thus all wavelengths are not affected by solar
energy activity equally. In particular, for applications where spectral solar radiation
needs to be evaluated from atmosphere to ground level to estimate performance, precise
knowledge of the extraterrestrial spectrum (ETS) is of primary importance [20]. Refer-
ence spectra represents terrestrial solar spectral irradiance on a specific surface, under
one set of specified atmospheric conditions. Terrestrial spectra can be evaluated through
the use of Radiative Transfer Models (RTMs), which describe atmospheric extinction
processes on a spectral basis. Over the years various fixed reference solar spectra have
been developed for standard reporting conditions of such spectrally selective devices.
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Amongst these include:
 ASTM891-82 for direct normal spectral irradiance is one of the early standard
spectra produced are th.
 E892-82, for total hemispherical spectral irradiance on a south facing 37o‘ tilted
surface.
 ASTMa,b: EM424-71 standard spectrum replaced the 82 and 87b spectra.
 EM892-87 was adopted in the International Standards Organisation (ISO) adopted
both the 82b spectra.
 Spectra was moved to ASTM G159-98(combination of E-892-92 E892-92) to con-
form to ISO standard.
G159-98 was adopted and has had a successful application, however challenges of its
reproducibility, solar geometry, spectral range, spectral resolution (step size)are drwwas
backs of the G159-98. Details of the listed deficiencies are presented and fully discussed
in Gueymard [69].
Improved atmospheric radiative transfer models with improved parametrisation of the
absorption properties of aerosols in the environment have been developed. The Simple
Model of the Atmospheric Radiative Transfer of Sunshine, (SMARTS), is a medium
resolution (0.5-5nm) spectral radiative model, versatile enough to cover a variety of
solar energy applications [69–71]. The SMARTS model evaluates the spectral solar
irradiance components of the short wave and long wave spectrum, taking into account
the effect of the atmosphere. Fig 2.11 shows the spectral irradiation data obtained from
reference spectra derived from Simple Model of the Atmospheric Radiative transfer of
Sunshine (SMARTS v. 2.9.2) (NREL) at Air Mass AM1.5. Three resolutions and
spectral intervals are now used in SMARTS: 0.5nm in the UV(280-400nm), 1nm in
the visible and part of the near infra red (400nm-1700nm) and 5nm beyond, up to
4000nm [70]. The SMARTS model incorporates 10 widely used reference atmospheric
profiles and accounts for Rayleigh scattering absorption from 19 different gases (e.g
ozone, nitrogen dioxide, water vapour and aerosol) extinction properties, using individual
parametrisations of the optical mass for each constituent. An advantage of the SMARTS
model is that it is easy to implement and execute; its results compare favourably with
high resolutions models. Its library offers a large number of user options [72–75].
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Figure 2.11: ASTM G173-03 Reference Spectra Derived from SMARTS v. 2.9.2 [76]
2.7 Air Mass
The Air Mass characterises the solar spectrum after solar radiation has travelled through
the atmosphere. It is defined as the ratio of the mass of the atmosphere through which
a beam of radiation passes to the mass it would pass through if the sun were at the
Zenith. The solar intensity and Zenith (sun) angles vary with Air Mass coefficient. The
relationship between Air Mass and zenith (sun) angle and air mass is given by equation
and a brief explanation of the respective Air Mass and zenith is presented in Table 2.1.
AM =
1
cos θz
(2.15)
The intensity of the direct component of sunlight throughout each day can be determined
as a function of air mass from the experimentally determined equation:
I = 1.353× 0.7×AM × 0.678 (2.16)
where I is the intensity on a plane perpendicular to the sun’s rays in units of Wm−2 and
AM is the Air Mass. The value of 1353 Wm−2 is the solar constant and the number
0.7 arises from the fact that about 70% of the radiation incident on the atmosphere
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is transmitted to the Earth. The extra power term of 0.678 is an empirical fit to the
observed data and takes into account the non-uniformities in the atmospheric layers
[69–71].
Table 2.1: Air Mass vs Zenith angle.
Air Mass Comments
AM0 The Air Mass referred to at zero atmospheres such as in
space power applications. Generally characterized using
AM0 corresponds to the Zenith angle 0o.
AM1 means ”one atmosphere”, is the spectrum after travelling
through the atmosphere to sea level with the sun directly
overhead. It corresponds to a zenith angle 5o.
AM1.5 1.5 atmosphere thicknesses, corresponds to a solar zenith
angle of 48.2o. AM1.5 is useful to represent the overall
yearly average for mid-latitudes. The specific value of 1.5
is adopted as the standard testing.
AM2 Corresponds to a solar zenith angle of 60o. useful range for
estimating the overall average/ performance of solar cells
installed at high latitudes.
AM3 useful range for estimating the overall average performance
of solar cells installed at high latitudes.
AM4 Corresponds to zenith angle 75
AM5-AM15 Corresponds to zenith angles greater than 80o and less than
90o.
2.8 Natural convection in enclosures induced by absorp-
tion of radiation
Buoyancy driven convection in cavities plays a vital role in a variety of physical and
engineering applications such as in energy storage [77]. Since the classical works of
Rayleigh and Bernard understanding the interaction between heat transfer and fluid flow
in convective thermal transport has been of primary interest and remains the subject
of many investigations. Differentially heated cavity models with idealised isothermal
or iso flux end walls have formed the fundamental studies for understanding thermal
and flow interactions in enclosures. The differential heated cavity problem has been
extensively studied experimentally and numerically in various contexts (aspect ratios,
geometries, orientation, fluids and control parameters) and several boundary conditions.
Three thermal boundary conditions based on the heating phase angles, φ are commonly
found in literature [78, 79]:
(a) Heating from below (0o < φ <90o), typical Rayleigh Bernard flows are obtained
in which an unstable fluid layer is formed and a small disturbance in this layer leads
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to the onset of convection owing to the density gradient being parallel but opposed
to the gravity vector. The fluid remains in a state of unstable equilibrium due to the
heavier fluid being above the lighter fluid. The critical Rayleigh number for the onset
of convection is found to be Ra>1708 for rigid boundaries and Ra>1101 for rigid free
boundaries [80].
(b) Lateral heating from the side (φ=90o) causes recirculating or cellular boundary layer
flows near the rigid wall, ascending along the hot wall and descending along the cold wall
and enclosing a core region is typical [79]. At this heating angle, the density gradient is
normal to the gravity vector.
(c) Heating from above (90o < φ <180o) causes the density gradient to be parallel but
in the same direction as the gravity, and the fluid becomes stratified. It is however
possible that both conventional and unstable (stratified) mode can interact in a given
configuration.
While a large body of literature exists for the typical Rayleigh Bernard convection in
differentially heated cavities, literature for the fluid mechanics and heat transfer prob-
lem in enclosures, where the primary driving force for the natural convective motion, is
the volumetric absorption of thermal energy is very limited. Unlike in the differentially
heated cavity problem, where steady state solutions are obtained for idealised isothermal
or flux boundaries conditions by time stepping from a prescribed initial state, radiation
induced buoyancy driven flow boundary conditions are transient and complex. Thus,
in radiation induced natural convection problems, it is of fundamental significance to
understand the heat and flow behaviour in the enclosure under time dependent heating
conditions. As such this is expected to be quite different from the convention in differen-
tially heated cavity problems described above. Considerable numbers of investigations
have been found in literature amongst which include works of Webb and Viskanta [81]
who carried out experimental and numerical investigations to predict the heat transfer
and the natural convection in rectangular enclosures. The test cell and conditions are
presented and described in chapter 4 (section 4.3). The experimental tests were then
simulated numerically by solving the conservations equations of mass momentum and
energy with the radiative divergence flux equation using the control volume scheme and
the SIMPLER algorithms [82]. Incident solar radiation was considered for constant iso-
topic radiation incident at the transparent vertical wall. Results obtained showed that
at high Rayleigh numbers, the heat transfer near the base were very low while most of
the heat transfers occurred at the top of the enclosure where the warm fluid first contacts
the isothermal wall [82]. Results also showed that at higher optical depths absorption of
the incident flux in the fluid will be completely attenuated before reaching the opaque
walls and the flow and heat transferred are expected to be minimal. The maximum fluid
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temperature in the cavity was found to increase with increasing aspect ratio, as a higher
area is exposed. High fluid opacity did not permit the penetration and transmission of
incident radiation through the fluid. This in turn eliminates the development of buoy-
ancy induced fluid flow as the volumetric rate of radiant energy deposition approaches a
uniform heat flux boundary condition. The incident radiation within the fluid directly
heats the core of the flow and results in the flow pattern losing the characteristic cen-
trosymmetry of natural convection solutions in cavities with differentially heated walls.
The eddy centre is displaced to a position very near the cooled side wall [82].
Numerical and experimental investigations of unsteady natural convection induced by
absorption of radiation have been reported for shallow triangular enclosures with sloping
bottoms. These find relevance in buoyancy driven flows with respect to the daytime
natural convection in a side arm and in littoral regions [83–87]. From these studies, the
driving mechanisms and major features of the flow development were observed. On this
basis the flow regimes were classified: early flow transition characterised by the thermal
boundary layer, a transitional stage marked by irregular occurring rising plumes and
a quasi-steady state stage. Scaling analysis of unsteady natural convection induced
by absorption of radiation in a triangular enclosure verified by numerical simulations
are reported by Mao et al. [88, 89]. Scaling analysis carried out revealed the features
of the flow regimes which were dependent on Rayleigh numbers (natural convection)
and a relative value of certain non-dimensional parameters describing the flow. Proper
scales were said to be have been established to quantify the flow properties in each of
these flow regimes. A three-dimensional numerical simulation was conducted by Lei and
Patterson [90] to investigate the natural convection in a shallow wedge subject to solar
radiation absorption. The study revealed three distinct stages of the flow development
from an isothermal and stationary state: an initial stage, a transitional stage and a
quasi-steady stage. The heat transfer at the initial stage was dominated by conduction
from the sloping bottom. The transitional stage started with the onset of instabilities,
and the quasi-steady state was characterised by steady growth of a spatially averaged
temperature. The results obtained were in good agreement with observations from a
flow visualisation experiment and a two-dimensional simulation.
In more recent studies two and three dimensional enclosures filled with water were
subjected to solar radiation and have been reported by Hattori et al. [91, 92]. The
simulated geometry finds relevance in deep water bodies subjected to a top solar ra-
diative heating where the authors infer investigations are scarce [91]. Direct Numerical
Simulations (DNS) were applied in solving the coupled mass, momentum and energy
equations. Results revealed non-linear temperature distributions characterised by two
distinct layers: an upper stratification region, due to internal heating, provided by the
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direct absorption of radiation, and a potentially unstable boundary layer due to the ab-
sorption and re-emission of the residual radiation by the bottom surface [91]. A direct
consequence of the non linear temperature stratification is the limitation of the mixing
driven by rising thermal plumes as well as limiting the maximum height to which ther-
mal plumes could attain. This in turn determines the penetration length scale of the
plumes and by extension determining the lower mixed layer thickness. The study also
theoretically determined the lower mixed layer thickness, which is suggested to be equal
to the attenuation length of the radiation [91] and has been shown to have important
implications for water quality, including the transport of pollutants and nutrients. In
a three-dimensional enclosure (parallelopiped), filled with water and subjected to solar
radiation, the authors [92] used scaling analysis and a numerical model to study the
early stage of the flow development.
Penetrative convection owing to selective absorption of radiation belongs to a wider
class of the Rayleigh Bernard problem which has been the subject of many researches
[93]. According to Moroni and Cenedese [94] penetrative convection entails the motion
of a vertical thermal plume or dome into a fluid layer of stable density and temperature
stratification when the plume has enough momentum to extend into that fluid layer for
a significant distance from the original interface [94]. The authors simulated penetrative
convection and the mixing layer in a stratified fluid in a laboratory experiment aimed
at 1) predicting mixing layer growth as a function of initial and boundary conditions
2) understanding the interaction between the mixing layer and the stable layer and 3)
describing the fate of contaminant dissolved in the fluid phase [94]. Fig 2.12 shows images
of the mixing layer and its interface acquired during the experiment. The portion viewed
is a vertical slab of about 1cm thick, centred near the middle of the test section. From
their study, it was demonstrated that the flux through the interface between a mixing
layer and the stable layer play a fundamental role in characterising and forecasting
the quality of water in stratified lakes and in the oceans, and the quality of air in the
atmosphere.
Fig 2.13 shows typical characteristic zones for penetrative convection: boundary layer,
mixing layer, the transitional layer and stable stratified layer, as established by vertical
profiles of mean temperature, density and convective heat flux over the convective layer
height zi. In the mixing layer, with a typical height of 0.85zi, the temperature and
density profiles are constant, in space due to vertical mixing of all these quantities. In
the transitional layer, at around 0.85zi <z<1.2zi, the temperature profile increases and
reaches a stable behaviour, while the convective heat transfer is a minimum. The mixing
layer grows within the transitional layer. In the transitional layer the convection is char-
acterised by narrow plumes in the form of domes of rising horizontal surfaces balanced
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Figure 2.12: Visualisation of mixing layer evolution .Each snap shot corresponds to
a progressive time (white line in frame is 10cm); I:180s,II: 400s III: 600 IV: 700 V: 919
VI: 1260 [94].
by larger regions of descending motion. In the stable layer, where the temperature shows
a stable profile with constant gradient, the convective heat flux is zero.
Convection due to selective absorption of radiation has also been shown experimentally
by Krishnamurti [95] for a viscous fluid. In this study convective instability was found
to occur in the fluid as long as the radiative heating is sufficient to exceed the higher
ambient temperatures. Convective plumes were found to be unable to penetrate far
into the fluid depth and remained shallow in a strongly stratified layer. However, for a
weakly stratified layer, plumes grow tall and further collect in a large convective cluster
which persist as a steady coherent flow.
Hill [96], using the linear and nonlinear analysis based on the nonlinear energy the-
ory simulated Krishnamurti’s [95] experiment. A concentration based internal heat
source is modelled quadratically. A linear analysis and conditional nonlinear analysis
are performed. Due to the presence of significantly large regions of potential subcriti-
cal instabilities, the results indicate that linear theory may only be accurate enough to
predict the onset of convective motion when the model for the internal heat source is
predominantly linear. This lends much credence to the use of a linearly modelled inter-
nal heat source as used by Krishnamurti [95], within the constraints of the parameter
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Figure 2.13: Schematic of the atmospheric boundary layer under convective condition,
with profiles of the vertical kinematic heat flux [94].
ranges. More recently Harfash [97, 98] advanced the earlier works of Hill [96] in three
dimensional numerical simulations. Using the linear stability and the nonlinear energy
stability analysis convection induced by the selective absorption of radiation in a fluid
layer in a three dimensional box was investigated. From the results obtained it was
found that due to the inherent nature of the linear theory, it only provides boundaries
for instability, but does not predict anything about instability, because of the presence of
nonlinear terms. Thus making the development of the nonlinear stability theory highly
desirable, as full assessment of any regions of subcritical instabilities between the two
respective theories can be made. Table 2.2 summarises the various investigations for
natural convection in enclosures driven by absorption of solar radiation.
2.8.1 Finite Volume Method vs Finite Element Method
In the Finite Volume Method (FEM), the governing equations are integrated over a
volume or cell assuming a piece-wise linear variation of the dependent variables (u, v, w,
p, T) [106]. The piece-wise linear variation determines both the accuracy and the com-
plexity. Using these integrations, fluxes across the boundaries of the individual volumes
can be balanced. The flux is calculated at the mid-point between the discrete nodes
in the domain. In contrast Finite Element Method (FEM), uses a Galerkin’s method
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of weighted residuals where the governing partial differential equations are integrated
over an element or volume after having been multiplied by a weight function [107]. The
dependent variables are represented on the element by a shape function, which is the
same form as the weight function and may take any of several forms. [107]. The main
advantage as well as the main disadvantage of finite elements is that it is a mathematical
approach that is difficult to put any physical significance on the terms in the algebraic
equations. The finite volume method, always deals with fluxes and this is not the case
with finite elements. The table below summarizes the advantages and disadvantages of
the various methods [106, 107]:
Table 2.3: Summary of the numerical investigations on the natural convection induced
by the selective absorption of radiation in a fluid layer in various enclosures
Method Finite Element Finite volume
Advantages More mathematic approach Fluxes have more physical signif-
icance
Natural boundary conditions
(for fluxes)
Use techniques like skew upwind-
ing and QUICK schemes
Any shaped geometry can be
modelled with the same effort
More suited to Multiphysics
modelling.
More degrees of freedom
Disadvantages More mathematics involved- less
physical significance
Irregular geometries require far
more effort
Application of FE on any geo-
metrical shape is the same
2.9 Mixing and stratification
Thermal performance of solar thermal systems is strongly influenced by natural con-
vection and thermal stratification [108, 109]. Therefore quantification of the level of
mixing and stratification occurring in thermal storage is of practical interest. System
performance with regards to thermal stratification has been extensively studied [108–
112], especially in water storage thermal storage systems [109, 110]. Numerous methods
have been proposed for the characterisation of thermal stratification in thermal store.
An extensive review on methods to determine stratification efficiency of thermal en-
ergy storage processes and theoretical comparative study of the various methods was
reported in Haller et al. [111]. The authors focus on the methods that can be used to
determine the ability of storage to promote and maintain stratification during charging,
storing and discharging. Fig 2.14 shows a summary of the different approaches found
in literature as presented in Haller et al. [111]. The approaches shown in Fig 2.14 are
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classifieds according to two main groups: 1) density approach which is commonly used
by environmental scientists and 2) the temperature approach used by thermal engineers.
Indices or metrics for the degree of stratification based on the latter approach can be
based on the first law of thermodynamics or based on the second law of thermodynamics.
Davison et al. [112] developed the dimensionless MIX number which expresses the degree
of mixing that occurs during a charging process. The method is based on the momentum
of energy which characterises storage tank performance in terms of both total energy
stored in the tank and its vertical temperature profile. The MIX number is defined by
the dimensionless expression as shown in equation (2.17):
MIX =
Mst −Mactual
Mst −Mmix (2.17)
where Mst,Mactual and Mmix are the momentum of energy of a perfectly stratified tank,
experimental and a fully mixed tank and is obtained from equation (2.18). The energy
of each layer of the tank, Ek=ρVCp dT is weighted by the vertical distance from the
bottom of the tank to the centre of each layer, yi. The momentum of energy is:
M =
n∑
i
yiEi (2.18)
The MIX number equals zero for an actual tank with equal amounts of energy at vertical
locations identical to those predicted by the unmixed tank model. If the actual tank has
an equal amount of energy at heights identical to that predicted by the fully mixed tank
model, MIX equals 1. As the MIX number is based on the height weighted energy (i.e)
moment of energy, in the tank, it is a measure suitable to assessing the level of mixing in
an enclosure. As such, it can be considered as a suitable estimate of the level of mixing
and stratification formed within an enclosure.
For thermal energy storage, the MIX number generally gives a good indication of the
level of mixing and stratification within over time. However, a major drawback of this
method is that it does not show, at what time mixing was most severe; this is due to the
way the MIX number is evaluated. The non-dimensional exergy is used to overcomes
the weaknesses of the MIX number as its evaluation is independent of the amount of
energy stored in a tank. It allows for a better estimation of the transient evolution of
the level of stratification. Dincer and Rosen [13] argued that traditional energy analysis
may be inadequate as it cannot account for the degradation of the energy and proposed
that the second law of thermodynamics offers an alternative measure of the quality of
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Figure 2.14: Different methods proposed to characterise thermal stratification in
water storage [111].
the energy stored. The process of loss of stratification creates entropy through mixing
and environmental losses and as a consequence, degradation of the energy stored [113].
For natural convection in enclosure problems determination of the entropy generation is
important for an exergy analysis. Magherbi et al. [114] studied the entropy generation
at the onset of natural convection. Entropy generation gives a measure of destruction of
available work of the system is important. As such entropy generation in fundamental
natural convection and for evaluating the performance of sensible heat thermal energy
storage are also of primary interest. Oztop and Al-Salem [115] presented an extensive
review of entropy generation minimisation or thermodynamic optimisation in enclosures
due to buoyancy induced flows for energy systems. The authors present a comprehensive
table list of available literature on entropy generation studies in square, rectangular
and cylindrical enclosures. Their review highlights the relationships of thermodynamic
and Energy Generation Minimisation (EGM) method and the interaction between heat
transfer, engineering thermodynamics and fluid mechanics. Basak et al. [116] studied
entropy generation during conjugate natural convection within a square cavity. In a
numerical study the author applied finite element carried out entropy generating analysis
(using FEM) during conjugate natural convection within a differentially heated square
cavity enclosed by vertical walls of different thicknesses. Their results showed that
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maximum entropy generation due to heat transfer occurred near the solid fluid interface
region due to a high temperature gradient. The maximum magnitude of the entropy
generation due to fluid friction occurred near the cavity due to friction between the
circulation walls and cavity walls. Increased values of the heat transfer and flow intensity
resulted in larger values of entropy. A numerical investigation of the transient natural
convection and entropy generation in a differentially heated enclosure using a finite
volume method was reported by Magherbi, et al. [114]. The study found that the total
entropy generation attained a maximum value at the onset of the transient state which
increased with the Rayleigh number and the irreversibility ratio. Entropy generation in
rectangular cavities of constant area and varying aspect ratios were studied numerically
by Ilis et al. [113]. The study reports that, for a cavity with high value of Rayleigh
number, the total entropy generation due to fluid friction increased with increasing
aspect ratio, attains a maximum and then decreases. The aforementioned studies show
that the exergy efficiency gives better insights into the thermal performance than energy
efficiencies. They are seen as useful tools in guiding Research design and decisions and a
true representation of the associated internal system losses. They also provide a measure
of how the operation of a system approaches the ideal or theoretical upper limit. However
energy and exergy analysis for radiation induced natural convection in enclosures driven
by the volumetric absorption of solar radiation appear to be lacking. The instantaneous
exergy within a storage tank can be evaluated by equation 2.19 is defined as:
 =
∫
ξρdV (2.19)
where  is the instantaneous exergy (J), V is the volume of the storage tank (m3) and ξ
is the flow availability (J/kg), which is calculated by:
ξ = (h− h0)− T0(s− s0) (2.20)
In which the enthalpy (J/kgK), h0 is the enthalpy at a reference state (J/kgK), s is the
entropy, s is the entropy (J/kg), s0 is the entropy at reference state (J/kg), and T0 is
the temperature at reference state. Dincer and Rosen [13], defined an exergy based non
dimensional parameter ξ to quantify the degree of stratification in the tank by comparing
it two ideal extreme states, a perfectly stratified tank and a perfectly mixed tank. The
non-dimensional exergy parameters ζ is defined as
ζ = 1− − mix
st − mix (2.21)
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where  mix is the instantaneous exergy of a perfectly mixed tank (J) and  stat is the
instantaneous exergy of a perfectly stratified tank (J). ζ=0, for a perfectly stratified tank
and ζ=1. For a perfectly mixed tank. For a non perfect thermal stratification, ζ will
be between 0 and 1. Assuming both density and specific heat are constant, the global
instantaneous exergy difference between the actual tank and perfectly mixed tank can
be evaluated by:
− mix = CpρV [(T¯ − Tmix)− T0ln(T˜ /Tmix)] (2.22)
where Cp is the specific heat of the fluid (J/kg K), T¯ is the volume averaged temperature
(K) and T˜ is the equivalent temperature (K). Similarly, the global instantaneous exergy
difference between a perfectly stratified tank and a perfectly mixed tank can be evaluated
by
st − mix = CpρV [(Tstra − Tmix)− T0ln(Tstra/Tmix)] (2.23)
where T¯ stra and T˜ stra are the volume averaged temperature and the equivalent temper-
ature in a stratified tank (K), respectively. The mixed temperature, Tmix is calculated
using the net energy balance that includes energy losses to the ambient and net energy
addition or withdrawal during the loading or unloading phases, as represented by the
following equation:
ρCpV
dTmix
dT
= miCp,in(Ti − T )− UA(Tmix − Tamb) (2.24)
where U is the overall heat transfer coefficient (W/m2K), A is the surface area (m2)
and Tamb is the ambient temperature (K). T¯ is defined below, where the summation is
extended into all control volumes
T¯ =
1
V
∑
cv
TiVi (2.25)
where Ti (K) is the temperature in the ith CV(m
3) and Vi is the volume of the ith
cv(m3). Physically, T˜ represents the equivalent temperature of a mixed thermal energy
system that has the same exergy as a stratified thermal energy system. It is defined as:
T˜ =
1
V
∑
cv
VilnTi (2.26)
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In a similar manner, T¯ stra and T˜ stra are calculated by:
T¯stra =
1
V
∑
CV
Tstra,iVi (2.27)
T˜stra = exp
[
1
V
∑
CV
VilnTi
]
(2.28)
After extensive comparisons among these parameters/approaches with the numerical
simulation data obtained for this paper, it is found that the non-dimensional exergy
parameter best quantifies the level of thermal stratification in the storage tank, and
hence it will be used in this thesis as the parameter to quantify the level of thermal
stratification in the tank.
2.10 Capture efficiency
Capture efficiency is defined as the fraction of incoming energy entering through the
aperture that is retained by the receiver to heat the fluid body and retained. Equations
(2.16) and (2.30) present assessment metrics based on the first and second law efficiencies
applicable to stationary receivers undergoing transient heating [117]. Khullar et al. [117]
have recently applied energy and exergy metrics defined above to stationary receivers
undergoing transient heating. In volumetric absorption capture performance evaluation
is of interest as these systems are required to efficiently convert concentrated solar ra-
diation and achieve the highest possible temperatures while retaining high efficiencies
[4].
ηI =
Estor
Qin
=
∫ t
0 mCp(T − T0)
CIAt
(2.29)
ηII =
Exstor
Qin
=
∫ t
0 mCp[(T − T0)− T0ln(T/T0)]t
CIAt
(2.30)
The aforementioned MIX number, exergy and capture efficiency metrics have been suc-
cessfully applied in gaining insights into the thermal performance. A combination of
these metrics can serve as useful tools in guiding designs and assessing performance of
thermal storage systems. Hence, in the present study these metrics will be applied to
give an indication of the capacity of the thermal system.
Chapter 3
Model geometry and numerical
formulation
This chapter presents the mathematical formulation, governing equations, and numerical
implementation of the governing equations describing the physical phenomena encoun-
tered in a sensible thermal energy storage system, charged by absorption of concentrated
solar radiation in high temperature molten salt. The components and operation of a
Direct Absorption Sensible heat Thermal Energy System described in Chapter 2 involves
complex physical processes which entails radiation coupled to natural convection which
can be broken into representative constitutive equations obtained in many classical text-
books. The governing equations and derived non linear partial differential equations are
solved using Finite Element Methods (FEM).
Section 3.1 presents the description of the geometry and mathematical formulation of
transient volumetric heating of a fluid in a Direct Absorption Sensible Thermal En-
ergy System. In section 3.2 the governing equations of the representative physics are
presented, while in section 3.3 assumptions and constraints,as applied to the numerical
formulation are discussed. Section 3.4 presents the numerical implementation along with
its boundary and initial conditions in COMSOL Multiphysics, this section also presents
the derivation of the lower surface boundary condition.
3.1 Geometry and Mathematical formulation
In Chapter 2, a schematic and general description of a direct absorption thermal energy
storage system . Fig Fig 3.1a shows a schematic of a direct absorption thermal energy
storage system consisting of an insulated inner steel tank , accommodating a black
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absorber plate at its lower surface and contains commercially available mixture of sodium
(Na) and potassium (K) nitrate salts was presented. The molten salt in the TES is
directly illuminated by concentrated solar radiation, which in turn heats it by: 1) the
direct volumetric absorption of incident concentrated solar radiation in a non linear
manner and 2) a natural convection driven by transmitted radiation absorbed by an
absorber plate radiation at the bottom surface.
Under consideration is a two dimensional equivalent (Fig 3.1b) of the direct absorption
thermal energy storage system (Fig 3.1a) containing approximately 2m3 of molten salt.
The domain consists of rigid adiabatic vertical walls of height H and a black rigid con-
ductive bottom wall of finite thickness (dx) and width D. The dimensions of the domain
are given in Table 3.1 for various H/D ratios, while the list of thermophysical properties
of the lower absorber surface is presented in Table 3.2. The domain is filled with high
temperature molten salt which is in contact with the lower boundary surface, while the
top surface, the salt air interface is an open, stress free adiabatic surface. Initially, the
molten salt is at rest and at a temperature T0=250K, corresponding to a temperature
above salt crystallisation temperature. The thermophysical properties of the molten salt
are taken for temperature dependent properties which have been collected from molten
salts handbook and binary molten salt KNO3-NaNO3 has long operational experience
in thermal transport and storage handling. Table 3.3 gives the following temperature
dependence for the viscosity, density, thermal conductivity, heat capacity and viscosity
as extracted from Janz [48]. Fig 3.2 shows measured attenuation coefficients for molten
salt KNO3-NaNO3 at 250
oC; the measurements were obtained with a Elmer Perkins
EPP2000-UVN-spectrophotometer from StellarNet, in a high temperature quartz cu-
vette. In Fig 3.2 a comparison of the measured values obtained in the present study
with experimentally determined attenuation coefficient as obtained for Passerini’s [29]
study in the visible wavelength region (400-800nm) are presented. Results show a good
agreement and is used with confidence in the present study.
At the time t=0, non-uniform concentrated flux at 700X is initiated at the top surface
and thereafter maintained. The downward penetrating radiation within the salt depth
directly illuminates it and heats the salt volume in a non-uniform manner by volumetric
absorption. The non-absorbed radiation transmitted to lower surface is assumed to be to
be fully absorbed by the lower absorber. The absorber plates accumulates the absorbed
energy which subsequently heats the lower plate up by conduction. The heated absorber
heats the fluid adjacent to it initially by conduction and then subsequently Rayleigh
Bernard type convection once the criterion for onset of thermo instability is satisfied.
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Figure 3.1: Schematic showing (a) Direct absorption Thermal Energy storage system
and (b) Two dimensional equivalent of problem under study.
Table 3.1: Dimensions of the computational domain for a fixed molten salt volume
at different aspect ratios (H/D).
H/D H(m) D(m)
0.5 0.71 1.4
1 1.1 1.1
2 1.76 0.8
Table 3.2: Properties of lower plate material.
Materials property Symbols Dimensions
Density ρ 8960(kg/m3)
Specific Heat Cp 385(J/kgK )
Thermal conductivity k 400(W/(mK)
3.1.1 Assumptions
The following assumptions were made in the present numerical model formulation:
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Figure 3.2: Comparison between measured attenuation coefficient for KNO3-
NaNO3 (60%-40%) from present study (red) with values determined obtained from
Passerini2010 (Black) [29]
Table 3.3: Thermopysical properties of molten KNO3-NaNO3 salt [48].
Property Symbols Dimensions
Density (ρ) 2090-0.636T kgm−3
Thermal conductivity (k) 0.443+1.9 × 10−4T W (mK)−1
Heat capacitance (Cp) 1443-0.172T (1396.044+0.172T) J(kgK)
−1)
Dynamic viscosity (µ) 22.714-0.12T+2.281×10−4T-1.474×10−7T kg(ms)−1
1. A two dimensional computational domain is used to represent the TES geometry.
2. The flow is assumed to be two dimensional.
3. The working fluid is molten binary KNO3-NaNO3 salt and is considered to be New-
tonian.
4. Molten binary KNO3-NaNO3 has a crystallization temperature of 222
oC with a max-
imum operational temperature 600oC and its vapour pressure is taken to be zero as
assumed in many thermal energy applications.
5. The fluid top surface is assumed to be optically smooth, so that the reflection and
transmission characteristics follow Fresnel equations of classical electromagnetic theory.
6. The non uniform incident radiation is described to have a Gaussian profile and ap-
proximates the flux distribution from the concentrator system shown in Fig 2.2.
7. The fluid depth studied is taken to be within depth such that the an adequate amount
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of radiation is transmitted to the lower surface sufficient induce convection and mixing.
8. The directly deposited concentrated solar radiation absorbed is assumed not generate
temperatures which exceed operational temperatures of the salt (600oC).
9. All radiation transmitted to the lower surface is assumed to be fully absorbed at this
surface.
3.2 Governing Equations
The interaction of heat and flow and the subsequent temperature and flow fields gen-
erated within the enclosure are governed by the continuity, momentum (Navier-Stokes)
and energy transport equations with a source term as given below equations (3.1) to
(3.3) [118]:
∇ −→V = 0 (3.1)
ρ
∂(
−→
V )
∂t
+ ρ(
−→
V ∇) −→V = −∇p+ µ∇2−→V + ρg (3.2)
ρCp
(
∂T
∂t
+∇ −→V T
)
= ∇  (k ∇T ) + S (3.3)
where
−→
V is the velocity vector consisting of the velocity components u v and w. T is the
spatial temperature in the domain from the resulting heating. P is the pressure. S is
the source term representing the rate of absorption of solar radiation given in equation
3.4 below. The source term is determined by solving the Radiative Transfer Equation
(RTE) subject to the appropriate radiative boundary conditions. The radiative transfer
equation in its exact form is an Integro-differential equation which is algebraically very
difficult to solve, especially when the effects of scattering are included, as they must
be for this problem. Solution to this problem was derived in equations (2.4)-(2.7) in
Chapter 2 (section 2.5) and was given in form readily employed in the energy equation.
S =
∑(
αλ
(
[1− ρa(γi)]Iλ
γ
e
αλy
γr +
1
1− rB
(
[1− ra(γi)]
)
Ie
αλL
γr
)
(3.4)
The first terms on the RHS of equation (3.4) represent the contributions of the direct
absorption of radiation within the fluid body while the second term denotes the contri-
bution to the heated absorber plate at the bottom.
Chapter 3. Model geometry and Numerical formulation 46
In terms of weighted average values for solar intensity and absorption coefficient, equa-
tion (3.4) can be written, neglecting directional cosines to obtain equation (3.5):
S = [1− ρa]αI(eαy + κeαL) (3.5)
The governing equations given in equation (3.1) to (3.3) are non dimensionlised using
the following scales: H ∼ α (length scale); t∼ κα2 (time scale); T ∼ g βI0/Cpκα2
(temperature scale); V(u,v,w) ∼ κ α (velocity scale).
ρ
∂(
−→
V )
∂t
+ ρ(
−→
V ∇)−→V ) = −RaPr∇p+RaPr∇2−→V + PrRaT (3.6)
ρCp
(
∂T
∂t
+∇.−→V T
)
= ∇  (k ∇T ) + S (3.7)
The controlling parameters describing the flow in an enclosure is given by the Rayleigh
number which prescribes the buoyancy effect in comparison to viscous effect in a fluid.
The threshold for convection is Rac=1708 in an enclosure with two rigid wall while in
an enclosure with rigid bottom and free top Rac=1101 [80]. The Prandtl number which
prescribe the viscous effect to the thermal diffusivity. In terms of flux Rayleigh number
is given by equation [91, 92].
Ra =
ρ2CpgβqH
4
µk2
(3.8)
where g, ρ, µ, k, and β are the gravitational constant, density and coefficient of volu-
metric expansion respectively.
Gr =
gβI0h
4
ρ2Cpν2
(3.9)
The Prandtl number is a fluid property:
Pr =
µCp
k
(3.10)
Initial conditions
1. u,v(t=0)=0
2. T(t=0)=250K melting point temperature of salt t60
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Boundary conditions
1. Vertical wall is rigid adiabatic, and impermeable. No slip occurs at the side walls. The
velocity components and normal temperature gradients being zero, (u=v=w=dT/dn=0).
2. The top boundary (y=0) is a stress free and adiabatic surface i.e (du/dy=dv/dy=dw/dy=0)
and (dT/dy=0).
3. The lower boundary is rigid wall with no slip (u=v=w=0) and of finite thickness and
thermal conductivity, where the transmitted flux to this surface is absorbed and heats
the lower fluid at temperature obtained from equations (4.1).
Consider a solid plate of finite thickness, dx and length L as shown in Fig 3.3. The
top surface is subjected to the heat flux with adiabatic conditions at the lower surface
(Fig 3.3). For dx<< H and uniform conduction ,one dimensional heat transfer in the
plate is assumed. Thus, applying the one dimensional transient heat conduction equation
in dimensional form as given in equation (6.6) and the following boundary conditions
[119], the top plate surface temperature is assumed as follows:
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Figure 3.3: Lower plate absorber.
ka
d2Ta
dy2
+ Iz =
1
k
dT
dt
(3.11)
where y is the plate thickness The initial and boundary conditions applicable are:
− kdT
dy
∣∣∣∣
y=0
= I0e
−ηH (3.12)
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T
∣∣∣∣
t=0
= Ti (3.13)
− kdT
dy
∣∣∣∣
y=dx
= 0 (3.14)
Omitting, the mathematical details for which can be found elsewhere [119] the tempera-
ture of the lower plate for a fully insulated lower absorber surface and side walls,is given
as:
T (x, t)− Ti = 2I
k
[(√
αt
pi
) 1
2
e
x2
4αt − x
2
xerfc
(
x√
4αt
)
− xerfc
(
x
2αt
)]
(3.15)
The temperature of the top surface x=0, y=H is given by
T (x, t)− Ti = 2I
k
(√
αt
pi
) 1
2
(3.16)
where, I is the intensity described by the Total Solar Intensity(TSI) and the SMARTS
model and α is attenuation coefficient taken for a weighted value equations (2.2) for
spectral values .
3.3 Numerical implementation
Commercial Finite Element Method (FEM) software COMSOL Multiphysics version 4.4
is employed to solve the derived, time dependent system of nonlinear partial differential
equations (PDEs) [120]. COMSOL Multiphysics software is a commercial numerical
software package that uses finite element method (FEM) to solve systems of partial dif-
ferential equation derived from different Multiphysics problems. COMSOL Multiphysics
is supplied with different pre-configured solvers, (fluid flow, heat transfer, structural etc)
[120].
The conjugate heat transfer physics interface combines the heat transfer phenomena
with the nonisothermal physics equation with the equations for laminar flow described
in section 3.2 and solves nonlinear partial differential equations (PDEs) by prescribing
appropriate initial and boundary conditions as outlined in section 3.4. Second-order
elements for the velocity and linear elements for the pressure field, (P2 + P1) discretisa-
tion are used [120]. A time-dependent Backward Differentiation Formulas (BDF) solver
was employed to obtain solutions to the time-dependent nonlinear partial differential
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equations using implicit time-stepping methods. The BDF solver applies the backward
differentiation formula (backward Euler) with order of accuracy varying from one to five.
BDF methods offer high stability but have severe damping effects, especially the lower-
order methods [120]. Simulations in COMSOL using the Backward Differential Formula
solver in combination of Navier Stokes (NS) equations on a fine mesh, a transient solver
with small time steps and time-averaging of results [120] were used to model heat trans-
fer and flow fields. The Convergence of the solution at each time step was obtained for
the convergence criteria for the residuals of continuity equation, velocity components,
and energy equation solutions obtained when the difference between normalised residual
of the algebraic equation and the prescribed value is less than φ. i.e max | φ m+1-φm |
< φ were satisfied i.e where φ is a dependent variable and m is the iteration number.
The simulations are performed on a HP Compaq with the following specification; Quad
core Intel R© Core(TM) i7-3770 CPU @ 3.40GHz, 16GB RAM.
Chapter 4
Validation
This chapter is primarily concerned with the verification of the numerical tool and
validation of the developed numerical models. Verification and validation is carried out in
this chapter by evaluation of the software suitability in simulating established analytical
and experiments found in literature, and comparing the numerical simulated results
with those obtained from published literature. The procedures implemented in the
verification, validation and mesh refinement conform to the processes outlined in [121–
125]. Mesh refinement and time dependence studies was conducted systematically for
all test cases by varying numerical results over mesh element sizes ranging from a coarse
mesh to fine mesh so that the difference between in output solution at the respective mesh
size and the solution at the finest mesh considered converged and remained constant for
the mesh and time dependence tests. The relative error has been calculated by reference
to the results given by the finest mesh. The compared quantities for the mesh size
dependence study are the maximum velocity and the average temperature within the
domain The relative error for either of the quantities in reference to the results of the
finer mesh is obtained from the mesh convergence plots. Convergence of the solution was
checked at each time step, and the convergence criteria for the residuals of continuity
equation, velocity components, and energy equation were specified as stated in section
3.3. The solution convergence is met when the difference between normalised residual of
the algebraic equation and the prescribed value is less than 10−x for all variables where
x is an integer
Five tests cases have been considered for the verification and validation study in this
study. The chapter is set out in the following order: section 4.1 presents the verification
of the volumetric absorption of radiation in a working fluid in a flow receiver, directly
irradiated from the top by isotropic radiation. The reference experimental test on an
open film solar collector conducted by Beard, et al. [126]. The numerical results and
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the experimental results are then compared. In section 4.2, the verification study for
a buoyancy flow problem is presented. In this test case, the classical Rayleigh Bernard
convection for the stability of an infinite horizontal fluid layer heated from below and
cooled from the top is simulated in COMSOL. The result obtained from the numerical
solution is then compared with the analytical solution as found in studies by Drazin [80]
and Chandrasekhar [118]. Section 4.3 presents the validation for the radiation induced
natural convection due to volumetric absorption of solar radiation in a rectangular enclo-
sure against the experimental results of Webb and Viskanta [82]. Section 4.4 presents the
validation of the numerical results from COMSOL with experimental results of Coates
and Patterson [104] for the unsteady natural convection in a cavity with non-uniform
absorption of radiation. Lastly, Section 4.5 presents validation of numerical simulation
natural convection in a reservoir sidearm subject to solar radiation with experimental
results of Lei and Patterson [84].
4.1 Solar radiation Absorption validation
4.1.1 Experimental test
In this section, an experimental investigation on a direct absorption, open fluid film solar
collector carried out by Beard et al. [126] is presented. The study which is modelled
with COMSOL Multiphysics software used to ascertain the software capability in solving
the system of equations along with its initial and boundary conditions representative of
the direct absorption of solar radiation in a working fluid. Fig 4.1 shows a schematic
of the low cost open fluid-film solar collector (Solaris open water trickle solar collector).
The collector consists of a top glass of single glazing, and a black collector bottom
steel plate over which near uniform laminar film flow of silicone oil was pumped. The
top glass is transparent to the incident solar radiation and allows incident radiation to
be transmitted to the working fluid and the collector plate, whose sole purpose is to
absorb the transmitted radiation. The collector was tested under various ambient and
fluid flow conditions. Each test was run for ten to fifteen minutes, during which the
isolation and inlet and outlet temperatures were measured [126]. Full details of the
design, construction and experimental tests for the open fluid film solar collector can
be found in [126]. Table 4.1 shows the collector dimensions, material properties and
reference operating conditions used in the experiments.
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Table 4.1: Open fluid-film solar collector geometry parameters and operating condi-
tions [126].
Property Symbols Dimensions
Collector Length l 4.9
Collector width w 1.1
Plywood deck thickness thickness (kg/(ms))
Glass thickness g thickness 3(mm)
Insulation thickness Ins thickness 8.99
Aluminium thickness Al thickness 8.99
Materials property Symbols Dimensions
Density ρ 880(kg/m3)
Specific Heat Cp 1.63(J/kgK )
Thermal conductivity k k(W/(mK)
Dynamic viscosity µ 7.0(kg/(ms))
Absorption coefficient α 3.31m−1
Vapor pressure@40/100oC 4×10−4/0.6mmHg
Materials property Symbols Dimensions
Collector eff factor 0.98
Overall thermal loss coff U 12 (W/m2 K)
Heat removal factor FR 0.88
Flow rate Q¯ 0.0150.022 (kg/m2)
Avg wind speed 4m/s
Heat transfer coefficient h 5 (W/m2K)
Ambient temperature Tamb 293 (K)
Max and Min Intensity I 920 (W/m2)
4.1.2 Numerical model
Fig 4.2 shows a schematic of the numerical domain which is a single channel of one
segment of the flow valleys of the open film collector presented in Fig 4.1. The receiver
consists of two parallel walls, one of which is top glazing is a 3mm transparent glass is
transparent to the incident solar radiation and the other i.e the bottom wall was opaque.
At the inlet silicone oil at a constant temperature enters and flows between the top and
bottom walls. Solar radiation incident at the top glazing and transmitted through the
transparent glass cover is absorbed in the silicone oil flowing through the troughs. The
silicone oil flowing through the domain is then heated by the incoming radiation and
the bottom plate. Table 4.1 presents dimensions, properties of the material and input
parameters used in the present simulation.
dT
dy
∣∣∣∣
y=0
= I0e
−ηy (4.1)
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Figure 4.1: Open fluid film collector(Solaris)[126].
 
Figure 4.2: Two dimensional flow domain considered for the present study [127].
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dT
dy
∣∣∣∣
y=H
= 5W/m2 (4.2)
u(y) =
3
2
u
(
1−
(
y
h
))
(4.3)
The physical processes occurring in the flow receiver are governed by the two dimen-
sional mass (equation 3.1) momentum (equation 3.1) and energy equations including
the volumetric heating source term (equation 3.3) for two dimensional steady state in-
compressible laminar flow [127]. Equation 4.1 to 4.3 present the initial and boundary
conditions applied. Assumptions considered in the following formulation are: flow within
channel is developed, Scattering of energy within the fluid is ignored, solar radiation is
uniform and isotropic and fluid absorptivity is approximated by a single value.
The coupled governing equations mass, momentum and energy for two-dimensional
steady-state, incompressible, laminar flow from the above numerical compilation is
solved in COMSOL Multiphysics environment [120].
Fig 4.3 shows a schematic of the computational mesh made up of triangular element
meshes with nodes effectively clustered to the vicinities of all boundaries in the x,y
plane.
  
Figure 4.3: Mesh of the computational domain
A test of mesh and time-step dependence is conducted prior to the calculation, check of
the independence of the numerical result on the mesh element size. Different mesh sizes
which ranged from a coarse mesh (100mm) to a fine mesh (5mm), obtained by dividing
the maximum mesh size by a mesh refinement ratio (N) i.e(h/N). The solution to the
output variable in this case the difference in the solution to the average temperature at
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the various mesh element sizes and at the finest mesh is monitored until it converged
and remained constant as shown in Fig 4.4. It is clearly seen that as the difference in the
average temperature converged at N=5 after which the solution remains fairly constant
value at finer element sizes. A mesh is selected at N=8, corresponding to a mesh element
size 10mm, above which further reductions in element size did not change the average
temperature significantly and the differences of the numerical results were within 4.7%,
which indicated that the total amount of 6148 elements was adequate enough to save the
computing time without losing the numerical accuracy. The convergence criteria for the
residuals of continuity equation, velocity components, and energy equation were 10−5,
10−5 and 10−5, respectively. The solutions were obtained once the convergence criteria
were satisfied.
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Figure 4.4: Mesh refinement plot for test case 1: A plot showing the difference in the
maximum temperature for the different mesh densities versus mesh refinement factor
(N)
Fig 4.5 shows the experimental results average bulk outlet temperatures of Beard et al.
[126] (blue) compared to the predicted steady state numerical solutions (green) obtained
using COMSOL. The input condition for each test simulated is presented on top of the
results for the respective cases. Direct comparisons to the experimental and numerical
results reveals satisfactory agreement between them with errors less than 5% for all five
cases.
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Figure 4.5: Comparison of bulk outlet temperature (Tout) between experimental
[126] and numerical data [127] and present numerical data for five different cases (see
[127]). The error bars show 5% deviation.
4.2 Rayleigh Bernard Convection
In this section, the analytical solutions of the classical Rayleigh Bernard problem for
stability of the quiescent state of an infinite fluid layer heated from below and cooled at
the top was presented by Drazin [80] and Chandrasekhar [118]. The hydrodynamic flow
of a viscous fluid of varying density and temperatures is obtained from solving equations
of mass momentum and energy given in equation 4.4 to 4.6:
Continuity:
∇ −→V = 0 (4.4)
Momentum:
1
Pr
(
du
dt
+ u∇u
)
=
dP
dx
= ∇2u (4.5)
1
Pr
(
dw
dt
+ w∇w
)
=
dP
dz
−RaT = ∇2w (4.6)
Thermal diffusion:
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Figure 4.6: Rayleigh Bernard problem with two rigid walls.
ρCv
(
dT
dt
+ v∇T
)
= −k
[
1
r
d
dr
(
r
dvr
dr
)]
+ q (4.7)
where u, v and w are the dimensionless velocities in the x,y, and z directions. T is,
temperature; pressure p, and heat source q. Ra and Pr are the Rayleigh number and
the Prandtl number defined in equation (3.8) and (3.10) respectively.
Full details for the linear stability derivations, perturbed equations and non-dimensional
variables, can be found in the study of Drazin [80] and Chandrasekhar [118]. The
equations governing the marginal state transition from stability to instability occurring
via a stationary state is obtained from equation 4.8 to 4.14 [80]:
(D2 − a2)W =
(
gα
ν
)
a2Θ (4.8)
(D2 − a2)Θ =
(
β
κ
)
d2 (4.9)
where Θ and W are the dimensionless temperature and velocity respectively. Eliminating
Θ between these equations, we obtain:
(D2 − a2)3W = Ra2W (4.10)
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Analytical solutions to equation (4.10) exists for three cases: two rigid boundaries,
one rigid and one free boundary and lastly, two free boundaries [118]. Parameters
characterising the marginal state for the three cases: (the critical Rayleigh number) i.e.
the Rayleigh value above which instability sets in and the wave number for the three
cases are shown in Table 4.2. Solving the problem for the two rigid boundaries the
preceding solutions the case where the bounding surfaces, z=0 and z= 1 are rigid, the
following can be found:
Table 4.2: Parameters characterising the marginal state for the three cases, Pr=7
[118].
Nature of the bounding surface Rac a 2pi/a
Both free 657 2.2214 2.828
Both rigid 1708 3.117 2.026
One rigid one free 1101 2.682 2.342
W = (D2 − a2)2W = 0 for z=0 and 1 (4.11)
The solution
DW = 0 for z=0 and D2W for z=1 (4.12)
The solution
W = A0 sin q0z +A sinh qz +A sinh q1z (4.13)
W = sin q0z − 0.045302 sinh q1z cos q2z + 0.00121173 cosh q1z sin q2z (4.14)
w = W (z) cos
2pi
L
x (4.15)
u =
DW
a2
2pi
L
sin
2pi
L
x (4.16)
where the solution to the cell patterns (rolls) are given by:
w = W (z) cos
2pi
L
x (4.17)
where L is constant corresponding to a particular wave number, a:
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L =
2pi
a
(4.18)
4.2.1 Numerical model
A schematic representation of the numerical domain for the Rayleigh Bernard problem
investigation is shown in Fig 4.7. The domain consists of sides of dimensions H. The
gravity vector is directed in the negative y coordinate direction, and the fluid is assumed
to be water with Pr=7. The non-dimensional governing equations for the Rayleigh
Bernard convection problem are conservation of mass, the incompressible Navier–Stokes
equations, and the energy equation given in equation 4.4 to 4.6and the Boussinesq
approximation is assumed to be valid.
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Figure 4.7: Rayleigh Bernard problem with two rigid walls Schematic diagram of the
physical model and coordinate system.
A finite Element Method [120] is used to discretise the coupled Navier–Stokes and energy
equations. The velocity and pressure terms are discretized using a second order and
linear elements (P1+P2) scheme [120].
In order to ensure mesh independence of solutions, a mesh sensitivity tests for the case Ra
= 1078 and Pr = 7 were conducted for different mesh element sizes, which ranged from
a coarse mesh (200mm) to a fine mesh (5mm). Fig 4.11 shows the convergence of the
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Figure 4.8: Computational mesh.
difference in the maximum value of the vertical velocity, (wmax)at the respective mesh
sizes and the solution at the finest mesh element size, with mesh refinement. The plot
shows convergence at the mesh refinement factor N=5 which corresponds to an element
size 20mm . Thus an element size 20mm is selected, which gives 1% error which is
considered to be fine enough to get accurate solutions. Fig 4.8 shows the computational
mesh used consisting of 6586 elements mesh elements. A convergence criterion of 10−6
was imposed on the residuals of all the governing equations.
The numerical model was also checked for accuracy against the published numerical
solution of Chandrasekhar [118] for natural convection of fluid in an enclosure of aspect
ratio (A) of 1 heated from below. A comparison of the streamlines and vertical velocity,
are presented in Fig 4.9 and Fig 4.10. Results obtained from numerical results are in
quite good agreement with those of Chandrasekhar [118].
4.3 Radiation-Buoyancy driven flow in rectangular enclo-
sure.
In this section, the experimental works of Webb and Viskanta [82] on radiation induced
natural convective motion in a vertical rectangular tank is simulated with COMSOL. For
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Figure 4.9: Solutions: analytical [118] and numerical Streamlines for Rayleigh
Bernard problem with two rigid walls.
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Figure 4.10: Analytical [118] and Numerical results for the velocity for Rayleigh
Bernard problem with two rigid walls.
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Figure 4.11: Mesh refinement plot for test case 2: A plot showing the difference in
the maximum velocity for the different mesh densities versus mesh refinement factor
(N).
brevity, a brief description of the experiment is presented below and the full description
of the experimental study can be found in Webb and Viskanta [82]. Fig 4.12 shows a
schematic of the test cell and its components. The test cell has dimensions of 48 by
145 by 41mm and is made up of optically transparent windows which form the front
and back walls of the enclosure. The optically transparent windows provide access for
flow visualisation using a Mach Zehnder interferometer system [82]. A heat exchanger
fabricated from a 12.7mm thick copper block, and painted black with 3M Brand ECP
2200 solar absorber coating formed one of the interior vertical walls (Fig 4.12). The
exterior surface of the test cell was insulated with 5cm Styrofoam insulation, while the
inner compartment contains degassified water. The top of the acrylic test cell was left
open for filling the enclosure. The test cell was illuminated with Quartz halogen lamps,
with parabolic dichroic mirrors (Philips 13117) which estimated the solar spectrum at
sea level. A spatial uniformity of the radiation of 9% on the average was achieved over a
typical 90mm exposed test fluid height after eight to ten hours when the system reached
steady state. The optical quality window and Mach Zehnder interferometer to which the
test cell was mounted, were adjusted to achieve the infinite fringe condition so that any
subsequent variation in intensity will result in thermal disturbances in the system. Mach
Zehnder interference images were recorded as well as the flow visualisation performed by
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injection of fluorescence dyes [82]. Interferograms showing fringes for enclosure aspect
ratios 1 and 2 are presented in Fig 4.16a and Fig 4.17a respectively.
 
Figure 4.12: Schematic of test apparatus[82].
4.3.1 Numerical simulation.
Fig 4.13 shows a two dimensional computational domain for the test cell (Fig 4.12).
The left vertical wall is opaque and is at held at a constant temperature, while the
right vertical wall is transparent and transmits radiant energy incident upon it, while
confining the test fluid. The top and bottom wall are rigid and adiabatic boundaries.
Incident radiation at x=D, penetrates the fluid layer and is absorbed. The absorbed ra-
diation then heats the fluid volumetrically and subsequently develops a buoyancy driven
flow. The temperature and fluid flow developed in the enclosure are solved for using
the 2 dimensional steady state, conservation of mass, momentum and energy equations
assuming Boussinesq approximations (equations 3.1 to 3.3). The input parameters and
boundary conditions include: at the transmitting wall  =1, r=0 incident radiation flux
incident I0= 1300W/m
2, temperatures of the cooled wall and cooling air temperatures
were 23.1oC and 22.3oC respectively [82]. The vertical transmitting wall is considered
to be infinitely thin, perfectly transparent and absorbs none of the incident radiant en-
ergy as such the conjugate effects are neglected. Assumptions: Incident flux at x=D,
penetrates the fluid layer and is absorbed within the fluid resulting in local volumetric
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heating and subsequent buoyancy driven flow. The radiation flux is assumed to be one
dimensional. Flow is assumed to be stead, two dimensional and laminar. Thermophys-
ical properties are taken to be constant and Boussinesq approximation applies. The
spectral parameter, dimensionless governing equation ( equations 4.19 to 4.22) and their
boundary conditions were solved using COMSOL Multiphysics. P1+P2 discretisation
schemes were applied to the velocity and pressure fields. For the discretisation of the
flow domain, non uniform triangular meshes are constructed within the flow domain with
elements clustered toward all interior surface of domain. Fig 4.14 shows a schematic of
the computational mesh.
∂U
∂ξ
+
∂V
∂η
= 0 (4.19)
U
∂U
∂X
+ V
∂U
∂Y
= − ∂P
∂X
+ Pr
[
∂2U
∂X2
+
∂2U
∂Y 2
]
(4.20)
U
∂V
∂X
+ V
∂V
∂Y
= − ∂P
∂X
+ Pr
[
∂2V
∂X2
+
∂2V
∂Y 2
]
+RaPrΘ (4.21)
U
∂Θ
∂X
+ V
∂Θ
∂Y
= − ∂Φ
∂X
+
∂2Θ
∂X2
+
∂2Θ
∂Y 2
(4.22)
where X,Y = (x,y)/D dimensionless coordinates , U,V= (u,v)D,κ dimensionless veloci-
ties, Θ=(T-Tw)k /(I0D)
Boundary conditions are:
U = V =
∂Θ
∂Y
∣∣∣∣
Y=0
(4.23a)
∂U
∂Y
= V =
∂Θ
∂Y
= 0
∣∣∣∣
Y=A
(4.23b)
U = V = Θ = 0
∣∣∣∣
X=0
(4.23c)
U = V = Θ = 0
∣∣∣∣
X=1
(4.23d)
k
∂Θg
X
=
∂Θ
X
∣∣∣∣
Θ=Θg
(4.23e)
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Figure 4.13: Numerical domain representing test cell.
 
y 
x 
Figure 4.14: Computational domain.
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Fig 4.15 shows the mesh convergence for the solution of the average temperature against
the mesh refinement ration for 16 N 6 15. From Fig 4.15 the difference in average tem-
perature solution converges at N=5 equivalent to an element size of 20mm consisting of
3826 elements, above which there is little changes the solution for the maximum tem-
perature.Thus selection of this mesh element size gives a 2.2% error with reference to
the solution at the finest mesh element size. A convergence criterion of 10−5 was im-
posed for the residuals of continuity equation, velocity components, and energy equation
respectively.
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Figure 4.15: Mesh refinement plot showing the difference in the average temperature
for the different mesh densities versus mesh refinement factor (N).
We also carried out some numerical simulations to check the validation of the numerical
scheme. The comparison of the numerical results are carried out against experiments
results of Webb and Viskanta [82].
Fig 4.16a and Fig 4.17a show interferograms for enclosures aspect ratio of 1 and 2 as
obtained from experiments [82]. Fig 4.16b and Fig 4.17b shows the isotherms obtained
from numerical simulations for identical aspect ratios 1 and 2. In Fig 4.16a and Fig 4.17a,
the difference in the fringe densities at the two vertical walls is indicative of the absorp-
tion of the radiation; higher fringe density at the cooled wall (heat exchanger) indicates
the higher convective heat transfer [82]. In both experimental and numerical studies
identical features are observed. Boundary layers are present on both vertical walls, with
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the boundary layer at cooled wall being the thinnest. The interior core of the enclosure
is stagnant and stably stratified. Fig 4.18 shows the plot of the predicted and experimen-
tally measured temperature profile in the test cell at the vertical line L/2, for Ra=2.268
and aspect ratio (A) equal to 2.0. The results show good agreement, except near ι =2,
where heat loss from the free surface effects were present. ι and Θ are the dimensionless
height and temperature respectively.
 
Figure 4.16: Experimental and numerical isotherms at H/W=1. Left: Inferrograms
[82] and right:Present study.
4.4 Unsteady natural convection in a cavity with non-
uniform absorption of radiation
This section considers the validation of the unsteady natural convection problem in
an enclosure, where the primary driving force is the absorption of a top incident ra-
diation incident by the fluid. Coates and Patterson [104], experimentally investigated
the unsteady natural convection in a rectangular tank shown in Fig 4.19 generated by
the absorption of radiation. The tank consists of three chambers of internal size of
height=300mm, width l =200mm and total length (le+l)=600mm (Fig 4.19), where l is
the length of the opaque region, and le is the length of the transparent region through
which radiative energy enters. A perspex lid was directly placed at the water surface
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Figure 4.17: Experimental and numerical results at H/W=2. Left: Inferrograms [82]
and right: Present study.
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
0.0
0.5
1.0
1.5
2.0
Exp(Webb & Viskanta)
Num(present)


 
Figure 4.18: Comparison of predicted and experimentally determined vertical tem-
perature profile at x=L/2 for water, Ra=2.26×108 and A=2.0.
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which formed a non-slip boundary and held the blocking layer and the section of alu-
minium film foil covering the part of the surface, where radiation was restricted from
entering the tank (Fig 4.19). The tank was filled with filtered water supplied and main-
tained by a constant temperature bath to ensure that the tank and bath were isothermal.
A 1000W quartz globe, spot theatre lamp (light source) characterised by uniformity and
parallicity simulated the solar spectrum and illuminated water within the tank. Tem-
peratures were measured using thermistors placed at fixed locations at the unshaded
distance as shown in Fig 4.19. Fluid velocities were measured by a pattern tracking
technique using 75µm particles of Pliolite tracer. Details of the functions and operation
of the other components and parts readers are referred to Coates and Patterson [104].
Table 4.3 and Table 4.4 show the experimental data.
 
Figure 4.19: A schematic of the experimental set up which shows the two lids in place
and with the experimental cavity filled (the shaded region in the sketch). The blocking
layer ensures that the left side is not illuminated. [103].
4.4.1 Numerical
A two dimensional schematic of the experimental tank of Coates and Patterson [104]
is presented in Fig 4.20. The domain has a depth h and and total length L (Le+L)
and contains a Newtonian fluid (water) initially at rest at a temperature T0. The side
walls and lower walls are rigid, adiabatic side and non slip boundaries. Side walls are
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Table 4.3: The best fit three band model for the surface energy flux Ii and atten-
uation coefficient η to the temperature/depth data. The surface fluxes for the three
experiments are given in the columns MAX (maximum intensity), WF (water filter)
and ND (neutral density filter) [104].
Band wavelength percentage of total energy MAX WF ND nt
1 >1200 ∼50 64.5 18 48.5 145
2 800-1200 30 39 33.5 29 15
3 <800 20 24 23.5 18 2.5
Table 4.4: The bulk values for the surface flux I, and the attenuation coefficient η for
the three experiments. The equivalent Grashof number and dimensionless attenuation
coefficient are also given [104].
Experiment I0 Gr η η
∗
Maximum intensity 115 4.33e8 21.6 6.48
Water filter 64 2.41e8 15.6 6.68
Neutral density filter 87 3.28e8 21.6 6.48
maintained at isothermal condition. The upper boundary is isothermally insulated. The
left top surface is opaque to solar radiation, while the right top surface is transparent to
incident radiation at this surface. The test considered was for the parameter values Gr=
4.33× 108, Pr=7.04 and A=AE . Incoming radiation was divided into three bands with
(nondimensional) intensities and attenuation band as given in Table 4.3 and Table 4.4,
respectively. The temperature and velocity fields are obtained from solving the coupled
energy, momentum and continuity equations along with the Boussinesq assumption and
including the source term (equations 4.24 to 4.27) . The spectral parameters were
accounted for by a single value and three spectral band models.
∂u
∂x
+
∂w
∂z
= 0 (4.24)
∂u
∂t
+AE
(
u
∂u
∂x
+ w
∂u
∂z
)
= −∂p
∂x
+
(
A2E
Gr
) 1
3
(
∂2u
∂x2
+
∂2u
∂z2
)
(4.25)
∂w
∂t
+AE
(
u
∂w
∂x
+ w
∂w
∂z
)
= −∂p
∂x
+
(
A2E
Gr
) 1
3
(
∂2w
∂x2
+
∂2w
∂z2
)
+AET (4.26)
Chapter 4. Validation 71
∂T
∂t
+AE
(
u
∂T
∂x
+ w
∂T
∂z
)
= − 1
Pr
+
(
A2E
Gr
) 1
3
(
∂2T
∂x2
+
∂2T
∂z2
)
+H(x)
N∑
i=1
αIiexp[−αz]
(4.27)
Variables in equation equations (4.24) to (4.27) are non dimensionlised using the follow-
ing schemes
x = x∗h−1, z = z∗h−1, t = vt∗h−2
(
A2E
Gr
) 1
3
, u = hu∗v−1(GrAE)−1/3, w = hw∗v−1(GrAE)−1/3,
T = (gβh3(T ∗ − T0))(v2(GrAE)2/3)−1, I = I∗I−10 , α = α∗h. where the stared variables
are dimensional. H(x)= 0 for 0 6 x 6 A−1 and 1 for 0 6 x 6 A−1 + A−1E . Gr the
Grashof number is defined as Gr = (gβI0h
4)(ρ2Cpν
2)−1
The governing equation and their boundary condition were solved using COMSOL Mul-
tiphysics. P1+P2 discretisation schemes were applied to the velocity and pressure fields.
 
Figure 4.20: Schematic of the cavity and boundary conditions [104].
4.4.2 Validation
Fig 4.22 shows the plot of the experimental and numerical results for the maximum
velocity against the square root of the dimensionless time. Good agreement can be
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Figure 4.21: Refined Mesh arrangement.
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Figure 4.22: Maximum velocity plotted against square root of time for experiments
and numerical simulation.
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Figure 4.23: Mesh refinement plot showing the difference in the maximum velocity
for the different mesh densities versus mesh refinement factor (N)
seen between the experiments and the simulations results thus, giving confidence in the
numerical code. The mesh dependence has been conduced by tracking the solution in
the difference in maximum velocity at different mesh sizes from a coarse mesh and the
solution of the maximum velocity at a fine mesh. Fig 4.23 shows convergence in the
solution is attained at N=3 corresponding to an element size 10mm. Fig 4.21 shows the
computational domain at selected mesh consisting of 4698 mesh elements. Selection of
this mesh size gives approximately a 2% deviation from the numerical result obtained at
the fine mesh. The solution convergence is met when the difference between normalised
residual of the algebraic equation and the prescribed value is less than 10−4 for all
variables.
4.5 Natural convection in a reservoir sidearm subject to
solar radiation
Laboratory experiments Lei and Patterson conducted to investigate the daytime natural
convection in a side arm is presented in this section. The experiment the side arm was
modelled using a triangular tank with sloping and absorptive bottom, which, contained
water at an isothermal and stationary state. A spot theatre lamp was used to simulate
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solar radiation incident in the flow domain, which was switched on instantaneously and
maintained at constant intensity throughout the duration of the experiment. The tank
had a length of 600mm and side arm height of 60mm. The water temperature in the
wedge then increases as a consequence of absorption of the radiation. The convective
flow was visualised using a shadow techniques, while the temperature were measured
simultaneously at discrete locations along the sloping bottom. Shadow graphs showed
three distinct stages of the flow development; initial transitional and quasi steady stages
4.5.1 Numerical formulation
Fig 4.24 shows a schematic of the two dimensional flow domain under consideration. The
triangular wedge has a length L = 600mm, maximum depth h= 60 mm, and bottom slope
A = h/L =0.1 (see Fig 4.24), dimensions corresponding to those of the experimental
model . Singularity at the tip in the numerical simulations was avoided by cutting
the tip of at x = 60 mm. The flow domain is filled with water initially at rest and
at temperature T0. At time t = 0, a surface radiation of intensity I0 is initiated and
thereafter maintained. When the surface radiation travels through a water column, the
radiation intensity at a particular wavelength decreases with depth according to Beer’s
law: I=I0e
−ay, where I0 is the incident solar radiation , a is the attenuation coefficient
for water which is strongly dependent on the wavelength of the radiation. Similarly as
found in most limnological applications this value is be characterised by a single bulk
attenuation coefficient, and that assumption is also adopted in this study. Equations
(4.28) to (4.31) govern the developing temperature and flow fields.
 
L 
h 
Figure 4.24: A schematic of the geometry and mesh.
∂u
∂x
+
∂v
∂y
= 0 (4.28)
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∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= − 1
ρ0
∂P
∂x
+ v∇2u (4.29)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= − 1
ρ0
∂P
∂x
+ v∇2v + gβ(T − T0) (4.30)
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
= −k∇2T + I0αe−αy (4.31)
Boundary conditions for velocity and temperature are described follows: On the sloping
bottom, rigid nonslip velocity conditions (u = v = 0) apply. The same velocity conditions
apply to the end wall at x = L, which is also insulated (dT=dx = 0). On the water
surface, it is assumed that any heat loss through the surface is small compared with the
heat capture via absorption of radiation. In other words, it is assumed that the water
surface is insulated (dT=dy = 0). It is also assumed that the water surface is stress-free
(v = 0 and (du=dy = 0).
∂u
∂x
+
∂v
∂y
= 0 (4.32)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= − 1
ρ0
∂P
∂x
+ v∇2u (4.33)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= − 1
ρ0
∂P
∂x
+ v∇2v + gβ(T − T0) (4.34)
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
= −k∇2T + I0αaαy (4.35)
Equations ?? to 4.35 present the nondimesionlised governing equations based on the
scales x,h ∼ α (length scale), t ∼ (kH2)−1 (time scale), T ∼ I/kα (temperature scale), u,v
∼ kα(velocity) which is solved using a finite element method in COMSOL Multiphysics.
The velocity components and temperature are directly obtained from the Navier-Stokes
equations and the energy equation. Second-order elements for the velocity field and
linear elements for the pressure field, (P2+P1) discretisation is used [120]. To define the
size of a mesh to ensure the independence of computational results and gives a good
compromise between accuracy and CPU cost, mesh refinement tests were performed.
The mesh convergence test plot for two-dimensional simulations for the convective Flow
is calculated for the case of I0=50Wm
2 at a reference temperature 21.5oC, which gives
Gr = 2.51 × 106 and Pr = 6 and measured bulk attenuation coefficient is 6.16 m–1. It
can be seen from Fig 7.3 that as the mesh was refined from a coarse mesh to a fine mesh,
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Figure 4.25: Mesh convergence plot)
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Figure 4.26: Flow structures and temperatures in the quasi steady state for experi-
ments (top) and numerical simulation (bottom): (a) shadow graph from experiment at
600s [84] (b) vertical temperature profile at x=5.5 [84] (c) shadowgraph for numerical
simulation at 710s (d) vertical temperature profile at x=5.5 (numerical)
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seen by the increasing value of the refinement ratio (N), the difference in the solutions
at the respective mesh element sizes converged at N=7. Thus a mesh element size of
3mm (N=8), was the selected and considered sufficient for the accurate simulation. A
mesh of 3mm gives a domain consisting of 8272 elements and an error in the average
temperature of 0.01% compared solution at the finest mesh element size considered the
convergence criteria for the residuals of continuity equation, velocity components and
energy equation were 10−5. The solutions were obtained once the convergence criteria
were satisfied. Results obtained from the numerical simulation of the experiments of
Lei and Patterson [84] are compared with the corresponding results. Results presented
show the flow structures and temperature profiles in the quasi steady. From the results
presented a good agreement is observed.
In summary, since neither analytical solutions nor experimental data currently exist
(to the authors knowledge) of the exact problem, verification and validation of the nu-
merical model has been based on a comparison between the numerical model against
the published analytical solutions and experimental data of similar problems. Numeri-
cal error of 4.7%, 1%, 2.2%, 2.2% and 1% are associated with numerical results for all
validation cases studied. In conclusion, in all cases the overall error stays less or equal
to 5%. Such a deviation is considered as acceptable in order to have a reasonable level of
accuracy for the current problem, thus the present radiation induced absorption models
are considered validated.
Chapter 5
Heat transfer in a cavity filled
with high temperature molten
salt absorbing concentrated solar
radiation
Numerical simulation of the transient heating of a high temperature molten salt filled
enclosure of unit aspect ratio and subjected to concentrated solar radiation is presented
in this chapter. Non-uniform concentrated flux deposited into a body of molten salt from
the top of the enclosure heats the salt in two ways: (1) the volumetric absorption of the
penetrative radiation as it passes through the fluid depth, and (2) convection from a lower
boundary surface absorber plate, heated from the full absorption of transmitted (non
absorbed) radiation reaching this surface. The enclosure is studied for a specific case in
which the radiatively heated bottom surface develops a temperature gradient sufficient
to generate natural convection to enhance heat transfer, mix the salt and improve energy
storage. Understanding the heat transfer and fluid dynamics in this system is of greatest
importance to the design of a thermal store for a small scale (circa 5kWe) Concentrated
Solar Power (CSP) system. Isothermalisation of the store is required to maximise the
storage capacity without damaging the storage medium, which can typically sustain
temperatures up to 600oC.
In the present study the driving mechanism and flow features in radiation induced nat-
ural convection flows in a cylindrical geometry is considered. The model accounts for
depth dependent volumetric heating of the fluid domain by using a single bulk attenua-
tion coefficient value and an isotropic incident solar radiation, which is consistent with
previous studies [81–86, 91, 92]. Numerical results are presented in terms of isotherms,
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streamlines, surface and line plots. In section 5.1 a two dimensional geometry and math-
ematical formulation of the transient heating problem is presented. Section 5.2 presents
the governing equations, boundary and initial conditions. The validation and the mesh
and time step dependency study conform to the test cases presented in chapter 4. Fi-
nally, numerical results for the heat transfer and fluid flow features arising from the
radiation induced natural convection is presented in section 5.3-5.8.
5.1 Radiation induced natural convection in a cylindrical
enclosure: Solar average weighted model
Fig 5.1 shows a schematic of the computational domain with unit aspect ratio (H/D=1)
containing high temperature molten KNO3-NaNO3. Absorption of radiation imposes a
natural length scale appropriate to radiation and the fluid at a unit depth. The length
scale for the radiative transport process is therefore comparable with the size of the
enclosure. The domain side walls and bottom boundary are rigid and adiabatic while the
top surface is an open and adiabatic boundary. The lower boundary is a perfectly black
absorber plate of known capacitance, thermal conductivity and finite thickness (dx) as
illustrated in Fig 5.1. The fluid is initially in a quiescent state and at a temperature T0.
At t=0, non-uniform concentrated solar radiation incident at the top is initiated and
thereafter maintained. The non-uniform solar flux is transmitted along the central axis
which coincides with its optical axis and is concentrated over a fixed area (diameter, d
= 0.2m). The depth dependent absorption of radiation within the domain is accounted
for by using a single bulk attenuation coefficient value and an incident isotropic solar
radiation. The light attenuation within the fluid body is estimated from Beer’s law given
by equation 5.1:
I = I0e
−(α)y (5.1)
where I0 is the bulk radiation intensity incident at the salt surface (y=0), taken for a
single value of 1000W/m2, Cp is the specific heat of the molten salt and δ the bulk
attenuation coefficient (solar weighted absorption coefficient) [63]. Application of a bulk
vertical absorption coefficient for molten salt in the present model, is consistent with
literature where the absorption of solar radiation of many fluids is characterised by
a single bulk attenuation coefficient [91, 92]. The direct deposited radiation heats the
fluid body and the lower surface, which subsequently generates natural convection which
creates plumes and mixes the salt.
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Figure 5.1: Numerical domain of unit aspect ratio filled with fluid of Prandtl number
6.
5.1.1 Governing equation
The transient temperature and flow field in the present formulation is governed by the
conservation equations for mass, momentum and energy equations equations 3.1 to 3.3
discussed in chapter 3. The governing equations expressed in non-dimensional form are
given in equations 6.5 to 6.6, by using the following scales; x,h ∼ α (length scale), t ∼
(kH2)−1 (time scale), T ∼ I/kα (temperature scale), u,v ∼ kα(velocity).
∇ −→V = 0 (5.2)
ρ
∂(
−→
V )
∂t
+ ρ(
−→
V ∇)−→V ) = −RaPr∇p+RaPr∇2−→V + PrRaT (5.3)
ρCp
(
∂T
∂t
+∇.−→V T
)
= ∇  (k ∇T ) + S (5.4)
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where u and w are the velocity components in the x and y directions as shown in Fig 5.1.
T is the spatial temperature in the domain from the resulting heating. P is the pressure
and the gravitational acceleration; density kinematic viscosity, thermal diffusivity and
bulk expansion coefficient are g, ρ, µ,β and κ respectively; mg is the body force (N/m3).
The absorption coefficient is used as the characteristic length due to the absorption of
incident radiation imposing a natural length scale appropriate to the radiation and the
fluid, i.e. the attenuation length, and from equation 5.1, it can be seen that there will
be limited radiation transmitted to the lower surface beyond the penetrative depth. Ra
is the Rayleigh number, Ra= ρ2Cpgβ/µk
2 and Pr is the Prandlt number, fixed at 6.
The Rayleigh number used here is the flux Rayleigh number [91], and it differs from
the Rayleigh number used in the classical Rayleigh-Be´nard convection where the fluid is
bounded by rigid and fixed-temperature walls. S is the volumetric heating source term
in equation 5.5 is given by:
S =
1
ρ0Cp
dI
dz
+
2I
k
(√
αt
pi
) 1
2
(5.5)
where I is as given by equation 5.1 The boundary conditions are: rigid, non-slip and
adiabatic side walls where the velocity components and normal temperature gradients
are zero. The fluid depth is bounded by a stress free (u=v=w=dT/dn=0) and adiabatic
top at y=0 (dT/dy=0). The lower boundary is a rigid plate of finite thickness and fixed
thermal conductivity, whose top surface is considered to be a non slip conditions and
the lower surface and end walls are adiabatic. The temperature at the lower surface is
given by T=T0+∆T, where ∆T is the transient perturbation temperature arising for
the full absorption of all radiation transmitted to the lower surface. The derived time
dependent system of non-linear partial differential equations (PDEs) are solved using the
commercially available Computational Fluid Dynamics, Finite Element Method (FEM)
based software COMSOL version 4.4 [120]. Second-order elements were applied for the
velocity and linear elements for the pressure field, (P2+P1) discretisation [120]. Vali-
dation of the present model is based Webb and Viskanta’s [81] experimental study on
the radiation induced natural convection in a cavity which is presented in chapter 4.
In order to ensure mesh-independent solutions, mesh sensitivity tests for the case con-
centration ratio C = 700X, I0 = 1000 Wm
−2, and α 2 m−1, attenuation coefficient for
molten KNO3 NaNO3 salt.
Different mesh element sizes were tested to ensure mesh independence of the numerical
results. Mesh element sizes (h) in the range 5mm6N6 200mm were obtained by dividing
a maximum mesh element by a mesh refinement factor N, for 16N6 10. Fig 5.1 shows
the plot for the mesh convergence test. From this figure, it can be seen that the results
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for the difference in average weighted temperature at the respective mesh sizes and the
finest mesh element size i.e (hN -h10), against the mesh refinement factor N, converged
when N=3. Using the mesh element size corresponding to N=3 results in 5578 domain
elements and gives a relative error calculated by reference to the results given by the
finest mesh within 0.1%. Thus selecting a mesh of this size was adequate enough to save
computational time without losing numerical accuracy. Fig 5.2 shows the mesh used
in the numerical simulations of the present work. Effects of time step on the solution
were carefully examined in the preliminary calculations, where three time steps viz: 0.2,
0.5, and 1 s were tested. As a compromise between the computational time and the
accuracy, 1 s was adopted as the time step in the numerical calculation. A convergence
criteria of 10−5 was imposed for the residuals of the governing equation were.
The validation of the present simulation is conducted against 1) the experimental inves-
tigation of Webb and Viskanta [82] which is described presented in Chapter 4, section
4.3. However as the chamber in this study was illuminated from the side, their results
are not readily applicable to the problem investigated here but does show the importance
of fully incorporating a non-uniform absorption of the incoming radiation accounted for
by weighted average values for the incident solar radiation and absorption coefficients.
To provide further verification two-dimensional numerical simulation of the flow in a
horizontal fluid layer of shallow depth of less than 3 metres subject to constant and uni-
form radiation at the water surface with the Rayleigh number equivalent to the physical
scenario with solar radiation of I0 =1000 Wm
−2, and α=10 m−1, a typical attenuation
coefficient for water. The considered range of the fluid domain corresponds to typical
water depths used in laboratory-scale experiments of Coates and Patterson [104]; Lei
and Patterson [83, 87].
5.2 Result
Fig 5.4 shows the transient temperature profile in a unit aspect ratio fluid domain arising
from the direct absorption of the incident solar radiation and the heated lower boundary
for Pr=6 and Ra=8.9×1011. In the current geometry, the transmitted radiation to the
bottom surface, heats the lower surface and thereby developing an adverse temperature
gradient so that the heat transfer from this surface is achieved entirely by convection.
Fig 5.4 a-d shows the non-dimensional temperature profile for the fluid domain at various
times of heating. Fig 5.4a shows the temperature profile at an early heating time,
τ=1.5×10−5, shortly after the solar radiation is initiated and thereafter maintained.
The fluid is observed to be heated non-uniformly from the top. The end walls force the
heat to be transferred downwards along the end walls. While a boundary layer develops
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Figure 5.3: Mesh refinement results.
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at the lower surface. Fig 5.4b shows the temperature distribution in the domain at a
heating time, τ=3.795×10−5. In the top fluid column the non- uniform depth dependent
heating is found to develop a unique thermal feature. While in the lower column,
thermal plumes are observed to emerge from the thermal boundary layer. In Fig 5.4c,
(τ=4.55×10−5) for continued heating, the establishment of a distinct top stratified layer
of hot fluid is observed. In the lower fluid column, plumes extend into the fluid layer for
a significant distance, introducing vertical fluid velocities and initiating mixing. Fig 5.4d
(τ=7.58×10−4), a non linear temperature profile is observed, revealing stable stratified
surface layer of hot fluid above a layer a cooler fluid. At this transient, homogenised
temperatures are realised in the lower mixing layer and the thermal plume becomes
drastically reduced. The surface layer is due to the direct absorption of the incident
solar radiation in the fluid which has stabilizing effects. Thus, this develops a stable
stratification owing to the density gradient being parallel but in the same direction as
the gravity vector. On the other hand, the convection layer has a destabilizing effect
which sets up an unstable Rayleigh Bernard type instability.
 
a b 
c d 
Figure 5.4: Transient surface temperature plots at (a) τ=1.593×10−5 (b)
τ=4.55×10−5 (c) τ=5.31×10−4(d) τ=7.58×10−4
Fig 5.5 shows the velocity vectors corresponding to the surface temperature plots pre-
sented in Fig 5.4 a-d. In Fig 5.5a, it can be seen that fluid velocity is generated below
the top surface and along the decaying beam. In Fig 5.5b, velocity is initiated in the
lower fluid, whose magnitude can be seen to increase in Fig 5.5c. At this transient,
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regions with no mixing and mixing can easily be seen. At τ=7.58×10−4 (Fig 5.5d), bulk
mixing in the lower fluid column is diminished. Fluid velocities become localised to the
boundary layer at the lower surface and in the region below the top surface.
 
 
 
 
 
 
 
 
a b 
c d 
Figure 5.5: Transient surface temperature plots at (a) τ=1.593×10−5 (b)
τ=4.55×10−5 (c) τ=5.31×10−4(d) τ=7.58×10−4.
5.3 Surface and boundary layers.
The fluid temperature in the enclosure increases owing to the absorption of the radia-
tion in the upper fluid column. In the bottom boundary region, the fluid temperature
increases owing to heat being conducted from the lower surface. From Fig 5.4d the es-
tablishment of a non-linear temperature profile, characterised by two distinct layers can
be seen; stable surface layer and convection layer. This section describes in the detail
the driving mechanisms and flow features identified in the surface layer and the mixing
layer.
5.3.1 Surface Layer
Fig 5.4 d, clearly shows a stable stratified surface layer at the top of the fluid column
which results in strong vertical stratification. The surface layer is generally characterised
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by no bulk fluid movement [91], however in the current results tangential fluid velocities
below the interface in the radial direction are observed. This is attributed to the fact
that the interface between a liquid and ambient atmosphere is subjected to very high
temperature differences and fluid motion is induced [128]. An identical phenomenon was
observed in experiments of Cramer et al.[128], while heating molten salts in a cylindrical
experimental cell placing the heater just below the free surface [128]. As the induced
tangential velocities drive flow along the top surface and along the lateral wall, in the
early stages vortices are formed that are found to be a main mechanism in establishing
and maintaining this layer. Velocity vectors shown in Fig 5.5 a-c; the induced flow
transports heat into the top fluid column which is subsequently seen to become the
stable surface layer. Thus it is suggested here that the induced vortices below the
interface promotes vertical stratification. Heat is however transferred primarily in the
surface layer by conduction. The psuedo convection is caused by temperature gradients
in a radiation beam in the fluid. Previous scaling has shown that the surface layer
temperature growth scales according to Hattori et al.[92].
5.3.2 The Convection layers
As seen in Fig 5.4 b & c and Fig 5.5 b & c, a convection layer occurs in the lower fluid
column. This convection layer is formed due to the bottom boundary being unstable
due to Rayleigh Bernard type instability, owing to the transmitted radiation to the
lower surface. The time series of the vertical velocities at the middle of the lower
boundary, (x,y)=(0.5H,-0.9H) are presented in Fig 5.6a in linear and logarithmic scale
for Ra=8.33×1011. From these plots the three different flow regimes can easily be
identified and are marked according to their instantaneous perturbation temperature
and velocity fields shown in Fig 5.4 a-d and Fig 5.5 a-d.
 The initial/early flow: This is the flow before the initial peak at a,which is marked
by the development of the diffusive growth of a bottom boundary layer. This stage
occurs immediately after the radiation is initiated; part of the penetrative radiation
is absorbed by the fluid body and the rest is transmitted to the lower surface. The
transmitted solar radiation is completely absorbed at the lower surface absorber
plate and it increases in temperature accordingly. As the lower surface contin-
ues to absorb radiation, heat is conducted into the lower surface absorber plate
and subsequently a thermal boundary layer develops. The growth of the thermal
boundary layer marks the early flow regime in the boundary layer. Surface plots
in Fig 5.4a shows the existence of the distinct thermal boundary along the entire
length of the lower plate and along the lower height of the vertical left and right
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walls owing to end wall effects. The thermal boundary layers development is pri-
marily due to conduction from the lower surface and secondarily to the radiation
absorption in the layer. The characteristics of the boundary layer development
are similar in many respects to those observed by Lei and Patterson [83, 84, 90],
where the boundary layer and temperature growth are expected to scale according
to [88, 89, 92]. Thermal boundary layer growth continues until the heat conducted
from the lower surface is balanced by that convected to the bulk fluid. In the
linear scale the magnitude of flow velocity increases smoothly during the stable
development stage. The minimal flow velocity at the respective times suggest a
minimal contribution to the heat transfer. Thus as the fluid flow is weak, this
indicates that conduction is the dominant heat transfer mechanism at this point.
 The transitional stage: The onset of the thermo convective instability charac-
terised by the formation and occurrence of rising plumes. Thus, the occurrence of
the thermal plumes marks the onset of the transitional stage and its primary form
is seen as irregular occurring plumes rising from the lower surface which can be
clearly seen from the isotherms and streamline at Fig 5.4 b & c. Thermal plumes
occur when the temperature gradient within the boundary layer exceeds some crit-
ical value, this leads to thermal instability. Stability of a fluid layer heated from
below is characterised by a Rayleigh number Ra, defined in Drazin [80] Chan-
drasekhar [118]. The critical value of the Rayleigh number exists, above which
Rayleigh Bernard instability occurs and is dependent on the geometry and applied
boundary conditions [80]. Instability in a horizontal fluid layer with a free top
and rigid lower boundary is found to occur at the critical value, Rac=1101 and for
a horizontal fluid layer with rigid-rigid boundaries the critical value is Rac=1708
[80]. In the present case the thermal boundary layer is bounded by a rigid surface
at the bottom and an open surface at the top, which is equivalent to the free
rigid boundary configuration. A time scale for the onset of Rayleigh Bernard type
instability in the present study follows the scaling developed in Hattori et al.[91].
Typical mixing layer depths of about 0.85H are observed. Hattori et al.[91] esti-
mated the maximum height and thickness of the mixing layer to be approximately
equal to the attenuation length of the radiation in deep waters and that the pene-
tration length scale of the plumes determined the lower mixed layer thickness [92].
The time series of velocities within the boundary layer in the transitional regime
show that the flow velocity fluctuates with time in an irregular manner indicating
the occurrence of the convective instability. The fluctuations correspond to the
development of rising plumes, as observed in the temperature and velocity plots.
The flow velocity exhibit 3 distinct stages in the transitional regime and can be
further sub-divided into the early middle and late transitional stages. At the early
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transitional stage, the fluctuations are irregular and varies widely in magnitude.
In the middle transitional stage, the magnitude of the velocity decreases and takes
on more regular values. In the late transitional stage the fluctuations become more
regular and much lower than at the middle transitional stage. Fig 5.7a shows the
early stage to the middle transitional stage velocities. The transition is charac-
terised by an increasing fluctuation magnitude in a non-periodical fluctuations.
The magnitude of the fluctuations becomes reduced and regular from the middle
transitional regime to the late transitional regime (Fig 5.7b).
 Quasi-steady state: For a maintained constant surface radiation, the penetrative
radiation continues to heat the domain and since there is no heat loss through the
boundaries, the fluid temperature increases without a limit. As such there will
be no steady state in terms of the temperature. However, a quasi-steady state
may be reached in which the temperature increases at the same rate everywhere
whereas the temperature gradients and flow velocities become steady. At the quasi
steady stage, a two layer non-linear temperature structure are evident. In the up-
per layer strong stabilisation exists, and the lower (boundary) layer destabilising
stratification exists. Typical flow pattern as observed in Fig 5.7 c shows the ve-
locity becomes localised to the boundary layer region. As the quasi steady state is
reached fluctuating velocity amplitudes become reduced with almost periodically
oscillatory pattern (Fig 5.7 c).
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sections of the time series for Ra=8.3×1011.(a) Time series with linear scale (b) Time
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Figure 5.7: (a) Time series corresponding to the early to the middle transition regime.
(b) Time series corresponding to the middle to late transition regime (c) Time series
corresponding to the late to quasi steady state.
5.4 Spectral analysis
Fig 5.8 shows the power spectrum corresponding to the early to middle transition stage.
The present results were post processed with Matlab version 2013 software [129]. Two
significant peaks in the frequency spectrum are identified at f1=0.5Hz and f2=0.48Hz.
Other frequencies are visible within the power spectrum; their amplitudes are one order
smaller than the amplitude of the two main frequencies however. In the middle to late
transition stage (Fig 5.7 c), several peaks in the frequency spectrum may be identified,
however peaks with significant amplitudes are seen at f=1.014, 1.044, and 1.114Hz. The
interaction between the different frequency modes is non-harmonic, thereby indicating
characteristics of chaotic flows. At the quasi steady state, the spectrum exhibits spectra
reduced peaks.
Fig 5.9 shows the time series for the volumetric flow rate across a vertical section plane
at a given x location obtained from equation 5.6 and equation 5.8 The overall flow
development is comprised of three distinct stages which is consistent and can easily
be matched with the major fluid developments and features identified from the surface
plots (Fig 5.4a-d), velocity plots (Fig 5.9), plot indicate that the steady state is reached
around τ=3.25× 10−3.
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Figure 5.8: Spectra analysis of flow in the transitional flow stage.
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Figure 5.9: Time history of the volumetric flow rate which indicates the strength of
circulation.
Q˙(x) =
1
2
∫ 0
−H
|V |dy (5.6)
The averaged volumetric flow rate Q˙ m is obtained by integrating these quantities along
the horizontal direction. ˙Q(x) and Q˙m are normalised using the scale κ.
Q˙m =
1
L
∫ 0
−H
Q(x)dx =
1
L
∫ L
0
∫ 0
−H
|V |dydx (5.7)
Chapter 5. Heat transfer in a cavity filled with high temperature molten salt absorbing
concentrated solar radiation 91
 
 
 
 
 
0.0 1.0x10
-3
2.0x10
-3
3.0x10
-3
4.0x10
-3
0
5
10
15
20
25
30
35
N
u

Figure 5.10: Time history of the heat transfer from the lower surface.
Fig 5.10 shows the time history for the dimensionless convective heat transfer from the
lower surface. This plots is for a position on the bottom surface and near the centre of
the enclosure (x =0.25H and y = 0.95H) for the Rayleigh flux number (Ra)= 8.9 × 1011.
The plot reveal features that are consistent with those presented in Fig 5.4 a-d, Fig 5.5
a-d and in Fig 5.9. It can be seen in Fig 5.10, that the heat transfer increases gradually
at the initial/ early stage where the heat is transferred predominantly by conduction. In
the transition regime high rates of heat transfer with sharp and irregular fluctuations of
large amplitudes occur, that corresponds to the occurrence of thermal plumes (Fig 5.4b
& c). The change from the initial stage to the transitional stage at τ = 3.795×10−5,
corresponds approximately to the presence of the first dip where thermal plumes are
initiated, as observed from isotherms. After the transition stage, a quasi-steady state
is reached, where heat transfer becomes steady, oscillating about a stable mean value
with reduced amplitude. The fluid flow induced from heating of the salt/air interface
results in a sharp increase in the heat transfer to a maximum at the early stage. The
change from the initial stage to the transitional stage corresponds approximately to
the presence of the first dip in the plots of the volumetric rate (Fig 5.9). The heat
transfer rate remains constant over the quasi-steady state. The increase and decrease
in heat transfer is consistent with increments and reductions in the number of thermal
plumes and circulation cells during the heating process. The average heat transfer rate
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is obtained from the average Nusselt number (equation 5.10) based on the height of the
enclosure as:
Nu =
H
∆T
∂T
∂x
(5.8)
Nu =
∫ H
0
Nu dy (5.9)
5.5 Mixing
Of practical interest in design and performance prediction in thermal energy storage
systems is quantification of the level of stratification and mixing. Fig 5.11 presents the
vertical profiles of the density expressed in terms of the dimensionless density across the
fluid domain depth. From Fig 5.11 the zones of no mixing and complete mixing can be
established which correspond to the two layers identified earlier: surface layer and the
convecting layer.
The transition layer between the surface layer and the mixing layer is a zone of practical
interest and relevance in thermocline thermal energy storage systems. Its occurrence in
either the charging or discharging phase can be to indicate thermal performance.
Detailed analysis shows that the surface layer can be further dividend into a stable
surface layer and a themocline region while the convection layer divided into a mixing
layer and a boundary layer. The thermocline is the transition layer between the surface
layer and the mixing layer. This layer is of practical interest thermocline storage systems
as its limit defined as the zone where local temperatures are in the middle 98 6 θ 6 99
of operational temperature range 0.016 θ 60.99 has been applied to investigate thermal
performance.
In comparison with the temperature profiles the occurrence of the non-mixing and mix-
ing zones are consistent with observation from the surface plots and isotherms. In the
non-mixing zone; (the surface layer), the density and temperature show a stable profile
with constant density gradient through the fluid depth; the convective heat flux is zero.
Thermal plumes are important mixing mechanisms which initiate and drive vertical
convection [91]. From surface plot in Fig 5.4 c, the presence of nonlinear temperature
stratification imposes limits on the mixing driven by rising thermal plumes. In the mix-
ing layer, which occupies a typical maximum mixing height of 0.75H, the temperature
and density are constant, in space due to vertical mixing of all these quantities. At
the thermocline layer, at around 0.75H<z<0.9H, the temperature profile increases and
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reaches a stable behaviour, while the convective heat transfer is minimum. The mixing
layer grows within the transitional layer. In the transitional layer the convection is char-
acterised by narrow plumes in the form of domes of rising horizontal surfaces balanced
by larger regions of descending motion.
The extent of thermal mixing achieved by the natural convection in the respective layers
and the level of stratification obtained over the heating period is shown in Fig 5.12 based
on the MIX number of Anderson, described in chapter 2. From this plot the level of
mixing achieved over the heating time can be obtained. Mixing is seen to be high at the
early times and linearly decreases with time. At τ=1.6× 10−4, the charging process lead
to 26% of mixing or 74% stratification. At a later time of τ=3.43× 10−4, 11% mixed
volume and 89% stratification is obtained.
 
Complete mixing  
No mixing  
 
       
         
 
 y’ 
Figure 5.11: Normalised density profiles showing regions of no mixing and complete
mixing. ρ min is the minimum possible value of the final potential energy (which
occurs when there is no mixing) and Pmax is the maximum possible value of the final
potential energy(which occurs when there is complete mixing) and E=0 lies between 1
respectively.
5.6 Effect of the lower heating surface
To further illustrate the influence of the impact of an absorber plate as applied in the
present configuration, Fig 5.13 and Fig 5.14, show the transient temperatures along
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Figure 5.12: MIX number vs time
 
Figure 5.13: Temperature profiles at various time intervals for enclosure with lower
absorber plate (dx=2.5×10−3).
Chapter 5. Heat transfer in a cavity filled with high temperature molten salt absorbing
concentrated solar radiation 95
 
 
Figure 5.14: Temperature profiles at various time intervals for enclosure for without
lower absorber plate (dx=2.5×10−3).
the fluid depth for a) an enclosure with a lower absorber plate and b) an enclosure
without a lower absorber plate, respectively. It can be seen from Fig 5.13 that at
early times τ=0.86×10−4 nearly isothermal temperatures are obtained within the fluid
domain. However above τ=3.86×10−4 times, stable temperature gradients at the upper
part of the fluid domain and a non-linear temperature distribution is obtained where the
temperature of the upper fluid column exceeds the lower boundary temperatures and
the distinct temperature regions are clearly indicated in the domain. Fig 5.14 shows
the transient heating in an identical fluid domain in which there is no lower heating
from a absorber plate. Temperatures in Fig 5.14 at identical times as those of Fig 5.13
show much higher fluid temperatures in the fluid domain and low fluid temperatures
at the bottom region. A direct comparison between the two profiles reveal that higher
temperatures are obtained for case 1 compared to case 2. Thus, increases in fluid average
temperature of greater than 10% can be obtained in an enclosure with the lower absorber
receiver.
Fig 5.15 shows the transient boundary layer temperatures for the lower absorber plate
thickness (dx) over the range 5× 10−3 to 1× 10−1. The plate heat capacitance is the
same for all thicknesses considered. The plot shows that the boundary temperature,
shortly after the initiation of the surface radiation, started to fluctuate indicating the
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onset of convective instability which is seen to be larger at smaller plate thickness. It can
be seen that the fluid temperature decreased with increasing plate thickness resulting in
a delay to the onset of convective instability. This is due to the fact that as the plate
thickness increases, more of the heat is absorbed and therefore takes a longer time to
reach high temperature. Employing an absorber plate thickness of 5× 10−3 results in a
25% increase in the average fluid temperature, whereas using a 1× 10−1 thick absorber
plate yielded only a 2% increase in the average temperature. On the other hand, Fig 5.16
indicates that the variation in lower plate thickness does not have a direct influence on
the surface layer temperature; thus it can be inferred here that stability and temperature
of the surface layer is unaffected by the presence of the lower plate.
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Figure 5.15: Effect of the lower surface absorber thickness on heat transfer from the
lower surface.
In Fig 5.17 the time average of the Nusselt number (Nu) in the transitional regime
displays an approximately linear decrease with increasing lower plate thickness. As Nu
and velocity are driven by the presence of thermal plumes, it is inferred here that the
intensity and strength of the occurring thermal plumes also decrease with plate thickness.
This is consistent with observations for surface temperature in the height and number
of occurring plumes. This is due to the fact that with increasing thickness, heating time
increases and results in delayed heating of the lower fluid.
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Figure 5.16: Surface layer temperature for different lower surface absorber thickness.
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Figure 5.17: Effect of the lower surface absorber thickness (dx) on heat transfer from
the lower surface.
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5.7 Spectral analysis
Fig 5.8 shows the power spectrum corresponding to the early to middle transition stage.
The present results were post processed with Matlab version 2013 software [129]. Two
significant peaks in the frequency spectrum are identified at f1=0.5Hz and f2=0.48Hz.
Other frequencies are visible within the power spectrum; their amplitudes are one order
smaller than the amplitude of the two main frequencies however. In the middle to late
transition stage (Fig 5.7 c), several peaks in the frequency spectrum may be identified,
however peaks with significant amplitudes are seen at f=1.014, 1.044, and 1.114Hz. The
interaction between the different frequency modes is non-harmonic, thereby indicating
characteristics of chaotic flows. At the quasi steady state, the spectrum exhibits spectra
reduced peaks.
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Figure 5.18: Isotherms at different flux Rayleigh numbers (a) Ra=6.08× 107 ,
(b) Ra=6.08×108, (c) Ra=6.08×109, (d) Ra=6.336×1010, (e) Ra=3.77×1011 and (f)
Ra=8.99×1011 .
Fig 5.20 shows the normalised density profiles measured at the end of the simulation for
Ra=6.08× 107 , Ra=6.08×108, Ra=6.08×109, Ra=6.336×1010, Ra=3.77×1011. When
Ra is greater than 6.08×109 near complete mixing was found. However at the other
extreme, when Ra, was less than 6.08×107, a lack of adequate mixing led to a non
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linear decrease in the stratified zone and linearly decreasing mixing efficiencies in the
mixing layer. Convective regimes between these extremes produced moderate mixing and
intermediate density profiles. In general, the mixing efficiency is found to increase with
increasing Rayleigh number. The plot also shows that the homogeneity and completeness
of mixing increases with increasing Ra. Fig 5.21 also shows the MIX number defined in
Chapter 2 during the heating process at the respective Rayleigh number(Ra). At each
of the respective Ra it is clearly seen that the MIX number decreases with heating time.
Thus stratification is seen to be promoted at later heating times which is consistent with
observations form isotherms and streamlines.
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Figure 5.19: Streamlines for a) Ra=6.08× 107 , (b) Ra=6.08×108, (c) Ra=6.08×109,
(d) Ra=6.336×1010, (e) Ra=3.77×1011 and (f) Ra=8.99×1011
5.8 Effect of aspect ratio
This section presents the temperature and flow fields for the domain containing a fixed
volume of KNO3-NaNO3 salt at height to width ratios (H/D) of 0.5, 1, and 2 corre-
sponding to dimensionless height 1, 2, and 4 respectively. The dimensionless height
is defined as the product of the attenuation coefficient and the fluid depth (Γ=Hα).
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Figure 5.20: Normalised density profiles in domain for various Ra.
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Figure 5.21: Transient MIX number at various Ra.
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However, in the present study the dimensionless height will be considered as the dimen-
sionless height, owing to the optical thickness variation being obtained by only varying
the fluid depth with the attenuation coefficient remaining constant. Fig 5.22, Fig 5.23
and Fig 5.24 show isotherms and flow velocity streamlines at dimensionless time steps
(τ) in a fixed volume of molten salt for cavity showing different stages of flow devel-
opment are shown for dimensionless heights (Γ=αH) 1, 2 and 4. In Fig 5.22 a, b and
c, demonstrate thermal features at selected times during the initial stage, transitional
stage and quasi-steady stage.
At Γ=1 (H/D = 0.5), at τ = 3.03×10−5 (Fig 5.22a (i)) temperature contours established
by absorption of solar radiation and a horizontal thermal boundary layer develop above
the lower surface as evident by the isotherms. At τ = 7.71×10−4 (Fig 5.22b(i)), complex
temperature contours arising from the interaction of the direct absorption of the solar
radiation phenomenon and the thermo natural convection developed at lower absorber
surface. At a time, τ= 4.12×10−3 (Fig 5.22c(i)), when the quasi steady stage is reached
a nonlinear temperature profile is obtained where a stratified top layer and a convicting
lower stage can be clearly seen. Corresponding streamlines (Fig 5.22a (ii)) show stable
circulation cells with induced flows of low velocities which do not contribute to the
heat transfer. At t=000 (Fig Fig 5.23b(ii))), increased fluid movement is evident as
illustrated by the presence of the thermal plumes and the burification of circulation cells
and the occurrence of eddies at the lower left and right wall. In Fig 5.23c(ii), as the
establishment of a stable surface layer and convection lower fluid leads to stronger fluid
flows in the lower fluid column compared to the top fluid where the fluid flow become
diminished at later times in the quasi steady state stage.
At Γ= 2 (Fig 5.23a,b,c) the isotherms and streamlines show similar thermal driving
mechanisms and fluid flow transitions as occurred for Γ = 1. Flow feature transitions
show: i) an initial stage (Fig 5.23a), ii) a transitional stage (Fig 5.23b) and iii) a quasi-
steady stage (Fig 5.23c). Significant differences between the two aspect ratios can be
seen from the layout of the thermal and flow features as well as their magnitudes and
the time scales at which these transitions occur. In early stage (τ = 3.03×10−5), the
isotherms and streamlines indicate the evolution of vortices in the top fluid column.
At Fig 5.23b (ii) (τ = 7.71×10−4), it is apparent that the top fluid becomes stratified,
while the lower fluid is mixing due to induced convection. Streamline indicate no flow
in the top fluid and significant convective flows evident from the developed circulation
cells. At τ= 4.12×10−3 (Fig 5.23c(iii)) the enclosure becomes fully stratified which is
evident from the nearly parallel isotherms. Streamlines at this time indicate no bulk
fluid movement. For Γ= 4 (Fig 5.24a), as a high proportion of the incident radiation
is absorbed directly by the salt volume resulting in a further reduction in the amount
of transmitted radiation at the lower absorber surface boundary layer, observed at the
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other lower aspect ratios is reduced at τ = 3.03×10−5. At τ = 7.71×10−4 (Fig 5.24b)(i))
and τ= 4.12×10−3 (Fig 5.24c (i)); the isotherms have become monotonic (Fig 5.24c) and
nearly parallel temperature contours illustrating that the heat transfer is primarily due
to conduction. Streamlines show weak flows in the steady flow solution and at τ=
4.12×10−3c fluid circulation of lower intensity compared with those observed at Γ= 1
& 2 is evident in the lower fluid column in Fig 5.24b(ii). In Figure τ= 4.12×10−3c(iii)
streamlines become broken illustrating no flow occurs at this time.
Fig 5.25 illustrates the effect of the changing dimensionless height on the velocity and
mixing. It can be seen that the velocity and the mixing decreases with increasing domain
height. This is consistent with observations from Fig 5.22, Fig 5.23 and Fig 5.24, where
stratification is observed to be promoted at higher optical depths.
The effect of the dimensionless depth on the strength of circulation is presented in
Fig 5.26. These plots indicate the stages of the flow development and give an indication
of the approximate time of occurrence. The volumetric flow rate is normalised by κH
At Γ = 1, the average volumetric flow gradually increases at the early stage (τ =
0.006) to a flow rate of 0.029 which then drops slightly to τ=0.001. The flow rate
then sharply increases immediately after the dip to approximately 0.06 at τ = 0.001.
The initial dip signifies the start of the transition stage. In the transitional stage, the
occurrences of thermal plumes which introduce vertical velocities, explained in section
5.3, results in fluid velocities with strong irregular fluctuations. The high fluid velocities
soon drop off as the quasi-steady state is reached. In the quasi-steady stage, fluid
velocities are reduced and the volumetric flow rate oscillates about a mean flow rate
of 0.008, with regular fluctuation. At Γ = 2, identical volumetric flow rate trends are
observed. However they occurs at lower magnitudes and at different times than at Γ =
1. The volumetric flow also gradually increases from the quiescent state to 0.022 and
dips slightly and then increases sharply to 0.02, in a similar manner to the flow rate at Γ
= 1. In the transitional stage, strong irregular fluctuations of lower intensity are clearly
seen from Fig 5.26 of lower strength than the fluctuations attained at Γ=1. After a
quasi-steady state is reached, the average flow rate oscillates about a stable mean value
of 0.03 with reduced amplitude. At Γ= 4, a very low value of Q¯ for the full length of
time indicates the absence of bulk fluid movement at this configuration. The strength
of fluid circulation (volumetric flow) rate decreases as Γ increase from 1 and 2 and is
insignificant at 4. The decrease in circulation strength coincides with the disappearance
in number of circulation cells as observed from the streamlines with increasing Γ.
The time history for the heat transfer from the lower surface at the point 0.25H, 0.95H
is shown in Fig 5.27. A sharp increase in the heat transfer to a maximum at the early
stages is seen (Fig 5.27) at all depths. At Γ= 1 and 2 the change from the initial stage
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Figure 5.22: Temperature (left) and velocity (right) contours for Γ=1 (a) τ =
3.03×10−5 (b)τ = 7.71×10−4 (c) τ= 4.12×10−3.
to the transitional stage corresponding approximately to the presence of the first dip in
the plots of the volumetric rate can easily be seen. The high heat transfer rates in the
transition stage correspond to the occurrence of thermal plumes and high volumetric flow
rates in Fig 5.26. This plot is consistent with the important role of the thermal plumes
in mixing in radiation induced convection problems. This is followed by a quasi-steady
state where the rate of heat transfer oscillates about a stable mean value. The average
rate of heat transfer is seen to decrease at Γ = 2. For the higher aspect ratio, Γ = 4 the
heat transfer rate remains constant and low after the sharp spike in the heat transfer
at the early stage. When the dimensionless height (Γ=2)decreases to the lower height
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Figure 5.23: Temperature (left) and velocity (right) contours for Γ=2: τ = 3.03×10−5
(b)τ = 7.71×10−4 (c) τ= 4.12×10−3
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Figure 5.24: Temperature (left) and velocity (right) contours for Γ=4: τ = 3.03×10−5
(b)τ = 7.71×10−4 (c) τ= 4.12×10−3
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Figure 5.25: Max MIX number vs dimensionless depths (left), Max velocity vs di-
mensionless depths (right)
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Figure 5.26: Time series of volumetric flow rate for Γ=1, 2 and 4
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of 1, heat transfer is increased by 55% whereas at Γ=4 heat transfer is decreased by
30%. The plots reveal features that are consistent with those presented in the isotherms
and streamline shown Fig 5.22, Fig 5.23 and Fig 5.24. The driving mechanisms for heat
transfer here can easily be matched with the major fluid developments and features
identified from the averaged flow rate in Fig 5.26
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Figure 5.27: Time series of the heat transfer rate for Γ=1, 2 and 4
Fig 5.28 shows the heat transfer in the cavity for Γ= 1, 2 and 4 for 107 <Ra<1011.
Heat transfer by conduction dominates the flow at low Rayleigh numbers (Ra<107) for
all three aspect ratios. Convection starts just before Ra less 108 for Γ=1, Ra 108 for
Γ=2 and at Ra>109 for Γ= 4. The Nusselt number is highest in the shallow domain,
Γ =1 and lowest at Γ =4. At Ra=1010 the heat transfer is lower by 65% for Γ=2 than
that for Γ=1 and it is higher by a factor of 1.38 for Γ=2 than that for at Γ=4. The
decrease in heat transfer from the lower surface with increase in dimensionless height
(Γ) is consistent with findings in Fig 5.26 and Fig 5.27 as well as those obtained from
surface temperature and velocity plots of Fig 5.22, Fig 5.23 and Fig 5.24 respectively.
Fig 5.29 shows the influence of the dimensionless height (Γ) on the critical time for the on-
set of instability for, Ra=8.99×1011, Ra=6.33×1010, Ra=3.768×1011 and Ra=8.99×1011,
respectively. The critical time tb at which convective instability evolves can be obtained
from equation 5.10. At each Rayleigh number, the critical time for onset is seen to
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Figure 5.28: Nusselt number versus the Rayleigh number at different dimensionless
depths
increase with increasing optical depth. However this effect is also seen to decrease with
increasing Ra.
tb ≈ H
2
κ
(
Rac
Ra
)
(5.10)
Of practical significance is the estimation of the performance of the thermal capture
and quantification on the amount of heat accumulated within the a thermal energy
store. The capture energy efficiency metric (see chapter 2) is defined by the ratio of the
collected thermal energy to the total incident energy given in equation 5.11 defined for
stationary receivers undergoing transient heating used [4].
rec =
ThermalEnergyStored
ThermalIncidentEnergy
=
mcp∆T
CIArectexp
(5.11)
where, m is the mass of the fluid that is the exposure time to solar radiation and Arec
is the surface area of the receiver. In Table 5.1 degree of thermal stratification is quan-
tified by evaluation of the MIX number, the non-dimensional exergy of the enclosure
and the capture efficiency. As expected the stratification is highest at Γ=4 and lowest
at Γ=1. The increase in aspect ratio from 1 to 4 results in a 34% increase in thermal
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Figure 5.29: The critical time (tb) vs dimensionless depth at different Ra.
stratification. In the opposite direction, mixing within the enclosure is increased by the
same magnitude. The non-dimensional exergy is found to be highest at Γ=1, where
the most mixing is observed to take place. Its values is observed to decrease as Γ in-
creases, reaching its lowest value at Γ=4, where the rate of mixing becomes considerably
diminished.
Table 5.1: Calculated MIX, non dimensionless and capture efficiency for Γ=1,2 and
4 respectively.
Γ MIX exergy η
1 0.4142 0.522 0.45
2 0.32431 0.411 0.31
4 0.2725 0.219 23.5
5.9 Three Dimensional simulation
Two dimensional (2D) simulations are used to understand the physical mechanisms in
many three dimensional configurations as two dimensional numerical simulations are
substantially less CPU intensive than three dimensional simulations [130–132].
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Three dimensional numerical simulations of radiation induced natural convection in a
high temperature molten salt filled cylindrical enclosure with height to diameter ratio,
H/D=1 and absorbing concentrated solar radiation are presented in this section. At
the onset of charging, concentrated radiation of 700X is directly deposited into the
molten salt, thereby heating it in the process. As previously stated, the salt within the
enclosure is considered to be heated by two contributions: firstly, by direct absorption
of the incident solar radiation and secondly a lower absorber plate heated from the
full absorption of any radiation transmitted to the lower surface, which develops large
adverse temperature gradients to influence convective heat transfer. The model accounts
for the depth dependent attenuation of the incident non uniform concentrated flux is
based on a solar weighted average attenuation coefficient as described in section 2.4
(equation 2.2). Temperature fields and flow field are obtained from solving the three
dimensional energy, mass and momentum equations. The boundary conditions imposed
in the three dimensional simulations the same as those described previously in the two
dimensional simulations (section 5.2): i.e molten salt is confined by rigid adiabatic walls
and a rigid black wall of finite thickness and heat capacitance. The top surface is
considered to be open and adiabatic. Due to the substantial computational costs, the
three dimensional simulations use computational domains, meshing could not be run to
extra fine element sizes.
Fig 5.30- Fig 5.32 presents transient three dimensional temperature and corresponding
velocity field for various times, τ=2.27×10−5, 6.14×10−4 and τ=1.05×10−2. Tempera-
ture isocontours, velocity, isocontours and vector presented show important driving and
flow features within the enclosure. Also, from the plots The effect of confinement in
cylindrical geometries on internally generated natural convection is apparent. At the
time of writing this thesis, investigation found in existing literature, on the effects of
lateral confinement on internally heated natural convection, with linear and nonlinear
temperature stratification have been found in geometries.
In Fig 5.30, the early surface heating of the top fluid along the radial direction and
downwards is evident. The corresponding velocity (Fig 5.30b) reveals the tangential
fluid velocities generated just below the lower surface and downwards along the vertical
cylinder walls. These heat transfer and flow phenomena are observed in the two dimen-
sional study. During this time, a thermal boundary layer forms above the lower heated
plate owing to the absorption of residual flux radiation at the lower plate. Fig 5.31 a
and b, shows the temperature and velocity fields at 6.14×10−4. It can be seen that the
mixing induced from the lower boundary heating significantly influences the tempera-
ture field within the enclosure. At this stage, the interaction between the stabilisation
and destabilising forces results in almost isothermal temperatures. Fig 5.31 b shows
interaction between the stabilisation effect from the top heating and the destabilising
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force from the lower surface results in a complex flow. Fig 5.31 b also shows increased
fluid velocities emanating from the lower plate which is seen to dominate the tangential
velocities seen at earlier heating times. The mixing and fluid velocities are driven by the
thermal plumes and boundary layers formed along the cylinder walls as can be seen in
Fig 5.31 a. Fig 5.32 b (τ=1.05×10−2), a non-linear is established. The existence of two
distinct layers: a surface layer and mixing similar to that in the two dimensional sim-
ulations is observed (Hattori 2015). The velocity plots show drastically reduced flows,
which indicate mixing and natural convective heat transfer are insignificant at this time.
The thermal and flow features found in the three dimensional simulation are identical
to that observed two dimensional simulation.
 
 
Figure 5.30: Temperature (left) and velocity field (right) at τ=2.71×10−5
5.10 Three dimensional features of the surface and bound-
ary layer
Based on the two dimensional simulation, the driving mechanism and flow features
for the surface layer and the boundary layer are described. In the two dimensional
simulations the stratified top layer was characterised by no bulk fluid flow, however
tangential fluid velocities induced by surface heating at the salt/air interface are observed
just below the surface. The existence of the flow and this structure are observed in the
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Figure 5.31: Temperature (left) and velocity field (right) isosurface at 6.14×10−4
 
 
Figure 5.32: Temperature (left) and velocity field (right) isosurface at τ=1.05×10−2
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three dimensional simulation. However, the temperature and tangential velocity within
the top surface in the three dimensional simulation are lower than those on the two
dimensional simulation. The induced vortex in the top layer is also seen to be reduced
in the three dimensional simulation. In addition, the three dimensional structure of the
longitudinal rolls cannot be described by the two dimensional simulation.
Fig 5.33-Fig 5.38 a and b show the time average temperature isosurface and velocity
streamlines and vectors for the three stages of flow development: the early flow, tran-
sitional, and quasi steady state identified earlier in the two dimensional models. The
driving mechanisms and flow features of the respective flow regimes are fully described
in previous sections. However it can clearly be seen that in the three dimensional simula-
tions. Fig 5.33 show the 3 dimensional temperature isocontour and velocity streamlines
and vectors observed at the early stage. The early heating of the top fluid along with the
development of the thermal boundary layer is evident. Streamlines show longitudinal
rolls where the fluid circulation initiated moves along the top surface, then the side walls
and subsequently returned to the top layer without reaching the lower surface. The low
velocities indicate that heat transfer in the early stage is predominantly by conduction.
This effect could not be captured and fully described in the two dimensional simulation.
Fig 5.34 to Fig 5.37 show the temperature isocontours and corresponding streamlines in
the transitional regime. the presented times are shown for times with the early transi-
tional(Fig 5.35b), middle transitional and (Fig 5.36) late transitional regimes (Fig 5.37)
as identified in the two dimension simulation. Fig 5.34 shows the formation of thermal
plumes in the boundary layer, while in the top fluid column, the convection cells formed
in identical regions to those observed in the two dimensional simulation can be observed.
Streamlines show low fluid velocities at the lower surface, while eddies can be seen to
form at the lower part of the cylinder walls. Fig 5.35 shows the occurrence of thermal
plumes which extend vertically upwards into the fluid. Convection cells formed at the
top become reduced at this stage. Streamlines show a fully developed unsteady complex
flow. Mixing can be seen to be intense at this time. In Fig 5.36, in the late transitional
regimes, establishment of the 2 layers: surface and boundary layer are seen. At these
times the temperature contours emanating from the direct absorption are observed to
progress towards the lower surface. The mixing layer is at the same time observed to
decrease as well as the height of the thermal plumes. Mixing is then confined to the
lower fluid column as was shown in the two dimensional simulations. It is apparent
from the temperature and velocity plots the the heat transfer in the transitional stage
is primarily by convection. The two dimensional simulations flow was seen to be plume
dominated with plumes having a mushroom like form. However, in the three dimen-
sional simulations thermal plumes when viewed from the three dimensional structure is
seen as sheet like plumes, generally observed as elongated boundary layers stretching
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upwards generally characterised by high absolute values of temperature, velocity (verti-
cal) local heat flux and vertical vortices. Lastly in at the quasi steady state, stabilisation
temperature contours occupy most of the cylinder, and the mixing layer becomes really
reduced. Thermal plumes also become reduced and are restricted to the boundary layer.
In general, the two dimensional and three dimensional simulations appear to have iden-
tical driving mechanism and flow features, the isothermal and velocity contours reveal
different structures.
 
Figure 5.33: Temperature (left) and velocity (right) field isosurface at τ=2.71×10−5
5.11 Comparisons with two dimensional (2D) simulation
In this section, results for the two dimensional (2D)model presented in section 5.3 and
three dimensional (3D) model from the current numerical simulations are compared. The
differences and similarities between the two dimensional (2D) and three dimensional
(3D)models are studied for the flux Rayleigh number Ra=3.8×1011 (I=1000Wm−2)
and presented in the form of isotherms, isosurfaces, streamlines surface and line plots.
Fig 5.39, shows the non-linear temperature profile in the quasi-steady flow regime as
obtained from the two and three dimensional simulations. For each case, the two di-
mensional and three dimensional results show similar temperature distributions, i.e the
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Figure 5.34: Temperature isosurface (left) and velocity streamlines (right) at
τ=9.04×10−5
 
Figure 5.35: Temperature isosurface (left) and velocity streamlines (right) at
τ=9.1×10−4
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Figure 5.36: Temperature isosurface (left) and velocity streamlines (right) at
τ=3.528×10−3
 
Figure 5.37: Temperature isosurface (left) and velocity streamlines (right) at
τ=7.565×10−3
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Figure 5.38: Temperature isosurface (left) and velocity streamlines (right) at
τ=1.05×10−2
surface plots and contours of temperature the existence of the surface and convection
(mixing) layers is evident in both cases.
Fig 5.40, Fig 5.41, and Fig 5.42 compare the predicted time histories of the temperature,
velocity and heat transfer obtained for the two dimensional and three dimensional at
the point(0,-0.98H) and (0,0,-0.98H) respectively. From Fig 5.40 it can be seen that
both temperatures have a similar profile, showing good agreement between the two di-
mensional and three dimensional simulations. However the differences observed between
the three dimensional and two dimensional simulations may be attributed to the geom-
etry. Fig 5.41 shows the time series, of the velocity for the three and two dimensional
simulations. Both simulations confirm the initial (conduction), transitional (convective)
and a quasi-steady stages of flow development. It is clear from the plots that the two
and three dimensional simulations exhibit similar flow features; however the basic flow
characteristics of the respective flows differ. The difference in the average velocity is
more than 10%. This implies that although the two dimensional indicates important
flow features it falls short of predicting the flow in a cylinder. It can be seen from the
difference between them might be due to the absence of the azimuthal orientation in
the two dimensional simulation. In the three dimensional model it can also be seen
that the flow in the convecting layer does not enclose the entire fluid. Fig 5.42 shows
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Figure 5.39: Surface plot, isotherms and isocontours showing temperature fields ob-
tained from two and three dimensional simulations
the time series of the calculated heat transfer coefficient (Nusselt number), where the
heat transfer coefficient is calculated from (equation 5.10). Both plots confirm the three
stages of flow development. However, in Fig 5.42, it apparent the the results of the heat
transfer coefficient calculated based on the 2 dimensional simulation are lower that that
calculated based on the three dimensional simulation.
Direct comparison between the two and three dimensional simulations have revealed
that the two dimensional simulation is able to capture the major features of the heat
and flow features, including the basic features of the flow instabilities, and thus can be
used to extract additional flow details with confidence for the DATES. However, the
nature of the two dimensional model would not allow a full resolution of the details of
the three dimensional convective instability. It is also noteworthy that the calculated
flow and heat transfer rates from the three dimensional simulation fluctuate at smaller
amplitudes than those calculated from the two dimensional simulation at both transi-
tional and quasi-steady stages. This is because the quantities from the three dimensional
simulation are averaged over the transverse direction, whereas those from the two di-
mensional simulation are representative of the values on a single sectional plane summary
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Figure 5.40: Plot showing comparison between two and three dimensional model time
series of temperature in the boundary layer to the point( 0,-0.98H) and (0,0,-0.98H)
 
 
0.0 1.0x10
-3
2.0x10
-3
3.0x10
-3
4.0x10
-3
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
V
(m
/s
)

 2D
 3D
Figure 5.41: Plot showing comparison between two and three dimensional model time
series of the velocity in the boundary layer to the point (0,-0.98H)
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Figure 5.42: Comparison of Time series of the heat transfer coefficient at (0,-0.98H)
and (0,0,-0.98H)in the two and three dimensional cases
 Two dimensional simulations clearly fails to capture the three dimensionality in
real flow.
 Two dimensional simulations are not capable of accounting for three dimensional
effects resulting from boundary conditions.
 Studies show the significant quantitative differences exist between two dimensional
and three dimensional simulations, therefore two dimensional simulations should
be only used for qualitative studies.
 Reported differences are attributed to inherent three dimensional nature of flows
and the geometrical inconsistency of simplifying a cylinder to a cartesian three
dimensional plane.
Two dimensional numerical model developed and simulations of the transient heat
transfer and fluid flow in an enclosure of unit aspect ratio filled with molten binary
KNO3NANO3 salt, directly absorbing concentrated solar radiation has been been pre-
sented in this chapter.
The numerical domain consisting of an open, adiabatic top surface, rigid and adiabatic
vertical, and a rigid black boundary of finite thickness is directly heated by non uniform
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concentrated solar radiation at the top surface. The molten salt enclosed in the domain
captures, converts and stores harvested solar thermal energy incident in the domain.
The sole function of the bottom wall is to collect all radiation transmitted radiation
to the lower surface as useful energy, which will heat up the plate and induce natu-
ral convection. This will in turn provide the isothermalisation required in maximising
the storage capacity without damaging the storage medium, which can typically sustain
temperatures up to 600oC quantification of the degree of thermal. The developed numer-
ical model accounts for the depth dependent nonlinear volumetric absorption of directly
deposited solar radiation based on weighted average values for the solar radiation and
the salts attenuation coefficient. The governing equations for the numerical simulations
have been carried out using commercial COMSOL Multiphysics software.
Numerical simulations were conducted for a charging period of 3 hours used in con-
junction with a solar system. Two dimensional numerical results revealed a nonlinear
temperature profile consisting of a hot stratified fluid layer lying above a cooler mixing
layer. The observed nonlinear temperature was found to occur due to the absorption of
radiation within the fluid body being a stabilising force, and the thermal instability at
the lower surface being a destablising force. In the top fluid layer Maragoni convection
is observed in the region below the top surface, however no bulk flow of fluid is observed.
In this layer heat is transferred primarily by conduction On the other hand, in the lower
fluid layer, where convective heat transfer was observed to dominate, the observed flow
regimes are classified into 3 distinct regimes: (1) an initial stage (conduction regime)
(2) a transitional stage (evolution of instabilities and onset of convection) and (3) quasi
steady state (convective flow). A frequency domain study conducted showed the flow
regime in the lower region has a fundamental frequency of 0.5Hz. Model parametric
calculations were also carried out to determine the effect of the absorber plate thickness,
flux Rayleigh number and the aspect ratio on the heat transfer, fluid flow, and the ther-
mal performance. The effective heat transfer mechanism was observed to destroy the
symmetry of the system that relates clock wise and counters clockwise flows state that
without volumetric absorption exists for all values of Rayleigh number.
The two dimensional framework was successfully extended to three dimensional simula-
tions. The three dimensional simulations were showed similar features to those found in
the two dimensional simulations. However the three dimensional results revealed three
dimensionality dependence of the observed heat transfer and fluid flow phenomena.
Chapter 6
Transient natural convection
induced by the absorption of
radiation based on a discretised
waveband attenuation model
The use of direct capture, conversion and storage solar thermal technologies based on
the direct volumetric absorption of solar energy for power generation has recently gained
much attention. Development of realistic prediction tools capable of accurately mod-
elling the local rate of solar radiation absorbed at various fluid depths is critical to
providing greater understanding of the physical processes. Therefore such a model, will
aid design, avoiding costly system over design and can keep the cost of such technologies
to a minimum to make them economically competitive [64].
Absorption of spectral solar radiation in high temperature molten salts over wavelengths
relevant to solar applications are not completely understood. Models predicting the
absorption of solar radiation in high temperature fluid layers over wavelengths relevant
to solar energy application are not available.
Researchers have developed numerical models to investigate natural convection induced
by the volumetric absorption of radiation within fluids layers in various enclosures.
Amongst these include: rectangular enclosures [65, 99–101], 2 and 3D triangular enclo-
sures [83–86, 88–90], parallelepiped [91, 92] and in a cube [97, 98].
In spite these models giving insights and understanding of the physical processes en-
countered in the respective geometries, the models have relied on accounting for the
depth dependent absorption of solar radiation within fluid depths using a single value,
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solar weighted, absorption coefficient and a Total Solar Intensity (TSI) value. The ma-
jor drawback of applying single bulk values for the absorption coefficient as obtained
from equation 2.2 (chapter 2) is that they are characteristic of the visible part of the
spectrum, where the salt is mostly transparent to radiation. As such the models fail to
account for the effects of the longer wavelengths [65]
More numerical models found in literature have accounted for the spectral volumetric
absorption of solar radiation in fluid depths, using spectral band models [66, 67]. In
spectral band models, an average extinction coefficient kj and an energy component,
Bj over each wavelength band are employed to estimate the spectral depth dependent
absorption of solar radiation in fluid layers. Lenert and Wang [4] used a two band model
to in a numerical study on ”Optimisation of Nano fluid volumetric receivers for solar
thermal energy conversion”. Webb and Viskanta [68] studied the absorption of solar
radiation and heat transfer in a directly irradiated thin, falling molten salt film based
on a two and three band attenuation models. Their results showed the sensitivity of
their calculations to absorption coefficient band models where the two band model was
found to give higher system performance compared with the three band model [68].
Hattori et al. [66] used a three band attenuation model to study the unsteady natural
convection induced by absorption of solar radiation, with relevance to littoral waters.
Wu et al. [67], studied the volumetric heat release inside a heat transfer fluid based on
a six band attenuation spectral model. The study made comparisons between results
of a six band spectral model with those of a twenty band solar spectrum model and
results were said to be in good agreement [67]. Decrepencies exists between conclusions
of the study of Wu et al. [67] and findingd of Webb and Viskanta [68]. The latter
which reports considerable differences between a 2 and 3 band model, which is expected
to depend on the resolution of the spectral band. Estimating spectral radiation and
wavelength attenuation coefficient of a fluid by bands has been found to lead to errors
however. Gueymard [69] discusses the drawbacks of the band models with regards to
solar intensity distribution and shows the limitations of employing band models over his
parametrised models spectra transmittance models, the standard reference considered
in this chapter. According to Gueymard [69] using a small number of wavelengths in
the band model limits the accuracy of the modelled attenuation, particularly, in spectral
bands where strong absorption exists.
The purpose of this chapter is to apply Computational Fluid dynamic model, based on
Finite Element Methods to develop a realistic model, which accounts for the spectral
absorption of solar radiation in a high temperature molten salt filled in an enclosure of
unit aspect ratio. As the current model considers the spectral nature of solar radiation,
the solar radiation data is described by a standard condition for the spectral irradiation
data, ASTM G173-03 Reference Spectra Derived from Simple Model of the Atmospheric
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Radiative transfer of Sunshine (SMARTS v. 2.9.2) [69]. While the wavelength atten-
uation coefficients for the high temperature salts (KNO3-NaNO3) are accounted for
by experimentally determined values measured using a Elmer Perkins EPP2000-UVN-
spectrophotometer from StellarNet [133] over the wavelength range 380-1087nm. Exper-
imental attenuation coefficients obtained in this study are compared with transmission
measurements of Passerini [29] made in the visible wavelengths and a good agreement
was found. Thermophysical properties of the salt are taken for temperature dependent
properties given in Table 3.3. The geometry considered in the present model is similar
to that considered in the previous chapter (chapter 5). However, the boundary and
initial conditions are now described based on the spectral properties of the attenuation
coefficient and solar radiation distribution.
Section 6.1 of this chapter presents the numerical formulation governing equations, nu-
merical method and validation. Section 6.2 presents results and discussion for the spec-
tral volumetric heating of a unit aspect ratio enclosure based on the solar spectrum at
Air Mass AM1.5D. A spectral analysis of flow properties is also presented. Section 6.3
presents the results for the circulation rate and heat transfer in the enclosure at AM1.5D.
Section 6.4 presents results for an analysis of the mixing and thermal stratifications for
AM1.5D. Section 6.5 presents the evaluation of heat and flow features under variable Air
Mass, Section 6.6 presents a comparative study is presented for a solar average weighted
value and the current spectral dependent model. The chapter concludes with presenta-
tion of three dimensional simulation of the present problem for Air Mass 1.5D in section
6.7.
6.1 Numerical formulation
Under consideration is an enclosure of aspect ratio, H/D=1, filled with a high temper-
ature fluid at an initial temperature, T0=250
o C and in a quiescent state. The fluid
is bounded by vertical rigid, adiabatic walls, a lower rigid black wall of finite thickness
(dx), and an adiabatic top stress free boundary. The domain represents a fixed volume
of commercially available binary mixture of Na and K nitrate salts (KNO3-NaNO3)
used as a heat transfer fluid/storage medium, presently used in existing and demonstra-
tion solar plants around the world. At t=0, a non-uniform concentrated beam at 700X
is incident over a fixed area (diameter,d= 0.2m) at the domain’s top surface which is
thereafter maintained. Owing to the spectral nature of the radiation and absorption
coefficient, the incident radiation within the fluid depth is selectively absorbed in a non
uniform manner. Assuming an optically smooth surface, the reflection, transmission
Chapter 6. Numerical modelling of volumetric heating a high temperature molten salt
filled enclosure based on a solar spectrum attenuation model 125
and refraction of incident solar rays can be predicted from Fresnel’s equation of classi-
cal electromagnetic theory [67]. From equation 6.1 [64], the penetrating flux solar flux
distribution just below the molten salt interface, neglecting scattering, directional de-
pendence and accounting for reflection losses and optical losses at the top is estimated
by:
I(z) =
n∑
i=1
ηC(1− ra)Iλe−αλy (6.1)
where n is the discrete wavelength bands characterised by Iλ and αλ: the solar intensity
and absorption coefficient of the salt at respective wavelengths which can be found in
Appendix A. The local rate of absorption of spectral flux, and the subsequent spectral
volumetric heat generation is given by 6.2 [64]
S′ = −αλdI(z)
dz
(6.2)
For the absorber plate, at the lower surface, which is perfectly insulated from the external
surroundings, the non-absorbed portion of the transmitted radiation to the lower surface,
which is subsequently collected as heat by the absorber plate is estimated by equation
6.3
Ib = α[1− ρa(γ)]I0e−αλH (6.3)
The transient temperature and flow field in the cavity is obtained by solving the coupled
mass, momentum and energy equations while accounting for the source term. The source
term is obtained as the sum of the direct absorption heating and the heating from the
lower surface.
∇ −→V = 0 (6.4)
ρ
∂(
−→
V )
∂t
+ ρ(
−→
V ∇)−→V ) = −RaPr∇p+RaPr∇2−→V + PrRaT (6.5)
ρCp
(
∂T
∂t
+∇.−→V T
)
= ∇  (k ∇T ) + S (6.6)
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where
−→
V is the velocity vector consisting of the velocity components u v and w. T is
the spatial temperature in the domain from the resulting heating, P is the pressure and
S is the spectral volumetric heating source term defined in equation 3.4.
The boundary and initial conditions are similar to the boundary conditions considered
in the previous formulation and simulation except for the fact that the solar radiation
(SMARTS model v 9.2) and attenuation coefficients are now described for the spectral
properties. The solar spectrum is generated based on the SMARTS2. Clear skies are
assumed and the zenith angle (z), and hence the Air Mass is considered to be the only
variant that affects the direct spectral. As previously presented earlier in section 3.4.1,
where the temperature of the lower plate due to residual flux absorption heating was
derived, the perturbation temperature can then be obtained from equation 6.7:
∆T =
αIbe
−αH
κρCp
(
κt
pi
)0.5
(6.7)
The derived systems of unsteady state nonlinear partial differential equations (PDEs)
from the present numerical formulation are solved using commercial finite element soft-
ware COMSOL Multiphysics version 4.4 [120]. The numerical model utilised the con-
jugate heat transfer interface which includes radiation in participating media interface.
Fluid discretisation was carried out using second-order elements for the velocity and lin-
ear elements for the pressure field (P2+P1). A fully implicit time-stepping method using
backward differential formulations (BDF) solver was employed [120]. As the numerical
result should be independent of the mesh element size, the check of the mesh sensitiv-
ity has been conducted. Fig 6.2 shows the mesh sensitivity a representative simulation
where the aspect ratio, H/D=1, a spectral solar radiation distribution at Airmass 1.5D,
concentrated at 700x and wavelength dependent attenuation whose data is given in ap-
pendix A. The difference in the solution max velocity at different mesh element sizes and
the solution at the finest mesh converged at N=5 equivalent to an element size of 20mm,
above which the solution for the maximum velocity remained constant. Following the
results obtained in this study, a mesh size of 20mm is chosen mesh giving a total of
5842 mesh elements, because the relative error for this mesh was found within 0.2%.
Fig 6.1shows a schematic of the numerical domain and mesh. In the numerical model,
a convergence criterion of 1 ×10−6 was imposed on the residuals of all the governing
equations to ensure convergence. The present numerical model was also checked for
accuracy against the published numerical solution of the experimental study of Coates
and Patterson [104] on the unsteady natural convection in a cavity with non-uniform
absorption of radiation [104]. Results of the present simulation satisfactorily agree with
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those reported in Coates and Patterson [104] with errors of less than 5%. Full details of
the validation study please refer to chapter 4.
 
Figure 6.1: Computational domain and mesh.
6.2 Results and discussion
Numerical results for the transient temperature field resulting from the volumetric heat-
ing of a high temperature salt within an enclosure (H/D=1) at Air Mass 1.5D are pre-
sented in Fig 6.3 a-d. Fig 6.3a shows the temperature profile at a time (τ=2.21×10−5)
representing the early stage where the solar radiation has been initiated. From the figure
it is seen that the downward travelling radiation heats the fluid body during its absorp-
tion in an non uniform manner. The fluid is heated along the top surface and in a region
below it. At the lower surface, the transmitted flux heats the absorber plate and subse-
quently develops a thermal boundary layer. Fig 6.3b, shows the temperature profile at
a later heating time, τ=9.09×10−5, when thermal plumes begin to emerge from within
the lower boundary layer, while the top heated surface layer progressed downward into
the fluid. In Fig 6.3c (τ=3.57×10−4) thermal plumes are seen to increase in height and
extend into the fluid volume, confined to below mid depth of the fluid height. At the top
a hot stratified layer is seen. Fig 6.3d (τ=3.124×10−3), reveals a nonlinear temperature
profile where a hotter fluid layer lies above cooler fluid depth thermal, similar to that
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Figure 6.2: Mesh refinement test results.
observed in chapter 5 . A significant effect of the non linear temperature stratification is
that it confines the mixing mechanisms length in a region below the hot stable surface
layer. According to Hattori et al. [91] the mixing confinement height has a typical
height equal to the attenuation length of radiation in relatively deep waters with the
penetration length scale of plume determining the lower mixed layer thickness [91].
6.2.1 Features of transient natural convection in the thermal bound-
ary layer flow
In Fig 6.4 to Fig 6.7 the temperature and velocity contours for heating times in the
range 2.27×10−5 6 τ 6 3.92×10−3 due the direct absorption of spectral radiation based
on the solar spectrum Air Mass 1.5D in high temperature molten KNO3-NaNO3 are
shown. All figures presented by isotherms are shown in non-dimensional form. Fig 6.4
a-i covers times from the early heating to the mid heating times, while Fig 6.7 covers
heating times form the mid heating to the late heating times Fig 6.4a, at τ= 2.27×10−5,
the temperature contours shows the non uniform volumetric heating of the fluid body.
The temperatures encountered in the fluid body are attributed to absorption of the
radiation of the long wavelengths in the infra red range of the spectrum where this fluid
is considered to be effectively opaque to radiation and from the short wavelengths. The
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Figure 6.3: Surface plots showing the transient temperature within the domain at
time :a)τ=2.21×10−5, b) τ=9.09×10−5, c) τ=3.57×10−4, d)τ=3.124×10−3.
figure illustrates the surface heating along the top surface and a non-uniform downward
heating. Isotherms show that a thin thermal boundary forms above the lower boundary,
which is subsequently developed at the lower corners of the vertical walls owing to end
wall effects. The nearly parallel temperature contours with the boundary layer illustrates
that the heat transfer is primarily due to conduction in the boundary layer. The thermal
boundary layer developed is heated by a contributions of the heat from the lower surface
and the absorption of radiation.
At τ =8.33×10−5(Fig 6.4b), the continued heating shows (i) thermal structure developed
in the top fluid layer below the top surface and (ii) the emergence of thermal plumes
from within the thermal boundary layer. Isotherms are observed to expand toward the
lower surface, transferring heat within the fluid body mainly by conduction. However
the thermal features observed at the top surface indicate convective heat transfer within
the region. The presence of thermal plumes mark instability, which occur, whenever
temperature gradients within the boundary layer exceeds some critical value, thereby
satisfying the stability criterion for free convection and hence introducing a Rayleigh
Bernard instability. The stability criterion for free convection and time of occurrence
are important to this class of problem and have been discussed extensively elsewhere
[80]. At τ=8.33×10−5(Fig 6.4b), stabilising temperature contours are seen to extend to
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the lower surface, while thermal plumes continue to develop. At τ= 1.59×10−4(Fig 6.4c)
interaction between the temperature contours from the volumetric absorption and the
thermal plumes can be seen. Recalling that the absorption of solar radiation is a sta-
bilising force and is responsible for the top heating source, while the thermal instability
in the lower fluid column is a destabilising force. From Fig 6.4a, b and c, it can be seen
that the stabilising force dominates the destabilising force. At the later heating times,
τ= 2.35×10−4 to τ= 3.8×10−4, a mixing layer developing in the lower fluid column is
clearly seen. This is owing to the destabilising force dominating due to increased heating
of the lower fluid from the absorber plate. With increasing time the mixing depth is
seen to increase in height thereby the stabilising temperature contours are pushed back
towards the top surface. Isotherms indicate convective heat transfer within the mixing
depth and rising plumes are seen to extend into the mixing layer.
 
 
 
(a)      (b)                (c)    
(d)     (e)              (f)    
   (g)     (h)              (i)    
Figure 6.4: Transient evolution of the fluid inside the enclosure.Temperature con-
tours :a) τ= 2.27×10−5, b)τ =8.33×10−5, c)τ= 1.59×10−4 d) τ= 2.35×10−4 e)
τ= 2.81×10−4 f)τ= 3.91×10−4 g) τ= 3.42×10−4 h) τ= 3.57×10−4, i)τ= 3.8×10−4
AM1.5D, H/D=1.
The process is further illustrated in Fig 6.5 a-i, where the corresponding velocity contours
and vectors for heating times 2.77×10−5 6 τ 6 3.8×10−4 are presented. In Fig 6.5a,
during the boundary layer development, no bulk fluid movement is observed within the
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domain, however tangential fluid flows confined to the region just below the top surface
and along the vertical wall due to the end wall effects can be seen. At the boundary
layer no bulk flow is observed; this confirms that heat transfer within this stage is purely
conductive. At Fig 6.5b (τ= 3.8×10−4) and Fig 6.5c shows the existence of two vortices
in the top fluid column as seen in Fig 6.4b and c. In these transients, low fluid velocities
can be seen for the boundary layer region. Flow transition from τ= 2.27×10−5 to τ=
3.8×10−4,(Fig 6.5d-i),shows a developing unsteady irregular and complex flow confined
to the lower fluid region which corresponds to the development of the mixing layer.
The flow is characterised by a combination of thermal plumes, circulation cells and the
boundary layer flows found to be irregular in occurrence. An important feature seen in
this flow is the occurrence of the intrusion flow at the interface between the competing
vertical stabilising and the destabilising effects, which is a major contribution to the
flow and temperature field. The boundary layer flows do not enclose the entire flow but
is seen to discharge fluid from the boundary layer into the core of the fluid in the mixing
layer.
 
 
 
(a)                (b)             (c)    
    (d)     (e)              (f)    
      (g)      (h)                (i)    
Figure 6.5: Evolution of the fluid flow within the enclosure:velocity contours :a) τ=
2.27×10−5, b) τ =8.33×10−5, c) τ= 1.59×10−4 d) τ= 2.35×10−4 e) τ= 2.81×10−4 f)
τ= 3.91×10−4 g) τ= 3.42×10−4 h) τ= 3.57×10−4, i) τ= 3.8×10−4. AM1.5D, H/D=1.
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Fig 6.6 a-i show temperature contours for dimensionless times τ= 6.86×10−4 to τ=
3.92×10−3. Fig 6.6a,b and c how continued development of the surface layer and the mix-
ing layer, there a fully developed unsteady complex flow is seen at τ= 3.92×10−3(Fig 6.6c).
During these heating times the thermal plumes remain active in the mixing process. For
τ= 1.62×10−3, τ= 2.17×10−3 and τ= 2.33×10−3, as the flow begins to reach the quasi
steady state, thermal plumes become reduced, while the stabilising thermal contours
advance towards the lower surface. Thus reduction in the mixing layer is observed. At
τ= 2.73×10−3 and τ= 3.12×10−3 further reduction in the mixing depth can be seen
while a greater depth is covered by stabilisation contours. Finally at τ= 3.92×10−3
the mixing depth is completely reduced and stabilisation contours completely fill the
domain. Thus it can be seen from the time presented that, the lower column of the
domain goes from a purely convective stage to a predominantly conductive heat transfer
regime as illustrated by the nearly parallel isotherms.
Fig 6.7 a-i shows the corresponding velocity contours for τ= 6.86×10−4 to τ= 3.92×10−3.
In Fig 6.7 a,b and c the unsteady complex flow is still observed and is seen to be confined
in the mixing layer which is seen to be approximately 0.5H. The strength of the flow
increases up to τ= 1.46×10−3, after which is seen to decrease. Fig 6.7 d to i reveal
that increased heating times, the mixing depth, thermal plumes and convective heat
transfer are drastically diminished. At τ= 3.92×10−3 no bulk flow is observed, and
the flow becomes reduced to the boundary layer region as seen in Fig 6.7i. This is
consistent with observations for the temperature contours at the corresponding time
(Fig 6.6i). Flow solutions observed here are very different from typical flows obtained
in conventional Rayleigh Bernard convection. Flow solutions also show that competing
stabilisation effects of flow stratification established by the absorption of solar radiation
and the destabilising effect of natural convection from the lower surface heating destroys
the symmetry of the system. The flow transitions observed reveal an initial stage, a
transitional regime and a quasi steady regime (Fig 6.7).
6.2.2 Spectral analysis
In this section, spectral analysis is applied to investigate the flow properties of the lower
boundary fluid flow within the fluid domain. Fig 6.8 presents the time history of the
velocities at a point 0.25H, 0.95H, above the lower surface in linear scales (Fig 6.8a) and
the logarithmic scale (Fig 6.8b) . The plots (Fig 6.8a and b) reveal the existence of the
three stages: initial, transitional and quasi steady regimes that can easily be matched
with temperature and velocity contours shown in Fig 6.4 to Fig 6.7. In the early flow
stage the velocity increases smoothly between τ=0 and τ= 2.77×10−5 which is clearly
shown by the the logarithmic scale plot of (Fig 6.8b). Flow at this stage is generally
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(a)                (b)             (c)    
    (d)     (e)              (f)    
      (g)      (h)                (i)    
Figure 6.6: Surface plots showing the transient temperature within the domain at
time :a) τ= 6.86×10−4 b) τ= 1.15×10−3 c) τ= 1.46×10−3 d) τ= 1.62×10−3 e) τ=
2.17×10−3 f) τ=2.33×10−3 g) τ= 2.73×10−3 h) τ= 3.12×10−3 i) τ= 3.92×10−3.
characterised by low flow velocities. In the transitional stage which occurs between
8.33×10−5 6 τ 6 2.73×10−3, velocities are characterised by sharp and irregularly fluc-
tuating velocities. Similarly,the transitional regime exhibits the early, middle and late
transitional stages described in chapter 5. The variation in the flow velocity fluctuation
at this stage coincides with the occurrence and disappearance of thermal plumes at the
respective heating times. The transitions identified here are identical to those obtained
for the solar weighted average model, however the occurrence times magnitudes and
frequency of oscillation, are observed to be reduced. The quasi steady stage is reached
at τ > 2.73×10−3.
Fig 6.9a shows the spectrum of the velocity time series in the early to middle transition
stage ( τ=1.67 × 10−4 to τ=1.58 × 10−3). A dominant frequency, f1 =0.34Hz is evident
with amplitude 1.4× 10−4, with a second frequency peak is seen at f2=0.36Hz, with
amplitude 3.2× −4. In the middle to the late stage (Fig 6.9b), the dominant frequency
has increased to f=0.5648Hz, with other lower amplitude and frequency modes observed
between 0.73096 f 6 0.9833Hz. In the quasi steady stage, the dominant frequency has
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(a)                (b)             (c)    
    (d)     (e)              (f)    
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Figure 6.7: Evolution of the fluid flow within the enclosure:velocity contours : a) τ=
6.86×10−4 b) τ= 1.15×10−3 c) τ= 1.46×10−3 d) τ= 1.62×10−3 e) τ= 2.17×10−3 f)
τ=2.33×10−3 g) τ= 2.73×10−3 h) τ= 3.12×10−3 i) τ= 3.92×10−3.
moved towards the high end of the spectrum to 1.189Hz with reduced amplitude to
1.647×10−5.
The time varying velocity components, u,v at x=0,0.9H in the enclosure is presented in
Fig 6.10 a&b. It can be seen that the velocity components are very close to zero, under
the present heating conditions. Both velocities exhibit, the early, transitional and quasi
steady state regimes. It can also be seen that the major contribution of the flow is to
the vertical component of the velocity.
6.2.3 Spectral variation with fluid depth
Fluid velocities induced within the enclosure following the direct absorption of concen-
trated solar radiation has been illustrated in figures 6.5 and 6.6 respectively. Similarly,
the results presented in the section are post processed with Matlab version 2013 soft-
ware [129]. The local flows paths developed at different depths are dependent on the
downward spectral attenuation and as such has a major influence on the temperature
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Figure 6.8: Time series of velocity at a position (0,H), and the spectra of different
sections of the time series for Ra=8.3×1011. (a) Time series with linear scale (b) early
transitional (c) Middle transitional (d) Late transitional stages.
profile. Fig 6.11, shows the time series for various vertical depths taken at a horizontal
position, mid way along the lower boundary. Flows at the respective fluid depths experi-
ence the early, transitional and quasi steady state stages flows. However, the magnitude
of the flows fluctuations and duration of occurrence of the transitional regime are seen
to decrease with increasing depth. The plots agree with observations form temperature
contours which showed no bulk fluid flows at the top fluid column.
Of primary interest here is to investigate the spectral variation on flow properties with
local depth at a given horizontal position. Fig 6.12 shows the corresponding spectra for
the time series of the vertical velocity for the respective location. It is clear in these
figures that, the power of fluctuation varies with the depth and that the major frequency
of the vertical velocity is different at each depths.
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Figure 6.10: Time histories of u and v velocity components at the at x=0, 0.9H.
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Figure 6.11: Time histories of temperatures at selected locations along different
depths from the top surface
6.3 Heat transfer from the lower surface and the average
volumetric flow rate.
Time histories of the averaged volumetric flow rate and the heat transfer rate integrated
over a point L/4, -0.98H obtained by integration of both quantities over the enclosure
depth are presented in Fig 6.9 and Fig 6.10 respectively. The volumetric flow rate and the
heat transfer rate are presented in dimensionless for by normalising the corresponding
dimensioned quantities with κ and h respectively. In Fig 6.13, the volumetric flow rate
increases sharply in the early stage to a peak flow rate of 0.022 at (τ = 0.0009). The
flow rate then dips to 0.0055 and is followed by an increase to approximately 0.006 at
τ =0.006 to the transitional stage where the flow rate is characterised by strong and
irregular fluctuations. In the transitional stage, the flow rate is characterised by strong
and irregular fluctuations. The initial dip signifies the start of the transition stage which
Chapter 6. Numerical modelling of volumetric heating a high temperature molten salt
filled enclosure based on a solar spectrum attenuation model 138
2.0x10
-2
4.0x10
-2
0.0000
0.0001
0.0002
0.0003
P
o
w
e
r
Frequency (Hz)
 x=0,y=0.05H
 x=0,y=0.15H
 x=0,y=0.25H
 x=0,y=0.35H
 x=0,y=0.45H
 x=0,y=0.55H
 x=0,y=0.65H
 x=0,y=0.75H
 x=0,y=0.85H
 x=0,y=0.95H
 
 
Figure 6.12: Spectra for the time series of the vertical velocity at selected locations
along different depths from the top surface
coincides with the occurrence of thermal plumes. At τ =0.006, the quasi-steady stage
is reached, where the volumetric flow rate oscillates about a mean flow rate, with more
regular fluctuation ofreduced amplitude.
Fig 6.14 presents the time history of the heat transfer from the lower surface. The heat
transfer shows similar features to those identified form the volumetric flow rate plot
(Fig 6.13). The plot reveals a sharp increase in the heat transfer to a maximum at the
early stages. The value then decreases into a region of sharp irregular occurring fluctua-
tions of varying amplitudes. The high heat transfer rate shown by the spike in Fig 6.14
corresponds to high volumetric flow rate observed in Fig 6.13. Both spikes however,
coincides with the change from the initial stage to the transitional stage when ther-
mal instability is introduced. Both plots confirm the three stages of flow development,
driving mechanisms and the approximate time of their occurrence.
Fig 6.15 shows a cross correlation function plot between the heat transfer coefficient
(Nu) and the transient velocity components, u,v at x=0.25H, 0.9H for AM1.5D and
H/D=1. Fig 6.15a shows the a negative value of -0.8 which indicates a weak correlation
between the horizontal velocity component and the convective heat transfer. On the
other hand Fig 6.15b show a peak positive correlation value of 0.04, thus indicating
a positive correlation between the convective heat transfer and the vertical velocity,
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Figure 6.14: Time series of integrated heat transfer rate at the point (0.25H, -0.98H
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which is an expected result as the convective heat transfer is dependent on the vertical
velocities driven by thermal plumes. [134].
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Figure 6.15: Cross correlation function plot between the heat transfer coeffienct (Nu)
and the transient velocity components, u,v at x=0.25H, 0.9H for AM1.5D and H/D=1.
6.4 Mixing and stratification
In this section the MIX number defined by Davidson et al. [112] is used to estimate the
level of fluid mixing and stratification in the thermal energy store.
Fig 6.16 shows the transient MIX number against the dimensionless heating times τ=5×
10−4 to τ=3.5× 10−3. The time represents the period on the transitional stage, when
mixing takes place. From Fig 6.16, it can be seen that as heating progressed, the MIX
number linearly decreases. At τ=3.5× 10−3 a 40% decrease in the mixing was obtained.
As the MIX number tends towards zero, stratification is promoted at later heating times
(MIX=1 indicates full mixing, while MIX=0 indicated full stratification). The figure is
in good agreement with earlier observations, where mixing in the lower fluid column
decreased, while stratification increased. The major weakness of the current method is
that it does not show what time mixing was most severe during the charging period
[111]. A plot of the time averaged Nu number against the time averaged MIX number is
shown in Fig 6.17. The plot shows a linear increase in the heat transfer with increasing
MIX number, thus indicating increased heat transfer with increasing level of mixing in
the enclosure.
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Figure 6.16: Transient MIX number
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Figure 6.17: Heat transfer coefficient (Nu) vs MIX number
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6.5 Evaluation of Thermal and flow features under variable
Air Mass
This section investigates the heat and fluid flow features due to the volumetric absorption
of the spectral irradiation distribution under variable Air Mass. The relationship of
Direct Normal Intensity, zenith angle and Air Mass were presented in chapter 2.
The spectral irradiation data obtained from Reference Spectra Derived from a Simple
Model of the Atmospheric Radiative transfer of Sunshine (SMARTS v. 2.9.2) (NREL)
at Air Mass AM1.5D was presented in Fig 2.11. Fig 6.19 present solar irradiation
distribution for Air Mass; AM1, AM1.5D, AM2, AM3, AM4, and AM5, as obtained with
the SMARTS model. The influence of variable Air Mass(AM) on the UV, Vis and IR
components of DNI is presented in Fig 6.19. In this figure, it can be seen from the figure
that as the Air Mass increases, the UV and Visible radiation components decrease and
the radiation shifts to higher wavelengths. This therefore translates to reduced intensity
associated with increasing Air Mass. Fig 6.20 shows the Direct Normal Intensity (DNI)
versus zenith angle and Air Mass. It can be seen that DNI decrease with Air Mass and
zenith angle.
Fig 6.21 shows the spectral power density at Air Mass AM1, AM1.5D, AM2, AM3,
AM4, and AM5, evaluated based on spectral irradiation distribution obtained SMARTS
v. 2.9.2 (NREL) model and the spectral attenuation coefficient of molten KNO3-NaNO3
salts. In the present study, the UV component (9%) and infra red radiation above
1087um was not used due to lack of data on attenuation coefficients. The region accounts
for over half of the solar spectrum as 55% of the spectrum lies in the 400-800 um
range , while the infra-red wavelength covers 27% lies in the region covered. Thus it is
believed here to be a good representation of the solar spectrum in the present study to
demonstrate the functionality of the model. Dronting [57] in a study on optical properties
of high temperature molten molten KNO3-NaNO3 and molten KNO3-NaNO2 NaNO3
cut off part of the Infra-red spectrum beyond 25µm and ,400nm in the UV was not used
due to lack of data on the absorption coefficient at high temperature at the respective
wavelengths [57]; the same method has been followed here. The attenuation coefficient
is considered to remain the same at all Air Mass values as the current application is
considered from a fixed focal point application. From Fig 6.21, it can be seen that the
spectral power density shifts towards the longer wavelengths with increasing Air Mass.
As the visible component of the radiation decreasing higher Air Mass (AM), the amount
of radiation transmitted and absorbed at the lower surface will be decreased. Thus, its is
expected that the thermal plumes, mixing and convective heat transfer should decrease
with increasing Air Mass, this leading in a decrease in the destablising effect from the
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lower plate heating. On the other hand, it is expected that the stabilisation would be
promoted with increasing Air Mass.
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Figure 6.18: ASTM G173-03 Reference Spectra Derived from SMARTS v. 2.9.2 t
Air Mass (AM1-5)
Fig 6.22 and Fig 6.23 shows time averages for the temperature contours and the stream-
lines for AM1(Fig 6.22a), AM1.5 (Fig 6.22b), AM2 (Fig 6.22c), AM3 (Fig 6.23a), AM4
(Fig 6.23b), AM5 (Fig 6.23c), in the transitional regimes. Modest variations in the ther-
mal and flow field can be seen by comparisons between the various plots. Temperature
contours show an increasing surface layer temperatures as AirMass increases for AM1 to
AM5, by 1%, 21%, 31% 41% and 5% respectively (Fig 6.22 and Fig 6.23. The increase
in surface layer temperatures are attributed to the fact that as the Air Mass increase to
higher values, the visible component of the incident radiation decreases , while the IR
radiation increases. This results in reduction in the amount of heating, while directly im-
pacts the subsequent mixing and convective heat transfer from the lower absorber plate.
Since longer wavelength are absorbed within mainly the fluid depth to which is opaque,
it results in the higher temperatures in this layer. Similarly, from the streamlines, the
increasing Air Mass (AM1 to AM5) shows considerable differences in the circulations
cell observed in the lower mixing layer, however plots for the velocity, volumetric flow
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Figure 6.20: Direct intensity versus zenith angle and Air Mass.
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rate and heat transfer from the lower will give clear revelation of the effects of varying
Air Mass (AM).
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Figure 6.21: Spectral power density at Air Mass AM1 , AM1.5, AM2, AM3, AM4 ,
AM5
Fig 6.24 presents a plot of the stratification parameter, defined as the ratio of the time av-
eraged temperature difference in the mixing depth and the difference of the time average
temperature difference in the surface layer. The stratification parameter, as previously
defined by Abib and Jularia [135], can be considered as the dimensionless temperature
at the interface. It can be seen that the stratification parameter monotonically increases
with increasing Air Mass which gives a clear indication of increment in the stratification
obtained with increasing Air Mass increases from AM1 to AM5.
Fig 6.25 shows the variation of the average velocity with AirMass. It is clearly seen that
as the Air Mass increases to higher values, the average volumetric flow rate/velocity
monotonically decrease. From this plots it can be seen that as the component of the vis-
ible radiation decreases, the heating of the lower plate decreases. As such the occurrence
of thermal plumes which initiate and drive the fluid velocities decreases. The volumetric
flow rate decreases by approximately 40% as the Air Mass increases from AM1 to AM5.
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Figure 6.22: Time average of isotherms (left) and streamlines (right) for different Air
Mass (a) AM1 , (b) AM1.5 and (c) AM2
Fig 6.26 shows the plot of the dependence of the critical time for the onset of instability at
the lower surface against Air Mass. As expected, the critical time for onset of instability
increases monotonically with Air Mass (AM). This is due to the increased heating time
required for the temperature gradients to satisfy the instability criterion. For example
the time for onset of instability to occur increases by 29% from AM1 to AM5
Fig 6.27 shows the effect of variable Air Mass on the MIX number. From the plot it
can be seen that the MIX number decreases with heating time with Air Mass. For
all Air Mass (AM1, 1.5, 2, 3, 4, 5), the MIX number decreases by approximately 40%
from τ=2.71× 10−4 to τ=3.4× 10−3. At τ=3.4× 10−3 the MIX number indicates that
stratification increases approximately by 1%, 1.6%, 3.2%, 4.6% and 6% for AM1, 1.5,
2, 3,4, 5 respectively. The decrease in the MIX number is owing to the reduction in the
visible radiation component, which promotes stratification.
The variation in the maximum local heat transfer with increasing Air Mass is presented
in Fig 6.28. As expected, the figure shows a decrease in the convective heat transfer with
increasing Air Mass. Approximately, a 23% drop in the heat transfer occurs for AM5
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Figure 6.23: Time average of isotherms (left) and streamlines (right) for different Air
Mass (a)AM3, (b) AM4 ,and (c) AM5
in comparison with AM1. This results coincides with the earlier finding of decreasing
mixing and velocities with increasing Air Mass owing to the reduction in the visible
radiation, component.
Table 6.1, presents the non dimensionless exergy (ξ) and the capture efficiency (η) at
the various Air Mass studied. It can be seen that the highest exergy is obtained at the
lowest AirMass , while the highest capture efficiency is obtained at the highest AirMass
(AM5).The high dimensionless exergy value seen at the low AirMass(AM1) is attributed
to the higher mixing and flow velocities encountered. Thus the entropy generated at
the lower AirMass is higher, increasing the entropy generation and lowering the capture
efficiency in accordance to the second law. The capture efficiency is seen to increase
with increasing AirMass with stratification being promoted at high AirMass due to the
increase in the IR radiation component. From this result, the effect of variable spectra on
the thermal and flow behaviour in a volumetrically heated enclosure can be established.
Thus as expected, the non dimensional exergy deceased with increasing AirMass, while
the efficiency increases with increasing AirMass. Thus all these suggest that with the
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Figure 6.25: Maximum Volumetric flow rate at Air Mass AM1, AM1.5, AM2, AM3,
AM4, AM5
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Figure 6.26: Effect of the increasing Air Mass on The critical time for the onset of
instability
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Figure 6.27: Mix numbers for transient heating in fluid domain of unit aspect ratio.
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Figure 6.28: Plot showing the heat transfer variation with Air Mass.
current numerical tool, it is possible to propose and evaluate a direct absorption thermal
energy storage system for different regions as represented by various spectra.
Table 6.1: MIX numbers and capture efficiencies at different instants for Air Mass of
1,1.5,2,3,4 and 5.
quantity 1 1.5 2 3 4 5
 0.402 0.393 0.384 0.375 0.371 0.366
η 0.476 0.481 0.487 0.4935 0.497 0.501
6.6 Comparison solar weighted average model and spectral
dependent model
In this section, a comparison between numerical results obtained for the single average
weighted model and those obtained from the spectral dependent model developed in the
present study. Comparison is based on a DNI of 700W/m2 over the wavelengths covered
in this chapter. This is equivalent to 15.5kW/m2 incident power. Table 6.2 presents
calculated values of output quantities: average temperature, maximum velocity, dimen-
sionless heat transfer coefficient, critical onset time Mix number and non dimensional
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exergy number for the solar weighted average value model and the spectral model. The
comparisons in the output variables showed significant differences. From the table is
can be seen that all output quantities presented were between ∼ 10 and 20 % higher in
the solar weighted absorption compared with the spectral model output variables. The
results obtained here are in agreement with works of authors Cengel and Ozis¸ik [65] and
Webb and Viskanta [68] regarding application of single weighted attenuation coefficients.
Table 6.2: Comparison of computed numerical results for solar weighted model and
a spectral model.
Output quantities Solar weighted model spectral model % diff
Max Temp (K) 0.01856 0.001444288 11.68
Max Vel(m/s) 0.08029 0.077 24.76
Average heat transfer coefficient(Nu) 70.65 60.49273 17.75
critical time(tb) 0.8 0.7 12.5
MIX 0.385 0.32 15.8
Frequency 0.3696 0.3389 8.31
6.7 Three dimensional simulations
Three dimensional simulations of natural convection in high temperature molten salt
driven by the direct absorption of concentrated solar radiation based on spectral atten-
uation coefficients and spectral irradiation data defined at the solar spectrum for Air
Mass 1.5D is presented. The cylindrical geometry which has a height to diameter ratio
(H/D=1) consists of a rigid wall and lower absorber plate which confines the high tem-
perature KNO3-NaNO3 molten salts similar to the two dimensional simulations. The
top of the enclosure is open and considered to be adiabatic. At the onset of heating,
15.5kW/m2 concentrated solar flux based on a standard reference (SMARTS scheme) is
incident at the top surface and deposited in the molten salt volume. As flows occurring in
the physical system are three-dimensional. The natural convection flows in enclosed cav-
ities in the previous section is assumed a two dimensional behaviour. Thus this section
considers three dimensional simulations to compare with the two dimensional simula-
tions and evaluate the heat transfer and flow three dimensionality dependencies. The
three dimensional mass, momentum and energy equations have been solved to obtained
temperature and velocity fields. Normalisation is carried out using scaling presented
previously in section 6.2. The nonlinear partial differential equations were solved using
Computational Fluid Dynamics (CFD)Finite Element Method package COMSOL, with
Backward Differential Formula (BDF) with implicit time stepping scheme(COMSOL).
Initial and boundary conditions remain the same as described previously. Discretisation
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is done based on P2+P1 schemes for the velocity and the pressure. Owing to high com-
putational and time cost a mesh refinement was not conducted. However, a COMSOL
predefined mesh 5mm tetrahedral mesh made up of having 234322 elements is selected
which conforms to validation mesh element size.
Fig 6.29-Fig 6.32 shows the 3 dimensional surface temperature and velocity for dimen-
sionless times τ=3.79×10−5,7.59×10−5,1.57×10−3 and 9.47×10−3 owing to spectral vol-
umetric heating. In Fig 6.29a at τ=3.79×10−5, the top fluid is heated radially along the
top surface and down the side walls. At the lower surface, the boundary layer heating
is apparent. Fig 6.29b, fluid velocities are observed long beam profile and at along the
top side wall. No significant fluid velocity is found in the lower layer. In Fig 6.30a
(τ=7.59×10−5), the top heating can be seen to extend towards the lower surface, while
at the same time the bottom heating is seen to extend upwards. Fig 6.30b, it can be seen
that the increased lower fluid heating generates fluid velocities in that region. At a later
heating time, τ=1.57×10−3 (Fig 6.31a and b), top heating and lower surface heating
phenomena interact, resulting in more uniform fluid temperatures within the domain.
This is owing to the mixing taking place which is confirmed by the velocity profile as
shown in Fig 6.31b. Fig 6.32(τ=9.47×10−3), shows a stable nonlinear temperature pro-
file as obtained in the two dimensional stimulations. The corresponding velocity profile
at this time shows no fluid flows as the flow velocities become drastically reduced.
  
Figure 6.29: Three dimensional temperature and velocity fields at τ=3.79×10−5 .
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Figure 6.30: Three dimensional temperature and velocity fields at 7.59×10−5.
  
Figure 6.31: Three dimensional temperature and velocity fields at 1.57×10−3
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Figure 6.32: Three dimensional temperature and velocity fields at 9.47×10−3
In the two dimensional simulations no bulk fluid movements occurred within the stable
surface layer, other than the tangential fluid velocities along the radial direction and
side walls. Similar features have been exhibited by the three dimensional surface layer.
Based on the two dimensional simulation of section 6.2, three flow stages were identified:
early, transitional and quasi steady stages. Fig 6.33-Fig 6.38 present three dimensional
thermal and flow features in the early, transitional (early, middle and late) and quasi
steady stages corresponding to the two dimensional simulations (section 6.2).
Initial stage τ <3.79×10−5
Fig 6.33 shows the temperature isocontours and streamline and velocity vector at τ=2.27×10−5,
a time during the early flow. Fig 6.33a, shows radial heating along the opm surface,
while at the lower surface the thermal boundary layer is clearly shown.
Streamlines indicate no bulk flow at the within the domain and at lower surface, except
at the top surface where flow initiated along the top surface is observed. A similar
phenomena was observed in the two dimensional simulation. Heat transfer at this stage
is primarily by conduction which is confirmed by the low fluid velocities observed. Gen-
erally, the heat transfer mechanism and flow structures seen at this stage are consistent
with observations in two dimensional simulations. However, the time of occurrence and
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the attained temperatures differ from those obtained from the two dimensional simula-
tions.
  
(a) (b) 
Figure 6.33: Temperature iso-surface(a) and corresponding streamlines(b) at
τ=2.27×10−5, showing the early flow stage .
Transitional stage (3.79×10−5 < τ <6.73×10−3 )
Fig 6.34 shows the isocontours and streamlines for a later heating time(τ=6.07×10−5,
where thermal plumes are observed to grow out on the boundary layer. This has been
previously shown to marks the onset of thermal instability and also shows the stability
conditions criteria for instability has been satisfied [80, 118]. Fig 6.31b show the forma-
tion of eddies at the the end walls at the lower surface. Modifications in the streamlines
can be observed in the fluid column which indicate the introduction of flow in the lower
boundary. In the two dimensional simulations, the transitional regime was divided into
early, middle and late transitional stages, distinguished by their magnitude of amplitudes
and frequencies.
Fig 6.35-Fig 6.37 shows the temperature isocontours and streamlines for τ=1.17×10−3,
τ=4.10×10−3 and τ=6.73×10−3, illustrating heat and flow structures in the early, middle
and late transitional stage. The fluctuations correspond to the occurrence of plumes
development. Streamlines reveal a complex unsteady flow in Fig 6.32b and Fig 6.33b.
As the transitional flow attains the late transitional stage, flow becomes confined to the
lower layer as the surface layer becomes established.
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(a) (b) 
Figure 6.34: Temperature iso-surface(a) and corresponding streamlines(b) at
τ=6.07×10−5, showing the onset of thermal instability .
  
  
(a) (b) 
Figure 6.35: Temperature iso-surface(a) and corresponding streamlines(b) at
τ=1.17×10−3, showing the early transition stage.
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(a) (b) 
Figure 6.36: Temperature iso-surface(a) and corresponding streamlines(b) at
τ=4.10×10−3, showing the onset of middle transition stage.
  
  
(a) (b) 
Figure 6.37: Temperature iso-surface(a) and corresponding streamlines(b) at
τ=6.73×10−3, showing the late transition stage .
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(a) (b) 
Figure 6.38: Temperature iso-surface(a) and corresponding streamlines(b) at
τ=6.73×10−3, showing the late transition stage.
Quasi steady state τ > 6.73×10−3;
As the flow in the lower fluid column approaches the quasi steady state (Fig 6.38),
flow velocity decreases in to oscillations of regular and constant amplitudes. It can
be seen here that the as the surface layer and mixing layer become fully established,
thermal plume become smaller and reduced. The continued heating sees the surface
layer advancing towards the lower surface resulting in the mixing layer being pushed
back. At this stage the stabilising forces overcome the destabilising forces. Fig 6.35 a,
b and c show the time series of the u, v and w components of the velocity. at the point
(0,0,-0.98H). The x and y velocity components are significant. The y component can rise
up to 0.02, which cannot be accounted for with the two dimensional model as presented
earlier.
In this chapter, a two dimensional spectral dependent radiation induced natural convec-
tion in a molten salt (binary KNO3-NaNO3) filled enclosure which accommodates an ab-
sorber plate at the lower surface was numerically simulated. The wavelength dependent
absorption of radiation has been based on a standard reference parametrised spectral
irradiation data (SMARTS model) and spectral attenuation coefficients described over
the range of wavelengths relevant to solar energy. The resulting temperature profile is
characterised by a nonlinear temperature profile where a stratified hot top fluid layer
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Figure 6.39: Time series of the velocity components (a) x velocity component (b) y
velocity component and (c) z velocity component.
lay above a cooler fluid layer. As observed in the previous weighted model described
in chapter 5, there is no bulk fluid flow observed the top fluid layer. Maragoni convec-
tion was however observed in the region just below the heated top fluid surface. In the
lower convention layer, flow regimes are characterised by an initial stage where heat is
primarily transferred by conduction (2) a transitional stage where natural convection is
the prevalent heat transfer mechanism and (3) a quasi-steady regime. The vertical fluid
velocity in the lower fluid layer was found to have a fundamental frequency of 0.48Hz.
Parametric investigation of the effects of the variable Air Mass showed significant effects
on the heat transfer, flow velocity and structures, quantity of mixing, stratification,
critical time for onset of convection and the thermal performance. A direct comparison
between a solar weighed model and the discretised spectral model shows approximately
10 to 25% higher values in the measured output quantities in the weighted model com-
pared with the spectral model.
The three dimensional simulation carried out. Comparisons of the three and two di-
mensional results reveals a significant influence of dimensionality on the heat transfer
and flow. Despite the two dimensional and three dimensional simulation appearing to
have identical driving mechanism and flow features, the isothermal and velocity contours
reveal different structures. The driving mechanisms and flow structures can be seen to
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have three dimensionality dependence and were found to have a higher maximum heat
transfer rate and flow velocities when compared to equivalent two dimensional domains.
The two dimensional simulations were able to capture the major features of the heat
and flow features, including the basic features of the flow instabilities, they are suitable
for extracting flow details with confidence. The two dimensional simulation are only
suitable for extracting general flow details and were not adequate for full resolution of
the details in the real flow as it failed to capture the three dimensionality of the flow.
Chapter 7
Thermoconvection in an inclined
enclosure by the absorption of
non uniform solar radiation
In this chapter, the effect of inclination angles on the unsteady radiation induced natural
convection in an inclined 2 dimensional volumetrically heated square enclosure filled with
molten KNO3-NaNO3 salt directly absorbing concentrated solar radiation is presented.
The inclined enclosure is subjected to a solar radiative heating from a top surface whose
optical axis and central axis is inclined to the gravity vector, but remains perpendicular
to the top surface. Heating of the enclosure is studied for the particular case in which
the molten salt is heated by two heat contributions: internal heat is generated by direct
absorption of the incident solar radiation and secondly a lower boundary heated surface
from the absorption of transmitted radiation to this surface; the relative influence of
each mechanism is dependent on the amount of radiation penetrating the entire depth.
The local depth dependent absorption of penetrative solar radiation is based on the
spectral distribution of the incident radiation and attenuation coefficient.
Heat transfer and fluid flows in inclined enclosures which attract attention, owing to
their significance in industry and nature (heat exchangers, solar collectors and nuclear
reactors)[79]. In applications, such as crank thermosyphon type heat exchangers in-
clination was found to enhance performance [136]. A differentially heated cavity with
idealised isothermal or isoflux boundary conditions have formed fundamental studies
to understand the heat transfer and fluid flow interactions within an enclosure. For
various contexts and several boundary conditions experimental and numerical studies
conducted in simple, regular and inclined two dimensional (rectangular and square) ge-
ometries have investigated the effect of angles on: stability of fluid layers, several flow
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types, instabilities in heat transfer and their corresponding interactions by a suitable
choice of the values of the external parameters [136–141]. The class of problems dealing
with the unsteady heat transfer and flow structures owing to absorption of radiation in
fluid layer have been found in literature for various geometries. Amongst these include;
triangular enclosures, rectangular enclosures and parallelepipeds. Boundary conditions
found in these problems are transient and complex and their temperature profiles are
nonlinear [91]. However, compared to a large body of literature available for the clas-
sical Rayleigh-Bernard convection, the study of nonlinear temperature stratification is
limited in spite of the many important applications. In particular, literature on heat
transfer (natural convection) and fluid flow in inclined enclosures, in which the primary
driving phenomenon is the volumetric absorption of radiation is found to be lacking.
Further, at the time of writing this thesis, to the best of the author’s knowledge, none
of the existing literature for radiation on the driving mechanisms and flow features, in
enclosures subject to concentrated solar radiative heating have incorporated the effect
of angles on stability of fluid layers, and nonlinear temperature stratification and fluid
flow structures. However as radiation induced buoyancy flows are complex, due to the
essential coupling between the radiation with flow and transport, it is expected that
the thermal and flow features will be quite different from those found in an inclined
differentially heated cavity.
Thus the present study concerns the investigation of the effects of inclination angles on
thermal and flow structures in an inclined enclosure, representative of a thermal store,
where the primary driving force in the volumetric absorption of solar radiation. The
depth dependent volumetric absorption of the concentrated solar radiation is accounted
for based on spectral distribution of solar radiation and the attenuation coefficients over
wavelengths relevant to solar energy applications. The study also investigates the effects
of inclination angles on thermal and flow structures under variable spectra; results are
presented in the form of isotherms and streamlines. The study is aimed at giving new
insights and greater understanding to the flow and heat transfer behaviour in an inclined
enclosure under the present heating phenomena and configuration which finds relevance
in a proposed solar thermal energy storage application. The study also seeks to develop
results against which further works can be benchmarked and validated against. The
outline of this chapter is as follows: section 7.1 presents the numerical formulation and
governing equations; section 7.2 presents the results and discussion; section 7.3 presents
the effect of inclination angle on stratification and mixing and Section 7.4 presents effects
of inclination angle on thermo convection under variable Air Mass.
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7.1 Mathematical formulation and governing equations
A two dimensional inclined enclosure with H/D=1, shown in Fig 7.1 has been consid-
ered in this chapter. The domain vertical boundaries inclined at an angle denoted by
φ to the gravity vector are rigid and adiabatic, while the top wall is an open stress
free boundary. The lower boundary is rigid plate of finite thickness (dx), and of known
absorption characteristics, i.e black surface. The bottom surface is considered to be
a transient temperature heated surface. High temperature molten KNO3-NaNO3 salt,
initially at a temperature T0 and at rest is enclosed within the domain walls. At the
dimensionless time t=0, a non-uniform concentrated radiation flux is initiated and there-
after maintained over fixed area on the top surface (Fig 7.1). The radiation is directly
deposited into the fluid which is considered to heat up the enclosed molten salt volumet-
rically by contributions: the directly absorbed radiation within the fluid body and lower
surface absorber plate heated from the absorption of transmitted/residual flux incident
at its surface The spectral irradiation is described based on the Air Mass (AM) 1.5D
(SMARTS model [69]). The temperature and flow fields within the enclosure (Fig 7.1)
are obtained by solving the two dimensional incompressible Navier-Stokes, continuity
and energy equations shown in equations (7.1)- (7.4) [142].
∇ −→V = 0 (7.1)
ρ
∂(
−→
V )
∂t
+ ρ(
−→
V ∇) −→V = −∇p+∇.µ(∇V ) + gxβ sin θ∆T (7.2)
ρ
∂(
−→
V )
∂t
+ ρ(
−→
V ∇) −→V = −∇p+∇.µ(∇V ) + gzβ cos θ∆T (7.3)
ρCp
(
∂T
∂t
+∇.V T
)
= ∇.(k.∇T ) + S (7.4)
where S is the source term (volumetric heating) obtained from the RTE and gx and gy=0,
but the driving force term in the y direction is due to buoyancy. φ is the inclination
angle measured in the anti-clockwise direction with respect to the vertical.
The applied boundary condition include: Side walls are all rigid, non-slip and adiabatic,
with velocity components and normal temperature gradients being zero, (u=v=w=dT/dn=0).
The fluid depth is bounded by a stress free (du/dy=v=dw/dy=0) and adiabatic top at
y=0 (dT/dy=0). The lower boundary is rigid wall with no slip (u=v=w=0) and of
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finite thickness and thermal conductivity, where the transmitted flux to this surface is
absorbed and heats the lower fluid . The boundary condition for the temperature on
the lower boundary is given by T=T0+∆T, where ∆T is as given in equation (6.7). The
flux Rayleigh number (equation 7.5) is defined by Dou et al.[143].
Ra =
ρ2Cpgβq(L sin θ)
4
µk2
(7.5)
For a free-rigid configuration with constant temperatures on the horizontal boundaries
and a linear temperature profile across the depth of the fluid layer, Ra =1106.5 [143]. Ac-
cording to Dou et al.[143], the critical Rayleigh number for the onset of Rayleigh Bernard
instability in the inclined bottom boundary layer can be approximated by equation (7.6).
Rac = Rac(0
o)/ cos θ (7.6)
 
  
 
   
 
  
 
  
 
φ 
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Figure 7.1: Geometry of the problem H/D=1.
7.1.1 Numerical implementation
The derived, time dependent system of nonlinear partial differential equations (PDEs)
obtained from the numerical formulation above are solved using COMSOL Multiphysics
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Figure 7.2: Computational mesh.
software [120], a commercially available Finite Element Method (FEM) package. The
two dimensional domain is discretised into a unstructured mesh composed of triangular
cells shown in Fig ?? . Second-order elements for the velocity field and linear elements
for the pressure field, (P2+P1) discretisation is used [120].
To define the size of a mesh to ensure the independence of computational results and
gives a good compromise between accuracy and CPU cost, mesh refinement tests were
performed. The mesh convergence test plot for two-dimensional simulations with as-
pect ratio, H/D=1, inclination angle φ=5o a salt volume of 2 m3, spectral attenuation
coefficient given in Appendix A and spectral solar radiation at Air Mass 1.5D. It can
be seen from Fig 7.3 that as the mesh was refined from a coarse mesh to a fine mesh,
seen by the increasing value of the refinement ratio (N), the difference in the solutions
at the respective mesh element sizes converged at N=5. The mesh element size of 30mm
was the selected giving 6084 domain elements and was considered sufficient for the ac-
curate simulation. A mesh of 30mm gives an error in the average temperature of 0.31%
compared solution at the finest mesh element size considered. The convergence criteria
for the residuals of continuity equation, velocity components and energy equation were
10−5. The solutions were obtained once the convergence criteria were satisfied. We also
carried out some numerical simulations to check the validation of the numerical scheme.
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The comparison of the natural convection in a triangular enclosure subject to solar ra-
diation representative of a reservoir side arm studied by Lei and Patterson [83, 84] is
used. Numerical results obtained from COMSOL are compared with the results of Lei
and Patterson [83, 84] for the same for different Rayleigh numbers. From Fig 4.26,a
very good agreement exist between the two results. Although the current geometry and
conditions differ considerably from the radiatively heated triangular cavity, agreement
with the Lei and Patterson [83, 84] problem lends some confidence in the ability of the
code to model the strongly coupled flows. Full description of the validation study is
presented in section 4.5.
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Figure 7.3: Geometry of the problem H/D=1.
7.2 Results and discussion
Fig 7.4 and Fig 7.5 presents the two dimensional temperature and velocity fields for
spectral volumetric heating in a 2D square enclosure at angles of inclination, φ =0o, 5o,
15o, 30o, 45o and 60o at time, t= 1400s for Air Mass 1.5D. The selected time illustrates
the effect on the heat transfer and flow structures at a time during the transitional
stage when rising plumes, mixing and convective heat is most significant. Temperature
and velocity fields are shown in Fig 7.4a which contains the temperature (Fig 7.4(i))
and velocity (Fig 7.4 (ii)) contours for an enclosure directly irradiated from the top
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at inclination angle φ=0o (t=1400s); this is the enclosure configuration presented in
chapter 6. For brevity, nonlinear temperature profiles the heat transfer and flow regimes
are briefly discussed here. The nonlinear temperature profile is characterised by a hot
stable stratification surface layer on top of a cooler convective mixing layer consisting of
a boundary layer and thermal plumes. The fairly parallel isotherms observed in the top
layer indicate a predominantly conductive heat transfer in the stable surface layer, while
velocity contours show a unsteady flow with a complex and irregular structure, owing
to the irregular occurrence of the rising plumes. An important consequence of such
a nonlinear temperature stratification is the limitation of the mixing driven by rising
thermal plumes with the penetration length scale of the plumes determining the lower
mixed layer thickness. Thus thermal plumes and boundary layers formed along the lower
right and left vertical walls are confined within the lower fluid layer. Fig 7.4a shows the
temperature (Fig 7.4b (i))and velocity (Fig 7.4b(ii)) surface plots of the domain for an
inclination angle φ=5o. Fig 7.4b(i) shows that the stratification layer formed in the top
right region is much stronger that the stratification attained in the top left region to the
straight line a-a splits the cavity into a left region and a right region, hence more heat flux
will be accumulated in the top right region. Height of thermal plumes seen in the lower
right region of the enclosure is greater than those on the lower left corner. In Fig 7.4b(ii),
an irregular flow phenomena observed in the surface plots indicate that the flow of the
fluid is stable. The intensity of flow instability in the left region is much stronger than
that in the right region. The location of the instabilities accord well with the location
of high velocities. In contrast to the case at 0o, velocity contours show an increased
enclosure circulation with increased vertical boundary layers and thermal plumes than
those seen at 0o. Thus the central core fluid is now being heated by convection. The
thermal plumes are seen to be larger and have higher velocity than as observed at 0o.
Velocity contours illustrate a fully developed unsteady flow with a complex and irregular
structure. At φ=15o (Fig 7.4 c(i)), thermal plume intensity is reduced in the lower fluid
region and the temperature profile in the top column shows a more uniform distribution
and is at a higher temperature than in Fig 7.4a(i). In Fig 7.4c (ii), the generated flow
is confined to a much smaller domain depth and the intensity of flow is lower compared
with the case at φ=5o. Similar to Fig 7.4c (ii), the intensity of flow in the left region is
much stronger than that in the right region.
As the inclination angles increases φ=30o (Fig 7.5a), 45o (Fig 7.5b) and 60o (Fig 7.4c), it
is easy to observe that (1) stratification increases (2) surface layer temperature increases
(3) thermal plumes are diminished (4) the intensity of flow instability in the lower region
decreases (5) tangential surface flow velocities increase and (6) the velocities induced
at the top left are much higher than that in the right region below the top surface.
Inclination angles have a profound influence on the temperature and flow transitions
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Figure 7.4: Surface plots of temperature(left) and velocity (right at inclination angles
(a) φ= 0o (b )φ= 5o and (c) φ= 15o.
housed by the enclosure, as seen by the increasing stratification and reducing mixing
and thermal plumes with increasing inclination angle from 5o to 60o. Results observed
in the present study are different from those obtained from results of Beacamonte et
al. [144] that made an experimental and numerical study on the effect of tilt angles on
thermal efficiency and stratification in a solar water heater. Their results showed that the
angle of inclination has a significant effect on the temperatures and thermal stratification
in an enclosure. When the angle of the inclined plate increased, greater temperatures
and thermal stratification were achieved. A stratification index ((ST=C1e-C2 β/EN))
which has an exponential dependence of the tilt angle was proposed [144, 145].
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Figure 7.5: Surface plots of temperature (left) and velocity (right) at inclination
angles (a) φ= 30o (b) φ= 45o and (c) φ= 60o.
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The time series of the temperature at location x=0.5H, y=0.95H, that is at half the
width location and in a region above the lower heating surface is shown in Fig 7.6 for
inclination angles, φ= 5o, 15o, 30o, 45o and 60o. The plots show the initial flow stage to
the early transitional regime. The figure reveals that, at the start up the temperature
displayed an oscillatory behaviour shortly after the initiation for all inclination angles.
Inclination angle φ= 5o has the duration with the longest fluctuations, while the shortest
fluctuation time is obtained at φ= 60o. This effect is in agreement with observations from
the temperature and velocity contours found in Fig 7.4 and Fig 7.5. From Fig 7.6 it can
be clearly seen that surface temperature increases with increasing inclination, attaining
a maximum at φ= 60o and a minimum at φ=5o. As a result of the higher level of
mixing and convective heat transfer associated with the inclination angle φ=5o, almost
homogenised temperatures are obtained. One of the significant effects of inclination
angles on the thermal and flow structures is the delay in the initiation time of the start
of the onset of convective instability which is seen to increase with increasing inclination
angle.
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Figure 7.6: Surface temperature and velocity plots for φ= 0o 5o 15o 30o 45o 60o.
Fig 7.7 shows the time histories for the maximum velocity at an identical point as in
Fig 7.6 for inclinations angles 0< φ < 60o. This plot exhibits identical trends as those
seen in the the temperature plot presented in Fig 7.6. For all inclinations the initial
flow rises sharply to a maximum velocity and then drops to a velocity characterised by
irregular flow fluctuations. The sharp spike corresponds to the introduction of thermal
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Figure 7.7: Time series of velocity with inclination angle (φ).
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Figure 7.8: Maximum velocity variation with inclination angle (φ).
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Figure 7.9: Heat transfer coefficient (Nu) variation with inclination angle φ.
instabilities, while the irregular flow velocity fluctuations which corresponds to the oc-
currence of rising plumes encountered in the the transitional regimes. It can clearly be
seen that, as the inclination angle increases from 5o to 60o. A maximum velocity of
0.03m/s is attained at 5o, while a minimum is found to occur at φ =60o. At φ = 45o and
60o plot shows that after 400s the flow regimes changes from the transitional stage to
the quasi steady state regime, indicating that stratification is promoted at higher incli-
nation angles. The features observed here i.e. the driving mechanisms for heat transfer
and flow regimes over the inclination angle range 0< φ < 60o, are consistent and can
easily be matched with the major fluid developments and features identified from the
temperature and velocity contours (Fig 7.4 and Fig 7.5). Fig 7.8, shows the variation of
the maximum velocity with inclination angle; the maximum velocity is also observed to
decrease with increasing inclination angle.
The effect of inclination angles on the dimensionless heat transfer, Nu from the lower
surface at the point x=0.5H, y=0.95H, is shown in Fig 7.9. The Nusselt number is seen
to decrease monotonically from a maximum value Nu=37.5 at 5o to Nu=8 at 60o. Thus
as the enclosure is inclined the heat transfer mechanism in the lower column varies from
a pure natural convection boundary layer flow in the transitional regime from 5o to a
pure conductive regime at 60o. This is owing to the fact that as the enclosure is inclined,
the buoyancy driving force for the natural convection in the boundary layers will reduce
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as given in equations (7.1) and (7.3), where the buoyancy term varies with cos(φ). Thus
the overall reduction in Nu observed from Fig 7.9 is associated with the cos(φ) reduction
in the driving force for the natural convection in boundary layer flows.
7.3 Inclination angle and mixing
Fig 7.10 shows the effect of the inclination on the MIX number for inclination angles
5o, 15o, 30o, 45o and 60o. At all inclination angles presented, the MIX number shows a
monotonic decrease with increased heating times, due to the stabilising force dominating
the destabilising force and stratification being promoted at higher heating times. The
figure also shows a decrease in the MIX number as inclination angles go from 0o to
60o, with the highest level of mixing obtained at 5o and the lowest level of mixing
seen at φ=60o. This clearly indicates that vertical stratification is promoted with higher
inclination angles up to 60o. This phenomenon is clearly exhibited from the temperature
and velocity contours shown in Fig 7.4 and Fig 7.5 respectively. An increase in inclination
angle φ > 30o results in a significant reduction in the existence of thermal plumes, which
are the important mechanisms in mixing [91]. The thermal plumes occurrence and the
level of mixing variation with increasing inclination angles is consistent with features
observed in Fig 7.4 and Fig 7.5 and clearly indicate the dependency of the respective
parameters on the gravity vector which varies with inclination angles.
7.4 Effect of inclination on capture efficiency
Fig 7.11 presents results of the effects of increasing inclination angles on the capture
efficiency (see Chapter 2 for definition), used to estimate the fraction of incoming en-
ergy retained by a receiver during the heating process [19, 32, 40]. As it can be seen
in Fig 7.11, the efficiency rises from a minimum efficiency 0.125 at a 5o and attains
a maximum efficiency of 0.65 at 60o. The drop at lower in the efficiency at lower in-
clination angles of 5o and 15o is due to the generation of entropy associated with the
mixing and convective heat transfer, which lowers thermal efficiency. The increasing
capture efficiencies with inclination angles above 5o is solely due to the promotion of
thermal stratification observed at higher inclination angles. The results obtained for
higher capture efficiency at higher stratification levels is consistent with theories of Din-
cer and Rosen [13] where thermal efficiencies can be enhanced with increased thermal
stratification.
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Figure 7.10: Transient MIX number at various inclination angle (φ).
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Figure 7.11: Effect of inclination angle (φ) on capture efficiency.
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7.5 Effect of inclination angles on volumetric heating in an
enclosure under variable Air Mass.
In this section, time averaged temperature and velocity contours in the range t= 200s
to 1000s at inclination angle 0o < φ < 60o for solar spectrum; Air Mass 1 (Fig 7.12),
3 (Fig 7.14) and 5 are presented (Fig 7.16). For all Air Mass values, the effect of the
gravity vector results in higher surface temperature and promotion of stratification, with
increasing inclination angles. On the other hand convective heat transfer and mixing
are found to decrease with increasing Air Mass. As the reduction in the overall solar
intensity and variation in spectral distribution with increasing Air Mass is expected to
have an influence on the heat and flow features in the enclosure. Visual inspection of
temperature and velocity vectors AM1.5 (Fig 7.12) AM3 (Fig 7.14) and AM5 (Fig 7.16),
shows modest variations in the temperature and flow fields obtained for the respective
solar spectra. Direct comparison of these figures reveals decreasing temperatures in the
top and lower fluid column with increasing Air Mass. This trend occurs as a result
of the decreasing solar intensity at higher Air Mass. In particular, the visible radiation
component decreases and the radiation shifting to higher wavelengths results in decreases
lower surface temperatures, convective heat transfer and mixing at higher Air Mass.
Thus it can be seen that for the shift to higher wavelengths at higher Air Mass, there is
a reduction in the frequency in the occurrence of thermal plumes, which in turn results
in low mixing as illustrated from temperature contours. As expected, stratification is
promoted at higher Air Mass.
Fig 7.18 shows the dependence of the critical time τb on inclination angles at different
Air Mass. The critical time is defined in equation 5.10 and obtained from the time series
of the perturbation temperature at the lower surface. It can be clearly seen that the
minimum critical time for the onset of thermal instability is attained at φ=0o, which
increases monotonically with inclination angle and attains a maximum at φ=60o. It can
also be seen here that the critical time for the onset of instability increases with Air
Mass. The former is due to the velocity which is dependent on the gravity component
which is in turn a function of the inclination angle.
Table 7.1, 7.2 and 7.3 presents calculated values for the average weighted heat trans-
fer coefficient, the exergy MIX number and capture efficiency for Air Mass 1.5, 3 and
5 and angles of inclination 0< φ < 60o respectively. From Table 7.1 it can be seen,
as expected, that heat transfer increases at φ=5o which then decrease with increasing
Air Mass number and attains a minimum value at φ=60o. The MIX number (exergy)
follows an identical trend of attaining a maximum and minimum value at φ=5o and
φ=60o respectively. The capture efficiency is seen to attain a minimum at φ=5o and
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(a)      (b)                           (c)    
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Figure 7.12: Temperature contours showing temperature field at AM1.5D for incli-
nation angles (a) φ=0o (b) φ=5o (c) φ=15o (d) φ=30o e) φ=45o f) φ=60o.
               
             
(a)      (b)                           (c)    
(d)              (e)                (f)    
Figure 7.13: Streamlines and velocity vectors showing velocity field at AM1.5D for
inclination angles (a) φ=0o (b) φ=5o (c) φ=15o (d) φ=30o e) φ=45o f) φ=60o.
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(d)              (e)                (f)    
Figure 7.14: Temperature contours showing temperature field at AM3 for inclination
angles over the range (a) φ=0o (b) φ=5o (c) φ=15o (d) φ=30o e) φ=45o f) φ=60o.
         
 
(a)                   (b)                    (c) 
   
(d)           (e)                    (f)    
Figure 7.15: Streamlines and velocity vectors showing velocity field at AM3 for in-
clination angles over the range (a) φ=0o (b) φ=5o (c) φ=15o (d) φ=30o e) φ=45o f)
φ=60o.
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(a)      (b)                           (c)    
(d)              (e)                (f)    
Figure 7.16: Temperature contours showing temperature field at AM5 for inclination
angles over the range (a) φ=0o (b)φ=5o (c) φ=15o (d) φ=30o e) φ=45o f) φ=60o.
         
       
(a)                   (b)                    (c) 
   
(d)                   (e)                    (f)    
Figure 7.17: Temperature and velocity vectors showing temperature and velocity field
at AM5 for inclination angles over the range (a) φ=0o (b) φ=5o (c) φ=15o (d) φ=30o
e) φ=45o f) φ=60o.
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Figure 7.18: Plot of critical time (tb) variation with inclination angle (φ) and Air
Mass.
afterwards increases monotonically to attain a maximum at φ=60o. Thus the increase in
thermal efficiency with increase in inclination angle is due to the gravity vector influenc-
ing thermal stratification at higher inclination angles. Dincer and Rosen [13] stated that
the thermal efficiency of a sensible heat thermal energy storage systems increases with
thermal stratification. The present results are in good agreement with the statements
of Dincer and Rosen [13]. This is also the case for AM3 (Table 7.2) and AM 5 (Table
7.3) respectively. The direct comparison of the values of Table 7.1, 7.2 and 7.3 reveal
that the energy and exergy decreases with increasing Air Mass (AM1.5 to AM5) even
though stratification is promoted at higher Air Mass. This is due to the higher tem-
peratures obtained from the lower fluid heating from the absorber plate. For Air Mass
1.5, increase on the angle of inclination from 0o, caused the heat transfer to increases by
28% at 5o and 22% at 15o. Beyond this point an increase in the angle results in a 15%,
22% and 24% decrease in the average heat transfer, attaining a local minimum at 45o.
At AM3 and AM5 similar trends are seen with heat transfer with increasing inclination
angles. Table 7.2 and 7.3 show the respective increments and reduction with the asso-
ciated inclination angles. The combination of the decrease in gravity component along
the heating direction and the reduction in the amount of radiation transmitted to the
lower surface promotes the stabilisation force owing to the direct absorption suppresses
the destabilising effect from the lower heated surface. The flow attained at inclination
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angle to 60o results in an decrease in the heat transfer. The heat transfer is also found
to decrease with increasing Air Mass and is in good agreement with the observations
from the isotherms and streamlines shown in Fig 7.12 AM3 Fig 7.14 and AM5 Fig 7.16
respectively.
Table 7.1: Calculated values of Nu, MIX (exergy) and Capture efficiency at Air Mass
1
φ Nu ξ η
5 37.05 0.52 0.12
15 24.52 0.43 0.21
30 17.92 0.40 0.29
45 17.12 0.37 0.4306
60 6.87 0.17 0.59
Table 7.2: Calculated values of the energy exergy and heat transfer at Air Mass 3
φ Nu ξ η
5 36.05 0.49 0.20
15 18.33 0.35 0.22
30 17.43 0.29 0.27
45 13.65 0.28 0.39
60 6.94 0.25 0.57
Table 7.3: Calculated values of the energy exergy and heat transfer at Air Mass 5
φ Nu ξ η
5 34.08 0.49 0.23
15 21.16 0.38 0.24
30 12.32 0.33 0.28
45 11.65 0.31 0.39
60 5.22 0.31 0.58
In this chapter two dimensional simulations on the heat transfer and fluid flow in an
inclined enclosure (H/D=1), directly illuminated by non-uniform concentrated radia-
tion is presented for inclination angles 5o 15o 30o 45o and 60o respectively. The model
accounts for the spectral volumetric absorption of solar radiation using the standard
reference SMARTS model for the solar radiation and empirical wavelength dependent
models. Temperature fields within the enclosures were found to have a nonlinear pro-
file.The heat transfer and flow structures were found to change when the enclosure is
inclined. Stratification was found to be promoted with increasing inclination angle and
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increasing Air Mass. This translated into lower MIX number, reduced natural con-
vection, increase in the critical time for onset of convective instability and increase in
thermal performance with increasing inclination angle and Air Mass.
Chapter 8
Conclusion
8.1 Concluding remarks
Effective design of thermal storage systems requires an extensive knowledge of the in-
teraction of the heat transfer and fluid flow within a store. The current study considers
virtual prototyping of complex phenomena of heat transfer and fluid flow during charging
in an enclosure filled with high temperature molten salt directly irradiated by concen-
trated solar radiation, is carried out using computational fluid dynamics. Understanding
the transient response of the heat transfer and fluid dynamics in this system is of great-
est importance in aiding the design of a thermal store for a small scale (circa 5kWe)
Concentrated Solar Power (CSP) System.
Thus, in this thesis numerical models have been developed using commercially avail-
able FEM software (COMSOL) and has been employed to investigate the heat transfer
and fluid flow within an enclosure driven primarily but concentrated radiation. Special
attention has been given to the depth dependent absorption of solar radiation by con-
sidering the spectral behaviour of solar radiation based on (a) a weighted attenuation
model and (b) the spectral dependence of the attenuation coefficient based on the solar
spectrum. The validity of the developed numerical tools has been presented based on a
number of test cases by comparison of numerical results with established analytical and
experimental results in published literature. This conceptual distinction allows the two
models to be analysed and compared. The transient nature of the boundary conditions
is considered in contrast to the isoflux /isothermal boundary condition commonly used
in typical problems.
The main contributions of this thesis to the study of the transient heat transfer and fluid
dynamics phenomena in a cavity enclosure have been presented in chapter 5, chapter 6
and chapter 7 and are highlighted hereafter.
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 Chapter 3 presents the geometry, mathematical formulation and governing equa-
tions. Numerical discretisation and implementation using FEM, COMSOL, the
applied boundary and initials conditions were presented.
 In Chapter 4, the validity of the numerical tool has been verified and validated
by comparing published analytical and experimental results with corresponding
numerical results in four test cases. The post-processing procedure followed in
the assessment of the numerical solutions, in order to quantify errors and uncer-
tainties, has been also presented. This post-processing procedure implemented in
COMSOL, is based on the generalised Richardson extrapolations for h-refinement
studies.
 Chapter 5: A numerical model predicting the transient volumetric heating in a
high temperature KNO3-NaNO3 filled enclosure. The model accounts for the
depth dependent absorption of incident solar radiation based on a single weighted
absorption coefficient commonly used in many models. Two dimensional heat
transfer and fluid flow is assumed and the model is solved for the transient tem-
perature and fluid flow fields. The temperature in the enclosure is shown to be
increased by the geometry which includes a lower absorber plate above that of a
corresponding enclosure without a lower absorber. Temperature, velocity and heat
transfer from the lower surface decrease with increasing absorber thickness. The
flow structures and transitions as well as the corresponding heat transfer revealed
an early conductive regime, a convective transitional regime and a quasi-steady
regime. A fundamental flow frequency of 0.5Hz was obtained for the enclosures
for an incident solar radiation of 1000Wm−2 concentrated at 700X. The effect of
flux Rayleigh number (107 6 Ra 6 10 11) and the aspect ratio (H/D), 0.5,1,2 of
the heat transfer and fluid mechanisms were considered. Results obtained show
the convection dominates the thermal transport at aspect ratios of H/D =0.5 and
H/D=1. When H/D=2, the heat transfer is primarily dominated by conduction
with convection being less significant. Under this condition there is little bulk fluid
movement. The average volumetric flow rate and heat transfer seen to be highest
at H/D =0.5 and lowest at H/D =2; this is also confirmed by heat transfer and
fluid regimes for all aspect ratios. Results also reveal that the critical time for the
onset of thermal instability was also found to increase with H/D and decrease with
increasing Ra. Three dimensional simulations were also obtained. Results reveal
that the heat transfer and fluid flow; vortex plumes and streamlines show three
dimensional behaviours.
 Volumetric absorption of radiation in a fluid layer behaves differently owing the
wavelength dependence of the attenuation coefficient of most fluids. In Chapter 6,
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a numerical model based on a standard solar spectrum reference, SMARTS model
and a wavelength absorption coefficient was proposed to predict the temperature
and flow field within an enclosure subjected to concentrated radiation from the top.
Time dependent mass momentum and energy equations are solved using a Finite
Element Method, with a Backward Differential Formula (BDF) with implicit time
stepping.
Based on the proposed model, heat transfer and flow structures were investigated
under varying Airmass; 16AM65, which showed that the resulting temperature
and velocity profile were affected by varying Airmass. For each AirMass, heat
transfer and flow regimes exhibit: (1) an initial conductive regime, (2) a transi-
tional stage where natural convection is dominant and (3) a quasi-steady state
regime. Increment of the AirMass (AM) from AM1 to AM5 resulted in approxi-
mately 23%, 40% and 25% decrease in the heat transfer, volumetric flow rate and
MIX number. While stratification time for onset of instability increased by 6%
and 28% respectively. A spectral band dependence investigation of the model was
conducted by comparing the with a single weighted attenuation model under iden-
tical conditions showed output quantities presented are between 10-30 % higher in
the solar weighted absorption compared with the spectral model output variables.
Three dimensional behaviours were investigations of the driving mechanisms and
flow structures were conducted based on three dimensional simulations. On the
basis of the the results obtained in this chapter with the current numerical tool,
it is possible to propose and evaluate a direct absorption thermal energy storage
system for different regions as represented by various spectra and zenith angles.
 Chapter 7: The parametrised attenuation model, which was successfully used in
chapter 6 has been successfully extended to inclined enclosures. Two dimensional
numerical simulation of radiation induced natural convection in a unit aspect ratio
enclosures was conducted. Spectral solar radiation based on the SMARTS model
incident at the top surface which was inclined at different angles to the gravity
vector is absorbed based on wavelength dependent absorption coefficients. The
heat transfer and flow structure is changed when the cavity is inclined. The effect
of AirMass: 1.5, 3 and 5 on heat and flow transport was reported. Increasing the
inclination angle from φ=5o to φ=60o resulted in 29% decrease in the lower fluid
temperature, 78% decrease in the heat transfer, maximum velocity flow rate is for
to decrease by 67% and 40% drop in the MIX number. Stratification was observed
to increase with inclination, where the largest stratification obtained at φ=60o. In
the same line, for the respective AirMass 1, 3 and 5 similar trends with increasing
inclination angle. Comparison of the isotherms and streamlines reveal stratifica-
tion to be promoted with increasing AirMass and increase the critical time for
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onset for convection and thermal efficiency. On the other hand the heat transfer,
flow rate MIX number and non dimensionless exergy decreased with increasing
AirMass. In spite of the achievements of the present model, further numerical and
experimental studies will be required for optimisation of inclination angle.
8.2 Future works
This theses presents numerical models that simulate the radiation induced natural con-
vection in an enclosure of aspect ratio H/D=1, which has been implemented in COM-
SOL. A number of limitations and problems have to be addressed to advance the pro-
posed numerical model developed in this thesis for adequate prediction, design and
optimisation of the direct absorption thermal storage system and related technologies.
These limitations and problems suggest a variety of research directions that need to
be investigated which would require further research works. Regarding numerical mod-
elling:
 The spectral range should be extended to include the UV radiation (280-380nm)
and infra-red radiation above 1100nm. Ray tracing for the volumetric absorption
of solar radiation based on wavelength, would go a long way in improving current
models.
 Addition of scattering data is required to investigate the directional heating effects.
 Implementation and assessment of different numerical methods DNS, LES, SPH
etc, should be carried out in order to choose an appropriate modelisation of these
phenomena should also be considered.
 Numerical simulation using Smooth Particle Hydrodynamics (SPH) combined with
experimental tests might be used as reliable tools for a clear understanding of
physical phenomena effects.
 New unsteady prediction models for their use in long-term simulations of solar
energy systems are expected to be developed. Current prediction models do not
take into account the daily variation of the solar radiation and as such not capable
of modelling the transient heating over a day, week, month or year.
 Other high temperature molten salts suitable for the direct absorption of solar
radiation for high temperature application should be considered.
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 Following this research line, innovative concepts and future designs might be the
object of future works such as a combined sensible and latent heat thermal energy
storage.
8.3 Contributions
Solar weighted average model
With respect to other models published in literature, the present model (solar weighed
average model is the first general numerical formulation of natural convection in a cylin-
drical enclosure driven by concentrated solar radiation. It is also the first formulation
which solves the mass momentum and energy equation considering a non Boussinesq
approximation as well as the temperature dependent thermophysical properties of fluid.
The formulation in this thesis is discretised and solved based on a Finite Element Method
(FEM) which used a Backward Differential Formula (BDF), with implicit time stepping
coupled with a refined mesh. The three dimensional model presented is a first numerical
model belonging to this class problem presented in a cylindrical geometry.
Parametrised standard reference (SMARTS) based model
This thesis presents a numerical model which allows the prediction of absorption of solar
ration based on the spectral distribution of solar irradiation using SMARTS model and
considers the wavelength dependence of attenuation coefficients based on empirical data.
The current model provides a new approach, prediction model and information regard-
ing thermal and flow fields in enclosures owing to volumetric absorption spectral solar
radiation and varying AirMass Demonstrated significant differences in single weighted
model and multi band models and illustrated that spectral properties are critical to
efficiency. The developed a framework was successfully extended to three dimensional
simulations.
Inclined cavity direct absorption model
Developed a physical model to explain the local heat transfer characteristics and flow in
an inclined enclosure where the primary driving force in the absorption of concentrated
solar radiation. Analysis of the heat transfer and fluid flow in a directly irradiated
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inclined enclosure filled with high temperature molten salt under concentrated condi-
tion based on the SMARTS model and wavelength attenuation coefficients is presented.
Models are simulated to determine the effect of angle inclination and AirMass (AM).
Appendix A
Spectral absorption and radiation data for Airmass 1-5
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400.09 1.16E-02 1.084 0.859 0.6804 0.4267 0.2673 0.1672 
401 1.70E-02 1.115 0.8854 0.7028 0.4426 0.2784 0.1749 
402.37 1.28E-02 1.178 0.9375 0.7458 0.4717 0.298 0.188 
403.29 1.48E-02 1.121 0.8938 0.7125 0.4525 0.2871 0.1818 
404.2 1.61E-02 1.106 0.8832 0.7053 0.4495 0.2862 0.1819 
405.11 1.59E-02 1.108 0.8862 0.7089 0.4534 0.2896 0.1847 
406.03 1.46E-02 1.091 0.8748 0.7012 0.4503 0.2889 0.185 
407.4 1.48E-02 1.075 0.8636 0.6937 0.4474 0.2882 0.1853 
408.31 1.48E-02 1.119 0.9005 0.7243 0.4684 0.3026 0.1952 
409.22 1.65E-02 1.2 0.9671 0.7792 0.5057 0.3278 0.2122 
410.14 1.65E-02 1.05 0.8475 0.6841 0.4456 0.2899 0.1883 
411.05 1.72E-02 1.139 0.9209 0.7447 0.4868 0.3178 0.2072 
412.42 1.63E-02 1.224 0.9919 0.8037 0.5274 0.3457 0.2263 
413.33 1.52E-02 1.196 0.9706 0.7874 0.5181 0.3405 0.2234 
414.24 1.52E-02 1.212 0.9856 0.8011 0.529 0.3489 0.2298 
415.16 1.56E-02 1.217 0.9909 0.8069 0.5347 0.354 0.234 
416.07 1.44E-02 1.239 1.011 0.825 0.5489 0.3647 0.242 
417.44 1.52E-02 1.211 0.9896 0.8085 0.5395 0.3595 0.2393 
418.35 1.51E-02 1.191 0.9744 0.7973 0.5336 0.3567 0.2381 
419.26 1.29E-02 1.208 0.99 0.8114 0.5447 0.3653 0.2446 
420.17 1.37E-02 1.204 0.9887 0.8114 0.5463 0.3674 0.2468 
421.08 1.09E-02 1.262 1.037 0.8527 0.576 0.3886 0.2618 
422 1.28E-02 1.201 0.9888 0.8141 0.5515 0.3732 0.2522 
423.36 1.55E-02 1.175 0.9687 0.7987 0.5427 0.3683 0.2497 
424.28 1.47E-02 1.245 1.028 0.8485 0.578 0.3934 0.2674 
425.19 1.37E-02 1.244 1.029 0.8507 0.5815 0.397 0.2707 
426.1 1.63E-02 1.212 1.004 0.8319 0.5707 0.391 0.2676 
427.01 1.62E-02 1.191 0.988 0.8196 0.5636 0.3872 0.2656 
428.38 1.31E-02 1.162 0.9652 0.8015 0.5525 0.3805 0.2616 
429.29 1.41E-02 1.101 0.9163 0.7623 0.5274 0.3645 0.2515 
430.2 1.22E-02 0.9646 0.8038 0.6696 0.4646 0.3219 0.2228 
431.11 1.30E-02 0.9581 0.7991 0.6664 0.4632 0.3216 0.223 
432.02 1.20E-02 1.238 1.034 0.8639 0.6025 0.4198 0.2921 
433.39 1.30E-02 1.246 1.042 0.872 0.6098 0.426 0.2972 
434.3 1.47E-02 1.159 0.9706 0.8127 0.5696 0.3988 0.2788 
435.21 1.44E-02 1.212 1.016 0.8519 0.5982 0.4196 0.294 
436.12 1.25E-02 1.367 1.148 0.9634 0.6787 0.4776 0.3357 
437.03 1.59E-02 1.348 1.134 0.9537 0.6741 0.4759 0.3356 
438.39 1.06E-02 1.229 1.035 0.8715 0.6177 0.4373 0.3092 
439.3 1.76E-02 1.274 1.074 0.9043 0.6414 0.4544 0.3216 
440.21 1.59E-02 1.316 1.11 0.9364 0.6661 0.4733 0.3359 
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441.12 1.33E-02 1.364 1.153 0.9741 0.6951 0.4954 0.3527 
442.03 1.25E-02 1.465 1.239 1.048 0.7496 0.5356 0.3821 
443.4 1.59E-02 1.43 1.21 1.024 0.7333 0.5245 0.3747 
444.3 1.40E-02 1.462 1.239 1.05 0.7538 0.5406 0.3872 
445.21 1.65E-02 1.433 1.215 1.03 0.7407 0.5319 0.3815 
446.12 1.84E-02 1.367 1.161 0.9865 0.7114 0.5125 0.3687 
447.03 1.53E-02 1.478 1.258 1.07 0.7739 0.5592 0.4035 
448.4 1.61E-02 1.505 1.281 1.09 0.7893 0.5709 0.4124 
449.3 1.35E-02 1.511 1.288 1.098 0.7979 0.5792 0.4199 
450.21 1.57E-02 1.554 1.327 1.133 0.825 0.6004 0.4364 
451.12 1.39E-02 1.613 1.379 1.178 0.8601 0.6272 0.4568 
452.03 1.44E-02 1.556 1.331 1.139 0.8329 0.6086 0.4442 
453.39 1.68E-02 1.464 1.254 1.074 0.7874 0.5766 0.4217 
454.3 1.32E-02 1.529 1.311 1.124 0.8264 0.6067 0.4449 
455.21 1.58E-02 1.541 1.322 1.135 0.8354 0.6144 0.4513 
456.12 1.85E-02 1.579 1.356 1.165 0.8595 0.6334 0.4663 
457.03 1.47E-02 1.607 1.382 1.188 0.878 0.6483 0.4781 
458.39 1.63E-02 1.555 1.338 1.151 0.8515 0.6294 0.4647 
459.3 1.69E-02 1.548 1.333 1.148 0.8512 0.6305 0.4664 
460.2 1.64E-02 1.554 1.34 1.155 0.8571 0.6357 0.471 
461.11 1.63E-02 1.592 1.373 1.184 0.8809 0.6546 0.4859 
462.02 1.25E-02 1.604 1.386 1.197 0.8921 0.6645 0.4944 
463.38 1.22E-02 1.595 1.379 1.191 0.8891 0.663 0.4938 
464.29 1.21E-02 1.569 1.357 1.174 0.8786 0.6567 0.4904 
465.19 1.61E-02 1.549 1.342 1.162 0.872 0.6535 0.4892 
466.1 1.80E-02 1.564 1.357 1.177 0.8847 0.6645 0.4985 
467.01 1.80E-02 1.538 1.335 1.158 0.8713 0.6549 0.4918 
468.37 1.10E-02 1.558 1.353 1.175 0.8854 0.6666 0.5014 
469.27 1.48E-02 1.568 1.363 1.184 0.8937 0.6739 0.5076 
470.18 1.46E-02 1.52 1.322 1.149 0.8681 0.6553 0.4941 
471.09 1.43E-02 1.519 1.322 1.15 0.8702 0.6579 0.4968 
472.45 1.49E-02 1.603 1.395 1.214 0.9198 0.6961 0.5262 
473.35 1.34E-02 1.584 1.38 1.202 0.9112 0.6904 0.5225 
474.26 1.67E-02 1.589 1.385 1.206 0.9146 0.6931 0.5247 
475.17 1.59E-02 1.606 1.399 1.219 0.9245 0.7007 0.5305 
476.07 1.71E-02 1.562 1.36 1.185 0.8983 0.6806 0.5151 
477.43 1.55E-02 1.569 1.367 1.191 0.9033 0.6846 0.5184 
478.34 1.55E-02 1.613 1.407 1.227 0.9327 0.7084 0.5375 
479.24 1.79E-02 1.604 1.401 1.223 0.9319 0.7097 0.5399 
480.15 1.59E-02 1.607 1.405 1.228 0.9386 0.7166 0.5467 
481.05 1.53E-02 1.637 1.433 1.255 0.9614 0.7361 0.5631 
482.41 1.96E-02 1.645 1.442 1.264 0.9713 0.7457 0.572 
483.32 1.69E-02 1.625 1.426 1.252 0.9643 0.7422 0.5707 
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484.22 2.00E-02 1.592 1.399 1.229 0.948 0.7309 0.563 
485.13 1.53E-02 1.517 1.334 1.173 0.9065 0.7 0.5401 
486.03 2.10E-02 1.326 1.167 1.027 0.7955 0.6155 0.4758 
487.39 1.62E-02 1.39 1.225 1.079 0.837 0.6488 0.5025 
488.29 8.02E-03 1.527 1.346 1.186 0.9209 0.7145 0.5539 
489.2 1.25E-02 1.534 1.352 1.192 0.9264 0.7193 0.5581 
490.1 1.64E-02 1.614 1.424 1.257 0.9783 0.7611 0.5915 
491.01 1.36E-02 1.587 1.401 1.238 0.9653 0.7523 0.5858 
492.36 1.24E-02 1.499 1.325 1.171 0.9146 0.7137 0.5565 
493.27 1.01E-02 1.55 1.371 1.212 0.9475 0.7403 0.5779 
494.17 2.07E-02 1.566 1.386 1.226 0.9597 0.7507 0.5867 
495.07 1.54E-02 1.581 1.4 1.239 0.9709 0.7603 0.5949 
496.43 1.29E-02 1.591 1.41 1.249 0.9793 0.7676 0.6012 
497.33 1.34E-02 1.618 1.434 1.271 0.9978 0.783 0.614 
498.24 1.37E-02 1.543 1.369 1.214 0.954 0.7495 0.5884 
499.14 1.79E-02 1.565 1.388 1.231 0.9689 0.7618 0.5985 
500.04 1.93E-02 1.522 1.35 1.198 0.9431 0.742 0.5833 
501.4 1.34E-02 1.496 1.328 1.178 0.9277 0.7301 0.5742 
502.3 1.73E-02 1.478 1.312 1.164 0.9156 0.7201 0.5661 
503.2 1.68E-02 1.543 1.368 1.213 0.954 0.7498 0.5891 
504.11 1.22E-02 1.512 1.337 1.183 0.9255 0.724 0.5662 
505.91 1.59E-02 1.561 1.385 1.228 0.9667 0.7605 0.5981 
506.82 1.13E-02 1.613 1.431 1.27 1 0.7874 0.6196 
507.27 1.46E-02 1.536 1.364 1.211 0.9544 0.7521 0.5926 
508.17 1.50E-02 1.487 1.322 1.175 0.9285 0.7334 0.5792 
509.07 1.20E-02 1.528 1.36 1.21 0.9579 0.7581 0.5998 
510.43 1.78E-02 1.519 1.353 1.205 0.9558 0.7578 0.6005 
511.33 1.72E-02 1.559 1.39 1.239 0.9846 0.782 0.6209 
512.23 1.70E-02 1.577 1.407 1.255 0.9985 0.7943 0.6315 
513.13 1.60E-02 1.494 1.333 1.19 0.9483 0.7553 0.6013 
514.03 1.50E-02 1.484 1.325 1.184 0.9443 0.7531 0.6003 
515.39 1.75E-02 1.47 1.313 1.174 0.9372 0.7481 0.5969 
516.29 1.81E-02 1.468 1.312 1.173 0.9372 0.7487 0.5978 
517.19 1.82E-02 1.304 1.167 1.044 0.835 0.6677 0.5338 
518.09 1.51E-02 1.373 1.228 1.099 0.8799 0.7042 0.5634 
519.44 1.05E-02 1.441 1.29 1.154 0.9246 0.7404 0.5927 
520.34 1.42E-02 1.494 1.338 1.198 0.9597 0.7689 0.6159 
521.24 1.39E-02 1.509 1.352 1.21 0.9705 0.7779 0.6235 
522.15 1.98E-02 1.512 1.354 1.213 0.9729 0.7802 0.6255 
523.05 1.42E-02 1.487 1.332 1.193 0.9578 0.7686 0.6167 
524.4 1.43E-02 1.542 1.382 1.238 0.9936 0.7974 0.6398 
525.3 1.55E-02 1.563 1.4 1.254 1.006 0.8073 0.6476 
526.2 1.43E-02 1.495 1.339 1.2 0.963 0.7729 0.6203 
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527.1 1.58E-02 1.411 1.264 1.132 0.9081 0.7285 0.5845 
528 1.51E-02 1.494 1.338 1.198 0.9612 0.771 0.6186 
529.35 1.38E-02 1.576 1.411 1.264 1.014 0.8129 0.6521 
530.25 1.69E-02 1.555 1.393 1.248 1.001 0.8032 0.6446 
531.15 1.29E-02 1.58 1.415 1.268 1.018 0.8171 0.6561 
532.05 1.58E-02 1.527 1.368 1.226 0.9849 0.7912 0.6357 
533.4 1.57E-02 1.483 1.33 1.192 0.9582 0.7704 0.6195 
534.3 1.74E-02 1.527 1.37 1.229 0.9889 0.7958 0.6406 
535.2 1.36E-02 1.56 1.4 1.257 1.012 0.8158 0.6574 
536.1 1.77E-02 1.575 1.414 1.27 1.024 0.8255 0.6659 
537 1.41E-02 1.513 1.359 1.221 0.9857 0.7959 0.6427 
538.34 1.60E-02 1.54 1.384 1.244 1.006 0.8128 0.6571 
539.24 1.64E-02 1.529 1.375 1.236 0.9999 0.8089 0.6545 
540.14 1.49E-02 1.467 1.319 1.186 0.9597 0.7765 0.6284 
541.04 1.62E-02 1.48 1.33 1.195 0.9661 0.7808 0.6313 
542.39 9.64E-03 1.528 1.374 1.235 0.9979 0.8066 0.6523 
543.29 1.16E-02 1.511 1.36 1.224 0.9917 0.8035 0.6512 
544.19 1.64E-02 1.54 1.385 1.246 1.009 0.8167 0.6614 
545.09 1.28E-02 1.535 1.382 1.243 1.007 0.816 0.6614 
546.43 1.27E-02 1.544 1.389 1.249 1.01 0.8175 0.6618 
547.33 1.48E-02 1.542 1.388 1.249 1.012 0.8197 0.6646 
548.23 1.30E-02 1.523 1.372 1.235 1.002 0.8126 0.6596 
549.13 1.62E-02 1.529 1.377 1.241 1.008 0.8185 0.6652 
550.02 1.55E-02 1.548 1.396 1.258 1.023 0.8315 0.6764 
551.37 9.45E-03 1.53 1.38 1.245 1.013 0.8242 0.6712 
552.27 1.23E-02 1.542 1.391 1.255 1.022 0.832 0.678 
553.17 1.65E-02 1.515 1.367 1.234 1.005 0.8185 0.6673 
554.06 1.52E-02 1.552 1.401 1.264 1.03 0.8393 0.6844 
555.41 1.64E-02 1.556 1.404 1.267 1.032 0.8415 0.6863 
556.31 1.31E-02 1.537 1.387 1.252 1.02 0.8314 0.6782 
557.2 1.17E-02 1.491 1.345 1.214 0.9893 0.8065 0.658 
558.1 1.45E-02 1.481 1.336 1.206 0.9821 0.8004 0.6528 
559 1.51E-02 1.455 1.313 1.184 0.9641 0.7854 0.6404 
560.34 1.33E-02 1.475 1.331 1.201 0.978 0.797 0.6501 
561.24 1.61E-02 1.496 1.35 1.218 0.9925 0.809 0.66 
562.14 1.25E-02 1.488 1.342 1.211 0.9862 0.8036 0.6555 
563.03 1.10E-02 1.531 1.381 1.246 1.014 0.826 0.6735 
564.38 1.33E-02 1.492 1.345 1.213 0.9871 0.8038 0.6552 
565.27 1.78E-02 1.481 1.335 1.204 0.9793 0.7972 0.6497 
566.17 1.52E-02 1.461 1.317 1.187 0.9654 0.7857 0.6401 
567.06 1.33E-02 1.49 1.343 1.21 0.9837 0.8001 0.6514 
568.41 1.61E-02 1.482 1.334 1.2 0.9729 0.7893 0.6411 
569.3 1.24E-02 1.455 1.305 1.172 0.9445 0.7622 0.616 
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570.2 1.55E-02 1.454 1.306 1.173 0.9469 0.7652 0.6192 
571.09 1.53E-02 1.444 1.298 1.168 0.9447 0.765 0.6202 
572.44 1.31E-02 1.485 1.332 1.196 0.9643 0.7783 0.629 
573.33 1.47E-02 1.502 1.348 1.21 0.9751 0.7868 0.6356 
574.23 1.70E-02 1.499 1.345 1.207 0.9721 0.7839 0.633 
575.12 1.38E-02 1.473 1.321 1.185 0.9534 0.768 0.6195 
576.02 1.12E-02 1.46 1.31 1.175 0.9457 0.762 0.6148 
577.36 1.13E-02 1.476 1.324 1.188 0.9574 0.7721 0.6234 
578.26 1.13E-02 1.452 1.305 1.172 0.9464 0.7648 0.6189 
579.15 1.47E-02 1.456 1.31 1.179 0.9549 0.7743 0.6287 
580.04 1.14E-02 1.479 1.334 1.203 0.9791 0.7976 0.6506 
581.39 1.45E-02 1.483 1.34 1.211 0.989 0.8085 0.6618 
582.28 1.32E-02 1.509 1.365 1.236 1.013 0.8308 0.6823 
583.17 1.23E-02 1.511 1.369 1.241 1.02 0.8393 0.6913 
584.07 9.97E-03 1.523 1.382 1.253 1.032 0.8509 0.7022 
585.41 1.29E-02 1.485 1.348 1.224 1.009 0.8331 0.6883 
586.3 1.41E-02 1.455 1.321 1.199 0.9888 0.8162 0.6745 
587.2 1.17E-02 1.489 1.35 1.224 1.008 0.83 0.6846 
588.09 1.79E-02 1.462 1.32 1.192 0.9733 0.7959 0.6519 
589.43 1.48E-02 1.313 1.174 1.05 0.8423 0.6777 0.547 
590.32 1.02E-02 1.372 1.228 1.1 0.8844 0.7124 0.5752 
591.22 1.20E-02 1.442 1.297 1.168 0.9484 0.7715 0.6288 
592.11 1.59E-02 1.431 1.285 1.154 0.9328 0.7556 0.6134 
593 1.22E-02 1.446 1.303 1.175 0.9572 0.7812 0.6388 
594.34 1.28E-02 1.44 1.297 1.169 0.9505 0.7749 0.6331 
595.23 1.17E-02 1.412 1.268 1.14 0.9222 0.7476 0.6073 
596.13 1.23E-02 1.453 1.313 1.188 0.9732 0.7987 0.6568 
597.02 1.11E-02 1.441 1.302 1.176 0.961 0.7866 0.6449 
598.36 1.70E-02 1.434 1.299 1.176 0.9657 0.7942 0.6544 
599.25 1.44E-02 1.435 1.301 1.18 0.9715 0.801 0.6616 
600.14 9.57E-03 1.434 1.303 1.184 0.9786 0.8098 0.6711 
601.04 1.42E-02 1.42 1.292 1.176 0.9742 0.8082 0.6714 
602.37 1.60E-02 1.41 1.283 1.168 0.9679 0.8032 0.6676 
603.27 1.75E-02 1.432 1.304 1.187 0.9853 0.8186 0.6812 
604.16 1.12E-02 1.455 1.325 1.207 1.002 0.8328 0.6933 
605.05 1.56E-02 1.447 1.319 1.202 0.9991 0.8314 0.693 
606.39 1.27E-02 1.442 1.316 1.2 1 0.8342 0.6968 
607.28 1.71E-02 1.456 1.33 1.215 1.015 0.8488 0.7106 
608.17 1.28E-02 1.44 1.317 1.204 1.008 0.8444 0.7083 
609.06 1.15E-02 1.442 1.32 1.208 1.013 0.8495 0.7136 
610.4 1.58E-02 1.43 1.31 1.199 1.006 0.8452 0.7107 
611.29 1.19E-02 1.438 1.318 1.208 1.014 0.853 0.7181 
612.18 1.13E-02 1.433 1.314 1.204 1.013 0.852 0.7178 
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613.07 1.35E-02 1.415 1.297 1.19 1.001 0.8427 0.7104 
614.4 1.02E-02 1.395 1.28 1.174 0.9891 0.8339 0.7038 
615.3 1.17E-02 1.425 1.308 1.201 1.014 0.8557 0.7232 
616.19 1.25E-02 1.378 1.266 1.163 0.9823 0.8303 0.7025 
617.08 1.53E-02 1.375 1.264 1.161 0.9817 0.8305 0.7032 
618.41 1.19E-02 1.427 1.312 1.206 1.02 0.8635 0.7316 
619.3 1.34E-02 1.412 1.299 1.195 1.011 0.8559 0.7254 
620.19 1.23E-02 1.421 1.307 1.201 1.016 0.86 0.7287 
621.08 1.14E-02 1.422 1.306 1.2 1.013 0.8557 0.7237 
622.42 1.35E-02 1.4 1.282 1.174 0.9845 0.8268 0.6954 
623.31 1.48E-02 1.373 1.253 1.144 0.9542 0.7969 0.6667 
624.19 1.04E-02 1.352 1.237 1.131 0.9469 0.7936 0.6661 
625.08 1.32E-02 1.356 1.243 1.139 0.9582 0.8066 0.6799 
626.42 1.20E-02 1.378 1.264 1.159 0.9759 0.8223 0.6936 
627.31 1.21E-02 1.398 1.281 1.173 0.9858 0.8288 0.6977 
628.2 1.34E-02 1.346 1.211 1.09 0.8831 0.7163 0.5819 
629.08 1.40E-02 1.38 1.258 1.146 0.9522 0.7919 0.6595 
630.42 9.51E-03 1.351 1.231 1.121 0.9314 0.7743 0.6444 
631.31 1.18E-02 1.37 1.257 1.153 0.97 0.8169 0.6885 
632.2 7.18E-03 1.354 1.243 1.142 0.9648 0.8154 0.6898 
633.08 1.38E-02 1.392 1.283 1.182 1.005 0.8548 0.7275 
634.42 1.24E-02 1.375 1.27 1.173 1.002 0.8557 0.7313 
635.3 1.42E-02 1.395 1.29 1.193 1.021 0.8737 0.7483 
636.19 1.11E-02 1.374 1.272 1.177 1.009 0.8656 0.7427 
637.08 8.40E-03 1.394 1.292 1.197 1.027 0.8821 0.7579 
638.41 8.99E-03 1.405 1.304 1.209 1.041 0.8964 0.7723 
639.3 8.99E-03 1.389 1.29 1.198 1.033 0.8916 0.7696 
640.19 1.47E-02 1.375 1.279 1.189 1.028 0.8886 0.7688 
641.08 9.97E-03 1.374 1.278 1.19 1.03 0.8922 0.7731 
642.41 1.27E-02 1.367 1.273 1.185 1.028 0.8921 0.7742 
643.29 1.27E-02 1.385 1.29 1.202 1.043 0.9051 0.7858 
644.18 1.87E-02 1.38 1.286 1.199 1.042 0.9058 0.7877 
645.07 1.48E-02 1.384 1.29 1.202 1.044 0.9071 0.7883 
646.4 1.53E-02 1.357 1.262 1.174 1.016 0.8798 0.7622 
647.29 1.14E-02 1.352 1.251 1.159 0.9936 0.8528 0.7323 
648.17 1.70E-02 1.356 1.254 1.16 0.996 0.8564 0.7375 
649.06 8.63E-03 1.331 1.231 1.139 0.9763 0.838 0.7198 
650.39 1.34E-02 1.323 1.232 1.148 0.9964 0.8658 0.7528 
651.27 1.11E-02 1.378 1.285 1.199 1.043 0.9079 0.7907 
652.16 1.08E-02 1.337 1.238 1.146 0.9857 0.8493 0.733 
653.05 1.21E-02 1.361 1.269 1.184 1.031 0.8991 0.7842 
654.38 1.30E-02 1.344 1.255 1.171 1.021 0.8909 0.7774 
655.26 1.27E-02 1.302 1.211 1.126 0.9761 0.8468 0.7353 
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656.15 1.03E-02 1.148 1.071 0.9989 0.8696 0.7574 0.66 
657.03 1.13E-02 1.178 1.099 1.025 0.8931 0.7785 0.6789 
658.36 1.18E-02 1.316 1.23 1.149 1.004 0.8782 0.7684 
659.25 1.26E-02 1.321 1.235 1.154 1.009 0.8819 0.7713 
660.13 7.16E-03 1.321 1.233 1.151 1.003 0.8749 0.7633 
661.02 9.79E-03 1.322 1.23 1.145 0.9918 0.8599 0.7463 
662.35 1.26E-02 1.321 1.225 1.135 0.9765 0.8408 0.7251 
663.23 8.66E-03 1.298 1.207 1.121 0.9685 0.8374 0.725 
664.12 8.48E-03 1.318 1.231 1.149 1.002 0.874 0.7632 
665 1.03E-02 1.321 1.237 1.158 1.016 0.8916 0.7827 
666.33 9.00E-03 1.325 1.244 1.167 1.029 0.9064 0.799 
667.21 9.33E-03 1.326 1.246 1.172 1.036 0.9163 0.8102 
668.1 9.75E-03 1.326 1.249 1.176 1.042 0.9236 0.8186 
669.42 1.14E-02 1.347 1.269 1.196 1.061 0.9419 0.8359 
670.31 1.01E-02 1.341 1.264 1.192 1.059 0.9411 0.8361 
671.19 1.29E-02 1.341 1.264 1.193 1.061 0.9434 0.8388 
672.07 1.05E-02 1.329 1.254 1.183 1.053 0.9374 0.8341 
673.4 8.40E-03 1.349 1.273 1.202 1.071 0.9539 0.8495 
674.28 1.02E-02 1.344 1.269 1.198 1.069 0.9526 0.849 
675.17 1.10E-02 1.332 1.258 1.188 1.06 0.9459 0.8437 
676.05 1.24E-02 1.341 1.267 1.197 1.069 0.9541 0.8515 
677.38 1.05E-02 1.327 1.254 1.185 1.059 0.9458 0.8445 
678.26 7.03E-03 1.33 1.258 1.189 1.063 0.9494 0.8481 
679.14 9.80E-03 1.309 1.238 1.17 1.047 0.9356 0.8362 
680.03 1.34E-02 1.319 1.248 1.181 1.056 0.945 0.8451 
681.35 1.06E-02 1.311 1.241 1.174 1.051 0.9407 0.8417 
682.23 9.40E-03 1.31 1.24 1.174 1.051 0.9413 0.8427 
683.12 1.23E-02 1.308 1.238 1.172 1.05 0.941 0.8428 
684 8.21E-03 1.302 1.233 1.167 1.046 0.9373 0.8396 
685.32 1.08E-02 1.313 1.244 1.178 1.057 0.948 0.8499 
686.2 1.22E-02 1.306 1.237 1.171 1.05 0.9417 0.8439 
687.09 7.57E-03 1.048 0.8841 0.7455 0.5301 0.3767 0.2676 
688.41 9.84E-03 1.138 1.006 0.8895 0.6949 0.5426 0.4235 
689.29 1.36E-02 1.14 1.009 0.8936 0.7004 0.5488 0.4298 
690.17 8.38E-03 1.167 1.049 0.9432 0.7621 0.6155 0.4969 
691.05 1.27E-02 1.197 1.093 0.9991 0.8343 0.6963 0.581 
692.38 1.13E-02 1.216 1.125 1.041 0.8913 0.7632 0.6534 
693.26 7.32E-03 1.209 1.117 1.032 0.8826 0.7557 0.6475 
694.14 9.72E-03 1.201 1.108 1.024 0.8791 0.758 0.6555 
695.02 1.05E-02 1.23 1.147 1.071 0.938 0.8238 0.7249 
696.34 1.16E-02 1.232 1.149 1.073 0.9412 0.8282 0.7301 
697.22 1.09E-02 1.279 1.21 1.145 1.025 0.9173 0.8212 
698.1 7.18E-03 1.26 1.192 1.127 1.009 0.903 0.8083 
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699.43 1.50E-02 1.249 1.17 1.097 0.968 0.8556 0.757 
700.31 1.21E-02 1.234 1.156 1.084 0.9561 0.8445 0.7469 
701.19 1.05E-02 1.227 1.147 1.073 0.9402 0.8253 0.7251 
702.07 7.91E-03 1.229 1.153 1.082 0.9542 0.8424 0.7442 
703.39 1.23E-02 1.232 1.155 1.085 0.9582 0.8482 0.752 
704.27 1.11E-02 1.261 1.189 1.122 1 0.8923 0.7968 
705.15 1.03E-02 1.263 1.191 1.124 1.002 0.8939 0.7978 
706.03 4.93E-03 1.258 1.189 1.124 1.006 0.8998 0.805 
707.35 5.71E-03 1.258 1.19 1.126 1.009 0.9041 0.8101 
708.23 1.06E-02 1.261 1.193 1.129 1.011 0.9059 0.8115 
709.11 1.17E-02 1.257 1.193 1.132 1.021 0.9196 0.8283 
710.43 7.98E-03 1.26 1.195 1.132 1.017 0.914 0.8208 
711.31 1.17E-02 1.257 1.193 1.132 1.019 0.9177 0.8261 
712.19 9.94E-03 1.25 1.188 1.129 1.02 0.9213 0.8317 
713.06 1.13E-02 1.241 1.178 1.118 1.007 0.9073 0.817 
714.38 8.16E-03 1.245 1.182 1.123 1.013 0.9135 0.8237 
715.26 1.29E-02 1.213 1.148 1.087 0.9743 0.8739 0.7839 
716.14 9.68E-03 1.216 1.149 1.087 0.9736 0.8725 0.782 
717.02 9.48E-03 1.121 1.02 0.9308 0.7818 0.6617 0.5629 
718.34 1.40E-02 1.045 0.9409 0.8536 0.7129 0.6021 0.5118 
719.22 5.69E-03 0.9675 0.8648 0.7814 0.6488 0.5451 0.4609 
720.09 1.14E-02 1.016 0.9076 0.8176 0.6734 0.5609 0.4701 
721.41 1.08E-02 1.078 0.9882 0.9105 0.78 0.6723 0.5815 
722.29 9.33E-03 1.186 1.116 1.05 0.9318 0.8276 0.7355 
723.17 7.78E-03 1.13 1.047 0.9739 0.8487 0.7432 0.6523 
724.04 1.03E-02 1.047 0.9527 0.8731 0.7415 0.6346 0.5455 
725.36 8.96E-03 1.04 0.9408 0.8575 0.7222 0.6144 0.5257 
726.24 1.25E-02 1.081 0.9833 0.8987 0.7584 0.6458 0.5532 
727.12 1.06E-02 1.083 0.9926 0.9152 0.7859 0.6798 0.5904 
728.43 8.53E-03 1.04 0.9403 0.8559 0.7188 0.6103 0.5215 
729.31 1.09E-02 1.054 0.9677 0.8929 0.7683 0.6663 0.5804 
730.19 1.15E-02 1.112 1.024 0.9455 0.8103 0.6983 0.6043 
731.06 1.10E-02 1.074 0.9826 0.9031 0.77 0.6616 0.571 
732.38 1.32E-02 1.123 1.043 0.9711 0.8475 0.7438 0.655 
733.26 8.61E-03 1.164 1.096 1.033 0.9192 0.8192 0.7308 
734.13 6.31E-03 1.185 1.12 1.059 0.9485 0.8505 0.7631 
735.01 1.16E-02 1.164 1.098 1.037 0.9258 0.8275 0.7404 
736.32 7.76E-03 1.162 1.097 1.036 0.9243 0.8249 0.7365 
737.2 9.68E-03 1.168 1.102 1.041 0.9286 0.8296 0.7417 
738.08 1.12E-02 1.171 1.114 1.06 0.9604 0.8702 0.7884 
739.39 1.35E-02 1.149 1.093 1.04 0.9423 0.8546 0.7753 
740.27 1.18E-02 1.174 1.12 1.068 0.9726 0.8856 0.8063 
741.14 1.15E-02 1.16 1.108 1.059 0.9665 0.8822 0.805 
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742.02 1.07E-02 1.158 1.108 1.061 0.9713 0.8891 0.8134 
743.33 8.96E-03 1.187 1.137 1.088 0.9975 0.914 0.8369 
744.21 1.20E-02 1.182 1.133 1.086 0.9973 0.9154 0.8396 
745.08 1.29E-02 1.182 1.133 1.087 0.9998 0.9191 0.8444 
746.39 8.43E-03 1.187 1.139 1.092 1.005 0.9239 0.849 
747.27 8.82E-03 1.19 1.142 1.095 1.008 0.9274 0.8526 
748.14 1.02E-02 1.187 1.14 1.094 1.007 0.9265 0.8521 
749.02 1.26E-02 1.174 1.127 1.082 0.9961 0.9169 0.8435 
750.33 1.30E-02 1.173 1.126 1.081 0.9962 0.9173 0.8441 
751.21 9.06E-03 1.162 1.115 1.071 0.9867 0.9088 0.8364 
752.08 8.93E-03 1.167 1.12 1.076 0.9917 0.9137 0.8413 
753.39 9.45E-03 1.173 1.126 1.082 0.9975 0.9194 0.8468 
754.27 9.48E-03 1.176 1.129 1.085 1 0.9221 0.8494 
755.14 5.99E-03 1.169 1.123 1.079 0.995 0.9173 0.8451 
756.01 1.41E-02 1.169 1.123 1.079 0.9954 0.918 0.846 
757.33 6.03E-03 1.171 1.125 1.081 0.9973 0.9198 0.8478 
758.2 7.23E-03 1.157 1.111 1.068 0.9851 0.9084 0.8372 
759.07 4.17E-03 1.142 1.092 1.044 0.9547 0.8722 0.7963 
760.38 7.01E-03 0.4219 0.2453 0.1425 0.04812 0.01623 0.005469 
761.26 7.94E-03 0.294 0.1429 0.06941 0.01639 0.003863 0.00091 
762.13 5.21E-03 0.7803 0.6233 0.4977 0.3174 0.2023 0.1288 
763 5.54E-03 0.5343 0.35 0.2291 0.09818 0.04204 0.01799 
764.31 1.09E-02 0.6693 0.492 0.3615 0.1952 0.1053 0.05676 
765.19 1.04E-02 0.7816 0.6241 0.4982 0.3175 0.2021 0.1286 
766.06 9.71E-03 0.8603 0.7359 0.6292 0.4601 0.3362 0.2455 
767.37 7.00E-03 0.994 0.8988 0.8124 0.6638 0.5421 0.4423 
768.24 1.06E-02 1.079 1.014 0.9529 0.8414 0.7426 0.6549 
769.11 2.41E-03 1.087 1.03 0.9766 0.8774 0.7879 0.707 
770.42 9.43E-03 1.107 1.06 1.014 0.9283 0.8494 0.7767 
771.29 9.80E-03 1.109 1.066 1.024 0.9456 0.8724 0.8044 
772.17 1.05E-02 1.109 1.068 1.027 0.951 0.8799 0.8135 
773.04 1.49E-02 1.117 1.075 1.035 0.9589 0.8879 0.8217 
774.35 8.14E-03 1.111 1.07 1.031 0.9555 0.8854 0.8199 
775.22 7.82E-03 1.103 1.062 1.023 0.9492 0.8801 0.8155 
776.09 9.40E-03 1.116 1.075 1.036 0.9615 0.8918 0.8267 
777.4 7.12E-03 1.101 1.061 1.023 0.9494 0.8808 0.8168 
778.27 1.06E-02 1.095 1.055 1.017 0.9441 0.876 0.8123 
779.14 9.72E-03 1.096 1.056 1.018 0.9453 0.8773 0.8137 
780.01 8.04E-03 1.09 1.051 1.013 0.9407 0.8734 0.8103 
781.32 1.16E-02 1.091 1.052 1.014 0.9423 0.8751 0.8121 
782.19 8.30E-03 1.098 1.059 1.021 0.9488 0.8814 0.8182 
783.06 5.80E-03 1.079 1.041 1.003 0.933 0.867 0.8052 
784.36 7.41E-03 1.084 1.046 1.009 0.9383 0.8723 0.8105 
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785.23 9.42E-03 1.077 1.039 1.001 0.931 0.865 0.8033 
786.1 5.56E-03 1.089 1.05 1.013 0.941 0.8739 0.8112 
787.41 9.29E-03 1.077 1.035 0.9937 0.9165 0.845 0.7788 
788.28 1.19E-02 1.067 1.023 0.9809 0.9016 0.8287 0.7616 
789.15 9.35E-03 1.068 1.023 0.9806 0.9013 0.8288 0.7623 
790.02 8.76E-03 1.051 0.9999 0.9526 0.8664 0.7894 0.7201 
791.32 9.78E-03 1.05 1.005 0.9634 0.8856 0.8149 0.7501 
792.19 1.01E-02 1.041 0.9978 0.9569 0.8812 0.8123 0.7491 
793.06 9.89E-03 1.026 0.9823 0.9415 0.8662 0.7979 0.7352 
794.37 6.02E-03 1.032 0.9957 0.9603 0.8931 0.8302 0.7713 
795.24 1.03E-02 1.053 1.014 0.9762 0.9054 0.8396 0.7783 
796.11 1.27E-02 1.035 0.9876 0.9433 0.862 0.7884 0.7215 
797.41 1.10E-02 1.036 0.9892 0.9446 0.8621 0.7872 0.719 
798.28 1.07E-02 1.053 1.014 0.9756 0.9037 0.8369 0.7748 
799.15 7.41E-03 1.05 1.008 0.969 0.8953 0.8275 0.7648 
800.02 1.24E-02 1.035 0.9923 0.9517 0.8764 0.8076 0.7442 
801.32 1.34E-02 1.035 0.9905 0.9484 0.8703 0.799 0.7338 
802.19 1.26E-02 1.032 0.9878 0.946 0.868 0.7965 0.7309 
803.06 1.02E-02 1.026 0.981 0.9386 0.8597 0.7874 0.721 
804.36 1.07E-02 1.026 0.9821 0.9406 0.8632 0.7922 0.7269 
805.23 9.69E-03 1.019 0.9779 0.9388 0.8656 0.798 0.7355 
806.09 7.39E-03 1.041 1.003 0.967 0.8984 0.8344 0.7746 
807.4 1.20E-02 1.03 0.992 0.9553 0.8862 0.8221 0.7624 
808.26 1.25E-02 1.03 0.9929 0.9566 0.8881 0.8241 0.7644 
809.13 1.30E-02 1.016 0.9762 0.9378 0.8656 0.7988 0.7369 
810 9.47E-03 1.012 0.9696 0.9296 0.855 0.7869 0.7243 
811.3 5.43E-03 1.019 0.9734 0.9293 0.848 0.7768 0.7134 
812.17 8.81E-03 1 0.949 0.9009 0.8131 0.7349 0.6646 
813.03 1.20E-02 0.9867 0.9316 0.8812 0.7919 0.7144 0.6462 
814.34 1.01E-02 0.9042 0.8309 0.7687 0.6665 0.5844 0.5158 
815.2 1.29E-02 0.898 0.8257 0.7645 0.6649 0.5852 0.5188 
816.07 7.45E-03 0.8429 0.7703 0.711 0.6153 0.5384 0.4737 
817.37 9.54E-03 0.8531 0.7832 0.725 0.629 0.5504 0.4838 
818.24 5.75E-03 0.8293 0.7566 0.6964 0.5986 0.5199 0.4541 
819.1 1.24E-02 0.8948 0.8362 0.7848 0.6956 0.6191 0.552 
820.4 7.95E-03 0.8559 0.7916 0.7371 0.6461 0.5708 0.5066 
821.27 1.07E-02 0.9572 0.912 0.8701 0.7942 0.7264 0.6652 
822.13 9.09E-03 0.9375 0.8883 0.8441 0.7655 0.6964 0.6344 
823 1.21E-02 0.7053 0.6258 0.5611 0.4631 0.3889 0.3295 
824.3 8.24E-03 0.9242 0.8674 0.8168 0.7289 0.6535 0.5874 
825.16 6.18E-03 0.9442 0.8976 0.8557 0.7817 0.7163 0.6575 
826.03 9.30E-03 0.9212 0.8678 0.8209 0.7397 0.6693 0.6068 
827.33 1.06E-02 0.9583 0.9116 0.8692 0.7937 0.7267 0.6663 
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828.19 7.25E-03 0.8514 0.7852 0.7293 0.6363 0.5594 0.4937 
829.06 3.10E-03 0.9134 0.8622 0.8171 0.7386 0.6705 0.6099 
830.35 8.33E-03 0.9059 0.8523 0.8058 0.7262 0.6583 0.5986 
831.22 1.23E-02 0.9074 0.8551 0.809 0.7293 0.6605 0.5996 
832.08 7.03E-03 0.887 0.8312 0.783 0.7005 0.6302 0.5686 
833.38 1.03E-02 0.9224 0.8783 0.8372 0.7627 0.6964 0.6367 
834.25 3.95E-03 0.9027 0.8513 0.8051 0.7244 0.6556 0.5956 
835.11 1.37E-02 0.9644 0.9269 0.8905 0.8233 0.7637 0.7101 
836.41 5.12E-03 0.9401 0.8927 0.8488 0.7699 0.7005 0.6387 
837.27 5.88E-03 0.9667 0.9295 0.8937 0.8268 0.7667 0.7121 
838.13 9.69E-03 0.9443 0.9031 0.8642 0.792 0.7277 0.6708 
839 1.71E-02 0.9511 0.9153 0.8811 0.8166 0.7568 0.7012 
840.29 7.42E-03 0.9703 0.935 0.9011 0.8372 0.7776 0.7222 
841.16 8.89E-03 0.9597 0.9229 0.8877 0.8216 0.7605 0.7038 
842.02 8.75E-03 0.9573 0.9235 0.8912 0.8299 0.7727 0.7192 
843.32 9.13E-03 0.952 0.9216 0.8922 0.8363 0.7836 0.734 
844.18 4.38E-03 0.9415 0.9098 0.8793 0.8215 0.7675 0.7168 
845.04 7.42E-03 0.9697 0.9395 0.9102 0.8542 0.8013 0.7512 
846.34 1.63E-03 0.9649 0.9354 0.9067 0.8519 0.8002 0.7512 
847.2 3.17E-03 0.9456 0.9176 0.8905 0.8383 0.7888 0.7418 
848.06 7.11E-03 0.9419 0.9128 0.8846 0.8306 0.7796 0.7313 
849.36 6.43E-03 0.9154 0.8871 0.8596 0.8072 0.7578 0.711 
850.22 1.01E-02 0.8768 0.85 0.8239 0.774 0.7269 0.6822 
851.08 6.00E-03 0.9307 0.9008 0.8719 0.8168 0.7648 0.7159 
852.38 9.16E-03 0.9233 0.8943 0.8663 0.8128 0.7625 0.7149 
853.24 1.29E-02 0.8871 0.8604 0.8346 0.7851 0.7382 0.6937 
854.1 6.12E-03 0.7675 0.7436 0.7203 0.676 0.6343 0.5948 
855.39 9.09E-03 0.8412 0.8164 0.7922 0.7459 0.702 0.6603 
856.25 1.12E-02 0.9203 0.8926 0.8657 0.8142 0.7655 0.7193 
857.12 6.97E-03 0.9395 0.9122 0.8856 0.8346 0.7862 0.7401 
858.41 8.75E-03 0.9334 0.9058 0.8791 0.8278 0.7792 0.733 
859.27 1.39E-02 0.9333 0.9065 0.8804 0.8302 0.7825 0.7372 
860.13 7.76E-03 0.9345 0.9081 0.8824 0.8329 0.7858 0.7409 
861.42 5.93E-03 0.9297 0.9034 0.8777 0.8283 0.7814 0.7366 
862.28 1.02E-02 0.9441 0.9176 0.8918 0.8421 0.7948 0.7497 
863.15 9.40E-03 0.9665 0.9394 0.913 0.8623 0.8139 0.7678 
864.01 6.06E-03 0.9182 0.8926 0.8676 0.8196 0.7738 0.7302 
865.3 4.35E-03 0.9101 0.8849 0.8603 0.813 0.7679 0.7248 
866.16 4.31E-03 0.8184 0.7958 0.7737 0.7313 0.6908 0.6521 
867.02 7.17E-03 0.8542 0.8306 0.8077 0.7635 0.7213 0.6811 
868.31 5.63E-03 0.9295 0.904 0.8791 0.8312 0.7855 0.7418 
869.17 4.85E-03 0.9103 0.8854 0.8611 0.8143 0.7697 0.7271 
870.03 1.00E-02 0.9363 0.9107 0.8859 0.8379 0.7922 0.7485 
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871.32 1.09E-02 0.9237 0.8985 0.874 0.8268 0.7817 0.7386 
872.18 9.01E-03 0.9204 0.8955 0.8711 0.8243 0.7795 0.7368 
873.04 8.68E-03 0.9186 0.8938 0.8696 0.8229 0.7784 0.7358 
874.33 3.64E-03 0.9078 0.8833 0.8595 0.8135 0.7695 0.7275 
875.19 6.82E-03 0.8896 0.8656 0.8422 0.7971 0.7541 0.7129 
876.05 1.28E-02 0.8991 0.8748 0.8511 0.8055 0.762 0.7203 
877.34 1.28E-02 0.9081 0.8838 0.86 0.8141 0.7704 0.7285 
878.19 1.45E-02 0.9185 0.8936 0.8694 0.8227 0.7782 0.7356 
879.05 8.60E-03 0.9043 0.88 0.8563 0.8105 0.7668 0.725 
880.34 5.24E-03 0.8851 0.8613 0.8381 0.7934 0.7508 0.71 
881.2 6.51E-03 0.8729 0.8488 0.8254 0.7803 0.7374 0.6965 
882.06 6.60E-03 0.8923 0.8674 0.8433 0.7968 0.7526 0.7104 
883.35 1.01E-02 0.8942 0.87 0.8465 0.8011 0.7579 0.7166 
884.2 9.35E-03 0.8905 0.8663 0.8426 0.7971 0.7537 0.7123 
885.06 1.25E-02 0.8974 0.873 0.8492 0.8034 0.7596 0.7179 
886.35 3.98E-03 0.8588 0.8333 0.8083 0.7606 0.7157 0.6737 
887.21 8.26E-03 0.8654 0.8414 0.818 0.7731 0.7304 0.6898 
888.07 6.28E-03 0.8803 0.8545 0.8296 0.7824 0.738 0.6959 
889.35 1.14E-02 0.8869 0.8633 0.8403 0.796 0.7536 0.7131 
890.21 1.00E-02 0.8835 0.8574 0.8322 0.784 0.7386 0.6956 
891.07 1.30E-02 0.8801 0.8555 0.8316 0.7857 0.7422 0.7007 
892.35 1.99E-03 0.8594 0.8325 0.8061 0.756 0.7093 0.6658 
893.21 5.85E-03 0.8397 0.8085 0.7792 0.7256 0.6771 0.6326 
894.07 8.65E-03 0.8224 0.7838 0.7483 0.6849 0.6292 0.5796 
895.35 8.06E-03 0.7929 0.7453 0.7025 0.6283 0.5655 0.5114 
896.21 8.17E-03 0.7563 0.7042 0.6603 0.5871 0.5261 0.4735 
897.07 9.13E-03 0.6737 0.6113 0.5614 0.4827 0.4207 0.3694 
898.35 1.03E-02 0.7206 0.6636 0.616 0.5376 0.4734 0.419 
899.21 7.28E-03 0.5789 0.5126 0.4619 0.3851 0.3266 0.2796 
900.06 4.06E-03 0.7243 0.6759 0.6348 0.5651 0.506 0.4543 
901.35 5.67E-03 0.6046 0.5371 0.4842 0.4034 0.3422 0.2933 
902.2 1.03E-02 0.6705 0.6203 0.5779 0.5062 0.4459 0.3937 
903.06 6.93E-03 0.6891 0.6298 0.5805 0.4997 0.434 0.3788 
904.34 5.58E-03 0.8171 0.779 0.7441 0.6814 0.6256 0.5751 
905.2 7.80E-03 0.7967 0.7544 0.7168 0.6514 0.5949 0.5447 
906.05 1.00E-02 0.7522 0.7078 0.6694 0.6038 0.5476 0.4981 
907.34 7.96E-03 0.6458 0.5846 0.5349 0.4553 0.3919 0.3394 
908.19 1.30E-02 0.6545 0.5949 0.547 0.4714 0.4117 0.3621 
909.05 6.93E-03 0.6911 0.64 0.5968 0.5245 0.4644 0.4127 
910.33 7.11E-03 0.6416 0.574 0.5202 0.4374 0.3741 0.3231 
911.19 4.12E-03 0.6667 0.6071 0.5597 0.4864 0.4297 0.3831 
912.04 1.13E-02 0.6886 0.633 0.5865 0.5104 0.4486 0.3965 
913.32 8.82E-03 0.6526 0.5831 0.5279 0.4429 0.3782 0.3262 
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914.18 3.59E-03 0.6423 0.5768 0.525 0.4447 0.3832 0.3333 
915.03 4.10E-03 0.6904 0.6247 0.5692 0.4801 0.4107 0.3548 
916.31 7.18E-03 0.5974 0.5312 0.4803 0.4028 0.344 0.2967 
917.17 1.24E-02 0.7207 0.6655 0.6175 0.5374 0.4723 0.4179 
918.02 1.03E-02 0.6125 0.545 0.4921 0.411 0.3493 0.2997 
919.3 7.65E-03 0.7274 0.6758 0.6313 0.5568 0.495 0.442 
920.15 7.22E-03 0.7216 0.6787 0.6426 0.5823 0.5316 0.4869 
921.01 1.21E-02 0.7449 0.7051 0.6688 0.6048 0.5493 0.5004 
922.29 1.01E-02 0.6878 0.6361 0.5924 0.5212 0.4639 0.4157 
923.14 9.90E-03 0.719 0.681 0.6468 0.5868 0.5349 0.4888 
924 8.21E-03 0.7049 0.6525 0.6065 0.5292 0.466 0.4132 
925.28 5.26E-03 0.6912 0.6385 0.5936 0.5192 0.4586 0.4074 
926.13 1.08E-02 0.6976 0.6456 0.5996 0.5217 0.4578 0.4042 
927.41 8.33E-03 0.7604 0.7174 0.677 0.6036 0.5392 0.483 
928.26 7.94E-03 0.6177 0.5417 0.4806 0.3872 0.3183 0.2649 
929.11 1.41E-02 0.5803 0.4986 0.4343 0.3391 0.2715 0.2208 
930.39 1.16E-02 0.4728 0.3983 0.3343 0.2441 0.1827 0.1386 
931.24 9.84E-03 0.4451 0.3765 0.3177 0.2319 0.1719 0.1283 
932.52 6.99E-03 0.3481 0.2776 0.2214 0.1451 0.0969 0.06544 
933.37 7.94E-03 0.305 0.2291 0.1763 0.1087 0.06876 0.04406 
934.23 7.07E-03 0.2047 0.1329 0.08893 0.04173 0.0202 0.009929 
935.08 9.68E-03 0.2987 0.2317 0.1836 0.1186 0.07781 0.05139 
936.36 7.98E-03 0.2113 0.1493 0.1097 0.06185 0.03586 0.0211 
937.21 1.16E-02 0.224 0.1519 0.1107 0.06218 0.03622 0.0215 
938.06 1.12E-02 0.265 0.185 0.138 0.08073 0.04867 0.02977 
939.34 7.26E-03 0.445 0.3652 0.3081 0.2247 0.1662 0.1239 
940.19 1.06E-02 0.5136 0.4349 0.376 0.2871 0.2222 0.1731 
941.04 9.36E-03 0.4156 0.3343 0.2768 0.1957 0.1411 0.1028 
942.31 1.12E-02 0.46 0.3833 0.3248 0.2376 0.1758 0.1307 
943.16 6.47E-03 0.3304 0.2569 0.2081 0.1406 0.09662 0.06699 
944.02 5.85E-03 0.3273 0.2664 0.2246 0.1641 0.1217 0.09082 
945.29 7.87E-03 0.4197 0.3438 0.287 0.2067 0.1518 0.1126 
946.14 8.14E-03 0.247 0.1814 0.1386 0.08462 0.05308 0.03375 
947.42 7.60E-03 0.4267 0.347 0.2864 0.202 0.1457 0.1062 
948.27 7.43E-03 0.3239 0.256 0.2096 0.1465 0.1051 0.07626 
949.12 1.01E-02 0.5455 0.4583 0.3908 0.2914 0.2219 0.1712 
950.39 1.19E-02 0.2036 0.1372 0.09751 0.05344 0.03095 0.01848 
951.24 4.09E-03 0.5278 0.4503 0.3863 0.2899 0.2205 0.1689 
952.09 8.67E-03 0.3275 0.2503 0.1978 0.13 0.08853 0.06152 
953.37 9.94E-03 0.393 0.3179 0.2621 0.1851 0.1341 0.09845 
954.22 8.82E-03 0.4486 0.3838 0.3286 0.2467 0.1878 0.144 
955.06 1.02E-02 0.3964 0.3208 0.2658 0.1893 0.1385 0.1029 
956.34 8.77E-03 0.3752 0.3086 0.2633 0.2036 0.1638 0.1343 
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957.19 1.16E-02 0.3325 0.2516 0.1974 0.1289 0.08782 0.06133 
958.04 1.07E-02 0.4819 0.4289 0.3827 0.311 0.2558 0.2114 
959.31 8.67E-03 0.4114 0.3473 0.2957 0.2221 0.1707 0.1328 
960.16 6.36E-03 0.4575 0.389 0.3314 0.249 0.1918 0.1498 
961.01 8.57E-03 0.4959 0.4317 0.3787 0.2995 0.2414 0.1965 
962.28 6.55E-03 0.4727 0.4092 0.3577 0.2824 0.2279 0.1861 
963.13 8.33E-03 0.5274 0.4674 0.4181 0.3432 0.2866 0.2416 
964.4 7.10E-03 0.4874 0.4297 0.3814 0.3095 0.2563 0.2144 
965.25 8.82E-03 0.52 0.4653 0.4171 0.3417 0.2835 0.2366 
966.09 7.10E-03 0.5312 0.4664 0.4158 0.3394 0.2824 0.2375 
967.37 1.10E-02 0.5304 0.4649 0.4135 0.3354 0.277 0.2312 
968.21 5.45E-03 0.6471 0.6084 0.5756 0.5202 0.4733 0.432 
969.06 8.33E-03 0.6782 0.6367 0.599 0.5329 0.4766 0.4277 
970.33 1.18E-02 0.6334 0.5868 0.5476 0.4831 0.4304 0.3855 
971.18 3.77E-03 0.6971 0.6652 0.6362 0.5843 0.5384 0.4969 
972.03 4.55E-03 0.6723 0.6377 0.6069 0.5523 0.5042 0.461 
973.3 8.92E-03 0.613 0.5619 0.5191 0.4495 0.3935 0.3466 
974.14 9.26E-03 0.587 0.5344 0.4917 0.4243 0.3716 0.328 
975.41 6.33E-03 0.5979 0.5522 0.5141 0.4509 0.3987 0.3541 
976.26 1.12E-02 0.5818 0.5278 0.483 0.4104 0.3525 0.3047 
977.11 8.44E-03 0.6343 0.5938 0.5599 0.5038 0.4575 0.4174 
978.38 8.28E-03 0.6142 0.5671 0.5277 0.4634 0.4112 0.367 
979.22 1.15E-02 0.6337 0.5919 0.5557 0.4942 0.4426 0.3978 
980.07 7.74E-03 0.6028 0.5579 0.5208 0.4603 0.4109 0.3687 
981.34 7.43E-03 0.6922 0.6619 0.6338 0.5832 0.538 0.4972 
982.18 9.93E-03 0.6716 0.6361 0.6044 0.5493 0.5023 0.4612 
983.03 8.97E-03 0.651 0.6114 0.5768 0.5181 0.4691 0.4268 
984.3 1.07E-02 0.7029 0.6796 0.6574 0.6158 0.5774 0.5417 
985.14 1.20E-02 0.6687 0.6331 0.6007 0.5437 0.4946 0.4515 
986.41 6.94E-03 0.7092 0.6901 0.6715 0.6361 0.6025 0.5706 
987.25 6.34E-03 0.7014 0.6784 0.6557 0.6133 0.5766 0.5436 
988.1 1.36E-02 0.7006 0.6772 0.6547 0.6132 0.577 0.5451 
989.37 8.51E-03 0.7035 0.6872 0.6713 0.6406 0.6111 0.5826 
990.21 8.45E-03 0.6954 0.6732 0.6509 0.6093 0.5732 0.5404 
991.06 7.19E-03 0.7064 0.6896 0.6733 0.6417 0.6115 0.5825 
992.32 8.70E-03 0.7099 0.6935 0.6775 0.6466 0.6169 0.5883 
993.17 1.22E-02 0.7004 0.6799 0.6598 0.622 0.5882 0.5576 
994.01 7.80E-03 0.7091 0.6933 0.6778 0.6479 0.619 0.5912 
995.28 1.00E-02 0.7074 0.6923 0.6775 0.6487 0.621 0.5941 
996.12 6.62E-03 0.7053 0.6895 0.6741 0.6444 0.6157 0.5881 
997.39 8.09E-03 0.7059 0.6905 0.6754 0.6462 0.6181 0.5909 
998.23 7.58E-03 0.703 0.6874 0.6722 0.6427 0.6143 0.5869 
999.07 8.21E-03 0.7002 0.6849 0.67 0.641 0.613 0.586 
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1000.34 1.23E-02 0.6968 0.6806 0.6647 0.6341 0.6048 0.5767 
1001.18 1.05E-02 0.7039 0.6887 0.6738 0.645 0.6171 0.5902 
1002.03 1.07E-02 0.691 0.6714 0.6527 0.6169 0.5832 0.5512 
1003.29 8.21E-03 0.6919 0.6768 0.6619 0.6332 0.6056 0.5789 
1004.13 7.81E-03 0.6767 0.6607 0.6451 0.6151 0.5863 0.5587 
1005.4 4.00E-03 0.6497 0.636 0.6226 0.5965 0.5712 0.5467 
1006.24 1.01E-02 0.6763 0.6612 0.6465 0.6181 0.5908 0.5645 
1007.08 7.14E-03 0.69 0.6751 0.6606 0.6322 0.6049 0.5785 
1008.35 1.02E-02 0.6875 0.6719 0.6566 0.6271 0.5989 0.5717 
1009.19 7.26E-03 0.6852 0.6687 0.6526 0.6218 0.5925 0.5644 
1010.03 7.26E-03 0.683 0.6661 0.6497 0.6183 0.5884 0.56 
1011.29 7.32E-03 0.6866 0.672 0.6576 0.6298 0.6029 0.5769 
1012.13 1.28E-02 0.6819 0.6665 0.6515 0.6225 0.5948 0.5681 
1013.4 9.02E-03 0.6847 0.6704 0.6564 0.6292 0.6028 0.5773 
1014.24 3.48E-03 0.6799 0.6658 0.6519 0.6248 0.5987 0.5734 
1015.08 7.44E-03 0.6757 0.6615 0.6476 0.6205 0.5944 0.5692 
1016.34 8.20E-03 0.6728 0.6586 0.6447 0.6177 0.5916 0.5663 
1017.18 1.29E-02 0.6748 0.6604 0.6463 0.6189 0.5925 0.5669 
1018.02 1.17E-02 0.6716 0.6578 0.6443 0.618 0.5926 0.5679 
1019.29 1.03E-02 0.6597 0.6445 0.6296 0.601 0.5735 0.5471 
1020.13 7.21E-03 0.6685 0.6546 0.6409 0.6144 0.5888 0.5639 
1021.39 1.03E-02 0.6672 0.6536 0.6403 0.6144 0.5893 0.565 
1022.23 7.83E-03 0.6629 0.6489 0.6351 0.6083 0.5824 0.5574 
1023.07 8.62E-03 0.6702 0.6558 0.6418 0.6146 0.5885 0.5632 
1024.33 7.14E-03 0.664 0.648 0.6325 0.6027 0.5743 0.5471 
1025.17 9.65E-03 0.669 0.6553 0.6419 0.6158 0.5906 0.5661 
1026.01 7.96E-03 0.6668 0.6527 0.639 0.6123 0.5864 0.5614 
1027.27 1.06E-02 0.6652 0.6513 0.6376 0.6112 0.5857 0.5609 
1028.11 7.41E-03 0.664 0.65 0.6363 0.6097 0.584 0.5592 
1029.37 4.67E-03 0.6564 0.6425 0.6288 0.6022 0.5766 0.5517 
1030.21 1.00E-02 0.6601 0.6467 0.6335 0.6079 0.5831 0.559 
1031.05 1.09E-02 0.6579 0.6443 0.6309 0.605 0.58 0.5557 
1032.3 1.00E-02 0.6557 0.6424 0.6293 0.6038 0.5792 0.5552 
1033.14 1.01E-02 0.6459 0.6328 0.6199 0.5948 0.5705 0.5469 
1034.4 9.52E-03 0.6459 0.6329 0.6201 0.5951 0.5709 0.5474 
1035.66 1.02E-02 0.648 0.6349 0.6221 0.5971 0.5728 0.5493 
1036.08 1.45E-02 0.6517 0.6383 0.6252 0.5998 0.5751 0.5512 
1037.34 1.24E-02 0.6408 0.6277 0.6148 0.5898 0.5655 0.542 
1038.18 1.14E-02 0.6439 0.6308 0.6179 0.5927 0.5684 0.5448 
1039.01 9.71E-03 0.6437 0.6305 0.6175 0.5922 0.5677 0.544 
1040.27 1.25E-02 0.6412 0.628 0.6151 0.5898 0.5654 0.5417 
1041.11 1.24E-02 0.6441 0.6307 0.6176 0.592 0.5673 0.5434 
1042.37 8.00E-03 0.6397 0.6264 0.6134 0.588 0.5635 0.5397 
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1043.2 7.00E-03 0.6378 0.6245 0.6115 0.5861 0.5616 0.5378 
1044.04 9.71E-03 0.6402 0.6268 0.6137 0.588 0.5633 0.5393 
1045.3 9.00E-03 0.6317 0.6184 0.6054 0.58 0.5554 0.5316 
1046.13 1.00E-02 0.625 0.6117 0.5987 0.5734 0.549 0.5253 
1047.39 8.25E-03 0.6308 0.6173 0.6041 0.5784 0.5535 0.5295 
1048.23 9.28E-03 0.6345 0.6208 0.6074 0.5813 0.5562 0.5318 
1049.06 8.08E-03 0.6321 0.6182 0.6046 0.5782 0.5527 0.528 
1050.32 1.01E-02 0.6293 0.6153 0.6016 0.575 0.5493 0.5245 
1051.16 9.38E-03 0.6291 0.615 0.6013 0.5747 0.549 0.5242 
1052.41 1.24E-02 0.6266 0.6125 0.5986 0.5717 0.5458 0.5208 
1053.25 1.01E-02 0.622 0.6078 0.5939 0.5669 0.5409 0.5159 
1054.08 9.38E-03 0.6238 0.6094 0.5953 0.568 0.5417 0.5164 
1055.34 1.16E-02 0.6246 0.61 0.5956 0.5679 0.5412 0.5156 
1056.17 1.16E-02 0.6229 0.608 0.5935 0.5654 0.5384 0.5124 
1057.01 1.53E-02 0.6213 0.6063 0.5916 0.5632 0.536 0.5098 
1058.26 1.16E-02 0.6064 0.5916 0.577 0.549 0.5221 0.4962 
1059.1 1.62E-02 0.6075 0.5924 0.5776 0.549 0.5216 0.4954 
1060.35 1.35E-02 0.6068 0.5915 0.5767 0.5479 0.5204 0.494 
1061.19 1.17E-02 0.6063 0.591 0.5759 0.547 0.5193 0.4927 
1062.02 6.45E-03 0.6099 0.5942 0.5789 0.5493 0.521 0.494 
1063.27 1.06E-02 0.6042 0.5884 0.573 0.5434 0.5151 0.488 
1064.11 1.17E-02 0.6112 0.5954 0.5799 0.55 0.5215 0.4942 
1065.36 1.00E-02 0.6078 0.5915 0.5755 0.5448 0.5155 0.4876 
1066.2 8.79E-03 0.5951 0.5796 0.5645 0.5353 0.5074 0.4807 
1067.03 6.74E-03 0.6033 0.5872 0.5717 0.5419 0.5134 0.4862 
1068.28 8.99E-03 0.5906 0.5746 0.5591 0.5291 0.5006 0.4734 
1069.12 1.11E-02 0.572 0.5568 0.5421 0.5138 0.4868 0.4611 
1070.37 9.20E-03 0.5921 0.576 0.5603 0.5303 0.5019 0.4749 
1071.2 9.30E-03 0.5992 0.5844 0.57 0.5422 0.5156 0.49 
1072.03 9.52E-03 0.594 0.5782 0.5628 0.5333 0.5054 0.4787 
1073.29 1.16E-02 0.5853 0.5698 0.5549 0.5263 0.4991 0.4731 
1074.12 1.38E-02 0.5978 0.5839 0.5704 0.5441 0.5188 0.4945 
1075.37 1.28E-02 0.5747 0.5565 0.539 0.5065 0.4774 0.4513 
1076.2 1.29E-02 0.5978 0.5837 0.5699 0.5432 0.5177 0.4932 
1077.04 1.07E-02 0.5911 0.5743 0.5581 0.5279 0.5 0.4743 
1078.28 1.31E-02 0.5813 0.5638 0.547 0.5151 0.4861 0.4595 
1079.12 1.08E-02 0.5873 0.5742 0.5615 0.5367 0.5129 0.49 
1080.37 1.00E-02 0.5823 0.5656 0.5498 0.5202 0.4926 0.4666 
1081.2 9.88E-03 0.5667 0.5483 0.5308 0.4982 0.4686 0.4418 
1082.03 1.13E-02 0.57 0.5557 0.5418 0.5153 0.49 0.466 
1083.28 7.69E-03 0.5704 0.5571 0.5442 0.5194 0.4957 0.473 
1084.11 1.00E-02 0.5675 0.5476 0.529 0.4953 0.4649 0.4371 
1085.36 1.01E-02 0.5829 0.5669 0.5516 0.5226 0.4955 0.4699 
1086.19 1.25E-02 0.5438 0.5201 0.4993 0.4632 0.4318 0.4036 
1087.02 1.14E-02 0.5523 0.5349 0.5184 0.4874 0.459 0.4332 
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