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Heating, ventilating and air-conditioning (HVAC) systems have been extensively 
used to provide desired indoor environment in buildings. It is well acknowledged that 
25-35% of the total energy use is consumed by buildings, and space heating systems 
account for 50-60% of the building energy consumption. Furthermore, roughly half of 
the energy consumed goes to operation of heating systems. In the past few years the 
energy use has shown rapid growth. Therefore, it is necessary to design and operate 
HVAC systems to reduce energy consumption and improve occupant comfort. To 
improve energy efficiency, HVAC systems should be optimally controlled and operated. 
This study focuses on developing advanced control strategies and fault tolerant 
control (FTC) using information from fault detection and diagnosis (FDD) for hot water 
heating (HWH) systems. To begin with, HWH system dynamic models are developed 
based on mass, momentum and energy balance principles. Then, embedded intelligent 
control strategies: fuzzy logic control and fuzzy logic adaptive control are designed for 
the overall system to achieve better performance and energy efficiency. Moreover, in 
designing the advanced control strategies, the parameter uncertainty and noise from 
measurement and process are taken into account. The extended Kalman filter (EKF) 
technique is utilized to handle system uncertainty and measurement noise, and to improve 
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system control performance. After that, a supervisory control strategy for the HWH 
system is designed and simulated to achieve optimal operation. Finally, model-based 
FDD methods were developed by using fuzzy logic to detect and isolate measurement 
and process faults occurring in HWH systems. The FDD information was employed to 
design model-based FTC systems for various faults and to extend the operating range 
under failure situations. 
The contributions of this study include the development of a large scale dynamic 
model of a HWH system for a high-rise building; design of fuzzy logic adaptive control 
strategies to improve energy efficiency of heating systems and design of model-based 
FTC systems by using FDD information. 
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Chapter 1 Introduction, Objectives and Contributions 
1.1 Introduction 
In order to provide thermal comfort and maintain desired indoor environment 
conditions, heating, ventilating and air-conditioning (HVAC) systems have been 
increasingly used throughout the world. These systems are run for keeping desired 
environment in winter, in summer, even in transient seasons, and they, as such, consume 
huge amounts of energy such as oil, natural gas, coal and electricity etc. It is well 
acknowledged that 25-35% of the total energy use is consumed by buildings, and space 
heating systems account for up to 50-60% of the total building energy consumption. 
From the data described in the "Energy Use Data Handbook 1990 and 1998 to 
2004", it can be seen that, in Canada, residential and commercial buildings consumed 
30.3% of the total energy use, and space heating systems represent 55% of the building 
energy use in 2004. Investigating the reasons for this huge energy consumption of HVAC 
systems is important. A number of factors such as heat transfer processes, HVAC system 
design methods and control strategies, the influence of actual operations (such as part 
load conditions), over sizing of the selected equipment, non-optimal operation and, 
various component and system faults have been found to impact energy efficiency. Since 
the energy crisis in 1970s, and the oil crisis in the beginning of 2005, interest in reducing 
energy consumption, decreasing pollution and improving the environment have been the 
key motivating factors for developing energy efficient operating strategies. To achieve 
these aims, two main strategies could be utilized. One approach is to adopt energy 
efficient components and HVAC systems, such as the selection of high efficiency boilers, 
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the implementation of variable speed drives (VSD), the use of variable flow systems 
instead of constant flow system, and the optimal design of systems. The other strategy is 
to use innovative energy management techniques to achieve better performance, such as 
implementation of suitable control strategies, optimal control, intelligent controllers, 
together with fault detection and diagnosis (FDD). 
Hot water heating (HWH) systems have been employed extensively in high 
latitude regions of the world. Because of their importance and economic impact, this 
research focuses on dynamic modeling, advanced control strategies, and fault tolerant 
control of HWH systems. 
1.2 Hot water heating systems 
The capacity of HWH systems operated nowadays varies from small size such as 
10KW to huge size such as 1.5GW. Generally speaking, HWH systems consist of three 
main sub-systems: a heat source, a distribution network, and the end user. The heat 
source can be classified by the type of heat source (single or multiple heat sources) and 
energy source: fossils (coal, oil and natural gas) and electricity. The distribution network 
can be either a direct or indirect pipe system. The end user could be divided into 
residential and commercial building users. From practical point of view, a very popular 
high-rise building HWH system with single heat source is shown in Figure 1.1. In this 
figure, the hot water from the boiler is supplied to the high-rise building heating system, 
and each floor sub-heating system is connected by the riser using direct return loop. The 
heaters in the rooms emit heat to the building indoor environment. All of the return water 
from the sub-heating system returns to the circulation pump, and then is pumped to the 
boiler in order to be heated again. A makeup water system is employed to maintain 
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certain water pressure in the circuit. The boiler output varies based on heating load. The 
water flow rate in the loops could be either constant or variable. Several disturbances 
(outdoor air temperature, solar radiation and internal gains) acting on the heating system 
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Figure 1.1 A typical HWH system for a high-rise building 
In order to improve energy savings and the system performance, four different 
aspects will be explored: (i) adding proper controllers to modulate either supply water 
temperature or water flow rate or both in the heating system, (ii) using solar radiation and 
internal gains as kinds of beneficial heat gains to decrease energy consumption, (iii) 
computing and using optimal set points, and (iv) employing fault detection and diagnosis 
(FDD) to improve operating performance of the HWH system. 
Improving energy efficiency of HWH systems is a challenging control problem 
because the dynamic systems consist of time-varying parameters, acted upon by multiple 
disturbances, involving transportation delay process, off-design operation, water leakage 
and strong non-linear properties etc. Control failures could lead to large swings in indoor 
air temperature, hydraulic and thermal unbalances, lower reliability, the breakdown of 
heating devices and low energy efficiency. Component faults could result in large energy 
wastage and undesirable performance of HWH systems. 
1.3 HWH System Control 
Based on the development of computer technology and control devices, computer 
control systems are utilized to control HWH systems in recent decades. Generally, large 
HWH systems involve two level controls: a supervisory level and a local level control, 
which are implemented in the form of direct digital control (DDC). In the supervisory 
level control, historical weather data, system parameters and operational information are 
recorded, analyzed and utilized to make decisions satisfying the requirement of system 
control and operation under varied situations. The local level controllers catch control 
information from either supervisory level or pre-programmed logic. Examples of local 
controls are supply water temperature reset control, night set-back control, makeup water 
pressure control, return water temperature reset control and water mass flow rate control 
etc. These control strategies are mostly used in large HWH systems; however, they are 
employed independently without taking into account the interaction among control 
variables in HWH systems. 
A typical HWH system control configuration is depicted in Figure 1.2. From this 
figure, it can be seen that the fuel firing rate is regulated by measuring the indoor air 
temperature in one of the multi-zones by a local controller. The controller could be 
proportional (P) or proportional and integral (PI) control. Generally speaking, the 
dynamics of HWH systems with large heat capacity do not change rapidly; therefore, the 
derivative (D) control does not significantly improve control system performance. For 
this reason, a properly designed PI controller is adequate to track the temperature set 
4 
points in practice. The controller may also be of other type such as a fuzzy logic 
controller for instance. It should also be noted that in a small system such as the one in 
Figure 1.2, the control signal comes from one zone temperature. This could be a problem 
if a HWH system is large and consists of several zones. In such cases measuring all zone 
air temperatures, transportation and treatment of all signals should be taken into account. 
Symbol 











s f ' t. zrz 7 7 -
Tz 
; / / / / / / s / 
-~_L *-
Figure 1.2 HWH system control configuration 
HWH system processes are highly interactive coupled time-varying processes. For 
instance, in a zone air temperature control based on regulating water mass flow rate, 
when the zone air temperature is higher than the set point, the zone air temperature 
controller tends to reduce the water flow rate. However, if the supply water temperature 
output from the boiler is not controlled, it could fluctuate rapidly even crossing over the 
upper limit of the boiler supply water temperature. Another property of HWH systems is 
that the building loads and operating characteristics of systems vary with time. Hence, in 
order to achieve the objectives of using the least energy, obtaining better performance 
and satisfying thermal comfort, HWH system control strategies should be considered at 
system level with individual local control loops embedded in the overall system. 
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Although PI controllers have been widely used in HWH systems because of their 
cost effectiveness, robustness and reliability, they still have problems that cause poor 
operation of systems, especially due to the practice of tuning one loop at a time. The local 
controllers cannot maintain good performance all the time with fixed gains or default 
settings. This is due to the fact that HWH systems consist of multiple control loops that 
interact with each other and, as such, the controller gains should be adjusted according to 
the different operating conditions to track set points. 
In practice, two methodologies have been employed to overcome the obstacles. 
One is called the "gain scheduling approach"; the other is named the "self-adaptive 
approach". In the gain scheduling approach, the gains of the controllers are adjusted 
based on a lookup table that is calibrated under different operating situations. Astrom and 
Wittenmark (1989) showed that this approach works well in HVAC control systems. The 
dynamic models of HWH systems developed either from theoretical principles or from 
system identification techniques exhibit uncertainties. The models do not compare well 
with the actual processes; hence, control systems based on those models cannot give good 
performance. The self-adaptive approach on the other hand can automatically tune the 
parameters of controllers by identification of the dynamic responses of the systems. This 
approach has many applications described in next chapter because this method is simple 
to implement, saves energy and deals with most control problems. Nevertheless, for 
highly coupled non-linear systems, such as HWH systems, tuning a local controller could 
affect the performance of other controllers. To handle this problem, it is desirable to 
utilize a multi-input and multi-output (MIMO) control strategy. 
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Since 1970s, advanced control systems such as model algorithmic control (MAC), 
adaptive control, robust control, artificial intelligent control and FDD have been 
developed. MAC is a computer control algorithm that consists of a dynamic model, a 
feedback control loop and an online optimization to generate the output of the controller. 
System uncertainty and measurement noise could be handled by combining the Kalman 
filter (KF) for linear systems and the extended Kalman filter (EKF) for non-linear 
systems. Intelligent control such as fuzzy control, expert control, neural network control 
and fuzzy identification, is based on the knowledge and understanding of control systems, 
and plays very important role. Fuzzy control utilizes mathematical techniques for dealing 
with imprecise dynamic knowledge using linguistic language (if-then rules). With fuzzy 
logic, propositions can be represented with degrees of truthfulness and falsehood (0~1). 
Many fuzzy logic controllers have been employed as set point regulators in HVAC 
system applications, and have improved system operation very much. It should also be 
noted that energy savings and optimal operation are dependent on the reliability and 
safety of HWH system operation. Thus, FDD technology is also used to identify and 
handle system failures. Moreover, fault tolerant control (FTC) that combines FDD can be 
employed in HWH systems to improve system performance, e.g., thermal comfort and 
energy savings. 
1.4 The importance of this research 
In the recent decades, due to rapid economic development all over the world, the 
amount of primary energy use such as coal, crude oil and natural gas etc has been 
increasing rapidly. As a result, reducing primary and secondary energy consumption as 
well as lowering environment pollution (such as toxic waste creation, waste disposal etc.) 
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become an increasingly important consideration in the HVAC field. This is especially for 
those countries and regions of the world where HWH systems have been used in large 
numbers. Recently, according to statistical data from China statistic organization, 
residential building energy consumption accounts for approximately 32% of the entire 
energy consumption, and energy consumption for heating reaches about 57% of 
residential building energy consumption, and the energy used for heating residential 
buildings in China is about 3 times that of developed countries under similar conditions. 
Secondly, the need to improve the indoor air environment has received much attention 
recently. Thirdly, because HWH systems have become larger and larger, there is a need 
to employ FDD to identify problems and take corrective actions. Finally, designing 
appropriate FTC systems based on advanced control strategies and FDD information has 
advantages for both energy customers and energy suppliers. 
1.5 Scope & objectives 
In this study, dynamic modeling, intelligent control and FTC based on the FDD 
approach are studied for HWH systems. 
The motivation is: achieving potential energy savings and the prospect of 
improving the indoor environment. The main objectives of this study are to develop and 
simulate advanced control strategies and FTC techniques for HWH systems. The specific 
objectives are to: 
(1) Develop an overall dynamic model for a HWH system for a high-rise building. 
The component models include those for a boiler, motor-pump unit, control valve, 
finned-rube baseboard heater and pipe network etc. The component models are 
combined and extended in order to develop the overall HWH dynamic model 
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from zone (room) level to floor level and building level. The entire system model 
can be used to predict the system dynamics, evaluate the control strategies, 
compute the energy consumption, detect and isolate different faults and simulate 
fault tolerant control strategies. 
(2) Design advanced control strategies utilizing fuzzy logic theory and adaptive 
control strategies for both temperature and fluid flow control to improve system 
performance. 
(3) Design a supervisory control strategy for the overall system. 
(4) Develop fault isolation strategies for the measurement and process faults in HWH 
systems. 
(5) Devise FTC strategies based on FDD information to improve system 
performance, save energy and extend the operating range of the system. 
(6) Simulate the HWH system dynamics with various control strategies. Evaluate 
energy efficiency and thermal comfort for occupants. 
1.6 Contributions and summary 
The primary contributions of this thesis are summarized as follows: 
1. By applying first principles of mass, momentum and energy balances, a large 
scale overall HWH system model for a high-rise building is developed by 
considering temperature, fluid flow, current and motor speed dynamics. The 
overall dynamic model is obtained by model order reduction and aggregation 
techniques and extended from a one room level model to a single floor multi-zone 
model and finally to a multi-floor multi-zone model. 
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2. A zonal model is developed and utilized for model condition verification and 
correcting room air temperature measurement. 
3. Advanced control strategies utilizing fuzzy-PI and fuzzy logic adaptive PI (FLA-
PI) controllers were designed in order to regulate the supply water temperature 
from the boiler and the water mass flow rate entering the zones. The intelligent 
control systems improved system performance and saved energy. The 
measurement and process noises were dealt with the EKF technique, and smooth 
performance was realized by employing the estimated state variables. 
4. Supervisory control based on optimization technique was developed for the HWH 
control system. By utilizing this strategy, energy savings were achieved. 
5. Model-based FDD and model-based FTC techniques were developed for the high-
rise building HWH system. Measurement and process faults were determined and 
isolated according to a fuzzy inference engine. The FDD information such as fault 
and fault level were used in the FTC strategies. 
The rest of this thesis is arranged into six chapters. In the next chapter, a literature 
review on HWH system modeling, system control strategies, FDD and FTC is presented. 
In Chapter 3, the detailed component level models of a HWH system for a high-
rise building are developed. By using a model order reduction technique, the model order 
is reduced. The open loop tests are carried out to study system performances. 
In Chapter 4, the single-floor multi-zone model is extended to a multi-floor multi-
zone dynamic system for the high-rise building based on order reduction and aggregation 
techniques. Also, the open loop tests were made to study the dynamic responses of the 
system. 
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In Chapter 5, advanced control strategies using fuzzy logic adaptive control 
(FLAC) systems were designed for the HWH system. The effect of parameter 
uncertainties and noises from measurement and process were examined by using the EKF 
technique. A methodology for computing optimal set points is also presented. 
In Chapter 6, model-based FTC systems are developed and tested based on FDD 
information combined with measurement signal and process faults. Measurement faults 
such as a supply water temperature sensor fault, a process faults such as heater efficiency 
degradation and control valve faults are studied. 
Conclusions, contributions of this investigation and recommendations for future 
research are stated in Chapter 7. 
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Chapter 2 Literature Review 
2.1 Introduction 
Based on the motivation and objectives of this study, developing successful 
control strategies for HVAC systems, especially focused on HWH systems, is necessary 
to realize better FDD embedded control systems. As a result, the literature review of this 
research will be divided into the following sections: (i) system design considerations and 
operation, (ii) dynamic models and simulations, (iii) system control strategies, (iv) the 
Kalman filtering techniques, (v) fault detection and diagnosis and (vi) fault tolerant 
control strategies. 
2.2 System design consideration and operation 
Proper HVAC system design plays an important role in both first cost and system 
operation. Suitable design consideration improves performance avoiding undesirable 
thermal environments, poor operation, large energy consumption and even system 
failures. A number of researchers have addressed these aspects. 
Six residential heating systems in Hungary were studied by Zoltan and Robert 
(2002) for the purposes of maintaining indoor air temperature and saving energy. They 
sate that three important conditions have to be satisfied in HVAC systems such as (1) the 
design flow must be available at all terminals, (2) the differential pressure across the 
control valves must not vary excessively, and (3) the flow must be compatible at system 
interfaces. Heating systems with one-pipe and two-pipe, built-in thermostatic and 
balancing valves were recommended. They showed that the heating system not only 
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fulfilled the design indoor air temperature requirements, but also the heat consumption 
was reduced by 10% to 25%. 
The use of variable water flow under the control of the space temperature sensor 
at each terminal is necessary in HVAC systems. Considerations for the hydraulic system 
design such as the use of control valves and balancing valves, the selection of the size, 
pressure drop of the control valves and valve authority etc. have been described by 
Richard (1998). Moreover, the author stated that the use of a differential pressure control 
device across the most resistant terminal and the location should be taken into account. 
Proper balancing should be based on the minimum set point of the AP control valve for 
all branches. In addition, Roy (1998) addressed how to select and set balancing valves for 
HVAC hydraulic systems in order to save pumping cost. 
Space heating and domestic hot water control systems sometimes are connected 
together. As a result, special design considerations should be taken into account for this 
type of combination to handle the effect of interactions. Burd (1997) presented the design 
requirement and actual modes of operation for a combined heating system to satisfy 
spikes in the domestic hot water load and to decrease the first and operating cost of the 
district heating system due to the small diameter pipe network and the lower circulating 
water flow rate. 
Jacimovic et al (1998) described a supply water temperature calculation method 
for both direct and indirect district hot water heating systems. The impact of the heat 
exchanger type and its fouling on the heat output was considered. The supply water 
temperature in the primary and secondary systems was computed using a linear function 
between heat losses from heated objects and outdoor air temperature. The assumptions 
13 
include: constant indoor air temperature and constant heat exchanger overall heat transfer 
coefficient. However, the heat exchanger overall heat transfer coefficient is not constant 
because of fouling in practice. 
Accessibility analysis of district heating networks was introduced by Xuzhong et 
al (2001). An accessibility measure was defined for a multi-loop district heating network, 
when all control valves in the loops were regulated to the proper opening position, 
resulting in great pumping cost reduction. A steady state mathematical method was 
developed based on graph theory and principles of hydraulic networks. A maximum-
minimum optimization method with linear constraints was applied to obtain suitable 
pressure difference of each terminal. 
2.3 Dynamic models and simulations 
Because of uncertainty of building enclosure parameters and time varying 
disturbances acting on the systems, it is almost impossible to obtain complete and 
accurate data from measurement of actual system operation; nevertheless, mathematical 
models and numerical simulations offer a low cost solution to overcome those 
difficulties. Extensive models of HVAC systems and their components can be found in 
the literature. These models are used in the field of design, analysis, control, optimization 
as well as energy estimation etc. These models could be either steady state or dynamic 
models. Most HVAC system models are built from bottom-up approach. In other words, 
component models are developed firstly, and then they are integrated to build whole 
system models. Major components in HWH systems are boiler, pipe network, heat 
exchanger, control valve, heater, building enclosure and conditioned zone and rotating 
equipment such as fan, pump and motor. 
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2.3.1 Component level models 
Boiler model 
Boilers in HVAC systems are one of the most important components not only 
because they are the biggest energy consuming devices, but they also play an important 
role in regulating HVAC system performance. Due to the complexity of boiler 
combustion process and dominant radiation heat transfer processes in boiler chambers, 
most boiler models are developed based on steady state heat balance principles. These 
models are used to predict the fuel consumption with/without fuel controller under 
different operating condition. Many researchers employed steady state models or 
simplified dynamic models instead of complex boiler models in simulations. It should be 
noted that, the combustion process in the boiler chamber is relatively faster than other 
heat transfer processes such as water-to-water, water-to-air and air-to-air; therefore, 
simplified boiler models could be used. 
Boiler efficiency is the ratio of the energy output and energy input. Generally, the 
efficiency can be obtained by two methods: curve fitting from experimental data and 
using energy balance method. Curve fitting models are based on the real measurement 
under different operating situations. The other model depends on the viewpoint of energy 
flow: input-output method and heat loss method. All heat losses from boiler such as stack 
gas, chemical incomplete combustion, physical incomplete combustion, and radiation of 
combustion and natural convection should be taken into account. When heating loads of 
the systems vary, not only boiler efficiency changes, but also air mass flow rate of the 
combustion process has to match the load. A simple method of calculating efficiency of 
boilers was presented by Lianzhong (2003). 
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Niu and Wong (1998) presented a simple boiler model for an industrial boiler unit 
that can be used to simulate power plant performance. In this model, the heat transfer in 
the combustion chamber was considered by the zone method; while the heat transfer in 
the secondary super-heater, the re-heater, the primary super-heater and the economizer 
was simulated by lump parameter analysis. Main components of the system model were 
formed based on the boiler system configuration. However, because of the complexity of 
the boiler system, a steady state model was adopted and several modification factors were 
made. Relatively complicated models of boiler combustion for a coal fired boiler with a 
fixed bed were developed by Biyikoglu et al (2005). One was the analytical model which 
solved the governing equations of 2-D turbulent flow in the combustion chamber and 1-D 
coal combustion in the fixed bed; the other was the fuzzy logic model which predicted 
temperature distribution in the chamber based on data obtained from numerical solution 
for charging coal and air feeding rates. The author employed control volume method to 
state the equations in the combustion chamber and the fixed bed. The simulation results 
were found to be satisfactory. Although fuzzy logic approaches could be an easier 
approach instead of solving complex mathematical equations, related information has to 
be obtained from the experts or based on experience. 
Finned-tube baseboard heater model 
Hot water baseboard heaters are commonly structured by finned-tube with 
different geometry of fins and tube diameter. Moreover, heat output from baseboard 
heaters varies depending on the geometry of fins, finned-tube manufacturing method and 
material used. Hence, a finned-tube dynamic model is necessary to obtain the dynamic 
responses of temperature, pressure, mass flow rate and heat output from the baseboard 
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heaters. Some studies used steady state models based on NTU effectiveness of straight 
finned-tube and simplified dynamic models based on some assumptions. Also, empirical 
models have been proposed in the literature. However, few studies focused on detailed 
finned-tube baseboard heater models. 
Delnero et al (2004) proposed an exact solution for a water to air finned-tube 
cross-flow heat exchanger. The dynamic model was developed based on mass and energy 
balance principles in one dimension. Major assumptions were described as follows: 
constant air and water density, independent of temperature for convective heat transfer 
coefficients, one dimensional water flow, constant air temperature and velocity through 
the entrance cross section to the heat exchanger, and constant fin effectiveness. The 
mathematical equations were solved by separating the PDEs into a boundary value 
problem and an initial-boundary value problem, then combining the solutions of these 
sub-problems by superposition to obtain the general solution. 
A dynamic model of a finned-tube heat exchanger used in an air handling unit 
(AHU) was developed and validated by Yu et al (2003) based on energy balance 
principles in order to investigate an FDD strategy. To increase the accuracy of the 
dynamic model, the heat exchanger was split into 32 small elements deferred from 
straight finned-tube and bends. The responses of the model were compared with the 
measurement, and a correction factor was used in order to improve the simulation results. 
An empirical study was investigated by Chuah et al (2004). In the study, 15 
finned-tube heat exchangers with different fin pitches, tube numbers and fin geometry 
were chosen. Natural convection heat transfer of the heat exchangers was investigated by 
varying the hot water temperature, water velocity in the tube and the finned-tube 
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configuration. The experimental results showed that inlet water temperature was a 
significant factor in heat transfer; while water velocity in the tube was a weak factor in 
heat transfer. Furthermore, large number of tubes and smaller fin pitch resulted in lower 
heat transfer coefficient. Although the experimental study was obtained by using chilled 
water, it is still meaningful for use in hot water in heating systems. 
Pump/Fan-motor model 
Electrical motors are used in HVAC systems in running devices such as fans and 
pumps. Large amounts of electricity are consumed by these electrical motors. 
Fan-motor units are usually used in a HWH system boiler house to transport air 
into and carry out flue gas from a boiler combustion system. In the past, although 
constant speed fans were employed widely, variable speed fans have increasingly been 
used these days due to the development of variable speed drives (VSD). Because of small 
time constant of fans compared with other components of HWH systems, they are usually 
described in steady state form based on theoretical fan laws. At actual operation, 
especially at lower speed, the energy consumption of fans is somehow greater than 
theoretical value due to the losses in electrical motor windings. Fan head coefficient 
(pressure head) and fan efficiency could be estimated by curve fitting the performance 
data from the manufacturer's catalog (Hill, 1985, and Wang and Xinqiao, 2000). For 
instance, Mei and Levermore (2002) developed two models to predict the pressure rise of 
a variable speed fan under steady state condition; one was based on polynomial curve 
fitting method, the other is a ten neurons sigmoid neural network (NN) model with two 
inputs. From control point of view, model of fans can be expressed as a first-order 
dynamic equation with different time constants for different operational ranges. With 
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experimental data under step change of the control voltage, the fan dynamics were 
expressed by a first order equation with different time constants for different operational 
ranges. Considering the losses in the frequency converter and the motor, the fan 
efficiency was not constant. Engdahl and Johannsson (2004) employed a quadratic 
function to describe the correlation between the fan power consumption and the supply 
air flow by assuming that half of the fan electricity was converted into an increase in the 
supply air temperature. 
Pump-motor units have the similar properties as fan-motor units except the 
transported medium is water to air. According to experimental data, pumping costs in 
HVAC systems vary between 10~35% of total system operation costs depending on the 
system design, operating method and control strategies etc. However, this cost could be 
decreased by proper selection of set point and by applying VSD. An example of using 
pump differential pressure set point reset according to the position of chilled water valves 
was introduced by Brain and Fisher (2003). For conventional control, the chilled water 
valve was controlled to maintain the discharge air temperature set point for each air-
handling unit, and the pump was regulated to keep a fixed differential pressure. The new 
control strategy could save pumping cost since the tertiary pump speed is regulated based 
on at least one chilled water valve almost fully open, and the pump differential pressure 
was optimized associated with the position of the control valve. This method could be 
applied to HWH systems. On the other hand, in order to apply variable speed control for 
pumps in HVAC field, several aspects such as the variation of the water system pressure 
head, suitable methods of regulating pump speed and sequential control for multi-pump 
operation have to be considered carefully. These situations, which were based on the pipe 
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network, the variation of the load as well as the control method of the whole system, were 
presented by James (2003). 
Motors used in HVAC systems can be classified into two categories. Direct 
current (DC) motors that convert electrical power provided by a voltage source to 
mechanical power via magnetic coupling; the other is single or three phase alternating 
current (AC) induction motors. Permanent magnet DC motors are constructed by two 
major parts: the rotor or armature and the stator, and they are very commonly utilized in 
many industrial systems such as variable speed and torque control applications. On the 
other hand, the speed of the AC motors varies depending on three parameters i.e., the 
fixed number of poles, the frequency of line voltage and the amount of torque loading on 
the motor. A simple DC motor dynamic model with armature current, motor torque, back 
emf and rotor angular velocity was given by Benjamin (1991). In addition, the author 
described the factors of the torque constant and the back emf constant are identical with 
their units respectively expressed in Nm/A and Vs/rev. 
Zone (space) model 
Zone models for space conditioning vary from simple to very complex. Simple 
zone models normally utilize lumped parameters with well-mixed assumption in the 
conditioned space; while complex zone models employ computational fluid dynamics 
(CFD) methodology which identifies zone air flow and temperature distributions based 
on partial differential equations in space and time. The complexity of zone model were 
presented by Serbric et al (2000) and Huang and Haghighat (2005). On the other hand, 
simple zone models are suitable for control purpose with acceptable accuracy; while 
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complex zone models are preferred in more complex investigations such as indoor air 
quality requiring air flow rate, velocity, humidity and temperature distribution. 
Four simple zone dynamic models were developed by Borresen (1987) for air 
temperature control analysis. The differences in these models were based on the 
treatment of the walls in the zone. The first model neglected the influence of the walls; 
the second model considered the influence of the walls by introducing their areas and U 
values. The last two models considered constant wall temperature and time constant of 
walls respectively. According to the empirical data, all models gave good short-term 
responses and steady state responses. For instance, the first and third models had similar 
steady state responses. However, the dynamics of the models showed different response. 
Kasahara et al (2000) stated that zone models could be reduced to first order plus 
dead time models based on lumped parameters. Moreover, time constants for the zone 
dynamic responses were divided into two categories: fast and slow responses. This is due 
to the difference in the thermal capacities of materials. From control point of view, 
simplified time constant models were adopted with well-mixed zone air assumption. 
In addition, a simplified model based on a zonal model approach was developed 
and validated (Inard 1998) in different heating system configurations for energy 
consumption and thermal comfort evaluation. The investigated heating systems included 
localized hot water and electrical heaters, a distributed hot water heated floor and a 
distributed electrical heated ceiling. Results showed that the distributed hot water heat 
source could achieve better compromise in both energy consumption and thermal 
comfort. However, the results obtained based on the particular case might vary if the 
heating system parameters change. 
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2.3.2 System level models 
Since HWH systems are becoming larger and larger with huge energy 
consumption, interest in optimal operation, optimal control strategies and fault detection 
and diagnosis has received increased attention in recent decades. However, to establish 
the objectives of energy savings, optimal operation, control strategies and end-user 
demand management, system level HVAC dynamic models rather than component level 
dynamic models are required for investigation and applications. Many studies have 
considered the steady state and dynamic system models based on first principles. Most 
system level models are modular based. In other words, component models were 
integrated together depending on the input and output connecting the entire system. 
For example, an 11 -order dynamic model of a HWH system, consisting of boiler 
model, zone model, outside wall model and roof model, was developed by Kanarachos 
and Geramanis (1998). This dynamic model was used to simulate the responses of 
designed single input single output (SISO) and multi-input multi-output (MIMO) control 
strategies. Because of the nonlinearities such as uncertainties, saturation of the actuators 
and long system delay, adaptive controllers were designed by employing neural networks 
and evaluated with simulations. Detailed controller design procedures and learning law of 
the two kinds of control systems were introduced. Two days of simulation tests showed 
that the control systems could overcome the difficulties by using the adaptive controllers. 
A direct district HWH system dynamic model was developed by Lianzhong and 
Zaheeruddin (2004). In this constant flow model, component models such as boiler 
model, underground pipe model, pump-motor model, heater model, zone air model and 
building enclosure model were combined to develop a dynamic system model. Heating 
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system characteristics, optimal parameters and control strategies were investigated based 
on the overall system model. Transport delay in the district heating systems was dealt 
with by use of the Smith predictor technique. Simulation results showed that energy 
savings of 19-32% could be obtained if the proper control strategy, with optimal supply 
water temperature set point for the boiler was used, and the zone air temperature was 
maintained within acceptable level for thermal comfort. 
A dynamic model of a hydraulic heating system considering boiler, finned-tube 
baseboard heaters, heat exchanger coil and zone was developed by Zaheeruddin and 
Monastiriakos (1998). The baseboard heater was modeled as 1-D equations and 
discretized along the water flow direction. The simulated responses of the analytic model 
were compared with an existing on-off controlled HWH system. The validated model 
was utilized to design feedback controllers for controlling the zone air temperature, the 
boiler water temperature and the domestic hot water temperature. A load matching 
approach based on the relationship between the supply water temperature and outdoor air 
temperature to obtain the supply water set point was used. The boiler supply water 
temperature was controlled by regulating the fuel firing rate of the boiler, and the zone 
temperature was controlled by regulating water flow rate in the heaters. 
A grey-box modeling technique which used physical knowledge with statistical 
database was used for a large district heating system (Nielsen and Madsen, 2006). This 
model was used to connect energy consumption to climate and calendar information. The 
database included heat consumption and weather data for a certain period based on 
hourly measurement. The overall model structure was selected based on physical 
23 
characteristics of the heating system during the statistical modeling process. The grey-
box approach showed to be powerful to improve the energy efficiency of the system. 
Many types of zone (room) air temperature modeling techniques were introduced 
in literature. Single air node models for zone air dynamics usually make assumptions 
such as well-mixed zone air and neglected stratification phenomena. However, these 
kinds of models give no information about air flow pattern such as temperature and mass 
flow rate distribution. On the other hand, detailed temperature and flow distribution may 
be obtained by using computational fluid dynamic (CFD) models with extremely long 
computational time and large amount of computer memory. Between single air node 
models and CFD models, intermediate methodologies that are entitled as zonal model 
techniques not only can give accurate heat transfer information than single air node 
models, they also could present temperature and flow distribution information for the 
purpose of predicting thermal comfort, control investigation and energy consumption. 
From a zonal model, air temperature and mass flow distribution in a room could 
be obtained with enough accuracy. The number of the cells in a room is usually taken 
into account from the simplest such as 3 to relatively complex such as on the order of 
100. The principles of mass and energy balance are applied to all cells in order to 
calculate heat and mass transfers between them. By solving the set of coupled equations, 
the distributions of air temperature and mass flow rate are carried out. 
The first generated zonal models by Howarth (1985) and Inard (1988) were based 
on fixed air flow directions and considered with specific flow laws for the types of 
boundary, plume and jet cells. Obviously, there was a limitation due to the assumption of 
fixed air flow directions. After that, zonal models (Wurtz et al 1999) were developed 
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consisting of air flow rates that were function of pressure distribution in the 
neighborhood of the cells. Though these models have given more general application, it 
has been shown that the approaches cannot predict the driving flow momentum with 
adequate confidence (Musy et al 1997). Since then, hybrid zonal models were developed 
based on specific laws for driving flows and power law pressure distribution for all cells 
(Grelat 1987, Dalicieux and Bouia 1991, Huang et al 2003). These approaches could be 
found for several simple configurations. 
2.3.3 Available simulation software packages 
Computer simulation software packages for buildings are effective analytical tools 
for dynamic response, energy analysis and the evaluation of HVAC systems. Nowadays, 
many simulation software packages are available such as DOE-2 (1981), EnergyPlus, 
EnergyExpress, TRNSYS (Klein et al, 1983), HVACSIM (Park et al, 1985), BLAST 
(1979) and ESP-r etc. 
One of the well known building energy simulation programs is DOE-2, which is 
based on an hourly, whole-building energy analysis calculation of energy performance 
and life cycle cost (LCC) assessment. Another popular program is EnergyPlus, which is 
based on most popular features and capabilities of BLAST and DOE-2. It can be utilized 
to model heating, cooling, lighting, ventilation and other energy flows in buildings. 
Recently, it includes the new capacities such as multi-zone air flow and thermal comfort 
etc. EnergyExpress can be used to simulate energy consumption and predict peak loads in 
commercial buildings. 
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However, due to the fact that source codes of public domain simulation software 
are not available, the advantages of programming such as easily changing source codes 
and flexible programming cannot be implemented in these software packages. 
2.4 System control strategies 
In this section, control strategies, optimal operation and controller tuning methods 
utilized in HVAC systems are reviewed. Intelligent control such as fuzzy logic control is 
also the focus of this section. 
2.4.1 System control and optimal operation 
Many types of control strategies for HVAC systems have been studied by 
researchers such as neural networks, genetic algorithms, predictive control, optimal 
control, expert control, grey model control etc. In spite of all these, PID control continues 
to be the most popular and successful controller. Although it is well known that 
optimization methodologies could be used to obtain better control performance, the major 
objectives of optimal operation in HVAC systems are to improve system performance 
which is commonly described by energy use and thermal comfort. Many studies focused 
on the methodologies based on various optimal solutions. Constraints in HVAC systems 
could be linear, nonlinear, equality and inequality equations. Also, boundaries of system 
variables have to be given for proper system operation. An optimization algorithm has to 
be chosen to obtain the solution. The optimal results are generally employed as set points 
or optimal system parameters in order to improve system operation. A number of papers 
focused on optimization could be found in HVAC area. Most papers used steady state 
optimization approach; while a few dealt with dynamic optimization problems. Note that 
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many optimization approaches and system control strategies can be combined in order to 
reach better performance. 
Traditional two-position (on-off) control has been widely employed in space 
heating systems in the past. Kulkarni and Feng (2004) developed a state space dynamic 
model for simulating and comparing transient responses of residential building control 
systems with a single-zone, two-position control. An objective function based on energy 
consumption was utilized to minimize energy use. From the simulation results, it was 
shown that PI control has better performance than the traditional two-position control 
although they do not reveal much difference in energy consumption. 
Spreitzer et al (2002) stated control approaches for regulating water flow rate in a 
variable water flow rate HWH system. Conventional PI controllers with fixed gain 
parameters regulate boiler supply water temperature based on measured outdoor air 
temperature. Two kinds of observers namely a disturbance observer and parameter 
observer were studied in order to obtain the water flow rate. The disturbance observer 
was based on rewriting the equations of the state space model; thus, the water flow rate 
was seen as a disturbance. The parameter observer was used to get the water flow rate 
based on the relationship between water flow rate and supply water temperature. They 
showed that two observers improved the control system performance. 
Two different observer-based schemes for the estimation of the water mass flow 
rate through a central heating boiler in a central hot water heating system were developed 
(Karsten 2002). One scheme was based on a simple dynamic model; the other was based 
on supply water temperature prediction error. The supply water temperature from the 
boiler was controlled by a typical fixed gain PI controller. Simulation results presented 
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that the water mass flow rate had a great influence on the boiler's capacity to transfer 
energy to the circulating water in the heat transfer process. Nevertheless, the control 
system performance could be affected by the accuracy of the observers. 
An overall air-conditioning system dynamic model (Michael et al. 2007) 
considering five subsystems consisting of a blower model, a mixing box model, a boiler 
model, a water flow control valve model and heating coil model, were taken into account 
and verified by employing experimental data. The overall model was used to test 
advanced controllers in order to improve system performance. The simulation and testing 
results in the simple HVAC system addressed that the temperature and the flow rate of 
the discharge air were able to be regulated by the advanced MEMO control system to 
handle multi-variable interactions. The advanced control strategy such as robust control 
theory may be used in HWH systems. 
In order to simulate control system responses and achieve robustness of hot water 
heating and cooling systems, Gouda et al (2003) developed two controllers. Component 
models such as the building envelope, the heater, the control valve, the actuator and the 
measuring instrument were modeled to describe the overall HVAC system. The 
controllers were tuned according to a gradient-descent-based optimization procedure, and 
the robustness quantities were analyzed with HVAC system operating conditions. 
Moreover, the simulation runs showed flexibility, transparency and computational 
efficiency of the developed dynamic model. In addition, a robust adaptive controller was 
designed by Singh et al (2000) based on solving the robust servomechanism problem for 
a fan-coil heating system. 
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Investigations on potential energy savings in heating systems that could be 
achieved by improving boiler controls were addressed by Liao and Detxer (2004). The 
boiler supply water temperature controls in HWH systems were grouped into three main 
categories such as fixed set point, set point compensated according to outdoor air 
temperature and fixed set point but fuel firing was delayed for a fixed period. The heating 
system performance was evaluated based on two parameters: total energy consumption 
and thermal comfort in the zone. Both simulation results and experimental data showed 
that the potential energy saving might be as high as 20% by using an inferential control 
scheme (ICS) described by Liao and Dexter (2003) to the boiler in uncontrolled radiator 
heating systems. Moreover, an estimation model of an average zone air temperature 
based on dynamics of temperatures in multi-zone heating systems was developed and 
validated by Liao and Dexter (2003). The boiler firing rate, outdoor air temperature and 
solar radiation were considered in the estimator. The estimator was validated according to 
the available data from heating systems. The ICS was presented in order to control the 
system performance. However, large set of training data was required to improve the 
commissioning of the estimator. A simplified dynamic model for examining the average 
zone air temperature in heating systems was also introduced. An experimental study was 
made by Liao and Dexter (2005). 
Optimization is a popular technique that is applied to HWH systems. A method of 
obtaining optimal hot water supply temperature in a district heating system was 
introduced by Benonysson et al (1995) based on minimizing operational costs. In the 
optimization model, both transportation delay and customer demand were considered. 
The optimization problem was solved according to interplay between the nodal method 
29 
and a standard optimization package. Tatsuo (2002) developed an optimization method 
and applied to a HVAC system for an office building. Several objective functions were 
defined such as energy consumption, peak energy demand through a year and energy cost 
for one year in order to attain better control strategy. A new calculation procedure was 
developed in order to improve computational efficiency. The method was based on 
several assumptions such as the second order model for the sensible heat absorption in 
the zone, dynamics associated with latent heat storage and the appliance were neglected. 
2.4.2 PID tuning methods 
Traditional PID controllers used in HVAC systems are designed for design 
conditions. However, HVAC systems run under off-design conditions almost all of the 
time. To this end, PID parameters have to be updated at different operating conditions to 
avoid large energy consumption and poor system performance. Researchers such as 
Kitamori (1979 and 1980), Kasahara et al (1999), Kamimura (2002), Ozawa (2003), 
Noda (2003), and Masakazu (2005) etc. developed many strategies to tune PID 
parameters. 
Kasahara et al (1999) designed robust PID controllers considering model 
uncertainty in HVAC systems. They utilized a first-order plus dead time equation that is 
commonly employed to model plant transfer function in HVAC domain. This 
approximate plant was used to design a robust PID controller by solving a two-disk type 
of mixed sensitivity problem. The gains of PID controllers were expressed by linear 
functions of ratio of dead time to time constant. Moreover, Kamimura et al (2002) 
designed PID controllers and compared with three tuning methods such as the Ziegler-
Nichols rule, partial model matching method and optimization method for control 
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performance. Based on the comparison, it was found that the control performance due to 
PI and I-P control was superior to that of PID and I-PD control, and 1-P and I-PD control 
strategies were more practical than PI and PID control for energy savings. 
Ozawa (2003) proposed a tuning method for PID controllers using optimization 
approach subject to constraints on control input using a first-order lag plus a dead time 
system. A secondary loop employing integral control with proportional-plus-derivative 
(I-PD) action was introduced in order to avoid overshoot of the response to reference 
input changes, and compared with those by applying the partial model matching method 
introduced by Kitamori (1979 and 1980). Simulation results showed that the PID 
controller tuned by using optimal technique was robust and useful in simulation. 
Another tuning method for PID controllers based on the optimization approach 
was described by Masakazu et al (2005). This approach considered two kinds of 
constraints such as the integral of squared time multiplied by squared error (ISTE) for 
response to load disturbances and the integral of squared time derivatives of control input 
(ISTC). The performance index was defined and minimized to obtain the optimal PID 
parameters. The simulation results showed that very little difference in control 
performance between the PI controller and the Hro compensator designed by Noda et al 
(2003) for the same dynamic system. 
2.4.3 Fuzzy control 
Because of parameter uncertainty in HVAC model simulation, exact thermal 
dynamic analysis of this kind of system is rarely accurate. For accurate modeling, a large 
number of nonlinear equations may be needed. In other words, this task is almost 
impossible in practice due to the computational time and effort. However, there are two 
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ways, namely artificial neural network (ANN) and fuzzy logic, which could be employed 
to overcome the obstacle and analyze HVAC system responses. Itzhak and Reddy (2003) 
gave a detailed literature review focused on HVAC&R area about the applications of 
artificial intelligence and knowledge-based expert systems. 
Fuzzy Logic Control (FLC) systems, which were first introduced by Mamdani and 
Assilian (Ying, 2000), are considered as one of the most significant applications of fuzzy 
logic set theory by Zadeh in 1965. This theory is based on the notion of fuzzy sets, which 
can take values between interval [0, 1], that are used to represent the degree of 
membership. Fuzzy variables are expressed in linguistic form, such that the inputs and 
outputs could be extrapolated in terms of linguistic variables, which are not exact 
mathematical functions. There are two kinds of fuzzy inference systems (FIS), which 
were named as Mamdani and Sugeno types. 
Three major parts for a typical fuzzy logic inference system structure are formed 
such as fuzzifier, inference engine and defuzifier. The knowledge base is used to support 
the inference system operation. The non-fuzzy output is conduced according to the fuzzy 
logic based on the non-fuzzy input. The major advantages of fuzzy logic controllers 
compared with traditional PID controllers are summarized as follows: (1) easier to 
develop, (2) extensive range under different operating conditions, and (3) readily 
customizable in natural language. 
Fuzzy inference systems applied to different types of HVAC systems and 
comparisons with different types of controllers were described in many papers such as 
Nagib et al (1992), Altrock et al (1994), Haissig (1999), Mesbah and Pang (1999), Gouda 
et al (2001), Kolokotsa (2003) and Jili (2003a and 2003b). 
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Nagib et al (1992) stated that a fuzzy controller could be utilized for a nonlinear 
thermal process based on a set of rule bases to derive fuzzy control action. The fuzzy rule 
base was obtained by the empirical knowledge from the operator and engineer. Altrock et 
al (1994) developed another fuzzy controller used in a HWH system in order to improve 
both energy use and thermal comfort level. In the fuzzy control, 405 rules which derived 
based on a knowledge-based evaluation of existing measurement data to obtain the set 
point of the hot water supply temperature. Both the fuzzy logic controller and a 
traditional controller were implemented and the performance of the control systems was 
compared. 
An innovative adaptive fuzzy control strategy for controlling zone air temperature 
in HWH systems was developed by Haissig (1999). The variable water flow rate entering 
each heater was controlled by a motor-driven control valve. The water flow rate 
controllers were implemented by using fuzzy logic based on the relationship between 
water flow rate and valve opening position. In another study, five fuzzy controllers such 
as fuzzy P, fuzzy PID, fuzzy PI, fuzzy PD and adaptive fuzzy PD were designed by 
Kolokotsa (2003). The performance of the building by using different fuzzy controllers 
was simulated based on the performance indexes of subsystem responses and the energy 
consumption. Simulation results showed that the adaptive PD fuzzy controller based on 
scaling factors could achieve the best energy saving. Moreover, the advantages of fuzzy 
logic control such as uncertainty in building characteristics and modification of controller 
structure were addressed by the author. 
Gouda et al (2001) developed a Mamdani type of fuzzy logic controller and a PID 
controller for a HWH system and compared with system performance. In the simulations 
33 
conducted both mean radiant temperature and relative humidity were considered to 
compute thermal comfort level based on Fanger's predicted mean vote (PMV) and 
percentage persons dissatisfied (PPD). As a reference model, a PID-based controller was 
first developed with the PMV as control variable, and then a PMV-based fuzzy logic 
controller was employed to replace the PID-based controller. Simulation results showed 
that fuzzy-based control system could achieve better performance and robustness than the 
normal PUD controller. 
Different fuzzy logic control strategies such as the compositional rule of 
inferences (CRI) and the functioning fuzzy subset inference (FFSI) were designed, 
analyzed, and compared with a conventional PID controller by Jili (2003a) in a HVAC 
system. The control systems based on fuzzy logic theory used in a low-temperature hot 
water testing bed were described by Jili (2003b). According to the simulation results, in 
the calculation of fuzzy reasoning process, CRI required more computation than FFSI. 
Also, the FFSI was more concise than the CRI with fuzzification in discrete domain; 
therefore, no stable error exists in the control process. Moreover, by using the fuzzy 
control strategies, the performance was better than that of the PID controller. From the 
experimental results by using a single-chip fuzzy controller, the FFSI control in zone air 
temperature had fast response, high control precision and good stability. 
A fuzzy-neural method used for a bang-bang controller in a house heating system 
was presented by Mesbah and Pang (1999). Both a fuzzy controller and a fuzzy neural 
network controller were designed. In the fuzzy neural network approach, multi-layered 
structure such as fuzzification layer, rule reasoning layer and defuzzification layers were 
described in this paper to resemble the fuzzy rule base system. The robust property was 
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achieved by utilizing the fuzzy logic controllers rather than a standard on-off switching 
control scheme. However, fine-tuning of the fuzzy controllers was required to improve 
control system performance. 
2.5 The Kalman filtering techniques 
Kalman filtering technologies have been the subject of extensive research and 
applications, especially in the areas of autonomous or assisted navigation since 1960. 
This is due to the fact that a recursive solution to deal with discrete-data linear filtering 
problems was developed by Kalman (1960). The Kalman filter is a set of mathematical 
equations that provide an efficient computational (recursive) KF to estimate the state ef a 
process, in a way that minimizes the mean of the squared error. The filter is very 
powerful not only does it support estimations of past, present and even future states, but it 
can also deal with the precise nature of the system when the model is unknown. The KF 
is distinguished based on the problems to be handled. The KF states the general problems 
of estimating linear controlled processes that are governed by linear stochastic difference 
equations. In contrast, non-linear Kalman filter technology which is named extended 
Kalman filter (EKF) should be used instead of the linear KF for nonlinear systems. EKF 
could linearize the estimation around the current mean and covariance by using Taylor 
series. Very popular formulations of the KF and the EKF were introduced by Welch and 
Bishop (2004). Since nonlinearity exists in almost all HVAC systems, the applications of 
the EKF are more suitable for the systems. Applications of the KF in HVAC systems can 
be found in some papers such as heat exchanger analysis using this technique described 
by Jonsson (1994) and Al-Haik (1999). 
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Application of the KF estimation techniques was presented by John and Ray 
(1983) for a large power generation plant which included four 500MW oil-fired 
boiler/turbine units. The biases from both external disturbances and dynamic model 
errors were considered carefully in the use of the KFs. The KFs were modified to meet 
the needs in the systems. From the comparisons with a PID controller, the KF-based 
controller was shown to improve disturbance rejection, decrease the sensitivity to 
measurement noise and be more robust for control performance. 
A state space method for estimation of continuous-time models for thermal 
dynamics of buildings based on discrete time building measuring performance data was 
represented by Madsen and Hoist (1995). The KF was utilized to compute the likelihood 
function that used to estimate the parameters of this model. The model of the heat 
dynamics was described by the stochastic differential equation. The measurement error 
distributed white noise with zero mean and variance was assumed. Moreover, mutually 
independent of system noise and measurement noise was also assumed. The KF predicted 
and corrected the variables recursively. According to this approach the problems 
associated with the dynamic modeling methods were decreased. 
Homme and Gillet (2001) presented an improvement at both structural and control 
level for increasing entire efficiency of solar kits in a domestic hot water supply system. 
A predictive control strategy was designed and validated based on an optimization 
approach to achieve better performance. The EKF was used to update the user's demand 
every day. The nonlinear model was linearized around the nominal trajectory in order to 
employ the KF technique. 
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One of the advantages of the KF is that it removes system and measurement 
noises and retains useful information. It can be utilized as a tool to estimate variables 
existing in wide range of processes. Not only does it work well in linear systems, but it is 
also suitable for nonlinear systems. The basic concepts concerned on the design and 
implementation of the KFs were presented by Simon (2001). In order to control system 
process accurately, process variables have to be correctly estimated; to this end, the KF 
was often implemented in embedded control systems. 
Application of FDD with the embedded KF was presented by Tudoroiu and 
Zaheeruddin (2005) for a discharge air temperature system commonly used in HVAC 
area. In this nonlinear dynamic model, the discharge air temperature from the heating coil 
was controlled by the PI controller. A fault detection and diagnosis approach for the 
valve actuator failures was developed based on an interactive KF estimation algorithm. 
First-order Markov chain of the system model sequence was assumed in the algorithm. 
2.6 Fault detection and diagnosis (FDD) 
Faults are very general problems in HVAC system commissioning, operation and 
maintenance. Faults in a system can be detected and diagnosed by comparing the values 
of output variables against a set of rules that establish the values expected under various 
combinations of input variables. FDD has been focused on identifying changes in a 
system as it operates over extended time periods. Faults could be classified in terms of 
two types: measurement and process faults. Moreover, combined multi-faults appear and 
pose more challenging problems for detection and isolation in HVAC systems. 
FDD techniques applied to HVAC area have received growing interest in recent 
years. This is not only due to the development of computer technology and the increasing 
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computational efficiency, but also much of energy consumed by improperly operated 
buildings (Katipamula and Brambley, 2005a and 2005b). McKellar (1987) studied 
automated FDD for a vapor-compression-based refrigeration system. In the 1990s, many 
researchers focused on FDD for refrigeration systems and equipment and applied to air-
handling units (AHU) based on temperature and/or pressure measurements to detect and 
diagnose common faults. ASHRAE Technical Committee on Smart Building Systems 
sponsored several projects on FDD (Comstock et al (2001), Norford et al (2002), Reddy 
and Andersen (2002) and Reddy et al (2003)). 
A clear picture of the FDD and prognosis was described by Katipamula and 
Brambley (2005a). There were four steps for the applications of FDD technique. The first 
step was to monitor the physical system or equipment and to determine any problems 
occurred in system processes. The second step was utilized to examine the faults and find 
out their causes. This step could be subdivided into two sections: fault isolation and fault 
identification. The first two steps were entitled as FDD generally. After that, fault 
evaluation was utilized to identify the impact of the faults on the system performance 
based on several factors. The final step was related to decision making, which means 
how to respond to the faults. In addition, some diagnosis methods could be utilized to 
judge what kinds of faults occurred. Two methodologies were discussed by Richard et al 
(2005a). 
Following the FDD, evaluations of the impacts of the faults should be taken into 
account to make decision on operation and maintenance. Greitzer et al (2002) stated that 
the degree of fault could be quantified in term of a method named figure of merit (FOM). 
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However, most literature focused on the methods for FDD itself rather than evaluation 
and decision making process in HVAC field. 
Venkatasubramanian (2003a, 2003b and 2003c) addressed a classification scheme 
for FDD methods entitled by the terminologies of quantitative model-based, qualitative 
model-based and process history based methods according to the knowledge used in these 
approaches and presented by Katipamula and Brambley (2005a). Quantitative models 
were a set of quantitative mathematical equations related to the processes; while 
qualitative models consisted of the relationships among the process parameters 
(variables). On the other hand, a large amount of empirical data was assumed to be 
available in order to create process history based FDD models. 
Quantitative model-based FDD approach is based on understandings of an a priori 
knowledge in the physical principles governing the behavior of HVAC systems. 
Bendapudi and Braun (2002) stated that detailed physical models using a set of detail 
mathematic equations rely on mass, momentum and energy balance principles could be 
developed and solved. These merits could be represented such as modeling accurate 
estimation of outputs when the models were well formulated, easily distinguishing from 
normal and fault operation, and simulating transient responses of the system. A model-
based FDD was studied by Kelso and Wright (2005). 
Although the applications of FDD techniques in the HVAC domain existed for 
many years, many researchers have focused on air-conditioning (AC) systems rather than 
heating systems. However, by investigating the applications employed in AC systems, the 
underlying principles can be extended to heating system FDD. 
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An improved statistical rule-based FDD method for a rooftop air conditioner was 
stated by Haorong et al (2003). The results were compared with those from Breuker and 
Braun (1998). New fault detection and diagnostic classifiers were presented with easier 
implementation and improved FDD sensitivity. Rule-based FDD approach for AC 
systems could also be found in the publications from Bin and James (2001), John et al 
(2001), Richard et al (2005a and 2005b) and Peng et al (2005). 
A real AHU reference model was developed based on first principles and 
empirical relationships by Richard et al (2005b). The developed thermal models, pressure 
and flow models were used in automated functional testing during commissioning of the 
AHU. The concepts of model-based automated testing were described by Richard et al 
(2005a). In addition, a component level model-based method introduced with a mixing 
box and an air-handling unit fan for automated functional testing were addressed by Peng 
et al (2005). 
Transient pattern analysis should be taken into account in condition monitoring 
processes in large HVAC systems. Incorrect FDD results could happen during online 
monitoring if transient responses were not taken into account. Investigation based on this 
point for FDD in a variable air volume (VAV) system was presented by Cho et al 
(2005a). Several conditions were tested in an environmental chamber test facility. From 
the experimental results, it showed that the dynamic system exhibited fast and slow 
patterns, and faults in neighboring elements strongly influenced each other. Online fault 
diagnosis should consider transient properties of HVAC systems. Model uncertainty for 
model-based FDD in HVAC systems was introduced by Buswell and Wright (2004). 
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FDD in multi-fault cases is a difficult task in HVAC systems because of the 
strong coupled nonlinear time-varying dynamics of the systems. Cho et al (2005b) 
presented a pattern diagnosis method using pattern classification and residual ratios based 
on measurements of real temperatures, pressure, damper position and air flow rate in a 
VAV system to detect and isolate single-faults and/or multi-faults. 
A fault direction space method used to detect and diagnose faults for HVAC 
components and subsystems was presented by Yi et al (1995). The fault direction space 
method was based on the variation of the on-line characteristic parameter identification 
and did not require component and system models. However, the threshold in this FDD 
method was only suitable for indicating a significant fault. A resistance coefficient region 
contraction method for hydraulic process fault detection and diagnosis and parameter 
identification in district heating networks was developed by Yi and Xuzhong (2000). In 
the method, the resistance coefficient value in each branch was calculated based on 
steady state pressure balance principle according to different branch connection types. 
A FDD strategy for temperature sensor faults in an air conditioning system based 
on past operation data was developed (Zhijian, 2006). Data mining technique combining 
a rough set approach and an artificial neural network was used to deduce appropriate 
parameters. Simulation results showed that for air handling units the temperature and 
humidity measurements were enough to distinguish the sensor faults of the supply chilled 
water and the return chilled water. On the other hand, Zhimin and Xinqiao (2007) stated 
that some faults were influenced in control loops due to feedback control actions; 
therefore, real sensor faults might be hidden to discover. 
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A FDD method for detecting abnormal energy consumption in building HVAC 
systems based on daily readings of energy consumption and peak energy consumption 
was presented (John, 2007) to decrease fault detecting time and save energy. The data 
analysis method utilized robust statistic estimation of the mean and standard deviation 
from normal and abnormal building energy consumption. However, heating/cooling loads 
of buildings may be affected by inside environment and outside climate, sometimes FDD 
based on daily energy consumption cannot be applied to isolate faults on time. 
An artificial neural network was developed by Xiaoming et al (1996a, 1997) to 
detect and diagnose faults for heating systems in non-permanently occupied buildings. 
Six type_ of faults related to gas-fired boiler, control valve and control system were 
selected. This investigation showed that the FDD approach using neural network was 
feasible for such heating system. An application of neural networks for FDD method used 
in complex heating systems was also presented by Xiaoming et al (1996b). 
2.7 Fault tolerant control (FTC) 
In the recent three decades from 1980's, research related to 
reconfigurable/restructable fault tolerant control systems has increased gradually. 
However, the research on FDD and FTC systems was developed in parallel. It is known 
that FTC systems can deal with certain degree of failures automatically with stable and 
acceptable performance in overall system level. A few studies on FDD in HWH system 
area can be found in the literature; nevertheless, the research on FTC in HWH systems 
has not been explored. 
Literature review of FTC systems focused on reconfigurable/restructable 
controller design techniques was presented by Youmin and Jin (2003). The FTC systems 
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were divided into two categories: passive and active FTC systems. In passive FTC 
systems, the controllers were designed with robustness against failure conditions. On the 
other hand, active FTC systems were designed to be able to reconfigure control actions so 
that acceptable system performance could still be maintained in the presence of faults. 
The major objectives of designing FTC systems were concerned of both normal operation 
and fault conditions. Existing reconfigurable control approaches were cataloged based on 
control algorithms and application field; while existing FTC methods were classified 
depending on the criteria such as mathematical tool used, design approach used and 
reconfiguration method. 
Due to the fact that faults always exist in real system operation, it is necessary to 
develop fault tolerant software for handling both fault-free and fault conditions. A formal 
model-driven FTC system approach was proposed by Linas and Elena (2004) based on 
integration of the FTC system into an automated refinement process. A case study by 
using this scheme for a deviation of safe and fault tolerant controller in a heating system 
was proposed to construct the FTC system. 
A fuzzy model-based fault tolerant control system was developed by Xiongfu and 
Arthur (1999) for an air-conditioning system. This control system was utilized to operate 
in the presence of degradation faults such as air or water-side fouling, and minimize the 
energy consumption in the system. Considering the influence of high degree of 
uncertainty from fault isolation scheme, the developed fuzzy models were not only 
employed to predict the overall system performance but also to identify suitable set 
points of the supply air and the chilled water temperature. The results stated the ability of 
the fuzzy model prediction for the system operation. In addition, the temperature set 
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points were adapted in the fuzzy model-based FTC supervisory control strategy to attain 
better system operation. 
A multi-model approach in a FTC system was demonstrated by Silva et al (2006) 
for a VAV terminal unit. The FTC system was composed of three modules: a bank of 
models, a bank of controllers, and the FDD and controller reconfiguration algorithms. 
The FTC scheme was utilized to seek the best representation of the plant characteristics 
and controller reconfiguration to provide fault tolerance under faulty situations. The cost 
function based on weighting factors was solved by using an optimization methodology, 
and the optimal weighting factors were employed to quantify the degree of model 
activation. Experimental results by using the proposed FTC strategy indicated that the 
system performance was improved compared with a traditional PI controller. 
Prakesh et al (2002) developed a basic FTC scheme in order to deal with faults 
from sensor and actuator biases, and abrupt faults such as unmeasured or process 
parameters. An appropriately integrating fault detection and identification method with 
the controller in the FTC system was employed to correct the offset introduced by the 
faults. Results showed that the FTC system gave good performance under the occurrence 
of soft faults. In addition, a FTC system, which was a robust adaptive predictive control 
strategy combined with a FDD system, was addressed by David et al (2007) for a sensor 
fault in a nonlinear chemical process. 
An integration of fault detection, feedback control and supervisory control subject 
to control actuator failures was addressed by Prashant (2006) for nonlinear process FTC 
system implementation. A set of control configurations constructed by Lyapunov-based 
controllers were designed first. Then, a fault detection filter was utilized to acquire the 
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control system behaviour with a fault free condition, and the deviation of the process 
states from the control system was employed for detecting the faults. After that, a high 
level supervisory switch was utilized according to the stability region in order to arrange 
the essential control system configuration and ensure the system under stable operation 
with fault situations. Finally, simulations based on the FTC system were studied to 
demonstrate the idea behind the proposed approach. 
2.8 Summary 
From the above literature review the following conclusions and observations are 
made. 
Steady state models may over estimate energy consumption of HVAC systems 
because of time-varying operating situations. Although simplified component level 
models can be used to form system level models based on energy balance principles, 
simulations and control design based on simplified dynamic models could also lead to 
incorrect dynamic responses and results. A full order system model is necessary to study 
(both dynamic responses and energy consumption) and to design better control strategies. 
Due to high nonlinear processes, time-varying features, control loop interactions 
and part load operating conditions of HVAC systems, fixed gain PID controllers are not 
suitable in operation. Moreover, system uncertainty and inaccurate mathematical models 
also result in poor performance," undesired indoor environment and poor energy 
efficiency. Thus, adaptive control and intelligent control such as the use of fuzzy logic 
theory should be used to design improved control strategies to overcome these 
difficulties. 
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Since faults can happen in HVAC system operation in any time, obtaining correct 
system operating information will play a significant role in fault conditions of HVAC 
systems. There is a need to utilize FDD for overall systems. Moreover, it is essential to 
design control systems, which not only can work well in fault-free systems, but also can 
give good performance under fault conditions. 
Although extensive investigations have been done on the system control and FDD 
of HVAC systems, there still exists several limitations derived from the literature review 
related to HWH systems. The limitations are stated as follows: 
(1) Most studies use steady state or over simplified dynamic component models to 
form system level models in HWH systems. However, several important component 
models such as the boiler model, the finned-tube model and the pipe network model are 
over simplified or neglected. A detailed finned-tube baseboard heater dynamic model 
cannot be found in the literature. 
(2) Most studies dealt with the FDD techniques in air conditioning systems; while 
few investigations described the applications of FDD based on steady state models. 
(3) Some papers focused on PID control and fuzzy logic control used at the local 
level, not many studies can be found for supervisory control level. 
(4) Modeling of HWH systems for high-rise buildings for control and diagnostic 
studies has not been studied. 
(5) FTC system for HWH systems has not been found in the literature. 
With this as the background, the objectives defined in section 1.5 were 
undertaken. In the following chapters, dynamic modeling, control system strategy design, 
FDD and FTC for the high-rise building HWH system will be discussed in detail. 
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Chapter 3 Dynamic Modeling of a One Room HWH System 
The first objective of this research is to develop an overall HWH system dynamic 
model for a high-rise building. To this end, the modeling problem will be broken down in 
three steps: (i) development of a one room heating system model, (ii) development of a 
multi-zone heating system model describing one floor of a commercial building, and (iii) 
development of a large scale multi-floor multi-zone system model. In this chapter, the 
first step, namely, development of a one room heating system model will be described. 
Next, a zonal model will be developed in order to study the room air temperature 
distribution and deduce a correction factor that can be used in designing control system 
strategies. Finally, a model reduction technique will be utilized to reduce the model order. 
The reduced-order model will be employed to extend the modeling processes to the 
multi-zone HWH system in the following chapter. Open loop simulation results will be 
presented and explained showing the responses from the one room model and the 
reduced-order model respectively. 
3.1 Dynamic modeling of a one room heating system 
3.1.1 Baseboard heater model in a room 
Finned-tube baseboard heaters are one of the important components. The 
temperature of hot water in the heater decreases while the heat is transferred to the indoor 
air. From an operation point of view, the baseboard heater acts like an interface between 
the hot water inside the tube and indoor air acting on the outside. In the heater with its 
cover, the column of warm air will flow up from bottom acting like a "stack" within the 
cavity. Such a configuration could be modeled like a vertical air channel. From an 
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optimization and control point of view, it is important to study the heating system and the 
terminal baseboard heater characteristics, so that the objectives of efficient energy 
management can be met. Therefore, a dynamic model of the finned-tube baseboard heater 
is required. 
The physical model of a hot water heating system with a baseboard heater in a 
zone or room is composed of several subsystems (i) baseboard heater with cover; (ii) bare 
pipe with cover; (iii) indoor environmental zone; (iv) outside wall. A schematic diagram 
of the room with the baseboard heater is illustrated in Figure 3.1. Also shown in this 
figure are the components of heat transfer to and from the room air. In order to accurately 
model the rate of heat transfer from the heater, the baseboard heater was divided into ten 
segments along the length shown in Figure 3.2. In other words, there are 12 vertical 
channels, which are two bare pipe vertical channels one at each end and ten finned-tube 
consecutive vertical channels. Each segment was treated like a vertical channel carrying 
air. Each vertical channel as shown in Figure 3.3(a) was divided into four control 
volumes along the height of the heater. The mass, energy balance and momentum 
equations were formulated for each control volume to build an overall model of the 
baseboard heating system (Lianzhong and Zaheeruddin, 2005). 
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(c) Momentum Balance 
Figure 3.3 Schematic diagram of the vertical channel and the control volume 
In order to develop the dynamic models of a finned-tube baseboard heater with a 
cover and a bare pipe with a cover, some basic assumptions were made. These are: 
(a) Uniform conditions of the air and the water in the control volume. 
(b) The air flow from the heater is completely mixed with the indoor air. 
(c) The air temperature entering the bottom of the baseboard heater is less 
than the indoor air temperature by 1.5°C. 
(d) The velocity of the air in the control volume changes only in y-
direction. 
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(e) Heat transfer (natural convection) inside the cover from the bottom to 
the top is assumed to occur in the vertical direction only; therefore, the 
heat transfer along horizontal direction is ignored. 
(f) The changes in indoor air humidity were neglected. 
(g) The internal surface of the outside wall was assumed to have uniform 
temperature. 
(h) The inside wall temperature was assumed to be equal to the room 
temperature. 
The Baseboard Heater and Control Volumes 
The baseboard heater with its cover was modeled as a natural convection heating 
device by using two direction heat transfer and fluid flow analysis. A typical control 
volume (W*dx*dy) is shown in Figure 3.3(a), in which dx and dy are the intervals in x 
and y directions. Note that dx and dy are along the directions parallel with the supply 
water pipe and the vertical wall of the enclosure respectively. 
By applying the mass, energy and momentum balance principles introduced by 
Zaheeruddin and Zheng (1994) to each control volume, the following dynamic Equations 
(3.1)~(3.3) were derived. 
Mass, Energy Balance and Momentum Equations 
* % * * = ( > (3.1) 
dt dy 
d(mE) _dq^_ d(mi) , . . 
dt dy dy 
— dy + d(—) = -g Wdxdydo -J.F, (3.3) 
dt m 
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The mass balance in Equation (3.1) expresses the fact that on a per unit volume 
basis there is a balance between mass flow rates of air in and out and the rate of change 
of mass within the control volume. In Equation (3.2), changes in the density of air along 
the air flow direction and as a function of time are considered. This equation describes 
that the rate of energy stored in the control volume is equal to the net flow of energy 
transferred across the control surfaces. Equation (3.3) represents the force balance on the 
control volume where the product of mass and acceleration is equal to exterior forces 
acting on the control volume. 
Dynamic Model of the Baseboard Heater 
Each vertical channel of the baseboard heater was divided into four control 
volumes of width dx and height dy. One of the control volumes is depicted in Figure 
3.3(a) with a listing of state variables or nodes in each vertical channel and the placement 
of nodes in the control volumes is shown in Figure 3.4(a). The notation BNj^ refers to the 
j l h row and k* column of the control volume. In the following, the equations at each 
control volume BNj>k, BNj+];k BNj+2,k and BNj+sjc will be developed. 
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(a) Convective heat transfer 
coefficients and temperature nodes (b) Friction coefficients 
Figure 3.4 Nodes and friction coefficients in the finned-tube vertical channel 
Control Volume BNy, 
Mass balance, velocity and energy balance equations of the air in the control 
volume can be written as 
dm.






(3.6) ^ A ) = dqa d(mja) 
dt dy dy 
Equation (3.6) describes the rate of energy stored in the control volume is equal to 
the net flow of energy crossing the control surface during dt and the rate of convective 




where hws is the heat transfer coefficient of air and dxdy is the heat transfer area. By 
neglecting the indoor air humidity, the enthalpy of air can be expressed as 
L=cpTa (3.8) 
and the energy change of the air in y direction can be represented by 
dy y " ° Dy 
d{mja) = cpd(rhja) = cprha -±dy + cpTa -^dy (3.9) 
where, cp is the specific heat of air at constant pressure. 
The total energy of air in the control volume (Equation (3.6)) is computed from 
Ea=cvTa+0J>Vya2+gy (3.10) 
where, cv is the specific heat of air at constant volume. The second term is the kinetic 
energy due to change in velocity and the third term is the potential energy. The rate of 
energy transfer is 
dt dt at dt 
dV 
Since —^. = 0 and substituting Equations (3.4), (3.7), (3.9) and (3.11) into 
dt 
Equation (3.6) and rearranging, we have 
cvma^ + cpma^ + (cpTa-cX-0.5V}J -gy)^ = h^dx(T^ -Ta) (3.12) 
Equation (3.12) is the statement of the energy balance on the air in the control 
volume. The rate of change of energy is equal to the rate of heat transfer between the air 
and the interior surface of the outside wall. It was assumed that the inlet air temperature 
to the baseboard heater is colder than the room air temperature. That is 
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Tain = Tz-1.5 (3.13) 
Control Volume BNj-n ^  
The equations of mass balance and velocity of the air are the same as those given 
by Equations (3.4) and (3.5). The convective rate of heat transfer, dq, can be described by 
dqa = hcdhdxdy(Tcd -TJ + h^MT, -Ta) + h^dxdy(T^ ~Ta) 
(3.14) 
+ [\h,(Tfin-Tu)dAfin]dx 
where Ann and At are the heat transfer area of the fins and the tube per unit length; while 
TCd, Tt and Tn„ are the temperatures of the cover, the tube and the fins respectively. 
Equation (3.14) describes the total heat transfer by convection from the control 
volume. The total rate of heat transfer is equal to the sum of the rate of heat transfer 
between the air and the inside surface of the cover, between the air and the outside tube 
surface, between the air and the interior surface of the outside wall as well as between the 
air and the fin surfaces. 
By defining the fin efficiency and assuming sensible heat transfer, we can write 
fMTj>-T.)dAfil 
±
 = tanh(M^) 
h,(T,-Ta)Afin Mrcp 
where M = (—^-)0 5 and p = ( ^ - - l ) [ l + 0.351n(-^-)] described by McQuiston and 
* > * r r 
Parker (2005). 8 is the thickness of the fin; while kfi„ is the conductivity of the fin 
material. Note that an equivalent annular fin with radius Req based on equal areas was 




Substituting Equations (3.15) and (3.16) into Equation (3.14) and rearranging, the 
total heat transfer is 
dqa=h^d^(T^-Ta) + h,dXA0[\-^(\-r?MTl-Ta) + h^dxdy(T^ -TJ (3.17) 
'o 
By defining the surface effectiveness 
V m = l ~ 0 - 7 , ) (3-18) 
A 
and using Equation (3.18), Equation (3.17) becomes 
dqa =Kdadxd}{Tcd-Ta) + htdxA0Tlsm{Tl -Ta)+K¥dxdy{T^ -Ta) (3.19) 
Thus, the energy balance equation can be written as 
(3.20) 
c*tn„ — - + c„m„ — - + (c„Tn -cT -0.5F - e y ) — - = dt p dy p y dy 
hcdA(Tcd -T.) + h^dx(T^ -Ta) + ^ ^ ^ - T J 
In Equation (3.20), the rate of energy change in the control volume is equal to the 
rate of heat transfer between the air and the surfaces of the interior cover of the baseboard 
heater, the interior of the outside wall and the finned-tube. 
The rate of energy stored in the fins and the tube is equal to the net rate of heat 
transferred to the air and the water inside the tube. This process can be represented by 
W^-ifrjAfJ + w^^hAKjTc-TJ + hMK-T,) (3.21) 
where, Cf,n, ct, mfin and mt represent the specific heat and mass of the fins and finned-tube 
per unit length in the direction of water flow; hw is the convective heat transfer coefficient 
between the inside tube wall and the water, and Aw is the water side heat transfer area per 
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unit length in the direction of the water flow. By making use of the definition of the fin 
efficiency (Equation (3.15)), the integral term in Equation (3.21) was expressed as 
f ( \TfJAnn) = j[Ta+r1s{Tl ~Ta)]A/in (3.22) 
-V 
Substituting Equation (3.22) into Equation (3.21) and rearranging, we have 
(]-1s)^ + (Vs+^L-)^ = -1— [h,4flm,(Ta-Tl) + hwAw{Tw-T,)] (3.23) 
di c
fm
mfin & c^m^ 
Equation (3.23) describes the energy balance on the finned-tube. The rate of 
energy stored in the finned-tube is equal to the rate of heat transfer between the air and 
the finned-tube surface as well as between the finned-tube and the water. 
The energy balance equations for the cover and the water flow inside the finned-
tube were also developed. These equations are 
ccmcd^ff- = hcdMTa -Tcd) + hcdzdy(Tz -Tcd) + dyecFvf(T: -Tj) (3.24) 
at 
cwmw ^ f + cwmw ^ = M „ a - TJ (3.25) 
dt ox 
Note that Tz and TC(j in the 3rd term in Equation (3.24) refer to absolute 
temperature. Also, the view factor was assumed to be equal to 1. 
Control Volume BNJ+TJ, 
Mass balance and velocity equations for this control volume are the same as those 
for the control volume BNj,k. The energy balance equation can be written as 




 C i , ^ + c l ^ (3.27) 
dy " ° dy p " dy J 
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"-^ = c,n,, %•
 + (c ,r„ + 0 . 5 ^ + g , , ) ^ ,3.28) 
at dt dt 
By employing the mass balance of the air in Equation (3.4), we have 
cjn„ + cmn — - + (cT -cT -0.5F ~ey)—- = 
v a **.. p a * * v p a v a ya ex/ / — 
dt oy dy 
y
 (3.29) 
V M T * -T.) + hcuadx{Tcu -Ta) + hcld(Tcl -Ta)WRlop^ 
dy 
where, Tcu and Tc! are the temperatures of the right side cover and the top cover 
respectively. In addition, hcua is the convective heat transfer coefficient of the vertical 
surfaces on the control volume; while R,op is the ratio of the non-hole width of the top 
cover to the whole width W of the top cover. The cover temperature, equations for the 
right side cover and the top cover are 
<y»„ ^ = K„MTa -T„) + h„dy{T, -Tm) + dyecfvf(Tz4 -Tj) (3.30) 
ccmcl^- = hcluWRlop{TahXk -Tcl) + hcldWR,op(Ta-Tcl) (3.31) 
where, mcu and mct are the mass of the right side and top cover material per unit length; 
hctu is the convective heat transfer coefficient at the top cover surface. Taj+3k is the air 
temperature above the control volume. The heat transfer by radiation from the right cover 
surface was also considered. 
Control Volume BNj+ijt 
Mass balance and velocity equations on this control volume are the same as those 
before. The energy balance equations are also similar to those for the control volume 
BNj+2,k except for the convective heat transfer term. Accordingly, the air temperature in 
the control volume can be expressed as 
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cm —°- + c m —°- + (c T -cT -0.5Vy 2 - gy) 
v a - ^ P a ^s. P a v a 7 a ex/ / dt p ° dy p " v ° '" ° " dy 
(3.32) 
h«fdx(T^-Ta) + K.WR.MTc-T.) 
dy 
Since the air flow rate is constant along the y axis, the mass flow rate of the air in 
the vertical direction does not vary over dy. In other words, the momentum balance in all 
four control volumes can be expressed by using a single momentum balance equation. 
That is 
s.dy + d(r^L.) = -gWdxdytf, -XFf (3.33) 
dt ma 
where 
I F , =Cf](dx \dy){E±Vj) + Cfl{dx \dy){PfVyJ) + Cn{dx \dy)(Pf-VyJ) 
0 ^ 0 ^ 0 ^ 
+ C/4(dx \dy)(^VyJ) + Cf5(dx \dy){PfVyJ) + Cfb{dx \dy){^-VyJ) (3.34) 
0 l 0 l 0 z 
+ CflWdx{\-Rft){^VyJ) + CnWdx{\-R,op){^Vj) 
The friction coefficients were computed at several locations in the vertical 
channel (Figure 3.4(b)). Cfx in Equation (3.34) is the friction coefficient of each surface, 
and Rfl is the ratio of the face area of the finned-tube to the total area of the top cover on 
the control volume. The force balance equation on the vertical channel expresses the fact 
that the forces due to non-steady flow and convective components are equal to external 
forces acting on the control volume. The external forces resulting from the buoyancy 
term and friction force terms on the wall surface, right side cover surface, top of cover 
and finned-tube segment were considered. 
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Both heat transfer and friction coefficients are not only related to Reynolds 
Number (Re), Prandtl Number (Pr), Grashof Number (Gr) and Nusselt Number (Nu), but 
also are functions of the geometry of the heater cavity. The heat transfer correlations for 
various configurations were obtained by Roshenow and Choi (1965), Zhang and Ren 
(1979), Holman (1981) and ASHRAE F. (2001). These are listed in Tables 3.1 and 3.2. 
The detailed meanings of the notation in the tables are presented in the literature. Note 
that because the ratio of width to height for the baseboard heater is greater than 0.3, the 
natural convection heat transfer in this case can be considered as an unlimited space 
convective heat transfer process as discussed by Zhang and Ren (1979). 
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Table 3.1 Convection heat transfer correlations for air and water 
Configuration Correlation Characteristic dimension Ref. 
For air: 
Vertical flat surface 
Upper surface of heated 
plates or lower surface 
of cooled plates 
Lower surface of heated 
plates or upper surface 




(104<GraPr f l<108) 
/7v=0.13(-^)(GraPro) 
Leq 
(108<Gr aPro<101 2) 
0.33 
0.25 /U=0.54(7*-)(GroPro)' 
(2*10 4 <Gr a Pr a <8*10 6 ) 
/ ^ = 0 . 1 5 ( - ^ X G r a P r J > 
Leq 
(8*10 6 <Gr a Pr a <10") 
Ae, = 0.58(yS-)(Gr.Pro)' 
Leq 
(10 5 <Gr a Pr a <10 u ) 
0.2 
h, = 0.36 + 0.518(GraPra)< 
0 559 - -
Pr„ 
(10-6<Gr aPr a<109) 
1 
_J_ J_ ASHRAEF. (2001) 
eq v k 
Properties at fluid 
temperature. 
j j Holman(I981) 
"eq —v ~*h 
Properties at film 
temperature. 
2 j j Holman(1981) 
Properties at film 
temperature. 
Parameter: exterior Holman(1981) 
diameter of the pipe and 






All fluid properties at ASHRAE F. (2001), 
bulk temperature except Roshenow and Choi 
T at tube temperature. ( 1965) 





Table 3.2 Correlations for computing friction coefficients for air and water 
Configuration 
For air: 
Vertical flat surface 
Section change on top cover 
Outside horizontal finned-tube 
pipe 





> ~ o 0.5 
Re v o<5*10 5 
Cf=<*\R ft +^Rfi +<*£•* 
cf = asRf,2 + a6Rfo + a7 





* " R e / 2 5 
(2300 < Rew < 
^ = 0 . 0 0 3 2 + 










Properties at fluid 
temperature. 
Properties at film 
temperature. 
Parameter: interior 
diameter of the pipe and 
properties at film 
temperature. 
Ref. 






3.1.2 Dynamic model of heat transfer from the bare pipe with the cover to the room 
air 
The model of the bare pipe with the cover was divided into three control volumes 
of width dx: (i) the bare pipe with the cover and inside air (PNj+i,k); (ii) the air above the 
cover (PNj+2,k), and (iii) the air below the cover (PNj^). Note that the model equations 
differ from those given above. These equations were derived and are given below. 
dT dT dm„ 
cvma - f + cpma -f- + (cpTa - cvTa - 0.5F,/ - gy)—± dt dy dy 




KMTa -Tcr) + hC!dy(Tz -Tcr) + dyeaFvf(T: -Tj) (3.36) 
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dt 
ccma - ^ = hcluWRlop(Taj^k -TJ + hcldWRlop{Ta -Ta) (3.37) 
cwmw ^ + cwmw ^ = hwAw(T, - Tw) (3.38) 
dt dx 
J ^ d y + d ( ^ = -gWdxdydoa -HFf (3.39) 
dt ma 
where 
H\ W2+H3 W4 
Y.F, =Cn(dx\dy){?fVyJ) + Cfl{dx \dy)^fVyJ) + Cn{dx\dy){PfV}J) 
0 ^ 0 ^ 0 ^ 
Hl+Hl 
+ C/4 (rfx J ^ ) ( ^ - K,a22) + CfSWdx{\ - R,b ){?f- Vj ) + CfbW{\ - Rap )dx{?f Vj) 
(3.40) 
o - 2 
Note that Rtb is the ratio of the face area of the bare pipe to the total area of the 
top cover in the control volume. 
3.1.3 Room model 
The schematic diagram of the room with the baseboard heater is shown in Figure 
3.1. The heat losses from the building enclosure, the capacity of the heating equipment 
and environmental factors can affect the indoor air temperature balance. Furthermore, 
internal heat sources such as heat gains from people, lights, appliances and heat gain from 
solar radiation also influence the indoor air temperature. Under these circumstances, an 
energy balance on the indoor air consists of all three mechanisms of heat transfer namely 
conduction, convection and radiation. By identifying the energy transfer terms to and 




^ = (Lcp«T^, -T,)+ j \[hcdz{Tcd -Tz) + saFvf{jJ -T^dxdy 
dt 
H,L l^htr 
+ j \{KATcv-T2) + e*Fvf(Tc; -T;)]dxdy}hlr 
o o (3.41) 
+ (Z[cp™a(Talop-T2)+ j \[Kz{Tcr-Tz) + scrFvI{Tj-TzA)]dxdy}p 
0 0 
+ Qs0,A„in+QMAJlr+U^A^(T0-T2) + U^{T0-T!) + Yj[U^A^(T^-TJ] 
where, the subscripts htr and p denote the baseboard heater and the bare pipe. This 
equation describes the fact that the rate of heat stored in the room air is equal to the 
difference between rate of heat gains and rate of heat losses. The heat gains from the 
solar radiation and the internal gains were considered in the closed loop simulations of 
the heating system with control strategies; however, they were set to zero in the open 
loop simulations. 
3.1.4 Outside wall model 
The dynamics of the outside wall behind the baseboard heater for the four control 
volumes are taken into account. The outside wall is divided into two layers according to 
the wall structure. The equations are given in Equations (3.42) and (3.43) for the outside 
and inside layers respectively. Similarly, the outside wall dynamics behind the bare pipe 
control volumes can be formed by the same structure as in Equations (3.42) and (3.43). 
Cwlo ^ f- = UwloAwl (T0 - Twlo) + UwloiAwl (Twli - Twlo) (3.42) 
at 
w
'i J7~ ~ yioAwi\Twio ~Twn) + UwljAwl(Twlsj.l — Twli) (3.43) 
at 
In Equation (3.42), the net energy stored in the outside layer of the outside wall is 
equal to the heat transferred between the outside air and the inside layer of the outside 
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wall. The dynamic heat transfer between the outside layer of the outside wall and the 
interior surface of the outside wall is considered in Equation (3.43). 
To conclude, the set of Equations (3.1)~(3.40) developed above describe the rate 
of heat transfer from one segment of the baseboard heater and the bare pipe to the room 
air. Thus, these equations are applied to each segment of the heater and the bare pipe. It 
was noted that these equations together with the room model and wall model equations, 
have multiple time constants and behaved like stiff equations. The full order model of the 
one room HWH system with 135 dynamic equations, which are 100, 16, 18 and 1 
equation for the baseboard heater, the bare pipe, the outside wall and the room 
respectively, is numerically integrated to obtain the output responses. 
3.2 Zonal model with full order baseboard heater model 
In order to solve the developed one room heating system model, the inlet air 
temperature to the heater (boundary condition in Equation (3.13)) was assumed. 
However, it is well known that, the room air temperature is not the same at all points in 
the room when the heating system is operational. Therefore, it is necessary to verify the 
assumption made in Equation (3.13) by using a more detailed room air temperature 
model. To this end, a zonal modeling approach will be used. The zonal model details are 
presented in Appendix A. 
3.3 Model reduction of the one room heating system 
Based on the full order hot water baseboard heater model equations described in 
the previous section, it is noted that the full order baseboard heater model with the zonal 
model can present more detailed information related to the room air temperature 
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distribution. However, extending the full order models to develop multi-zone dynamic 
models of the heating system will result in large number of equations and will increase 
computational time. Therefore, it is instructive to reduce the order of the baseboard heater 
model such that the reduced-order model predictions remain close to those of the full 
order model. 
Generally speaking, many model order reduction methodologies deal with linear 
systems. Some reduction approaches calculate Hankel singular values of state space 
variables in dynamic models to estimate the "energy" of them; while eigenvalues are 
used to define the stability of dynamic systems. Large Hankel singular values preserve 
the most important characteristics in dynamic systems. Reduced-order models should 
keep the significant properties of dynamic systems. However, because of the difficulties 
of the stiff nonlinear system and sensitive responses of the developed full order 
baseboard heater model, it is difficult to attain the Hankel singular values from the model. 
To this end, a physical approach is used. Since the heat output from the baseboard 
heater changes depending on the water temperature, the water mass flow rate and the 
room air temperature, a curve fitting technique was applied to the detailed simulations of 
the full order baseboard heater model to predict the heat output from the heater. The 
relationship among heat output, temperature and water mass flow rate is given in 
Equation (3.44). 
Qh,r = f(TwJrm,mJ (3.44) 
The same room was used for the reduced-order dynamic model. The heater was 
divided into three segments of same length as shown in Figure 3.5. The state variables of 
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temperature presented in Figure 3.5 include the outside wall (2 nodes), the room air (1 
node) and the water inside the tube (3 nodes). 
Twlo 
Twli • To 
7 
- — C 
Ts 





Figure 3.5 Layout of the one room heating system 
According to energy balance principle, the dynamics of the temperatures 
including the room air, the water and the outside wall can be computed and expressed in 
the following equations. 
Outside surface temperature of the outside wall 
1
 wlsfo h+U„ 
(3.45) 
wlsfo 
Room air temperature 
dr. 
rm dt 




In Equation (3.46), the net energy stored in the room air is equal to the heat output 
from the hot water, internal gains and solar radiation minus the heat losses from the 
building enclosure such as the outside wall and the window. 
Baseboard heater segments 
Q,H % - = cjhw{Tt - ThlA ) - / ^ | H n t o ( £ ± Z k _ Trmf+* (3.47) 
at 2 
Equation (3.47) describes that the net energy stored in the water of the first 
segment of the heater is equal to the heat supplied from the hot water minus the heat 
emission from the outside surface of the heater to the room air. Similarly, the dynamics 
of the second and third segments of the heater are expressed in Equations (3.48) and 
(3.49). 
C
»* ^T = C>~V»* ~T»^ - f»L>,A/h'*+1Th'r2 -Trmrn) (3.48) 
at I 




CvA0 T 2 " = Uwtio ^ i^wii ~ TMo) + £/„fc/o A^ (Twl^o - T^ ) (3.50) 
at 
c
- ^ £ * - = c / - 4 - < 7 ' - -T«) + U«.4,F+ - r - ) (3-51) 
at 
3.4 Simulation results of the one room heating system 
3.4.1 Simulation results of the room heating system 
In order to study the dynamic responses of the baseboard heating system, open 
loop simulation runs were made. A room in a commercial building with a hot water 
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baseboard heater (Multi/Pak 95-10, C-440, Commercial Fin-Tube Radiation Selection 
Guide, 2004) of 3.8m designed length was considered. The baseboard heater was divided 
into ten finned-tube segments of 0.38m long and two bare pipe sections of 1.15m long. 
The design parameters of the hot water baseboard heating system are depicted in Table 
3.3. 

















































The dynamic responses of the air in the heater cavity (vertical control volumes in 
Figure 3.3(a)) are presented in Figures 3.6(a)~(f). The hot water supply temperature was 
TS=83°C, and the water mass flow rate was /nvv=0.5776Kg/s. Under these conditions, the 
air temperature in the cover, from bottom to top, reached 12.69, 46.88, 45.94 and 45.05°C 
(Figure 3.6(a)) respectively in about 600s. The air in control volume 2 attained the 
highest temperature since it is in this control volume that the finned-tube section delivers 
heat to the air and therefore acts like a heat source. The cover surface temperature 
responses at the top, upper right and lower right sections are shown in Figure 3.6(c); 
these are 35.32, 24.03 and 24.44°C respectively. The density of air as a function of 
temperature in the heater is shown in Figure 3.6(d). Note that control volume 2 has the 
smallest air density; while control volume 1 has the highest air density. The mass flow 
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rate of air in the vertical direction reached 0.0147Kg/s within 600s as depicted in Figure 
3.6(e). The air velocity in the control volumes did not change significantly as shown in 
Figure 3.6(f). From Figure 3.6(b), it can be seen that the temperatures of water in the 
tube and the finned-tube wall reached 82.78 and 80.06°C within 200s. Also it is of 
interest to note the speed of the dynamic responses (Figure 3.6). It is noted that the 
temperature responses of water in the tube, the finned-tube wall, the mass flow rate of the 
air and the air temperature in control volume 2, 3 and 4 are faster than other responses. 
The zone temperature response was the slowest reaching steady state in about 3 hours. 
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Condition: T =83 °C, T =16 3 "C, m =0.5776 Kg/s. dx=0 38 m 
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Figure 3.6 Dynamic responses of the outputs in the finned-tube vertical channel 
The tube, the air and the cover temperatures, the density, velocity and mass flow 
rate of the air as a function of supply water temperature are depicted in Figures 3.7 (a) 
and (b) for control volume 2 of the finned-tube vertical channel. From the figures, it is. 
noted that the temperatures of the finned-tube, the lower cover and the air, the mass flow 
rate and the velocity of the air all increase as the supply water temperature is increased. 
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Figure 3.7 Output responses as a function of water supply temperature at control volume 
2 
From the simulation results the outputs such as total heat output from the vertical 
channel, the heat output to the indoor air, the air flow resistance as well as the air mass 
flow rate were obtained for different zone air and supply water temperatures. The results 
are illustrated in Figures 3.8(a)~(d). It was found that the rate of heat delivered to the 
room air was slightly less than the rate of heat output from the heater. This is due to the 
heat loss from the outside wall behind the heater. This case is shown in Figures 3.8(a) and 
(b). Moreover, it can be seen in Figure 3.8(d) that the air flow rate is higher at higher 
water temperature than that at lower water temperature. 
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Figure 3.8 Lines of constant outputs in zone air and supply water temperature plane 
The heat outputs from one meter bare pipe vertical channel are simulated and 
given in Figure 3.9. Not only is the heat transferred from the hot water to the bare pipe, 
from the pipe to the air inside and outside of the cover by nature convection and 
emission, but it also transfers heat to inside surface of the outside wall. The relationship 
between the heat outputs from the bare pipe vertical channel and the supply water 
temperature is linear within the range of the supply water temperature from 30 to 89°C. 
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Figure 3.9 Heat outputs from the bare pipe vertical channel 
The dynamic responses of the temperature and the air mass flow rate for the 
baseboard heater vertical channels and the room air are depicted in Figure 3.10 for design 
conditions of TS=90°C and m^O.CBSSKg/s with the bare pipe 2* 1.15m and the finned-
tube baseboard heater 3.8m long. The water temperature responses from the bare pipe 
and finned-tube vertical channels are presented in Figure 3.10(a). It can be seen that the 
water temperature decreases along the water flow direction. Note that the water 
temperature difference between the first bare pipe vertical channel and the first finned-
tube vertical channel is larger than that between the last finned-tube vertical channel and 
the last bare pipe vertical channel. This is due to the higher heat output as water 
temperature increases. In other words, the heat output from the finned-tube vertical 
channels is larger than that from the bare pipe vertical channels in terms of comparing 
with the water temperature reduction in finned-tube and bare pipe vertical channels. The 
air temperature responses from the first and the last finned-tube and bare pipe sections are 
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depicted in Figure 3.10(b). The leaving air temperature decreases along the length of the 
heater from 39.36 to 36.19°C in the finned-tube section. Likewise, the leaving air 
temperatures were 28.72 and 26.73°C at the beginning and the end of the bare pipe 
sections. Since the heat transferred by the bare pipe segments is less than that by the 
finned-tube segments, the highest leaving air temperature occurs in the first finned-tube 
segment in the direction of water flow. The highest air mass flow rate (0.0239Kg/m) 
happens in the first finned-tube vertical channel shown in Figure 3.10(c) because of the 
greatest heat transfer process. The zone air temperature response is shown in Figure 
3.10(d). The zone air temperature reached 24.09°C in an hour and attained steady state in 
about 3 hours. Note that the zone temperature is higher than the design zone air 
temperature (22°C) because the actual installed length of the baseboard heater was greater 
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Figure 3.10 Dynamic responses of the baseboard heater and the room at TS=90°C and 
ww=0.0358Kg/s 
[dxpl: first segment of bare pipe; dxl: first segment of finned-rube; dxlO: last segment 
of finned-tube; dxp2: last segment of bare pipe. (See Figure 3.2)] 
In order to attain the design room air temperature, an alternative way is to reduce 
the supply water temperature to the baseboard heater. This situation was made by 
changing the supply water temperature from 90 to 84.TC. Compared with the responses 
of the water temperature, air temperature leaving the vertical channels and the air mass 
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flow rate, the steady state values are less than those in Figures 3.10. Note that in this 
situation, the room air temperature reaches 21.96°C 
The rate of heat output from the heater at different supply water temperatures was 
simulated and is illustrated in Figure 3.11. The magnitudes of the air friction coefficients 
in the model were adjusted such that the difference in heat outputs between the 
predictions from the model and the manufacturer's data given (Commercial Fin-Tube 
Radiation Selection Guide, 2004) was less than 3%. As a result, it is noted that this 
matching of data does not validate the model instead the manufacturer's data was used to 
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Figure 3.11 Comparison of heat output between the model and the manufacture data 
On the other hand, not only do the heat outputs from the baseboard heater change 






































vary based on the mass flow rate of water. This is due to the variation of the heat transfer 
coefficient inside the finned-tube wall. Simulation results showed that the heat outputs 
increase when the velocity inside the tube and the supply water temperature increase, and 
the room air temperature decrease. 
From the simulation results related to the finned-tube baseboard heater, it can be 
seen that the density driven air flow rate in the baseboard cavity ranged between 0.007 to 
0.019Kg/s with the corresponding water temperatures ranging between 30 to 85°C. 
Moreover, the baseboard heating system exhibits a two time scale property. In other 
words, the overall dynamic responses from the baseboard heater consist of fast-natural-
convection driven air flow responses and slow zone air temperature response. The ratio of 
time scale was between 6 and 12. The results also show that the temperature of the supply 
water has significant influence on the rate of heat transfer from the heater. As such 
temperature control strategy is likely to improve the regulation property of HWH 
systems. The developed model can be used to examine such control strategies. 
3.4.2 Simulation results of the reduced-order one room model 
For the one room heating system, three dynamic models, namely the full order 
baseboard heater model, the full order baseboard heater model with the zonal model (see 
Appendix A) and the reduced-order model, were developed. The major motivation was to 
replace the full order one room model by the reduced-order model so that a more 
manageable high-rise building HWH system model could be developed. 
To this end, it is necessary to compare the dynamic responses of the three models. 
The simulation results are depicted in Figure 3.12 under the conditions of T0=-21.8°C, 
TS=84.1°C and miv=0.0358Kg/s. It can be seen from Figure 3.12(a) that, after 12 hours, 
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the steady state values reach 21.98, 21.9 and 22.02°C for the full order baseboard heater 
model, the full order baseboard heater model with the zonal model and the reduced-order 
model respectively. In addition, the water temperatures Thtri, Thtr2 and Thtr3 achieve their 
steady state values of 81.65, 79.35 and 77.15°C respectively given in Figure 3.12(b). 
Note that the measured air temperature (in Cell 7) in the zonal model has a small 
difference about 0.1 °C compared with the air temperature from the full order baseboard 
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Figure 3.12 Comparison with dynamic responses of the room models 
From the open loop tests, it can be seen that, the reduced-order one room heating 
system model has enough accuracy compared with the other two full order models. As a 
result, the reduced-order model will be used to develop multi-zone high-rise building 
HWH system model in the next chapter. 
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Chapter 4 Dynamic Modeling of Multi-Zone HWH Systems 
The reduced-order one room model was used as the basis for developing a multi-
zone HWH system model. In this chapter, the multi-zone HWH system models are 
separated and presented in two sections: one describes a single floor multi-zone (SFMZ) 
dynamic model; the other describes a multi-floor multi-zone (MFMZ) dynamic model. 
The developed MFMZ system model will be used to design intelligent control strategies, 
FDD and FTC strategies. 
4.1 Dynamic modeling of a SFMZ HWH system 
4.1.1 Physical model of the SFMZ system 
The SFMZ HWH system layout designed for the high-rise building is illustrated 
in Figure 4.1. There are four zones in each above-ground floor, which respectively face 
the north, east, south and west direction. The number of rooms in each zone is also 
identified in the figure. Each zone has a different heating load; while each room in the 






Figure 4.1 HWH system layout of the SFMZ system 
In order to develop the dynamic model of the SFMZ system, mass, energy and 
momentum balance principles are utilized. The schematic diagram with nodes for the 
HWH system is given in Figure 4.2. There are four circulating water loops: (i) Loop n: A-
B-Bl-B2-B3-B4-B5-e-d-c-b-a, (ii) Loop e: A-B-C-Cl-dl-d-c-b-a, (iii) Loop s: A-B-C-D-
Dl-D2-D3-cl-c-b-a, and (iv) Loop w: A-B-C-D-E-El-E2-E3-bl-b-a, sharing the same 
pressure difference (APAa)- The HWH system model consists of reverse-return pipe 
network. 
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Figure 4.2 Schematic drawing with nodes for the HWH system 
Temperature and water mass flow rate dynamics are the focus of the SFMZ 
system model. They are described as follows. 
4.1.2 Temperature dynamics 
Six or eight equations for each room are used to develop the air and water 
temperature dynamics depending on the number of outside wall(s) of the rooms. Because 
the air and water temperature dynamic equations in each room are the same as described 
in the one room model reduction section, only return water temperature calculation is 
given in Equations (4.1)~(4.4) based on steady state approach. Note that the heat loss 
from the pipe network is neglected. 
1rd ~ (4.1) 
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J =(™™+™»e)TrJ+™>«T^
 ( 4 2 ) 
OTw+'»«+'"* 
(m*n + ™*e + »*« ) ^ + ™ . w ^ l 
Tra = Trb (4.4) 
4.1.3 Water mass flow rate dynamics 
Generally, one of the most commonly installed HWH hydraulic systems is a 
closed loop system. The closed water flow systems must satisfy the following three 
principles: (i) the continuity has to hold for all closed circuits and all junctions in the 
network, (ii) the momentum balance has to be satisfied for all pipe segments in the loop, 
and (iii) the cyclic integral of pressure drops around independent circuit must be zero. All 
components in each independent circuit should be considered, and their pressure drops 
should be computed according to the water mass flow rate. 
By applying the momentum balance theory and the frictional resistance 
calculation method of water, the dynamic equations for Loop n are expressed in detail. 
Note that the formulation for pressure drops from pipe segments, fittings and equipment 
is presented in Appendix B. 
Dynamic equations of the water mass flow rates in pipe segments AB, BB1, 
B1B2, B2B3, B3B4, B4B5, B5e, ed, dc, cb and ba can be obtained by applying Equation 
(B.2, Appendix B) to each pipe segment. Therefore, a set of momentum equations are 
given in Equations (4.5)~(4.15). 
'-'AB 
. , , A l B / , J AB 
AAB dt 
P -PB-YJAB (4-5) 
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4a L^a L= / , . - / ,«-Z/». (4-6> 
ABBi dt ^ 
L m B 2 dmwn _ _ p _sr f .. _. 
~ : ~1T~ B) B2 2-UJB\B2 (4.7) 
™B\B2 " ^ 
T ^ ^ ^ - ^ - E / ™ (4-8) 
T M ± % L = F - - ^ - l A 3 . 4 (4-9) 
T S L % = / , « - p . - S ^ (411> 
4rf dt 
Ldc d(rhKn+rh^) _ p _ p _ V f f4 1 Tt 
^ <fr ~ d c 2 - / * ( j 
^ C < . + ^ + < ) = / > - P t - ^ / d (4.14) 
K djm^ + mKe+mws +mmv) _ v 
4. ^ * a ^ ( } 
Applying the principle of cyclic integral of pressure drops around each circuit 
must be zero, the momentum equations for Loop n are added from Equations (4.5) to 
(4.15), and is rearranged, it becomes 
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I^AB , ^BB\ _j_ ^B\B2
 + LB2B1 , % 3 B 4 , ^B4B5 , ^B5e , A?rf , ^dc , Ar6 , ^ba \ "m™ 
AAB ABB\ AB\B2 ^ f l 2 B 3 ^S3B4 ^B4B5 ^B5e Aed Adc Acb Aba "t 
'^B 4fc 4* 4 , * 4« <ii t^o dt AAB Aba' d< 
*A 'a V / J AB + 7 ,JBB\ "*"/ ,J B\B2 ~*~ 7 J B2Bt, "*" 7 <JB3B4 "*" 7 J B4B5 ~*~ / ,Jl 
+ Z^' +Z/* + Z/c» + £/L.) 
Using matrix form, Equation (4.16) can be rewritten as 
B5e 





= fioopn = fi'(T,m¥„,m„,m¥S,mym,u1H) 
(4.16) 
(4.17) 
Similarly, by the application of the momentum balance to Loop e, Loop s and 
Loop w respectively, the mass flow rates for these loops are shown as 
For Loop e: 
'^AB L.J. l^, dm.. 
^
AAB Adc Acb Aba d t 
L. . dm.. /"-"AB , '-'dc , ^cb , _ba_\ v*t i I AB , BC , ^CCl , ^Clrfl , 1~'d\d , ^dc , cb , Zba_\ 
AB ABC ACC\ AC\d\ Ad\d Adc Acb Aba dt 
X,
LAB , LBC , Lcb , ^ ^ 
^/<B ^BC ^ c * ^6o " ' 
, "ba \ " " ' M » . ("AB . ^BC j _ ta 
AB ABC Aba " ' 
(4.18) 
= ^  -£ -(£/« + ZAc +Z/cn +Z/CW. + Z / ^ + Z/* +Z/C» + Z / J 
For Loop s: 
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tLAB
 +L± + hz.\dljl-
^AB Ab Aba dt 
+ ( AB + BC + ~Sk. + *>° ) w 
™AB ^BC Ab ^bo "t 
+ {LAB ^BC ! LCD | LDm LmD1 L 0 2 g ] ^ P 3 r l j 
/4 >< /4 A A /4 A 
L
c\c , 4 t , Lba^dmK 
A^„ A^ A^ dt 
^cb ^ba 
+ (LAB + BC + LCp ^ba\ " m 
^AB ABC dt 
(4.19) 
= PA~PO- (Z/AB + Z A c +Y.fcD + Tfom + S / D , D 2 + Y,fi D2D3 
+
 Z /D3C + Zfdc +Yafcb + Z /*«) 
For Loop w: 
( ^ g , Lj, dm. 




. 4 . ( AB -L BC -L. *° \ "'"we , (ZlAB_ , -^BC , ^CD , -^ fco \ 
*.4£ *BC ^d) Ao <# 
AAB ABC 
. igy , i^c • ^EE\ i ^ £ l £ 2 j ^ £ 2 £ 3 | ^ £ 3 M j 
A : D A > £ ^ £ £ 1 - ^ £ l £ 2 ^ £ 2 £ 3 -™£3fcl 
Lb\b | Lba^M 
™b\b Aba dt (4.20) 
=
 PA-Pa- ( £ / « + ZfBC +Zfa> + Z/l» + Z/ffl + Z/f>« + Z/"£3 
+
 ^j/£3frl + 2~iJ*>\b +/Jba) 
Combining Equations (4.17)~(4.20) by using matrix formulation, the four water 
mass flow rate dynamic equations become 





















In summary, the SFMZ HWH dynamic system consists of 58 dynamic equations, 
which is composed of 8, 22, 24, 4 equations for the rooms, the outside walls, the 
baseboard heaters and the water mass flow rates respectively. 
4.2 Parameter aggregation for model reduction 
4.2.1 Aggregation model of the SFMZ system 
Because the developed SFMZ HWH system dynamic model is still too large, it 
requires a technique to decrease the order of the model so that it can be utilized to build a 
multi-floor system model. This was achieved by applying a parameter aggregation 
method for temperature dynamics; while the fluid flow dynamics in the zones remain the 
same as described in the section of the SFMZ HWH system model. 
Based on this method, the energy stored in the outside walls, the zone air and the 
water inside of the baseboard heaters were aggregated for north, east, south and west 
zones. Thus, the dynamic state variables consisting of the temperature and the mass flow 
rates of north, east, south and west zones are described in the schematic diagram shown 
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Figure 4.3 Schematic diagram showing states of the aggregated SFMZ HWH system 
By applying the mass and energy balance principles to each zone, a set of 
equations were determined as follows. 










Note that Tra =Trfcwhen applying the assumption of no heat losses from the pipe 
networks. 
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For the zone air temperature: 
dT. C
:j —T = cjnw{Js ~Trj) + QSOIJAninj + QmjA2j 
at
 (4.26) 
+ Z t ^ 4 * ( ^ -T y) + U^A^(T0 - TzJ)}jk 
In Equation (4.26), j and k refer to the direction of the zones and the number of 
the outside wall respectively. The net energy stored in the zone air is equal to the heat 
output from the hot water, the solar radiation from the windows and the internal heat 
gains minus the heat losses from the building enclosure. 
For the baseboard heater: 
C
^ ~ = cjnwj{T5 - Trj) - f^nfiJ^L _ rz.)"+"> (4.27) 
Equation (4.27) states that the net energy stored in the water inside of the heater 
tube in each zone is equal to the heat supplied from the hot water minus the heat emission 
from the outside surface of the heater(s) to the zone air. 
For the outside wall: 
i>-p 
Cwijo , = UwiiAwij(Twlji - TwlJo) + U^^A^ijiT^ - TwlJO) (4.28) 
Cwtji , = UniiAwij\TZj ~ TwijJ + hJwii^ijiT^ijo ~ *wiji) (4-29) 
Equations (4.28) and (4.29) express the temperature dynamics of the two layers of 
the outside wall. 
The mass flow rate dynamic equations remained unchanged, and the matrix 
formulation is given as 
—^- = fj(T,mwn,mwe,mws,mww,uzJ) (4.30) 
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With this approach, the aggregated SFMZ system model is composed of 26 
dynamic equations. 
4.2.2 Aggregation model of the basement heating system 
By applying aggregation technique, a dynamic model of the basement HWH 
system was also developed. The details are presented in Appendix C. 
4.3 Dynamic model of a MFMZ HWH system 
4.3.1 Physical model of the high-rise building HWH system 
In the dynamic modeling for the high-rise building HWH system, the major 
consideration is to employ the dynamic model for designing and analyzing control and 
FTC strategies. Therefore, the overall model will consider the fluid flow and temperature 
dynamics for the entire perimeter loop baseboard heating system. A section view of the 
high-rise building with the HWH system is presented in Figure 4.4. The HWH system is 
connected by water risers from the mechanical room at each floor. The HWH systems in 
the above-ground floors have the same configurations. Details of the mechanical room 
hydraulic system and the differential pressure position are illustrated in Figure 4.5. A 
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Figure 4.4 Hydraulic system of the ten-floor high-rise building HWH system 
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Figure 4.6 Schematic diagram of the entire HWH^system 
4.3.2 Dynamic modeling of the MFMZ system 
Based on mass, energy and momentum balance principles, the overall dynamic 
model of the high-rise building HWH system is developed and presented in four parts: 
temperature, water mass flow rate, motor speed and current dynamics. These are 
described as follows. 
Temperature dynamics 
The temperature dynamics of the above-ground floors remain the same as given in 
the aggregated SFMZ model; while those of the basement are given by the basement 
heating system model (Appendix C). 
The return water and the boiler output temperatures are calculated in the 
following equations. 
For the mixing return water: 
92 
The subscripts inl and in2 refer to the water flows that are mixed after the 
connection point. Note that there are 37 return water temperature mixing nodes for the 
entire system. 
For the boiler: 
Q ^ = ufmfma7iHV{yxRload2 + y2Rload +7l)-cwmMOI (T, -Tr) (4.32) 
In this equation, the net energy stored in the water of the boiler body is equal to 
the effective heat input in terms of the fuel minus the heat absorbed by the circulating 
water through the boiler. The boiler efficiency is obtained depending on the ratio ^f the 
boiler heating load. 
Water mass flow rate dynamics 
Total pressure of water is composed of gravity pressure, velocity pressure and 
static pressure. The gravity pressure relates to the position of the water. However, if the 
water is in a closed loop, the gravity pressure for computing frictional losses can be 
neglected due to the closed loop property. On the other hand, velocity pressure in a pipe 
segment also has a small value compared with static pressure in a typical HWH system 
operation process. This is due to the fact that the water velocity in a pipe segment is 
around lm/s in general. 
By applying the momentum balance principle to the overall hydraulic system, a 
set of 37 water mass flow rate dynamic equations including all independent circulating 
loops can be computed. As an example, the closest loops (the 9l floor heating system) 
with the associated main pipes shown in Figure 4.7 are taken into account to illustrate the 
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fluid flow dynamics. There are four loops indicated as Loop 1, Loop 2, Loop 3 and Loop 
4 respectively. 
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Figure 4.7 Diagram of the closest circulating water loops 
Loop 1: (1 -2-3-4-A-B-Bl-B2-B3-B4-B5-e-d-c-b-a-l) 
For pipe segment L20: 
^20 " m wfof _ D _ D _ f 
A J . ~ « I • / t 2 ° 
^ 1 2 0 * 
(4.33) 
This equation expresses that the change of the total water mass flow rate is related 
to the pressure difference between the beginning and the end of the pipe segment and its 
frictional losses. The same concept can be applied for each pipe segment below. 
For pipe segment L21: 
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ir-^r-^-^-f™ (434) 
AL2\ d t 
For pipe segment LI: 
L_M±S_ = P P f (4.35) 
Au dt 
For pipe segment AB: 
LAB 
4„ J/ " s JAB K' } 
For pipe segments B~Bl~d: 
r^BB\ , ^B\B2 , ^ g 2 f l 3 , ^BiB4 , ^B4B5 , ^BSe hd \ " m w i 9 
"^BBI -^fllB2 ^B2B3 /*83B4 "^S4B5 -™B5e Aed "? V ^ - J ' ) 
~ *B~*d ~\Jvab> + JBB\ + J B1B2 + J B2B3 + J B1B4 + J B4BS + JBSe + Jed/9 
For pipe segment dc: 
4* <ft 
For pipe segment cb: 
Kb < /« r t +**„, +mw>) _ _ 
Ab dt 
For pipe segment ba: 
h» djm^ +mw9+mM9 +mmf9) 
(4.39) 
Pb-Pa-fb<, (4-40) 
For the circulating pump: 
2^ ~P, =Hpump =ChPvDpmp1Nm2 (4.41) 
Note that the pressure head of the pump is depending on both its geometrical 
parameter and the motor speed. 
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For the boiler: 
Pi-P<=fM(—f (4.42) 
The pressure drop for the boiler is calculated by using its design values. 
By adding Equations (4.33)~(4.40), and replacing P2-Pi and P3-P4 using 
Equations (4.41) and (4.42), the water mass flow rate dynamic equation for Loop 1 
becomes 
A l 4.21 AL20 <# <* <* <# <* <# <# rf/ d t 
dKi , «fe,i , dmmi [ c / w m 4 | <ftwiw4 | t / w w 4 | t / m ^ | dmm5 | t / m w 5 { c /m M 5 < ^ w i | 
<* cfr dt dt dt dt dt dt dt dt dt 
dmm6 l dmm6 | dm„t ^ dmmb | dm^ ^ dmml | dmml f A H W , | dm^ | c / w w 8 | < t e M > | 
eft c# d/ <A dt dt dt dt dt dt dt 
dm^
 t dmm9 ^ dmm9 | dmM9 ^ d m ^ | dm 
c/r d/ cfr dt dt dt AAB dt dt dt 
"
mK«9\
 + (^881 + ^8182 + ^8283 + ^8384 + ^8485 + ^BSe + f w \ "Wim9 + fu.("Wim9 + 
OT ^ g g , / l f l l 8 2 / J B 2 S 3 ^ S 3 8 4 ^ S 4 B 5 ^ e 5 c Aed dt Afc dt 
drh
^ , 4 t (<*"„,
 t <flw„ t | <ft»w9 | L h <&»„ , t <ftww> [ </mM9 t dm^ 
dt Acb dt dt dt A^ dt dt dt dt 
~"pump ~ Jbd\- ) ~ JL\ ~ Jl2\ ~J120~UAB+JBB\ +JB\B2 + J B2Bi + ./S3B4 + ^8485 + 
f».+L+f*+f*+ffU\ (4-43) 
The change of the water mass flow rates in Loop 1 is equal to the pressure 
increased by the circulating pump minus all frictional losses resulted from the closed 
loop. Note that the total water mass flow rate is equal to the summation of all water mass 
flow rates in branches. The subscribe 9 in the right part of the equation indicates the 9th 
floor heating system. 
Loop 2: (d-e-B5-B4-B3-B2-Bl-B-C-Cl-dl-d) 
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For pipe segment BC: 
h*L d ^ o + < , + <^) =PB-Pc- fBc (4.44) 
ABC dt 
For pipe segments C~Cl~d: 
^¥L + TML + ^^f- = Pc -P< -V** +/cr. +fa« +fou\ (4-45) 
AOC\ AC\d\ Ad\d " ' 
By adding Equations (4.44) and (4.45), and subtract from Equation (4.37), it 
becomes 
f^ML + B\B1 , ^B2B3 , LBiBA LB4B5 LBSe L d , " W » B 9 _ 
A A A A A A A dl 
nBB\ nB\B2 "-BIB'S nBlB4 ™B4B5 "BSe ned M l 
^ / <ft <ft J/ K A m Aad] A J dt (4.46) 
~~UBB\ + JB\B2 + JB2B1 + / f l 3 S 4 + JB4B5 + JBSe ^ Jed + Jva\n)<i "H/f lC + 
7cCl + /CWI + J did + J vale)1) 
Loop 3: (c-d-dl-Cl-C-D-Dl-D2-D3-cl-c) 
For pipe segment CD: 
^ ^ « 9 + ^ 9 ) = p c _ F g _ / a 3 ( 4 4 ? ) 
For pipe segments D ~ D l ~ c : 
t^DD\ , ^D\D2 LD2Di L.p%c\ , tlc\c_\ "mws9 
^DD\ ^D\D2 ^D2D1 ^D3cl "^clc " ' ( 4 . 4 8 ) 
=
 * £ > — *c ~\Jvab +JDDl ~*~JD\D2 + JD2D3 + JDJci + Jc\cJ9 
For pipe segment dc: 
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By adding Equations (4.45) and (4.49), Equation (4.47) and (4.48), then subtract 




 | LM dm„9 | Ldc dmm9 | dmw9 L& dmw9 [ J w w 9 
4*i</ <* ^* dt dt ACD dt dt 
/LDD\ L D W 2 LD2D3 L0 3 c l dmm9 
™DD\ "-DXD1 /*D2D3 ^D3cl " ' 
~ V J CC&JC\d\ + Jd\d + Jdc + J vale /9 + V J CD + JDD\ + J D\D2 "*" JD2D3 "*" . / D3cl "*" Jc\c ~*~ Jvab) 9 
Loop 4: (b-c-cl-D3-D2-Dl-D-E-El-E2-E3-bl-b) 




= Pc-Pb-fc (4-51) 
For pipe segments D~E~b: 
i^-DE LEEX L'£\E2 , '-'El£3 , ^EZbl , ^b\b \ "fflwi'9 
^D£ ^££1 ^£l£2 ^£2£3 ^£3AI "^ AlA " ' (4 -52) 
=
 'D ~ 'b ~ Uvahv + JDE+J££1 + JE\E2 + J E2E3 + /£3M + Jb\bJ9 
In terms of adding Equations (4.48) and (4.51), and subtract from Equation (4.52), 
it turns into 
/'-'DD\ . ^D\D\ , Lp2D3 , ~D3cl\ "mws9 , '-'cb i"XYlym9 , "ff7i«9 , " W w 9 \ _ 
™DD\ A m D 2 A D 2 D i A D i c l dt Acb dt dt dt 
t'-DE , ^££1 , ^£1£2 , ^£2 £3 , ^£3i) \ "WMW9 
ADE ^££1 -^£1£2 ^£2£3 ^£361 <* ^ ' 
=
 \J DD&JDID2 + /o2D3 + J Did + Ale + / dc + /eft + Jvals/9 + ( 7 D £ + ./££1 + / f l£2 + 
/f2£3 + ./£3AI + J Mb + -/voW9 
To conclude, the water flow rate dynamics from the heat source to the nearest 
floor heating system can be calculated by using the set of four equations (Equations 
(4.43), (4.46), (4.50) and (4.53)). For other independent loops, the same principle is 
employed to compute their water mass flow rates. Because there are 37 independent 
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circulating loops in the entire HWH system, it has to be given the same number of 
equations in order to solve the water mass flow rates anywhere. 
In general, the obtained equations for the water mass flow rate can be formulated 
as a matrix form with size 
(M,)J7.37 
(dm > 
^ =(M2)37., (4.54) 
where matrix Mi includes all (—) terms; while matrix M2 has the pressure head of the 
A 
pump and all frictional losses such as the pipe segments, the equipment (the boiler and 
control valves) and fittings. 
Motor speed and current dynamics for the pump-motor unit 
Assuming the condition of a directly connected pump-motor unit utilized in the 
heating system, according to Zheng (1997), the governing equations of the DC motor are 
I "i _ ' m J3 \T mwloin pump , . c c \ 
dt In {2K) pwJjpumf^m 
Lm — = umEm ~ KL ~ 2nKbNm (4.56) 
m j. m m mm a m v / 
at 
In Equation (4.55), the power which accelerates the pump can be expressed by the 
torque of the motor, frictional loss in the pump and the load power required. Equation 
(4.56) represents the application of KirchhofPs law for the circuit. Note that the values of 
Kj and Kb are identical if the units of Kj and Kb are used in Nm/A and Vs/rev 
respectively. 
Entire large scale dynamic model 
All state space variables used in the overall system including temperatures, mass 
flow rate, motor speed and current are expressed in Equations (4.57)~(4.60). 
99 
riT 
Mc — = f,{T,mw,u,Q) (4.57) 
M K ^ = MT,mw,Nm,u) (4.58) 
MNm^- = Mmw3Nmtlm) (4.59) 
ML^r~ = f4(lm,Nm,u) (4.60) 
at 
In Equations (4.57)~(4.60), the symbols such as T, rhw, u, Nm and Im refer to the 
temperature, the water mass flow rate, the control signal, the motor speed and the current 
of the HWH system respectively. Note that the first two equations are written in matrix 
formulation. 
In summary, the large scale overall MFMZ system model consists of 342 
equations, which include 241 dynamic equations focused on the fluid flow of the water 
and the temperatures of the air and water. The breakdown of equations respectively are: 
127 equations for the outside wall temperature, 37 equations for the zone air temperature, 
37 equations for the water temperatures of the heaters, 37 equations for the water mass 
flow rate in the independent loops, 1 equation for the boiler supply water temperature, 1 
equation for the motor speed and 1 equation for the current. The overall dynamic system 
model will be utilized to simulate and analyze the system responses described in the 
section below. 
4.4 Simulation results of the MFMZ HWH system 
The dynamic responses of temperature, water mass flow rate, motor speed and 
current were simulated by carrying out open loop tests. Also, comparisons are made 
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between the SFMZ model and its aggregated model. The simulation results are plotted in 
the following figures with explanation. 
4.4.1 Results from the SFMZ heating system 
The open loop zone air temperature dynamic responses are shown in Figure 4.8. 
From the figure it can be seen that, under the conditions of TS=90°C, T0=-21.8°C, with 
control valves fully open and APAa=20KPa, all the room air temperatures reach their 
steady state values within the range from 23.39 to 25.8°C after 12 hours. These values are 
greater than the design indoor air temperature value. This is due to the over-sized heat 
transfer area of the baseboard heaters. Decreasing the supply water temperature and/or 
reducing the entering water mass flow rate into the zones can bring the room air 
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Figure 4.8 Room temperature responses in the SFMZ heating system 
In order to decrease zone air temperature, it is possible to adjust the supply water 
temperature and/or the water mass flow rate into the heaters. For this case, the tests are 
made and depicted in Figure 4.9 under the conditions: T0=-21.8°C and APAa=20KPa. All 
control valve openings in the four zones are set to 100% in the first 12 hours. The supply 
water temperature is set to 86.4°C in order to achieve the room air temperature in the east 
zone (RM4) at its design temperature (22°C). This is because the east zone has the lowest 
zone air temperature compared with the others. In order to satisfy the design indoor air 
temperature requirement for all zones as much as possible, the supply water temperature 
is controlled first. Then, the water mass flow rates entering the zones are regulated 
according to the zone temperature responses. Based on this consideration, the openings of 
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the control valves in north, east, south and west were positioned at 74%, 80%, 33% and 
32% respectively in the last 12 hours. 
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Figure 4.9 Room temperature responses of the zones 
This result shows that if the supply water temperature is controlled by a 
supervisory controller, and the water mass flow rates to the zones are regulated by local 
controllers, the room air temperatures can be maintained within a reasonable range, 
especially with disturbances such as solar radiation and internal gains acting on the zones. 
Based on the design of the HWH system for the SFMZ system, the heaters are 
arranged in series in the zones. Because of this configuration and the nonlinear property 
of the heat output from the baseboard heater, changes of either the supply water 
temperature or the water mass flow rate will not give the heat outputs from the heaters 
proportionally. The case for north zone with three rooms is tested and presented in Figure 
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4.10 with TS=86.4°C, T0=-21.8°C, APAa=20KPa and the control valves fully open. The 
room temperatures in Room 1, 2 and 3 reach their steady state values of 23.12, 21.98 and 
21.76°C respectively. This means that all room air temperatures in north zone cannot 
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Figure 4.10 Room air temperature responses in north zone 
Differential pressure acting on the heating system will affect the water mass flow 
rate distribution in the circulating loops. In general, the differential pressure should be 
maintained about 5~30KPa in order to overcome the water resistances of device, fittings 
and pipe networks. In order to estimate the influence of the differential pressure, the 
dynamic responses of the water mass flow rates of the system are simulated and shown in 
Figure 4.11 under the following conditions: TS=90°C, T0=-21.8°C, the control valves fully 
open and the differential pressure in the water loops set at 5, 10, 20 and 30KPa. From the 
figures it can be seen that the water mass flow rates achieve their steady state values in 






i - • • — i 
i i 
_ j . . 









state values of the water mass flow rates for north, east, south and west zones are given in 
Table 4.1. 
The variation of the differential pressure will cause the change in the water mass 
flow rate. By analyzing the simulation results given in Table 4.1, turbulent flow loop, 
which obeys the square power law relationship between the differential pressure and the 
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Figure 4.11 Water mass flow rates at differential pressures 
































The pressure distribution of the water in pipe network was computed for the 
SFMZ heating system. The total pressure is composed of velocity, static and gravity 
pressure, and the total pressure difference between the points in the pipe network is 
resulted from the frictional losses. By assuming the gravity pressure has the same value 
on the given single floor, for example, OKPa, simulation runs were made under the 
following conditions: TS=90°C, To=-21.80C, the control valves fully open and 20KPa 
differential pressure. The responses of the total, the static and the velocity pressures in 
Loop n are depicted in Figure 4.12. Note that x axis expresses the length along the water 
flow direction. Figure 4.12(a) shows that the static pressure decreases from point "A" to 
"a" given in Figure 4.2. The pressure drop from the control valve is about 45% of the 
total offered differential pressure for the single floor heating system. In general, pressure 
drop in a control valve between 40% and 60% of the total piping system frictional drop is 
desirable. From Figure 4.12(b), it can be noted that the velocity pressure varies according 
to both the water flow rate and the diameter associated with pipe segments. Moreover, the 
velocity pressure has very small values compared with those of the static and total 
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Figure 4.12 Total, static and dynamic pressures in Loop n 
It is interesting to observe the pressure losses for all loops along the water flow 
direction in the SFMZ system. The water pressure drops are mainly resulted from the 
frictional losses in the hydraulic loops. Under the design conditions and by maintaining 
20KPa water differential pressure (APAa), the water pressure drops of the loops are 
simulated and given in Figure 4.13. From this figure, both the pressure losses associated 
with the length of the loops and the pressure drops from the control valves are within 
desirable range. 
In addition, the pressure reference point of the circulating loop is assumed at point 
"a" located in the end of the return main pipe network (See Figure 4.2) in the hydraulic 
system, and its value is equal to OKPa. Note that the reference pressure does not change 
the dynamic system responses under system operating conditions. In other words, if the 
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reference pressure has a non-zero value, all the loop pressure should be adjusted with the 
same value, but the pressure drops for all elements remain identical. 
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Figure 4.13 Static pressure drops in all loops 
4.4.2 Results from the aggregated heating system 
For the purpose of comparison the SFMZ model and its aggregated model were 
simulated as below under the conditions: TS=90°C, T0=-21.8°C, APAa=20KPa and the 
control valves fully open. The air temperature responses are depicted in Figure 4.14 for 
the SFMZ and its aggregated model. The thick lines in the figures indicate the responses 
from the aggregated SFMZ models. From the figures, it can be seen that not only the air 
temperature dynamics have the similar responses, but also the steady state values reached 
are almost identical in the models. In addition, the water mass flow rates remain the same 
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Figure 4.14 Comparison of dynamic responses with two SFMZ models 
Hence, the aggregated SFMZ system model consisting of temperature and water 
mass flow rate dynamics could be employed to extend the modeling process with enough 
precision. 
4.4.3 Results from the MFMZ heating system 
In order to study the entire HWH system temperature and fluid flow dynamic 
responses, several open loop tests are made and given as follows. 
Under the conditions of To=-21.80C, Uf=l, no additional gains and all water mass 
flow rate control valves fully open, the simulation results are shown in Figures 4.15 and 
4.16 respectively. Floors such as on the 9th floor (the closest floor), the 5l floor (the 
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middle floor), the 1st floor and the basement (the farthest floor) are chosen to observe the 
dynamic responses. From Figures 4.15 (a)~(d), it can be seen that all zone air 
temperatures reach their steady state values above the design zone air temperature (22°C), 
and the temperatures in east zones on all floors have the lowest values (from 24.78 to 
25.59°C) at 12 hour. The steady state values of the supply and return water temperatures 
from and to the boiler reached 92.68 and 72.55°C as shown in Figure 4.15(e). The reason 
for the supply water temperature to reach in excess of 90°C is due to the fully open fuel 
control valve. Therefore, the water temperature from the boiler should be regulated to 
reduce the zone air temperatures of the entire heating system. In addition, the dynamic 
responses of the motor speed, the current and the input power are depicted in Figure 
4.15(f). The motor speed, the current and the power fluctuates in the first 10 seconds. 
After that time, the electrical circuit is stable. The ratio of the stable electrical load to the 
peak load taking place at the first wave is 1:9.1. Thus, there is a need to decrease the start 
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Figure 4.15 Dynamic responses of the floor heating systems and the pump-motor unit 
Fluid flow responses 
With the same conditions as used in Figure 4.15, the dynamic responses for the 
fluid flow are illustrated in Figure 4.16 for the chosen zones. In Figures 4.16(a)~(d), the 
water mass flow rates fluctuate corresponding to the changes of the motor speed in the 
first 10 seconds. The steady state values of the water mass flow rate are different based 
on the frictional losses resulting from pipe segments, equipment (boiler, control valves), 
and fittings (shutoff valves, 3-way connection and elbows etc.) in the circuits. By 
comparing the water mass flow rate dynamics of the zones on the 9 , the 5 and the 1st 
floor shown in Figures 4.16(a)~(c), it is noted that the water mass flow rates of the zones 
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on the 9l floor have the highest values; while they have the lowest values on the first 
floor. This is because the differential pressure of the water in the former loops is greater 
than that in the rear loops. This also causes the increase of zone air temperature in the 
former zones. The dynamic response of the output water mass flow rate from the pump is 
given in Figure 4.16(e), and it reaches the steady state value of 2.471 Kg/s. 
From the dynamic responses of the zone air temperatures and the water mass flow 
rates, it can be seen that the dynamic system has two time scales: a fast response system 
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Figure 4.16 Dynamic responses of water mass flow rates 
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Effect of supply water temperature 
Since the supply water temperature needs to be supplied reasonably to keep away 
from overheating zone air, to this end, it is decreased based on the lowest zone 
temperature (east zones on the floors). If east zones achieve their designed zone 
temperature, the others will be greater than the design values. Under the same conditions 
used in Figure 4.15 except for setting the fuel control signal Uf to 0.95, the test results are 
depicted in Figure 4.17 for four floors. As shown in the figures, the air temperatures in 
north, south and west zones are above 22°C. The supply and return water temperatures 
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Figure 4.17 Zone air temperatures under decreased supply water temperature 
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In order to match the required heating loads in the heating system, the supply 
water temperature should be varied according to different outdoor air temperature. To 
maintain the design zone temperature in east zones, the relationship between the supply 
water temperature and the outside temperature is tested and depicted in Figure 4.18. The 
supply water temperature appears an approximate linear function of the outside 
temperature. 
90 r-
-15 -10 -5 0 5 
Outdoor Air Temperature (°C) 
Figure 4.18 Relationship between supply water temperature and outside temperature 
Water pressure dynamic responses 
The water pressure dynamics in the entire hydraulic system are also of interest in 
this study. The total pressure including gravity, static and velocity pressure can be 
calculated based on the system dynamic model. Several cases such as frictional losses in 
the pipe networks, pressure at points, and variation of control valve opening and changes 
of the motor voltage are considered in the open loop tests. The main circulating loop is 
defined by the longest pipe network passing through the basement heating system. 
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The total pressures at different points in the hydraulic system are varied not only 
based on their locations but also according to their static and velocity pressures. The 
dynamics of the total pressure are presented in Figure 4.19 for the selected seven points 
(from P) to P7) given in Figure 4.4. The selected points consider the major devices, the 
highest and the lowest floor of the heating systems. The simulation are tested under the 
conditions of um=l, Uf=0.951 and fully open control valves. In the mechanical room, the 
total pressure entering to and leaving from the pump, and leaving from the boiler are 
presented in Figure 4.19(a). The pressure head of the pump achieves 90.4KPa with the 
water mass flow rate of 2.471Kg/s. Comparing Figure 4.19(a) with Figure 4.19(b), the 
highest total pressure takes place at P6 because it has the greatest gravity pressure, while 
the lowest total pressure occurs at P] due to its location. In addition, the total pressure 
differences between the supply and return water on the 9' floor (P4-P5) and the basement 
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Figure 4.19 Dynamic responses of total pressure at different points 
Pressure drops in the system 
In Figure 4.20, the pressure drops (static and velocity pressures) for the main pipe 
network thru the basement system, the 9th, the 5th and the first floor heating systems are 
simulated at 20 second under the same conditions employed in Figure 4.19. The x axis 
refers to the distance from point Pj along the water flow direction of the main pipe 
network. It can be seen that, in the main loop, the pressure of water is increased by the 
circulation pump (90.4KPa) and decreased by the frictional losses such as the boiler 
(63.4KPa), the control valve at the basement (12.1KPa) and the pipe segments and the 
fittings (14.9KPa). The pressure at the entrance of the pump (P|) is maintained at 
43.04KPa because of the height of the suction tank. The differences in pressure between 
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the supply and return water on the 9Ih, the 5lh and the first floor heating system are 24.7, 
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Figure 4.20 Pressure drops without gravity pressure in the hydraulic system 
Effect of motor speed 
The applications of VSDs such as for pump-motor units are widely used in 
HVAC field not only due to the lower equipment cost and electrical shock but also due to 
energy saving. To this end, the dynamic responses of the system parameters such as the 
motor speed, the water mass flow rate, the total pressure at point P2 (output pressure of 
the pump) and the electrical power input are simulated and presented in Figure 4.21 with 
different motor voltage control signals. As shown in Figure 4.21(a), the motor speed 
attains 24.38, 18.34 and 14.7rps associated with the voltage control signal um as 1, 0.75 
and 0.6. When um is equal to 1, the peak values of the motor speed, the water mass flow 
rate, the total pressure at point P2 and the power input reach 1.47, 1.46, 1.2 and 9.02 times 
higher than their steady state values respectively at the starting period. Moreover, under 
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ideal conditions, the water mass flow rate, the pressure head and the power used should 
obey the power law for pump-motor units. To check the power law in this case, the 
simulated data is given in Table 4.2. From the calculation, the water mass flow rate and 
the pressure head of the pump agree with the power law perfectly; nevertheless, the 
electrical power consumption is more than the power law values because of the lower 
efficiency of the pump-motor unit. 
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Figure 4.21 Dynamic responses of changing electrical voltage control signal 
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The results presented in this section give expected trends from the HWH system 
and the hydraulic system responses. The results also showed the scope and application of 
the model in studying various dynamic responses of the system under realistic load 
conditions. 
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Chapter 5 Design of Control Strategies for the HWH System 
5.1 Introduction 
The major reason for requiring control in HWH systems is that system operation 
is influenced by disturbances such as solar radiation, internal gains and outdoor air 
temperature and process and measurement noises. In other words, if there are no 
disturbances and noises acting on the systems, it is not essential to build control systems. 
As motioned before, outside air temperature has the most significant effect on HWH 
systems. The objectives of control of HWH systems are to improve thermal comfort, 
obtain better operation and save energy. 
In order to achieve the objectives suitable control strategies should be designed 
for the HWH system in the high-rise building. The considered configuration of the 
control system used for the heating system is presented in Figure 5.1. For example, the 
supply water temperature from the boiler is regulated by the fuel controller Cf; the 
voltage to the motor is controlled by the controller Cm based on the differential pressure 
(DP) signal to adjust the motor speed. In addition, all zone air temperatures could be 
monitored by the controllers (Cz) to regulate the water mass flow rates entering the zones. 
The outputs from the controllers were computed by PI control algorithm based on 
intelligent inference systems. From control and operation points of view, the 
disturbances, process and measurement noises acting on the entire system were handled 
by using advanced adaptive PI controllers and the EKF technique. 
In addition, in order to establish optimal operation of the HWH system, a 
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Figure 5.1 Configuration of control strategies used for the HWH system 
In order to design the control strategies for the overall HWH system, the high-rise 
building shown in Figure 4.4 was chosen. The building is composed of one top floor, 
eight typical floors above-ground and one basement floor. The layouts of the floors are 
identical and depicted in Figure 4.1. There are four zones on each floor above the ground 
and one zone for the basement. The design parameters of the system are given in Table 
5.1. 
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Table 5.1 Parameters of the HWH system 
Item 
Total heated floor area of the building 
Heated floor area of each floor 
Height of each floor 
Design supply water temperature 
Design return water temperature 
Design outside air temperature 
Design inside air temperature 
Soil temperature 
Total design heating load 
Heat capacity of the boiler 
Thermal capacity of the boiler 
Efficiency of the boiler 
Heat value of the fuel 
Total design circulating water flow rate 
Design heating load on the top floor 
Design heating load on the typical floor 
Design heating load on the basement 
Thermal resistance of outside window 
Thermal resistance of outside wall 
Factor n (shown in Equation (3.47)) identified based 
on the baseboard heater heat transfer coefficient test 
Armature voltage 
Equivalent frictional factor 
Equivalent moment of inertia 
Armature inductance 
Armature resistance 

























































To simulate the responses of the control system, three kinds of disturbances such 
as the outside air temperature, solar radiation and internal gains were considered. The 
profiles of the disturbances are presented in Figure 5.2 for one day. The ranges of the 
outdoor air temperature, solar radiation and internal gains are from -12.1 to 0.6°C, from 0 
to 112.5W/m2 and from 5.4 to 17.4W/m2 respectively. It is noted that the solar radiation 
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Figure 5.2 Disturbances acting on the heating system 
In this study, four control strategies are investigated. In a widely used control 
strategy for the boiler, the fuel firing rate is regulated by the average temperature of the 
supply and return water from and to the boiler. Then, in addition to the fuel firing rate 
controlled by the supply water temperature, the water mass flow rates are regulated using 
fuzzy logic adaptive controllers. Next, the process and measurement noises are taken into 
account by using hybrid EKF technique in the control system design to improve system 
performance. Finally, a supervisory control strategy is designed and simulated by using 
optimization approach. These control strategies are described and tested in the following 
sections. 
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5.2 Control strategy design 
5.2.1 Design of boiler control strategy based on average water temperature 
In this design strategy, only the average temperature of the supply and return 
water is controlled by regulating the fuel firing rate to the boiler. This strategy is typically 
installed and operated in many high-rise building HWH systems currently. The control 
system configuration is shown in Figure 5.3 with the fuel firing controller (Cf). A typical 
PI controller is employed with fixed gains such as kpf=0.1 and kjf=0.0001 respectively. 
The reference points of the average supply and return water temperature are obtained 
according to the relationship between the average temperatures of the supply and return 
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Figure 5.3 Control system configuration in the boiler control strategy 
The reason for using the average outside air temperature is due to the large heat 
capacity of the building and the heating system itself. The heating load does not depend 
on the instantaneous outside temperature. Thus, the relationship between the average 
supply and return water temperature set point and the average outside air temperature was 
expressed as in Equation (5.1) and plotted in Figure 5.4. From this figure, it is clear that 
the average outside air temperature varies smoothly. 
TWP =o.5(Tsd+Tnl)-[0-5iT-+T-) ^ K - l f x - r , , ) 
* zd * od 
(5.1) 
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In Equation (5.1), Twsp indicates the average supply and return water temperature 
set points. It is noted that the water temperature set point profile is smooth because the 
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Figure 5.4 Average water temperature set points 
In the control strategy, a typical PI controller for the fuel firing rate of the boiler is 
utilized. The output signal from the PI controller is calculated using Equation (5.2). The 
proportional and integral gains kpf and kjf are considered as constant values. 
«f =
 k
Pf[Tmp - 0.5(7, + r r)] + *, \[Twsp - 0.5(7; + Tr)]dt (5-2) 
The dynamic responses of the temperature and the fuel control signal are 
simulated and presented in the following figures, Figures 5.5 and 5.6. 
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The responses of the water temperatures from and to the boiler, the return water 
temperatures from the zones and the fuel control signal are shown in Figure 5.5. As 
shown in Figure 5.5(a) except for the first three hours, the supply water temperature 
varies from 68.67 to 63.86°C; while the temperature difference between the supply and 
return water ranges from 13.22 to 9.13°C. Although the outdoor air temperature 
fluctuates from -12.1 to 0.6°C in the day, the average outside temperature within previous 
24 hours changes from -8.47 to -5.68°C. As a result, the supply water temperature from 
the boiler does not swing rapidly. On the other hand, the return water temperature from 
each zone on the 5th floor heating system for example differs from each other given in 
Figure 5.5 (b) especially in the daytime. The biggest return water temperature difference 
among the return water temperatures (2.3°C) occurs between the south zone and the north 
zone. The major reason is that the zone air temperatures are influenced by different solar 
radiation to the zones and then the return water temperatures are affected by the zone air 
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Figure 5.5 Dynamic responses of water temperature and fuel control signal 
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The zone air temperature responses are given in Figure 5.6 for the different zones 
on the 5th floor. Compared with the north zone air temperature, the zone air temperatures 
in other zones are greater between 7:00 to 21:00. This is caused by the additional heat 
gains (solar radiation and internal heat gains) acting on the zones, and are not 
compensated by the control strategy. Note that the peak variation of the zone air 
temperature between the north zone and the other zones is distinctly different depending 
on the zone direction. The largest deviations from the design zone air temperature (22°C) 
are 7.95, 8.76, 10.35 and 10.06°C for north, east, south and west zones respectively. 
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Figure 5.6 Dynamic responses of the zone air temperatures (boiler control only) 
From the simulation results it can be seen that, in order to improve energy 
efficiency and thermal comfort, not only the supply water temperature should track the 
variation of the outside air temperature quickly, but also the additional heat gains have to 
be compensated by using advanced control strategies. 
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5.2.2 Design of fuzzy logic adaptive PI control (FLAC) strategy 
Generally, HWH systems are controlled by typical PI controllers; however, there 
is increasing interest these days in the use of fuzzy logic control (FLC) strategies since 
fuzzy inference systems (FIS), which are based on the understanding and knowledge of 
the physical systems, have intelligent properties and therefore they are well suited for 
designing energy efficient control strategies. More and more real-world applications of 
FLC in HVAC field have been found (Lianzhong and Zaheeruddin, 2007). 
In order to improve control system performance and thermal comfort level and 
save operating energy, the zone air temperature could also be regulated based on varying 
water mass flow rate in the HWH system. This control strategy is studied by designing 
and simulating fuzzy logic adaptive PI controllers (FLAC). The control system 
configuration is depicted in Figure 5.7. Since the exact relationship between the supply 
water temperature from the boiler and the outside air temperature is unknown, the fuzzy 
logic theory was employed to infer this relationship. Two types of fuzzy logic inference 
systems such as Mamdani and Sugeno types were employed and embedded in the control 
system. Mamdani type FIS infers the supply water temperature set point of the overall 
HWH system based on the understanding of the nature of relationship between the supply 
water temperature and the outside air temperature. On the other hand, Sugeno types of 
FISs deduce the proportional and integral gains for the adaptive PI controllers used in the 
zone controllers of the heating system. The reason of using Sugeno type FIS for the zone 
air temperature control is due to its superior computational efficiency. In all 38 
controllers were used in the overall HWH control system. In other words, one fuzzy-PI 
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controller is used for the fuel firing rate control; while 37 fuzzy logic adaptive PI 
controllers are utilized to regulate the zone air temperatures in the high-rise building. 










Fuzzy I nferenc e System (FIS) 
Tzsp 
Jfr J, 












Figure 5.7 Fuzzy logic adaptive control system configuration 
Typical FISs such as Mamdani and Sugeno types are depicted in Figure 5.8. From 
this figure it can be seen that, the final output in Mamdani type is obtained in five steps: 
fuzzification by fuzzifier, fuzzy operation (min), implication (min), aggregation (max) 
and defuzzification (Center Of Gravity, COG) by defuzzifier. The middle three steps with 
the rules are called fuzzy inference engine. Sugeno type of FIS, which was introduced by 
Sugeno (Takagi and Sugeno, 1985) is similar to Mamdani type in many respects. The 
first two steps are exactly identical. The major distinction between them is that Sugeno 
type output membership functions are either linear or constant. 
The process from fuzzification to defuzzification can be interpreted as follows. 
Consider two inputs u and v such as outdoor air temperature and total heat from solar 
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radiation and internal heat gains. To model their impact on output such as boiler water 
temperature set point, one can use the degree of membership function (fuzzification). The 
effect of each input on the output is thus captured in the operation and implication steps. 
Mondani Type of FIS 
m 
input x mpvty 
Fuzzifkatum. 
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Figure 5.8 Two types of fuzzy systems 
Due to the assumption of unknown relationship between the supply water 
temperature and outside air temperature, Mamdani type of FIS is employed to infer the 
set points of the supply water temperature. In the design of the FLC system, the set points 
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of the supply water temperature are determined according to physical understanding of 
correlation between variables Tssp and TQ. Based on this knowledge, a set of linguistic 
membership functions were defined and depicted in Figure 5.9. The abbreviation such as 
VCD, CD, CL, LCL, WM, HT, VHT, VL, LW, LMD, MD, LH, H and VH expresses 
very cold, cold, cool, little cool, warm, hot, very hot, very low, little warm, little middle, 
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Figure 5.9 Membership functions for Tssp 
The use the linguistic functions in fuzzy logic is inferred due to the assumption 
that the exact relationship between the variables is unknown and/or sometimes the 
functional relationship cannot be identified. This relationship between input and output is 
called a rule base in a FIS. For example, seven different rules with single antecedent were 
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defined between the supply water temperature set point and the outdoor air temperature, 
such as: 
(1) If T0 is VCD, then the supply water temperature set point is VH 
(2) If T0 is CD, then the supply water temperature set point is H 
(3) If T0 is CL, then the supply water temperature set point is LH 
(4) If T0 is LCL, then the supply water temperature set point is MD 
(5) If T0 is WM, then the supply water temperature set point is LMD 
(6) If T0 is HT, then the supply water temperature set point is LW 
(7) If T0 is VHT, then the supply water temperature set point is VL 
The output of the supply water temperature set point (Tssp*) from the FIS can be 
indicated as 
C =[T0l{T.ffl^iTJjJ..\jT.1iT0ftT^1(TMm)] (5.3) 
T T 
A PI controller embedded with the FIS such as this is easy to implement since the 
operator could adjust the input command signals of the system based on a linguistic 
interface which may describe outdoor conditions as very cold, cold, mild etc., and the FIS 
would then translates these linguistic functions to appropriate control signals. The control 
signals of Uf and uz can be computed as 
uf = * , ( V -Ts) + k, 'jiT^-TJdt (5.4) 
o 
», = k„(Tw -Tz) + fct J(7^ -Tz)dt (5.5) 
o 
Note that the proportional and integral gains of the zone air temperature 
controllers are self-adaptive, based on the absolute values of the zone air temperature 
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deviation (Tzsp-Tz) and their integrant utilized in the FISs. The proportional and integral 
gains ranged between 0.05 to 0.6 and 0.00005 to 0.0003 respectively for the two Segeno 
types of FISs. The main reason for using self-adaptive gains is to obtain fast response and 
avoid overshoot of the control system. The controller adaptive gains were updated using 
Equations (5.6) and (5.7) according to Figure 5.8. Note that the terms: f(\e\) and 
( 'r ) f\ | \edt | are linear functions related to the error signal. 
V o J 
kpt=fp[\e\+f(\e\)] (5.6) 
K=f> \\edt\+f\\\edt\ (5.7) 
The dynamic responses of the major outputs such as the supply and return water 
temperatures from and to the boiler, total water mass flow rate and the fuel control signal 
are simulated and depicted in Figure 5.10. In Figure 5.10(a), the supply water 
temperature varies from 74.54 to 58.44°C; while the temperature difference between the 
supply and return water fluctuates from 19.57 to 40.36°C. The temperature difference 
between the supply and return water in this control strategy is increased greatly compared 
with that in the control system designed in Section 5.2.1 especially when the additional 
heat gains become larger. Hence, total water mass flow rate is reduced and fluctuated 
compared with that in Section 5.2.1 (constant water mass flow rate at 2.281 lKg/s). 
Larger water temperature difference between the supply and return water implies less 
water mass flow rate circulating in the heating system. Total water mass flow rate 
response is given in Figure 5.10(b). The change of the water mass flow rate is associated 
with the additional heat gains. The fuel control signal ranges from 0.73 to 0.37 shown in 
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Figure 5.10(c). By observing the energy consumption such as pump energy and fuel use 
with those in the boiler control system, great energy savings can be realized by 
























Figure 5.10 Dynamic responses of the major outputs 
The dynamic responses of the return water temperatures and the water mass flow 
rate control signals on the 5th floor heating system for example are shown in Figure 5.11 
for the north, east, south and west zone respectively. Due to the fact that no solar 
radiation acts on the north zone, the return water temperature has the highest value 
compared with those in other zones. The biggest return water temperature difference 
between the north zone and the others is 32.35°C taking place in the south zone. Note that 
the dynamic responses of the water mass flow rate control signals have similar trends as 
the responses of the return water temperatures. 
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Figure 5.11 Dynamic responses of zone water temperatures and water flow control 
signals 
The air temperature responses of the four zones are presented in Figures 5.12. 
Except for the influence of the initial conditions in the first three hours, the air 
temperature fluctuations for the north, east, south and west zones are 1.12, 0.71, 1.08 and 
1.02°C respectively. In other words, the temperature swing ranges from 21.70 to 22.40°C 
most of time. Compared with those air temperatures in Section 5.2.1, the thermal comfort 
is improved greatly in this case. 
Additional merit of the adaptive PI control strategy is demonstrated in Figure 
5.12(a). In this figure, the zone air temperature responses with fixed PI gains (Tze5b) and 
with adaptive PI gains (Tze5a) are depicted. Compared with the fixed gain PI controller for 
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the east zone, the swing in the zone air temperature is 1.24°C less by using the adaptive 
PI controller. 






























I v ' i * I \ f in 
: I ' \V"/-M V. ff 
I - w i . . . . ' 
5 10 15 20 





























\j \ I '; \ 
\j 
. 
5 10 15 









Figure 5.12 Dynamic responses of the zone air temperatures (FLAC) 
5.2.3 Design of hybrid control strategy with the EKF 
In a real HWH system, noises such as measurement noise and process noise 
always exist and affect system operation. For example, measurement signals could be 
degraded by electromagnetic field and electric voltage etc. Process noise acting on the 
system can be taken into account as system uncertainty acting on state variables. Large 
noises would cause additional energy consumption, zone air temperature fluctuation and 
pressure shock in the hydraulic system. Furthermore, since the air temperature sensor is 
usually positioned close to the interior wall, the actual air temperature measurement will 
be different compared with the air temperature with the assumed well-mixed assumption. 
This is due to the zone air temperature distribution (stratification) that was mentioned in 
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the zonal model (Appendix A). To this end, considerations for handling process and 
measurement noises and zone air temperature distribution have to be taken into account 
in the control strategy. The noises will be dealt with the EKF for the large scale nonlinear 
dynamic system, and the relationship among the zone air temperature measurement, 
indoor air temperature under well-mixed assumption and outside air temperature will be 
utilized in this simulation study. 
The reasons of applying for the EKF can be described as follows. By using the 
EKF the state variables affected by process and measurement noises could be estimated 
based on their measurement data at past and current time. In other words, it is an 
extension of recursive least square approach according to state variables of dynamic 
systems. Second, sometimes not all state variables can be measured by sensors, or the 
measurement is too expensive. Finally, the noises acting on the dynamic process and the 
measurement not only influence control system performance but also increase system 
energy consumption. Hence, for nonlinear dynamic systems, the EKF approach, which 
provides a powerful mathematical framework used for state variable evaluation, should 
be utilized to take care of the noises. By involving the EKF technique, it is possible to 
include additional effects in dynamic models to achieve better system performance. 
Compared with other state variable estimation methods, there are several 
advantages of using the EKF technique in the HWH system. To begin with, it is not 
necessary to develop a very accurate dynamic system model, even when the precise 
nature of the dynamic system is unknown (Welch and Bishop 2004). Second, this 
technique not only can handle linear dynamic systems but also can handle nonlinear 
dynamic processes by applying Taylor series equation. Third, it could directly estimate 
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unmeasured system dynamics with noises to attain suitable state space variable 
estimation. It is an efficient recursive program consuming less computation time, which 
means that it is good for use as an online estimator (observer) and simple to implement. 
Also, it is easy to analyze state variable covariance and address the quality of the results. 
Finally, it offers an advantage of determining up-to-date uncertainties of the estimates for 
real-time quality assessments or for off-line system design investigation. 
A block diagram depicted in Figure 5.13 is utilized to describe the overall HWH 
system control configuration with FL adaptive PI controllers and the EKF. In the control 
system, the dynamics of the entire system is influenced by the process noise, and one of 
the system outputs (TEe5 under well-mixed assumption) is corrected based on the zonal 
model information to obtain the corrected zone air temperature (Tze5Crt)- The measured 
zone air temperature (Tze5msd) is gathered by adding measurement noise. Then, the 
process and measurement noises acting on the dynamic system are evaluated according to 
the EKF, and the estimated state variables (yemd) are obtained. The estimated state 
variables such as the supply water temperature from the boiler (Ts) and the zone air 
temperature (Tz) are compared with their set points (Tssp and Tzsp). Note that the set point 
of Ts is deduced based on a FIS with two antecedents: outside temperature and additional 
heat gains. In addition, the adaptive proportional and integral gains of the zone air 
temperature PI controllers are inferred by two Sugeno types of FISs. The advantages of 
this control strategy are that it not only improves energy efficiency and thermal comfort 
but also compensates for the degradation in operation resulting from the noises. In total 
there are 38 PI controllers, one fuzzy-PI controller for the boiler control and 37 fuzzy 
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logic adaptive PI controllers for the zone air temperature regulation, which are combined 
with the EKF in the control system. 
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Figure 5.13 Control system configuration with the EKF 
In the FIS for the supply water temperature set point, three linguistic variables 
such as outside air temperature, ratio of additional heat gains and supply water 
temperature set point are employed. There are seven membership functions for each 
linguistic variable and these are depicted in Figure 5.14. The rule-base for the FIS with 
two antecedents is given in Table 5.2. Mamdani type of FIS is used to obtain the supply 
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Figure 5.14 Memberships functions of the linguistic variables for Tssp 











































































In order to diminish the influence of the process and measurement noises, the 
EKF technique is applied for the overall HWH system. Note that this technique could be 
141 
employed for all measurement of the HWH system in the same manner although the 
measurement noise is applied only for the east zone air temperature on the 5th floor in this 
study. The measurement noise for the zone air temperature is assumed as stationary, 
uncorrelated, zero expectation, and Gaussian white noise with 0.40°C difference. The 
magnitude of process and measurement noise covariance is assumed as 10"5 and 0.16 
respectively. The outputs of the fuel and the water mass flow rate control signals were 
calculated from Equations (5.4) and (5.5). 
Two sets of equations introduced by Welch and Bishop (2004), which are time 
and measurement update equations, are utilized for the EKF. These Equations 
(5.8)~(5.12) are given below. 
Time update equations: 
x,T = f{xk-uuk_xfi) (5.8) 
Pk~ = AtPk_,AkT+ WkQk_JVkT (5.9) 
Measurements update equations: 
Kk= ^ ^ f (5.10) 
HkPk-HkT + VkRkVkT 
xk=xk'+Kk[zk -h(xk',0)] (5.11) 
Pk=(I-KkHk)Pk- (5.12) 








dh A -Vt=—(xk,0) (5.16) 
ov 
where A, W, H and V refer to the Jacobian matrixes of partial derivatives of function f 
and h with respect to x, w, x and v respectively. Note that f and h state the nonlinear 
A A 
stochastic difference equations for the process and the measurement; while x*~ and Xk 
indicate the priori and posteriori estimation of state vectors. 
The complete set of the EKF equations described in Equations (5.8)~(5.16) 
function as a predictor (Equations (5.8)~(5.9)) and a corrector (Equations (5.10)~(5.11)) 
for the heating system. The predictor assigns the state vectors and their covariance 
estimates from the previous time step k-1 to the current time step k according to the 
overall system model. Note that the Jacobian matrices Ak and Wk vary at step k; while the 
process noise covariance Qk changes at each time step. On the other hand, the corrector is 
A 
utilized to generate estimated state vectors Xk on the Kalman gain Kk, the zone air 
temperature measurement Tze5 and the posteriori estimate error covariance Pk. Also note 
that the Kalman gain, the estimated values, the posteriori estimate error covariance, the 
Jacobian matrices Hk and Vk and the measurement noise covariance R* vary at time step 
k. 
The dynamic responses with process and measurement noises of the HWH system 
were simulated and are depicted in Figures 5.15-5.18. Note that only the east zone on the 
5th floor is chosen to show the results. 
The. posteriori estimate error covariance (Pk) is plotted in Figure 5.15. The error 
covariance is reduced rapidly associated with the time from the initial value of 10~2 to the 
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final value of 2.6*10"4 within 2 hours. However, it should be noted that the choice of the 
initial value is not critical except for zero because the EKF will converge eventually. 
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Figure 5.15 The posteriori estimate error covariance 
The dynamic responses of the system outputs such as the supply and return water 
temperatures from and to the boiler, total water mass flow rate and the fuel control signal 
are presented in Figure 5.16. As shown in Figure 5.16(a), the supply and return water 
temperatures vary from 74.92 to 57.95 and from 50.1 to 41.8°C respectively except for 
the influence of the initial conditions in the first three hours. The response of total water 
mass flow rate given in Figure 5.16(b) is decreased from the design value of 2.281 lKg/s 
to between 1.402 to 1.169Kg/s. The water mass flow rate reduction is due to the use of 
the additional heat gains. The response of the fuel firing rate of the boiler given in Figure 
5.16(c) fluctuated between 0.746 and 0.434; while the control system was tracking the 
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Figure 5.16 Dynamic responses of the outputs in the control system with the EKF 
The dynamic responses of the return water temperature and the mass flow rate 
control signals are depicted in Figure 5.17 for the four zones on the 5th floor heating 
system. From the return water temperature responses shown in Figures 5.17(a) and (c) it 
can be seen that, in the north zone, the water temperature has the highest value compared 
with those in the others in the daytime because of no solar radiation acting in this zone. 
The biggest water temperature difference reaches 26.08°C. Note that the water mass flow 
rate control signals of the zones presented in Figures 5.17(b) and (d) display the similar 
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Figure 5.17 Responses of return water temperatures and mass flow rate control signals 
The action of the EKF can be illustrated by comparing the dynamic responses of 
the measured and estimated state variables with and without the EKF. The simulation 
results are shown in Figure 5.18. In Figures 5.18(a) and (b), the measured and estimated 
state variables of Ts and Tzes with the EKF are plotted. From Figure 5.18(a), it can be 
seen that the supply water temperature measurement is fluctuated 3.60°C due to the 
influence of the system noises; while the temperature estimated by the EKF shows 
smoothly moving signal. In addition, as shown in Figure 5.18(b), the swing in the zone 
air temperature is also reduced by the EKF estimation, although the fluctuation of the 
temperature is mainly caused by the measurement noise. In Figures 5.18(c)~(f), the 
measured state variables of Ts and Tze5 are compared with and without the EKF 
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respectively. The fluctuation in the supply water temperature is decreased from 6.40°C 
without the EKF to 3.60°C with the EKF as shown in Figures 5.18(e) and (c); while the 
swing in the zone air temperature is reduced from 3.50°C without the EKF to 1.80°C with 
the EKF as depicted in Figures 5.18(f) and (d). The results show that the EKF could be 
employed to deal with process and measurement noises effectively. 
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Figure 5.18 Temperature dynamic responses with and without the EKF 
Likewise, the dynamic response of the zone air temperature Tze5 is depicted in 
Figure 5.19(a). The dot points indicate the zone air temperature measurement; while the 
solid line refers to the estimated zone air temperature. From this figure, it is noted that the 
air temperature measurement fluctuated about 2°C (zone air temperature set point is 
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22°C); while the estimated values ranged from 21.72 to 22.15°C. The simulation results 
imply two aspects. One is the process and measurement noises can be compensated by 
the intelligent controllers; the other is that the EKF can decrease the influence of the 
noises acting on the control system and obtain smooth estimated values of state space 
variables for the control action. 
By comparisons, the dynamic responses of the zone air temperature Tze5 without 
process and measurement noises are plotted in Figure 5.19(b). It shows that the air 
temperature measurement and the estimated values are identical. In addition, comparing 
the zone air temperature responses in Figures 5.19(a) and (b), it is apparent that the 
performance of the heating system is affected by the noises greatly; hence, the noises 
should be regulated by advanced control strategies with suitable filtering techniques such 
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Figure 5.19 Comparisons of zone air temperature responses with and without noises 
The process and the measurement noises were varied in the overall system. When 
the noises remain as white noises and the covariance for the process error and 
measurement error were changed from 0.1 and 0.4 to 0.05 and 0.1 respectively, the 
simulated dynamic responses of the system are shown in Figure 5.20. Comparing the 
results in Figure 5.16 and Figure 5.20, it can be seen that the dynamic responses of the 
supply and return water temperatures, total mass flow rate and the fuel control signal do 
not change too much; while the zone air temperature fluctuation decreases from 2.97°C 
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Figure 5.20 Dynamic responses of the system by changing noise levels 
To evaluate the process and measurement noises affecting the system dynamic 
responses with the EKF, the simulations were made for different conditions. The dynamic 
responses of the supply and return water and the zone air temperatures are presented in 
Figures 5.21(a) and (b) with process noise and without measurement noises; while the 
temperature dynamic responses are depicted in Figures 5.21(c) and (d) without process 
noise and with measurement noises. It can be seen from the estimated values from the 
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EKF that, the temperature responses with the process noise is more influenced compared 
with those with measurement noise. 
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Figure 5.21 Temperature dynamic responses for different noise conditions 
Strictly speaking, it is incorrect that all information in physical HWH systems can 
be obtained. In other words, uncertainty does exist in all parameters that have been used 
in the overall dynamic model equations. However, estimating all the parameter 
uncertainty is difficult not only because of the computational time but also due to the 
unavailability of some parameters of the system. Such parameters include heat transfer 
coefficient of baseboard heaters from water side to air side, thermal conductivity of 
building enclosure and heating load etc. To demonstrate the feasibility of the EKF 
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method, three important parameters such as thermal conductivity of the outside wall, 
overall heat transfer coefficient of the baseboard heater and the efficiency of the boiler, 
were selected as uncertain parameters in the case study. 
The simulation runs were made in order to observe the overall control system 
responses. The parameter uncertainties were assumed as follows: the overall heat transfer 
coefficient of the baseboard heater from water to air side is decreased by 10%, the overall 
heat transfer coefficient of the outside wall is increased by 20%, and the boiler efficiency 
reduced by 5%. The simulation results are presented in Figures 5.22 and 5.23. 
Since the heating load is increased by varying the uncertain parameters, shown in 
Figure 5.22(a), the water temperature difference between the supply and return water is 
reduced with the parameter changes compared that without parameter changes, and the 
water mass flow rates are increased (Illustrated in Figure 5.23(b)). In addition, the 
fluctuation of the zone air temperature is increased with uncertain parameters (Figure 
5.22(b)). Therefore, the uncertainty in parameters indeed affects the system performance. 
The increase in heating load and the decrease in both the heat transfer coefficient of the 
heater and the boiler efficiency could lead to more energy consumption. This situation is 
presented in Figure 5.23(a) which shows additional fuel consumption of about 4.70% 
with the changed parameters; while the pumping energy is also increased in this case (see 
Figure 5.23(b)). It is important to note that this kind of parameter uncertainty in the 
system could also be handled by the EKF. 
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Figure 5.23 Dynamic responses of the system control signals 
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From the analysis of above results, it can be concluded that the designed control 
strategies based on the fuzzy-PI controller, the fuzzy logic adaptive PI controllers and the 
use of the EKF estimation improve the robustness property of the control systems. 
5.3 Energy efficiency and set point accuracy evaluation 
5.3.1 Energy efficiency evaluation 
The designed control strategies were applied for the high-rise building shown in 
Figure 4.4 for energy use calculation and comparison over one day. The parameters of the 
building are given in Table 5.1. The mechanical room with a boiler is located at the top of 
the building. The baseboard heaters are connected by reverse-return piping network on 
each floor heating system; while the main piping network is designed vertically as direct-
return type. The closed hydraulic hot water system is driven by a centrifugal circulation 
pump. 
The energy consumptions of pump such as electricity and fuel for the boiler for 
the designed control strategies were computed, and the results are presented in Table 5.3. 
Comparing with the energy use from this table, the pump energy and the fuel could be 
saved up to 88.35% and 15.78% by using the fuzzy-PI controller for the supply water 
temperature and the FLAC control strategy for the water mass flow rate control. 
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5.3.2 Set point accuracy evaluation 
Estimation of set point accuracy of different designed control strategies is 
essential. To this end, a scale is defined based on zone air temperature fluctuation with a 
fuzzy inference engine. The dynamic response of the zone temperature (Tz) is divided 
into six regions according to its absolute deviation from its set point value such as less 
than and equal to 0.25°C, between 0.25 and 0.50°C and equal, between 0.50 and 1°C and 
equal, between 1 and 1.50°C and equal, between 1.50 and 2°C and equal, and greater 
than and equal to 2°C as illustrated in Figure 5.24. 
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Figure 5.24 Definition of set point accuracy for zone air temperature 
By applying fuzzy logic set theory, set point accuracy of a zone can be estimated 
when a heating system is operating. There are two linguistic variables: zone air 
temperature deviation and set point accuracy, which are divided into five membership 
functions respectively. If-then rules of the FIS are given as follows: 
If ND of zone air temperature, then set point accuracy is VVA 
If SD of zone air temperature, then set point accuracy is VA 
If MD of zone air temperature, then set point accuracy is AT 
If BD of zone air temperature, then set point accuracy is IA 
If VBD of zone air temperature, then set point accuracy is VIA 
The abbreviation such as ND, SD, MD, BD, VBD, VVA, VA, AT, IA and VIA 
indicates no deviation, small deviation, middle deviation, big deviation, very big 
deviation, very very accurate, very accurate, accurate, inaccurate and very inaccurate 
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Z one Air Temperature ( t ) 
respectively. The degree of membership functions of the linguistic variables are depicted 
in Figure 5.25. The interval [0, 1] can be utilized to examine the set point accuracy in 
zones. For instance, if the level value is more close to 1, more accuracy will be achieved, 
and vice versa. 
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Figure 5.25 Degree of membership functions for set point accuracy estimation 
Set point accuracy estimation approach was applied to the east zone on the 5th 
floor heating system. The results are depicted in Figures 5.26~5.28. It can be seen from 
Figure 5.26 that the set point accuracy in the boiler control strategy given in Section 5.2.1 
is very low in the day. The values are small especially after 6 hours because of the 
disturbances acting on the system caused the larger zone air temperature deviation. This 
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Figure 5.26 Set point accuracy estimation in the boiler control strategy 
By employing advanced control strategy such as fuzzy logic adaptive controllers 
to the HWH system, the set point accuracy was evaluated and the result is depicted in 
Figure 5.27. It reaches higher value (0.88) most of time. The improvement is due to the 
fact that the supply water temperature from the boiler was regulated based on the current 
outside air temperature, and the zone air temperatures were controlled by adjusting the 
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Figure 5.27 Set point accuracy estimation by using FLAC strategy 
The nonlinear properties of the dynamic system and the process and measurement 
noises acting on the entire system make the control task difficult. However, by employing 
the hybrid control strategy combining the EKF, the system performance was improved. 
The set point accuracy obtained with this strategy is shown in Figure 5.28. Most of time, 
the zone air temperature remains steady with higher level during the occupied hours. 
Note that in addition to set point accuracy estimation, a thermal comfort estimation 
method that concerns about zone air temperature, air velocity and humidity etc. can also 
use the above fuzzy logic approach. However, such tests were not conduced in this thesis. 
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Figure 5.28 Set point accuracy estimation in the control strategy with the EKF 
5.4 Design of supervisory control system 
Generally, a supervisory control system is very essential for large system 
operation such as the high-rise building HWH system. The supervisory control system 
ensures optimal operation of the entire system. First, the optimal set points of operating 
parameters have to be calculated by an optimization methodology, which can then be 
supplied to the local controllers. Every local controller will track the optimal set point 
trajectory, which functions as a reference signal in the local control system. The two-
level control can maintain thermal comfort for occupants, improve system performance 
and is expected to save energy. 
Optimal operation can be achieved by tracking optimal set points using local 
controllers. To this end, a nonlinear constraint optimization problem with a multi-
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objective function is formulated and solved. The idea behind this is that if the local 
controllers such as the supply water temperature controller and the zone air temperature 
controllers can follow their optimal profiles, great energy savings could be realized. 
The configuration of the supervisory control system is depicted in Figure 5.29. In 
the control system, there are two types of local controllers: one is used for the supply 
water temperature control, and the others (37 controllers) are employed for the zone air 
temperature regulation. The optimal set points for the controllers are computed first with 
all disturbances based on the optimization approach. Then, the set points are utilized as 
reference signals for the PI controllers and the results are compared with associated 
measured parameters from the system dynamic model. The error (e) between the set point 
and the measurement is sent to the fuzzy logic adaptive PI controllers (FLAC) for both 
the supply water temperature and the zone air temperature controllers to obtain the output 
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Figure 5.29 Configuration of the supervisory control system 
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In the nonlinear constraint multi-objective optimization approach, the multi-
objective functions composed of the pumping energy, the fuel consumption and the zone 
air temperature deviation are defined and minimized in the optimization process. The 
multi-objective functions are given in Equation (5.17). The optimization problem is 
defined as the minimization of all of the objectives subject to the constraints represented 
in Equitation (5.18). Note that the square value of the zone air temperature deviation is 
considered. In order to decrease the computational time, a simplified steady state HWH 
system model based on lumped parameters is utilized. Consequently, 33 optimal variables 
(x) such as Tzbmt, T^ Tze, Tzs, Tzw, Ts, Trt,mt> Tm, Tre, Tre, T™, m f, m t,mt> w n> fh e> w* s> rh w, 
Nm, Im and 19 outside wall temperature nodes are selected, and six optimal values of Tsopt, 
Tzbmtopt, Tznopt, Tze0pt, T ^ t , Tzwopt are chosen as optimal reference points for the local 
controllers in the control system shown in Figure 5.29. The constraints of the optimal 
variables are given in Table 5.4. The optimal solution minimizes the worst-case value of 
the set of multi-objective functions from an initial estimation. This approach is generally 
referred to as the minimax problem. The algorithms of sequential quadratic programming 
(SQP) procedure (Brayton 1979), Quasi-Newton and line search are utilized, and 
modifications are made to the line search and Hessian matrix. In the line search an exact 
merit function is used together with the merit function proposed by researchers (Han 
1977, Powell 1978, Madsen and Schjaer-Jacobsen 1979, Grace et al 1989). When the 
merit function shows improvement, the line search is terminated. 
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min max [./,(*)] 
X J, 
such that 
C(x) < 0 (Nonlinear inequality constra int s) 
C (x) = 0 (Nonlinear equality constraints) (5.18) 
AmeqX-bjnea (Linear inequality constraints) 
Aeqx = b (Linear equality constra int s) 
xb»bnd ^x<xupbnd (Boundary conditions) 
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where x, bineq, beq, X|0Wbnd, and xupbnd are vectors; while Aineq and Aeq are matrices. C(x) 
and CeqCx) are the nonlinear inequality and equality functions. J(x) is the multi-objective 
functions with the optimal variables x. 
An example is given hereby to represent how the optimization approach works. 
At time equal to 3000s, the optimization iteration process is presented in Figure 5.30. 
After 21 iterations and 791 function calls, the solution converged. The optimal variables 




























































































































Optimization terminated successfully: 
Magnitude of directional derivative in search direction 
less than 2*options.TolFun and maximum constraint violation 
is less than options.TolCon 
Figure 5.30 Optimization process at t=3000s 
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The optimization utilized in the designed control strategy is called at each time 
step in the entire system dynamic simulation. Under the condition of um=l, the dynamic 
responses of the overall HWH system are depicted in Figure 5.31 and Figure 5.32. 
The temperature difference between the supply and return water remained 
between 14.31 to 27.21°C as illustrated in Figure 5.31(a). The return water temperature 
from the east zone (Tze5) presented in Figure 5.31(b) shows lower values around 9:00 and 
18:00. This is due to additional heat gains in the zone at those periods. From Figure 
5.31(c), it can be seen that the east zone air temperature tracks the optimal set points very 
well except for the influence of the initial conditions in the first few hours. Note also that 
the optimization failed between 17:30 to 18:30 because the zone air temperature set 
points are lower than the lower boundary. The reason behind this is that the optimization 
approach cannot always strictly satisfy all constraints. In other words, the optimization 
for the HWH system is not able to obtain the feasible solution (optimal values) all of the 
time. In spite of this, the total circulating water mass flow rate in the optimal case (Figure 
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Figure 5.31 Dynamic responses of the optimal system outputs 
The dynamic responses of the optimal control signals are depicted in Figure 5.32. 
It can be seen from Figure 5.32(a) that the fuel control signal response follows the 
variation of the heating load. By comparing the water mass flow rates in the four zones 
on the 5th floor heating system, it is noted that the peak water mass flow rate occurs at 
different time. This is due to the fact that the additional gains such as solar radiation and 
internal heat gains in the four zones occur at different time. As a result, not only thermal 
comfort is improved, but also the energy consumption is decreased because of the 
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Figure 5.32 Dynamic responses of the control signals in the optimal control system 
In order to evaluate the energy savings resulting from the designed optimal 
control strategy, comparisons were made with a typical operation strategy for the HWH 
system. In the typical HWH control strategy, the supply water temperature from the 
boiler is controlled by a fixed gain PI control. The set points of the supply water are 
chosen as a constant value, and the water mass flow rate in the overall system remained 
at the design value. The typical daily outside air temperature ranged from -13.2 to -5°C; 
while the solar radiation and internal gains were within 0-112.5W/mz and 5.4-17.4W/m' 
respectively. 
The results from simulation runs are plotted in Figure 5.33 for comparisons. From 
Figures 5.33(a) and (b), it is noted that the supply and return water in the optimal 
operation decreased by 14.91 and 21.31°C on average compared with those in the typical 
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control strategy. The temperature difference between the supply and return water in the 
optimal operation is increased compared with that in the typical operation. These results 
imply that energy savings can be achieved by using the optimal control strategy. The 
fluctuation in the zone air temperature ranged from 25.01 to 31.82 °C in the typical 
operation. This was not only caused by uncontrolled zone air temperatures but also 
resulted from the high set points of the supply water temperature. However, these 
disadvantages are overcome by the optimal control results displayed in Figure 5.33(c). 
The control signals of the fuel and the mass flow rate of water (uzes) are plotted in Figures 
5.33(d) and (e) respectively. Lower fuel consumption resulted from lower heating load 
requirement in the optimal system. It is also noted that, about half of total mass flow rate 
of water is required (Figure 5.33(f)) for running the HWH system with the optimal 
control strategy compared with that in the typical control strategy. 
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Figure 5.33 Comparison of dynamic responses between optimal and typical control 
The energy consumed in the optimal and the typical control systems is compared 
and given in Table 5.5. From this table, it shows that the fuel consumption and pumping 
energy are decreased by 18.22% and 77.14% respectively in the optimal control system. 
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KWH % GJ % 
13.91 100 14.71 100 
3.18 22.86 12.03 81.78 
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Chapter 6 Model-Based Fault Detection Diagnosis and Fault 
Tolerant Control of HWH Systems 
6.1 Introduction 
Due to more and more complexity and larger and larger scale of modern control 
systems in HVAC applications, safety, reliability and energy efficiency are paid greater 
attention. The reason behind this is that if a fault takes place in the systems, it will result 
in uneconomic operation, create safety problems and result in poor indoor environment. 
In order to decrease the risks caused by faults, fault detection and diagnosis and fault 
tolerant control techniques have been used to improve both the system reliability and 
optimal operation under faulty situations. As an important support of FTC systems, FDD 
techniques have been developed much earlier than FTC techniques in the recent decades. 
In addition, in most applications for implementing the FTC strategies, faults should be 
detected and isolated in advance. 
From the literature surveys HWH system failures could be categorized as design, 
installation and operation faults. From system operation point of view, the faults could be 
divided into measurement faults and process faults. In this study, the faults caused by 
abrupt and degradation in system operation are considered. 
Because faults in HWH systems cannot always be avoided, there is growing 
interest in the development of FDD methodologies for HWH systems. Faults existing in 
HWH systems not only lower thermal comfort of occupants but also result in waste of 
energy and corrupt system performance. To detect and isolate faults, two methodologies 
have been developed such as by using experimental data and by obtaining information 
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from reference-models. For model-based FDD systems, most FDD processes need 
information from the system dynamic performance with and without fault conditions. The 
information is compared and analyzed to identify what kinds of faults occurring in the 
systems. 
After the faults are detected and identified, they should be taken care in order to 
improve system performance. This could be achieved by designing fault tolerant control 
strategies. The idea of the tolerant control is that the control system can still operate 
properly whatever faults may have occurred in the system. In order to maintain good 
control, additional redundant information is required. The additional redundancy can be 
supported by either hardware redundancy or software redundancy; the software 
redundancy is more often used in practice. 
The FTC systems can be designed without or with FDD information. In the FTC 
systems without FDD information, the controllers are designed based on both fault and 
fault free situations. In the FTC systems with FDD information, the faults are isolated 
first, and then associated control strategies are reconfigured automatically to smoothly 
and quickly change to the correct control strategies. 
The FTC systems are also classified as passive FTC and active FTC systems. In 
passive FTC systems, the controllers are designed with fixed control structure by 
considering fault conditions in system operation. On the other hand, active FTC systems 
are designed based on the degree of the faults to adjust the control system parameters 
and/or control structure in order to maintain good performance. Therefore, prior 
knowledge of any kinds of faults is required in designing active FTC systems. Both 
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passive and active FTC systems are necessary to maintain system stable and ensure 
proper operation under fault situations. 
In this chapter, the methodologies of the FDD and FTC systems are developed in 
the following section. Three fault situations are investigated by taking into account 
measurement and process faults in the HWH system in the case study section. The FTC 
systems are designed, simulated and explained for each case. 
6.2 Methodologies for the FDD and FTC strategies 
In this study, model-based FDD and model-based FTC systems are considered for 
the HWH system. In other words, there are two separate models in the FTC. One is the 
normal dynamic model, which is the fault free model (reference model). By using this 
model, correct information of the dynamic system responses are obtained based on the 
operation. The other is the actual dynamic system model with fault conditions. Note that 
in spite of the fault, the normal system model and the actual system are different. 
Parameter uncertainty is considered in the actual system. This is because system 
uncertainties always exist; as a result, a perfect dynamic model can never be developed 
identical to the actual dynamic system. The dynamic responses from the reference model 
and the actual system model will be employed to compare the FDD and FTC simulation 
results. 
6.2.1 Fault detection and diagnosis of MFMZ HWH system 
The block diagram of the model-based FDD strategy is depicted in Figure 6.1. 
The strategy consists of separate systems: a fault free system model (Normal) and the 
actual system (Fault). Each system consists of 241 dynamic variables, and one FL-PI 
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controller and 37 FLAC controllers for the boiler and the zone air temperature regulation 
respectively. Note that both the systems have the same disturbances and set points. 
Both systems have to be simulated, and the outputs from the two systems have to 
be compared. Then, the deviation is analyzed by fuzzy inference engines to detect and 
.diagnose faults, and the degree of confidence of the faults is estimated. Note that the prior 
knowledge related to the faults should be available before initialing the FDD process. 
Consequently, it is required to determine the parameters) which significantly affects the 
system performance. This knowledge will be useful in using fuzzy logic inference 
systems. Although the relationship between the deviation and the fault level cannot be 
identified accurately, FISs have the flexible and adaptable ability to obtain the 
relationship based on the understanding of HWH systems. In addition, the system fault 
level can be recognized based on the deviation between the measurements from the two 
systems. 
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Figure 6.1 Model-based FDD configuration 
The following FDD simulations are presented along with fault tolerant control 
results. 
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6.2.2 Fault tolerant control of MFMZ HWH system 
When a fault is found and isolated in an actual (fault) system, to improve system 
operation, the FTC should be applied on the failed system. A block diagram of the 
model-based FTC is shown in Figure 6.2. The FTC system is composed of set points, 
controllers, measurement from the actual system and the error correcting function f(X, 
Y). X and Y refer to the state variables and measurement variable respectively. From this 
figure it can be seen that the error between the reference points and the measurement 
(YmSd) of the actual system is corrected by the error correcting function AY. This 
correction is computed according to the function f(X, Y), which is related to the state 
space variable "X", the measurement from the two systems and the FDD evaluation. 
After the adjustment of the error, the signal "ep" is sent to the controller in the FTC 
system. Note that the error correcting function could be different depending on what kind 
of fault and the degree of the fault. 
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Figure 6.2 Model-based FTC configuration 
The error correcting function AY can be expressed in Equation (6.1). 
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AY = f(X,Y) = fj[aM+ftyF[J)] (6.1) 
1=1 
where a, P and y are fault factors: (XFI indicates fault isolation factor, and p refers to fault 
level estimation factor; while YFL refers to estimated value of fault level. Note that the 
factor OCFI takes binary value 0 or 1. If the faults are identified and the fault level YFL is 
greater than 0.2, CXFI=1; otherwise, aFi=0. The estimated fault level YFL is in the range of 
[0,1]. i indicates the i* fault that is isolated based on FDD in the control system. 
Generally, a fault level of 20% is considered adequate in HVAC applications. 
In the PI controller, the error eF is required to feed as input signal in order to 
calculate the output signal from the controller. The error ep can be computed based on the 
set point, the measurement and the error correcting function shown in Equation (6.1). To 
this end, the error becomes 
eF=Xsp -Y** -Z[«™(A> + Ar™)]. Y>o^ ^ Y^ ^ w (6-2) 
/=i 
It is noted that the formulation of the error equation is distinguished based on 
what kinds of faults and the degree of faults occurred. Because all of the variables 
utilized to estimate the error in Equation (6.2) are bounded, the error eF is also bounded 
depending on the type of fault and its fault level. 
6.3 Case studies 
In this section, two types of faults such as measurement and process faults are 
considered in the design of FTC system strategies. Measurement faults normally take 
place with cheaper instrument (sensors and transducers), erroneous installation, electrical 
and communication problems and improper maintenance. For instance, the supply water 
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temperature (Ts) sensor fault is considered in the FTC system. The supply water 
temperature measurement fault will consume more energy as well as thermal comfort 
problems for the overall system. On the other hand, process faults such as degradation 
faults happen very often and are more difficult to identify and regulate. Abrupt faults 
such as blocked or broken pipes, blocked and leaky valves normally occur in large and 
old HWH systems; while degradation faults such as reduction in boiler efficiency, 
reduced heat transfer efficiency of baseboard heater and decrease in circulation pump 
efficiency can be found in many real system operations. In this study, the supply water 
temperature is considered as measurement fault; while the heater efficiency degradation 
and partially blocked control valve fault are considered as the process faults. The FTC 
systems are designed for the above mentioned faults, and simulation runs are made in the 
following sections. 
In the simulation conducted, the following parameter uncertainties were assumed 
in the actual dynamic system: the overall heat transfer coefficient of the outside wall was 
increased by 20% of the design value, and the boiler efficiency is reduced by 5% of the 
design efficiency. 
When a fault is identified, the degree of the fault was examined by a FIS 
depending on the deviation of state variables. As shown in Figure 6.1, the deviation of the 
outputs between the actual system (YF) and the reference model (YN) is employed to 
calculate the fault level. As an example for the supply water temperature, the membership 
functions of the linguistic variables used in the FIS, the deviation of the supply water 
temperature and the fault level, are presented in Figures 6.3(a) and (b). Four if-then rules 
were defined for each linguistic variable using the Mamdani type of fuzzy engine. The 
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Figure 6.3 Membership functions of deviation of Ts and fault level 
6.3.1 FTC system for measurement fault 
In order to design the FTC system dealing with a measurement fault, the sensor 
fault of the supply water temperature from the boiler is assumed. The measured supply 
water temperature from the actual system is assumed to be 3°C higher than that of the 
fault free system in the first 8 hours; while it is assumed to be 2°C lower than that in the 
normal system in the last 8 hours. No measurement fault was deemed to have occurred in 
the other hours. 
The simulation results are presented in Figure 6.4 and compared with the dynamic 
responses of the normal fault free system and the actual system with the fault. The 
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dynamic responses such as the supply and return water temperatures, the fuel control 
signal and the zone air temperature are depicted in Figures 6.4(a)~(d) respectively. From 
Figure 6.4(a) it can be seen that the supply water temperatures offset about 3 and 2°C 
between the fault and fault free systems in the first and the last 8 hours respectively. 
However, the responses of the return water temperature to the boiler shown in Figure 
6.4(b) displays opposite trend. The fuel control signal in the actual system given in Figure 
6.4(c) implies more fuel is consumed in this situation because of the uncertainty in the 
fault system and the fault. The zone air temperature (Tze5) fluctuation in the actual system 
(Figure 6.4(d)) is 0.5°C greater than that in the normal system. By comparing the 
magnitude of the deviation of these outputs, it is apparent that the supply water 
temperature deviation should be used to detect the fault. To this end, by using the FIS, the 
Ts sensor fault is estimated, and its fault level is presented in Figure 6.4(f). It is obvious 
that the fault level displays higher value in the first and the last 8 hours; therefore, the Ts 
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Figure 6.4 FDD for the Ts sensor fault 
After isolating the Ts sensor fault, its impact on other system outputs can be 
minimized by designing a FTC system. The configuration of the FTC system for the Ts 
fault is presented in Figure 6.2. The major objective of the FTC system is to utilize the 
FDD information and the deviation between the measurement from the normal system 
and the actual system to correct the error signal eF. The corrected error signal is then sent 
to the PI controller to regulate the fuel firing rate. 
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The dynamic responses of the FTC system is tested and depicted in Figure 6.5. In 
this figure the responses from three systems are compared: the normal system, the actual 
system with the fault and the system with the FTC strategy. As shown in Figure 6.5(a), 
the responses of the supply water temperatures from the normal system and the FTC 
system are very similar to each other. It means that the FTC system is able to completely 
deal with the measurement fault and give good tracking close to the fault free condition. 
The offset in the return water temperature and the fuel control signal in the system with 
the FTC presented in Figures 6.5(b) and (c) are due to the increased heating load. As 
shown in Figure 6.5(d), the zone air temperature fluctuation in the control system with 
the FTC is 0.3°C less than that in the actual fault system. By observing the deviation and 
the fault level of Ts given in Figures 6.5(e) and (f), it can be seen that large improvement 
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Figure 6.5 Responses of the FTC system for the Ts measurement fault 
6.3.2 FTC system for process fault 
In this section, the process fault problem such as a single fault: baseboard heater 
efficiency degradation and a multi-fault: baseboard heater efficiency degradation 
combined with a partially blocked control valve is considered. The baseboard heater 
efficiency reduction could be considered as a sluggish fault because normally fouling in 
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the air and water-side of the baseboard heater is a slow process; while the blocked 
control valve could be simulated as an abrupt fault. 
FTC for the baseboard heater fault 
With the increase of time, dusts accumulate on the air-side surface; while solid 
materials foul on the water-side surface in the finned-tube baseboard heaters. This 
phenomenon happens in HWH systems commonly. It can be simulated as the baseboard 
heater efficiency degradation fault. As a result, heat transfer from the water-side to the air 
-side in the finned-tube decreases. Hence, the return water temperature will increase 
compared with that in fault free condition, and the heating control system asks for more 
water mass flow rate and/or higher supply water temperature from the boiler to reach the 
zone air temperature set point. A simple way to estimate the baseboard heater efficiency 




where Tr and TrN indicate the return water temperatures in the actual system or the FTC 
system, and the normal fault free model respectively. 
To simulate the heater fault, the baseboard heater in the east zone on the 5th floor 
was considered. A 25% increase in thermal resistance on the water-side was assumed to 
induce the fault. 
The simulation results of the system outputs and the control signals are depicted 
in Figure 6.6. It can be seen from the dynamic responses given in Figures 6.6(a)~(d) that 
the zone air temperature has significant fluctuation caused by the heater fault. Thus, the 
zone air temperature is employed to identify the fault and the fault level of the heater 
fault and. presented in Figure 6.6(f). The fault level indicates higher value due to 
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degradation of the heat transfer process in the heater. The resulting dynamic variation of 
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One way to compensate for the decrease in heater output is to increase the water 
mass flow rate. Nevertheless, the compensation of the heat output only based on 
increasing the water mass flow rate sometimes is not sufficient because the maximum 
water mass flow rate is limited by the hydraulic system configuration, system operation 
and the size of the control valve. Hence, the regulation of the supply water temperature, 
from the boiler is essential in order to compensate the heat output from the heater under 
the fault situation. This strategy was implemented by designing on the FTC system 
shown in Figure 6.7. The key behind this FTC strategy is to correct the error input to the 
fuel firing rate controller according to the error correcting function. The error eF is 
corrected based on the normal supply water temperature set point, the deviation between 
TSN and TSF and the fault level estimation from the FDD. The equation for computing the 
error is given in Equation (6.2). After the error correction, the error signal is fed to the 
controller CfF, and then the output signal from the controller is used in the FTC system. 
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Figure 6.7 Configuration of the FTC system for the heater fault 
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The simulation runs were made with this FTC system and the results are 
displayed in Figure 6.8. Note that the dynamic responses of the three control systems are 
plotted in this figure for comparison. From Figure 6.8(a) it can be seen that the supply 
water temperature Ts in the FTC system is increased compared with those in the other 
systems. This is because more heat output is required in order to balance the heat 
requirement between the heat output from the heater and the heating load of the zone. 
The supply water temperatures in the normal and the actual systems remained almost 
identical due to the same set points of the supply water temperature. The responses of the 
return water temperature in the systems given in Figure 6.8(b) are associated with the 
changes of the water mass flow rate control signals presented in Figure 6.8(d). The water 
mass flow rate in the FTC system is decreased compared with that in the fault system 
because of the increased supply water temperature. The zone air temperature fluctuations 
shown in Figure 6.8(c) are 0.93, 5.17 and 1.26°C for the normal system, the fault system 
and the system with the FTC strategy respectively except for the influence of the initial 
conditions. Thus, greater improvement in the system performance is realized by using the 
FTC strategy. In addition, the heater efficiency depicted in Figure 6.8(e) in the FTC 
system is enhanced up to 72% compared with that of 44% in the fault system. The main 
reason is that the difference between the supply water and the return water temperature in 
the FTC system is higher than that in the fault system. As observed from Figure 6.8(f), 
the degradation of the heater efficiency could be well compensated by the FTC strategy. 
In other words, the appropriate operating periods could be extended even though the 
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Figure 6.8 Dynamic responses of the FTC system for the heater fault 
FTC for a multi-fault: heater fault combined with control valve fault 
In this case, a multi-fault such as the heater efficiency degradation and a partially 
blocked control valve fault is taken together to account for both FDD and FTC systems. 
To begin with, the FDD for the multi-fault should be identified in advance. Therefore, the 
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multi-fault is addressed in order _to identify the important parameters for the FDD 
analysis. 
The fault situations are assumed as follows: the heater efficiency degradation is 
the same as in Section 6.3.2(b); the control valve is blocked 60% of its full water mass 
flow rate after 8 hours. Note that the opening of the valve is not the same as 60% of its 
fully opening because of the nonlinear property of the control valve. The multi-fault is 
considered taking place in the east zone on the 5th floor HWH system. 
As stated previously, the heater efficiency degradation fault can be isolated based 
on the zone air temperature response mentioned in Section 6.3.2(b). On the other hand, 
the control valve fault could be identified by two state variables: Tzes and Tres. The FIS is 
designed with two antecedents given in Figure 6.9 and utilized to identify the control 
valve fault. 







Fault Level (4) 
resv 
Figure 6.9 The FIS used to isolate the control valve fault 
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According to the analysis and simulation results from the multi-fault, the state 
variables such as the zone air temperature and the return water temperature were 
identified as state variables most suitable to detect and isolate the multi-fault. The 
structure of the FIS used in the FDD is identical for both state variables as shown in 
Figure 6.9 except for the difference in the membership functions. 
The FDD test results for the multi-fault are depicted Figure 6.10. From Figure 
6.10(a), it can be seen that the supply water temperature responses are almost the same as 
in the normal system and the multi-fault system because of the identical set points of the 
supply water temperature. As shown in Figures 6.10(b) and (d), the higher return water 
temperature in the multi-fault system compared with that in the normal system is as a 
result of both the control valve fault and the heater efficiency fault. The zone air 
temperature dynamic responses are shown in Figure 6.10(c) for the two systems. The 
swings in Tzes in the normal system and the multi-fault system are 0.93 and 6.45°C 
respectively. Hence, the fluctuation of the zone air temperature should be controlled 
properly and compensated in order to improve thermal comfort of the occupants. The 
multi-fault is detected based on the deviations of the zone air and the return water 
temperatures illustrated in Figure 6.10(e). The fault level estimation for the multi-fault is 
presented in Figure 6.10(f). As shown in this figure, it is apparent that the system has 
fault(s) but the type of fault cannot be isolated by using single FIS. 
To discriminate the multi-fault existing in the system, two FISs were employed to 
separate the faults individually. As a result, one FIS is used for the heater fault diagnosis 
according to the zone air temperature deviation, and the other is utilized for the control 
valve fault isolation based on both the deviations of the zone air and the return water 
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temperature. The FDD results are depicted in Figures 6.10(g) and (h). It can be seen that, 
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Figure 6.10 FDD for the multi-fault 
In order to regulate the heat output from the baseboard heater, not only the water 
mass flow rate into the heater should be changed, but also the supply water temperature 
from the boiler has to be varied if the heater output is not adequate to meet the heating 
load requirement. A FTC system was developed for this type of multi-fault system, and 
its configuration is the same as given in Figure 6.7 with the exception of the error signal 
eF. 
The simulation runs for the three control systems are depicted in Figure 6.11. As 
seen from Figure 6.11(a) in the FTC system, the supply water temperature is greater than 
that in Figure 6.8(a) especially after 14 hours. This is due to the limited heat output from 
the baseboard heater caused by the multi-fault. Because of the increase in the supply 
water temperature, the response of the return water temperature in the FTC system shown 
in Figure 6.11(b) is more close to the normal system response. As illustrated in Figure 
6.11(c), it can be seen that the biggest zone air temperature fluctuation takes place in the 
multi-fault system; while the smallest zone air temperature swing happens in the normal 
system. The zone air temperature response in the FTC system is similar to the 
temperature in the normal system. As seen from Figure 6.11(d), the control ability 
(observed by Uzes) of the control valve in the FTC system is improved in the FTC system 
compared with the control signal Uzes in the multi-fault system. The reason behind this is 
that the increased supply water temperature brings additional heater output from the 
heater. In addition, from the zone air temperature responses showing the deviation in Tze5 
without FTC (Figure 6.11(e)), and with FTC (Figure 6.11(f)), it can be stated that, greater 
thermal comfort improvement could be achieved by using the FTC system. The deviation 
of the zone air temperature in the FTC system ranges from -0.25 to 0.25°C most of time; 
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while the deviation in Tze5 in the fault system without FTC range between -2.9 to 3.5°C. 
From the simulation runs, it realizes that the multi-fault could be handled using the 
proposed FTC approach to diminish the undesired zone air temperature fluctuation and 
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Chapter 7 Conclusions, Contributions and Recommendations 
for Future Research 
7.1 Conclusions and contributions 
The development of the comprehensive dynamic model, the design and 
simulations of the advanced control strategies and the model-based FDD and FTC 
systems for the high-rise building HWH system have been presented in this thesis. The 
conclusions and contributions are stated in the following three sections: dynamic 
modeling of the overall HWH system, design of intelligent control strategies and model-
based fault tolerant control strategies. 
7.1.1 Dynamic modeling of the overall HWH system 
An overall dynamic HWH system model is needed not only for designing and 
simulating control strategies, FDD and fault tolerant control systems, but also for 
evaluating energy consumption, thermal comfort and fault level. The overall HWH 
system model was developed by the following steps. First of all, the single room dynamic 
model was developed based on first principles such as mass, momentum and energy 
balances. Then, the component (heater) model order was decreased by using a reduction 
technique. After that, the one room reduced-order model was extended to the single floor 
multi-zone (SFMZ) HWH system. By applying an aggregation technique for temperature 
dynamics of the SFMZ system, the SFMZ model was extended to the multi-floor multi-
zone (MFMZ) model consisting of 241 dynamic equations. The overall system dynamic 
model can be used to design control strategies, compute electrical and fuel consumptions, 
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examine thermal comfort level, isolate faults and design model-based fault tolerant 
control systems. 
Specific conclusions from the dynamic model simulations are summarized below: 
(1) From one room model simulation results, it was noted that the system dynamic 
responses consist of fast-natural-convection driven air flow responses and slow zone air 
temperature response. The ratio of time scale between these responses ranged from 6 to 
12. 
(2) The density driven air flow rate in the vertical channel of the heater ranged 
between 0.007 to 0.019Kg/s with the corresponding water temperature ranging between 
30 to 85°C. 
(3) The ratio of heat output from the bare pipe to the finned-tube baseboard heater 
ranged between 0.082-0.125 depending on the zone air temperature and the water 
temperature in the tube. 
(4) In order to achieve design zone air temperature with the design water mass 
flow rate, the supply water temperature into the heater should be less than its design 
value; this was due to the safety consideration such as additional heat transfer area in the 
design process. A relationship between outside air temperature and supply water 
temperature was developed for the HWH system. 
(5) The supply water temperature has significant impact on the heat output from 
the baseboard heater. In other words, it is reasonable to regulate the water temperature to 
match the heating load in the system. 
(6) Compared with one room model dynamic responses the full order model, the 
full order with zonal model and the reduced-order model had accuracies comparable to 
196 
the model complexity. It was found that the reduced-order model had enough accuracy 
and as such it was used to develop multi-zone models. 
(7) The pressure drops in the control valves ranged from 40 to 60% of the total 
available pressure difference, and this corresponds to the normal range for good control. 
(8) As expected on different floors, the pressure difference between the supply 
and return water has different values depending on the location and the configuration of 
each floor heating system. 
(9) From the zonal model simulations, it could be seen that the distribution of the 
zone air temperature and air mass flow rate in the room varied according to the natural 
convection property. The air temperature decreased as the air flow rises up; while the air 
mass flow rate increased as the Height of the plume goes up. A correction equation 
between the measured air temperature and the well-mixed one node room air temperature 
was formulated. The air temperature entering from the bottom of the heater was less than 
the assumed well-mixed one node air temperature. 
The major contributions of the dynamic model development can be summarized 
as follows: 
(1) An overall dynamic model for a high-rise building HWH system was 
developed by applying the first principles, model order reduction and aggregation 
techniques. Temperature and fluid flow dynamics were the focus of the modeling. 
(2) A detailed full order finned-tube baseboard heater model was developed using 
control volume approach. Air flow dynamics were investigated using the developed 
model. 
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(3) The overall dynamic model was used to study system properties, control 
strategy, fault isolation, fault tolerant control, thermal comfort and set point accuracy and 
energy estimation. 
7.1.2 Design of intelligent control strategies 
There are several reasons for requiring control in HWH systems. Firstly, the 
disturbances such as outside air temperature, solar radiation and internal heat gains need 
to be compensated to match the heating load. Secondly, process and measurement noises 
influence HWH system operation, and should be estimated to improve system operation. 
Finally, optimal control strategy could be employed to increase system efficiency and 
improve thermal comfort for occupants. To this end, four control strategies, namely 
boiler fuel firing rate control, fuzzy logic adaptive PI control (FLAC), hybrid control 
strategy with the EKF and supervisory control, were designed in this thesis to deal with 
different situations. Simulation results were presented after each control strategy design. 
The following specific conclusions are drawn from the control strategy 
simulations presented in the thesis: 
(1) In the multi-zone building, the use of only boiler fuel firing rate control caused 
greater zone air temperature fluctuations in deferent zones ranging from 7.95 to 10.35°C. 
In order to improve the performance the control system should be designed properly to 
quickly compensate heating load changes. This was achieved by considering supply 
water temperature and water mass flow rate regulation together. 
(2) Simulation results of the fuzzy logic adaptive PI control (FLAC) strategy 
showed that, the zone air temperature swings were less than 0.5°C of the design zone air 
temperature set point. The greater improvement was not only resulted from the inferred 
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fuzzy logic augmented supply water temperature set points, but also contributed by the 
adaptive PI controllers rather than the fixed gain PI controllers. 
(3) By comparing the hybrid control strategy with and without the EKF, it was 
noted that the impact of the noises on system outputs was reduced in the control strategy 
with the EKF. The supply water and the zone air temperature responses were smooth due 
to the EKF estimation. In addition, the tested results show that the process noise has more 
impact compared to measurement noise. The robustness of the control system was 
improved by compensating for the degradation of operation resulting from the noises. 
(4) From the point of view of the energy consumption and daily comfort level, it 
can be concluded that the best control system design was the fuzzy logic adaptive PI 
control. One day savings in the pumping energy and fuel consumption were about 88% 
and 16% respectively (compared with controlling fuel firing rate of the boiler); while the 
daily comfort level reached about 84% confidence level. Also, larger process and 
measurement noises resulted in greater energy consumption and lower thermal comfort. 
(5) Design of supervisory control strategy is very important for large HWH 
control systems. System optimal operation can be achieved by tracking optimal set points 
by local controllers. In the designed supervisory control strategy, optimal set points of the 
supply water and zone air temperatures were computed based on solving a multi-
objective function. Simulation results showed that, although the optimization was not 
able to obtain the feasible solution all of the time, the thermal comfort was improved and 
the energy consumption was decreased most of the time. By evaluating the optimal 
operation with a typical HWH system operation, the supply water temperature in the 
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optimal system was reduced about 15°C, and the pumping energy and fuel consumption 
were decreased by 77% and 18% respectively. 
The major contributions regarding the design of the intelligent control strategies 
are summarized below: 
(1) A fuzzy logic adaptive PI control (FLAC) strategy was designed to achieve 
better system performance, improve thermal comfort and attain higher energy efficiency. 
(2) To compensate for process and measurement noises, an EKF technique was 
designed and applied in the hybrid control system to reduce the influence of the noises 
and improve system efficiency. 
(3) The multi-objective optimization problem was formulated and solved to 
design a supervisory control strategy. Optimal set points were obtained and employed in 
the local control loops. 
7.1.3 Model-based fault tolerant control strategies 
There is a need to design fault tolerant control strategies because faults in HWH 
systems cannot always be avoided. Faults can result in uneconomic operation, create 
safety problems and cause poor indoor environment. In this thesis, model-based fault 
detection and diagnosis was employed to isolate component and system failures, and 
then, fault tolerant control strategies were designed to improve the MFMZ heating system 
performance and thermal comfort and save energy. In the FTC systems, the error input to 
the controller was calculated based on the set point, measurement and the error correction 
function using FDD information. 
Specific conclusions on the model-based fault diagnosis and fault tolerant control 
strategies are summarized as follows: 
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(1) The degree of the faults such as the sensor fault, the heater efficiency 
degradation fault and the control valve fault was estimated by using fuzzy inference 
systems based on the deviation of the state variables. 
(2) From the dynamic responses of the normal system, the fault system with the 
supply water temperature sensor fault and the system with the FTC strategy, it was noted 
that the FTC system was able to correct the measurement fault and give good tracking 
close to the fault free condition. The estimated lower fault level implied that good control 
was achieved by the designed FTC strategy. 
(3) To deal with the heater efficiency fault, two solutions, one by regulating 
supply water temperature and the other by water mass flow rate control were essential. 
This was because only water mass flow rate control could not satisfy all situations. For 
example, lower mass flow rate of water resulted in inadequate heat output from the 
heaters; therefore, the supply water temperature had to be increased to compensate the 
heating load. From simulation results it was noted that, the heater efficiency in the FTC 
system was enhanced by up to 72% compared with that in the fault system. This was due 
to the fact that appropriate operation period was extended even though the heater fault 
existed in the heating system. 
(4) Through the FDD analysis, the multi-fault: the heater efficiency fault 
combined with partially blocked control valve fault was isolated by using two FISs 
individually because it was difficult to diagnose the multi-fault by using single FIS. In the 
design of the FTC strategy with the multi-fault, both the supply water temperature and 
the water mass flow rate were varied to meet the heating load requirement. Simulation 
results showed that the supply water temperature in the multi-fault FTC system was 
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greater than that in the single heater efficiency fault. This was mainly due to the lower 
water mass flow rate entering the heater when the control valve was partially blocked. 
Moreover, the control ability of the control valve was enhanced due to the increased 
supply water temperature. The deviation of the zone air temperature from the set point in 
the FTC system was much lower compared with that in the fault system; therefore, the 
proposed FTC approach was able to diminish the zone air temperature fluctuations. The 
simulations also showed the potential for energy savings. 
The major contributions drawn from the FDD and FTC strategies are as follows: 
(1) Model-based FDD systems were designed and analyzed for the measurement 
fault and process faults. FIS(s) was employed to evaluate the fault level based on the 
important parameters influenced by the fault(s). 
(2) An error correction function was formulated for each of the FTC strategies to 
adjust the error signals of the control systems with the failure situations. This function 
combines the reference signal, the measured parameter and the FDD information. 
(3) The designed FTC strategies were able to handle single and multiple faults 
normally occurring in HWH systems, and the advantages of the FTC systems were 
realized such as improving system performance, increasing thermal comfort level, saving 
energy and extending appropriate operation range of the system. 
7.2 Recommendations for future research 
Investigation conducted in this thesis provides opportunities for future work in 
system optimal operation and energy management of HWH systems. 
(a) The principles of the dynamic modeling could be extended to real-world large 
direct and indirect district HWH systems. 
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(b) The component models and the overall model need to be validated using data 
from real building operation. 
(c) The developed dynamic model could be identified based on online 
identification technique and may be extended to online dynamic optimal applications. 
(d) To detect and isolate more faults, a database related to component and system 
faults may be developed and employed. 
(e) Further work is needed to develop advanced model-based fault tolerant control 
strategies, and to validate them in real-world HWH system operation. 
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Appendix A Zonal model with the full order baseboard heater model 
A.l Zonal model 
The same room with the hot water baseboard heating system described for the one 
room heating is modeled using the zonal model technique. Seven cells were considered 
for this room as shown in Figure A.l. There are three types of cells: boundary cells such 
as Cell 1, Cell 6 and Cell 7, heater cell such as Cell 2 and plume cells such as Cell 3, Cell 
4 and Cell 5. Note that the heater cell is a special cell that is similar to the full order 
dynamic model described in Chapter 3. Plume cells are a region of rising warm air 
produced by natural convection of the baseboard heater close to the outside wall. From 
this figure it can be seen that, the warm air in the plume cells rises from the heater cell 
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Figure A.l Cells in the room with the hot water baseboard heater 
By applying air mass balance for each cell except for Cell 2, the general equation 
can be written as 
= L W * + mosource + dt m asm* 
(A.1) 
y=i 
Here, the steady state condition is considered for the air mass flow, the derivative 
of the air mass flow rate = 0, and because of the natural convection of the 
dt 
baseboard heater, the air mass flow rates masourcl and rhasink are also set to zero. 
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By applying energy conservation law to the outside wall and the cells, a set of 
temperature dynamic equations were formulated as follows. 
Outside wall 
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where TW|Sf,i, Twisf,2 and Twisfi6 refer to the interior surface temperatures of the outside 
wall; while Tflr, Tceii and Tw|jnt indicate the temperatures of the floor, the ceiling and the 
interior wall. 
In Equations (A.2)~(A.7), the net heat stored in each cell is equal to the heat 
transfer from the heat source and/or the air mass flow entering to the cell minus the heat 
from air mass flow leaving the cell and/or heat transferred between the cell and the 
interior surface of the enclosure and the outside environment. Note that the air mass flow 
rate m, is the summation of all air mass flow rate from the finned-tube and the bare pipe 
segments. Other air mass flow rates for the cells are computed based on Equation (A.8) 
(Riederer et al 2002): 
*.<*) = ccphme [q{z)coJm\z - zS«- (A.8) 
where, z and z0 express the height and the height of the Active plume origin. 
Baseboard heater model 
The baseboard heater model with the finned-tube and the bare pipe remains the 
same in Equations (3.1)~(3.40) except for Equation (3.13) is replaced by Equation (A.9). 
Tain = Tcel (A.9) 
In summary, the zonal model consists of 140 dynamic equations, which include 
equations for the baseboard heater, the bare pipe, the outside wall and the cells. 
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A.2 Simulation results 
To observe the dynamic responses of the cells and the distribution of the air 
temperature and the air mass flow rate in the room, open loop tests were made based on 
the developed zonal model. 
Dynamic responses of the air temperature and the air mass flow rate for several 
cells of the room are simulated and depicted in Figures A.2(a) and (b) when TS=84.2°C, 
mw =0.0358Kg/s and T0=-21.8°C. The temperatures of the floor, the ceiling and the 
interior wall are set to be 22°C. It can be seen from Figure A.2(a) that, Cell 2 has the 
highest temperature due to the fact that it is a heat source in the room. Note that the air 
temperature in Cell 2 is the average value for all leaving air temperature from the finned-
tube and the bare pipe segments. Also, the temperature of the plume cells decreases from 
the bottom to the top because of the heat and mass transferred to the surrounding 
environment. Usually, the zone air temperature is measured in the area of Cell 7, and its 
temperature response is presented in Figure A.2(a). In addition, the mass flow rates have 
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Figure A.2 Dynamic responses of cell temperature and air mass flow rate 
The steady state values of all cells are reached after two hours and depicted in 
Figures A.3(a) and (b). The air temperature in the cells is differed each other. For 
instance, the temperature difference between Cell 7 and Cell 1 reaches 0.74°C. 
Meanwhile, the air mass flow distribution is shown in Figure A.3(b). The mass flow rates 
of m, m2, m3, and rh4 increase as the height of the plume goes up. 
From these results it can be noted that the assumption that inlet air temperature is 
less than well-mixed air temperature in the room (Equation 3.13) is indeed valid. The 
only question remains on the magnitude of the correction. In the above simulations the 
inlet air temperature to the heater is about 0.74°C less than the room temperature 
measured in the vicinity of Cell 7. 
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Figure A.3 Air temperature and air mass flow rate distribution 
Generally, the real measurement for air temperature in a room is done in the 
region of Cell 7. By simulating the zonal model, a corrected equation between the 
measured air temperature (Tansd) and the well-mixed one node room air temperature (Tz) 
was formulated as given in Equation (A. 10). This equation describes the normal 
measured zone air temperature which can be calculated by a quadratic function related to 
the supply water temperature and one node room air temperature. The correction factors 
Pi ~ P* w e r e obtained by curve fitting technique. 
T^ = f(T„TM) = A t f + PiTsTz + fiJM2 (A.10) 
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Appendix B Pressure drops from pipe segments, fittings and equipment 
Momentum balance principle can be used to a micro control volume of a pipe 
segment. A pipe segment MN is assumed as shown in Figure B.l. The length is L, and 
the pressure entering and leaving the pipe segment is Pi„ and Pout- The control volume has 
the pressure drop dP over dx. The cross section area of the pipe is A. The mass flow rate 
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Figure B. 1 Momentum balance in a pipe segment 
Because water density changes based on water temperature are not significant in 
HWH systems, the water mass flow systems dynamics can be decoupled from the thermal 
system dynamics. Also, assuming incompressible flow the momentum balance for the 
control volume in the pipe segment can be written as 
M
 + ayfimtm_a(PSL_ci_ (B1) 
dt dy dy 2mA 
In this equation, the force balance on the control volume where the acceleration 
term is equal to the static pressure and the frictional forces acting on the control volume. 
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Cf can be determined using Reynolds Number and geometry as described iathe reference 
(McQuiston and Parker, 2005). Assuming the water mass flow rate and Cf values are 
constant along the pipe segment, by integrating from 0 to L, Equation (B.l) becomes 
^=pin-polll-j:fMN (B.2) 
Equation (B.2) represents that the changing momentum in the pipe segment is 
equal to the pressure force minus the frictional forces. 
Frictional forces for pipe segments, fittings and equipment are described in the 
following equations. 
For pipe segments: 
PjJpipe 
where X is the friction factor depending on the water mass flow rate. Note that the 
pressure drop for the baseboard heater is considered like a pipe segment. 
For fittings: 
P V2 
where ^ is a frictional coefficient related to type of fittings. 
For a boiler: 
A / > = P M ( - ^ ) 2 (B.5) 
For a nonlinear control valve, the pressure loss across the valve can be obtained 
from 
A ^ C / W * ' ) - ^ (B-6) 
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In the equation, the factors Ps and P6 are obtained according to control valve type 
and from the manufacture's data. Note that u2 is the valve control signal used to control 
water mass flow rate entering the zone. 
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Appendix C Aggregation model of a basement HWH system 
The mass, energy and momentum balances are applied to the basement HWH 
system of the high-rise building in order to obtain the temperature and the water mass 
flow rate dynamics. Additionally, according to the property of the heating load acting on 
the basement, it is not necessary to distinguish the rooms with different zones. Thus, the 
basement is designed as one zone, and the dynamic equations are written based on an 
aggregation method for the zone. The designed layout of the basement heating system is 
given in Figure C.l, and the schematic diagram of the heating system with nodes is 
shown in Figure C.2. Note that surrounding soil temperature is assumed to be constant. 
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Figure C.2 Schematic diagram of the basement heating system with nodes 
The dynamic equations of the basement HWH system can be expressed based on 
the aggregation technique for the zone air, the return water temperature, the outside wall 
and the water mass flow rate in the hydraulic circuit. 
For the zone air: 
rTT 
t-'zbmt ~~7 = Cwmwbml K*s ~ *rbmt) + WJim ^ bmt + "wlbmto ^wlbmt V*o ~ *zbmt ) 
For the return water temperature: 
f~* ** rbmt 
^htrbml , 




For the outside wall: 
dT, f ~* vibmto TJ A (T _T } + TJ A (T —T } 








dt ^PAa-Y.fAa (C.4) 
where 
2ijJ An — Jvalbml ' J hlrbmt "*" Jpipebml V^-^J 
In Equation (C.5), the factional loss from the control valve is a non-linear 
function related to the control signal uZbmt and the water mass flow rate. 
In general, the dynamic equations can be rewritten in state space matrix 
formulation as in Equation (C.6). 
L*-"l J^2»'"^*|J *2 





In this equation, C, X and u refer to thermal capacity or(—)in mass dynamic 
A 
equation, state space variables and control variables respectively; while subscript ks and 
kc express the number of state space variables and control variables. 
The open loop test for the basement heating system was simulated with T0=-
21.8°C, APAa=20KPa and the control valve fully open. In order to maintain the design 
zone air temperature, the supply water temperature was adjusted to 86.1°C after 12 hours; 
while it was set to 90°C before that time. The simulation results with the zone air 
temperature and the water mass flow rate are depicted in Figure C.3. 
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Figure C.3 Dynamic responses of air temperature and water mass flow rate 
From Figure C.3(a) it is noted that the zone air temperature reaches 23.82°C at 12 
hours, and finally reaches 22°C at 24 hours. The water mass flow rate remains at its 
steady state value of 0.1046Kg/s shown in Figure C.3(b). 
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