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Abstract
Researchers currently use a number of approaches to predict and substantiate information-
computation gaps in high-dimensional statistical estimation problems. A prominent approach
is to characterize the limits of restricted models of computation, which on the one hand yields
strong computational lower bounds for powerful classes of algorithms and on the other hand helps
guide the development of efficient algorithms. In this paper, we study two of the most popular
restricted computational models, the statistical query framework and low-degree polynomials,
in the context of high-dimensional hypothesis testing. Our main result is that under mild
conditions on the testing problem, the two classes of algorithms are essentially equivalent in
power. As corollaries, we obtain new statistical query lower bounds for sparse PCA, tensor
PCA and several variants of the planted clique problem.
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1 Introduction
Information-computation tradeoffs are ubiquitous in high dimensional statistics. As the amount
and quality of the data increase, inference and estimation tasks often require fewer computational
resources. In many fundamental problems, there is a gap between the signal-to-noise ratios at which
the problem is information-theoretically solvable and at which efficient algorithms are known. Ex-
amples include estimation of a sparse vector from linear observations, sparse phase retrieval, low-
rank matrix estimation, community detection, subgraph recovery, random constraint satisfiability,
sparse principal component analysis, covariance matrix estimation, dictionary learning, tensor com-
pletion, graph matching, and many others (c.f., for instance [Don06, CRT06, FB96, CT07, LDP07,
RFP10, JNS13, CMP10, RCLV13, JOH, CSV13, ACV14, ACBL12, Mon15, Fei02, JL09, BR13b,
RBE10, SWW12, FHT08]). Researchers have long been aware of this phenomenon, with early work
showing such gaps in artificially constructed learning problems [DGR00, Ser99, SSST12] and more
recent work focusing on algorithms that trade off between statistical and computational efficiency
[SSS08, BKR+11, SSST12, CJ13, CX16]. Tradeoffs between computational resources and statis-
tical accuracy are also widely observed empirically in optimization of machine learning models:
both increasing model size and using more iterations of gradient descent in training often improve
generalization [JT18, SHN+18, NKB+19, KMH+20]. However, even for idealized models, we lack
a comprehensive theory that explains or predicts information-computation gaps.
In classical complexity theory, the tractability or intractability of a problem is explained by
organizing problems into equivalence classes via efficient reductions. While this approach has
strong merits, it is challenging to carry out in statistical settings.1 Despite recent advances (e.g.
[BR13a, MW15, HWX15, BBH18, ZX18, BB19, BBH19, LZ20, BB20]), it is too early to tell whether
a complete theory of information-computation gaps based on reductions is possible.
Currently, showing lower bounds against restricted models of computation is the predominant
means of providing rigorous evidence for information-computation gaps. In this approach, the goal
is to characterize the signal-to-noise ratio needed by specific algorithms or classes of algorithms
for estimation tasks. So far, such lower bounds have typically been proved separately for each
statistical estimation problem, for each distribution over data, and for each model of computation.
We list, for the purpose of illustration, a selection of lower bounds for the planted clique problem.
In this problem, a clique of size k is placed in a uniformly random position within a random
graph on n vertices. Despite the problem being solvable via exhaustive search whenever k ≫
log n, all known polynomial-time algorithms require k = Ω(
√
n) and it is conjectured that the
problem is computationally hard if k = o(
√
n). The foundational work [Jer92] showed lower bounds
for Markov-Chain Monte-Carlo methods. [FK03] prove lower bounds against Lova´sz–Schrijver
semidefinite programs, and lower bounds against stronger Sum-of-Squares semidefinite programs
were developed later in [BHK+19, DM15, MPW15, HKP+18]. [FGR+17] rule out algorithms for
a similar problem in the statistical query model, while [ABDR+18, Ros08, Ros14] study proof and
circuit complexity. All of these lower bounds concern k no larger than
√
n; many rule out algorithms
for any k = o(
√
n).
Taken together, these works constitute strong evidence for the planted clique conjecture that
efficient algorithms do not exist when k = o(
√
n),2 but the proliferation of lower bounds suggests
a need for unifying principles. Indeed, variants of this story are found throughout the literature,
for numerous problems beyond planted clique: lower bounds against a variety of distinct restricted
computational models are proven independently, all of which usually point to the same signal-
to-noise ratios tolerated by efficient algorithms. Obviously, if the predictions about tractability
1As discussed at length in [BB20].
2Or, at least, such algorithms would need to be radically novel.
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of a problem made using restricted computational models did not all agree then at least one of
them would necessarily be incorrect. Conversely, the fact that different restricted computational
models often yield the same predictions about signal-to-noise ratios tolerated by polynomial-time
algorithms motivates the following questions:
Are some or all of these restricted models equivalent in power? Do lower bounds in
some models imply lower bounds in others?
If a single class of algorithms, for instance Sum-of-Squares semidefinite programs, were to turn out
to be at least as powerful as any of the other popular computational models for an interesting class of
statistics problems, then numerous lower bounds could be replaced with a single bound. One might
hope to achieve this objective by giving reductions between computational models, establishing a
hierarchy among them and quelling the proliferation of lower bounds.
In this paper, we make a small step towards this goal: under mild conditions, we establish
the equivalence of two popular restricted models of computation for high-dimensional hypothesis
testing problems. In particular, we show that statistical query algorithms are equivalent in power
to algorithms based on low degree polynomials.
Overview of Introduction We begin by defining statistical query algorithms and low-degree
tests in Section 1.1. Then in Section 1.2.1, we give several example problems for which the models
is inherently different, in order to illustrate the conditions under which we can hope for equivalence.
In Section 1.2.2 we state our main result, Theorem 1.6, which proves that statistical queries and
low-degree tests are equivalent under essentially minimal conditions. In Section 1.2.3 we state addi-
tional results which show that those conditions are satisfied by numerous high-dimensional testing
problems, including problems exhibiting mild noise robustness (Theorem 1.10) and Gaussian or
discrete product distributions (Theorem 1.13). In Section 1.2.4 we apply our equivalence theorems
to obtain new statistical query lower bounds for sparse PCA (Corollary 1.14), tensor PCA (Corol-
lary 1.15) and planted clique (Corollary 1.16), and new lower bounds against low-degree tests for
Gaussian mixture models (Corollary 1.17). Finally, in Section 1.3 we discuss some prior work.
1.1 Hypothesis Testing and Models of Computation
Hypothesis Testing. We consider simple-versus-simple hypothesis testing problems in which we
have one null distribution D∅ over R
n, and a family of alternative distributions S = {Du}u∈S over
the same space, with a prior distribution µ on S.34
Under the null hypothesis H0 we are given samples x1, . . . , xm ∈ Rn generated independently
according to D∅, whereas under the alternative hypothesis H1 the samples are instead generated
according to Du for u ∼ µ (we often write u ∼ S).5 The objective is to determine which hypothesis
is correct. To this end, givenm samples, a hypothesis testing algorithm is a map ψ : (Rn)m → {0, 1}
producing a guess based on the samples, and the goal is to minimize the error probability given by
Type I + II error = Pr
H0
(ψ(x) = 1) +Pr
H1
(ψ(x) = 0) .
3E.g. in the sparse PCA problem, D∅ = N (0, In), and S = {N (0, In + 0.1uu
⊤) | u ∈ Rn, ‖u‖2 = 1, ‖u‖0 = ρn}
for some ρ < 1, and µ is uniform over S .
4We always assume that for all Du the likelihood ratio Du(x) := Du(x)/D∅(x) is finite and is square-integrable
with respect to D∅, that is, Ex∼D∅(Du(x)/D∅(x))
2 <∞. This holds if D∅, Du have finite support and the support
of Du is contained in that of D∅; it can also be enforced for continuous distributions by mild truncation of tails.
5We have chosen the setting where the number of samples governs the signal-to-noise ratio because this is the
setting which makes sense for the Statistical Query model. Some problems, such as planted clique or tensor PCA,
are single-sample problems, and one of the contributions of this work is a principled approach for transforming
single-sample problems to multi-sample problems of equivalent computational complexity. See Remark 1.9.
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Though hypothesis testing is qualitatively simpler than estimation, testing problems already
display information-computation tradeoffs for many high-dimensional statistics tasks. Moreover,
for the purpose of proving computational lower bounds, it is often sufficient to show that hypothesis
testing is hard and then deduce an implication for estimation (see, e.g., [BB20]).
Since we will treat a model of computation which most naturally outputs real rather than
Boolean values, we will use the following closely-related notion of a successful test between H0,H1.
Definition 1.1 (ε-distinguisher). We call a function p : Rn×m → R of m vectors x = x1, . . . , xm ∈
R
n an m-sample ε-distinguisher for a testing problem D∅ vs. S if∣∣∣∣ E
x∼D∅
p(x)− E
u∼S
E
x∼Du
p(x)
∣∣∣∣ > ε ·√Var
x∼D∅
p(x) .
If ε > 1, we call p a good distinguisher.
A hypothesis test with small Type I + II error automatically furnishes a good distinguisher.
However, the converse is not necessarily true, because a good distinguisher need not have bounded
variance under the alternative hypothesis H1. Thus, from the perspective of lower bounds, ruling
out the existence of a ε-distinguisher in a restricted computational model is at least as strong as
ruling out the existence of a small-error hypothesis test (in that model).
Low Degree Polynomials. Our first model of computation will be hypothesis tests based on
polynomials of bounded degree. Given m samples x = x1, . . . , xm ∈ Rn, we will study real-valued
polynomials p(x) of bounded degree, in the following sense:
Definition 1.2 (Sample-wise degree). For n,m ∈ N and d 6 n, k 6 m, we say that a function
f : Rn×m → R has sample-wise degree (d, k) if it lies in the linear span of functions g : Rn×m → R
such that g(x) depends on at most k distinct columns of the n × m matrix x and on at most d
distinct entries in each column.
Any degree-r polynomial has sample-wise degree at most (r, r), and, conversely, a sample-wise
degree-(d, k) polynomial whose degree in any entry is bounded by t has degree at most dkt. In
many cases of interest, t = O(1) without loss of generality (e.g. for discrete distributions). Such
polynomials can be evaluated in time at most mkntd, by evaluating all participating monomials.
An extraordinary variety of high-dimensional hypothesis testing algorithms boil down to eval-
uating polynomials of low sample-wise degree: for example, most spectral algorithms, the method
moments, algorithms based on small-subgraph statistics, and message passing algorithms (see
[KWB19, Hop18] for further discussion). A recent line of work characterizes the limitations of such
algorithms by ruling out the existence of low-degree distinguishers: such lower bounds are now
known in the computationally-hard regimes of planted clique [BHK+19], stochastic block model
[HS17, BBKW19], sparse principal component analysis [DKWB19], tensor principal component
analysis [KWB19], and more. Remarkably, excluding problems with unusual algebraic structure
[HW20], the (non)existence of a low-degree polynomial distinguisher between null and alternative
hypotheses appears to closely track the (non)existence of any known polynomial-time hypothesis
test.
Statistical Queries and Statistical Dimension. Our second model of computation is the
statistical query (SQ) model VSTAT(M). VSTAT(M) algorithms access a distribution D over Rn
via queries φ : Rn → [0, 1] to an oracle. For each query φ, the oracle returns
E
x∼D
φ(x) + ζ,
3
where ζ is an adversarially chosen number with |ζ| 6 max( 1M ,
√
E[φ](1−E[φ])
M ). This approximates
the value of φ over x ∼ D with the same accuracy as the empirical estimate using M samples, as
guaranteed by Bernstein’s inequality.
The SQ model was first proposed as a framework for designing noise-tolerant algorithms [Kea98],
and is a popular restricted model of computation for studying information-computation tradeoffs
(see e.g. [FGR+17, FPV18, DKS17], as well as numerous supervised learning problems).
An algorithm which makes q queries to VSTAT(M) is a proxy for an algorithm running in time
q on M samples. Though understanding the SQ complexity of a problem is often illuminating, the
SQ model is an imperfect proxy for the usual sense of running time because (1) the queries φ need
not be polynomial-time computable, and (2) each query φ is permitted to be a function of only a
single sample.
We will treat the SQ model via the notion of statistical dimension, a measure of complexity for
hypothesis testing problems via SQ algorithms. We use a strengthening of the statistical dimension
introduced by [FGR+17].
Definition 1.3 (Statistical Dimension). Let D∅ vs. S be a testing problem with prior µ. For Du ∈
S, define the relative density Du(x) = Du(x)D∅(x) , and the inner product 〈f, g〉 = Ex∼D∅ f(x)g(x). The
m-sample statistical dimension SDA(S, µ,m) measures the tails of the random variable 〈Du,Dv〉−1
for u, v ∼ S:
SDA(S, µ,m) = max
{
q ∈ N : E
u,v∼µ
[∣∣〈Du,Dv〉− 1∣∣ |A] 6 1m for all events A s.t. Pru,v∼µ(A) > 1q2
}
.
Often we will write SDA(m) or SDA(S,m) when S and/or µ are clear from context.6
In [FGR+17], it is shown that for a testing problem S vs. D∅, any SQ algorithm requires
Ω(SDA(m)) queries (translating roughly to time Ω(SDA(m))) to a VSTAT(m/3) oracle (trans-
lating roughly to m/3 samples).
We remark on several technical differences between our setup and definition and those of
[FGR+17]. First, our version of statistical dimension bounds E
[∣∣〈Du,Dv〉− 1∣∣ |A] for all events
A in the joint distribution of u, v ∼ µ, while [FGR+17] considers only A of the form A = B⊗B for
some event B in µ.7 Our version corresponds to a stronger computational model, in the sense that a
lower bound on SDA(S,m) implies a lower bound on the statistical dimension of [FGR+17]. While
we are not aware of any natural high-dimensional testing problems where these notions diverge,
we give an artificial example where they differ in Appendix A. Second, the problems considered
in [FGR+17] are many vs. one (simple vs. composite) hypothesis testing problems, but in Ap-
pendix B we show that statistical dimension implies lower bounds on SQ algorithms in our simple
vs. simple hypothesis testing setting as well.8 Notationally, we write SDA(S,m) where [FGR+17]
writes SDA(S,D∅, 1m).
6This definition may at first look mysterious, so we offer some vague intuition: the quantity 〈Du, Dv〉 − 1 is
equivalent to Ex∼Du
PrDv [x]
PrD∅
[x]
− 1; that is, the centered average of the likelihood ratio of Dv to D∅ over samples from
Du. When this quantity is at least δ, Du and Dv may have common events that allow one to distinguish them both
from D∅ with probability δ
′. The statistical dimension quantifies the measure of pairs of distributions ∼ µ with no
such common events.
7For this reason, we use Pr(A) > 1/q2 in our definition, rather than the more natural Pr(A) > 1/q, to maintain
consistency with [FGR+17].
8The difference between these two settings is the presence of the prior µ.
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1.2 Our Results
1.2.1 Comparing Statistical Dimension and Low-Degree Distinguishers
Our main result is a surprisingly tight equivalence between statistical dimension (a lower bound on
the query complexity of SQ algorithms) and low-degree distinguishers. Let us consider what kind
of correspondence we could hope for, thinking for now of statistical dimension and statistical query
complexity as interchangeable.
There are two circumstances under which SQ algorithms and low-degree tests obviously cannot
have equivalent power. First, there are testing problems which have query-efficient SQ algorithms
– even ones using just a single query – but lack low-degree distinguishers.
Example 1.4 (Sparse Linear Equations over F2, Batched Samples). The null distribution D∅ is
uniform on sets of 10n linear equations over Fn2 of the form ui ⊕ uj ⊕ uk = b for some b ∈ {0, 1}.
For each u ∈ Fn2 , Du is the uniform distribution on sets of 10n equations 99% of which are satisfied
by u.
One query f(x) = 1(∃u ∈ Fn2 satisfying 99% of equations in x) to VSTAT(4) solves the testing
problem, since a system sampled from D∅ has no solution satisfying more than 60% of equations.
This algorithm, “evaluate f on one sample,” is both query- and sample-efficient. Yet there is no
known polynomial-time algorithm that computes f , and it is widely conjectured that polynomial
time algorithms for this planted linear equations problem require Ω(n3/2) equations, corresponding
in this model to Ω(
√
n) samples [Ale03]. (And indeed, given O(
√
n) samples there is a test of
constant degree.)
In Example 1.4, the SQ algorithm is able to “cheat” by making a query that (likely) requires
super-polynomial time to evaluate. In particular, it is not well-approximated by any low-degree
function. Our equivalence theorem will show that this is essentially the only way that an SQ
algorithm can fail to lead to a low degree distinguisher: there must be a hypothesis test using few
samples which is orthogonal to all low degree functions.
The second difficulty is the opposite of the first: some testing problems have low-degree distin-
guishers but lack efficient SQ algorithms. The reason is that (d, k)-degree functions can depend on
many samples at once in ways beyond computing empirical averages, whereas a statistical query
f : Rn → R must be a function of one sample.9 We can illustrate this with another variant of
random linear equations.
Example 1.5 (Linear Equations over Fp; see also [FG17]). The null distribution D∅ is the uniform
distribution over linear equations mod p in n variables. For each u ∈ Fnp , the distribution Du is the
uniform distribution over linear equations mod p which are solved by u.
Given n samples, the testing problem D∅, {Du}u∈Fnp can be solved by running Gaussian elim-
ination, since the system of linear equation defined by these samples will be full rank with high
probability. This can be captured by a degree-(n, n) distinguisher. Notice that this is independent
of p. On the other hand, standard arguments show that SQ algorithms require ≈ pn queries.
In Example 1.5, the test based on Gaussian elimination combines samples in a way that SQ
algorithms cannot. As above, our equivalence theorem will show that this is the only way that a
degree-(d, k) distinguisher can fail to lead to a bound on statistical dimension: there must be a test
using k samples which is orthogonal to all functions depending on at most k − 1 samples.
9Functions depending on k samples could be simulated with “batched” statistical queries which can depend on
k samples at once – we will not worry about the added complexity of such k-wise SQ oracles in this paper, but see
[FG17].
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1.2.2 Main Meta-Theorem
With Examples 1.4 and 1.5 for context, we turn to our main equivalence theorem. On first reading,
we suggest the interpretation that k is constant or logarithmic in m – this regime corresponds
roughly to polynomial time (sometimes quasi-polynomial time) algorithms – and that m′ = m.
Roughly speaking, our main meta-theorem says that the statistical dimension is small if and only
if there is a low-degree test, except when this is obviously false.
Theorem 1.6 (Main Theorem, see Theorem 3.1 and Theorem 4.1). For a testing problem D∅ vs.
S on RN and every d, k ∈ N, if there exists m′ 6 m such that SDA(S,m′) 6 (2mm′ )k/2 (in particular,
if there is an SQ algorithm making o(2k/2) queries to VSTAT(m/3)), then either:
1a. There is a low degree distinguisher:
there is a good (mk)-sample distinguisher p which has sample-wise degree-(d, k), or
1b. There is a “brute-force” few-sample algorithm:
there is a k-sample m−k/2-distinguisher p which is orthogonal to every low degree function:
that is, for any f : RN×k → R of sample-wise degree-(d, k) we have Ex∼D∅ p(x)f(x) = 0.
Conversely, for all even k ∈ N, if there is a sample-wise degree-(d, k) function p which is a good
m-sample distinguisher, then either
2a. The statistical dimension is bounded:
there exists m′ 6 m such that SDA(S,m′) 6 (2mm′ )O(k) (e.g. SDA(S,m) 6 2O(k)), or
2b. There is a distinguisher which gains an advantage by combining samples:
there is a k-sample mΩ(k)-distinguisher p which is orthogonal to every f : RN×k → R of
sample-wise degree-(∞, k − 1).
Note that cases 1b and 2b, when statistical dimension and low-degree tests diverge, correspond
respectively to the failure modes illustrated in Examples 1.4 and 1.5, respectively. Below we will
give corollaries of Theorem 1.6 which classify broad classes of testing problems into the cases of
Theorem 1.6. In particular, we will show that several key classes of testing problem never fall
into cases 1b and 2b – for instance, noise-robust problems (Theorem 1.10) and product measures
(Theorem 1.13) – and hence for all these problems, bounds on statistical dimension and low-degree
tests are equivalent (as captured by cases 1a and 2a). We will then derive corollaries for specific
problems such as sparse PCA, tensor PCA, planted clique, and more. First, we make a few remarks:
Remark 1.7 (On the number of samples in the high-degree case). Parts 1a and 1b of Theorem 1.6
roughly show that an algorithm making q queries to VSTAT(m) implies either a km-sample low-
degree distinguisher or a k-sample high-degree distinguisher. At first, this may appear obvious: A
natural line of reasoning goes: “an SQ algorithm makes queries which are either approximately low
degree, in which case we will get a low degree distinguisher, or they are not, so there must be a
high degree one.”
The subtlety missed by this logic is that our theorem implies that if there is a high-degree
distinguisher (Case 1b), it uses very few samples, k ≪ m. This is key to making Theorem 1.6
useful. For many problems where we might apply Theorem 1.6, it is easy to ensure that there is
no nontrivial test using only k = polylog n samples. In such settings we can rule out Case 1b,
and conclude that an upper bound on the statistical dimension immediately implies a low-degree
distinguisher (Case 1a). Theorems 1.10 and 1.13 are two examples of this paradigm. We carry out
the key boosting argument which reduces the number of samples from m to k in Section 3.
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Remark 1.8 (Simulating low-degree distinguishers in SQ is lossy). Turning to the “conversely”
portion of the theorem, at first it might appear obvious that a low degree distinguisher p should
yield an SQ algorithm, since another natural line of reasoning would be: “one can express a low
degree test p in terms of monomials, then use statistical queries to estimate the expectation of each
monomial, ultimately estimating Ex1,...,xm∼Du p(x1, . . . , xm).”
Indeed, an argument along these lines is possible, but the best one we are aware of would lose a
large polynomial factor: roughly speaking, an m-sample low-degree distinguisher leads only to an
SQ algorithm using VSTAT(mΩ(k)) via this argument, because the errors in the statistical queries
may add adversarially. By contrast, for constant k, Theorem 1.6 translates a m-sample low degree
distinguisher into an upper bound on SDA(Θ(m)). This precise dependence on m is crucial to
many of our applications, where information-computation gaps occur on the level of m versus mk
samples (or even m versus m1.1 samples).
Remark 1.9 (One-Shot Versus Multi-Sample Problems). Theorem 1.6 applies to hypothesis testing
problems D∅ vs. S whose difficulty is governed by the number m of available samples x1, . . . , xm
from either Du ∼µ S or from D∅. Many problems of interest are not of this form; instead, they are
“one-shot” problems, where the difficulty is governed by a signal-to-noise ratio. For instance, in
the usual formulation of the planted k-clique problem, D∅ is G(n, p), the Erdo˝s-Re´nyi distribution
on n-vertex graphs and the alternate distribution is uniform over graphs containing a k-clique, for
some k 6 n. Here, the measure of difficulty is the clique size k as compared to the graph density
p, while the number of samples is fixed at m = 1.
The statistical query model does not make sense for one-shot problems.10 To give evidence of
hardness for a one-shot problem in the SQ framework, one must first formulate a multi-sample ver-
sion. For instance, the SQ lower bounds of [FGR+17] for planted clique actually treat a “bipartite”
version where each sample is the adjacency list of a node in a bipartite graph. These multi-sample
formulations can be relatively ad hoc, which is problematic, as which multi-sample version one
chooses can significantly affect the resulting statistical query complexity !
Based on Theorem 1.6, we propose a canonical approach to translate one-shot problems into
many-sample problems: decrease the signal-to-noise ratio until the resulting problem is information-
theoretically unsolvable given O(1) independent samples, while simultaneously increasing the num-
ber of samples appropriately.11 In numerous cases – additive Gaussian models and planted clique,
for example – this yields problems which are polynomial-time equivalent to the underlying one-shot
problem (see Section 7). In such cases there is always a way to reduce the signal-to-noise ratio
enough that no nontrivial k-sample distinguisher exists while still remaining in a polynomial-time
equivalence class of testing problems; this rules out cases 1b and 2b of Theorem 1.6 so that low-
degree distinguishers and SQ algorithms have essentially equivalent power. For illustrations of this,
see Corollaries 1.16 and 1.15 for lower bounds for multi-sample versions of planted clique and tensor
PCA.
Our proof of Part 1 (Cases 1a, 1b) of Theorem 1.6 directly relates statistical dimension to low-
degree distinguishers, without going via any particular SQ algorithm/set of statistical queries. We
also offer in Appendix C a potentially more intuitive proof of a slightly weaker theorem,12 which
directly simulates an algorithm making calls to VSTAT via low-degree distinguishers.
10The history of the SQ model traces back to PAC learning, where a notion of independent samples is fundamental.
Low-degree tests, by contrast, can still be formulated for one-shot problems.
11For example, in a Gaussian model, one sample from N (u, I) is equivalent to m samples from N ( 1√
m
u, I).
12The quantitative bounds we obtain are identical to Cases 1a, 1b of Theorem 1.6; the theorem is weaker because
the existence of a VSTAT algorithm is a stronger assumption than an upper bound on the statistical dimension.
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1.2.3 Noise Robustness and Independent Coordinates
Next, we refine Theorem 1.6 for particular families of testing problems: noise-robust testing prob-
lems, and problems where each Du is Gaussian with identity covariance or product on the Boolean
hypercube. In each of these cases we show that the pathological behavior in Examples 1.4 and 1.5
does not occur, yielding a more direct equivalence between low degree distinguishers and statistical
dimension.
Our first theorem concerns noise. If we start with a testing problem D∅ vs. S which is not too
easy to solve using k samples, then by replacing each Du ∈ S with a noisy version D′u we can show
that 2k-query m-sample SQ algorithms are equivalent to degree-(d, k) distinguishers, for reasonable
values of d. (Essentially, this noising process rules out Cases 1b and 2b from Theorem 1.6.)
Almost every natural high-dimensional hypothesis testing problem remains qualitatively un-
changed by some form of noise allowed by our theorem; the typical effect is just to decrease some
measure of signal-to-noise ratio. For illustration, the following is stated for a coordinate-wise resam-
pling noise process; in Section 5 we give versions allowing a broad class of noise processes (additive
Gaussian noise, random restriction, etc.).
Theorem 1.10 (Equivalence for Noise-Robust Testing, see Theorem 5.2). Let S = {Du},D∅ be
a testing problem on RN and suppose that D∅ = D
⊗N is a product distribution. Let k,m ∈ N,
and d 6 N . Suppose that S,D∅ does not have a k-sample 2k-distinguisher. Let S ′ = {D′u}, where
to sample x′ ∼ D′u we first sample x ∼ Du and then, for each coordinate xi, with probability ρ we
replace it with an independent sample from D, for some ρ > 1−O(1/m)1/d. Then
1. If there is an m′ 6 m such that SDA(S ′,m′) 6 (2m/m′)k then there is a good (2mk)-sample
distinguisher of sample-wise degree-(d, k), and
2. If there is a good m-sample distinguisher of sample-wise degree-(d, k) then there is m′ 6 m
such that SDA(S ′,m′) 6 (2m/m′)O(k).
Theorem 1.10 applies broadly and often gives tight or nearly-tight results – in Section 8.6 we
give an example based on learning sparse parities for which Theorem 1.10 is tight.
Remark 1.11 (Noise rates). To interpret the theorem, it is helpful to think of two different
parameter regimes. First, one may take d ≈ logm, so that one may apply just a small amount
of noise, taking ρ a small constant. In this case the problems S and S ′ are quantitatively similar,
although we obtain sample-wise degree-(logm,k) distinguishers when we might hope for sample-
wise degree-(O(1), k). In many cases brute-force algorithms would correspond to sample-wise degree
(N,m), so distinguishers of sample-wise degree-(logm,k) are far from trivial.
Second, one may take d to be a large constant, in which case we obtain sample-wise degree-
(O(1), k) distinguishers, but at the cost that S ′ is a much noisier version of S. In many cases,
however, this is acceptable – for instance, in spiked matrix problems where x ∼ Du is given by
x = λ · uu⊤ + G for a vector u, Gaussian matrix G, and signal-to-noise ratio λ, samples from the
noisy distribution x ∼ D′u will resemble m−0.01λ · uu⊤ +G. This does not qualitatively change the
information-computation gaps for problems such as sparse PCA.
Remark 1.12 (On k-sample 2k-distinguishers). The condition that there is no k-sample 2k-
distinguisher rules out events Au of measure 2
−Ω(k) over u ∼ µ for which
E
u,v∼µ
[∣∣〈Du,Dv〉− 1∣∣ |Au, Av]≫ 1 .
If such an event does exist, SQ algorithms can often productively deploy a “brute-force” query such
as φ(x) = Eu∼µ |Au Du(x) (suitably scaled and truncated to lie in [0, 1]) to gain an advantage over
polynomial-time algorithms – note that such a query is generally not efficiently computable.
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Finally, we show that we can avoid the (mild) quantitative losses discussed in Remark 1.11
for two important classes of testing problems, where each Du is either Gaussian with identity
covariance or discrete with independent coordinates. This captures numerous interesting problems
– spiked matrix and tensor models, variants of random constraint satisfaction and linear equations,
community detection, and beyond.
Theorem 1.13 (Gaussian or Independent Coordinates, see Theorems 6.1 & 6.3). Let S = {Du},D∅
be a testing problem on RN with one of the following structures:
• D∅ = N (0, IN ) is the standard Gaussian distribution and each Du = N (u, IN ) for some
vector u ∈ RN
• D∅ and all Du are product measures on {±1}N
Let m,k ∈ N with k ≪ m and suppose that S,D∅ has no k-sample 2k-distinguisher. Then even in
the absence of noise (ρ = 0) the conclusion of Theorem 1.10 holds with S ′ = S and every d > 1.
1.2.4 Applications: New Lower Bounds for Tensor PCA, Sparse PCA, Planted Clique,
and Beyond
We apply our equivalence theorems to obtain new computational lower bounds against statistical
query algorithms and low-degree distinguishers.
From Low-Degree to SDA bounds. We focus on sparse PCA (see e.g. [BAP+05, dBG08,
BR13b, BR13a, KWB19, PWB+18, DKWB19, BKW19, BB19]) and tensor PCA [RM14, HSS15],
both well-studied hypothesis testing problems for which lower bounds against low-degree poly-
nomials were already known, but SQ lower bounds were either unknown (tensor PCA) or cover
only some of the interesting parameter space.13 For sparse PCA we prove relatively straightforward
lower bounds against low-degree distinguishers, and for tensor PCA we use low-degree distinguisher
lower bounds already in the literature; in both cases we then obtain SDA lower bounds essentially
“for free” by applying Theorem 1.6 and its derivatives.
Corollary 1.14 (SQ lower bound for sparse PCA (special case) – see Corollary 8.22). Let D∅ =
N (0, In) and let ρ 6 1√n(log n)O(1) . There is a distribution S over distributions Du = N (0, In +
0.1uu⊤) where (1) each u is unit norm and (2) each u is ρn-sparse such any SQ algorithm for S
versus D∅ requires at least n
ω(1) queries to VSTAT((ρn)2/(log n)O(1)).
As we discuss in more detail in Section 8.3, this lower bound matches (up to logarithmic factors),
the best known polynomial-time algorithms for sparse PCA, which require Ω(ρn)2 samples for ρn-
sparse vectors [dBG08, BR13b]. Existing SQ lower bounds for sparse PCA consider only alternate
distributions of the form Du = N (0, In+o(1)uu⊤) (which our lower bounds also allow), and require
ρ = n−7/8 [WGL15].
The case of tensor PCA gives our first example of an SQ lower bound for a multi-sample version
of a “one-shot” problem. Tensor PCA most commonly takes the following form: distinguish a 3-
tensor G with i.i.d. entries from N (0, 1) from a planted tensor of the form G + λu⊗3, where G is
as before, λ > 0, and u is a unit vector. We observe that this problem is in fact equivalent (both
statistically and computationally) to the following m-sample problem: distinguish between i.i.d.
G1, . . . , Gm and G1 +
λ√
m
u⊗3, . . . , Gm + λ√mu
⊗3 (see Section 7).
13Concurrent work [DH20] proves SQ lower bounds for tensor PCA.
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Corollary 1.15 (SQ lower bound for Tensor PCA (special case) – see Corollary 8.4). Let D∅ =
N (0, In3) and for unit u ∈ Rn let Du = N (u⊗3, In3). Let S be the uniform distribution on
{Du}u∈{±1/√n}n . Any SQ algorithm solving the testing problem S versus D∅ requires at least
nω(1) queries to VSTAT(n3/2/(log n)O(1)).
Up to logarithmic factors, this SQ lower bound matches the best known polynomial-time algo-
rithms, which require at least m > Ω(n3/2) samples (or, for the one-shot problem, λ > Ω(n3/4))
[HSS15]. Similar bounds for tensor PCA were obtained concurrently and independently in [DH20].
We give a second example of an SQ lower bound for a one-shot problem – planted clique –
transformed to a multi-sample problem by weakening the signal in each sample. By contrast, the
only known SQ lower bound for planted clique concerns a different bipartite version [FGR+17].
In this case, we weaken the signal by considering very dense random graphs of the form G(n, 1 −
1/poly(n)). Notice that by taking the edge-wise AND of about m samples from G(n, 1 − Θ( 1m))
with fixed planted k-clique, one obtains a sample from G(n, 12) with that same planted k-clique. For
further discussion, see Section 7. As will be discussed in Section 8.2, in graphs of average degree
less than 1 − Θ( 1k ), there is a time-inefficient single-query SQ algorithm solving the problem and
thus SQ lower bounds matching low-degree predictions can only exist at edge densities 1−O( 1k ).
Corollary 1.16 (SQ lower bound for planted clique (special case) – See Corollary 8.14). Let
n ∈ N, let k = n1/2−δ for any constant δ > 0 and let q > 1 − Θ( 1k ). Let D∅ = G(n, q) and, for
each u ∈ ([n]k ), let Du be G(n, q) with a clique planted on u. Then any SQ algorithm requires nω(1)
queries to VSTAT(k/(log n)O(1)) to solve the testing problem S versus D∅.
In Section 8 we deduce these corollaries as well as SDA lower bounds for several variants of
planted clique (including hypergraph planted clique and the bipartite version from [FGR+17]).
From SDA to Low-Degree bounds. We can also use Theorem 1.6 to deduce lower bounds
against low degree distinguishers from existing SQ lower bounds. For instance, consider the prob-
lem of distinguishing a mixture of ℓ n-dimensional separated Gaussians from a standard normal
distribution N (0, In). SQ lower bounds [DKS17] suggest that this task requires nΩ(ℓ) samples
for polynomial-time algorithms. (By contrast, in exponential time only poly(n, ℓ) samples are
required.) We can obtain the following lower bound against low-degree tests:
Corollary 1.17 (Low-degree lower bound for Gaussian mixture models – See Corollary 8.29). For
any large-enough n and ℓ 6 n0.2 there is a collection S = {Du} of mixtures of ℓ n-dimensional
Gaussian distributions such that each pair of components in the mixture has total variation distance
at least 1−exp(nΩ(ℓ)) and such that if m≪ nΩ(ℓ) then for all d ∈ N, every good distinguisher between
N (0, I)⊗m and EuD⊗mu with sample-wise degree-(d, k) has k > nΩ(1).
Bounds against low-degree tests require a direct calculation of the low-degree moments of the
alternate distribution Eu∼µDu. Often this calculation is easier to carry out than bounding the SDA;
however, for some problems the opposite is true. One such case is the case of Gaussian Graphical
Models [RWR+11, KKMM19, MVL20]. Here, the alternate distributions areDu = N (0, L−1u ) where
Lu is a graph Laplacian for a graph of degree at most d. Because the description of the Du is only
“nice” in terms of the inverse covariance matrix, it is difficult to imagine bounding the low-degree
moments directly; on the other hand, SDA lower bounds are approachable. In Section 8.5, we give
SDA lower bounds for learning Gaussian Graphical Models, and from these we obtain nontrivial
bounds against low-degree tests. We are able to show that, for m the information-theoretically
sufficient number of samples, Ω˜(
√
n/d) VSTAT(m) oracle queries are required, and by obtaining
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our main theorem we obtain the corollary that no test of degree o( lognlog d ) can distinguish the alternate
and null distributions. These bounds are not tight against the observed information-computation
tradeoffs,14 but they are nontrivial in the sense that a priori it was possible that O(1) queries
solve the problem above the information-theoretic threshold, or that tests of constant degree would
distinguish sparse Gaussian graphical models from N (0, I).
1.3 Prior Work
Our primary goal is to establish an equivalence between large classes of algorithms for a wide range
of problems in high-dimensional statistics. We are aware of several prior works on a similar theme.
In [HKP+17] it is shown that powerful Sum-of-Squares semidefinite programs are no more powerful
than a restricted class of spectral algorithms15 for “planted” noise-robust hypothesis testing prob-
lems. In [FGV17] it is shown that a restricted class of convex programs (programs whose objective
and constraints depend on the samples attributes on average) is captured by statistical queries.
A related approach is to identify algorithm-independent or structural properties of high dimen-
sional statistics problems which imply hardness results against restricted models of computation.
Of course, one example of this is the statistical dimension which we treat in this paper. Other
examples come from statistical physics, where overlap gaps and, more generally, solution-space ge-
ometry are related to performance of algorithms such as Markov-Chain Monte Carlo and message
passing. Thus far, this is more commonly studied in the context of random optimization problems
(rather than hypothesis testing). Early work in this vein focuses primarily on constraint satisfaction
problems and their relationship to spin glasses; see e.g. [JMS04, ACO08, IKKM12]. More recently,
[GS14] relates overlap gaps to the performance of local algorithms on sparse graphs, and [GJW20]
relates overlap gaps to the failure of low-degree polynomials for random optimization problems.
Some more recent works have begun to take a solution-space geometry approach to high-
dimensional testing and estimation problems – for instance, [AGJ+20] relates solution-space ge-
ometry to the performance of local algorithms for tensor PCA, and [AWZ20, GJS19, GZ19] study
the overlap gap property for various planted submatrix problems.
We now give some historical notes regarding our featured restricted models of computation: the
statistical query model and low-degree distinguishers.
Statistical Query Model. The SQ model was proposed by Kearns as a framework for designing
noise-tolerant algorithms for PAC learning [Kea98]. Blum et al. shortly thereafter introduced the
notion of statistical query dimension [BFJ+94] as a framework for proving lower bounds on SQ
algorithms for supervised learning problems over Boolean domains. The SQ framework has since
been generalized to hypothesis testing and estimation in a line of work including [FGR+17, FPV18].
An advantage of SQ lower bounds is their implications for other algorithms: since many al-
gorithms can be implemented with SQ oracle access, SQ lower bounds immediately imply lower
bounds against a number of other algorithms, including some convex programs, gradient descent,
and more (see e.g. [FGV17]).
SQ lower bounds abound in the study of high-dimensional learning – recent examples are in
robust statistics [DKS17, DKS19], polytopes [KS07], neural nets [GGJ+20], and more. In this work,
we derive new SDA lower bounds for sparse PCA and for tensor PCA—SQ lower bounds for tensor
PCA also appear in the concurrent work of [DH20], who also obtain bounds for estimation.
14Our bounds suggest that as d grows faster algorithms may be possible, which is the opposite of what is observed.
15This class of spectral algorithms, to our knowledge, is not captured by low-degree distinguishers.
Low-Degree Tests. Using low-degree polynomials to prove computational lower bounds is a
classical idea in theoretical computer science; see for instance the survey [Bei93] for survey of the
polynomial method in circuit complexity. The recent use of low-degree tests as a restricted model of
computation for high-dimensional estimation and hypothesis testing problems emerged implicitly
in [BHK+19], which focuses on Sum-of-Squares lower bounds for the planted clique problem, and
then more explicitly in [HS17, HKP+17]. See [KWB19] for a survey.
Recent works prove lower bounds against low-degree tests for the Sherrington-Kirkpatrick
spin glass model [BKW19], tensor PCA [HKP+17], sparse PCA [HKP+17], planted dense sub-
graphs [SW20], and more. The lower bound approach has also inspired algorithms, for instance
for (mixed-membership) community detection [HS17], graph matching in correlated Erdo¨s-Re´nyi
graphs [BHK+19], and sparse PCA [DKWB19].
Other Perspectives: Statistical Physics, Markov Chains and Sum-of-Squares. There
are numerous restricted models where information-computation gaps and tradeoffs have been prof-
itably and extensively studied: statistical physics approaches and message passing algorithms (for
an overview, see [MM09, ZK16], and the recent [WEAM19] which studies running time versus infor-
mation tradeoffs in particular), Markov-Chain Monte Carlo (e.g. [Jer92, AGJ+20]), and the Sum-
of-Squares hierarchy (SoS) of convex (semidefinite) programs (see e.g. [Gri01, RRS17, KMOW17]
or [RSS18] for a survey). In our view, charting the formal connections among all these lenses on
information-computation tradeoffs – the statistical physics approach, SQ models, low-degree tests,
message-passing algorithms, Markov-Chain Monte Carlo methods, sum-of-squares, etc. – is an
excellent direction for future investigation.
Organization
The paper is organized as follows: in Section 2 we include some technical preliminaries and addi-
tional background on the SQ and low-degree distinguisher models. In Sections 3 and 4, we prove
parts 1 and 2 of Theorem 1.6. Then, in Section 5 we obtain corollaries for a variety of noise
robust problems (Theorem 1.10 and others) and in Section 6 we derive even stronger corollaries
for product measures (Theorem 1.13). Section 7 contains a discussion of the cloning methodology
for transforming a one-sample problem to an appropriate multi-sample problem for the SQ frame-
work. Section 8 applies our main results to obtain new lower bounds for sparse PCA, tensor PCA,
(hypergraph) planted clique, mixtures of Gaussians, and Gaussian graphical models.
In Appendices A and B, we discuss the difference between our notion of Statistical Dimension
and the weaker notion appearing previously in the literature and prove that lower bounds on the
statistical dimension imply VSTAT lower bounds. In Appendix C, we give an argument that shows
how VSTAT algorithms can be simulated directly by low-degree distinguishers. In Appendices D
and E we include some calculations and proofs omitted from the main body of the paper.
2 Preliminaries
2.1 Notation
For D a probability distribution, we will use D⊗k to denote the distribution of k independent
samples from D. We study hypothesis testing problems D∅ vs. S = {Du}u∈S with a prior µ over
S; we frequently abuse notation and write u ∼ S or u ∼ S to indicate that Du is sampled from
S according to the marginal µ. We will use the notation Du to refer to the relative density DuD∅ ,
where the background measure D∅ will be clear from context.
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We will work with the inner product 〈f, g〉D∅ = Ex∼D∅ f(x)g(x). Again, we will often drop the
subscript D∅ when the background measure is clear from context. Always, 〈Du, 1〉 = 1. Further,
for integers k, we will use 〈f⊗k, g⊗k〉 = Ex1,...,xk∼D⊗k∅
∏k
i=1 f(xi)g(xi) = 〈f, g〉k.
We often abbreviate likelihood ratio to LR.
For a function f : RN → R and a non-negative integer d, we use f6d to denote the projection
(with respect to 〈·, ·〉) of f to the linear span of functions of at most d coordinates of Rn – i.e., d-
juntas – and we sometimes say such functions have coordinate degree d. We will use f=d to denote
the projection to the orthogonal complement of functions of at most d − 1 coordinates relative to
functions of at most d coordinates (homogeneous coordinate-degree d). If f : (RN )⊗m → R, we
use f6d,k to denote the sample-wise degree (d, k) projection.
2.2 Statistical Queries and Statistical Dimension
We have already seen the key definitions we will use for the statistical query model – the oracle
VSTAT and the statistical dimension SDA (Definition 1.3). The important work [FGR+17] relates
a slightly weaker notion of statistical dimension of a family of distributions to the statistical query
complexity of many-vs-one hypothesis testing.
Theorem 2.1 (Theorem 2.7 of [FGR+17]). Let D∅ be a null distribution and S be a set of alternate
distributions over RN . Then any (randomized) statistical query algorithm which solves the many-
vs-one hypothesis testing problem of D∅ vs. S with probability at least (1 − δ) requires at least
(1− δ)SDA(S,m) queries to VSTAT(m/3).
In the many-vs-one hypothesis testing setup, the goal is to design a hypothesis test θ which
minimizes the error Prx∼D∅ [θ(x) 6= 0]+supu∈S Prx∼Du[θ(x) 6= 1]; this differs slightly from our goal,
in which we care about the expectation over S (relative to the prior µ) rather than the supremum.
In Appendix B, we show that the argument of [FGR+17] can be modified to apply to our simple
hypothesis testing setting and our stronger notion of statistical dimension (Theorem B.1).
The statistical dimension is not known to be a complete characterization of the query complexity
of VSTAT, in that there are problems for which the statistical dimension is q but we do not know
any q-query VSTAT algorithms. A complete characterization is given in [Fel12]. In light of this,
our results equate the power of low-degree distinguishers with a computational model that is at
least as powerful as VSTAT.
2.3 Low-Degree Distinguishers and the Low-Degree Likelihood Ratio
We will repeatedly use the folklore fact that the optimal m-sample low-degree test for a problem
S,D∅ has a canonical form: it is the projection of the m-sample likelihood ratio Eu∼S D⊗mu to the
span of functions of low sample-wise degree.
Fact 2.2 (See e.g. [KWB19], Proposition 1.15, for a simple proof). Let D∅ vs. S be a testing
problem on Rn. Let C be the set of functions p : (Rn)⊗m → R of sample-wise degree degree-(d, k)
and bounded variance, Ex1,...,xm∼D∅ p(x1, . . . , xm) 6 1. Then
argmax
p∈C
∣∣∣∣∣ Eu∼S ED⊗mu p− ED⊗m∅ p
∣∣∣∣∣ = Eu∼S
(
D
⊗m
u
)6d,k − 1∥∥∥∥Eu∼S (D⊗mu )6d,k − 1∥∥∥∥ .
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Observe also that if p =
Eu∼S
(
D
⊗m
u
)6d,k−1∥∥∥∥Eu∼S
(
D
⊗m
u
)6d,k−1
∥∥∥∥
, then
E
u∼S
E
D⊗mu
p− E
D⊗m
∅
p =
∥∥∥∥ Eu∼S (D⊗mu )6d,k − 1
∥∥∥∥ .
So, to rule out the existence of a good distinguisher of sample-wise degree (d, k) for a given problem
S,D∅, we just have to upper bound the quantity
∥∥∥Eu∼S(D⊗mu )6d,k − 1∥∥∥. We give this quantity a
name:
Definition 2.3 (Low degree likelihood ratio). For a hypothesis testing problem D∅ vs. S = {Du},
the m-sample (d, k)-low degree likelihood ratio function is the projection of the m-sample likelihood
ratio Eu∼S
(
D
⊗m
u
)
to the span of non-constant functions of sample-wise degree at most (d, k):
E
u∼S
(
D
⊗m
u
)6d,k
− 1.
We refer to this function as the (d, k)-LDLRm. Abusing terminology, we also use (d, k)-LDLRm to
refer to the norm of the low degree likelihood ratio, ‖Eu∼S(D⊗mu )6d,k − 1‖.
We also use freely the following observations:
Fact 2.4 (Observations on likelihood ratios). Let D∅ vs. S be a testing problem. The following
can be seen to hold by algebraic manipulation:
• Eu,v∼S(
〈
Du,Dv
〉−1)k = ‖Eu(Du−1)⊗k‖2 for all k ∈ N – that is, the moments of the overlap〈
Du,Dv
〉
over random u, v are equal to norms of the centered k-sample likelihood ratios.
• The centered k-sample likelihood ratio Eu(Du−1)⊗k is the (orthogonal) projection of EuD⊗ku
to the homogeneous sample-wise degree (∞, k) functions – that is, to the orthogonal comple-
ment of the samplewise-degree (∞, k − 1) functions.
3 Bounds on Low-Degree Tests Imply Bounds on Statistical Di-
mension
In this section, we prove the following theorem showing that a small low-degree likelihood ratio
norm (LDLR) implies lower bounds on the statistical dimension. Our main theorem is the following:
Theorem 3.1 (LDLR to SDA Lower Bounds). Let d, k ∈ N with k even and S = {Dv}v∈S be a
collection of probability distributions with prior µ over S, let Du be the relative density of Du with
respect to D∅. Suppose that S satisfies:
1. The k-sample high-degree part of the likelihood ratio is bounded by ‖Eu∼S(D>du )⊗k‖ 6 δ.
2. For some m ∈ N, the (d, k)-LDLRm is bounded by ‖Eu∼S(D⊗mu )6d,k − 1‖ 6 ε.
Then for any q > 1, it follows that
SDA
(
S, m
q2/k(kε2/k + δ2/km)
)
> q.
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In subsequent sections, we will demonstrate that in many natural settings the k-sample high-
degree part is always small (or in some cases, is small whenever the (d, k)-LDLRm is). Combining
these conditions with Theorem 3.1 will yield Theorems 5.2, 6.1 and 6.3. In these settings, it will
hold that δ2/km = O(1 + ε2/k). With this bound, setting q = 2k in Theorem 3.1 will imply 2k-
sample VSTAT(Θ˜(m/k)) lower bound and thus show a super-polynomial SQ lower bound when
k = ω(log n).
In the rest of this section, we carry out the proof of Theorem 3.1, which proceeds as follows:
1. A simple application of Ho¨lder’s inequality connects SDA to the centered k-sample likelihood
ratio ‖Eu(Du − 1)⊗k‖.
2. Another application of Ho¨lder’s inequality bounds the centered k-sample likelihood ratio in
terms of the k-sample-homogeneous low-degree part, ‖Eu(D6du − 1)⊗k‖, and the k-sample-
homogeneous high degree part of the LR, ‖Eu(D>du )⊗k‖.
3. A boosting step uses many-sample (d, k)-LDLRm bounds of ε to deduce stronger o(ε/m)
bounds on the k-sample-homogeneous low-degree part ‖Eu(D6du − 1)⊗k‖. This is essential
for obtaining an SDA lower bound with the correct dependence on m.
4. Combining these steps with the given upper bound of δ on the k-sample high-degree part
completes the proof of Theorem 3.1.
SDA bounds via centered few-sample likelihood ratio
Lemma 3.2. Let D∅ vs. S = {Du}u∈S be a hypothesis testing problem with prior µ over S, and
for each u ∈ S let Du be the relative density of Du with respect to D∅. Let k be an even integer.
Then the statistical dimension is related to the centered k-sample likelihood ratio:
max
A s.t.
Pru,v∼S [A]> 1q2
E
u,v∼S
[∣∣〈Du,Dv〉− 1∣∣ |A] 6 (q · ∥∥∥∥ Eu∼S(Du − 1)⊗k
∥∥∥∥)2/k .
Proof. For ease of notation, let X be the random variable X =
∣∣〈Du,Dv〉 − 1∣∣ for u, v ∼ S sampled
independently from our alternate hypothesis class according to the prior µ. The following fact
demonstrates that bounding the moments of X is sufficient for upper bounding the right-hand side:
Fact 3.3. If x is a real-valued random variable and A is any event then E[|x| | A] 6
(
E[|x|k]
Pr[A]
)1/k
.
Proof. Observe that
E[|x| | A] = E[|x| · 1[A]]
Pr[A]
6
E[|x|k]1/k E[1[A]]1−1/k
Pr[A]
=
(
E[|x|k]
Pr[A]
)1/k
.
where we have applied Ho¨lder’s inequality.
By definition of X, since k is even,
EXk = E
u,v∼S
(〈Du,Dv〉 − 1)k = E
u,v∼S
(〈Du − 1,Dv − 1〉)k = ∥∥∥∥ Eu∼S(Du − 1)⊗k
∥∥∥∥2 ,
where we have used that 〈Du, 1〉 = 1, for all u ∈ S. Combining the displays, the conclusion
follows.
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Separating the low- and high-degree parts
Lemma 3.4. Let D∅ be a null distribution and S = {Du}u∈S be a set of alternate distributions with
Du’s density relative to D∅ density given by Du for each u ∈ S. Let k, d > 1 be integers with k even.
Then the centered k-sample likelihood ratio may be bounded in terms of the k-sample-homogeneous
low-degree part and the k-sample-homogeneous high degree part:∥∥∥∥ Eu∼S(Du − 1)⊗k
∥∥∥∥2/k 6 ∥∥∥∥ Eu∼S(D6du − 1)⊗k
∥∥∥∥2/k + ∥∥∥∥ Eu∼S(D>du )⊗k
∥∥∥∥2/k .
Proof. By the triangle inequality, Ho¨lder’s inequality and the fact that k is even, we have that
E
u,v
[(〈Du,Dv〉 − 1)k] = E
u,v
[(
〈D6du ,D6dv 〉 − 1 + 〈D>du ,D>dv 〉
)k]
6 E
u,v
[(∣∣∣〈D6du ,D6dv 〉 − 1∣∣∣+ ∣∣∣〈D>du ,D>dv 〉∣∣∣)k]
6
k∑
ℓ=0
(
k
ℓ
)
E
u,v
[(
〈D6du ,D6dv 〉 − 1
)k]ℓ/k
E
u,v
[(
〈D>du ,D>dv 〉
)k](k−ℓ)/k
=
(
E
u,v
[(
〈D6du ,D6dv 〉 − 1
)k]1/k
+ E
u,v
[(
〈D>du ,D>dv 〉
)k]1/k)k
,
and the conclusion now follows because 〈Du, 1〉 = 1 for all u ∈ S, which implies Eu,v(〈Du,Dv〉 −
1)k = ‖Eu(Du − 1)⊗k‖2 and Eu,v(〈D6du ,D6dv 〉 − 1)k = ‖Eu(D6du − 1)⊗k‖2.
Boosting many-sample LDLR bounds to few-sample LDLR bounds
Lemma 3.5 (Samplewise-LDLR boosting). If the (d, k)-LDLRm for the hypothesis testing prob-
lem of D∅ vs {Dv}v∈S is bounded, then the moments of the low-degree single-sample LR are also
bounded, for all t ∈ {1, . . . , k}, by
0 6 E
u,v∼S
(
〈D6du ,D6dv 〉 − 1
)t
6
1(
m
t
) ∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2 .
Proof. The lemma follows easily from the following claim, which exploits the samples’ independence:
Claim 3.6. LetDu,Dv be distributions with relative densitiesDu,Dv. Then their (d, k)-projections
are related as follows:
〈(D⊗mu )6d,k, (D⊗mv )6d,k〉 − 1 =
k∑
t=1
(
m
t
)
·
(
〈D6du ,D6dv 〉 − 1
)t
.
Proof. We write Du = 1 + (D
6d
u − 1) +D>du . Expanding the tensor power,
(D
⊗m
u )
6d,k =
∑
A⊆[m],B⊆[m]\A
(
1⊗A ⊗ (D6du − 1)⊗B ⊗ (D>du )⊗[m]\(A∪B)
)6d,k
.
Now, D
>d
u is orthogonal to all functions depending on at most d coordinates. So the projection(
1⊗A ⊗ (D6du − 1)⊗B ⊗ (D>du )⊗[m]\(A∪B)
)6d,k
= 0
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unless A ∪B = [m], and hence
(D
⊗m
u )
6d,k =
∑
A⊆[m]
(
1⊗A ⊗ (D6du − 1)⊗[m]\A
)6d,k
.
Furthermore, if |[m]\A| > k, then 1⊗A⊗(D6du −1)⊗[m]\A is orthogonal to every function depending
on at most k samples. So again applying the projection to degree-(d, k),
(D
⊗m
u )
6d,k =
∑
B⊆[m],|B|6k
1⊗[m]\B ⊗ (D6du − 1)⊗B .
Observe also that if B,B′ ⊆ [m] and B 6= B′, then〈
1⊗[m]\B ⊗ (D6du − 1)⊗B , 1⊗[m]\B
′ ⊗ (D6dv − 1)⊗B
′〉
= 0 .
So we have
〈(D⊗mu )6d,k, (D⊗mv )6d,k〉 − 1 =
∑
B⊆[m],B 6=∅
〈
D
6d
u − 1,D6dv − 1
〉|B|
,
which, by the independence of samples, proves the claim.
Given this claim, by definition, the (d, k)-LDLR is equal to∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2 = Eu,v∼S〈(D⊗mu )6d,k, (D⊗mv )6d,k〉 − 1 = Eu,v∼S∑
t=1
(
m
t
)(
〈D6du ,D6dv 〉 − 1
)t
,
where in the final equality we applied Claim 3.6. Also, since for any t′ 6 t the function f6d,t′ is a
projection of f6d,t we always have for any t′ 6 t that∥∥∥∥ Eu∼S(D⊗mu )6d,t′ − 1
∥∥∥∥2 6 ∥∥∥∥ Eu∼S(D⊗mu )6d,t − 1
∥∥∥∥2 ,
where we have used that the constant term of any relative density is 1. For any t 6 k, letting
α =
∥∥∥Eu∼S(D⊗mu )6d,k − 1∥∥∥2, our assumption combined with the above implies that
α >
∥∥∥∥ Eu∼S(D⊗mu )6d,t − 1
∥∥∥∥2 − ∥∥∥∥ Eu∼S(D⊗mu )6d,t−1 − 1
∥∥∥∥2 = (mt
)
· E
u,v∼S
(
〈D6du ,D6dv 〉 − 1
)t
> 0 ,
and dividing through by
(m
t
)
we have our result.
Proof of Theorem 3.1
Proof of Theorem 3.1. Applying Lemma 3.4, we have that∥∥∥E
u
(Du − 1)⊗k
∥∥∥2/k = E
u,v
[(〈Du,Dv〉 − 1)k]1/k 6 E
u,v
[(
〈D6du ,D6dv 〉 − 1
)k]1/k
+ E
u,v
[(
〈D>du ,D>dv 〉
)k]1/k
6 E
u,v
[(
〈D6du ,D6dv 〉 − 1
)k]1/k
+ δ2/k,
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where the last inequality holds since by assumption ‖Eu(D>du )⊗k‖2 6 δ2. Combining Lemmas 3.2
and 3.5, for any integer d > 1 we have that
max
A s.t.
Pr(A)>1/q2
E[| 〈Du,Dv〉− 1| |A] 6 (q ∥∥∥E
u
(Du − 1)⊗k
∥∥∥)2/k
6 q2/k
(
E
u,v
[(
〈D6du ,D6dv 〉 − 1
)k]1/k
+ δ2/k
)
6 q2/k
(
ε2/k(m
k
)1/k + δ2/k
)
The conclusion now follows from the definition of SDA and by the fact that (m/k)k 6
(m
k
)
.
4 Bounds on Statistical Dimension Imply Bounds on Low-Degree
Tests
In this section, we show that lower bounds on the statistical dimension imply that the low-degree
likelihood ratio norm is small (hence ruling out good low-degree distinguishers). We will prove the
following theorem:
Theorem 4.1. Let S be a hypothesis testing problem on RN with respect to null hypothesis D∅.
Let m,k ∈ N with k even. Suppose that for all m′ ∈ N, m′ 6 m, SDA(S,m′) > 100k · (m/m′)k. (In
particular, SDA(S,m) > 100k.) Furthermore, suppose that Eu,v∼S(〈Du,Dv〉 − 1)k 6 mk/10. Then
for all d, ‖Eu∼S(D⊗mu )6d,Ω(k) − 1‖2 6 1.
The key lemma to prove Theorem 4.1 is the following, which translates the bound SDA(S,m′) >
2k · (m/m′)k to a bound on the moments of 〈Du,Dv〉 − 1.
Lemma 4.2. In the setting of Theorem 4.1, for any t 6 k/8, Eu,v∼S(〈Du,Dv〉−1)t 6 4·(1/100m)t.
Now we prove Theorem 4.1.
Proof of Theorem 4.1. We use Claim 3.6 and Lemma 4.2 to obtain
E
u,v∼S
〈
(D
⊗m
u )
6∞,k/8, (D⊗mv )
6∞,k/8
〉
6
k/8∑
t=1
(
m
t
)
E
u,v∼S
(〈
Du,Dv
〉− 1)t 6 k/8∑
t=1
(
m
t
)
· 4 ·
(
1
100m
)t
.
Using
(m
t
)
6 (me/t)t, we find that this is at most 4
∑k/8
t=1
(
e
100t
)t
6 4(ee/100 − 1) 6 1. But for all
d ∈ N we have
‖ E
u∼S
(Du
⊗m
)6d,k/8 − 1‖2 6 E
u,v∼S
〈
(D
⊗m
u )
6∞,k/8, (D⊗mv )
6∞,k/8
〉
which completes the proof.
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Proof of Lemma 4.2
We turn to the proof of Lemma 4.2. We need the following basic fact to relate the moments and
tails of 〈Du,Dv〉 − 1. (The proof is straightforward calculus; see e.g. Appendix A.2 of [HL19].)
Fact 4.3. Let X be an R-valued random variable. For every p > q > 0, E |X|q 6 (2 supAPr[A] ·
(E[X |A])p)q/p · pp−q . (The supremum is taken over all events A.)
Proof of Lemma 4.2. LetX = | 〈Du,Dv〉−1| be theR-valued random variable given by two random
draws u, v ∼ S. Our assumption SDA(S,m′) > 100k · (m/m′)k for all integers 1 6 m′ 6 m implies
that for every event A of probability α > 100−2k ·(m′/m)2k, we have E[X |A] 6 1/m′. Rearranging,
for all α > (1/100m)2k and all events A of probability α, we have E[X |A] 6 1
100mα2/k
. So for any
t 6 k/2,
sup
A :Pr(A)>(1/100m)2k
Pr(A) · (E[X |A])t 6 sup
α>(1/100m)2k
α1−2t/k ·
(
1
100m
)t
6
(
1
100m
)t
.
Now consider events A such that Pr(A) 6 (1/100m)2k . For any A, using Ho¨lder’s inequality,
E[X |A] 6
(
EXk
Pr(A)
)1/k
. So for any t 6 k/4,
Pr(A)(E[X |A])t 6 Pr(A)1−t/k · (EXk)t/k 6
(
1
100m
)2k−t
mt/10 = 100t−2km0.9t−2k 6
(
1
100m
)t
.
Overall, supAPr(A) · (E[X |A])t 6
(
1
100m
)t
for any t 6 k/4. So applying Fact 4.3 for any t 6 k/8,
EXt 6 4 · (1/100m)t .
5 Specialization to Noise-Robust Problems
In this section, we observe that Theorem 3.1 immediately applies to noise-robust problems, as
noise-robustness implies a bound on the high-degree part of the LR.
5.1 Noise Operators
We define a class of Markov operators which generalize the Gaussian and discrete noise operators.
Recall that a Markov operator T is a linear operator such that if f is a probability density, then
so is Tf .
Definition 5.1 ((d, ǫ)-Markov operator). Let D∅ be a probability measure on R
N (or a discrete
distribution on ΩN for some finite set Ω), inducing an inner product on functions f, g : RN → R
(or f, g : ΩN → R) by 〈f, g〉 = Ex∼D∅ f(x)g(x). Let ℓ2 = {f : RN → R s.t. Ex∼D∅ f(x)2 6∞}.
Let d ∈ N, and let ℓ>d2 be the orthogonal complement of span{f ∈ ℓ2 : f is a (d− 1)-junta} with
respect to 〈·, ·〉. (Recall that an r-junta depends only on r coordinates of its input.)
Any hypothesis testing problem (D∅,S) and Markov operator T : ℓ2 → ℓ2 induce another
hypothesis testing problem (D∅, TS) by applying T to each of the distributions Du ∈ S. We call
a Markov operator T a (d, ǫ)-operator if
ℓ>d2 ⊆ span{f ∈ ℓ2 : f is an eigenfunction of T with eigenvalue λ such that |λ| 6 ǫ } .
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Our main examples are the Ornstein-Uhlenbeck operator Uρ (a.k.a. the Gaussian noise operator)
and the discrete noise operator Tρ, both of which are (d, ρ
d) operators. In both cases, the testing
problems (D∅, TS) will be noisy versions of original problems (D∅,S). However, we will use
a different family of noise operators to treat certain statistical problems where there is planted
structure which is not robust to independent entrywise noise, such as planted clique.
5.2 Results for Noise-Robust Problems
Theorem 5.2. Let d, k ∈ N with k even and S = {Dv}v∈S be a collection of probability distribu-
tions, let Du be the relative density of Du with respect to D∅. Let T be a (d + 1, ρ
d+1) Markov
operator. Suppose that the k-sample likelihood ratio is bounded by ‖EuD⊗ku ‖2 6 Ck, and the noised
(d, k)-LDLRm is bounded by ‖Eu(TD⊗mu )6d,k − 1‖ 6 ε. Then it follows that for any q > 1,
SDA
(
S, m
q2/k(kε2/k + ρ2(d+1)Cm)
)
> q .
Proof. Since T is a (d + 1, ρd+1) Markov Operator by assumption, the k-sample high-degree part
of the LR is bounded by∥∥∥E
u
(TD
>d
u )
⊗k
∥∥∥2 6 ρ2(d+1)k · ∥∥∥E
u
(D
>d
u )
⊗k
∥∥∥2 6 ρ2(d+1)k · ∥∥∥E
u
(Du)
⊗k
∥∥∥2 6 ρ2(d+1)k · Ck .
Applying Theorem 3.1 now completes the proof of this theorem.
5.3 Robustness to Random Restrictions
Some problems of interest are not noise-robust under nontrivial (ρ, d)-operators. For example, con-
sider the (bipartite) planted clique problem—the clique structure is not preserved if the coordinates
are resampled independently.16 To accommodate such problems, we generalize Theorem 5.2 to a
different class of noise operators: random restrictions. A random restriction fixes a random subset
of coordinates, then applies noise to the remaining coordinates across all of the samples.
Definition 5.3 (Random Restriction). Let T be a Markov operator on RN . Given a subset
R ⊂ [N ], let TR be the Markov operator on RN that applies T to all entries except those in R.
Given a set of probability distributions S and a prior µ over S, the (T, s)-random restriction of S
is the set of distributions
S ′ =
{
TRD | D ∈ S, R ⊆ [N ]
}
equipped with the prior µ′ where a sample TRD ∼ µ′ is generated sampling D ∼ µ and sampling
R by including every coordinate in [N ] independently with probability sN . Denote the distribution
on subsets as RN (s).
We will often abuse notation and let TR stand in for (T⊗n)R when T is a noise operator on R.
For simplicity we restrict our attention to distributions Dv over the boolean hypercube {±1}n,
and to null distributions D∅ which are product measures for which all biases are the same, D∅ =
D⊗N0 .
17 We now have the following lemma:
16In the bipartite version, we further require that the resampling procedure be dependent across samples.
17 We expect that a near-identical proof will extend to the case when D∅ is a product measure with arbitrary
coordinate biases.
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Lemma 5.4. Let D∅ be a product measure over {±1}N . Let d, k ∈ N, let T be a (1, ρ)-operator over
{±1} (with respect to the measure induced by D∅ on a single coordinate). Then for S = {Dv}v∈S
a family of distributions over {±1}N with prior µ, we have that the (T, s)-random restriction S ′, µ′
of S has degree (> d,= k) bounded by∥∥∥∥ ER∼RN (s) Eu∼µ
(
TRD
>d
u
)⊗k∥∥∥∥2 6 max
{
4d+1ρ2(d+1)k ,
(
2s
n
)2(d+1)}
·
∥∥∥∥ Eu∼µ(Du)⊗k
∥∥∥∥2 .
Proof. We will abuse notation and let TR simultaneously denote the noise operator on (RN )⊗k that
applies TR independently to each copy of RN . Let D = Eu∼µ
(
Du
)⊗k
and let D̂(α1, α2, . . . , αk)
denote the Fourier character of D at the subsets α1, α2, . . . , αk ⊆ [N ]. By the definition of TR, we
have that
T̂Rρ D(α1, α2, . . . , αk) = ρ
∑k
i=1 |αi∩Rc| · D̂(α1, α2, . . . , αk)
for any α1, α2, . . . , αk ⊆ [N ]. Let T ′ denote the operator ER∼RN (s) TR and observe that
T̂ ′D(α1, α2, . . . , αk) = E
R∼RN (s)
[
ρ
∑k
i=1 |αi∩Rc|
]
· D̂(α1, α2, . . . , αk) .
Now by Ho¨lder’s inequality, we have that
E
R∼Rn(s/n)
[
ρ
∑k
i=1 |αi∩Rc|
]
6
k∏
i=1
E
R∼RN (s)
[
ρk|αi∩R
c|
]1/k
=
k∏
i=1
E
R∼RN (s)
∏
j∈αi
ρk·1(j 6∈R)
1/k = ( s
N
+
(
1− s
N
)
ρk
)∑k
i=1 |αi|/k
,
where the final equality follows from the fact that the events 1(j 6∈ R) are independent and occur
with probability 1− sN under R ∼ RN (s). Now by Parseval’s inequality, we have that∥∥∥∥ ER∼RN (s) Eu∼µ
(
TRρ D
>d
u
)⊗k∥∥∥∥2 = ∑
|α1|,|α2|,...,|αk|>d
T̂ ′D(α1, α2, . . . , αk)2
6
∑
|α1|,|α2|,...,|αk|>d
( s
N
+
(
1− s
N
)
ρk
)2∑ki=1 |αi|/k · D̂(α1, α2, . . . , αk)2
6
( s
N
+
(
1− s
N
)
ρk
)2(d+1) ∑
|α1|,|α2|,...,|αk|>d
D̂(α1, α2, . . . , αk)
2
6
( s
N
+ ρk
)2(d+1) · ∥∥∥∥ Eu∼µ(Du)⊗k
∥∥∥∥2 . (1)
The lemma then follows from the fact that s/N + ρk 6 max{2ρk, 2sN }.
Applying Theorem 3.1 yields the following Corollary:
Corollary 5.5. Let D∅ be a product measure over {±1}N . Let d, k ∈ N with k even, let T be
a (1, ρ)-operator over {±1} (with respect to the measure induced by D∅ on a single coordinate).
Let S = {Dv}v∈S a family of distributions over {±1}N with prior µ over S, and let Du be the
relative density of Du with respect to D∅. Suppose that the k-sample likelihood ratio is bounded by
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‖EuD⊗ku ‖2 6 Ck, and suppose that the (T, s)-randomly restricted alternate hypothesis class S, µ′
has (d, k)-LDLRm bounded, ∥∥∥∥ ER∼RN (s) Eu∼µ(TRD⊗mu )6d,k − 1
∥∥∥∥ 6 ε,
Then it follows that for any q > 1,
SDA
S ′, µ′, m
q2/k
(
kε2/k +max
{
4(d+1)/kρ2(d+1),
(
2s
n
)2(d+1)/k}
Cm
)−1 > q.
Remark 5.6 (Comparison to Theorem 5.2). As long as k = Ω(d), 4(d+1)/k = O(1) and thus this
theorem can be viewed as a natural extension of Theorem 5.2, recovering (essentially) the same
result when s = 0.18
In Section 8.2, we show that Corollary 5.5 implies an equivalence between distinguishers and
statistical queries for a number of models such as planted clique, in which the planted structure is
not robust to independent noise.
5.3.1 Random Subtensor Restrictions
In the above, we treated random restrictions in which coordinates in [N ] are fixed independently. In
tensor- and matrix-problems, where {±1}N is identified with (±1n)⊗p for an integer p, the natural
notion of random restriction restricts to a random principal minor ({±1}R)⊗p. Below, we will
generalize Corollary 5.5 to this type of random restriction.
Let Rn(s) be as in the section above, and for R ∈ Rn(s) let R⊗p denote the set of all coordinates
in ({±1}n)⊗p where all p modes lie in R.
Lemma 5.7. Let p, s, n, k, d ∈ N and ρ ∈ (0, 1) with 2s 6 n, 2p/kρ 6 1. Let D∅ be a product
measure over {±1}N where N = np, and let T be a (1, ρ)-operator over {±1} (with respect to the
measure induced by D∅ on a single coordinate). Then for S = {Dv}v∈S a family of distributions
over ({±1}n)⊗p with prior µ, we have that the (T, s)-random restriction S ′, µ′ of S has degree
(> d,= k) bounded by∥∥∥∥ ER∼Rn(s) Eu∼µ
(
TR
⊗p
D
>d
u
)⊗k∥∥∥∥2 6 max
4d+1ρ(d+1)k/p,
(
2s
n
)2( 12 (d+1))1/p ·
∥∥∥∥ Eu∼S′(Du)⊗k
∥∥∥∥2 .
Proof. As in Lemma 5.4, let D = Eu∼µ(Du)⊗k with Fourier coefficients D̂(α1, α2, . . . , αk) for any
sequence of subsets α1, α2, . . . , αk ⊆ [n]p. Similarly, let T ′ = ER∼Rn(s) TR⊗p . Applying Ho¨lder’s
inequality just as in the proof of Lemma 5.4, we have that
T̂ ′D(α1, α2, . . . , αk) = E
R∼Rn(s)
[
ρ
∑k
ℓ=1 |αℓ∩(R⊗p)c|
]
· D̂(α1, α2, . . . , αk)
6
 k∏
ℓ=1
E
R∼Rn(s)
 ∏
(i1,i2,...,ip)∈αℓ
ρk·1(∃a∈[p], ia 6∈R)
1/k
 · D̂(α1, α2, . . . , αk) (2)
18 We also remark that the (2s/N)2(d+1) factor in Lemma 5.4 cannot in general be improved. In particular, when
ρ = 0, the diagonal Fourier coefficients of the form T̂ ′D(α, α, . . . , α) are exactly equal to (s/N)|α| · D̂(α, α, . . . , α).
However, other Fourier coefficients are scaled down more heavily under T ′ and it is possible to improve the bound in
Lemma 5.4 under further assumptions about the Fourier coefficients of D.
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We now will prove the following claim which will complete the proof of the lemma.
Claim 5.8. For any α ⊆ [n]p, so long as 2p/kρ 6 1 and 2s 6 n,
E
R∼Rn(s)
 ∏
(i1,i2,...,ip)∈α
ρk·1(∃a∈[p], ia 6∈R)
 6 max{2 12 |α|ρ k2p |α|,(2s
n
)( 1
2
|α|)1/p}
. (3)
Proof. Let V (α) = {i ∈ [n] | ∃(i1, . . . , ip) ∈ α, a ∈ [p] s.t. i = ia} be the set of indices of [n] that
appear in α. For each i ∈ V (α), let di > 1 be the total number of times i appears as an index in
α. Since |ρ| 6 1 and 1(∃a ∈ [p], ia 6∈ R) 6 1p
∑
a∈[p] 1(ia 6∈ R), we have that
E
 ∏
(i1,...,ip)∈α
ρk1(∃a∈[p], ia 6∈R)
 6 E
 ∏
(i1,...,ip)∈α
ρ
k
p
∑
a∈[p] 1(ia 6∈R)

= E
 ∏
i∈V (α)
ρ
k
p
di1(i 6∈R)

=
∏
i∈V (α)
E
[
ρ
k
p
di1(i 6∈R)
]
=
∏
i∈V (α)
( s
n
+
(
1− s
n
)
ρ
k
p
di
)
6 2|V (α)| · max
U⊆V (α)
( s
n
)|V (α)\U | · ρ kp ∑i∈U di ,
6 max
U⊆V (α)
(
2s
n
)|V (α)\U |
· (2p/kρ)kp
∑
i∈U di ,
where to obtain the third line we have used the independence of the events 1(i 6∈ R), in the
penultimate line we have bounded the product expansion by its maximum term, and in the final
line we have used that di > 1 for all i ∈ U . If
∑
i∈U di >
1
2 |α|, then since 2s 6 n and 2p/kρ 6 1 we
have
(
2s
n
)|V (α)\U |
(2p/kρ)
k
p
∑
i∈U di 6 (2p/kρ)
k
2p
|α|, and we have our conclusion. Otherwise suppose∑
i∈U di <
1
2 |α| and consider the set tuples α′ which do not contain elements from U . We have
that |α′| > 12 |α|, because the elements of U participate in at most
∑
i∈U di tuples. Further, |α′| 6
(|V (α) \ U |)p, since this is the number of distinct tuples of at most p elements that can be formed
from the elements of V (α) \ U . Thus |V (α) \ U | > (12 |α|)1/p, and the bound now follows because(
s
n
)|V (α)\U |
(2p/kρ)
k
p
∑
i∈U di 6
(
2s
n
)( 1
2
|α|)1/p
.
Combining Equations (2) and (3) with a similar application of Parseval’s inequality as in Equa-
tion (1) from Lemma 5.4 now completes the proof of the lemma.
Combining this lemma with Theorem 3.1 now yields that LDLR bounds for problems that can
be realized as random submatrix or subtensor restrictions imply SQ lower bounds, as in Corollary
5.5 in the previous section. We remark that the bounds in Lemma 5.7 are nearly tight.19
19 When ρ = 0, the diagonal Fourier coefficients corresponding to submatrices are given by T̂ ′D(R⊗p, . . . , R⊗p) =
(s/n)|R| ·D̂(R⊗p, . . . , R⊗p). This implies that the
(
1
2
(d+ 1)
)1/p
factor in the exponent of (2s/n)2(
1
2
(d+1))1/p in Lemma
5.7 is necessary.
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Remark 5.9. A final setting of interest (e.g. for multi-sample planted clique) is when N =
(n
p
)
and the indices of samples are identified with subsets in
(
[n]
p
)
. The natural notion of a random
restriction is then to subsets of the form
(R
p
) ∈ ([n]p ) where R ∼ Rn(s). Lemma 5.7 can be seen to
handle this case as well: repeating the argument identically, but considering only tuples (i1, . . . , ip)
with i1 < · · · < ip, yields the following theorem.
Theorem 5.10. Let p, s, n, k, d ∈ N and ρ ∈ (0, 1) with 2s 6 n, 2p/kρ 6 1. Let D∅ be a product
measure over {±1}N where N = (np), and let T be a (1, ρ)-operator over {±1} (with respect to the
measure induced by D∅ on a single coordinate). Then for S = {Dv}v∈S a family of distributions over
{±1}([n]p ) with prior µ, we have that the (T, s)-random restriction S ′, µ′ of S has degree (> d,= k)
bounded by∥∥∥∥∥ ER∼Rn(s) Eu∼µ
(
T (
R
p)D
>d
u
)⊗k∥∥∥∥∥
2
6 max
4d+1ρ(d+1)k/p,
(
2s
n
)2( 12 (d+1))1/p ·
∥∥∥∥ Eu∼S′(Du)⊗k
∥∥∥∥2 .
6 Specialization to Distributions with Independent Coordinates
In this section, we prove Theorems 6.1 and 6.3. In each case, we bound the high-degree part of the
LR in terms of the LDLR and then apply Theorem 3.1 to deduce the result.
6.1 Identity-Covariance Gaussians
Theorem 6.1. Let k be an even integer. For the null distribution D∅ = N (0, In) and alternate
distributions S = {Dv}v∈S with Dv = N (v, In), let Du be the relative density of Du with respect
to D∅. Suppose that the 2k-sample likelihood ratio is bounded by ‖EuD⊗2ku ‖2 6 Ck, and the
(1, 4k)-LDLRm is bounded by ‖Eu(D⊗mu )61,4k − 1‖ 6 ε. Then for any q > 1,
SDA
S, m
q2/kε1/kk
 1
ε1/k +
(
4e2k(1+C)
m
)
 > q .
We first will prove a lemma bounding the high-degree part of the LR in terms of its low-degree
part.
Lemma 6.2. Let S = {Du}u∈S be a set of identity-covariance Gaussian distributions, where Du =
N (u, In) and D∅ = N (0, In). For each u ∈ S, let Du be the relative density of Du with respect to
D∅. For any integers d, k > 1 with k even,∥∥∥E
u
(D
>d
u )
⊗k
∥∥∥2/k 6 1
(d+ 1)!
E
u,v
[(
〈D61u ,D61v 〉 − 1
)2k(d+1)]1/2k (
1 + ‖E
u
D
⊗2k
u ‖2
)1/2k
.
Proof. We will exploit some properties of identity-covariance Gaussians. Let exp>d(x) =
∑∞
t=d+1
xd
d!
be truncation error of the degree-d Taylor approximation of exp(x) about 0. In this setting, for
each u, v ∈ S, it is shown in [KWB19] (Theorem 2.6) that
〈D>du ,D>dv 〉D∅ = exp>d(〈u, v〉). (4)
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By Taylor’s theorem, we have that exp>d(x) is bounded by∣∣∣exp>d(x)∣∣∣ 6 ∣∣∣∣ xd(d+ 1)! · exp(ξ(x))
∣∣∣∣ ,
For some function ξ(x) with sign(ξ(x)) = sign(x) and |ξ(x)| 6 |x|. Thus, using that k is even,∥∥∥E
u
(D
>d
u )
⊗k
∥∥∥2 = E
u,v
[(
〈D>du ,D>dv 〉
)k]
= E
u,v
[∣∣∣exp>d(〈u, v〉)∣∣∣k]
6 E
u,v
[∣∣∣∣〈u, v〉d+1(d+ 1)! exp(ξ(x))
∣∣∣∣k
]
6
(
1
(d+ 1)!
)k√
E
u,v
[〈u, v〉2dk+2k] E
u,v
[exp(ξ(x))2k]
6
(
1
(d+ 1)!
)k√
E
u,v
[〈u, v〉2dk+2k] E
u,v
[1 + exp(x)2k]
=
(
1
(d+ 1)!
)k√
E
u,v
[(
〈D61u ,D61v 〉 − 1
)2dk+2k]
(1 +E[〈Du,Dv〉2k]) .
The fourth line follows from Cauchy-Schwarz, and the fifth line uses that sign(ξ(x)) = sign(x)
and therefore 1 + exp(x) > |max(1, exp(x))| > | exp(ξ(x))|. The final line then follows from (4).
Substituting this back in for the above, we have our desired conclusion.
Proof of Theorem 6.1. We will show that a more general result holds given ‖Eu(D⊗mu )6d,2k(d+1) −
1‖ 6 ε, and then set d = 1. By Lemma 3.2, we have that∥∥∥E
u
(D
61
u − 1)⊗2k(d+1)
∥∥∥2 6 ∥∥∥E
u
(D
6d
u − 1)⊗2k(d+1)
∥∥∥2 6 ε2( m
2k(d+1)
) .
Therefore Lemma 6.2 implies that∥∥∥E
u
(D
>d
u )
⊗k
∥∥∥2/k 6 1
(d+ 1)!
· ε
1/k(
m
2k(d+1)
)1/2k (1 +Ck)1/2k
6
1 + C
(d+ 1)!
· ε
1/k(2k(d + 1))d+1
md+1
6 (1 + C) · ε
1/k(2ke)d+1
md+1
using Stirling’s approximation to the factorials and the fact that
(a
b
)
> (a/b)b. Since (d, k)-
LDLRm 6 (d, 2k(d + 1))-LDLRm, we also have that ‖Eu(D⊗mu )6d,k − 1‖ 6 ε. Now applying
Theorem 3.1 to the (d, k)-LDLRm and then setting d = 1 completes the proof of the theorem.
6.2 Product Measures Over the Boolean Hypercube
Theorem 6.3. Let k be an even integer. Let S = {Du}u∈S be a set of product distributions over
the n-dimensional hypercube. Let D∅ be any product measure over {±1}n with no fixed coordinates,
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and let Du be the relative density of Du. Suppose that the 2k-sample likelihood ratio is bounded
by ‖EuD⊗2ku ‖2 6 Ck, and the (1, 4k)-LDLRm is bounded by ‖Eu(D⊗mu )61,4k‖ 6 ε. Then for any
q > 1,
SDA
(
S, m
q2/kε1/kk
(
1
ε1/k + 16kC
1/2
m
))
> q .
We again will prove a lemma bounding the high-degree part of the LR in terms of its low-degree
part.
Lemma 6.4. Let S = {Du}u∈S be a set of product distributions over the n-dimensional hypercube.
Let D∅ be any product measure over {±1}n with no fixed coordinates, and let Du be the relative
density of Du. For any integers d, k > 1 with k even,∥∥∥E
u
(D
>d
u )
⊗k
∥∥∥2 6 E
u,v∼S
[(
〈D61u ,D61v 〉 − 1
)2k(d+1)]1/2 ∥∥∥∥ Eu∼SD⊗2ku
∥∥∥∥ .
Proof. As in Lemma 6.2, ‖Eu(D>du )⊗k‖2 = Eu,v〈D>du ,D>dv 〉k. We let χi(x) be the unique function
such that Ex∼D∅ χi(x) = 0, Ex∼D∅ χi(x)2 = 1, and χi(x) > 0 when xi = 1. For convenience, we
associate each u ∈ S with a vector u ∈ Rn as follows: if Du is the (unique) product measure Pu over
{±1}n with Ex∼Du [χi(x)] = ui. Let ek : Rn → R be the kth elementary symmetric polynomial:
ek(x) =
∑
S⊂[n]
|S|=k
k∏
i=1
xi.
For any t ∈ [n], using standard Fourier analysis over the Boolean hypercube one can see that
〈D=tu ,D=tv 〉 =
∑
S⊆[n]
|S|=t
E
Du
[∏
i∈S
χi(x)
]
E
Dv
[∏
i∈S
χi(x)
]
=
∑
S⊆[n]
|S|=t
∏
i∈S
uivi = et(u ◦ v),
where u ◦ v ∈ Rn is the Hadamard (or “entrywise”) product of u and v. So we may re-express
〈D>du ,D>dv 〉 =
n∑
t=d+1
et(u ◦ v). (5)
We will exploit the following claims regarding polynomials in u◦v and the elementary symmetric
polynomials:
Claim 6.5. Let A be any multiset of elements from [n], and for a vector x ∈ Rn denote by
xA =
∏
i∈A xi. Then, for any set S ⊂ Rn,
E
u,v∼S
(u ◦ v)A = E
u,v∼S
∏
i∈A
uivi =
(
E
u∼S
uA
)2
> 0.
The proof of Claim 6.5 is evident from the expression above. One consequence is the following:
Claim 6.6. Let p : Rn+1 → R be any polynomial which is a sum of monomials with non-negative
coefficients, let S ⊂ Rn and for each u ∈ S let there be a λu ∈ R. Then for any integers a, b > 1,
E
u,v
[ea+b(u ◦ v) · p(u ◦ v)] 6 E
u,v
[ea(u ◦ v) · eb(u ◦ v) · p(u ◦ v)] .
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Proof. For any x ∈ Rn, we can expand the product
ea(x)eb(x) =
∑
A⊂[n]
|A|=a
xA
∑
B⊂[n]
|B|=b
xB =
min(a,b)∑
i=0
∑
I⊂[n]
|I|=i
x2I
∑
S,T⊂[n]\I
|S|=a−i,|T |=b−i
|S∩T |=0
xS∪T ,
where we have arranged the second sum according to the intersection size i that a monomial from
ea and a monomial from eb may have. Extracting the i = 0 summand, we have that∑
S,T⊂[n]
|S|=a,|T |=b,|S∩T |=0
xS∪T =
(
a+ b
a
)
ea+b(x),
since each set S ∪T is counted in this sum (a+ba ) times. Write p(x′) =∑C pˆC · (x′)C where the sum
is over monomials. Therefore we have that
ea(x) · eb(x) · p(x′) =
(
a+ b
b
)
ea+b(x) · p(x′) + q(x)p(x′),
where q(x) (the summation over over i > 0) is a sum of monomials with non-negative coefficients.
The claim now follows from taking expectations on both sides and applying Claim 6.5.
Given these facts and (5), we can deduce the following upper bound:
E
u,v
[
〈D>du ,D>dv 〉k
]
= E
u,v
( n∑
t=d+1
et(u ◦ v)
)k
= E
u,v
 n∑
t=d+1
et(u ◦ v) ·
(
n∑
t=d+1
et(u ◦ v)
)k−1
6 E
u,v
 n∑
t=d+1
ed+1(u ◦ v) · et−(d+1)(u ◦ v) ·
(
n∑
t=d+1
et(u ◦ v)
)k−1
= E
u,v
(ed+1(u ◦ v) · n−d−1∑
s=0
es(u ◦ v)
)(
n∑
t=d+1
et(u ◦ v)
)k−1 ,
Where to obtain the inequality we have applied Claim 6.6 with p =
(∑n
t=d+1 et(u ◦ v)
)k−1
, a = d+1,
and b = t− d− 1. Repeating this for the k − 1 remaining powers, we have
6 E
u,v
(ed+1(u ◦ v) · n−d−1∑
s=0
es(u ◦ v)
)k
6 E
u,v
(ed+1(u ◦ v) · n∑
s=0
es(u ◦ v)
)k
= E
u,v
[(
ed+1(u ◦ v) · 〈Du,Dv〉
)k]
,
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where in the second-to-last line we have used Claim 6.5 to add the terms for s = n − d, . . . , n as
they contribute positively to the expectation. Applying Cauchy-Schwarz to the conclusion of the
above display,
E
u,v
[
〈D>du ,D>dv 〉k
]
6
√
E
u,v
[ed+1(u ◦ v)2k] E
u,v
[〈Du,Dv〉2k] 6
√
E
u,v
[(
〈D61u ,D61v 〉 − 1
)2k(d+1)]‖E
u
D
⊗2k
u ‖,
where we have used that Eu,v
(
〈D61u ,D61v 〉 − 1
)2k(d+1)
> Eu,v (ed+1(u ◦ v))2k, again by applying
Claim 6.5 in a similar manner to the proof of Claim 6.6. This completes the proof.
Proof of Theorem 6.3. As in the proof of Theorem 6.3, we will show that a more general result
holds given ‖Eu(D⊗mu )6d,2k(d+1) − 1‖ 6 ε, and then set d = 1. By Lemma 3.2, we have that∥∥∥E
u
(D
61
u − 1)⊗2k(d+1)
∥∥∥2 6 ∥∥∥E
u
(D
6d
u − 1)⊗2k(d+1)
∥∥∥2 6 ε2( m
2k(d+1)
) .
The same application of Lemma 3.2 as in the proof of Theorem 6.3 and Lemma 6.2 imply that∥∥∥E
u
(D
>d
u )
⊗k
∥∥∥2/k 6 C1/2ε1/k( m
2k(d+1)
)1/2k 6 C1/2ε1/k(2k(d+ 1))d+1md+1
using the fact that
(
a
b
)
> (a/b)b. As in the proof of Theorem 6.3, we have that ‖Eu(D⊗mu )6d,k−1‖ 6
ε. Applying Theorem 3.1 to the (d, k)-LDLRm and then setting d = 1 completes the proof of the
theorem.
7 Diluting the Power of Statistical Queries via Cloning: Leveling
the Playing Field
As discussed in Remark 1.9, Many average-case problems of interest such as planted clique and
tensor PCA do not have a natural notion of samples. In contrast, the SQ framework requires
problem formulations involving multiple samples. In this section we describe how to convert certain
single sample problems into multiple-sample problems, and then address the question of how to
choose the number of samples so that the SQ complexity of the resulting problem captures the
computational complexity of the original problem (as predicted by e.g. low-degree tests).
Multi-sample formulations of single-sample problems. The idea is to apply an SQ bound to
a “diluted” or “cloned” version of the single-sample problem, wherein each “dilute” sample carries
little information compared to a single sample. When multiple cloned samples can be combined
into one original sample in polynomial time, a lower bound against the cloned problem implies a
lower bound against the original problem (within the framework of polynomial time algorithms).
We first state a general and somewhat obvious sufficient condition for the existence of an
average-case reduction from a multi-sample problem to a single-sample problem. A computational
lower bound for the multi-sample problem is then transferred to the single-sample problem via the
reduction.
Fact 7.1. Let D∅ and S = {Du}u∈S be distributions on RN and let µ be a prior over S. Let {Pθ}θ∈Ω
be an exponential family of distributions on RN with sufficient statistic T that can be computed in
time polynomial in the size of its input. Suppose that for each distribution D ∈ {D∅} ∪ S, there is
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a θ = θ(D) such that if Y1, . . . , Ym
i.i.d.∼ Pθ then T (Y1, . . . , Ym) ∼ D. Then if there is no polynomial
time algorithm testing between H0 : (Y1, . . . , Ym) ∼ P⊗mθ(D∅) versus H1 : (Y1, . . . , Ym) ∼ P
⊗m
θ(Du)
where
u ∼ µ, with Type I+II error 1− ε, then the same is true for the original testing problem.
If one can efficiently generate m samples Y1, . . . , Ym as described in the fact just above given
the single sample X, then the mapping is invertible, which implies that no signal is lost and the
single and multi-sample versions of the problem are computationally and statistically equivalent.
Note that by the definition of sufficient statistic it is possible to generate samples with given
sufficient statistic, but it is not always possible to do so efficiently (assuming the widely believed
computational complexity conjecture RP 6= NP) [BGS14, Mon14].
We now describe two examples where simple randomized algorithms show that it is possible to
generate samples efficiently given a sufficient statistic. In the first, the data consists of unit variance
Gaussians, for which the mean is the sufficient statistic.
Lemma 7.2 (Gaussian Cloning). There is a randomized algorithm taking as input a real number x
and outputting m independent random variables Y1, . . . , Ym such that for any µ ∈ R if x ∼ N (µ, 1),
then Yi ∼ N (µ/
√
m, 1).
We will give the proof in Appendix D. In the second example, we show that the planted clique
problem has an equivalent multi-sample version. Given a subset U ⊆ [n], let G(n,U, γ) denote the
distribution of G(n, γ) conditioned on the vertices in U forming a clique (again see Appendix D for
a proof).
Lemma 7.3 (Planted Clique Cloning [BBH18]). There is an algorithm that when given m inde-
pendent samples from G(n,U, γ) for any U ⊆ [n], efficiently produces a single instance distributed
according to G(n,U, γm). Conversely, there is an efficient algorithm taking a graph as input and
producing m random graphs, such that given an instance of planted clique G(n,U, γ) with unknown
clique position U , produces m independent samples from G(n,U, γ1/m).
The same equivalence holds in the hypergraph formulation of planted clique. The Gaussian
cloning algorithm runs in poly(m) time given access to an oracle for sampling standard normal
random variables. When applied entry-wise, this cloning procedure can be used to show average-
case equivalences between single and multi-sample variants of problems with Gaussian noise such
as tensor PCA and the spiked Wigner model. Furthermore, increasing the number of samples from
1 to m dilutes the level of signal in the problem exactly by a factor of 1/
√
m. The planted clique
cloning algorithm runs in poly(m,n) randomized time. This again shows a precise tradeoff between
the level of signal and number of samples m – as the ambient edge density varies as γ to γ1/m with
the number of samples m.
Choosing the number of samples. The number of queries used by statistical query algorithms
is a proxy for runtime. However, the statistical query framework allows queries that cannot be
computed in polynomial time, and for this reason can lead to predictions that do not correspond
to polynomial time algorithms. For example, a naive application of the statistical query framework
in [FGR+17] to the planted clique problem treats an instance as a single sample from the planted
clique distribution has a single-query VSTAT(13) algorithm, using the {0, 1} query: does the graph
G have a clique of size at least k?
For this reason, prior SQ lower bounds for planted clique [FGR+17] consider instead the planted
biclique problem in a bipartite graph, and furthermore, assumed that i.i.d. data is generated by
observing a random column from the adjacency matrix. While this is an interesting problem to
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study, it is not known to be equivalent to planted clique, the original problem of interest. More
troubling is that this approach of generating samples fails badly for hypergraph planted clique. If
one views a sample as a random slice of the adjacency tensor, then statistical query algorithms can
perform an exhaustive search over what amounts to an instance of planted clique and this succeeds
if at least one sample contains a planted clique, which occurs with positive probability once one
has n/k samples.
The methodology described earlier in this section of converting a single-sample problem to
many-sample problem is applicable to a broad class of problems and thus gives a unified way
of addressing a variety of problems within the SQ framework. If we are free to study multi-
sample versions of problems, it remains to specify the correct number of samples in order to obtain
meaningful predictions within the SQ framework. As noted in the introduction, a prescription is
suggested by Theorem 1.6: we should dilute the signal so that each the problem is information-
theoretically unsolvable from O(1) samples. Concretely, we convert to a hypothesis testing problem
with m samples, D⊗m∅ vs. D⊗mu where ‖EuDu‖ = O(1).
8 Example Applications
8.1 Tensor PCA
Problem 8.1 (Tensor Principal Components Analysis (PCA)). For n, r positive integers, λ ∈ R,
and S = {± 1√
n
}n, the n-dimensional r-tensor PCA with signal strength λ problem is the following
many-vs-one hypothesis testing problem:
• Null: a tensor in (Rn)⊗r with independent standard Gaussian entries, D∅ = N (0, Inr).
• Alternate: uniform mixture of Du = N (λ · u⊗r, Inr) over u ∈ S.
Variations on the tensor PCA problem are possible; for example one may insist that the tensors
be symmetric, or that S be a different subset of Sn−1.
Claim 8.2. For any integers k, n, and r > 2 satisfying kλ2 < n2 , the k-sample likelihood ratio for
the n-dimensional r-tensor PCA problem with signal strength λ is bounded by∥∥∥∥ Eu∼SD⊗ku
∥∥∥∥2 6
√
2π
1− 2kλ2n
.
We prove this claim in Appendix E.1.
Claim 8.3. For any integers n, r, k,m and real number λ which satisfy 2emλ2k(r−2)/2 6 nr/2,
the (1, k)-LDLRm for the m-sample, dimension-n tensor PCA problem with signal strength λ is
bounded by ∥∥∥E
u
(D
⊗m
u )
61,k
∥∥∥2 6 2er+1mλ2k(r−2)/2
nr/2
The proof is a straightforward calculation which appears in [HKP+17, KWB19]—these works
consider the single-sample version, but it is not difficult to see that their bounds imply ours. For
completeness we give a full proof in Appendix E.1. Together these claims are sufficient to deduce
the following Corollary of Theorem 6.1.
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Corollary 8.4. For integers k, n,m, r and real numbers λ, δ with δ ∈ (0, 1) satisfying
|λ| 6 min
√( n
(4k)(r−2)/r
)r/2 1
2em
,
√
(1− δ) n
4k
 , and 4e2k(1 +(2π
δ
)1/k)
6
m
2
,
then for the n-dimensional r-tensor PCA problem with signal strength λ, for all q > 1, SDA( m
8q2/kk
) >
q.
Proof. By Claims 8.2 and 8.3 and our assumptions, we have that∥∥∥E
u
(Du)
⊗2k
∥∥∥2 6√ 2π
1− 4kλ2n
6
√
2π
δ
,
∥∥∥E
u
(D
⊗m
u )
61,4k − 1
∥∥∥2 6 2emλ2(4k)(r−2)/2
nr/2
6 1.
We instantiate Theorem 6.1 with C =
(
2π
δ
)1/k
and ε = 1, and using our assumption on δ we have
our conclusion.
Comparison with prior work and predictions. In the literature, it is most common to
consider the single-sample version of tensor PCA; for translations’ sake, notice thatm samples from
N (λu⊗r, Inr) are equivalent to a single sample from N (
√
mλu⊗r, Inr), since the sum of the samples
is a sufficient statistic. So we compare them-sample problem to the single-sample hypothesis testing
problem with signal strength
√
mλ. Similarly, we compare the VSTAT(M) to the single-sample
hypothesis testing problem with signal strength
√
Mλ.
Applying this transformation, the best nk-time algorithms for the n-dimensional r-tensor PCA
problem requires signal strength
√
mλ > Ω˜
(√
k
(
n
k
)r/4)
[BGL17, RRS17, WEAM19]. To see that
this is consistent with the obtained VSTAT(M) bound withM = m
8ekq2/k
, note that by Theorem B.1
our bound implies that any q = 2k-query algorithm requires the “adjusted signal strength” to satisfy
either λ2k = Ω(
√
n) (which we will discuss below) or
√
M |λ| >
(
n
(4k)(r−2)/r
)r/4√ 1
16ekq2/k
= Ω
(
1
2
(n
k
)r/4)
.
In the k ≫ log n regime, this is equivalent to the performance of the best-known algorithms up to
a factor of O˜(
√
k).
We remark as well that the condition λ2k < O(
√
n) is necessary to rule out statistical query
algorithms which use brute force on individual samples. If λ2 > 100n, then there is a single-query
SQ algorithm for the many-vs-one hypothesis testing problem: for a given sample T ∈ (Rn)⊗r,
simply query whether there exists some vector x ∈ {± 1√
n
}n which achieves |〈x⊗r, T 〉| > 12λ. When
|λ| > 10√n,20 it is easy to see that for T ∼ D∅ this query will return false with high probability;
this follows from the fact that 〈x⊗r, T 〉 ∼ N (0, Inr ). On the other hand, for any T ∼ Du, this query
will return true with high probability for similar reasons.
8.2 Planted Clique and Planted Dense Subgraph
In this section, we consider several formulations of planted clique (PC) and planted dense subgraph
(PDS). We begin by using our results to reproduce SQ lower bounds for “bipartite” formulations
previously considered in the SQ literature [FGR+17], and then give new SQ lower bounds for
non-bipartite multi-sample formulations.
20No effort has been made to optimize the constants, which may be improved using, e.g., chaining arguments
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8.2.1 Bipartite Models
The classical planted clique problem is a single-sample problem, which makes it incompatible with
the SQ framework. In an effort to address the complexity of the PC problem, the authors of
[FGR+17] give an SQ lower bounds for the following related problem: “bipartite planted clique”
where each column of the resulting adjacency matrix is treated as an i.i.d. sample from a mixture
distribution.
Problem 8.5 (Bipartite Planted Dense Subgraph/Planted Clique). Given K,N ∈ N and 0 < q <
p 6 1, bipartite planted dense subgraph with edge densities p and q is the following simple-vs-simple
hypothesis testing problem:
• Null: independent Bernoulli random variables D∅ = Ber(q)⊗N .
• Alternate: the mixture of Du = KN ·D′u +
(
1− KN
) · Ber(q)⊗N over random subsets u ⊆ [N ],
sampled by including each element of [N ] in u independently with probability K/N . Here,
D′u is the distribution of x ∈ {0, 1}N with independent entries and Pr[xi = 1] = p if i ∈ u
and Pr[xi = 1] = q otherwise.
The bipartite planted clique problem is the bipartite PDS problem with p = 1.
LDLR and k-sample LR bounds. The following claims carry out standard computations to
identify the relevant quantities needed to apply our main theorems. These calculations are deferred
to Appendix E.2. Let µ denote the distribution over u described in the alternate hypothesis above.
Claim 8.6. For any K,N, k, d,m ∈ N, define γ = (p−q)2q(1−q) . Then the (d, k)-LDLRm for bipartite
PDS is bounded ‖Eu∼µ(D⊗mu )6d,k − 1‖ = ON (1) if
K2
N
·max
{m
N
, (1 + γ)k
}
6 1− ΩN(1).
Claim 8.7. For any K,N, k ∈ N, the k-sample LR is bounded by ‖Eu∼µD⊗ku ‖ = ON (1) if
K2
N
·max
{
k
N
, (1 + γ)k
}
6 1− ΩN (1)
where γ = (p−q)
2
q(1−q) .
Implications of our results. Given these computations, we now can deduce the following im-
plication of Corollary 5.5.
Corollary 8.8. Suppose that K = Θ(N1/2−δ) for some small constant δ > 0 and 0 < q < p 6 1
are constants. Then for bipartite PC and PDS with N vertices, edge densities 0 < q < p 6 1 and
planted dense subgraph size K, it holds that SDA(N) = Nω(1).
Proof. Let T be the noise operator that resamples independently from Ber(q), so T is a (1, 0)-
operator. Note that bipartite PDS with K = Θ(N1/2−δ) can be realized as a random restriction
with noise operator T of bipartite PDS with K = Θ(N1/2−δ/2), restriction probability s/N = N−δ/2
and noise parameter ρ = 0. Suppose that d, k = Θ((logN)c1) where c1 ∈ (0, 1) and d/k ∼ c2 where
c2 is a sufficiently large constant. If againm = Θ(N
1+δ), then the parameters for both the restricted
and unrestricted bipartite PDS instances satisfy condition (1) in Claims 8.6 and 8.7. Now consider
applying Corollary 5.5 with dimension lower bound q′ ∼ 2k(logN)c3 for some constant c3 ∈ (1−c1, 1).
If c2 is sufficiently large, then (2s/N)
2(d+1)/km = o(1) and we have that SDA(N) > q′ = Nω(1).
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Remark 8.9. Our generic noise-robustness result (Theorem 5.2) also recovers this lower bound in
the case of bipartite PDS when p < 1. We choose T to be the (1, ρ)-noise operator that resamples
entries independently from Ber(q) with probability 1 − ρ = p−q1−q . Then the distributions Du can
be realized by applying T entrywise to an instance of bipartite PC with edge density q. Note that
the parameters d ∼ c1 logN for a sufficiently large constant c1, k ∼ c2 logN for a sufficiently small
constant c2, K = Θ(N
1/2−δ) and m = Θ(N1+δ) satisfy condition (1) in Claims 8.6 and 8.7 for
both the bipartite PDS instance in question and the bipartite PC instance before applying T . Now
apply Theorem 5.2 with dimension lower bound q′ ∼ 2k(logN)c3 for some constant c3 ∈ (0, 1). If
c1 is sufficiently large, then ρ
2(d+1)m = o(1) and it again follows that SDA(N) > q′ = Nω(1). We
also remark that, unlike in our previous applications of our main results where we set q′ = 2k, we
must take q′ = 2ω(k) in this application of our noise-robustness theorem to show superpolynomial
SQ lower bounds.
Comparison to prior work and predictions. Corollary 8.8 recovers the K = Θ(N1/2−δ) bar-
rier from [FGR+17] at which the SDA for bipartite PC/PDS with constant edge densities ceases to
be poly(N). Despite being the consequence of a much more general theorem on random restrictions,
our results for bipartite PC/PDS also nearly recover the precise SDA lower bounds from [FGR+17].
In [FGR+17], for planted clique with edge density 1/2, it is shown that SDA( N
2
2ℓ+1K2
) > N2ℓδ/3 for
all ℓ 6 K. Fine-tuning our parameter choices in Corollary 8.8 yields that SDA( N
2−ǫ
2ℓ+1K2
) > NΩ(ℓ) for
any constant ǫ > 0, which matches the bound from [FGR+17] up to arbitrarily small polynomial
factors in the sample complexity.
8.2.2 Multi-Sample Hypergraph Planted Clique
We now consider a variant of planted clique where the observations consist of multiple samples from
the planted clique distribution. As discussed in Section 7, there is a natural tradeoff between the
number of samplesm and edge density q for which this variant has an average-case equivalence with
ordinary PC. In this section, we will treat a generalization of this variant to s-uniform hypergraphs
(including the case s = 2 corresponding to simple graphs).
Let Gs(N, q) denote the Erdo˝s-Re´nyi distribution over s-uniform hypergraphs, where each s-
subset of [N ] is included as a hyperedge independently with probability q. Given a subset u ⊆ [N ],
let Gs(N,u, q) denote the hypergraph where hyperedges among the vertices within u are always
included and all other hyperedges are included independently with probability q. Throughout this
section, we will treat s as a fixed positive integer constant.
Problem 8.10 (Multi-Sample Hypergraph PC). Given s,K,N ∈ N with N ≫ K ≫ s > 2 and
q ∈ (0, 1), the multi-sample s-uniform hypergraph planted clique problem with edge density q is the
following hypothesis testing problem:
• Null: the Erdo˝s-Re´nyi hypergraph D∅ = Gs(N, q).
• Alternate: uniform mixture of Du = Gs(N,u, q) over K-subsets u ⊆ [N ].
The complexity of multi-sample hypergraph PC as m and q vary. To the best of our
knowledge, multi-sample hypergraph PC has not been considered in this generality before. However,
because of the average-case equivalence from Section 7, its complexity can be extrapolated exactly
from that of ordinary hypergraph planted clique, i.e. when m = 1. For m = 1, its complexity
conjecturally behaves as follows (as a function of q):
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1. If q is near constant with N−o(1) 6 q 6 1−N−o(1), then the threshold at which polynomial-
time algorithms begin to solve the distinguishing problem is K2 = N1±o(1), which is consistent
with the threshold in the classical setting of q = 12 .
2. If q is polynomially small with q = Θ(N−α) for some α > 0, then the clique number of
Gs(N, q) is constant and the problem begins to be easy when K = Θ(1).
3. If q is very close to 1 with q = 1−Θ(N−α) for some α ∈ (0, 1), then polynomial-time algorithms
begin to solve the distinguishing problem at the shifted threshold K2 = Θ˜(N1+α/s).
The best known algorithm in the last regime simply counts the total number of edges. In the
graph case when s = 2, it was shown in [BBH18] that the PC conjecture with q = 1/2 implies a
lower bound up to the barrier K2 = Θ˜(N1+α/2) when q = 1 − Θ(N−α). We remark that, in this
regime, recovering the vertices in the planted clique is conjectured to be a harder problem that
only becomes easy at larger values of K. Our focus in this section will be on the transition in the
first parameter regime, when N−o(1) 6 q 6 1−N−o(1).
As discussed in Section 7, there is a natural average-case equivalence between the single and
multi-sample problems. Specifically, hypergraph PC with m samples and edge density q is equiv-
alent to hypergraph PC with m = 1 sample and edge density qm. Thus the parameter regime of
interest corresponds to the q with 1
mNo(1)
6 1− q ≪ logNm . We remark that at 1− q = Θ( logNm ), the
distinguishing problem undergoes a (conjecturally sharp) transition to algorithmically easy. Specif-
ically, taking the bit-wise AND of the edge indicators across the different samples corresponds to a
single-sample instance of hypergraph PC with edge density qm = N−Θ(1), which can be solved in
polynomial time whenever K is a sufficiently large constant.
As also discussed in Section 7, another concern when choosing m is the existence of inefficient
algorithms that can be implement with a small number of VSTAT(m). Let h(G) ∈ {0, 1} be the
indicator that G has a clique of size K. While h is NP-hard to compute, the single query of h to
a VSTAT(Θ(1)) oracle will solve the distinguishing problem unless 1− q is sufficiently small. The
expected number of cliques of size K in Gs(N, q) is(
N
K
)
q(
K
s ) 6 exp
(
K logN − 1− q
q
·
(
K
s
))
= o(1)
as long as 1−q > CK1−s logN for a sufficiently large constant C. Thus unless 1−q = O(K1−s logN),
Markov’s inequality implies that Gs(N, q) has no clique of size K with probability 1− o(1) and the
SQ query of h solves the distinguishing problem where no polynomial time algorithms are known
to succeed. Thus to make the performance of SQ and polynomial-time algorithms comparable, it
seems necessary to restrict to q with 1 − q = O(K1−s logN). As will be shown in Claim 8.13,
this threshold is also roughly when the k-sample LR begins to have a constant-sized norm. To
summarize this discussion, the natural choices of m and q are:
• sufficiently large q with q = 1−O(K1−s logN); and
• m such that q lies in the range 1
mNo(1)
6 1− q ≪ logNm .
Note that this requires we take m = Ω˜(Ks−1) samples.
Remark 8.11. A different natural alternative formulation of hypergraph PC views the adjacency
lists of individual vertices as independent samples, as in bipartite PC. However, since each adjacency
list is itself an (s − 1)-uniform hypergraph, in this model a single-query SQ algorithm succeeds
whenever s > 2: ask if the adjacency list contains a clique of size at least K. For this reason, the
bipartite model is not appropriate for the SQ framework.
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Choice of prior µ. We now discuss why the choice of prior µ over the the clique vertex set u
differs in the definitions of multi-sample hypergraph PC and bipartite PDS. The prior µ in which
each vertex is included in the clique independently with probability K/N was used in defining
bipartite PDS because it is more convenient to work with when computing the LDLR, k-sample
LR and applying our main results.
However, a subtle technical issues arises in multi-sample PC that precludes using this prior.
The underlying problem is that D∅ and the mixture of Du induced by this prior do not neces-
sarily converge in χ2 divergence even when they converge in total variation. This is because χ2
divergence is large if certain tail events have very mismatched probabilities while total variation
is not. Specifically, the probability the mixture of Du contains a clique of size t ≫ K is at least
Pr[Bin(N,K/N) > t], which is much larger than the probability that D∅ contains a clique of size
t. This issue causes the average correlations defining SDA and the key quantity ‖Eu∼µD⊗ku ‖ to be
very different between the two priors. Specifically, carrying out a similar computation as in Claim
8.13 for the prior where each vertex is included with probability K/N yields that ‖Eu∼µD⊗ku ‖ is
only ON (1) for much smaller values of γ.
The important properties of the prior µ used in this section, where u is a random K-subset of
[N ], are that: (1) u is symmetric; (2) the size of u concentrates around K; and (3) the distribution
of |u| has very small upper tails. In particular, replacing µ with any prior that chooses a clique size
from the interval [CK,K] for some constant C > 0 and then chooses a random clique of this size
would not affect the bounds in either Claim 8.12 or Claim 8.13.
LDLR and k-sample LR bounds. The following claims bound the LDLR and k-sample LR
in multi-sample hypergraph PC in order to verify the conditions needed to apply our main results.
Their proofs are standard computations and deferred to Appendix E.2. Let µ denote the uniform
distribution over K-subsets u ⊆ [N ].
Claim 8.12. For any s,K,N, k, d,m ∈ N, the (d, k)-LDLRm for multi-sample hypergraph PC
satisfies that ‖Eu∼µ(D⊗mu )6d,k − 1‖ = ON (1) if the following conditions are satisfied:
γ ·max{m, (ksd)s} = ON (1) and 2
ske2K2
N
= 1− ΩN (1)
where γ = 1−qq .
Claim 8.13. For any K,N, k ∈ N, the k-sample LR is bounded by ‖Eu∼µD⊗ku ‖ = ON (1) if the
following condition are satisfied:
K2 6 3N and γ 6
1
2k
·K1−s log
(
N
K2
)
where γ = 1−qq .
Implications of our results and comparison to conjectured complexity barriers. We
now can deduce the implications of our main theorems.
Corollary 8.14. Suppose that s is a fixed constant, K = Θ(N1/2−δ) for some small constant
δ > 0 and q ∈ (0, 1) satisfies q > 1 − c1K1−s for a sufficiently small constant c1 > 0. Then
for multi-sample hypergraph PC with N vertices, clique size K and edge density q, it holds that
SDA
(
Θ
(
1
t(1−q)
))
> NΩ(log t) for any t > (logN)1+Ω(1).
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Proof. In multi-sample hypergraph PC, each Du is a product measure on the hypercube and Theo-
rem 6.3 applies. Consider setting the parameters d = 1, k = c2 logN for a sufficiently small constant
c2 > 0, K = Θ(N
1/2−δ) for a constant δ > 0 and the number of samples m to be m = c3/(1− q) for
some constant c3 > 0. Note that m is polynomially large in N . It now can be verified that, if c2 is
sufficiently small, then these parameters satisfy the conditions in Claim 8.12 and, if c1 is sufficiently
small, they also satisfy the condition in Claim 8.13. Now consider applying Theorem 6.3 with SDA
lower bound q′ = N
c2
2
(log t−log logN). It can be verified that this implies SDA(Θ(m/t)) > q′, proving
the corollary.
Setting t = (logN)1+δ
′
for some small δ′ > 0 recovers the predicted K = Θ(N1/2−δ) computa-
tional barrier in the SQ model for multi-sample hypergraph PC in the regime 1
mNo(1)
6 1 − q 6
O
(
1
m
)
of interest. It is worth noting that the loss of the t = (logN)1+Ω(1) factor in m on applying
Theorem 6.3 means that we cannot arrive atm and q satisfying that 1−q = Θ(1/m) exactly. Under
the average-case equivalence from Section 7, this corresponds to single-sample hypergraph PC with
exactly constant edge densities. However, this constraint does not affect the tightness of Corollary
8.14, as the resulting lower bound still corresponds to a single-sample instance of hypergraph PC
with a nearly constant edge density in the range N−o(1) 6 q 6 1−N−o(1) and thus K2 = N1±o(1)
is still the conjectured computational barrier.
Remark 8.15. Our partial noise robustness results imply SQ lower bounds in multi-sample hyper-
graph PC, with a slightly different choice of the prior µ. Let µ′ be the prior formed by choosing a
clique size according to Bin(K,N−δ) and then choosing a vertex set of this size uniformly at random
from [N ] to be the planted clique, where δ > 0 is a small constant. As in the discussion above, since
Bin(K,N−δ) has zero probability mass above K, Claims 8.12 and 8.13 can be adapted to accom-
modate this different prior. Furthermore, this prior concentrates will around KN−δ = Θ(N1/2−2δ)
if K = Θ(N1/2−δ).
If T is the (1, 0) noise operator that resamples independently from Ber(q), then m-sample
hypergraph PC with the prior µ′ can be realized as a subtensor random restriction of the type in
Theorem 5.10 of m-sample hypergraph PC with the prior µ. In particular, it can be realized with
the noise operator T , restriction probability N−δ and correlation parameter ρ = 0. Now consider
setting the parameters d = c−12 (logN)
s, k = c2 logN for a sufficiently small constant c2 > 0,
K = Θ(N1/2−δ) for a constant δ > 0 and the edge density q and number of samples m to again be
m = c3/(1− q). If c1 and c2 are sufficiently small, then the conditions in Claims 8.12 and 8.13 are
met. Adapting the arguments in these claims to accommodate µ′ yields that the relevant LDLR
and k-sample LR are both ON (1). Now consider applying Theorem 5.10 together with Theorem
3.1, similarly to as in Corollary 5.5, again with the SDA lower bound q′ = N
c2
2
(log t−log logN). If c2
is sufficiently small, then (N−δ)2k
−1 p√(d+1)/2m = o(1) and we recover the same lower bound as in
Corollary 8.14 for the prior µ′.
8.3 Spiked Wishart PCA
The spiked Wishart model is a well-studied model for understanding sparse PCA. We consider
the following, standard version the problem. As with the other problems considered here, many
variations of this problem exist in the literature, see e.g. [PWB+18] for a more detailed discussion.
Problem 8.16 (Sparse PCA with Wishart Noise). For a positive integer n, ρ ∈ [0, 1], and λ ∈
[0,∞), the sparse PCA with Wishart noise problem is the following many-vs-one hypothesis testing
problem:
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• Null: m i.i.d. samples from the standard normal Gaussian, i.e. D∅ = N (0, In).
• Alternate: m i.i.d. samples from a Gaussian with randomly spiked covariance. Specifically,
sample a vector s via the following process. First draw s′ ∈ {−1, 0, 1}n so that each entry of
s′ is independent and distributed as
s′i =

0 with probability 1− ρ;
−1 with probability ρ/2;
+1 with probability ρ/2.
Then, if ‖s′‖2 > 2ρn, let s = 0, otherwise let s = 1√ρns′. Finally, draw m samples from Ds =
N (0, In + λss⊤). Denote the distribution over s by Sρ.
The choice of constant 2 in this model is arbitrary and can be replaced by any constant larger than
1. By a Chernoff bound, for ρ = ω(1/n), s 6= 0 with high probability. Note that this problem is
naturally stated as a multi-sample problem.
Unfortunately, while the null hypothesis for this problem is the standard normal Gaussian, it
does not cleanly fit into the framework of Theorem 6.1, as the alternate hypotheses are not additive
shifts of N (0, In). However, the (d, k)−LDLRm for this problem still has a nice form, which allows
us apply our main theorem.
Recall the Hermite basis for D⊗t∅ is the set of polynomials over (Rn)t given by {Hα}, where Hα
is parametrized by multi-indices α = (α1, . . . , αt) ∈ (Nn)t. For any multi-index α ∈ Nn, and any
x ∈ Rn, let xα =∏ni=1 xαii . Then, we have the following bound from [BKW19]:
Lemma 8.17 (Lemma 5.8 in [BKW19]). Let (α1, . . . , αt) ∈ (Nn)t. Then, we have:(
E
u∼Sρ
〈Du,Hα〉
)2
=
{
λ
∑t
i=1 |αi| ·∏ti=1 (|αi|−1)!!αi! · (Eu∼Sρ u∑ti=1 αi)2 if |αi| are even;
0 otherwise.
As a result, we have the following:
Lemma 8.18. Let t, d ∈ N. Suppose that nρ2 6 1, and that dtλ 6 ρn. Then, we have:∥∥∥∥ Eu∼Sρ(D6du − 1)⊗t
∥∥∥∥2 6 2(d2kλρn
)2t
.
We prove Lemma 8.18 in Appendix E.3. Together with Claim 3.6, this immediately implies:
Corollary 8.19. Let t, d be as in Lemma 8.18. Let m be so that m 6 ρ
2n2
λ2d4k2
. Then∥∥∥∥ Eu∼Sρ(D⊗m)6d,k − 1
∥∥∥∥2 6 O(1) .
We now seek to bound the norm of the high degree part of the correlation. To do so, we rely on
the following lemma:
Lemma 8.20 ([BKW19]). Let φ(x) = (1 − 4x)−1/2, and let φ6d(x) = ∑dℓ=0 (2ℓℓ )xℓ and φ>d(x) =∑∞
ℓ=d+1
(2ℓ
ℓ
)
xℓ denote the low degree approximation and the approximation error of the degree d
Taylor approximation to φ(x) at zero, respectively. Then∥∥∥∥ Eu∼SρD>du
∥∥∥∥2 = Eu,v∼Sρ
[
φ>⌊d/2⌋
(
λ2〈u, v〉2
4
)]
.
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As a result, we obtain the following bound:
Lemma 8.21. Assume that 2nk(d+ 1)ρ2 6 1. For λ < 1/2 and d even, we have:∥∥∥∥ Eu∼Sρ (D>du )⊗k
∥∥∥∥2 6 ( λ24ρn
)k(d+1)
.
The proof closely resembles the proof of Lemma 6.2, and we defer it to Appendix E.3. Combining
Corollary 8.19 and Lemma 8.21 with Theorem 3.1, we obtain:
Corollary 8.22. Let d, k ∈ N . Let λ 6 1/4, let ρ be so that 2nk(d + 1)ρ2 6 1, let m be so that
m 6 (ρn)
2
d4k2λ2
. Then SDA(S, Θ˜(m/k)) > 2k.
Comparison to prior work and predictions. The Wishart model for spiked PCA has two,
well-studied regimes, the sparse PCA model, where the sparsity, governed by ρ, is sublinear in n,
typically nρ2 6 1, and the dense regime, when ρ = Θ(1). In the dense regime, the celebrated BBP
transition [BAP+05] gives an exact prediction of when detection is computationally possible, and
the computational limits in terms of the low degree likelihood ratio are known to exactly match
these predictions [PWB+18, DKWB19, BKW19]. In particular, it is predicted that when ρ is a
fixed universal constant, recovery is possible if and only if m > n/λ2. While it is possible to plug
in the machinery here with the LDLR bounds attained in [BKW19], it appears to be an inherent
limitation of the SDA framework for proving SQ lower bounds that it cannot predict exact (i.e.
including constants) thresholds. Thus, while we can attain SQ lower bounds matching the BBP
transition up to constants, we cannot prove SQ lower bounds up to the transition.
For this reason, the calculations in the previous section primarily focus on the sparse regime.
The problem is well-studied in this setting, and the best known sample complexity for this problem
is m = Ω
(
(ρn)2 logn
λ2
)
[dBG08, BR13b]. In contrast, information theoretically m = Ω
(
(ρn) logn
λ2
)
samples suffice. There is a slew of evidence [BR13a, HKP+17, BB19] that suggests that this is the
best possible. Note that the SQ lower bounds and LDLR lower bounds we obtain witness this gap,
up to logarithmic factors. To the best of our knowledge, prior to our work there were no LDLR
lower bounds for sparse PCA in the ρ 6 1/
√
n regime, and existing SQ lower bounds required
λ = o(1) and ρ = n−7/8 [WGL15].
8.4 Testing Gaussian Mixture Models
In this section, we prove LDLR bounds for robustly testing Gaussian Mixtures. We use the SDA
bounds of [DKS17] in an almost black-box fashion (we must modify their proofs a little bit to
account for the different notions of statistical dimension considered).
Problem 8.23 (Testing Gaussian Mixture Models). For n, s positive integers and ε ∈ (0, 1), the
(1 − ε)-separated Gaussian s-mixture model testing problem is the following hypothesis testing
problem:
• Null: N (0, In)
• Alternate: uniform over S = {DU}U∈S for some S ⊂ ×sRn−1, where each DU for U =
u1, . . . , us is a mixture of N (u1, I), ...,N (us, I) satisfying the conditions dTV(Du,v,D∅) > 0.25
and dTV(N (ui, I),N (uj , I)) > 1− ε for all i 6= j ∈ [s].
In [DKS17], the authors show lower bounds on the SDA× for this problem—however, because
the lower bounds are for product-SDA, we must make some mild modifications to their proofs. We
use the following building blocks:
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Lemma 8.24 (Lemma 3.4 of [DKS17]). Suppose A is a distribution over R which matches m
moments of N (0, 1). For each u ∈ Sn−1, define the distribution with probability density function
Du(x) = A(〈x, u〉) · γ⊥u(x), where γ⊥u is the projection of D∅ = N (0, In) orthogonal to u. Letting
Du be the relative density of Du with respect to D∅, we have that for any u, v ∈ Sn−1,
|〈Du,Dv〉 − 1| 6 |〈u, v〉|m+1 · ‖A‖2,
for A the relative density of A with respect to N(0, 1).
Lemma 8.25 (Lemma 3.7 of [DKS17]). For any c ∈ (0, 12), there is a set S of 2Ω(n
c) unit vectors
in Rn so that for each u, v ∈ S with u 6= v, |〈u, v〉| 6 O(nc−1/2).
Now, we use the following propositions of [DKS17], which selects a distribution A for the GMM
testing problem:
Proposition 8.26 (Proposition 4.2 of [DKS17]). For any ε ∈ (0, 1), c ∈ (0, 12), and integer s > 1
there exists a distribution A on R that is a mixture of s Gaussians A1, . . . , As with dTV(Ai, Aj) >
1 − ε for all i 6= j ∈ [s]. Further, ‖A‖2 6 exp(O(s)) log 1ε and A agrees with N(0, 1) on 2s − 1
moments, and if we construct {Du}u∈S as described in Lemmas 8.24 and 8.25, then each Du is a
mixture of s Gaussians and further for all u, v ∈ S, dTV(Du,Dv) > 12 .
Putting these together, we have the following instance of the GGM testing problem:
Problem 8.27 ( (1− ε)-separated GGM testing instance from [DKS17]). For n, ℓ positive integers
and any ε ∈ (0, 1), let A be the mixture of ℓ Gaussians described in Proposition 8.26 and let S be
the subset of Sn−1 described in Lemma 8.25 with c = 0.26. Consider the following instance of the
(1− ε)-separated Gaussian ℓ-mixture model testing problem:
• Null: D∅ = N (0, In)
• Alternate: Uniform over the set of distributions S = {Du}u∈S′ , where Du(x) = A(〈x, u〉) ·
γ⊥u(x) and S′ is the subset of u ∈ S with dTV(Du,D∅) > 14 (note |S′| > 12 |S|).
We note that Problem 8.27 is a valid instance of the (1−ε)-separated Gaussian ℓ-mixture testing
problem: since from Proposition 8.26 A is a one-dimensional mixture of ℓ Gaussians with pairwise
total variation distance > 1 − ε, each Du is also a mixture of ℓ Gaussians with pairwise total
variation distance > 1− ε. Proposition 8.26 also guarantees that for each u 6= v, dTV (Du,Dv) > 12 .
By the triangle inequality, we have that dTV(Du,D) + dTV(Dv ,D) > dTV(Du,Dv) >
1
2 , which
implies that for at least half of u ∈ S, dTV(Du,Dv) > 14 , and this half is exactly S′.
Putting these lemmas together, we have the following easy corollary:
Corollary 8.28. Let ℓ, n be integers with n sufficiently large and nℓ+1 6 2n
1/4
. Let S = {Du}u∈S′
be as described in Problem 8.27. Then there exists a constant c so that for all integers n sufficiently
large, for any q > 1,
SDA
S,
 (n/c)(ℓ+1)/5
log 1ε
(
1 + q
2
2n
1/4
)
 > q.
Proof. We have that Pru,v∼S[u = v] = 1|S′| . Since Problem 8.27 uses the construction from
Lemma 8.25 with c = .26, for n sufficiently large |S′| > 2n.255 and |〈u, v〉| 6 n−1/5 for all u 6= v ∈ S′.
Since Lemma 8.24 furnishes a bound on the correlation for u 6= v, for any event E ,
E
u,v∼µ
[∣∣〈Du,Dv〉 − 1∣∣ | E] 6 min(1, 1|S′|Pr[E ]
)
· ‖A‖2 +max
(
0, 1− 1|S′|Pr[E ]
)
· 1
n(ℓ+1)/5
‖A‖2,
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and substituting our bound on |S′|, using that ‖A‖2 6 log 1εCℓ for some constant C, and using the
assumption that n(ℓ+1)/5/2n
0.255
6 2n
1/4
, we have our conclusion.
Applying Theorem 4.1, we deduce the following bound:
Corollary 8.29. There exists a real number c > 0 so that for any ε ∈ (0, 1) and integer ℓ, there
exists n sufficiently large that for any even integer k ≪ n1/8 and any m 6 (n/c)(ℓ+1)/5
2 log 1
ε
, the (1− ε)-
separated Gaussian ℓ-mixture model testing problem S = {Du}u∈S vs. D∅ described in Problem 8.27
has (∞, k)-LDLRm bounded by ∥∥∥∥ Eu∼S(D⊗mu )6∞,k − 1
∥∥∥∥2 6 1.
Proof. Let m = (n/c)
(ℓ+1)/5
2 log 1
ε
. We notice that |〈Du,Dv〉 − 1| 6 exp(O(ℓ)) log 1ε 6 m1/10 always, since
ε, ℓ are fixed constants. Hence we meet the condition of Theorem 4.1 that ‖Eu(Du−1)⊗k‖2 6 mk/10.
Applying Corollary 8.28 with q =
√
2n
1/4 m
m′ , we have that for all 1 6 m
′ 6 m,
SDA(S,m′) >
√
2n
1/4 m
m′
>
(
100m
m′
)k
for any k 6 n.249. This concludes the argument.
Comparison with prior work and predictions The lower bound Corollary 8.29 is consis-
tent with the SQ lower bounds of [DKS17], suggesting efficient algorithms for learning a mixture
of ℓ Gaussians in n dimensions, each separated in total-variation distance, requires dΩ(ℓ) sam-
ples. Information-theoretically, only poly(n, ℓ) samples are required in this setting, although the
information-theoretic sample complexity becomes exponential in ℓ if the Gaussians are not required
to have total variation distance close to 1 [MV10]. An algorithm using time and samples dpoly(k) is
known [MV10].
8.5 Gaussian Graphical Models
In this section, we prove an SDA lower bound for a hypothesis testing problem over Gaussian
Graphical Models, and then show that this implies a LDLR lower bound for the same problem.
We will not succeed in establishing evidence for information computation gaps—the point of this
example is to illustrate the utility of Theorem 4.1, for a setting where LDLR lower bounds are
highly intractable while SDA lower bounds are approachable.
In Gaussian Graphical models, we observe samples x1, . . . , xm ∼ N (µ,Θ−1), where Θ is a
sparse positive semidefinite matrix—since it is sparse, it is thought of as a graph. The goal is to
get algorithms for estimating Θ which do not depend on its condition number, and which take
advantage of the graph sparsity. The relevant parameters are the maximum degree d and the
non-degeneracy parameter κ := mini,j∈[n]
|Θij |√
ΘiiΘjj
.
Problem 8.30 (Gaussian Graphical Models: planted d-regular subgraph). For n > s > d positive
integers and κ ∈ R with κ√d < 16 , the κ-nondegenerate d-sparse s-planted n-dimensional planted
regular subgraph Gaussian Graphical Model ((κ, d, s, n)-prsGGM) problem is the following many-
vs-one hypothesis testing problem:
40
• Null: D∅ = N (0, In).
• Alternate: uniform mixture of Du = N (0, (In+κ∆u)−1), over u ∼ S, where each u is sampled
by choosing s of n indices uniformly at random, and then planting a randomly signed random
d-regular graph on those indices (conditioned on the graph having all eigenvalues bounded in
magnitude by 2
√
d), then taking ∆u to be the adjacency matrix of that graph.
We will prove the following Lemma, from which we obtain an LDLR lower bound as a corollary
of Theorem 4.1:
Lemma 8.31. For any integer d sufficiently large, any s ≫ d sufficiently large, any n ≫ s
sufficiently large, and κ ∈ (0, 1
6
√
d
) such that the following holds: If S vs. D∅ is an instance of the
(κ, d, s, n)-prsGGM problem, then for any even integer k and q > 1,
SDA
(
S,
(
n
q2s2
)1/k 1
exp(12sdκ
2)− 1
)
> q,
and further,
E
u,v
〈Du,Dv〉k 6
(
1 +
(
s2
n
)1/k (
exp(12sdκ
2)− 1))k .
We give the proof of this Lemma in Appendix E.4. Combining Lemma 8.31 with Theorem 4.1
gives us the following corollary:
Corollary 8.32. For any integer d sufficiently large, any s ≫ d sufficiently large, any n ≫ s
sufficiently large, and κ ∈ (0, 1
6
√
d
) such that the following holds: If S vs. D∅ is an instance of the
(κ, d, s, n)-prsGGM problem, then for any even integers k, t and m 6 12
(
n
s2
)1/k 1
exp( 1
2
sdκ2)−1 with
sdκ2 6 k10 logm, the m-sample (t,Ω(k))-LDLRm is bounded:∥∥∥∥ Eu∼S(D⊗mu )6t,k/2 − 1
∥∥∥∥ 6 1.
Comparison with prior work and predictions. For an arbitrary Gaussian Graphical Model
with maximum degree d, κ-nondegeneracy, and dimension n, information-theoretically, m > logn
κ2
samples are required [WWR10], and the fastest known algorithms form = Θ( κ
2
logn) run in time n
O(d)
[KKMM19], though faster algorithms are known for more structured cases [KKMM19, RWR+11].
Given the current state of the literature, it is not clear whether it is possible to achieve the
information-theoretic limit with no(d) time algorithms.
Our bounds are not strong enough to give evidence for an information-computation gap: for
signal-to-noise ratios corresponding to m = Θ( logn
κ2
) samples, by choosing s = log n and κ small
enough we can rule out SQ algorithms with fewer than
√
n/(d log4 n) queries, or degree-O( log nlog d )
polynomial distinguishers (these bounds degrade as d increases, instead of the other way around).
We do not expect that this bound is tight, and our bound from Lemma 8.31 might easily be
improved with a more careful analysis. But, because the matrices that we use are well-conditioned,
and because there are algorithms for well-conditioned matrices that require fewer samples, it is
unlikely that the hypothesis testing problem we consider will give evidence for this information-
computation tradeoff, even if analyzed optimally.
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However, this example does illustrate that it is possible to obtain a bound depending on the
sparsity and non-degeneracy; in this, it highlights the usefulness of Theorem 4.1. In the GGM
problem, any set of alternate hypotheses S by definition involves Gaussian distributions whose
inverse covariance matrices are easy to describe, but the covariance matrices themselves are not;
this would make calculating the LDLR directly extremely arduous, even for our toy example of
alternate distributions. However, calculating some bound on the SDA is relatively tractable, and
Theorem 4.1 lets us draw conclusions for the LDLR.
8.6 Sparse Parity with Noise
Theorem 5.2 shows that if for the hypothesis testing problem TρS vs D∅, the (s − 1, k)-LDLRm
is bounded by ε, and ‖Eu(Du)⊗k‖2 6 O(1), and ρ2s = O( 1m), then at least 2k queries to
VSTAT(O(m/k)) are necessary. The following example illustrates that this dependence on ρ is
tight.
Problem 8.33. The following is the 2k-subset of s-sparse parities problem:
• Null: D∅ is uniform over {±1}n.
• Alternate: For S an arbitrary subset of ([n]s ) with |S| = 2k, define S = {Du}u∈D, where for
each u ∈ S we take Du uniform over x ∼ {±1}n conditioned on xu = 1.
Claim 8.34. For any ρ ∈ [−1, 1] and Tρ the standard Boolean noise operator, and any integer m,
the many-vs-one 2k-subset of s-sparse parities problem D∅ vs S = {Du} has
‖ E
u∼S
(T ρD
⊗m
u )
6s−1,∞ − 1‖ = 0.
Proof. This is because each Du has no Fourier mass on degrees 1 through s− 1.
Claim 8.35. For the many-vs-one 2k-subset of s-sparse parities problem,
‖ E
u∼S
(D
⊗k
u )‖2 6 2.
Proof. For each u 6= v, 〈Du,Dv〉 = 1, and 〈Du,Du〉 = 2. We then use the fact that |S| 6 2k to
calculate,
‖E
u
(Du)
⊗k‖2 = E
u,v∼S
〈Du,Dv〉k = 1|S| · 2
k + (1− 1|S|) · 1 6 2.
Together, the above claims demonstrate that we meet the conditions of Theorem 5.2. However,
there is also a 2k-query VSTAT(ρ−2s) algorithm:
Claim 8.36. There is a 2k query VSTAT(ρ−2s) algorithm for the ρ-noisy 2k-subset of s-sparse
parities problem, TρS vs. D∅.
Proof. The algorithm is as follows: for each u ∈ S, take the query φu(x) = 12(1 + xu). Under null,
ED∅ φu =
1
2 . Under TρDu, ETρDu φu =
1
2 (1 + ρ
s). Thus, a VSTAT(ρ−2s) algorithm can distinguish
these cases.
Hence, the requirement in Theorem 5.2 that ρ2s = O( 1m) is tight.
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A Counterexample to Equivalence of Two Notions of Statistical
Dimension
In this appendix we construct a testing problem which shows that the definition of statistical
dimension we use in this paper can differ from the statistical dimension of [FGR+17]. For reference,
we repeat both definitions here.
Let D∅ vs. S be a testing problem with prior µ. For Du,Dv ∈ S, we write as usual the relative
density Du(x) =
Du(x)
D∅(x)
(and Dv for v), and the inner product
〈
Du,Dv
〉
= Ex∼D∅ Du(x)Dv(x). We
have used the following notion of statistical dimension:
Definition A.1 (SDA).
SDA(S,m) = max
{
q ∈ N : E
u,v∼µ
[∣∣〈Du,Dv〉− 1∣∣ |A] 6 1m for all events A s.t. Pru,v∼µ(A) > 1q2
}
.
The work [FGR+17] employs the a different, weaker notion, which we term product-SDA or
SDA× to distinguish it from the above:
Definition A.2 (Product SDA).
SDA×(S,m) = max
{
q ∈ N : E
u,v∼µ
[∣∣〈Du,Dv〉− 1∣∣ |Au, Av] 6 1m for all events Au s.t. Pru∼µ(A) > 1q
}
.
In the definition of product-SDA, the event Au ∧ Av is a product of events occurring for a single
samples u, v ∼ µ, rather than an event over the joint distribution of two samples u, v ∼ µ. In the
definition of SDA, we use 1/q2 so that the event A has probability equal to the probability of the
event {u ∈ Au, v ∈ Av}, where u ∈ Au has probability 1/q according to µ.
Since the value of the product-SDA is the value of an optimization problem over a larger set
than our notion of SDA, it is clear that SDA×(m) > SDA(m). We will sketch a proof of the
following claim, which demonstrates an example for which this inequality is far from equality.
Claim A.3. For every n ∈ N there is a number t(n) and a family S = {Di}i∈[n] of distributions
over [n] such that for the hypothesis testing problem S,D∅ for D∅ the uniform distribution over
[n], SDA(S, t(n)) 6 O(1) while SDA×(S, t(n)) > nΩ(1).
We turn to our construction. Regarding notation in what follows: for vectors in Rn, which
we typically denote by lower-case letters, 〈v,w〉 is the usual Euclidean inner product 〈v,w〉 =∑
i6n viwi. For functions F : [n] → R, which we denote by upper-case letters, 〈F,G〉 is given by
Ei∼[n] F (i)G(i) (this is merely a difference in normalization). We will use the following claim.
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Claim A.4. Let v1, . . . , vn ∈ Rn. Let vmax = maxi ‖vi‖∞ be the largest-magnitude entry in any
vi, and let α = maxi | 〈v,1〉 |/
√
n, where 1 denotes the all-1’s vector. Then there exists a family
of distributions D1, . . . ,Dn on [n] such that, if Di is the density of Di relative to the uniform
distribution on [n], then
〈
Di,Dj
〉− 1 = 1
4nv2max
(〈vi, vj〉 ± α2).
Proof. Let wi = vi − 〈vi,1〉 · 1/n. By construction, 〈wi,1〉 = 0. Let Di : [n]→ R be the function
Di(k) =
1
2vmax
(wik + 2vmax). Then by construction Ei∼[n]Di(j) = 1 and Di(j) > 0 for all i, j, so
Di is a density relative to the uniform distribution on [n]. Furthermore,
E
k∼[n]
Di(k)Dj(k)−1 = 1
n
· 1
4v2max
〈wi, wj〉 = 1
n
· 1
4v2max
(〈vi, vj〉−〈vi,1〉 〈vj,1〉 /n) = 1
n
· 1
4v2max
(〈vi, vj〉±α2)
as desired.
Now we will construct a random testing problem and sketch its analysis. Let G be an n × n
symmetric matrix with i.i.d. entries from N(0, 1). Let M = G+ 3
√
nI. With probability at least
0.99 the following all hold (by standard concentration of measure):
• M  0, since the least eigenvalue of G is at most 2√n in magnitude, with high probability.
• If v1, . . . , vn ∈ Rn are such that 〈vi, vj〉 = Mij, then | 〈vi,1〉 |/
√
n 6 O(
√
log n/n1/4) for all i,
by rotation-invariance of M .
• maxi ‖vi‖∞ 6 O(
√
log n/n1/4), again by rotation invariance.
Let β = maxi ‖vi‖∞. By Claim A.4, there is a family of distributions D1, . . . ,Dn on [n] such
that for all i, j,
| 〈Di,Dj〉− 1| = ∣∣∣∣ 1n · 14β2 (〈vi, vj〉 ±O(log n/√n))
∣∣∣∣ .
Now, for all constant q, we can find a subset of n2/q2 entries of Mij such that Mij = 〈vi, vj〉 >
Ω(
√
log q). So there is some constant C such that for all constant q,
SDA
(
{Di}, Cnβ
2
√
log q
)
6 q2 .
On the other hand, we consider product-SDA – we aim to show that product-SDA({Di}, Cnβ
2√
log q
)≫
q2. Take any subset S ⊆ [n] of size s. Then
1
n4β2
E
i,j∼S
| 〈vi, vj〉 ±O(log n/
√
n)| 6 1
4nβ2
[
(1± o(1)) E
g∼N (0,1)
|g| + 1
s
· O(√n) +O(log n/√n)
]
.
We can take s a small as n1−Ω(1) and still have Ei,j∼S |
〈
Di,Dj
〉−1| ≪ √log q
nβ2
, so SDA×({Di}, Cnβ2√log q ) >
nΩ(1).
B Statistical Dimension as a Lower Bound for Hypothesis Testing
Here, we extend the argument of [FGR+17] which relates the product-statistical dimension to the
SQ complexity of many-to-one hypothesis testing to simple hypothesis tests and our more powerful
notion of statistical dimension.
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Theorem B.1. Let S = {Du} vs. D∅ be a hypothesis testing problem with prior µ on S. Let
q, k ∈ N with k even. If SDA(3t ) > q, then no q-query VSTAT(1t ) algorithm solves the hypothesis
testing problem S vs. D∅.
Proof. We prove the contrapositive. Let the distributions be supported on X . Suppose there is a
q-query VSTAT(1/t) algorithm for the testing problem. Then there must be some h : X → [0, 1]
which distinguishes between D∅ and Du ∼ S with probability at least 1q over the choice of Du
given oracle access to VSTAT(1/t). Without loss of generality with ED∅ h <
1
2 , as this affects p by
a factor of at most 2. Let a := ED∅ h, and let au = EDu h.
Whenever h succeeds in distinguishing Du from D∅, by definition of VSTAT(1/t) we have that
for every u for which h is successful,
min
(√
ta(1− a),
√
tau(1− au)
)
6 |〈Du − 1, h〉|.
By Lemma 3.5 of [FGR+17] (a simple calculation), using the fact that a 6 12 , this further implies
that √
ta
3
6
∣∣〈Du − 1, h〉∣∣ .
Now for any even k ∈ N we have that
Pr
u∼µ[h succeeds on Du] ·
√
ta
3
6 E
u∼µ
∣∣〈Du − 1, h〉∣∣ · 1[h succeeds on Du]
=
〈
E
u∼µ(Du − 1) · sign(〈Du − 1, h〉) · 1[h succeeds on Du], h
〉
6 ‖h‖ ·
√
E
u,v∼µ |
〈
(Du − 1), (Dv − 1)
〉 | · 1[h succeeds on Du,Dv]
=
√
a ·
√
E
u,v∼µ |
〈
Du,Dv
〉− 1| · 1[h succeeds on Du,Dv],
where in the penultimate line we have chosen the worst-case signs, and in the final line we have used
that ‖h‖ = √a. Now, we square the above expression and divide by Pru∼µ[h succeeds on Du]2:
t
3
6 E
u,v∼µ
[|〈Du,Dv〉 − 1| | h succeeds on Du,Dv] ,
where we have used that u, v ∼ µ independently. Furthermore, again by the independence of
u, v ∼ µ, Pru,v∼µ[h succeeds on Du,Dv ] > 1q2 . So by definition of SDA, if VSTAT(1/t) succeeds
then SDA(3/t) 6 q.
C VSTAT Algorithms Imply Low-Degree Distinguishers
In this section, we will give a direct argument that the existence of a VSTAT algorithm implies
the existence of a good low-degree algorithm. We will prove the following theorem, which recovers
a nearly identical parameter dependence to Theorem 3.1 and successfully transfers lower bounds
against low-degree algorithms to statistical query algorithms. However, since SDA is not a char-
acterization for VSTAT, and q-query VSTAT(m) algorithms may fail even when SDA(m) < q,
Theorem 3.1 is stronger.
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Theorem C.1 (VSTAT Algorithms to LDLR). Let d, k,m, q ∈ N with k even, and τ, η ∈ (0, 1].
Let D∅ be a null distribution over R
n, and let S = {Dv}v∈S be a collection of alternative probability
distributions, with Du the relative density of Du with respect to D∅. Suppose that the k-sample
high-degree part of the likelihood ratio of S is bounded by ‖Eu∼S(D>du )⊗k‖ 6 δ.
If there is a (randomized) q-query VSTAT(1/τ) algorithm which solves the many-vs-one hypoth-
esis testing problem of D∅ vs. S = {Du}u∈S with probability at least 1 − η, then it must follow
that
τ 6
4q2/k
m(1− η)2/k
(
k ·
∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/km
)
.
The proof of this theorem will consist of two lemmas. The first uses a VSTAT algorithm to
construct a good polynomial test of sample-wise degree (∞, k).
Lemma C.2. Let m, q be non-negative integers, let k be a non-negative even integer, and let τ > 0
and η ∈ [0, 1]. If there is a (randomized) q-query VSTAT(1/τ) algorithm which solves the many-
vs-one hypothesis testing problem of D∅ vs. S = {Du}u∈S with probability at least 1− η, then there
is a polynomial f : (Rn)⊗m → R of sample-wise degree (∞, k) such that
E
u∼S
E
D⊗mu
f > (1− η)
√(
m
k
)
·
(τ
2
)k
, E
D⊗m
∅
f = 0, and
√
E
D⊗m
∅
f2 6 q .
Furthermore, f = Eg∼Ψ
∑
i1,...,ik∈[m]
i1<i2<···<ik
∏k
ℓ=1 g(xiℓ), for Ψ a distribution over functions g : R
n → R
with ED∅ g = 0.
Proof. Let Ψ = ψ1, . . . , ψq : R
n → [0, 1] be any sequence of q statistical queries, and without
loss of generality assume that 0 < ED∅ ψt 6
1
2 for all t ∈ [q]. Call pt = ED∅ ψt, and define
ψt(x) :=
1√
pt
(ψt(x) − pt), the re-centered and re-normalized version of ψt so that ED∅ ψt(x) = 0,
and ED∅ ψt(x)
2 6 1. Define fΨ : (R
n)⊗m → R by
fΨ(x1, . . . , xm) =
q∑
t=1

√
1(
m
k
) ∑
i1,...,ik∈[m]
i1<i2<···<ik
k∏
ℓ=1
ψt(xiℓ)
 .
Since the second summation is over products over ψt applied to independent samples,
E
D⊗m
∅
[fΨ] =
q∑
t=1

√
1(m
k
) ∑
i1,...,ik∈[m]
i1<i2<···<ik
k∏
ℓ=1
E
D∅
ψt
 = 0 .
Similarly, for any Ψ,Ψ′ we have
E
D⊗m
∅
fΨfΨ′ =
∑
s,t∈[q]
E
D⊗m
∅


√
1(m
k
) ∑
i1,...,ik∈[m]
i1<i2<···<ik
k∏
ℓ=1
ψs(xiℓ)


√
1(m
k
) ∑
i1,...,ik∈[m]
i1<i2<···<ik
k∏
ℓ=1
ψ
′
t(xiℓ)


6 q2 · max
ψ∈Ψ∪Ψ′
E
D⊗m
∅


√
1(m
k
) ∑
i1,...,ik∈[m]
i1<i2<···<ik
k∏
ℓ=1
ψ(xiℓ)

2 6 q2,
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where the final inequality follows because for i1 < · · · < ik and j1 < · · · < jk,
E
D∅
[
k∏
ℓ=1
ψ(xiℓ)
k∏
ℓ=1
ψ(xjℓ)
]
= 1[(i1, . . . , ik) = (j1, . . . , jk)] · (E
D∅
ψ
2
)k,
And because ED∅ ψ
2
6 1. Therefore, for any distribution Q over Ψ,
E
D⊗m
∅
[
E
Ψ∼Q
fΨ
]
6 0, and E
D⊗m
∅
[(
E
Ψ∼Q
fΨ
)2]
6 q2.
Now, supposing that Q is a distribution over Ψ so that with probability at least 1 − η over
u ∼ S, the queries in Ψ give a VSTAT(1/τ) algorithm for distinguishing Du,D∅; that is, with
probability at least 1− η over u ∼ S,Ψ ∼ Q, we have the event
E :=
{
max
t∈[q]
∣∣∣∣EDu ψt − ED∅ ψt
∣∣∣∣ > max(τ,√τpt(1− pt))} =⇒ {maxt∈[q]
∣∣∣∣EDu ψt
∣∣∣∣ >√τ2
}
,
where we have used the definition of ψt and the fact that (1− pt) > 12 by assumption. This implies
E
u
E
D⊗mu
E
Ψ∼Q
fΨ = E
u
E
Ψ∼Q
 q∑
t=1
E
D⊗mu


√
1(m
k
) ∑
i1,...,ik∈[m]
i1<i2<···<ik
k∏
ℓ=1
ψt(xiℓ)



= E
u
E
Ψ∼Q
[
q∑
t=1
√(
m
k
)(
E
Du
ψt
)k]
(independence of the xℓ’s)
> (1− η)E
u
E
Ψ∼Q
[
q∑
t=1
√(
m
k
)(
E
Du
ψt
)k
| E
]
> (1− η)
√(
m
k
)
·
(√
τ
2
)k
,
where in the third line we use the law of conditional expectation and the fact that k is even to drop
the expectation in the event E , and in the final line we use the implication of E and the fact that
k is even. Letting f := EΨ∼Q fΨ, our conclusion now follows by linearity of expectation.
We now will show that if the k-sample high-degree part of the likelihood ratio of S is bounded,
then a good polynomial test of sample-wise degree (∞, k) also implies one of samplewise degree
(d, k). We remark that the resulting test is not necessarily the degree (d, k)-projection f6d,k of
the degree (∞, k) test f . We instead bound the distance between f and f6d,k directly by (d, k)-
LDLRm. This amounts to showing that if f and f
6d,k are far, then there must be a different good
polynomial test of sample-wise degree (d, k). This argument is carried out below.
Lemma C.3. Let D∅ vs. S be a hypothesis testing problem over Rn, and suppose that the k-sample
high-degree part of the likelihood ratio of S is bounded, ‖Eu∼S(D>du )⊗k‖ 6 δ. Let Ψ be a distribution
over functions from Rn → R. If f : (Rn)⊗m → R is a sample-wise degree-(∞, k) polynomial of the
form
f(x1, . . . , xm) = E
g∼Ψ
∑
i1,...,ik∈[m]
i1<i2<···<ik
k∏
ℓ=1
g(xiℓ) ,
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and ED∅ g = 0 for all g ∼ Ψ, then we have that(∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/k · (mk
)1/k)k/2
>
1
2
· EuED⊗mu f√
ED⊗m
∅
f2
.
Proof. Since the samples x1, . . . , xm ∼ D⊗mu are independent and identically distributed, the mo-
ments of f under the m-sample distribution D⊗m are within a multiplicative factor of the moments
of one of the summands under the k-sample distribution D⊗k,
E
u
E
D⊗mu
f = E
g∼Ψ
∑
i1,...,ik∈[m]
i1<···<ik
E
u
E
D⊗mu
[
k∏
ℓ=1
g(xiℓ)
]
=
(
m
k
)
· E
g∼Ψ
E
u
E
D⊗ku
[
k∏
ℓ=1
g(xℓ)
]
. (6)
For any g ∼ Ψ, let g6d be its sample-wise degree (d,∞) projection, and let g⊗k(x1, . . . , xk) =∏k
i=1 g(xi). We have that
E
g∼Ψ
E
u
E
D⊗ku
(g6d)⊗k =
〈
E
u
(D
6d
u )
⊗k, E
g∼Ψ
g⊗k
〉
= E
u
E
D⊗ku
g⊗k −
〈
E
u
(
D
⊗k
u − (D6du )⊗k
)
, E
g∼Ψ
g⊗k
〉
> E
u
E
D⊗ku
g⊗k −
∥∥∥∥ Eg∼Ψ g⊗k
∥∥∥∥ · ∥∥∥Eu (D⊗ku − (D6du )⊗k)∥∥∥
by Cauchy-Schwarz. Now note that Eu(D
6d
u )
⊗k is the orthogonal projection of EuD
⊗k
u onto the
set of degree-(d, k) polynomials. This set contains all constant polynomials and the projection of
Eu(D
6d
u )
⊗k onto the set of constant polynomials is 1. Combining this with Lemmas 3.4, we have∥∥∥E
u
(
D
⊗k
u − (D6du )⊗k
)∥∥∥2 6 ∥∥∥E
u
D
⊗k
u − 1
∥∥∥2 = E
u,v
(〈Du,Dv〉 − 1)k
6
(
E
u,v
[(
〈D6du ,D6dv 〉 − 1
)k]1/k
+ δ2/k
)k
6
(
1(m
k
)1/k ·
∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/k
)k
,
where the last line is from Lemma 3.5. Returning to (6), by linearity of projection to sample-wise
degree (d, k) and since f is already sample-wise degree-(∞, k), we have that
E
u
E
D⊗mu
f6d,k = E
u
E
D⊗mu
f −
(
m
k
)
·
∥∥∥∥ Eg∼Ψ g⊗k
∥∥∥∥
(
1(m
k
)1/k ·
∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/k
)k/2
, (7)
where we used the independence of the samples to equate
(m
k
)
Eg∼ΨEuED⊗ku g
⊗k and EuED⊗mu f .
By independence of samples, the terms
∏k
ℓ=1 g(xiℓ) and
∏k
ℓ=1 h(xjℓ) are uncorrelated when
x ∼ D⊗m∅ , unless i1, . . . , ik = j1, . . . , jk. Using the fact that for every g ∼ Ψ, ED∅ g = 0, and the
independence of the samples, this implies that
E
D⊗m
∅
f2 = E
g,h∼Ψ
∑
i1,...,ik∈[m]
i1<···<ik
E
D⊗m
∅
[
k∏
ℓ=1
g(xiℓ)h(xiℓ)
]
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= E
g,h∼Ψ
(
m
k
)
· E
D⊗k
∅
[
k∏
ℓ=1
g(xℓ)h(xℓ)
]
=
(
m
k
)
·
∥∥∥∥ Eg∼Ψ g⊗k
∥∥∥∥2 . (8)
Therefore we have that∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥ > EuED⊗mu f6d,k√
ED⊗m
∅
(f6d,k)2
>
EuED⊗mu f
6d,k√
ED⊗m
∅
f2
>
EuED⊗mu f√
ED⊗m
∅
f2
−
(∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/k · (mk
)1/k)k/2
. (9)
The first inequality follows from the fact that the left-hand side gives the optimal signal to noises
ratio among all sample-wise degree-(d, k) polynomials for the distinguishing problem of D⊗m∅ versus
EuD
⊗m
u (see Section 2.3). The second inequality follows since f
6d,k is a projection of f onto a
convex set, and the final inequality follows by combining (7) and (8). Finally, note that
∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥ 6
(∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/k ·(mk
)1/k)k/2
,
Applying this after rearranging (9) now completes the proof of the lemma.
Theorem C.1 now follows immediately on applying these two lemmas.
Proof of Theorem C.1. Let f be as in Lemma C.2. Combining Lemmas C.2 and C.3 now yields
that
q−1(1− η)
√(
m
k
)
·
(τ
2
)k
6
EuED⊗mu f√
ED⊗m
∅
f2
6 2
(∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/k ·(mk
)1/k)k/2
.
Rearranging and upper bounding 21+2/k 6 4 yields that
τ 6
4q2/k
(1− η)2/k
(
1(m
k
)1/k ·
∥∥∥∥ Eu∼S(D⊗mu )6d,k − 1
∥∥∥∥2/k + δ2/k
)
.
The fact that (m/k)k 6
(
m
k
)
now completes the proof of the theorem.
D Proofs of Cloning Facts
Lemma (Restatement of Lemma 7.2). There is a randomized algorithm taking as input a real
number x and outputting m independent random variables Y1, . . . , Ym such that for any µ ∈ R if
x ∼ N (µ, 1) , then Yi ∼ N (µ/
√
m, 1).
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Proof. Let U ∈ Rm×m be a matrix with all entries in the first column equal to 1/√m and with
remaining columns chosen so that U is orthogonal, i.e., U⊤U = Im. Generate independent variables
Z2, . . . , Zm ∼ N (0, 1) and let Z = (X,Z2, . . . , Zm)⊤. Now put Y = UZ. Note that Z d= µ · e1+W ,
where W ∼ N (0, Im) and e1 is the first standard basis vector, and the result follows since UW d=
W .
Lemma (Restatement of Lemma 7.3). There is an algorithm that when given m independent
samples from G(n,U, γ) for any U ⊆ [n], efficiently produces a single instance distributed according
to G(n,U, γm). Conversely, there is an efficient algorithm taking a graph as input and producing
m random graphs, such that given an instance of planted clique G(n,U, γ) with unknown clique
position U , produces m independent samples from G(n,U, γ1/m).
Proof. The first direction is immediate: given Y1, . . . , Ym ∼ G(n,U, γ), form the graph X by letting
Xe =
∏
i∈[m] Yi,e. For the other direction, we will show how to produce m independent Bernoulli
variables with appropriate bias from a single Bernoulli. The claim for planted clique will then
follow immediately by applying the procedure to the edge indicators of the input graph. Suppose
that p ∈ {γ, 1} for some γ ∈ [0, 1]. We describe how to map a single x ∼ Bern(p) to (y1, . . . , ym) ∼
Bern(p1/m)⊗m without knowing which is the true value of p. Given input x = 1, output y1 =
· · · = ym = 1. Now suppose x = 0. Let y = v for each v ∈ {0, 1}m \ {1} with probability
(γ|v|1/m(1− γ1/m)m−|v|1)/(1 − γ), where |v|1 =
∑
vi is the number of ones in v.
To check that the output distribution of (y1, . . . , ym) is indeed Bern(p
1/m)⊗m for p ∈ {γ, 1},
first observe that if p = 1 then x = 1 deterministically and so too are y1, . . . , ym. If p = γ, then
Pr(y = v) = γ · Iv=1 + (1− γ) · Iv 6=1 · γ
|v|1/m(1− γ1/m)m−|v|1
1− γ = (γ
1/m)|v|1(1− γ1/m)m−|v|1 ,
which is precisely the probability mass function of Bern(γ1/m)⊗m.
E Omitted Calculations from Applications
In this section, we include the calculations omitted from Section 8.
E.1 Tensor PCA
Claim (Restatement of Claim 8.2). For any integers k, n, and r > 2 satisfying kλ2 < n2 , the
k-sample likelihood ratio for the n-dimensional r-tensor PCA problem with signal strength λ is
bounded by ∥∥∥∥ Eu∼SD⊗ku
∥∥∥∥2 6
√
2π
1− 2kλ2n
.
Proof. To obtain the first conclusion, we expand∥∥∥∥ Eu∼SD⊗ku
∥∥∥∥2 = Eu,v〈Du,Dv〉k = Eu,v exp(kλ〈u, v〉r),
Where for the final equality we have used a simple calculation analogous to that in the proof
of Proposition 2.5 of [KWB19]. Since 〈u, v〉 for u, v sampled uniformly independently from S is
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distributed as the mean of n Rademacher random variables, we have that Pr[|〈u, v〉| > C√
n
] 6
2 exp(−C22 ), and |〈u, v〉| 6 1. So we have
E
u,v
exp(kλ2〈u, v〉r) 6 E
u,v
exp(kλ2|〈u, v〉|r) 6 2
∫ √n
0
exp
(
kλ2
(
C√
n
)r
− C
2
2
)
dC
6 2
∫ √n
0
exp
(
−1
2
(
1− 2kλ
2
n
)
C2
)
dC 6
√
2π
1− 2kλ2n
,
where to obtain the second line we have substituted C =
√
n for r − 2 copies of C, and to obtain
the final conclusion we have used that 2kλ2 < n and the expression for the Gaussian probability
density function.
Claim (Restatement of Claim 8.3). For any integers n, r, k,m and real number λ which satisfy
2emλ2k(r−2)/2 6 nr/2, the (1, k)-LDLRm for the m-sample, dimension-n tensor PCA problem with
signal strength λ is bounded by∥∥∥E
u
(D
⊗m
u )
61,k
∥∥∥2 6 2er+1mλ2k(r−2)/2
nr/2
Proof. For a given Du = N (λu⊗r, Inr), from D⊗mu we have m samples samples be {Ti}mi=1 with each
Ti = λu
⊗r + Gi, where Gi ∼ N (0, Inr) are independent across samples. We will use the Fourier
basis for (D⊗m∅ )61,k − 1 , which is given by{
χS | S ∈
k⋃
t=1
(
[n]r
1
)⊗t
×
(
[m]
t
)}
,
that is, for each S = {(Aℓ, jℓ)}tℓ=1, which specifies a collection (A1, . . . , At) of t indices in (Rn)⊗r
and t sample indices (j1, . . . , jt) in [m], we take χS(T1, . . . , Tm) =
∏t
ℓ=1(Tjℓ)Sℓ . For any such S
with |S| = t, we may compute
E
u
E
T1,...,Tm∼Du
[χS(T1, . . . , Tm)] = E
u
t∏
ℓ=1
(
λuAℓ +G
(ℓ)
Aℓ
)
=
(
λ
(
√
n)r
)|S|
· 1[S is even],
where by “S is even” we mean that the multiset ∪tℓ=1Aℓ contains every i ∈ [n] with even multiplicity.
This is because the indices j1, . . . , jt ∈ [m] are all distinct, so any term in the expansion of the
product with nonzero degree in the G
(ℓ)
Aℓ
variables has expectation 0, and for any multiset of indices
B ⊂ [n]r, Eu uB = 0 if any index appears in B with odd multiplicity, and Eu uB = n−r|B|/2
otherwise.
The even S of size t for a fixed set of samples j1, . . . , jt ∈
(
[m]
t
)
are in bijection with t-edge
hypergraph with hyperedges from [n]r in which every vertex has even degree. Since there can be at
most rt/2 vertices in such a hypergraph, and once the vertex set is fixed there are at most
( rt
2
!)
2rt/2(r!)t
ways of choosing an even hypergraph on them according to the configuration model (assign every
vertex 2 half-edges, assign every hyperedge r half-edges, and then count the number of distinct
matchings),
|{S | |S| = t, S even}| 6
(
m
t
)
· nrt/2 ·
( rt
2 !
2rt/2(r!)t
)
6
(em
t
)t · nrt/2 · (t)rt/2 ,
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where we have applied Stirling’s approximation and used that r > 2. Thus, we can bound the
LDLR,∥∥∥E
u
(D
⊗m
u )
61,k − 1
∥∥∥2 = k∑
t=1
|{S | |S| = t, S even}| · E
u
E
D⊗mu
[χS ]
2
6
k∑
t=1
(
emt(r−2)/2nr/2
)t
·
(
λ
nr/2
)2t
=
k∑
t=1
(
emλ2t(r−2)/2
nr/2
)t
6
k∑
t=1
(
emλ2k(r−2)/2
nr/2
)t
6 2
emλ2k(r−2)/2
nr/2
,
where in the final line we have used that 2emλ2k(r−2)/r 6 nr/2 and the fact that the sum is
geometric.
E.2 Planted Clique
Claim (Restatement of Claim 8.6). For any K,N, k, d,m ∈ N, define γ = (p−q)2q(1−q) . Then the (d, k)-
LDLRm for bipartite PDS is bounded ‖Eu∼µ(D⊗mu )6d,k − 1‖ = ON (1) if
K2
N
·max
{m
N
, (1 + γ)k
}
6 1− ΩN(1).
Proof. We will compute the Fourier coefficients of D = Eu∼µD
⊗m
u as a function on {0, 1}m×N . For
each m-tuple of subsets α = (α1, α2, . . . , αm) where αi ⊆ [N ], define the Fourier character
χα(x) =
m∏
i=1
∏
j∈αi
xij − q√
q(1− q)
for each x ∈ {0, 1}m×N . Note that the χα form an orthogonal basis with respect to D⊗m∅ . For each
α, let L(α) = α1 ∪ α2 ∪ · · · ∪ αm and R(α) = {i ∈ m : αi 6= ∅}. A direct computation yields that
the Fourier coefficients of D are given by
D̂(α) = E
u∼µ Ex∼D⊗mu
χα(x) =
(
K
N
)|L(α)|+|R(α)|
γ
1
2
∑m
i=1 |αi|
By Parseval’s identity, we now have that∥∥∥∥ Eu∼µ(D⊗mu )6d,k − 1
∥∥∥∥2 = k∑
t=1
(
m
t
) ∑
16|α1|,...,|αt|6d
D̂(α1, . . . , αt,∅, . . . ,∅)
2
=
k∑
t=1
(
m
t
) ∑
16|α1|,...,|αt|6d
(
K
N
)2|L(α)|+2t
γ
∑t
i=1 |αi| (10)
Here, we have used the fact that D̂(α) = D̂(ασ) where ασ = (ασ(1), ασ(2), . . . , ασ(m)) for all σ ∈ Sm,
by symmetry. Now note that for any fixed A ⊆ [N ], we have that
∑
16|α1|,...,|αt|6d :L(α)=A
(
K
N
)2|L(α)|+2t
γ
1
2
∑t
i=1 |αi| 6
(
K
N
)2|A|+2t ∑
16|α1|,...,|αt|6d :L(α)⊆A
γ
∑t
i=1 |αi|
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=(
K
N
)2|A|+2tmin(d,|A|)∑
ℓ=1
(|A|
ℓ
)
γℓ
t
6
(
K
N
)2|A|+2t
(1 + γ)|A|t
where the last inequality follows from the observation
min(d,|A|)∑
ℓ=1
(|A|
ℓ
)
γℓ 6
|A|∑
ℓ=0
(|A|
ℓ
)
γℓ = (1 + γ)|A|
Note that |L(α)| can vary between 1 and kd. The fact that there are (Ns ) 6 N s possible A with a
given fixed size |A| = s combined with Equation (10) now yields that∥∥∥∥ Eu∼µ(D⊗mu )6d,k − 1
∥∥∥∥2 6 k∑
t=1
kd∑
s=1
mtN s
(
K
N
)2s+2t
(1 + γ)ts
6
k∑
t=1
kd∑
s=1
(
K2m
N2
)t(
K2(1 + γ)k
N
)s
where the second inequality follows from the fact that (1+γ)ts 6 (1+γ)ks and rearranging. Under
the given condition, this upper bound is the product of two geometric series with ratios 1−ΩN (1),
completing the proof of the claim.
Claim (Restatement of Claim 8.7). For anyK,N, k ∈ N, the k-sample LR is bounded by ‖Eu∼µD⊗ku ‖ =
ON (1) if
K2
N
·max
{
k
N
, (1 + γ)k
}
6 1− ΩN (1)
where γ = (p−q)
2
q(1−q) .
Proof. The follows from Claim 8.6 applied with d = N and m = k, and the observation∥∥∥∥ Eu∼µD⊗ku
∥∥∥∥2 = ∥∥∥∥ Eu∼µ(D⊗ku )6N,k − 1
∥∥∥∥2 + 1
since (D
⊗k
u )
6N,k = D
⊗k
u and 〈Eu∼µD⊗ku , 1〉 = 1.
Claim (Restatement of Claim 8.12). For any s,K,N, k, d,m ∈ N, the (d, k)-LDLRm for multi-
sample hypergraph PC satisfies that ‖Eu∼µ(D⊗mu )6d,k−1‖ = ON (1) if the following conditions are
satisfied:
γ ·max{m, (ksd)s} = ON (1) and 2
ske2K2
N
= 1− ΩN (1)
where γ = 1−qq .
Proof. Similar to as in Claim 8.6, we will compute the Fourier coefficients of D = Eu∼µD
⊗m
u as
a function on {0, 1}m×H where H = ([N ]s ). The relevant orthogonal basis of Fourier characters is
indexed by m-tuples of families of subsets α = (α1, α2, . . . , αm) where αi ⊆ H and given by
χα(x) =
m∏
i=1
∏
e∈αi
xie − q√
q(1− q)
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for each x ∈ {0, 1}m×H . Given some αi ⊆ H, let V (αi) =
⋃
{v1,v2,...,vs}∈αi{v1, v2, . . . , vs} be the
vertex set of the hyperedges in α. Furthermore, let V (α) = V (α1) ∪ V (α2) ∪ · · · ∪ V (αm) where
α = (α1, α2, . . . , αm). Note that Ex∼D⊗mu χα(x) = 0 unless V (α) ⊆ u, which occurs with probability(
K
|V (α)|
)
/
(
N
|V (α)|
)
if u ∼ µ. Therefore the Fourier coefficients of D are then given by
D̂(α) = E
u∼µ Ex∼D⊗mu
χα(x) =
( K
|V (α)|
)( N
|V (α)|
) · γ 12 ∑mi=1 |αi| 6 (eK
N
)|V (α)|
γ
1
2
∑m
i=1 |αi|
where the inequality follows from (a/b)b 6
(a
b
)
6 (ea/b)b. The same application of Parseval’s as in
Claim 8.6 now yields that∥∥∥∥ Eu∼µ(D⊗mu )6d,k − 1
∥∥∥∥2 6 k∑
t=1
(
m
t
) ∑
16|α1|,...,|αt|6d
(
eK
N
)2|V (α)|
γ
∑t
i=1 |αi|
We now have that for any A ⊆ [N ],∑
16|α1|,...,|αt|6d :V (α)=A
(
eK
N
)2|V (α)|
γ
∑t
i=1 |αi| 6
(
eK
N
)2|A| ∑
16|α1|,...,|αt|6d :αi⊆(As)
γ
∑t
i=1 |αi|
=
(
eK
N
)2|A|min
(
d,(|A|s )
)∑
ℓ=1
((|A|
s
)
ℓ
)
γℓ

t
6
(
eK
N
)2|A|
γt
(|A|
s
)t
(1 + γ)(
|A|
s )t
The last inequality holds because of the following observation
min(d,y)∑
ℓ=1
(
y
ℓ
)
γℓ 6 yγ ·
min(d,y)∑
ℓ=1
(
y − 1
ℓ− 1
)
γℓ−1 6 yγ(1 + γ)y
for any y ∈ N. Note that if α = (α1, α2, . . . , αt) satisfies that that 1 6 |αi| 6 d, then s 6 |V (α)| 6
ksd. Give that there are
(N
a
)
6 Na sets A ⊆ [N ] of a fixed size |A| = a, we have∥∥∥∥ Eu∼µ(D⊗mu )6d,k − 1
∥∥∥∥2 6 k∑
t=1
ksd∑
a=s
mt
t!
·Na
(
eK
N
)2a
γtast(1 + γ)a
st
=
ksd∑
a=s
(
e2K2
N
)a k∑
t=1
(
mγas(1 + γ)a
s)t
t!
6
ksd∑
a=s
ask
(
e2K2
N
)a k∑
t=1
(mγ · exp(γksssds))t
t!
6
(
ksd∑
a=s
(
2ske2K2
N
)a)
· exp (mγ · exp(γksssds))
The second last line follows from the inequalities ast 6 ask, a 6 ksd and 1 + γ 6 exp(γ). The last
line follows from the fact that if x > 0,
∑k
t=1 x
t/t! 6 exp(x) and ask 6 2ask since a > 1. The given
conditions now imply that the exponential factor is ON (1) and that the geometric series has ratio
1− ΩN(1) and thus is also ON (1), completing the proof of the claim.
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Claim (Restatement of Claim 8.13). For any K,N, k ∈ N, the k-sample LR is bounded by
‖Eu∼µD⊗ku ‖ = ON (1) if the following condition are satisfied:
K2 6 3N and γ 6
1
2k
·K1−s log
(
N
K2
)
where γ = 1−qq .
Proof. Note that Du(x) =
∏
e∈(us) q
−1xe for each x ∈ {0, 1}(
[N]
s ). Therefore we have that
〈Du,Dv〉 = E
x∼D∅
 ∏
e∈(u∩vs )
q−2xe
∏
e∈(us)∆(vs)
q−1xe

=
∏
e∈(u∩vs )
q−2 E
xe∼Ber(q)
[xe]
∏
e∈(us)∆(vs)
q−1 E
xe∼Ber(q)
[xe]
= q−(
|u∩v|
s )
where A∆B denotes the symmetric difference of the sets A and B. Now since X = |u ∩ v| is
distributed as Hypergeometric(N,K,K), we have that∥∥∥∥ Eu∼µD⊗ku
∥∥∥∥2 = Eu,v∼µ〈Du,Dv〉k = E q−k(Xs ) = K∑
x=0
(K
x
)(N−K
K−x
)(N
K
) · q−k(xs)
Now note that for each 0 6 x 6 K,(
K
x
)(
N−K
K−x
)(N
K
) = (Kx)K(K − 1) · · · (K − x+ 1)
Nx
∏x−1
i=0
(
1− iN
)∏K−x−1
i=0
(
1− K−xN−k−i
)
6
K2x
Nx
(
1−∑x−1i=0 iN −∑K−x−1i=0 K−xN−k−i)
6
K2x
Nx
(
1− 2K2N−2K+1
) 6 1
2
(
K2
N
)x
where the last inequality follows from the fact that K2 6 3N . Now since q−1 6 exp(γ) and(x
s
)
6 xKs−1 for all x 6 K, we have that∥∥∥∥ Eu∼µD⊗ku
∥∥∥∥2 6 12
K∑
x=0
exp
(
kγxKs−1 − x log
(
N
K2
))
6
1
2
K∑
x=0
(
K2
N
)x/2
= ON (1)
by the given condition on γ. This completes the proof of the claim.
E.3 Spiked Wishart PCA
Lemma (Restatement of Lemma 8.18). Let t, d ∈ N. Suppose that nρ2 6 1, and that dtλ 6 ρn.
Then, we have: ∥∥∥∥ Eu∼Sρ(D6du − 1)⊗t
∥∥∥∥2 6 2(d2kλρn
)2t
.
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Proof. Fix any multi-index α = (α1, . . . , αt) so that |αi| is even and so that 2 6 |αi| 6 d, for all
i = 1, . . . , t. Suppose moreover that |{j : ∃i : αij 6= 0}| = ℓ, and let s = |α|. Then the proceeding
lemma implies that (
E
u∼Sρ
〈Du,Hα〉
)2
6
(
dλ
ρn
)s
ρ2ℓ .
The total number of such monomials can be naively upper bounded by
(n
ℓ
)
ℓs. Hence the contribution
to the LDLR of all such monomials, for a fixed ℓ and s, can be upper bounded by(
n
ℓ
)
ℓs
(
dλ
ρn
)s
ρ2ℓ 6
(
dℓλ
ρn
)s
(nρ2)ℓ 6
(
dℓλ
ρn
)s
,
by assumption. Summing over all 2t 6 s 6 dt, and 1 6 ℓ 6 dt, we obtain that∥∥∥∥ Eu∼Sρ(D6du − 1)⊗t
∥∥∥∥2 6 ∑
2t6s6dt,16ℓ6dt
(
dℓλ
ρn
)s
6 2
(
d2kλ
ρn
)2t
,
since from our assumptions, the sum is convergent.
Lemma (Restatement of Lemma 8.21). Assume that 2nk(d + 1)ρ2 6 1. For λ < 1/2 and d even,
we have: ∥∥∥∥ Eu∼Sρ (D>du )⊗k
∥∥∥∥2 6 ( λ24ρn
)k(d+1)
.
Proof. This proof closely resembles the proof of Lemma 6.2. Let Z be the random variable given
by Z = λ
2〈u,v〉2
4 when u, v ∼ Sρ. From the proceeding lemma, we have that∥∥∥∥ Eu∼Sρ (D>du )⊗k
∥∥∥∥2 6 EZ [φ>d/2 (Z)k]
By Taylor’s theorem, since the function φ(x) is analytic for all |x| 6 1/4, we know that∣∣∣φ>d/2(x)∣∣∣ 6 ( d+ 2
d/2 + 1
)
xd+1 (1− 4η(x))−(d+3)/2 6
(
d+ 2
d/2 + 1
)
xd+1φ(x)d+3 .
where 0 6 η(x) 6 x, and the last inequality follows since φ is monotone. Hence∥∥∥∥ Eu∼Sρ (D>du )⊗k
∥∥∥∥2 6 dk(d+2) (1− 4λ2)k(d+3)EZ Zk(d+1) .
The moment can only be increased by considering the inner product between the two untruncated
vectors. Let Z ′ be distributed as the untruncated version of Z. Then Z ′ = λ
2
4ρn (
∑n
i=1 Yi)
2 where
each Yi is independent, Yi = 0 with probability 1−ρ2/2, Yi = 1 with probability ρ2/4, and Yi = −1
with probability ρ2/4. Hence
E
Z
Zk(d+1) 6 E
Z′
(Z ′)k(d+1) =
(
λ2
4ρn
)k(d+1)
E
Y1,...,Yn
(
n∑
i=1
Yi
)2k(d+1)
=
(
λ2
4ρn
)k(d+1) ∑
|α|=2k(d+1)
EY α
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6(
λ2
4ρn
)k(d+1)k(d+1)∑
ℓ=1
(
n
ℓ
)
·
(
k(d+ 1) + ℓ
ℓ
)
ρ2ℓ

6
(
λ2
4ρn
)k(d+1) k(d+1)∑
ℓ=1
(
2nk(d+ 1)ρ2
)ℓ
6
(
λ2
4ρn
)k(d+1)
,
where the final summand is convergent by assumption.
E.4 Gaussian Graphical Models
Lemma (Restatement of Lemma 8.31). For any integer d sufficiently large, any s≫ d sufficiently
large, any n ≫ s sufficiently large, and κ ∈ (0, 1
6
√
d
) such that the following holds: If S vs. D∅ is
an instance of the (κ, d, s, n)-prsGGM problem, then for any even integer k and q > 1,
SDA
(
S,
(
n
q2s2
)1/k 1
exp(12sdκ
2)− 1
)
> q,
and further,
E
u,v
〈Du,Dv〉k 6
(
1 +
(
s2
n
)1/k (
exp(12sdκ
2)− 1))k .
To prove this lemma, we will make use of the following claim:
Claim E.1. Let A,B be symmetric n×n real matrices, let D∅ = N (0, I). Suppose In+A+B ≻ 0,
In +A ≻ 0, and In +B  0. Let Da = N (0, (I +A)−1) and Db = N (0, (I +B)−1), and let Da,Db
be the respective relative densities. Then
〈Da,Db〉D∅ =
1√
det (I− (I+A)−1AB(I+B)−1) .
Proof. We have that
〈Da,Db〉 = 1√
(2π)n det((I+A)−1) det((I+B)−1)
∫
R
n
exp
(
−1
2
x⊤ (In +A+B)x
)
dx
=
√
det((I+A+B)−1)
det((I +A)−1) det((I +B)−1)
=
1√
det (I− (I+A)−1AB(I+B)−1) ,
where the second line follows by integrating the Gaussian pdf with covariance (I+A+B)−1, and
the third line follows by noting that det(X−1) = det(X)−1, that det(X) det(Y ) = det(XY ), and
that I+A+B = (I+A)(I +B)−AB. This completes the proof.
Proof of Lemma 8.31. First, since a random signed d-regular graph on s vertices has its spectrum
within [−2√d− 1(1+ε), 2√d− 1(1+ε)] with high probability, for sufficiently large d the condition
on the spectrum is met with very high probability, and S has size at least
(
n
s
) · (sd)s/100 (a vast
underestimate of the number of d-regular random graphs on s vertices planted within n-vertex
empty graphs).
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Since κ2
√
d < 13 , the matrices I + κ∆u and I + κ∆u + κ∆v meet the conditions of Claim E.1.
Using Claim E.1, it suffices to bound
E
u,v∼S
(〈Du,Dv − 1〉)k = E
u,v∼S
(√
1
det(I− κ2(I+ κ∆u)−1∆u∆v(I+ κ∆v)−1) − 1
)k
, (11)
since to obtain the SDA bound we may apply Lemma 3.2, and to get the second conclusion we use
Ho¨lder’s inequality and the triangle inequality,
E
u,v∼S
〈Du,Dv〉k 6
k∑
ℓ=0
(
k
ℓ
)
E
u,v
[
|〈Du,Dv〉 − 1|ℓ
]
6
(
1 + E
u,v
[
(〈Du,Dv〉 − 1)k
]1/k)k
,
Now, when u, v ∼ S, with probability at least 1 − s2n , ∆u and ∆v correspond to graphs with
disjoint support, so ∆u∆v = 0. For such u, v, the right-hand side of (11) is zero.
Otherwise, if ∆u,∆v overlap, the (I + κ∆u)
−1∆u∆v(I + κ∆v)−1 has at most s eigenvalues
which are not 1 (since ∆u,∆v are rank-s). Further, since all eigenvalues ∆u,∆v are in the inter-
val [−2√d, 2√d], and since ∆u and (I+κ∆u)−1 commute, the eigenvalues of (I+κ∆u)−1∆u,∆v(I+
κ∆v)
−1 are in the interval [− 2
√
d
1−κ2√d ,
2
√
d
1−κ2√d ]. This implies that all eigenvalues of (I+κ∆u)
−1∆u∆v(I+
κ∆v)
−1 are in the interval [− 4d
(1−κ2√d)2 ,
4d
(1−κ2√d)2 ]. Thus, for such u, v,√
1
det(I− κ2(I+ κ∆u)−1∆u∆v(I+ κ∆v)−1) 6
 1
1− κ2d
(1−κ2√d)2
s/2 .
Putting these observations together with (11),
E
u,v
(〈Du,Dv〉 − 1)k 6 s2
n

 1
1− d
(
κ
1−κ2√d
)2

s/2
− 1

k
6
s2
n
((
1 + κ2d
)s/2 − 1)k ,
where we have used that κ
√
d < 16 . We can further simplify the above by noting that 1+x 6 exp(x).
Thus, applying Lemma 3.2, we have that for any q > 1,
SDA
(
S,
(
n
q2s2
)1/k 1
exp(sdκ2/2)− 1
)
> q,
and we obtain the bound on ‖EuD⊗ku ‖ using Ho¨lder’s as described above.
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