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Abstract
We prove the existence of mixing solutions of the incompressible porous media equation for
all Muskat type H5 initial data in the fully unstable regime.
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1 Introduction and the main theorem
The dynamics of an incompressible fluid in an homogeneous and isotropic porous media is modeled
by the following system
∂tρ+ u · ∇ρ = 0 in Ω (1.1)
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∇ · u = 0 in Ω (1.2)
ν
κ
u = −∇p− ρg in Ω, (1.3)
where ρ is the density, u is the incompressible velocity field, p is the pressure, ν is the viscosity, κ is
the permeability of the media and g is the gravity. The first equation represents the mass conservation
law, equation (1.2) the incompressibility of the fluid and equation (1.3) is Darcy’s law, which relates
the velocity of the fluid with the forces acting on it. In this paper we will consider Ω = R2. As usual,
we will refer to the system (1.1), (1.2) and (1.3) as the IPM system.
The Muskat problem deals with two incompressible and immiscible fluids in a porous media with
different constant densities ρ+ and ρ− and different constant viscosities. In this work we will focus
on the case in which both fluids have the same viscosity. Then one can obtain the following system
of equations from IPM
∇ · u = 0 in Ω±(t) (1.4)
∇⊥ · u = 0 in Ω±(t) (1.5)
ν
κ
(u+ − u−) · t = −g(ρ+ − ρ−)(0, 1) · t on Γ(t) (1.6)
(u+ − u−) · n = 0 in Γ(t) (1.7)
∂tX(x, t) = u(X(x, t), t) in Ω
+(0) (1.8)
Ω+(t) = X(Ω+(0), t) (1.9)
where u± is the restriction of the velocity to the interface, Γ(t) = ∂Ω+(t) ∩ ∂Ω−(t), between both
fluids , n is the normal unit vector to Γ(t) pointing out of Ω+, t is a unit tangential vector to Γ(t),
Ω± is the domain occupied by the fluid with density ρ± and therefore Ω− = R2 \ Ω+. Without any
lost of generality we will take from now on g = ν = κ = 1.
The same system of equations governs an interface separating two fluids trapped between two
closely spaced parallel vertical plates (a ”Helle Shaw cell”). See [27].
We also assume that Ω+(0) is open and simple connected, that there exist a constant C such that
{x = (x1, x2) ∈ R2 : x2 < C} ⊂ Ω+(0) (the fluid with density ρ+ is below) and that the interface
Γ(0) is asymptotically flat at infinity with limx1→−∞ x2 = limx1→∞ x2 = 0 for x ∈ Γ(0). This type of
initial data will be called of Muskat type.
In this situation one can find an equation for the interface between the two fluids. Indeed, if we
take the parametrization
Γ(t) = {z(s, t) = (z1(s, t), z2(s, t)) ∈ R2}
the curve z(s, t) must satisfy (see [3] and [13])
∂tz(s, t) =
ρ+ − ρ−
2pi
P.V.
∫ ∞
−∞
z1(s, t)− z1(s′, t)
|z(s, t)− z(s′, t)|2 (∂sz(s, t)− ∂sz(s
′, t))ds′, (1.10)
where P.V. denotes the principal value integral. In addition, by solving these equations yields a
solution to the Muskat problem. At the same time the solutions of the Muskat problem are weak
solutions of the IPM system.
The behaviour of the equation (1.10) strongly depend on the order of the densities ρ+ and ρ−.
The problem is locally well possed in Sobolev spaces, H3 (see [13]), if the interface is a graph and
ρ+ > ρ−, i.e. stable regime (see also [10] and [14] for improvements of the regularity). Otherwise, we
are in the unstable regime and the problem is ill-possed in H4. This is a consequence of the instant
analyticity proved in [3] in the stable case (see also [13] for ill-possedness in H3 for an small initial
data).
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This behaviour is easy to believe since F(s, t) = ∂
4)
s z(s, t) satisfies that
∂tF = −σ(s, t)ΛF + a(s, t)∂sF + R(s, t).
where Λ = (−∆) 12 , a(s, t) and R are lower order terms and the Rayleigh-Taylor function σ(s, t) reads
σ(s, t) = (ρ+ − ρ−) ∂sz1(s, t)|∂sz(s, t)|2 .
A quick analogy with the heat equation indicates that for σ(s, t) positive everywhere the problem is
well-possed (we are in the stable case). If σ(s, t) is negative the equation resembles a backwards heat
equation in this region and therefore instabilities arise.
However, in the present paper, we show that there exists weak solutions to the IPM system starting
with an initial data of Muskat type in the fully unstable regime, i.e., ρ+ < ρ− and ∂sz1(s, 0) > 0
everywhere. The initial interface will have Sobobev regularity and in addition these solutions will
have the following structure: there will exist domains Ω±(t) where the density will be equal to ρ± and
a mixing domain Ωmix(t) such that for every space-time ball contained in the mixing area the density
will take both values ρ+ and ρ−. We will call these solutions mixing solutions (see the forthcoming
definition 2.2). In figures 1 and 2 we present the main features of this kind of solutions.
Figure 1: A Muskat type initial data in fully unstable regime.
Theorem 1.1 Let Γ(0) = {z0(s) = (z01(s), z02(s)) ∈ R2} with z0(s) − (s, 0) ∈ H5. We will assume
that Γ(0) is run from left to right and that
∂sz
0
1(s)
|∂sz0(s)| > 0. Let us suppose that ρ
+ < ρ−. Then there
exist infinitely many ”mixing solutions” starting with the inital data of Muskat type given by Γ(0) (in
the fully unstable regime) for the IPM system.
Remark 1.2 We would like to emphasize that the initial interface has Sobolev regularity, thus the
Muskat problem is ill-possed in the Hadamard sense (see for example [13]). Therefore the creation of
a mixing zone provides a mechanism to solve the IPM system in a situation where solutions of Muskat
are not known.
3
Figure 2: A mixing solution a time t > 0 starting in the configuration of fig. 1
.
Remark 1.3 Notice that these ”mixing solutions” do not change the values that the density initially
takes and that in any space-time ball B ⊂ Ωmix(t) × (0, T ), ρ takes both values, i.e there is total
mixing.
The method of the proof is based on the adaptation of the method of convex integration for the
incompressible Euler equation in the Tartar framework developed recently by DeLellis and Sze´kelyhidi
(see [2], [8], [15], [16], [17], [18], [19], [20], [32] and [31] for the incompressible Euler and for another
equations [4], [5], [6], [1] and [29]).
Very briefly, the version of convex integration used initially by De Lellis and Sze´kelyhidi under-
stands a nonlinear PDE, F (ρ, u) = 0 as a combination of a linear system L(ρ, u, q) = 0 and a pointwise
constraint (ρ, u, q) ∈ K where K is a convenient set of states and q is an artificial new variable. Then
L gives rises to a wave cone Λ and the geometry of the Λ hull of K, KΛ, rules whether the convex
integration method will yield solutions. An h-principle holds in this context: if for a given initial data
there exists an evolution which belongs to KΛ, called a subsolution, then one find infinitely many
weak solutions.
For the case of the IPM system, in [12], the authors initiated this analysis and used version of the
convex integration method which avoids the computation of Λ hulls based on T4 configurations, key in
other applications of convex integration, e.g to the (lack of) regularity of elliptic systems [25, 24, 23].
Keeping the discussion inprecise , their criteria amounts to say that (0, 0) must be in the convex hull
of Λ∩K in a stable way. Shvydkoy extended this approach to a general family of active scalars, where
the velocity is an even singular integral operator, in [28]. Recently, in [22], Isett and Vicol using more
subtle versions of convex integration show the existence of weak solution for IPM with Cα−regularity.
All of these solutions, increase the modulus of the density. We remark that the solutions in theorem 1.1
do not change the values of the density.
Sze´kelyhidi refined the result of [12] in [30] computing explicitly the Λ-hull for the case of IPM.
Notice that this increase the number of subsolutions (and thus the solutions available). In fact,
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Sze´kelyhidi showed that for the case of a flat interface in the unstable regime there exist a subsolution
and thus proved theorem 1.1 in this case.
The main contribution of this work is a new way to construct such subsolutions, inspired by
previous studies in contour dynamics, which we believe of interest in related problems. Let us describe
it briefly. The mixing zone (that is where the subsolution is not a solution) will be a neighborhood
of size 2(t) of a suitable curve z(s, t) evolving in time according to a suitable evolution equation.
Namely, if x(s, λ) = z(s) + (0, λ) we will declare the mixing zone Ωmix to be
Ωmix = {x ∈ R2 : x = x(s, λ) for (s, λ) ∈ (−∞,∞)× (−ε, ε)}.
and inside the mixing zone, the density of the subsolution will be simply ρ = λ . Let us observe, that
at the boundary of the mixing zone, the subsolution must become a solution (|ρ| = 1). In order to
construct a subsolution we will need to impose the following equations for z(s, t) and ε(t),
∂tz(s, t) =Mu(s) z(s, 0) = z0(s) (1.11)
∂tε(t) = c ε(0) = 0, (1.12)
where
Mu(s) = − 1
2ε
∫ ε
ε
1
pi
∫ ∞
−∞
(∂sz(s)− ∂sz(s′)) 1
2ε
∫ ε
−ε
z1(s)− z1(s′)
|z(s)− z(s′) + (λ− λ′)(0, 1)|2 dλ
′ds′dλ.
Here Mu can be understood as a suitable double average of the velocity in the Muskat case. It
turns out that it is possible but rather difficult to obtain uniform estimates for the operator Mu in
order to obtain existence for this system. The situation reminds that of the Muskat problem but it
is different as, on one hand, the kernel is not so singular but, on the other hand, we need to obtain
estimates which are independent of  since for ε = 0 the problem is ill-posed.
In fact, after regularizing the equation in various ways, the needed a priori estimate bold down to
understanding the evolution of the following equation for F (x, t) = ∂5xf(x, t)
∂tF (x, t) =
∫
K∂xf(x,t)(x− y)∂xF (y, t)dy + a(x, t)∂xF (y, t)dy +G(x, t) (1.13)
for a suitable kernel KA : R→ R, A ∈ R, where G(x, t) and a(x, t) are low order functions.
If we freeze coefficients, taking x constant, the relevant multiplier is
m(ξ, t) = e−
∫ tξ
0
KˆA(τ)dτ.
It turns out that independently of A, m(ξ, t) is comparable with the Fourier multiplier 11+t|ξ| . Thus
denoting D̂−1f = 11+t|ξ| fˆ(ξ) we can only aim to control∥∥D−1f∥∥
L2
.
The main goal in the proof of theorem 1.1 is to bound the above quantity also in the case of (1.13).
In section 4 we show how the theory of pseudo-differential operators reduced the problem to estimate
two commutators c1f for the KA term and c2f for the transport term. To estimate these commutators
is in fact the most technical part of the paper (together with section 6) and we deal with them by
brute force in combination with pseudo-differential operator theory in section 5. In the end we get an
estimate of the type
∂t‖m˜D−1F‖L2 ≤ C
(‖D−1F‖L2)
5
for some pseudo-differential operator m˜.
Furthermore, in order to conclude the proof, we need also to show (see section 6) that
‖m˜D−1F‖L2 ≥ C‖D−1F‖L2 .
Rather pleasantly it turns out that once z and  are shown to exist we can find the corresponding
density ρ and velocity u and show that they belong to the suitable Λ hull for small time.
Once a subsolution is created then, by now standard machinery, convex integration applies to
create a wek solution though an additional observation is needed to obtain the mixing property (see
section 3).
The method of the proof seems robust to prove existence of weak solutions in a number of free
boundary problems in an unstable regime. As it was remarked by Otto and Sze´kelyhidi ([26] and [30])
the underlying subsolution seems to capture the relevant properties of the solution as it is the growing
rate of the mixing zone or the volume proportion of the mixing. It seem to us that the creation of a
mixing zone in the lines of this work, might end up in to a canonical way of turning ill-posed problems
into well posed ones, at the price of loosing uniqueness at least at the microscopic level (this line
of thought has been already expressed in [26] and [30]). At the end of the paper we add a remark
showing that surprisingly the mixing solutions are also present in the stable regime in the case of
straight interfaces except in the horizontal case.
The paper is organized as follows: In section 2 we introduce the rigorous definition of mixing
solutions and subsolution. In section 3 we explain how the convex integration theory allow us to
obtain a mixing solution from a subsolution. Section 4 is divided in two parts. In the first part,
section 4.1, we construct a subsolution for the IPM system assuming the existence of solution for the
system (1.11), (1.12). In the second part, section 4.2, we will show the existence of solutions for the
system (1.11), (1.12). This proof will need some estimates that we will prove in the following sections.
In section 5 we deal with the two main commutators that arise in the equation (1.11). In section
6 we show the coercivity of a pseudo-differential operator that arises in section 4.2. In section 7 we
show how to construct mixing solutions in the stable regime. Finally in the appendix we prove some
lemmas that will be use along the paper including, estimations of the low order term and estimations
on the kernel of the main velocity Mu.
2 The concepts of mixing solution and subsolution
Following [30] we rigorously defined the concept of ”mixing solution” in the statement of theorem 1.1.
We would like our solutions to mix in every ball of the domain and thus we incorporate this into the
definition. Firstly, since we are working in unbounded domains, we give a definition of weak solution
in which we prescribed the behaviour of the density at ∞. In the following Ri, with i = 1, 2 are the
Riesz-transform and BS is the Biot-Savart convolution. Recall that for a smooth function f these
operators admit the kernel representations,
Rif(x) = 1
2pi
P.V.
∫
R2
xi − yi
|x− y|3 f(y)dy, BSf(x) =
1
2pi
∫
R2
(x− y)⊥
|x− y|2 f(y)dy.
Definition 2.1 Let T > 0 and ρ0 ∈ L∞(R2). The density ρ(x, t) ∈ L∞(R2 × [0, T ]) and the velocity
u(x, t) ∈ L∞(R2 × [0, T ]) are a weak solution of the IPM system with initial data ρ0 and if and only
if the weak equation ∫ T
0
∫
R2
ρ (∂tϕ+ u · ∇ϕ) dxdt =
∫
R2
ϕ(x, 0)ρ0(x)dx
6
holds for all ϕ ∈ C∞c ([0, T )× R2), and
u(x) = BS(−∂x1ρ). (2.1)
Notice that we have interpreted the incompressibility of the velocity field and Darcy’s law with
(2.1). In fact, for ρ ∈ C∞c (R2), the equations
∇ · u =0,
∇⊥ · u =− ∂x1ρ.
(2.2)
together with the condition that u vanishes at infinity (the boundary condition) are equivalent to
u(x) = BS(−∂x1ρ) = (R2R1ρ,−R1R1ρ) .
Thus, they are consistent with definition 2.1. Definition 2.1 extends the concept of solution of the
system (2.2) plus vanishing boundary condition for densities which do not necessarily vanish at infinity.
Notice that incompressibility and Darcy’s law are automatically satisfied by our solution in the weak
sense. That is, ∫
R2
u · ∇ϕdx =0∫
R2
u · ∇⊥ϕdx =−
∫
R2
ρ∂x1ϕdx
for all ϕ ∈ C∞c (R2).
Definition 2.2 The density ρ(x, t) and the velocity u(x, t) are a ”mixing solution” of the IPM system
if they are a weak solution and also there exist, for every t ∈ [0, T ], open simply connected domains
Ω±(t) and Ωmix(t) with Ω+ ∪ Ω− ∪ Ωmix = R2 such that, for almost every (x, t) ∈ R2 × [0, T ], the
following holds:
ρ(x, t) =
{
ρ± in Ω±(t)
(ρ− ρ+)(ρ− ρ−) = 0 in Ωmix(t) .
For every r > 0, x ∈ R2, 0 < t < T B((x, t), r) ⊂ ∪0<t<TΩmix(t) it holds that∫
B
(ρ− ρ+)
∫
B
(ρ− ρ−) 6= 0
For sake of simplicity and without any lost of generality we will fix the values of the density to be
ρ± = ∓1. (2.3)
The concept of subsolution is rooted in the Tartar framework understanding a non linear PDE as a
linear PDE plus a non linear constraint. In our context the linear constraint is given by
K = {(ρ,u,m) ∈ R× R2 × R2 : m = ρu, |ρ| = 1}
As observed by Sze´kelyhidi the set K contains unbounded velocities which is slightly pleasant.
Thus for a given M > 1 we define
KM = {(ρ,u,m) ∈ R× R2 × R2 : m = ρu, |ρ| = 1, |u| ≤M}
Subsolutions raised a relaxation of the nonlinear constraint. In the framework of the IPM system
the relaxation is given by the mixing hull, the Λ lamination hull for the associated wave cone Λ (see
[12, 30] for a description of Λ). In [30], the author computed the laminations hulls of K and KM .We
take them as definitions.
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Definition 2.3 We defined the mixing hulls for IPM by
KΛ =
{
(ρ,u,m) ∈ R× R2 × R2 :
∣∣∣∣m− ρu+ 12 (0, 1− ρ2)
∣∣∣∣ < (12 (1− ρ2)
)}
(2.4)
For a given M > 1, the M -mixing hull KΛM are the elements in K
Λ which additionally satisfy that
|2u+ (0, ρ)|2 < M2 − (1− ρ2), (2.5)∣∣∣∣m− u− 12(0, 1− ρ)
∣∣∣∣ < M2 (1− ρ), (2.6)∣∣∣∣m+ u+ 12(0, 1 + ρ)
∣∣∣∣ < M2 (1 + ρ). (2.7)
Remark 2.4 Let us clarify the differences between our notation and the notation in [30]. We are
using same notation that [30] in section 4, but with v there replace by u here. The concept of M-
subsolution arises in section 2, proposition 2.5 in [30]. To translate this proposition to our language
one have to replace u there by 2u+ (0, ρ) and m there by m+ 12 (0, 1) (notice that in [30] m, in section
2, pass to m+ 12 (0, 1) in section 4).
Definition 2.5 Let M > 1 and T > 0. We will say that (ρ,u,m) ∈ L∞(R2 × [0, T ]) × L∞(R2 ×
[0, T ]) × L∞(R2 × [0, T ]), is a M-subsolution of the IPM system if there exist open simply connected
domains Ω±(t) and Ωmix(t) with Ω+ ∪ Ω− ∪ Ωmix = R2 and such that the following holds:
(No mixing) The density satisfies
ρ(x, t) = ∓1 in Ω±(t).
(linear constraint) In R2 × [0, T ] (ρ,u,m) satisfy the equations
∂tρ+∇ ·m =0,
ρ(x, 0) =ρ0,
u(x) =BS(−∂x1ρ) ≡
1
2pi
∫
R2
(x− y)⊥
|x− y|2 (−∂y1ρ(y))dy, (2.8)
in a weak sense.
(Relaxation) (ρ,u,m) ∈ KΛM in Ωmix(t)× (0, T ) and (ρ,u,m) ∈ K
Λ
M in R2 × (0, T ).
(Continuity) (ρ,u,m) is continuous in Ωmix(t)× (0, T ).
Remark 2.6 Along the text we will typically speak about subsolution (rather than M-subsolution) and
we only make explicit the constant M when it is needed.
3 H-principle: Subsolutions yield weak solutions
In this section we follow [30] to find that to prove theorem (1.1) is enough to show the existence of a
M-subsolution, for some M > 1, (ρ,u,m). Since L∞(R2) ⊂ L2(dµ) with dµ = dx(1+|x|)3 ,we will work
with L2(dµ˜), where dµ˜ = dµdt as the auxiliar space.
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Associated to a M-subsolution (ρ,u,m) in [0, T ], we define a set X0.
X0 =
{
(ρ,u,m) ∈ L∞(R2 × [0, T ]× L∞(R2 × [0, T ])× L∞(R2 × [0, T ]) :
(ρ,u,m) = (ρ,u,m) a. e. in R2 \ Ωmix,
and (ρ,u,m) is a subsolution} .
This set is not empty since (ρ,u,m) ∈ X0.
Lemma 3.1 Let (ρ,u,m) be a M-subsolution. Then the space X0 is bounded in L
2(dµ˜).
Proof: Let (ρ,u,m) ∈ X0. Then ||ρ||L∞ ≤ 1 and ||u||L∞ ≤ C(M), so that for a fixed time ||ρ||L2(dµ),
||u||L2(dµ) ≤ C(M). Similarly
||m||L2(dµ) ≤
∣∣∣∣∣∣∣∣m− ρu + 12 (0, 1− ρ2)
∣∣∣∣∣∣∣∣
L2(dµ)
+
∣∣∣∣∣∣∣∣ρu− 12 (0, 1− ρ2)
∣∣∣∣∣∣∣∣
L2(dµ)
.
Thus ||m||L2(dµ) is bounded thanks to (2.4) and to ||ρ||L2(dµ), ||u||L2(dµ) ≤ C(M). The claim follows
by integrating respect to time in [0, T ].

Since X0 is bounded in L
2(dµ˜) and the weak topology of this space is metrizable, we can consider the
space X given by closure of X0 under this metric.
We will prove the following theorem
Theorem 3.2 If X0 is not empty the set of mixing solutions of IPM with ρ0 as initial data is residual
in X.
The general framework of convex integration applies easily to our setting. For the sake of simplicity
we will follow the Appendix from [30] with an slight modification. We consider the unbounded domain
R3 (R2 in space and R in time), z : Ω→ R5 and a bounded set K ⊂ R5 such that
d∑
i=1
Ai∂iz = 0, (3.1)
z ∈ K. (3.2)
Assumptions:
H1 The wave cone. There exists a closed cone Λ ⊂ R5 such that for every z ∈ Λ and for every ball
B ∈ R3 there exists a sequence zj ∈ C∞c (B,R5) such that
i) dist(zj , [−z, z])→ 0 uniformly,
ii) zj → 0 weakly 0 in L2(dµ˜) weakly,
iii)
∫ |zj |2dµ˜ ≥ 12 |z|2.
H2 The Λ convex hull. There exist an open set U with U ∩ K = ∅ and a continuous convex
and increasing nonnegative function φ with φ(0) = 0 that for every z ∈ U z + tz ∈ U for
|t| ≤ φ(dist(z,K))
H3 Subsolutions. There exists a set X0 ⊂ L2(dµ˜) that is a bounded subset of L2(dµ˜) which is
perturbable in a fixed subdomain U ⊂ Ω such that any z ∈ X0 that satisfies z(y) ∈ U and if
wj ∈ C∞c (U ,R5) is the approximating sequence from [H1] and z + wj ∈ U then z + wj ∈ X0.
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In the case of the IPM equation with the constraints |ρ| = 1, |u| ≤M both Λ, KM and KΛM has been
extensively studied in [12, 30]. We take U = Ωmix(t)× (0, T ). The property [H2] for KΛM was proved
in [30, Proposition 3.3]. For the property [H1] we use the sequence zj as constructed for example in
[12, Lema 3.3]. Our Property [H1i)] is stated in the first property stated in that lemma. For property
[H1ii)] notice that we know from [12, Lema 3.3] that zj → 0 weakly star topology of L∞. However,
zj is uniformly bounded in L
∞ and compactly supported and thus uniformly bounded in L2(dµ˜).
Thus the weak star convergence implies also weak star convergence in L2(dµ˜). Our property [H1iii)]
requires some work as µ does not scale uniformly. However as proved for example in [12, Lema 3.3],
in addition to the properties listed in [30, H1] it holds that for a Λ segment z the approximating
sequence satisfies also that,
lim
j→∞
|(x, t) ∈ B : |zj(x, t)| 6= ±z| = 0
and by absolute continuity it holds that
lim
j→∞
µ{(x, t) ∈ B : |zj(x, t)| 6= ±z} = 0
Thus by choosing j large enough iii) also holds.
We skip the proof of the following lemma as it is identical to [30, Lemma 5.2]
Lemma 3.3 Let z ∈ X0 with
∫
Ωmix(t)×[0,T ] F (z((x, t)))dµ˜ ≥  > 0. For all η > 0 there exists z˜ ∈ X0
with dX(z, z˜) ≤ η and ∫
Ωmix(t)×[0,T ]
|z − z˜|2dµ˜ ≥ δ.
Here δ = δ().
Proof of theorem 3.2.
Firstly, as in the proof of [30, theorem 5.1] lemma 3.3 implies that the set of bounded solutions
to IPM is residual in X. The proof works in the same way since due to the fact that µ(R2) < ∞,
convolutions with a standard mollification kernel are continuous from L2(dµ˜, w) to L2(dµ˜) and thus the
Identity is a Baire one map, with a residual set of points of continuity. That is the set of (ρ,u,m) ∈ X
which belong to KM a.e. (x, t) ∈ R2× [0, T ] is residual in X. This is precisely the set of weak solutions
to IPM with the Muskat initial data.
It remains to show the mixing property:
Choose B((x, t), r) ⊂ ∪0<t<TΩ(t). Declare
XB,±1 = {(ρ, u,m) ∈ X :
∫
B
(±1− ρ) = 0}.
Then XB,±1 ⊂ X is closed by the definition of weak convergence and since XB,±1∩X0 = ∅ (for states
in X0, |ρ| < 1) and XB,±1 ⊂ X0. Thus, XB,±1 has empty interior. Therefore X \XB,±1 is residual.
Since intersection of residual sets is residual, it follows that
{X \ ∪iXBi,±1 : Bi = B(xi, ti, ri) ⊂ ∪0<t<TΩ(t), xi ∈ Q2, ti ∈ Q, ri ∈ Q}
with Q the rationals is residual. By density of rationals elements in X \ ∪iXBi,±1 satisfy the mixing
property and thus the set of mixing solutions is residual in X with respect to the weak topology.

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Remark 3.4 We introduce the measure µ to deal with the unboudedness of the domain. However
we could have followed instead [17] and consider for capital N ↗ ∞ IN : X 7→ R defined by IN :∫
B(0,N)×[0,T ](|ρ|2 − 1)dxdt. By convexity of the L2 norm it follows that IN is lower semicontinous
respect to the weak star topology of L∞(X). Thus it is a Baire one map with a residual set of points
of continuity. By our lemma 3.3 if z is a point of continuity of IN in X IN (z) = 0. Since elements
of X such that ρ(x, t) = 1 correspond to weak solutions to IPM and intersection of residual sets is
residual the theorem follows.
Remark 3.5 The proof presented above only yields weak solutions to the IPM system such that
|ρ(x, t)| = 1 for a.e. t ∈ [0, T ]. However (see the proof of [12, Lemma 3.3]) for every z = (ρ, u,m) ∈ Λ
with ρ 6= 0 there exists (ξ, ξt) ∈ R2x × Rt, ξ 6= 0 such that
D2(h((ξ, ξt) · (x, t))) = h′′((ξ, ξt) · (x, t))
(
ρ− u2 u1
u1 ρ+ u2
)
∂t∇h((ξ, ξt) · (x, t)) +∇⊥h′((ξ, ξt) · (x, t)) = h′′((ξ, ξt) · (x, t))m
This is the analogous of [17, Proposition 4] . Thus one imitate [17, Proposition 2] paper and obtain
weak solutions to the IPM systems such that
|ρ(x, t)| = 1
for every t. We skip the details since there is no essential difference.
Proof of theorem 1.1.
We start with a given initial data of Muskat type z0 − (s, 0) ∈ H5, with ∂sz01|∂sz0| > % > 0 and choose
0 < c < 2. By theorem 4.1 there exists a time T ∗(z0) > 0 and a curve z ∈ C([0, T ∗(z0)], H4(R)),
such that (ε = ct, z(s, t)) solve the system (1.11), (1.12). By theorem 4.2 there exists a M-subsolution
in [0, T (z0,M, c)], with T (z0,M, c) ≤ T ∗(z0), and therefore we can define the space X0 associated to
this subsolution and apply theorem 3.2.

4 Constructing a subsolution for the IPM system
This section is divided in two parts and its purpose is to show the existence of a subsolution. In the
first part we will find a subsolution for the IPM system in the sense of definition 2.5 assuming that
there exist a solution for the system (1.11), (1.12). In the second part we will show the existence of
this pair (ε, z), i.e.,
Theorem 4.1 Let’s z0 ∈ H5, with ∂sz01|∂sz0| > % > 0 and 0 < c < 2 . Then there exist a time T > 0 and
a curve z ∈ C([0, T ], H4(R)), such that (ε = ct, z(s, t)) solve the system (1.11), (1.12).
4.1 Constructing a subsolution. Part 1
This section is dedicated to the proof of the following theorem.
Theorem 4.2 Let us assume that (ε, z) solve the equations (1.11) and (1.12) and that for s ∈ R,
∂sz
0
1(s)
|∂sz0(s)| > % > 0. Then there exists a M-subsolution of the IPM system.
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We start by defining the mixing zone. Let (ε, z) be the solution to the system (1.11) and (1.12).
For s ∈ (−∞,∞) and −ε < λ < ε we define the change of coordinates
x(s, λ) = z(s) + (0, λ).
Since z is continuous by continuity there is a time interval such that ∂sz1(s)|∂sz(s)| >
%
2 > 0. For such
times det(Dx(s, λ)) > 0 and x is locally one to one. In fact, z can be parametrized as graph and thus
x is a global injection in its domain of definition.
We define the set Ωmix ⊂ R2 as follows
Ωmix = {x ∈ R2 : x = x(s, λ) for (s, λ) ∈ (−∞,∞)× (−ε, ε)}.
Recall that, in Ωmix, our subsolutions (ρ,m,u) should solve
∂tρ+∇ ·m =0 (4.1)
u =BS(−∂x1ρ). (4.2)
As in the case of Euler we define α, β ∈ R which measure how much differs a solution to be a
solution. Namely,
m = ρu− (β, α) (1− ρ2)
Then the transport equation (4.1) reads
∂tρ+ u · ∇ρ = ∇ ·
(
(β, α)
(
1− ρ2)) (4.3)
On the other hand we need (ρ,u,m) ∈ KΛ, in (2.4), which is equivalent to
β2 +
(
α− 1
2
)2
<
(
1
2
)2
, (4.4)
ρ2 < 1. (4.5)
In fact, we need (ρ,u,m) ∈ KΛM , but we will take care of this later.
4.1.1 The equations in (s, λ)-coordinates and the choices of ρ and m
Next we write the equation (4.3) in (s, λ)− coordinates. Let f : Ωmix → R be a smooth function and
f : Ωmix → R2 a smooth vector field. We will denote
f ](s, λ) = f(x(s, λ)), f](s, λ) = f(x(s, λ)). (4.6)
The following lemma gives us the gradient and the divergence in the new variable.
Lemma 4.3 Let f, f be as above. Then
∇f(x(s, λ)) = 1
∂sx⊥ · ∂λx
(−∂λx⊥∂sf ] + ∂sx⊥∂λf ]) ,
∇ · f(x(sλ)) = 1
∂sx⊥ · ∂λx
(
−∂λx⊥ · ∂sf] + ∂sx⊥ · ∂λf]
)
.
Proof: The proof is just a matter of elementary algebra. We present the details in the appendix A.
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Let us analyze the mixing error in these new coordinates. Let
E](s, λ) =
(
1− ρ]2) (β], α]) (4.7)
which we split as,
E] = f
]
+ e]
with
f
]
=
(
1− ρ]2)(β], α] − 1
2
)
, e] =
1
2
(0, 1)
(
1− ρ]2) .
Now we observe that ∂λx = (0, 1). It will simplify the calculation to make the choices f
]
= h](0, 1)
for a suitable h](s, λ) and ρ](s, λ) = λε .
Then ρ] is actually independent of s and produces a density ρ(x) satisfying the condition (4.5) in
Ωmix. In addition ρ
](±ε) = ±1 thus
ρ(x) =
{ ∓1 in Ω±
ρ(x) in Ωmix
, (4.8)
where Ω+ is the open domain below Ωmix and Ω
− is the open domain above Ωmix, is a continuous
function in R2.
After, these choices, the next lemma describes the necessary conditions to be a subsolution.
Lemma 4.4 Let ρ] = λε and m
] = ρ]u] − h](0, 1)− e] with e] = 12 (0, 1)(1− ρ]2). Then, ρ, u and m
satisfy the equation (4.1) if and only if
∂λh
] =
λ
ε2
+ ∂tρ
] +
1
∂sz1ε
(u] − ∂tz) · ∂sz⊥.
In addition if
h] = γ](1− ρ]2)
the inclusion (4.4) reads
|γ]| < 1
2
.
Proof:
Applying lemma 4.3, we can compute that
∇ · f(x(s, λ)) = 1
∂sx⊥ · ∂λx (−∂λx
⊥ · ∂sf] + ∂sx⊥ · ∂λf] − ∂λx⊥ · ∂se] + ∂sx⊥ · ∂λe])
Our choices of ρ] and f
]
imply that
∂se
] = 0 ∂λe
] = −(0, 1) λ
ε2
∂λx
⊥ · ∂sf] + ∂sx⊥ · f] = ∂sz1∂λh].
Hence,
∇ · f(x(s, λ)) = ∂λh] − λ
ε2
. (4.9)
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Differentiating with respect to the time the identity ρ](s, λ) = ρ(x(s, λ)) yields
∂tρ
] = (∂tρ) (x(s, λ)) + ∂tx · (∇ρ)(x(s, λ))
= (∂tρ) (x(s, λ)) + u
] · (∇ρ)(x(s, λ)) + (∂tz− u]) · (∇ρ)(x(s, λ)),
where u](s, λ) = u(x(s, λ)). Therefore, by using lemma 4.3
(∂tρ) (x(s, λ)) + u
] · (∇ρ)(x(s, λ)) (4.10)
=∂tρ
] +
1
∂sx⊥ · ∂λx (u
] − ∂tz) · (−∂λx⊥∂sρ] + ∂sx⊥∂λρ]) (4.11)
=∂tρ
] +
1
∂sz1ε
(u] − ∂tz) · ∂sz⊥.
Putting together (4.9) and (4.10) we obtain that the equation (4.3) can be written in Ωmix in the
following way
∂λh
] =
λ
ε2
+ ∂tρ
] +
1
∂sz1ε
(u] − ∂tz) · ∂sz⊥.
Finally, if we define
γ] =
1
1− ρ]2h
],
the condition (4.4) reads
γ]2 <
(
1
2
)2
.

From lemma 4.4 we have that in order to show theorem 4.2 is enough to show that γ]2 < 12 with
γ] given by
γ]
(
1− ρ]2) =∫ λ
−ε
(
λ′
ε2
+ ∂tρ
] +
1
∂sz1ε
(u] − ∂z) · ∂sz⊥
)
dλ′ (4.12)∫ λ
−ε
(
λ
ε2
− εt λ
ε2
)
dλ′ +
∫ λ
−ε
(
1
∂sz1ε
(u] − ∂z) · ∂sz⊥
)
dλ′
=− (1− εt)
2
(1− ρ]2) +
∫ λ
−ε
(
1
∂sz1ε
(u] − ∂tz) · ∂sz⊥
)
dλ′,
and u given by the Biot-Savart law and ρ(x) by (4.8).
4.1.2 The velocity u
The velocity u is given by the expression
u(x) = − 1
2pi
∫
R2
(x− y)⊥
|x− y|2 ∂x1ρ(y)dy = −
1
2pi
∫
Ωmix
(x− y)⊥
|x− y|2 ∂x1ρ(y)dy.
Then a change of coordinates yields
u(x) =
1
pi
∫ ∞
−∞
∂sz2(s
′)
1
2ε
∫ ε
−ε
(x− x(s′, λ′))⊥
|x− x(s′, λ′)|2 dλ
′ds′. (4.13)
14
Next we will modify this expression since it will help in the proof of the local existence for the
system (1.11), (1.12). This idea has been already introduced in [13]. First we notice that
1
2
∂s′ log
(|x− x(s′, λ′)|2) =− (x1 − x1(s′, λ′))∂s′z1(s′)|x− x(s′, λ′)|2
− (x
2 − x2(s′, λ′))∂s′z2(s′)
|x− x(s′, ε′λ′)|2 ,
therefore we can write
u(x) =
1
pi
P.V.
∫ ∞
−∞
∂sz(s
′)
1
2ε
∫ ε
−ε
x1 − x1(s′, λ′)
|x− x(s′, λ′)|2 dλ
′ds′. (4.14)
As we prove in the following lemma this velocity u is in L∞(R2).
Lemma 4.5 Let u be like in expression (4.14) with z as in theorem 1.1. Then u ∈ L∞(R2) and
||u(·, t)||L∞(R2) ≤ P (||z(s, t)− (s, 0)||H4)
for some smooth function P .
Proof: First we notice that since ∂xz1(s)|∂sz| > % > 0 we can parameterize the interface given by z(s) as
the graph of a function (x, f(x)). Then we can write the velocity in (4.14) in the following way
u(x) =
1
pi
P.V.
∫
R
(1, ∂xf(x
′))
1
2ε
∫ ε
−ε
x1 − x′
|(x1 − x′, x2 − f(x′)− λ′|2 dλ
′dx′
And evaluating in x(x, λ) = (x, f(x) + λ) we have
u(x(x, λ)) =
1
pi
P.V.
∫
R
(1, ∂xf(x
′))
1
2ε
∫ ε
−ε
x− x′
|(x− x′,∆f(x, x′) + (λ− λ′))|2 dλ
′dx′
with ∆f(x, x′) = f(x)− f(x′). Next we check that the integral
I(x) =P.V.
∫
R
x− x′
(x− x′)2 + (∆f(x, x′) + τ)2 dx
′
= P.V.
∫
R
x′
(x′2 + (∆f(x, x− x′) + τ)2 dx
′ (4.15)
belongs to L∞(dx) uniformly in τ . In order to do it we split (4.15) into two parts
I1(x) = P.V.
∫
R
x′
x′2 + (∆f(x, x− x′) + τ)2 −
x′
x′2 + (∂xf(x)x′ + τ)2
dx′
I2(x) = P.V.
∫
R
x′
x′2 + (∂xf(x)x′ + τ)2
dx′.
We will denote σ(x) = 11+(∂xf(x))2 . Thus
I2(x) = σ(x)P.V.
∫
R
x′
(x′ + σ(x)∂xf(x))2 + τ2σ(x)2
dx′
= σ(x)P.V.
∫
R
x′ + σ(x)∂xf(x)
(x′ + σ(x)∂xf(x))2 + τ2σ(x)2
dx′ + σ(x)
∫
R
σ(x)∂xf(x)τ
(x′ + σ(x)∂xf(x))2 + τ2σ(x)2
dx′
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The first integral on the right hand side of the previous equation is equal to zero. The second one is
a bounded integral.
In order to bound I1(x) we split into two terms
I11(x) =
∫
|x′|<1
x′
x′2 + (∆f(x, x− x′) + τ)2 −
x′
x′2 + (∂xf(x)x′ + τ)2
dx′
I12(x) = P.V.
∫
|x′|>1
x′
x′2 + (∆f(x, x− x′) + τ)2 −
x′
x′2 + (∂xf(x)x′ + τ)2
dx′.
To bound I12(x) we consider I121(x) and I122(x) with
I121(x) = P.V.
∫
|x′|>1
x′
x′2 + (∆f(x, x− x′) + τ)2 dx
′
= P.V.
∫
|x′|>1
(
x′
x′2 + (∆f(x, x− x′) + τ)2 −
x′
x′2 + τ2
)
dx′
and
I122(x) = P.V.
∫
|x′|>1
x′
x′2 + (∂xf(x)x′ + τ)2
dx′
= P.V.
∫
|x′|>1
(
x′
x′2 + (∂xf(x)x′ + τ)2
− x
′
(1 + (∂xf(x))2)x′2 + τ2
)
dx′
Then
|I121(x)| ≤ C(||f ||L∞ + 1)
∫
|x′|>1
(1 + |τ |)
|x′|(x′2 + τ2)dx
′ ≤ C(||f ||L∞ + 1)
and
|I122(x)| ≤ C||f ||C1
∫
|x′|>1
|τ |
(1 + (∂xf(x))2x′2 + τ2)
dx′ ≤ C(1 + ||f ||C1).
To bound I11(x) we notice that
(∂xf(x)x
′ + τ)2 − (∆f(x, x− x′) + τ)2 = (∂xf(x)x′ −∆f(x, x− x′))(∂xf(x)x′ + ∆f(x, x− x′) + 2τ),
and then
|I11| ≤ C(1 + ||f ||C2)||f ||C1
∫
|x′|<1
|x′|4
(x′2 + (∂xf(x)x′ + τ)2)(x′2 + (∆f(x, x− x′) + τ)2)dx
′ (4.16)
Since we can bound
|x′|3(|x′|+ |τ |)
(x′2 + (∂xf(x)x′ + τ)2)(x′2 + (∆f(x, x− x′) + τ)2) ≤ C
the first integral in (4.16) is easy to bound. In addition for |τ | > 4||f ||L∞ we have that
(∆f(x, x− x′) + τ)2 ≥ 1
4
τ2,
so that, in this range
|x′|3|τ |
(x′2 + (∂xf(x)x′ + τ)2)(x′2 + (∆f(x, x− x′) + τ)2) ≥
|x′||τ |
x′2 + 14τ
2
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and we can estimate the second integral. In the range |τ | ≤ 4||f ||L∞ we can apply lemma (C.8). This
concludes the proof of the bound of I(x).
Finally we will bound
J(x) = P.V.
∫
R
x′
(x′2 + (∆f(x, x− x′) + τ)2 ∂xf(x− x
′)dx′.
We split into two terms J1(x) and J2(x) analogous to I1(x) and I2(x). For J2(x) we operate as for
I2(x) and after the change x
′′ = x′ + σ(x)∂xf(x) we just have to deal with the convolution with the
Poisson kernel and with the conjugate of the Poisson kernel. By the maximum principle this term is
under control. For J1(x) we just operate as for I1(x).
Then we have achieve the conclusion of lemma 4.5. 
We will introduce the modified velocity uc(x). Indeed, we are just adding to the velocity a term
in the tangential direction to the curve to obtain
uc(x) = − 1
pi
P.V.
∫ ∞
−∞
(∂sz(s)− ∂sz(s′)) 1
2ε
∫ ε
−ε
x1 − x1(s′, λ′)
|x− x(s′, λ′)|2 dλ
′ds′.
At this point is important to notice that the identity
u]c · ∂sz⊥ = u] · ∂sz⊥
holds and therefore the equation for γ can be written equivalently as follows
γ] =− (1− εt)
2
+
1
(1− ρ]2)
1
∂sz1
|∂sz|ε
∫ λ
−ε
(
u]c − ∂tz
) · ∂sz⊥|∂sz| dλ′. (4.17)
Proof of theorem 4.2. We have already constructed a candidate to be our subsolution. This
candidate is given by (ρ,u,m) with ρ] = λε , u as in (4.13), m = ρu − γ(1 − ρ2)(0, 1) − e, e =
1
2 (0, 1)(1 − ρ2), γ](s, λ) = γ(x(s, λ)) and γ] as in (4.17). Next, we show that |γ]| < 12 , as stated in
lemma 4.4.
We first focus on the first term on the right hand side of the equation (4.17). Because of the
equation (1.12), |1 − εt| = |1 − c| and we will pick up 0 < c < 2. Then to finish the proof it is
enough to prove that the second term in (4.17) is as small as we want by making t small. This term
is problematic because the factor 1
(1−ρ]2) , however we will find a cancelation in order to control it by
continuity.
Here it is where we will use the system satisfied by  and z. First we will deal with the lower part
of Ωmix −ε < λ < 0.
The change of variables λ′ = λ yields
1
1− ρ]2
∫ λ
−ε
(
u]c − ∂tz
) · ∂sz⊥dλ′ =
∣∣∣∣∣ 11− ρ]2
∫ ρ]
−1
(u]c(s, ελ
′)− ∂tz) · ∂szdλ′
∣∣∣∣∣
≤ C(%) 1
1− ρ] sup0≤s≤t sup−1<λ<0
∣∣u]c(s, ελ)− ∂tz(s)∣∣
≤ C sup
0≤s≤t
sup
−1<λ<0
∣∣u]c(s, ελ)− ∂tz(s)∣∣
Here notice that ρ < 0.
Then we see that, since
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u]c(s, ελ)− ∂tz(x, t) =
1
2
∫ 1
−1
(
u]c(s, ελ)− u]c(s, ελ′)
)
dλ′
by lemma D.1, where we see that u]c(s, λ) is uniformly continuous in the second variable, ε = ct and
−1 ≤ λ, λ′ < 1, we have that this term is as small as we want by making t small.
To deal with the upper part of Ωmix we use the system (1.11), (1.12). Indeed, it follows from
(1.11) that∫ λ
−ε
(
u]c − ∂tz
) · ∂sz⊥dλ′ =− ∫ ε
λ
(
u]c − ∂tz
) · ∂sz⊥dλ′ + ∫ ε
−ε
(
u]c − ∂tz
) · ∂sz⊥dλ′︸ ︷︷ ︸
=0
=−
∫ ε
λ
(
u]c − ∂tz
) · ∂sz⊥dλ′.
Now the term 1
1−ρ]2 |
∫ ε
λ
(
u]c − ∂tz
) · ∂sz⊥dλ′|, can be made arbitrarily small by making t small.
Thus there exists T > 0, depending on z0 and c, such that |γ](s, λ, t)| < 12 for (s, λ, t) ∈ R ×
(−ε(t), ε(t))× [0, T ] as desired.
Recall that lemma 4.5 implies that u ∈ L∞(R2 × [0, T ]).
In order to conclude the proof of theorem 4.2 we need to check that (ρ,u,m) is continuous in
(0, T ) × Ωmix(0, t) and that also satisfies (2.5), (2.6) and (2.7), for some M > 1. The continuity is a
consequence of that ρ(x, t) is a Lipschitz function in (0, T )× Ωmix(t). Furthermore, if
M > 8 (||u||L∞ + 1) ,
since |ρ| ≤ 1 is easy to check (2.5). In addition, in order to satisfy condition (2.6) we proceed as
follows:
|m− u− 1
2
(0, 1− ρ)| = |m− ρu− 1
2
(1− ρ2) + 1
2
(1− ρ2)− (1− ρ)u− 1
2
(0, 1− ρ)|
≤
(
(1 + ρ) + |u|+ 1
2
)
(1− ρ),
where we have used (2.4). Then we see that (2.6) is satisfied. To check (2.7) we follows similar steps
that for (2.6).
4.2 Constructing a subsolution. Part 2.
In order to finish the proof of theorem 1.1 we need to solve the equations (1.11) and (1.12). This
section is devoted to do it. As we saw in the previous section we can take the constant c in (1.12)
(the speed of growth of the mixing zone) between 0 and 2, but from now on we will take c = 1, i.e.
ε = t, to alleviate the notation (small changes yields the same result for different a c). Let us sketch
the strategy of the proof:
The mean velocity
Mu(s) = 1
2ε
∫ ε
−ε
u]c(s, λ)dλ (4.18)
loses a derivative with respect to the variable s. If we want to obtain bounds independent of the
smallness of ε we have to deal with two different problems, a derivative we lose in a transport term
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and a derivative that we lose in an operator which might resemble the Λ operator as in the Muskat case
(with the bad sign). However a more detailed analysis shows that the main term of our velocity can
be described in terms of a pseudodifferential operator m(ξ, x, t) which will be shown to be comparable
with 11+t|ξ| .
Let us explain our strategy. We first consider the equation
∂tf =L ∗ Λf in R× R+ (4.19)
f(x, 0) =f0(x),
where L̂ ∗ f(ξ) = 11+t|ξ| fˆ(ξ). If we just try to bound the L2−norm of the function f by using a
standard energy estimate we find that
1
2
∂t
∫
R
|f(x)|2dx = 1
2
∂t
∫
R
|fˆ(ξ)|2dξ =
∫
R
|ξ|
1 + t|ξ| |fˆ(ξ)|
2dξ ≤ 1
t
∫
R
|f(x)|2dx
since
sup
ξ∈R
|ξ|
1 + t|ξ| ≤
1
t
.
Thus this energy estimate fails to bound the L2−norm of f . However, taking Fourier transform
on the equation (4.19), we can integrate the equation to obtain
fˆ(ξ, t) = (1 + t|ξ|)fˆ0(ξ).
Then we find the bound
||f ||L2 ≤ C(1 + t)||f0||H1 .
This means that we control the L2−norm of the solution by loosing a derivative in the initial data. In
the next level of complexity we add a transport term with constant coefficient and a term of order 0
∂tf = L ∗ Λf + ∂xf + f in R× R+ (4.20)
f(x, 0) =f0(x).
We will look to the quantity ∫
R
1
(1 + t|ξ|)2 |fˆ(ξ)|
2dξ.
Taking a time derivative in the previous functions yields
1
2
∂t
∫
R
1
(1 + t|ξ|)2 |fˆ(ξ)|
2dξ =
∫
R
1
(1 + t|ξ|)2 |fˆ(ξ)|
2dξ.
Therefore, for a fixed time T and 0 < t < T .∣∣∣∣∣
∣∣∣∣∣ fˆ(ξ, t)1 + T |ξ|
∣∣∣∣∣
∣∣∣∣∣
L2
≤ ||fˆ0(ξ)||L2eT .
Since the equation is linear is easy to see that one can yields the estimate
||f(t)||Hs ≤ C(T )||f0||Hs+1 .
In the rigorous proof, we need to consider (x, t)−dependent coefficient in the equation that we
take care by freezing coefficients and by means of commutators in the context of pseudo-differential
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operators. Since we need to work at the level of four derivatives we also have to deal also with lower
order terms.
In fact we can not work directly with the equation but we need to regularize the system by
introducing two parameters, δ and κ. With the parameter δ we will regularize the transport term
and with the parameter κ the Λ operator. By using a Picard’s theorem we will be able to show local
existence of solutions in some Sobolev’s space Hk, but the time of existence of these solutions will
depend on δ and κ. Then we will perform energy estimates to obtain bounds in Hk independent of δ
and we will pass to the limit in this parameter. This step is rather standard. Then the problem will
be reduced to obtain bounds for the solution in Hk independent of the parameter κ. Obtaining these
estimates is the main part of this section.
The theorem, concerning the existence of local solutions, for the system (1.11) and (1.12), is stated.
The proof will be divided in several steps: 1) a more detailed study of the mean velocity Mu, 2) a
priori energy estimates on the equation (1.11), 3) we will regularize the system (1.11) and (1.12), using
two parameters κ and δ, apply a Pircard’s theorem to obtain existence of solution for the regularized
problem and use the a priori energy estimates to pass to the limit. Some of the computations are
rather heavy so we prove them in a suitable appendix.
The rest of the section is dedicated to the proof of the theorem 4.1. Since the proof is long and
has many steps we subdivided in subsections. The manipulation of the commutators is rather long
and it includes some ideas which might be of independent interest in the study of pseudodifferential
operators. Thus, we consider that it deserve its own section.
4.2.1 First manipulations of the equation and of the mean velocity Mu2
Since
∂sz
0
1
|∂sz0| > % > 0 we can parameterize z
0 as the graph of a function f0 and we will prove existence
of solutions of the equation (1.11) of the form (x, f(x, t)). By introducing this ansatz in (1.11) we see
that the first component of this equation is satisfied. Then we just have to focus on the second one,
i.e.,
∂tf(x) =Mu2(x) = −
∫ ∞
−∞
∆∂xf(x, y)Kε(x, y)dy (4.21)
where
Kε(x, y) (4.22)
=
1
4piε2
∫ ε
−ε
∫ ε
−ε
x− y
(x− y)2 + (∆f(x, y))2 + (λ− λ)2 + 2∆f(x, y)(λ− λ′)dλ
′dλ, (4.23)
and we omit the time dependence in our notation. In the appendix B we perform the integration in
both variables to obtain the explicit and exact expression
Kε(x, y)
=
1
4piε2
{
−2∆f(x, y) arctan
(
∆f(x, y)
x− y
)
+ (2ε+ ∆f(x, y)) arctan
(
2ε+ ∆f(x, y)
x− y
)
(∆f(x, y)− 2ε) arctan
(
∆f(x, y)− 2ε
x− y
)
+ (x− y) log ((x− y)2 + ∆f(x, y)2)
−x− y
2
log
(
(x− y)2 + (2ε+ ∆f(x, y))2)− x− y
2
log
(
(x− y)2 + (∆f(x, y)− 2ε)2)}
We postpone the proof of this inequality to the appendix.
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In order to obtain energy estimates for the equation (4.21) we need to take 5 derivatives with
respect to x in both sides of the equation. We describe ∂5xMu2 as the sum of a main term and lower
order terms.
Definition 4.6 We say that a function G(x) is a l.o.t if and only if
||D−1G||L2 ≤ C
(||f ||H4 + ||∂5xD−1f ||L2) ,
for some smooth function C(x) and with
D̂−1f(ξ) = 1
1 + t|ξ| fˆ(ξ).
Lemma 4.7 Let f(x) ∈ H6(R) and ε > 0. Then
∂5xMu2 = −
∫
R
∆∂6xf(x, x− y)Kε(x, x− y)dy + l.o.t,
Proof: The proof is left to appendix C. 
We still need to simplify the kernel Kε(x, y). Actually we can linearize it as the next lemma shows.
Lemma 4.8 Let f(x) ∈ H6(R) and ε > 0. Then
∂5xMu2 =
∫
R
∂6xf(x− y)K∂xf(x)(y)dy + a(x, t)∂k+2x f(x) + l.o.t,
where
K∂xf(x)(x− y)dy
=
1
4piε2
{−2∂xf(x)(x− y) arctan (∂xf(x))
+(2ε+ ∂xf(x)(x− y)) arctan
(
2ε+ ∂xf(x)(x− y)
x− y
)
(∂xf(x)(x− y)− 2ε) arctan
(
∂xf(x)(x− y)− 2ε
x− y
)
+ (x− y) log ((x− y)2(1 + ∂xf(x)2))
− x− y
2
log
(
(x− y)2 + (2ε+ ∂xf(x)(x− y))2
)
−x− y
2
log
(
(x− y)2 + (∂xf(x)(x− y)− 2ε)2
)}
and
a(x, t) ≡ −P.V.
∫
R
Kε(x, y)dy.
Here the definition of l.o.t. is the same that in lemma 4.7.
Proof: This lemma is proven in appendix D. 
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Hence, since our aim is to freeze coeffcients, in the kernel K∂xf(x)(x − y)dy we replace ∂xf(x) by a
constant A. We will call this function KA(y):
KA(y) (4.24)
=
1
4piε2
{
−2Ay arctan (A) + (2ε+Ay) arctan
(
2ε+Ay
y
)
+ (Ay − 2ε) arctan
(
Ay − 2ε
y
)
+ y log
(
y2(1 +A2)
)
−y
2
log
(
y2 + (2ε+Ay)2
)− y
2
log
(
y2 + (Ay − 2ε)2)}
In the following lemma we present the Fourier transform of KA(y).
Lemma 4.9 Let KA as in (4.24). Then its Fourier transform is given by
KˆA(ξ) =
−isign(ξ)
8piε2|ξ|
(
4ε+
1
2pi|ξ|σ(1− iAsign(ξ))
(
e−4pi|ξ|σε(1−iAsign(ξ)) − 1
)
(4.25)
+
1
2pi|ξ|σ(1 + iAsign(ξ))
(
e−4pi|ξ|σε(1+iAsign(ξ)) − 1
))
=
−isign(ξ)
2pi|ξ|ε
{
1 +
1
4pi|ξ|ε
[
e−4pi|ξ|εσ (cos(4pi|ξ|εσA)−A sin(4pi|ξ|εσA))− 1
]}
,
where σ = 11+A2 .
Proof: This lemma will be proven in appendix E. 
4.2.2 A priori energy estimates
Lema 4.8 says that if we call F (x, t) = ∂k+1x f(x, t) and A(x, t) = ∂xf(x, t) it holds that
∂tF (x, t) =
∫
R
KA(x,t)(x− y)∂xF (y)dy + a(x)∂xF (x) +G(x) (4.26)
where G(x) is a l.o.t. and
a(x, t) = P.V.
∫
R
Kε(x, y)dy,
where the principal value is taken at 0 and at the infinity (see lemma F.7). Let us write the equation
closer to the spirit of pseudo-differential operators: We will define the operation
KA(x) ⊗ f(x) =
∫
R
KA(x)(x− y)f(y)dy
in such a way that the equation reads
∂tF = KA(x,t) ⊗ ∂xF (x, t) + a(x)∂xF (x) +G(x). (4.27)
We also define the pseudo-differential operator
mF (x, t) =
∫
R
e2piixξm(ξ, x, t)Fˆ (ξ, t)dξ,
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where
m(ξ, x, t) = e−H(t|ξ|,A(x,t))
and
H(t|ξ|, A(x, t))
=
∫ t|ξ|
0
1
τ
{
1 +
1
4piτ
(
e−4piτσ (cos(4piτσA)−A sin(4piτσA))− 1)} dτ.
We will obtain our energy estimates in two steps. First we will control the evolution of the L2-norm
of mF rather than the L2−norm of F . Secondly we will show that for small times mF is coercive.
Taking a time derivative in mF (x, t) yields
∂tmF (x, t)
=
∫
R
e2piixξ∂tm(ξ, x, t)Fˆ (ξ, t)dξ +
∫
R
e2piixξm(ξ, x, t)∂tFˆ (ξ, t)dξ.
Looking at the definition of m(ξ, x, t) we see that
∂tm(ξ, x, t) =− 1
t
{
1 +
1
4pi|ξ|t
(
e−4pit|ξ|σ (cos(4pit|ξ|σA)−A sin(4pit|ξ|σA))− 1
)}
× e−H(t|ξ|,A)
− ∂AH(t|ξ|, A)∂tA(x, t)e−H(t|ξ|,A).
Therefore, using the equation (4.27), we have that
∂tmF (x, t)
= −∂tA(x, t)
∫
R
e2piixξ∂AH(t|ξ|, A)m(ξ, x, t)Fˆ (ξ, t)dξ
−
∫
R
e2piixξm(ξ, x, t)
1
t
×
{
1 +
1
4pi|ξ|t
(
e−4pit|ξ|σ (cos(4pit|ξ|σA)−A sin(4pit|ξ|σA))− 1
)}
Fˆ (ξ, t)dξ
+
∫
R
e2piixξm(ξ, x, t)
(
F [KA ⊗ ∂xF ](ξ, t) + F [a∂xF ](ξ, t) + Gˆ(ξ, t)
)
dξ.
Recalling the definition of KˆA(x,t)(ξ, t) in (4.25) we find that
1
t
{
1 +
1
4pi|ξ|t
(
e−4pit|ξ|σ (cos(4pit|ξ|σA)−A sin(4pit|ξ|σA))− 1
)}
Fˆ (ξ, t)
= KˆA(x,t)∂̂xF (ξ, t),
thus
∂tmF (x, t)
= −∂tA(x, t)
∫
R
e2piixξ∂AH(t|ξ|, A)m(ξ, x, t)Fˆ (ξ, t)dξ
+
∫
R
e2piixξm(ξ, x, t)
(
F [KA ⊗ ∂xF ](ξ, t)− KˆA(x,t)∂̂xF (ξ, t)
)
dξ
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+∫
R
e2piixξm(ξ, x, t)
(
F [a∂xF ](ξ, t) + Gˆ(ξ, t)
)
dξ.
And adding and subtracting the term
a(x, t)m∂xF (x, t) =
∫
R
e2piixξm(ξ, x, t)a(x, t)∂̂xF (ξ, t)dξ
we arrive to the expression
∂tmF (x, t) (4.28)
= −∂tA(x, t)∂AmF (x, t)− c1F (x, t)− c2F (x, t) + a(x, t)m∂xF (x, t) + mG(x, t),
where
∂AmF (x, t) =
∫
R
e2piixξ∂AH(t|ξ|, A)m(ξ, x, t)Fˆ (ξ, t)dξ
c1F (x, t) =
∫
R
e2piixξm(ξ, x, t)
(
KˆA(x,t)∂̂xF (ξ, t)−F [KA ⊗ ∂xF ](ξ, t)
)
dξ
and
c2F (x, t) =
∫
R
e2piixξm(ξ, x, t)
(
a(x, t)∂̂xF −F [a∂xF ](ξ, t)
)
dξ.
At this point, we make more explicit the comparison with the toy model introduced at the beginning
of the section.
In addition we need to introduce the pseudo-differential operator m˜F given by the expression
m˜F (x, t) =
∫
R
e2piixξm˜(ξ, x, t)Fˆ (ξ, t)dξ
with
m˜(ξ, x, t) = e−H(t|ξ|,A)+log(1+t|ξ|)
and the operator D−1 defined by its Fourier transform
F [D−1F ](ξ) = 1
1 + t|ξ| Fˆ (ξ).
It holds trivially that
mF (x, t) = m˜D−1F
and remarkably that m˜(ξ, x, t) is bounded from below and from above
1
C
≤ m˜(ξ, x, t) ≤ C (4.29)
with the constant 0 < C <∞ depending on ||A||L∞(R)×L∞([0,T )).
Inserting the equation (4.28) and these definitions we obtain the equation for the evolution of mF .
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Lemma 4.10 Let F be a solution to equation (4.26). Then it holds that
1
2
∂t
∫
R
∣∣m˜D−1F (x, t)∣∣2 dx = (4.30)
− Re
(∫
R
mF (x, t)∂tA(x, t)∂AmF (x, t)dx
)
− Re
(∫
R
mF (x, t)c1F (x, t)dx
)
− Re
(∫
R
mF (x, t)c2F (x, t)dx
)
− Re
(∫
R
mF (x, t)a(x, t)m∂xF (x, t)dx
)
− Re
(∫
R
mF (x, t)mG(x, t)dx
)
≡
5∑
i=1
Ii.
In order to bound the terms Ii, for i = 1, ..., 5, we will deal directly the boundedness of certain pseudo-
differential operators F.3 and F.4 or by dealing with our commutators. For the later we need to get
deep into the pseudo-differential operator theory.
One of the main ingredients we will use is theorem [21, theorem 2] that we state now:
Theorem 4.11 [Hwang]Let m : R× R → C a continuous function whose derivatives ∂xm, ∂ξm and
∂2ξxm in the distribution sense satisfy the following conditions: There is a constant C > 0 such that
||m||L2(R×R), ||∂xm||L2(R×R), ||∂ξm||L2(R×R), ||∂2ξ xm||L2(R×R) < C. (4.31)
Then m is continuous from L2(R) to L2(R) with its norm bounded by C˜||m||. Where C˜ is a numerical
constant and |||m||| is the smallest C such that (4.31) holds.
Theorem 4.11 is also obtained in [9] and [11]. We quote first [21] because we will use the proof of
this paper in section 5.
The symbol |||f ||| will denote some polynomial function evaluated in
(1 + ||f ||H4)eC(1+||f ||H4 ) (4.32)
Lemma 4.12 The following inequality holds
1
2
∂t
∫
R
∣∣m˜D−1F (x, t)∣∣2 dx ≤ |||f ||| ||D−1F ||2L2 . (4.33)
Proof:
We need to bound our five terms. I1 is a pseoudodifferential operator associated to the first term
and it is bounded by using Cauchy Schwartz and corollary F.3 , and F.4 and
I1 ≤C||∂tA||L∞eC(1+||A||L∞(R))||D−1F ||2L2
≤C||f ||H3eC(1+||f ||H3 )||D−1F ||2L2 ≤ |||f ||| ||D−1F ||2L2 .
For the transport term I4 we have that
Re
(∫
R
mF (x, t)a(x, t)m∂xF (x, t)dx
)
=Re
(∫
R
mF (x, t)a(x, t)∂xmF (x, t)dx
)
− Re
(∫
R
mF (x, t)a(x, t)mxF (x, t)dx
)
,
25
where
mxF (x, t) =
∫
R
e2piixξ∂xm(ξ, x, t)Fˆ (ξ, t)dξ.
Thus, since a(x, t) is real, an integration by parts and lemma F.4 yield
I4 ≤ |||f ||| ||D−1F ||2L2 .
Finally I5 is bounded in terms of the l.o.t by corollary F.3 and Cauchy Schwarz
I5 ≤ |||f ||| ||D−1F ||L2(R)||D−1G||L2(R)
Since the l.o.t are also bounded by |||f ||| we are left with the commutator terms. The terms I2
and I3 are bounded by using lemma 5.1 and lemma 5.2 together with lemma F.7 respectively,
I2, I3 ≤ |||f ||| ||D−1F ||2L2

Inequality from lemma 4.12 and the fact that ||m˜D−1F ||L2 is equivalent to ||D−1F ||L2 by for small
time, as we learn in lemma 6.1, show the main a priori energy estimates for the equation (4.21)
Proposition 1 Let f be and smooth solution of equation (4.21), with f0 ∈ H5. Then
sup
0<t<T
||f ||H4 ≤ C
(
||f ||L2 + sup
0<t<T
||D−1F ||L2
)
≤ P (||f0||H5)
where P is some bounded function, for small enough T > 0.
4.2.3 The regularized system and local existence
In order to be able to apply a Picard’s theorem we will regularize the system by using two parameters,
δ and κ. With the parameter δ we regularize the transport term and with the parameter κ the Λ
operator. We will consider the following system for (εκ(t), fκ, δ(x, t)).
∂tf
κ, δ(x) =− 1
pi
φδ ∗
∫ ∞
−∞
(
φδ ∗ ∂xfκ, δ(x)− φδ ∗ ∂yfκ, δ(y)
)
Kεκ+κ(x, y)dy (4.34)
+ κφδ ∗ ∂2xφδ ∗ fκ,δ (4.35)
fκ, δ(x, 0) =f0(x)
∂tε
κ =1 (4.36)
εκ(0) =0.
where κ, δ > 0, φ is a positive and smooth function with mean equal to one and φδ =
1
δφ
(
x
δ
)
.
The Picard’s theorem that we will apply is the following
Theorem 4.13 (Picard) Let B be a Banach space and O ⊂ B an open set. Let’s consider the
equation
dX(t)
dt
=F[X] (4.37)
X(0) =X0 (4.38)
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where
F : O → B
is bounded and X0 ∈ O. Then, if F is Lipschitz in O, i.e.,
||F[X1]− F[X2]||B ≤ C(O)||X1 −X2||B ,
there exist T > 0 and X(t) ∈ C([0, T ], O) solving (4.37), (4.38). Here T depends on C(O).
By applying theorem 4.13 the following result holds
Theorem 4.14 Let f0 ∈ H4(R) and δ, κ > 0. Then there exist Tκ,δ > 0 (depending on κ and δ) and
fκ, δ ∈ C([−Tκ,δ, Tκ,δ);H4(R))
such that (εκ = t, fκ, δ(x, t)) solve the system (4.34), (4.36).
Proof: In order to apply theorem 4.13 we choose B = R×Hk,
Oκ,M = {(ε, f) ∈ R×Hk : ε > −κ
2
, ||f ||Hk < M},
X0 = (0, f
0) (we take M > ||f0||Hk) and F = (F1, F2) with F1 = c and
F2 = − 1
pi
φδ ∗
∫ ∞
−∞
(
φδ ∗ ∂xfκ, δ(x)− φδ ∗ ∂yfκ, δ(y)
)
Kεκ+κ(x, y)dy + κφδ ∗ ∂2xφδ ∗ fκ,δ(x)
Because the properties of the mollifiers φδ and that the kernel Kεκ+κ is not singular in Oκ,M (ε
κ+κ >
κ
2 in this open set), the hypothesis of theorem 4.13 can be checked. This is rather standard and we
will omit the details. 
proof of Thorem 4.1 Once, we dispose of the solutions (εκ, fδ,κ) we need to obtain estimates
independent of δ and κ, for positive time, in order to be able extend this solutions to an interval
[0, T ), with T independent of δ and κ and then pass to the limit. After we take four derivatives in F2
we find that
∂kxF2 =φδ ∗
(
a(x)φδ ∗ ∂k+1x f(x)
)
+ φδ ∗
∫ ∞
−∞
Kεk+κ(x, y)φδ ∗ ∂k+1x f(y)dy
+ κφδ ∗ ∂2xφδ ∗ fκ,δ + l.o.t.,
where
a(x) = −P.V.
∫ ∞
−∞
Kεκ+κ(x, y)dy.
Therefore, the main terms in the derivative 12∂t||f ||H4 are∫ ∞
−∞
φδ ∗
(
a(x)φδ ∗ ∂k+1x f(x)
)
∂kxf(x)dx
and ∫ ∞
−∞
φδ ∗
∫ ∞
−∞
Kεk+κ(x, y)φδ ∗ ∂k+1x f(y) dy ∂kxf(x)dx.
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The first term can be bounded in the following way∣∣∣∣∫ ∞−∞ φδ ∗ (a(x)φδ ∗ ∂k+1x f(x)) ∂kxf(x)dx
∣∣∣∣
=
∣∣∣∣∫ ∞−∞ a(x)φδ ∗ ∂k+1x f(x)φδ ∗ ∂kxf(x)dx
∣∣∣∣
≤ C||∂xa||L∞ ||∂kxf ||2L2 .
And in order to bound the second one we just notice that Kεκ+κ is not singular because ε
κ+κ = t+κ
and then we can integrate by parts in order to gain a derivative in x. Thus the uniform estimate in δ
are easy to get (the term coming from the Laplacian operator is treated in the usual way). The main
difficulty to prove theorem 4.1 is then performing estimates uniform in κ for the equation
∂tf
κ(x) = − 1
pi
∫ ∞
−∞
(∂xf
κ(x)− ∂xfκ(y))Kεκ+κ(x, y)dy + κ∂2xfκ. (4.39)
where εκ = t. We notice that because of the effect of the term κ∂2xf
κ the solution to (4.39) are actually
smooth, and then, we have enough regularity to apply our energy estimates to obtain estimates uniform
in κ as in the proof of Proposition 1. The only difference is that for the regularized system there is
the new term coming from the Laplacian but it can be treated again by using lemmas 4.11, 6.1 and
F.1. Once we have obtained estimates uniform in the parameter κ we can let κ tend to zero and
theorem 4.1 is proved.
5 Commutator estimates
In this section we will prove the estimates we used in section 4.2.2. We recall the main actors who
arise in them. The function A(x, t) is supposed to be smooth and with compact support in space.
The function σ(x, t) = 11+A(x,t)2 . The Kernel KA(x)(y) is given by
KA(y)
=
1
4piε2
{
−2Ay arctan (A) + (2ε+Ay) arctan
(
2ε+Ay
y
)
+ (Ay − 2ε) arctan
(
Ay − 2ε
y
)
+ y log
(
y2(1 +A2)
)
−y
2
log
(
y2 + (2ε+Ay)2
)− y
2
log
(
y2 + (Ay − 2ε)2)}
and KA ⊗ f(x) means
KA ⊗ f(x) ≡
∫ ∞
−∞
KA(x)(y)f(x− y)dy =
∫ ∞
−∞
KA(x)(x− y)f(y)dy
and
KˆA(x)(ξ) (5.1)
=
−isign(ξ)
2pi|ξ|t
{
1 +
1
4pi|ξ|t
(
e−4pi|ξ|tσ(x) (cos(4pi|ξ|tσ(x)A(x))
−A(x) sin(4pi|ξ|tσ(x)A(x)))− 1)} .
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We also use the notation
K(x; y) = KA(x)(y).
We also define
D̂−1f(x, t) = 1
1 + t|ξ| fˆ(ξ, t) D̂
−1f(x, t) =
1
1 + 2piitξ
fˆ(ξ, t).
The pseudo-differential operator c1f(x, t) and c2f(x, t) are given by the expressions
c1f(x, t) ≡
∫
R
e2piiξxm(ξ, x, t)
(
KˆA(x)(ξ)∂̂xf(ξ, t)−F [KA ⊗ ∂xf ] (ξ, t)
)
dξ,
c2f(x, t) =
∫
R
e2piixξm(ξ, x, t)
(
a(x, t)∂̂xf −F [a∂xf ](ξ, t)
)
dξ.
where
m(ξ, x, t) = e−H(t|ξ|,A(x,t))
with
H(t|ξ|, A(x, t))
=
∫ t|ξ|
0
1
τ
{
1 +
1
4piτ
(
e−4piτσ (cos(4piτσA)−A sin(4piτσA))− 1)} dτ.
It will be also convenient to use the following convection. Given a function, f , depending on two
variables, x and y we will write f(x; y) to indicate that
fˆ(x; ξ) =
∫
R
f(x; y)e−2piiξydy
is the Fourier transform of f with respect to the variable after the ”;” symbol. In the same way
∂f(x; y)
will be the derivative with respect to the variable after the ”;” symbol.
Then the expression (5.1) can be written
KˆA(x)(ξ) = Kˆ(x; ξ).
Finally 〈A〉 will denote some polynomial function evaluated in
(1 + ||A||H3)eC||A||H3 . (5.2)
5.1 The commutator c1f
Lemma 5.1 Let f(·, t) a distribution such that, its Fourier transform fˆ(·, t) is a function and∣∣∣∣∣∣∣∣ 11 + t| · | fˆ(·, t)
∣∣∣∣∣∣∣∣
L2(R)
<∞
for every t ∈ [0, T ], for some T > 0. Then
||c1f(·, t)||L2 ≤ 〈A〉
∣∣∣∣D−1f(·, t)∣∣∣∣
L2
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Proof: We will assume that, for every fixed t ∈ [0, T ], f(·, t) ∈ C∞c (R). To begin with we will split
c1f(x) in two parts
c1f(x) = c1f1(x) + c1f2(x)
with
c1f1 =
∫
R
e2piixξm˜(ξ, x, t)
1 + 2piitξ
1 + t|ξ|
×
(
Kˆ(x; ξ)F [∂xD−1f] (ξ)−F [KA ⊗ ∂xD−1f] (ξ)) dξ,
c1f2 =
∫
R
e2piixξm˜(ξ, x, t)
1 + 2piitξ
1 + t|ξ|
× (F [KA ⊗ ∂xD−1f] (ξ)−F [D−1KA ⊗D∂xD−1f] (ξ)) dξ
and where m˜(ξ, x, t) is given by
m˜(ξ, x, t) = e−H(x, t|ξ|)+log(1+t|ξ|).
To make the notation more compact we also define
m](ξ, x, t) = m˜(ξ, x, t)
1 + 2piitξ
1 + t|ξ| .
Estimation for c1f1:
We first bound the L2−norm of c1f1. The proof of this bound starts with the same strategy that
the proof of theorem 2 in [21]. We write
g(x) = D−1f(x)
and notice that, on one hand,
KˆA(x)∂̂xg(ξ) =
∫
R
e−2piizξK(x; z)dz
∫
R
e−2piiyξ∂yg(y)dy
=
∫
R
e−2piiyξ∂yg(y)
∫
R
e−2piizξK(x; z)dzdy
=
∫
R
∂yg(y)
∫
R
K(x; z − y)e−2piizξdz dy,
where in order to obtain the last equality we just make the change of variable z = z′ − y.
On the other hand
F [KA ⊗ ∂xg](ξ) =
∫
R
e−2piizξ
∫
R
K(z; z − y)∂yg(y)dy,
and therefore
KˆA(x)∂̂xg(ξ)−F [KA ⊗ ∂xg](ξ)
=
∫
R
e−2piizξ
∫
R
(K(x; z − y)−K(z; z − y)) ∂yg(y)dy dz.
Thus
c1f1(x) =
∫
R2
e2pii(x−z)ξm˜(ξ, x, t)
∫
R
(K(x; z − y)−K(z; z − y)) ∂yg(y)dy dz dξ.
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Now we will integrate by parts to gain a derivative in the function g. This gain will cost a factor 1t
that it is the main problem we have to deal with in this estimate. Indeed∫
R
K(x; z − y)∂yg(y)dy = 1
t
g(z) +
∫
R
K˜(x; z − y)g(y)dy,
where
K˜(x; y) =
A(x)
4pit2
{
−2 arctan(A(x)) + arctan
(
A(x)− 2t
y
)
+ arctan
(
A(x) +
2t
y
)}
+
1
4pit2
{
log
(
y2(1 +A(x)2)
)− 1
2
log
(
y2 + (−2t+A(x)y)2)
−1
2
log
(
y2 + (2t+A(x)y)2
)}
.
By using this inequality in the expression for c1f1 we obtain that
c1f1(x) =
∫
R2
e2pii(x−z)ξm](ξ, x, t)
∫
R
(
K˜(x; z − y)− K˜(z; z − y)
)
g(y)dy dz dξ.
Now, as in the proof of theorem 2 in [21], we will use the identity
1
1 + 2pii(x− z) (1 + ∂ξ)e
2pii(x−z)ξ = e2pii(x−z)ξ
to integrate by parts and yield
c1f1(ξ)
=
∫
R3
e2pii(x−z)ξ
m](ξ, x, t)
1 + 2pii(x− z)
(
K˜(x; z − y)− K˜(z; z − y)
)
g(y)dy dz dξ
−
∫
R3
e2pii(x−z)ξ
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
(
K˜(x; z − y)− K˜(z; z − y)
)
g(y)dy dz dξ
≡ c1f11(x) + c1f12(x).
Estimation for c1f11:
We will focus now in the term c1f11(x). Since
e2pii(x−z)ξ =
1
2pii(x− z)∂ξe
2pii(x−z)ξ
and integration by parts yields
c1f11 = −
∫
R3
e2pii(x−z)ξ
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
K˜(x; z − y)− K˜(z; z − y)
2pii(x− z) g(y)dy dz dξ
Writing the difference K˜(x; z − y)− K˜(z; z − y) in the integral form∫ x
z
∂x′K˜(x
′; z − y)dx′
and defining the function
l(z − y;x′) = ∂x′K˜(x′; z − y)
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the term c1f11(x) is equivalent to
c1f11 =−
∫
R3
e2pii(x−z)ξ
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
1
2pii(x− z)
×
∫ x
z
∫
R
lˆ(z − y; η)e2piix′ηdηdx′g(y)dy dz dξ
= −
∫
R3
e2pii(x−z)ξ
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
1
2pii(x− z)
×
∫
R
lˆ(z − y; η)e
2piixη − e2piizη
2piiη
dηg(y)dy dz dξ
= −
∫
R4
e2pii(x−z)ξe2piizη
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
e2pii(x−z)η − 1
(2pii)2(x− z)η
× lˆ(z − y; η)g(y)dηdydzdξ.
To compute the L2−norm of c1f11 we take the scalar product of this term with v ∈ C∞c (R) and we
will use the fourier transform of v to write
(c1f11, v)L2(R)
= −
∫
R6
e2piix(ξ+λ)e2piiz(η−ξ)
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
e2pii(x−z)η − 1
(2pii)2(x− z)η
× lˆ(z − y; η)g(y)vˆ(λ)dηdydzdξdxdλ.
An integration by parts yields
(c1f11, v)L2(R) (5.3)
= −
∫
R6
e2piix(ξ+λ)e2piiz(η−ξ)(1− ∂x)
(
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
e2pii(x−z)η − 1
(2pii)2(x− z)η
)
lˆ(z − y; η)
× g(y) vˆ(λ)
1 + 2pii(ξ + λ)
dηdydzdξdxdλ.
Expanding the term
(1− ∂x)
(
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
e2pii(x−z)η − 1
(2pii)2(x− z)η
)
we find three different kind of terms that will be bound separately
(1− ∂x)
(
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
e2pii(x−z)η − 1
(2pii)2(x− z)η
)
= ∂ξm
](ξ, x, t)
(
1
1 + 2pii(x− z) +
2pii
(1 + 2pii(x− z))2
)
e2pii(x−z)η − 1
(2pii)2(x− z)η
− ∂2xξm](ξ, x, t)
1
1 + 2pii(x− z)
e2pii(x−z)η − 1
(2pii)2(x− z)η
− ∂ξm](ξ, x, t) 1
1 + 2pii(x− z)
2pii(x− z)ηe2pii(x−z)η − e2pii(x−z)η + 1
(2pii(x− z)η)2 η.
This expansion gives rise to the following splitting
(c1f11, v) = I1 + I2 + I3. (5.4)
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The term I1 in (5.4). For the I1 we have that
|I1| =
∣∣∣∣∫
R6
e2piix(ξ+λ)e2piiz(η−ξ)∂ξm](ξ, x, t)
(
1
1 + 2pii(x− z) +
2pii
(1 + 2pii(x− z))2
)
× e
2pii(x−z)η − 1
(2pii)2(x− z)η lˆ(z − y; η)g(y)
vˆ(λ)
1 + 2pii(ξ + λ)
dηdydzdξdxdλ.
∣∣∣∣
=
∣∣∣∣∫
R2
∂ξm
](ξ, x, t)e2piixξG(ξ;x)h(ξ, x)dxdξ
∣∣∣∣
where
G(ξ;x) =
∫
R3
e2pii(η−ξ)z
(
1
1 + 2pii(x− z) +
2pii
(1 + 2pii(x− z))2
)
× e
2pii(x−z)η − 1
(2pii)2(x− z)η lˆ(z − y; η)g(y)dηdzdy
and
h(ξ, x) =
∫
R
e2piixλ
1
1 + 2pii(ξ + λ)
vˆ(λ)dλ.
Next we compute the derivative of m˜ with respect to ξ. It is easy to check that
∂ξm˜(ξ, x, t)
= −tsign(ξ)
(
1
t|ξ|
{
1 +
1
4pit|ξ|
(
e−4pit|ξ|σ (cos(4pit|ξ|σA)−A sin(4pit|ξ|σA))− 1
)}
− 1
1 + t|ξ|
)
m˜(ξ, x, t).
In addition
∂ξ
1 + 2piitξ
1 + t|ξ| = t
(
2pii
1 + t|ξ| −
sign(ξ) + 2piit|ξ|
(1 + t|ξ|)2
)
.
Therefore
∂ξm
](ξ, x, t) ≡ tb(ξ, x, t)
with b(ξ, x, t) ∈ L∞[R× R× [0, T )] thanks to lemma F.1. (here A = A(x, t) and σ = σ(x, t)). Thank
to this factor t we will be able to prove the lemma.
Just applying Ho¨lder inequality yields
I1 ≤ 〈A〉||tG||L2×L2 ||h||L2×L2 .
And because of lemma 3.1 in [21] we know that
||h||L2×L2 ≤ C||v||L2 .
Then it remains to prove that
||tG||L2×L2 ≤ 〈A〉||g||L2 .
In order to do it we first take Fourier transform in x-variable in such a way that
||G(ξ; x)||L2(dξ×dx) = ||Gˆ(ξ; α)||L2(dξ×dx).
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by Plancherel’s theorem. Then we are concerned with the L2− estimate of
G(ξ;α) =
∫
R4
e2pii(η−ξ)ze−2piixα
(
1
1 + 2pii(x− z) +
2pii
(1 + 2pii(x− z))2
)
× e
2pii(x−z)η − 1
(2pii)2(x− z)η lˆ(z − y; η)g(y)dηdzdydx
=
∫
R4
e2pii(η−ξ−α)ze−2piixα
(
1
1 + 2piix
+
2pii
(1 + 2piix)2
)
× e
2piixη − 1
(2pii)2xη
lˆ(z − y; η)g(y)dηdzdydx,
where we did the change of variables x′ = x− z. Then we can write
G(ξ;α) =
∫
R4
e2pii(η−ξ)ze−2piixα
(
1
1 + 2pii(x− z) +
2pii
(1 + 2pii(x− z))2
)
× e
2pii(x−z)η − 1
(2pii)2(x− z)η lˆ(z − y; η)g(y)dηdzdydx
=
∫
R4
e2pii(η−ξ−α)ze−2piixα
(
1
1 + 2piix
+
2pii
(1 + 2piix)2
)
× e
2piixη − 1
(2pii)2xη
lˆ(z − y; η)g(y)dηdzdydx
=
∫
R
Sˆ(η; ξ + α− η)ψˆ(η; α)dη,
where
S(η; z) =
∫
R
lˆ(z − y; η)g(y)dy
ψ(η; x) =
(
1
1 + 2piix
+
2pii
(1 + 2piix)2
)
e2piixη − 1
(2pii)2xη
.
Once we have arrived to this expression for Gˆ(ξ;α) we take L2×L2-norm and bound it in the following
way
||tG||2L2×L2 =
∫
R2
∣∣∣∣∫
R
tSˆ(η; ξ + α− η)ψ(η;α)
∣∣∣∣2 dαdξ
=
∫
R2
∣∣∣∣∫
R
(1 + 2piiη)tSˆ(η; ξ + α− η)ψ(η;α) 1
1 + 2piiη
dη
∣∣∣∣2 dαdξ
≤
∣∣∣∣∣∣∣∣ 11 + 2piiη
∣∣∣∣∣∣∣∣2
L2
∫
R3
|(1 + 2piiη)|2
∣∣∣tSˆ(η ξ + α− η)∣∣∣2 ∣∣∣ψˆ(η;α)∣∣∣2 dηdξdα
≤ C
∫
R3
|(1 + 2piiη)|2
∣∣∣tSˆ(η; ξ)∣∣∣2 ∣∣∣ψˆ(η;α)∣∣∣2 dξdαdη.
Now we notice that ∫
R
|ψˆ(η; α)|2dα =
∫
R
|ψ(η; x)|2dx ≤ C.
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where the constant C does not depend on η. Thus
||tG||2L2×L2 ≤ C
∫
R2
∣∣∣(1 + 2piiη)tSˆ(η; ξ)∣∣∣2 dξdη
= C
∫
R2
|(1 + 2piiη)tS(η; z)|2 dzdη
In addition
(1 + 2piiη)tS(η; z) =
∫
R
F [(1 + ∂)tl(z − y;x)](z − y; η)g(y)dy,
and again we have the identity∫
R2
|(1 + 2piiη)tS(η; z)|2 dzdη =
∫
R2
∣∣∣∣∫
R
(1 + ∂x)tl(z − y;x)g(y)dy
∣∣∣∣2 dzdx.
Let’s call Q(z − y;x) = (1 + ∂x)tl(z − y;x). Since∣∣∣∣∫
R
Q(z − y;x)g(y)dy
∣∣∣∣ ≤ (∫
R
|Q(z − y;x)|dy
) 1
2
(∫
R
|Q(z − y;x)| |g(y)|2
) 1
2
we have that ∫
R
∣∣∣∣∫
R
Q(z − y;x)g(y)dy
∣∣∣∣2 dz ≤ ∫
R
|Q(y;x)|dy
∫
R2
|Q(z − y;x| |g(y)|2dzdy
=
(∫
R
|Q(z;x)|dz
)2
||g||2L2 .
This last estimate yields
||tG||2L2×L2 ≤ C
(∫
R
(∫
R
|Q(x; z)|dz
)2
dx
)
||g||2L2 .
We recall that Q(x; z) = (1 + ∂x)∂xtK˜(x; z) and then by lemma F.5
Then we have proven that
|I1| ≤ 〈A〉||v||L2 ||g||L2 .
The term I2 in (5.4). The term I2 is given by the expression
I2 = −
∫
R6
e2pix(ξ+λ)e2piiz(η−ξ)∂2xξm˜(ξ, x, t)
1
1 + 2pii(x− z)
e2pii(x−z)η − 1
(2pii)2(x− z)η
lˆ(z − y; η)g(y) vˆ(λ)
1 + 2pii(ξ + λ)
dηdydzdξdxdλ.
Therefore
|I2| =
∣∣∣∣∫
R2
∂2ξ xm˜(ξ, x, t)e
2piixξG(ξ;x)h(ξ, x)dxdξ
∣∣∣∣
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where
G(ξ;x) =
∫
R3
e2pii(η−ξ)z
(
1
1 + 2pii(x− z)
)
× e
2pii(x−z)η − 1
(2pii)2(x− z)η lˆ(z − y; η)g(y)dηdzdy
and
h(ξ, x) =
∫
R
e2piixλ
1
1 + 2pii(ξ + λ)
vˆ(λ)dλ.
Then, lemma F.1 and similar computations that those one for I1 yields
|I2| ≤ 〈A〉||g||L2 ||v||L2 .
The estimate for I3 in (5.4). To bound the term I3 we follow the same steps than for I2. The only
difference is than in this case we need to charge an extra derivative in x on l(z − y;x). Indeed
Estimation for c1f12:
We recall the definition of c1f12.
c1f12
= −
∫
R3
e2pii(x−z)ξ
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
(
K˜(x; z − y)− K˜(z; z − y)
)
g(y)dy dz dξ.
Let us describe the main differences between the bound of c1f12 y c1f11. Since in c1f12 the derivative
with respect to ξ already arises we do not have to integrate by parts to get an extra factor t as we did
for c1f11. The rest of the proof is similar but we have to deal with one derivative less in the l(z−y; x).
We will discuss this point in detail. By making the same computation that we did for c1f11 we can
write that
(c1f12, v)
= −
∫
R6
e2piix(ξ+λ)e2piiz(η−ξ)(1− ∂x)
(
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
e2pii(x−z)η − 1
2piiη
)
× lˆ(z − y; η)g(y) vˆ(λ)
1 + 2pii(ξ + λ)
dηdydzdξdxdλ.
At this point we recall that
l(z − y; x) = ∂xK˜(x; z − y) = ∂x
(
K˜(x; z − y)− K˜(∞; z − y)
)
≡ ∂xK˜c(x; z − y),
where
K˜(∞; z − y) ≡ lim
x→∞ K˜(x; z − y) = limx→−∞ K˜(x; z − y).
Thus if we define L(z − y;x) ≡ K˜c(x; z − y) we can write
1
2piiη
lˆ(z − y; η) = Lˆ(z − y; η)
and
(c1f12, v)
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= −
∫
R6
e2piix(ξ+λ)e2piiz(η−ξ)(1− ∂x)
(
∂ξm
](ξ, x, t)
1 + 2pii(x− z)
e2pii(x−z)η − 1
2pii
)
Lˆ(z − y; η)
× g(y) vˆ(λ)
1 + 2pii(ξ + λ)
dηdydzdξdxdλ.
This expression is equivalent to (5.3) but with lˆ(z − y; η) replace by Lˆ(z − y; η) and
e2pii(x−z)η − 1
(2pii)2(x− z)η by
e2pii(x−z)η − 1
2pii
.
Thus similar computation apply and we can prove an estimate for c1f12 following the same steps
that we did for c1f11 if we control∫
R
t|K˜c(x; z)|dz,
∫
R
t|∂xK˜c(x; z)|dz,
∫
R
t|∂2xK˜c(x; z)|dz
in L2(R). Thanks to lemma F.6 we are able to bound these two terms.
Estimate for c1f2:
The term c1f2 was given by the expression
c1f2 =
∫
R
e2piixξm](ξ, x, t)
(F [KA ⊗ ∂xg] (ξ)−F [D−1KA ⊗D∂xg] (ξ)) dξ,
where again
g = D−1f.
By theorem 2 in [21] we can estimate
||c1f2||L2 ≤ 〈A〉||KA ⊗ ∂xg −D−1KA ⊗D∂xg||L2 .
In order to bound the L2-norm of this commutator we proceed as follows. Since
KA ⊗ h(x) =
∫
R
K(x;x− z)h(z)dz =
∫
R
K(x; z)h(x− z)dz
we can compute that
∂xKA ⊗ h =
∫
R
∂xK(x; z)h(x− z)dz +
∫
R
K(x; z)∂xh(x− z)dz
≡Kx ⊗ h+KA ⊗ ∂xh.
where we have called
Kx ⊗ h =
∫
R
∂xK(x; z)h(x− z)dz =
∫
R
(∂xK(x; z
′)))|z′=x−z h(z)dz.
Now we write
KA ⊗Dh = KA ⊗ h+ tKA ⊗ ∂xh = DKA ⊗ h− tKx ⊗ h,
and taking h = ∂xg we find that
KA ⊗ ∂xg −D−1KA ⊗D∂xg = D−1Kx ⊗ t∂xg.
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Then
KA ⊗ ∂xg −D−1KA ⊗D∂xg = D−1Kx ⊗DD−1t∂xg ≡ D−1Kx ⊗DG,
where
G = D−1t∂xg,
and therefore the L2−norm of G is bounded by the L2-norm of g.
As we did before
∂xKx ⊗G = ∂x
∫
R
∂xK(x; z)G(x− z)dz
=
∫
R
∂2xK(x; z)G(x− z)dz +Kx ⊗ ∂xG,
thus
Kx ⊗DG =Kx ⊗G+ tKx ⊗ ∂xG = DKx ⊗G− t
∫
R
∂2xG(x− z)dz
≡ DKx ⊗G− tKxx ⊗G.
and we find that
D−1Kx ⊗DG = Kx ⊗G− tD−1Kxx ⊗G.
Then we have to bound Kx ⊗G and Kxx ⊗G in L2. In order to do it we notice that
Kx ⊗G = ∂xA
∫
R
∂AKA(x− y)G(y)dy = ∂xA
∫
R
e2piiξx∂AKˆA(ξ)Gˆ(ξ)dξ
where, by
KˆA(ξ) =
−isign(ξ)
2pi|ξ|t
{
1 +
1
4pi|ξ|t
(
e−4pi|ξ|tσ(x) (cos(4pi|ξ|tσ(x)A(x))
−A(x) sin(4pi|ξ|tσ(x)A(x)))− 1)} .
Taking L∞-norm of ∂xA we see that is enough to estimate the pseudo-differential operator∫
R
e2piixξ∂AĤKA(ξ)HG(ξ)dξ
where
ĤKA(ξ) =
−1
2pi|ξ|t
{
1 +
1
4pi|ξ|t
(
e−4pi|ξ|tσ(x) (cos(4pi|ξ|tσ(x)A(x))
−A(x) sin(4pi|ξ|tσ(x)A(x)))− 1)} .
By using lemma F.1 and theorem 4.11 we have that
||Kx ⊗G||L2 ≤ 〈A〉||G||L2 ≤ 〈A〉||g||L2 .
Similar steps also prove that
||Kxx ⊗G||L2 ≤ 〈A〉||g||L2 .
This conclude the proof of lemma 5.1. 
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5.2 The commutator c2f
Lemma 5.2 Let f(·, t) a distribution such that, its Fourier transform fˆ(·, t) is a function and∣∣∣∣∣∣∣∣ 11 + t| · | fˆ(·, t)
∣∣∣∣∣∣∣∣
L2(R)
<∞
for every t ∈ [0, T ], for some T > 0. Then
||c2f(x, t)||L2(dx) ≤ 〈A〉||a||H3
∣∣∣∣D−1f(x, t)∣∣∣∣
L2(dx)
Proof: We will assume that, for every fixed t ∈ [0, T ], f(·, t) ∈ C∞c (R). To begin with we will split
c2f(x, t) in the following way
c2f(x, t) =
∫
R
e2piixξm(ξ, x, t)2piiξ
(
a(x, t)fˆ(ξ, t)− âf(ξ, t)
)
dξ
+
∫
R
e2piixξm(ξ, x, t)f̂∂xa(ξ, t)dξ
=
∫
R
e2piixξm˜(ξ, x, t)2piiξ
(
a(x, t)D̂−1f(ξ, t)−F [aD−1f ](ξ, t)
)
dξ
+
∫
R
e2piixξm˜(ξ, x, t)2piiξ
(F [aD−1f ](ξ, t)−F [D−1(af)]) dξ
+
∫
R
e2piixξm(ξ, x, t)f̂∂xa(ξ, t)dξ
=
∫
R
e2piixξm˜(ξ, x, t)2piiξ
(
a(x, t)D̂−1f(ξ, t)−F [aD−1f ](ξ, t)
)
dξ
+
∫
R
e2piixξm˜(ξ, x, t)
(F [aD−1∂xf ](ξ, t)−F [D−1(a∂xf)]) dξ
+
∫
R
e2piixξm˜(ξ, x, t)F [∂xaD−1f ](ξ, t)dξ
≡ c2f1 + c2f2 + c2f3.
Estimation of c2f1:
We call g(x, t) = D−1f(x, t). By integrating by parts we obtain that
c2f1 =
∫
R2
e2pii(x−y)ξm˜(ξ, x, t)2piiξ(a(x)− a(y))g(y)dydξ
=
∫
R2
e2pii(x−y)ξ(1− ∂ξ)m˜(ξ, x, t)2piiξ(a(x)− a(y)) g(y)
1 + 2pii(x− y)dydξ
≡ c2f11 + c2f12.
Estimation of c2f11.
In c2f11 we will integrate by parts to obtain that
c2f11 = −
∫
R2
e2pii(x−y)ξ∂ξ (m˜(ξ, x, t)2piiξ)
a(x)− a(y)
2pii(x− y)
g(y)
1 + 2pii(x− y)dydξ,
where
b(ξ, x, t) = ∂ξ (m˜(ξ, x, t)2piiξ)
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belongs to L∞ × L∞ by lemma F.1. By using Fourier transform we see that
a(x)− a(y)
x− y =
∫
R
∂̂xa(η)
e2piiηx − e2piiηy
2piiη(x− y) dη.
Thus
c2f11 = −
∫
R3
e2piixξe2pii(η−ξ)yb(ξ, x, t)∂̂xa(η)
e2piiη(x−y) − 1
2piiη(x− y)
g(y)
1 + 2pii(x− y)dydηdξ.
Multiplying and integrating by v we have that
(cf11, v)
=
∫
R5
e2piix(ξ+λ)e2pii(η−ξ)yb(ξ, x, t)∂̂xa(η)
e2piiη(x−y) − 1
2piiη(x− y)
× g(y)vˆ(λ)
1 + 2pii(x− y)dλdydηdξdxdξ
=
∫
R5
e2piix(ξ+λ)e2pii(η−ξ)y(1− ∂x)
{
b(ξ, x, t)
1 + 2pii(x− y)
e2piiη(x−y) − 1
2piiη(x− y)
}
∂̂xa(η)
× g(y)vˆ(λ)
1 + 2pii(ξ + λ)
dλdydηdξdxdξ
=
∫
R5
e2piix(ξ+λ)e2pii(η−ξ)y
{
1
1 + 2pii(x− y) +
2pii
(1 + 2pii(x− y))2
}
e2piiη(x−y) − 1
2piiη(x− y) ∂̂xa(η)
× g(y)vˆ(λ)
1 + 2pii(ξ + λ)
dλdydηdξdxdξ
−
∫
R5
e2piix(ξ+λ)e2pii(η−ξ)y∂xb(ξ, x, t)∂̂xa(η)
e2piiη(x−y) − 1
2piiη(x− y)
× g(y)vˆ(λ)
1 + 2pii(x− y)dλdydηdξdxdξ
−
∫
R5
e2piix(ξ+λ)e2pii(η−ξ)yb(ξ, x, t)∂̂xa(η)∂x
e2piiη(x−y) − 1
2piiη(x− y)
× g(y)vˆ(λ)
1 + 2pii(x− y)dλdydηdξdxdξ
≡ I1 + I2 + I3.
The bound of these three terms is similar that those ones for c1f11 in the proof of lemma 5.1. We give
the details of the estimation of I1. By defining
G(ξ;x) =
∫
R2
e2pii(η−ξ)y∂̂xa(η)
{
1
1 + 2pii(x− y) +
2pii
(1 + 2pii(x− y))2
}
e2piiη(x−y) − 1
2piiη(x− y) g(y)dydη
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and
h(ξ, x) =
∫
R
e2piixλ
vˆ(λ)
1 + 2pii(ξ + λ)
dλ
we can write I1 in the following way
I1 =
∫
R2
e2piixξb(ξ, x, t)G(ξ;x)h(ξ, x)dxdξ.
And then, by lemma F.1
|I1| ≤ 〈A〉||G||L2(R×R).
In addition ||G||L2(R×R) = ||Gˆ||L2(R×R) where
Gˆ(ξ;α)
=
∫
R2
e2pii(η−ξ)y∂̂xa(η)g(y)
×
∫
R
e−2piixα
{
1
1 + 2pii(x− y) +
2pii
(1 + 2pii(x− y))2
}
e2piiη(x−y) − 1
2piiη(x− y) dxdydη
=
∫
R2
e2piiy(η−ξ−α)∂̂xa(η)g(y)ψˆ(η;α)dydη
=
∫
R
gˆ(ξ − η + α)∂̂xa(η)ψˆ(η;α)dη,
where
ψ(η;x) =
{
1
1 + 2piix
+
2pii
(1 + 2piix)2
}
e2piiηx − 1
2piiηx
.
Thus we can estimate
||Gˆ||2L(R×R) =
∫
R2
∣∣∣∣∫
R
gˆ(ξ − η + α)∂̂xa(η)ψˆ(η;α)dη
∣∣∣∣2 dαdξ,
≤ C
∫
R3
|F [(1 + ∂x)∂xa](η)|2 |gˆ(ξ − η + α)|2
∣∣∣ψˆ(η;α)∣∣∣2 dαdηdξ
≤ sup
η
||ψ(η; ·)||2L2 ||(1 + ∂x)∂xa||2L2 ||g||2L2 .
With this estimation we finish the proof of the bound for the L2−norm of c2f11.
Estimation of c2f12:
This estimate follows similar steps that the estimation for c1f12 with the same differences that in
the previous estimate.
Estimation of c2f2:
By applying theorem 4.11 and calling again g = D−1f we have that
||cf2||L2 ≤ C||a∂xg −D−1 (aD∂xg) ||L2 .
By definition
aD∂xg = a∂xg + taΛgx = a∂xg + tΛ(a∂x) + t[a,Λ]∂xg = D(a∂xg) + t[a,Λ]∂xg
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Thus
D−1(aD∂xg)− a∂xg = D−1[a,Λ]t∂xg
In addition we can write that
D−1(aD∂xg)− a∂xg = D−1[a,Λ]t∂xg = D−1[a,Λ]Dt∂xD−1g,
and we call h = t∂xD−1g. Obviously ||h||L2 ≤ ||g||L2 . Then we have to estimate D−1[a,Λ]Dh in L2.
In order to do it we compute
[a,Λ]Dh = [a,Λ]h+ t[a,Λ]Λh = D[a,Λ]h+ t ([a,Λ]Λh− Λ[a,Λ]h) ,
and we have that
D−1[a,Λ]Dh = [a,Λ]h+D−1t ([a,Λ]Λh− Λ[a,Λ]h) .
Therefore we have an estimate in L2. We present here the proof for completeness.
||[a,Λ]Λh− Λ[a,Λ]h||2L2 = ||F [[a,Λ]Λh− Λ[a,Λ]h]||2L2
=
∫
R
∣∣∣∣∫
R
(|ξ − η| − |ξ|)2 fˆ(ξ − η)aˆ(η)dη
∣∣∣∣2 dξ
≤ C
∫
R
∣∣∣∣∫
R
|fˆ(ξ − η)||∂̂2xa(η)|dη
∣∣∣∣2 dξ
≤ C
∫
R2
|fˆ(ξ − η)|2|F [(1 + ∂x)∂2xa](η)|2dξdη
≤ C||f ||2L2 ||(1 + ∂x)∂2xa||2L2 .
Estimation for c2f3:
The estimation of this term is a direct application of theorem 4.11 and lemma F.1.
Then the proof of lemma 5.2 is already finished. 
6 Coercivity of m˜ for small t
In this section we will use the same notation than in section 5. We will prove the following lemma,
Lemma 6.1 Let f(·, t) ∈ L2(R) for every t ∈ [0, T ] for some T > 0. Then the pseudo-differential
operator
m˜f(x) ≡
∫
R
e2piixξm˜(ξ, x, t)fˆ(ξ)dξ
satisfies
||m˜f(x)||L2 ≥ 〈A〉(1− 〈A〉t)||f ||L2 .
Proof:We will assume that, for every fixed t ∈ [0, T ], f(·, t) ∈ C∞c (R). Let’s define the pseudo-inverse
q˜f =
∫
R
e2piiξxq˜(ξ, x, t)fˆ(ξ)dξ,
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where q˜(ξ, x, t) = 1m˜(ξ,x,t) . Then
f = (I− q˜m˜) f + q˜m˜f
and taking norms yields
||f ||L2 ≤ ||I− q˜m˜||L2→L2 ||f ||L2 + ||q˜||L2→L2 ||m˜f ||L2 .
Thus we need to prove that
||q˜m˜− I||L2→L2 ≤ 〈A〉t. (6.1)
In order to prove (6.1) we will write q˜mf as follows
q˜mf =
∫
R3
e2pii(xξ−ξy+yη)q˜(ξ, x, t)m˜(η, y, t)fˆ(η)dηdydξ.
In addition
q˜(ξ, x, t)m˜(η, y, t) = (q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)
+ q˜(η, x, t)(m˜(η, y, t)− m˜(η, x, t)) + q˜(η, x, t)m˜(η, x, t)
= (q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)
+ q˜(η, x, t)(m˜(η, y, t)− m˜(η, x, t)) + 1.
Therefore, we can write
(q˜m˜− I) f(x) =
∫
R3
e2pii(xξ−ξy+yη)(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)fˆ(η)dηdydξ
+
∫
R3
e2pii(xξ−ξy+yη)q˜(η, x, t)(m˜(η, y, t)− m˜(η, x, t))fˆ(η)dηdydξ.
Here is easy to check that the second term in right hand side is equal to zero. Then we have to bound
in L2 the operator
(q˜m˜− I) f(x) =
∫
R3
e2pii(xξ−ξy+yη)(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)fˆ(η)dηdydξ.
In order to do it we proceed as follows
(q˜m˜− I) f(x) =
∫
R4
e2pii(xξ−ξy+yη−ηz)(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)f(z)dzdηdydξ,
and using that
1
1 + 2pii(y − z) (1 + ∂η)e
2pii(y−z)η = e2pii(y−z)η,
an integration by parts yields
(q˜m˜− I) f(x)
=
∫
R4
e2pii(xξ−ξy+yη−ηz)(1− ∂η) {(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)} f(z)dzdηdydξ
=
∫
R4
e2pii(xξ−ξy+yη−ηz) {(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)} f(z)
1 + 2pii(y − z)dzdηdydξ
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+∫
R4
e2pii(xξ−ξy+yη−ηz)∂η (q˜(η, x, t))m˜(η, y, t))
f(z)
1 + 2pii(y − z)dzdηdydξ︸ ︷︷ ︸
=0
−
∫
R4
e2pii(xξ−ξy+yη−ηz)q˜(ξ, x, t)∂ηm˜(η, y, t)
f(z)
1 + 2pii(y − z)dzdηdydξ
=
∫
R4
e2pii(xξ−ξy+yη−ηz) {(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)} f(z)
1 + 2pii(y − z)dzdηdydξ
−
∫
R4
e2pii(xξ−ξy+yη−ηz)q˜(ξ, x, t)∂ηm˜(η, y, t)
f(z)
1 + 2pii(y − z)dzdηdydξ
≡ (q˜m˜− I) f1 + (q˜m˜− I) f2.
Estimation for (q˜m˜− I) f1:
In order to estimate (q˜m˜− I) f1 we integrate again by parts to obtain
(q˜m˜− I) f1
=
∫
R4
e2pii(xξ−ξy+yη−ηz)(1− ∂ξ) {(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)}
× f(z)
(1 + 2pii(y − z))(1 + 2pii(x− y))dzdηdydξ
=
∫
R4
e2pii(xξ−ξy+yη−ηz)(q˜(ξ, x, t)− q˜(η, x, t))m˜(η, y, t)
× f(z)
(1 + 2pii(y − z))(1 + 2pii(x− y))dzdηdydξ
−
∫
R4
e2pii(xξ−ξy+yη−ηz)∂ξ q˜(ξ, x, t)m˜(η, y, t)
× f(z)
(1 + 2pii(y − z))(1 + 2pii(x− y))dzdηdydξ
≡ (q˜m˜− I) f11 + (q˜m˜− I) f12.
Estimation for (q˜m˜− I) f11:
In order to bound (q˜m˜− I) f11 we define
hf (y, η) ≡
∫
R
e−2piiηz
f(z)
1 + 2pii(y − z)dz. (6.2)
Then we have that
(q˜m˜− I) f11(x) =
∫
R3
e2pii(xξ−ξy+yη)
(q˜(ξ, x)− q˜(η, x)) m˜(η, y)hf (y, η)
1 + 2pii(x− y) dηdydξ.
Now we integrate by parts with respect to y in the following way,
(q˜m˜− I) f11(x) =
∫
R3
−1
2pii(ξ − η)∂ye
2pii(xξ−ξy+yη) (q˜(ξ, x)− q˜(η, x)) Γf (y, η)
1 + 2pii(x− y) dydηdξ
=
∫
R3
e2pii(xξ−ξy+yη)Q(ξ, η, x)∂y
(
Γf (y, η)
1 + 2pii(x− y)
)
dηdydξ,
where
Γf (y, η) ≡m˜(η, y)hf (y, η),
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Q(ξ, η, x) ≡ (q˜(ξ, x)− q˜(η, x))
2pii(ξ − η) .
And integrating again by parts yields
(q˜m˜− I) f11(x) =
∫
R3
e2pii(xξ−ξy+yη)
Q(ξ, η, x)
1 + 2pii(η − ξ) (1− ∂y)
(
Γf (y, η)
1 + 2pii(x− y)
)
dηdydξ.
Now we proceed by duality
((q˜m˜− I) f11, v) =∫
R5
e2pii(xξ−ξy+yη+λx)
vˆ(λ)Q(ξ, η, x)
1 + 2pii(η − ξ) (1− ∂y)∂y
(
Γf (y, η)
1 + 2pii(x− y)
)
dηdydξdxdλ,
and integrating by parts in x we have that
((q˜m˜− I) f11, v) =∫
R5
e2pii(xξ−ξy+yη+λx)
vˆ(λ)
1 + 2pii(ξ + λ)
1
1 + 2pii(η − ξ)
× (1− ∂x)
(
Q(ξ, η, x)(1− ∂y)∂y
(
Γf (y, η)
1 + 2pii(x− y)
))
dηdydξdxdλ.
As usual we take
h(x, ξ) =
∫
R
e2piiλx
1 + 2pii(ξ + λ)
dλ,
and also,
G(ξ;x) =
∫
R2
e2pii(η−ξ)y
1
1 + 2pii(η − ξ)
× (1− ∂x)
(
Q(ξ, η, x)(1− ∂y)∂y
(
Γf (y, η)
1 + 2pii(x− y)
))
dηdy.
We then have that
((q˜m˜− I) f11, v) =∫
R2
e2piixξG(ξ;x)h(ξ;x)dξdx,
so that we can estimate
|((q˜m˜− I) f11, v)| ≤ ||G||L2×L2 ||h||L2×L2 ≤ C||G||L2×L2 ||v||L2 .
Let us write G(ξ;x) in the following way
G(ξ;x) =
∫
R
1
1 + 2pii(η − ξ)Q
](ξ, η, x)dη
with
Q](ξ, η, x) =
∫
R
e2pii(η−ξ)y(1− ∂x)
(
Q(ξ, η, x)(1− ∂y)∂y
(
Γf (y, η)
1 + 2pii(x− y)
))
dy
45
We will bound
|G(ξ;x)|2 ≤ C
∫
R
|Q](ξ, η, x)|2dη
to obtain that
||G||L2×L2 ≤ C
∫
R3
|Q](ξ, η, x)|2dηdξdx.
Now notice that
(1− ∂x)
(
Q(ξ, η, x)(1− ∂y)
(
Γf (η, y)
1 + 2pii(x− y)
))
= Q(ξ, η, x)(1− ∂y)∂y
(
Γf (y, η)(1− ∂x)
(
1
1 + 2pii(x− y)
))
− ∂xQ(ξ, η, x)(1− ∂y)∂y
(
Γf (y, η)
1 + 2pii(x− y)
)
.
Then ∫
R3
|Q](ξ, η, x)|2dηdξdx
=
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ)y(1− ∂x)
(
Q(ξ, η, x)(1− ∂y)∂y
(
Γf (η, y)
1 + 2pii(x− y)
))
dy
∣∣∣∣2 dξdηdx
≤ ||Q||L∞×L∞×L∞
×
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ)y(1− ∂y)∂y
(
Γf (y, η)(1− ∂x)
(
1
1 + 2pii(x− y)
))
dy
∣∣∣∣2 dηdξdx
+ ||∂xQ||L∞×L∞×L∞
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ)y(1− ∂y)∂y
(
Γf (y, η)
1 + 2pii(x− y)
)
dy
∣∣∣∣2 dηdξdx
≡ ||Q||L∞×L∞×L∞I1 + ||∂xQ||L∞×L∞×L∞I2.
In addition we write
(1− ∂y)∂y
(
Γf (y, η)(1− ∂x) 1
1 + 2pii(x− y)
)
= ∂y
(
−∂yΓf (y, η)(1− ∂x) 1
1 + 2pii(x− y) + Γf (y, η)(1− ∂y)(1− ∂x)
1
1 + 2pii(x− y)
)
= ∂y
(
−∂yΓf (y, η)(1− ∂x) 1
1 + 2pii(x− y) + Γf (y, η)(1 + ∂x)(1− ∂x)
1
1 + 2pii(x− y)
)
= −∂2yΓf (y, η)(1− ∂x)
1
1 + 2pii(x− y) − ∂yΓf (y, η)(1− ∂x)∂x
1
1 + 2pii(x− y)
+ ∂yΓf (y, η)(1 + ∂x)(1− ∂x) 1
1 + 2pii(x− y) − Γf (y, η)(1 + ∂x)(1− ∂x)∂x
1
1 + 2pii(x− y)
= ∂2yΓf (y, η)(1− ∂x)
1
1 + 2pii(x− y) + ∂yΓf (y, η)(1− ∂x)
1
1 + 2pii(x− y)
− Γf (y, η)(1 + ∂x)(1− ∂x)∂x 1
1 + 2pii(x− y) .
46
and we define
g1(x) =(1− ∂x) 1
1 + 2piix
g2(x) =(1− ∂2x)∂x
1
1 + 2piix
.
Then
I1 ≤
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ)y
(
∂2yΓf (y, η) + ∂yΓf (y, η)
)
g1(x− y)dy
∣∣∣∣2 dxdξdη
+
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ)yΓf (y, η)g2(x− y)dy
∣∣∣∣2 dxdξdη
=
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ)y
(
∂2yΓf (y, η) + ∂yΓf (y, η)
) ∫
R
e2piixαg1(x− y)dxdy
∣∣∣∣2 dαdξdη
+
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ)yΓf (y, η)
∫
R
e2piixαg2(x− y)dxdy
∣∣∣∣2 dαdξdη
=
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ+α)y
(
∂2yΓf (y, η) + ∂yΓf (y, η)
)
gˆ1(α)dy
∣∣∣∣2 dαdξdη
+
∫
R3
∣∣∣∣∫
R
e2pii(η−ξ+α)yΓf (y, η)gˆ2(α)dy
∣∣∣∣2 dαdξdη
And integrating first in ξ we have that
I1 =||g1||2L2
∫
R2
∣∣∣∣∫
R
e2piiξy
(
∂2yΓf (y, η) + ∂yΓf (y, η)
)
dy
∣∣∣∣2 dξdη
+ ||g2||2L2
∫
R2
∣∣∣∣∫
R
e2piiξyΓf (y, η)dy
∣∣∣∣2 dξdη
≤ C
∫
R2
(|∂yΓf (y, η)|2 + |∂2yΓ(y, η)|2 + |Γf (y, η)|2) dydη
≤ C (||m˜||L∞×L∞×L∞ , ||∂ym˜||L∞×L∞×L∞ , ||∂2ym˜||L∞×L∞×L∞)2 ||f ||2L2 .
The term I2 can be bounded in a similar way. Now since
||Q||L∞×L∞×L∞ , |||∂xQ||L∞×L∞×L∞ ≤ t〈A〉
we achieve a suitable estimate for the L2−norm of (q˜m˜− I) f11.
Estimation for (q˜m˜− I) f12:
(q˜m˜− I) f12
= −
∫
R4
e2pii(xξ−ξy+yη−ηz)∂ξ q˜(ξ, x, t)m˜(η, y, t)
× f(z)
(1 + 2pii(y − z))(1 + 2pii(x− y))dzdηdydξ.
Taking the scalar product in L2 of (q˜m˜− I) f12 with v we have that
((q˜m˜− I) f12, v)L2
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= −
∫
R6
e2pii(xξ−ξy+yη−ηz+xλ)∂ξ q˜(ξ, x, t)m˜(η, y, t)
× f(z)vˆ(λ)
(1 + 2pii(y − z))(1 + 2pii(x− y))dzdηdydξdλdx.
And an integration by parts yields
((q˜m˜− I) f12, v)L2
= −
∫
R6
e2pii(xξ−ξy+yη−ηz+xλ)(1− ∂x)
{
∂ξ q˜(ξ, x, t)
1 + 2pii(x− y)
}
m˜(η, y, t)
× f(z)vˆ(λ)
(1 + 2pii(y − z))(1 + 2pii(ξ + λ))dzdηdydξdλdx
= −
∫
R6
e2pii(xξ−ξy+yη−ηz+xλ)
∂ξ q˜(ξ, x, t)
1 + 2pii(x− y)m˜(η, y, t)
× f(z)vˆ(λ)
(1 + 2pii(y − z))(1 + 2pii(ξ + λ))dzdηdydξdλdx
+
∫
R6
e2pii(xξ−ξy+yη−ηz+xλ)
∂x∂ξ q˜(ξ, x, t)
1 + 2pii(x− y)m˜(η, y, t)
× f(z)vˆ(λ)
(1 + 2pii(y − z))(1 + 2pii(ξ + λ))dzdηdydξdλdx
−
∫
R6
e2pii(xξ−ξy+yη−ηz+xλ)
2pii∂ξ q˜(ξ, x, t)
(1 + 2pii(x− y))2 m˜(η, y, t)
× f(z)vˆ(λ)
(1 + 2pii(y − z))(1 + 2pii(ξ + λ))dzdηdydξdλdx
≡ I1 + I2 + I3.
The bound of these three terms is quite similar. We will give the details for I1. We can write that
I1 = −
∫
R2
e2piiξx∂ξq(ξ, x, t)G(ξ;x)h(ξ, x)dξdx
where
G(ξ;x) =
∫
R2
e2pii(−ξy+yη−ηz)
1
1 + 2pii(x− y)m˜(η, y, t)
f(z)
(1 + 2pii(y − z))dzdηdy
and
h(ξ, x) =
∫
R
e2piixλ
vˆ(λ)
1 + 2pii(ξ + λ)
dλ
and then, because of lemma (F.1),
|I1| ≤ 〈A〉t||v||L2 ||G||L2×L2 .
As we did previously we can obtain a suitable estimate for G in L2 × L2. This conclude the estimate
for (q˜m˜− I) f12. And the we have closed the estimate for (q˜m˜− I) f1.
Estimation of (q˜m˜− I) f2:
In order to bound (q˜m˜− I) f2 in L2 we proceed as follows
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(q˜m˜− I) f2 =
∫
R3
e2pii(xξ−ξy+yη)q˜(ξ, x, t)∂ηm˜(η, y, t)hf (y, η)dydηdξ
=
∫
R3
e2pii(xξ−ξy+yη)(1− ∂ξ)q˜(ξ, x, t)∂ηm˜(η, y, t) hf (y, η)
1 + 2pii(x− y)dydηdξ
with hf as in (6.2). Now we proceed by duality
((q˜m˜− I) f2, v)∫
R5
e2pii(xξ−ξy+yη+λx)(1− ∂ξ)q˜(ξ, x, t)∂ηm˜(η, y, t) hf (y, η)vˆ(λ)
1 + 2pii(x− y)dydηdξλdx
=
∫
R5
e2pii(xξ−ξy+yη+λx)(1− ∂x)
(
(1− ∂ξ) q˜(ξ, x, t)
1 + 2pii(x− y)
)
∂ηm˜(η, y, t)hf (y, η)h(x, ξ)dydηdξdx.
We split
(1− ∂x)
(
(1− ∂ξ) q˜(ξ, x, t)
1 + 2pii(x− y)
)
=
1
1 + 2pii(x− y) (1− ∂x)(1− ∂ξ)q˜(ξ, x, t)− (1− ∂ξ)q˜(ξ, x, t)∂x
1
1 + 2pii(x− y) . (6.3)
We break ((q˜m˜− I) f2, v) into two parts I1 and I2 corresponding to each term on the right hand
side of (6.3). The bound for I1 and I2 runs similar steps. We focus on
I1 =
∫
R4
e2pii(xξ−ξy+yη)Q(ξ, x, t)
1
1 + 2pii(x− y)∂ηm˜(η, y, t)hf (y, η)h(x, ξ)dydηdξdx,
where Q(ξ, x, t) = (1− ∂x)(1− ∂ξ)q˜(ξ, x, t). We can bound
|I1| ≤ ||Q||L∞×L∞×L∞ ||G||L2×L2 ||h||L2×L2 ,
where
G(ξ;x) =
∫
R4
e2pii(−ξy+yη)
1
1 + 2pii(x− y)∂ηm˜(η, y, t)hf (y, η)dydη.
Thus we have to bound ||G||L2×L2 = ||Gˆ||L2×L2 and
||Gˆ||2L2×L2 =
∫
R2
∣∣∣∣∫
R2
e2pii(−ξy+yη)∂ηm˜(η, y, t)hf (y, η)
∫
R
e−2piixα
1
1 + 2pii(x− y)dxdydη
∣∣∣∣2 dαdξ
=
∫
R
|ψˆ(α)|2
∫
R
∣∣∣∣∫
R2
e2pii(−ξy+yη−αy)∂ηm˜(η, y, t)hf (y, η)dydη
∣∣∣∣ dξdα
= ||ψ||2L2
∫
R
∣∣∣∣∫
R2
e2pii(−ξy+yη)∂ηm˜(η, y, t)hf (y, η)dηdy
∣∣∣∣ dξ
= ||ψ||2L2
∫
R2
|∂ηm˜(η, y, t)hf (y, η)|2 dydη
≤ 〈A〉t2||f ||2L2 .
This finish the bound for (q˜m˜− I) f2.
We then have achieved the conclusion of lemma 6.1. 
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7 Mixing solutions in the stable regime
As discussed in the introduction our work was motivated by [30] where it is shown that in the case
of horizontal interface there exists subsolutions in the unstable regime but it seems imposible to find
them in the stable regime and perhaps they do not exist. Surprisingly, if the flat interface is not
horizontal then one can construct mixing solutions with a straight initial interface in both the fully
stable and the fully unstable regime. The proof runs along similar steps than the one in [30]. Even if
we will need the machinery expose in section 3 to carry out this construction this section only expect
to be a remark.
Let’s consider the change of variables x(s, λ) = st + nλ, with t = (µ1,µ2)√
µ21+µ
2
2
, µ1 ≥ 0 and µ2 ∈ R.
We declare ε = ct, with c > 0 and Ωmix = {x ∈ R2 : x = x(s, λ), s ∈ R, −ε(t) < λ < ε(t)}. We
define ρ, u and m through ρ] = −sign(σ)λε , u] = − µ2√µ21+µ22 ρ
]t and m] = ρ]u] − γ]
(
1− (ρ])2)n −
1
2
(
1− (ρ])2) (0, 1), with γ] ∈ R. Here σ > 0 yields an initial data in the stable regime and σ < 0 an
initial data in the unstable regime. Formulas in lemma 4.3 then read
∇f(x(s, λ)) =t∂sf ] + n∂λf ]
∇ · f(x(s, λ)) =t · ∂sf] + n · ∂λf].
Using this formulas is easy to check that ∇ · u = 0, ∇⊥ · u = −∂x1ρ and u · ∇ρ = 0. In addition, the
equation ∂tρ+∇ ·m = 0 transforms to γ] = 12
(
µ1√
µ21+µ
2
2
+ sign(σ)c
)
If σ < 0 then we obtain from (4.4) the constrain 0 < c < 1 + µ1√
µ21+µ
2
2
. If σ > 0 we obtain
0 < c < 1 − µ1√
µ21+µ
2
2
, what give rise to a mixing solution in the stable regime but if the interface is
flat and horizontal.
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A The change of variables
In this appendix lemma 4.3 is proven. We present again here the statement.
Lemma A.1 Let x ∈ Ωmix, f ](s, λ) = f(x(s, λ)) and f](s, λ) = f(x(s, λ)) where f is a smooth
function from OM to R and f a smooth vector field from OM to R2. Then
∇f(x(s, λ)) = 1
∂sx⊥ · ∂λx
(−∂λx⊥∂sf ] + ∂sx⊥∂λf ])
∇ · f(x(sλ)) = 1
∂sx⊥ · ∂λx
(
−∂λx⊥ · ∂sf] + ∂sx⊥ · ∂λf]
)
Proof: Differentiating the identity
f ](s, λ) = f(x(s, λ))
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yields
∂sf
](s, λ) =∂x1f(x(s, λ))∂sx1 + ∂x2f(x(s, λ))∂sx2
∂λf
](s, λ) =∂x1f(x(s, λ))∂λx1 + ∂x2f(x(s, λ))∂λx2.
We can write this expression in the following way
∇f ](s, λ) =
(
∂sx1 ∂sx2
∂λx1 ∂λx2
)
∇f(x(s, λ)),
and therefore
∇f(x((s, λ))) = 1
∂sx1∂λx2 − ∂sx2∂λx1
(
∂λx2 −∂sx2
−∂λx1 ∂sx1
)
∇f ](s, λ).
From this last expression we can conclude the first identity of the lemma. The second one then easily
follows.
B The Kernel Kε(x, y)
This part is concerned with the computation of the integral
Kε(x, y) =
1
4ε2
∫ ε
−ε
∫ ε
−ε
x− y
(x− y)2 + (∆f(x, y))2 + (λ− λ′)2 + 2∆f(x, y)(λ− λ′)dλ
′dλ,
First we shall calculate
1
2ε
∫ ε
−ε
x− y
(x− y)2 + (∆f(x, y))2 + (λ− λ′)2 + 2∆f(x, y)(λ− λ′)dλ
′,
by using the following formula.
Lemma B.1 ∫
A+Bλ
C2 + λ2 + 2Dλ
dλ (B.1)
=
A−BD√
C2 −D2 arctan
(
λ+D√
C2 −D2
)
+
B
2
log
(
C2 + λ2 + 2Dλ
)
Proof:
d
dλ
(
A−BD√
C2 −D2 arctan
(
λ+D√
C2 −D2
)
+
B
2
log
(
C2 + λ2 + 2Dλ
))
=
A−BD√
C2 −D2
1√
C2−D2
1 +
(
λ+D√
C2−D2
)2 +B λ+DC2 + λ2 + 2Dλ
=
A+Bλ
C2 + λ2 + 2Dλ
.

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Therefore, since
1
2ε
∫ ε−λ
−ε−λ
x− y
(x− y)2 + (∆f(x, y))2 + λ′2 − 2∆f(x, y)λ′ dλ
′,
and taking in lemma B.1
A = x− y B = 0
C =
√
(x− y)2 + (∆f(x, y))2 D = −(∆f(x, y))2
we obtain that
1
2ε
∫ ε
−ε
x− y
(x− y)2 + (∆f(x, y))2 + (λ− λ′)2 + 2∆f(x, y)(λ− λ′)dλ
′
=
1
2ε
{
arctan
(
ε− λ−∆f(x, y)
x− y
)
+ arctan
(
ε+ λ+ ∆f(x, y)
x− y
)}
Now we deal with the integral
1
4ε2
∫ ε
−ε
{
arctan
(
ε− λ−∆f(x, y)
x− y
)
+ arctan
(
ε+ λ+ ∆f(x, y)
x− y
)}
dλ
=
1
4ε2
∫ ε
−ε
{
− arctan
(
λ
x− y −
ε
x− y +
∆f(x, y)
x− y
)
+ arctan
(
λ
x− y +
ε
x− y +
∆f(x, y)
x− y
)}
dλ
By using that ∫
arctan(x)dx = x arctan(x)− 1
2
log(1 + x2)
and performing a change of variable we learn∫ ε
−ε
arctan
(
λ
x− y +
ε
x− y +
∆f(x, y)
x− y
)
dλ = (x− y)
∫ 2 εx−y+ ∆f(x,y)x−y
∆f(x,y)
x−y
arctan(λ)dλ
= (x− y)
{(
2
ε
x− y +
∆f(x, y)
x− y
)
arctan
(
ε
x− y +
∆f(x, y)
x− y
)
− 1
2
log
(
1 +
(
2
ε
x− y +
∆f(x, y)
x− y
)2)
− ∆f(x, y)
x− y arctan
(
∆f(x, y)
x− y
)
+
1
2
log
(
1 +
(
∆f(x, y)
x− y
)2)}
= (2ε+ ∆f(x, y)) arctan
(
2ε+ ∆f(x, y)
x− y
)
−∆f(x, y) arctan
(
∆f(x, y)
x− y
)
− x− y
2
log
(
(x− y)2 + (2ε+ ∆f(x, y))2
(x− y)2
)
+
x− y
2
log
(
1 +
(
∆f(x, y)
x− y
)2)
= (2ε+ ∆f(x, y)) arctan
(
2ε+ ∆f(x, y)
x− y
)
−∆f(x, y) arctan
(
∆f(x, y)
x− y
)
52
− x− y
2
log
(
(x− y)2 + (2ε+ ∆f(x, y))2)+ x− y
2
log
(
(x− y)2 + ∆f(x, y)2)
In a similar way we can compute∫ ε
−ε
arctan
(
λ
x− y +
ε
x− y +
∆f(x, y)
x− y
)
dλ
= ∆f(x, y) arctan
(
∆f(x, y)
x− y
)
− x− y
2
log
(
(x− y)2 + ∆f(x, y)2)
− (∆f(x, y)− 2ε) arctan
(
∆f(x, y)− 2ε
x− y
)
+
x− y
2
log
(
(x− y)2 + (∆f(x, y)− 2ε)2)
And finally we obtain
Kε(x, y)
=
1
4ε2
{
−2∆f(x, y) arctan
(
∆f(x, y)
x− y
)
+ (2ε+ ∆f(x, y)) arctan
(
2ε+ ∆f(x, y)
x− y
)
(∆f(x, y)− 2ε) arctan
(
∆f(x, y)− 2ε
x− y
)
+ (x− y) log ((x− y)2 + ∆f(x, y)2)
−x− y
2
log
(
(x− y)2 + (2ε+ ∆f(x, y))2)− x− y
2
log
(
(x− y)2 + (∆f(x, y)− 2ε)2)} .
C Proof of lemma 4.7
In this appendix we prove lemma 4.7. In order to do it we will need to compute the derivatives of the
function
kλ(x, y) =
y
y2 + (∆f(x, x− y) + λ)2 .
To make the notation more compact we will write ∆f = ∆f(x, x − y) and ∂kxf(x) = ∂kxf . Then we
have
∂xkλ(x, y) = −2 y(∆f + λ)∂x∆f
(y2 + (∆f + λ)2)2
≡ −2k11λ (x, y),
∂2xkλ(x, y) =− 2
y((∂x∆f)
2 + (∆f + λ)∂2x∆f)
(y2 + (∆f + λ)2)2
+ 8
y((∆f + λ)∂x∆f)
2
(y2 + (∆f + λ)2)3
≡ c21k21λ (x, y) + c22k22λ (x, y),
∂3xkλ(x, y) =− 2y
3∂x∆f∂
2
x∆f + (λ+ ∆f)∂
3
x∆f
(y2 + (∆f + λ)2)2
(C.1)
+ 24y
(∆f + λ)∂x∆f((∂x∆f)
2 + (λ+ ∆f)∂2x∆f)
(y2 + (∆f + λ)2)3
− 48y (∆f + λ)
3(∂x∆f)
3
(y2 + (∆f + λ)2)4
≡ c31k31λ (x, y) + c32k32λ (x, y) + c33k33λ (x, y), (C.2)
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∂4xkλ(x, y) =384y
(λ+ ∆f)4(∂x∆f)
4
(y2 + (∆f + λ)2)5
− 288y (λ+ ∆f)
2(∂x∆f)
2((∂x∆f)
2 + (λ+ ∆f)∂2x∆f)
(y2 + (∆f + λ)2)4
y
24(∂x∆f)
4 + 144(∆f + λ)(∂x∆f)
2∂2x∆f + 24(λ+ ∆f)
2(∂2x∆f)
2
(y2 + (∆f + λ)2)3
+ y
32(∆f + λ)2∂x∆f∂
3
x∆f
(y2 + (∆f + λ)2)3
− y 6(∂
2
x∆f)
2 + 8∂x∆f∂
3
x∆f − 2(∆f + λ)∂4x∆f)
(y2 + (∆f + λ)2)2
≡ c41k41λ (x, y) + c42k42λ (x, y) + c43k43λ (x, y) + c44k44λ (x, y),
∂5xkλ(x, y) = −3840y
(∆f + λ)5(∂x∆f)
5
(y2 + (∆f + λ)2)6
+ 3840y
(λ+ ∆f)3(∂x∆f)
5 + (∆f + λ)4(∂x∆f)
3∂2x∆f
(y2 + (λ+ ∆f)2)5
+ y
240(∂x∆f)
3∂2x∆f + 360(∆f + λ)∂x∆f(∂
2
x∆f)
2 + 240(∆f + λ)(∂x∆f)
2∂3x∆f
(y2 + (∆f + λ)2)4
+ y
80(λ+ ∆f)2∂2x∆f∂
3
x∆f + 40(∆f + λ)
2∂x∆f∂
4
x∆f
(y2 + (∆f + λ)2)3
− y 10∂x∆f∂
4
x∆f + 2(λ+ ∆f)∂
5
x∆f
(y2 + (∆f + λ)2)2
≡ c51k51λ (x, y) + c52k52λ (x, y) + c53k53λ (x, y) + c54k54λ (x, y) + c55k55λ (x, y),
where we notice that the numbers cij i, j = 1, 2, 3, 4, 5 are harmless coefficients. We can write
Mu2 = 1
4piε2
∫ ε
−ε
∫ ε
−ε
∫
R
kλ−λ′(x, y)∂x∆f(x, x− y)dydλ′dλ,
and we want to show that∣∣∣∣∣∣∣∣D−1(∂5xMu2 − 14piε2
∫ ε
−ε
∫ ε
−ε
∫
R
kλ−λ′(·, y)∂x∆f(·, · − y)dydλ′dλ
)∣∣∣∣∣∣∣∣
L2
≤ C (||f ||H4 , ||D−1∂5xf ||L2)
Then, by applying Minkowsky inequality, we need to bound
5∑
j=1
∣∣∣∣∣∣∣∣D−1 ∫
R
∂jxkλ−λ′(·, y)∂5−jx ∂x∆f(·, · − y)dy
∣∣∣∣∣∣∣∣
L2
=
5∑
j=1
j∑
i=1
∣∣∣∣∣∣∣∣D−1 ∫
R
kjiλ−λ′(·, y)∂5−jx ∂x∆f(·, · − y)dy
∣∣∣∣∣∣∣∣
L2
independently of λ− λ′. The highest order terms in this sum are given by
D−1
∫
R
k11λ−λ′(x, y)∂
5
x∆f(x, x− y)dy and D−1
∫
R
k55λ−λ′(x, y)∂x∆f(x, x− y)dy. (C.3)
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Since there are 5 derivatives of the function f in both term we have to use the operator D−1. The
rest of the terms can be bounded in the following way
5∑
j=2
min(j, 4)∑
i=1
∣∣∣∣∣∣∣∣D−1 ∫
R
kjiλ−λ′(·, y)∂5−jx ∂x∆f(·, · − y)dy
∣∣∣∣∣∣∣∣
L2
(C.4)
≤
5∑
j=2
min(j, 4)∑
i=1
∣∣∣∣∣∣∣∣∫
R
kjiλ−λ′(·, y)∂5−jx ∂x∆f(·, · − y)dy
∣∣∣∣∣∣∣∣
L2
We split the proof into two parts. First we estimate the terms in the sum (C.4). After that we
estimate both terms in (C.3).
We will use the following convection. We will write:
1. - meaning ”is bounded in absolute value by ”.
2. f(x) ∼ g(x) if ||f − g||L2 ≤ 〈A〉.
3. f(x) ≈ g(x) if ||f − g||L∞ ≤ 〈A〉.
4. We will denote by kji(x) the integral∫
R
kjiλ (x, y)∂
6−j
x ∆fdy.
5. Ck+α will be a constant depending on ||f ||Ck+α , with k an integer and 0 ≤ α < 12 . Ck+α(x) will
be a function whose L∞−norm is bounded by a constant depending on ||f ||Ck+α .
6. Given an integral
∫
R f(x, y)dy we will denote
∫
|y|>1 f(x, y)dy its in−part and
∫
|y|<1 f(x, y)dy its
out−part. Several terms kij(x), with i and j integers, will arise in the computations above. In
these terms there always will be an integration of the form
kij(x) =
∫
R
...dy.
We will call kij in(x) and k
i
j out(x) to its in−part and to its out−part respectively.
7. We will write ∆λf ≡ ∆f(x, x− |λ|y).
8. We always assume that ε < 1.
9. In every integral we take a principal value.
We will also use the lemmas below. Lemmas C.1, C.2, C.3 and C.4 will be use to prove lemmas
C.5, C.7, C.9, C.11, C.13, C.6, C.8, C.10, C.12, and C.14. Lemmas C.5, C.7, C.9, C.11, C.13, C.6,
C.8, C.10, C.12, and C.14 will be applied to bound in L2 the functions kij(x).
Lemma C.1 There exist a constant 1 < CA < ∞ depending only on the L∞-norm of the ∂xf(x)
such that
1
(y ± σ(x)A(x))2 + σ(x)2 ≤ CA(y) ≡
{
CA |y| ≤ CA
CA
y2 |y| > CA
∀x ∈ R
Here A(x) = ∂xf(x) and σ(x) =
1
1+A(x)2 .
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Proof: Along this proof CA denotes a constant bigger that 1 and depending only in ||A||L∞ . Firstly
we notice that
1
(y ± σ(x)A(x))2 + σ2 ≤
1
(y ± σ(x)A(x))2 + (infx∈R σ(x))2
,
where
inf
x∈R
σ(x) =
1
1 + ||A||2L∞
≡ σinf .
Fixed x the function 1(y±σ(x)A(x))2+(σinf )2 is a translation of the function
1
y2+(σinf )2
which is bounded
by 1(σinf )2 and decay like
CA
y2 . But −CA ≤ σ(x)A(x) ≤ CA and then the conclusion of the lemma
follows easily. 
Lemma C.2 There exists a constant cA which depend on ||f ||C1 such that for |y| < cA the following
inequality holds:
1± ∆f(x, x− |λ|y)|λ|y y ≥
1
2
1± ∂xf(x)y ≥ 1
2
Proof: The proof is straightforward. 
Lemma C.3 Given a kernel Jλ(x, y) satisfying |Jλ(x, y)| ≤ j(y) ∈ L1(R), for all x ∈ R and λ ∈
[−1, 1], with the integral
Iλ(x) =
∫
R
Jλ(x, y)f(x− λy)dy
is bounded in L2 by ||Iλ||L2 ≤ C(||j||L1)||f ||L2 .
Proof: Again the proof is straightforward by using Minkowsky inequality. 
Lemma C.4 The following bounds follows
1(
y2 + (∆f + λ)
2
)a − 1(
y2 + (∂xf + λ)
2
)a
- C2
2(a−1)∑
l=−1
|y|2a−l|λ|l+1(
y2 + (∆f + λ)
2
)a (
y2 + (∂xfy + λ)
2
)a
for a ≥ 2.
Proof: We just write that
1(
y2 + (∆f + λ)
2
)a − 1(
y2 + (∂xfy + λ)
2
)a
=
(
y2 + (∂xfy + λ)
2
)a
−
(
y2 + (∆f + λ)
2
)a
(
y2 + (∆f + λ)
2
)a (
y2 + (∂xfy + λ)
2
)a
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and, since, ca − ba = (c− b)∑al=1 ca−lbl−1 for c, b ∈ R, we have that(
y2 + (∂xfy + λ)
2
)a
−
(
y2 + (∆f + λ)
2
)a
=
(
(∂xfy + λ)
2 − (∆f + λ)2
) a∑
l=1
(
y2 + (∂xfy + λ)
2
)a−l (
y2 + (∂xfy + λ)
2
)l−1
.
Next we introduce the expansions(
(∂xfy + λ)
2 − (∆f + λ)2
)
= (∂xfy −∆f) (∂xfy + ∆f + 2λ)
- C2|y|2 (|y|+ |λ|) ,
(
y2 + (∂xfy + λ)
2
)a−l
=
a−l∑
i=0
c(i, a− l)y2(a−l−i)(∂xfy + λ)2i
=
a−l,2i∑
i=0,n=0
c(i, a− l)c(n, 2i)y2(a−l)−n(∂xf)2i−nλn
- C1
a−l,2i∑
i=0,n=0
|y|2(a−l)−n|λ|n
and (
y2 + (∆f + λ)
2
)l−1
- C1
l−1,2i∑
j=0,m=0
|y|2(l−1)−m|λ|m
to obtain (
y2 + (∂xfy + λ)
2
)a
−
(
y2 + (∆f + λ)
2
)a
- C2|y|2(|y|+ |λ|)
a−l,2i∑
i=0,n=0
l−1,2i∑
j=0,m=0
|y|2(a−1)−(n+m)|λ|n+m
- C2|y|2(|y|+ |λ|)|y|2(a−1)
2(a−1)∑
l=0
|y|−l|λ|l = C2|y|2a(|y|+ |λ|)
2(a−1)∑
l=0
|y|−l|λ|l
= C2y
2a
2(a−1)∑
l=0
|y|−l+1|λ|l +
2(a−1)∑
l=0
|y|−l|λ|l+l

- C2|y|2a
2(a−1)∑
l=−1
|y|−l|λ|l+1.
From this last inequality is easy to achieve the conclusion of the lemma. 
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Lemma C.5 Let g ∈ L2 and a = 2, 3, 4 or 5. Then
k(x) =
∫
|y|<1
(
2a−1∑
i=0
|λ|i|y|2a−1−i
)
×
 1(
y2 + (∆f + λ)
2
)a − 1(
y2 + (∂xf + λ)
2
)a
 g(x− y)dy
is in L2 with L2-norm bounded by 〈A〉||g||L2 .
Proof: By lemma C.4 we have that
k(x) -C2
∫
|y|<1
2a−1∑
i=0
|λ|i|y|2a−1−i
×
2(a−1)∑
l=−1
|y|2a−l|λ|l+1(
y2 + (∆f + λ)
2
)a (
y2 + (∂xfy + λ)
2
)a |g(x− y)|dy
= C2
2(a−1), 2a−1∑
l=−1, i=0
∫
|y|<1
|y|4a−1−(i+l)|λ|i+l+1(
y2 + (∆f + λ)
2
)a (
y2 + (∂xfy + λ)
2
)a |g(x− y)|dy.
We call
kl, i(x) =
∫
|y|<1
|y|4a−1−(i+l)|λ|i+l+1(
y2 + (∆f + λ)
2
)a (
y2 + (∂xfy + λ)
2
)a |g(x− y)|dy.
After a change of variables we have that
kl, i(x) = |λ|
∫
|y|< 1|λ|
|y|4a−1−l−i(
y2 +
(
∆λf
|λ|y y + sign(λ)
)2)a (
y2 + (∂xfy + sign(λ))
2
)a g(x− |λ|y)dy
=
∫
|y|<cA
... dy +
∫
cA<|y|< 1|λ|
... dy
The integrand in kl, i(x) is bounded in |y| < cA by lemma C.2 for every −1 ≤ l ≤ 2(a − 1) and
0 ≤ i ≤ 2a− 1. In |y| > cA, the integrand is bounded by C|y|−1−i−l for every −1 ≤ l ≤ 2(a− 1) and
0 ≤ i ≤ 2a− 1. Then Minkowsky inequality yields
||kl, i||L2 ≤ C1||g||L2
(
1 + |λ|
∫
cA≤|y|≤ 1|λ|
|y|−1−i−ldy
)
≤ C1||g||L2
for every −1 ≤ l ≤ 2(a− 1) and 0 ≤ i ≤ 2a− 1. 
Lemma C.6 Let a ≥ 2. Then
k(x) =
∫
|y|<1
(
2a−1∑
i=0
|λ|i|y|2a−1−i
)
×
 1(
y2 + (∆f + λ)
2
)a − 1(
y2 + (∂xf + λ)
2
)a
 dy
is in L∞ with L∞-norm bounded by 〈A〉.
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Proof: The proof follows the same steps than the proof of lemma C.5. We just need to replace g(x−y)
by 1. 
Lemma C.7 Let g ∈ L2 and a ≥ 2. Then
k(x) =
2a∑
i=0
∫
|y|<1
|y|2a−i|λ|i(
y2 + (∆f + λ)
2
)a |g(x− y)|dy
is in L2 with L2-norm bounded by 〈A〉||g||L2 .
Proof: We call ki(x) =
∫
|y|<1
|y|2a−i|λ|i
(y2+(∆f+λ)2)
a |g(x− y)|dy. After a change of variables we have that
ki(x) =
∫
|y|< 1|λ|
|λ| |y|
2a−i(
y2 +
(
∆λf
λy y + sign(λ)
)2)a |g(x− |λ|y)|dy
=
∫
|y|<cA
... dy +
∫
cA<|y|< 1|λ|
... dy.
For every i = 0, ..., 2a, in the region |y| < cA we can apply lemma C.2. In the region cA < |y| < 1|λ|
we can estimate
|y|2a−i(
y2 +
(
∆λf
λy y + sign(λ)
)2)a ≤ CA|y|−i
for every i = 0, ..., 2a. Then we can apply Minkowski inequality to prove the lemma. 
Lemma C.8 Let a ≥ 2. Then
k(x) =
2a∑
i=0
∫
|y|<1
|y|2a−i|λ|i(
y2 + (∆f + λ)
2
)a dy
is in L∞ with L∞-norm bounded by 〈A〉.
Proof: The proof follows the same steps that the proof of lemma C.7. We just need to replace g(x−y)
by 1. 
Lemma C.9 Let g ∈ L2 and a = 2, ..., 10. Then
k(x) =
2a−1∑
i=1
∫
|y|<1
|y|2a−1−i|λ|i(
y2 + (∆f + λ)
2
)a g(x− y)dy
is in L2 with L2-norm bounded by 〈A〉||g||L2 .
Proof: we call
ki(x) =
∫
|y|<1
|y|2a−1−i|λ|i(
y2 + (∆f + λ)
2
)a g(x− y)dy.
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After a change of variable
ki(x) =
∫
|y|< 1|λ|
|y|2a−1−i(
y2 +
(
∆λf
|λ|y y + sign(λ)
)2)a g(x− |λ|y)dy
=
∫
|y|<cA
... dy +
∫
cA<|y|< 1|λ|
... dy.
In the region |y| < cA we can apply lemma C.2. In the region cA < |y| < 1|λ| the integrand -
C|y|−1−i|g(x− |λ|y)| and we can apply C.3 (notice that i > 0). 
Lemma C.10 Let a ≥ 2. Then
k(x) =
2a−1∑
i=1
∫
|y|<1
|y|2a−1−i|λ|i(
y2 + (∆f + λ)
2
)a dy
is in L∞ with L∞-norm bounded by 〈A〉.
Proof: The proof follows the same steps that the proof of lemma C.9. We just need to replace g(x−y)
by 1. 
Lemma C.11 Let g ∈ L2 and a ≥ 2. Then
k(x) =
∫
|y|>1
y2a−1
(y2 + (∂xfy + λ)2)
a g(x− y)dy
is in L2 with L2-norm bounded by 〈A〉||g||L2 .
Proof: In order to prove the lemma we write k(x) in the following form
k(x) =
∫
|y|>1
(
y2a−1
(y2 + (∂xfy + λ)2)
a −
1
(1 + (∂xf)2)a
1
y
)
g(x− y)dy
+
∫
|y|>1
g(x− y)
y
dy
∼
∫
|y|>1
(
y2a−1
(y2 + (∂xfy + λ)2)
a −
1
(1 + (∂xf)2)a
1
y
)
g(x− y)dy.
The last line follows from the boundedness of the Hilbert transform in L2. Now we can compute
y2a−1
(y2 + (∂xfy + λ)2)
a −
1
(1 + (∂xf)2)a
1
y
=
(1 + (∂xf)
2)ay2a − (y2 + (∂xfy + λ)2)a
(y2 + (∂xfy + λ)2)
a
(1 + (∂xf)2)2y
.
Then the numerator in the right hand side is a polinomial in y of degree 2a − 1 with coefficients
bounded by C1. The numerator is bounded from bellow by C1|y|2a+1. Therefore we can apply lemma
C.3 to finish the proof of the lemma. 
Lemma C.12 Let a ≥ 2. Then
k(x) =
∫
|y|>1
y2a−1
(y2 + (∂xfy + λ)2)
a dy
is in L∞ with L∞-norm bounded by 〈A〉||g||L2 .
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Proof: The proof follows the same steps that the proof of lemma C.11. We just need to replace g(x−y)
by 1 and noticing that
∫
|y|>1
1
ydy = 0. 
Lemma C.13 Let g ∈ L2 and a = 2, 3, 4 or 5. Then the integral
I(x) =
∫
R
y2a−1
(y2 + (∂xfy + λ)2)
a g(x− y)dy.
is in L2 with L2−norm bounded by 〈A〉||g||L2 .
Proof: As we did before we denote σ = (1 + fx(x)
2)−1 and A = ∂xf(x). Therefore
y2 + (∂xfy + λ)
2 = σ−1((y +Aσλ)2 + σ2λ2).
and
I(x) =C1(x)
∫
R
y2a−1
((y +Aσλ)2 + σ2λ2)a
g(x− y)dy
= C1(x)
∫
R
(y +Aσλ)2a−1
((y +Aσλ)2 + σ2λ2)a
g(x− y)dy
+ C1(x)
∫
R
y2a−1 − (y +Aσλ)2a−1
((y +Aσλ)2 + σ2λ2)a
g(x− y)dy
≡ I1(x) + I2(x). (C.5)
Now we use the identity
H
[
x2a−1
(x2 + σ2λ2)2a−1
]
(x) = − σ|λ|
(x2 + σ2λ2)a
a−1∑
l=0
αal (σ|λ|)2(a−1−l) x2l
where the αal’s are harmless coefficients. Then
I1(x) =
∫
R
σ|λ|
((y +Aσλ)2 + σ2λ2)a
a−1∑
l=0
αal (σ|λ|)2(a−1−l) (y +Aσλ)2lH∂4xg(x− y)dy,
and after a change of variables
I1(x) - C1
a−1∑
i=0
∫
R
(y +Aσsign(λ))2i
((y + σAsign(λ))2 + σ2)a
H∂4xg(x− λy)dy
- C1
a−1∑
i=0
∫
R
(1 + |y|2i)CA(y)∂4xHg(x− y)dy,
where we have applied lemma C.1. Then I1(x) is bounded in L
2 thanks to lemma C.3. To bound
I2(x) we notice that we can write this term in the following way
I2(x) =
∫
R
y2a−1 − (y + σAsign(λ))2a−1
((y − σAsign(λ))2 + σ2)a ∂
4
xg(x− λy)dy
and since the numerator is a polinomial in y of order 2(a − 1) we can apply again lemmas C.1 and
C.3 to obtain a suitable estimate in L2. 
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Lemma C.14 Let a = 2, 3, 4 or 5. Then the integral
I(x) =
∫
R
y2a−1
(y2 + (∂xy + λ)2)
a dy.
is in L∞ with L∞−norm bounded by 〈A〉||g||L2 .
Proof: The proof follows the same steps that the proof of lemma C.14. We just need to replace g(x−y)
by 1 and noticing that the analogous term to I1(x) in (C.5) is equal to zero in this case. 
1. Estimation of the terms in the sum (C.4).
1.1. Terms in (C.4) with j = 2, i = 1, 2.
1.1.1. Let’s estimate k21(x). We split into two terms k21(x) = k211 (x) + k
21
2 (x), with
k211 (x) = −
∫
R
k21λ (x, y)∂
4
xf(x− y)dy and k212 (x) = ∂xf4
∫
R
k21λ (x, y)dy.
We split k211 in two terms k
21
1 (x) = k
21
11(x) + k
21
12(x), with
k2111(x) =
∫
R
yλ∂2x∆f
(y2 + (∆f + λ)2)
2 ∂
4
xf(x− y)dy, (C.6)
k2112(x) =
∫
R
y
(
(∂x∆f)
2 + ∆f∂2x∆f
)
(y2 + (∆f + λ)2)
2 ∂
4
xf(x− y)dy. (C.7)
The function k2111(x) can be bounded as follows. The integrand of k
21
11 - C2|y|−3|∂4xf(x − y)|. Then
k2111 out(x) is estimated by lemma C.3. Also the integrand of k
21
11(x) - C3
y2|λ|
(y2+(∆f+λ)2)2
|∂4xf(x−y)| and
we can apply lemma C.9 to bound k2111 in(x).
To bound k2112(x) we write
k2112(x) =−
∫
R
(
y
(
(∂x∆f)
2 + ∆∂2x∆f
)
(y2 + (∆f + λ)2)
2 −
y3
(
(∂2xf)
2 + ∂xf∂
3
xf
)
(y2 + (∂xfy + λ)2)
2
)
∂4xf(x− y)dy
− ((∂2xf)2 + ∂xf∂3xf) ∫
R
y3
(y2 + (∂xfy + λ)2)
2 ∂
4
xf(x− y)dy
≡ k21121(x) + k21122(x). (C.8)
To bound k21121 out(x) we notice that
(∂x∆f)
2+∆∂2x∆f
(y2+(∆f+λ)2)2
- C2|y|−3 and we can apply C.11 to the other
part, with a = 2. To bound k21121 in(x) we split in two terms,
k21121 in(x) = −
∫
|y|<1
(
y(∂x∆f
2 + ∆f∂2x∆f)− y3((∂2xf)2 + ∂xf∂3xf)
(y2 + (∆f + λ)2)
2
)
∂4xf(x− y)dy
− ((∂2xf)2 + ∂xf∂3xf)
∫
R
y3
(
1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
2
)
∂4xf(x− y)dy
∼ −
∫
|y|<1
(
y(∂x∆f
2 + ∆f∂2x∆f)− y3((∂2xf)2 + ∂xf∂3xf)
(y2 + (∆f + λ)2)
2
)
∂4xf(x− y)dy,
where we have applied lemma C.5, with a = 2. Therefore, applying lemma C.7, with a = 2 we check
that
k21121 in(x) -
∫
|y|<1
C3|y|4 + C3+α|y|3+α
(y2 + (∆f + λ)2)
2 |∂4xf(x− y)|dy
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∼
∫
|y|<1
C3+α|y|3+α
(y2 + (∆f + λ)2)
2 |∂4xf(x− y)|dy -
∫
|y|<1
|y|−1+α|∂4xf(x− y)|dy.
Thus, we can apply lemma C.3 to finish the estimate of k21121 in(x).
To bound k21122(x) we apply lemma C.13 with a = 2. This finish the bound for k
21
1 (x).
To bound k212 (x) in L
2 is enough to bound k
21
2 (x) ≡
∫
R k
21
λ (x, y)dy in L
∞. We split k
21
2 (x) ≡
k
21
21(x) + k
21
22, with k
21
21 as k
22
21(x) in (C.6) and k
21
22(x) as k
21
12(x) in (C.7) but replacing ∂
4
xf(x − y) by
1. k
21
21 out is bounded easily and k
21
21 in(x) is bounded by applying lemma C.10. To bound k
21
22(x) we
split this term in k
21
221(x) +k
21
221 (analogous to k
21
121(x) and k
21
122(x) in (C.8)). k
21
221 out(x) is bounded
by using lemmas C.3 and C.12. For k
21
221 in(x) we do the analogous splitting than for k
21
121 in and we
apply the argument together with, C.6 and C.8. To bound k
21
222(x) we use lemma C.14. This finish
the estimate of k21(x) in L∞.
This completes the proof of the estimate of k21(x) in L2.
1.1.2. Let’s estimate k22(x). We split into two terms
k22(x) = k221 (x) + k
22
2 (x), (C.9)
with
k221 (x) = −
∫
R
k22λ (x, y)∂
4
xf(x− y)dy, and k222 = ∂4xf
∫
R
k22λ (x, y)dy.
We split k221 (x) in two terms, k
22
1 (x) = k
22
11(x) + k
22
12(x), with
k2211(x) = −
∫
R
y
(∆∂xf)
2(λ2 + 2λ∆f)
(y2 + (∆f + λ)2)3
∂4xf(x− y)dy (C.10)
k2212(x) = −
∫
R
y
(∆∂xf)
2(∆f)2
(y2 + (∆f + λ)2)3
∂4xf(x− y)dy. (C.11)
The function k2211(x) can be bounded in L
2 as follows. The integrand of k2211(x) - C1|y|−5|∂4xf(x− y)|.
Then k2211 out(x) is estimated by lemma C.3. Also the integrand of k
22
11(x) - C2
y3(λ2+2|λ|y)
(y3+(∆f+λ)2)3 |∂4xf(x−y)|
and we can apply lemma C.9 with a = 3 to bound k2211 in(x).
To bound k2212(x) we write
k2212(x) = −
∫
R
(
y(∆∂xf)
2∆f2
(y2 + (∆f + λ)2)
3 −
(∂2xf)
2(∂xf)
2y5
(y2 + (∂xf + λ)2)
3
)
∂4xf(x− y)dy
− (∂xf)2(∂2xf)2
∫
R
y5
(y2 + (∂xf + λ)2)
3 ∂
4
xf(x− y)
≡ k22121(x) + k22122(x). (C.12)
To bound k22121, out(x) we notice that
y(∆∂xf)
2∆f2
(y2+(∆f+λ)2)3
- C1|y|−5 and we can apply C.11 to the other part
with a = 3. To bound k22121,in(x) we split in two terms,
k22121, in =
∫
|y|<1
(
y(∆f)2(∆∂xf)
2 − y5(∂xf)2(∂2xf)2
(y2 + (∆f + λ)2)
3
)
∂4xf(x− y)dy
+ (∂xf)
2(∂2xf)
2
∫
|y|<1
y5
(
1
(y2 + (∆f + λ)2)
3 −
1
(y2 + (∂xfy + λ)2)
3
)
∂4xf(x− y)dy,
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in such a way that we can apply lemma C.7 with a = 3, since y(∆f)2∆(∂xf)
2−y5(∂xf)2(∂2xf)2 - C3y6,
and lemma C.5 with a = 3.
To bound k22122(x) we apply lemma C.13 with a = 3. This finish the bound for k
22
1 (x).
To bound k222 (x) in L
2 is enough to bound k
22
2 (x) ≡
∫
R k
22
λ (x, y)dy in L
∞. We split k
22
2 (x) ≡
k
22
21(x)+k
22
22(x), with k
22
21(x) as k
22
11(x) in (C.10) and k
22
22(x) as k
22
12(x) in (C.11) but replacing ∂
4
xf(x−y)
by 1. k
22
21 out(x) is bounded easily and k
22
21 in(x) is bounded by applying C.10. To bound k
22
22(x) we split
this term in k
22
221(x) + k
22
222(x) (analogous to k
22
121(x) and k
22
122(x) in (C.12)). k
22
221 out(x) is bounded by
using lemmas C.3 and C.12. For k
22
221 in(x) we do the analogous splitting than for k
22
121 in(x) and we
apply lemma C.6 and C.8. To bound k
22
222(x) we use lemma C.14. This finish the estimate of k
22
2 (x)
in L∞.
This completes the proof of the estimate of k22(x) in L2.
1.2. Terms in (C.4) with j = 3 and i = 1.
Let’s bound k31(x). Unfortunately the proof of the estimation of k31(x) does not follows the same
steps than the rest of the functions kij(x). Indeed we need to do something different.
We split into two terms k31(x) = k31u(x) + k31d2 (x) with
k31u(x) =
∫
R
y
∂x∆f∂
2
x∆f
(y2 + (∆f + λ)2)
2 ∆∂
3
xfdy
k31d(x) =
∫
R
y
(∆f + λ)∂3x∆f
(y2 + (∆f + λ)2)
2 ∆∂
3
xfdy
The proof for k31u(x) will be the usual one. For k31d(x) we need new estimates. Let’s bound k31d(x)
first. We split this function in two parts,
k31d1 (x) =
∫
R
y
λ∂3x∆f
(y2 + (∆f + λ)2)
2 ∆∂
3
xfdy and k
31d
2 =
∫
R
y
∆f∆∂3xf
(y2 + (∆f + λ)2)
2 ∆∂
3
xfdy (C.13)
To bound k31d2 (x) we use that ∆(∂
3
xf)
2 = 2∂3xf∆∂
3
xf − ∆
(
(∂3xf)
2
)
, and then, we need to show
that the integral
N(x) =
∫
R
y∆f
(y2 + (∆f + λ)2)
2 ∆gdy (C.14)
is in L2 with either g = ∂3xf or (∂
3
xf)
2. Notice that, in both cases, we can allow in our estimates that
||g||H1 appears. We will split N(x) in two terms N1(x) and N2(x) with
N1(x) =
∫
R
y
(
∆f
(y2 + (∆f + λ)2)
2 −
∂xfy
(y2 + (∂xfy + λ)2)
2
)
∆gdy, (C.15)
N2(x) = ∂xf
∫
R
y2
(y2 + (∂xfy + λ)2)
2 ∆gdy. (C.16)
And we split N1(x) = −L1(x) + L2(x) with
L1(x) =
∫
R
y
(
∆f
(y2 + (∆f + λ)2)
2 −
∂xfy
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy (C.17)
L2(x) = g(x)
∫
R
y
(
∆f
(y2 + (∆f + λ)2)
2 −
∂xfy
(y2 + (∂xfy + λ)2)
2
)
dy. (C.18)
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To bound L1(x) we again split
L1(x) =
∫
R
y
y∆f − ∂xfy
(y2 + (∆f + λ)2)
2 g(x− y)dy
+ ∂xf
∫
R
y2
(
1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
≡ L11(x) + L12(x).
L11(x) need to be also split in two parts
L11(x) =
∫
R
y
(
∆f − ∂xfy
(y2 + (∆f + λ)2)
2 +
1
2∂
2
xfy
2
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
+
1
2
∂2xf
∫
R
y3
(y2 + (∂xfy + λ)2)
g(x− y)dy
∼
∫
R
y
(
∆f − ∂xfy
(y2 + (∆f + λ)2)
2 +
1
2∂
2
xfy
2
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy,
where we have used lemma C.13, with a = 2, to arrive to the last line. We know estimate L11 out(x)
by using that (∆f−∂xfy)y(y2+(∆f+λ)2) - C1|y|−2, and applying lemma C.11 to the other part, with a = 2. To
bound L11 in(x) we use the splitting
∆f − ∂xfy
(y2 + (∆f + λ)2)
2 +
1
2∂
2
xfy
2
(y2 + (∆f + λ)2)
2
=
∆f − ∂xfy + 12∂2xfy2
(y2 + (∆f + λ)2)
2 +
1
2
∂2xfy
2
(
1
(y2 + (∆f + λ)2)
− 1
(y2 + (∂xfy + λ)2)
)
.
Since ∆f − ∂xfy + 12∂2xfy2 - C2y3, we can apply lemmas C.7 and C.5 to bound L11 in(x).
Next we bound L12(x). We can write this term as follows
L12(x) =
∫
R
y2
(
y2 + (∂xfy + λ)
2
)2 − (y2 + (∆f + λ)2)2
(y2 + (∆f + λ)2)
2
(y2 + (∂xfy + λ)2)
2 g(x− y)dy, (C.19)
where (
y2 + (∂xfy + λ)
2
)2 − (y2 + (∆f + λ)2)2
= 4λ(∂xfy −∆f)(∂xfyλ+ λ2 + ∆fλ)
+ (∂xfy −∆f)(∆f + ∂xfy)(2y2 + (∂xf)2y2 + (∆f)2).
Thus we will split L12(x) in two term, L121(x) and L122(x) with
L121(x) = 4
∫
R
y2λ
(∂xfy −∆f)(∂xfyλ+ λ2 + ∆fλ)
(y2 + (∆f + λ)2)
2
(y2 + (∂xfy + λ)2)
2 g(x− y)dy. (C.20)
L122(x) =
∫
R
y2
(∂xfy −∆f)(∆f + ∂xf)(2y2 + (∂xf)2y2 + (∆f)2)
(y2 + (∆f + λ)2)
2
(y2 + (∂xfy + λ)2)
2 g(x− y)dy. (C.21)
L121 out(x) is easy to bound. In addition, the integrand of L121(x) - C2y4(|λ|3 + λ2|y|) and we can
apply lemma C.9, with a = 4 (notice that we actually need a small modification of lemma C.9, but
this modification does not introduce any difficulty).
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To bound L122(x) we have to split
L122(x) =
∫
R
y2
(
(∂xfy −∆f)(∆f + ∂xfy)(2y2 + (∂xf)2y2 + (∆f)2)
(y2 + (∆f + λ)2)
2
(y2 + (∂xfy + λ)2)
2 (C.22)
+
2∂2xf∂xf(1 + (∂xf)
2)y5
(y2 + (∂xfy + λ)2)
4
)
g(x− y)dy
+ 2∂2xf∂xf(1 + (∂xf)
2)
∫
R
y7
(y2 + (∂xfy + λ)2)
4 g(x− y)dy
∼
∫
R
y2
(
(∂xfy −∆f)(∆f + ∂xfy)(2y2 + (∂xf)2y2 + (∆f)2)
(y2 + (∆f + λ)2)
2
(y2 + (∂xfy + λ)2)
2
+
2∂2xf∂xf(1 + (∂xf)
2)y5
(y2 + (∂xfy + λ)2)
4
)
g(x− y)dy,
where we have applied lemma C.13 with a = 4. L122 out(x) is estimated by noticing that (∂xfy −
∆f)(∆f + ∂xfy)(2y
2 + (∂xf)
2y2 + (∆f)2) - C1(|y|4 + 1) and by using lemma C.11 with a = 4. To
bound L122in(x) we split
L122 in(x) ∼
∫
|y|<1
y2
× (∂xfy −∆f)(∆f + ∂xfy)(2y
2 + (∂xf)
2y2 + (∆f)2) + 2∂2xf∂xf(1 + (∂xf)
2)y5
(y2 + (∆f + λ)2)
2
(y2 + (∂xfy + λ)2)
2 g(x− y)dy
+ 2∂2xf∂xf(1 + (∂xf)
2)
×
∫
|y|>1
y7
(
1
(y2 + (∆f + λ)2)
2
(y2 + (∂xfy + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
4
)
g(x− y)dy.
These terms can be bound by using lemmas C.5 and C.7 with a = 4 (notice that we actually need a
small modification of lemma C.9, but this modification does not introduce any difficulty).
This finishes the estimation of L1(x). To bound L2(x) is enough to prove that the integral∫
R
y
(
∆f
(y2 + (∆f + λ)2)
2 −
∂xfy
(y2 + (∂xfy + λ)2)
2
)
dy
is in L∞. In order to prove it we follow the same steps than in the proof of the estimation of L1(x)
but using lemmas C.10, C.8, C.6, C.12 and C.14 instead of C.9, C.7, C.5, C.11 and C.13.
It remains to bound N2(x). In order to do it we proceed as follows
N2(x) =∂xfσ
2
(
g(x)
∫
R
y2
((y + σAλ)2 + σ2λ2)2
dy
−
∫
R
y2
((y + σAλ)2 + σ2λ2)2
g(x− y)dy
)
Now we can compute that ∫
R
y2
((y + σAλ)2 + σ2λ2)2
dy =
pi
2σ2|λ|
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and by lemma E.1 we have that∫
R
y2
((y + σAλ)2 + σ2λ2)2
g(x− y)dy
= ∂xf
pi
2σ2|λ|
∫
R
e2piiξxgˆ(ξ)e2piiξAσλe−2piσ|λ||ξ|
× (1 + 2piσ2|λ||ξ|(A2 − 1) + 4piiAσ2ξλ)dξ,
so that
N2(x) = ∂xf
pi
2
∫
R
e2piiξx
1
|ξ||λ|
(
1− e2piiAσξλe−2piσ|ξ||λ|
)
|ξ|gˆ(ξ)dξ
− ∂xfσ2pi2
∫
R
e2piiξxe2piiAσξλe−2piσ|ξ||λ|((A2 − 1) + 2isign(ξ)sign(λ))|ξ|gˆ(ξ)dξ.
Therefore by applying lemma 4.11 we obtain that the L2−norm of N2(x) is bounded by 〈A〉||Λg||L2 .
This concludes the proof of the estimate of the L2−norm of k31d2 (x).
Now we estimate k31d1 (x). By using again that (∆∂
3
xf)
2 = 2∂3xf∆∂
3
xf −∆
(
(∂3xf)
2
)
we have that
is enough to bound the integral
M(x) =
∫
R
yλ
(y2 + (∆f + λ)2)2
∆g(x− y)dy (C.23)
in terms of the H1-norm of g. We first split into two terms
M1(x) =
∫
R
yλ
(
1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
2
)
∆g(x− y)dy
M2(x) =
∫
R
yλ
(y2 + (∂xfy + λ)2)
2 ∆g(x− y)dy.
And we split again M1(x) = −L˜1(x) + L˜2(x), analogous to L1(x) and L2(x) in (C.17) and (C.18).
The proof of the bound for L˜1(x) runs the same steps than the proof for L12(x) in (C.19). We
split L˜1 into L˜121(x) and L˜122(x) analogous to L121(x) and L122(x) in (C.20) and (C.21). L˜121(x)
is bounded in the same way that L121(x). For L˜122(x) we remark the main difference: we proceed
like in (C.22), but here, instead to estimate the integral
∫
R
y7
(y2+(∂xfy+λ)2)
4 g(x − y)dy we need to
estimate
∫
R
y6|λ|
(y2+(∂xfy+λ)2)
4 g(x−y)dy. The out−part of this integral is easy to estimate. The in−part
is estimated by using lemma C.9.
This finish the estimate for L˜1(x). To bound L˜2(x) is enough to prove that the integral∫
R
yλ
(
1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
2
)
dy
is in L∞. In order to prove it we follow the same steps than in the proof the estimation of L˜1(x) but
using lemmas C.10, C.8, C.6, C.12 and C.14 instead of C.9, C.7, C.5, C.11 and C.13.
Therefore to finish the estimation in L2 of k31d1 (x) remains to bound M2(x). To bound this term
we just notice that ∫
R
yλ
(y2 + (∂xfy + λ)2)
2 dy = −
Api
2σ2|λ| ,
and the same argument than for N2(x) in (C.16) works.
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We have already estimated k31d(x). To finish the proof of the boundness in L2 of k31(x) we need
to estimate k31u(x). This bound follows similar steps than the estimation of k2112(x) in (C.7).
1.3.The rest of the terms in (C.4).
The estimation of the rest of the terms in (C.4) follow the same steps than the estimation for
either k21(x) or k22(x).
2. Estimation of the terms in (C.3). The first term in (C.3) that we will estimate is k11(x).
Here we recall that we are concern with ||D−1k11||L2 . In order to bound this norm we will proceed
as follows
k11(x) =
∫
R
k11λ (x, y)∂
5
x∆fdy =
∫
R
k11λ (x, y)Dgdy,
where g ≡= D−1∂5xf (we clarify that the operator D = (1 + t∂x) acts on x rather than y). Then we
would like to estimate ||D−1k11||L2 ≤ 〈A〉||g||L2 . In order to do it we notice that
∂x
∫
R
k11λ (x, y)∆gdy =
∫
R
∂xk
11
λ (x, y)∆gdy +
∫
R
k11λ (x, y)∂x∆gdy,
so that
D−1k11(x) =
∫
R
k11λ (x, y)∆gdy − tD−1
∫
R
∂xk
11
λ (x, y)∆gdy
≡ S1(x) + tD−1S2(x).
We then obtain that
||D−1k11||L2 ≤ ||S1||L2 + ||S2||L2 .
The proof of the estimation for S1 and S2 follow the same steps that the estimation of k
22(x) in (C.9).
The function k55(x) is estimated in the same way.
This finish the proof of lemma 4.7.
D Proof of lemma 4.8
In this section we will prove lemma 4.8. We will use the same convection that in appendix C. We
have to control the L2−norm of the function
D−1
1
4ε2
∫ ε
−ε
∫ ε
−ε
∫
R
(
y
y2 + (∆f + (λ− λ′))2 −
y
y2 + (∂xfy + (λ− λ′))2
)
× ∂6xf(x− y)dydλλ′
by 〈A〉||D−1∂5xf ||L2 . In order to do it, by applying Minkowsky inequality, is enough to show that
D−1
∫
R
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
∂6xf(x− y)dy
is in L2 with L2−norm bounded by 〈A〉||D−1∂5xf ||L2 uniformly in λ (for small λ).
Let’s call g(x) = D−1∂5xf(x), then we have to control the function
P (x) = D−1
∫
R
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
D∂xg(x− y)dy
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By noticing that
P (x) =∂x
∫
R
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
∂xg(x− y)dy
=
∫
R
∂x
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
∂xg(x− y)dy
+
∫
R
∂x
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
∂2xg(x− y)dy
≡ S(x) +
∫
R
∂x
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
∂2xg(x− y)dy
we have
P (x) =
∫
R
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
∂xg(x− y)dy − tD−1S(x)
≡M(x) + tD1S(x)
We will estimate both M(x) and S(x) in L2.
To bound M(x) we first integrate by parts, recalling that ∂xg(x− y) = −∂yg(x− y),
M(x) =
∫
R
∂y
(
y
y2 + (∆f + λ)2
− y
y2 + (∂xfy + λ)2
)
g(x− y)dy
=
∫
R
(
1
y2 + (∆f + λ)2
− 1
y2 + (∂xfy + λ)2
)
g(x− y)dy
= 2
∫
R
y
(
y + (∂xfy + λ)∂xf
(y2 + (∂xfy + λ)2)
2 −
y + (∆f + λ)∂xf(x− y)
(y2 + (∆f + λ)2)
2
)
g(x− y)dy
≡M1(x) + 2M2(x).
We split M1(x) in two terms M11(x) and M12(x) with
M11(x) = 2
∫
R
(∂xfy −∆f)λ
(y2 + (∆f + λ)2) (y2 + (∂xfy + λ)2)
g(x− y)dy
M12(x) =
∫
R
(∂xfy −∆f)(∆f + ∂xfy)
(y2 + (∆f + λ)2) (y2 + (∂xfy + λ)2)
g(x− y)dy
M11 out(x) is easy to estimate. And for estimating M11 in(x) we can apply lemma C.9 with a = 4
(actually we need to use a small modification of this lemma but this modification does not introduce
any difficulty).
To bound M12(x) we split this term in the following way
M12(x)
=
∫
R
(
(∂xfy −∆f)(∆f + ∂xfy)
(y2 + (∆f + λ)2) (y2 + (∂xfy + λ)2)
+
∂2xf∂xfy
3
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
+ ∂2xf∂xf
∫
R
y3
(y2 + (∂xfy + λ)2)
2 g(x− y)dy
∼
∫
R
(
(∂xfy −∆f)(∆f + ∂xfy)
(y2 + (∆f + λ)2) (y2 + (∂xfy + λ)2)
+
∂2xf∂xfy
3
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy, (D.1)
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where we have applied lemma C.13 with a = 2.
Then to bound M12 out(x) we notice that
(∂xfy−∆f)(∆f+∂xfy)
(y2+(∆f+λ)2)(y2+(∂xfy+λ)2)
- C1|y|−2 and that we can
apply lemma C.11 to the other part. To bound M12 in(x) we split as follows this term
M12 in(x) ∼
∫
R
(∂xfy −∆f)(∆f + ∂xfy) + ∂2xf∂xfy3
(y2 + (∆f + λ)2) (y2 + (∂xfy + λ)2)
g(x− y)dy
+ ∂2xf∂xf
×
∫
R
y3
(
1
(y2 + (∆f + λ)2) (y2 + (∂xfy + λ)2)
− 1
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
and we can apply lemmas C.5 and C.7. Thus we have already estimate M1(x).
To bound M2(x) we split it into two parts
M2(x) = 2
∫
R
y
(∂xfy + λ)∂xf − (∆f + λ)∂xf(x− y)
(y2 + (∆f + λ)2)
2 g(x− y)dy
+ 2
∫
R
(∂xfy + λ)∂xfy
(
1
(y2 + (∂xfy + λ)2)
2 −
1
(y2 + (∆f + λ)2)
2
)
g(x− y)dy
≡M21(x) +M22(x). (D.2)
To bound M21(x) we split it into two term
M21(x) =
∫
R
y
λ∆∂xf
(y2 + (∆f + λ)2)
2 g(x− y)dy
+
∫
R
y
(∂xfy −∆f)∂xf + ∆f∆∂xf
(y2 + (∆f + λ)2)
2 g(x− y)dy
≡M211(x) +M212(x).
M211 out(x) is easy to estimate. And applying lemma C.9 we bound M211 in(x).
To estimate M212(x) we compute
M212(x)
=
∫
R
y
(
(∂xfy −∆f)∂xf + ∆f∆∂xf
(y2 + (∆f + λ)2)
2 −
− 12∂2xf∂xfy2 + ∂xf∂2xfy2
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
+
1
2
∂xf∂
2
xf
∫
R
y3
(y2 + (∂xfy + λ)2)
2 g(x− y)dy
∼
∫
R
y
(
(∂xfy −∆f)∂xf + ∆f∆∂xf
(y2 + (∆f + λ)2)
2 −
− 12∂2xf∂xfy2 + ∂xf∂2xfy2
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy,
where we have used lemma C.13, with a = 2. Then, to bound M212(x) we just use that (∂xfy −
∆f)∂xf + ∆f∆∂xf - C1(|y| + 1) and lemma C.11. To estimate M212 in(x) we notice that (∂xfy −
∆f)∂xf + ∆f∆∂xf +
1
2∂
2
xf∂xfy
2 − ∂xf∂2xfy2 - C3|y|3, and we can apply lemmas C.5 and C.7. This
finish the estimation of M21(x).
To estimate M22(x) we split it into two terms
M22(x) = 2
∫
R
λ∂xfy
(
1
(y2 + (∂xfy + λ)2)
2 −
1
(y2 + (∆f + λ)2)
2
)
g(x− y)dydy
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+ 2
∫
R
(∂xf)
2y2
(
1
(y2 + (∂xfy + λ)2)
2 −
1
(y2 + (∆f + λ)2)
2
)
g(x− y)dy
≡M221(x) +M222(x).
M221 out(x) is easy to estimate and M221 in(x) can be estimated by using lemma C.4, with a = 2 and
then lemma C.9, with a = 4 (actually we need a small modification of lema C.9 but this modification
does not cause any difficulty). M222(x) is bounded in the same way that L12(x) in (C.19).
We have completed the estimation of M(x). It remains to bound S(x). This function is given by
S(x) = −2
∫
R
y
(
(∆f + λ)∂x∆f
(y2 + (∆f + λ)2)
2 −
(∂xfy + λ)∂
2
xfy
(y2 + (∂xfy + λ)2)
2
)
∂xg(x− y)dy.
Taking into account that ∂xg(x− y) = −∂yg(x− y) we have that
S(x)
= −2
∫
R
(
(∆f + λ)∂x∆f
(y2 + (∆f + λ)2)
2 −
(∂xfy + λ)∂
2
xfy
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
− 2
∫
R
y
(
∂xf(x− y)∂x∆f + (∆f + λ)∂2xf(x− y)
(y2 + (∆f + λ)2)
2
−∂xf∂
2
xfy + (∂xfy + λ)∂
2
xf
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
+ 8
∫
R
y
(
(∆f + λ)∂x∆f(y
2 + (∆f + λ)2)(y + (∆f + λ))∂2xf(x− y)
(y2 + (∆f + λ)2)
2
− (∂xfy + λ)∂
2
xfy(y
2 + (∂xfy + λ)
2)(y + (∂xfy + λ))∂
2
xf
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
≡ −2S1(x)− 2S2(x) + 8S3(x).
To bound S1(x) we split it in the following way
S1(x) =
∫
R
(∆f + λ)∂x∆f − (∂xfy + λ)∂2xfy
(y2 + (∆f + λ)2)
2 g(x− y)dy
+
∫
R
(∂xfy + λ)∂
2
xfy
(
1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
≡ S11(x) + S12(x). (D.3)
To bound S11(x) we split into two terms
S11(x)
=
∫
R
∆f∂x∆f − ∂xf∂2xfy2
(y2 + (∆f + λ)2)
2 g(x− y)dy +
∫
R
λ(∂x∆f − ∂2xfy)
(y2 + (∆f + λ)2)
2 g(x− y)dy
∼
∫
R
∆f∂x∆f − ∂xf∂2xfy2
(y2 + (∆f + λ)2)
2 g(x− y)dy.
The last line follow from the bound (∂x∆f − ∂2x) - C2(|y|+ 1) and then we can bound the out−part
and from the bound (∂x∆f − ∂2x) - C3|y|3 and lemma C.9 that allow us to estimate the in-part.
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Now we write
S11(x) =
∫
R
(
∆f∂x∆f − ∂xf∂2xy2
(y2 + (∆f + λ)2)
2 +
1
2 (∂xf + ∂
3
xf + (∂
2
xf)
2)y3
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
−
∫
R
1
2 (∂xf + ∂
3
xf + (∂
2
xf)
2)y3
(y2 + (∂xfy + λ)2)
2 g(x− y)dy
∼
∫
R
(
∆f∂x∆f − ∂xf∂2xy2
(y2 + (∆f + λ)2)
2 +
1
2 (∂xf + ∂
3
xf + (∂
2
xf)
2)y3
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy.
The last line follows from lemma C.13.
To bound S11(x) we proceed as follows. S11 out(x) is easy to bound from the inequality ∆f∂x∆f −
∂xf∂
2
xy
2 - C2(1 + y2) and lemma C.11. In addition to bound S11 in(x) we proceed as follows,
S11 in(x) =
∫
|y|<1
∆f∂x∆f − ∂xf∂2xfy2
(y2 + (∆f + λ)2)
2 g(x− y)dy
+
∫
|y|<1
1
2
(∂xf∂
3
xf + (∂
2
xf)
2)y3
(
1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
2
)
dy
Then the estimate for S11(x) follows from lemma C.5 and from the inequality ∆f∂x∆f − ∂x∂2xfy -
C3+α|y|3+α together with lemma C.3.
S12(x) can be estimated as M2(x) in (D.2). This finish the estimation of S1(x).
To bound S2(x) we split it into two terms
S2(x)
=
∫
R
y
(
∂xf(x− y)∂x∆f + (∆f + λ)∂2xf(x− y)− ∂xf∂2xfy − (∂xfy + λ)∂2xf
(y2 + (∆f + λ)2)
2
)
g(x− y)dy
+
∫
R
y
(
∂xf∂
2
xfy + (∂xfy + λ)∂
2
xf
)( 1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
)
g(x− y)dy
≡S21(x) + S22(x). (D.4)
We first bound S21(x). We write it as follows
S21(x)
=
∫
R
y
−(∆∂xf)2 + ∂xf(∂x∆f − ∂2xfy)− ∂2x∆f(∆f + λ) + ∂2xf(∆f − ∂xfy)
(y2 + (∆f + λ)2)
2 g(x− y)dy.
The integral corresponding to the first term in the numerator of the integrand of S21(x) was bounded
for k212 (x) in C.7. The third one appears in k
21
11(x) in (C.6) together with k
21
12(x) in (C.7). The
structure of the forth one is the same that the structure of the second one (actually is less singular).
The bound for the second one is as follows∫
R
y
∂x∆f − ∂2xfy
(y2 + (∆f + λ)2)
2 g(x− y)dy
=
∫
R
y
(
∂x∆f − ∂2xfy
(y2 + (∆f + λ)2)
2 +
1
2∂
3
xfy
2
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy
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− 1
2
∂3xf
∫
R
y3
(y2 + (∂xfy + λ)2)
2 dy
∼
∫
R
y
(
∂x∆f − ∂2xfy
(y2 + (∆f + λ)2)
2 +
1
2∂
3
xfy
2
(y2 + (∂xfy + λ)2)
2
)
g(x− y)dy,
where we have applied C.13. Now we split∫
R
y
∂x∆f − ∂2xfy
(y2 + (∆f + λ)2)
2 g(x− y)dy
∼
∫
R
y
∂x∆f − ∂2xfy + 12∂3xfy2
(y2 + (∆f + λ)2)
2 g(x− y)dy
+
1
2
∂3xf
∫
R
y3
(
1
(y2 + (∆f + λ)2)
2 −
1
(y2 + (∂xfy + λ)2)
2
)
dy,
so that we can proceed as for S11(x) and S12(x) in (D.3).
It remains to bound S3(x).
S3(x) =
∫
R
y
(
(∆f + λ)∂x∆f(y
2 + (∆f + λ)2)(y + ∆f + λ)∂2xf(x− y)
(y2 + (∆f + λ)2)
4
+
−(∂xfy + λ)∂2xfy(y2 + (∂xf + λ)2)(y + ∂xfy + λ)∂2xf
(y2 + (∆f + λ)2)
4
)
g(x− y)dy
+
∫
R
y(∂xfy + λ)∂
2
xfy(y
2 + (∂xf + λ)
2)(y + ∂xfy + λ)∂
2
xf
(
1
(y2 + (∆f + λ)2)
4
−
(y2 + (∂xfy + λ)2)
4
)
g(x− y)dy
≡ S31(x) + S32(x).
We will use the splitting
(∆f + λ)∂x∆f
(
y2 + (∆f + λ)2
)
(y + ∆f + λ)∂2xf(x− y)
− (∂xfy + λ)∂2xfy
(
y2 + (∂xfy + λ)
2
)
(y + ∂xfy + λ)∂
2
xf
= −(∆f + λ)∂x∆f
(
y2 + (∆f + λ)2
)
(y + ∆f + λ)∆∂2xf
+ ∂2xf
(
(∆f + λ)∂x∆f
(
y2 + (∆f + λ)2
)
(y + ∆f + λ)
− (∂xfy + λ)∂2xfy
(
y2 + (∂xfy + λ)
2
)
(y + ∂xfy + λ)
)
= −∆f∂x∆f(y2 + (∆f)2)(y + ∆f)∆∂2xf + h1(x, y)
+ ∂2xf
(
(∆f − ∂xfy)∂x∆f
(
y2 + (∆f + λ)2
)
(y + ∆f + λ)
+ ∂xfy(∂x∆f − ∂2xfy)
(
y2 + (∆f + λ)2
)
(y + ∆f + λ)
+ ∂xfy∂
2
xy
(
(∆f + λ)2 − (∂xfy + λ)2
)
(y + ∆f + λ)
= −∆f∂x∆f(y2 + (∆f)2)(y + ∆f)∆∂2xf
+ ∂2xf(∆f − ∂xfy)∂x∆f(y2 + (∆f)2)(y + ∆f) + h2(x, y),
where hi(x, y) - C3
∑4
l=1 |y|6−l|λ|l, and hi(x, y) - C3(|y|4 + 1), with i = 1, 2. Then
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S31(x) ∼
∫
R
y
−∆f∂x∆f(y2 + (∆f)2)(y + ∆f)∆∂2xf
(y2 + (∆f + λ)2)
4 g(x− y)dy
+
∫
R
y
∂2xf(∆f − ∂xfy)∂x∆f(y2 + (∆f)2)(y + ∆f)
(y2 + (∆f + λ)2)
4 g(x− y)dy.
Since we can control the out−part of the integral∫
R
yh2(x, y)g(x− y)dy
by lemma C.3 and the in−part by lemma C.9.
Next we split S31(x) in the following way
S31(x)
=
∫
R
y
(
−∆f∂x∆f(y2 + (∆f)2)(y + ∆f)∆∂2xf + ∂2xf(∆f − ∂xfy)∂x∆f(y2 + (∆f)2)(y + ∆f)
(y2 + (∆f + λ)2)
4
− (1 + (∂xf)
2)(1 + ∂xf)(∂xf∂
2
xf∂
3
xf +
1
2 (∂
2
xf)
3)y6
(y2 + (∂xfy + λ)2)
4
)
g(x− y)dy
+ (1 + (∂xf)
2)(1 + ∂xf)(∂xf∂
2
xf∂
3
xf +
1
2
(∂2xf)
3)
∫
R
y7
(y2 + (∂xfy + λ)2)
4 g(x− y)dy
∼
∫
R
y
(
−∆f∂x∆f(y2 + (∆f)2)(y + ∆f)∆∂2xf + ∂2xf(∆f − ∂xfy)∂x∆f(y2 + (∆f)2)(y + ∆f)
(y2 + (∆f + λ)2)
4
− (1 + (∂xf)
2)(1 + ∂xf)(∂xf∂
2
xf∂
3
xf +
1
2 (∂
2
xf)
3)y6
(y2 + (∂xfy + λ)2)
4
)
g(x− y)dy,
where we have applied lemma C.13, with a = 4 in the last line. So that we can finish the bound of
S13(x) by noticing that
−∆f∂x∆f(y2 + (∆f)2)(y + ∆f)∆∂2xf + ∂2xf(∆f − ∂xfy)∂x∆f(y2 + (∆f)2)(y + ∆f)
− (1 + (∂xf)2)(1 + ∂xf)(∂xf∂2xf∂3xf +
1
2
(∂2xf)
3)y6 - C3+α|y|6+α,
and therefore, for example, one can proceed as for M12(x) in (D.1). This finish the estimation of
S31(x). To finish the estimate of S3(x) it remains to bound S32(x). This function can be estimated
in the same way that S22(x) in (D.4).
Then we have achieved the conclusion of lemma 4.8.
Lemma D.1 The velocity u]c(s, λ) for |λ| < ε is uniformly continuous in λ.
Proof: We will work with the parametrization z(s, t) = (x, f(x, t)). Then
u]c(x, λ) =
1
ε
∫ ε
−ε
∫
R
y
y2 + (∆f + (λ− λ′))2 ∆fdx
Then it is enough to prove that the function
h(x, λ) =
∫
R
y
y2 + (∆f + λ)2
∆fdx
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satisfies ||∂λh||L∞(dx) ≤ |||f ||| for every λ (see (4.32) for a definition of |||f |||). In addition, by Sobolev’s
embedding we reduce the problem to prove that ||∂λh||H1(dx) ≤ |||f |||. We notice that
∂λh(x, λ) =
∫
R
2y(∆f + λ)
(y2 + (∆f + λ)2)
2 ∆f.
The L2 − norm of this function can be bounded in the same way we bound k31d2 (x) in (C.13) and
N(x) in (C.14). By taking a derivative with respect to x we have
∂x∂λh(x, λ) =
∫
R
y∆∂xf
(y2 + (∆f + λ)2)
2 ∆∂xf +
∫
R
y(∆f + λ)
(y2 + (∆f + λ)2)
2 ∂
2
x∆fdy
+
∫
R
y(∆f + λ)∆∂xf∂x
1
(y2 + (∆f + λ)2)
2 dy.
The first term can be bounded as N(x) in (C.14). The second term can be bounded in the same way
that k31d2 (x) in (C.13) and N(x) in (C.14). The last term can be bounded by using a similar strategy
and using lemma E.1.

E Fourier transform of KA(x)
In this appendix it will be compute the Fourier transform of the function
KA(y) (E.1)
=
1
4ε2
{
−2Ay arctan (A) + (2ε+Ay) arctan
(
2ε+Ay
y
)
+ (Ay − 2ε) arctan
(
Ay − 2ε
y
)
+ y log
(
y2(1 +A2)
)
−y
2
log
(
y2 + (2ε+Ay)2
)− y
2
log
(
y2 + (Ay − 2ε)2)} .
In order to do it we will use a different expression for KA(y). By following section 4.2.1 it is easy to
check that
KA(y) =
1
4ε2
∫ ε
−ε
∫ ε
−ε
y
(1 +A2)y2 + (λ− λ′)2 + 2Ay(λ− λ′)dλ
′dλ.
We rewrite the first integral in the following way
I1(y) =
1
2ε
∫ ε
−ε
y
(1 +A2)y2 + (λ− λ′)2 + 2Ay(λ− λ′)dλ
′
=
1
2ε
1
(1 +A2)
∫ ε−λ
−ε−λ
y
y2 + λ
′2
1+A2 − 2 A1+A2 yλ′
dλ′,
and calling σ = 11+A2 we have that
I1(y) =
σ
2ε
∫ ε−λ
−ε−λ
y
y2 + σλ′2 − 2σAyλ′ dλ
′ =
σ
2ε
∫ ε−λ
−ε−λ
y
(y − σAλ′)2 + σλ′2 − σ2A2λ′2 dλ
′
=
σ
2ε
∫ ε−λ
−ε−λ
y
(y − σAλ′)2 + σλ′2 − σ2A2λ′2 dλ
′ =
σ
2ε
∫ ε−λ
−ε−λ
y
(y − σAλ′)2 + (σλ′)2 dλ
′
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σ2ε
∫ ε−λ
−ε−λ
y
(y − µ)2 + υ2 dλ
′,
where µ = σAλ′ and υ = σ|λ′|. Now it is easy to compute that
F
(
y
(y − µ)2 + υ2
)
= F
(
y − µ
(y − µ)2 + υ2
)
+ F
(
µ
(y − µ)2 + υ2
)
=
∫
R
y − µ
(y − µ)2 + υ2 e
−2piiyξdy + µ
∫
R (y − µ)2 + υ2
e−2piiyξdy
= e−2piiµξ
(∫
R
y
y2 + υ2
e−2piiξydy + µ
∫
R
1
y2 + υ2
e−2piiξydy
)
= pie−2piiµξe−2piυ|ξ|
(
−i sign(ξ) + µ
υ
)
= pie−2piσ|ξ||λ
′|(1+i A sign(ξ)sign(λ′)) (−i sign(ξ) +A sign(λ′))
= −i sign(ξ)pie−2piσ|ξ||λ′|(1+i A sign(ξ)sign(λ′))(1 + i A sign(ξ)sign(λ′)).
Thus
Iˆ1(ξ) = −i sign(ξ)piσ
2ε
∫ ε−λ
−ε−λ
e−2piσ|ξ||λ
′|(1+i A sign(ξ)sign(λ′))(1 + i A sign(ξ)sign(λ′))dλ′
= −i sign(ξ)piσ
2ε
∫ 0
−ε−λ
e2piσ|ξ|λ
′(1−i A sign(ξ))(1− i A sign(ξ))dλ′
− i sign(ξ)piσ
2ε
∫ ε−λ
0
e−2piσ|ξ|λ
′(1+i A sign(ξ))(1 + i A sign(ξ))dλ′
= −i sign(ξ)piσ
2ε
1
2piσ|ξ|
(
2− e−2pi σ|ξ|(ε+λ)(1−i A sign(ξ)) − e−2piσ|ξ|(ε−λ)(1+iAsign(ξ))
)
= −i sign(ξ) 1
4ε|ξ|
(
2− e−2pi σ|ξ|(ε+λ)(1−i A sign(ξ)) − e−2piσ|ξ|(ε−λ)(1+iAsign(ξ))
)
.
Finally we calculate
1
2ε
∫ ε
−ε
Iˆ1(ξ)dλ
=
−isign(ξ)
8ε2|ξ|
(
4ε+
1
2pi|ξ|σ(1− iAsign(ξ)) e
−2pi|ξ|σ(ε+λ)(1−iAsign(ξ))
∣∣∣ε
−ε
− 1
2pi|ξ|σ(1 + iAsign(ξ)) e
−2pi|ξ|σ(ε+λ)(1+iAsign(ξ))
∣∣∣ε
−ε
)
=
−isign(ξ)
8ε2|ξ|
(
4ε+
1
2pi|ξ|σ(1− iAsign(ξ))e
−4pi|ξ|σε(1−iAsign(ξ)) − 1
2pi|ξ|σ(1− iAsign(ξ))
+
1
2pi|ξ|σ(1 + iAsign(ξ))e
−4pi|ξ|σε(1+iAsign(ξ)) − 1
2pi|ξ|σ(1 + iAsign(ξ))
)
.
This last expression proves lemma 4.9.
Lemma E.1 The following identities hold:
F
[
y2
((y + σAλ)2 + σ2λ2)
2
]
(ξ)
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=
pi
2σ2|λ|e
2piiAσξλe−2piσ|λ||ξ|
(
1 + 2piσ2(A2 − 1) + 4piiAσ2ξλ)
F
 yλ(
y2 + (Ay + λ)
2
)2
 (ξ)
= − pi
2σ2|λ|e
2piiAσλξe−2piσ|λ||ξ|(A+ 2ipiσξλ+ 2piσ|ξ||λ|)
F
[
y6
((y + σAλ)2 + σ2λ2)4
]
(ξ) = e2piiAσξλe−2piσ|λ||ξ|
(
15pi
48σ4|λ| + |ξ|p2(A, tξ)
)
F
[
y5λ
((y + σAλ)2 + σ2λ2)4
]
(ξ) = e2piiAσξλe−2piσ|λ||ξ|
(−15piA
48σ4|λ| + |ξ|p2(A, tξ)
)
F
[
y4λ2
((y + σAλ)2 + σ2λ2)4
]
(ξ) = e2piiAσξλe−2piσ|λ||ξ|
(
(3 + 18A+ 15A2)pi
48σ3|λ| + |ξ|p2(A, tξ)
)
F
[
y3λ3
((y + σAλ)2 + σ2λ2)4
]
(ξ) = e2piiAσξλe−2piσ|λ||ξ|
(−3A(3 + 5A2)pi
48σ4|λ| + |ξ|p2(A, tξ)
)
F
[
y4
((y + σAλ)2 + σ2λ2)3
]
(ξ) = e2piiAσξλe−2piσ|λ||ξ|
(
3pi
8σ2|λ| + |ξ|p1(A, tξ)
)
F
[
y3λ
((y + σAλ)2 + σ2λ2)3
]
(ξ) = e2piiAσξλe−2piσ|λ||ξ|
(−3piA
8|σ3λ| + |ξ|p1(A, tξ)
)
F
[
y2λ2
((y + σAλ)2 + σ2λ2)3
]
(ξ) = e2piiAσξλe−2piσ|λ||ξ|
(
(1 + 3A2)pi
8|λ|σ3 + |ξ|p1(A, tξ)
)
where pj(A, t|ξ|) is some polynomial in tξ, t|ξ|, |λ|ξ and |t||ξ| of degree j whose coefficient are
smooth function on A.
Proof: The proof is just a straightforward computation. 
F Estimate on the symbol m˜, on the K-kernels and on the
coefficient a(x, t)
F.1 Estimates on the symbol m˜
The symbol
m˜(ξ, x, t) = e−H(t|ξ|,A)+log(1+t|ξ|),
where
H(t|ξ|, A) =
∫ t|ξ|
0
1
τ
{
1 +
1
4piτ
(
e−4piτσ (cos(4piτσA)−A sin(4piτσA))− 1)} dτ
with σ = 11+A2 , satisfies the following lemma:
Lemma F.1 The next estimates holds:
1.
||m˜||L∞(R)×L∞(R) ≤ eC(1+||A||L∞(R))
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2.
∂ξm˜(ξ, x, t) = tb(ξ, x, t)
with
||b||L∞(R)×L∞(R) ≤ CeC(1+||A||L∞(R))
3.
||∂xm˜||L∞(R)×L∞(R) ≤ eC(1+||A||L∞(R))||∂xA||L∞(R)
4.
∂2xξm˜(ξ, x, t) = tg(ξ, x, t)
with
||∂2xξg||L∞(R)×L∞(R) ≤ CeC(1+||A||L∞(R))||∂xA||L∞(R)
Remark F.2 Notice that all these quantities are bounded by 〈A〉.
Proof: In order to prove the first estimate we notice that
1
4piτ
(−1 + e−4piστ (cos(4piσAτ)−A sin(4piσAτ)))
= −
∫ 1
0
e−4piσττ1 cos(4piσAττ1)dτ1
and then
1
τ
{
1 +
1
4piτ
(
e−4piτσ (cos(4piτσA)−A sin(4piτσA))− 1)}
= 4piσ
∫ 1
0
∫ 1
0
e−4piσττ1τ2τ1 (cos(4piσAττ1τ2) +A sin(4piσAττ1τ2)) dτ2dτ1.
Then, for t|ξ| ≤ 1, we have that
|H(t|ξ|, A)| ≤ C.
For t|ξ| > 1 we have that
H(t|ξ|, A)
=
∫ 1
0
(
1
τ
(
1 +
1
4piτ
(−1 + e−4piστ (cos(4piσAτ)−A sin(4piσAτ))))− 1
1 + τ
)
dτ
+
∫ t|ξ|
1
(
1
τ
(
1 +
1
4piτ
(−1 + e−4piστ (cos(4piσAτ)−A sin(4piσAτ))))− 1
1 + τ
)
dτ
Thus
|H(t|ξ|, A)| ≤ C +
∫ t|ξ|
1
(
1
τ
− 1
1 + τ
)
+
∣∣∣∣∣
∫ t|ξ|
1
1
4piτ2
(−1 + e−4piστ (cos(4piσAτ)−A sin(4piσAτ))) dτ ∣∣∣∣∣
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≤ C(1 + |A|).
Therefore for every t|ξ| we have that
|m˜(ξ, x, t)| ≤ eC(1+|A|).
To prove the second inequality we compute that
∂ξm˜(ξ, x, t) (F.1)
= −tsign(ξ)
(
1
t|ξ|
(
1 +
1
4pit|ξ|
(
−1 + e−4piσt|ξ| (cos(4piσAt|ξ|)−A sin(4piσAt|ξ|))
))
− 1
1 + t|ξ|
)
m˜(ξ, x, t) ≡ tb(ξ, x, t),
where
|b(ξ, x, t)| ≤ C(1 + |A|)eC(1+|A|).
The third inequality follows from the expression
∂xm˜(ξ, x, t) = −∂AH(t|ξ|, A)m˜(ξ, x, t)∂xA.
Just a computation shows that
∂AH(t|ξ|, A) (F.2)
=
∫ t|ξ|
0
σ
4piτ2
e−4piστ
(
4Apiτ cos(4piτσA)− (1 +A2 + 4piτ) sin(4piτσA)) dτ. (F.3)
Since
4piAτ cos(4piτσA)− (1 +A2) sin(4piτσA) = −16pi2A2στ2
∫ 1
0
τ1 sin(4piσAττ1)dτ1
and
sin(4piAστ) = 4piAτ
∫ 1
0
cos(4piAσττ1)dτ1
we have that
∂AH(t|ξ|, A)
= −4piA2σ2
∫ t|ξ|
0
e−4piστ
∫ 1
0
(τ1 sin(4piσAττ1) + cos(4piσAττ1)) dτ1dτ,
and then
|∂AH(t|ξ|, A)| ≤ C.
Therefore
|∂xm˜(ξ, x, t)| ≤ eC(1+|A|)|∂xA|
In order to prove the fourth estimate we look at the expression (F.1). Taking a derivative with
respect to x yields
∂2xξm˜(ξ, x, t)
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= −tsign(ξ)∂xA
(
σ
4pit2|ξ|2 e
−4piσt|ξ| (4Apit|ξ| cos(4pit|ξ|σA)
−(1 +A2 + 4pit|ξ|) sin(4pit|ξ|σA)))× m˜(ξ, x, t)
− tsign(ξ)
(
1
t|ξ|
(
1 +
1
4pit|ξ|
(
−1 + e−4piσt|ξ| (cos(4piσAt|ξ|)−A sin(4piσAt|ξ|))
))
− 1
1 + t|ξ|
)
∂xm˜(ξ, x, t)
≡ tg(ξ, x, t)
with
|g(ξ, x, t)| ≤ C|∂xA|eC(1+|A|).

Corollary F.3 Let T ≤ 1 and t ∈ [0, T ]. Then the pseudo-differential operator
mf(x, t) =
∫
R
e2piiξxm(ξ, x, t)fˆ(ξ)dξ
satisfies
||mf(·, t)||L2(R)
≤ C(1 + ||A||2L∞(R))2eC(1+||A||L∞(R))||∂xA||L∞(R)||D−1f(·, t)||L2(R)
≤ 〈A〉||D−1f(·, t)||L2(R)
Proof:This corollary is a consequence of theorem 4.11 and lemma F.1. 
Corollary F.4 Let T ≤ 1 and t ∈ [0, T ]. Then the pseudo-differential operators
∂Amf(x, t) =
∫
R
e2piiξx∂AH(t|ξ|, A)m(ξ, x, t)fˆ(ξ)dξ
mxf(x, t) =
∫
R
e2piiξx∂xm(ξ, x, t)fˆdξ
satisfy
||∂Amf(·, t)||L2(R)
≤ C
(
1 + ||∂xA||2L∞(R)
)
eC(1+||A||L∞(R))||D−1f(·, t)||L2(R)
≤ 〈A〉||D−1f(·, t)||L2(R)
||mxf(·, t)||L2(R)
≤ C
(
1 + ||∂xA||2L∞(R) + ||∂2xA||L∞
)
eC(1+||A||L∞(R))||D−1f(·, t)||L2(R)
≤ 〈A〉||D−1f(·, t)||L2(R)
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Proof:By theorem 4.11 and lemma F.1 we just have to control the L∞- norms of
∂AH(t|ξ|, A) ∂x∂AH(t|ξ|, A)
∂ξ∂AH(t|ξ|, A) ∂2xξ∂AH(t|ξ|, A).
Taking a derivative with respect to A in (F.2) shows that
∂2AH(t|ξ|, A)
=
∫ t|ξ|
0
4piσ3e−4piστ
(
(−1 + 3A2) cos(4piσAτ) +A(−3 +A2) sin(4piσAτ)) dτ.
Therefore
∣∣∂2AH(t|ξ|, A)∣∣ ≤ Cσ3(1 + |A|3)∫ t|ξ|
0
e−4piστdτ ≤ Cσ2(1 + |A|3) ≤ C.
And since
∂x∂AH(t|ξ|, A) = ∂xA∂2AH(t|ξ|, A)
we have
|∂x∂AH(t|ξ|, A)| ≤ C|∂xA|.
Taking a derivative with respect to ξ in (F.2) yields
∂ξ∂AH(t|ξ|, A) = tsign(ξ)×
σ
4pit2|ξ|2 e
−4piσt|ξ| (4Apit|ξ| cos(4pit|ξ|σA)− (1 +A2 + 4pit|ξ|) sin(4pit|ξ|σA))
And therefore
|∂ξ∂AH(t|ξ|, A)| ≤ Ct.
Finally taking a derivative we have that
∂2xξ∂AH(t|ξ|, A) = ∂xA∂A∂2ξAH(t|ξ|, A)
where one can compute
∂3ξAAH(t|ξ|, A) = tsign(ξ)
× 4piσ3e−4piσt|ξ| ((−1 + 3A2) cos(4piσAt|ξ|) +A(−3 +A2) sin(4piσAt|ξ|))
Then we obtain ∣∣∂2xξ∂AH(t|ξ|, A)∣∣ ≤ Ct.
And then we achieve the conclusion of the lemma. 
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F.2 Estimates on the K-Kernels
We recall the expression of the Kernel
K˜(x; y) =
A
4pit2
{
−2 arctan(A) + arctan
(
A− 2t
y
)
+ arctan
(
A+
2t
y
)}
+
1
4pit2
{
log
(
y2(1 +A2)
)− 1
2
log
(
y2 + (−2t+Ay)2)− 1
2
log
(
y2 + (2t+Ay)2
)}
.
We will omit the dependence on x and t of A = A(x, t) in the notation. Then our purpose is to show
the next lemma.
Lemma F.5 The following estimates hold:
1. ∫
R
t
∣∣∣∂xK˜(x; y)∣∣∣ dy < 2|∂xA(x)|.
2. ∫
R
t
∣∣∣∂2xK˜(x; y)∣∣∣ dy ≤ C (|∂xA|2 + |∂2xA|) .
3. ∫
R
t
∣∣∣∂3xK˜(x; y)∣∣∣ dy ≤ C (|∂xA|3 + |∂xA|2 + |∂2xA|2 + |∂3xA|) .
Proof: In order to prove the lemma we notice that
tK˜(x; y) =
1
4pit
{
−2A arctan(A) +A arctan
(
A− 2
y′
)
+A arctan
(
A+
2
y′
)}
+
1
4pit
{
log
(
y′2(1 +A2)
)− 1
2
log
(
y′2 + (−2 +Ay′)2)− 1
2
log
(
y′2 + (2 +Ay′)2
)}
.
with y′ = yt .
We can compute that
∂xK˜(x; y) = ∂xA
1
4pit
(
−2 arctan(A) + arctan
(
A− 2
y
)
+ arctan
(
A+
2
y
)
+
16Ay′2
16− 8(−1 +A2)y′2 + (1 +A2)2y′4)
)
Then, after a change of variables, we have that∫
R
t
∣∣∣∂xK˜(x; y)∣∣∣ dy
=
|∂xA|
4pi
∫
R
∣∣∣∣−2 arctan(A) + arctan(A− 2y
)
+ arctan
(
A+
2
y
)
+
16Ay2
16− 8(−1 +A2)y2 + (1 +A2)2y4
∣∣∣∣ dy
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In addition we have that∫
R
∣∣∣∣ 16Ay216− 8(−1 +A2)y2 + (1 +A2)2y4
∣∣∣∣ dy = 4pi|A|σ.
Also, the integral ∫
R
∣∣∣∣2 arctan(A)− arctan(A− 2y
)
− arctan
(
A+
2
y
)∣∣∣∣ dy
is invariant under the change A → −A and therefore we can assume that A is positive. For positive
A is easy to check that
2 arctan(A)− arctan(A− x)− arctan(A+ x) ≥ 0,
(it is enough to notice that at x = 0 is zero and the derivative with respect to x has the sign of x).
Thus ∫
R
∣∣∣∣2 arctan(A)− arctan(A− 2y
)
− arctan
(
A+
2
y
)∣∣∣∣ dy (F.4)
=
∫
R
2 arctan(A)− arctan
(
A− 2
y
)
− arctan
(
A+
2
y
)
dy
= 4piAσ.
These two estimates show that ∫
R
t
∣∣∣∂xK˜(x; y)∣∣∣ dy < 2|∂xA|.
In addition
∂2xK˜(x; y) = (∂xA)
2
∂2AK˜(x; y) + ∂
2
xA∂AK˜(x; y),
(allow us, please, to use this notation). The second term on the right hand side is already bounded.
It is remained to bound ∂2AK˜(x; y). A computation shows that
t∂2AK˜(x; y)
=
2σ
pit
−64 + 16(−1 + 7A2)y′2 + (4 + 56A2 − 12A4)y′4 − (1 +A2)2(−1 + 3A2)y′6
(16− 8(−1 +A2)y′2 + (1 +A2)2y′4)2
where again y′ = yt . Thus, since∫
R
64
(16− 8(−1 +A2)y′2 + (1 +A2)2y′4)2 dy =
(5 +A2)pi
32∫
R
16(1 + 7A2)y2
(16− 8(−1 +A2)y′2 + (1 +A2)2y′4)2 dy =
pi(1 + 7A2)
32∫
R
(4 + 56A2 + 12A4)y4
(16− 8(−1 +A2)y′2 + (1 +A2)2y′4)2 dy =
(1 + 14A2 + 3A4)pi
32(1 +A2)∫
R
(1 +A2)2(1 + 3A2)y4
(16− 8(−1 +A2)y′2 + (1 +A2)2y′4)2 dy =
(5 +A2)(1 + 3A2)pi
32(1 +A2)
,
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we have ∫
R
∣∣∣t∂2AK˜(x; y)∣∣∣ dy ≤ C,
and we can conclude that ∫
R
t
∣∣∣∂2xK˜(x; y)∣∣∣ dy ≤ C (|∂xA|2 + |∂2xA|) .
Similar computations yield the third estimate of the lemma. 
Next we will estimate the L1(dz)−norm of
K˜c(x; y) ≡ K˜(x; y)− K˜(∞; y) (F.5)
=
1
4pit
{
−2A arctan(A) +A arctan
(
A− 2
y′
)
+A arctan
(
A+
2
y′
)}
+
1
4pit
{
log
(
y′2(1 +A2)
)− 1
2
log
(
y′2 + (−2 +Ay′)2)− 1
2
log
(
y′2 + (2 +Ay′)2
)
− log(y′2) + log (y′2 + 4)}
In fact we will prove the lemma below:
Lemma F.6 The following estimates hold:
1. ∫
R
t|K˜c(x; z)|dz ≤ 2A2σ
2. ∫
R
t|∂xK˜c(x; z)|dz ≤ |∂xA|
3. ∫
R
t|∂2xK˜c(x; z)|dz ≤ C(|∂xA|2 + |∂2xA|)
Proof: The part corresponding with the first term on the right hand side of (F.5) has already been
bounded in (F.4). For the second term we notice that the function
f(A, y) = log(1 +A2) + log(4 + y2)− 1
2
log
(
y2 + (2 +Ay)2
)
− 1
2
log
(
y2 + (2−Ay)2)
is positive. It is enough to observe that f(A, 0) = (1 + A2) > 0, x = 0 is a local minimum for all A,
there is only another local critical point for y > 0 at x = 2√
3+A2
and limy→0 f(A, y) = 0. Thus∫
R
1
4pit
|f(A, y′)|dy =
∫
R
1
4pi
f(A, y′)dy′ = A2σ.
Therefore the first estimate of the lemma holds. The second and third ones are a consequence of
lemma F.5. 
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F.3 Estimates on the coefficient a(x, t).
The function a(x, t) is given by the expression
a(x, t) = P.V.
∫
R
Kε(x, y)dy
where the principal value is taken at 0 and at the infinity. We need to prove the next lemma
Lemma F.7 The following estimate holds:
||∂xa||H2 ≤ |||f |||.
Proof: We will use the same convection that in appendix C. We recall that we can write
Kε(x, y) =
1
2ε2
∫ ε
−ε
∫ ε
−ε
y
y2 + (∆f + (λ− λ′))2 dλdλ
′,
thus, by using Minkowsky inequality, we find that it is enough to bound the integral
∂x
∫
R
y
y2 + (∆f + λ)2
dy
in H2 uniformly in λ. We will give the details of the most singular term, i.e.,
∂3x
∫
R
y
y2 + (∆f + λ)2
dy
The bound of this term in L2 implies that we have to control in L2 the function k31(x), k32(x) and
k33 (see (C.1)). The most singular function of these three is k33(x).
To bound k33(x) we proceed as follows
k31(x) =− 6
∫
R
y
∂x∆f
(y2 + (∆f + λ)2)
2 ∂
2
x∆fdy − 2
∫
R
y
(∆f + λ)
(y2 + (∆f + λ)2)
2 ∂
3
x∆fdy
≡ −6k311 (x)− 2k322 (x).
To bound k311 (x) we split it into two terms
k311 (x) =
∫
R
y
(
∂x∆f
(y2 + (∆f + λ)2)
2 −
∂2xfy
(y2 + (∂xfy + λ)2)
2
)
∂2x∆fdy
+ ∂2xf
∫
R
y2
(y2 + (∂xfy + λ)2)
2 ∂
2
x∆fdy
∼
∫
R
y
(
∂x∆f
(y2 + (∆f + λ)2)
2 −
∂2xfy
(y2 + (∂xfy + λ)2)
2
)
∂2x∆fdy.
The last line follows from the estimation for N2(x) in (C.16). Then we can finish the proof proceeding
as for N1(x) in (C.15) ( the term we bound here is more singular than N1(x) since instead of ∆f−∂xfy
arises ∆∂xf−∂2xfy. The only difficulty that this difference introduces is that we have to use the C3+α-
norm of f to bound the analogous term of L122 in(x)).
Finally to bound k312 (x) we split into two terms
k312 (x) =
∫
R
y
∆f
(y2 + (∆f + λ)2)
2 ∂
3
xfdy +
∫
R
yλ
(y2 + (∆f + λ)2)
2 dy
The first one is bounded as N(x) in (C.14) and the second one as M(x) in (C.23).
This concludes the proof of the lemma. 
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