Abstract. In these notes, we study nonlinear embeddings between Banach spaces which are also weakly sequentially continuous. In particular, our main result implies that if a Banach space X coarsely (resp. uniformly) embeds into a Banach space Y by a weakly sequentially continuous map, then every spreading model (en)n of a normalized weakly null sequence in X satisfies
a uniform embedding. We point out that other weakenings of coarse and uniform embeddability have been studied in [Br3] and [Ro] .
It is known that if f : X → Y is any map, then for every ε > 0 there exists a continuous map F : X → Y so that sup x∈X f (x) − F (x) ≤ inf t>0 ω f (t) + ε (see [Br] , Theorem 1.4). In particular, if f is a coarse embedding, so is F . Hence, a Banach space X coarsely embeds into another Banach space Y if and only if it coarsely embeds by a map which is also continuous. Therefore, it is natural to wonder which topologies we can endow X and Y with in order to obtain a similar result. Precisely, we have the following general question. Problem 1.1. Let X and Y be Banach spaces and τ X and τ Y be topologies in X and Y , respectively. Assume that X coarsely (resp. uniformly) embeds into Y . Can we find a coarse (resp. uniform) embedding (X, τ X ) → (Y, τ Y ) which is also continuous?
Among other applications, the main result in this paper (see Theorem 1.3 bellow) allows us to give a negative answer to Problem 1.1 if τ X and τ Y are the weak topologies of X and Y , respectively. Not surprisingly, the Banach spaces' asymptotic structures will play an important role in the study of weakly sequentially continuous maps X → Y .
Given a Banach space X, the modulus of asymptotic uniform convexity of X is given by δ X (t) = inf x∈∂BX sup
E∈cof(X)
inf y∈∂BE x + ty − 1.
In [K5] , N. Kalton studied the relation between the modulus of asymptotically uniform convexity and coarse Lipschitz embeddings. Let X and Y be Banach spaces. We say that X coarse Lipschitz embeds into Y if there exist f : X → Y and L > 0 so that ω f (t) ≤ Lt + L, and ρ f (t) ≥ L −1 t − L, for all t ≥ 0.
In [K5] , Theorem 7.4, Kalton proved Theorem 1.2 below which was a breakthrough in the study of coarse Lipschitz embeddings between Banach spaces. In what follows, e 1 + . . . + e k δY := inf{λ > 0 | k · δ Y (λ −1 ) ≤ 1} (see Subsection 2.1 for a formal definition of · δ Y ).
Theorem 1.2 (N. Kalton, 2013). Let X and Y be Banach spaces and assume that X coarse Lipschitz embeds into Y . Then, there exists c > 0 so that if (e n ) n is a spreading model in a Banach space (S, · S ) of a normalized weakly null sequence in X then
c e 1 + . . . + e k δY ≤ e 1 + . . . + e k S , for all k ∈ N.
We refer the reader to Subsection 2.2 for definitions regarding spreading models in Banach spaces.
Since ℓ q coarsely embeds into ℓ p , for all p, q ∈ [1, 2] (see [No] , Theorem 5), we cannot weaken the hypothesis that X coarse Lipschitz embeds into Y in Kalton's theorem and simply assume coarse embeddability of X into Y . However, the situation is different if we look at weakly sequentially continuous maps. Using ideas present in [BLS] , we can show the following theorem, which is the main result of these notes. Theorem 1.3. Let X and Y be Banach spaces and assume that X maps into Y by a weakly sequentially continuous map which is coarse and satisfies Property ( * ). There exists c > 0, so that if (e n ) n is the spreading model in a Banach space (S, · S ) of a normalized weakly null sequence in X, then c e 1 + . . . + e k δY ≤ e 1 + . . . + e k S , for all k ∈ N.
A Banach space X is asymptotically uniformly convex (AUC for short) if δ X (t) > 0, for all t ∈ [0, 1]. For p ∈ [1, ∞), we say that X is p-asymptotically uniformly convex (p-AUC for short) if there exists K > 0 so that δ X (t) > Kt p , for all t ∈ [0, 1] (see Section 2 for more on asymptotic uniform convexity). If X has an equivalent norm in which X is AUC (resp. p-AUC), we say that the Banach space X is AUCable (resp. p-AUCable). We say that a Banach space X has the p-co-BanachSaks property if there exists C > 0 so that every spreading model (e n ) n in a Banach space (S, · S ) of a normalized weakly null sequence in X satisfies
for all k ∈ N. Theorem 1.3 gives us the following corollary.
Corollary 1.4. Let X and Y be Banach spaces and assume that X maps into Y by a weakly sequentially continuous map which is coarse and satisfies Property ( * )
.
We point out that Corollary 1.4 remains true if Y satisfies asymptotic lower ℓ p -estimates. We refer the reader to Subsection 3.1 for the precise definition of asymptotic lower ℓ p -estimates and we refer to Theorem 3.10 for a precise statement of this result.
It follows straightforwardly from Corollary 1.4 that if a Banach space X without the p-co-Banach-Saks property can be mapped into a Banach space Y by a weakly sequentially continuous coarse map satisfying Property ( * ), then Y is not p-AUCable. In particular, if X does not have the p-Banach-Saks property for all p ∈ [1, ∞), then Y is not p-AUCable for all p ∈ [1, ∞). To the best of our knowledge, it is not known whether an AUC space is p-AUCable, for some p ∈ [1, ∞). However, we are able to obtain the following. [No] , Theorem 5), we obtain the following. Corollary 1.7. Suppose 1 ≤ p < q. Then there exists no weakly sequentially continuous map ℓ q → ℓ p which is coarse and satisfies Property ( * ). In particular, the existence of a weakly sequentially continuous coarse (resp. uniform) embedding between Banach spaces is strictly stronger than coarse (resp. uniform) embeddability.
Still in the topic of whether weakly sequentially continuous coarse maps satisfying Property ( * ) is actually a new kind of embedding, one could wonder whether demanding that a coarse (resp. uniform) embedding is weakly sequentially continuous is too restrictive. Indeed, it could be the case that the existence of such embedding implies the existence of an isomorphic embedding. Fortunately, this is not the case. More precisely, since we are looking at weakly sequentially continuous maps X → Y , it would be useful to find sufficient conditions for a map X → Y to be weakly sequentially continuous. With that in mind, we prove Lemma 4.1 in Section 4, which gives us Theorem 1.8 below. A map f : X → Y is a strong embedding if f is both a coarse and a uniform embedding. Theorem 1.8. Let 1 ≤ p < q. There exists a strong embedding ℓ p → ℓ q which is also weakly sequentially continuous. In particular, the existence of a weakly sequentially continuous coarse (resp. uniform) 
embedding between Banach spaces is strictly weaker than the existence of an isomorphic embedding.
This paper is organized as follows. In Section 2, we introduce the remaining notations and definitions required for this paper. In Section 3, we use ideas in [BLS] and [KR] in order to prove a general lemma (see Lemma 3.4 below) which we use to prove Theorem 1.3. In Subsection 3.1, we define asymptotic games in order to obtain a version of Corollary 1.4 to spaces satisfying asymptotic lower ℓ pestimates (see Theorem 3.10 below). In the case of Banach spaces Y with separable dual, Theorem 3.10 generalizes Corollary 1.4 above. Subsection 3.2 is dedicated to noticing that, in the context of dual Banach spaces, our results have weak * analogs. At last, in Section 4, we give a sufficient condition for a coarse map X → Y to be weakly sequentially continuous (under some assumptions on the target space Y ) and use this to show that ℓ p strongly embeds into ℓ q by a weakly sequentially continuous map, for 1 ≤ p < q < ∞.
At last, we would like to point out that, while this paper deals with a notion of nonlinear embedding between Banach spaces and how it relates to asymptotic uniform convexity, some work has been done on nonlinear embeddings between Banach spaces and asymptotic uniform smoothness (see [BLS] , [Br2] , and [KR] ).
Background.
Let X be a Banach space. We denote its closed unit ball by B X and its closed unit sphere by ∂B X . In these notes, all subspaces of a given Banach space are assumed to be norm closed. We denote the set consisting of all finite codimensional subspaces of X by cof(X). Given a subset A ⊂ N and k ∈ N, we denote by [A] k the set of all subsets of A with k elements. Givenn ∈ [A] k , we always writē n = (n 1 , . . . , n k ) in increasing order, i.e., with n 1 < . . . < n k .
If X and Y are Banach spaces, we write X ≡ Y if X and Y are linearly isometric to each other. We say that a map f : X → Y is weakly sequentially continuous if for every sequence (x n ) n in X which weakly converges to x ∈ X it follows that (f (x n )) n weakly converges to f (x).
In these notes, we make repetitive use of the following version of Elton's Near Unconditionality Theorem (see [E] ).
Theorem 2.1 (J . Elton, 1978) . There exists D > 0 with the following property: every normalized weakly null sequence (x n ) n in a Banach space X has a subsequence (y n ) n so that
Let X and Y be Banach spaces and f : X → Y be a coarse map. Since X is metrically convex, it follows that there exists L > 0 so that ω f (t) ≤ Lt + L (see [K3] , Lemma 1.4). Therefore, for all ε > 0, there exists L > 0 so that
Let X be a Banach space and let δ X be the modulus of asymptotic convexity of X (see Section 1 for definitions). It is easy to see that δ X is 1-Lipschitz, and that for every weakly null sequence (x n ) n∈N in X, every nonprincipal ultrafilter U on N and every x ∈ X \ {0}, we have that
2.1. Orlicz sequence spaces. Let F : [0, ∞) → [0, ∞) be a continuous map so that F (0) = 0. We define a set ℓ F ⊂ R N by setting
Notice that, besides the notation being used here, · F does not need to be a norm on ℓ F . We denote by (e n ) n the sequence in ℓ F so that the n'th coordinate of e n ∈ ℓ F is 1 and its j'th coordinate is 0, for all n = j.
is an Orlicz function if it is continuous, nondecreasing, convex, and satisfies F (0) = 0. It is well know that if F is an Orlicz function, then · F is a norm on ℓ F which makes ℓ F into a Banach space. The space (ℓ F , · F ) is called the Orlicz sequence space associated to F . We refer to [LiT] for more on Orlicz sequence spaces.
Let X be a Banach space. Although δ X is not a convex function in general, the function δ X (t)/t is increasing. Therefore, we can define a convex function by lettingδ
for all t ≥ 0. So,δ X is a 1-Lipschitz Orlicz function and we can define the Orlicz sequence space ℓδ
, for all t ≥ 0, i.e., the functions δ X andδ X are equivalent. In particular, we have that
will play an important role in this paper.
2.2. Spreading models. Let (X, · ) be a Banach space and (x n ) n be a bounded sequence without Cauchy subsequences. There exists a sequence (e n ) n in a Banach space (S, · S ) so that for all ε > 0 and all k ∈ N, there exists ℓ ∈ N such that
, Chapter 2, Section 2, for a proof of this fact). The sequence (e n ) n is called the spreading model of the sequence (x n ) n .
Remark 2.2. Let X be a Banach space and
We would like to point out that we abuse of notation, and we use (e n ) n to denote both the spreading model of a sequence in a Banach space X and the unit sequence in ℓ F defined in Subsection 2.1.
3.
Restrictions for the existence of weakly sequentially continuous embeddings.
In order to prove Theorem 1.3, we need to prove some technical lemmas first. Fix a Lipschitz Orlicz function F : [0, ∞) → [0, ∞). By Fekete's lemma, the limit θ = lim t→∞ F (t)/t exists and it is easy to see that θ > 0. We define a sequence of
By the definition of θ, we have that N 2 is continuous, and as F is convex it follows that N 2 is a norm on R 2 . We now proceed by induction. Suppose k ≥ 3 and that
We also denote the usual norm on R by N 1 , i.e., N 1 (ξ) = |ξ|, for all ξ ∈ R. So,
Norms of this type were first considered in [K] , and they were used to solve problems regarding asymptotic uniform smothness in both [KR] and [K5] . It is clear that the N k 's are absolute norms, i.e.,
Hence, it follows that the unit vectors of R k form a 1-unconditional basis for R k endowed with the norm N k , i.e.,
. . , k} (see [K] , Proposition 3.2(1)).
We point out that Kalton proved in [K5] , Lemma 4.3, that e 1 + . . . + e k F ≤ 2N k (1, . . . , 1), for all k ∈ N. Although Kalton's result would be enough for our goals, since we obtain a better constant and for the convenience of the reader, we present the proof of Lemma 3.1.
Proof of Lemma 3.1. We proceed by induction on k ∈ N. For k = 1 the result follows since F (1) ≤ 1 implies e 1 F ≤ 1 = N 1 (1). Assume the result holds for k − 1. Then we have
Since F is continuous, by the definition of the norm · F , we must have
So,
We need a general lemma.
Lemma 3.2. Let (e n ) n be a sequence in a Banach space satisfying e 1 + . . .+ e k = e n1 + . . . + e n k , for all n 1 < . . . < n k ∈ N. For all k ∈ N, the following holds
Proof. Suppose the inequality above does not hold for some k ∈ N. So,
which gives us a contradiction.
Since (e n ) n satisfies the hypothesis of Lemma 3.2, the result now clearly follows for k, and our induction is complete.
Let X be a Banach space and β > α > 0. We say that a sequence (
Lemma 3.3. Let X and Y be Banach spaces, and let
k . Then for every ε > 0 and every infinite subset
Lemma 3.3 will be a simple consequence of the following more elaborated lemma. We point out that the proof of Lemma 3.4 below is inspired in Proposition 4.1 of [BLS] .
Lemma 3.4. Let X and Y be Banach spaces, and let
k . The following holds: for all k ∈ N, all ε > 0, and all [α, β]-separated weakly convergent sequence (x n ) n in X, there exists y ∈ Y so that for all infinite subset M ⊂ N, . . . , k}, and (iv) 
Proof. Assume b > 0, and let us prove the result. The case b = 0 follows similarly. Let us proceed by induction on k. Suppose k = 1, and let (x n ) n be an [α, β]-separated sequence weakly converging to x ∈ X. As f is weakly sequentially continuous, (h 1 (n)) n converges weakly to some
Let M ⊂ N be an infinite subset. As (h 1 (n) − y) n∈M is weakly null, for each Y 1 ∈ cof(X), we can pick y 1 , z 1 ∈ Y 1 and m 1 < n 1 ∈ M so that h 1 (m 1 )−y−y 1 < ε, h 1 (n 1 ) − y − z 1 < ε and y 1 ≤ y 1 − z 1 . In particular, y 1 , z 1 > b/2 − ε. Hence, y 1 − z 1 > b/2 − ε, and the statement follows for k = 1.
Assume that our statement is proved for k − 1, let us prove it for k. Let (x n ) n be an [α, β] -separated weakly convergent sequence, say
As f is weakly sequentially continuous, we have thath(m) = w-lim n h k (m, n), for allm ∈ [N] k−1 . As (x n +x/(k−1)) n is an [α, β]-separated weakly convergent sequence, we can apply the induction hypothesis to obtain y ∈ Y so that for every infinite subset M ⊂ N,
where δ > 0 is chosen so that δ < ε/2 and
Fix an infinite subset M ⊂ N and let
, for all n ∈ M with n >n 0 . In order to simplify notation, for each n ∈ N, let
So, both (u n ) n and (v n ) n are weakly null. Hence, for each n ∈ N, we can pick
Notice that (v i(n) ) n is weakly null, hence, so is (u n − v i(n) ) n . Therefore, for a nonprincipal ultrafilter U on N and h ∈ Y \ {0}, it follows from the definition ofδ Y that
Hence, since
for all n ∈ U . As U is nonprincipal, U is infinite. So, (u n ) n∈U and (v i(n) ) n∈U are weakly null sequences. Therefore, we can pick m k ∈ U , with m k > n k−1 , and
Hence, by Inequality 3.1 and by our choice of δ, it follows that
At last, notice that
This finishes our induction.
Proof of Lemma 3.3. Fix ε > 0 and let y ∈ Y be given by applying Lemma 3.4 to k, h k and ε/3. Hence, given an infinite subset M ⊂ N, we can pick
Notice that the full strength of Lemma 3.4 has not been used in the proof of Lemma 3.3. However, we make full use of Lemma 3.4 in Subsection 3.1 below.
We now have all the necessary tools needed to prove Theorem 1.3.
Proof of Theorem 1.3. Let f : X → Y be a weakly sequentially continuous map which is coarse and satisfies Property ( * ). Since f satisfies Property ( * ), we can pick β > α > 0 so that
Let (x n ) n be a normalized weakly null sequence with spreading model (e n ) n , so
for all k ∈ N. Without loss of generality, we can assume that (x n ) n is a 2-basic sequence. Hence δ := inf n =m x n −x m ≥ 1/2. So, (x n ) n is [δ, 2]-separated (without loss of generality δ < 2). Let δ 0 be a positive real number smaller than min{2 − δ, δ(β − α)/α}. Then, by standard Ramsey theory (see [T] , Theorem 1.3), we can assume that (
where
As f is coarse, so is F . Let L > 0 be such that
As δ ≥ 1/2, it is easy to see that L does not depend on the sequence (x n ) n . Fix k ∈ N and pick a positive ε < N k (
As M ⊂ N is arbitrary, by standard Ramsey theory, there exists an infinite subset
On the other hand, as (x n ) n is 2-basic, we have that
x mj ≥ 1/2, for allm =n. Therefore, we have that for all k ∈ N. This finishes the proof.
By Lemma 3.1, this gives us that
b 4L e 1 + . . . + e k δ Y ≤ x m1 − x n1 + . . . + x m k − x n k , for allm = (m 1 , . . . , m k ),n = (n 1 , . . . , n k ) ∈ [M] k with m 1 < n 1 < . . . < m k < n k . By
Proof of Corollary 1.4. If Y is p-AUC, then there exists
Using thatδ Y is increasing, we get that
for all k ∈ N. So, by Theorem 1.3 (and Equation 2.1), it follows that X has the p-co-Banach-Saks property.
Proof of Corollary 1.7. It is easy to see that δ ℓr (t) = (1 + t r ) 1/r − 1, for all r ∈ [1, ∞). Therefore, it easily follows that ℓ r is r-AUC, for all r ∈ [1, ∞). However, ℓ r does not have the s-co-Banach-Saks property, for all r ∈ (1, ∞) and all s ∈ [1, r). So, the first claim follows from Corollary 1.4.
The last claim follows from the fact that ℓ q both coarsely and uniformly embeds into ℓ p , for all p, q ∈ [1, 2] (see [No] , Theorem 5).
Remark 3.5. We point out that, for q > max{2, p}, ℓ q does not coarsely (resp. uniformly) embed into ℓ p (see [MN2] , Theorem 1.9 and Theorem 1.11).
For p ∈ [1, 2], we know that L p strongly embeds into ℓ p (see, for example, [MN] , Remark 5.10, [No] , Theorem 5, and [Ra] , page 1315). Since L p contains ℓ 2 , it follows that L p does not have the p-co-Banach-Saks property for any p ∈ [1, 2). Hence, Corollary 1.4 gives us that there is no weakly sequentially continuous coarse (resp. uniform) embedding of L p into ℓ p . Corollary 1.6(i) actually gives us a stronger result.
Proof of Corollary 1.6(i).
By Corollary 1.4, the existence of such embedding implies that X has the p-co-Banach-Saks property. As a subspace of L p with the p-coBanach-Saks property must be isomorphic to a subspace of ℓ p (see [K5] , Corollary 6.2), we are done.
Remark 3.6. By Corollary 1.4 above and Theorem 6.3 of [K5] , we also have that if X is a subspace of a quotient of L p (p ∈ (1, 2)) which admits either a coarse or a uniform embedding into ℓ p by a weakly sequentially continuous map, then X is a subspace of a quotient of ℓ p .
In the case in which X is an L p -space, we can get something stronger than Corollary 1.6(i).
Proof of Corollary 1.6(ii)
. This is a straightforward consequence of Corollary 1.4 and the fact that any L p -space is either isomorphic to ℓ p or it contains an isomorphic copy of ℓ 2 (see [OJ] , Corollary 1).
As mentioned in the introduction, to the best of our knowledge, it is not known whether an AUC Banach space must be p-AUC, for some p ∈ [1, ∞). Therefore, Theorem 1.5 cannot be seen as a consequence of Corollary 1.4.
Proof of Theorem 1.5. Let (x n ) n be a normalized weakly null sequence whose spreading model is isomorphic to the standard basis of c 0 , call this spreading model (e n ) n . Hence, there exists M > 0 so that
for all k ∈ N. Then, by Theorem 1.3 (and Equation 2.1), there exists c > 0 so that [KnOSh] for separable spaces, and later generalized for arbitrary Banach spaces in [R] , Theorem 1,2). If X is a separable reflexive Banach space, we have that X is AUSable (resp. p-AUSable for some p ∈ (1, ∞)) if and only if X * is AUCable (resp. p-AUCable for some p ∈ (1, ∞)) (see [OS2] , Theorem 3). Therefore, Problem 3.7 has a positive answer if X is a separable reflexive space.
Remark 3.8. Notice that the map f in Theorem 1.5 does not need to be defined in the whole X. Indeed, one can show that the same conclusion holds if f is a bounded weakly sequentially continuous map defined on M ′ · B X , with M ′ > M , for which there exists positive numbers α < β ≤ 1 so that inf
3.1. Asymptotic structure. It is clear from the proof of Theorem 1.3 that the full strength of Lemma 3.4 has not been used. In this subsection, we prove Theorem 3.10 which fully uses Lemma 3.4. In the case where Y * is separable, this allows us to obtain a result stronger than Corollary 1.4 above. For that, we need the machinery of asymptotic games.
Given a set A, let A <N denote the set of finite tuples of elements of A. Let Y be a Banach space and G ⊂ ∂B <N Y . For each k ∈ N, we consider the following game G k (Y, G) with k rounds been played between two players, Player I and Player II:
Player 2 chooses y 2 ∈ ∂B Y2 .
For any j ∈ {1, . . . , k}, we say that the tuple (Y 1 , y 1 , . . . , Y j , y j ) is the outcome of the game after its j-th round. We say that Player I wins the game if (y 1 , . . . , y k ) ∈ G. We say that Player I has a winning strategy for
if Player I can force Player II to produce a tuple (y 1 , . . . , y k ) in G. In other words,
Definition 3.9. Let p ∈ [1, ∞) and Y be a Banach space. For C > 0, we define
The Banach space Y is said to satisfy asymptotic lower ℓ p -estimates if there exists
Let p ∈ [1, ∞). In the class of spaces with separable dual, every p-AUC space satisfies asymptotic lower ℓ p -estimates (see [OS] , Proposition 5(a), and [OS2] , Proposition 2.3(e)). Therefore, for the class of spaces Y with separable dual, the following result is a strengthening of Corollary 1.4.
Theorem 3.10. Let X and Y be Banach spaces, and assume that Y satisfies asymptotic lower ℓ p -estimates, for some p ∈ [1, ∞). Assume that there exists a weakly sequentially continuous map f : X → Y which is coarse and satisfies Property ( * ).
Then X has the p-co-Banach-Saks property.
Proof. As Y satisfies asymptotic lower ℓ p -estimates, we can pick C > 1 so that
Let (x n ) n be a normalized weakly null sequence in X. Without loss of generality, we can assume that (x n ) n is a 2-basic sequence. Hence δ := inf n =m x n − x m ≥ 1/2. So, (x n ) n is [δ, 2]-separated. Dilating the argument in f if necessary and proceeding just as in the proof of Theorem 1.3, we can assume that b := inf
Fix k ∈ N, and let
k . Let y ∈ Y be given by applying Lemma 3.4 to k, h k and
k as follows: let Y 1 ∈ cof(Y ) be the space chosen by Player I's winning strategy in the first round of the game G k (Y, G p,C ) described above. Considering M ⊂ N and given that Y 1 has already been picked, we use Lemma 3.4 to pick y 1 , z 1 ∈ Y 1 . Let j ∈ {1, . . . , k − 1}, and assume that Y i ∈ cof(Y ) and y i , z i ∈ Y i have been picked for all i ≤ j. Let Y j+1 ∈ cof(Y ) be the space picked by Player I's winning strategy in the (j + 1)-th round of the game
is the outcome of the game G k (Y, G p,C ) after its j-th round is completed. We pick y j+1 , z j+1 ∈ Y j+1 using Lemma 3.4 applied to M and the tuple
Notice that, once y k and z k are picked, Lemma 3.4 also producesm,n
k , we have the following: . . . , k}, and (iv) 
Therefore, we have that
As M ⊂ N was arbitrary, this gives us that, for every infinite subset
Hence, by Ramsey theory, there exists an infinite M ⊂ N so that
The proof now finishes just as the proof of Theorem 1.3.
Weak
* asymptotic uniform convexity. Let X be a dual Banach space. We define the modulus of weak * asymptotic uniform convexity of X by letting, for
where cof * (X) denotes the set of weak * closed finite codimensional subspaces of X. We say that X is weak * asymptotically uniformly convex if δ *
Similarly as with δ X , it is easy to see that δ * X is 1-Lipschitz, and that for every weak * null sequence (x n ) n∈N in X, every nonprincipal ultrafilter U on N and every x ∈ X \ {0}, we have that
Also, as δ * X (t)/t is increasing, we have that 
Given a Banach space Y , a set G ⊂ ∂B
<N Y
and k ∈ N, we define the game In this section, we give a sufficient condition for a coarse map X → Y to be weakly sequentially continuous (under some assumptions on Y ). We use this to show that there are Banach spaces X and Y so that X strongly embeds into Y by a map which is also weakly sequentially continuous, but X does not embed into Y isomorphically.
Let (X n , · n ) n be a sequence of Banach spaces and let E = (e n ) n be a 1-unconditional basic sequence in a Banach space (E, · E ). We define the E-sum of (X n , · n ) n , which we call (⊕ n X n ) E , to be the space of sequences (x n ) n , where x n ∈ X n , for all n ∈ N, so that
One can check that (⊕ n X n ) E endowed with the norm · defined above is a Banach space.
Lemma 4.1. Let X be a Banach space, (Y n ) n be a sequence of Banach spaces and E be a 1-unconditional shrinking basic sequence. For each n ∈ N, let f n : X → Y n be a continuous map satisfying the following property: there exists a finite rank operator P n : X → X so that f n (x) = f n (P n (x)), for all x ∈ X. Assume that the map f = (f n ) : X → (⊕ n Y n ) E given by f (x) = (f n (x)) n , for all x ∈ X, is well defined and coarse. Then f is weakly sequentially continuous.
The following corollary is a straightforward application of Lemma 4.1.
Corollary 4.2. Let (X n ) n and (Y n ) n be sequences of Banach spaces. Let F and E be 1-unconditional basic sequences and assume that E is shrinking. For each n ∈ N, let f n : X n → Y n be a continuous map and assume that the map f = (f n ) : Proof of Lemma 4.1. Say E = (e n ) n and let f = (f n ) : X → (⊕ n Y n ) E be as above. Let (x m ) m be a sequence in X weakly converging to an element x ∈ X. Let us show that (f (x m )) m weakly converges to f (x). As (x m ) m is weakly convergent, it must be bounded, hence, as f is coarse, it follows that (f (x m )) m is bounded. Let
For each n ∈ N, let P n : X → X be the finite rank operator given by the hypothesis in the lemma. As P n is linear and norm continuous, it follows that (P n (x m )) m weak converges to P n (x). As, P n (X) is finite dimensional, (P n (x m )) m converges to P n (x) in norm. As f n is continuous, we have that lim m f n (P n (x m )) = f n (P n (x)).
Fix a functional ϕ in the dual of (⊕ n Y n ) E and ε > 0. We can write ϕ = (ϕ n ) n , with ϕ n ∈ Y * n , for all n ∈ N. For each N ∈ N, let E N = (e n+N ) n and let
As E is shrinking, it follows that lim N →∞ (ϕ n ) n>N = 0. Pick N ∈ N so that (ϕ n ) n>N < ε/(4M ). As lim m f n (P n (x m )) = f n (P n (x)), for all n ∈ N, we can pick m 0 ∈ N, so that f n (P n (x m )) − f n (P n (x)) < ε/(2N L), for all m > m 0 and all n ∈ {1, . . . , N }, where L = max n<N ϕ n . Hence, we have that
for all m > m 0 . Hence, f is weakly sequentially continuous and we are done. for all V ∈ Cof. Therefore, (ϕ(f (x V )) V ∈Cof is not weakly null.
We finish this section noticing that, by Corollary 4.14 of [Br2] , we have that the Tsirelson space T constructed by T. Figiel and W. Johnson (see [FJ] ) strongly embeds into a superreflexive Banach space. Precisely, T strongly embeds into (⊕T 2 ) T 2 , i.e., the unconditional sum of the 2-convexification of the Tsirelson space T with respect to its standard unit basis (see [Br2] , Section 2, for definitions). Proceeding as in Corollary 4.14 of [Br2] and applying Lemma 4.1, one obtains that the strong embedding T → (⊕T 2 ) T 2 above is also weakly sequentially continuous. However, as superreflexive Banach spaces are AUCable and as T * has c 0 as a spreading model, Theorem 1.5 gives us that if T * is mapped into a Banach space X by a weakly sequentially continuous coarse map satisfying Property ( * ), then X is not superreflexive. This result relates to the main theorem of [BLS] (see [BLS] , Theorem C), which gives us in particular that if a Banach space X coarsely embeds into T * , then X is not superreflexive.
Problems.
We end this paper with some questions that naturally arise from our results. Firstly, we notice that, although we have shown that weakly sequentially continuous coarse maps satisfying Property ( * ) is a new kind of embedding between Banach spaces, we do not know if the same holds assuming weak continuity.
Problem 5.1. Can we find Banach spaces X and Y so that X does not embed into Y isomorphically, but X can be mapped into Y by a weakly continuous coarse map satisfying Property ( * )? Is there a weakly continuous map ℓ p → ℓ q which is coarse and satisfies Property ( * ), for 1 ≤ p < q?
It would be interesting to obtain some strengthening of Corollary 1.6. Problem 5.2. Let X be a Banach space with type p ∈ [1, 2]. Assume that X coarsely (resp. uniformly) embeds into ℓ p by a weakly sequentially continuous map. Does it follow that X is isomorphic to a subspace of ℓ p ? Although Lemma 4.1 gives us a sufficient condition for when a coarse map f : X → Y is weakly sequentially continuous, the hypothesis in Lemma 4.1 are very restrictive and it requires the Banach space Y to be of a very specific type. It would be interesting to obtain more general results along this line.
Problem 5.3. Let X and Y be Banach spaces. Under which conditions does coarse (resp. uniform) embeddability of X into Y implies the existence of a weakly sequentially continuous coarse (resp. uniform) embedding X → Y ?
Notice that, if X is a Schur space, then any continuous map X → Y is weakly sequentially continuous. Therefore X coarsely embeds into a Banach space Y if and only if it coarsely embeds into Y by a map which is weakly sequentially continuous (see [Br] , Theorem 1.4). However, since a Schur space always contains ℓ 1 , Theorem 1.3 is not capable of giving us restrictions on coarse embeddability of X into any Banach space.
In these notes, we only studied weakly sequentially continuous maps X → Y which are coarse and satisfy Property ( * ). We could also introduce the notion of weakly sequentially coarse equivalent Banach spaces. Precisely, we say that two Banach spaces X and Y are weakly sequentially coarse equivalent if there exists a bijection f : X → Y so that both f and f −1 are coarse and weakly sequentially continuous.
Problem 5.4. Let X and Y be weakly sequentially coarsely equivalent Banach spaces. Are X and Y linearly isomorphic?
