Abstract Although the force fields and interaction energies that control protein behavior can be inferred indirectly from equilibrium and kinetic measurements, recent developments have made it possible to quantify directly (a) the ranges, magnitudes, and time dependence of the interaction energies and forces between biological materials; (b) the mechanical properties of isolated proteins; and (c) the strength of single receptorligand bonds. This review describes recent results obtained by using the atomic force microscope, optical tweezers, the surface force apparatus, and micropipette aspiration to quantify short-range protein-ligand interactions and the long-range, nonspecific forces that together control protein behavior. The examples presented illustrate the power of force measurements to quantify directly the force fields and energies that control protein behavior.
INTRODUCTION
Protein interactions with ligands, other proteins, or surfaces are controlled by a complex array of intermolecular and intersurface forces. Soluble antibody binding to cell surface antigens, for example, involves specific, lock-and-key interactions, which are mediated by multiple hydrogen bonds, van der Waals interactions, and hydrophobic and steric contacts within the antibody-binding site. To focus on only the binding site, however, neglects the important influence of several nonspecific electrostatic, van der Waals, and steric forces that operate outside the binding pocket between the antibody surface and the target membrane. These forces are superimposed on the lock-and-key interaction and can alter not only the binding kinetics but also the equilibrium distribution of receptor-ligand bonds. This interplay of specific and nonspecific forces controls all protein interactions ranging from bimolecular collisions in solution to adhesion between cells.
The forces that control protein behavior and their physical chemical origins are typically inferred indirectly from equilibrium binding and kinetic measurements or are calculated with molecular models. From changes in association rates caused by site-directed mutations, for example, one might infer the contribution of charged amino acids to the long-range receptor-ligand forces. Alternatively, calculated energies are used to identify the role of physical chemical interactions in protein function and behavior. Although detailed calculations are feasible for small molecules, such calculations become prohibitive with the increasing size and complexity of biological macromolecules and their state of aggregation, the number of solvent molecules involved, and the range of the interactions.
Time-dependent forces between soft or mobile species add yet another degree of complexity. Because of the importance of dynamics in biology, static models of intermolecular or intersurface interactions do not describe the full range of parameters that influence biological behavior. Some computational approaches such as Brownian dynamics simulations do address these issues, but they are subject to the accuracy of the force fields used and have limited applications. A goal of many biophysical studies is to determine the molecular forces that control biological interactions and to use this information to rationally manipulate, for ? FORCES IN PROTEIN INTERACTIONS 3 example, protein function. This capability is currently limited by our inability to quantitatively link molecular architecture, composition, and dynamics to the force fields that govern the behavior of complex biological molecules such as proteins.
Force measurements provide powerful means of directly quantifying the complex interactions that determine the properties of biological molecules and biomaterials. With the recent, rapid development of several force probes, one can now measure directly (a) the ranges, magnitudes, and time dependence of the interaction energies and forces between materials; (b) the mechanical properties of isolated proteins; and (c) the strength of single receptor-ligand bonds. The combination of these measurement techniques with (a) structural information, (b) the ability to construct well-defined model systems, and (c) computer simulations has made it possible to establish quantitatively how the composition, architecture, and dynamics govern interactions in biology.
Biological force measurements encompass many different measurement techniques. This review focuses, in particular, on approaches that (a) quantify directly the ranges, magnitudes, and dynamics of forces in protein interactions and (b) elucidate the detailed relationships between chemistry, molecular structure, physical chemistry of bond formation or rupture, and bond energetics. We first consider measurements of the specific and the nonspecific forces that together control protein behavior. The review then focuses on force measurements of single proteins and the theoretical developments that recently clarified how such forces relate to the protein bond chemistry. The final section addresses multivalent protein interactions and the use of force measurements to establish how these interactions differ from those of single, isolated protein-ligand bonds. Together, the examples presented illustrate the power of direct measurements to identify the fundamental forces that control protein interactions.
FORCES IN BIOLOGICAL INTERACTIONS Nonspecific Interactions
Electrostatic Double-Layer Force The electrostatic double-layer force between charged particles is one of the principal long-range forces that govern biological interactions. In aqueous solutions, the charges on the particle surface are balanced by an electrical double layer of ions in solution. This layer increases the ion concentration in the gap between the interacting particles relative to the bulk solution. The resulting osmotic pressure between the surfaces is the basis of the repulsive (or attractive) "double-layer" force (32) . Except at small separations, it decays exponentially with the distance D as e −κ D , where κ −1 is the Debye screening length. The latter depends on the solution dielectric constant and the ion concentration (32) . The surface charge density determines the counterion concentration near the surface and hence the magnitude of the double-layer force. This ? 4 LECKBAND force also depends on geometry. For example, between a spherical probe tip and a flat surface, the magnitude scales with the tip radius R (32).
Van der Waals Force
The van der Waals force is the second important long-range interaction in biology. Between atoms and small molecules, the force decays as 1/D 7 . However, between a larger sphere of radius R and a flat surface, for example, the force is F = − AR 6D 2 , and it is longer ranged (32) . One consequence of this longer range is that the nonspecific van der Waals force between the tip of a force probe and the sample can contribute to the apparent forces between molecules bound to those surfaces.
In the above expression, A, the Hamaker constant, scales the magnitude of the force between the materials (32) . This parameter depends on the polarizability of atoms and on the refractive indices and the dielectric constants of the interacting materials, as well as the medium between them. Therefore, depending on the media, the van der Waals force can be attractive or repulsive (32) . Its exact distance dependence does depend on geometry, and between a sphere and a flat surface, the magnitude also scales with the radius of the sphere (32) .
"Steric" Forces Repulsive forces between surface-anchored polymeric materials operate at intermediate separations, that is, 1-10 nm, the range of which is generally determined by the molecular weight and grafting density of the polymer. Cell surfaces and some biomaterials are coated with a dense layer of water-soluble polymers, which present a repulsive barrier that prevents the close approach of two particles or the diffusion of soluble molecules to the underlying surface. These forces are entropic in origin and depend on temperature but not ionic strength.
Steric repulsion operates at short intermolecular separations. This force is caused by the overlap of electron clouds, and the resulting repulsion is a consequence of the Pauli exclusion principle (32) . There is no theoretically defined distance dependence for this force. However, the dimensions of the interacting species determine the range, and the decay is described empirically by a 1/D 12 power law. This distance dependence is independent of temperature and of the ionic strength.
Specific Interactions
Specific interactions refer to a particular class of highly complementary, noncovalent bonds between molecules. Crystal structures of protein-ligand complexes exhibit the high degree of shape and chemical complementarity typical of molecular recognition. Owing to the multiple van der Waals, hydrogen-bonding, and hydrophobic contacts that stabilize the interaction, the binding free energy can be large. However, these interactions are determined by the local geometry, and they typically lock in when the ligands are docked, that is, within 1-2 nm. There are examples in which the electrostatic potential fields caused by charges in the binding sites extend over much larger distances (70) . In general, however, the potential ? FORCES IN PROTEIN INTERACTIONS may be deep relative to the thermal energy kT , but the width tends to be narrow and the interaction short ranged.
Net Interaction Profiles-The Principle of Superposition
Any protein interaction will be governed by a superposition of some or all of these different forces. The net interaction force profile (or potential) can therefore be a complicated function with multiple minima and maxima (Figure 1 ). The distance dependence and magnitudes of the force profiles govern both protein association kinetics and the equilibrium-binding behavior. In terms of the corresponding energies, the deepest minimum determines the thermodynamic stability of complexes, and the potential profile at larger separations modulates the association rates (29) .
Protein interactions are clearly not determined solely by their specific binding sites. However, both the magnitudes and distance dependencies of the force (or energy) profiles are required to identify the different interactions responsible for protein behavior. These factors can be determined by measuring directly the distance-dependent force profiles between the materials of interest. One can further identify the contributing interactions by measuring changes in the profiles caused by changes in temperature and solution conditions (29, 32) .
Some of the techniques discussed in this review can measure distance-dependent force (or energy) profiles. Other techniques lack the requisite distance resolution but are sufficiently sensitive to quantify single bond strengths. With the best distance resolution of ±0.1 nm, the fine structure of short-ranged lock-and-key potentials still cannot be mapped directly. It is possible to quantify changes in bond rupture kinetics in response to applied stress. Additionally, a recent strategy enabled investigators to detect energy barriers along the unbinding pathway of a ligand in the binding site of a protein. These methodologies offer a comprehensive toolbox with which to probe the variety of forces and energies that govern protein function.
TECHNIQUES FOR PROBING MOLECULAR FORCES
With the current force probes, one can now quantify forces between biological materials that range from 0.01 pN to 10 nN. The principal techniques used to investigate proteins are the atomic force microscope (AFM) (Figure 2a ) (90), surface force apparatus (SFA) (Figure 2b ) (31) , bioforce probe (BFP) (Figure 2c ) (18) , and optical tweezers (OT) (Figure 2d ) (71, 77) .
In addition to the direct force probes shown in Figure 2a -d, shear flow detachment assays have been used to determine the strengths of protein bonds and the dynamic responses of bonds to stress (1, 37, 79) . With this approach, one measures the fluid shear stress required to detach a cell or beads from a chemically modified substrate. From the determined force, the geometry of the cell or sphere, and the receptor density, one can determine the average strength of the adhesive bonds.
Atomic Force Microscope and Optical Tweezers
The AFM uses a silicon nitride probe mounted on a soft cantilever spring to measure the force between the probe tip with a radius of ∼10-50 nm and a second surface. This instrument has been used extensively to image soft biological materials with a lateral resolution of ±1 nm. As the tip approaches the test material, the cantilever deflects under the influence of the net force between the surfaces, and forces of 1-1000 pN can be measured. The position of a laser beam reflected off the cantilever surface tracks the relative movements of the probe within ± 0.1 nm and records the spring deflection. The sample separation is inferred indirectly from the cantilever displacement relative to the apparent position of steric, that is, hard wall contact between the materials.
The OT uses the radiation pressure focused on a 1-to 2-µm bead to exert very small forces (1-200 pN) against molecules or materials interacting weakly with the bead (71, 77) . The bead is visualized in the optical trap, and the substrate or a second bead to which it is bound is moved relative to the trap position. By varying the force exerted on the optically trapped bead, one can determine the force necessary to break the weak bonds. Although force-distance profiles cannot be measured accurately, OTs-because of their sensitivity-have been used to measure the force-extension profiles of soft, entropic springs such as titin (38, 81) , as well as the force-velocity relationships of molecular motors (71) .
Surface Force Apparatus
With the SFA (31), one measures the force as a function of the separation distance between materials bound to two crossed cylinders with 1-to 2-cm radii of curvature. This approach differs from many others because the probed regions are large, for example, 1-5 µm 2 , and typically reflect an average of >10,000 molecular interactions. These interactions collectively give rise to a sufficiently ? large force to be measured with a sensitive leaf spring that supports one of the samples. An important point is that this geometry in fact allows one to measure the free energy between the materials directly. This consequence results from the Derjaguin approximation, which relates the force between materials on two crossed cylinders to their interaction energy (29, 32) . The interaction energy-not the force-determines equilibrium protein behavior. With the SFA, one measures this energy directly. Whereas the force resolution of ±10 nN is lower than that of the other instruments (see below), weak interactions caused by, for example, van der Waals forces are routinely measured.
An advantage of this method is the optical interferometric technique used to measure the intersurface distances. The sample materials are within the resonant cavity of an interferometer, so that changes in the distance between the materials shift the wavelengths of the interference fringes. From the wavelength shifts, one determines in situ the surface separations with a resolution of ±0.1 nm. This resolution is independent of surface deformations or the compression of soft materials between the layers. The shapes of the fringes also reflect the shape of the contact region, and local surface deformations are visualized in situ. During measurements, one can therefore determine distance between samples, extent of surface contact, shape of the contact region, and lateral heterogeneity with ±1-µm resolution in the surface topology (31) . With the SFA, one obtains the most accurate force-distance profiles of the current measurement techniques.
Micropipette Aspiration/Bioforce Probe
The micropipette aspiration technique is used to measure the force between a membrane bag, for example, an erythrocyte, and giant vesicles, cells, or, more recently, functionalized beads (18) . The adhesion between the membranes is determined from micromechanical analyses of the global deformations of the membrane capsules, which are held in contact by suction at the tips of opposed micropipettes. The force transducers are soft membrane capsules rather than mechanical springs, and the membrane tension controls the transducer stiffness. With a measurable range of from 0.01 pN to ∼1000 pN, this approach can probe the widest range of forces accessible with a single instrument.
The more recent configuration, the BFP, uses reflectance interference contrast microscopy to determine the distances between the bead and substrate, with a resolution of ∼5 nm (18) . The use of a bead attached to the erythrocyte transducer ( Figure 2c ) made distance measurements possible, and it significantly expanded the number of systems accessible for study with this approach.
MAPPING THE ELECTROSTATIC PROPERTIES OF PROTEIN SURFACES
In solution, the long-range electrostatic forces between proteins and other molecules are important determinants of protein behavior. In particular, the distribution of charges on protein surfaces and the resulting asymmetric electrostatic fields are ? FORCES IN PROTEIN INTERACTIONS believed to modulate ligand association rates, catalytic rates, and redox potentials (21, 28, 41, 85) . The electrostatic fields are thought to enhance association rates by preorienting charged reactants. For example, DNA-binding proteins, such as the processivity factor of Escherichia coli DNA polymerase III, are net negatively charged, but the DNA-binding domain contains a localized patch of positive charge (45) .
Although difficult to measure directly, electrostatic surface potentials of proteins can be calculated by using mean field approaches and the crystal structures of the macromolecules (28, 53, 85) . These methods have been extremely valuable for interpreting biochemical data in terms of the influences of structure on protein function. Calculated protein electrostatic potentials are also used in Brownian dynamics simulations to model protein association kinetics (28, 53) . However, the simulation results depend on the electrostatic models used and on the underlying assumptions of these models. The calculated intermolecular potentials often involve adjustable parameters such as solvation energies, the protein dielectric constants, and the variation of the solvent dielectric with the intermolecular distances (53, 85) . Given these uncertainties, recent efforts have focused on developing scanning-probe methods for obtaining electrostatic maps of protein surfaces by direct measurements.
AFM images of charged patches on patterned surfaces demonstrated the feasibility of mapping charge distributions at high resolution (26) . The repulsive forces between a charged molecule or surface and the AFM tip are caused by both steric repulsion and the electrostatic double-layer force between the surfaces. The variation of the tip-sample repulsion reflects the surface topography with a lateral resolution of ±1 nm.
Steric forces are ionic strength independent, and one can, in principle, quantify the double-layer force based on salt-dependent changes in the repulsive forces. Two groups thus mapped the relative spatial variations of the local charge densities on protein surfaces from differences in the force contours measured at various ionic strengths (26, 57) . From the measured changes in the repulsive forces with changes in the salt concentration, they obtained a qualitative map of the protein surface charge density. The ability to obtain accurate quantitative data is, however, limited by the uncertainty in the distance between the probe tip and the protein surface and in the curvature of the probe tip, which scales the force (32) .
An alternative approach used the SFA to probe protein electrostatics. Rather than resolving lateral features on the protein surface, the investigators manipulated the orientation of the immobilized protein so that all proteins in a monolayer exposed the identical surface. The average electrostatic surface properties of the monolayer and of the adjacent electrostatic double-layer are then determined primarily by the outermost charged amino acid residues. Fits of the measured double-layer force between the protein monolayer and a "test surface" of known charge to solutions of the Poisson-Boltzmann equation yield the average electrostatic potential of the outer protein surface (46, 48) . The optical interferometric technique of the SFA made possible accurate determinations of the ? protein-probe surface separation (±0.2 nm), the local radius of curvature of the probe, and hence the measured, average charge density of the exposed protein surface (31) .
Such surface force measurements performed with immobilized, oriented Fab fragments of monoclonal, antifluorescein antibodies demonstrated that a cluster of positive charges surrounding the binding site attracts the negatively charged antigen fluorescein (46) . These qualitative results provided direct evidence for the role of charge clusters in guiding ligand-docking trajectories, despite the net negative charges on both molecules.
Recently, Sivasankar et al (76) used the SFA to quantify the pH-dependent charge density on a single face of immobilized, oriented streptavidin. To do this, they measured the average charge density of the exposed protein surface as a function of the solution pH. The measured point of zero charge differed by ∼1.5 pH units from the isoelectric point of the soluble protein. This finding confirmed that the measured double-layer force reflects local electrostatic fields on the exposed surface of the macromolecule and not the overall protein charge.
The comparison of these results with mean field electrostatic calculations, which accounted for these pH-dependent changes, verified that the measured charge densities on the streptavidin surface exhibited the predicted pH dependence. The surface-averaged charge densities, determined from the calculated three-dimensional electrostatic potential distribution, agreed quantitatively with results from the force measurements (76) . These experimental and computational results show therefore that coarse-grained electrostatic potential maps of the protein exterior can be determined directly using (a) surface force measurements and (b) the controlled manipulation of the immobilized protein orientation.
FORCES CONTROLLING THE RECOGNITION OF IMMOBILIZED RECEPTORS
Nonspecific forces also affect recognition events at interfaces. In many examples, such as hormone binding to cell surface receptors and drug targeting, the surface microenvironment can alter the apparent kinetics and/or thermodynamics of protein recognition events. In such cases, the force profiles that control receptor binding are a superposition of specific receptor-ligand interactions and nonspecific forces between the soluble ligand and the substrate (cf Figure 1) . Changes in the net force (or potential) profile can perturb the distribution of bound and free states; the rates of ligand binding (2) ; and, in cell adhesion, both the contact area and the membrane separation at equilibrium (5, 80) . Direct measurements of the forcedistance curves can identify the different forces that govern protein interactions at surfaces. Such studies have been used to quantify, for example, the impact of grafted polymers and polymer dynamics on these events.
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Short-Range Steric Barriers and the Accessibility of Immobilized Receptors
Close to surfaces (D < 2 nm), short-range forces can affect the recognition of small, surface-bound molecules. In particular, near hydrated bilayers, repulsive forces caused by out-of-plane lipid fluctuations, the motion of chemical groups, and adsorbed water can extend ≤1-2 nm (32, 33) . This range is often comparable with both the dimensions of small, tethered receptors and the depth of the proteinbinding sites. As a result, these repulsive forces can counter the specific bonds between the bound receptors and soluble ligands. This interference can be avoided by tethering receptors via long spacers, which position the receptors beyond most steric surface barriers and allow them to fully penetrate the protein-binding pockets.
With the SFA, Leckband et al (46) quantified the effect of short-range hydration/fluctuation forces on binding between the Fab fragment of an antifluorescein antibody and membrane-bound fluorescein. They related reductions in the receptor-ligand adhesion directly to measured changes in the ranges of shortranged repulsive surface barriers. By immobilizing the fluorescein antigen with spacers of different lengths, these investigators used the tethers as molecular rulers to control the distance between the receptor and the surface (46) . Although the antibody-binding pocket is 1.8 nm deep, to achieve the maximum adhesion, they required at least a 2.3-to 2.5-nm tether (46) . The additional 0.5-0.7 nm needed was attributed to the repulsive hydration/fluctuation forces, which decreased the effective spacer length. The measured 0.7 ± 0.1-nm range of these repulsive forces confirmed this interpretation.
Polymer Surface Barriers and Selective Binding
Longer-ranged surface forces (1-10 nm) caused by surface-bound polymers prevent or modulate the binding of soluble molecules to immobilized receptors. Absent direct protein binding to cell surface carbohydrates or to polymers, the latter large molecules can prevent protein access to surface-bound molecules (a) by resisting the compression of the chains or (b) by preventing protein penetration of the layers. Investigations of the influence of such barriers on protein adsorption have focused on synthetic, water-soluble polymers owing to their biotechnological importance. Nevertheless, although there are important differences between them, synthetic, linear polymers and cell surface carbohydrates are expected to hinder molecule or particle interactions with surfaces by qualitatively similar mechanisms.
The energy penalty for compressing end-anchored polymers (brushes) by soluble proteins was first modeled by Jeon et al (36) . This scenario can occur when the distance between chain-anchoring sites is less than the protein radius (25) . Direct measurements of the forces between streptavidin monolayers and end-grafted polyethylene oxide (PEO) chains tested this model directly. Of particular interest are the dependencies of the ranges and magnitudes of the steric barriers on the polymer molecular weight and grafting density. Sheth & Leckband (72) found ? that the range and distance dependence of the repulsion were as predicted by theories for polymer brushes (36) . They also measured weak attraction between the protein and the PEO (72), the outcome of which was in contrast to expectations. It is important that, although they did show that simple polymer theories describe some properties of this polymer, these direct measurements (a) identified deviations from ideal behavior and (b) revealed the limitations of simple theories for describing the full range of PEO interactions with proteins. Such investigations are not limited to PEO but can be conducted with other polymers and proteins.
Soluble proteins can also penetrate polymer layers when the spacing between the chain-anchoring sites exceeds the protein diameter. In this case, the osmotic penalty for protein insertion into the layer opposes its diffusion through the chains (25, 78) . Using micropipette aspiration, Noppl-Simson & Needham (59) quantified the osmotic barrier for avidin binding to biotin receptors beneath grafted polymers. They used polyethylene oxide bound to large, unilamellar vesicles, which also contained lipid-anchored biotin. From the work to induce adhesion between the latter vesicles and avidin-coated vesicles, they determined that the osmotic penalty for avidin penetration of the polymer film was roughly consistent with that estimated with the polymer surface density and protein size (25, 59, 78) .
Grafted chains also sterically impede particle aggregation and receptor-mediated cell adhesion. Coating blood-borne drug carriers with PEO, for example, prevents their rapid uptake by the liver and prolongs their circulation time (61). Kennedy and coworkers (39) showed similarly that, by tuning the balance of the streptavidin-biotin attraction and polymer repulsion between vesicles, they could control the vesicle aggregation rates and the aggregate structures that formed. In cell adhesion studies, the degree of cell spreading on surfaces displaying adhesion peptides could be tuned by adjusting the length of the surrounding grafted polymers (13). Chan & Springer (7) similarly showed that increasing the length of the lymphocyte function-associated antigen-3 adhesion protein increased the attachment efficiency of lymphocytes displaying the adhesion protein CD2 onto lymphocyte function-associated antigen-3-transfected cells.
In these examples the balance between protein-ligand attraction and steric repulsion between membrane-anchored polymers determines the net intermembrane adhesion. Determination of the magnitudes and ranges of the forces exerted provides mechanistic information regarding the forces that determine the biological behavior. Alternatively, to manipulate the interactions, we need to know how the range and the magnitude of the repulsion depend on the polymer identity, molecular weight, and surface density (43) . Again, direct-force measurements can directly test whether simple theories for grafted chains accurately predict the properties of real polymers.
To investigate the mechanism of vesicle stabilization by grafted PEO, for example, the distance dependence of the repulsive forces between lipid bilayers with grafted chains was quantified by two different approaches (43, 58) . The results confirmed that the polymer barrier sterically stabilizes the vesicles. Further, by showing that simple polymer theories describe the repulsion between PEO brushes, the measurements also confirmed that, with PEO, such theories can be ?
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used to generate design criteria for stabilizing vesicles or tuning receptor-mediated cell adhesion (13) .
Extending these measurements to cell surface carbohydrates should similarly clarify the role of these biopolymers in regulating biological activity. For example, the posttranslational modification of the neural cell adhesion molecule by polysialic acid, a linear polyelectrolyte, has been linked to neural plasticity in the early stages of development (67) . Force measurements between neural cell adhesion molecule monolayers with and without polysialic acid would quantify the impact of this modification on the protein function and directly test various models for the biological activity of this carbohydrate.
Long-Range Electrostatic Forces
Force probes have similarly been used to quantify the effects of long-range electrostatic forces on biological interactions. In particular, these tests have determined (a) the forces responsible for the altered affinities of immobilized receptors (87, 88) and (b) the ranges and magnitudes of competing receptor-ligand attraction and electrostatic repulsion (46, 48) . Shear detachment studies also demonstrated the effects of electrostatics on receptor-ligand bond formation and rupture in cell adhesion (68) .
Dynamic Properties of Surface-Bound Receptors
In previous sections, we treated the surface-bound molecules as static structures. They are, however, soft materials that undergo thermally excited fluctuations. The lateral mobility of molecules on fluid cell surfaces can also lead to timedependent intermembrane potentials. For example, using the SFA, Leckband et al (48) measured the time dependence of nonequilibrium forces between membranes that were associated with the dynamics of lateral receptor diffusion and ligandreceptor binding.
Tethered receptors bound via longer anchors can undergo large fluctuations, which can be quantified by similar time-dependent measurements of force-distance profiles. Such receptors are common in biology, in cases where the binding sites of cell surface molecules extend away from the bilayer surface and the glycocalyx. In addition, polymer conjugates are used to anchor receptors to drug-delivery agents such as liposomes. The flexible anchors can undergo thermally excited fluctuations. As a result, the receptor-ligand potential is distributed over a continuum of states that are a function of the parameters that control the tether mobility. The resultant intersurface potential, or the potential of mean force, is then an ensembleaveraged distortion of the intrinsic receptor-ligand potential. The ligand mobility thus smears the potential over a much greater range than would be exhibited by the rigidly bound molecule.
Surface force measurements between tethered biotin and an immobilized, oriented streptavidin monolayer (Figure 3 ) demonstrated directly the effects of such ligand dynamics on intersurface potentials (86) . When bound via a flexible PEO tether, the distribution of biotin near the surface was determined by the large ? Figure 3 Interaction potential between tethered biotin and streptavidin. At A, the surfaces experience electrostatic repulsion. The protein and ligand lock in at B, as a result of the large fluctuations of the tethered biotin, and then jump in to C. Upon separation, the streptavidin and biotin remain bound (C, D, and E) until the polymer is stretched, and the lipids anchoring the polyethylene oxide pull out of the membrane (E). The dotted line shows the interaction potential between streptavidin and biotin anchored directly to the membrane. Reproduced from reference 86 with permission.
fluctuations of the chain. Although the average thickness of the polymer brush was 3.5 nm, the tethered biotin end-groups can undergo large, rapid excursions from the mean polymer thickness. Using the SFA, these investigators measured the distance dependence and the dynamics of the intersurface interactions. In contrast to the short-range attraction measured between streptavidin and lipid-anchored biotin ( Figure 3) (27, 48) , PEO-tethered biotin bound streptavidin readily at distances up to two thirds of the fully extended polymer chain length (Figure 3 ) (86) . The increased range of the biotin-streptavidin potential is a direct consequence of the thermal fluctuations of the PEO tether. Without both the distance and the force resolution, these measurements would not be possible. These studies open up exciting possibilities for exploring the impact of chain stiffness, polymer molecular weight, and grafting density both on the polymer fluctuations and on receptor-ligand potentials.
MEASURING THE STRENGTHS OF RECEPTOR-LIGAND BONDS Theoretical Interpretation of the Forces to Rupture Single Bonds
The measured nonspecific forces considered thus far are well understood theoretically, but the potential energy surfaces that govern specific recognition are less ? FORCES IN PROTEIN INTERACTIONS well characterized. The recent use of force probes to rupture single receptor-ligand bonds suggested that such measurements might in fact be used to probe the details of protein-ligand potentials. One expects that the forces to induce bond failure can be readily interpreted in terms of certain properties of the bonds. Bell, over 20 years ago (4), first proposed a relationship between the bond rupture forces and both the intermolecular potentials of stressed bonds and the kinetics of bond failure. Applying the kinetic theory of the strength of solids to receptor-ligand bond failure, he predicted that the external force applied to the bond would increase the detachment rate and that the bond strength would depend on the gradient of the binding free energy (4) .
The effect of an applied mechanical force f on the potential E (x) of an unstressed bond is illustrated in Figure 4 . Owing to ambient thermal noise, there is a finite probability that the unperturbed bonds (Figure 4a ) will acquire sufficient energy to overcome the activation barrier E(x ts ) at the transition state x ts and will dissociate spontaneously. However, the application of a force f at an angle θ relative to the bond axis distorts the net potential by − f cos θ (Figure 4a ). This distortion lowers the activation barrier relative to kT at x ts , increases the probability of barrier crossings, and thereby increases the frequency of bond rupture.
Measurements of cell detachment kinetics as a function of the shear stress on attached cells first demonstrated the decrease in bond lifetimes with increasing ? applied load. Alon et al (1) showed that the rupture of bonds between glycoproteins on activated neutrophils and immobilized selectins increased with increasing fluid shear stress. A similar approach was used to study the lifetimes of bonds between receptor-coated beads and ligand-coated substrates (61, 62) . The dissociation rate both of antibody-antigen and of CD2-CD48 (T-cell adhesion proteins) bonds also increased with increasing shear stress (61, 62) .
Recently, Evans & Ritchie expanded on Bell's model in a rigorous theoretical model of induced bond failure (16) . This analysis makes the important point that the apparent bond rupture force is the force to induce bond failure in a defined time interval. They used Kramers' rate theory (42) to describe the detachment of mechanically stressed receptor-ligand bonds. Their analysis predicts an increased rupture frequency with the applied load, and the dependence of the apparent rupture force on the observation time. Within this framework are three dynamic unbinding regimes, which are defined by the relative loading and intrinsic bond dissociation rates. First, in the slow-loading regime, the rate at which the bonds are stressed is slower than the intrinsic dissociation rate. The linkages will break spontaneously before any appreciable force is applied, and the force to induce bond failure tends to zero. In the intermediate regime, the force relaxation rate is of the same order of magnitude as the intrinsic relaxation rate of the bond, and the apparent bond strength varies with the loading velocity. In both of the latter cases, receptorligand unbinding is thermally activated. In the forced-unbinding regime, however, the applied load reaches the maximum bond strength faster than spontaneous dissociation occurs, and the rupture force reflects the maximum bond strength.
Using the BFP and two unrelated proteins, Merkel et al (55) and Simson et al (74) verified the predictions of the Evans & Ritchie model. With avidin and biotin, Merkel et al (55) showed that the apparent bond strength indeed varies with the loading velocity (Figure 4b) . At rapid loading rates, the analysis also predicts the crossover between spontaneous and force-induced unbinding. With avidin and biotin, the force vs loading-rate curves did not reach the maximum bond strength F b = E b / X ts . This may be because the experimental methods cannot achieve the rapid rates required (16, 18) . Recent studies of the breakage of immunoglobulin G (IgG)-protein A bonds did exhibit crossover from spontaneous to force-activated unbinding (74) .
The Tensile Strengths of Single Bonds Depend on the Activation Energy for Unbinding
The model proposed by Evans & Ritchie (16) predicts that the bond rupture kinetics are controlled by the activation energy for unbinding. By contrast, Bell's analysis assumed that the applied mechanical potential must overcome the binding free energy G. Later arguments similarly proposed that the rupture force would depend logarithmically on the affinity (12) . Indeed, measurements of antibody-antigen bond strengths, determined by using shear flow detachment assays, exhibited the predicted logarithmic dependence on affinity (44) .
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The first AFM studies of the forces to break bonds between streptavidin and different biotin analogs did not, however, correlate with the binding free energy G (49, 56) . Instead they varied linearly with the equilibrium enthalpy of the bond H (56) . A later, elegant study with streptavidin mutants demonstrated that the critical force to break the streptavidin-biotin linkage depends on the activation enthalpy H ‡ for unbinding (9) . In this case, the energy barrier for unbinding and hence the rupture force is determined primarily by the activation enthalpy. The activation entropy S ‡ , which is related to the width of the potential and the distribution of bound states (22, 35) , may contribute in other systems, but it is apparently negligible for streptavidin-biotin bond rupture.
The groups using the AFM analyzed receptor-ligand unbinding in terms of the transition state theory for reaction rates (19, 49, 56) . This approach is not inconsistent with the theoretical model proposed by Evans & Ritchie (16) . Although there are important distinctions between transition state theory and Kramers' rate theory, both approaches describe the reactions in terms of an activation barrier with a finite width (22, 35, 42) . Kramers' theory reduces to transition state theory in the low viscosity limit-that is, when the viscous drag on the ligand is small (42) .
The dependence of the rupture forces on the activation energy for unbinding suggests the possibility of mapping the energy landscapes of receptor-ligand potentials. The BFP studies with avidin detected three different dynamic regimes of the rupture force (Figure 4b ). These regimes were attributed to the three major energy barriers along the unbinding trajectory that were identified in prior molecular dynamics simulations (Figure 4a) (16, 34) . As the mechanical force tilts the net potential surface, the outer barriers are lowered to <kT , and each of the inner barriers emerges in succession to dominate the unbinding kinetics (Figure 4a ). Detecting all three barriers, however, required measurements at loading rates that spanned 5-6 orders of magnitude (55)! Force probes have already been used to detect qualitative changes in protein interactions caused by site-directed mutagenesis or cofactor binding. For example, AFM measurements detected changes in protein interactions that alter insulin crystallization behavior after site-directed mutagenesis (89). Differences in protein interactions with the chaperone GroEL were also measured in the presence and absence of ATP (83) . The challenge now is to determine how such changes affect the potential energy surfaces mapped by dynamic force measurements.
Mechanical Properties of Proteins
There are many reports of force probe measurements of the mechanical properties of proteins. The majority of them address the mechanico-chemical transduction of motor proteins and the relationship between structure, catalysis, and force transduction. Several excellent reviews have been written that describe this body of work (40, 54, 71, 77) , and we do not duplicate those efforts here. However, we focus on the recent use of force probes to investigate both the structural and the ? functional aspects of force-induced distortions of protein structure. Proteins are stabilized by multiple noncovalent interactions, and the disruption of these bonds by either mechanical or chemical means induces protein unfolding. Direct measurements have therefore been used to investigate the forces that stabilize protein structures and to determine how they affect the mechanical properties of isolated proteins.
The first investigations of mechanically induced unfolding were done with titin (38, 65, 66, 81) . This protein is a scaffold for thick-filament formation, and it determines the elasticity of relaxed, striated muscle. It comprises multiple, tandem repeats of IgG-and fibronectin III-like domains, and its force-extension profiles were measured both with the AFM and with OT (38, 65, 66, 81) . The AFM measurements exhibited periodic spikes in the force-extension curve that were attributed to the reversible unfolding transitions of the individual domains (65) ( Figure 5 ). The sharpness of the peaks suggested that the protein unfolded by a two-state mechanism (65) .
The force curves alone cannot identify the chemical mechanisms responsible for the peaks, that is, transition states in the extension profiles. However, molecular dynamics simulations (see below) suggest that the rupture of hydrogen bonds between two antiparallel strands of the beta sheet of the Ig domains generates the force to induce domain unfolding and hence the peaks in the forceextension curves (50, 51) . Differences between the AFM and laser tweezers data suggest that the force-extension profiles depend on both the unfolding chemistry and the measurement method, that is, the sample history (38, 65, 81) . Whereas the AFM curves display a sequence of periodically spaced peaks, the tweezers data exhibit a broad, extensible region from which domain unraveling was inferred (38) . This difference was recently rationalized in terms of the different loading rates. An extension of the earlier model of Evans & Ritchie (16) described the rupture of bonds attached to soft tethers and accounted for these differences in terms of the intrinsic unfolding reaction rates relative to the loading dynamics (17) .
The dependence of bond rupture characteristics on loading rates was used to test whether the transition state in the forced unfolding pathway was the same as for protein unfolding in solution. By changing the rate of pulling, Carrion-Vazquez and coworkers (6) estimated the unfolding kinetics of a polypeptide consisting of multiple Ig domains in tandem. Comparing the measured kinetics to Monte Carlo simulations gave the unfolding rate in the absence of force. The quantitative agreement between the rates thus determined and those measured in solution strongly supports the hypothesis that the events that generate the peaks in the force curve are the same as those responsible for the transition state in the unfolding pathway of the soluble protein (6) .
Although there are only a few molecular mechanics investigations of known structural proteins, recent reports suggest that forced protein deformations may play a broader role in biology. The molecular dynamics simulation of forced fibronectin unfolding suggests that the resulting encryption of the RGD sequence may act as a mechanical recognition switch (50, 51) . That this function may regulate the biological activity of extracellular matrix proteins is suggested by studies that show differential fibronectin activities on different substrata (20) . In addition, a recent study of the chaperone protein GroEL suggests that the latter may actually facilitate protein folding by stretching misfolded or partially folded proteins (73) .
Simulations of Forced Unbinding-Relating Rupture Forces to Bond Chemistry
Supercomputers have made it possible to simulate the unbinding trajectories of ligands as they are pulled over the rugged energy landscape of the binding pocket. The first such study sought to identify the physical chemical interactions that determine the unbinding force for avidin-biotin bond rupture. Simulations of the forced rupture of the bond between biotin and a monomer of the tetrameric protein streptavidin reproduced quantitatively the measured detachment force (23) .
The natural tendency would be to use such steered molecular dynamics (SMD) simulations to interpret single-bond detachment data in terms of the chemical interactions and simulated energy barriers that control unbinding. The obstacle to such quantitative comparisons lies in the different time scales on which intermolecular dissociation is induced in the experimental versus the computational approaches (3, 34) . Experimentally measured dissociation events occur on millisecond time scales and are thermally activated. By contrast, the nanosecond time scales used in molecular dynamics simulations are fast relative to the intrinsic relaxation time of the bond. To induce bond dissociation in the simulations, very large forces must be applied rapidly to overcome all potential barriers on such short time scales. Under these conditions, there is a substantial frictional contribution to the pull-off force that scales with the detachment velocity. This term is large relative to the ? applied load, and for this reason, the simulations overestimate the experimental values significantly (3, 34) . Not only do the frictional terms differ in these two limits, but the rupture force also scales differently with the applied load (3).
The amount of irreversible work performed in the simulations is the principle obstacle to quantitative comparisons between SMD results and force probe measurements. The error in the potential surface reconstructed from simulations is related to the irreversible work performed during bond rupture (3). Potential surfaces cannot be reconstructed quantitatively from force probe measurements, which record thermally activated events (3). Recent theoretical developments suggest that the results from these two approaches can be bridged through a potential of mean force (24) . The latter can be constructed through time-series analyses of the position and applied force data obtained from calculated SMD trajectories (24) . The thus determined potential of mean force can then be used to interpret force probe measurements in terms of the energy peaks and valleys that control receptor-ligand unbinding.
Simulated unbinding trajectories already identified key molecular interactions that prevent protein unfolding and limit the escape or determine the binding pathways of ligands. They provided important information regarding, for example, retinal binding to bacterio-opsin (30) and the forced unfolding of proteins (50, 51) . Other results guided the interpretation of experimental measurements of avidinbiotin bond rupture (55) . These examples illustrate the value of combining theoretical approaches and force probe measurements. SMD promises to be a powerful tool for interpreting bond rupture measurements.
INTERACTIONS INVOLVING MULTIPLE INTERMOLECULAR BONDS
Multiple Bonds in Parallel
Biological adhesion is not typically mediated by single, high-affinity interactions, but by many weak contacts. The advantage of the latter is that weak interactions allow for plasticity in adhesive junctions, the formation of dynamic contacts, and cell motility (11, 14, 15, 52, 60) . Because low-affinity bonds are believed to exhibit short lifetimes and low rupture forces, adhesion requires multiple such interactions (62, 82) .
To investigate how the rupture of multiple contacts might differ from singlebond failure, Vijayendran and associates (84) used the adhesive dynamics algorithm (8) to simulate the adhesion between receptor-linked surfaces in surface force measurements. At equilibrium, there will be a distribution of bound and free states, and the average bond strength will be less than that of isolated cross bridges. However, the materials remain pinned in close proximity by the unbroken, neighboring cross bridges, and broken bonds can reform. Because of this, the time-averaged tension on each bond during the junction rupture can approach and ? even exceed the critical rupture force of the individual bonds. This effect will be most prevalent when the intrinsic breakage and reformation rates are faster than the loading rate (84) . Such behavior will not be observed in single-bond measurements because the surfaces jump out of contact when the cross bridges fail. The adhesive dynamics simulations thus show that, with multiple contacts in parallel, the adhesion is determined by the unbinding kinetics, the loading rate, and the reassociation kinetics.
The Rupture of Bonds in Series
Adhesive interactions can also involve several bonds in series. For example, receptor-mediated cell-cell contacts that involve cytoskeletal interactions may involve five or more bonds in series. One predicts that the average strength of such linkages would be lower than any of the individual linkages. If the binding probability of each of two different bonds in series is less than unity, then the probability that both bonds will exist simultaneously is the product of the probabilities of each of the constitutive bonds. The overall likelihood of simultaneous binding will then be less than that of either individual bond (69) .
This hypothesis was confirmed by radial flow detachment assays of crossbridges formed by two low-affinity bonds. These studies showed that the average bond rupture force was 2-to 10-fold smaller than that of the weakest bond in the series (69) . On the other hand, with linkages comprising four high-affinity bonds, surface force measurements demonstrated that the bond with the lowest rupture force failed first (47) . The force-extension curves of titin suggest similarly that the domains with the lowest activation barrier to unfolding unravel first (65) . The affinities do influence the adhesion by determining the probability of cross-bridge formation. However, the force to rupture the existing cross bridges is determined (a) by the bond in the series with the lowest activation barrier to unbinding and (b) by the loading dynamics relative to the intrinsic unbinding rates (16) .
Multivalent Protein Interactions
Other proteins such as fibronectin may bind more than one ligand simultaneously or have multiple binding sites for single ligands. Many cell adhesion molecules contain large, multidomain extracellular segments (10) , and some exhibit multiple contacts with their corresponding ligands (64) . Whereas multiple interactions may contribute to binding, their implications for protein-mediated adhesion have not been explored.
A recent study identified one possible consequence of such interactions. The extracellular domain of an adhesion protein cadherin consists of five homologous domains in tandem and binds to identical proteins on opposing cell surfaces. With the force apparatus, Sivasankar et al (75) found that cadherin extracellular domains bind in at least two antiparallel configurations. By controlling the distance between two cadherin monolayers, they identified two discrete protein separations at which the proteins adhere. The force-distance profile generated during protein ? 22 LECKBAND detachment suggests that the sequential rupture of these bonds may hinder the abrupt failure of the cadherin junctions (75) .
Whether other adhesion proteins undergo similar multidomain interactions or bind in more than one configuration remains to be determined. In addition, the functional consequences of such interactions have yet to be explored. Direct force measurements will be essential tools for quantifying the tensile strengths of the linkages and determining the mechanisms by which the proteins bind and resist adhesive failure. 
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