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Re´sume´
Universite´ de la Me´diterrane´e
Centre de physique the´orique
Transport dans des nanostructures
en pre´sence de corre´lations e´lectroniques:
courants d’e´quilibre et hors e´quilibre.
par Alexandre Popoff
Courant Josephson dans une jonction “S/2DQ/S” : Nous caracte´risons les effets
d’Andreev croise´s (CAR) dans une jonction compose´e de deux points quantiques couple´s
a` deux contacts supraconducteurs. En pre´sence d’un flux magne´tique inte´rieur, la pre´-
sence ou non de CAR influe directement sur la pe´riode d’oscillation du courant critique.
Techniquement, on calcule l’e´nergie libre dans le formalisme d’inte´grales de chemins et
on utilise une approche de champs moyens pour traiter l’interaction coulombienne. On
obtient ainsi le courant Josephson, le nombre d’occupation moyen et des diagrammes de
phases pour la transition 0− π.
Courant dans une jonction “S/QD/S+N” : nous caracte´risons la pre´sence d’un
contact normal dans une jonction de re´fe´rence compose´e d’un point quantique couple´ a`
deux contacts supraconducteurs. Un tel syste`me pourrait servir a` simuler la de´cohe´rence
dans le transport. Nous montrons que la premie`re harmonique du courant est de´phase´e
en pre´sence du contact normal. D’autres effets sur les re´flections multiples d’Andreev
sont observe´s. Techniquement, nous utilisons le formalisme de Keldysh et une approche
de champs moyens pour traiter l’interaction coulombienne.
Bruit dans une fourche “nanotube de carbone-me´tal” : nous e´tudions le bruit en
re´gime photo-assiste´ dans un syste`me compose´ d’un nanotube de carbone de longueur
finie couple´ en son centre a` un me´tal normal. Les corre´lations de courant montrent les ef-
fets de l’interaction coulombienne dans le nanotube ainsi que les marches caracte´ristiques
du re´gime photo-assiste´.
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Chapitre 1
Introduction ge´ne´rale
Le cadre de cette the`se est l’e´tude the´orique de quelques phe´nome`nes intervenant a`
l’e´chelle nanoscopique. Les phe´nome`nes y sont re´gis par la me´canique quantique mais
font intervenir un grand nombre de particules. Dans ce cas, la the´orie des champs appli-
que´e a` la physique statistique devient un outil approprie´ ou` les paradigmes de la physique
des particules donnent une base solide pour la matie`re condense´e. Dans cette the`se, on
profitera ainsi de la formulation de la me´canique quantique en termes d’inte´grales de che-
mins pour calculer une e´nergie libre a` l’e´quilibre thermodynamique ou bien une fonction
de partition en utilisant un contour temporel ferme´ (contour de Schwinger-Keldysh).
Avec un grand nombre de particules et des interactions fondamentales comme l’interac-
tion coulombienne, il n’est pas possible en ge´ne´ral de calculer des quantite´s mesurables
comme le courant e´lectrique. Les mode`les utilise´s sont ainsi, pour la plupart, des hamil-
toniens effectifs qui ont permis de de´gager les caracte´ristiques essentielles intervenant a`
l’e´chelle nanoscopique.
Quelles sont alors ces caracte´ristiques nanoscopiques dont on veut une mode´lisation ?
Prenons par exemple le phe´nome`ne de supraconductivite´ ; plusieurs the`mes y sont asso-
cie´s comme une re´sistance nulle (c’est-a`-dire une re´sistance non-mesurable par des me´-
thodes conventionnelles), l’effet Meissner (champ magne´tique nul a` l’inte´rieur du supra-
conducteur), transition de phase, etc.
On peut dire que les phonons jouent un roˆle essentiel dans la supraconductivite´, pourtant,
si l’on veut de´crire certaines courbes expe´rimentales, par exemple une caracte´ristique
courant-tension dans une jonction S/I/S (supraconducteur/isolant/supraconducteur),
il s’est ave´re´ suffisant d’utiliser un mode`le ne tenant compte que des e´lectrons avec une
interaction ad hoc. Ces mode`les historiques constituent la base ou les axiomes de cette
the`se en e´lectronique mole´culaire. Le principe ge´ne´ral est le suivant : on part des mode`les
hamiltoniens et on trouve une expression pour le courant ou le bruit ; suivant le cas, il
est plus simple de calculer l’e´nergie libre pour ensuite prendre sa de´rive´e par rapport a`
un certain parame`tre, de faire intervenir une fonction ge´ne´ratrice, d’utiliser une e´quation
continuite´, etc. Le cadre the´orique que l’on se donne est la the´orie des champs applique´e
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a` la matie`re condense´e. Notre but est alors essentiellement de de´crire, d’e´tudier de ma-
nie`re ge´ne´rale des nano-syste`mes qui sont de´ja` re´alisables expe´rimentalement ou bien,
re´alisables en principe dans un avenir que l’on espe`re toujours le plus proche possible.
La the´orie des champs est ici utilise´e en tant qu’outil et n’est pas l’objet d’e´tude de
cette the`se, ce qui nous pousse a` mettre la majeure partie de la the´orie et des calculs
techniques en annexe dans le but de faciliter la lecture du manuscrit.
Nous allons aborder trois types de conducteurs (les supraconducteurs, les me´taux nor-
maux et les nanotubes de carbone) a` travers trois the`mes.
1.1 Les the`mes
1.1.1 CNT-SQUID 1
Pour mesurer le courant passant a` travers un objet nanoscopique, il faut le connecter a`
un circuit de mesure par des ”contacts”. On utilisera dans ce manuscrit deux types de
contacts : me´talliques et supraconducteurs.
La the´orie des contacts me´talliques est de´ja` assez bien connue et de´crite par un gaz libre
d’e´lectrons (bien entendu, la dimensionalite´ du conducteur et l’interaction coulombienne
n’est cependant pas un proble`me trivial dans un conducteur me´tallique).
On caracte´rise ge´ne´ralement la supraconductivite´ par une re´sistance nulle en dessous
d’une tempe´rature critique Tc ≈ 4.2K pour le mercure (Onnes 1911). Mais la supracon-
ductivite´ ne se re´sume pas a` un conducteur parfait. Si l’on applique un faible champ
magne´tique (la supraconductivite´ est de´truite pour un champ magne´tique critique qui
est par de´finition le plus petit champ magne´tique qui de´truit la supraconductivite´), le
champ magne´tique a` l’inte´rieur du supraconducteur est nul (effet Meissner, 1933). Cette
effet est particulie`rement spectaculaire dans une expe´rience ou` l’on place un aimant sur
un supraconducteur : au-dessus de la tempe´rature critique, l’aimant repose sur le supra-
conducteur ; en dessous de la tempe´rature critique, l’aimant le´vite au-dessus du mate´riau
supraconducteur.
L’effet Josephson constitue une part importante des applications de la supraconductivite´.
Si l’on prend deux supraconducteurs se´pare´s par une couche d’isolant d’une e´paisseur de
l’ordre de 10Å, un courant peut passer a` travers la jonction, alors qu’on est a` l’e´quilibre.
En utilisant une boucle contenant deux jonctions Josephson, on peut observer des inter-
fe´rences duˆes aux deux chemins possibles que peuvent suivre les e´lectrons. Le courant
de´pend alors du flux magne´tique passant dans la boucle ; le syste`me est alors appele´
SQUID (voir le graphe 2.4 pour un SQUID utilisant un nanotube de carbone), et en
particulier, le courant critique permet de de´tecter les faibles variations du flux. Dans la
course a` la miniaturisation, par exemple, il est de´sormais envisage´ d’e´tudier la magne´ti-
sation de mole´cule Mn12 [1].
D’un point de vue the´orique, dans les expe´riences de Cleuziou et al. [1], il est montre´
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que le signe du courant dans chaque branche du SQUID de´pend de la parite´ du nombre
d’occupation dans les points quantiques (qui sont ici les portions de nanotube entre
les contacts supraconducteurs) : si le nombre d’occupation est impaire le courant est
de´phase´ de π (ce qui correspond a` un courant Josephson ne´gatif). Ce comportement
provient alors de l’interaction entre le spin de l’e´lectron du point quantique et le spin de
e´lectron arrivant sur ce point quantique. Un sce´nario a e´te´ donne´ par Kivelson et Spivak
[2] ou` ce de´phasage de π est duˆ aux relations d’anticommutation que les e´lectrons doivent
satisfaire. On [3] peut e´galement voir ce comportement en termes d’un champ moyen
qui est diffe´rent de ze´ro quand on a effectivement le de´phasage de π dans le courant ;
nous adopterons ce point de vue.
Dans la premie`re partie de cette the`se, la motivation est donc double : d’un point de vue
”technologique”, on souhaite de´crire le SQUID de nanotube de [1], mais aussi certaines
de ses variantes. D’un point de vue the´orique, nous voulons discuter plus pre´cise´ment
des corre´lations e´lectroniques lie´es a` la supraconductivite´, qui seraient peut-eˆtre plus
facilement visibles (ou pas) dans ce type nano-SQUID, nous permettant de progresser
dans la compre´hension de la the´orie et des me´thodes utilise´es.
1.1.2 Transition cohe´rent-incohe´rent dans le courant
Prenons une jonction compose´e de deux contacts me´talliques se´pare´s par une fine couche
d’isolant ; si on applique une diffe´rence de potentiel entre les deux contacts, le courant
passe par effet tunnel a` travers la jonction et suit une loi d’Ohm. Si on remplace les
me´taux par des supraconducteurs, il n’y a pas de courant avant une tension V telle
que eV = ∆ ou` ∆ est le gap. En faisant varier la tempe´rature, on s’apperc¸oit que le
gap de´pend de la tempe´rature : le gap est nul a` la tempe´rature critique (∆(Tc) = 0)
et augmente jusqu’a` obtenir une valeur maximale a` une tempe´rature nulle. Toutefois, si
l’isolant est remplace´ par un me´tal ou un point quantique, un courant peut passer dans
la jonction graˆce a` des re´flexions (d’Andreev) entre les bornes supraconductrices. On est
ainsi dans un re´gime que l’on dit cohe´rent (cohe´rence de phase des paires de Cooper) ou`
l’on voit les effets de la supraconductivite´ dans le courant.
Maintenant, si on met un re´servoir (par exemple me´tallique) sur le ”chemin”qu’empreinte
les e´lectrons (voir la figure 6.1), les e´lectrons devraient perdre leurs cohe´rences dans ce
re´servoir (re´gime incohe´rent). Le contact me´tallique devrait ainsi de´truire la cohe´rence
de phase dans la jonction principale S/QD/S par ce qu’on appelle un effet de proximite´
inverse (par opposition a` l’effet de proximite´ qui induit de la supraconductivite´ dans un
mate´riau qui n’est pas supraconducteur).
Par l’e´tude du courant, on souhaite ainsi caracte´riser ces deux re´gimes de transport et
voir comment l’effet de proximite´ inverse se manifeste dans le courant.
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1.1.3 Nanotube de carbone et bruit
Dans la dernie`re partie de cette the`se, a` travers la the´matique du bruit, on e´tudiera
un objet me´soscopique ubique : le nanotube de carbone. Jusqu’a` pre´sent, nous n’avons
e´tudie´ que le courant pour caracte´riser nos jonctions nanoscopiques. Il existe toutefois
d’autres possibilite´s d’e´tudes donne´es par les corre´lations de courant. En particulier,
de´finissons le bruit par la transforme´e de Fourier de la valeur moyenne 〈I(t)I(0)〉 ou` I(t)
est le courant au temps t :
S(ω) =
∫
dt eiωt〈I(t)I(0)〉. (1.1)
La relation entre cette fonction de corre´lation et le courant n’est pas e´vidente mais, dans
certains cas donne quelques re´sultats surprenants. Un exemple connu est celui donne´ par
Schottky qui montre en 1918 que le bruit associe´ a` un courant constant I d’e´lectrons est
proportionnel a` ce meˆme courant par la relation
S = 2e|I|. (1.2)
Un autre re´sultat plus surprenant est celui obtenu pour les e´tats de bords dans le re´-
gime de l’effet Hall quantique fractionnaire ou` on a S/2I = e/3 [4], caracte´risant les
excitations fractionnaires dans le courant de re´trodiffusion. L’interpre´tation donne´e aux
relations du type Schottky est que le rapport S/2I nous donne sous certaines condi-
tions 2 la charge effective caracte´risant le courant.
Conside´rons maintenant un syste`me dont le courant de´pend e´galement de la position
I(x, t) (pour fixer les ide´es, on peut penser x comme la coordonne´e spatiale sur un nano-
tube qui est ici unidimensionnel, voir la figure 8.1). On peut alors calculer les corre´lations
de courant C(x, t;x′, t′) ∼ 〈I(x, t)I(x′, t′)〉 3 et en prendre la transforme´e de Fourier a`
x′ = x ce qui de´finit le bruit ou bien, on peut calculer ces corre´lations a` x′ = −x de´finis-
sant ainsi les corre´lations croise´es. Pendant un temps, le signe des corre´lations semblait
alors carate´riser la statistique des excitations transmises (fermioniques ou bosoniques),
toutefois on peut montrer [5, 6] que cette interpre´tation n’est pas inde´pendante du sys-
te`me expe´rimental ; d’une manie`re ge´ne´rale, le bruit the´orique n’est pas ne´cessairement
le bruit mesure´. Nous allons dans cette the`se aborder la question de la charge des ex-
citations, en conside´rant l’injection d’e´lectrons dans un nanotube de carbone ; il est en
principe possible [7] de caracte´riser les charges des excitations dans le nanotube par une
analyse du bruit a` fre´quence finie pour une tension constante, mais ceci impose certaines
contraintes expe´rimentales. Pour essayer de se ramener a` un bruit a` fre´quence nulle, on
introduit une composante alternative dans la tension (re´gime photo-assiste´). Le re´sultat
sera ne´gatif pour la de´tection de charge a` fre´quence nulle, mais le bruit montrera des
2. Dans beaucoup de cas la relation de Schottky nous donne bien la charge effective mais pour les
liquides de Luttinger, ce n’est pas ne´cessairement vrai ; elle donne cependant de pre´cieuses indications
sur ce qui se passe dans le syste`me.
3. Comme on le verra dans la suite, il y a des corrections dans l’expression des corre´lations, mais elles
seront toujours ne´glige´es devant 〈I(x, t)I(x′, t′)〉.
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effets directs du re´gime photo-assiste´ ainsi que les effets du parame`tres d’interaction
coulombienne.
1.2 L’organisation
Puisque les the`mes aborde´s dans cette the`se ont des motivations relativement inde´pen-
dantes, chacun be´ne´ficie d’une introduction spe´cifique au sujet, puis est suivi d’une partie
the´orique et se termine par une pre´sentation de nos re´sultats nume´riques.
– Le premier the`me concerne la mode´lisation the´orique du SQUID de nanotube de car-
bone. La the´orie des jonctions du type supraconducteur/point quantique/supracon-
ducteur permettait d’obtenir le courant Josephson et d’autres caracte´ristiques propres
a` ce type de jonction. En ge´ne´ralisant a` deux points quantiques, une nouvelle proble`-
matique concernant les corre´lations entre syste`mes apparaˆıt naturellement dans la
the´orie ; les supraconducteurs sont une source de (quasi)-particules corre´le´es et dans
des ge´ome´tries en forme de fourche, diffe´rents phe´nome`nes ont e´te´ identifie´s (cotun-
neling, re´flexions d’Andreev croise´s). Ainsi, l’e´tude the´orique de ce type de jonction
permettra d’e´tudier les relations entres ces phe´nome`nes de corre´lations et ceux qui
sont propres a` des jonctions simples S/QD/S. Ces notions sont pre´sente´es dans le
chapitre 2.
– Nous de´crirons la the´orie ge´ne´rale au chapitre 3 dont les cas particuliers sont par
exemple la jonction simple S/QD/S selon Rozhkov et Arovas [3] ou le SQUID de
Cleuziou et al. [1]. Enfin les re´sultats nume´riques seront pre´sente´s au chapitre 4.
– Au chapitre 5, on introduit le sujet de la transition entre un re´gime de transport
cohe´rent et incohe´rent dans une jonction S/QD/S que l’on couple a` une re´servoir
me´tallique.
– Puis nous abordons la the´orie du transport hors-e´quilibre a`-la-Keldysh au chapitre 6
ou` l’on e´tablit les e´quations spe´cifiques a` notre syste`me que l’on re´soud ensuite nume´-
riquement. Les re´sultats nume´riques sont alors pre´sente´s au chapitre 7.
– Au chapitre 8, on introduit la the´matique de la de´tection de charge anormale qui
motive la ge´ome´trie utilise´e : nous e´tudions un nanotube de longueur L connecte´ a`
ses extre´mite´s a` des bornes me´talliques et en son centre a` la pointe d’un microscope
a` effet tunnel. Ce dernier chapitre fait une excursion dans la physique du bruit et
permet d’obtenir quelques renseignements sur le re´gime photo-assiste´ (une tension
alternative comme source de courant) et sur le parame`tre d’interaction coulombienne
dans le nanotube.
Les annexes regroupent les parties juge´es techniques ou purement calculatoires.
– L’annexe A pre´sente une introduction aux e´tats cohe´rents et a` l’e´criture de la fonction
de partition en termes d’inte´grales de chemins. Une fois les principaux re´sultats e´non-
ce´s, on donnera directement le re´sultat du passage des hamiltoniens en ope´rateurs a`
l’action en variables de Grassmann.
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– L’annexe B regroupe les conventions prises sur les transforme´es de Fourier des champs
grassmanniens.
– L’annexe C montre la fac¸on dont on ”inte`gre sur les contacts”, autrement dit, on
montre comment calculer une inte´grale gaussienne de la forme e−aψ
2+bψ sur des champs
grassmanniens ψ.
– L’annexe D de´crit une fac¸on de passer d’une interaction quartique a` une interaction
quadratique en utilisant une transformation de Hubbard-Stratonovich. Cette trans-
formation permet par exemple, en principe de passer d’un proble`me d’interactions
quartiques fermioniques a` un proble`me d’inte´grales sur des champs re´els. En particu-
lier, si le champ est constant apre`s une me´thode du col de´crite en annexe F, on fait
alors une approximation de type ”champs moyens”.
– L’annexe E regroupe les calculs amenant a` l’e´criture de la matrice M qui contient
toute l’information sur le SQUID de nanotube de carbone qui est le premier sujet
aborde´ dans cette the`se. L’e´criture de cette matrice est la dernie`re e´tape avant le
travail nume´rique.
– L’annexe G de´crit le calcul de la fonction de Green d’un supraconducteur a` l’e´quilibre.
– L’annexe H montre la fac¸on dont on de´tourne la difficulte´ d’un proble`me de divergence
dans une composante de la fonction de Green du supraconducteur a` l’e´quilibre.
– L’annexe I contient la transformation unitaire qui permet de placer les potentiels
chimiques d’un proble`me hors-e´quilibre dans les amplitudes Tunnel.
Premie`re partie
Signature du CAR dans un
SQUID

Chapitre 2
Introduction aux jonctions pi
2.1 Avant-propos
Dans cette premie`re partie, on e´tudie la transition de phase π se produisant dans une
jonction supraconducteur/deux points quantiques/supraconducteur (pour plus de le´ge`-
rete´, on parlera de jonction S/2QD/S). Le formalisme utilise´ permet ici essentiellement
d’obtenir l’e´nergie libre F du syste`me. A partir de la fonction F calcule´e nume´rique-
ment, on peut obtenir le courant Josephson, leurs nombres moyens d’occupation et des
diagrammes de phases.
Pour ce faire, on suit principalement l’article de Rozhkov et Arovas [3] dans lequel ils
e´tudient le courant Josephson d’une jonction S/QD/S avec l’e´nergie libre du syste`me.
Comme eux, on utilise une approximation (sur les champs de Hubbard-Stratonovich)
afin de la calculer sans faire appel a` des algorithmes de calculs exacts d’inte´grales de
chemins. Les champs de Hubbard-Stratonovich ainsi approxime´s sont alors classiques (au
sens ou` il n’y a qu’un seul chemin contribuant aux inte´grales de chemins) et obe´issent a`
une “e´quation de mouvement”.
Durant ce travail, notre attention a e´te´ particulie`rement tourne´e vers l’e´laboration ex-
pe´rimentale (Cleuziou et al. [1]) d’un SQUID a` nanotubes de carbone (voir la figure
2.4). Dans cette expe´rience, les nanotubes ont des niveaux d’e´nergies suffisamment se´-
pare´s pour eˆtre conside´re´s comme des points quantiques. Les calculs que nous avons
effectue´s donneraient alors une description the´orique d’un tel SQUID en partant d’un
mode`le microscopique du courant Josephson et de la jonction π (on peut citer Duhot
et Me´lin [8] pour une approche diffe´rente des expe´riences de Cleuziou et al. [1]). Les
courbes expe´rimentales du courant critique apportent en particulier une preuve de la
transition π et nos calculs permettent de retrouver qualitativement les courbes de la
figure 2.4. Cependant, ce SQUID n’est qu’un cas particulier du mode`le ge´ne´ral utilise´
ici. Nous avons remarque´ que, pour des contacts ponctuels, le courant critique (en tant
que fonction du flux magne´tique inte´rieur a` la boucle du SQUID) voit sa pe´riode doubler
par rapport a` la pe´riode d’oscillation obtenue sans effets d’Andreev croise´s (acronyme
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anglais : CAR) ; ce doublement de pe´riode n’est pas visible dans l’expe´rience de Cleuziou
et al. [1] qu’on de´crit par d’autres limites dans le mode`le. On montre ici que ce double-
ment de pe´riode a pour cause directe le CAR qui est l’un de deux effets typiques des
jonctions supraconductrices en forme de fourche : les re´flections croise´es d’Andreev et le
“cotunneling”.
Pour des contacts non ponctuels, la question est de´licate et pose le proble`me de savoir si
les distances conside´re´es ne sont pas si petites qu’elles donneraient des absurdite´s dans
un mode`le me´soscopique. Les difficulte´s se traduisent ainsi : pour des contacts ponctuels,
les quantite´s semblent bien de´finies ; mais pour des contacts e´tendus, lorsque l’on prend
la limite vers le mode`le de contacts ponctuels, la quantite´ relie´e au cotunneling diverge.
Mathe´matiquement, le supraconducteur (par sa fonction de Green) implique de devoir
calculer les moments d’une distribution de Cauchy (ou de Lorentz), distribution n’ayant
ni moyenne ni moments d’ordre supe´rieur. Le mode`le ge´ne´ral (inspire´ par l’hamiltonien
Tunnel de Choi et al. [9]) utilise´ ici ne donne alors pas de manie`re continue, le mode`le de
contact ponctuel et pourrait demander plus de justifications, voir eˆtre remis en cause.
L’accord qualitatif et expe´rimental avec Cleuziou et al. [1] n’est donne´ que pour des
limites bien de´finies ou` la divergence du “cotunneling” est contourne´e.
Enfin, on propose une e´quation donnant la tempe´rature critique de la transition π qui
n’a cependant pas e´te´ e´tudie´e plus en de´tail.
2.2 Courant Josephson et jonction pi
En physique me´soscopique, un inte´reˆt particulier se porte sur les interfaces entre diffe´-
rents types de conducteurs (me´taux, supraconducteurs, nanotubes de carbone, mate´riaux
ferromagne´tiques, etc). En effet, plusieurs observables comme le courant, la conductance
ou le bruit permettent d’e´tudier certaines de leurs caracte´ristiques. Suite a` la the´o-
rie microscopique de la supraconductivite´ BCS selon Bardeen, Cooper et Schrieffer de
1957, une intense activite´ de recherche a permis d’e´laborer assez rapidement une the´orie
du transport Tunnel (Cohen et al. [10] 1962) a` travers une jonction S/I/S (supra-
conducteur/isolant/supraconducteur). En 1962, Josephson mettait en avant la possibi-
lite´ d’obtenir un courant a` l’e´quilibre en de´phasant les supraconducteurs. La the´orie
du transport Tunnel permettait d’obtenir les coefficients intervenant dans la formule de
Josephson, a` partir d’une the´orie microscopique.
Les jonctions du type supraconducteur/impurete´ magne´tique/supraconducteur ont e´te´
discute´es de`s 1969 avec Shiba et Soda, en passant par Glazman et Matveev en 1989 [11].
Les impurete´s dans les mate´riaux re´els peuvent engendrer une forte re´pulsion coulom-
bienne entre deux e´lectrons occupant un meˆme niveau d’e´nergie. Il y a alors une dis-
tinction importante entre le courant hors-e´quilibre porte´ majoritairement par le passage
individuel d’e´lectrons et le courant Josephson d’e´quilibre mettant en jeu le passage d’une
paire d’e´lectrons corre´le´s. Dans ce cas, en 1992, Kivelson et Spivak [2] de´montraient la
possibilite´ d’une inversion du signe du courant Josephson (voir la figure 2.1) qui e´tait
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de´ja` discute´e depuis la fin des anne´es 70. En outre, ce changement de signe du courant
peut se voir comme un de´phasage de π du courant Josephson (qui est typiquement une
fonction sinuso¨ıdale) et on parlera alors de jonction π (jonction 0 quand il n’y a pas
de de´phasage). A la figure 2.1, on peut voir que l’impurete´ doit eˆtre occupe´e une fois
Figure 2.1: (a) Repre´sentation de Kivelson et Spivak [2] d’une jonction S/I/S ou`
l’isolant peut contenir un e´tat localise´ de niveau d’e´nergie ǫ0 en pre´sence d’une forte
interaction coulombienne U . (b) Repre´sentation de la se´quence d’e´tats interme´diaires
menant au transfert d’une paire de Cooper du contact S1 au contact S2 dans le cas
ou` l’impurete´ a un spin ↑. La boˆıte du haut repre´sente l’e´tat initial. Le premier e´tat
interme´diaire consiste a` passer l’e´lectron de l’impurete´ dans S2. Ensuite, un e´lectron
de la paire de Cooper de S1 passe dans l’impurete´. Cette e´lectron est ne´cessairement
de spin ↓ afin de pouvoir reformer une paire de Cooper dans S2 a` l’e´tape suivante qui
est encadre´e. A cette e´tape l’e´lectron de l’impurete´ passe dans S2 mais pour retrouver
l’ordre initial, il est ne´cessaire de permuter les deux e´lectrons. Le signe du courant
est alors ne´gatif. Apre`s cette e´tape, on retrouve l’e´tat initial de l’impurete´. (c) Meˆme
repre´sentation qu’en (b) des e´tats interme´diaires en faisant attention a` l’e´tat initial
de l’impurete´ qui a maintenant un spin ↓. On a e´galement une permutation de deux
e´lectrons dans cette se´quence conduisant a` un signe ne´gatif.
pour donner le me´canisme d’inversion de signe. Cette occupation de´pend des parame`tres
Γ (parame`tre de transmission Tunnel), U (interaction coulombienne) et ǫ0 (e´nergie dans
l’impurete´). L’e´tude simultane´e de tous ces parame`tres est re´alise´e par Rozhkov et Arovas
[3] et la me´thode utilise´e, qui est non perturbative en Γ, permet de voir le phe´nome`ne de
jonction π comme une transition de phase. Cependant, la me´thodologie avait e´te´ propo-
se´e en 1959 par Hubbard [12] qui envisageait l’application d’un certaine transformation
(de Hubbard-Stratonovich) a` des cas de transitions de phase. Dans le formalisme d’in-
te´grales de chemins, cette transformation permet ainsi de traiter de la meˆme manie`re la
transition “me´tal-supraconducteur” (voir par exemple [13]) dans le mode`le de Bardeen-
Cooper-Schrieffer (BCS) et la transition “jonction 0 - jonction π”.
Dans les travaux de Rozhkov et Arovas [3], les interactions coulombiennes dans le point
quantique sont alors caracte´rise´es par le parame`tre γ∗ qui apparaˆıt naturellement avec
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la transformation de Hubbard-Stratonovich : soit γ∗ = 0 et la fonction est dans la phase
0, soit γ∗ 6= 0 et la jonction est dans la phase π. Pour ne pas entrer dans le de´tail des
calculs qu’on repousse au prochain chapitre, on peut comprendre le roˆle de γ∗ en faisant
l’analogie avec le cas d’un supraconducteur BCS de gap ∆ ou` l’on a ∆ = 0 pour la
phase me´tallique et ∆ 6= 0 pour la phase supraconductrice. Le gap ∆ et le parame`tre
γ∗ de la jonction π doivent satisfaire leurs e´quations de consistance qui ont une solu-
tion triviale e´gale a` ze´ro qui minimise l’e´nergie libre alors que pour certaines valeurs
des parame`tres du syste`me, il existe des solutions non nulles qui minimisent l’e´nergie
libre. Ces parame`tres qui interviennent dans la jonction S/QD/S sont l’e´nergie du point
quantique, l’intensite´ de l’interaction coulombienne U , le gap des supraconducteurs ∆
et le coefficient de transmission Γ (qui n’est pas restreint a` eˆtre petit). En ge´ne´ral, on
trace le courant en fonction de la phase (Josephson), note´e δ dans [3] (note´e φ dans notre
travail).
On peut alors caracte´riser la jonction π de trois manie`res :
1. un signe ne´gatif du courant Josephson pour une phase δ dans l’intervalle ]0, π[
2. le parame`tre γ∗ non nulle minimisant l’e´nergie libre
3. une impurete´ occupe´e en moyenne une fois.
La premie`re et la deuxie`me caracte´ristiques peuvent servir a` de´finir la jonction π. La
troisie`me caracte´ristique donne seulement une condition ne´cessaire d’apre`s notre dia-
gramme de phase (voir la figure 4.1 ou` l’on peut trouver une re´gion occupe´e une fois
mais qui ne correspond pas a` une phase π).
Dans [3], on de´finit en plus deux autres phases 0′ et π′
1. la jonction est dans la phase 0′ si le minimum global de l’e´nergie libre est en γ∗ = 0
mais qu’il existe des minima locaux ailleurs
2. la jonction est dans la phase π′ si le minimum global de l’e´nergie libre est en γ∗ 6= 0
mais qu’il existe un minimum local en 0.
Ces de´finitions prennent leurs sens quand on e´tudie graphiquement l’e´nergie libre mais
dans cette the`se, on a choisi de caracte´riser la jonction π par le signe du courant, ce
qui rend inaccessible les subtilite´s des phases 0′ et π′ (puisque ce qui compte alors
est seulement le minimum global). La figure 2.2 montre les trois caracte´risations de la
jonctions π en fonction du de´phasage δ entre les deux contacts supraconducteurs.
Les re´sultats pre´ce´dents supposent une tempe´rature proche de ze´ro et ne traˆıtent pas
de l’effet Kondo 1 ; l’impurete´ occupe´e une fois de manie`re marque´e avec U/Γ ≫ 1 et
−ǫ0/Γ ≪ 1 peut eˆtre conside´re´e comme une impurete´ magne´tique avec un spin 1/2
comme degre´ de liberte´. Dans ce cas, d’apre`s [15, 14], le comportement de la jonction
est uniquement de´termine´e par ∆/TK ou` TK est la tempe´rature Kondo et la transition
de phase 0-π se fait sans la discontinuite´ a` T = 0 K.
1. Quand le tempe´rature diminue, on s’attend a` ce que la re´sistance du mate´riau diminue e´galement,
mais en dessous d’une tempe´rature TK (tempe´rature Kondo), la re´sistance se met a` croˆıtre (effet Kondo).
La supraconductivite´ quant a` elle donne une re´sistance nulle en dessous d’une tempe´rature critique et la
question de la compe´tition entre les deux effets a donne´ lieu a` de nombreuses e´tudes comme celle de Choi
et al. [14] montrant que la supraconductivite´ domine l’effet Kondo pour ∆/TK ≪ 1 avec une transition
a` ∆ ∼ TK .
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Figure 2.2: (Graphes provenant de [3]) A gauche : courant Josephson J(δ) en unite´s
de 2e∆/~ en fonction de la phase Josephson δ. A droite : nombre moyen d’occupation
n(δ) et aimantation m = γ∗/U (ou` γ∗ est le champ de Hubbard-Stratonovich dont la
valeur est fixe´e par la me´thode du col et U l’interaction coulombienne dans le point
quantique) en fonction de la phase Josephson δ avec un niveau d’e´nergie dans le point
quantique ǫ/∆ = −2 et un coefficient de transmission Γ/∆ = 1 ou` ∆ est le gap des
supraconducteurs. En partant du haut et pour la premie`re ligne, on a U/∆ = 2.1, pour
la deuxie`me U/∆ = 2.6 et pour la troisie`me U/∆ = 2.9.
2.3 Deux points quantiques
Figure 2.3: Liste partielle de [9] des processus virtuels dominants associe´s au transfert
d’e´lectrons en the´orie perturbative a` l’ordre quatre. Les fle`ches nume´rote´es indiquent la
direction et l’ordre dans lequel les charges sont transfe´re´es entre les supraconducteurs
et les points quantiques (cercles) qui sont occupe´s une fois dans l’e´tat fondamental ;
l’occupation par un e´lectron d’un point quantique est une condition ne´cessaire pour
obtenir une jonction π. Les processus (a) et (b) sont du meˆme ordre de grandeur et
contribuent au transport direct d’e´lectron.
Si le courant Josephson a` travers une impurete´ est fortement affecte´ par les interac-
tions coulombiennes (il n’y a pas de jonction π sans elles), la pre´sence d’une deuxie`me
impurete´ en paralle`le conduit a` de nouveaux processus. On est maintenant dans une ge´o-
me´trie de SQUID (Superconducting Quantum Interference Device) qu’on a sche´matise´
a` la figure 3.1. Le transport de deux e´lectrons d’une meˆme paire de Cooper par le meˆme
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point quantique est nomme´ l’effet d’Andreev direct. Si on se place dans le formalisme
d’inte´grale de chemin, il correspond au transport de la jonction simple de´crit par [3].
Mais on peut imaginer le transfert de deux e´lectrons d’une meˆme paire de Cooper sur
deux points diffe´rents (effet d’Andreev croise´ ou CAR) ou bien le transfert d’un e´lec-
tron d’une impurete´ a` une autre (cotunneling). Dans les travaux de Choi et al. [9] en
the´orie perturbative en pre´sence d’une forte interaction coulombienne dans les impurete´s
(l’impurete´ est alors occupe´e une fois dans son e´tat fondamental), on peut e´tablir une
liste partielle des processus intervenant dans le courant Josephson (voir la figure 2.3).
Le courant de´pend alors du spin (l’hamiltonien effectif contient un couplage spin/spin)
et devrait permettre de de´tecter la syme´trie de la paire de Cooper (e´tat singulet ou
triplet) autrement dit, on peut distinguer les supraconducteurs conventionnels et non
conventionnels.
Dans notre travail, puisque l’on traite de manie`re non perturbative le couplage Tunnel,
on ne peut pas isoler les processus dominants et a fortiori identifier le CAR ou le co-
tunneling par des diagrammes similaires a` la ceux de la figure 2.3. Toutefois, on trouve
dans les travaux de Sauret et al. [16] des inte´grales spe´cifiques correspondant a` ces
processus dans une ge´ome´trie en fourche du type supraconducteur/deux points quanti-
ques/deux me´taux. Ces inte´grales nous permettent d’identifier les phe´nome`nes mis en
jeu alors qu’on ne dispose que de l’e´nergie libre. Notre travail sur le courant Josephson
dans une jonction S/2QD/S permet alors de caracte´riser le CAR et le cotunneling avec
un couplage Tunnel non perturbatif.
Nous allons maintenant montrer que ces processus ont une signature particulie`re et se
manifestent par un doublement de pe´riode du courant critique Ic(α) en fonction du flux
magne´tique α interne a` la boucle du SQUID ; la phase des impurete´s (0 ou π) permet
d’amplifier ou non le phe´nome`ne. The´oriquement, on ge´ne´ralise a` deux impurete´s le
formalisme utilise´ par Rozhkov et Arovas [3]. Les deux impurete´s peuvent subir une
transition de phase 0-π et de´sormais, le cotunneling et le CAR jouent un roˆle dans le
courant Josephson. Du point de vue expe´rimental, le SQUID de nanotubes de carbone
de Cleuziou et al. [1] permet de´ja` de comparer certains de nos re´sultats.
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Figure 2.4: A gauche : SQUID de [1] constitue´ d’un nanotube de carbone (voir la
fle`che CNT) ; en gris, on peut voir les contacts supraconducteurs et en jaune les grilles
permettant de jouer sur la parite´ du nombre d’occupation dans les points quantiques
(qui sont ici les morceaux de nanotube entre deux contacts). A droite : courant critique
en fonction du champ magne´tique Hz interne a` la petite boucle de´limite´e par le nano-
tube et les supraconducteurs, pour diffe´rentes valeurs de tensions de grille controˆlant les
niveaux d’e´nergies (on favorise ou non un nombre d’occupation paire ou impaire d’un
point quantique). Ils fixent la tension de grille a` 12.5V dans un des points quantiques
le plac¸ant ainsi dans l’e´tat 0, puis font varier la tension de grille du deuxie`me point
quantique (de la courbe noire a` la courbe bleue) changeant ainsi son nombre d’occu-
pation et ainsi l’e´tat de la jonction. La courbe noire correspond alors a` deux jonctions
dans le meˆme e´tat 0. Les courbes rouges et vertes correspondent a` la transition 0-π
dans le deuxie`me point quantique. La courbe bleue correspond a` une jonction 0 et une
jonction π (le deuxie`me point quantique est de´sormais une jonction π).

Chapitre 3
Fonction de partition du SQUID
Ce chapitre contient les de´tails techniques relatifs a` la fonction de partition qui permet
d’obtenir le courant Josephson dans la jonction repre´sente´e a` la figure 3.1. On part des
hamiltoniens correspondant aux supraconducteurs, aux impurete´s (ou points quantiques)
et au couplage Tunnel. On utilise les e´tats cohe´rents pour obtenir la fonction de partition
en termes de variables de Grassmann. On peut alors simplifier le proble`me en inte´grant
sur les variables correspondant aux contacts supraconducteurs. Ceci ne´cessite ensuite de
calculer la fonction de Green de´crivant la jonction simple a` une impurete´ mais e´gale-
ment les fonctions de´crivant le cotunneling et les effets d’Andreev croise´s (CAR) (note´es
respectivement g et f). L’interaction coulombienne des points quantiques est traite´e par
une transformation de Hubbard-Stratonovich qui introduit des variables auxiliaires cal-
cule´es en pratique par la me´thode du col. On obtient alors la fonction de partition du
syste`me et une e´quation de consistance (provenant de la me´thode du col). Les re´sultats
nume´riques seront pre´sente´s au chapitre suivant.
3.1 Les contacts supraconducteurs
En physique me´soscopique, il est courant de de´crire des contacts supraconducteurs j
directement par l’hamiltonien
Hj =
∑
k
(∑
σ
ξkc
†
jkσcjkσ
)
+∆∗c†jk↑c
†
j,−k↓ +∆cj,−k↓cjk↑ (3.1)
avec ξk = k
2
2m − µ ou` µ est le potentiel chimique dans le supraconducteur et cjkσ est
l’ope´rateur fermionique d’annihilation du supraconducteur j pour un e´lectron de vecteur
d’onde k et de spin σ. Toutefois en partant d’un hamiltonien plus ge´ne´ral, on peut mettre
en place les outils the´oriques ne´cessaires sur un exemple bien connu. La supraconductivite´
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met en jeu un couplage effectif entre e´lectrons tel qu’on ait a priori
HS =
∑
k,σ
ξkc
†
kσckσ − gA†A (3.2)
avec A =
∑
k,|ξk|<ωD c−k↓ck↑ et A
† =
∑
k,|ξk|<ωD c
†
k↑c
†
−k↓ ou` ωD est la fre´quence de Debye
et g une constante de couplage. On montre (voir l’annexe A) que la fonction de partition
Z = Tr e−βH peut s’e´crire sous la forme d’inte´grales de chemins sur des variables de
Grassmann (pour le cas fermionique) avec des conditions aux bords antipe´riodiques,
et des variables complexes pour des bosons et conditions aux bords pe´riodiques. On
peut re´sumer ainsi : a` partir d’un hamiltonien H(c†, c) e´crit dans l’ordre normal (tous
les ope´rateurs de cre´ation a` gauche et d’annihilation a` droite), l’action correspondante
s’e´crit
S =
β∫
0
dτ c¯∂τc+H(c¯, c)
avec Z =
∫ D(c¯, c) e−S . L’ordre normal est important et intervient explicitement dans la
construction de Z en inte´grales de chemins. En utilisant cette prescription et en intro-
duisant des champs auxiliaires ∆¯ et ∆ d’une transformation de Hubbard-Stratonovich
(voir l’annexe D), on obtient
Z =
∫
c(β)=−c(0)
D(∆¯,∆, c¯, c) e−
∫
dτ
|∆|2
g exp
[
−
∫
dτ
∑
k
(
c¯k↑ c−k↓
)
G−1k (∆, ∆¯)
(
ck↑
c¯−k↓
)]
.
avec
G−1k (∆, ∆¯) =
(
∂τ + ξk ∆(τ)
∆¯(τ) ∂τ − ξk
)
.
Connaissant les inte´grales gaussiennes sur des variables de Grassmann (voir l’annexe A),
on peut inte´grer sur c¯ et c
Z ∝
∫
D(∆¯,∆) e−Seff
avec
Seff =
β∫
0
dτ
∆¯∆
g
+
∑
k
Tr ln(G−1k )
ou` ln det = Tr ln. Le de´terminant ne de´pend pas de la base choisie et on choisit la base
qui est utilise´e dans la transforme´e de Fourier en termes de fre´quences de Matsubara
(voir l’annexe B pour les conventions)
Ψk(τ) :=
(
ck↑(τ)
c¯−k↓(τ)
)
=
1√
β
∑
n∈Z
e−iωnτ
(
ck↑n
c¯−k↓n
)
Ψ¯k(τ) :=
(
c¯k↑(τ) c−k↓(τ)
)
=
1√
β
∑
n∈Z
eiωnτ
(
c¯k↑n c−k↓n
)
.
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Ce type d’inte´grale est e´value´ par la me´thode du col 1 et donne une contrainte sur ∆ qui
est l’e´quation du gap si ∆ est inde´pendant de τ . Si on note ∆ = ∆1 − i∆2 la valeur de
∆ qui satisfait a` l’e´quation du gap (a` la me´thode du col en ge´ne´ral), on a
G−1 = ∂τ + ξkσz +∆1σx +∆2σy
ou` σx,y,z sont les matrices de Pauli. De manie`re assez ge´ne´rale, le “gap” est complexe et
en toute rigueur ∆ peut de´pendre du spin des e´lectrons si l’appariement entre e´lectrons
est ge´ne´ralise´. La fonction ∆ de´couple A =
∑
k,|ξk|<ωD c−k↓ck↑ (voir l’annexe D) de sorte
qu’on aurait duˆ e´crire ∆↓↑ pour ∆. De meˆme, A† =
∑
k,|ξk|<ωD c
†
k↑c
†
−k↓ est de´couple´ par
∆¯↓↑. Mais l’interaction e´lectron-e´lectron n’est pas toujours sous la forme −gA†A et il
est ne´cessaire d’introduire des fonctions d’appariement ∆σ,σ′(x, x′, τ) dont les diverses
syme´tries ame`nent a` des proprie´te´s non conventionnelles de la supraconductivite´. Dans
notre e´tude, on suppose (conventionnellement) que le gap du contact supraconducteur j
est complexe ∆j = |∆j |eiφj/2 mais que la transformation unitaire de´finie par
U = exp

∑
j
φj
4
∑
k,σ
c†jkσcjkσ


sur l’hamiltonien total permet de transfe´rer la phase φ dans les amplitudes Tunnel ; la
phase φ est alors la phase Josephson. On conside`re donc de´sormais que les amplitudes de
transfert Tunnel sont de´phase´es (voir (3.4)) ce qui va permettre l’existence d’un courant
d’e´quilibre (effet Josephson).
3.2 Hamiltonien Tunnel
L’hamiltonien Tunnel de´crivant le couplage entre un supraconducteur j et une impurete´ a
s’e´crit de manie`re ge´ne´rale sous la forme
HjaT =
∑
k,q,σ
Tjqkd
†
aqσcjkσ + T
∗
jqkc
†
jkσdaqσ
ou` daqσ est l’ope´rateur fermionique d’annihilation du point quantique a pour un e´lectron
de vecteur d’onde q. On suppose alors que les e´lectrons concerne´s par l’effet tunnel ont
des vecteurs d’ondes k proches du vecteur d’onde de Fermi kF et une e´nergie εk proche
de l’e´nergie de Fermi EF . On conside`re alors souvent que l’amplitude de transition
Tjqk(εk) est inde´pendante de l’e´nergie de l’e´lectron puisqu’on a Tjqk(εk) = T (EF +
δE) ≃ Tjqk(EF ) + T ′jqk(EF )δE avec typiquement δE ≃ ∆ ≃ 1meV. Donc, en ge´ne´ral,
l’amplitude Tunnel est de´finie a` l’e´nergie de Fermi. De meˆme que les vecteurs d’ondes k et
q sont proches du vecteur d’onde de Fermi, on a aussi Tjqk = Tj,kF+δk,kF+δq ≃ Tj,kF ,kF +
1. I(λ) =
b∫
a
dx e−A(x)/λ ≈
√
2π/A′′(xc)e
−A(xc)/λ pour λ→ 0+ et xc minimum global de A(x).
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∇kTjkq|kF ·δk+∇qTjkq|kF ·δq. On choisit alors l’amplitude Tunnel constante par rapport
a` k et q :
HjaT =
∑
k,q,σ
Tjd
†
aqσcjkσ + T
∗
j c
†
jkσdaqσ .
Dans le cas de Cleuziou et al. [1], les niveaux d’e´nergies sont controˆlables ; on choisit
ici de ne conside´rer qu’un seul e´tat possible, e´liminant ainsi la de´pendance en q des
variables daqσ. Si on fait la somme sur k, on a
∑
k cjkσ = cjσ(x = 0). On souhaite
maintenant regarder les effets non locaux qui interviennent lorsqu’on conside`re deux
points d’injections pre´cis r1 et r2 ; en suivant Choi et al. [9] on a donc
∑
kj e
ikj ·rjacjkσ =
cjσ(x = a) qu’on introduit dans l’hamiltonien Tunnel. Il faut e´galement de´cider quels
sont les sauts possibles. Si on veut se rapprocher des expe´riences de Cleuziou et al. [1],
il n’y a pas de saut Tunnel entre points quantiques de sorte que l’hamiltonien Tunnel
du syste`me est
HT =
∑
a=1,2
∑
j=L,R
HjaT =
∑
j,k,a
Tj e
−ik·rja(d†a↑cjk↑ + d
†
↓cjk↓) + h.c. (3.3)
avec
TR = tRe
iφ/4
TL = tLe
−iφ/4 (3.4)
ou` φ est la phase Josephson. Pour la notation, il est pratique d’utiliser les spineurs de
Nambu
Ψjk =
(
cjk↑
c†j,−k↓
)
da =
(
da↑
d†a↓
)
(3.5)
pour e´crire :
HT =
∑
a=1,2
∑
j,k
[
eik·rjaΨ†jkTjda + e−ik·rjad†aT †j Ψjk
]
(3.6)
avec
TL = tL
(
eiφ/4 0
0 −e−iφ/4
)
= tLσzeiσzφ/4
TR = tR
(
e−iφ/4 0
0 −eiφ/4
)
= tRσze−iσzφ/4. (3.7)
Si on part des variables de Grassmann a` la place des ope´rateurs dans (3.3), on obtient
les meˆmes expressions. Ainsi, lors du passage aux e´tats cohe´rents, le terme Tunnel aura
la meˆme expression (3.6), mais en termes de variables de Grassmann ; ceci est discute´
dans l’annexe A.
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Figure 3.1: Repre´sentations de la jonction supraconducteur/deux points quantiques/-
supraconducteur. A gauche, mode`le avec des contacts ponctuels ou` les points d’in-
jections a` partir des contacts supraconducteurs sont repe´re´s par des croix ; a` droite,
les points d’injections sont diffe´rents et repe´re´s par les vecteurs rja avec j = L,R et
a = 1, 2 ; un cas particulier : le CNT-SQUID correspond a` |rL1 − rL2| = 0 et |rR1 − rR2 |
supe´rieur a` la longueur de cohe´rence dans le supraconducteur.
3.3 Le mode`le d’impurete´ (point quantique)
L’hamiltonien d’un point quantique “a” libre est donne´ par
HaD =
∑
kσ
ǫkd
†
kσdkσ + (enˆ −QG)2/2C
ou` nˆ est l’ope´rateur du nombre d’occupation total dans le point quantique. Le premier
terme est le terme cine´tique dans l’impurete´ et le deuxie`me de´crit l’e´nergie de charge.
La charge QG = CVG est relie´e a` la tension de grille VG par une capacite´ C. On e´tudie
un mode`le a` un niveau d’e´nergie tel que nˆ = n↑ + n↓ avec nσ = d†σdσ donnant alors
HaD =
∑
σ
(ǫσ − eVG)nσ + e2/2C(n↑ + n↓)2
=
∑
σ
(ǫ˜σ − µG)nσ + Un↑n↓ (3.8)
avec U = e2/C, ǫ˜σ = ǫσ + U/2 et on pose µG = eVG.
3.4 Courant Tunnel
On veut e´tudier le courant Tunnel passant dans la jonction S/2QD/S de la figure 3.1.
L’hamiltonien total s’e´crit
H = H0 +HT
ou` H0 de´crit les contacts supraconducteurs et les deux points quantiques. L’hamiltonien
Tunnel est donne´ par (en oubliant pour l’instant les de´phasages eik·r)
HT =
∑
a,j,k,σ
Tjc
†
jkσdaσ + h.c.
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Dans la the´orie du transport Tunnel ou` l’on conside`re que les contacts sont deux re´gions
bien distinctes, les relations de commutations sont
{c†jkσ, cj′k′σ′} = {cjkσ, cj′k′σ′} = 0 (3.9)
pour j 6= j′ et les relations canoniques habituelles pour les e´lectrons, si j = j′. Dans le
calcul du courant, on travaille avec l’hamiltonien re´duit de´crivant un supraconducteur
qui ne conserve pas le nombre de particule 2
Hj =
∑
kσ
ξkc
†
jkσcjkσ +∆
∗c†jk↑c
†
j,−k↓ +∆cj,−k↓cj,k↑.
Le courant tunnel est cependant donne´ par
i~∂tNj = [HT , Nj ]
avec Nj =
∑
kσ c
†
jkσcjkσ (les ope´rateurs sont e´crits dans la repre´sentation de Heisenberg).
Ceci donne directement l’ope´rateur courant
Ij(t) = −e∂tNj = ie
~
∑
a,k,σ
[Tjd
†
aσ(t)cjkσ(t)− T ∗j c†jkσ(t)daσ(t)].
ou encore en utilisant (3.5) et (3.7) (en unite´s de e/~)
Ij = i
∑
a,k
Ψ†jkσzTjda + h.c.
On introduit l’ope´rateur I de courant traversant la jonction de gauche a` droite
I =
1
2
(IL − IR) = ∂
∂(φ/2)
HT .
En travaillant a` l’e´quilibre, on a 〈IL〉 = −〈IR〉, et donc
〈I〉 = Z−1Tr
〈
e−βH
∂
∂(φ/2)
HT
〉
= 2
∂
∂φ
F
avec Z = Tr
(
e−βH
)
et l’e´nergie libre du syste`me F (φ) = −β−1 lnZ. Le courant
Josephson (de´sormais, note´ I) peut donc se calculer a` partir de l’e´nergie libre. Pour
obtenir la fonction de partition, on va maintenant utiliser sa repre´sentation en inte´grales
de chemins.
2. Il faut se re´fe´rer aux travaux intenses des anne´es 60 (par exemple [10]) sur la supraconductivite´ et le
courant Tunnel ou` la question se pose par exemple de savoir si les termes supple´mentaires dans le courant
provenant de l’hamiltonien (3.2) sont importants ou non. En ce qui concerne le courant, l’approximation
de champs moyens donnant l’hamiltonien (3.10) donne e´galement le “bon courant”. Dans le meˆme e´tat
d’esprit (voir par exemple l’article de Prange [17]), les relations de commutations (3.9) ne sont pas
imme´diats. On a alors i~∂tNj = [H,Nj ] ≈ [HT , Nj ].
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3.5 Fonction de partition de la jonction
De la meˆme manie`re qu’on a obtenu la fonction de partition d’un supraconducteur libre,
on utilise la repre´sentation de Z = Tr e−βH dans la base d’e´tats cohe´rents (voir annexe
A) amenant a` une fonction de partition en fonction de variables de Grassmann avec
des conditions aux bords anti-pe´riodiques. L’action correspondant a` l’hamiltonien (3.8)
HaD(d
†
aσ , daσ) s’e´crit alors
SD =
∑
a
β∫
0
dτ d¯a↑∂τda↑ + d¯a↓∂τda↓ +HaD(d¯aσ , daσ)
avec
HaD(d¯aσ , daσ) = ǫ˜α(na↑ + na↓) + Uana↑na↓
ou` naσ = d¯aσdaσ . En introduisant la notation da =
(
da↑
d¯a↓
)
et d¯a =
(
d¯a↑ da↓
)
,
l’action des impurete´s s’e´crit
SD(d¯a, da) =
∑
a
β∫
0
dτ d¯a∂τda + ǫ˜a(d¯aσzda)− Ua2 (d¯ada)
2
avec la relation valable pour les variables de Grassmann
n↑n↓ = −12(n↓ − n↓)
2.
Avec les notations suivantes Ψjk =
(
ψjk↑
ψ¯j,−k↓
)
et Ψ¯jk =
(
ψ¯jk↑ ψj,−k↓
)
, on rappelle
ici l’action des supraconducteurs
SS =
β∫
0
dτ
∑
j,k
Ψjk(∂τ + ξkσz +∆σx)Ψjk .
La partie couplage provenant de l’hamiltonien tunnel (3.6) donne en termes de variables
de Grassmann
HT =
∑
a
∑
j,k
Ψ¯jke
ikrajTjda + d¯ae−ikrajT †j Ψjk
et enfin la fonction de partition s’e´crit
Z =
∫ ∏
jk
DΨjkDΨjk
∏
a
DdaDdae−S ,
Ψjk(0) = −Ψjk(β)
da(0) = −da(β)
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avec
S = SD + SS +
β∫
0
dτ HT .
Pour calculer Z, on peut commencer par inte´grer (voir l’annexe C) sur les contacts
(inte´grer sur les variables ψ), ce qui donne une constante ZS
Z = ZS
∫ ∏
a
Dd¯aDda e−Seff
avec
Seff =
β∫
0
dτ
∑
a
da(τ) (∂τ + ǫ˜aσz) da(τ)−
β∫
0
dτ
β∫
0
dτ ′
∑
a,b
da(τ)Σ
ab(τ − τ ′)db(τ ′)
−
∑
a
Ua
2
β∫
0
dτ (d¯a(τ)da(τ))
2 (3.10)
ou` on de´finit
Σab(τ) =
∑
j,k
T †j e−ikrjaGk(τ)eikrjbTj
tel que Gk soit la solution de
(∂τ + ξkσz +∆σx)Gk(τ, τ
′) = δ(τ ′ − τ) .
On montre dans l’annexe G que
Σ11ωn = Σ
22
ωn = αωn
[
iωn −∆cos φ2σx − γ∆sin
φ
2
σy
]
Σ12ωn =

 [iωnfωn(r) + gωn(r)] (|tL|2 + |tR|2) −∆fωn(r)
[
|tR|2eiφ/2 + |tL|2e−iφ/2
]
−∆fωn(r)
[
|tR|2e−iφ/2 + |tL|2eiφ/2
]
[−iωnfωn(r) + gωn(r)] (|tL|2 + |tR|2)


avec ωn = 2πβ−1(n + 1/2), αωn =
πν(0)(t2R+t
2
L)√
ω2n+∆
2
et γ = t
2
L−t2R
t2L+t
2
R
. Par la suite on pose
tL = tR := t et nous donne en particulier
Σ12ωn = Σ
21
ωn .
En pratique et a posteriori, le courant Josephson converge bien pour ∆ < |ωn| ≪ EF ;
dans ces conditions, les fonctions fωn et gωn (repre´sentant respectivement le CAR et le
cotunneling) sont donne´es par (voir annexe G)
|t|2fωn(r) =
Γ
2EF
sin(kF r)
kF rη
|t|2gωn(r) =
Γ
2
cos kF r
kF r
.
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La divergence en r = 0 de la fonction gωn est discute´e a` la section 4.3.
3.6 Transformation de Hubbard-Stratonovich
La fonction de partition (3.10) contient un terme quartique (d¯ada)2. On peut alors es-
sayer de le rendre quadratique par une transformation de Hubbard-Stratonovich, ce qui
permettrait de mettre la fonction de partition sous le forme d’une inte´grale gaussienne
que l’on sait en principe calculer. On utilise une transformation diffe´rente de celle utilise´e
dans l’annexe D puisqu’on n’utilise qu’un champ X re´el :
e
Ua
2
∫ β
0
dτ (d¯d)2 =
∫
DX e− 12Ua
∫ β
0
dτ (X2a−2Ua(d¯d)Xa). (3.11)
Dans notre cas, on a besoin de deux champs auxiliaires (Xa=1,2) pour les deux points
quantiques. Comme dans le travail de Rozhkov et Arovas [3], on ne´glige les fluctuations
temporelles des champs auxiliaires (
∫ DXa → ∫ +∞−∞ dXa), puis on utilise les fre´quences de
Matsubara pour tous les champs. La forme obtenue est celle d’une inte´grale gaussienne
sur des variables de Grassmann et se calcule directement en donnant un de´terminant (le
calcul ge´ne´ral est donne´ dans l’annexe E)
Z = ZS
+∞∫
−∞
∏
a=1,2
dXa exp
(∑
a
−βX2a
2Ua
) ∏
n∈Z
detMωn(X1,X2)
avec
Mωn =
(
−iωn + ǫ˜1σz −X1 − Σ11ωn −Σ12ωn
−Σ21ωn −iωn + ǫ˜2σz −X2 −Σ22ωn
)
.
On e´value cette inte´grale par la me´thode du col (voir l’annexe F) donnant
Z = ZS2πe
−A(X0)
[
detA(2)(X0)
]−1/2
avec
A(X1,X2) = +
β
2U1
X21 +
β
2U2
X22 −
∑
n∈Z
ln detMωn (3.12)
[
A(2) (X0)
]
ij
=
∂2
∂Xi∂Xj
A (X0) = ∂ijA (X0) .
et X0 est le minimum global de A(X1,X2) pour une phase donne´e φ. En remarquant
que Mω−(n+1) = M∗ωn qui de´coule directement de ω−(n+1) = −ωn, l’e´nergie libre F =
−β−1 lnZ est finalement (voir l’annexe E)
F =
X¯21
2U1
+
X¯22
2U2
− β−1
∑
n≥0
ln
(
detMωn(X¯1, X¯2) detM∗ωn(X¯1, X¯2)
)
. (3.13)
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La me´thode nume´rique permettant de calculer le courant Josephson suit les e´tapes sui-
vantes
– On se donne une phase φ.
– On minimise la fonction donne´e par (3.12) (ou l’e´nergie libre (3.13)) par un algorithme
de steepest descent : comme on peut avoir acce`s aux de´rive´es partielles par rapport a`
X1 et X2, on utilise un algorithme simple qui nous donne un minimum local ou global
en se donnant la fonction a` minimiser et ses de´rive´es partielles.
– A partir de F (φ) ainsi obtenue, on de´rive nume´riquement pour obtenir le courant
Josephson I = 2∂φF .
La ve´rification supple´mentaire consiste a` s’assurer que le minimum fourni par l’algo-
rithme est bien le minimum global.
3.7 Cas ge´ne´ral avec flux interne
Par la suite, on souhaite voir l’influence d’un flux α traversant la boucle du SQUID ou`
les distances d’injections sont quelconques. On introduit quatre phases α1, α2, β1, β2
dans les amplitudes de saut Tunnel
HT =
∑
k,σ
tLe
−ıφ/4eıα1d†1σcL,kσ + tRe
ıφ/4eıα2c†R,kσd1σ + h.c.
+tLe
−ıφ/4eıβ1d†2σcL,kσ + tRe
ıφ/4eıβ2c†R,kσd2σ + h.c. (3.14)
Pour simplifier, on suppose que α1 = α2 = −β1 = −β2 := α/4, ce qui modifie les
e´le´ments de la matrice Mωn (voir l’annexe E)
M12ωn(α) = |t|2
∑
j=1,2
(
−(iωnfj + gj)ei(−1)j+1α/2 ∆fjei(−1)jφ/2
∆fjei(−1)
j+1φ/2 −(iωnfj − gj)ei(−1)jα/2
)
=M21ωn(−α)
Mllωn(α) =

 −iωn(γn + 1) + ǫ˜l −Xl ∆γn cos
(
φ+(−1)lα
2
)
∆γn cos
(
φ+(−1)lα
2
)
−iωn(γn + 1)− ǫ˜l −Xl


ou` l = 1, 2 identifie les blocs diagonaux de Mωn , γn = Γ/
√
ω2n +∆2 et on a utilise´ la
notation pratique j = 1, 2 pour j = L,R.
3.8 Equation de Gap dans une jonction simple
On finit ce chapitre par une remarque sur l’e´quation de consistance des champs X de
Hubbard-Stratonovich. Par analogie avec les supraconducteurs conventionnels, le champ
de Hubbard-Stratonovich satisfait a` une e´quation de consistance, nomme´e e´quation de
gap (ici, minimisation de l’e´nergie libre). On peut ensuite de´finir la tempe´rature critique
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Tc dans la transition me´tal-supraconducteur par ∆(T−c ) = 0 (le gap tend vers ze´ro juste
en dessous de la tempe´rature critique) ; on utilise alors l’e´quation de consistance en fixant
la tempe´rature a` Tc et en prenant un gap nul. Le rapport a la remarquable proprie´te´ de
ne pas de´pendre de la coupure (fre´quence de Debye ωD)
2∆
Tc
≈ 3, 53.
L’e´quation de consistance de X pour le syste`me entier S/QD/S est
∂XF = 0 =
X
U
− T∂X
∑
|ωn|<ωD
ln detMωn(X).
Dans la jonction π, il existe une transition de phase de´termine´e par la valeur du champ
auxiliaire X(T−c ) = 0. L’e´quation suivante de´finit alors la tempe´rature critique
0 =
1
Tc
− U 1
X
∂X
∑
|ωn|<ωD
ln detMωn(X)
∣∣∣∣∣∣
X→0
avec ωn = 2πTc(n+ 1/2). Si on s’attend a` un rapport 2X/Tc inte´ressant, l’e´tude nume´-
rique resterait a` faire.

Chapitre 4
Diagrammes de phases,
doublement de pe´riode
Dans les applications nume´riques, les contacts supraconducteurs ont les meˆmes coeffi-
cients de transmission Γ et le meˆme gap ∆.
4.1 Deux points inde´pendants
Quand les deux points quantiques sont se´pare´s par une distance plus grande que la
longueur de cohe´rence de la paire de Cooper, les effets d’Andreev croise´s (CAR) et le
cotunneling tendent vers 0 : on a fωn(∞) = gωn(∞) = 0. La matrice Mωn devient
diagonale par bloc donnant ainsi une e´nergie libre (3.13) totale qui est la somme des
e´nergies libres Fa de´crivant des points quantiques a inde´pendants. Le courant total (I =
2∂φF = 2∂φ(F1+F2) = I1+ I2) est donc la somme des courants Ia provenant de chaque
point. Chaque point peut subir une transition de phase et donner une jonction π (voir la
partie gauche de la figure (4.1)). Dans ce formalisme, on peut avoir acce`s directement au
nombre moyen d’occupation na = ∂ǫ˜aF sur le point a en de´rivant par rapport a` l’e´nergie
ǫ˜a de l’impurete´ a (voir la partie droite de la figure 4.1). Si ces impurete´s sont identiques,
on peut obtenir un diagramme de phase des e´tats 0 et π en calculant le rapport
R =
π∫
0
dφ I(φ)
π∫
0
dφ |I(φ)|
. (4.1)
Si R = 1, la jonction est dans la phase 0, si R = −1 la jonction est dans la phase π,
si −1 < R < 1 la jonction pre´sente une transition de phase dans le courant Josephson
(discontinuite´ dans le courant). Dans le cas ge´ne´ral ou` les deux points quantiques ne
sont pas inde´pendants et sont couple´s par le cotunneling et les effets d’Andreev croise´s,
le rapport R nous renseigne seulement sur l’e´tat global de la jonction. Pour e´tudier le
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contraste du SQUID et les meˆmes quantite´s que Cleuziou et al. [1], on a d’abord besoin
de de´finitions.
Definition 4.1. Courant critique et contraste On de´finit le courant critique note´ JMAX(α)
comme e´tant le maximum sur φ du courant Josephson J(φ;α) de´pendant du flux Josephson
φ et du flux α passant dans la boucle du SQUID ; le contraste note´ C est alors de´fini par
C =
maxα(JMAX(α)) −minα(JMAX(α))
maxα(JMAX(α)) + minα(JMAX(α))
.
Le courant critique JMAX(α) est reporte´ dans la figure (4.2) pour les trois cas suivants
– a) les deux points quantiques sont dans la phase π (valeurs nume´riques pour la phase
π : ǫ/∆ = −5, U/∆ = 10, Γ/∆ = 1) ;
– b) un des points reste dans la phase π et l’autre dans la phase 0 (valeurs nume´riques
pour la phase 0 : ǫ/∆ = −0.1, U/∆ = 10, Γ/∆ = 1)
– c) les deux points sont dans la phase 0.
Dans tous les cas, la pe´riodicite´ du signal en tant que fonction du flux (α est en unite´s
du quantum de flux 2πφ0) est de π. On remarque cependant un de´phasage de π/2 entre
les cas π-π et 0-π. Le contraste est donc maximal quand les points quantiques sont dans
le meˆme e´tat. Dans la figure (4.2), la cas π− π fournit une amplitude plus petite que le
cas 0-0 mais leurs amplitudes de´pendent fortement des parame`tres choisis. Ces re´sultats
sont qualitativement en accord avec le SQUID de Cleuziou et al. [1] dont les re´sultats
sont pre´sente´s a` la figure (2.4).
On peut toutefois se dire que le cas expe´rimental de [1] (voir la figure 2.4) correspond au
cas asyme´trique ou` rL = 0 et rR → ∞ (on rappelle que la figure 4.2 correspond au cas
ou` rL, rR tendent vers l’infini). Dans ce cas, les re´sultats qualitatifs restent identiques.
On peut interpre´ter cela par l’impossibilite´ pour une paire de Cooper de se reformer du
coˆte´ ou` rR →∞ (donc avec une longueur de cohe´rence infinie).
4.2 Contacts ponctuels et doublement de pe´riode
Pour des contacts ponctuels (r = 0), les effets d’Andreev croise´s se re´duisent a` (voir
l’annexe G)
|t|2fωn(r) =
πν(0)√
ω2n +∆2
avec ∆, |ωn| ≪ EF . D’autre part, le cotunneling est donne´e par
gωn(r) =
V
(2π)3
∫
dk
k2
2m −
k2F
2m(
k2
2m −
k2F
2m
)2
+ ω2n +∆2
.
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Figure 4.1: A Gauche : courant Josephson J(φ) en unite´s de 2e∆/~ dans le cas syme´-
trique ou` les corre´lations entre points quantiques n’interviennent pas (i.e. r1 = r2 ≫ 1)
avec un coefficient de transmission Γ/∆ = 1 et des niveaux d’e´nergies identiques dans
chaque point quantique ǫ1/∆ = ǫ2/∆ = −2 ; phase 0 (trait plein) pour U/∆ = 2.1,
transition π (tiret) pour U/∆ = 2.6, jonction π (pointille´) pour U/∆ = 2.9. A droite :
nombre d’occupation moyen dans un point quantique en fonction de son e´nergie d’in-
teraction coulombienne U et de son niveau d’e´nergie ǫ avec Γ/∆ = 1 ; point quantique
vide (noir), doublement occupe´ (blanc). La re´gion centrale en gris correspond a` un point
quantique occupe´ une fois ; on a ve´rifie´ en calculant le rapport R (de´fini a` l’e´quation 4.1)
que la jonction est dans une phase π ; les bords de cette re´gion correspondent a` une
transition 0-π ; hors de cette re´gion, la jonction est dans la phase 0 (on ne distingue pas
ici les phases 0′ et π′ de [3] qui correspondent a` des re´gions proches d’une transition de
phase).
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J M
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Figure 4.2: Courant critique (voir la de´finition 4.1) en unite´s de 2e∆/~ en fonction du
flux α (en unite´s du quantum de flux 2πφ0) inte´rieur au SQUID avec r1,2 →∞ (points
quantiques inde´pendants). (trait plein) jonctions π-π ; (tirets) jonctions 0-π ; (pointille´)
jonctions 0-0. Ces re´sultats sont qualitativement en accord avec Cleuziou et al. [1] (voir
la figure 2.4).
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En utilisant ξk = ǫk − EF et une densite´ d’e´tat me´tallique constante ν(ξ) ≈ ν(0), on a
|t|2gωn(r = 0) = 0.
La figure (4.3) montre un doublement de pe´riode dans le courant critique de´ja` mentionne´e
par Recher et al. [18]. On peut l’interpre´ter de la manie`re suivante 1 : le courant contient
trois processus (voir bas de la figure (4.3)) conduisant a` des contributions de phases
diffe´rentes. Si une paire de Cooper passe par la gauche (resp. la droite) alors chaque
e´lectron accumule une phase de α/2 (resp. −α/2) qui s’ajoute a` la phase Josephson φ.
Si la paire se scinde en deux (via le CAR) puis se recombine en une paire de Cooper, les
deux e´lectrons accumulent les phases α/2 et −α/2 donnant un processus qui ne de´pend
pas de α 2. En admettant que le courant total I soit la somme des courants de ces trois
processus 3, on e´crit
I = Id1 sin(φ+ α) + Id2 sin(φ− α) + ICAR sinφ. (4.2)
Supposons que Id1 = Id2 := Id, si ICAR → 0 (rj est tre`s supe´rieur a` la longueur de
cohe´rence dans le supraconducteur), on a Jmax = 2Id| cosα| ; ce qui correspond a` la
figure (4.2). Maintenant, si le CAR est pre´sent, Jmax = |2Id cosα+ ICAR| et la pe´riode
est double´e comme dans la figure (4.3).
Dans le cas hautement asyme´trique ou` r1 = 0 et r2 sont tre`s supe´rieurs a` la longueur de
cohe´rence, il n’y a pas de doublement de pe´riode qu’on interpre`te encore par l’impossi-
bilite´ d’une paire se scindant en deux d’un coˆte´ de se recombiner en une paire de Cooper
de l’autre coˆte´.
Ces re´sultats offrent donc une nouvelle possibilite´ d’e´tudier le CAR dans une ge´ome´trie
diffe´rente des fourches NS.
4.3 Points d’injections se´pare´s
Pour des points d’injections se´pare´s, le courant Josephson montre des oscillations d’am-
plitudes mais l’aspect ge´ne´ral reste inchange´. Ces oscillations et le doublement de pe´riode
peuvent se voir dans le courant critique mais de´pendent de la pre´cision expe´rimentale.
Le mode`le ge´ne´ral montre que ces effets se manifestent autour de la longueur d’onde de
Fermi ; dans la limite des contacts ponctuels, le CAR est bien visible.
1. Ce raisonnement est a` attribuer a` T. Jonckheere.
2. Plus pre´cise´ment, on conside`re qu’entre les contacts, les e´lectrons sont de´phase´s de φ (effet
Josephson), puis qu’ils sont e´galement de´phase´s de α entre les points rR1 et rR2 ; on a α = αrR1 − αrR2
(on simplifie la discussion en posant 0 = αrL1 − αrL2 et en prenant des phases syme´triques αrR1 =
−αrR2 ≡ α/2). Ensuite, dans un e´tat singulet, on de´phase par exemple l’e´tat de spin ↑ (resp. ↓) de e
iα/2
(resp. e−iα/2) pour voir que la fonction d’onde ne de´pend pas de α.
3. Il n’est en effet pas e´vident que l’e´nergie libre s’e´crive bien sous la forme : F = Fd1 + Fd2 + FCAR
avec I = ∂φF , Id1 sin(φ+ α) = ∂φFd1, Id2 sin(φ− α) = ∂φFd2 et ICAR sin φ = ∂φFCAR.
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Figure 4.3: En haut : doublement de la pe´riode dans le courant critique Jmax (voir
la de´finition 4.1) en unite´s de 2e∆/~ en fonction du flux α (en unite´s du quantum
de flux 2πφ0) inte´rieur au SQUID dans le cas de contacts pontuels ou` rL = rR ≡ 0.
En dessous : les trois processus dont on tient compte pour e´crire l’e´quation 4.2 : le
sche´ma de gauche repre´sente un transport direct induisant un de´phasage de α dans le
courant correspondant au premier terme de l’e´galite´ 4.2 ; le sche´ma du milieu repre´sente
un transport direct induisant un de´phasage de −α dans le courant correspondant au
second terme de l’e´galite´ 4.2 ; le sche´ma de droite repre´sente le passage d’une paire
d’e´lectrons via le CAR et n’induit pas de de´phasage dans le courant (c’est le troisie`me
terme de l’e´quation 4.2).
Quand un point quantique est bien e´tabli dans une phase 0 ou π (i.e. quand des pertur-
bations de ǫ et U n’induisent pas de transitions de phases), le cotunneling et le CAR ne
sont pas suffisant pour induire une transition. Par contre, dans des re´gions ou` la phase
est “fragile” (par exemple la bordure de la zone grise de la figure 4.1), ces effets pro-
voquent des “oscillations de phases” visibles dans la figure 4.4 : dans le cas syme´trique
(r1 = r2 := r et ε1 = ε2 := ε0), on pre´sente un diagramme de phase (voir la figure 4.4)
en fonction de (r, ε0) avec r/λF ∈ [0, 2] et U satisfaisant l’e´quation 0 = 2ε0 + U .
Dans la limite ou` r = 0, le mode`le de contacts se´pare´s utilise´ ici (c’est e´galement le
mode`le de l’hamiltonien Tunnel de Choi et al. [9]) donne un cotunneling divergeant. On
pense cependant que la bonne limite est celle donne´e par le mode`le de contacts ponctuels :
gωn(r = 0) = 0. Les processus CAR sont consistants quelque soit le mode`le de contact.
Pour traˆıter nume´riquement le proble`me du cotunneling, on de´finit artificiellement la
fonction de cotunneling g∗ωn(r) valable pour toute distance r
g∗ωn(r) = (1− h(r))gωn(r) (4.3)
ou` h(r) = e−r2/2(0.11λF )2 et la valeur 0.11 est discute´e dans l’annexe H.
4.4 Re´sume´
Dans cette partie, on a obtenu une signature explicite du CAR et du cotunneling dans
une jonction S/2QD/S ou` les contacts sont ponctuels. Cette signature d’un transport
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Figure 4.4: Diagramme de phase en coordonne´es (r/λF , ε0/∆) avec la longueur de
Fermi λF et le gap du supraconducteur ∆. La jonction est syme´trique en termes de
distances d’injections (r1 = r2 := r) et de niveaux d’e´nergies des points quantiques
(ε1 = ε2 := ε0). (blanc : phase 0, noir : phase π et gris pour une transition de phase). On
peut observer des oscillations qui ne restent cependant bien visibles qu’a` des distances
de l’ordre de la longueur d’onde de Fermi. En dessous de r/λF ≈ 0.1, le cotunneling
aurait place´ la jonction dans une phase 0 quelque soit l’e´nergie dans les impurete´s, mais
nous avons de´fini une nouvelle fonction g∗ωn (Eq. 4.3) de cotunneling pour retrouver le
comportement d’un mode`le de contacts ponctuels.
corre´le´ se caracte´rise par un doublement de pe´riode dans le courant critique JMAX(α)
de´pendant du flux interne α. Lorsque les distances d’injections ne sont pas nulles, le CAR
et le cotunneling de´croissent exponentiellement avec une longueur caracte´risque qui est
la longueur de cohe´rence dans le supraconducteur. Si l’un des contacts est ponctuel et
l’autre tel que sa distance d’injection est de l’ordre de la longueur de cohe´rence, alors
nous sommes dans la ge´ome´trie expe´rimentale du CNT-SQUID de Cleuziou et al. [1]. On
retrouve qualitativement leurs re´sultats sur le courant critique, en utilisant un mode`le
hamiltonien tenant compte de la possibilite´ d’une transition π (i.e. avec une interac-
tion U dans les points quantiques suffisament faible pour ne pas induire d’effet Kondo
permettant d’utiliser avec confiance une approche de champ moyen). The´oriquement, la
divergence du cotunneling n’est pas traite´e e´le´gamment (on doit rajouter des termes a` la
main) et nos re´sultats pour des distances proches de la longueur d’onde de Fermi (voir
les oscillations de phase a` la figure 4.4) pourraient remettre en cause les hamiltoniens
effectifs de de´part. Les futurs re´sultats expe´rimentaux dans les prochains nano-SQUID
pourraient faire avancer notre compre´hension the´orique des phe´nome`nes de corre´lations
(CAR et cotunneling) en confirmant ou infirmant par exemple le doublement de pe´riode
du courant critique.
Deuxie`me partie
Signature du MAR

Chapitre 5
Introduction au MAR
Dans cette partie, on e´tudie la transition du re´gime cohe´rent au re´gime incohe´rent par
le courant et sa premie`re harmonique. Le syste`me conside´re´ se compose d’une jonction
principale S/QD/S compose´e de deux contacts supraconducteurs BCS (note´s S) et
d’un point quantique (note´ QD) en pre´sence d’interactions coulombiennes. Lorsque les
caracte´ristiques de cette jonction sont bien identifie´es, on e´tudie les effets de l’ajout d’un
contact me´tallique. On montre ici qu’on peut caracte´riser la pre´sence de ce contact par un
de´phasage de la premie`re harmonique du courant. Il est a` noter que ce contact me´tallique
est assimile´ conceptuellement a` la pre´sence ou non de de´cohe´rence ; la de´cohe´rence est
suppose´e se produire lorsque les e´lectrons rencontrent un re´servoir qui nous fait perdre
les informations ante´rieures. Le re´gime cohe´rent est alors de´finit par un couplage nul
avec le re´servoir et le re´gime incohe´rent par un couplage maximal avec le re´servoir. La
constante de couplage est le coefficient ΓN ∝ |tN |2 relie´ au couplage tunnel tN entre le
point quantique et le re´servoir normal. Le travail consiste a` obtenir une formule pour le
courant, inextricable a` cause de la complexite´ inhe´rente de la the´orie, puis a` analyser
nume´riquement les effets des diffe´rents parame`tres du mode`le ; les courbes nume´riques
du chapitre 7 sont l’oeuvre de K. Bayandin.
5.1 Le transport cohe´rent et incohe´rent
Dans des travaux de Bu¨ttiker [19] (1986), le passage entre un re´gime de transport cohe´-
rent et incohe´rent est caracte´rise´ par la re´sistance de la jonction (voir figure 5.1). Lorsque
la longueur de cohe´rence est grande devant la se´paration des deux barrie`res (re´gime co-
he´rent), le syste`me entier devrait obe´ir a` la formule de Landauer pour un coefficient de
transmission T
R = 2π~
e2
1− T
T
; (5.1)
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sinon, on doit additionner les trois re´sistances de la jonction (re´gime incohe´rent), avec
Ri = 2π~e2 1−TiTi pour les re´sistances i = 1, 2 et Rs pour le diffuseur ine´lastique du milieu.
La re´sistance totale est donne´e par
R = R1 +R2 +Rs (5.2)
En pre´sence d’un diffuseur ine´lastique, on note Sf la probabilite´ pour un e´lectron d’eˆtre
Figure 5.1: Le syste`me de Bu¨ttiker [19] : deux diffuseurs e´lastiques (carre´s) et au milieu
(cercle), un diffuseur ine´lastique. En l’absence du diffuseur ine´lastique, la re´sistance est
de´termine´e par la probabilite´ de transmission T (voir l’e´quation 5.1) ; en pre´sence du
diffuseur ine´lastique, la re´sistance est de´termine´e par les probabilite´s de transmission
T1 et T2 (voir l’e´quation 5.2). Dans le formalisme de diffusion, les amplitudes des ondes
entrantes sont donne´es par les coefficients a1, a2, b1, b2 et celles des ondes sortantes par
a′1, a
′
2, b
′
1, b
′
2.
transmis et Sb la probabilite´ d’eˆtre re´fle´chi. Meˆme en pre´sence d’un diffuseur ine´lastique,
une fraction des porteurs est transmise de manie`re cohe´rente avec une probabilite´ Tc ; la
re´sistance totale s’e´crit alors
R = 2π~
e2
1− Tc − [SfSb/(Sb + Sf )]
Tc + [SfSb/(Sb + Sf )]
.
Dans le cas cohe´rent, Sf = Sb = 0 et on a bien l’e´quation 5.1. Si Tc = 0 (Sf , Sb 6= 0),
on retrouve aussi la formule du cas incohe´rent de l’e´quation 5.2 avec la re´sistance du
diffuseur ine´lastique Rs = 2π~e2 . La transition est repre´sente´e a` la figure 5.2.
5.1.1 L’explication de Thouless sur la transition cohe´rent-incohe´rent
Dans son article de 1977, Thouless [20] de´crit le passage entre une re´sistance qui aug-
mente line´airement avec la longueur du fil et une re´sistance qui augmente de fac¸on
exponentielle. La line´arite´ correspond au re´gime incohe´rent et la re´sistance totale est
la somme des re´sistances des sous-syste`mes (comme dans l’e´quation 5.2). L’image de la
conduction utilise´e est celui du mode`le de liaisons fortes et l’e´lectron passe de site en
site localise´. L’argumentation repose sur l’image d’un gaz d’e´lectrons de´ge´ne´re´ avec un
couplage en bout de fil donnant une re´sistance au transport. Les longueurs qui inter-
viennent sont la longueur entre sites localise´s et la longueur de parcours moyen avant
collision avec un phonon. Thouless se base sur la relation entre la re´sistance r d’une
extre´mite´ de fil et le temps de diffusion t de l’e´lectron a` une extre´mite´ du fil, de´montre´e
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Figure 5.2: Re´sistance en fonction d’un parame`tre ǫ [19] tel que la transmission est
cohe´rente pour ǫ = 0 et incohe´rente pour ǫ = 1. On de´finit alors la probabilite´ pour
un porteur d’eˆtre transmis de manie`re cohe´rente par Tc = 1− ǫ ; les probabilite´s d’eˆtre
transmis Sf et d’eˆtre re´fle´chi Sb sont de´finies par Sf = Sb = ǫ et δ est lie´ a` la transmis-
sion par T1 = |t|2 = δ.
de fac¸on heuristique
~
t
=
~
e2
2
r
dE
dN
.
La densite´ d’e´tat dEdN qui repre´sente l’espacement entre niveaux d’e´nergies est compare´e
a` ~/t repre´sentant le couplage entre deux morceaux de fil mis bout-a`-bout. Si ~/t > dEdN ,
en reprenant l’argument 1 de Thouless, “il n’est pas invraisemblable que ~/t pour le sys-
te`me combine´ soit e´gal au quart de sa valeur pour chaque sous-syste`me”. Une condition
suffisante est que la re´sistance totale soit la somme des re´sistances individuelles engen-
dre´es par les extre´mite´s des deux fils. D’autre part, quand ~/t < dEdN , il est attendu que
les niveaux du syste`me entier ne soient que des perturbations des niveaux d’un sous-
syste`me, conduisant a` une re´sistance augmentant exponentiellement avec la longueur du
fil.
Dans ce type d’argumentation ge´ne´rique, on tient compte de tout : la diffusion phonon-
e´lectron, e´lectron-e´lectron, etc. Mais the´oriquement, l’e´tude microscopique simultane´e
de ces interactions est impossible. Dans notre travail, on va se restreindre aux jonc-
tions S/QD/S dans la the´orie hamiltonienne du transport Tunnel. De telles jonctions
montrent des structures dans le courant dont l’image physique est donne´e en termes de
re´flections d’Andreev.
1. Plus tard dans l’article, on peut trouver une constante β qui n’est probablement pas tre`s e´loigne´e
de l’unite´.
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5.2 Re´flections multiples en the´orie hamiltonienne
La description du transport quantique se fait en ge´ne´ral avec un couplage Tunnel au
niveau des interfaces. Le calcul du courant est souvent perturbatif et on parle de manie`re
ge´ne´rale du courant de quasiparticules quand interviennent seulement des fonctions de
corre´lations du type 〈c†c〉 dans l’expression du courant. Pourtant dans l’effet Josephson,
la the´orie perturbative donne naturellement un terme supple´mentaire donne´ (toujours
a` l’ordre le plus bas) par des fonctions de corre´lations du type 〈c†c†〉. Ces fonctions ne
sont pas nulles dans le cadre de la supraconductivite´ BCS ou` c†k↑ = ukγ
†
k↑ + v
∗
kγk↓ avec
γ†k↑ cre´ant un e´tat |k ↑〉 a` partir de l’e´tat fondamental BCS. Pour des me´taux normaux,
ces fonctions de corre´lations sont nulles. Au premier ordre de la the´orie perturbative,
quelques aspects se de´marquent dans la caracte´ristique courant-tension d’une jonction
S1/I/S2 (supraconducteur-isolant-supraconducteur) :
– Soit le gap ∆i du supraconducteur i. Le courant de quasiparticule ne de´marre que
pour la condition eV = (∆1+∆2)/2 permettant d’avoir assez d’e´nergie pour cre´er un
trou d’un coˆte´ et une particule de l’autre.
– Pour eV = |∆1 −∆2|/2, on remarque un pic dans le courant lie´ aux re´sonances dans
la densite´ d’e´tat.
Ce phe´nome`ne peut s’expliquer dans le cadre de la the´orie Tunnel ; en anticipant sur
les calculs pre´sente´s dans les chapitres suivants, le courant dans une jonction S/QD/S
est donne´ par une trace dans l’espace Keldysh-Nambu de la fonction de Green non-
perturbative GD du point quantique convolue´e avec la “self-energy”Σ
〈I(t)〉 = 1
2
Tr {τxσz [GD ∗ Σ(t)− Σ ∗GD(t)]} .
La self-energy couple la fonction de Green des supraconducteurs et les amplitudes Tunnel
t ; elle contient la densite´ d’e´tat de ces supraconducteurs et n’est pas calcule´ perturba-
tivement ; ce qui nous inte´resse particulie`rement dans cette discussion est qu’elle est
proportionnelle au module au carre´ de l’amplitude Tunnel |t|2 ; ce qui permet d’utiliser
un de´veloppement perturbatif pour calculer la fonction de Green du point quantique
donne´e par GD = (1 + gDΣ+ (gDΣ)2 + ...)gD (en transforme´e de Fourier) provenant de
l’e´quation de Dyson
G−1D = g
−1
D −Σ = g−1D (1− gDΣ)
ou` gD est la fonction de Green du point quantique libre. Au premier ordre dans la
perturbation, on obtient le pic a` eV = |∆1 − ∆2|/2. On s’attend alors a` ce qu’aux
ordres suivants d’autres pics apparaissent, re´sultant des diffe´rentes re´sonnances dans
la densite´ d’e´tat ; ces structures se voient donc d’autant mieux que la transparence de
la jonction diminue (mais le courant diminue alors avec la transparence). On ne peut
malheureusement pas aller plus en avant dans une description quantitative du phe´nome`ne
puisque le courant revient a` des inte´grales multiples toujours calcule´es nume´riquement
meˆme a` l’ordre le plus bas. On parle de re´flections multiples d’Andreev (de´sormais, on
utilisera volontiers l’acronyme anglais MAR) ; le terme de “re´flection” provient de la
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re´flection des e´lectrons-trous sur une jonction N/S (me´tal Normal/Supraconducteur)
ou` les fonctions d’ondes sont de´crites par l’e´quation de Bogolioubov-de Gennes (voir par
exemple dans [21]).
Les structures de MAR se produisent a` des e´nergies telles que eV < (∆1 + ∆2)/2 ; si
on conside`re deux supraconducteurs identiques, cette condition s’e´crit eV < ∆ amenant
naturellement a` les nommer “structures sous le gap”. Dans cette the`se, on va aller au
dela` du de´veloppement perturbatif et on inverse (nume´riquement) l’e´quation de Dyson
pour obtenir la fonction de Green “habille´e” du point quantique. Par la suite, on ajoute
l’interaction coulombienne par une approximation de champs moyens. On verra ainsi
les structures MAR plus pre´cise´ment. Dans les chapitres suivants, on de´taille les calculs
justifiant les re´sultats e´nonce´s ici.
5.3 Quelques travaux sur le MAR
Dans le contexte de la the´orie de la diffusion et des supraconducteurs me´soscopiques
(de´crits par les fonctions d’ondes de l’e´quation de Bogolioubov-de Gennes), il faut men-
tionner les re´sultats de Samuelsson et al. [22] qui montrent en particulier que plus Γ
augmente, plus il y a de re´flections d’Andreev et les “structures sous le gap” se com-
posent bien d’une multitude de pics 2. Les structures MAR dans des jonctions diffusives
S/N/S (supraconducteurs quasiclassiques “sales” de´crits par les e´quations de Usadel)
ont e´galement e´te´ e´tudie´es par Cuevas et al. [23] ou dans un formalisme hamiltonien
hors-e´quilibre en pre´sence d’interaction coulombienne par Levy Yeyati et al. [24] (dans
les cas limites avec et sans blocage de Coulomb). L’interaction coulombienne est ensuite
e´tudie´e avec une approximation de champs moyens par Avishai et al. [25] en utilisant un
formalisme d’inte´grales de chemins avec la the´orie de Keldysh pour un traitement hors-
e´quilibre (les meˆmes techniques sont a` l’oeuvre dans notre travail). Leur article contient
en outre une discussion sur les supraconducteurs non-conventionnels ; pour ce qui nous
concerne (supraconducteurs BCS (s-wave)), l’interaction coulombienne tend a` de´truire
les “structures MAR sous le gap”. Des expe´riences sont re´alise´es [26, 27] et mettent le
MAR en e´vidence.
D’autre part, Zazunov et al. [28] e´tudient l’effet d’un couplage d’intensite´ λ avec un pho-
non. Les structures dans le courant sont riches et pour bien voir l’effet sur le courant,
ils e´tudient la diffe´rence δI = I(λ) − I(λ = 0) en utilisant une the´orie perturbative.
L’e´tude se fait a` T = 0 avec un couplage faible : les effets sur le courant restent faibles
mais ne´anmoins riches. Il est attendu qu’a` une temperature non nulle et un couplage
plus fort, les phonons pourraient eˆtre conside´re´s comme une source de de´cohe´rence.
2. Dans le transport hors-e´quilibre, il est e´galement difficile d’obtenir plus qu’une description de pics.

Chapitre 6
Transport hors-e´quilibre et MAR
Ce chapitre de´crit les e´tapes du calcul permettant d’obtenir l’expression du courant. On
rappelle d’abord les hamiltoniens de´ja` utilise´s dans notre travail sur le courant Josephson.
Puis on introduit quelques concepts sur le contour Keldysh qui permet de traiter le
transport hors-e´quilibre. On utilise ensuite une transformation de Hubbard-Stratonovich
pour traiter l’interaction coulombienne.
6.1 Mode`le hamiltonien
Le syste`me e´tudie´ est constitue´ d’un point quantique place´ entre deux contacts supracon-
ducteurs (jonction S/QD/S). Les constantes de couplages sont suppose´es syme´triques.
On ajoute en plus un contact me´tallique dont on e´tudiera l’influence sur le courant pas-
sant entre les supraconducteurs (voir la figure 6.1).
On utilise les indices L (resp. R) pour se re´fe´rer au coˆte´ gauche (resp. droit) de la figure
6.1. Ainsi les tensions applique´es sont note´es Vj pour j = L,R. La tension dans le me´tal
RL V=+V/2V=−V/2
S SD
N
V=0N
Figure 6.1: Vue sche´matique du syste`me. Un point quantique (note´ D) a` un niveau
d’e´nergie est place´ entre deux supraconducteurs (note´s S) sur lesquels on applique les
tensions ±V/2. Un contact additionnel (me´tal normal, note´ N) devrait controˆler la
de´cohe´rence.
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normal est VN = 0. L’introduction de ces tensions n’est pas comple`tement trivial et
ne´cessite quelques commentaires pour se fixer les ide´es : on commence par introduire
les potentiels chimiques des contacts, puis en de´veloppant la the´orie, les potentiels chi-
miques vont naturellement induire des de´pendances temporelles dans les amplitudes.
Ceci est suffisant pour ce chapitre, mais pour re´fe´rence, dans l’annexe I, on rappelle la
transformation unitaire permettant de traiter les cas des tensions de´pendantes du temps
utilise´es dans les proble`mes de re´gimes photo-assiste´s ou concernant les “pas de Shapiro”.
Dans une jonction, il est attendu qu’en l’absence de diffe´rence de potentiel, il n’y ait pas
de courant, exception faite du courant Josephson qui est un courant d’e´quilibre. Cette
exception n’en est finalement pas une, si l’on conside`re la transformation unitaire ge´ne´-
rale qu’on applique pour introduire les tensions. En effet, un courant Tunnel est produit,
si les amplitudes Tunnel sont de´phase´es. Que ce soient des potentiels chimiques ou un
de´phasage dans la fonction d’appariement de paire de Cooper (∆(.)), apre`s une trans-
formation unitaire ge´ne´rale (voir annexe I), les amplitudes Tunnel sont alors de´phase´s.
L’hamiltonien ge´ne´ral de la jonction est alors
H = HD +
∑
j=L,R,N
Hj +HT (t) , (6.1)
avec
HD = ǫ
∑
σ=↑,↓
d†σdσ + Ud
†
↑d↑d
†
↓d↓ ,
ou` l’interaction coulombienne est prise e´gale a` ze´ro (U = 0) dans la premie`re partie
de cette e´tude. Les hamiltoniens des supraconducteurs BCS et du me´tal normal sont
souvent e´crits en termes de spineurs de Nambu :
Hj =
∑
k
Ψ†jk (ξk σz +∆j σx)Ψjk , Ψjk =

 ψjk,↑
ψ†j(−k),↓

 , ξk = k2/(2m) − µ , (6.2)
avec les matrices de Pauli σz, σx agissant sur ces spineurs. Le gap est suppose´ identique
pour les deux supraconducteurs ∆j := ∆ pour j = L,R alors que pour le contact
me´tallique j = N , on pose ∆N = 0. En utilisant toujours les spineurs de Nambu,
l’hamiltonien Tunnel s’e´crit
HT (t) =
∑
jk
Ψ†jk Tj(t) d+ h.c. , d =
(
d↑
d†↓
)
, (6.3)
avec l’amplitude Tunnel Tj(t) = tjσz eiσzχj(t)/2 ou` χj(t) = σj V t, σj = ±1 pour j = L/R.
6.2 Action ge´ne´rale et espace de Nambu-Keldysh
Dans le cas hors-e´quilibre faisant intervenir les potentiels chimiques, le contour temporel
peut eˆtre modifie´ afin de ne pas abandonner comple`tement le formalisme adiabatique.
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Pour cela (voir par exemple [29]), dans la construction de l’inte´grale de chemin, on utilise
des temps discrets t1, ..., tN qui constituent la branche + du contour et une deuxie`me
se´rie de points tN+2, ..., t2N+1 qui constituent la branche −. Le point tN+1 sert a` relier
ces deux contours. Lorsqu’on fait une limite continue, on e´crit t1 → −∞, tN+1 → +∞ et
t2N+1 → −∞ : c’est donc un contour temporelle ferme´ ou` l’e´tat de de´part est retrouve´.
En partant de l’hamiltonien ge´ne´ral 6.1 e´crit en termes de spineurs de Nambu, sur le
contour Keldysh K, l’action des supraconducteurs est
SS =
∫
K
dt
∑
jk
Ψ¯jki∂tΨjk − Ψ¯jk(ξkσz +∆σx)Ψjk.
L’action de l’impurete´ s’e´crit
SD =
∫
K
dt d¯↑(i∂t − ε)d↑ + d¯↓(i∂t − ε)d↓ − Ud¯↑d↑d¯↓d↓.
Pour passer aux spineurs de Nambu, on peut inte´grer par parties avec des conditions
aux bords qui sont donne´es par d¯+↓d+↓(+∞) = d¯−↓d−↓(+∞) ; de plus, les champs
initiaux sont identiques aux champs finaux. On utilise ensuite l’e´galite´
∫
K dt (∂td¯↓)d↓ =
− ∫K dt d↓(∂td¯↓) puisque par construction la de´rive´e est discre`te et vaut d¯k(dk− dk−1)/δ
avec k l’indice de temps du contour et δ le pas de discre´tisation du contour temporel.
L’action de l’impurete´ devient alors
SD =
∫
K
dt d¯↑(i∂t − ε)d↑ + d↓(i∂t + ε)d¯↓ − Ud¯↑d↑d¯↓d↓.
On utilise alors la notation spinorielle a` la Nambu (e´galement pour pouvoir e´crire l’ha-
miltonien Tunnel de l’e´quation 6.3),
SD =
∫
K
dt d¯(i∂t − εσz)d+ U2 (d¯d)
2, (6.4)
le terme d’interaction coulombienne en variables de Grassmann s’e´crivant
U
2
(d¯d)2 =
U
2
[(
d¯↑ d↓
)( d↑
d¯↓
)]2
=
U
2
(
d¯↑d↑ − d¯↓d↓
)2
= −Ud¯↑d↑d¯↓d↓.
Les matrices de Pauli agissant dans l’espace de Keldysh sont note´es τx, τy, τz (pour
l’espace de Nambu, elles sont note´es σx, σy, σz). Dans l’espace de Keldysh, on peut
travailler avec les indices (+,−) qui correspondent au contour Keldysh initial et les
fonctions de Green sont au nombre de quatre. On sait que ces fonctions de Green ne
sont pas inde´pendantes et on peut effectuer une rotation afin de n’avoir que 3 fonction de
Green (retarde´e, avance´e et Keldysh). On distingue ge´ne´ralement deux rotations : celle
concernant des champs bosoniques qui sont relie´s par conjugaisons complexes (φ¯∗ = φ)
et celle concernant les champs fermioniques grassmaniens qui sont inde´pendants.
La me´thode est identique pour tous les termes dans l’action : on de´veloppe l’inte´grale
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sur le contour Keldysh (avec par exemple f , fonction des champs φ¯ et φ)
∫
K
df(φ¯, φ)t =
∫ +∞
−∞
dtf(φ¯+, φ+)−
∫ +∞
−∞
dtf(φ¯−, φ−)
puis on utilise les rotations Keldsyh et on e´crit sous forme de spineurs (de Keldysh).
Par exemple, pour la partie libre de l’action de l’impurete´ (sans interaction coulom-
bienne), on a
S0D =
∫ +∞
−∞
dt d¯+(i∂t − ǫσz)d+ − d¯−(i∂t − ǫσz)d− (6.5)
les transformations pour les fermions sont
d¯+ =
1√
2
(d¯1 + d¯2), d+ =
1√
2
(d1 + d2)
d¯− =
1√
2
(d¯2 − d¯1), d− = 1√
2
(d1 − d2). (6.6)
On met ces expressions dans l’action pour obtenir
S0D =
∫ +∞
−∞
dt d¯1(i∂t − ǫσz)d1 + d¯2(i∂t − ǫσz)d2. (6.7)
Cependant, meˆme si la fonction de Green semble diagonale, elle a une composante non-
diagonale visible dans la notation discre`te ; pour continuer a` travailler en notation conti-
nue tout en e´vitant cette confusion, on calcule canoniquement les fonctions de Green
et on les injecte ensuite dans l’action. Dans ce travail, avant la rotation 6.6, on par-
lera de fonction de Green dans l’espace (+,−), elles sont au nombre de quatre. Apre`s
les rotations, on parlera des trois fonctions de Green avance´e, retarde´e et “de Keldysh”
dans ce qu’on appelle “espace (A,R,K)”. En de´finissant d¯ = ( d¯1 d¯2 ) pour e´crire
S0D =
∫+∞
−∞ dt d¯g
−1
D d, la fonction de Green gD est alors une matrice 4× 4 agissant dans
l’espace de Nambu-Keldysh.
6.2.1 Une question de notation
Avant de continuer, on regarde en de´tails la commutation de certains ope´rateurs en de´-
veloppant un peu plus les notations. L’espace de Nambu-Keldysh est un espace tensoriel
et si on e´crit de manie`re explicite les ope´rateurs qu’on utilise ici, on a (avec l’identite´ IK
dans l’espace Keldysh )
Tj := TjIK = Tj ⊗ IK (6.8)
τxσz := σzτx = σz ⊗ τx. (6.9)
et on a donc Tjτxσz = (Tj ⊗ IK)(σz ⊗ τx) = (Tjσz) ⊗ (IKτx), or Tj commute avec σz
(puisque Tj est diagonale) ce qui permet d’e´crire que
Tjτxσz = τxσzTj.
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On n’a donc pas a` ce soucier de la commutation de ces termes dans Σ(t, t′) et dans les
calculs a` venir.
Un deuxie`me point a` rappeler : on travaille avec des spineurs de Keldysh-Nambu et
les ope´rateurs agissent aussi dans ces espaces. Un ope´rateur A aura donc 4 indices.
Choisissons les indices a, b, c, ... pour l’espace Keldysh et les indices ν, µ, ... pour l’espace
de Nambu ; on a donc par exemple
〈d¯Ad〉 = 〈d¯aµA b νa µ dbν〉 = A b νa µ 〈d¯aµdbν〉
et pour faire apparaˆıtre les fonctions de Green, il faut anticommuter les variables de
Grassmann 〈d¯aµdbν〉 = −〈dbν d¯aµ〉 = −iG a µb ν , d’ou`
〈d¯Ad〉 = −iA b νa µ G a µb ν = −iTr AG.
Dans notre cas, on a juste besoin de l’e´galite´ suivante
〈d¯(t)ABd(t′)〉 = 〈d¯(t)aµA b νa µ B c ηb ν d(t′)cη〉 = A b νa µ B c ηb ν 〈d¯(t)aµd(t′)cη〉︸ ︷︷ ︸
−iG(t′,t) a µc η
= −iTr ABG.
(6.10)
Ceci e´tant dit, on e´vite d’utiliser les notations tensorielles quand il n’y a plus d’ambiguite´.
6.3 Courant
Comme pour le cas a` l’e´quilibre (courant Josephson), l’ope´rateur de courant Tunnel en
spineur de Nambu est donne´ par
Ij = i
[∑
k
Ψ†jkσzΨjk,HT
]
= i
∑
k
Ψ†jkσzTjd+ h.c.
En introduisant le contour Keldysh, on doit ajouter les indices (+,−) sur les ope´rateurs
qui sont donc diffe´rentie´s suivant leurs appartenances a` la branche “+” qui correspond a`
]−∞,+∞[ ou a` la branche “-” qui correspond a` ]+∞,−∞[. L’ope´rateur courant, de´fini
de manie`re redondante sur les portions + et −, est donne´ par
Ij(t) =
1
2
[
i
∑
k
(
Ψ†jk(t)
)
+
σzTj(t) (d(t))+ + i
∑
k
(
Ψ†jk(t)
)
− σzTj(t) (d(t))− + h.c.
]
.
On fait maintenant les rotations de Keldysh pour les fermions (Eq. 6.6) pour travailler
dans l’espace (A,R,K), ce qui donne
Ij(t) = i
∑
k
Ψ†jk(σzTj)τxd+ h.c.
48 Chapitre 6 - Transport hors-e´quilibre et MAR
avec (σzTj)τx =
(
0 σzTj
σzTj 0
)
. Pour calculer le courant, on introduit un champ auxi-
liaire ηj(t) en modifiant l’amplitude Tunnel par une phase eiτxσzηj/2, ce qui va permettre
de construire une fonctionnelle ge´ne´ratrice qu’on note sans ambiguite´ Z[η] ou` l’on a
simplement fait la substitution
Tj → Tjeiτxσzηj/2
dans la fonction de partition. Dans l’action qui n’est pas inte´gre´e sur les contacts, la
partie concernant le couplage Tunnel devient apre`s cette substitution
ST = −
+∞∫
−∞
dt
∑
jk
Ψ¯jkTjeiτxσzηj/2d+ h.c.
et on montre 1 premie`rement que
〈Ij(t)〉 = i 1
Z
δZ
δηj(t)
∣∣∣∣∣
ηj=0
. (6.11)
On utilise maintenant l’action effective obtenue apre`s inte´gration sur les contacts (voir
la me´thode dans l’annexe C) :
Z = Z0,S
∫
D(d)ei
∫ +∞
−∞
dt
∫ +∞
−∞
dt′ d¯(t)
[
(G−10,D(t))δ(t−t′)−Σ(t,t′)
]
d(t′)
,
avec
Σ(t, t′) =
∑
j
T †j (t)e−iτxσzηj(t)/2G0,S(t− t′)eiτxσzηj(t
′)/2Tj(t′).
On conside`re ici un point quantique sans l’interaction coulombienne. Les calculs sont
similaires mais on pre´fe`re faire provisoirement une e´conomie de notation. Apre`s inte´gra-
tion sur les contacts, en calculant avec l’e´galite´ 6.11, on montre directement que
〈Ij(t)〉 = −i2
∫ +∞
−∞
dt′
[〈
d¯(t)τxσzΣj(t, t
′)d(t′)
〉
−
〈
d¯(t′)Σj(t′, t)τxσzd(t)
〉]
.
Avec l’e´galite´ sur la trace (6.10), on a
〈
d¯(t)τxσzΣj(t, t′)d(t′)
〉
= −iTr {τxσzΣj(t, t′)GD(t′, t)}〈
d¯(t′)Σj(t′, t)τxσzd(t)
〉
= −iTr {Σj(t′, t)τxσzGD(t, t′)} = −iTr {τxσzGD(t, t′)Σj(t′, t)}
1.
i
1
Z
δZ
δηj(t)
∣∣∣∣
ηj=0
= i
1
Z
∫
D(Ψ, d, γ)eiS
[
−i
∑
k
Ψ¯jkTj
iτxσz
2
d− i
∑
k
d¯
(−iτxσz)
2
T †j Ψjk
]
=
i
2
∑
k
〈
Ψ¯jkTjτxσzd− d¯τxσzT
†
j Ψjk
〉
= 〈Ij(t)〉 .
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ou` l’on utilise pour la dernie`re e´galite´, l’invariance par permutation circulaire de la trace.
Le courant moyen devient finalement
〈Ij(t)〉 = 12
∫ +∞
−∞
dt′ Tr
{
τxσz
[
GD(t, t
′)Σj(t′, t)− Σj(t, t′)GD(t′, t)
]}
=
1
2
Tr {τxσz [GD ∗ Σj(t)− Σj ∗GD(t)]}
avec ∗ le produit de convolution (dans cette notation, il faut faire d’abord l’ope´ration de
multiplication matricielle, puis e´crire que les produits sont des produits de convolution).
En continuant encore les calculs, on arrive rapidement a` l’´egalite´
〈Ij(t)〉 = 12tr
{
σz
[
GRD ∗ ΣKj (t) +GKD ∗ΣAj (t)− ΣRj ∗GKD (t)− ΣKj ∗GAD(t)
]}
. (6.12)
avec l’e´quation a` re´soudre nume´riquement
[GD(t, t
′)]−1 =
(
[G0,D(t)]
−1) δ(t − t′)− Σ(t, t′).
En repre´sentation (−,+), le courant est
〈Ij(t)〉 = 12Tr
{
τˆzσz
∫ +∞
−∞
dt′
(
G(t, t′)Σj(t′, t)− Σj(t, t′)G(t′, t)
)}
.
6.4 Formule finale du courant pour le nume´rique
Quand on applique une tension sur les contacts, le courant n’est pas stationnaire et
contient des harmoniques de la fre´quence ωJ = 2eV/~. D’un point de vue calculatoire,
on ne connaˆıt en ge´ne´ral que la transforme´e de Fourier des fonctions de Green G et de la
self-energy et il n’est pas aise´ de calculer la fonction elle-meˆme. On e´crit donc G(t, t′) sous
forme d’une inte´grale (transforme´e de Fourier inverse) de la forme
∫
dωf(ω, t, t′)g(ω).
Dans notre cas, il se trouve que la fonction f est pe´riodique pour les arguments t et t′ et
qu’il est pratique nume´riquement d’e´crire f en terme de transforme´e de Fourier discre`te :
G(t, t′) =
+∞∑
n,m=−∞
∫
F
dω
2π
e−iωnt+iωmt
′
Gnm(ω) , (6.13)
Σ(t, t′) =
+∞∑
n,m=−∞
∫
F
dω
2π
e−iωnt+iωmt
′
Σnm(ω) , (6.14)
ou` ωn = ω + nV avec F := [−V/2, V/2]. Avec ces notations, la transforme´e de Fourier
du courant s’e´crit
Ij(ω′) =
∑
n,l
2πδ(ω′ − (n− l)V )1
2
∫
F
dω
2π
Tr
{
σzτˆz
∑
m
[Gnm(ω)Σj,ml(ω)− Σj,nm(ω)Gml(ω)]
}
,
(6.15)
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ou` Gnm(ω) et Σnm(ω) sont des matrices 4 × 4. La self-energy peut se trouver dans
l’article [28] :
Σˆj,nm(ωn) = Γj
[
δn,mXj(ωn − Vj) δn−2Vj/V,mYj(ωn − Vj)
δn+2Vj/V,mYj(ωn + Vj) δn,mXj(ωn + Vj)
]
, (6.16)
ou`
Xj(ω) =

−Θ(∆j − |ω|)ω√
∆2j − ω2
τz + i
Θ(|ω| −∆j)|ω|√
ω2 −∆2j
(
2fω − 1 −2fω
+2f−ω 2fω − 1
) , (6.17)
et Yj(ω) = −∆jXj(ω)/ω. La fonction de Green total (ou habille´e) est obtenue nume´ri-
quement en re´solvant l’e´quation suivante
Gnm(ω) =
[
G−10,nm(ω)−ΣT,nm(ω)
]−1
, (6.18)
ou` G−10,nm(ω) = δnm(ωn − ǫσz)τz et ΣT =
∑
j
Σj.
6.4.1 Interaction coulombienne
On simplifie maintenant le proble`me de l’interaction coulombienne par une approche
de champs moyens, ici, une transformation de Hubbard-Stratonovitch (HS). Le principe
(voir l’annexe D), on le rappelle, e´tant de rendre quadratique l’action SD de l’impurete´,
pour pouvoir par la suite inte´grer sur les variables de Grassmann de´crivant cette im-
purete´. Cette proce´dure introduit toutefois des champs fictifs qui n’ont cependant pas
la contrainte d’eˆtre bosonique ou fermionique (ils sont d’ailleurs parfois constants). En
effet, il n’est pas demande´ a` ces champs HS d’eˆtre antipe´riodiques (cas fermioniques)
ou pe´riodiques (cas bosoniques) dans leurs conditions aux bords, par exemple dans un
proble`me ou` la tempe´rature intervient. Toutefois, ces champs HS commutent avec tous
les autres champs.
On rappelle l’expression de l’action du point quantique en interaction :
SD =
∫
K
dt
{
d¯(i∂t − ǫσz)d+ U2 (d¯d)
2
}
, ou` d =
(
d↑
d¯↓
)
. (6.19)
Maintenant, on ge´ne´ralise la transformation HS (D) au contour Keldysh :
eiSint := ei
∫
K
dtU
2
(d¯d)2
=
∫
Dφ+Dφ− ei
∫ +∞
−∞
dt{− 12U (φ2+−φ2−)+φ+d¯+d+−φ−d¯−d−}. (6.20)
ou` les indices± des champs correspondent a` un contour temporel allant de∓∞ a`±∞. En
faisant la transformation φ± → −φ±, l’e´galite´ reste inchange´e ; par la suite, cela implique
que l’oppose´ d’une solution non-nulle a` l’e´quation de consistence de l’approximation de
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champs moyens est aussi une solution de cette e´quation. Cette remarque se mate´rialise
notamment dans le travail nume´rique ou` il n’est pas rare de voir l’algorithme de recherche
de solution trouver alternativement ces solutions.
Dans le formalisme de Keldysh, il est souvent utile de faire des rotations dans l’espace
(−,+) pour enlever des redondances dans les fonctions de Green. Dans le cas des bosons,
la rotation est de´finie par le changement de variables suivant
γ± :=
1
2
(φ+ ∓ φ−) , (6.21)
donnant ainsi
eiSint =
∫
Dφ+Dφ−ei
∫ +∞
−∞
dt{− 2U γ+γ−+γ+d¯d+γ−d¯τzd}, avec d =
(
d+
d−
)
. (6.22)
Cette me´thode est de´crite dans le travail de Y. Avishai et al. [25] dans le cas d’une
jonction S/QD/S. En les suivant, il est possible d’utiliser une approximation classique
en cherchant une solution avec δS/δγ± = 0. On calcule ensuite sa valeur moyenne (au
sens de la fonction de partition) qui est alors l’approximation de champs moyens. Ceci se
re´sumant par la recherche de solutions donne´es par δZ/δγ± = 0, ou bien e´crit autrement
〈γ±〉 − U2
〈
d¯τ (1±1)/2z d
〉
= 0 . (6.23)
L’action totale e´tant de´sormais rendue quadratique et la fonction de partition rendue
gaussienne, on peut inte´grer sur les variables relatives aux supraconducteurs (voir an-
nexe C) donnant naturellement une e´quation (e´quation de Dyson) pour la fonction de
Green totale dans l’espace (A,R,K)
[G(t, t′)]−1 =
(
[G0(t)]−1 + γ− + γ+τx
)
δ(t− t′)− ΣT (t, t′) (6.24)
ou bien dans l’espace (+,−)
G−1 = G−10 + γ−τz + γ+ − ΣT , (6.25)
On donne ici le re´sultat utilise´ en pratique pour les champs HS :
γ± = −iU2
∫
F
dω
2π
∑
n
Tr
{
τ (1±1)/2z Gnn(ω)
}
, (6.26)
ou` F =]− V/2,+V/2[ et Gnm la transforme´e de Fourier de G(t, t′). Les e´quations 6.26
et 6.25 sont re´solues nume´riquement en cherchant un point fixe ; on aura par exemple
une e´quation du type f(γ−) = γ− a` re´soudre.
L’e´quation 6.24 montre que [GD(t, t′)]−1 n’est pas triangulaire et donc, que son inverse
n’est pas triangulaire. En toute ge´ne´ralite´, dans le formalisme Keldysh, les fonctions de
Green sont triangulaires dans l’espace (A,R,K) (voir par exemple [30]). Il est alors suffi-
sant de poser γ+ = 0 pour garder une consistance dans cette the´orie. Par ailleurs, d’apre`s
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Avishai et al. [25], γ+ ne produirait qu’une renormalisation des coefficients Tunnel.
Il est important de remarquer qu’il n’existe pas toujours de solution γ− diffe´rente de
ze´ro. Il existe une valeur minimum Um telle que pour toute valeur de U plus petite que
Um, γ− est e´gale a` ze´ro ; autrement dit, l’approximation de champs moyens ne donne pas
de solutions non-nulles pour des interactions coulombiennes trop petites. Concernant le
courant Josephson de la premie`re partie de cette the`se, ce phe´nome`ne est responsable
de la transition de phase 0− π (discontinue), alors que des algorithmes nume´riques uti-
lise´s pour aller au-dela` de l’approximation de champs moyens, donnent une transition
continue.
Chapitre 7
Re´sultats nume´riques MAR
Ce chapitre pre´sente les re´sultats nume´riques obtenus dans le cadre de l’e´tude de la
jonction S/QD/S + N (on rappelle que S de´signe un supraconducteur, QD un point
quantique et N un me´tal normal). Il se veut avant tout descriptif mais pre´sente de ma-
nie`re syste´matique l’influence des diffe´rents parame`tres du mode`le. On remercie encore
volontiers K. Bayandin pour son travail nume´rique.
7.1 Syste`me sans interaction coulombienne
7.1.1 Ve´rifications sans le contact normal
Dans cette partie, on ve´rifie que les re´sultats nume´riques obtenus sont en accord avec
d’autres travaux sur des jonctions S/QD/S. Dans le cas ou` ΓS est grand devant le
gap du supraconducteur, l’influence du point quantique devrait eˆtre ne´gligeable dans le
courant. Dans la figure 7.1, il n’y a pas de marques significatives de la pre´sence de MAR.
Ce type de syste`me a e´te´ e´tudie´ dans un formalisme hamiltonien par Levy Yeyati et al.
[24]. Pour ΓS < ∆ et pour ǫ = 0, le “courant sous le gap” obtenu (voir la figure 7.1
du bas) est similaire aux courbes de re´fe´rences Tinkham [31] pour une jonction S/S
compose´e de deux supraconducteurs de gaps respectifs ∆1 et ∆2 : un pic doit eˆtre obtenu
a` |∆1 − ∆2|. Pour des supraconducteurs identiques, il n’y a rien. Ensuite, le courant
de´marre a` |∆1+∆2| = 2∆, c’est-a`-dire a` eV = 2∆. Dans le cas ou` ǫ0 6= 0, il est possible
d’interpre´ter les pics obtenus en termes de re´flections d’e´lectrons a` l’interface QD/S.
L’e´quation de Bogolioubov-de Gennes caracte´rise les fonctions d’ondes pertinentes et le
courant est calcule´ en the´orie de la diffusion [21]. Ce formalisme pre´dit la pre´sence de
pics pour V = 2∆/n qui proviennent des re´flections multiples. Ces pics sont pre´sents
dans le haut de la figure 7.1 alors que les courbes du bas ne montre que le pic principal
pour n = 1. Ceci est bien attendu pour une faible transmission [24, 22].
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Figure 7.1: En haut : courant continu (en unite´s de I0 = e∆/2π~) en fonction
de la tension V applique´e aux bornes supre´conductrices avec une e´nergie du point
quantique ǫ0 nulle, pour diffe´rentes valeurs du coefficient de transmission ΓS/∆ =
{0.05, 0.2, 0.35, 0.5, 1.0, 1.5, 5.0} (du bas vers le haut). En bas : courant continu pour
diffe´rentes valeurs du niveau d’e´nergie du point quantique en unite´s de gap ∆ :
ǫ0/∆ = 0.0 (1), 0.6 (2), 0.9 (3), 1.2 (4).
7.1.2 Signature de la transition incohe´rent-cohe´rent dans les harmo-
niques
On connaˆıt de´sormais les principales caracte´ristiques de la jonction principale S/QD/S.
Puisqu’il est attendu que le contact normal caracte´rise´ par le parame`tre de transmission
ΓN devrait eˆtre une source de de´cohe´rence, on se propose ici d’e´tudier le courant DC mais
aussi ses harmoniques afin de caracte´riser la transition entre re´gime cohe´rent ΓN = 0 et
de´cohe´rent ΓN = 1.
Pour re´fe´rence, on montre dans la figure 7.2 les premie`res harmoniques du courant
I(t) = Idc + Icos cos(2eV t/~) + Isin sin(2eV t/~) + . . . (7.1)
pour ǫ0 = 0, ΓN = 0 et un couplage interme´diaire ΓS/∆ = 0.35.
7.1.3 Sur les harmoniques
Les premie`res harmoniques ont e´te´ calcule´es pour une jonction S/N/S par Bardas et
Averin [32]. Ils ont montre´ que les contributions en cosinus et sinus conduisent a` des
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structures dans la re´gion caracte´ristique du MAR. On retiendra ici que pour des trans-
missions faibles, a` interme´diaires, la composante en cosinus tend vers ze´ro pour V = 0
alors que la composante en sinus reste finie. Pour comparer nos re´sultats, on e´tudie la fi-
gure 7.2 ou` le contact normal est absent (cercles bleus sur la figure). On retrouve alors les
principales caracte´ristiques des premie`res harmoniques dans le courant avec des pics dans
la zone du MAR, les pics associe´s au MAR localise´s en V = 2∆/n, ainsi que le constat
selon lequel la composante en sinus est finie pour une tension nulle alors que la compo-
sante en cosinus tend vers ze´ro. On peut relier ce comportement au courant Josephson :
si la tension tend vers ze´ro, le terme 2eV t/~ ≡ φ0 est suppose´ e´voluer tre`s lentement et
on se place dans un re´gime stationnaire. La composante paire (en cosinus) tend vers ze´ro
et il ne reste qu’un courant du type Isin sin(φ0). On voit (c.f. la figure 7.2) que Isin a une
l’amplitude positive, ce qui est attendu lorsqu’on a une jonction Josephson de´pourvue
d’interaction coulombienne (autrement dit, en l’absence d’interaction coulombienne, il
n’y a pas de transition π qui pourrait donner une amplitude ne´gative). Sur la meˆme
figure on montre, les effets du contact me´tallique. On pose VN = 0, ce qui correspond a`
l’absence de courant dans le contact normal. Pour un couplage faible (ΓN/∆ = 0.1 (alors
que ΓS/∆ = 0.35), le contact normal modifie notoirement les caracte´ristiques du courant
a` basse tension. Maintenant, pour une perturbation ΓN/∆ = 0.1, il semble que ce soit la
composante en cosinus qui subsiste avec une composante en sinus qui s’est rapproche´e
de ze´ro. Ce constat va nous ammener a` utiliser une autre repre´sentation pour de´crire les
effets du contact normal.
7.1.4 La repre´sentation amplitude-phase
Une autre manie`re de montrer ces re´sultats consiste a` calculer l’amplitude et la phase
de la premie`re harmonique
Icos cosωJt+ Isin sinωJ t = Ia.c. sin (ωJ t+ ϕ) . (7.2)
Cette parame´trisation permet de caracte´riser l’effet du contact normal (et de la de´cohe´-
rence) pour des tensions faibles. On choisit ici garder la meˆme valeur pour 2ΓS + ΓN ,
avec ou sans le contact normal. Cette contrainte est lie´e a` l’e´largissement de la den-
site´ d’e´tat du point quantique duˆ a` des couplages avec les deux supraconducteurs et le
me´tal normal. Cette prescription est utilise´e par exemple par Buitelaar et al. [27]. A
la figure 7.3, on choisit deux ensembles de parame`tres a) ΓS = 0.385∆, ΓN = 0 et b)
ΓS = 0.35∆, ΓN = 0.07∆ . Deux cas sont a` diffe´rentier : eV < ∆ et eV > ∆.
1. Pour le courant DC (figure 7.3 (haut)), pour eV > ∆, le contact normal re´duit
l’amplitude du courant.
2. Pour eV < ∆, a` la pre´cision nume´rique re´alise´ ici (eV > 0.15∆), le courant DC
atteint une valeur finie pour des tensions faibles contrairement au courant de la
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Figure 7.2: De´pendance en fonction de la tension des premie`res harmoniques du cou-
rant I(t) (voir l’e´quation 7.1) a` travers un point quantique : composante en sinus (en
bas) et composante en cosinus (en haut) en unite´s de I0 = e∆/2π~. Le niveau d’e´nergie
du point quantique est ǫ0 = 0 et le coefficient de transmission de la jonction QS/S est
ΓS/∆ = 0.35. Le couplage avec le contact normal est donne´ en termes du coefficient de
transmission de la jonction QD/N : ΓN/∆ = 0.0 (cercles bleus) et ΓN/∆ = 0.1 (carre´s
rouges).
jonction de re´fe´rence S/QD/S mais elle devrait toutefois tendre vers ze´ro pour
une tension tendant vers ze´ro 1.
L’amplitude de la premie`re harmonique (figure 7.3 (milieu)) donne essentiellement les
meˆmes caracte´ristiques que le courant DC : en pre´sence du contact normal, une aug-
mentation du courant dans la re´gion du MAR et une diminution du courant au dela`. A
la figure 7.3 (bas), on montre une signature importante du contact normal : pour des
tensions faibles, l’harmonique est de´phase´e en pre´sence du contact normal.
Lorsque la tension V est suffisamment grande, le courant DC devient line´aire et cor-
respond au courrant de quasi-particule. De plus, l’amplitude de la premie`re harmonique
semble tendre vers ze´ro (voir la figure 7.3). Ce comportement est inde´pendant du contact
normal. Mais pour le courant sous le gap, les caracte´ristiques du MAR restent visibles.
En augmentant maintenant le couplage avec le re´servoir normal (voir la figure 7.4), le
courant sous le gap devient line´aire, ce qui montre d’une part que la cohe´rence de phase
1. En effet la jonction e´tant totalement syme´trique dans les parame`tres, on s’attend a` la proprie´te´
I(−V ; t) = −I(V ; t) pour le courant total et en faisant une moyenne temporelle de cette e´galite´ (ou une
transforme´e de Fourier a` une fre´quence nulle) en prenant V = 0, on obtient bien que le courant DC
s’annule pour V = 0.
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Figure 7.3: Courant DC (en haut) en unite´s de I0 = e∆/2π~. Amplitude (au milieu)
en unite´s de I0 = e∆/2π~, phase (en bas) de la premie`re harmonique du courant (voir
la formule 7.2) pour deux ensembles diffe´rents de coefficients de transmissions ΓS et
ΓN respectivement associe´s aux jonctions QD/S et QD/N : {ΓS/∆ = 0.385, ΓN = 0}
(trait bleu) et {ΓS/∆ = 0.35, ΓN/∆ = 0.007} (trait noir) avec la meˆme valeur du
niveau d’e´nergie du point quantique ǫ0 = 0.
a tendance a` disparaˆıtre et d’autre part que la jonction devient une jonction compose´e
de deux jonctions NS en se´rie.
7.2 Description du de´phasage en fonction de ΓN et ΓS
En fonction de ΓN et ΓS , les re´sultats sont essentiellement identiques : la premie`re
harmonique est de´phase´e en pre´sence du contact normal ; ce qui se voit dans les figures
repre´sentant (Icos, Isin) ou (Ia.c., ϕ) avec
Icos cosωJt+ Isin sinωJ t = Ia.c. sin (ωJ t+ ϕ).
On fixe les valeurs suivantes : ǫ0 = 0 et ΓS/∆ = 0.35. On varie maintenant le parame`tre
ΓN pour une e´tude syste´matique de l’effet de de´phasage. Le courant DC montre (Fig.
7.4) que le courant est bien re´duit quand le couplage (ΓN/∆ = 0.5) avec les contacts est
re´duit (ΓS/∆ ∈ [0.5, 5.0] de bas en haut).
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Figure 7.4: En haut : composante DC du courant (en unite´s de I0 = e∆/2π~) pour
un niveau d’e´nergie dans le point quantique ǫ0 = 0, un coefficient de transmission
de la jonction QD/N donne´ par ΓN/∆ = 0.5 et diffe´rentes valeurs du coefficient de
transmission de la jonction QD/S : ΓS/∆ = {0.05, 0.2, 0.35, 0.5, 1.0, 1.5, 5.0} (de bas en
haut). En bas : composante DC du courant (en unite´s de I0 = e∆/2π~) pour ǫ0 = 0
et ΓS/∆ = 0.35 avec diffe´rentes valeurs du coefficient de transmission de la jonction
QD/N : ΓN/∆ = {0.0, 0.2, 0.5, 1.0} (noir, bleu, orange, violet).
7.3 Interaction coulombienne
Dans cette partie incluant l’interaction coulombienne, on e´tudie le courant passant par
la jonction principale S/QD/S en pre´sence ou non du contact normal. L’introduction
de l’interaction coulombienne dans un point quantique de´cale l’e´nergie ǫ0 de U/2 (voir
la section 3.3). Le choix de VN = 0 qui correspondait a` un courant nul passant dans le
contact normal n’est de´sormais plus justifie´. Nous faisons toutefois le choix de garder
VN = 0, a` cause de simulations nume´riques trop lourdes.
7.3.1 Courant DC
Sur la figure 7.6, on montre le courant DC et sa premie`re harmonique (amplitude et
de´phasage) pour ΓS = 0.35∆, ΓN = 0.0, ǫ = 0.0 et diffe´rentes valeurs de l’interaction
coulombienne U/∆ = {0.0, 0.3, 0.5, 0.7, 1.0}. On retrouve alors les re´sultats de Avishai
et al. [25] ou` l’on montre que le courant a` eV < ∆ est re´duit par une interaction
coulombienne importante. Toutefois les caracte´ristiques du MAR sont pre´serve´es. La
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Figure 7.5: Amplitude (en haut) en unite´s de I0 = e∆/2π~ et phase (en bas) de
la premie`re harmonique du courant (voir l’e´quation 7.2) pour un niveau d’e´nergie du
point quantique ǫ0 = 0 et un coefficient de transmission de la jonction QD/S donne´
par ΓS/∆ = 0.35 avec diffe´rentes valeurs du coefficient de transmission de la jonction
QD/N : ΓN/∆ = {0.0, 0.05, 0.2, 0.5, 1.0} (noir, vert, bleu, orange, violet).
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Figure 7.6: Courant DC (en unite´s de I0 = e∆/2π~) avec un niveau d’e´nergie du
point quantique ǫ = 0, un coefficient de transmission de la jonction QD/S donne´ par
ΓS/∆ = 0.35 et un coefficient de transmission de la jonction QD/N donne´ par ΓN =
0 avec diffe´rentes valeurs de l’interaction coulombienne U/∆ = {0.0, 0.3, 0.5, 0.7, 1.0}
(noir, rouge, vert, bleu, orange).
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Figure 7.7: Amplitude (haut) en unite´s de I0 = e∆/2π~ et phase (bas) de la premie`re
harmonique du courant (voir l’e´quation 7.2) avec un niveau d’e´nergie dans le point
quantique ǫ = 0, un coefficient de transmission de la jonction QD/S donne´ par ΓS/∆ =
0.35 et un coefficient de transmission de la jonction QD/N donne´ par ΓN = 0, avec
diffe´rentes valeurs de l’interaction coulombienne U/∆ = {0.0, 0.3, 0.5, 0.7, 1.0} (noir,
rouge, vert, bleu, orange).
diminution de l’amplitude est assimile´e a` un de´placement des re´sonances dans la densite´
d’e´tat. Absente de l’article de Avishai et al. [25], l’e´tude de l’amplitude et de la premie`re
harmonique en l’absence du contact normal est re´alise´e ici a` titre de re´fe´rence pour la
suite.
7.3.2 Premie`re harmonique sans le contact normal ΓN = 0
A la figure 7.7, on montre les structures duMAR dans la premie`re harmonique du courant
dont l’amplitude diminue au fur et a` mesure qu’on augmente l’interaction coulombienne.
La valeur de l’interaction coulombienne U = 0.3∆ est supe´rieure a` la valeur minimale
Umin(V ) pour laquelle il existe une solution non nulle a` l’e´quation de consistance de
l’approximation de champs moyens. On rappelle que cette me´thode fait intervenir un
champ classique (au sens ou` il est un extremum de l’action) qui doit satisfaire une
e´quation de mouvement. Cette me´thode ne trouve alors qu’une solution classique ou
bien une solution nulle. Par exemple, pour U = 0.1∆ et U = 0.2∆, la seule solution est
γ− = 0.
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Figure 7.8: Courant DC (en unite´s de I0 = e∆/2π~) avec un niveau d’e´nergie dans le
point quantique ǫ = 0, un coefficient de transmission de la jonction QD/S donne´ par
ΓS/∆ = 0.35 et une interaction coulombienne U/∆ = 0.3 avec diffe´rentes valeurs du
couplage avec le contact normal en termes du coefficient de transmission de la jonction
QD/N : ΓN/∆ = {0.0, 0.2, 0.5, 1.0} (noir, vert, bleu, orange).
7.3.3 Premie`re harmonique avec ΓN 6= 0
Pour la figure 7.8, on fixe l’interaction coulombienne a` U = 0.3∆ et on fait varier le
couplage ΓN/∆ = {0.0, 0.2, 0.5, 1.0}. L’amplitude et la phase de la premie`re harmonique
sont montre´es a` la figure 7.9. On note que la valeur de l’interaction coulombienne choisie,
correspond a` une valeur interme´diaire U = 0.3∆ (carre´s rouges dans la figure 7.6) pour
laquelle on peut voir distinctement le MAR dans le courant. Lorsqu’on augmente le
couplage ΓN , la phase est ne´gative (< −π/2) comme dans le cas U = 0. Encore une fois,
le de´phasage de la premie`re harmonique permet de caracte´riser la pre´sence du me´tal
normal.
7.4 Re´sume´
Nous avons e´tudie´ l’influence d’un contact normal sur le courant d’une jonction principale
S/QD/S. Nous sommes partis des mode`les hamiltoniens puis, en utilisant le formalisme
hors-e´quilibre de Keldysh, on a pu obtenir nume´riquement le courant DC et sa premie`re
premie`re harmonique. Nos re´sultats sur la jonction principale sont consistants avec des
re´sultats obtenus en the´orie de la diffusion.
On a ensuite mis l’accent sur le passage d’un re´gime de transport cohe´rent a` un re´gime
incohe´rent. Le re´gime cohe´rent e´tant essentiellement caracte´rise´ par la pre´sence de re´-
flections multiples entre les contacts (MAR) induites par la supraconductivite´ ; de´truire
la cohe´rence quantique des paires de Cooper revient alors a` de´truire les caracte´ristiques
du MAR.
L’e´tude initie´e par Bardas et Averin [32] des premie`res harmoniques permet quant a` elle
de reconnaˆıtre la signature du contact normal : la premie`re harmonique est de´phase´e a`
faible tension.
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Figure 7.9: Amplitude (haut) en unite´s de I0 = e∆/2π~ et phase (bas) de la premie`re
harmonique du courant (voir l’e´quation 7.2) pour un niveau d’e´nergie du point quan-
tique ǫ = 0, un coefficient de transmission de la jonction QD/S donne´ par ΓS/∆ = 0.35
et une interaction coulombienne U/∆ = 0.3 avec diffe´rentes valeurs du couplage avec
le contact normal en termes du coefficient de transmission de la jonction QD/N :
ΓN/∆ = {0.0, 0.2, 0.5, 1.0} (noir, vert, bleu, orange).
Deux limites sont remarquables : lorsque la tension tend vers ze´ro, la phase 2eV t/~ ≡ φ0
e´volue lentement et on se place dans un re´gime quasi-stationnaire. Le courant est de la
forme Isin sin(φ0) (le courant DC et la composante en cosinus tendent vers ze´ro) ; on
retrouve alors la signature du courant Josephson. Nous sommes en re´gime cohe´rent.
Ce comportement est radicalement modifie´ par la pre´sence du contact normal ; dans la
limite ou` le transport est incohe´rent (ΓN/∆ > 1), le courant devient line´aire, que ce
soit le courant sous le gap (on a une de´croissance line´aire a` la place d’une de´croissance
exponentielle dans le re´gime cohe´rent) ou le courant de quasi-particules et la jonction
est compose´e de deux jonctions NS incohe´rentes en se´rie. Le contact me´tallique peut
donc eˆtre vu comme un contact qui de´phase la premie`re harmonique, mais puisqu’il a
tendance a` de´truire les effets de la supraconductivite´ dans le point quantique, le contact
normal est aussi la source d’un effet de proximite´ inverse.
Troisie`me partie
Liquide de Luttinger : bruit

Chapitre 8
Nanotube de carbone et STM 1
8.1 Avant-propos
Cette partie traite du bruit dans un nanotube couple´ a` la pointe d’un microscope a` effet
tunnel. Le travail pre´sente´ est une fusion des articles de Lebedev et al. [7] et de Cre´pieux
et al. [33]. Le premier article traite des corre´lations dans un syste`me nanotube-STM
(voir la figure 8.1) dans un nanotube de carbone avec des contacts parfaits en pre´sence
d’une tension constante. Le deuxie`me article utilise une tension alternative, des calculs
et des ide´es qui seront repris dans le travail pre´sente´ ici. Ce chapitre de´crit donc l’ajout
d’une tension alternative dans un syste`me identique a` Lebedev et al. [7], mais en se
restreignant au bruit calculable “a` la main”. Pour un travail nume´rique, on se reporte a`
l’article de Guigou et al. [34].
8.2 Le bruit
Pour e´tudier le transport d’e´lectrons a` travers une jonction quelconque, le courant est le
signal physique qu’il convient d’obtenir en premier lieu. Les corre´lations de courant ont
toutefois pris une place importante en physique me´soscopique puisqu’elles peuvent re´ve´-
ler certaines caracte´ristiques absentes du courant. La corre´lation r entre deux variables
x et y est donne´e ge´ne´ralement par
r =
σxy√
σxxσyy
ou` σxy = 〈 [x− 〈x〉] [y − 〈y〉] 〉 = 〈xy〉 − 〈x〉〈y〉. Si r = 0, les variables x et y ne sont pas
corre´le´s. En e´lectronique mole´culaire, on n’interpre`te pas les corre´lations en termes de
variables corre´le´es afin de chercher une quelconque relation entre les variables e´tudie´es.
1. Scanning Tunneling Microscope ou encore microscope a` effet tunnel
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On s’inte´resse ge´ne´ralement uniquement a` σxy ou` x = I(t + τ) et y = I(t) sont main-
tenant des ope´rateurs. La prescription ge´ne´ralement utilise´e pour former des ope´rateurs
hermitiens est d’ajouter l’hermitien conjugue´ lorsqu’on est suˆr que la quantite´ physique
mesure´e est bien I(t+τ)I(t). Une autre argumentation consiste a` dire que les corre´lations
quantiques ont la meˆme syme´trie que les corre´lations classiques σx(t)x(t′) ≡ φ(t− t′)
S(τ) = S(−τ).
Cette syme´trie est respecte´e si on pose le bruit syme´trise´
S(t− t′) = 1
2
〈xˆ(t)xˆ(t′) + xˆ(t)xˆ(t′)〉;
c’est ce que Landau et al. [35] donnent dans leurs cours de physique the´orique.
Expe´rimentalement, ce n’est pas en ge´ne´ral la quantite´ mesure´e qui est plutoˆt la trans-
forme´e de Fourier des corre´lations de courant. Il faut donc de´finir les corre´lations ex-
pe´rimentales autrement et de manie`re e´vidente elles vont de´pendre de chaque dispositif
expe´rimental. Des the`ses re´centes de Gavish [6] (2004) et Creux [5] (2007) sont consa-
cre´es a` la question initie´e par Lesovik et Loosen [36] de savoir ce qu’est le bruit mesure´
en fonction du circuit conside´re´. Il n’y a pas de relation ge´ne´rale inde´pendante du circuit
mais le bruit mesure´ est en ge´ne´ral une fonction du bruit non syme´trise´
S(ω) =
+∞∫
−∞
dt eiωt〈Iˆ(0)Iˆ(t)〉.
Si on veut rester le plus ge´ne´ral possible et avoir des quantite´s inde´pendantes du dispositif
expe´rimental, nous proposons ici uniquement le calcul du bruit non syme´trise´ ; par la
suite, on appellera simplement bruit 2, la quantite´ de´finie par
S(x, x′; t, t′) = 〈I(x, t−)I(x′, t′+)〉 (8.1)
ou` ± sont les indices temporels pour le contour Keldysh et I(x′, t′±) sont les ope´rateurs
de courant dans la repre´sentation de Heisenberg.
8.3 Le bruit, caracte´risation de charges anormales
En e´lectronique mole´culaire, une part importante est de´sormais re´serve´e a` l’e´tude des
nanotubes de carbone. Ils constituent de´sormais une re´alisation expe´rimentale de conduc-
teurs a` une dimension. Dans cette the`se et du point de vue the´orique, on a distingue´
deux manie`res de de´crire les nanotubes :
2. On peut eˆtre habitue´ a` voir dans la de´finition du bruit un terme supple´mentaire
−〈I(x, t−)〉〈I(x′, t′+)〉, mais les calculs perturbatifs montrent que ce terme est de l’ordre de Γ4 alors
que 〈I(x, t−)I(x′, t′+)〉 est de l’ordre de Γ2.
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– Pour e´tudier les corre´lations de courant, on dispose du mode`le de Egger et Gogolin
[37, 38] qui donne un mode`le effectif proche du liquide de Luttinger (un nanotube est
un liquide de Luttinger, plus des corrections souvent ne´gligeables).
– Dans une autre partie de la the`se consacre´e au SQUID de nanotubes, un nanotube
est vu comme un point quantique en pre´sence d’interactions coulombiennes.
Nous utilisons ici le mode`le de Egger et Gogolin [37, 38] qui de´crit un nanotube en termes
de liquide de Luttinger. La particularite´ qui nous inte´resse se situe dans la charge des
excitations e´lectroniques qui n’est pas celle des e´lectrons. Dans l’effet Hall quantique
fractionnaire, la mesure du bruit a pu confirmer expe´rimentalement que les charges
sont fractionnaires. De manie`re assez re´pandue, on a une relation entre le bruit S et la
transforme´e de Fourier (sur la variable temporelle t) du courant I(x, t) au point x
S(x, x, ω = 0) = 2e∗I(x, ω = 0)
ou` e∗ est interpre´te´ comme la charge e´le´mentaire transporte´e par le courant. Dans le cas
d’un me´tal normal, e∗ est la charge de l’e´lectron e ; dans le cas de l’effet Hall quantique
fractionnaire, on a e∗ = νe ou` ν 6= 1. Dans un nanotube infini connecte´ a` une pointe
STM (voir la figure 8.1), Cre´pieux et al. [39] montrent que les corre´lations de courant
sont
S(x, x, ω = 0) =
(
1 +K2c+
2
)
e I(x, ω = 0) (8.2)
S(x,−x, ω = 0) =
(
1−K2c+
2
)
e I(x, ω = 0)
ou` Kc+ est un des parame`tres du mode`le de liquide de Luttinger contenant les inter-
actions coulombiennes. Si Kc+ = 1, le syste`me est libre (gaz d’e´lectrons) ; par contre,
Figure 8.1: Repre´sentation sche´matique du syste`me dans [39] ou` ils conside`rent l’in-
jection d’e´lectrons dans un nanotube par une pointe STM de potentiel V ; le couplage
entre le nanotube et la pointe STM est caracte´rise´ par un coefficient de transmission Γ.
Nous utilisons cette meˆme ge´ome´trie dans ce chapitre avec dans notre cas un potentiel
de´pendant du temps (voir 8.8).
la pre´sence d’interactions coulombiennes renormalise ce parame`tre tel que Kc+ < 1.
L’e´quation 8.2 ne donne cependant pas la charge effective attendue. Pham et al. [40]
montrent que l’hamiltonien d’un liquide Luttinger formant une boucle peut se de´com-
poser en deux partie H+ et H− de´crivant respectivement la propagation d’excitations
vers la gauche et vers la droite (H = H+ +H− et [H+,H−] = 0). Il est alors possible
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de construire un espace de Fock avec ces excitations. Si on injecte Q quasi-particules
donnant un courant J normalise´ entier alors Q+ vont aller vers la droite et Q− vers la
gauche tel que
Q = (Q+ +Q−), Q ∈ N
KJ = (Q+ −Q−), J ∈ Z
Dans le cas de Cre´pieux et al. [39], lors de l’injection d’e´lectrons par la pointe STM (voir
la figure 8.1), Q± =
1±Kc+
2 charges se propagent en sens oppose´. Ils montrent alors que
les corre´lations de courant sont
S(x, x) ∼
Q2+ +Q
2−
2
=
1 +K2c+
4
S(x,−x) ∼ −Q+Q−
2
= −1−K
2
c+
4
. (8.3)
La mesure du bruit permet alors d’avoir le parame`tre Kc+ ; mais seule, elle ne suffit pas
a` de´terminer la charge effective des excitations. Il est toutefois suffisant 3 de mesurer le
couple bruit-corre´lations croise´es dans ce cas (nanotube infini). La pre´sence de contacts
donne S(x,−x) = 0 a` l’ordre Γ2. Pour une tension constante, une me´thode a e´te´ propose´e
par Lebedev et al. [7] pour s’affranchir de cette difficulte´ en utilisant le bruit a` fre´quence
finie. Cependant, pour rester dans l’optique d’une caracte´risation du syste`me par le
bruit a` fre´quence nulle, nous allons montrer les effets d’une tension alternative sur les
corre´lations de courant.
8.4 Quelques mots sur la bosonisation
Le syste`me qui nous inte´resse est compose´ d’un nanotube de carbone et d’une pointe
STM. L’article de Egger et Gogolin [37] de´crit le nanotube en termes de liquide de
Luttinger, tout ceci e´tant possible par l’utilisation de la bosonisation. Dans cette section,
on se restreint a` introduire les ide´es de la bosonisation qui permet de traiter de manie`re
non perturbative les interactions dans des syste`mes unidimensionnels. On peut souligner
que la bosonisation a largement envahit la physique mathe´matique et aborde des the`mes
qui de´passe le cadre de ce travail dont le but avoue´ est d’obtenir une formule du bruit
calculable par la suite nume´riquement. La bosonisation sert ainsi en matie`re condense´e
“de tous les jours”a` transformer un proble`me d’e´lectrons en interactions a` un proble`me de
bosons libres. La re´solution de ce proble`me en une dimension a commence´ avec un article
de Tomonaga [42] (1950) et suivi par Luttinger [43] (1963), Mattis et Lieb [44] (1965). Par
3. D’apre`s 8.3, on a
1 +K2
1−K2
=
Q2+ +Q
2
−
Q+Q−
.
Si on pose X = Q+/Q−, tant que 0 < K < 1, l’e´quation
1+K2
1−K2
= X +1/X ne donne de solutions re´elles
que pour 0, 58 < K < 1 ; or on[38] estime a` K ≈ 0, 18 pour l’expe´rience dans [41].
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la suite, des bases plus rigoureuses de la construction de la bosonisation ont e´te´ pose´es
par Haldane [45] (1981) et un article de von Delft et Schoeller [46] re´sume une me´thode
constructive de la bosonisation. Les ouvrages de matie`re condense´e traitent de´sormais
des syste`mes unidimentionnels et de la bosonisation (par exemple Altland et Simons
[47]). Il existe aussi une approche fonctionnelle (utilisant les variables de Grassmann
a` la place d’ope´rateurs) qui utilise une transformation de Hubbard-Stratonovich (par
exemple Lerner et Yurkevich [48]).
Concernant la bosonisation fonctionnelle, on de´crit maintenant les ide´es permettant
d’obtenir une action qui ne de´pend alors que d’une variable complexe avec conditions
aux bords pe´riodiques 4. L’hamiltonien ge´ne´ral en une dimension pour des e´lectrons en
interactions est donne´ par
H =
∫
dx c†(x)
[
− ∂
2
x
2m
− EF + v(x)
]
c(x)
+
1
2
∫
dxdx′ c†(x)c†(x′)V0(x− x′)c(x′)c(x). (8.4)
En supposant que les e´nergies pertinentes pour le transport a` basse tempe´rature sont les
e´nergies au voisinage des deux points −kF et kF . Apre`s le passage a` la fonction de parti-
tion fonctionnelle (voir l’annexe A), on peut alors de´composer les champs grassmaniens
en deux parties repre´sentant des e´lectrons allant vers la droite et vers la gauche
c(x) ≈ cR(x)eikF x + cL(x)e−ikF x. (8.5)
Cette approximation introduit une coupure ultraviolette au-dela` de laquelle la line´arisa-
tion n’est plus une bonne approximation. Une autre approximation consiste a` supposer
que les cL/R varient lentement sur une e´chelle de l’ordre de k
−1
F de sorte qu’on puisse
ne´gliger les de´rive´es d’ordre deux lorsqu’on injecte (8.5) dans (8.4). L’action du mode`le
de Tomonaga-Luttinger pour un contour temporel ferme´ (contour Keldysh) est alors
S = S0 + Sint
avec une partie libre donne´e par
S0 =
∫
dxdt Ψ¯(x, t)
(
i∂R v(x, t)
v¯(x, t) i∂L
)
Ψ(x, t)
en suivant les notations suivantes
Ψ =
(
cR
cL
)
, Ψ¯ =
(
c¯R c¯L
)
, ∂R/L ≡ ∂t ± vF∂x.
4. On rappelle que dans la formulation de la fonction de partition en utilisant les e´tats cohe´rents,
les ope´rateurs bosoniques sont repre´sente´ par des fonctions complexes avec des conditions aux bords
pe´riodiques et les ope´rateurs fermioniques par des variables de Grassmann avec conditions aux bords
anti-pe´riodiques.
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Le deuxie`me terme de l’action donne l’interaction en fonction de n = Ψ¯Ψ
Sint = −12
∫
dxdx′dt n(x, t)V0(x− x′)n(x′, t).
Ce genre d’interaction quartique est toujours difficile a` traiter et il est assez naturel par la
suite d’utiliser une transformation de Hubbard-Stratonovich. Apre`s une partie technique
largement de´taille´e dans Lerner et Yurkevich [48], l’action finale de´pend maintenant d’un
champ complexe Φ avec la notation z = (x, t)
S[Φ] =
1
2
∫
dzdz′Φ(z)G−1(z − z′)Φ(z′) + α
∫
dz
[
v(z)e−iΦ(z) + c.c.
]
Le premier terme correspond a` l’action du liquide Luttinger en l’absence d’un potentiel
externe v(z). Dans notre cas, la fonction Green G(z − z′) correspond a` la fonction de
Green d’un nanotube de carbone et la constante α n’interviendra que dans la partie de
cette the`se consacre´e a` la renormalisation d’une impurete´ e´tendue. Une impurete´ locale
est par exemple de´finie par
v(x) = λvF δ(x)
ou` λ est l’intensite´ sans dimension du couplage avec l’impurete´. Les re´sultats sont donne´s
dans [48] et on peut citer par exemple la the`se de Torre`s [49] consacre´e au transport et
au bruit dans les fils me´soscopiques. Le parti pris consiste alors a` obtenir un hamiltonien
en termes de champs bosoniques en utilisant les relations de´montre´es dans le cadre de
la bosonisation constructives [46] puis a` donner de manie`re plus ou moins justifie´e la
fonction de partition en termes d’inte´grales fonctionnelles. Par exemple dans Altland
et Simons [47], on postule tout simplement l’existence de cette fonction de partition
laissant de coˆte´ sa construction a` partir des e´tats cohe´rents. En ge´ne´ral, c’est ce qui est
fait dans les travaux se basant sur la bosonisation constructive en termes d’ope´rateurs
et qui passent ensuite au formalisme fonctionnel. La bosonisation fonctionnelle qu’on
trouve par exemple dans [48, 50, 51] comble ce vide. Dans cette the`se, en suivant les
calculs de [38, 39, 37, 33, 7], la bosonisation est utilise´e en termes d’ope´rateurs.
8.5 Le mode`le
On conside`re une pointe STM suffisamment proche d’un nanotube de carbone dont les
extre´mite´s sont connecte´es a` des contacts me´talliques 5 (voir la figure 8.1). Une tension
applique´e entre le STM et le nanotube permet d’injecter des e´lectrons dans la re´gion
centrale du nanotube. L’axe du nanotube correspond a` l’axe de la coordonne´e spatiale
5. Dans le mode`le, il n’y a toutefois pas d’hamiltoniens pour ces contacts me´talliques. L’astuce consiste
alors a` utiliser certaines conditions aux bords lorsqu’on calcule les fonctions de Green. Ceci est possible
parce qu’un conducteur me´tallique unidimensionnel est aussi un liquide de Luttinger avec un certain
parame`tre e´gale a` l’unite´, ici Kc+ = 1. Le meˆme type d’astuce peut eˆtre employe´ pour des contacts
supraconducteur-me´tal, puisqu’un me´tal est aussi un supraconducteur avec un certain parame`tre ∆ (le
gap) e´gale a` ze´ro . Introduire des conditions aux bords “me´talliques”, c’est se de´finir une fonction Kc+(x)
(ou ∆(x) dans le cas des supraconducteurs).
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x avec pour origine le milieu du nanotube. Le syste`me est de´crit par l’hamiltonien total
H = HN +HSTM +HT.
Le nanotube est conside´re´ comme un liquide de Luttinger nonchiral [38] (pas de sens
privile´gie´ dans les modes de propagations possibles)
HN =
1
2
∑
jδ
∫
dxdt vjδ(x)
[
Kjδ(x)(∂xφjδ(x, t)
2 +K−1jδ (x)(∂xθjδ(x, t))
2
]
(8.6)
ou` φjδ et θjδ obe´issent a` la relation de commutation
[
φjδ(x, t), θj′δ′(x
′, t)
]
= −(i/2)δj,j′δδ,δ′sgn(x− x′);
on a de plus j ∈ {c, s} et δ ∈ {+,−}. Les fonctions Kjδ(x) proviennent de la bosoni-
sation d’un mode`le de nanotube comprenant les interactions coulombiennes (Kjδ = 1
dans un syste`me libre). L’hamiltonien 8.6 du nanotube est cependant incomplet et en
toute ge´ne´ralite´ on doit conside´rer trois autres termes qui proviennent des processus de
diffusion (un terme principal et une correction proportionnelle a` un coefficient f) et des
processus de re´trodiffusion proportionnels a` autre coefficient b. Pour des interactions
coulombiennes non e´crante´es, le terme de re´trodiffusion et la correction dans le terme de
diffusion sont du meˆme ordre (i.e. f ≈ b) et le terme principal de diffusion domine lar-
gement sa premie`re correction. Ce dernier renormalise uniquement le parame`tre Kc+ tel
qu’on ait maintenant Kc+ ≃ 0.18 < 1 [38]. Par simplicite´, on ne´glige alors les termes en
f et b, nous limitant ainsi a` Kc− = Ks− = Ks+ = 1. La de´pendance spatiale de Kjδ(x)
permet de tenir compte de contacts me´talliques sans explicitement les rajouter dans
l’hamiltonien total du syste`me. Il n’y a ainsi pas de nouveaux parame`tres de couplages
dans le mode`le. Puisque Kjδ = 1 de´crit un syste`me unidimensionnel sans interactions
(contact me´tallique) et que Kc+ < 1 de´crit le nanotube, il suffit de de´finir la fonction
Kc+(x) =
{
K < 1 si |x| < L/2
1 si |x| > L/2
pour de´crire des contacts me´talliques. On de´finit alors des conditions aux bords pour les
fonctions de Green qu’on trouvera dans [7].
La pointe STM est suppose´e me´tallique (e´lectrons sans interactions) et vue comme un
liquide de Luttinger semi-infini ou` tous les parame`tres d’interactions coulombiennes sont
e´gaux a` l’unite´ (voir [39]).
L’hamiltonien Tunnel de´crivant le couplage STM-nanotube a` la position x = 0 est donne´
par
HT(t) =
∑
r,α,σ,ε
Γε(t)[Ψ†rασ(0, t)cσ(t)]
(ε) (8.7)
72 Chapitre 8 - Nanotube de carbone et STM
ou` r correspond a` l’indice de branche dans le spectre line´arise´ du nanotube, α de´crit le
mode de propagation et σ est le spin des e´lectrons. L’exposant (ε) laisse les ope´rateurs
inchange´s si (ε) = + et les transforme en leurs conjugue´s hermitiens si ε = −. L’ope´rateur
Γ(t) correspond a` l’amplitude tunnel et contient les tensions applique´es a` la pointe STM
sous la forme d’un de´phasage. Si on applique une tension
V + V1 cos(ωt) (8.8)
on a alors
Γ(t) = Γ
∑
n∈Z
Jn
(
ω1
ω
)
einωteiω0t. (8.9)
ou` ω0 = eV/~ et ω1 = eV1/~ (une manie`re d’introduire les tensions est de´crite dans
l’annexe I).
Les ope´rateurs fermioniques des e´lectrons dans le nanotube et dans la pointe STM sont
respectivement donne´s par
Ψrασ(x, t) =
Frασ√
2πa
eikF rx+iqFαx+iϕrασ(x,t) (8.10)
cσ(t) =
fσ√
2πa
eiϕ˜σ(t) (8.11)
ou` a est la coupure ultraviolette du mode`le de liquide de Luttinger, Frασ et fσ sont les
facteurs de Klein garantissant les bonnes relations de commutations dans la proce´dure
de bosonisation, kF est le vecteur d’onde de Fermi et 2qF est le moment se´parant deux
modes α a` l’e´nergie de Fermi. Comme on se donne les fonctions de Green en termes de
champs θjδ et φjδ, par la suite, on utilisera la relation (voir [38])
ϕrασ(x, t) =
√
π
2
∑
j,δ
hασjδ [φjδ(x, t) + rθjδ(x, t)] (8.12)
avec hασc+ = 1, hασc− = α, hασs+ = σ et hασs− = ασ.
8.6 Bruit en pre´sence de contacts me´talliques
8.6.1 Calcul perturbatif du bruit
Cette partie de´crit les calculs du bruit dont l’interpre´tation est donne´e a` la section
suivante. L’hamiltonien tunnel (Eq. 8.7) est ici conside´re´ comme une perturbation de
l’hamiltonien du nanotube. On utilise le formalisme Keldysh (contour temporel ferme´)
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pour traiter la situation hors-e´quilibre. Le bruit (Eq. 8.1) devient
S(x, x′; t, t′) = 〈TK{Iρ(x, t−)Iρ(x′, t′+) e
−i
∫
K
dt1HT(t1)︸ ︷︷ ︸
e
−i
∑
η1
η1
+∞∫
−∞
dt1HT(tη11 )
}〉.
avec le courant de charge en repre´sentation interaction [38]
Iρ(x, t) = 2evF
1√
π
∂xφc+(x, t). (8.13)
A l’ordre Γ2 qui est l’ordre le bas permettant de voir les effets de la pointe STM, on a
S(x, x′, t, t′) = −1
2
∑
η1,η2
η1η2
∞∫
−∞
dt1
∞∫
−∞
dt2 〈TK{Iρ(x, t−)Iρ(x′, t′+)HT(tη11 )HT(tη22 )}〉.
En utilisant (8.7) et (8.13), on a d’abord
S(x, x′; t, t′) =
−2e2v2F
π
∑
η1,η2
∑
ε,ε′
∑
α,r,σ
η1η2
+∞∫
−∞
dt1
+∞∫
−∞
dt2 Γε(t1)Γε
′
(t2)〈TK{∂xφc+(x, t−)
×∂x′φc+(x′, t′+)
[
ψ†αrσ(0, t
η1
1 )cσ(t
η1
1 )
]ε [
ψ†αrσ(0, t
η2
2 )cσ(t
η2
2 )
]ε′}〉.
Les fonctions de Green du nanotube libre sont connues [7] et sont exprime´es en fonction
des champs φ et θ. Mais nous ne connaissons pas a priori les fonctions de corre´lation
du type 〈TK {∂xφ ∂x′φ}〉. Les relations suivantes permettent d’exprimer ces de´rive´es en
termes d’exponentielles de champs (ce qui va nous permettre de tout exprimer en termes
de fonctions connues du type 〈TK {φφ}〉)
∂xφc+(x, t
−) = lim
γ→0
1
iγ
∂x exp(iγφc+(x, t
−)),
∂x′φc+(x
′, t′+) = lim
γ→0
1
−iγ ∂x′ exp(−iγφc+(x
′, t′+)),
lim
γ→0
1
γ2
∂xe
iγφc+(x,t−)∂x′e
−iγφc+(x′,t′+) = ∂xφc+(x, t−)∂x′φc+(x′, t′+).
Dans l’expression du bruit, ceci nous donne
S(x, x′; t, t′) = −2e
2v2F
π
∑
η1,η2
∑
ε,ε′
∑
α,r,σ
η1η2
+∞∫
−∞
dt1
+∞∫
−∞
dt2 Γ
ε(t1)Γ
ε′(t2)
×〈TK{ lim
γ→0
1
γ2
∂xe
iγφc+(x,t−)∂x′e
−iγφc+(x′,t′+)
×ψεαrσ(0, tη11 )ψε
′
αrσ(0, t
η2
2 )c
ε′
σ (t
η1
1 )c
ε
σ(t
η2
2 )}〉.
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En utilisant le the´ore`me de Wick et en remarquant que le bruit est diffe´rent de 0 pour
ε′ = −ε, on a
S(x, x′; t, t′) = − 2e
2v2F
π(2πa)
∑
η1,η2
∑
ε
∑
α,r,σ
η1η2
+∞∫
−∞
dt1
+∞∫
−∞
dt2 Γ
ε(t1)Γ
−ε(t2)
×S−,η1,η2nano 〈TK{c−εσ (tη11 )cεσ(tη22 )}〉 (8.14)
ou` S−,η1,η2nano est une fonction uniquement des champs du nanotube. Il regroupe donc
les champs du nanotube en x = 0 ou` les e´lectrons sont injecte´s et les champs pour
x ∈ [−L/2, L/2] provenant des ope´rateurs de courant. Son expression est
Sη,η1,η2nano = −
π
4
∂x
(
Gφφc+(ηη1)(x, t; 0, t1) + rG
φθ
c+(ηη1)
(x, t; 0, t1) (8.15)
−Gφφc+(ηη2)(x, t; 0, t2)− rG
φθ
c+(ηη2)
(x, t; 0, t2)
)
×∂x′
(
Gφφc+(−ηη1)(x
′, t′; 0, t1) + rG
φθ
c+(−ηη1)
(x′, t′; 0, t1)
−Gφφc+(−ηη2)(x′, t′; 0, t2)− rG
φθ
c+(−ηη2)
(x′, t′; 0, t2)
)
×e
π
4
∑
jδ
(
Gφφ
jδ(η1η2)
(0,t1;0,t2)+rG
φθ
jδ(η1η2)
(0,t1;0,t2)+rG
θφ
jδ(η1η2)
(0,t1;0,t2)+G
θθ
jδ(η1η2)
(0,t1;0,t2)
)
.
Son calcul est similaire au calcul de 〈TK{c−εσ (tη11 )cεσ(tη22 )}〉 que nous allons de´tailler et
ne´cessite la relation (sous-entendu 〈TK{ . }〉 ≡ 〈 . 〉 )
〈eiε1A1eiε2A2〉 = e−1/2〈ε21A21〉−1/2〈ε22A22〉−ε1ε2〈A1A2〉, (8.16)
ou` Ai est une combinaison line´aire de champs. On en de´duit alors avec (8.11) puis (8.16)
que
〈TK{c−εσ (tη)cεσ(tη1)}〉 =
1
2πa
〈e−εiϕ˜σ(tη)eεiϕ˜σ(tη11 )〉
=
1
2πa
e−(−ε)ε〈ϕ˜σ(t
η)ϕ˜σ(t
η1
1 )〉−1/2(−ε)(−ε)〈ϕ˜2σ (tη)〉−1/2(ε)(ε)〈ϕ˜2σ (t
η1
1 )〉
=
1
2πa
egσ(η,η1)(t,t1)
en de´finissant
gση1η2(t1 − t2) ≡ 〈TK{ϕ˜σ(tη11 )ϕ˜σ(tη22 )}〉 − 〈(ϕ˜σ(0))2〉,
qu’on e´crit explicitement [39]
gση1η2(t1 − t2) = −
1
2π
ln
[
1 + i
(η1 + η2)vF |t1 − t2|
2a
− i(η1 − η2)vF (t1 − t2)
2a
]
. (8.17)
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On a donc maintenant
S(x, x′; t, t′) = − 2e
2v2F
π(2πa)2
∑
η1η2
∑
ε
∑
α,r,σ
η1η2
+∞∫
−∞
dt1
+∞∫
−∞
dt2 Γ
ε(t1)Γ
−ε(t2)
× e2πgση1η2 (t1−t1)S−,η1,η2nano .
Comme S−,η1,η2nano et e
2πgση1η2 (t1−t1) ne de´pendent pas de ε (d’apre`s (8.15) et (8.17)), on
peut faire la somme sur cette indice, ce qui n’affecte que les amplitudes Γε(t1) et Γ−ε(t2).
Avec leurs expressions (8.9), on a
∑
ε
Γε(t1)Γ−ε(t2) =
(
Γε
∑
n∈Z
Jn
(ω1
ω
)
eiε(nω+ω0)t1
)(
Γ−ε
∑
m∈Z
Jm
(ω1
ω
)
e−iε(mω+ω0)t2
)
= 2Γ2
∑
n,m
Jn
(ω1
ω
)
Jm
(ω1
ω
)
cos(nωt1 + ω0t1 −mωt2 − ω0t2).
Avec cela, re´e´crivons le bruit
S(x, x′; t, t′) = − 4e
2v2F
π(2πa)2
Γ2
∑
η1,η2
∑
α,r,σ
η1η2
+∞∫
−∞
dt1
+∞∫
−∞
dt2
∑
n,m
Jn
(
ω1
ω
)
Jm
(
ω1
ω
)
× cos(nωt1 + ω0t1 −mωt2 − ω0t2)e2πg
σ
η1η2
(t1−t2)S−,η1η2nano .
Le bruit est de´sormais e´crit en termes de fonctions de Green de´pendant des variables
temporelles t et t′. Maintenant, on s’inte´resse plus particulie`rement a` sa transforme´e de
Fourier a` fre´quences nulles qui ressemble davantage a` une quantite´ mesure´e [5, 6]
Sˆ(x,Ω = 0;x′,Ω′ = 0) =
+∞∫
−∞
dt eiΩt
∣∣∣
Ω=0
+∞∫
−∞
dt′ eiΩ
′t′
∣∣∣
Ω′=0
S(x, t;x′, t′).
On entendra de´sormais par bruit cette quantite´. En utilisant l’invariance par translation
dans le temps des fonctions de Green (G(t, t′) ≡ G˜(t − t′) ou` G˜ sera aussi note´e G, on
va effectuer une se´rie de changements de variables qui simplifiera les notations. D’abord,
avec
τ = t1 − t2
τ ′ =
t1 + t2
2
,
le cosinus dans le bruit devient
cos(nωt1 + ω0t1 −mωt2 − ω0t2) = cos
[
(2ω0 + (n+m)ω)
τ
2
+ (n−m)ωτ ′
]
.(8.18)
Ensuite, utilisons la notation suivante
Brσ−,η1(x, t− t1) = ∂x
(
Gφφc+(−,η1)(x, t− t1) + rG
φθ
c+(−,η1)(x, t− t1)
)
,
76 Chapitre 8 - Nanotube de carbone et STM
pour e´crire S−,η1η2nano sous la forme
S−,η1η2nano =
−π
4
[Brσ−,η1(x, t− t1)−Brσ−,η2(x, t− t2)]× [Brσ+,η1(x′, t′ − t1)−Brσ+,η2(x′, t′ − t2)]
×e
π
2
∑
jδ
Gφφ
jδ(η1η2)
(0,t1;0,t2)+r1G
φθ
jδ(η1η2)
(0,t1;0,t2)+r1G
θφ
jδ(η1η2)
(0,t1;0,t2)+G
θθ
jδ(η1η2)
(0,t1;0,t2)
.
(8.19)
On de´veloppe S−,η1η2nano ce qui fait apparaˆıtre quatre termes. On fait alors des changements
de variables pour chaque terme 6 puis on factorise de nouveau les termes B dans Snano
pour obtenir le bruit sous la forme
S0(x, x′) =
2e2v2FΓ
2
(2πa)2
∑
n,m
∑
η1,η2
∑
r,σ
Jn
(
ω1
ω
)
Jm
(
ω1
ω
)
η1η2
+∞∫
−∞
dτ
+∞∫
−∞
dτ1
×
+∞∫
−∞
dτ2 cos
[
(2ω0 + (n+m)ω)
τ
2
] +∞∫
−∞
dτ ′ cos
[
(n−m)ωτ ′]
×e2πgση1η2 (τ)e
π
4
∑
jδ
Gφφ
jδ(η1η2)
(0,τ)+rGφθ
jδ(η1η2)
(0,τ)+rGθφ
jδ(η1η2)
(0,τ)+Gθθ
jδ(η1η2)
(0,τ)
×
[
Brσ−,η1(x, τ1)−Brσ−,η2(x, τ1)
] [
Brσ+,η1(x
′, τ2)−Brσ+,η2(x′, τ2)
]
(8.20)
en ayant e´galement fait la somme triviale sur α, de´veloppe´ (8.18) avec cos(a + b) =
cos a cos b − sin a sin b puis remarque´ que la partie sin a sin b est d’inte´grale nulle. On
remarque aussi directement que si η1 = η2 alors le bruit est nul. Il nous reste donc les
termes pour lesquels η1 = −η2. En faisant alors la somme sur η1, on obtient
S0(x, x′) =
2e2v2FΓ
2
(2πa)2
∑
n,r,σ
J2n
(
ω1
ω
) +∞∫
−∞
dτ1
+∞∫
−∞
dτ2
+∞∫
−∞
dτ
(
Arσ+,−(τ) +A
rσ
−,+(τ)
)
×
[
Brσ−,+(x, τ1)−Brσ−,−(x, τ1)
] [
Brσ+,+(x
′, τ2)−Brσ+,−(x′, τ2)
]
. (8.21)
avec
Arση1,−η1(τ) = cos [(ω0 + nω)τ ] e
2πgση1,−η1
(τ)
×e
π
4
∑
jδ
Gφφ
jδ(η1,−η1)
(0,τ)+rGφθ
jδ(η1,−η1)
(0,τ)+rGθφ
jδ(η1,−η1)
(0,τ)+Gθθ
jδ(η1,−η1)
(0,τ)
.
6.
– Pour le premier terme Brσ−,η1(x, t− t1)B
rσ
+,η1(x
′, t′ − t1), on pose τ1 = t− t1 et τ2 = t
′ − t1.
– pour le second terme Brσ−,η1(x, t− t1)B
rσ
+,η2(x
′, t′ − t2), on pose τ1 = t− t1 et τ2 = t
′ − t2.
– pour le troisie`me terme Brσ−,η2(x, t− t2)B
rσ
+,η1(x
′, t′ − t1), on pose τ1 = t− t2 et τ2 = t
′ − t1.
– pour le quatrie`me terme, Brσ−,η2(x, t− t2)B
rσ
+,η2(x
′, t′ − t2), on pose τ1 = t− t2 et τ2 = t
′ − t2.
Tous ces changements de variables ont un jacobien e´gal a` un.
8.6 Bruit en pre´sence de contacts me´talliques 77
Avec les fonctions de Green de [7], un calcul direct des termes B donne
∑
r
+∞∫
−∞
dτ1B
rσ
−,+(x, τ1)
+∞∫
−∞
dτ2B
rσ
+,+(x
′, τ2) = h(0)
(
Q0xx′(0) +Q
−
xx′(0)
)
−
∑
r
+∞∫
−∞
dτ1Brσ−,+(x, τ1)
+∞∫
−∞
dτ2Brσ+,−(x
′, τ2) = −h(0)
(
2Q0xx′(0) +Q
−
xx′(0) +Q
+
xx′(0)
)
−
∑
r
+∞∫
−∞
dτ1B
rσ
−,−(x, τ1)
+∞∫
−∞
dτ2B
rσ
+,+(x
′, τ2) = −Q0xx′(0)
∑
r
+∞∫
−∞
dτ1Brσ−,−(x, τ1)
+∞∫
−∞
dτ2Brσ+,−(x
′, τ2) = h(0)
(
Q0xx′(0) +Q
+
xx′(0)
)
(8.22)
avec la fonction h(ω) e´gale a` 1 pour ω ≥ 0 et 0 sinon et
Q0xx′(ω) =
K2c+|φ+(ω)|2 + |φ−(ω)|2sgn(x)sgn(x′)
(Kc+ + 1)2v2F
, (8.23)
avec φ±(ω) = (1 ± beiωL/vc+)−1, vc+ = vF/Kc+, b = Kc+−1Kc++1 . En faisant maintenant la
somme des quatre termes dans (8.22), (8.21) devient
S0(x, x
′) =
e2v2FΓ
2
(πa)2
∑
n
J2n
(
ω1
ω
)[
A˜+,−(Ω = 0) + A˜−,+(Ω = 0)
]
Q0xx′(0) (8.24)
ou` A˜+,−(Ω = 0) =
+∞∫
−∞
dt eiΩtA+,−(t)
∣∣∣
Ω=0
. On remarque directement avec (8.23) que
Q0x,−x(0) = 0, autrement dit (on rappelle que le calcul est perturbatif a` l’ordre Γ2)
S0(x,−x) = 0.
Pour le bruit, on a
Q0x,x(0) =
1
2v2F[
A˜+,−(Ω = 0) + A˜−,+(Ω = 0)
]
= 2π
(
a
vF
)ν+1 |ω0 + nω|ν
Γ(ν + 1)
,
avec ν = 18
∑
j,δ(Kjδ +K
−1
jδ ) et la fonction gamma Γ(.) (qu’on ne confondra pas avec le
coefficient de transmission Γ). Le bruit est alors
S0 ≡ S0(x, x) = (eΓ)
2
πa2
∑
n
J2n
(
ω1
ω
)(
a
vF
)ν+1 |ω0 + nω|ν
Γ(ν + 1)
. (8.25)
Cette expression correspond au cas de [34] ou` l’extension spatiale des paquets d’ondes des
e´lectrons est plus petite que la longueur du nanotube. On rappelle que vF est la vitesse
de Fermi dans me´tal, a est la coupure de la the´orie (intervenant dans la bosonisation), Γ
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est le coefficient de transmission entre la pointe STM et le nanotube, Γ(.) est la fonction
gamma, Jn(.) sont les fonctions de Bessel Jn de premie`re espe`ce, ν = 18
∑
j,δ(Kjδ+K
−1
jδ )
ou` les Kjδ sont les parame`tres de Luttinger du nanotube, ω0 = eV/~ et ω1 = eV1/~ avec
une tension applique´e V + V1 cosωt.
8.7 Conclusion
Dans ces calculs en re´gime photo-assiste´ en pre´sence de contacts, on peut avoir acce`s
a` trois quantite´s : le courant, les corre´lations croise´es (S(x, x′ 6= x)) et le bruit. On
interpre`te ge´ne´ralement le rapport
F = S(x, x,Ω = 0)/I(x)
comme e´tant proportionnel a` la charge effective des excitations e´lectroniques. Ce rapport
provient d’un calcul en ge´ne´ral perturbatif a` un ordre donne´ en Γ et ne donne pas en
ge´ne´ral un re´sultat simple. Le courant et le bruit doivent alors se calculer nume´rique-
ment et on peut e´tudier les effets des diffe´rents parame`tres du mode`le. Une e´tude de la
de´pendance en V de F se trouve dans [34] et montre en particulier qu’il n’est pas une
fonction constante de la tension.
8.7.1 Les marches de ∂V S
Pour notre syste`me, le bruit est donne´ par
S(x, x) ∝
∑
n∈Z
J2n(ω1/ω)|eV/~ + nω|ν , (8.26)
ou` le coefficient de proportionnalite´ est (eΓ)
2
πa2
(
a
vF
)ν+1
1
Γ(ν+1) (voir l’e´quation 8.25). On
remarque trivialement que si la tension alternative ω1 = 0, toutes les fonctions de Bessel
sont nulles sauf pour n 6= 0 et la relation entre le bruit et la tension est line´aire pour un
me´tal normal (ν = 1)
Bruit ∝ |eV/~|.
Si on de´rive le bruit par rapport a` la tension continue V , on a
∂S0
∂V
∝
∑
n∈Z
J2n(ω1/ω)sgn(eV/~+ nω)|eV/~+ nω|ν−1.
La de´rive´e du bruit caracte´rise mieux graphiquement les effets des interactions e´lectro-
niques dans le nanotube et l’effet d’une tension alternative ; d’abord, conside´rons un
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syste`me sans interactions ν = 1 ou` l’on retrouve le re´sultat de Lesovik et Levitov [52]
∂S0
∂V
∣∣∣∣
ν=1
∝
∑
n∈Z
J2n(2πΦa/Φ0)sgn(eV/~ + nω) (8.27)
ou` la tension alternative dans la boucle est cre´e par le flux inte´rieur a` la boucle
Φ(t) = Φa sin(ωt) (8.28)
avec le quantum de flux Φ0 = hc/e.
Figure 8.2: De´rive´e du bruit par rapport a` la composante continue de la tension
∂S0/∂V de Lesovik et Levitov [52] en fonction de la tension normalise´e eV/~Ω ou` Ω est
de´finie par l’e´quation 8.28, pour trois flux : (1) 5Φ0/4π, (2) 7Φ0/2π et (3) 23Φ0/4π.
Cette fonction est une fonction en forme d’escalier pre´sentant des discontinuite´s pour
des valeurs de eV/(~ω) entie`res (voir la figure 8.2). Le syste`me de Lesovik et Levitov [52]
correspond a` une boucle me´tallique aux bornes de laquelle on applique une tension conti-
nue ; il n’est alors pas comple`tement e´tonnant de retrouver leurs re´sulats pour ν = 1. En
effet, si on suppose que les re´sultats ne de´pendent pas de la forme du nanotube, on peut
de´former le nanotube pour former une boucle et la tension alternative est l’e´quivalent du
de´phasage Φ(t). La hauteur des marches est caracte´rise´e par J2n(2πΦa/Φ0) qui de´pend de
l’amplitude de la tension alternative. La position des discontinuite´s est caracte´rise´e par
le rapport eV/(~ω) qui de´pend de la fre´quence d’oscillation de cette tension. Les interac-
tions au sein du nanotube se manifestent par un coefficient ν 6= 1. Dans la fonction ∂V S0,
le nouveau terme |eV/~+nω|ν−1 arrondi les paliers de l’escalier du cas me´tallique simple
(voir la figure 8.3). Dans [34], on peut trouver une formule non approche´e du bruit et
le graphe de ∂V S0 correspondant. Le bruit donne´ par l’e´quation (8.25) permet toutefois
d’obtenir les principales caracte´ristiques de ∂V S0 (voir figure 8.3) obtenues dans [34].
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Figure 8.3: De´rive´e du bruit par rapport a` la tension V normalise´e (en unite´s de
~ω/e) donne´e par l’e´quation (8.25). (trait plein) cas me´tallique ν = 1. (tirets) ν = 1, 1.
(pointille´) ν = 1, 4. Les autres parame`tres sont tels qu’on puisse reproduire de manie`re
approche´e le graphe de ∂V S0 dans [34] obtenu sans approximations sur l’extension
spatiale des paquets d’ondes de´crivant les e´lectrons.
Chapitre 9
Conclusion ge´ne´rale
Nous avons pre´sente´ dans cette the`se trois parties dans lesquelles nous avons aborde´
plusieurs the`mes comme le courant Josephson, le courant hors e´quilibre, le bruit, la
supraconductivite´, les inte´grales de chemins, la bosonisation, les champs moyens, etc,
dans le but d’e´tudier les phe´nome`nes de transport cohe´rent en pre´sence d’interactions
coulombiennes (le CAR dans le SQUID et la de´tection de charges anormales dans le
nanotube). Par la suite, nous avons aborde´ la the´matique du MAR et en particulier la
transition du courant cohe´rent-incohe´rent.
La premie`re partie concernant le courant Josephson a mis en valeur la possibilte´ d’e´tu-
dier le CAR dans une nouvelle ge´ome´trie diffe´rente des fourches NS habituelles. D’autre
part, des proble`mes plus e´sote´riques se posent a` nous et demanderaient une e´tude de la
the´orie en elle-meˆme a` travers ses cas pathologiques (on rappelle que la the´orie est ici
un outil et non l’objet de l’e´tude a` proprement parler et que l’on ne travaille pas par
exemple sur des toy models). Si l’hamiltonien re´duit du supraconducteur est un mode`le
me´soscopique, qu’en est-il de l’hamiltonien Tunnel qui utilise les de´phasages en eik·r ?
Nos re´sultats montrent que des oscillations de courant se produisent avec une longueur
caracte´ristique de l’ordre de la longueur de Fermi, alors qu’il est raisonnable de penser
que seule la longueur de cohe´rence a un sens pour la supraconductivite´. Si l’hamiltonien
Tunnel est correct, il apparaˆıt e´galement, en plus de la longueur de cohe´rence, une borne
infe´rieure (de l’ordre de 0.1λF ) en dessous de laquelle le courant tendra vers ze´ro, apre`s
avoir oscille´ fortement.
On peut complexifier le proble`me en allant au-dela` de l’approximation de champs moyens,
en e´tudiant l’effet Kondo dans le SQUID. Il faudra alors e´claircir les relations entre
supraconductivite´, l’effet Kondo, la transition 0 − π et le CAR/cotunneling ; les me´-
thodes devraient e´galement eˆtre plus nume´riques. On pourrait par ailleurs eˆtre tente´ par
d’autres mode`les de supraconducteurs (quasi-classiques, non conventionnels, etc). En
outre, il existe des e´tudes incluant un couplage Tunnel entre les deux points quantiques
ou mode´lisant des points quantiques en se´rie [53, 54] que nous n’avons pas conside´re´s
dans l’optique d’e´tudier une ge´ome´trie de SQUID.
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Dans la deuxie`me partie consacre´e au MAR, on peut se rendre compte que le formalisme
hamiltonien peut donner des courbes assez complexes mais les cas limites fournissent des
points de ve´rification : on retrouve ainsi une signature du courant Josephson dans un
re´gime stationnaire avec un courant de la forme Isin sinφ0 pour une petite tension (nor-
malise´ par rapport au gap) ou une loi d’Ohm a` grande tension.
Il semble important d’insister sur le fait que les calculs en the´orie des champs pourront
en ge´ne´ral donner une formule pour le courant ; toutefois si l’on cherche a` se forger des
“images mentales”des phe´nome`nes, on doit souvent se tourner vers d’autres the´ories. Par
exemple, a fortiori, on se rend compte qu’en restant dans la the´orie non perturbative
ou` l’on obtient des diagrammes de phases et autres, concernant le courant Josephson
dans le SQUID, nous aurions eu certainement plus de difficulte´s a` identifer le CAR et
le cotunneling qui apparaissent e´galement en the´orie de la diffusion ; de meˆme que le
terme de re´flections d’Andreev sur une interface NS, n’a essentiellement de sens que lor-
qu’on travaille avec des fonctions d’ondes. Dans cette partie, nous avons dans un premier
temps retrouve´ des re´sultats pre´ce´demment e´tablis pour une jonction S/QD/S. Nous
avons pu ensuite identifer les effets du contact normal dans les structures de MAR, en
particulier dans le de´phasage de la premie`re harmonique du courant. La pre´sence du
contact normal en tant que re´servoir peut de´truire la supraconductivite´, de meˆme que
les supraconducteurs peuvent induire la supraconductivite´ dans le contact normal par
l’effet de proximite´. Nous avons alors montre´ en de´tails la transition entre le MAR co-
he´rent et le re´gime ou` cette cohe´rence est perdue.
Dans la troisie`me partie, nous avons aborde´ la the´matique du bruit en calculant les cor-
re´lations de courant dans un nanotube de carbone. Le but initial e´tait de caracte´riser les
charges anormales se propageant dans le nanotube. Toutefois, cette caracte´risation ne
peut pas se faire a` fre´quence nulle. Le syste`me reste toutefois suffisamment riche pour
garder les signatures de la tension alternative (du re´gime photo-assiste´) et de l’effet des
interactions coulombiennes dans le nanotube en supposant que la longueur du nanotube
est suffisamment grande pour ne pas engendrer d’effets notoires dans le bruit. La ge´-
ne´ralisation directe de ce travail (avec des discussions sur les effets de la longueur du
nanotube) fait l’objet du travail de Guigou et al. [34].
Annexe A
Fonction de partition et e´tats
cohe´rents
Cette annexe est largement base´e sur les livres de Negele et Orland [55] et de Zinn-Justin
[56]. On y de´crit une construction de la fonction de partition en termes d’inte´grales de
chemins.
Si on se donne la fonction de partition Z d’un ensemble statistique, on peut calculer
les valeurs moyennes d’observables ; par exemple pour l’observable O, dans l’ensemble
canonique, on a 〈O〉 = Z−1Tr{e−βHO} ou` H est l’hamiltonien du syste`me entier, β =
1/kBT et Z = Tre−βH qui est la constante de normalisation telle que la valeur moyenne
de l’identite´ soit e´gale a` un. Si on cherche a` calculer les valeurs moyennes de cette
fac¸on, on va se confronter a` la difficulte´ d’e´valuer la trace de l’ope´rateur e−βHO. Dans
certain cas, une astuce d’e´criture permet de ramener ce calcul a` celui d’une de´rive´e d’une
fonction qui peut eˆtre plus simple a` e´valuer. Par exemple, si on veut calculer la valeur
moyenne de l’e´nergie E = 〈H〉, on a E = −Z−1∂βTr{e−βH} et comme on a de´finit le
coefficient de normalisation Z = Tre−βH , on a bien une de´rive´e a` calculer E = −∂β lnZ.
Le proble`me revient maintenant a` calculer la fonction de partition. En choisissant bien
les e´tats sur lesquels on veut calculer cette trace (en prenant des e´tats dits cohe´rents),
on montre qu’on a l’e´galite´
Z = Tre−βH =
∫
Dφ∗Dφe−S
ou` le calcul de Z est e´quivalent a` celui d’une inte´grale fonctionnelle sur des champs (φ∗
et φ) de l’exponentielle d’une action S. Sans en dire plus pour de´finir le sens de ces
quantite´s, on voit qu’on a alors un moyen de calculer diffe´remment la trace de e−βH .
Quand on de´veloppe le formalisme qui permet de calculer cette inte´grale fonctionnelle,
on constate que quelques syste`mes physiques ont une action S qui permet d’inte´grer
directement sur les champs φ∗ et φ. La jonction S/QD/S fait parti de cette classe de
syste`me. Pour ne pas sortir outre mesure du cadre du travail de cette the`se, on se limite
aux syste`mes fermioniques ou` l’hamiltonien H est une fonction des ope´rateurs cre´ation
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c†α et d’annihilation cα qui obe´issent aux relations d’anticommutations fermioniques. Ces
ope´rateurs permettent de construire l’espace de Fock F qui contient tous les e´tats a` N
particules que le syste`me peut atteindre. Certains e´tats de cet espace de Fock peuvent
avoir la proprie´te´ d’eˆtre “inchange´s” alors qu’on de´truit une particule, ce sont des e´tats
cohe´rents de´finis par la proprie´te´ cα |ξ〉 = ξα |ξ〉 ou` ξα est donc la valeur propre de cα.
Le vecteur |ξ〉 s’e´crit explicitement
|ξ〉 = e−
∑
α
ξαc
†
α |0〉 (A.1)
=
∏
α
(1− ξαc†α) |0〉 . (A.2)
De´finissons tout de suite l’adjoint de cet e´tat cohe´rent
〈ξ| = 〈0| e−
∑
α
cαξ∗α .
Si on conside`re les e´le´ments ξα comme des nombres complexes, on constate que la pro-
prie´te´ de commutation de ces nombres est en contradiction avec les relations d’anticom-
mutations des ope´rateurs fermioniques. Par exemple, on a cαcβ = −cβcα et si on leur
applique a` droite un e´tat cohe´rent |ξ〉, on a
ξαξβ |ξ〉 = −ξβξα |ξ〉 = 0. (A.3)
On peut alors de´finir librement les relations de commutations entre les ξ et les ope´rateurs.
La convention utilise´e (qui permet d’obtenir des re´sultats analogues au cas des bosons
que l’on ne traite pas ici) consiste a` choisir ξc# + c#ξ = 0 et (ξc#)† = (c#)†ξ∗. On a
alors −ξβξα |ξ〉 = ξαξβ |ξ〉 ou bien (ξβξα + ξαξβ) |ξ〉 = 0. On obtient alors une condition
sur les variables ξ
ξβξα + ξαξβ = 0
pour tout α et β. Cette relation d’anticommutation de´finit des variables de Grassmann
qui ge´ne`rent par la suite une alge`bre 1, dite de Grassmann. Ainsi l’espace de Fock que
nous avons conside´re´ au de´part est trop petit pour contenir les variables de Grassmann
et les e´tats cohe´rents. Les ge´ne´rateurs de cette alge`bre de Grassmann G sont obtenus
en associant un ge´ne´rateur ξα a` chaque ope´rateur aα et un ge´ne´rateur ξ
∗
α a` chaque
ope´rateur a†α, bien entendu, e´tant donne´ que ξ∗α et ξβ appartiennent a` la meˆme alge`bre
de Grassmann, on a ξβξ
∗
α + ξ
∗
αξβ = 0. On admet que tout vecteur |ψ〉 de cette espace de
Fock ge´ne´ralise´ peut s’e´crire sous la forme
|ψ〉 =
∑
α
ξα |φα〉
ou` ξα est une variable de Grassmann et |φα〉 un vecteur de l’espace de Fock.
1. Ce genre de terme n’est cite´ dans cette the`se qu’en tant que mot-cle´ !
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A.1 De´rivation
Dans les alge`bres de Grassmann, on peut de´finir des ope´rations de de´rivation. A cause
du caracte`re non commutatif de l’alge`bre, on peut de´finir une de´rivation a` gauche ou
a` droite. Si on choisit la de´rivation a` gauche, on a par exemple pour deux variables de
Grassmann ξ et ξ¯, ∂ξξ = 1, ∂ξξξ¯ = ξ¯ et puisque les variables de Grassmann anticom-
mutent, on a ∂ξ ξ¯ξ = −ξ¯. Plus ge´ne´ralement, apre`s d’e´ventuelles commutations, tout
e´le´ment A de l’alge`bre de Grassmann peut s’e´crire
A = A1 + ξiA2
puisque les ξi sont les ge´ne´rateurs de l’alge`bre. On de´finit alors la de´rive´e par rapport a`
ξi par
∂ξiA = A2.
A.2 Inte´gration
L’inte´gration d’un e´le´ment A de l’alge`bre de Grassmann est de´finie comme une ope´ration
identique a` la de´rivation ∫
dξiA = ∂ξiA.
En de´finissant l’inte´gration de cette manie`re, on obtient les relations de commutation
entre les dξi et ξi. Si on calcule
∫
dξξ¯ξ, on fait d’abord anticommuter ξ¯ et ξ, puis on
inte`gre par rapport a` ξ, ce qui donne∫
dξξ¯ξ = −ξ¯.
Maintenant, pour une inte´grale bien de´finie, on s’attend a` ce qu’un facteur dont la
de´rive´e par rapport a` la variable d’inte´gration s’annule peut eˆtre factorise´ devant le signe
d’inte´gration ; en d’autres termes, on voudrait pouvoir permuter les termes dξ et ξ¯ a` un
signe pre`s. Pour eˆtre compatible avec le re´sultat ci-dessus, on doit avoir dξξ¯ + ξ¯dξ = 0,
et plus ge´ne´ralement
dξiξj + ξjdξi = 0.
En raisonnant de la meˆme manie`re, si on calcule
∫
dξdξ¯ξξ¯, on doit anticommuter ξ¯ et ξ,
puis inte´grer directement ∫
dξdξ¯ξξ¯ = −1
ou bien changer l’ordre d’inte´gration, en ayant pre´alablement de´finit la relation de com-
mutation entre dξ et dξ¯ : dξ¯dξ + dξdξ¯ = 0 et plus ge´ne´ralement
dξidξj + dξjdξi = 0.
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Pour de´terminer le jacobien d’une transformation, on conside`re un premier cas ou` l’on
n’a que deux ge´ne´rateurs ξ1 et ξ2 pour l’alge`bre de Grassmann. Maintenant on sait que
1 =
∫
dξ1dξ2ξ2ξ1. On de´finit le Jacobien par dξ1dξ2 = dξ′1dξ′2J(ξ′) ; si on effectue un
changement de variable line´aire
(
ξ1
ξ2
)
=M−1
(
ξ′1
ξ′2
)
ou` M−1 =
(
a b
c d
)
. On peut donc maintenant e´crire :
1 =
∫
dξ1dξ2ξ2ξ1
=
∫
dξ′1dξ
′
2J(ξ
′)(cξ′1 + dξ
′
2)(aξ
′
1 + bξ
′
2)
= (ad− bc)J(ξ′)
∫
dξ′1dξ
′
2ξ
′
2ξ
′
1
= detM−1 J(ξ′).
Maintenant si on conside`re n ge´ne´rateurs ξn et un changement de variable line´aire ξi =∑
jM
−1
ij ξ
′
j, on montre que J(ξ
′)−1 = detM−1. Dans les syste`mes physiques conside´re´s
dans cette the`se, on calcule des inte´grales gaussiennes sur des variables de Grassmann
et l’identite´ pre´ce´dente sur le jacobien permet de calculer ce type d’inte´grale
Z(M) =
∫
dξ1dξ¯1dξ2dξ¯2...dξndξ¯n exp

 n∑
i,j=1
ξ¯iMijξj

 .
Pour ne pas s’encombrer avec l’ordre d’inte´gration, on peut d’abord re´ordonner les dξ a`
gauche et les dξ¯ a` droite
Z(M) = (−1)p
∫
dξ1dξ2...dξndξ¯1dξ¯2...dξ¯n exp

 n∑
i,j=1
ξ¯iMijξj

 (A.4)
ou` le (−1)p provient des anticommutations des dξ entre eux. Pour le calcul, on n’a pas
besoin d’expliciter le nombre p, puisqu’a` la fin, on remet dans l’ordre initial. Maintenant,
on fait un changement de variable line´aire
∑
j Mijξj = ξ
′
i ou
∑
j M
−1
ij ξ
′
j = ξi ce qui nous
donne J(ξ′)−1 = det(M−1) = (detM)−1 et donc comme jacobien
J(ξ′) = detM.
On a ainsi
Z(M) = detM (−1)p
∫
dξ′1dξ
′
2...dξ
′
ndξ¯1dξ¯2...dξ¯n exp
(
n∑
i=1
ξ¯iξ
′
i
)
(A.5)
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et en remettant les dξ′ a` leurs places initiales
Z(M) = detM
∫
dξ′1dξ¯1dξ
′
2dξ¯2...dξ
′
ndξ¯n exp
(
n∑
i=1
ξ¯iξ
′
i
)
.
Bien que les variables ξ anticommutent entre elles, un produit de deux variables de
Grassmann commute avec tout e´le´ment de l’alge`bre ; ainsi l’exponentielle gaussienne
s’e´crit comme un produit d’exponentielles, sans proble`mes de commutations ; ce qui
conduit a`
exp
(
n∑
i=1
ξ¯iξ
′
i
)
=
n∏
i=1
(1 + ξ¯iξ
′
i).
On obtient alors l’e´galite´ suivante pour une inte´grale gaussienne
Z(M) = detM
∫ n∏
i=1
dξ′idξ¯i(1 + ξ¯iξ
′
i) = detM. (A.6)
A.3 L’identite´
De´finissons l’ope´rateur
A =
∫ ∏
α
dξ¯αξαe
−
∑
α
ξ¯αξα |ξ〉 〈ξ| .
D’apre`s la de´finition des e´tats cohe´rents et les proprie´te´s d’inte´gration, on montre que
A = Id est l’identite´.
En effet, choisissons la base de l’espace de Fock compose´e des vecteurs de la forme |α1...αn〉 = c
†
α1 ...c
†
αn |0〉.
Puisque par de´finition l’e´tat cohe´rent |ξ〉 est vecteur propre des cα, on a alors
〈α1...αn|ξ〉 = ξαn ...ξα1 . (A.7)
Maintenant prenons l’e´le´ment de matrice de A entre deux vecteurs de base |α1...αn〉 et |β1...βn〉
〈α1...αn|A|β1...βn〉 =
∫ ∏
α
dξ¯αξαe
−
∑
α
ξ¯αξα 〈α1...αn|ξ〉 〈ξ|β1...βn〉 (A.8)
=
∫ ∏
α
dξ¯αdξα
∏
α
(1− ξ¯αξα)ξαn ...ξα1 ξ¯β1 ...ξ¯βn (A.9)
On regarde alors les cas possibles en conside´rant uniquement un e´tat γ
∫
dξ¯γdξγ(1− ξ¯γξγ)


ξγ ξ¯γ
ξ¯γ
ξγ
1

 =


1
0
0
1

 . (A.10)
On voit que l’e´le´ment de matrice 〈α1...αn|A|β1...βn〉 est diffe´rent de ze´ro si l’e´tat γ est occupe´ en
meˆme temps dans |α1...αn〉 et |β1...βn〉 ou si l’e´tat γ est inoccupe´ dans les deux e´tats ce qui im-
plique que l’ensemble {α1, ..., αn} est une permutation de {β1, ..., βn}. On e´crit alors ξαn ...ξα1 ξ¯β1 ...ξ¯βn =
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(−1)P ξαn ...ξα1 ξ¯α1 ...ξ¯αn . Dans ces conditions, on conclut par
〈α1...αn|A|β1...βn〉 = (−1)
P (A.11)
= 〈α1...αn|β1...βn〉 (A.12)
et pour tous les autres cas α et β, on a bien 〈α1...αn|A|β1...βn〉 = 0 = 〈α1...αn|β1...βn〉, ce qui montre
que A = Id.
A.4 La trace
On obtient une formule inte´ressante pour la trace, en utilisant cette relation.
Soit la base comple`te {|n〉}. On a d’une part
TrA =
∑
n
〈n|A|n〉
=
∫ ∏
α
dξ¯αdξαe
−
∑
α
ξ¯αξα
∑
n
〈n|ξ〉 〈ξ|A|n〉 . (A.13)
Maintenant, prenons un e´tat |ψi〉 de l’espace de Fock et e´crivons-le sous la forme |ψi〉 =∑
αC
i
α1,...,αnc
†
α1 ...c
†
αn |0〉, on a alors
〈ψi|ξ〉 〈ξ|ψj〉 = 〈−ξ|ψj〉 〈ψi|ξ〉 (A.14)
ce qui permet de changer l’ordre des termes dans (A.13)
TrA =
∫ ∏
α
dξ¯αdξαe
−
∑
α
ξ¯αξα〈−ξ|A
∑
n
|n〉 〈n|ξ〉
=
∫ ∏
α
dξ¯αdξαe
−
∑
α
ξ¯αξα〈−ξ|A|ξ〉.
Maintenant, il suffit de savoir comment agissent les e´tats cohe´rents sur un ope´rateur
A(c†α, cα) e´crit dans l’ordre normal pour des raisons de simplicite´〈
ξ|A(c†α, cα)|ξ′
〉
= 〈ξ|
∑
α
fα1,...,αnc
†
α1 ...c
†
αncαn ...cα1
∣∣ξ′〉
= A(ξ¯α, ξ′α)
〈
ξ|ξ′〉 .
Pour e´valuer 〈ξ|ξ′〉, il suffit d’utiliser les expressions explicites des e´tats cohe´rents |ξ〉 =
e−
∑
α
ξαc
†
α |0〉 = ∏α(1− ξαc†α) |0〉, ce qui donne
〈
ξ|ξ′〉 = 〈0|∏
α
(1 + ξ¯αcα)(1− ξαc†α) |0〉
=
∏
α
(1 + ξ¯αξα)
= e
∑
α
ξ¯αξ′α .
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On a donc l’expression d’un e´le´ment de matrice de A entre deux e´tats cohe´rents
〈ξ|A(c†α, cα)
∣∣ξ′〉 = A(ξ¯α, ξ′α)e∑α ξ¯αξ′α .
La fonction de partition d’un ensemble canonique Z = Tre−βH s’e´crit alors en termes
de variable de Grassmann ξ
Z =
∫ ∏
α
dξ¯αdξαe
−
∑
α
ξ¯αξα 〈−ξ| e−βH |ξ〉 .
A.5 Fonction de partition en inte´grales de chemins
Pour obtenir une inte´grale de chemins, on va e´valuer l’ope´rateur U(ξ¯α,f , tf ; ξα,i, ti) :=
〈ξf | e−
i
~
H(tf−ti) |ξi〉 en introduisant un nombre infini de re´solution de l’identite´ ; ce qui
donne tous les chemins possibles de l’e´volution entre l’e´tat |ξi〉 et |ξf 〉. Puis, pour obtenir
la fonction de partition, on utilise un temps imaginaire t = −iτ ou` τ est de “meˆme
nature” que β. On divise l’intervalle [tf , ti] en M fragments de taille ǫ =
tf−ti
M et on
utilise deux indices pour identifier une variable de Grassmann ; a` chaque temps tk, on
utilise une re´solution de l’identite´ avec des variables de Grassmann d’indice k, puis on
garde l’indice α qui correspond a` la nature physique des (quasi)particules associe´es aux
ope´rateurs c†α et cα.
Dans l’expression de Z, on doit e´valuer l’expression 〈−ξ| e−βH |ξ〉, une convention qui
permet de simplifier le calcul consiste a` mettre H dans l’ordre normal, ce qui permet
d’avoir eǫH(c
†,c) = 1 + ǫH + O(ǫ2) = 1 + ǫ : H : +O(ǫ2) =: 1 + ǫH : +O(ǫ2) =: eǫH :
+O(ǫ2). On peut ainsi e´crire directement 〈ξ| : eǫH(c†,c) : |ξ′〉 = eǫH(ξ¯,ξ)e
∑
α
ξ¯αξ′α . On peut
maintenant e´crire
U(ξ¯α,f , tf ; ξα,i, ti) = lim
M→∞
∫ M−1∏
k=1
∏
α
dξ¯α,kdξα,ke
−
∑M−1
k=1
∑
α
ξ¯α,kξαk
×
M∏
k=1
〈ξk| : e−
iǫ
~
H(c†α,cα) : +O(ǫ2) |ξk−1〉 (A.15)
= lim
M→∞
∫ M−1∏
k=1
∏
α
dξ¯α,kdξα,ke
−
∑M−1
k=1
∑
α
ξ¯α,kξαk
× e
∑M−1
k=1
(
∑
α
ξ¯α,kξα,k−1− iǫ~ H(ξ¯α,k ,ξα,k−1)). (A.16)
Il est commode de repre´senter l’ensemble {ξα,1, ξα,2, . . . , ξα,M} comme e´tant les valeurs
d’une fonction continue ξα(t). On de´finit alors les notations continues suivantes :
ξ¯α,k
(ξα,k − ξα,k−1)
ε
:= ξ¯α(t)
∂
∂t
ξα(t),
H(ξ¯α,k; ξα,k−1) := H(ξ¯α(t), ξα(t)).
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On peut ainsi regrouper les termes et e´crire le terme dans l’exponentielle dans ces nota-
tions “continues”
∑
α ξ¯α,Mξα,M−1 − i ǫ~H(ξ¯α,M , ξα,M−1) + iǫ
∑M−1
k=1
[
i
∑
α ξ¯α,k
(
ξα,k−ξα,k−1
ǫ
)
− 1
~
H(ξ¯α,k; ξα,k−1)
]
=
∑
α ξ¯α(tf )ξα(tf ) +
i
~
tf∫
ti
dt
[∑
α ı~ξ¯α(t)∂tξα(t)−H(ξ¯α(t), ξα(t)
]
=
∑
α ξ¯α(tf )ξα(tf ) +
i
~
tf∫
ti
dt L(ξ¯α(t),ξα(t)).
(A.17)
En prenant la limite M →∞, on e´crit U(ξ¯α,f , tf ; ξα,i, ti) avec la notation d’inte´grales de
chemins
U(ξ¯α,f , tf ; ξα,i, ti) =
ξ¯α(tf )=ξ¯α,f∫
ξα(ti)=ξα,i
D[ξ¯α(t)ξα(t)] e
∑
α
ξ¯α(tf )ξα(tf )
×e
i
~
∫ tf
ti
dt[
∑
α
ı~ξ¯α(t)∂tξα(t)−H(ξ¯α(t),ξα(t))]
ou` l’on inte`gre a` chaque temps t, des variables de Grassmann faisant parties des trajec-
toires qui partent du point ξα,i et se terminent par ξα,f , explicitement on a
ξ¯α(tf )∫
ξα(ti)
D[ξ¯α(t)ξα(t)] = lim
M→∞
∫ M−1∏
k=1
∏
α
dξ¯α,kξα,k.
Pour le calcul de la trace, on doit e´valuer 〈−ξ| e−βH |ξ〉, c’est-a`-dire U(ξ¯α,f , tf ; ξα,i, ti)
avec ξα,f = −ξα,i pour un temps imaginaire t = −iτ . On obtient des conditions aux
bords antipe´riodiques pour la fonction de partition de fermions.
On peut maintenant exprimer la fonction de partition en termes d’inte´grales de chemins.
On part de
Z = Tre−βH ,
on utilise ensuite l’expression de la trace en tant qu’inte´grales sur des variables de
Grassmann
Z =
∫ ∏
α
dξ¯αdξαe
−
∑
α
ξ¯αξα 〈−ξ| e−βH |ξ〉
puis on utilise l’ope´rateur d’e´volution pour un temps imaginaire
Z =
∫ ∏
α
dξ¯αdξαe
−
∑
α
ξ¯αξα
ξ′α(β)=−ξα∫
ξ′α(0)=ξα
D[ξ¯′α(τ)ξ′α(τ)]e
∑
α
ξ¯αξα
×e
−
β∫
0
dτ [
∑
α
ξ¯′α(τ)∂τ ξ
′
α(τ)+H(ξ¯
′
α(τ),ξ
′
α(τ))]
,
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on simplifie les deux exponentielles de signe oppose´ et on se retrouve avec une inte´gration
sur des trajectoires grassmanniennes qui partent de ξα et se terminent au point −ξα,
puis on doit inte´grer sur tous les ξα. On re´sume cela en disant qu’on inte`gre sur les
trajectoires ξα avec des conditions aux bords antipe´riodiques ; on a alors l’expression
finale de la fonction de partition pour des syste`mes fermioniques
Z =
∫
ξα(β)=−ξα(0)
D[ξ¯α(τ)ξα(τ)]e−
∫ β
0
dτ{∑α ξ¯α(τ)∂τ ξα(τ)+H(ξ¯α ,ξα)}.
Pour finir, on peut mentionner que pour le cas des bosons, les valeurs propres des e´tats
cohe´rents sont des nombres complexes. Dans la fonction de partition, l’inte´gration se fait
sur des fonctions complexes avec des conditions aux bords pe´riodiques. Les conditions
aux bords interviennent en pratique lors du passage a` la transforme´e de Fourier des ξ(t)
par l’interme´diaire des fre´quences de Matsubara (voir l’annexe B). Dans cette the`se,
en suivant Rozhkov et Arovas [3] qui ont calcule´ la fonction de partition de la jonction
S/QD/S, on peut obtenir la fonction de partition de la jonction S/2QD/S sous la forme
d’un de´terminant d’un certain ope´rateur. La base choisie pour calculer le de´terminant
est la base servant a` la transforme´e de Fourier.

Annexe B
Conventions sur les fre´quences de
Matsubara
La repre´sentation de la fonction de partition par les e´tats cohe´rents implique que les
champs e´crits dans l’action sont des fonctions complexes et pe´riodiques (φ(0) = φ(β))
pour les bosons et sont des fonctions grassmaniennes et anti-pe´riodiques (c(0) = −c(β))
pour les fermions. Pour les bosons, on adopte ge´ne´ralement la convention suivante
φ(τ) =
1√
β
∑
n∈Z
e−iωnτφn
φ∗(τ) =
1√
β
∑
n∈Z
eiωnτφ∗n
ou` l’on a bien φ et φ∗ qui sont des champs conjugue´s complexes et ωn = 2πβ−1n. Pour des
variables de Grassmann, on n’a pas de relations identiques car c¯ et c sont inde´pendants
et donc pas ne´cessairement des conjugue´s complexes. Mais pour des raisons de syme´trie
dans les notations par rapport aux bosons, on de´finit souvent leurs transforme´es de
Fourier par la meˆme convention
c(τ) =
1√
β
∑
n∈Z
e−iωnτcn
c¯(τ) =
1√
β
∑
n∈Z
eiωnτ c¯n.
avec la fre´quence de Matsubara ωn = 2πβ−1(n + 1/2). Lorsqu’on travaille avec les
spineurs de Nambu, on utilise d’autres conventions et il est convenable d’utiliser les
conventions suivantes pour σ =↑
ck↑(τ) =
1√
β
∑
n∈Z
e−iωnτck↑n
c¯k↑(τ) =
1√
β
∑
n∈Z
eiωnτ c¯k↑n
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et pour σ =↓
c−k↓(τ) =
1√
β
∑
n∈Z
eiωnτc−k↓n
c¯−k↓(τ) =
1√
β
∑
n∈Z
e−iωnτ c¯−k↓n.
On re´sume par
Ψk(τ) :=
(
ck↑(τ)
c¯−k↓(τ)
)
=
1√
β
∑
n∈Z
e−iωnτ
(
ck↑n
c¯−k↓n
)
Ψ¯k(τ) :=
(
c¯k↑(τ) c−k↓(τ)
)
=
1√
β
∑
n∈Z
eiωnτ
(
c¯k↑n c−k↓n
)
.
Annexe C
Inte´gration des contacts
Dans cette annexe, on inte`gre la fonction de partition sur les variables des supracon-
ducteurs (“inte´gration des contacts”). On fait apparaˆıtre l’e´quation a` inverser pour la
fonction de Green du supraconducteur et on de´finit l’auto-e´nergie (“self-energy”) Σ.
L’action s’e´crit sous la forme
S =
∫
dτ
{∑
j,k
Ψ¯jk(τ )Mk(τ )Ψjk(τ ) +
∑
a
d¯a(τ )Na(τ )da(τ ) +
∑
j,k,a
Ψ¯jk(τ )Tjkada(τ )
+
∑
j,k,a
d¯a(τ )T
†
jkaΨjk(τ )−
∑
a
Ua
2
(d¯a(τ )da(τ ))
2
}
ou` on reconnaˆıtra Mk(τ) = (∂τ + ξkσz + ∆σx), Na(τ) = (∂τ + εaσz), Tjka = eikrajTj.
Avec une telle action, on voit que la fonction de partition est une inte´grale gaussienne.
Pour pouvoir utiliser le re´sultat sur les inte´grales gaussiennes en variables de Grassmann
(voir l’e´galite´ A.6), on translate d’abord les champs
Ψ(τ) → Ψ(τ) + Ψc(τ)
Ψ¯(τ) → Ψ¯(τ) + Ψ¯c(τ). (C.1)
On choisit Ψc afin qu’elle ve´rifie l’e´quation du mouvement classique δS
δΨ¯jk(τ)
= 0 1. On
pose donc l’expression suivante e´gale a` ze´ro :
δS
δΨ¯jk(τ)
=Mk(τ)Ψ
c
jk(τ) +
∑
a
Tjkada(τ) = 0.
On peut re´soudre cette e´quation fonctionnelle en utilisant une fonction de Green de´finie
par Mk(τ)Gk(τ, τ ′) = δ(τ ′ − τ). Une solution s’e´crit alors
Ψcjk(τ) = −
∑
a
∫
dτ ′Gk(τ, τ ′)Tjkada(τ ′).
1. Dans le cas d’une inte´grale I =
+∞∫
−∞
dx e−x
2+ax, la condition δS
δΨ¯jk(τ)
= 0 e´quivaut ici a` trouver le
maximum de la gaussienne afin de connaˆıtre la translation a` effectuer pour se ramener a` une inte´grale
du type
∫
dy e−y
2
; ce qui revient a` e´crire −x2 + ax sous forme d’un “carre´ parfait”.
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On ve´rifie bien que c’est une solution de l’e´quation du mouvement δS
δΨ¯jk(τ)
= 0. Pour
Ψ¯cjk, on la de´finit telle qu’elle soit solution de cette e´quation :
Ψ¯jk(τ)Mk(τ) +
∑
a
d¯a(τ)T
†
jka = 0.
On re´soud cette e´quation par une fonction de Green G∗k telle que G
∗
k(τ, τ
′)Mk(τ) =
δ(τ ′ − τ) et une solution s’e´crit
Ψ¯cjk(τ) = −
∑
a
∫
dτ ′d¯a(τ ′)T
†
jkaG
∗
k(τ, τ
′).
Il peut maintenant e´crire les termes contenus dans l’action apre`s la translation (C.1). Le
premier terme devient∫
dτΨ¯jk(τ)Mk(τ)Ψjk(τ)−
∑
a
∫
dτ
∫
dτ ′Ψ¯jk(τ)Mk(τ)Gk(τ, τ ′)︸ ︷︷ ︸
=δ(τ ′−τ)
Tjkada(τ
′)
−
∑
a
∫
dτ
∫
dτ ′d¯a(τ ′)T
†
jkaG
∗
k(τ, τ
′)Mk(τ)︸ ︷︷ ︸
=δ(τ ′−τ)
Ψjk(τ)
+
∑
a,b
∫
dτ
∫
dτ ′
∫
dτ ′′d¯a(τ ′)T
†
jkaG
∗
k(τ, τ
′)Mk(τ)Gk(τ, τ ′′)︸ ︷︷ ︸
=δ(τ ′′−τ)
Tjkbdb(τ
′′).
Le dernier terme se simplifie apre`s inte´gration sur τ ′′ et devient
∑
a,b
∫
dτ
∫
dτ ′d¯a(τ ′)T
†
jkaG
∗
k(τ, τ
′)Tjkbdb(τ).
Les troisie`me et quatrie`me termes de l’action deviennent respectivement
∑
a
∫
dτΨ¯jk(τ)Tjkada(τ)−
∑
a,b
∫
dτ
∫
dτ ′d¯a(τ ′)T
†
jkaG
∗
k(τ, τ
′)Tjkbdb(τ)
∑
a
∫
dτ d¯a(τ)T
†
jkaΨjk(τ)−
∑
a,b
∫
dτ
∫
dτ ′d¯a(τ ′)T
†
jkaGk(τ, τ
′)Tjkbdb(τ)
On additionne tous les termes pour obtenir :
S =

∑
jk
∫
dτΨ¯jk(τ)Mk(τ)Ψjk(τ) +
∑
a
∫
dτ da(τ) (∂τ + εaσz) da(τ)
−
∑
a,b
∫
dτ
∫
dτ ′d¯a(τ)T
†
jkaGk(τ, τ
′)Tjkbdb(τ ′)−
∑
a
∫
dτ
Ua
2
(d¯a(τ)da(τ))2

 .
L’inte´gration sur les variables des supraconducteurs 2 donne une constante ZS inde´pen-
dante de φ qu’il n’est alors pas ne´cessaire de calculer explicitement (ce qui nous inte´resse
2. Pour utiliser explicitement la formule A.6 qui n’est pas e´crite en inte´grales de chemins, on passe
aux transforme´es de Fourier discre`tes utilisant les fre´quences de Matsubara (voir l’annexe B).
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est la de´rive´e de lnZ par rapport a` φ)
Z = ZS
∫ ∏
a
Dd¯aDda e−Seff
avec l’action effective
Seff =
β∫
0
dτ
∑
a
da(τ) (∂τ + εaσz) da(τ)−
β∫
0
dτ
β∫
0
dτ ′
∑
a,b
da(τ)Σab(τ − τ ′)db(τ ′)
−
∑
a
Ua
2
β∫
0
dτ (d¯a(τ)da(τ))2
ou` l’on de´finit
Σab(τ) =
∑
j,k
T †j e−ikrajGk(τ)eikrbjTj
tel que Gk soit solution de
(∂τ + ξkσz +∆σx)Gk(τ, τ
′) = δ(τ ′ − τ). (C.2)
A partir de la`, pour calculer l’e´nergie libre, on peut toujours faire un de´veloppement per-
turbatif pour un U “petit”, mais l’approche choisie consiste a` utiliser une transformation
de Hubbard-Stratonovich pour traiter l’interaction coulombienne.

Annexe D
Transformation de
Hubbard-Stratonovich
Dans cette annexe, on rappelle les ide´es permettant de transformer une interaction quar-
tique en une interaction quadratique. L’action ge´ne´rale d’un supraconducteur BCS est
donne´ par (voir l’e´quation (3.2))
S =
β∫
0
dτ
∑
k,σ
c¯kσ(∂τ + ξk)ckσ − gA¯A.
On souhaite ge´ne´raliser la relation eA
2/2 ∝
+∞∫
−∞
d∆ e−∆2/2−∆A a` la quantite´ e
∫
dτ A¯(τ)A(τ).
Il faudrait introduire alors deux fonctions complexes ∆¯ et ∆ pour de´coupler A¯ et A. Si
on discre´tise le temps τ par τk = (k− 1) βN , on peut de´finir ∆k := βN∆(τk). Parame´trons
∆¯k et ∆k par
∆k = (xk + iyk)/2 ∆′ = (xk − iyk)/2
ou` xk et yk sont des variables complexes. Soit l’inte´grale gaussienne avec Im(xk) =
Im(yk) = 0
I =
1
2π
∫
R2
dxkdyk e
−(x2
k
+y2
k
) = 1.
On peut plonger le plan R2 dans C2 de sorte que I devienne l’inte´grale de e−a(x
2
k+y
2
k) sur
le volume dxk ∧dyk = −id∆′∧d∆ avec la condition ∆′ = ∆¯ (i.e. Im(xk) = Im(yk) = 0).
Autrement dit
I =
∫
d∆¯kd∆k
2iπ
e−∆¯k∆k = 1.
On a donc
lim
N→∞
∫ N∏
k=1
d∆¯kd∆k
2iπ
e−
β
N
∑N
k=1
∆¯(τk)∆(τk) :=
∫
D(∆¯,∆), e
−
β∫
0
dτ∆¯(τ)∆(τ)
= 1.
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En ge´ne´ral, on ne se pre´occupe pas des coefficients dans D(∆¯,∆) qu’on normalise ici de
telle sorte que pour ∆¯→ i√g ∆¯ et ∆→ i√g∆, on ait
∫
D(∆¯,∆), e
1
g
β∫
0
dτ∆¯(τ)∆(τ)
= 1.
En utilisant cette identite´ et en faisant les translations ∆¯ → ∆¯ + gA¯ et ∆ → ∆ + gA,
on obtient
Z =
∫
D(c¯, c) e−S
=
∫
D(∆¯,∆, c¯, c) exp

−
β∫
0
dτ

∑
k,σ
c¯kσ(∂τ + ξk)ckσ +∆A+ A¯∆+
1
g
∆¯∆



 .
L’action contenant l’interaction quartique est alors rendue quadratique.
Annexe E
La matrice M
E.1 Deux impurete´s en pre´sence d’un flux inte´rieur
Cette annexe contient les calculs interme´diaires menant a` l’expression de la matrice M
(donc, a` l’e´nergie libre F = X12U1 +
X2
2U2
− β−1∑ωn ln detMωn).
Soient l la longueur des nanotubes, ξ0 la longueur de cohe´rence dans les supraconduc-
teurs, r la distance entre les nanotubes telle que l < ξ0. On introduit un flux magne´tique
Blξ0 de l’ordre de quelques quantum de flux φ0 = hc/e dans la boucle du SQUID.
Le champ magne´tique B doit eˆtre infe´rieur au champ critique Hc du supraconducteur
conside´re´. A chaque saut tunnel entre un supraconducteur et une impurete´, l’amplitude
Tunnel acquiert un de´phasage. On traduit cela par l’ajout dans l’hamiltonien Tunnel de
quatre phases α1, α2, β1, β2 suppose´es inde´pendantes du flux Josephson φ
HT =
∑
k,σ
tLe
iα1d†1σcL,kσ + tRe
iα2c†R,kσd1σ + h.c.
+tLe
iβ1d†2σcL,kσ + tRe
iβ2c†R,kσd2σ + h.c.
ou` c†jkσ est l’ope´rateur de cre´ation dans un contact j = L,R de vecteur d’onde k et de
spin σ ; on de´finit e´galement l’ope´rateur cre´ation d†aσ dans les impurete´s a = 1, 2 et on
pose un de´phasage de φ entre les contacts avec tL = te−iφ/4 et tR = teiφ/4 ou` l’on prend
de`s a` pre´sent des transmissions syme´triques tL = tR. L’hamiltonien peut s’e´crire sous
une premie`re forme condense´e
HT =
∑
j,k,σ,a
tje
−ikraeiϕajd†aσcjkσ + t
∗
je
ikrae−iϕajc†jkσdaσ
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ou` l’on identifie les quatre de´phasages mis en jeu
ϕ1L = α1
ϕ1R = −α2
ϕ2L = β1
ϕ2R = −β2.
On utilise maintenant les spineurs de Nambu pour e´crire l’hamiltonien Tunnel sous la
forme d’un couplage line´aire entre les spineurs des contacts et ceux des impurete´s (nous
permettant par la suite d’inte´grer sur les variables Ψ des supraconducteurs)
HT =
∑
j,k,a
e−ikraeiϕaj tj(d
†
a↑cjk↑ + d
†
a↓cjk↓) + e
ikrae−iϕaj t∗j(+c
†
jk↑da↑c
†
jk↓)da↓)
=
∑
j,k,a
e−ikraeiϕaj tj︸ ︷︷ ︸
≡Tjka
d†a↑cjk↑ + Tj,−k,ad
†
a↓cj,−k,↓ + T
∗
jkac
†
jk↑da↑ + T
∗
j,−k,ac
†
j,−k,↓da↓
=
∑
j,k,a
(
c†kj↑ cj,−k↓
)( T ∗jka 0
0 −Tj,−k,a
)(
da↑ d
†
a↓
)
+
(
d†a↑ da↓
)( Tjka 0
0 −T ∗j,−k,a
)(
ckj↑
c†j,−k↓
)
;
on a ainsi l’hamiltonien Tunnel sous la forme voulue
HT =
∑
j,k,a
Ψ†jke
ikra
(
e−iϕaj t∗j 0
0 −eiφaj tj
)
da + d†ae
−ikra
(
eiϕaj tj 0
0 −e−iφaj t∗j
)
ou` l’on a
e−iϕaLt∗L = e
−iϕaLteiφ/4
eiϕaLtL = e
iϕaLte−iφ/4
e−iϕaRt∗R = e
−iϕaRte−iφ/4
eiϕaRtR = e
iϕaRteiφ/4.
Pour les notations, on choisit arbitrairement de de´finir les phases suivantes δaL := φ/4−
ϕaL et δaR := φ/4+ϕaR pour mettre l’hamiltonien sous une forme qui ressemble au cas
“sans flux”
HT =
∑
j,k,a
[
eikraΨ†jkTjada + e−ikrad†aTjaΨjk
]
avec TaL = t
(
eiδaL 0
0 −e−iδaL
)
et TaR = t
(
e−iδaR 0
0 −eiδaR
)
. Pour retrouver le cas
sans flux, il suffit de remplacer δaj par φ/4. De manie`re explicite, les expressions de δaj
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sont
δ1L = φ/4− ϕ1L = φ/4 − α1
δ2L = φ/4− ϕ2L = φ/4 − β1
δ1R = φ/4 + ϕ1R = φ/4− α2
δ2R = φ/4− ϕ2R = φ/4− β2. (E.1)
Avec cette nouvelle de´pendance en a = 1, 2, on doit calculer les e´le´ments de matrice de
Σabωn =
∑
jk T †jae−ikraGωneikrbTjb avec
Gabωn =
∑
k
eik(rb−ra)
ξ2k + ω
2
n +∆2
(
iωn + ξk ∆
∆ iωn − ξk
)
et
G11ωn = G
22
ωn =
πν(0)√
ω2n +∆2
(iωn +∆σx),
G12ωn = G
21
ωn =
(
iωnfωn(r) + gωn(r) ∆fωn(r)
∆fωn(r) iωnfωn(r)− gωn(r)
)
.
On calcule le terme Σaaωn = T †aLGaaωnTaL + T †aRGaaωnTaR : on a d’abord
T †aLGaaωnT1a = t∗
(
e−iδaL 0
0 −eiδaL
)
πν(0)√
ω2n +∆2
(
iωn ∆
∆ iωn
)
t
(
eiδaL 0
0 −e−iδaL
)
=
πν(0)|t|2√
ω2n +∆2
(
iωn −∆e−i2δaL
−∆ei2δaL iωn
)
T †aRGaaωnTaR = t∗
(
eiδaR 0
0 −e−iδaR
)
πν(0)√
ω2n +∆2
(
iωn ∆
∆ iωn
)
t
(
e−iδaR 0
0 −eiδaR
)
=
πν(0)|t|2√
ω2n +∆2
(
iωn −∆ei2δaR
−∆e−i2δaR iωn
)
.
On additionne les deux termes :
Σaaωn =
πν(0)(|t|2 + |t|2)√
ω2n +∆2︸ ︷︷ ︸
:=αn

 iωn −∆
(
ei2δaR+e−i2δaL
2
)
−∆
(
e−i2δaR+ei2δaL
2
)
iωn

 .
On peut retrouver le cas sans flux toujours en remplac¸ant δja par φ/4 pour obtenir Σaaωn =
αn
(
iωn −∆cos φ2σx
)
. Le deuxie`me terme a` calculer est Σabωn = T †aLGabωnTbL+T †aRGabωnTbR.
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D’abord on calcule
T †aLGabωnTbL = t∗
(
e−iδaL 0
0 −eiδaL
)(
iωnfωn(r) + gωn(r) ∆fωn(r)
∆fωn(r) iωnfωn(r)− gωn(r)
)
. . .
. . . t
(
eiδbL 0
0 −e−iδbL
)
= |t|2
(
(iωnfωn(r) + gωn(r))e
i(δbL−δaL) −∆fωn(r)e−i(δbL+δaL)
−∆fωn(r)ei(δbL+δaL) (iωnfωn(r)− gωn(r))e−i(δbL−δaL)
)
.
T †aRGabωnTbR = t∗
(
eiδaR 0
0 −e−iδaR
)(
iωnfωn(r) + gωn(r) ∆fωn(r)
∆fωn(r) iωnfωn(r)− gωn(r)
)
. . .
. . . t
(
e−iδbR 0
0 −eiδbR
)
= |t|2
(
(iωnfωn(r) + gωn(r))e
i(δaR−δbR) −∆fωn(r)ei(δbR+δaR)
−∆fωn(r)e−i(δbR+δaR) (iωnfωn(r)− gωn(r))e−i(δaR−δbR)
)
.
Avec (E.1), on obtient directement
δ1R − δ2R = β2 − α2
δ2L − δ1L = α1 − β1
δ2L + δ1L = φ/2 − (α1 + β1)
δ2R + δ1R = φ/2 − (α2 + β2). (E.2)
On a alors le terme Σ12ωn qui est e´gale a`
|t|2
(
(iωnfωn(r) + gωn(r))(e
−i(α2−β2) + ei(α1−β1)) −∆fωn(r)(e
i(φ/2−(α2+β2)) + e−i(φ/2−(α1+β1)))
−∆fωn(r)(e
−i(φ/2−(α2+β2)) + ei(φ/2−(α1+β1))) (iωnfωn(r)− gωn(r))(e
i(α2−β2) + e−i(α1−β1))
)
et l’autre terme Σ21ωn qui est e´gale a`
|t|2
(
(iωnfωn(r) + gωn(r))(e
i(α2−β2) + e−i(α1−β1)) −∆fωn(r)(e
i(φ/2−(α2+β2)) + e−i(φ/2−(α1+β1)))
−∆fωn(r)(e
−i(φ/2−(α2+β2)) + ei(φ/2−(α1+β1))) (iωnfωn(r)− gωn(r))(e
−i(α2−β2) + ei(α1−β1))
)
.
La se´rie
∑
ωn ln detMωn n’est pas e´tudie´e et on ne sait rien sur sa convergence. Il est
alors hasardeux de changer l’ordre des termes dans la somme. Cependant, pour cause
de calculs nume´riques, on tronque la somme au niveau des fre´quences (on fait la somme
sur les fre´quences ωn telles que |ωn| soient infe´rieures a` une coupure donne´e) et pas
au niveau de l’indice entier n 1). On ve´rifie alors que l’e´nergie libre est re´elle ce qui est
e´galement pratique pour les simulations nume´riques F = X12U1+
X2
2U2
−β−1∑ωn ln detMωn .
Il suffit de se rappeler que −ω−(n+1) = ωn = 2πβ−1(n + 1/2), puis on constate que
fω−(n+1)(r) = f−ωn(r) = fωn(r) et gω−(n+1)(r) = g−ωn(r) = gωn(r) et qu’elles sont des
1. Ce qu’on dit ici, c’est qu’une condition suffisante pour avoir une e´nergie re´elle est de couper au
niveau des fre´quences de Matsubara.
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fonctions re´elles. La matrice Mωn se met alors sous la forme
Mωn =


a b (af + g)c d
b¯ a d¯ (af − g)c¯
(af + g)c¯ d a b
d¯ (af − g)c b¯ a


et d’autre part nous avons
Mω−(n+1) =


a¯ b (a¯f + g)c d
b¯ a¯ d¯ (a¯f − g)c¯
(a¯f + g)c¯ d a¯ b
d¯ (a¯f − g)c b¯ a¯

 .
Puisque f et g sont re´els, on constate alors que Mω−(n+1) = (M∗ωn)t = M†ωn ou` ∗
est l’ope´rateur qui conjugue (conjugaison complexe) les coefficients et t l’ope´rateur de
transposition. Pour finir, on arrange l’ordre des termes de la se´rie tronque´e en se´parant
la somme sur les fre´quences positives et ne´gatives
F =
X1
2U1
+
X2
2U2
− β−1
∑
ωn
ln detMωn
=
X1
2U1
+
X2
2U2
− β−1
∑
0≤n<N
ln
(
detMωn detM∗ωn
)
. (E.3)
Cette se´rie tronque´e de´finit maintenant l’e´nergie libre et les fre´quences de Matsubara
sont majore´es (ce qui permet ensuite d’e´crire |ωn| ≪ EF ou |ωn| ≪ ωD quand on a
besoin de travailler avec l’e´nergie de Fermi EF ou la fre´quence de Debye ωD).
On conside`re maintenant le cas ou`
α1 = α2 = −β1 = −β2 := α/4 (E.4)
ou` α = 2πBlrφ0 est le de´phasage dans le SQUID duˆ au champ magne´tique B passant
a` travers la surface rectangulaire de coˆte´s l (longueur des nanotubes) et r (la distance
entre ces derniers). On a donc
Σ11ωn = αn

 iωn −∆cos
(
φ−α
2
)
−∆cos
(
φ−α
2
)
iωn


Σ22ωn = αn

 iωn −∆cos
(
φ+α
2
)
−∆cos
(
φ+α
2
)
iωn


Σ12ωn = Σ
21
ωn = |t|2
(
(iωnfωn(r) + gωn(r))2 cosα/2 −∆fωn(r)2 cos φ/2
−∆fωn(r)2 cosφ/2 (iωnfωn(r)− gωn(r))2 cosα/2
)
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La matrice Mωn s’e´crit sous la forme
Mωn =
(
M11 M12
M21 M22
)
ou` les M sont des matrices 2× 2. Avec
Mωn =
(
−iωn + ε1σz −X1 − Σ11ωn −Σ12ωn
−Σ21ωn −iωn + ε2σz −X2 − Σ22ωn
)
.
Les matrices 2× 2 qui de´finissentMωn sont donc
M11 =

 −iωn(αn + 1) + ε1 −X1 ∆αn cos
(
φ−α
2
)
∆αn cos
(
φ−α
2
)
−iωn(αn + 1)− ε1 −X1


M22 =

 −iωn(αn + 1) + ε2 −X2 ∆αn cos
(
φ+α
2
)
∆αn cos
(
φ+α
2
)
−iωn(αn + 1)− ε2 −X2


et
M21 = M12 = −Σ21ωn = |t|
2
(
−(iωnfωn(r) + gωn(r))2 cosα/2 ∆fωn(r)2 cosφ/2
∆fωn(r)2 cosφ/2 −(iωnfωn(r)− gωn(r))2 cosα/2
)
.
E.2 Distance d’injection quelconque
On calcule ici la matrice Mωn ge´ne´rale ou` les distances d’injection d’e´lectron sont quel-
conques, en incluant le flux α qui passe par la boucle forme´e par les nanotubes. La
diffe´rence avec le cas pre´ce´dent intervient dans l’expression de Σωn qui fait de´sormais
intervenir des distances r qui de´pendent non seulement de l’impurete´ en question (les
indices a, b), mais aussi du coˆte´ auquel elles se re´fe`rent (les indices j = L,R). L’ope´rateur
Σωn s’e´crit
Σabωn =
∑
jk
T †jae−ik·rjaGωn(k)eik·rjbTjb,
avec Gabjωn =
∑
k e
ik·(rjb−rja)Gωn(k) =
∑
k
e
ik·(rjb−rja)
ξ2
k
+ω2n+∆
2
(
iωn + ξk ∆
∆ iωn − ξk
)
. On rap-
pelle que pour a = b, on peut inte`grer par rapport a` ξ en faisant intervenir la densite´
d’e´tat constante ν(0) au lieu d’inte´grer sur k directement (re´sultats identiques a` une
correction pre`s de l’ordre de Γ/EF , voir l’annexe G). On obtient alors
G11jωn = G
22
jωn =
πν(0)√
ω2n +∆2
(iωn +∆σx).
Annexe E - La matrice M 107
On peut de´ja` remarquer que ce sont des quantite´s finalement inde´pendantes de j et donc
qu’elles sont identiques au cas syme´trique. Ainsi, on a
Σaaωn =
πν(0)2|t|2√
ω2n +∆2
(
iωn −∆2 (e−i2δaL + ei2δaR)
−∆2 (ei2δaL + e−i2δaR) iωn
)
.
Pour calculer les autres composantes de Σωn , on se rappelle qu’on a (pour a 6= b)
Gabjωn = G
12
jωn = G
21
jωn =
(
iωnfωn(rj) + gωn(rj) ∆fωn(rj)
∆fωn(rj) iωnfωn(rj)− gωn(rj)
)
.
On va maintenant alle´ger les notations avec fj = fωn(rj) et gj = gωn(rj). Puisqu’on a
Σabωn = T †LaGabLωnTLb + T †RaGabRωnTRb, on calcule ces termes se´pare´ment
T †LaGabLωnTLb = |t|2
(
(iωfL + gL)ei(δbL−δaL) −∆fLe−i(δbL+δaL)
−∆fLei(δbL+δaL) (iωfL − gL)e−i(δbL−δaL)
)
T †RaGabRωnTRb = |t|2
(
(iωfR + gR)ei(δaR−δbR) −∆fRei(δbR+δaR)
−∆fRe−i(δbR+δaR) (iωfR − gR)e−i(δaR−δbR)
)
.
De fac¸on explicite, avec δ2L− δ1L = α1−β1 = α/2 et δ2L+ δ1L = φ/2− (α1+β2) = φ/2
(en utilisant (E.2) et (E.4)), on a
T †L1G12LωnTL2 = |t|2
(
(iωfL + gL)eiα/2 −∆fLe−iφ/2
−∆fLeiφ/2 (iωfL − gL)e−iα/2
)
T †L2G21LωnTL1 = |t|2
(
(iωfL + gL)e−iα/2 −∆fLe−iφ/2
−∆fLeiφ/2 (iωfL − gL)eiα/2
)
puis avec δ1R − δ2R = β2 − α2 = −α/2 et δ1R + δ2R = φ/2− (α2 + β2) = φ/2
T †R1G12RωnTR2 = |t|2
(
(iωfR + gR)e−iα/2 −∆fReiφ/2
−∆fRe−iφ/2 (iωfR − gR)eiα/2
)
T †R2G21RωnTR1 = |t|2
(
(iωfR + gR)eiα/2 −∆fReiφ/2
−∆fRe−iφ/2 (iωfR − gR)e−iα/2
)
.
On additionne et on obtient Σ12ωn = −M12ωn et avec Σ21ωn = −M21ωn avec
Σ12ωn = −|t|
2
(
−(iωfL + gL)e
iα/2 − (iωfR + gR)e
−iα/2 ∆(fLe
−iφ/2 + fRe
iφ/2)
∆(fLe
iφ/2 + fRe
−iφ/2) −(iωfL − gL)e
−iα/2 − (iωfR − gR)e
iα/2
)
Σ21ωn = −|t|
2
(
−(iωfL + gL)e
−iα/2 − (iωfR + gR)e
iα/2 ∆(fLe
−iφ/2 + fRe
iφ/2)
∆(fLe
iφ/2 + fRe
−iφ/2) −(iωfL − gL)e
iα/2 − (iωfR − gR)e
−iα/2
)
.
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On rappelle e´galement que
M11ωn =

 −iωn(αn + 1) + ε1 −X1 ∆αn cos
(
φ−α
2
)
∆αn cos
(
φ−α
2
)
−iωn(αn + 1)− ε1 −X1


M22ωn =

 −iωn(αn + 1) + ε2 −X2 ∆αn cos
(
φ+α
2
)
∆αn cos
(
φ+α
2
)
−iωn(αn + 1)− ε2 −X2

 .
La suite des calculs se fait nume´riquement.
Annexe F
Me´thode du col
Apre`s avoir“inte´gre´ les contacts”, puis utilise´ une transformation de Hubbard-Stratonovich,
on utilise la me´thode du col pour calculer l’e´nergie libre F = −β−1 lnZ ou`
Z = ZS
∫ +∞
−∞
dX1
∫ +∞
−∞
dX2 e−A(X1,X2),
avec
A(X1,X2) = +
β
2U1
X21 +
β
2U2
X22 − P (X1,X2),
P (X1,X2) =
∑
n
ln detMωn
La me´thode du col a` deux dimension nous donne
Z = ZS2πe
−A(X0)
[
detA(2)(X0)
]−1/2
(F.1)
ou` X0 est le minimum global de A(X1,X2) pour une phase donne´e φ et
[
A(2) (X0)
]
ij
=
∂2
∂Xi∂Xj
A (X0) = ∂ijA (X0) .
On a alors
lnZ = lnZS −A (X0) + ln(2π)− 12 ln
[
detA(2) (X0)
]
.
Pour β ≫ 1, on ne´glige le dernier terme (d’un point de vue pragmatique, si on garde
l’expression entie`re de Z dans (F.1), le facteur
[
detA(2)(X0)
]−1/2
donne des fluctuations
dans le courant Josephson ; on pourrait souhaiter bien entendu de faire une meilleure
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analyse mathe´matique de cette approximation). En ne gardant que les termes qui de´-
pendent de φ, on a finalement
F =
X¯21
2U1
+
X¯22
2U2
− β−1
∑
n
ln detMn(X¯1, X¯2) (F.2)
ou` X0 = (X¯1, X¯2). La me´thode nume´rique permettant de calculer le courant Josephson
suit les e´tapes suivantes
– on fixe une phase φ
– on minimise la fonction (F.2) par un algorithme de“steepest descent”. Comme on peut
avoir acce`s aux de´rive´es partielles par rapport a` X1 et X2, on utilise le steepest descent
qui nous donne un minimum local ou global en se donnant la fonction a` minimiser et
ses de´rive´es partielles.
– a` partir des nombres F (φ) ainsi obtenus, on de´rive nume´riquement pour obtenir le
courant Josephson.
La ve´rification supple´mentaire consiste a` s’assurer que le minimum fournit par l’algo-
rithme est bien le minimum global de la fonction. Pour cela, a` partir d’un graphe en
trois dimensions on s’assure que dans un intervalle raisonnable pour X1 et X2, la fonc-
tion est bien minimise´e ; sinon, on de´place le point de de´part de la me´thode et on laisse
l’algorithme fonctionner.
Annexe G
Fonctions de Green des
supraconducteurs
On calcule ici les fonctions de Green en inversant un ope´rateur diffe´rentiel apre`s une
transformation de Fourier en utilisant les fre´quences de Matsubara ωn = 2πβ (n + 1/2)
pour satisfaire les conditions aux bords antipe´riodiques de Gk(τ), Ψjk(τ) et da(τ) (mais
aussi Ψ¯jk et d¯a). On veut maintenant calculer Σabωn =
∑
j T †j GabωnTj. D’abord, on va
e´valuer
Gabωn =
∑
k
e−ikrajGk,ωne
ikrbj
en partant de l’e´quation (C.2). L’invariance par translation implique qu’il suffit de re´-
soudre l’e´quation (∂τ + ξkσz +∆σx)Gk(τ) = δ(τ) ou de manie`re e´quivalente l’e´quation
obtenue par transforme´e de Fourier (avec les fre´quences de Matsubara)
(−iωn + ξkσz +∆σx)Gk,ωn = 1.
donnant directement pour (−iωn + ξσz +∆σx)−1
(
−iωn + ξ ∆
∆ −iωn − ξ
)−1
=
1
−ξ2 − ω2n −∆2
(
−iωn − ξ −∆
−∆ −iωn + ξ
)
.
On a alors
Gabωn =
∑
k
eik(rb−ra)
ξ2k + ω
2
n +∆2
(
iωn + ξk ∆
∆ iωn − ξk
)
(G.1)
avec
TL = tL
(
eiφ/4 0
0 −e−iφ/4
)
TR = tR
(
e−iφ/4 0
0 −eiφ/4
)
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D’apre`s l’expression de Gabωn (G.1), on a les syme´tries suivantes
Σ11ωn = Σ
22
ωn
Σ12ωn = Σ
21
ωn .
Pour a = b, on utilise la densite´ d’e´tats ν(ξ) =
∑
k δ(ξ − ξk) pour calculer la somme sur
k dans Gaaωn := Gωn
Gωn =
∫
dξν(ξ)
1
ξ2 + ω2n +∆2
(
iωn + ξ ∆
∆ +iωn − ξ
)
.
En conside´rant ν(ξ) comme une constante ν(0) (∀ξ ∈ R), c’est a` dire la densite´ d’e´tats
au niveau de Fermi dans des contacts normaux, on peut calculer cette inte´grale. En fait,
on a juste besoin d’une seule inte´grale
∫
R
dξ
1
ξ2 + b2
=
π
b
et on donne une valeur nulle a` l’inte´grale avec
∫
R
dξ ξξ2+b2 := limℓ→∞
∫ ℓ
−ℓ dξ
ξ
ξ2+b2 . On a
donc apre`s inte´gration
Gωn =
πν(0)√
ω2n +∆2
(iωn +∆σx)
et ainsi
Σ11ωn = αωn
[
iωn −∆cos φ2σx − γ∆sin
φ
2
σy
]
avec αωn =
πν(0)(t2R+t
2
L)√
ω2n+∆
2
et γ =
t2L−t2R
t2
L
+t2
R
.
On s’attache maintenant a` calculer les fonctions f et g qui composent G12 :
G12ωn =
(
iωnfωn(r) + gωn(r) ∆fωn(r)
∆fωn(r) iωnfωn(r)− gωn(r)
)
G.1 La fonction “f” du CAR
Le calcul diffe`re un peu du pre´ce´dent puisqu’on ne fait pas ici d’approximation sur
la densite´ d’e´tat. Toutefois, en utilisant la fonction de partition “nume´rique” (i.e. la
se´rie tronque´e sur les fre´quences de Matsubara ou` l’on peut dire que |ωn| ≪ EF , voir
l’expression E.3), on va retrouver l’approximation de la densite´ d’e´tat constante.
Pour G12ωn , on utilise ∑
k
→ V
(2π)3
∫
dk
et on a
G12ωn =
V
(2π)3
∫
dk
eikr
ξ2k + ω
2
n +∆2
(
iωn + ξk ∆
∆ −iωn + ξk
)
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avec r = r2 − r1, et ξk = k2/2m− µ, µ = k2F/2m. Calculons une premie`re inte´grale
fωn(r) =
V
(2π)3
∫
dkeikr
1
ξ2k + ω
2
n +∆2
.
ou bien en coordonne´es sphe´riques :
fωn(r) =
V
(2π)3
∫ 2π
0
dφ
∫ π
0
dθ
∫ ∞
0
dk k2 sin θeikr cos θ
1(
k2
2m −
k2
F
2m
)2
+ ω2n +∆2
.
Apre`s l’inte´gration sur φ et θ, on a
fωn(r) =
V
(2π)3
2π
ir
∫ ∞
0
dk
(
eikr − e−ikr
) k(
k2
2m −
k2
F
2m
)2
+ ω2n +∆2
.
Puisque l’inte´grand est paire, on utilise
∫∞
0 dk . . . =
1
2
∫∞
−∞ dk . . . (pratique pour l’inte´-
gration complexe qu’on va faire) pour e´crire
fωn(r) =
V
(2π)3
π
ir
∫ ∞
−∞
dk
(
eikr − e−ikr
) k(
k2
2m −
k2F
2m
)2
+ ω2n +∆2
.
Les poˆles de la fonction a` inte´grer se mettent sous la forme
k = ±akF e±iθ
ou` a =
(
1 +
(
2m
√
ω2n+∆
2
k2F
)2) 14
, θ = 12 arctan
(
2m
√
ω2n+∆
2
k2F
)
. On de´finit les quatre poˆles
simples ainsi : k1 = akF eiθ, k2 = −akF e−iθ, k3 = −akF eiθ, k4 = akF e−iθ. Les contours
sont le demi-cercle supe´rieur (sens anti-horaire) pour le terme proportionnel a` eikr et le
demi-cercle infe´rieur (sens horaire) pour e−ikr. Le the´ore`me des re´sidus donne (pour les
poˆles simples Res(f, zi) = limz→zi(z − zi)f(z))
fωn(r) =
V
(2π)3
π
ir
2iπ(2m)2
[
k1e
ik1r
(k1 − k2)(k1 − k3)(k1 − k4) +
k2e
ik2r
(k2 − k1)(k2 − k3)(k2 − k4)
− −k3e
−ik3r
(k3 − k1)(k3 − k2)(k3 − k4) −
−k4e−ik4r
(k4 − k1)(k4 − k2)(k4 − k3)
]
,
ou` les deux premiers termes contiennent les poˆles (k1, k2) inte´rieurs au demi-cercle su-
pe´rieur et les deux autres correspondent aux poˆles (k3, k4) inte´rieurs au demi-cercle
infe´rieur. Les inte´grales associe´es aux contours parame´tre´s par k = R e±iθ tendent vers
0 pour r tendant vers l’infini, en utilisant le lemme de Jordan par exemple. On introduit
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maintenant l’expression des poˆles en fonction de a, kF , θ :
fωn(r) =
V
(2π)3
π
ir
(2m)2(2πi)
[
2
akF e
iθeiakF r cos θe−akF r sin θ
(akF )3(eiθ + e−iθ)(eiθ + eiθ)(eiθ − e−iθ)
+ 2
akF e
−iθe−iakF r cos θe−akF r sin θ
(akF )3(e−iθ − eiθ)(e−iθ + e−iθ)(e−iθ + eiθ)
]
Apre`s simplification, on a
fωn(r) =
V
(2π)3
π2
ir
(2m)2
e−akF r sin θ
(akF )2 sin 2θ
{
eiakF r cos θ − e−iakF r cos θ
}
,
et finalement
|t|2fωn(r) =
Γ
2ǫF
e−akF r sin θ
a2 sin 2θ
sin(akF r cos θ)
kF r
(G.2)
avec Γ = 2πν(0)|t|2, ν(0) = V
(2π)3
4πmkF , ǫF = k2F /2m. On ve´rifie maintenant que
|t|2fωn(r) =
Γ
2ǫF
e−akF r sin θ
a2 sin 2θ
sin(akF r cos θ)
kF r
donne bien πν(0)|t|
2√
ω2n+∆
2
pour ∆, ωn ≪ EF et r = 0 (on ve´rifie la consistance du calcul
exact et du calcul approche´ utilisant une densite´ d’e´tat constante). D’abord on note
η =
√
ω2n+∆
2
EF
et on veut de´velopper en se´rie suivant ce parame`tre. D’abord on e´crit
a = 1 +
1
4
η +O(η2)
θ =
1
2
η +O(η2),
puis en utilisant les developpement en se´ries des fonctions usuelles et on garde le terme
en 1/η, ce qui donne
|t|2fωn(r) =
Γ
2EF
sin(kF r)
kF rη
+O(1) (G.3)
et finalement pour r = 0
|t|2fωn(r = 0) =
πν(0)|t|2√
ω2n +∆2
+O(1). (G.4)
Annexe G - Fonctions de Green des supraconducteurs 115
G.2 Calcul de la fonction “g” du cotunneling
On utilise le meˆme contour d’inte´gration pour calculer
gωn(r) =
V
(2π)3
∫
dkeikr
k2
2m −
k2F
2m(
k2
2m −
k2F
2m
)2
+ ω2n +∆2
.
Apre`s inte´gration
gωn(r) =
V
(2π)3
π
ir
(2m)2
πk2F
2m
e−akF r sin θ
(akF )2 sin 2θ
{
ei(akF r cos θ+θ)
(
a2eiθ − e−iθ
)
−e−i(akF r cos θ+θ)
(
a2e−iθ − eiθ
)}
.
Comme pour fωn(r), l’ine´galite´ |ωn| ≪ EF permet de simplifier cette expression. On
de´finit toujours η =
√
ω2n+∆
2
EF
et on de´veloppe au premier ordre en η
|t|2gωn(r) =
Γ
2
[
cos kF r
kF r
+O(η)
]
.
Cette fonction diverge en r = 0 alors que la forme de la fonction de Green d’un supra-
conducteur libre sugge`re que ce processus est ne´gligeable devant les re´flections d’Andreev
ou bien n’existe pas ; en fait, on voudrait pouvoir intervertir l’inte´grale sur k et la limite
pour r tendant vers 0, ce qui n’est pas possible ici.
Dans le cadre de la the´orie de la matrice T , on peut assimiler gωn(r) au phe´nome`ne
de cotunneling qui correspond au changement de position des e´lectrons entre les deux
points quantiques, voir par exemple l’article de Sauret et al. [16]. Comme l’e´tude est ici
a` l’e´chelle me´soscopique, on ne devrait toutefois pas donner de signification particulie`re
aux phe´nome`nes se produisant a` des distances proches de la longueur de Fermi. Pour
finir, on a donc l’e´le´ment non-diagonal de Σωn(r) avec
T †LG
12
ωnTL = |tL|
2
(
iωnfωn(r) + gωn(r) −∆fωn(r)e
−iφ/2
−∆fωn(r)e
iφ/2 iωnfωn(r)− gωn(r)
)
,
T †RG
12
ωnTR = |tR|
2
(
iωnfωn(r) + gωn(r) −∆fωn(r)e
iφ/2
−∆fωn(r)e
−iφ/2 iωnfωn(r)− gωn(r)
)
,
on a
Σ12ωn =

 [iωnfωn(r) + gωn(r)] (|tL|2 + |tR|2) −∆fωn(r)
[
|tR|2eiφ/2 + |tL|2e−iφ/2
]
−∆fωn(r)
[
|tR|2e−iφ/2 + |tL|2eiφ/2
]
[−iωnfωn(r) + gωn(r)] (|tL|2 + |tR|2)

 .

Annexe H
La coupure dans la fonction de
cotunneling
La fonction gωn correspondant au “cotunneling”diverge a` r = 0. Dans cette the`se, on n’a
pas cherche´ a` re´soudre ce proble`me au niveau du mode`le (on ne touche pas aux causes,
mais on en cache les effets). Une fois choisi, ce mode`le conduit a` une divergence lorsqu’on
fait la limite limr→0+ g(r). Il faut remarquer que si on change l’hamiltonien Tunnel (3.6)
en un hamiltonien qui de´crit des contacts ponctuels en prenant directement rj = 0,
cette divergence n’apparaˆıt pas. Le mode`le de contact ponctuel a pour lui un succe`s
expe´rimental qui n’est plus a` de´montrer. La question a` re´soudre est de savoir comment
ge´ne´raliser ce mode`le a` des points d’injections se´pare´s d’une longueur plus petite que la
longueur de cohe´rence du supraconducteur. Cette the`se permet de voir les conse´quences
du mode`le (3.6). Pour le moment le mode`le de contacts ponctuels suffit a` mode´liser des
expe´riences de Cleuziou et al. [1] (2006). On peut essayer ici d’obtenir une limite pour r
moyennant certaines hypothe`ses. Il n’est pas e´vident que ce qui est donne´ ici constitue
une solution au proble`me.
On de´finit d’abord η =
√
ω2n+∆
2
EF
puis on de´veloppe la se´rie de Taylor a` l’ordre le plus
bas
a = 1 +O(η2)
θ =
1
2
η +O(η2),
ce qui donne dans la fonction fωn de´crivant les effets d’Andreev croise´s
|t|2fωn(r) =
Γ
2EF
e−kF r(1+O(η
2))(η/2+O(η2)) sin
[
(1 +O(η2))kF r(1 +O(η2))
]
(1 +O(η2))2kF r(η +O(η2))
.
On garde le terme en 1/η qui donne finalement l’e´galite´
|t|2fωn(r) =
Γ
2EF
[
sin(kF r)
ηkF r
+O(1)
]
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qui semble bien de´finie pour un mode`le de contacts ponctuels (meˆme si l’on donne alors
une valeur moyenne a` une lorentzienne)
|t|2fωn(r = 0) =
πν(0)|t|2√
ω2n +∆2
+
Γ
EF
O(1).
En faisant de meˆme pour gωn(r) de´crivant les phe´nome`nes de cotunneling, on a
|t|2gωn(r) =
Γ
2kF r
e−kF r(1+O(η
2))(η/2+O(η2))
(1 +O(η2))2(η/2 +O(η2))
×
[
(1 +O(η2))2
{
sinCnr(1 +O(η2) + (η +O(η2)) cosCnr)
}
− sinCnr
]
=
Γ
2
[
cos kF r
kF r
+O(η)
]
.
Pour eˆtre consistant avec le mode`le de contacts ponctuels pour r = 0 qui montre que
les effets du cotunneling doivent eˆtre au moins ne´gligeables devant les effets d’Andreev
croise´s (CAR) (on a montre´ ici que la correction sur fωn (CAR) est proportionnelle a`
Γ
EF
), on suppose que r doit satisfaire la condition
ωnΓ/EF ≥ Γ2
| cos kF r|
kF r
ou bien
kF r ≥ EF/2ωn.
Si on suppose que le cotunneling peut eˆtre du meˆme ordre que les effets d’Andreev
croise´s, on a
ωnΓ/2
√
ω2n +∆2 ≥
Γ
2
| cos kF r|
kF r
.
Pour une valeur de ωn donnant une “certaine convergence” nume´rique de la se´rie e´gale
au courant Josephson (par exemple ωn = ∆), on obtient r ≥ 0.14λF . La limite ωn =∞
est bien de´finie et donne 1 ≥ | cos kF r|kF r ou bien r = 0.11λF . Pour justifier cela, on constate
nume´riquement que la valeur du courant critique pour r = 0 est consistante avec celle
obtenue pour r = 0.11λF (voir la figure H.1) et en dessous de cette valeur le courant
change rapidement d’ordre de grandeur. Cette valeur de r = 0.11λF est donc fixe´e
(heuristiquement) et n’est donc pas une coupure physique ad hoc.
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Figure H.1: Courant critique en fonction du flux α dans la boucle du SQUID. Les
deux points quantiques sont dans une phase 0. Pour r = 0.14λF , le courant critique
est consistant avec le courant obtenu dans le cadre du mode`le de contact ponctuel. En
dessous de r = 0.14λF , le courant critique augmente rapidement et donne lieu a` de
larges oscillations.

Annexe I
Introduction des tensions dans les
amplitudes Tunnel
On conside`re l’hamiltonien ge´ne´ral K qui introduit les tensions par l’interme´diaire des
potentiels chimiques :
K = H0 − µjNj︸ ︷︷ ︸
K0
+HT
ou` j = 1, 2, 3, ... (un potentiel chimique pour chaque borne). On sait en thermodyna-
mique que la diffe´rence de potentiel chimique entre deux re´servoirs j et j′ est propor-
tionnelle a` la tension Vjj′ entre j et j
′ avec µj − µj′ = eVjj′ . Dans le cadre de la the´orie
Keldysh ou` le contour temporel est ferme´, on peut utiliser une the´orie adiabatique mo-
difie´e ou` la fonction de partition est
Z =
1
trρ0
trρ0 TK
{
e−i
∫
K
dt H˜T (t)
}
.
Mais puisque le contour est ferme´, on a Z = 1. L’ope´rateur H˜T est e´crit en repre´sentation
interaction ou` il est donne´ par
H˜T = eiK0tHT e−iK0t = eiK0t

 ∑
j=1,2,3
∑
k,σ
T ∗j c
†
jkσdσ + h.c.

 e−iK0t. (I.1)
L’e´criture explicite de l’ope´rateur d’annihilation du point quantique
dσ(t) = eiK0tdσe−iK0t = e−i(ǫ−µG)tdσ
peut s’obtenir par l’e´quation diffe´rentielle ∂tdσ(t) = ieiK0t[K0, dσ ]e−iK0t = −i(ǫ −
µG)dσ(t). On a alors le meˆme type de relation pour les ope´rateurs fermioniques rela-
tifs aux supraconducteurs :
∂tcjkσ(t) = ie
iK0t[K0, cjkσ]e
−iK0t = −i(ξk − µj)cjkσ(t),
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avec ξk = ǫk − ǫF . L’hamiltonien Tunnel peut donc s’e´crire explicitement
H˜T =
∑
jk
t∗je
i(ξk−(µj−µG)−ǫ)tc†jkσdσ + h.c.
Cet hamiltonien est donc e´quivalent a` l’hamiltonien Tunnel donne´ par la repre´sentation
interaction eiH0tHT e
−iH0t sans potentiels chimiques avec une amplitude Tunnel de´pen-
dante maintenant explicitement du temps
t∗ → t∗e−i(µj−µG)t ≡ t∗(t).
Les deux descriptions suivantes sont e´quivalentes pour le calcul du courant
K = H0 − µjN j +HT
K ′ = H0 +HT (t).
On choisit d’inclure une de´pendance temporelle dans l’amplitude, ce qui nous donne une
nouvelle expression du courant Tunnel :
Ij(t) = −e∂tNj = ie
~
∑
kσ
[
tje
i(µj−µG)td†σ(t)cjkσ(t)− t∗je−i(µj−µG)tc†jkσ(t)dσ(t)
]
.
Pour e´tudier les cas ou` les tensions sont de´pendantes du temps (par exemple dans
le cas photo-assiste´ ou bien pour les “pas de Shapiro”), il est commode d’utiliser une
transformation unitaire. En partant de l’e´quation de Schro¨dinger, changer de base par
une transformation unitaire U (laissant invariant les valeurs moyennes d’ope´rateurs)
revient a` garder la meˆme base mais en ayant transforme´ l’hamiltonien initial H (i.e.
i∂tU |ψ〉 = HU |ψ〉 ⇔ i∂t|ψ〉 = H ′|ψ〉) :
H = U †H ′U − U †i∂tU. (I.2)
La transformation suivante permet de mettre les potentiels chimiques dans les amplitudes
Tunnel
U(t) = exp

−i∑
j
t∫
a
dt′µj(t′)
∑
kj ,σj
c†kj ,σjckj ,σj

 (I.3)
avec a arbitraire. Dans notre cas, j = 1, 2, 3 et c†kj ,σj est l’ope´rateur de cre´ation pour la
borne j qui peut eˆtre une impurete´, un me´tal ou un supraconducteur. Cette transfor-
mation laisse invariant les hamiltoniens de me´taux normaux, d’impurete´ en interaction
coulombienne et de supraconducteurs BCS (contenant l’interaction quartique) et fait
apparaˆıtre naturellement une diffe´rence de potentiel chimique. Avec (I.2) et (I.3), on a
H ′ = H0 +
∑
j
µj(t)
∑
kj ,σj
nkj ,σj + UHTU
†.
Annexe I - Introduction des tensions dans les amplitudes Tunnel 123
Le deuxie`me terme enle`ve les potentiels chimiques dans H0 et pour calculer le troisie`me
terme, il nous faut
c†ki,σickj ,σj
(∑
l
µl
∑
ql,σl
nql,σl
)n
=
(
−µi + µj +
∑
qi,σi
nqi,σi
)n
c†ki,σickj ,σj (I.4)
pour i 6= j qu’on e´tablit directement avec les relations canoniques d’anticommutation.
L’hamiltonien Tunnel ge´ne´ral (avec tij = t∗ji)
1 qui conserve le spin se transforme alors
de la manie`re suivante
UHTU
† = U
1
2
∑
i6=j
∑
ki,kj
[
tijc
†
ki,σi
ckj ,σi + h.c.
]
U †
= U
1
2
∑
i6=j
∑
ki,kj

tijc†ki,σickj ,σi ∑
n
(
i
∑
l
t∫
a
dt′µl(t′)
∑
qi,σi
nqi,σi
)n
n!
+ h.c.U †


=
1
2
∑
i6=j
∑
ki,kj
[
tije
−iχi,j(t)c†ki,σickj ,σi + h.c.
]
(I.5)
avec χi,j(t) =
t∫
a
dt′(µi(t′) − µj(t′)) Dans le cas d’un point quantique place´ entre deux
re´servoirs, on ne parle pas de potentiel chimique mais de tension de grille qui ajoute une
e´nergie similaire au potentiel chimique. On peut alors toujours faire la transformation
(I.3). Si la diffe´rence de potentiel est nulle, le courant n’est pas ne´cessairement nul,
par exemple dans l’effet Josephson DC ge´ne´re´ par un flux magne´tique interne a` une
boucle supraconductrice. Les paires de Cooper sont alors de´phase´es par ce flux. Dans
l’hamiltonien BCS, le parame`tre ∆ repre´sente la fonction d’appariement d’une paire
de Cooper. En toute ge´ne´ralite´, elle est complexe |∆|eiΦ. On peut le voir comme un
champ de Hubbard-Stratonovich permettant de passer d’un hamiltonien BCS avec des
interactions quartiques a` des interactions de la forme ∆∗c†k,↑c
†
−k,↓ (entre e´lectrons d’une
paire de Cooper). La phase Φ accumule´e est alors responsable du courant Josephson. On
peut se convaincre par le raisonnement suivant. En partant d’un hamiltonien BCS avec
l’interaction quartique, on applique la proce´dure de champs moyens que ce soit par une
transformation de Bogolioubov-Valatin ou par des champs de Hubbard-Stratanovitch
(voir par exemple [57, 58]). Le “gap” devient une fonction complexe ∆ = |∆|eiΦ. On
conside`re ensuite l’hamiltonien ge´ne´ral compose´ de deux supraconducteurs couple´s par
un hamiltonien Tunnel puis on fait une transformation unitaire analogue a` (I.3) qui fait
passer cette fois la phase Φj d’un supraconducteur j dans les amplitudes tunnel
U = exp

∑
j
Φj
2
∑
kj ,σ
c†kj ,σccj ,σ

 . (I.6)
1. En ge´ne´ral, les amplitudes Tunnel sont approxime´es par leurs valeurs a` l’e´nergie de Fermi et ne
de´pendent pas alors de ki, en premie`re approximation. De plus, il est difficile de justifier physiquement
l’asyme´trie tij 6= tji et pour simplifier tij est re´el.
124 Annexe I - Introduction des tensions dans les amplitudes Tunnel
L’amplitude Tunnel ainsi de´phase´e donne un courant en l’absence de tension aux bornes
des supraconducteurs. Dans le cas le plus ge´ne´ral, la phase d’un coefficient Tunnel sera
donc compose´ d’un de´phasage constant provenant de (I.6) et d’un de´phasage de´pendant
du temps provenant de (I.3). Dans le cas ou` la tension est sinuso¨ıdale (cas non traite´
dans la “partie supraconductivite´” mais traite´ dans la “partie nanotube”) le coefficient
Tunnel sera alors de la forme
T (t) = Tei(φ0+ω0t+α cos(ωrt))
ou` φ0 est la phase provenant d’un champ externe ; ω0 provient d’une tension continue
et ωr, d’une tension alternative (souvent dans un re´gime photo-assiste´). Ensuite, on
utilise en ge´ne´ral l’identite´ de Jacobi-Anger pour exprimer T (t) comple`tement en termes
d’ondes planes
eiz cos φ =
n=∞∑
n=−∞
inJn(z)einφ.
A partir de la`, le formalisme ge´ne´ral pour arriver au courant n’est pas modifie´.
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