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ABSTRACT
Recently there has been an increased interested in the development of kernel methods for sequential
data. An inner product between the signatures of two paths can be shown to be a reproducing kernel
and therefore suitable to be used in the context of data science [CO18]. In [KO19] the authors
propose an efficient algorithm to compute the truncated signature kernel that is subsequently used in
[TO19] to develop a framework for variational inference based on Gaussian processes with (truncated)
signature covariance. In both papers the signature kernel is computed by truncating the two input
signatures at a certain level, algorithms are outlined in the case of two time-series of equal length and
attention is mainly focused on continuous paths of bounded variation. In this paper we show that the
untruncated signature kernel is the solution of a Goursat problem which can be efficiently computed
in practice by finite different schemes for two time-series of possibly unequal length (python code
can be found in https://github.com/crispitagorico/SignatureKernel). Furthermore, we
use a density argument to extend the previous analysis to the space of geometric rough paths, and
prove using classical theory of integration of one-forms along rough paths that the full signature
kernel solves a rough integral equation analogous to the PDE derived for the bounded variation case.
1 Preliminaries
Let E be a finite d-dimensional Banach space. Denote by T (E) =
⊕∞
k=0E
⊗k and T ((E)) =
∏∞
k=0E
⊗k the spaces
of formal polynomials and of formal power series in d non-commuting variables respectively. Let pin : T ((E))→ E⊗n
be the canonical projection that maps an element T = (T 0, T 1, . . . , Tn, . . .) ∈ T ((E)) to Tn ∈ E⊗n, for any n ≥ 0.
If {e1, . . . , ed} is a basis of E, then it is easy to verify that the elements {eK = ek1 ⊗ . . .⊗ ekn}K=(k1,...,kn)∈{1,...,d}n
form a basis of E⊗n. Consider the inner product on E⊗n
〈ei1 ⊗ . . .⊗ ein , ej1 ⊗ . . .⊗ ejn〉 = δi1,j1 . . . δin,jn , δij =
{
1, if i = j,
0, if i 6= j. (1)
The inner product 〈·, ·〉 can be extended by linearity to an inner product on T ((E)) defined for any A,B ∈ T ((E)) as
〈A,B〉 =
∞∑
n=0
〈pin(A), pin(B)〉 (2)
Consider the following norm on T ((E)) induced by the above inner product
‖A‖ =
√∑
n≥0
‖pin(A)‖2E⊗n (3)
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2 The case of continuously differentiable paths
For a given closed time interval I we denote by C1(I, E) the space of continuously differentiable paths defined over
I and with values on E. Let I = [u, u′], J = [v, v′] be two closed time intervals and consider two continuous paths
x ∈ C1(I, E) and y ∈ C1(J,E). For any s ∈ [u, u′] we denote by S(x)s := S(x|[u,s]) the signature of the path x
restricted to the interval [u, s] ⊂ I; similarly for any t ∈ [v, v′] we set S(y)t := S(y|[v,t]).
Theorem 2.1. [LCLP04, section 1] The signature is the solution of the universal differential equation driven by x
S(x)t = 1+
∫ t
u
S(x)s ⊗ dxs, S(x)u = 1 = (1, 0, 0, . . .) (4)
Given two words ω1, ω2 and two letters l1, l2 it can be shown that the following identity holds:
〈ω1 ⊗ l1, ω2 ⊗ l2〉 = 〈ω1, ω2〉 · 〈l1, l2〉 (5)
2.1 The untruncated signature kernel PDE
In the next theorem we show how the inner product of the signatures of two continuous paths of bounded variation,
seen as a bilinear form on time indices, solves a linear hyperbolic partial differential equation (PDE).
Theorem 2.2. Let I = [u, u′] and J = [v, v′] be two closed time intervals and let x ∈ C1(I, E) and y ∈ C1(J,E).
Consider the bilinear form kx,y : I × J → R defined as follows
kx,y : (s, t) 7→ 〈S(x)s, S(y)t〉 (6)
then kx,y is a solution of the following linear hyperbolic PDE
∂2kx,y
∂s∂t
= 〈x˙s, y˙t〉kx,y (7)
with initial conditions kx,y(u, ·) = kx,y(·, v) = 1 and where x˙s = dxpdp
∣∣
p=s
and y˙t =
dxq
dq
∣∣
q=t
.
Proof. Clearly, for any t ∈ J we have kx,y(u, t) = 〈S(x)u, S(y)t〉 = 〈1, S(y)t〉 = 1; similarly kx,y(s, v) = 1 for any
s ∈ I . By means of equation (4) we can compute
kx,y(s, t) = 〈S(x)s, S(y)t〉
=
〈
1+
∫ s
p=u
S(x)p ⊗ dxp, 1+
∫ t
q=v
S(y)q ⊗ dyq
〉
(theorem 2.1)
= 1 +
〈∫ s
p=u
S(x)p ⊗ x˙pdp,
∫ t
q=v
S(y)q ⊗ y˙qdq
〉
(differentiability)
= 1 +
∫ s
p=u
∫ t
q=v
〈S(x)p ⊗ x˙p, S(y)q ⊗ y˙q〉dpdq (linearity)
= 1 +
∫ s
p=u
∫ t
q=v
〈S(x)p, S(y)q〉〈x˙p, y˙q〉dpdq (equation (5))
= 1 +
∫ s
p=u
∫ t
q=v
kx,y(p, q)〈x˙p, y˙q〉dpdq (by definition of kx,y)
By the fundamental theorem of calculus we can differentiate firstly with respect to s
∂kx,y(s, t)
∂s
=
∫ t
q=v
kx,y(s, q)〈x˙s, y˙q〉dq (8)
and then with respect to t to obtain the desired linear hyperbolic PDE
∂2kx,y(s, t)
∂s∂t
= 〈x˙s, y˙t〉kx,y(s, t) (9)
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Figure 1: Example of error distribution of kx,y(s, t) on the whole grid (s, t) ∈ D.
2.2 A Goursat problem
Equation (7) is an example of a Goursat problem [Gou16]. The linear hyperbolic PDE (7) is defined on the bounded
domain
D = {(s, t) | u ≤ s ≤ u′, v ≤ t ≤ v′} (10)
and its existence and uniqueness are guaranteed by the following result by setting C1 = C2 = C4 = 0 and C3(s, t) =
〈x˙s, y˙t〉.
Theorem 2.3. [Lee60, Theorems 2 & 4] Let σ : I → R and τ : J → R be two absolutely continuous functions
whose first derivatives are square integrable and such that σ(u) = τ(v). Let C1, C2, C3 : D → R be a bounded and
measurable over D and C4 : D → R be square integrable. Then there exists a unique function u : D → R such that
u(s, v) = σ(s), u(u, t) = τ(t) and (almost everywhere on D)
∂2u
∂s∂t
= C1(s, t)
∂u
∂s
+ C2(s, t)
∂u
∂t
+ C3(s, t)u+ C4(s, t) (11)
If in addition Ci ∈ Cp−1(D) (i = 1, 2, 3, 4) and σ and τ are Cp, then the unique solution u : D → R of the Goursat
problem is of class Cp.
In the setting of the untruncated signature kernel, this means in particular that if the two input paths x, y are Cp then
their derivatives will be of class Cp−1 and therefore the solution kx,y will be of class Cp.
2.3 Finite difference approximation
We consider the case E = Rd. Let DI = {u = u0 < u1 < . . . < um−1 < um = u′} be a partition of the interval I
and DJ = {v = v0 < v1 < . . . < vn−1 < vn = v′} be a partition of the interval J .
Using a forward finite difference scheme on the grid P0 = DI ×DJ for the PDE (7), we can discretize the differential
operator as follows
∂
∂s
(∂u(s, t)
∂t
)
≈
∂u(s+∆s,t)
∂t − ∂u(s,t)∂t
∆s
≈ u(s+ ∆s, t+ ∆t)− u(s+ ∆s, t)− u(s, t+ ∆t)− u(s, t)
∆s∆t
to obtain the following recursive relation for the approximation of kx,y
kˆ(ui+1, vj+1) = kˆ(ui+1, vj) + kˆ(ui, vj+1)− kˆ(ui, vj)(1−∆s∆t〈xui+1 − xui , yvj+1 − yvj 〉) (12)
Remark. Using instead a central finite difference scheme, one would discretize the differential operator in the following
way
∂
∂s
(∂u(s, t)
∂t
)
≈
∂u(s+∆s,t)
∂t − ∂u(s−∆s,t)∂t
2∆s
≈ u(s+ ∆s, t+ ∆t)− u(s+ ∆s, t−∆t)− u(s−∆s, t+ ∆t)− u(s−∆s, t−∆t)
4∆s∆t
leading to the following recursion
kˆ(ui+1, vj+1) = kˆ(ui+1, vj−1) + kˆ(ui−1, vj+1)− kˆ(ui−1, vj−1) + 4∆s∆t〈xui+1 −xui , yvj+1 − yvj 〉kˆ(ui, vj) (13)
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In our implementation (https://github.com/crispitagorico/SignatureKernel) we make use of the forward
finite difference discretization. Both algorithms have a computational complexity of O(dmn) on the grid P0.
Let’s denote by φλ and Pλ be respectively the approximation and the partition determined by the mesh ( 2
−λ
m ,
2−λ
n ).
Theorem 2.4. [Lee60, Theorem 3] The sequence of approximations {φλ} is such that
lim
λ→∞
∫ ∫
D
|kx,y(p, q)− φλ(p, q)|dpdq = 0 (14)
We can now investigate the rate of convergence of the finite difference approximation φλ to kx,y . For this, we assume
that x, y are at least C1 and that there exists M ≥ 0 and independent of λ such that
sup
D
|〈x˙s, y˙t〉| < M (15)
For any function z : D → R we introduce the following notation
||z||D = sup
D
{z}, Bλ(z) = sup
(s,t),(p,q)∈Pλ
|z(s, t)− z(p, q)| (16)
Then, by [Lee60, Theorem 5] there exists λ1 > 0 and a constant K depending only on M,λ1 and D such that for any
λ ≥ λ1
||kx,y − φλ||D ≤ K
(
2Bλ
(∂kx,y
∂s
)
+ 2Bλ
(∂kx,y
∂t
)
+
2−λ
m
∣∣∣∣∣∣∂kx,y
∂s
∣∣∣∣∣∣
D
+
2−λ
n
∣∣∣∣∣∣∂kx,y
∂t
∣∣∣∣∣∣
D
)
(17)
Figure 2: Comparison of the dependence on lengths and dimensions of the input Brownian paths for the computation of
kx,y via: 1) direct inner product; 2) kernel trick from [KO19]; 3) sig-kernel PDE (ours).
3 Integration of a one-form along a rough path in a nutshell
Let α : E → L(E,F ) be a Lip(γ − 1) function, with auxiliary functions
αk : E → L(E⊗k, L(E,F )), k = 1 . . . bpc − 1 (18)
The α’s satisfy the Taylor-like expansion: ∀x, y ∈ E
α(y) = α(x) +
bpc−1∑
k=1
αk(x)
(y − x)⊗k
k!
+R0(x, y) (19)
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with ||R0(x, y)|| ≤ ||α||Lip||x − y||. Let X : ∆T → E be a path of finite length, and let Xs,t = S(X|[s,t]) be its
unique extension to a geometric p-rough path. The α’s are multilinear forms, so we can rewrite (19) as follows
α(Xs) =
bpc−1∑
k=0
αk(Xs)Xks,t +R0(Xs, Xt) (20)
By definition of the extension ∫ t
s
Xks,u ⊗ dXu = Xk+1s,t (21)
Combining (20) and (21) we obtain
∫ t
s
α(Xu)dXu =
bpc−1∑
k=0
αk(Xs)Xk+1s,t +
∫ t
s
R0(Xs, Xu)dXu (22)
Define the F -valued path
Ys,t =
bpc−1∑
k=0
αk(Xs)Xk+1s,t (23)
We would like to compute the higher order iterated integrals of Y given the information contained in X. The nth level
of the signature of Y is as follows
Yns,t =
∫
s<u1<...<un<t
dYs,u1 ⊗ . . .⊗ dYs,un (24)
≈
∫
s<u1<...<un<t
bpc−1∑
k1=0
αk1(Xs)dXk1+1s,u1 ⊗ . . .⊗
bpc−1∑
kn=0
αkn(Xs)dXkn+1s,un (25)
=
∑
k1,...,kn∈{1,...,bpc}
k1+...+kn≤bpc
αk1−1(Xs) . . . αkn−1(Xs)
∫
s<u1<...<un<t
dXk1s,u1 ⊗ . . .⊗ dXkns,un (26)
=
∑
k1,...,kn∈{1,...,bpc}
k1+...+kn≤bpc
αk1−1(Xs) . . . αkn−1(Xs)
∑
σ∈OS(k1,...,kn)
σ−1Xk1+...+kns,t (27)
where OS(k1, . . . , kn) ⊂ Σk1+...+kn is the set of ordered shuffles, and where a permutation σ ∈ Σk acts on E⊗k by
sending x1 ⊗ . . .⊗ xk to xσ(1) ⊗ . . .⊗ xσ(k). By [LV07, Theorem 4.6] Y is γp -almost almost p-rough path .
Theorem 3.1. [LCLP04, theorem 4.3] If Y : ∆T → T bpc(F ) is a θ-almost p-rough path controlled by a control ω,
then there exists a unique p-rough path Y : ∆T → T bpc(F ) such that
sup
0≤s<t≤T
k=0,...,bpc
||Yks,t − Yks,t||
ω(s, t)θ
< +∞ (28)
Definition 1. The unique p-rough path Y : ∆T → T bpc(F ) associated to Y by the above theorem is called the integral
of the one-form α along X and is denoted
Ys,t =
∫ t
s
α(X)dX (29)
In what follows we will use the notation (
∫ t
s
α(Xu)dXu)
n to denote the nth degree term of
∫ t
s
α(Xu)dXu.
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4 The case of geometric rough paths
Let X,Y be two p and q geometric rough paths respectively defined as follows
X : I → Gbpc(E) ⊂ T bpc(E) ⊂ T (E) (30)
Y : J → Gbqc(E) ⊂ T bqc(E) ⊂ T (E) (31)
where Gbpc(E) is the step-bpc free nilpotent Lie group over E and T bpc(E) is the quotient algebra of T (E) by the
ideal
⊕∞
m=bpc+1E
⊗m. We use the notation ΩGp(E) to identify the space of Gbpc(E)-valued geometric p-rough
paths. By definition X has finite p-variation and is controlled by a control ωX, whilst Y has finite q-variation and is
controlled by a control ωY. All the sums in T (E) are finite, therefore (T (E), 〈·, ·〉) is an inner product space. Let T (E)
be the completion of T (E), so that (T (E), 〈·, ·〉) is now a Hilbert space. In summary, we have the following chain of
inclusions
T (E) ↪→ T (E) ↪→ T ((E)) (32)
Let ‖ · ‖ be the norm on T (E) induced by 〈·, ·〉, and for any k ≥ 0 let ‖ · ‖E⊗k be the norm on E⊗k induced by
〈·, ·〉E⊗k . By the [Lyo98, Extension Theorem], ∀m ≥ bpc and ∀n ≥ bqc, there exist unique continuous functions
Xm : ∆I → E⊗m and Yn : ∆J → E⊗n such that
(s1, s2) 7→ S(Xs1,s2) = (1,X1s1,s2 , . . . ,Xbpcs1,s2 , . . . ,Xms1,s2 , . . .) ∈ T ((E)) (33)
(t1, t2) 7→ S(Yt1,t2) = (1,Y1t1,t2 , . . . ,Ybqct1,t2 , . . . ,Ynt1,t2 , . . .) ∈ T ((E)) (34)
are multiplicative functionals of finite p and q variation respectively, and controlled by wX, wY respectively, i.e. ∀k ≥ 0
||Xks1,s2 ||E⊗k ≤
ωX(s1, s2)k/p
βp(k/p)!
, ∀(s1, s2) ∈ ∆I (35)
||Ykt1,t2 ||E⊗k ≤
ωY(t1, t2)k/q
βq(k/q)!
, ∀(t1, t2) ∈ ∆J (36)
where
βl = l
2
(
1 +
∞∑
r=3
( 2
r − 2
) blc+1
l
)
, l ≥ 1 (37)
Remark. We note that T (E) = {x ∈ T ((E)) : ||x|| <∞}
If X ∈ ΩGp(E) is a p-geometric rough path controlled by ω, it is easy to see that S(Xs,t) ∈ T (E) for any (s, t) ∈ ∆I
(we know S(Xs,t) lives in T ((E))). Indeed it suffices to find a sequence of tensors {X(n)s,t ∈ Tn(E)}n∈N that
convergences to S(Xs,t) in the ‖ · ‖-topology. Setting X(n)s,t = Xns,t, and using the bounds from the Extension Theorem
we see that
‖S(Xs,t)‖ =
√√√√ ∞∑
k=0
‖Xks,t‖2E⊗k ≤
√√√√ ∞∑
k=0
ω(s, t)2k/p
(βp(k/p)!)2
≤
∞∑
i=0
ω(s, t)k/p
βp(k/p)!
(38)
which converges, and ∀(s, t) ∈ ∆I we have
‖Xns,t − S(Xs,t)‖ =
√√√√ ∞∑
k≥n+1
‖Xks,t‖2E⊗i → 0 as n→∞ (39)
Lemma 4.1. For any (X,Y) ∈ ΩGp(E)× ΩGq(E) and for any (s1, s2) ∈ ∆I , (t1, t2) ∈ ∆J we have〈
S(Xs1,s2), S(Yt1,t2)
〉
< +∞ (40)
Furthermore the bilinear form K : ΩGp(E)× ΩGq(E)→ R defined by
K : (X,Y) 7→ 〈S(X), S(Y)〉 (41)
is continuous with respect to the the product p, q-variation topology.
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Proof. For any (s1, s2) ∈ ∆I , (t1, t2) ∈ ∆J and by definition of the inner product 〈·, ·〉 on T (E) we immediately have
〈S(Xs1,s2), S(Yt1,t2)〉 =
∞∑
k=0
〈Xks1,s2 ,Ykt1,t2〉E⊗k
≤
∞∑
k=0
‖Xks1,s2‖E⊗k‖Ykt1,t2‖E⊗k (Cauchy-Schwarz)
≤
∞∑
k=0
ωX(s1, s2)k/p · ωY(t1, t2)k/q
βp(k/p)! · βq(k/q)! (Extension Theorem)
< +∞
Consider the functions f : ΩGp(E)× ΩGq(E)→ T (E)× T (E) and g : T (E)× T (E)→ R defined as follows
f : (X,Y) 7→ (S(X), S(Y)) (42)
g : (T1, T2) 7→ 〈T1, T2〉 (43)
g is clearly continuous in both variables in the sense of ‖ · ‖. By [LCLP04, theorem 3.10] we know that the extension
map ΩGp(E)→ T (E) is continuous in the p-variation topology, therefore f is also continuous in both of its variables.
Hence, noting thatK = f ◦g,K is also continuous in both variables as it is the composition of continuous functions.
4.1 The main result
The first step of this section is to give a meaning to the following double integral
”I(Xu,u′ ,Yv,v′) =
∫ u′
s=u
∫ v′
t=v
K(Xu,s,Yv,t)〈dXs, dYt〉” (44)
Let f : E ⊕ T (E)→ Hom(E,E ⊕ T (E)) be the map defined by
f(x,X) : y 7→ (y,X⊗ y) (45)
By [Lyo98], the solution to the differential equation
dZt = f(Zt)dXt (46)
is a geometric p-rough path which is the joint rough path Z = (X, Sbpc(S(X))) ∈ ΩGp(E ⊕ T (E)), where Sbpc(·) is
the signature truncated at level bpc. We recall that a joint rough rough path implicitly encodes a specification of the
cross iterated integrals. The first level of this rough path is given by (x, S(X)) where x is the first level (increments) of
X, i.e. x = X1.
For a fixed tensor A ∈ T (E), consider the one-form αA : E ⊕ T (E)→ Hom(E ⊕ T (E), E) defined as follows
αA(x,X) : (y,Y) 7→
〈
X, A
〉
y (47)
where the inner product is taken in T (E). Using the results presented in the previous section, the following rough
integral exists and defines a geometric p-rough path∫
αA(Z)dZ ∈ ΩGp(E) (48)
Let’s now define a second one-form β : E ⊕ T (E)→ Hom(E ⊕ T (E),R) in the following way
β(x,X) : (y,Y) 7→
〈(∫
αX(Z)dZ
)1
, y
〉
(49)
where the inner product is taken in E. Again using results from [Lyo98], the solution of the following differential
equation
dZ˜t = f(Z˜t)dYt (50)
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is a geometric q-rough path given by the joint path Z˜ : t 7→ (yt, S(Y)t) ∈ ΩGq(E ⊕ T (E)), where y is the first level
(increments) of Y. We can now integrate the second one-form β along the q-rough path Z˜ and use this well defined
object as the definition of the double integral we are interested in
I(X,Y) :=
(∫
β(Z˜)dZ˜
)1
(51)
Note that this definition doesn’t depend on the order of integration. In the appendix we present some explicit
computations of these double rough integrals.
Theorem 4.1. Let X ∈ ΩGp(E) and Y ∈ ΩGq(E) be respectively p and q geometric rough paths. Then
K(X,Y) = 1 + I(X,Y) (52)
Proof. [LV07, Theorem 4.12] states that if Z ∈ ΩGp(E) is a geometric p-rough path and α : E → Hom(E,F )
is a Lip(γ) one-form for some γ > p, then the mapping Z 7→ ∫ α(Z)dZ is continuous from ΩGp(E) to ΩGp(F ).
Both α and β are linear one-forms, thus The map I : ΩGp(E) × ΩGq(E) → R is continuous in the p, q-variation
product topology. By Lemma 4.1 the map K : ΩGp(E) × ΩGq(E) → R is also continuous in p, q-variation
product topology. In the first section of the paper we saw that if x, y are continuous paths of bounded variation then
K(x, y) = kx,y = 1 + I(x, y). We know that the space of continuous paths of bounded variation is dense (in the sense
of the p-variation topology) in the space ΩG(E)p of geometric p-rough paths. Two continuous functions that are equal
on a dense subspace of a space are also equal on the whole space, which concludes the proof.
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A Idea for a second proof of theorem 4.1
Lemma A.1. (N. Victoir, T. Lyons ’07) Let p > 1. Let K be a closed normal subgroup of Gbpc(E). If x is a
(Gbpc(E)/K)-valued continuous path of finite p-variation, with p 6∈ N \ {0, 1}, then there exists a continuous
Gbpc(E)-valued geometric p-rough path y such that
piGbpc(E),Gbpc(E)/K(y) = x
where piGbpc(E),Gbpc(E)/K is the canonical homomorphism (projection) from Gbpc(E) to Gbpc(E)/K.
Proof. See Theorem 14 in [LV07].
Corollary A.0.1. If p ∈ R≥1 \ {2, 3, . . .}, then a continuous E-valued smooth path of finite p-variation can be lifted
to a geometric p-rough path
Proof. It suffices to apply Theorem A.1 to K = exp{⊕bpci=2 Vi}, where v0 = E and Vi+1 = [V, Vi], with [·, ·] being
the Lie bracket.
Without loss of generality let’s assume q ≥ p. X is a geometric p-rough path, therefore by the Extension theorem X can
be lifted uniquely to a geometric q-rough path X′. Let R be any compact time interval such that such that there exists
two continuous and increasing surjections ψ1 : R→ I and ψ2 : R→ J . Let X˜ = X′ ◦ ψ1 and Y˜ = Y ◦ ψ2. Consider
the path Z : R→ Gbqc(E)×Gbqc(E) defined as
Z : t 7→ (X˜t, Y˜t)
Z is a continuous, (Gbqc(E)×Gbqc(E))-valued path of finite q-variation. Firstly, we consider the product of algebras
T bqc(E) × T bqc(E), where the product of elements is defined by the following operation: (f1, g1)(f2, g2) = (f1 ⊗
f2, g1 ⊗ g2). Now consider the free tensor algebra T bqc(E
⊕
E) over the vector space E
⊕
E. Let φ : E → T bqc(E)
be the canonical inclusion of E into T bqc(E) and let ψ : T bqc(E)→ T bqc(E)× T bqc(E) be the linear map defined
as ψ(T ) = (T, T ),∀T ∈ T (E). Now let’s consider the map η = ψ ◦ φ : E → T bqc(E)× T bqc(E). By the universal
property of
⊕
there exists a unique algebra homomorphism Φ : E
⊕
E → T bqc(E)× T bqc(E) such that Φ ◦ ψ = η.
E
⊕
E
E T bqc(E)× T bqc(E)
Φψ
η
But now T bqc(E
⊕
E) has also the universal property, therefore there exists a unique algebra homomorphism Ψ :
T bqc(E
⊕
E) → T bqc(E) × T bqc(E) such that Ψ ◦ β = Φ, where β is the canonical inclusion of E⊕E into
T bqc(E
⊕
E).
T bqc(E
⊕
E)
E
⊕
E T bqc(E)× T bqc(E)
Ψβ
Φ
Note that Gbqc(E)×Gbqc(E) is a group embedded in the product algebra T bqc(E)× T bqc(E) and Gbqc(E⊕E) is
a group embedded in the tensor algebra T bqc(E
⊕
E). Let pi be the map Ψ restricted to Gbqc(E
⊕
E). Given that
Gbqc(E)×Gbqc(E) ⊂ pi(Gbqc(E⊕E)), this map is a surjective group-homomorphism. Therefore, by the First Group
Isomorphism Theorem we have that Ker(pi) / Gbqc(E ⊕ E), and
Gbqc(E ⊕ E)/Ker(pi) ' Gbqc(E)×Gbqc(E)
By Lemma A.1 there exists a continuous Gbqc(E ⊕ E)-valued geometric q-rough path Z˜ such that
pi(Z˜) = Z
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Expanding out coordinate-wise the right-hand-side of the now well-defined equation (44) we obtain
∫ u′
s=u
∫ v′
t=v
K(Xu,s,Yv,t)〈dXs, dYt〉 =
bqc∑
n=0
∑
K∈{1,...,d}n
∫ u′
s=u
∫ v′
t=v
K(Xs,Yt)dXKs dYKt
=
bqc∑
n=0
∑
K∈{1,...,d}n
∫ u′
s=u
∫ v′
t=v
〈S(Xu,s), S(Yv,t)〉dXKs dYKt
=
∞∑
m=0
∑
R∈{1,...,d}m
bqc∑
n=0
∑
K∈{1,...,d}n
∫ u′
s=u
∫ v′
t=v
S(Xu,s)RS(Yv,t)RdXKs dYKt
=
∞∑
m=0
∑
R∈{1,...,d}m
bqc∑
n=0
∑
K∈{1,...,d}n
(∫ u′
s=u
S(Xu,s)RdXKs
)(∫ v′
t=v
S(Yv,t)RdYKt
)
(53)
Note that all the cross-integrals of S(X) and S(Y) do not contribute at all in the above expression, which nicely factors
into two separate integrals: expression (53) tells us that the rough path Z˜ does not depend on the lift used in the
extension (from the joint path Z to the rough path Z˜). The terms involved in the infinite sum on the right-hand-side of
the equation (53) are all R-projections of the images by the Ito-Lyons map of the rough paths X and Y.
10
