The purpose of this exploratory study is to attempt to identify particular public policies which have the potential to increase the economic viability of smaller metropolitan areas and cities. We identify characteristics associated with smaller metro areas that performed better-than-expected (winners) and worse-than-expected (losers) during the 1990s, given their resources, industrial mix, and location as of 1990. Once these characteristics have been identified, we look for evidence that public policy choices may have promoted and enhanced a metro area's ability to succeed and to regain control of its own economic destiny. Methodologically, we construct a regression model which identifies the small metro areas that achieved higher-than-expected economic prosperity (winners) and the areas that saw lower-than-expected economic prosperity (losers) according to the model. Next, we explore whether indications exist that winners and losers are qualitatively different from other areas in ways that may indicate consequences of policy choices. A cluster analysis is completed to group the metro areas based on changes in a host of social, economic, and demographic variables between 1990 and 2000. We then use contingency table analysis and ANOVA to see if "winning" or "losing," as measured by the error term from the regression, is related to the grouping of metro areas in a way that may indicate the presence of deliberate and replicable government policy.
INTRODUCTION
In today's dynamic global economy, smaller metropolitan areas in the United States have lost much of their economic role and vitality. These areas often are held hostage to decisions made in large company boardrooms (Watts and Kirkham 1999) . In particular, in the wake of corporate mergers, many areas are becoming branch plant production locations that, in turn, do not generate a social or civic environment attractive to professional workers. Moreover, because of mergers and closures, these areas often lose key private sector stakeholders who, in the past, would have been major players in creating and implementing public and private policies to bolster the area against the negative impacts of downsizing and relocations of major employers. In short, some question whether these smaller places really have a role in today's global economy (Kelley 1996; Glaeser and Shapiro 2003) .
Yet, mayors of all sizes of cities firmly believe that "now, more than ever, the continued vitality of cities and the nation are dependent upon mayors and private sector leaders tackling issues of common concern such as, but not limited to: streamlining government, providing homeland security and public safety, building affordable housing, investing in kids and schools, promoting the arts, culture, and sports, recycling land and preserving open spaces, investing tax cuts in challenged neighborhoods and working families, workforce training, modernizing infrastructure, and increasing access to affordable healthcare." 1 The purpose of this study is to see whether statistical evidence exists to suggest that particular public policies can increase the economic viability of metropolitan areas and cities. We identify characteristics associated with smaller metro areas that performed better than expected (winners) and worse than expected (losers) during the 1990s given their resources, industrial mix, and location as of 1990. Once these characteristics are identified, we look for evidence that public policy choices may have promoted and enhanced a metro area's ability to succeed and to regain control of its own economic destiny. First, we construct a regression model that we use to forecast the growth of metropolitan areas during the 1990s. Then we identify the small metro areas that achieved higher-than-expected economic prosperity (winners) and the areas that saw lower-thanexpected economic prosperity (losers) according to the model. The regression model includes a shift share variable plus a variety of trend and condition variables, all measured as of 1990. The unexplained portion of growth is captured in the error term from the regression.
Next, we explore whether indications exist that winners and losers are qualitatively different from other areas in ways that may indicate consequences of policy choices. We do a variety of statistical tests, using the error term as the dependent variable, to examine this question. Variables used in these tests are all measured for 2000, or as changes in their levels from 1990 to 2000. The from larger metro areas to smaller ones or non-metro areas; instead, professional and managerial occupations tend to be concentrated in larger metro areas (Cook Kirschner, and Beck 1991) .
DEVELOPMENT OF A PREDICTIVE MODEL
In constructing the predictive model for the growth of metro areas between 1990 and 2000, and particularly in the selection of structural variables, we relied heavily on the product cycle theory of economic growth (Markusen 1985) . The product cycle model suggests that a region's economic performance depends upon the "product age" of its primary export-base industries. Areas with export-base firms that are producing mature or commodity-grade products or services are expected to grow more slowly than areas with high-profit firms producing more cutting-edge products that face less cost-based competition while enjoying expanding markets. Quite often these high-profit firms are proprietorships and are small in size, employing between 20 and 40 workers. However, they are not the micro-employers (firms employing fewer than 20 workers). In fact, according to the standard product-cycle model, little employment growth can be expected from an area's smallest export-base firms, as they are still testing the marketability of their product or service.
However, Plummer and Taylor (2001a, b) examined and contrasted the performance of six theoretical models of regional economic performance, including the product-cycle model, and found that none of variables they used as proxies for theoretical models explained much of the difference in regional performance, as defined by unemployment rate differentials. Still, the "learning regions" variables did the best, although these may be pointing to the importance of an area's enterprise culture based on a combination of entrepreneurship and a strong human-resource base instead of a formal learning process. Glaeser and Shapiro (2003b) examined population growth trends during the 1970s and 1980s and found that population trends in the 1990s were not significantly different from those of past decades. Still, they also found that an area's weather and human capital assets matter. Because of these two studies, we also used a variable to capture the areas' quality of human capital and climate.
Description of the Model
Again, the objective of the regression analysis is to identify the key factors that contributed to the growth of small and medium-sized cities during the 1990s. After we construct the model, we use it to identify the metropolitan areas that outperformed or underperformed expectations. Our data set was limited to the 267 metro areas that had populations of 1 million or less in 1990. We performed a Chow test on our regression, using these 267 areas as a subset of the 318 metropolitan areas defined by the Bureau of Economic Analysis for the United States. The Chow test showed that the regression results for smaller areas are significantly different from those for all areas. 2 We did run the model using the percentage change in employment during the 1990s as the dependent variable. The results were very similar to the model used: the simple correlation between resulting lists of winning and losing metro areas was 0.77.
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Selecting the proper dependent variable in this study was no easy task. An ideal measure would capture increases in the capacity to improve the quality of life within the area as well as improvements in the quality of life. After much debate, we chose as our measure of economic growth the percentage change in personal income for the period 1989 to 1999. We also considered using changes in population, employment, and per capita income. We eliminated population change because population gains can be associated with congestion and increased demand for government services without accompanying increases in revenue, thus diminishing an area's quality of life. Employment growth as a measure of economic performance does not address the issue of the quality of jobs being generated.
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As manufacturing has declined, job growth in many urban areas has come primarily in other sectors that typically pay lower wages (U.S. Conference of Mayors 2004). Change in per capita income was not used because we feared it could yield a "false positive" and because it does not reflect the total financial resources that are available to the local government. An area can have an increase in per capita income while at the same time suffering a declining economic or resource base. If the area's economy is both stagnating and highly dependent on one or two high-wage employers, then as unemployed people leave the area, its per capita income can rise. On the other hand, if the same area was growing but the new jobs being created were in small, innovative businesses that paid relatively low wages, its overall per capita income could fall. While total income growth is not a perfect measure, it does reflect an increase in the financial capacity of local governments to address quality of life issues.
The growth of a metropolitan area depends upon its economic structure, human capital resources, quality of life factors, historical trends and, of course, location. The variables used as proxies for each of these factors are discussed below. Descriptive statistics for them are given in Table 1 below.
Structural Variables
We used four variables to estimate the impact of the region's industrial structure on its growth during the 1990s. The first variable is the industrial mix component of a standard shift-share model. The standard shift-share model divides an area's growth into three components: 1) National trend, 2)Industrial mix and 3)Competitive share. National trend captures the portion of an area's growth that can be attributed to the general growth of the national economy during the period. The The Industrial mix variable is not affected by the economic performance of the regions' firms during the 1990s. We expect regions that had a high percentage of their firms in industries that performed well during the 1990s nationwide to have achieved higher growth than those who had a higher percentage of their firms in poorly performing industries. The next two variables measure firm size in the region. We expect that the short-run growth potential of regions with a high percentage of their business establishments in micro-firms, employing fewer than 20 workers, will be diminished, because these small establishments do not have the resources, products, or services to achieve substantial growth. On the other hand, regions with a high percentage of their establishments employing 20 to 49 workers are more likely to contain firms that can achieve above-average short-term growth.
We included the percent change in the income of the region's proprietors during the 1980s as a proxy for the region's "entrepreneurship" environment as it entered the 1990s. Success breeds success. Finally, we included a dummy variable that tells us if the area is part of a larger consolidated metropolitan areas. Such areas should do better than more isolated areas because of the added size of their local labor forces and economies.
Human Capital
The sole variable used to measure the impact of human capital formation on the region's growth in personal income was the percent of individuals 25 years of age and older in 1990, with four or more years of college. Starting the decade with a more educated workforce would likely give a metro area a competitive advantage.
Quality of Life Variables
The model includes climate and public safety variables as proxies for the metropolitan area's quality of life. We used the same climate variables as Glaeser and Shapiro (2003b) : mean July temperature and the average annual amount of precipitation. Because of data constraints, the public safety variables were measured as of 1992, although this year falls within the forecast period. These variables were taken from the level of reported criminal activity in 1992 (burglary and larceny rates).
Trend Variables
The final set of variables in the model included trend and level variables and regional dummies. Metropolitan areas that achieved positive (or negative) growth during the 1980s were expected to also do well (or poorly) in the 1990s. The trend variables include, 1989 per capita income, percent change in population, and percent change in the poverty rate, with all the change variables measured between 1979 and 1989, or between 1980 and 1990 .
RESULTS
The results of our model are shown in Table 2 . The model explains 70.1 percent of the variation of the percent change in personal income between 1990 and 2000.
All of the structural variables are significant and hold the expected signs. The industrial composition of a metro area's economy matters. An increase in an area's earned income from 1989 to 1999, attributed to the national performance of its industries (independent of the relative performance of its firms), added to the percentage increase in the area's personal income. Moreover, the size composition of an area's businesses matters. An increase in the percentage of firms in the "takeoff" range of 20 to 49 workers in 1990 is associated with a positive, although statistically insignificant, increase in personal income during the period. On the other hand, areas having a larger percentage of their businesses in micro establishments, employing fewer than 20 workers, reduced the areas' personal income growth. Finally, entrepreneurship capacity also matters. An increase in proprietors' income during the 1980s is associated with an increase in personal income during the 1990s.
Human capital is also important. The education achievement level of residents age 25 and older in 1990 had a significant effect on the personal income of metro areas in the 1990s as well. An increase in the percent of residents age 25 and older with four or more years of college is associated with increases in the area's personal income. The model's quality of life climate variables, while significant, have the wrong sign. The reason for this counterintuitive result is most likely that these variables are interacting with the historical trend variables. Population changes in the 1980s were due in part to climate and quality of life considerations, so that some of the impact of these variables is rolled into the impact of the earlier population shift variables. The other surprising result was that per capita income was negatively associated, while the number of larcenies per 100,000 residents in 1992 was positively related with the change in personal income during the 1990s. Table A .1 in the appendix ranks all 267 metro areas in our analysis according the size of the error term associated with the regression in Table 2 . The way to interpret this error term is as follows: whereas the model predicted personal income in Laredo, Texas, would increase by 111.2 percent during the 1990s, personal income actually rose by 160.8 percent. In other words, Laredo exceeded the model's forecast of its personal income growth by 49.6 percent. At the other end of the spectrum, personal income in El Paso, Texas was predicted to increase by 118.5 percent but grew by only 86.0 percent.
Winners and Losers
The results are encouraging since metropolitan areas in similar environments can have strikingly different error values, suggesting that unique public policy actions and economic development events or accidents may have made a difference. For example, even though El Paso, Texas, is the only other main border city in Texas besides Laredo, it did surprisingly poorly. Likewise, although Melbourne-Titusville-Palm Bay, Florida, performed well below expectations, Naples, Florida, strongly exceeded expectations.
Finally, the unique structure of the rankings below must be remembered. The top and lowest ranked metro areas are nothing more than statistical outliers. They do not share any commonality other than that they defied the model's forecast. For example, personal income in Laredo grew by 160.8 percent from 1989 to 1999. However, personal income in Provo-Orem, Utah, grew by a strong 146.9 percent, yet the city is ranked only 253th because the model predicted that it should have grown by 165.0 percent. In fact, the rapidly expanding Provo-Orem area is ranked right below Dothan, Alabama, which grew by only 62.5 percent during the period (the model predicted that personal income in the area would have grown by 80.3 percent).
The next step in the analysis is to attempt to uncover the reasons why some areas did far better or worse than expected.
AN EXPLORATORY ANALYSIS OF POSSIBLE PUBLIC POLICY IMPACTS
Several previous studies suggest that public policy actions on the state and local levels may have limited results, while others conclude that such actions do have positive benefits (Wassmer 1994) . Crihfield and Panggabean (1995) studied 282 metro areas from 1960 to 1982 and found that "public policies, and especially public-sector investments, played an insignificant role in metropolitan growth and in convergence of per capital incomes" (p. 157). They concluded that "there is virtually no evidence that local or state infrastructure plays an important role in the growth of metropolitan economies" (p. 160). Similarly, Friedman (1995) could find no best practices for small firm formation. Still, after surveying 65 cities with populations of greater than 250,000 where 71 major cultural buildings had been built in a short time span, Strom (2002) concluded that spending on culture and the arts may help attract knowledge workers. Moreover, Johnson (2002) , in his review of case studies, concluded that civic entrepreneurship where local governments create partnerships and alliances with industry and universities can be the key to revival of distressed areas. An example is Tacoma, Washington, where access to broadband communication technology appears to be spurring economic growth.
Disagreement exists regarding the importance of federal policies as well. Markusen and Carlson (1989) say federal policy is vital to any region's sustainability. "If a city lacks the basics for economic viability, what does it have left except some type of massive support by the federal government?" (Irving Baker, quoted in Kelley 1996, p. 36) But what if the federal government has no specific urban policy? Bourne (1991) points out that the trend since the 1980s has been toward political decentralization, fragmentation, deregulation of the private sector, and relocation of functions and responsibilities from the public to the private sphere. This trend has not changed (National League of Cities 2003).
A TEST OF THE IMPORTANCE OF GOVERNMENTAL ACTIVITY
As a first step, a regression was run using the error term from the regression equation in Table 2 as the dependent variable. The independent variables were proxies for changes in the level of governmental activity within the area during the decade of the 1990s and for connections between local governments and the regional economy. Descriptive statistics are given in Table 3 .
Quantifying the ability of government policy to affect the economic outcome of a region is difficult. One of the major problems is that every state defines the powers and responsibilities of local governments differently, so policies that may appear to be the same across jurisdictions can be very different in practice. Even within states, policies can appear to be identical, but in actuality be very different in focus and intended outcomes. Yet, in a very general sense, public policy should increase an area's capacity to improve its quality of life by increasing resources available to the public sector.
Cities typically are allowed to provide a broader range of services than other local governments and, historically, they have done so. Accordingly, we wanted to focus on the impact of city policy on metro success. Consequently, in this analysis we used the percentage change in the level of all tax collections by cities within the metro area between 1992 and 1997. Tax collections are a function of jurisdictional income or property wealth, yet in this age of initiatives they are also a function of voter approval of governmental action. A positive change in taxes collected would indicate that the city governments have increasing capacity. The next variable is percentage change in city expenditures between 1992 and 1997. Local governments are becoming more creative in locating funding sources besides taxes. Since policy implementation requires funding, more expenditures should be related to more activist policy initiatives. These two variables are aggregated for all cities within each metro area. The last variable in this category tracks the size of government relative to the size of the region as measured by the change in percentage of non-farm income that accrues to those in the state and local governmental sector in the region. Decreases in this percentage might indicate increased efficiencies in service provisions by local governments, less rigidity in the provision of services, or fewer services.
The tighter the connections between local governments, the more probable are economies of scale in service provision and a focus on regional rather than jurisdictional growth. We used two proxies to measure these connections. The first is the number of municipal governments (cities, towns, or villages) in the region. Following Rusk (1999) , we hypothesize that the more governments in a region, the more difficult intergovernmental cooperation becomes. The other variable is the percentage change in the number of governmental employees in the region between 1990 and 2000. We hypothesized that those regions that saw an increase over the period in governmental employment would have a more positive view of governmental activity and interactions than other areas.
Regression Results
The results are given in Table 4 . The variables measuring change in the level of governmental activity are all significant with the expected signs; however, only 17 percent of variation in the error term was explained by the regression. Nonetheless, the regression offers some evidence that governmental activity is related to regional performance in the 1990s even though it gives us no indication of what local governments did that added to the region's success. The error term from regression 1, indicating the difference between predicted and actual income growth, was both positive and larger for the areas' expenditures, indicating that these are areas that performed better than expected. Tax collections were positive but not significant. At the same time, for areas that outperformed the forecast, employment in all governmental sectors increased significantly over the 1990s. The more local governments in a region, the more likely a region was to have outperformed the forecast. This may reflect an intraregional migration of people and business from high-tax, high-public-activity cities to low-cost, low-service-provision suburbs. 
CLUSTER ANALYSIS BASED ON CHANGES IN REGIONAL PERFORMANCE DURING THE 1990S
In this section we report on results obtained with a more exploratory technique called cluster analysis. The technique is designed to reveal natural groupings (or clusters) within a data set that would otherwise not be apparent. It sorts the metro areas into groups sharing similar changes in fiscal, social, or demographic characteristics during the 1990s. The analysis creates groups in which group members are as homogeneous as possible, with respect to the means of the variables used in the analysis, while being as distinct as possible from members of other groups, again with respect to the means. The number of clusters is arbitrary, and membership in a cluster can change when variables are added to or subtracted from the analysis, or when the number of clusters is changed. Still, it is a useful technique for finding similarities in a large data set with a large number of variables. Thirty-five variables are used to determine membership in eight distinct clusters.
Successful policies should change real aspects of the metro area. Accordingly, the variables used to define the clusters correspond to important variables in recent theories of urban economic development. In most of these theories is a role for local governmental or social policy as a stimulant for economic growth, be it the encouragement of industrial clustering or of educational attainment. While most areas pursue economic development, community development, or regional policies because they believe these policies lead to greater prosperity than would otherwise be the case, validating such beliefs is difficult (see Wassmer 1994; Wolman, Ford, and Hill 1994; and Orr and West 2002) . Local governmental policies tend to be broad and outcome-oriented and often consist of goals such as "Increase homeownership rates." Outcomes are often multidimensional and difficult to quantify. Thus, the very nature of local policy formulation, articulation, and implementation may make it difficult to recognize a successful policy when examining variables. At the same time, however, it seems reasonable to assume that areas that pursue different policies would be different in multiple, quantifiable ways. Using cluster analysis helps to define homogeneous groups of metro areas that are different in multidimensional ways. After identifying the clusters, we then ask if the metro areas fall into clusters that are related to "winning" and "losing" as measured by the errors from regression 1.
Choice of Cluster Analysis Variables
Unlike the predictive equation in regression 1 that was used to determine metro area "winners" and "losers," this analysis uses variables that are measured after 1990. Variables used in the cluster analysis fall into five general categories: 1) educational policy, 2) demographic and labor force changes, 3) quality of life, 4) governmental action, and 5) change in economic conditions.
The educational variables are the percentage of 18-to 24-year-olds in college in 2000, whether the area could be classified as containing a "university town," a place defined as having at least 15,000 students in a doctoral-granting university or universities, the change in educational attainment of residents as indicated by the change between 1990 and 2000 in the percent of the over-24-year-old population with at least one college degree, and the percent of 16-to 19-year-olds not in school in 2000. The first two measures indicate the availability of educational resources in the area, a key variable in theories of learning regions (Rutten, Boekema, and Kuijpers 2003; Lambooy 2002; Plummer and Taylor 2001b) . The change in educational attainment over the decade indicates the attraction and retention of knowledge workers, which again is key in learning region theory. The last variable is a measure of high school drop-out rates. Florida (2002) also highlights the importance of education or human capital development in spurring growth, although in some cases it is an amenity that brings knowledge workers rather than a root cause of human capital formation.
Demographic and labor force changes within the metro areas are captured by eight variables. The change between 1990 and 2000 in the percentage of the population that is Hispanic and the change over the same time period in the percent of the population that is African American are included. Minority population growth, particularly that of Asians and Hispanics, is related to strong population growth in many of the nation's metropolitan areas (Singer 2004; Berube 2003) . The percentage change between 1990 and 2000 in the population is also included. Aspects of labor demand and supply are captured by the other six variables in this category. The tightness of the labor force indicates strong labor demand and is measured by the percent of women with young children in the labor force in 2000, the overall unemployment rate in 2000, the percentage change between 1990 and 2000 in employment, the metro poverty rate in 2000, and the percentage change in the poverty rate between 1990 and 2000.
The income-related quality of life variables are measured as changes from 1990 to 2000, while the crime-related quality of life variables are measured as changes from 1992 to 2000. The income-related variables are change in the median mortgage rate, change in median income, change in median income in the suburban part of the metro area, and change in the number of households with incomes above the 80 th percentile of national income. The crime variables are change in the burglary rate and change in the murder rate. These variables reflect social stability as well as social opportunity in the region. They are related to profit cycle theory, in which the life cycle of firms drives regional growth and decline (see Markusen 1985) . They may also be related to community asset building, a policy that links low-income and other residents to economic opportunity (Kazis and Miller 2001) . Many authors believe that the presence of public sector infrastructure and high levels of government spending are key to an area's viability in this age of footloose industry (Markusen, Lee and DiGiovanna 1999) . The extent of governmental activity in the area is measured by the number of municipal governments, the percentage change between 1990 and 2000 in total governmental employment in the region, and if the area contains the state capital. Several proxies for changes in the fiscal capacity and actions of city governments are used. These are changes between 1992 and 1997 in state aid, property tax revenues, sales tax revenues, miscellaneous taxes, long term debt, and public expenditures in cities. Leaders in many municipalities often believe a change in the tax base or increased expenditures on infrastructure or programs will lead to economic growth.
The last group of variables measure economic conditions and opportunities within the area. The percent change in export sales between 1993 and 1997 shows the region's connection to the global economy. Two variables, change in Fortune 500 firm revenue between 1990 and 2000 and the revenues of the Fortune 1000 firms (net of the Fortune 500 revenues) in 2000, indicate the region's dependence on large firms -important in theories of enterprise segmentation (Plummer and Taylor 2001a ) and the previously mentioned product cycle theory. Changes in the manufacturing base of the area are measured by the percentage changes in the location quotient of manufacturing between 1979 and 1999 and between 1989 and 1999 . Changes in the overall productive capacity of a region are captured in the competitive shift variable which measures how an area's firms are doing relative to their national counterparts. Table 5 shows the cluster definitions and the variable means. The names of the cities in each cluster are given in Table A .2. The starred means are significantly different from the group mean (shown in the column labeled "Combined Metro Areas"), which is determined by taking simultaneous 95 (%) confidence intervals for the mean of each group. An overview of group characteristics is given below.
Group 1: Old economy places in slow decline (65 metro areas)
As the industrial structures of these areas changed, these places seemed to lack the breadth of resources to counteract private sector losses. These areas saw significantly less growth in Fortune 500 firm revenue; fewer second-tier Fortune 1000 firms, and the smallest twenty-year trend in the manufacturing location quotient of all clusters. Falling median incomes, loss of high-income people, and little immigration of minority groups characterize these areas. Included in this group were cities like Allentown, Pennsylvania; and Flint, Michigan.
Group 2: Private sector dependent places (79 metro areas)
These areas lacked significant university facilities or state capitals. Not surprisingly, they had significantly higher high school drop-out rates than other areas as a whole, and lower percentages of young adults in college. They had a metro poverty rate that was significantly higher than that of all groups combined. Their industrial base was shrinking, as measured by the negative change in Fortune 500 revenue between 1990 and 2000 and a significantly low amount of Fortune 1000 firm revenue. When the private sector shrank, public sector institutions were not available to help buffer the impacts of the changed local economy. Jackson, Tennessee; and Fayetteville, North Carolina, are included in this group.
Group 3: Sprawling places (34 metro areas)
These areas have the most fragmented local government, having on average 68.5 governments compared to overall group mean of 29.9. Median income change for both the metro and the suburban places within the area was among the lowest. Employment grew little over the decade, yet the unemployment rate in 2000 was among the lowest. Thirty of these places were either a state capital or a university place, so changes in the private economy were buffered by the presence of a large alternative employer. Kalamazoo, Michigan; and Burlington, Vermont, are among these places.
Group 4: Company towns left behind (11 metro areas)
These metro areas were primarily characterized by a loss of Fortune 500 firm revenue, low employment growth over the decade of the 1990s, and no Fortune 1000 firms. Benton Harbor, Michigan; and Charleston, West Virginia, are included in this group.
Group 5: College places leaking graduates (28 metro areas)
This group had the highest percentages of 18-to 24-year-olds in college (62 percent, compared to the total average of 36.02 percent) and the lowest high school drop-out rate. High employment growth and compact local government also characterizes this group. Yet the 2000 unemployment rate was significantly higher for this group than for all areas combined. Population change was similar to the overall mean, but the change in educational attainment for young adults was below that of the overall mean. These are places of opportunity for the pursuit of higher education but are not particularly strong magnets for college graduates. Terre Haute, Indiana; and Champaign-Urbana, Illinois, are among these areas.
Group 6: Company towns left behind but still socially stable (8 metro areas)
This group saw Fortune 500 revenues shrinking over the decade. Yet, high school drop-out rates were among the lowest, as were murder rates. All other variables were at the mean values for all areas. Lubbock, Texas, is in this group.
Group 7: Growing new economy places (28 metro areas)
About half of these places were state capitals. These places had the highest percentage of young mothers in the labor force, low poverty rates in 2000, and had relatively low high school drop-out rates. Labor was in demand in these areas. Moreover, the change in educational attainment for young adults was the highest for this group. The Hispanic population grew at trend, but African-American population growth was above trend. All income variables were higher than the overall mean.
Group 8: Growing university/government/business complexes (14 metro areas)
Something big was happening in these places. Government employment grew faster than for other areas, many were university places or state capitals. Fewer young mothers were in the workforce, yet median income grew significantly more than for the overall mean, and these areas saw the highest mean growth in higher-income families than other areas. They may be examples of Bourne's "few resource-based centers, typically small" that became sites of new mega-projects (Bourne 1991) . WalMart headquarters' home area, Fayetteville-Springdale-Rogers, Arkansas, is in this group, as is the heart of the research triangle, Raleigh-Durham-Chapel Hill, North Carolina.
DOES A RELATIONSHIP EXIST BETWEEN CLUSTER MEMBERSHIP AND WINNING OR LOSING?
Now we turn to an exploration of the relationship between cluster membership and a region being a "winner" or "loser" with respect to its change in personal income over the decade, as determined in regression 1. As a first step, an analysis of variance was performed using the error from regression 1 as the dependent variable and cluster membership as the factor. The means are shown in Table 6 . The F-statistic from the ANOVA was 9.472, with a p-value of 0.0001, which indicates that at least one mean differed from the rest. A post hoc test was run to determine which means were significantly different from one another. The last column in Table 6 shows which of the cluster means differ significantly. For example, the performance of areas in the "Old economy places in slow decline" cluster was significantly worse than those in the "Growing new economy places" and the "Growing university/government/business complexes," with performance being measured as the unexpected percentage change in personal income over the decade. A negative mean value in column 2 indicates that these areas tended to experience income growth below what would have been expected given the forecast equation. Positive values indicate that the cluster mean is weighted toward the "winners"-areas that did better than expected.
To examine the behavior of the most extreme winners and losers, two categorical variables were created. These variables divide the 267 areas into three categories. The first category, "On trend," contains the bulk of the metro areas and is defined as those whose forecasted growth was closest to their actual growth according to the regression. The second category, "Loser," contains those areas whose actual growth fell farthest below the forecasted growth. And the third category, "Winner," contains those metro areas whose actual growth most exceeded the forecasted amount. The first categorical variable is determined by whether an area's forecasted growth is two or more standard deviations away from the mean (in Table A .1). In this variable, 254 metro areas are in the "On trend" category since they fall within two standard deviations of the mean, four are in the "Loser" category because they fell at least two standard deviations below the mean, and nine are in the "Winner" category because they are more than two standard deviations above the mean. The second categorical variable is based on the top and bottom deciles, so 27 observations are in the "Loser" category and 27 are in the "Winner" category. Contingency table analysis was performed with these two categorical variables to determine if cluster membership was dependent on the categorical variable. Table 7 shows the contingency table analysis for the first categorical variable. The Count cell for each cluster shows the actual number of observations that fell into each cell. For example, all members of the second cluster, "Sprawling places," fell in the "On trend" category. The Expected count shows how many observations would fall into each cell if the two variables in the contingency analysis were independent. For instance, 0.5 of the "Losers" and 1.1 of the "Winners" should have been in this category. The losers fell into three of the eight clusters, while the winners fell into four of the clusters. Only the second group, "Private sector dependent places" contained both winners and losers.
Typically, a Chi-square test is performed to test for the independence of variables in a contingency table. However, when more than 20 percent of the cells have an expected value of less than 5, the Chi-square statistic is biased. Therefore, independence of the cluster membership from the winner and loser categories was tested with the Goodman and Kruskal tau instead (Goodman and Kruskal 1972) . It shows the relative decrease in the proportion of incorrect predictions for one variable when conditioning the prediction on the other variable's value. The tau value is normally distributed. The results indicate that membership in a cluster category is significantly associated with winner-loser status. The eta statistic shows the strength of the association between the two variables (similar to a correlation coefficient, r). The correlation is 0.458.
The result of the contingency table analysis for the decile-based winner-loser variable is given in Table 8 . The same pattern of association holds for this contingency table as well. Cluster membership is related to winner-loser status. In this case, the eta statistic is 0.324. The tau is also significantly different from zero. Those metropolitan areas that grew more than expected were overrepresented in the "university/government/business complexes" and the "Growing new economy places," and underrepresented in all the other clusters except for the "private sector dependent" places.
CONCLUSIONS, POLICY IMPLICATIONS, AND FUTURE RESEARCH
Wilbur Thompson once said, "Show me your industries and I'll show you your future." Our first regression supports his statement since 70.1 percent of the change in income growth between 1990 and 2000 in the 267 metro areas was explained by factors that existed in the region in 1990 or before. There is no doubt that economics plays a determining role.
However, the last sections do give some hint that other factors may nudge some areas onto a different growth path, from which regions can change expected outcomes even if their industrial mix is less than ideal. Did metro areas outperform the forecast through luck or deliberate policy? We have not answered that particular question, yet we believe the preceding sections do offer some evidence that deliberate policy choices may have an impact. The cluster analysis gives a possible guide to more in-depth case-study analysis of members of particular clusters. Several questions emerge, perhaps the most important being whether policy had a role in determining membership in the eighth cluster, or whether areas were lucky to have universities, state capitals, or large firms to fall back on as the economy changed. Firms that did worse than trend were more spread out among the different cluster groups than were the firms that did better. Does this spread indicate any significant policy differences? In sum, while still exploratory, the analysis in this section suggests that deliberate policy may have led to the growth differentials of these metro areas. 
