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Kapitel 1
Einleitung
Der Einfluss grundlegender thermodynamischer Gro¨ßen wie Druck und Temperatur auf in Wasser
gelo¨ste Makromoleku¨le ist fu¨r das Versta¨ndnis vieler Prozesse des ta¨glichen Lebens relevant. Im
Zentrum dieser Arbeit steht das Versta¨ndnis des Phasenverhaltens von kolloidalen Systemen.
Von besonderem Interesse ist die Untersuchung hochkonzentrierter Proteinlo¨sungen in biologisch
relevanten Konzentrationsbereichen. Da Proteine als Katalysatoren und Transportvehikel in orga-
nischen Zellen wichtige Funktionen erfu¨llen, ist das grundlegende Versta¨ndnis von Proteinen und
Proteinlo¨sungen fu¨r viele Bereiche wichtig. Im Rahmen dieser Arbeit wurden Lysozymlo¨sungen
untersucht. Lysozym kommt in der Natur beispielsweise in der menschlichen Tra¨nenflu¨ssigkeit
oder in Hu¨hnereiweiß vor und ist insbesondere Teil des menschlichen Immunsystems. Lysozym
wurde bereits vielfach untersucht. Auf Grund seiner Eigenschaften ist es ideal geeignet fu¨r druck-
und temperaturabha¨ngige Untersuchungen. Beide Parameter ko¨nnen zu Konformationsa¨nde-
rungen oder Aggregation von Proteinen und Phasenu¨berga¨ngen in Proteinlo¨sungen fu¨hren,
Pha¨nomene, die auch bei Krankheiten beobachtet werden oder mit ihnen in Verbindung stehen.
Ein tieferes Versta¨ndnis der Ursachen von derartigen Prozessen ist also von großem Interesse.
Neben der Temperatur, die ein ha¨ufig genutzter Parameter ist, um die thermodynamischen
Zusta¨nde des Systems zu beeinflussen, wurde in dieser Arbeit der Fokus auf den hydrostatischen
Druck gelegt. Hydrostatischer Druck beeinflusst sowohl das untersuchte Moleku¨l selbst als
auch das Lo¨sungsmedium Wasser, sowie die Wechselwirkung der beiden. Dies ist einerseits mit
Blick auf die Natur interessant: in der Natur existieren Lebensformen auch unter extremen
Bedingungen wie beispielsweise im Marianengraben bei hydrostatischen Dru¨cken von bis zu dem
1000-fachem Umgebungsdruck. Erkenntnisse u¨ber den Einfluss von Druck auf weiche Materie,
insbesondere auf Proteine, ko¨nnen helfen, die biochemischen Prozesse besser zu verstehen, mit
denen die Lebewesen sich an die extremen Bedingungen der Tiefsee anpassen konnten. Ein
weiterer Vorteil der Variation des Druckes ist, dass durch hydrostatische Dru¨cke verursachte
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A¨nderungen in biologischen Systemen ha¨ufiger reversibel sind als die durch Temperatura¨nderung
verursachten.
In Bezug auf Temperatur, Druck und Proteinkonzentration wurden die experimentellen Bedin-
gungen so gewa¨hlt, dass sich die Lo¨sungen in der Na¨he der flu¨ssig-flu¨ssig-phasenseparierten
Phase befanden. In dieser Phase koexistieren zwei Phasen unterschiedlicher Konzentration. Fu¨r
derartige Bedingungen kann ha¨ufig nach Minuten, Stunden oder auch Tagen die Ausbildung
von Proteinkristallen beobachtet werden. Proteinkristalle sind fu¨r die Ro¨ntgenstrukturanalyse
von Proteinen von herausragender Bedeutung. Versta¨ndnis und Kontrolle der Umgebungsbe-
dingungen bei ihrer Herstellung tragen zu einer Verbesserung der Qualita¨t bei. Ein Ziel dieser
Arbeit ist die Erkundung des Phasenraumes fu¨r einen sehr großen Bereich unterschiedlicher
Konzentrationen, Dru¨cke und Temperaturen.
Das zweite im Rahmen dieser Arbeit untersuchte System besteht aus Nanopartikeln und Poly-
meren in wa¨ssriger Lo¨sung. Dieses sehr einfache Probensystem wurde gewa¨hlt, um ein tieferes
Versta¨ndnis grundlegender Wechselwirkungen von Materie in Lo¨sung zu erlangen. Die Nanoparti-
kel weisen eine Oberfla¨chenladung auf und stoßen sich somit in Lo¨sung u¨blicherweise gegenseitig
ab. Werden einer Nanopartikello¨sung kleine, nicht adsorbierende Polymere zugegeben, so kann
man beobachten, dass die Nanopartikel beginnen, sich gegenseitig anzuziehen. Eine weitere
Zugabe von Polymeren kann dazu fu¨hren, dass sich die Nanopartikel und Polymere ra¨umlich
auftrennen. Die effektive Anziehung von großen Moleku¨len in der Gegenwart kleinerer ist ein
gut verstandener fundamentaler Teil der Wechselwirkung von Systemen, deren Bestandteile
unterschiedlich groß sind. Der Effekt kann in biologischen Systemen beobachtet werden und
wird auch industriell genutzt. U¨berraschenderweise kann die Separation in einzelne Bestandteile
durch eine weitere Zugabe von Polymeren wieder aufgehoben werden. Dies ist ein weit weniger
beobachteter und verstandener Aspekt und wurde in den letzten Jahren vielfach diskutiert.
Insbesondere die Variation von Polymerkonzentration in Kombination mit der Variation hydro-
statischer Dru¨cke kann zu einem qualitativen Versta¨ndnis des Phasenverhaltens beitragen.
Hauptsa¨chlich wurde in dieser Arbeit Ro¨ntgenkleinwinkelstreuung (engl. small-angle X-ray
scattering, SAXS) benutzt, um Informationen u¨ber die gelo¨sten Moleku¨le zu erhalten. Diese
Technik gibt Zugang zu Probensystemen, deren Gro¨ße im Nanometer-Bereich liegt. Hierzu
mu¨ssen die untersuchten Objekte keinerlei langreichweitige Ordnung besitzen. Mit Hilfe von
Modellen, die sich der statistischen Mechanik bedienen, wurde aus den Streuexperimenten
Ru¨ckschlu¨sse auf typische Absta¨nde und Wechselwirkungen der Moleku¨le gezogen. Durch SAXS-
Messungen ko¨nnen also quantitative Informationen u¨ber das Probensystem gewonnen werden.
Erga¨nzend wurden in dieser Arbeit Tru¨bungsmessungen durchgefu¨hrt, die Aufschluss daru¨ber
geben, ob die Probe ein klares Erscheinungsbild aufweist oder eingetru¨bt ist und somit pha-
sensepariert vorliegt. Wa¨hrend die Phasenu¨berga¨nge in SAXS-Experimenten stets indirekt
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beobachtet werden, beispielsweise u¨ber eine Betrachtung der Wechselwirkung der untersuchten
Partikel, sind Phasenu¨berga¨nge durch Tru¨bungsmessungen direkt zuga¨nglich. Der Nachteil der
Tru¨bungsmessungen liegt darin, dass mit dieser Methode keine Informationen auf molekularer
Ebene gewonnen werden ko¨nnen, die fu¨r eine Interpretation erforderlich sind.
Die Arbeit ist wie folgt gegliedert:
• Im zweiten Kapitel wird Ro¨ntgenkleinwinkelstreuung sowie der Zusammenhang zwischen
dem Streusignal und dem Probensystem erla¨utert.
• Im dritten Kapitel werden die Probensysteme vorgestellt. Außerdem wird erla¨utert, was
unter dem Phasenverhalten der Systeme zu verstehen ist und wie Phasenu¨berga¨nge erkla¨rt
werden ko¨nnen.
• Im vierten Kapitel wird der Aufbau der Messpla¨tze erkla¨rt und die Durchfu¨hrung der
Experimente beschrieben.
• Im fu¨nften Kapitel werden die Untersuchungen des Phasenverhaltens von Lysozymlo¨sungen
in Abha¨ngigkeit vom hydrostatischen Druck, der Temperatur und der Proteinkonzentration
vorgestellt.
• Im sechsten Kapitel wird das Phasenverhalten von Nanopartikel-Polymerlo¨sungen fu¨r
verschiedene Polymerkonzentrationen in Abha¨ngigkeit vom hydrostatischen Druck pra¨sen-
tiert.
• Im siebten Kapitel werden die Ergebnisse dieser Arbeit zusammengefasst und ein Ausblick
gegeben.
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Ro¨ntgenkleinwinkelstreuung
Seit der Entdeckung der Ro¨ntgenstrahlen 1895 wurden zahlreiche Nobelpreise im Bereich der
Physik und Medizin fu¨r Leistungen verliehen, die im Zusammenhang mit der Strukturanalyse
der Materie durch Ro¨ntgenstrahlen stehen; als Beispiel sei hier der Nobelpreis fu¨r Medizin im
Jahr 1962 an Francis Crick, James Watson und Maurice Wilkins genannt, der auch fu¨r die
Deutung der Ro¨ntgenbeugungsexperimente an DNA vergeben wurde.
Seit den 70er Jahren werden Speicherringe, in denen geladene Teilchen zirkulieren, als Quelle
von Synchrotronstrahlung fu¨r Ro¨ntgenbeugungsexperimente genutzt. Diese liefern deutlich
intensivere und auch brillantere Ro¨ntgenstrahlung als die zuvor genutzten Ro¨ntgenro¨hren,
in denen durch Hochspannung beschleunigte Elektronen auf eine Anode treffen, die dann
Ro¨ntgenstrahlung emittiert. Diese Verbesserung in der Erzeugung ermo¨glichte insbesondere,
dass die Ro¨ntgenkleinwinkelstreuung (engl. small-angle X-ray scattering, SAXS) zu einer weit
verbreiteten Technik in der Untersuchung von kolloidalen Systemen der Gro¨ße im Bereich
1-100 nm wurde. Mit USAXS (ultra-small angle X-ray scattering) lassen sich deutlich gro¨ßere,
mit WAXS (wide-angle X-ray scattering) kleinere Strukturen auflo¨sen. U¨ber die Wahl des
Streuwinkels, bei SAXS Experimenten typischerweise weniger als 5◦, lassen sich Probensysteme
verschiedener Gro¨ßenordnungen betrachten. Die zu untersuchenden Systeme, zum Beispiel
Proteine oder Nanopartikel, mu¨ssen hierbei nicht kristallin vorliegen, sondern ko¨nnen sich in
Lo¨sung befinden, sodass sie keinerlei langreichweitige Ordnung oder bevorzugte Ausrichtung
besitzen. Durch SAXS-Experimente ko¨nnen sowohl Informationen u¨ber die Gestalt der Partikel,
zum Beispiel in Hinblick auf die Form und Gro¨ße, als auch u¨ber die Wechselwirkung zwischen
den Teilchen gewonnen werden. Im Rahmen dieser Arbeit wurden das Protein Lysozym sowie
Siliziumdioxid-Nanopartikel und Polyethylenglycol (PEG) in wa¨ssriger Lo¨sung untersucht. Diese
haben eine Gro¨ße im Nanometer-Bereich, sodass SAXS-Experimente genutzt werden konnten,
um Informationen u¨ber das System zu gewinnen.
5
Kapitel 2. Ro¨ntgenkleinwinkelstreuung
In den folgenden Kapiteln wird der elastische Streuprozess erla¨utert. Die Ausfu¨hrungen orien-
tieren sich strukturell an [Mo¨l14a] sowie an [Lin02b; Spa02; Sch11a; Fei87; Gla82].
2.1 Grundlegende Streugeometrie
Die Streugeometrie in einem Ro¨ntgenbeugungsexperiment ist in Abbildung 2.1 dargestellt. Ein
monochromatischer Ro¨ntgenstrahl mit dem Wellenvektor ~k0 trifft auf das zu untersuchende
Probensystem und wird dort teilweise gebeugt. Am Detektor wird dann die Intensita¨t der
gebeugten Ro¨ntgenstrahlen gemessen, der Prima¨rstrahl wird durch einen Strahlstopper absorbiert,
bevor er auf den Detektor trifft. In Streuexperimenten sind sowohl der Abstand zwischen Quelle
und Probe als auch der Abstand zwischen Probe und Detektor groß. Die Probengro¨ße, u¨ber
die Informationen gewonnen werden sollen, liegt im nm-Bereich auf. Die Wellenla¨nge λ der
einfallenden elektromagnetischen Welle, fu¨r die betragsma¨ßig | ~k0| = 2pi/λ gilt, ist typischerweise
im sub-nm Bereich. Damit darf die einfallende Strahlung als ebene Welle betrachtet werden
(Frauenhofer-Na¨herung, [Sve13]). An dem Probensystem wird der Ro¨ntgenstrahl elastisch
gestreut, der Streuwinkel betra¨gt 2Θ. Der Wellenvektor der gestreuten Welle wird als ~k bezeichnet,
~q = ~k − ~k0 ist der Wellenvektoru¨bertrag. Da in Ro¨ntgenbeugungsexperimenten nur der elastisch
gestreute Anteil betrachtet wird, sind ~k und ~k0 betragsgleich. Der Zusammenhang zwischen dem
Betrag des Wellenvektoru¨bertrages |~q| = q und dem Streuwinkel 2Θ ist fu¨r isotrop streuende
Proben durch
q =
4pi
λ
sin(2Θ/2) (2.1)
gegeben. Die Messgro¨ße in SAXS-Experimenten ist die gestreute Intensita¨t I in Abha¨ngigkeit
vom Wellenvektoru¨bertrag q. Die Streuintensita¨t I(q) ist durch (2.1) auch fu¨r unterschiedliche
experimentelle Aufbauten in Bezug auf den Probe-Detektor-Abstand L oder die Wellenla¨nge
der einfallenden Ro¨ntgenstrahlung vergleichbar.
2.2 Streuung an einem Elektron
Bei der elastischen Streuung an einem freien oder schwach gebundenen Elektron wird das
geladene Teilchen durch die elektromagnetische Welle zu einer Schwingung angeregt. Das
oszilierende Elektron strahlt dann analog zu einem Dipol eine elektromagnetische Welle gleicher
Frequenz ab. Fu¨r den Quotient aus einfallender Strahlung I0 und elastisch gestreuter Strahlung
I an einem freien oder schwach gebundenen Elektron ergibt sich in der Dipolna¨herung die
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Quelle 
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𝑘0  
𝑘0 
 
𝑘  
𝑞  
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𝑘0 
Detektor Probe 
 
2Θ 
 
𝑘0 
L 
Abbildung 2.1: Streugeometrie in einem Ro¨ntgenbeugungsexperiment: Die von einer Quelle erzeugte
Ro¨ntgenstrahlung mit dem Wellenvektor ~k0 wird in großem Abstand von der Quelle am Probensystem
elastisch um den Winkel 2Θ gestreut. Der gestreute Wellenvektor wird mit ~k, der Wellenvektoru¨bertrag
mit ~q bezeichnet. In großem Abstand vom Probensystem misst der Detektor die Intensita¨t der gestreuten
Ro¨ntgenstrahlung in Abha¨ngigkeit vom Streuwinkel. In Schwarz dargestellt ist ein Strahlstopper, der
verhindert, dass der Prima¨rstrahl den empfindlichen Detektor bescha¨digt. Der Probe-Detektor-Abstand
wird mit L bezeichnet.
Thomson’sche Streuformel
I
I0
=
(
e2
4pi0mc2
)2
· 1
L2
·Π(2Θ), (2.2)
wobei e die Elementarladung, 0 die dielektrische Leitfa¨higkeit des Vakuums, m die Elektronen-
masse, c die Lichtgeschwindigkeit und L der Abstand zwischen Elektron und Detektor ist. In
SAXS Experimenten kann der Polarisationsfaktor Π(2Θ) mit 1/2(1 + cos(2Θ)2) ≈ 1 gena¨hert
werden; e2/(4pi0mc
2) ist der klassische Elektronenradius r0.
Fu¨r die Streuung an einem Atom kann der Atomformfaktor f(~q,~ω) geschrieben werden als
[AN11, Kapitel 1]
f(~q,~ω) = f0(~q) + f ′(~ω) + if ′′(~ω), (2.3)
mit dem reduzierten Planck’schen Wirkungsquantum ~ und der Kreisfrequenz ω = 2pi/λ.
Hierbei ist nur der Term f0(~q), den man durch eine Fouriertransformation der Ladungsdichte
erha¨lt, von dem Wellenvektoru¨bertrag abha¨ngig. f ′ und f ′′ sind elementspezifische, dispersive
Korrekturterme. Da bei SAXS-Experimenten die Energie konstant ist, liefern diese Terme einen
konstanten Beitrag. Deshalb ko¨nnen diese Summanden vernachla¨ssigt werden.
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2.3 Streuung an einem Objekt
Zuna¨chst soll hier die elastische Streuung von Ro¨ntgenstrahlung, die als monochromatische,
ebene Welle dargestellt wird (s. Abbildung 2.2), an zwei Elektronen betrachtet werden [AN11,
Kapitel 4]. Die Streuamplitude A(~q) kann dann als
A(~q) = −r0(1 + ei~q ~r) (2.4)
geschrieben werden, die Streuintensita¨t wird durch
A(~q)A(~q)∗ = r20(1 + e
i~q ~r)(1 + e−i~q ~r) = 2r20(1 + cos(~q ~r)) (2.5)
beschrieben. Fu¨r ein System aus j Elektronen an den Positionen rj kann man die einzelnen
Beitra¨ge entsprechend aufsummieren:
A(~q) = −r0
∑
j
ei~q ~rj (2.6)
Allgemein wird hier die Bornsche Na¨herung zugrunde gelegt: Die Wahrscheinlichkeit, dass ein
Photon gestreut wird, ist so gering, dass Mehrfachstreuung vernachla¨ssigt werden kann. Die
aus Elektronen bestehende Probe verursacht nur eine Sto¨rung des einfallenden Strahls. Um die
Streuamplitude einer Struktur wie die eines Atoms, Moleku¨ls oder auch eines Proteins zu erhalten,
ist es sinnvoll, die Summe in ein Integral zu u¨berfu¨hren. Hierbei wird die Ladungsverteilung
𝑒1 
𝑒2 
x 
y 𝑟  
 
𝑘 
 
𝑘′ 
Abbildung 2.2: Streuung einer ebenen Welle an zwei Elektronen; erstes Elektron im Ursprung des
Koordinatensystems.
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mit der Elektronendichte ρ(~r) beschrieben. Fu¨r die Streuamplitude folgt
A(~q) = −r0
∫
Vol
ρ(~r)e(i~q ~r)d~r (2.7)
= −r0
∫
Vol
ρ(~r)(cos(~q ~r) + i sin(~q ~r))d~r . (2.8)
In dieser Beschreibung ist jeder Bereich, in dem die Elektronendichte von null verschieden ist,
eine Quelle gestreuter Ro¨ntgenstrahlung.
Fu¨r ein Atom kann man nun fu¨r ~q = 0 folgern, dass das Integral genau der Elementarladung Z
des Atoms entspricht. An (2.8) kann man erkennen, dass fu¨r ~q Werte, die deutlich gro¨ßer sind
als der inverse Betrag der Ausdehnung des Atoms, die Phasenfaktoren sehr schnell oszillieren
und sich im Integral gegenseitig kompensieren. Diese destruktive Interferenz fu¨hrt dazu, dass
die Streuamplitude des Atoms fu¨r ~q →∞ verschwindet [AN11, Kapitel 4].
Mit Hilfe des differentiellen Wirkungsquerschnitts
dσ
dΩ
= A(~q) ·A(~q)∗, (2.9)
der definiert ist als der Anteil der Photonen, der in das Winkelelement dΩ gestreut wird, kann
man (2.2) angeben zu:
I(~q)
I0
=
1
L2
· dσ
dΩ
(~q) . (2.10)
Wie ha¨ufig bei Ro¨ntgenbeugungsexperimenten geht die Phaseninformation beim U¨bergang
von der Streuamplitude zu der experimentell zuga¨nglichen Gro¨ße der Intensita¨t verloren. Als
na¨chstes soll nun die Streuung an vielen Objekten diskutiert werden.
2.4 Streuung an vielen Objekten
Allgemein kann die Elektronendichte ρ(~R) eines Systems, das aus N Streuobjekten der Elektro-
nendichte ρO(~r) besteht, gema¨ß Abbildung 2.3 mit
ρ(~R) =
N∑
j=1
ρOj (~R− ~Rj) (2.11)
9
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… 
r  
𝑅𝑁 
𝑅2 
𝑅  
𝑅1 
Abbildung 2.3: Schematische Darstellung der Streuung an vielen Objekten.
beschrieben werden, wobei ρOj (
~R− ~Rj) die Elektronendichte des j-ten Partikels beschreibt. Der
differentielle Wirkungsquerschnitt wird im Probenvolumen V durch
dσ
dΩ
= r20
n∑
j=1
e(i~q
~Rj)
∫
V
ρOj (~r)e
(i~q ~r)d~r
·
n∑
k=1
e(i~q
~Rk)
∫
V
ρOk (
~r′)e(i~q ~r′)d~r′ (2.12)
= r20
n∑
j,k=1
e(i~q
~Rj− ~Rk)
∫
V
∫
V ′
ρOj (~r)ρ
O
k (
~r′)e(i~q ~r−~r′)d~rd~r′ (2.13)
beschrieben. Fu¨r j = k erha¨lt man den Streubeitrag eines einzelnen Streuobjekts, die Beitra¨ge
mit j 6= k beschreiben den Beitrag zweier unterschiedlicher Partikel. Die Summe kann zu
dσ
dΩ
(~q) = r20
 n∑
j=1
|Fj(~q)|2 +
N∑
j=1
∑
j 6=k
Fj(~q)F
∗
k (~q) · ei~q( ~Rj− ~Rk)
 (2.14)
umgeschrieben werden, wobei
Fj(~q) =
∫
VO
ρOj (~r)e
i~q ~rd~r (2.15)
die Streuamplitude des j-ten Partikels ist. Der erste Summand in (2.14) beschreibt die Summa-
tion der Streuintensita¨ten der einzelnen Partikel, der zweite Summand beschreibt die Interferenz
der Streuamplituden, die eine Funktion des Abstandes der beiden Objekte ist. Nun wird beru¨ck-
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sichtigt, dass die Objekte keine bevorzugte ra¨umliche Ausrichtung besitzen. Nach dem hier
gu¨ltigen Prinzip der Ergodizita¨t fu¨hrt eine ra¨umliche Mittelung u¨ber alle mo¨glichen Raum-
ausrichtungen zu dem gleichen Ergebnis wie die Betrachtung der Ausrichtung der Teilchen
u¨ber einen langen Zeitraum. Diese variiert aufgrund Brown’scher Molekularbewegungen oder
Diffusion. Eine ra¨umliche Mittelung u¨ber alle mo¨glichen Ausrichtungen fu¨hrt somit zu dem nur
noch vom skalaren q-Wert abha¨ngigen Wirkungsquerschnitt
dσ
dΩ
(q) =
〈
dσ
dΩ
(~q)
〉
Ω
. (2.16)
Außerdem wird zur Vereinfachung angenommen, dass alle N Teilchen identisch sind. Des
Weiteren wird die sogenannte
”
decoupling approximation“ verwendet: es wird angenommen,
dass die Orientierung der Teilchen nicht mit ihrer Wechselwirkung untereinander und somit
auch nicht mit dem Abstand verknu¨pft ist [Ped02; Kot83]. Dies ist fu¨r eine geringe Anisotropie
bzw. schmale Gro¨ßenverteilung der Teilchen gu¨ltig, außerdem darf die Konzentration nicht zu
hoch sein. Fu¨r Gleichung (2.14) folgt
dσ
dΩ
(q) = r20
N 〈|F (~q)|2〉
Ω
+ 〈F (~q)〉2Ω
〈
N∑
j=1
∑
j 6=k
·ei~q( ~Rj− ~Rk)
〉
Ω
 . (2.17)
Es ist zu beachten, dass fu¨r Teilchen ohne spha¨rische Symmetrie
〈|Fj(~q)|2〉Ω 6= 〈Fj(~q)〉2Ω gilt. An
dieser Stelle kann der Formfaktor P (q) eingefu¨hrt werden, der in Kapitel 2.6 genauer diskutiert
wird:
P (q) =
〈|F (~q)|2〉
Ω
. (2.18)
Außerdem kann an dieser Stelle die radiale Verteilungsfunktion g(r) eingefu¨hrt werden, die
im Realraum definiert ist. Definitionsgema¨ß gibt 4pinr2g(r)dr im dreidimensionalen Raum die
Anzahl der Partikelzentren in einer Kugelschale des Radius r und der Dicke dr an [AN11,
Kapitel 4]. Wenn die Partikelanzahldichte n im Abstand r′ nicht mit dem Partikel am Ort r = 0
korreliert ist, gilt g(r′) = 1. Entsprechend gilt fu¨r Systeme ohne langreichweitige Ordnung, die
in dieser Dissertation untersucht werden, lim
r′→∞
g(r′) → 1. Der zweite Summand aus Formel
(2.17) ist (fu¨r isotrope Systeme und in kontinuierlicher Darstellung sowie fu¨r N 1) wie folgt
mit der radialen Verteilungsfunktion verknu¨pft [Spa02]:〈
N∑
j=1
∑
j 6=k
ei~q(
~Rj− ~Rk)
〉
Ω
=
4piN2
V
∫
V 1/3
r2g(r)
sin(qr)
qr
dr. (2.19)
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Um den experimentell zuga¨nglichen Strukturfaktor zu erhalten, teilt man mit g(r) = (g(r)−1)+1
das Integral auf und erha¨lt als zweiten Summanden
4piN2
V
∫
V 1/3
r2
sin(qr)
qr
dr. (2.20)
Dieser entspricht einer Fourier-Transformation von V 1/3 und ist demnach mit dem bestrahlten
Probenvolumen verknu¨pft. Dieses ist verglichen mit den untersuchten Partikeln sehr groß und
liefert deswegen nur einen Beitrag fu¨r experimentell nicht zuga¨ngliche, sehr kleine Winkel.
Aufgrund von lim
r′→∞
g(r′)→ 1 ko¨nnen die Integralgrenzen verschoben werden und man findet
mit
dσ
dΩ
= r20N
(
P (q) + 〈F (~q)〉2Ω · 4pi
N
V
∫ ∞
0
r2(g(r)− 1) · sin(qr)
qr
dr
)
(2.21)
einen Zusammenhang zwischen dem differenziellen Wirkungsquerschnitt und der radialen
Verteilungsfunktion. Der Strukturfaktor S(q) kann dann defniert werden als:
S(q) = 1 + 4pi
N
V
∫ ∞
0
r2(g(r)− 1) · sin(qr)
qr
dr. (2.22)
Der Strukturfaktor beschreibt die Korrelation der Teilchen im reziproken Raum und ist entspre-
chend mit der Paarkorrelationsfunktion g(r) verknu¨pft. Fu¨r Ko¨rper mit geringer Anisotropie
kann weiterhin angenommen werden, dass die Wechselwirkung unabha¨ngig von der Orientierung
der Teilchen ist (decoupling approximation, [Kot83]), und mit
β(q) =
〈|F (~q)|〉2Ω
〈|F (~q)|2〉Ω
(2.23)
kann der effektive Strukturfaktor
Seff = 1 + β(q) · (S(q)− 1) (2.24)
angegeben werden. Analog gilt diese Na¨herung auch fu¨r polydisperse Objekte, zum Beispiel fu¨r
ein System aus Kugeln, die eine schmale Gro¨ßenverteilung aufweisen. Es wird dann angenommen,
dass die Wechselwirkung unabha¨ngig von der Gro¨ße der Teilchen ist. Ein Ausdruck fu¨r β(q) fu¨r
ein System aus Kugeln verschiedener Gro¨ße wird in Kapitel 2.6 gegeben. Die Gesamtintensita¨t
kann gema¨ß Gleichung (2.2) angegeben werden:
I(q) = I0
r20N
L2
· P (q) · Seff(q) . (2.25)
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2.5 Kontrast und Transmission
Bevor nun Form- und Strukturfaktor genauer betrachtet und die in dieser Arbeit relevanten Fa¨lle
diskutiert werden, wird die Bedeutung von Kontrast und Transmission fu¨r SAXS-Experimente
dargelegt. Bisher wurde die Umgebung der Streuobjekte als Vakuum angenommen. Nun wird
ein Objekt der mittleren Elektronendichte ρA und dem Volumen VA beschrieben, das sich in
einer Umgebungsmatrix mit einer konstanten, mittleren Elektronendichte ρM befindet. Das
kann zum Beispiel fu¨r die hier relevanten Untersuchungen von Proteinen bzw. Nanopartikeln
in wa¨ssriger Lo¨sung angenommen werden. Wenn das Objekt nicht mit der Umgebungsmatrix
wechselwirkt, ko¨nnen die Streuamplituden einfach aufsummiert werden und man erha¨lt [Spa02]:
A(~q) = −r0
{∫
VA
ρAe
i~q ~rd~r +
∫
V−VA
ρMe
i~q ~rd~r
}
(2.26)
= −r0
{∫
VA
(ρA − ρM)ei~q ~rd~r + ρM
∫
V
ei~q ~rd~r
}
(2.27)
= −r0
{∫
VA
∆ρei~q ~rd~r + ρMδ(~q)
}
. (2.28)
Es ist zu erkennen, dass die Elektronendichte des Lo¨sungsmittels nur einen Beitrag fu¨r ~q = 0
liefert. Ebenso wie der Anteil der Ro¨ntgenstrahlung, der nicht mit der Probe wechselwirkt,
wird die rein vorwa¨rts gestreute Ro¨ntgenstrahlung bei I(~q = 0) nicht weiter betrachtet, da in
SAXS Experimenten der vorwa¨rts gestreute Anteil ebenso wie der Prima¨rstrahl durch einen
Strahlstopper direkt vor dem Detektor absorbiert werden. Ein großer Elektronendichtekontrast
∆ρ ist vorteilhaft fu¨r die Qualita¨t der Daten. Im Fokus dieser Arbeit sind die Substanzen Wasser
(etwa 334 e
−
nm3
), Proteine (etwa 420 e
−
nm3
) und Siliziumdioxid (etwa 700 e
−
nm3
). Wa¨hrend ∆ρ fu¨r
in Wasser gelo¨ste Proteine gering ist, ist auch fu¨r geringe Konzentrationen Siliziumdioxid in
Wasser eine gute Qualita¨t der Daten zu erwarten.
Auch die Absorption des Ro¨ntgenstrahls durch die Probe wurde bisher nicht betrachtet. Die
Transmission T des Ro¨ntgenstrahls kann beschrieben werden durch T = expµd, wobei d die
Dicke der Probe beschreibt und µ ein probenspezifischer linearer Absorptionsfaktor ist [Lin02a].
Der Zusammenhang zwischen der idealen Intensita¨t I(q)id und der realen Intensita¨t unter
Beru¨cksichtigung der Absorption I(q)real ist also durch I(q)real = I(q)id · T gegeben. Es kann
davon ausgegangen werden, dass die Absorption von Wasser und Proteinen vergleichbar ist,
Siliziumdioxid wird nur in sehr geringen Konzentrationen verwendet. Da in dieser Arbeit keine
Ru¨ckschlu¨sse von der einfallenden Intensita¨t zu der exakten Anzahl der Moleku¨le im Strahl
angestellt werden, muss der Absorptionsfaktor nicht weiter betrachtet werden.
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2.6 Der Formfaktor
Im Folgenden wird der Formfaktor P (q) genauer beschrieben. Der Formfaktor entha¨lt alle
Informationen u¨ber die Form und Gro¨ße der Streuobjekte. Zwischen gemessener Intensita¨t und
P (q) besteht dann ein einfacher proportionaler Zusammenhang, wenn limS(q) ≈ 1 gilt. Das
ist der Fall, wenn die Positionen der Streuobjekte keinerlei Korrelationen aufweisen und die
Wechselwirkung vernachla¨ssigt werden kann, weil die Konzentration der Streuobjekte gering ist
und sie sich beispielsweise auch nicht durch starke elektrostatische Abstoßung beeinflussen. Die
Grenzkonzentration, unterhalb der S(q) ≈ 1 eine sinnvolle Na¨herung ist, ha¨ngt deswegen auch
von den Oberfla¨cheneigenschaften der Streuobjekte sowie den Lo¨sungsmitteleigenschaften ab.
Typischerweise liegt die Grenzkonzentration im Bereich 0,1− 0,5 wt.%. Prinzipiell la¨sst sich der
Formfaktor bereits mit den Informationen aus Kapitel 2.3 bestimmen.
Die mit dem Formfaktor verknu¨pften Realraumfunktionen wie zum Beispiel die Autokorrelations-
funktion der Dichtefunktion werden nicht na¨her erla¨utert. Insbesondere wenn Streuexperimente
an Objekten unbekannter Form durchgefu¨hrt werden, ist eine Betrachtung der Realraumfunktio-
nen nu¨tzlich, um Informationen u¨ber die Gestalt der Objekte zu erhalten. Eine Beschreibung der
mit dem Formfaktor verknu¨pften Realraumfunktionen findet sich in [Gla02]. Es existieren auch
Computerprogramme, in denen komplexe Partikel aus so genannten ’Dummy-Atomen’ aufgebaut
werden und das Streusignal einer Struktur aus Atomen beliebiger Geometrie berechnet wird.
Im Zentrum dieser Arbeit standen Experimente an Lysozym. Der Formfaktor wurde bereits
in vorhergehenden Arbeiten gemessen. Zur Bestimmung von β(q) in Formel (2.24) wurde die
Beschreibung durch einen Ellipsoiden gewa¨hlt.
Daru¨ber hinaus wurden Experimente an Nanopartikeln durchgefu¨hrt, deren Formfaktor in dieser
Arbeit bestimmt werden musste. Die Nanopartikel werden als ein System aus polydisperen
Kugeln mit homogener Elektronendichte beschrieben.
An dieser Stelle sollen nur die Formfaktoren fu¨r die in dieser Arbeit relevanten Systeme angege-
ben werden. Weitere Formfaktoren sind in [Ped02] aufgelistet.
• fu¨r Kugeln mit dem Radius R und Volumen V [Mo¨l14a; Gla02]1:
P (q) = |Fk(q,R)|2 = V (R)2 · |F0(qR)|2 (2.29)
= V (R)2
(
3(sin(qR)− qR cos(qR))
(qR)3
)2
, (2.30)
1Fu¨r Kugeln mit Radius R und der konstanten Elektronendichte ρ existiert keine Winkelabha¨ngigkeit der
Streuamplitude, und mit < exp(i~q ~r) >= sin (qr)/(qr)[Deb15] und Gleichung (2.28) gelangt man u¨ber den
Zwischenschritt F (q) = 4pi
∫ R
0
ρ r2 sin(qr)/(qr)dr zu Gleichung (2.30)
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hier gilt β(q) = 1.
• fu¨r Rotationsellipsoiden mit den Halbachsen a und b [Gui39]:
P (q) =
∫ 1
0
F 20 (q
√
a2 + x2(b2 − a2) )dx (2.31)
und
β(q) =
(∫ 1
0 F0(q
√
a2 + x2(b2 − a2) )dx
)2
P (q)
. (2.32)
• fu¨r Systeme aus polydispersen Kugeln [Ped02], deren Gro¨ße durch die normierte Gro¨ßen-
verteilung DN (R) beschrieben wird, gilt:
PPoly(q) =
∫ ∞
0
DN (R)V (R)
2|F0(qR)|2dR (2.33)
sowie
β(q) =
(∫∞
0 DN (R)V (R)F0(qR)dR
)2
Poly(q)
, (2.34)
der Strukturfaktor wird dann fu¨r Teilchen mit dem effektiven Radius
Reff =
(∫ ∞
0
DN (R)R
3dr
)1/3
(2.35)
berechnet.
Als Beispiel fu¨r eine Gro¨ßenverteilung wird hier die logarithmische Normalverteilung angefu¨hrt,
die in vorherigen Arbeiten ha¨ufig verwendet wurde oder als Ausgangspunkt diente (u.a. [Mo¨l11],
[Sch13]). Die nicht-symmetrische Gro¨ßenverteilung DN (R,µ,σ) kann durch
DN (R,µ,σ) =
1√
2piσR
exp
(−(ln(R)− µ)2
2σ2
)
. (2.36)
beschrieben werden. Abbildung 2.4 zeigt beispielhaft Formfaktoren und Gro¨ßenverteilungen
fu¨r ein System aus Kugeln mit dem Radius R = 10 nm sowie zwei polydisperse Systeme mit
Gro¨ßenverteilungen gema¨ß (2.36), deren Erwartungswert des Radius < R > ebenfalls 10 nm
betra¨gt.
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Abbildung 2.4: a) zeigt die Gro¨ßenverteilung der Kugeln gema¨ß (2.36), der Erwartungswert des Radius
< R > betra¨gt stets 10 nm. Aus den Gro¨ßenverteilungen aus a) ergibt sich die q-abha¨ngige Streuintensita¨t,
dargestellt in c). In der in c) eingeschobenen Abbildung erkennt man die q4 Abha¨ngigkeit der Intensita¨t
fu¨r große q-Werte (Porodsches Gesetz). In b) ist ln(I) gegen q2 fu¨r kleine q aufgetragen, sowie die Grenzen
q ·RG = 1 bzw. q ·RG = 1.3 fu¨r das monodisperse System (R = 10 nm, RG = 6 nm).
2.7 Asymptotisches Verhalten
Fu¨r die Grenzen lim
q→0
P (q) bzw. lim
q→∞P (q) existieren Na¨herungen, die Informationen u¨ber die
Streuobjekte liefern ko¨nnen. Dies soll in diesem Kapitel beschrieben werden.
In Analogie zur klassischen Mechanik ist der Gyrationsradius RG eines Streuobjekts definiert
als [Gla82]
R2G =
∫
V ρ(r) · r2dV∫
V ρ(r)dV
(2.37)
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und kann experimentell mit Hilfe der fu¨r kleine q-Werte gu¨ltigen Gunier’schen Na¨herung
bestimmt werden:
I(q) ∝ e
(
− (qRG)
2
3
)
. (2.38)
Fu¨r kugelfo¨rmige Partikel wird der Gu¨ltigkeitsbereich in [Gla82] mit qRG ≤ 1.3 angegeben,
[Spa02] gibt qRG < 1 als Grenze an (s. Abbildung 2.4b)). Aus dem Gyrationsradius RG la¨sst
sich fu¨r homogene Kugeln der Kugelradius R mit
RG =
√
3
5
R (2.39)
bestimmen, fu¨r Rotationsellipsoiden mit den Halbachsen a und b gilt
RG =
√
2a2 + b
5
. (2.40)
Fu¨r kompakte, glatte Streuobjekte mit geringer Anisotropie, wie z.B. das in dieser Arbeit
verwendete Lysozym in nativer Form sowie Nanopartikel, gilt fu¨r große q das sogenannte
Porodsche Gesetz [Por51]:
lim
q→∞ I(q) ∝ q
−4 . (2.41)
Dies wird im Einschub der Abbildung 2.4c) verdeutlicht.
2.8 Der Strukturfaktor
Zuna¨chst wird in diesem Kapitel die Ornstein-Zernicke-Gleichung eingefu¨hrt, mit der sich die
Korrelation der Position von Teilchen beschreiben la¨sst. Urspru¨nglich wurde die Gleichung von
Ornstein und Zernicke fu¨r die Beschreibung von Fluiden in der Na¨he des kritischen Punktes bei
Untersuchungen der
”
kritischen Opaleszenz“ eingefu¨hrt [Orn14]. Danach werden verschiedene in
dieser Arbeit verwendete kolloidale Interaktionspotenziale aufgefu¨hrt, fu¨r die sich die Ornstein-
Zernicke-Gleichung lo¨sen und g(r) bzw. S(q) berechnen la¨sst. Schließlich wird die Entwicklung
des Strukturfaktors fu¨r kleine q in der Na¨he der flu¨ssig-flu¨ssig phasengetrennten Phase diskutiert.
2.8.1 Ornstein-Zernike-Gleichung
In diesem Kapitel wird die Ornstein-Zernike-Gleichung eingefu¨hrt. Dabei wird sich an [Na¨g08]
und [Mo¨l14a] orientiert.
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Der Zusammenhang zwischen der radialen Verteilungsfunktion g(r) und dem Strukturfaktor
wurde bereits in Kapitel 2.4 definiert:
S(q) = 1 + 4pi
N
V
∫ ∞
0
r2(g(r)− 1) · sin(qr)
qr
dr. (2.42)
In sa¨mtlichen fu¨r dieser Arbeit relevanten Fa¨llen muss diese Gleichung fu¨r Kugeln mit einem
konstanten Radius R gelo¨st werden. Die Korrekturterme, die sich aus der Anisotropie oder
Polydispersita¨t ergeben, sind in Formel (2.24) in β(q) enthalten. Die Beschreibung von g(r)
erfolgt mit den Methoden der statistischen Mechanik einer einfachen Flu¨ssigkeit gema¨ß [Kle02].
Ziel ist es dabei, einen Zusammenhang zwischen dem Paarpotenzial V (r) der Kugeln und ihrer
radialen Paarabstandsverteilung zu bestimmen.
Hierzu wird die Ornstein-Zernike-Gleichung eingefu¨hrt. Sie beschreibt den Zusammenhang
zwischen der totalen Korrelationsfunktion h(r) = g(r)− 1 und der direkten Korrelationsfunkton
c(r) fu¨r den Abstand zwischen zwei Orten r12 = |~r1 − ~r2|. Sie lautet
h(r12) = c(r12) + n
∫
c(r13)h(r23)d~r3, (2.43)
wobei n die Anzahl der Teilchen pro Volumen ist. Die Ornstein-Zernike-Gleichung beschreibt also
die totale Korrelation zweier Teilchen (linke Seite) als Summe ihrer direkten Korrelation (erster
Summand) und einem Term, der die direkte Korrelation von Teilchen eins mit einem dritten
Teilchen und die totale Korrelation von Teilchen zwei mit einem dritten Teilchen beinhaltet.
Somit ist letztlich die Korrelation zwischen allen Teilchen enthalten. Durch Substituieren von
r12 → ~r sowie r13 → ~r ′ und Fouriertransformationen erha¨lt man mit S(q) = 1 + n · h(q)
schließlich u¨ber
S(q) =
1
1− n · c(q) ≥ 0 (2.44)
einen Zusammenhang zwischen der Fouriertransformierten direkten Korrelationsfunktion und
dem gesuchten, experimentell zuga¨nglichen Strukturfaktor [Mo¨l14a; Na¨g08; Kle02]. Ist fu¨r ein
System c(r) berechnet worden, kann auch S(q) angegeben werden.
Zur Berechnung des Strukturfaktors aus dem Paarpotenzial muss ein Zusammenhang zwischen
c(r) und V(r) hergestellt werden. Die Paarpotenziale sowie die notwendigen Na¨herungen fu¨r
diese werden im na¨chsten Kapitel vorgestellt.
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2.8.2 Kolloidale Interaktionspotenziale
In diesem Kapitel werden die in dieser Arbeit verwendeten kolloidalen Interaktionspotenziale
sowie die notwendige Na¨herung fu¨r zur Bestimmung von c(r) vorgestellt. Klar ist, dass fu¨r
Teilchen mit dem Durchmesser σ g(r < σ) = 0 gelten muss, außerdem gilt fu¨r große Absta¨nde
und die meisten Paarpotenziale V (r) asymptotisch lim
r→∞ c(r) = −(kBT )
−1V (r) [Na¨g08].
Das Potenzial der harten Kugel
Das Potenzial der harten Kugel, welches aus der Undurchdringlichkeit der Schale der Kugeln
resultiert, ist gegeben durch
VHK(r)
kBT
=
{
∞ r < σ
0 r ≥ σ.
(2.45)
In diesem Modell besteht die einzige Wechselwirkung darin, dass die Teilchen mit dem Durch-
messer σ nicht ineinander eindringen ko¨nnen. Fu¨r dieses Modell gibt es in der Percus-Yevick-
Na¨herung [Per58], die durch
cPY(r) = g(r)(1− exp((kBT )−1V (r))) (2.46)
gegeben ist, eine analytische Lo¨sung der Ornstein-Zernike-Gleichung (u.a. [Kin84; Ped02]).
Das Potenzial der klebrigen Kugel
Das Potenzial der klebrigen, harten Kugel (engl. sticky hard sphere potential), im weiteren
Verlauf KHK-Potenzial genannt, ist gegeben durch
VKHK(r)
kBT
=

∞ r < σ
ln
(
12τ
∆
σ + ∆
)
σ ≤ r ≤ σ + ∆
0 σ + ∆ < r,
(2.47)
wobei ∆ die Reichweite des attraktiven Potenzials ist.
Im sogenannten Baxter-Modell (lim ∆→ 0) existiert neben der Abstoßung durch die harte Schale
ein sehr kurzreichweitiges, attraktives Potenzial. Das Modell liefert eine passende Beschreibung
fu¨r kolloidale Systeme, wenn die Kolloide entweder keine Ladung tragen oder diese stark
abgeschirmt ist, zum Beispiel mit Salzionen, die sich um die Kolloide ansammeln und fu¨r eine
Abschirmung der Coulomb-Wechselwirkung sorgen. Baxter [Bax68] hat gezeigt, dass dieses
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Modell fu¨r sehr attraktive kolloidale Systeme eine gute Beschreibung ist. Fu¨r dieses Modell
gibt es in der Percus-Yevick-Na¨herung eine analytische Lo¨sung der Ornstein-Zernike-Gleichung
[Men91; Bax68]. Ein Vorteil dieses Modells liegt in der analytischen Lo¨sung und dem geringen
Rechenaufwand der beno¨tigt wird, um aus dem Potenzial einen Strukturfaktor zu berechnen.
Außerdem ist durch τ das gesamte Potenzial beschrieben. Dieser Parameter kann dann fu¨r
verschiedene experimentelle Bedingungen, die Einfluss auf die Wechselwirkung der Teilchen
haben, verglichen werden.
Das zwei-Yukawa-Potenzial
Das zwei-Yukawa-Potenzial ist gegeben durch
VY (r)
kBT
=
 ∞ r < σJr · σ · exp(−(r − σ)/lr)
r
− Ja · σ · exp(−(r − σ)/la)
r
r ≥ σ
(2.48)
Fu¨r Absta¨nde, die gro¨ßer sind als die harte Schale ist das Paarpotenzial die Differenz aus einem
repulsiven und einem attraktiven Anteil der Sta¨rke J und Reichweite l.
Mit Hilfe dieses Potenzials lassen sich die typischen Wechselwirkungen in kolloidalen Syste-
men beschreiben: ein repulsiver Summand, der die Coulomb-Abstoßung der ggf. geladenen
Teilchen beschreibt, und ein kurzreichweitiger, attraktiver Summand, der die van-der-Waals-
Wechselwirkung beschreibt, die aus Dipol-Dipol-Kra¨ften resultiert. U¨ber die Sta¨rke Jr kann
die Oberfla¨chenladung des Kolloids beschrieben werden, Lo¨sungsmitteleigenschaften legen die
Reichweite fest. Beispielsweise kann u¨ber die Zugabe von Salzionen die Ladung abgeschirmt
und somit die Reichweite der Coulombabstoßung verringert werden. Der Bezug zu dem hier
verwendeten Probensystem wird in Kapitel 3.4 genauer erkla¨rt.
In der
”
Mean-spherical approximation“ [Leb66], in der fu¨r r > σ
cMSA(r) = −(kBT )−1V (r) (2.49)
gilt, existiert eine analytische Lo¨sung fu¨r dieses Potenzial [Høy77; Høy76; Wai76]. In dieser Arbeit
wurde eine Matlab-Implementierung genutzt, die in [Liu05] vorgestellt wird. Diese berechnet
aus einem zwei-Yukawa-Interaktionspotenzial V (r) einen Strukturfaktor S(q). Ein Nachteil
dieser Na¨herung ist, dass in der Literatur z.B. fu¨r die Modellierung eines Strukturfaktors
in der Na¨he des Tru¨bungspunkt fu¨r Tenside sehr große Potenziale in der Gro¨ßenordnung
10-30 kBT beno¨tigt werden, die deutlich gro¨ßer als gemessene Paarpotenziale sind [Men91].
Deswegen wird in der Literatur [Tau85] geschlussfolgert, dass die MSA unzuverla¨ssig ist, wenn
das Potenzial stark attraktiv und im Vergleich mit dem Durchmesser der Teilchen kurzreichweitig
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ist. Trotzdem wird die MSA-Lo¨sung des zwei-Yukawa-Potenzials in dieser Arbeit verwendet
und die Resultate untereinander verglichen, ohne davon auszugehen, dass ihre Absolutwerte
dem realen Paarpotenzial entsprechen.
2.8.3 Entwicklung des Strukturfaktors in der Na¨he von Phasengrenzen
Als na¨chstes wird das Verhalten von S(q) in der Na¨he des kritischen Punktes untersucht, hierbei
wird sich an [Na¨g08] orientiert. In einem p-T -Diagramm ist der kritische Punkt ist gekennzeichnet
durch die kritische Temperatur Tc und den kritischen Druck pc. In einem Einkomponenten-
System existieren nur fu¨r effektiv attraktive kolloidale Interaktionspotenziale Phasendiagramme
mit einem kritischen Punkt bzw. mit Bereichen, in denen es zur Phasenentmischung kommt. In
einem Mehrkomponentensystem kann es auch in Systemen aus einfachen harten Kugeln auf
Grund von sogenannten
”
Verarmungseffekten“ zur Phasenentmischung kommen. Dies wird in
Kapitel 3.8 genauer erla¨utert. Am kritischen Punkt divergiert die isotherme Kompressibilita¨t
χT (
δp
δV
)
(T,N)
= 0, χT =∞ . (2.50)
Zusammen mit der Kompressibilita¨tsgleichung
χT
χidT
= lim
q→0
S(q) = 1 + n
∫
(g(r)− 1)d~r, (2.51)
in der χidT die Kompressibilita¨t des idealen Gases angibt, und Gleichung (2.44) ergibt sich fu¨r
den Strukturfaktor in der Na¨he der kritischen Temperatur (T → Tc)
lim
q→0
S(q) = 1 + n
∫
(g(r)− 1)d~r = 1
1− nc(q → 0) →∞, (2.52)
und somit
c(q → 0) = 4pi
∫ ∞
0
r2c(r)dr → 1
n
. (2.53)
Der Strukturfaktor nimmt in der Na¨he des kritischen Punktes fu¨r q → 0 sehr große Werte
an, es existiert eine langreichweitige Korrelation der Partikel. Da c(q) auch fu¨r die kritsche
Temperatur wohlbestimmt ist, kann man unter Benutzung von sin(x)/x ≈ 1− x2/6 +O(x4) die
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Taylorentwicklung um q = 0 durchfu¨hren und man erha¨lt
nc(q) = 4pin
∫ ∞
0
r2
sin(qr)
qr
c(r)dr = c0 − c2q2 +O(q4) (2.54)
mit den Koeffizienten
c0 = 4pin
∫ ∞
0
r2c(r)dr (2.55)
c2 =
2
3
· pin
∫ ∞
0
r4c(r)dr . (2.56)
Dies fu¨hrt zu einer von Ornstein und Zernike [Orn14] vorgestellten Na¨herung fu¨r den Struktur-
faktor in der Na¨he des kritischen Punktes, die fu¨r qRU  1 gu¨ltig ist, mit der Reichweite RU
des Wechselwirkungspotenzials ist:
S(q) ≈ 1
1− c0 − c2q2 =
1
c2 · (ξ−2 + q2) , (2.57)
wobei ξ die Korrelationsla¨nge ist. Fu¨r ξ gilt
ξ =
(
c2
1− c0
)1/2
= (c2S(0))
1/2. (2.58)
Entsprechend kann mit dem experimentell bestimmten Strukturfaktor S(q) die Korrelationsla¨nge
u¨ber
1
S(q)
=
1
S(0)
· (1 + ξ2q2) (2.59)
bestimmt werden. Na¨hert sich die Lo¨sung dem kritischen Punkt, so kann eine Divergenz von ξ
beobachtet werden. Eine (schwa¨chere) Divergenz kann allgemein an der spinodalen Phasengrenze
beobachtet werden [Hop08].
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Im Rahmen dieser Arbeit wurden verschiedene Probensysteme untersucht, die der weichen
Materie zuzurechnen sind. Abbildung 3.1a) gibt einen U¨berblick u¨ber Systeme weicher Ma-
terie. Die drei in den Ecken genannten Vetreter (Kolloide, Polymere und Amphiphile) sind
Repra¨sentanten von wesentlichen Eigenschaften der weichen Materie. Wa¨hrend sich ein System
aus Kolloiden besonders durch die Stabilita¨t und eine einfach beschreibbare ra¨umliche Struktur
auszeichnet, bestehen Polymere aus Ketten sich wiederholender Untereinheiten und weisen eine
sehr flexibele Raumstruktur auf. Amphiphile sind aus verschiedenen Bausteinen aufgebaut,
die das Moleku¨l sowohl hydrophil als auch lipophil machen. In dieser Arbeit werden gelo¨ste
Siliziumdioxid-Nanopartikel untersucht, die ein Vertreter der Kolloide sind. Diesen Lo¨sungen
werden verschiedene Mengen des Polymers Polyethylenglycol (PEG) zugesetzt. Außerdem wird
das Protein Lysozym untersucht. Proteine sind in der Mitte des Dreiecks positioniert, da sie
Eigenschaften von Polymeren, Kolloiden und Amphiphilen aufweisen: sie bestehen aus sich
teilweise wiederholenden Untereinheiten, die sowohl hydrophil als auch lipophil sein ko¨nnen. Die
Eigenschaften dieser Untereinheiten sorgen ha¨ufig fu¨r eine insgesamt kompakte, also kugelfo¨rmi-
ge oder ellipsoide, Gesamtstruktur in Lo¨sung, in der die Proteine dann kolloidal vorliegen. In
diesem Kapitel werden die Probensysteme vorgestellt. Alle hier verwendeten Probensysteme
wurden in der Na¨he ihrer Phasengrenzen untersucht, deswegen wird immer wieder der Bezug zu
Phasendiagrammen hergestellt werden.
Zuna¨chst werden Proteine im Allgemeinen diskutiert. Begonnen wird mit dem Aufbau der Pro-
teine (Kapitel 3.1), dann wird der Einfluss von hydrostatischen Dru¨cken auf Proteine erla¨utert
sowie die Relevanz in Bezug auf die Funktionalita¨t von Proteinen in Lebewesen (Kapitel 3.2).
Diese Kapitel orientieren sich an [Mo¨l14a; Sch11a].
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Abbildung 3.1: a) Das Dreieck der weichen Materie. In dieser Arbeit werden sowohl Proteine untersucht,
die Eigenschaften von Lipiden, Kolloiden und Polymeren aufweisen, als auch Kolloide und Polymere
selbst. Abbildung entnommen aus [Dho08]. b) Schematisches Phasendiagramm von Proteinen. Abbildung
entnommen aus [Cur], editiert.
Besonders im Fokus steht das Phasenverhalten von Lysozym im Bereich der flu¨ssig-flu¨ssig-
Phasenentmischung (s. Abb. 3.1b)) in Abha¨ngigkeit vom Druck, der Temperatur sowie der
Konzentration. Es werden Proteinkonzentrationen zwischen 6 und 30 wt.% verwendet. Dies liegt
im Konzentrationsbereich von organischen Zellen, der in der Literatur mit etwa 20 wt.% [Lod]
angegeben wird. Konformationsa¨nderungen und Aggregation ko¨nnen zu vielen Krankheiten
fu¨hren, beispielsweise der Sichelzellana¨mie [Gal02], Alzheimer [Chi06] oder Diabetis mellitus Typ
2 [Chi06; Jav07]. Eine Ku¨hlung tierischer Augenlinsen kann eine Eintru¨bung dieser aufgrund
einer Phasenseparation verursachen [Wan10; Toy77], eine Eintru¨bung der Linse tritt als Grauer
Star auch bei Lebewesen auf. Eine flu¨ssig-flu¨ssig-phasenseparierte Phase wurde unter anderem
fu¨r die Proteine γ-Kristallin [Tho87], Ha¨moglobin [Gal02] und auch Lysozym [Mo¨l14b; Mus97;
Ish77; Car07; Tar90] gefunden. Die bei Proteinen ha¨ufig beobachtete Phasenentmischung kann
als Mischungsdynamik eines quasibina¨ren Systems verstanden werden. Dies wird in Kapitel 3.3
erla¨utert.
Proteinlo¨sungen in der homogenen Phase werden in dieser Arbeit als kolloidale Systeme ange-
sehen, deswegen wird in Kapitel 3.4 die kolloidale Wechselwirkung erla¨utert. Die detaillierte
Kenntnis der Protein-Protein-Wechselwirkung ist bei der Herstellung von Proteinkristallen
notwendig [Ash04; Cur06]. Diese ko¨nnen dann zur Strukturanalyse der Proteine genutzt werden.
Abschließend wird in Kapitel 3.5 der Zusammenhang zwischen realen Gasen und Proteinlo¨sungen
in der homogenen Phase erla¨utert.
Außerdem wurde in dieser Arbeit das Phasenverhalten von Nanopartikel-Polymermischungen
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untersucht. Deshalb werden in Kapitel 3.6 Siliziumdioxid-Nanopartikel und in Kapitel 3.7
Polymerlo¨sungen eingefu¨hrt. In Kapitel 3.8 wird der sogenannte Verarmungseffekt erla¨utert, der
zur Phasenentmischung von Kolloid-Polymerlo¨sungen fu¨hren kann. Verarmungseffekte und die
daraus folgenden Phasenentmischungen sind in vielen Anwendungsbereichen wichtig, beispiels-
weise im Bereich der Nahrungsmittelindustrie [Gri97], der Farbindustrie [Hug99] oder auch in
Zellen [Zim93].
3.1 Aufbau von Proteinen
Proteine sind Ketten aus Aminosa¨uren, die u¨ber Peptidbindungen miteinander verbunden sind.
Fu¨r humane Organismen existieren 20 unterschiedliche proteinogene Aminosa¨uren. Der Aufbau
der Aminosa¨uren legt ihre Eigenschaften fest, sie unterscheiden sich beispielsweise hinsichtlich
ihrer Gro¨ße, Polarita¨t und Ladung. Die Abfolge der Aminosa¨uren, Prima¨rstruktur genannt,
legt letztlich die dreidimensionale Struktur des Proteins fest. Die Sekunda¨rstruktur beschreibt
die ra¨umliche Anordnung von Aminosa¨uren, die nah beieinander liegen. Durch sogenannte
Faltungen entsteht die Tertia¨rstruktur, unter der man die ra¨umliche Anordnung der gesamten
Polypeptidkette versteht. Die Quarta¨rstruktur entsteht durch Zusammenlagerung verschiedener
Polypeptidketten. Die Wechselwirkungen zwischen den Aminosa¨uren sind ausschlaggebend fu¨r
die dreidimensionale Struktur. Hier sind Disulfid-Bru¨cken (kovalente Bindungen zwischen zwei
Schwefelatomen der Aminosa¨ure Cystein), Ionenbindungen, hydrophobe Wechselwirkungen,
Wasserstoffbru¨ckenbindungen und van-der-Waals-Kra¨fte zu nennen. Insbesondere unter Beru¨ck-
sichtigung der Umgebungsbedingungen sowie Lo¨sungsmitteleigenschaften ko¨nnen Proteine in
verschiedenen Konformationen vorliegen. Die ra¨umliche Struktur garantiert letztlich die Funk-
tionalita¨t des Proteins fu¨r den Organismus. A¨nderungen der natu¨rlichen Struktur werden auch
als Denaturierung bezeichnet und ko¨nnen somit zum Funktionsverlust fu¨hren. Alle A¨nderungen
des Umgebungsmediums, die eine der genannten Wechselwirkungen beeinflussen, ko¨nnen auch
einen Einfluss auf die ra¨umliche Struktur des Proteins haben. Das gilt fu¨r thermodynamischen
Gro¨ßen wie Temperatur und Druck ebenso wie fu¨r den pH-Wert oder die Zugabe von Additiven,
die einen Einfluss auf das Lo¨sungsmittel, typischerweise Wasser, haben. Weitere Details zu den
Wechselwirkungen, die zur Ausbildung der Struktur von Proteinen beitragen, sind beispielsweise
in [Mee13; Win98] zu finden. Fu¨r die im Rahmen dieser Arbeit untersuchte Protein-Protein-
Wechselwirkung sind das dreidimensionale Erscheinungsbild sowie die Oberfla¨cheneigenschaften
von Lysozym in seiner natu¨rlich vorkommenden Form von Bedeutung. In Abbildung 3.2b) ist zu
erkennen, dass Lysozym ein globula¨res Protein ist. Allgemein liegen geladene Bereiche eher an
der Oberfla¨che des Proteins. In der Na¨he von geladenen oder polaren Bereichen der Oberfla¨che
bildet das Wasser eine sogenannte Hydrathu¨lle um das Protein, in der die Dichte des Wassers
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Abbildung 3.2: a) zeigt das Protein SNase, umgeben von Wassermoleku¨len. Polare Regionen sind weiß
dargestellt, geladene rot und apolare gru¨n. In der Na¨he von hydrophilen Bereichen der Oberfla¨che sind
mehr Wassermoleku¨le zu finden. Reproduced from [Mit06] with permission from the Centre National de
la Recherche Scientifique (CNRS) and The Royal Society of Chemistry. b) zeigt ein dreidimensionales
Modell von Lysozym aus der PDB [Pdb]. Abbildung entnommen aus [Kry08a].
im Vergleich zum u¨brigen Wasser erho¨ht ist (s. Abbildung 3.2a)) am Beispiel von SNase). Die
Auswirkungen von hydrostatischen Dru¨cken auf Proteine werden im na¨chsten Kapitel genauer
beschrieben.
3.2 Auswirkung von hydrostatischen Dru¨cken auf Proteine
Die Natur findet immer wieder bemerkenswerte Wege, auch die scheinbar unwirtlichsten Gebiete
mit Leben zu fu¨llen, beispielsweise den Marianengraben. Die Lebewesen der Tiefsee mu¨ssen
Dru¨cke im kbar-Bereich aushalten. Da davon ausgegangen wird, dass die Vorfahren einiger
Knochenfische urspru¨nglich Su¨ßwasserfische waren [CV12], haben sie sich nach und nach an die
extremen Umgebungsbedingungen angepasst. Der genaue Mechanismus der Proteinstabilisierung
zum Erhalt ihrer Funktionalita¨t sowie die Unterschiede dieser Mechanismen sind Gegenstand
aktueller Debatten (z.B. [Yan14]). Zu der Frage, welche Auswirkungen hydrostatische Dru¨cke
auf hochkonzentrierte Proteinlo¨sungen haben, die dann kompensiert werden mu¨ssen, kann diese
Arbeit einen Teil beitragen.
Hydrostatische Dru¨cke beeinflussen Proteine in vielfa¨ltiger Weise. Dies betrifft ebenso die
Funktion des Proteins in Bezug auf die Aktivita¨t [Mee13] wie auch die Struktur des Proteins, da
hohe hydrostatische Dru¨cke bei Proteinen auch den Prozess der Denaturierung auslo¨sen ko¨nnen.
Lysozym weist vier Disulfid-Bru¨cken auf [Can65], was Lysozym stark vor druckinduzierter
Entfaltung schu¨tzt. In [Sch11a] wird gezeigt, dass sich der in SAXS-Messungen ermittelbare
Gyrationsradius fu¨r Dru¨cke bis 4 kbar nicht a¨ndert. In [Sch11c] wird durch FTIR (Fourier-
Transformations-Infrarotspektrometrie) gezeigt, dass die Sekunda¨rstrukturen bis etwa 5 kbar
unvera¨ndert sind. Somit sind fu¨r die in dieser Arbeit verwendeten Dru¨cke von bis zu 4,5 kbar
keine strukturelle A¨nderung des Lysozyms zu erwarten. Eine gute Beschreibung der Auswirkung
hoher hydrostatischer Dru¨cke auf die Struktur von Proteinen ist in [Mee13] zu finden.
Hohe hydrostatische Dru¨cke beeinflussen jedoch die Struktur des Lo¨sungsmittels, in dem das
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Abbildung 3.3: Dichtefunktion fu¨r Wasser aus Simulationen fu¨r Wasser niedriger (links) und hoher
(rechts) Dichte. Ist die zweite Hydrathu¨lle, die in Antiphase mit der ersten ist, kollabiert, so ru¨ckt sie
deutlich na¨her an das Wasseratom im Zentrum heran. Reprinted with permission from A. K. Soper and
M. A. Ricci. In: Phys. Rev. Lett., 84(13) (2000), Copyright (2017) by the American Physical Society.
Lysozym gelo¨st ist, in diesem Fall Wasser. Dies betrifft die Struktur des Wassers, das nicht
von den Proteinen beeinflusst wird ebenso wie die Struktur der Hydrathu¨lle um die Proteine.
Relevant in Bezug auf die Ergebnisse dieser Arbeit ist der Kollaps der zweiten Hydrathu¨lle des
Wassers ab 2 kbar [Okh94; Sop00]. Die Dichteverteilung um ein Wassermoleku¨l im Zentrum ist in
Abbildung 3.3 fu¨r Wasser niedriger Dichte a) und hoher Dichte b) dargestellt. Es ist zu erkennen,
dass die zweite Hydratschale enger an das zentrale Wassermoleku¨l heranru¨ckt. In [Imo15] wird
die Sauerstoff-Sauerstoff radiale Verteilungsfunktion fu¨r Umgebungsdruck und 10 kbar mit ab
initio Molekulardynamik-Simulationen bestimmt. Es wird deutlich, dass die zweite Hydrathu¨lle
deutlich enger an die erste heranru¨ckt, wa¨hrend die Position der ersten Hu¨lle nahezu unvera¨ndert
bleibt. Die erho¨hte mittlere Anzahl von Wassermoleku¨len, die einander umgeben, fu¨hren zu
einer Abnahme der mittleren Bindungsenergie der Wassermoleku¨le [Sci10]. Als ein Resultat
der Reduktion der tetraedrischen Symmetrie des Netzwerkes aus Wasserstoffbru¨cken werden
die relativen energetischen Kosten gesenkt, um Wassermoleku¨le in ungu¨nstige nicht-polare
Umgebungen einzufu¨gen [Mee13]. Fu¨r ein wasserlo¨sliches Polymer wurde experimentell die
Zunahme der Hydratisierung sowohl fu¨r hydrophobe als auch fu¨r polare Anteile gezeigt [Mee05].
Dies kann einen enormen Einfluss auf die intermolekulare Wechselwirkung haben. Wa¨hrend der
Einfluss von hydrostatischen Dru¨cken auf die Proteinstruktur vielfach untersucht wurde, ist
der Einfluss auf die Protein-Protein-Wechselwirkung deutlich weniger untersucht. Es besteht
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eine enge Verbindung zwischen den Kra¨ften, die strukturbildend wirken und den Protein-
Protein-Wechselwirkungen, die hauptsa¨chlich von den Oberfla¨cheneigenschaften beeinflusst
werden. Das Protein-Protein-Wechselwirkungspotenzial des hier untersuchten Proteins Lysozym
wird in Kapitel 3.4 beschrieben. Dessen ungewo¨hnliche Druckabha¨ngigkeit wird ha¨ufig auf den
beschriebenen Kollaps der zweiten Hydratschale zuru¨ckgefu¨hrt [Sch11c].
Fu¨r hohe Proteinkonzentrationen kann es zu einer Entmischung in eine proteinreiche und eine
proteinarme Phase kommen. Diese Entmischung wird im folgenden Abschnitt diskutiert.
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3.3 Phasenentmischung in Kolloidlo¨sungen
Das Phasenverhalten von Kolloidsystemen kann analog zu bina¨ren Systemen qualitativ durch
die sogenannte Molekularfeldtheorie erkla¨rt werden. Typischerweise wird das Phasenverhalten
in einem Temperatur-Konzentrations-Phasendiagramm dargestellt. Aus dem Phasendiagramm
kann dann abgelesen werden, in welcher Phase sich das System fu¨r verschiedene Konzentrationen
und Temperaturen befindet. Neben der homogenen Phase existiert ein Zweiphasengebiet: Diese
Phase wird auch als flu¨ssig-flu¨ssig-phasenseparierte Phase bezeichnet. In der phasenseparierten
Phase lagern sich die Kolloide zu Tro¨pfchen mit sehr hoher Konzentration an, umgeben von
Bereichen niedriger Konzentration. Abbildung 3.4a) verdeutlicht die Tro¨pfchenbildung in der
Lo¨sung. Die in dieser Arbeit untersuchten Lysozymlo¨sungen weisen nach dem U¨bergang in die
phasenseparierte Phase ein tru¨bes Erscheinungsbild auf. In der Lo¨sung bewirken Konzentrati-
onsfluktuationen eine reduzierte Lichttransmission [Ish77; Rau16], außerdem verursachen die
Tro¨pfchen, deren Gro¨ße im Mikrometer-Bereich liegt, ebenfalls eine reduzierte Lichttransmission
[Sch16].
Zur qualitativen Beschreibung der Lage der Phasen und Erkla¨rung der Fluktuationen kann
man die freie Enthalpie G fu¨r verschiedene Temperaturen in Abha¨ngigkeit der Konzentration c
betrachten (s. Abbildung 3.4b)). Die temperaturabha¨ngige, spinodale Grenze wird durch all
jene Punkte definiert, an denen die zweite Ableitung der freien Enthalpie (in diesem Fall nach
der Konzentration, fu¨r eine feste Temperatur) gleich null ist. Innerhalb des Gebietes ist die
Ableitung negativ und schon infinitesimale Fluktuationen (in diesem Fall der Konzentration)
fu¨hren zu einer Phasenentmischung, da die Koexistenz einer niedrig konzentrierten Phase und
einer hoch konzentrierten Phase thermodynamisch gu¨nstiger ist. Zwischen der spinodalen und
der binodalen Phasengrenze, die auch Koexistenzkurve genannt wird, ist das System metastabil.
In diesem Gebiet ko¨nnen die beiden unterschiedlichen Phasen koexistieren, man kann eine
(langsame) Nukleation beobachten. Die binodale Phasengrenze findet man u¨ber eine Betrachtung
der Tangenten der freien Enthalpie. Fu¨r zwei Punkte gilt dG(c1)/dc = dG(c2)/dc, die Tangenten
stimmen also u¨berein, was einem identischen chemischen Potenzial µ entspricht. In Abbildung
3.4b) ist dies etwa dann der Fall, wenn dG(c)/dc ≈ 0 gilt. Am sogenannten kritischen Punkt
treffen die binodale und die spinodale Kurven zusammen. In der Na¨he des kritischen Punktes
kann man eine enorme Zunahme der Fluktuationen beobachten, was zu einer Eintru¨bung der
Lo¨sung fu¨hrt. In Abbildung 3.4a) ist eine schematische Darstellung eines Phasendiagramms
eines quasibina¨ren Systems gezeigt, in diesem Fall einer Polymerlo¨sung. Die Phasen sind in
Abha¨ngigkeit der Temperatur T und der Konzentration, in Abbildung 3.4a) mit Φ bezeichnet,
dargestellt. Oberhalb der binodalen Grenze sind die Polymere homogen in der Lo¨sung vereilt.
Unterhalb der spinodalen Grenze liegt das Gebiet phasenentmischt vor. Neben einer sehr hoch-
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Abbildung 3.4: a) Schematische Darstellung eines Teils des Konzentrations-Temperatur-Phasendia-
gramms einer Polymerlo¨sung. Tb bezeichnet die Temperatur der Binodalen, Ts die Temperatur der
Spinodalen. Abbildung entnommen aus [Der74], editiert von R. Horst und B. A. Wolf sowie dem Autor
dieser Arbeit. b) Schematische Darstellung der freien Enthalpie G eines bina¨ren Systems als Funktion der
Konzentration c sowie die binodale Phasengrenze (rot), die Tangenten dG/dc (orange) und Wendepunkte
(gru¨n, spinodale Grenze). Der metastabile Bereich zwischen den Phasengrenzen ist grau schraffiert
dargestellt.
konzentrierten Polymerphase existiert eine Phase sehr geringer Polymerkonzentration. Zwischen
der binodalen und spinodalen Phasengrenze kann es zu einer Keimbildung kommen. Zwar ist das
System stabil gegenu¨ber kleinen Fluktuationen, o¨rtlich stellt sich im Falle großer Fluktuationen
trotzdem die thermodynamisch bevorzugte Phasenentmischung ein. Die Zeitskala, auf der die
Keimbildung beobachtet werden kann, ist von sehr vielen Faktoren abha¨ngig, beispielsweise der
Temperatur des Systems. Experimentell wird die Binodale ha¨ufig u¨ber Tru¨bungsmessungen
bestimmt (z.B. [Ish77; Car07]). Die Spinodale kann hingegen u¨ber eine Betrachtung der Korrela-
tionsla¨nge in der Lo¨sung gefunden werden, die an der spinodalen Phasengrenze divergiert [Hop08].
3.4 Wechselwirkung von Kolloiden in Lo¨sung
In lebenden Organismen wechselwirken und interagieren Proteine auf vielfa¨ltige und komplexe
Art und Weise. Ziel dieser Arbeit ist die Untersuchung der Wirkung von hydrostatischem Druck
auf das Phasenverhalten von Lysozymlo¨sungen, das auf eine A¨nderung des Protein-Protein-
Wechselwirkungspotenzials zuru¨ckgefu¨hrt werden kann. In diesem Kapitel wird erla¨utert, wie
die Wechselwirkung von Kolloiden beschrieben werden kann und ein Bezug zu den Interaktions-
potenzialen aus Kapitel 2.8.2 hergestellt.
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Abbildung 3.5: a) DLVO-artiges Potenzial (violett) als Summe eines kurzreichweitigen, anziehenden
Anteils (blau) und eines abstoßenden, langreichweitigen Anteils (rot) sowie eines Potenzials der harten
Schale. J ist die Sta¨rke des anziehenden Anteils, dessen Druckabha¨ngigkeit in b) gezeigt ist. b) Reprinted
with permission from M. A. Schroer, J. Markgraf, D. C. F. Wieland, C. J. Sahle, J. Mo¨ller, M. Paulus, M.
Tolan and R. Winter. In: Phys. Rev. Lett., 106(17) (2011), Copyright (2017) by the American Physical
Society.
Eine komplette Beschreibung eines Systems von Kolloiden in Lo¨sung ist sehr aufwendig, da neben
den Eigenschaften der Kolloide auch die Eigenschaften der Lo¨sung relevant sind. Beispielsweise
beeinflusst der pH-Wert einer Lo¨sung die Ladung der Oberfla¨che der Kolloide. Auf der anderen
Seite haben auch die Kolloide einen Einfluss auf die Struktur einer wa¨ssrigen Lo¨sung. Um die
Kolloide bildet sich eine Hydrathu¨lle, die sich strukturell vom u¨brigen Wasser unterscheidet.
Eine ha¨ufig genutzte Mo¨glichkeit der Beschreibung der Wechselwirkung von Kolloiden ist, diese
a¨hnlich wie Atome zu beschreiben, beispielsweise durch die Derjaguin-Landau-Verwey-Overbeek-
Theorie (DLVO-Theorie) [Der41; Ver47]. Diese beru¨cksichtigt neben der Oberfla¨chenladung
der Partikel, die eine abstoßende Coulombwechselwirkung verursacht, eine anziehende, kurz-
reichweitige van-der-Waals-Wechselwirkung, die aus Dipol-Dipol-Wechselwirkungen resultiert.
Die dielektrische Leitfa¨higkeit des Lo¨sungsmediums sowie eine mo¨gliche Abschirmung der La-
dungen durch Salzionen in der Lo¨sung, die sich um das Kolloid anlagern und die Reichweite
des Coulomb-Potenzials senken, sind Beispiele dafu¨r, wie das Lo¨sungsmedium der Kolloide im
Potenzial beru¨cksichtigt wird.
Abbildung 3.5a) zeigt ein solches Potenzial. Die Sta¨rke der attraktiven Wechselwirkung als
wird hier als J bezichnet. In diesem Potenzial ist zusa¨tzlich ein abstoßender Anteil enthalten,
der aus der harten Schale der Kolloide resultiert, die nicht ineinander eindringen ko¨nnen.
In vorhergehenden Arbeiten wurde eine nicht-monontone Druckabha¨ngigkeit des Parameters J ,
also der Sta¨rke der attraktiven Wechselwirkung, fu¨r das Protein Lysozym gefunden. Hydrostati-
sche Dru¨cke senken zuna¨chst die Attraktion bis etwa 1,5 kbar [Ort09]. Dieser Effekt wird bei
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einer weiteren Erho¨hung des Drucks umgekehrt, was auf den zuvor beschriebenen Kollaps der
zweiten Hydratschale zuru¨ckgefu¨hrt wird [Sch11c]. Abbildung 3.5b) zeigt die Druckabha¨ngigkeit
von J fu¨r Lysozym. In dieser Arbeit werden Phasenu¨berga¨nge zwischen der homogenen und
der flu¨ssig-flu¨ssig-phasenseparierten Phase betrachtet, siehe Kapitel 3.3. Typischerweise wird
in solchen Systemen die Oberfla¨chenladung der Kolloide durch eine hohe ionische Sta¨rke der
Lo¨sung abgeschirmt, sodass die Wechselwirkung von anziehenden Anteilen dominiert wird.
Die in dieser Arbeit verwendeten Wechselwirkungspotenziale wurden in Kapitel 2.8.2 na¨her
erla¨utert. Auch wenn es Hinweise gibt, dass die DLVO-Theorie nicht vollsta¨ndig ist [Roi99]
und die sie das Potenzial stark vereinfacht darstellt (beispielsweise ist die Ladung auf der
Proteinoberfla¨che nicht homogen verteilt), wurden derartige Potenziale vielfach genutzt, um
flu¨ssig-flu¨ssig Phasenu¨berga¨nge zu beschreiben (z.B. [Mo¨l14b; Ros96; Pel03]).
3.5 Beschreibung von Kolloiden als reale Gase
An dieser Stelle sollen nun grundlegende U¨berlegungen dargestellt werden, die no¨tig sind, um
ein System aus homogen gelo¨sten Makromoleku¨len mit Hilfe der van-der-Waals-Gleichung
beschreiben zu ko¨nnen. Dabei wird sich an [Wil05] orientiert. Die van-der-Waals-Gleichung fu¨r
ein reales Gas lautet
(P +
a
v2
)(ν − b) = RT , (3.1)
mit dem Druck P , dem molaren Volumen ν, definiert als Quotient aus dem Volumen des Systems
V und der Anzahl der Gasteilchen in molaren Einheiten n (ν = V/n), der Gaskonstanten R,
der Temperatur T , dem Koha¨sionsdruck a, der aus einer Attraktion gleichartiger Gasteilchen
resultiert und dem Kovolumen b, durch den die Ausdehnung der Teilchen beru¨cksichtigt wird;
fu¨r a = b = 0 erha¨lt man die ideale Gasgleichung. Durch Umformen erha¨lt man
Pν
RT
=
ν
ν − b −
a
RTν
, (3.2)
was auf die Virialgleichungen fu¨hrt:
Pν
RT
= 1 + (b− a
RT
)
1
ν
+
b2
ν2
+ .... (3.3)
= 1 +B2
1
ν
+B3
1
ν2
+ ... . (3.4)
Der Vorteil dieser Virialgleichungen ist, dass mit Hilfe der statistischen Mechanik die Koeffizienten
Bi berechnet werden ko¨nnen.
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Beim U¨bergang zu einem System aus Makromoleku¨len in Lo¨sung muss der Druck P durch
den osmotischen Druck Π ersetzt werden und das molare Volumen ν durch die inverse molare
Konzentration 1/cP und man erha¨lt
(Π + ac2P)(
1
cP
− b) = RT . (3.5)
Die Virialgleichung ergibt sich analog zu
Π
RTcP
= 1 +B2cP +B3c
2
P + ... . (3.6)
Fu¨r B2 gilt im Falle spha¨risch symmetrischer Wechselwirkung und des Protein-Protein-Paarpo-
tenzials u(r)
B2 = −2pi
∫ ∞
0
(e−u(r)/kBT − 1)r2dr. (3.7)
Positive B2-Werte repra¨sentieren u¨berwiegend abstoßende Kra¨fte, anziehende Kra¨fte fu¨hren zu
negativen B2-Werten. Auch wenn die B2-Werte von Proteinen zuna¨chst nur das Paarpotenzial
repra¨sentieren und nichts u¨ber die kollektive Bewegung von Kolloiden in einer Lo¨sung aussagen,
so werden diese Werte doch ha¨ufig genutzt, um das Phasenverhalten von Proteinen in der Na¨he
des flu¨ssig-flu¨ssig-Phasenu¨bergangs oder des Kristallisationsfensters zu beschreiben und zu ver-
gleichen (z.B. [Bon97; Haa99; Mo¨l14b]). Um die Virialkoeffizienten von Kolloiden verschiedener
Gro¨ße besser vergleichen zu ko¨nnen, wird der normierte zweite Virialkoeffizient b2 eingefu¨hrt
b2 =
B2
BHS
, (3.8)
wobei BHS = 2/3piσ
3 der zweite Virialkoeffizient eines Systems aus harten Kugeln mit dem
Radius σ ist.
Der zweite Virialkoeffizient la¨sst sich wie folgt fu¨r die in dieser Arbeit verwendeten Interaktions-
potenziale bestimmen (s. Kap. 2.8.2).
Fu¨r ein zwei-Yukawa-Potenzial VY kann man b2 durch
b2 = 1 +
3
4(σ + δ)
∫ ∞
σ+δ
(1− exp(VY(r)/kBT ))r2dr (3.9)
berechnen. Der Parameter δ = 0.1437 nm wurde in fru¨heren Studien genutzt, um eine Divergenz
bei r = σ zu unterdru¨cken, die je nach Form von VY auftreten kann [Poo00; Sed07; Mo¨l14b].
Dies war in dieser Arbeit nicht notwendig (δ = 0).
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Fu¨r ein KHK-Potenzial vereinfacht sich der normierte zweite Virialkoeffizient zu [Vli00]
b2 = 1− 1
4τ
. (3.10)
In den vergangenen Jahren wurden fu¨r verschiedene Modelle kurzreichweitig attraktiver Wech-
selwirkung die b2-Werte fu¨r Phasenu¨berga¨nge sowohl am kritischen Punkt als auch abha¨ngig
von der Kolloidkonzentration berechnet [Vli00; Nor00]. In der Na¨he des kritischen Punktes
ko¨nnen Phasenu¨berga¨nge fu¨r b2 < −1.5 beobachtet werden. Dies stimmt auch mit experimen-
tellen Resultaten u¨berein [Mo¨l14b]. Fu¨r abweichende Bedingungen, also ho¨here oder geringere
Kolloidkonzentrationen, werden entsprechend niedrigere b2 Werte beno¨tigt, was attraktiveren
Bedingungen entspricht.
Die hier vorgestellte Theorie la¨sst sich auch auf Siliziumdioxid-Nanopartikel und Siliziumdioxid-
Nanopartikel-Polymerlo¨sungen anwenden. Diese Probensysteme werden in den kommenden
Abschnitten vorgestellt.
3.6 Siliziumdioxid-Nanopartikel
Im Rahmen dieser Arbeit wurde eine Ludox LS Siliziumdioxid(SiO2)-Nanopartikello¨sung vom
Lieferanten Sigma Aldrich verwendet. Laut Produktspezifikationsblatt des Lieferanten [Sig]
betra¨gt das Molekulargewicht der Nanopartikel 60,08 g/mol. Die Kolloide werden in wa¨ssriger
Lo¨sung mit einer Partikelkonzentration von 30 wt.% geliefert, mit einem pH≈8 bei Raumtem-
peratur und einer Gesamtdichte der Lo¨sung von etwa 1,2 kg/l. Ludox SiO2-Partikel sind in
einem alkalischen Medium gelo¨st, in diesem Fall wurde Dinatriumoxid (Na2O) verwendet. Dieses
Medium reagiert mit der Oberfla¨che der Partikel und erzeugt eine negative Oberfla¨chenladung,
welche die Aggregation verhindert (s. Abb. 3.6a)). Die Konzentration von Dinatriumoxid betra¨gt
etwa 0,1 wt.%.
Die verdu¨nnten Lo¨sungen dieser Arbeit wurden bei einem pH-Wert von 7 untersucht. Eine
Senkung des pH-Wertes kann prinzipiell eine Aggregation verursachen, wurde jedoch in dieser
Arbeit nicht beobachtet.
Die Siliziumdioxid-Nanopartikel wechselwirken hauptsa¨chlich durch elektrostatische Abstoßung.
Somit kann ihre Wechselwirkung ebenfalls mit der DLVO-Theorie beschrieben werden. Bleibt
der pH-Wert der Lo¨sung konstant, so ist nur eine sehr geringe A¨nderung der Wechselwirkung fu¨r
erho¨hte hydrostatische Dru¨cke aufgrund von gea¨nderten Permittivita¨t des Wassers zu erwarten.
Der Radius der Partikel wird in Kapitel 6.1 durch SAXS-Messungen zu etwa 8 nm bestimmt.
Das Kompressionsmodul von Siliziumdioxid-Nanopartikel liegt fu¨r Umgebungsdruck bei etwa
35 GPa [Dit12]. Damit ist eine Volumenreduktion von etwa 1% fu¨r Dru¨cke bis 4000 bar realis-
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tisch. Das Phasendiagramm fu¨r wechselwirkungsfreie, also nicht geladene harte Kugeln, ist in
Abbildung 3.6b) gezeigt. Fu¨r kleine Konzentrationen c liegen die Kolloide in einer gasartigen
Phase vor, zwischen einem Volumenanteil von 0,49 und 0,55 existiert ein Gleichgewicht zwischen
der gasartigen und der kristallinen, festen Phase. Fu¨r große Konzentrationen sind alle Kugeln
kristallisiert.
Abbildung 3.6: a) Darstellung der Oberfla¨che fu¨r Siliziumdioxid-Partikel im alkalischen Medium
(Herstellerbroschu¨re, [Gra]). b) Phasendiagramm von wechselwirkungsfreien harten Kugeln.
3.7 Polymerlo¨sungen
Im Rahmen dieser Arbeit wurde das Polymer Polyethylenglycol (PEG) verwendet, um eine
Phasenseparation der Nanopartikel herbeizufu¨hren. In diesem Kapitel werden grundlegende
U¨berlegungen dargelegt, die zum spa¨teren Versta¨ndnis des Phasenverhaltens notwendig sind.
Hierbei wird sich auf die qualitative Beschreibung der ra¨umlichen Ausdehnung der Polymere
beschra¨nkt. Genauere Beschreibungen von Polymerlo¨sungen sind in [Ter02] zu finden. Hieran
orientieren sich die Ausfu¨hrungen in diesem Kapitel.
Polymere werden ha¨ufig als Ketten beschrieben, die aus identischen Untereinheiten, den Mono-
meren, aufgebaut sind. Die atomare Struktur von PEG lautet H(OCH2CH2)nOH [Sig], wobei
die Struktur in Klammern die Struktur des Monomers ist, das sich fu¨r ein PEG-Moleku¨l n-mal
wiederholt. Eine Mo¨glichkeit der Konfigurationsbeschreibung von Polymeren ist das Modell
des zufa¨lligen Weges (random walk). Der Gyrationsradius von Polymeren la¨sst sich mit dem
Flory-Exponent ν ≈ 0,6 abscha¨tzen zu
Rg ≈ bNν , (3.11)
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Abbildung 3.7: a) Eine Polymerkette hat ein Volumen, das in etwa einer Kugel mit dem Radius Rg
entspricht. b) Darstellung der verschiedenen Konzentrationsbereiche, links: verdu¨nnte Lo¨sung, mittig:
U¨berlappkonzentration, rechts: halbverdu¨nnte Lo¨sung. Beide Abbildungen entnommen aus [Ter02,
Kapitel 1].
wobei b die La¨nge und N die Anzahl der Monomere ist. Hier ist bereits beru¨cksichtigt, dass es
sich um eine reale Kette handelt. Im Modell idealer Ketten ko¨nnen zwei Glieder denselben Raum
besetzen; dies ist fu¨r realen Ketten nicht mo¨glich. In einem einfachen Modell, das zuna¨chst nicht
die Anwesenheit weiterer Polymere beru¨cksichtigt, wird davon ausgegangen, dass die Polymere
in Lo¨sung einen Bereich besetzen, der einer Kugel mit dem Radius Rg entspricht (Abbildung
3.7a)). Die Pra¨senz anderer Polymere in konzentrierten Lo¨sungen senkt die Mo¨glichkeit, sehr
ausgedehnte Konformationen einzunehmen.
Im Zusammenhang mit dieser Arbeit ist die Einteilung in verschiedener Konzentrationsbereiche
von Interesse, in denen sich die Eigenschaften der Polymerlo¨sungen stark unterscheiden. Das
betrifft thermodynamische Gro¨ßen, zum Beispiel die Abha¨ngigkeit des osmotischen Drucks von
der Polymerkonzentration, genauso wie die Dynamik, zum Beispiel in Bezug auf die Viskosita¨t.
Die Konzentrationsbereiche sind in Abbildung 3.7b) dargestellt. Fu¨r geringe Polymerkonzentra-
tionen wechselwirken die Polymere nur mit dem Lo¨sungsmittel. Entspricht die Konzentration in
etwa der sogenannten U¨berlappkonzentration c∗, so ist fast die gesamte Lo¨sung mit Spha¨ren
ausgefu¨llt, es findet aber fast keine Verschra¨nkung der Polymere ineinander statt. Abscha¨tzen
la¨sst sich die U¨berlappkonzentration durch
c∗ =
M
NA(
√
2Rg)3
, (3.12)
wobei NA die Avogadrokonstante und M die molare Masse ist. Ausgehend von der molaren
Masse (6 kg/mol), die der Hersteller angibt und dem Gyrationsradius von 2,8 nm [Kum14] folgt
c∗ ≈ 0,11 g/ml, was in etwa 11 wt.% entspricht, da die Dichte der Lo¨sung durch die Zugabe von
PEG in diesem Konzentrationsbereich nur um etwa 2-3 % erho¨ht wird [GT94].
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Liegt die Polymerkonzentration (deutlich) oberhalb der U¨berlappkonzentration, so wird die
Lo¨sung als halbverdu¨nnt bezeichnet. Wa¨hrend im verdu¨nnten Bereich die Polymer-Polymer-
Wechselwirkung vernachla¨ssigt werden kann, muss diese spa¨testens im halbverdu¨nnten Bereich
beru¨cksichtig werden. Die Polymere verschra¨nken sich ineinander, was die Viskosita¨t der Lo¨sung
erho¨ht. Die Verschra¨nkung fu¨hrt auch dazu, dass die Polymere nicht mehr als Kugeln mit
dem Radius Rg beschrieben werden ko¨nnen. Vereinfacht kann man den spa¨hrischen Raum
mit dem Radius ξ 1, den ein Polymer effektiv einnimmt, mit dem sogennanten Blob-Modell
beschreiben. Der Radius der Polymere oberhalb von c∗ kann unter Benutzung von ν ≈ 0,6 mit
ξ = Rg(c/c
∗)−3/4 angegeben werden.
Auch fu¨r das Lo¨sungsmedium ergeben sich Konsequenzen. Nahezu das gesamte Wasser ist
in diesem Bereich als Hydratwasser außen an die Polymere oder zwischen den Monomeren
gebunden.
Nun wird der Einfluss von hydrostatischen Dru¨cken auf Polymerlo¨sungen beschrieben. Wie
bereits in der Beschreibung der Auswirkung von hydrostatischen Dru¨cken auf Proteine diskutiert,
beeinflusst dieser die Wasserstoffbru¨ckenbindungen und kann die Sta¨rke hydrophober Wech-
selwirkung reduzieren. Da diese beiden Wechselwirkung entscheidend sind fu¨r die Lo¨slichkeit
von PEG in Wasser, sind auch Auswirkungen von hydrostatischen Dru¨cken auf die Struktur
der Polymere zu erwarten [Coo92a]. In [Coo92a; Ven87] wird gezeigt, dass eine Erho¨hung des
hydrostatischen Drucks auf PEG-Lo¨sungen zu einer deutlichen Reduktion der Ausdehnung
des Polymers fu¨hrt. Ein hydrostatischer Druck von 4 kbar konnte hier eine Reduktion der
Ausdehnung von etwa 30 % verursachen, was auf vera¨nderte Lo¨sungsbedingungen zuru¨ckgefu¨hrt
wird. Abschließend soll nun das Phasenverhalten von Polymerlo¨sungen betrachtet werden. Poly-
merlo¨sungen ko¨nnen ebenso wie Proteine ein Zweiphasengebiet ausbilden (s. Kapitel 3.3). Die
Existenz und Lage dieses Gebietes ist unter anderem abha¨ngig von der Struktur des Polymers,
der La¨nge des Polymers, dem Lo¨sungsmittel, der Temperatur und der ionischen Sta¨rke der
Lo¨sung. Auch hydrostatische Dru¨cke ko¨nnen eine Entmischung verursachen. Die im Rahmen
dieser Arbeit verwendeten Polymere mit einem Molekulargewicht von 6 kg/mol konnte aufgrund
der Struktur (Zufallskna¨ul) und der geringen Elektronendichtedifferenz zum Lo¨sungsmedium
Wasser in SAXS-Messungen nicht explizit untersucht werden. Fru¨here Studien bei Umgebungs-
druck unter ansonsten identischen Bedingungen haben keine Phasenentmischung beobachtet
[Kum14; Kum16]. Unter Beru¨cksichtigung weiterer Studien [Sun98; Sae77a; Coo92a] erscheint
auch eine druckinduzierte Phasenentmischung unter den hier durchgefu¨hrten Bedingungen
sehr unwahrscheinlich, da hierfu¨r ho¨here Temperaturen, la¨ngere Polymere oder ho¨here Dru¨cke
1Genauer gesagt bezeichnet ξ die Korrelationsla¨nge. Sind zwei Polymere teilweise ineinander verschra¨nkt, so
ist die Dynamik des Polymers trotzdem nur u¨ber eine Kugel mit dem Radius ξ korreliert, auch wenn das Polymer
teilweise in eine andere Kugel eingedrungen ist.
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beno¨tigt wu¨rden. In [Coo92a] wird fu¨r die hier verwendeten Polymere ein Phasenu¨bergang erst
bei etwa 7 kbar beobachtet. Die verwendete Polymerkonzentration lag zwar nur bei 2 g/l, eine
starke Konzentrationsabha¨ngigkeit des Phasenverhaltens ist aber nicht zu erwarten [Sae77b].
3.8 Das Phasenverhalten von Kolloid-Polymer-Lo¨sungen
In diesem Kapitel wird das Phasenverhalten von Polymer-Kolloid-Lo¨sungen beschrieben. Soge-
nannte Verarmungseffekte spielen eine zentrale Rolle fu¨r die Wechselwirkung von Polymeren
und Kolloiden. Diese ko¨nnen beobachtet werden, wenn Polymere in eine Lo¨sung mit gro¨ßeren
Kolloiden gegeben werden. Wenn die Polymere nicht an den Kolloiden adsorbieren, ko¨nnen sich
beide Komponenten entmischen. In einem Bereich konzentrieren sich die Polymere, im anderen
Bereich die Kolloide [Vri76]. Die Entmischung verringert die freie Enthalpie des Systems. An
dieser Stelle soll schematisch die Ursache fu¨r Verarmungskra¨fte erkla¨rt werden, die der Pha-
senentmischung zu Grunde liegt.
In Abbildung 3.8 sind zwei spha¨rsiche Kolloide gezeigt (rosa Fla¨che) sowie in blau die deutlich
Abbildung 3.8: Grafische Darstellung von Verarmungseffekten: spha¨rische Kugeln (rosa) haben eine
Verarmungsschicht (grau gefa¨rbt), in den der Mittelpunkt der blauen Polymere nicht eindringen kann.
Wa¨hrend auf die linke Kugel der osmotische Druck isotrop wirkt, resultiert aus der U¨berschneidung der
Verarmungsbereichen der rechten Kugeln eine attraktive Kraft.
kleineren Polymere. Weil die nicht adsorbierenden Polymere in der Na¨he der Oberfla¨che an
Konfigurationsentropie verlieren, bildet sich in der Na¨he der Oberfla¨che der Kolloide eine Verar-
mungsschicht aus (grau). Wa¨hrend auf eine einzelne Kugel der osmotische Druck isotrop wirkt,
ist das fu¨r zwei Kolloide in kleinem Abstand nicht der Fall: die beiden Verarmungsschichten
u¨berlappen sich (schwarz gefa¨rbt), was in einer effektiv attraktiven Kraft resultiert. Eine erste
mathematische Beschreibung dieser Kraft wurde durch Asakura und Oosawa vero¨ffentlicht
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[Asa54]. In dieser Beschreibung, in der die Ausdehnung und Wechselwirkung der Polymere
untereinander nicht beru¨cksichtigt wird, fu¨hrt eine Zugabe von Polymeren immer zu einer
Zunahme der attraktiven Kraft zwischen der Kolloiden, ausgelo¨st durch eine Zunahme der
osmotischen Druckdifferenz. Dies destabilisiert die Lo¨sung und kann dazu fu¨hren, dass oberhalb
einer bestimmten Polymerkonzentration eine Phasenentmischung beobachtet werden kann.
Auf Basis der statistischen Mechanik konnten Gast et al. [Gas83] mit Hilfe der thermodyna-
mischen Sto¨rungstheorie das Phasendiagramm fu¨r verschiedene Gro¨ßenverha¨ltnisse von nicht
adsorbierenden Polymeren2 (Gyrationsradius Rg) und harten Kugeln (Radius R) in Abha¨ngig-
keit von der Polymer- bzw. Kolloidkonzentration bestimmen. Das Gro¨ßenverha¨ltnis spielt eine
zentrale Rolle, da sie die Reichweite der attraktiven Kra¨fte des Systems festlegt. Je gro¨ßer
das Polymer, desto breiter die Verarmungsschicht in Abbildung 3.8. Die Phasengrenzen lassen
sich dann u¨ber eine Betrachtung der freien Enthalpie vorhersagen. Fu¨r das Gro¨ßenverha¨ltnis
Rg/R < 0,32 fu¨hrt eine Zugabe von Polymeren zu einer Verbreiterung des Koexistenzbereiches
der festen und gasfo¨rmigen Phase, fu¨r Rg/R > 0,32 kann auch eine flu¨ssig-flu¨ssig-Phasentrennung
in eine kolloidreiche und kolloidarme Phase beobachtet werden.
Eine Erweiterung stellt die osmotische Gleichgewichtstheorie [Lek92] dar, die zusa¨tzlich das
effektiv fu¨r die Polymere verfu¨gbare Volumen beru¨cksichtigt [Tui08]. Diese sagt ein spa¨ter
experimentell besta¨tigtes Dreiphasen-Koexistenzgebiet voraus [Gas86]. Ein typisches derar-
tiges Phasendiagramm ist in Abbildung 3.9 dargestellt. Bei den Proben [Fae97] handelt es
sich um sterisch stabilisierte, 67 nm große Latexteilchen mit verschiedenen Konzentrationen
von Hydroxyethylcellulose (HEC), die die Rolle der nicht-adsorbierende Polymere erfu¨llen. Im
Phasendiagramm liegen die Konzentrationen aufsteigend entlang der gestrichelten x-x’-Linie.
Die Probe ohne HEC ist homogen, die Latexteilchen liegen in einer gasfo¨rmigen Phase vor. Bei
0,15 vol% HEC erkennt man (schwach) eine Phasentrennung zwischen der ho¨her konzentrierten
flu¨ssigen Phase (unten, etwas dunkler) und einer weniger konzentrierten Phase (oben). Fu¨r
0,3 vol% la¨sst sich deutlich eine Trennung in eine feste Phase brauner Partikel, eine flu¨ssige,
tru¨be Phase und eine sehr schwach konzentrierte, gasartigen Phase erkennen. Fu¨r 0,67 vol% ist
die Lo¨sung wieder tru¨b. Es koexistieren eine gasartige und eine feste Phase, die bestimmt wird
von der festen Phase mit einer kleinen Menge weißlicher Lo¨sung dazwischen. Eine Verkippung
um 30◦ beeinflusst nicht die Oberfla¨che der festen Phasen, zu sehen im Sediment der 0,3 vol%
Probe sowie fu¨r die 0,67 vol%-Probe. Die Probe wurde zuvor einige Tage aufrecht gelagert.
Die bisher vorgestellten Modelle vernachla¨ssigen die Polymer-Polymer-Wechselwirkung. Wird die
U¨berlappkonzentration erreicht, so kann die Polymer-Polymer Wechselwirkung aber keinesfalls
vernachla¨ssigt werden. In [Kum14; Kum16] wird experimentell ein System von Kolloiden unter-
sucht, das durch Zugabe von Polymeren in die flu¨ssig-flu¨ssig-phasenseparierte Phase eintritt,
2Genauer: Kugeln, die ineinander eindringen ko¨nnen
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Abbildung 3.9: Links: Foto von Proben mit Latex Teilchen und verschiedenen HEC-Konzentrationen.
Rechts: Phasendiagramm nach Lekkerkerker et al. fu¨r ein Polymer: Partikel Gro¨ßenverha¨ltnis gro¨ßer als
0,32. Reprinted with permission from: M. A. Faers and P. F. Luckham. Effect of the Steric Stabilizing
Layer on the Phase Behavior and Rheology of Small Polystyrene Latex Dispersions Induced by Changes
to the Concentration of Nonadsorbing Hydroxyethylcellulose. In: Langmuir, 13(11) (1997), Copyright
(2017) American Chemical Society.
bei einer weiteren Erho¨hung der Polymerkonzentration jedoch wieder in die homogene Phase
zuru¨ckkehrt. Dies wird der Polymer-Polymer-Wechselwirkung zugeschrieben. In der Literatur
werden beispielsweise Modelle diskutiert, die zu einer sogenannten Verarmungsstabilisierung der
Lo¨sung fu¨hren (u.a. [Fei80; Shv13]). In [Fei80] wird gezeigt, dass sehr hohe Polymerkonzentra-
tionen ein besonders ausgepra¨gtes Maximum der freien Enthalpie in der Wechselwirkung der
Kolloide verursachen ko¨nnen, das von den Kolloiden mo¨glicherweise nicht u¨berwunden werden
kann um die eigentlich bevorzugte Phasentrennung zu erreichen.
Eine deutlich qualitativere Beschreibung der Polymer-Polymer-Wechselwirkung wird durch die
PRISM-Theorie (engl. Polymer Reference Interaction Site Model, [Sch87; Cur87a; Cur87b])
geliefert. Hierzu musste die RISM-Theorie (engl. Reference Interaction Site Model, [Cha72])
auf Polymere verallgemeinerten werden. Die 1972 von Chandler und Andersen vorgeschlagene
RISM-Theorie erweiterte die Ornstein-Zernicke Gleichung fu¨r einatomige Flu¨ssigkeiten auf
molekulare Flu¨ssigkeiten in einer Art und Weise, die sowohl inter- als auch intramolekulare
Wechselwirkung beru¨cksichtigte. Grundsa¨tzlich basiert RISM auf der Idee, dass intramolekulare
chemische Bindungen der starren Moleku¨le auch die intermolekulare Packung beeinflussen
ko¨nnen. Sie verwendeten eine Percus-Yevick-artige Na¨herung, um die direkten Korrelations-
funktionen analog zum einatomigen Fall zu berechnen [Sch97].
Durch PRISM ko¨nnen grundsa¨tzlich die zweiten Virialkoeffizienten auch fu¨r polydisperse Systeme,
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verschiedene Gro¨ßenverha¨ltnisse von Kugeln und Polymere sowie alle Polymerkonzentrationen
berechnet werden. Durch PRISM konnte vielfach gezeigt werden, dass durch Erho¨hung der Po-
lymerkonzentration u¨ber die U¨berlappkonzentration hinaus die Kolloid-Kolloid-Wechselwirkung
wieder repulsiver wird. Die Reduktion der attraktiven Wechselwirkungssta¨rke resultiert aus
der in Kapitel 3.7 beschriebenen Reduktion der effektiven Polymergro¨ße fu¨r Konzentrationen
oberhalb der U¨berlappkonzentration. Außerdem ko¨nnen sich die Polymere in der Na¨he der
Partikel deformieren und thermodynamisch nicht bevorzugte Konformationen einnehmen, um
Lu¨cken in der Lo¨sung zu fu¨llen, was ebenfalls zu einem reduzierten Potenzial fu¨hrt [Han99].
Eine Abnahme der Attraktion kann auch fu¨r Systeme mit sehr geringen Kolloidkonzentrationen
gelten, fu¨r die angenommen wird, dass die Kolloide die Struktur der Polymerlo¨sung nicht beein-
flussen [Fuc01].
3.9 Die Struktur der Nanopartikel in der hochkonzentrierten
Phase
In diesem Kapitel wird ein System aus Nanopartikeln und Polymeren vorgestellt, welches phasen-
separiert vorliegt. Phasensepariert bedeutet, dass die Nanopartikel in einer hochkonzentrierten
Phase, in Tro¨pfchen, vorliegen. Es wird diskutiert, inwiefern die Nanopartikel in der hochkonzen-
trierten Phase eine fraktale Struktur bilden, da zumindest aggregierte Kolloide typischerweise
eine fraktale Struktur aufweisen [Kum14]. Fraktale sind durch ihre hohe Selbsta¨hnlichkeit
gekennzeichnet; selbsta¨hnliche Strukturen weisen unabha¨ngig von der Gro¨ßenskala, auf der sie
betrachtet werden, a¨hnliche Strukturen auf. Abbildung 3.10 zeigt Fraktale in verschiedenen
Gro¨ßenskalen und typische Streuintensita¨ten. Massenfraktale ko¨nnen ein aus Einzelelementen
aufgebautes, chaotisch zusammenha¨ngendes System beschreiben. Oberfla¨chenfraktale hingegen
bestehen aus einem homogenen Kern und einer rauen Oberfla¨che.
Bei der Betrachtung von Fraktalen ist es sinnvoll, zuna¨chst verschiedene La¨ngenskalen zu
betrachten. Im reziproken Raum la¨sst sich abscha¨tzen, dass das Modell der Fraktale nur fu¨r
q > 2pi/ gelten kann, wobei  die Gro¨ße der Fraktale ist. Betrachtet man die Fraktale in
einem großen Maßstab, so gelangt man zur Gro¨ße κ. Ab dieser Gro¨ße bildet die Messung die
Oberfla¨che der Fraktale ab. Die Gro¨ße κ kann nicht abgescha¨tzt werden, da die genaue Struktur
der Objekte nicht bekannt ist. Schließlich ist der Durchmesser d der einzelnen Elemente, aus
denen das Fraktal aufgebaut ist, die kleinstmo¨gliche La¨ngen, auf der Fraktalita¨t gelten kann.
Der Durchmesser der Nanopartikel betra¨gt etwa 16 nm, es gilt also q < 2pi/16 nm ≈ 0,4 nm−1.
Nun wird die zu erwartende Streuintensita¨t fu¨r Massen- und Obefla¨chenfraktale betrachtet. Fu¨r
ein System aus aggregierten Kugeln mit dem Radius R und dem Formfaktor PK(q), sowie dem
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Abbildung 3.10: Darstellung der verschiedenen Gro¨ßenskalen und daraus resultierenden Streuinten-
sita¨ten. Die schwarzen Kugeln sind aus einzelnen Kugeln aufgebaut. Die in dieser Arbeit verwendeten
Nanopartikel entsprechen diesen Untereinheiten. Abbildung entnommen aus [Moo].
Strukturfaktor SMF gilt nach [Tei88] fu¨r die zu erwartende Streuintensita¨t eines Massenfraktals
I(q) ∝ PK(q) · SMF(q) (3.13)
∝ PK(q) ·
(
1 +
1
(qR)D
· DΓ(D − 1)
(1 + 1/(q2ν2))(D−1)/2
· sin[(D − 1)atan(qν)]
)
(3.14)
∝ q−D . (3.15)
Hierbei ist D die sogenannte fraktale Dimension, welche die Komplexita¨t des Fraktals angibt,
Γ(x) ist die Gammafunktion mit dem Argument x und ν ist die Korrelationsla¨nge im Massen-
fraktal. Fu¨r große Korrelationsla¨ngen ν−1  q gilt
SMF ≈ 1 +
(
DΓ(D − 1)
(qR)D
)
· sin[(D − 1)pi/2] . (3.16)
Als na¨chstes wird die Streunintensita¨t fu¨r fraktale Oberfla¨chen beschrieben. Eine Verallgemei-
nerung des Porodschen Gesetzes fu¨r den Fall fraktaler Oberfla¨chen fu¨hrt auf [Tei88]
I(q) ∝ POF(q) (3.17)
∝ Γ(5−DO) · sin[(DO − 1)pi/2] · q−(6−DO), (3.18)
42
3.9. Die Struktur der Nanopartikel in der hochkonzentrierten Phase
wobei POF der Formfaktor der fraktalen Oberfla¨che ist und 2 < DO < 3 gilt.
Neben den Fraktalmodellen wird an dieser Stelle ein reines Potenzgesetz gema¨ß
I(q) ∝ k · q−(6−DPG) (3.19)
mit den Parametern k und DPG gezeigt, das zur besseren Vergleichbarkeit analog zur Formel
(3.18) formuliert wird. Die Parameter sind dabei vo¨llig frei und lassen keine Ru¨ckschlu¨sse auf
die Struktur der untersuchten Objekte zu.
Die Modelle sollen nun anhand einer Messung diskutiert werden. Abbildung 3.11a) (magenta)
zeigt die gemessene Streuintensita¨t fu¨r ein System aus Kolloiden (Durchmesser etwa 16 nm) in
der phasenseparierten Phase. Anhand dieser Daten wird nun gepru¨ft, welches der vorgestellten
Modelle gut zu den Daten passt. Auch fu¨r sehr kleine q kann man einen starken exponentiellen
Abfall beobachten. Ein Vergleich mit 3.10 zeigt, dass fu¨r den hier alle hier zuga¨nglichen q > 2pi/
gilt. Offensichtlich ist nur fu¨r q < 0,15 nm−1 eine exponentiell abfallende Intensita¨t zu beobachten.
Dies legt Nahe, dass spa¨testens bei dem doppelten Kugeldurchmesser die mo¨gliche Fraktalita¨t
verloren geht. Deswegen wird nur I(q < 0,15 nm−1) zur Pru¨fung der Modelle verwendet. Es
ist zu erkennen, dass keine der vorgeschlagenen Modelle die Daten ausreichend beschreiben
kann. In Abbildung 3.11b) werden fu¨r große bzw. kleine q Tangenten an ln(I(q)) gezeichnet,
um zu zeigen, dass die Steigung nicht u¨ber den gesamten q-Bereich konstant ist. Fu¨r kleine
q fa¨llt die Intensita¨t langsamer ab als fu¨r große q. Dies la¨sst darauf schließen, dass entweder
q ≈ 2pi/κ in den Messbereich fa¨llt oder das untersuchte System keine Fraktalita¨t aufweist.
Aus diesem Grund wurde fu¨r die Auswertung der Daten stets das modellfreie Potenzgesetz
verwendet. Wie bereits erwa¨hnt, ko¨nnen aus den Parametern keine Ru¨ckschlu¨sse auf die
Parameter der untersuchten Objekte gezogen werden. In dieser Arbeit werden die Exponenten
nur verwendet, um zu beschreiben, ob hydrostatische Dru¨cke Auswirkungen auf die Struktur
der hochkonzentrierten Nanopartikelphase haben. Deswegen wurde ein mittlerer Exponent u¨ber
den gesamten verfu¨gbaren q-Bereich, also 0,03 < q < 0,15 nm−1 bestimmt, da eine A¨nderung
des Exponenten einen Hinweis auf strukturelle A¨nderungen der untersuchten Objekte gibt.
Nun soll die Messung fu¨r q > 0,25 nm−1, also rechts des in 3.11a) grau gefa¨rbten Bereiches,
betrachtet werden. Der Verlauf der Streukurve la¨sst erkennen, dass ein Maximum bei etwa
q ≈ 0,45 nm−1 vorliegt. Es ist naheliegend anzunehmen, dass sich das System auf der nm-Skala
als ein System geordneter, harter Kugeln beschreiben la¨sst. Gema¨ß q · r ≈ 2pi findet man, dass
g(r) ein Maximum bei r ≈ 14 nm aufweist. Dies entspricht in etwa dem Teilchendurchmesser
und legt nahe, dass ein System aus dicht gepackten Kugeln eine gute Beschreibung ist (s. Kapitel
2.8.2). Abweichungen entstehen aus dem schwer bestimmbaren Untergrundsignal.
In Abbildung 3.12 sind zwei verschiedenen Modelle zur Beschreibung der Daten grafisch
43
Kapitel 3. Probensysteme und deren Phasenverhalten
Abbildung 3.11: a) Darstellung der gemessenen Intensita¨t (magenta) zusammen mit der berechneten
Intensita¨t fu¨r das Modell der Massenfraktalita¨t (cyan, D=2,9), der Oberfla¨chenfraktalita¨t (schwarz,
DO = 3,0), dem modellfreien Potenzgesetz (DPG = 3,3). b) zeigt den Bereich fu¨r links des in a) grau
gefa¨rbten Bereiches fu¨r andere DPG.
dargestellt, PPG ist weiterhin die Streuintensita¨t nach dem reinen Potenzgesetz, PK ist der
Formfaktor der Nanopartikel. Hier wurde an die Daten der Strukturfaktor fu¨r ein System aus
harten Kugeln SHK angepasst. Der effektive Strukturfaktor Seff,HK beru¨cksichtigt mit β(q) auch
die Polydispersita¨t der Partikel. In beiden Fa¨llen bilden die Strukturfaktoren den Bereich um
das Maximum bei q ≈ 0,45 nm−1 gut ab. Aus dem ersten Maximum lassen sich Informationen
u¨ber typische Volumenanteile volF der Kugeln in den Tro¨pfchen sowie den Radien R der
Kugeln gewinnen. Seff,HK wurde mit R = 6,77 nm und volF = 0,32 berechnet, fu¨r SHK gilt
R = 7,12 nm und volF = 0,30. In beiden Fa¨llen wird das Minimum des Strukturfaktors nicht
gut abgebildet und fu¨r q > 0,7 nm−1 weicht die gemessene Intensita¨t deutlich nach oben ab. Der
Grund hierfu¨r kann in dem schwer bestimmbaren Untergrundsignal der Tro¨pfchen liegen. Da
das charakteristische Maximum in beiden Fa¨llen gut abgebildet wird und sich auch R und volF
fu¨r die beiden Modelle nur geringfu¨gig unterscheiden, wird im Folgenden stets der effektive
Strukturfaktor verwendet, der auch zur Beschreibung aller anderen Messungen verwendet wurde.
Der grau gefa¨rbte Bereich in den Abbildungen markiert somit den U¨bergang zwischen dem
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Abbildung 3.12: a) Darstellung der gemessenen Intensita¨t (rot) zusammen mit der berechneten
Intensita¨t fu¨r ein System harter Kugeln (gru¨n). b) zeigt den gemessenen Strukturfaktor sowie einen
Strukturfaktor fu¨r harte Kugeln mit dem Radius 7,12 nm und dem Volumenanteil 0,32 (cyan) und den
effektiven Strukturfaktor fu¨r harte Kugeln mit dem Radius 6,77 nm und dem Volumenanteil 0,30 (gru¨n).
Gro¨ßenbereich, in dem die Streuintensita¨t die Streuung an den Tro¨pfchen im abbildet sowie
dem Bereich, in dem die Streuung an dem System geordneter Kugeln dominiert.
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Kapitel 4
Aufbau und Durchfu¨hrung
In diesem Kapitel wird der experimentelle Aufbau vorgestellt. Zuna¨chst werden die Messpla¨tze
gezeigt 4.1. Die Messungen wurden in einer speziell angefertigten Hochdruckzelle durchgefu¨hrt,
die in Kapitel 4.2 dargestellt ist. Kapitel 4.3 zeigt den Aufbau der Tru¨bungsmessungen. In Kapitel
4.4 wird die Probenherstellung erla¨utert, abschließend wird in Kapitel 4.5 die Durchfu¨hrung
und Auswertung der Experimente erkla¨rt.
4.1 Messpla¨tze
In diesem Abschnitt werden nach einer allgemeinen Einfu¨hrung in den grundlegenden Aufbau
von SAXS-Experimenten die genutzten Messpla¨tze vorgestellt.
Alle im Rahmen dieser Arbeit durchgefu¨hrten SAXS-Experimente wurden an Synchrotron-
strahlungsquellen durchgefu¨hrt. Synchrotronstrahlungsquellen sind Speicherringe, in denen sich
Elektronenpakete in einem vakuumierten Speicherkammer etwa mit Lichtgeschwindigkeit auf
geschlossenen Bahnen bewegen und Ro¨ntgenstrahlung erzeugen. Der Aufbau der Messpla¨tze
kann in vier Bereiche gegliedert werden: Erzeugung eines monochromatischen und fokussierten
Ro¨ntgenstrahls, die Probenumgebung, der Bereich zwischen der Probenumgebung und Detektor
und der Detektor.
Die Ro¨ntgenstrahlen werden in modernen Synchrotronstrahlungsquellen vorzugsweise durch
Undulatoren erzeugt. Bei der Passage der Elektronenpakete durch diese werden die Elek-
tronenpakete durch Magnetfelder auf sinusartige Bahnen gelenkt, was zu einer Abgabe von
Synchrotronstrahlung fu¨hrt. Diese ist zuna¨chst noch polychromatisch und wird u¨blicherweise
mittels einer Doppelkristallanordnung durch Braggreflektion monochromatisiert, fu¨r weiche
Ro¨ntgenstrahlung ko¨nnen Gitter verwendet werden. Die sogenannte Strahloptik legt die Strahl-
gro¨ße fest. Gegebenenfalls kann mit einem Absorber die Strahlungsintensita¨t verringert werden,
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um eine Bescha¨digung der Probe oder des Detektors zu verhindern. Außerdem gibt es vor der
Probenumgebung einen oder mehrere Verschlu¨sse, die der Sicherheit dienen, den Strahl absorbie-
ren und so ein Arbeiten am Messplatz ermo¨glichen. An der Probe wird der Strahl dann teilweise
gestreut. Hinter der Probe befindet sich ein vakuumiertes oder mit Helium geflutetes Rohr, das
Streuung an Luft verhindert. Die von der Probe gestreute Strahlung wird dann am Detektor
gemessen. Die Details dieses Strahlweges von der Erzeugung bis zum Detektor ko¨nnen sich sehr
stark unterscheiden. Die Gesamtheit der verschiedenen Bauteile zwischen Erzeugung des Strahls
und Detektierung kann als Strahllinie bezeichnet werden. Die verschiedenen Strahllinien, an
denen die Experimente durchgefu¨hrt wurden, werden in den folgenden Abschnitten vorgestellt.
4.1.1 Strahllinie ID02 an der ESRF
Die European Synchrotron Radiation Facility (ESRF) ist eine internationale Forschungseinrich-
tung in Grenoble, Frankreich. Die fu¨r diese Arbeit genutzte Strahllinie ID02, deren Charakteristik
nun erla¨utert wird, ist besonders fu¨r SAXS-Experimente geeignet. Die schematische Darstel-
lung der Strahllinie (Abbildung 4.1) sowie alle weiteren Informationen sind der Website der
Strahllinie [Id0a] entnommen. Die Ro¨ntgenstrahlung wird in den drei Undulatoren mit einem
Abbildung 4.1: Schematische Darstellung der Strahllinie ID02 an der ESRF ([Id0b], Beschriftung
u¨bersetzt und vereinfacht).
hohen Photonenfluss und geringer Divergenz erzeugt. Der Strahl wird in einem mit flu¨ssigen
Stickstoff geku¨hlten Silizium(111)-Doppelkristallmonochromator monochromatisiert, es folgt eine
Anordnung aus einem fokussierenden toroidalen Spiegel und einem planaren Spiegel. Insgesamt
verfu¨gt die Strahllinie u¨ber sechs Blenden, die das Strahlprofil definieren und unerwu¨nschte
Streustrahlung absorbieren, die zum Beispiel an den Kanten der vorhergehenden Blenden
erzeugt wird. Die an der ESRF durchgefu¨hrten Experimente an Lysozym wurden mit einer
Photonenenergie von 16 keV durchgefu¨hrt, typischerweise mit einem Graphit-Absorber von
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Abbildung 4.2: Schematische Darstellung der Strahllinie I22 an der Diamond Light Source ([I22],
Beschriftung u¨bersetzt und vereinfacht).
mindestens 1-2 mm Dicke. Die Messzeit betrug zwischen 0,05 Sekunden bis 1 Sekunde pro
Druckschritt. Der Probe-Detektor-Abstand betrug 1,5 m. Die Nanopartikel-PEG Proben wurden
bei einer Photonenenergie von 16,48 keV ohne Absorber gemessen, bei einer Belichtungszeit
von etwa 0,1 Sekunden. Der Probe-Detektor-Abstand betrug 5 m, bei einigen vorbereitenden
Messungen wurden auch gro¨ßere oder kleinere Absta¨nde verwendet. Die gestreute Intensita¨t
wurde mit einem Rayonix MX-170HS Detektor gemessen. Hierbei handelt es sich um einen
CCD-Detektor mit einer sensitiven Fla¨che von 170x170 mm2, es wurde eine Pixelgro¨ße von
89x89µm2 verwendet. Direkt vor dem Detektor wurde am Strahlstopper die transmittierte
Intensita¨t gemessen. Der Strahlstopper schu¨tzt den Detektor vor dem Prima¨rstrahl. Die Gro¨ße
des Strahls betrug in 450 x 750µm2, wobei eine Verbreiterung des Strahls hinter den Blenden
nicht beru¨cksichtigt ist.
4.1.2 Strahllinie I22 an der DLS
Die Diamond Light Source (DLS) ist eine Synchrotronstrahlungsquelle in Oxfordshire, England.
Im Rahmen dieser Arbeit wurden an der Strahllinie I22 (Abbildung 4.2) hochkonzentrierte
Proteinlo¨sungen gemessen. Die Informationen u¨ber die Strahllinie wurden [I22] entnommen.
Die Ro¨ntgenstrahlung wird in einem Undulator erzeugt. Die Strahllinie verfu¨gt u¨ber fu¨nf
Blenden, die das Strahlprofil definieren, die Monochromatisierung findet in einem Silizium(111)-
Doppelkristallmonochromator statt, gefolgt von zwei Kirkpatrick-Baez-Spiegeln (KB-Spiegeln),
die fu¨r die Fokussierung des Strahls sorgen.
Die Experimente wurden bei einer Photonenenergie von 18 keV durchgefu¨hrt, der Abstand von
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Abbildung 4.3: Schematische Darstellung der Erzeugung der an der P03 genutzten Ro¨ntgenstrahlung
([Buf12], Beschriftung u¨bersetzt und vereinfacht).
Probe und Detektor betrug 4,7 m, die Belichtungszeit pro Druckschritt betrug in der Regel eine
Sekunde, die Gro¨ße des Strahls bei SAXS-Messungen an der I22 ist u¨blicherweise 320 x 80µm2
am Probenort. Zwischen Druckzelle und Detektor befindet sich erneut ein vakuumiertes Rohr.
Die gestreute Strahlung wurde mit einem Pilatus P3-2M detektiert. Dabei handelt es sich um
einen Silizium-Hybrid-Pixel-Detektor mit einer sensitiven Fla¨che von 253x289 mm2 und einer
Pixelgro¨ße von 172x172µm2.
4.1.3 Strahllinie P03 am DESY
Das Deutsche Elektronen-Synchrotron DESY ist ein Forschungszentrum in Hamburg. Im Rah-
men dieser Arbeit wurden an der Strahllinie P03 Nanopartikel-PEG Proben untersucht. Der
Weg der Ro¨ntgenstrahlen zwischen Undulator und Experiment ist in Abbildung 4.3 gezeigt.
Die Ro¨ntgenstrahlen werden in einem Undulator erzeugt, es wird ebenso ein Silizium(111)-
Doppelkristallmonochromator verwendet [Buf12], Spiegel sorgen fu¨r eine weiter Unterdru¨ckung
unerwu¨nschter Wellenla¨ngen, u¨ber Beryllium-Linsen wird der Strahl fokussiert. Die Strahl-
gro¨ße betra¨gt 42 x 20µm2. Die Experimente wurden bei einer Photonenenergie von 13 keV
und einem Probe-Detektor Abstand von 2,2 m durchgefu¨hrt. Zwischen Probe und Detektor
befindet sich erneut ein evakuiertes Rohr zur Vermeidung von Streustrahlung an Luft. Es wurde
ein Pilatus 1 M Detektor mit einer Pixelgro¨ße von 172x172µm2 und einer sensitiven Fla¨che
von 169x179 mm2 verwendet. An dieser Strahllinie wurden nur die in Kapitel 6.4 gezeigten
Experimente durchgefu¨hrt.
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4.2 Aufbau der Hochdruckexperimente
Die Hochdruckexperimente wurden in einer maßgefertigten Hochdruckzelle durchgefu¨hrt, die
von Christina Krywka konstruiert und auch in vorhergehenden Studien benutzt wurde (z.B.
[Kry08b; Sch11c; Mo¨l14b]). Die Hochdruckzelle wird in Abbildung 4.4 a)-c) gezeigt und erla¨utert.
In d) ist die Hochdruckzelle wa¨hrend eines Experiments gezeigt: von oben fu¨hrt ein Rohr in die
Zelle. Durch dieses wird das Wasser in die Zelle gepumpt um hohe hydrostatische Dru¨cke zu
erzeugen. Der Probenhalter aus Abbildung 4.4c) wird in dieser Darstellung von vorne in die Zelle
geschoben, der Probenhalter fu¨llt den Platz zwischen den Diamanten (2 mm) fast vollsta¨ndig aus.
Die O¨ffnung ist mit einer Schraube verschlossen. Der Ro¨ntgenstrahl trifft von rechts kommend
auf die Probe, wird gestreut und tritt nach links wieder aus der Zelle aus. Im Hintergrund ist ein
Temperaturmessgera¨t gezeigt. Mit einer angeschlossenen Ka¨ltemaschine wurde die Temperatur
zwischen Raumtemperatur und 1 ◦C variiert. Der zugeho¨rige Sensor wird durch ein kleines
Loch mit 2 mm Durchmesser, in dieser Darstellung nicht zu sehen, auf der Ru¨ckseite der Zelle
eingebracht. Die O¨ffnung endet knapp unterhalb des Probentra¨gers. Ebenfalls nicht gezeigt sind
O-Ringe, die zwischen Diamanttra¨ger bzw. der Schraube hinter dem Probenhalter platziert sind
und die Probenzelle abdichten. Weitere Details, die beispielsweise das Material der Probenzelle
sowie genaue Maße beinhalten, sind in [Kry08a] zu finden. Modifikationen der Schrauben bzw.
der Materialien werden in [Mo¨l14a] gezeigt. Relevant fu¨r SAXS-Messungen ist das Kaptonfenster,
Abbildung 4.4: a) Skizze der Hochdruckzelle. Der Ro¨ntgenstrahl trifft durch eines der Diamantfenster
auf die von Kapton umhu¨llte Probe, wird gestreut, und tritt durch das andere Diamantfenster wieder aus
der Zelle aus. In b) ist gezeigt, wie der Probenhalter zwischen den Diamantfenstern positioniert ist. In c)
ist der Probenhalter dargestellt. Durch eine Kanu¨le kann die Probenflu¨ssigkeit in den Hohlraum gefu¨llt
werden. Der Kanal kann dann mit einer Nylon Schraube verschlossen werden. Abbildung entnommen
aus [Kry08b], editiert und u¨bersetzt. d) ist ein Foto der Hochdruckzelle wa¨hrend eines Experiments an
der ID02.
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das die Probe umschließt und somit einen Streubeitrag liefert, der nicht aus der Flu¨ssigkeit
resultiert. Die Diamantfenster absorbieren einen großen Anteil der Ro¨ntgenstrahlung. Die
Absorption ist abha¨ngig von der Energie der einfallenden Strahlung, bei den in dieser Arbeit
verwendeten 13-18 keV betra¨gt die Transmission durch zwei 1 mm dicken Diamanten etwa
50-70% [Hen].
4.3 Aufbau der Tru¨bungsmessungen
Die Tru¨bungsmessungen an Lysozym wurden in einem Labor der TU Dortmund durchgefu¨hrt,
deren Aufbau in Abbildung 4.5 gezeigt ist. Links befindet sich eine Pumpe (1), mit der Wasser in
die Hochdruckzelle (6) befo¨rdert wird. Mit Drucksensoren (2) wird der Druck in der Pumpe und
in der Zelle gemessen, der dann an Druckmessgera¨ten (4) abgelesen werden kann. Ein von einem
Laser (Klasse 1, Wellenla¨nge 650 nm) (7) erzeugter Laserstrahl trifft auf die Probe, die sich in
der Zelle befindet. Ist die Probe klar, so trifft ein großer Anteil des Strahls auf die Photodiode
(5). Die Spannung an der Diode ist dann mit einem Voltmeter (8) messbar. Weist die Probe
ein tru¨bes Erscheinungsbild auf, so misst man eine deutlich reduzierte Diodenspannung. Mit
einer angeschlossenen Ka¨ltemaschine kann die Temperatur in der Zelle reguliert werden. Diese
wurde fu¨r die Experimente zuna¨chst mit einem alten Messgera¨t (3, a¨hnlich) gemessen. Eine
Vergleich der gemessenen Temperatur an der Zelle mit der an den Ka¨ltemaschine eingestellten
und u¨berpru¨ften Temperatur sowie der Umgebungstemperatur hat im Nachhinein ergeben, dass
das Messgera¨t mit hoher Wahrscheinlichkeit nicht zutreffende Temperaturen angezeigt hat. Die
Abweichungen betrugen etwa 2◦C. Um eine genauere Temperaturbestimmung zu erreichen,
wurden die Experimente nachgestellt und die Temperatur mit einem Pt-100 Element erneut
gemessen. Diese Temperaturkalibrierung wurden dann fu¨r die Auswertung der Daten genutzt.
Sa¨mtliche Transmissionexperimente wurden von Jonathan Weine durchgefu¨hrt, die Auswertung
wurde vom Autor vorgenommen. Fu¨r die Transmissionsmessungen der Polymerlo¨sungen, die
nur bei Umgebungsdruck durchgefu¨hrt wurden, wurde abweichend der Aufbau aus Abbildung
4.6 verwendet. Der Laser (Klasse 3R) hatte eine Wellenla¨nge von 450 nm. Der Vorteil war, dass
eine Ku¨vette mit 1 cm Durchmesser verwendet werden konnte. Dies ermo¨glichte die Bestimmung
der Transmission fu¨r nur leicht eingetru¨bte Proben.
52
4.4. Probenherstellung
Abbildung 4.5: Aufbau der Tru¨bungsmessungen der Lysozymlo¨sungen.
4.4 Probenherstellung
Als Puffer wurde jeweils BisTris verwendet, um den pH-Wert des Systems auch fu¨r hohe hy-
drostatische Dru¨ck stabil zu halten [Kit87]. Als Wasser wurde stets gefiltertes und entsalztes
Wasser genommen, typischerweise mit einem Widerstand von 18,2 MΩ· cm. Im Zusammenhang
mit Experimenten unter hohen Dru¨cken wird in den folgenden Kapiteln die Konzentration des
Lysozyms, der Nanopartikel und der Polymere in der Einheit Gewichtsprozent (wt.%) angegeben,
da der Volumenanteil (vol.%) sich bei Druckerho¨hung a¨ndern kann. In vorhergehenden Arbeiten
[Mo¨l14b] wurde fu¨r Lysozym gezeigt, dass sich die wesentlichen Parameter, die die Wechselwir-
kungssta¨rke von Lysozym beschreiben, nur um wenige Prozent a¨ndern. Fu¨r Nanopartikel und
Polymere wird dies spa¨ter genauer diskutiert.
Das Protein Lysozym (14,3 kDa, pI 11) wurde von der Firma Roche GmbH, Mannheim, Deutsch-
land bezogen und verwendet, ohne weitere Reinigungs- oder Filterungsprozesse durchzufu¨hren.
Mittlerweile wird das Lysozym der Firma Roche von Sigma Aldrich Chemie GmbH, Steinheim,
Deutschland vertrieben.
Fu¨r die Untersuchung der Phasengrenzen hochkonzentrierter Lysozymlo¨sungen wurde 25 mM
BisTris Puffer verwendet, um den pH-Wert bei 7 zu stabilisieren. Die Herstellung von Lyso-
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Abbildung 4.6: Aufbau der Tru¨bungsmessungen der Nanopartikel-Polymerlo¨sungen.
zymlo¨sungen, deren Proteinkonzentration in der Na¨he der Lo¨slichkeitsgrenze liegt, ist nicht ohne
Hilfsmittel realisierbar. Ein Zentrifugieren oder Dialysieren der Proteinlo¨sung ist hier hilfreich.
Zur Herstellung von Konzentrationen oberhalb von 15 wt.% wurde eine 15 wt.% Lysozymlo¨sung
dialysiert. Die Flu¨ssigkeit, in der die Dialyse durchgefu¨hrt wird, besteht aus etwa 200 g/l PEG
35 kg/mol, das von Sigma Aldrich erworben wurde.
Zuna¨chst wurden die Dialysekassetten (Slide-A-Lyzer, 2,000 MWCO, 15 mL, Thermo Scientific,
Rockford, IL, USA) befeuchtet und anschließend mit der Lysozymlo¨sung befu¨llt. Das Lysozym
bzw. das PEG kann die semipermeable Membran der Kassette nicht durchdringen. Durch einen
Magnetru¨hrer wurde die Flu¨ssigkeit und die Kassette in Bewegung gehalten. Durch ein osmoti-
sches Ungleichgewicht wurde der Proteinlo¨sung u¨ber ho¨chstens 7-12 Stunden Wasser entzogen.
Eine la¨ngere Nutzung schra¨nkt die Funktion der Kassette ein, da ein zu geringes Flu¨ssigkeits-
volumen zu einer Bescha¨digung der Membranen fu¨hren kann, wenn sich diese beru¨hren. Um
Konzentrationen von 27 wt.% oder mehr zu erreichen, kann der Prozess mit bereits dialysierter
Lo¨sung wiederholt werden. Danach wurde die Proteinkonzentration der Lo¨sung durch UV-Vis
Spektroskopie bestimmt. Hierzu wurden an den Experimenten verfu¨gbare Spektrometer genutzt,
mit denen die Extinktion der Lo¨sungen bestimmt wurde. Der Extinktionskoeffizient von Lysozym
betra¨gt 2,64 mL/(mg·cm) bei 280 nm [Sop62]. Vor jedem Experiment wurde die Lysozymlo¨sung
im Verha¨ltnis 1:5 mit einem 3 M NaCl Puffer gemischt, um die gewu¨nschten Bedingungen von
500 mM NaCl der Probe herzustellen. Somit stimmen der Herstellungsprozess sowie die verwen-
deten Koeffizienten mit [Mo¨l14b] u¨berein. In der Regel wurden drei Proben direkt hintereinander
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vermessen. Proben mit deutlicher Kristallbildung wurden aus der Auswertung ausgeschlossen.
Insbesondere bei hohen Konzentrationen sorgte die erho¨hte Viskosita¨t fu¨r Schwierigkeiten bei der
Pipettierung. Zur Sicherstellung der richtigen Menge wurde stets das Gewicht der pipettierten
Lo¨sung u¨berpru¨ft und gegebenenfalls erga¨nzt. Zur Bestimmung des Gewichtes wurde davon
ausgegangen, dass das Lysozym mit 1,35 g·cm−3 und Wasser bzw. Puffer mit 1,0 g·cm−3 zum
Gewicht der Lo¨sung beitra¨gt, was gut mit [Fre94] u¨bereinstimmt. Abweichend wurden in [Gio79]
Lysozymdichten von 1,15 g·cm−3 fu¨r niedrig konzentrierte Lysozymlo¨sungen bis 1,26 g·cm−3 fu¨r
Konzentrationen oberhalb von 20 wt.% bestimmt. Unter Beru¨cksichtigung dieser Abweichungen
ist ein Fehler in der Konzentration der Gesamtlo¨sung von ho¨chstens 4% mo¨glich.
Fu¨r die Untersuchung von Nanopartikel-Polymerlo¨sungen wurde 75 mM BisTris Puffer verwen-
det, um den pH-Wert bei 7 zu stabilisieren. Die ionische Sta¨rke der Lo¨sung betrug 200 mM.
Hierzu wurden die Polymere in einem NaCl-Puffer gelo¨st, die ionische Sta¨rke des Puffers wurde
bei der NaCl-Konzentration bereits beru¨cksichtigt.
Als Nanopartikel wurde Ludox LS colloidal silica der Firma Sigma Aldrich verwendet. Die
Konzentrationsangabe des Herstellers lautet 30 wt.% Suspension in H2O, die Dichte betra¨gt
1,21 g/ml bei 25◦C. Aus diesen Angaben wurde berechnet, dass 0,333 mg der Ludox LS Lo¨sung
in 9,67 mg einer Pufferlo¨sung eine Lo¨sung mit 1 wt.% Silica-Partikel ergeben. Des Weiteren
wurde aus der Angabe der Dichte und Konzentration berechnet, dass 1 wt.% Silica in H2O
einem Volumenanteil von 0,42 vol% entspricht. Hierbei wird von einer Dichte von etwa 2,4 g/ml
der Silica-Partikel ausgegangen. Die Gro¨ßenverteilung der Nanopartikel wird in Kapitel 6.1
bestimmt.
Als Polymere wurde PEG 6k der Firma Sigma Aldrich verwendet. Da die Struktur der Polymere
in SAXS-Experimenten aus technischen Gru¨nden nicht zuga¨nglich ist, muss auf Literaturwert
zuru¨ckgegriffen werden. In [Kum14] wurde die Struktur der Polymere mit Neutronenkleinwin-
kelstreuung untersucht. Die Struktur der Polymere entspricht der einer Gauß’schen Kette mit
einem Gyrationsradius von 2,8 nm. Im Verlauf der im Rahmen dieser Arbeit durchgefu¨hrten
Experimente wurde beobachtet, dass das Streusignal nach A¨nderungen des hydrostatischen
Drucks fu¨r Nanopartikel-Polymerlo¨sungen in den ersten Sekunden eine starke Zeitabha¨ngigkeit
aufweist. Insbesondere bei Bedingungen nahe der Phasengrenze ist dies auch zu erwarten.
Deswegen wurde nach dem Einstellen des Drucks eine Minute gewartet, bevor die Messung
gestartet wurde. Dies gewa¨hrleistete einen reproduzierbaren Ablauf. Von diesem Verfahren
wurde nur in dem Kapitel 6.4 abgewichen, um die Zeitabha¨ngigkeit genauer zu untersuchen.
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Abbildung 4.7: Detektorbilder. a) 1 wt.% Siliziumdioxid-Nanopartikel, gemessen an der ESRF. Von
links ragt der Strahlstopper in das Bild. b) 30 wt.% Lysozym an der DLS. In c) sind Bereiche ausmaskiert,
die bei der Integration nicht beru¨cksichtigt werden.
4.5 Durchfu¨hrung und Auswertung
Zu Beginn der SAXS-Experimente musste stets die Position der Probe im Vergleich zum Detek-
tor festgestellt werden. Hierzu wurde Silberbehenat (AgC22H43O2) vermessen, das auf Grund
seiner großen Einheitszelle Bragg-Reflexe in detektierbare Winkelbereiche liefert. Durch die
Position der Bragg-Reflexe ko¨nnen dann der Detektor-Probe-Abstand, der Mittelpunkt des
Prima¨rstrahls sowie geringe Verkippungen des Detektors festgestellt und bei der Auswertung
beru¨cksichtigt werden.
Abbildung 4.7 zeigt typische Detektorbilder. Um aus dem Detektorbild die Streuintensita¨t
I(q) zu erhalten, wird das Detektorbild azimutal integriert. Hierbei werden Bereiche nicht
beru¨cksichtigt, in denen keine Intensita¨t detektiert werden kann, beispielsweise der Bereich um
den Strahlstopper oder die Segmentierung des Detektors, siehe Abbildung 4.7b) und c). In
diesen Abbildungen nicht zu sehen sind sogenannte Pseudo-Kossell Linien. Diese ko¨nnen durch
Reflektionen an den Gitterebenen der Diamanten entstehen und laufen entsprechend als gerade
oder gekru¨mmte Linie durch das Detektorbild. Diese sind insbesondere bei schwach streuenden
Proben zu erkennen und mu¨ssen ausmaskiert werden. In [Mo¨l14a] sind Detektorbilder mit
derartigen Linien gezeigt. Da sowohl die Position als auch Intensita¨t der Linien von der Position
der Diamanten abha¨ngen, kann durch Rotation der Diamantstempel gegebenenfalls die Intensita¨t
der Linien verringert oder auch die Position der Linien in unkritische Bereiche verschoben werden.
Eine azimutale Integration der Streuintensita¨t ermo¨glicht dann die Reduktion auf die Intensita¨t
I(q), in der die Streuintensita¨t nur noch vom Betrag des Wellenvektoru¨bertrags abha¨ngt.
Zu Beginn der Experimente an Synchrotronstrahlungsquellen wurden stets Messungen einer
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Probe bei identischen Umgebungsbedingungen durchgefu¨hrt, um zu testen, ab welcher Belich-
tungszeit die Probe Vera¨nderungen im Streubild zeigt, die aus Strahlenscha¨den resultieren. Die
Gesamtbelichtungszeit einer Probe wurde dann insgesamt deutlich ku¨rzer gewa¨hlt, beispielsweise
halb so lang. Bei ausreichender Datenqualita¨t konnte die Belichtungszeit zur Sicherheit auch
wa¨hrend der Experimente noch einmal verringert werden.
Im folgenden Abschnitt wird beschrieben, wie Messsignal vom Untergrund bereinigt wird. All-
gemein wurde zur Auswertung das Programm Matlab [Mat] genutzt. Es wurde die Funktion
”
lsqcurvefit“ verwendet, das nach der Methode der kleinsten Fehlerquadrate die Koeffizienten
bestimmt, die das Programm zur Anpassung der Funktion an die Daten variieren darf.
Die Subtraktion des Untergrundes wird anhand von Abbildung 4.8 erla¨utert. In a) ist in rot
das Messsignal IL+P einer in Puffer gelo¨sten 24 vol.% Lysozym-Probe dargestellt, in b) das
Messsignal IN+P einer in Puffer gelo¨sten 0,42 vol% Siliziumdioxid-Nanopartikel mit 7,5 wt.%
PEG. In cyan ist jeweils der die Streuintensita¨t IP des Puffers dargestellt, die als Messung
des Untergrundes fungiert. In a) erkennt man bei q ≈ 4 nm−1 das Streusignal der Kapton-
Folie. Sowohl in a) als auch in b) unterscheidet sich das Streusignal sehr deutlich von dem
Untergrund, da in a) eine sehr hochkonzentrierte Probe verwendet wurde und in b) ein sehr
hoher Elektronendichtekontrast zwischen Puffer und Probensystem vorliegt. Deshalb ist die
Subtraktion des Untergrundes der SAXS-Messungen in dieser Arbeit weit weniger problematisch
als beispielsweise in Arbeiten, in denen niedrig konzentrierte Proteinlo¨sungen untersucht werden.
Die Skalierung des Untergrundes, bestehend aus Streuung an Luft, dem Diamantfenster und
mo¨glicherweise dem Strahlstopper sowie dem Signal des Kaptons unter Beru¨cksichtigung der
gegebenenfalls unterschiedlichen Absorption der Proben kann ein sehr komplexes Unterfangen
sein. An dem Detektor wird meistens der Transmissionsstrom IT gemessen, der ein Maß fu¨r die
einfallende Intensita¨t ist. Das gewu¨nschte Signal des Probensystems, zum Beispiel des Lysozyms
IL(q), erha¨lt man durch
IL(q) =
IN+P(q)
IT,N+P
− k · IP(q)
IT,P
, (4.1)
wobei k ≈ 1 − c[vol%] · 100 ha¨ufig eine sinnvolle Abscha¨tzung darstellt. Fu¨r den Fall, dass
vorhergehende Untersuchungen zweifelsfrei gezeigt haben, dass der Formfaktor P (q) wa¨hrend
des Experiments unvera¨ndert bleibt, ist eine U¨bereinstimmung von Formfaktor und Messsignal
fu¨r große q zu erwarten, wenn keine langreichweitige Ordnung vorliegt. Der Formfaktor ist in
Abbildung 4.8 in gru¨n (gestrichelt) dargestellt. Außerdem ist in a) noch S ·PL (gelb) dargestellt,
wobei S der errechnete Strukturfaktor ist. Die U¨bereinstimmung mit den Messdaten fu¨r weite
Bereiche des Messbereiches ist gut zu erkennen.
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.
Abbildung 4.8: Darstellung von zwei typischen Messungen, a) 24 vol.% Lysozym und b) 0,42 vol.%
Siliziumdioxid-Nanopartikel. In cyan jeweils der Puffer, in rot das Messsignal der in Puffer gelo¨sten
Partikel. In den schwarzen Kurven ist das Signal des Puffers subtrahiert worden, u¨brig bleibt das Signal
der Probe. Außerdem ist in gru¨n (gestrichelt) der Formfaktor der jeweiligen Proben zu sehen. In a) ist
noch eine Kurve dargestellt, die sich aus einer Multiplikation des berechneten Strukturfaktor mit dem
Formfaktor ergibt (gelb).
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Das Phasendiagramm von Lysozym
Die in diesem Kapitel beschriebenen Experimente wurden bereits vero¨ffentlicht [Sch16] und mit
Erlaubnis der PCCP-Gesellschafter erneut abgedruckt und teilweise u¨berarbeitet.
In diesem Kapitel wird mit Hilfe von SAXS- und Tru¨bungsmessungen (TM) das Phasenverhalten
von hochkonzentrierten Proteinlo¨sungen in der Na¨he der flu¨ssig-flu¨ssig phasenseparierten Phase
(engl. liquid-liquid phase separation, LLPS) untersucht. Eine allgemeine Einfu¨hrung in das
Phasenverhalten von Proteinen wurde in Kapitel 3.3 gegeben.
Fu¨r Lysozym wurden fu¨r verschiedene Umgebungsbedingungen in der Literatur bereits die
Phasengrenze und deren Verlauf in Abha¨ngigkeit von Parametern wie z. B. Temperatur T ,
Proteinkonzentration c, ionische Sta¨rke des Salzes I, Art des Salzes oder pH untersucht [Car07;
Tar90; Ish77; Mus97]. Insbesondere in [Mo¨l14b] wurde mit Hilfe von SAXS-Messungen das
Phasenverhalten in Abha¨ngigkeit vom Druck p fu¨r den Konzentrationsbereich zwischen 18.5 und
21.5 wt.% bestimmt. Eine Erweiterung dieses Konzentrationsbereichs auf niedrigere sowie ho¨here
Konzentrationen wird in dieser Arbeit vorgestellt, inklusive der Bestimmung des kritischen
Punktes fu¨r die vorliegenden Lo¨sungsmittelbedingungen. Wie in Kapitel 3.3 beschrieben, ko¨nnen
mit SAXS-Messungen Aussagen u¨ber die spinodale Phasengrenze getroffen werden (Kapitel
5.1), wa¨hrend TM Informationen u¨ber die Nukleation innerhalb der Lo¨sung liefert, die bereits
im metastabilen Bereich beobachtet werden kann (Kapitel 5.2). Als Resultat wird am Ende
des Kapitels ein c-p-T Phasendiagramm von Lysozym dargestellt (Kapitel 5.3). Ebenso wie in
[Mo¨l14b] enthalten sa¨mtliche Proben 0.5 M NaCl und 25 mM BisTris Puffer, der pH-Wert liegt
bei 7.
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5.1 Bestimmung der druckabha¨ngigen Phasengrenze mit Ro¨nt-
genkleinwinkelstreuung
In diesem Abschnitt wird beschrieben, wie mit Hilfe von Ro¨ntgenkleinwinkelstreuung die Lage
der Phasengrenze zwischen der homogenen Phase und der flu¨ssig-flu¨ssig phasenseparierten
Phase bestimmt werden kann. Dies kann u¨ber die Betrachtung der Korrelationsla¨nge ξ der
Proteine in Lo¨sung geschehen. Wie in Kapitel 2.8.3 beschrieben divergiert diese, wenn sich die
Bedingungen denen des kritischen Punktes na¨hern; na¨hern die Bedingungen sich der spinodalen
Phasengrenze, beobachtet man ebenfalls eine (schwa¨chere) Divergenz. Eine weitere Mo¨glichkeit
ist die Bestimmung der Strukturfaktoren der Lo¨sungen. Um die Vergleichbarkeit mit [Mo¨l14b]
zu gewa¨hrleisten, wurde fu¨r die Bestimmung des effektiven Strukturfaktors in der homogenen
Phase aus der Streuintensita¨t derselbe, von GNOM bestimmte Formfaktor benutzt (s. [Mo¨l14a,
S.64]). GNOM kann aus einem experimentell bestimmten Formfaktor die Paarabstandsvertei-
lungsfunktion eines Objektes bestimmen und daraus wiederum einen Formfaktor errechnen,
der frei ist von Intensita¨tsschwankungen auf Grund der statistisch verteilten Streuintensita¨t.
Fu¨r die Bestimmung von β(q) wurden ein Rotationsellipsoid mit den Halbachsen a = 1,52 nm
und b = 2,43 nm verwendet, der Durchmesser der harten Kugel betrug σ = 2,9 nm. Es wurde
das KHK-Modell aus Kapitel 2.8.2 verwendet. Dieses liefert den normierten zweiten Virialko-
effizienten, dessen Druck- und Temperaturabha¨ngigkeit wiederum ebenfalls Hinweise auf die
Phasengrenze liefert. Diese beiden Methoden (Bestimmung der Phasengrenze u¨ber die Korrela-
tionsla¨nge und den Virialkoeffizienten) werden im Folgenden fu¨r eine 24 wt.%-Probe detailliert
beschrieben. Die Auswertung anderer Konzentrationen erfolgte analog. In der Regel wurden
drei Proben unter identischen Bedingungen vermessen, deren Ergebnisse gemittelt wurden.
Proben, bei denen deutliche Kristallisation beobachtet wurde, wurden von der Auswertung
ausgeschlossen. Die angegebenen q-Bereiche, in denen der Strukturfaktor betrachtet wurde,
variiert leicht je nach Qualita¨t der Daten sowie der Synchrotronstrahlungsquelle, an dem die
Experimente durchgefu¨hrt wurden.
Um die Korrelationsla¨nge ξ zu bestimmen, wird der inverse gemessene Strukturfaktor 1/Seff
betrachtet und gegen q2 aufgetragen. Abbildung 5.1a) zeigt den inversen gemessenen Struk-
turfaktor 1/Seff gegen q
2 (Ornstein-Zernicke-Darstellung) fu¨r eine 24 wt.% Probe bei 15◦C fu¨r
verschiedene hydrostatische Dru¨cke p (rot-braune Punkte). Gema¨ß Gleichung (2.59) kann das
Quadrat der Korrelationsla¨nge in dieser Darstellung u¨ber eine linearen Ausgleichsrechnung
fu¨r lim
q→0
bestimmt werden. Da I(q = 0) auf Grund der experimentellen Gegebenheiten nicht
zuga¨nglich ist, wurde der kleinstmo¨gliche, experimentell zuga¨ngliche q-Bereich verwendet (hier:
0.2 nm−1 ≤ q ≤ 0.3 nm−1; lineare Anpassung in schwarzen und grauen Linien in Abbildung
5.1a)). Die so ermittelten Korrelationsla¨ngen sind in Abbildung 5.2a) dargestellt. Zur besseren
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Abbildung 5.1: a) Ornstein-Zernicke Darstellung von Seff(q) fu¨r die in b) gezeigten Strukturfaktoren.
b) gemessener, effektiver Strukturfaktor Seff(q) einer 24 wt.% Lysozymlo¨sung bei ausgewa¨hlten Dru¨cken
und 15 ◦C (rot-braune Punkte). Die schwarzen Linien sind die angepassten, berechneten Strukturfaktoren
in der homogenen Phase, in grau dargestellt fu¨r die LLPS Phase. Zur besseren U¨bersicht wurden nur die
Strukturfaktoren ausgewa¨hlter Dru¨cke gezeigt (vero¨ffentlich in [Sch16], editiert).
U¨bersicht wurden nur einige Dru¨cke ausgewa¨hlt, außerdem wurden die Daten in y-Richtung
gegeneinander verschoben. Eine U¨bersicht u¨ber alle Strukturfaktoren dieser Messreihe ist im
Anhang zu finden (Abbildung 7.1). Das Phasenverhalten fu¨r eine 24 wt.% Lysozymlo¨sung bei
15◦C kann daraus wie folgt bestimmt werden: bei Umgebungsdruck ist die Probe zuna¨chst im
phasenseparierten Zustand. Man erkennt zwischen 1 bar und 500 bar eine deutliche Zunahme
der Korrelationsla¨nge. Dies wird darauf zuru¨ckgefu¨hrt, dass die Umgebungsbedingungen sich
denen des kritischen Punktes na¨hern, an dem die Korrelationsla¨nge divergiert. Der Druck, bei
dem ein Phasenu¨bergang beobachtet wird, ist 500 bar ± 125 bar. Danach beobachtet man bis
etwa 1750 bar eine Abnahme der Korrelationsla¨nge, gefolgt von einer erneuten Zunahme sowie
dem Erreichen eines Maximums bei 2750 bar. Bei 2750 ± 125 bar wird also ein Phasenu¨bergang
zuru¨ck in die phasenseparierte Phase beobachtet. Dies kann fu¨r jede Probe bei jeder gemessenen
Temperatur bestimmt werden werden; alle auf diese Art bestimmten Punkte des Phasenu¨ber-
gangs tragen zu dem in Abbildung 5.4 gezeigten Phasendiagramm bei (Dreiecke).
Weitere Phasenu¨bergangspunkte ko¨nnen mit Hilfe der Temperaturabha¨ngigkeit des normierten
zweiten Virialkoeffizienten b2 gefunden werden. Abbildung 5.1b) zeigt zuna¨chst den gemessenen
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Abbildung 5.2: a) Korrelationsla¨nge ξ der in Abbildung 5.1 gezeigten, gemessenen Strukturfaktoren.
b) normierte zweite Virialkoeffizienten der in 5.1 gezeigten, berechneten Strukturfaktoren (vero¨ffentlicht
in [Sch16], editiert).
effektiven Strukturfaktor Seff fu¨r eine 24 wt.% Probe bei 15
◦C fu¨r verschiedene hydrostati-
sche Dru¨cke p (rot-braune Punkte). Zur besseren U¨bersicht wurden die Strukturfaktoren mit
steigendem Druck jeweils um den Betrag von 3 nach oben geschoben und es werden nur
ausgewa¨hlte Strukturfaktoren gezeigt. Fu¨r die Anpassung der Strukturfaktoren im Bereich
0.2 nm−1 < q < 1.7 nm−1 wird ein Potenzial gema¨ß Gleichung (3.10) angenommen, das durch τ
bestimmt ist und fu¨r das im Baxter-Modell in der Perkus-Yevick-Na¨herung eine analytische
Lo¨sung existiert (s. Kapitel 2.8.2). In schwarzen Linien ist jeweils der berechnete Strukturfaktor
in der homogenen Phase zu sehen. Fu¨r die grau dargestellten Strukturfaktoren befindet sich
die Probe in der phasengetrennten Phase, was zuvor bei der Analyse der Korrelationsla¨ngen
festgestellt wurde. Insbesondere fu¨r große sowie kleine q sind auch Abweichungen zu erkennen:
der Strukturfaktor, berechnet aus dem Modell der homogen gelo¨sten Kugeln, weicht von den
gemessenen Daten deutlich ab. Die normierten zweiten Virialkoeffizienten fu¨r die Lysozymlo¨sun-
gen in der homogenen Phase sind in Abbildung 5.2b) dargestellt. Die Werte des normierten
zweiten Virialkoeffizienten, der ein Maß fu¨r die Repulsion des Wechselwirkungspotenzials ist,
weisen einen Extremwert im Druckbereich von 1,5 - 1,75 kbar auf. Dies hat eine Entsprechung in
dem Minimum der attraktiven Wechselwirkungssta¨rke von Lysozym, das zuvor gefunden wurde
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Abbildung 5.3: a) Temperaturabha¨ngigkeit der normierten zweiten Virialkoeffizienten fu¨r zwei aus-
gewa¨hlte Dru¨cke - erreichen die b2-Werte den grau dargestellten Bereich, wird ein Phasenu¨bergang in die
phasenseparierte Phase erwartet. b) Konzentrationsabha¨ngigkeit der Grenzwerte von b2. Fu¨r den weiß
dargestellten Bereich befindet sich die Probe in der homogenen Phase (vero¨ffentlicht in [Sch16], editiert).
[Sch11c]. Außerdem zeigt diese Abbildung (ebenso wie die Analyse weiterer, hier nicht gezeigter
Messreihen), dass ein Phasenu¨bergang beim Unterschreiten eines b2-Grenzwertes (grauer Bereich
in Abbildung 5.2b)) zu erwarten ist. Dieser Grenzwert ist spezifisch fu¨r die jeweilige Protein-
konzentration. Als b2-Grenzwert b2,G wurde fu¨r jede Konzentration der niedrigste berechnete
b2-Wert verwendet. Das entspricht dem attraktivsten gemessenen Wechselwirkungspotenzial
sowie dem Strukturfaktor mit der ho¨chsten Korrelationsla¨nge.
Der b2 Wert weist allgemein eine Abha¨ngigkeit von Umgebungsbedingungen (p, T ) sowie der
Proteinkonzentration c auf. In Abbildung 5.3a) ist die Temperaturabha¨ngigkeit von b2 dar-
gestellt. Bei festem p wird mit Hilfe linearer Extrapolation diejenige Temperatur bestimmt,
bei der ein Phasenu¨bergang erwartet wird, weil der Grenzwerte b2,G = −1,53 unterschritten
wird. So kann fu¨r Dru¨cke zwischen 1 kbar und 2,25 kbar die Phasengrenze bestimmt werden
(Kreise in Abbildung 5.4). In diesem Bereich ist die Bestimmung der Phasengrenze u¨ber die
Korrelationsla¨nge schwierig, weil es nur wenige Messpunkte zwischen den Maxima gibt.
Nun wird die in dieser Arbeit gefundene Konzentrationsabha¨ngigkeit des Grenzwertes, also
b2,G(c), mit Werten aus der Literatur verglichen. In Referenz [Vli00] wird b2,G(c) fu¨r ein 12-6
Lennard-Jones-Potenzial betrachtet. Am kritischen Punkt, der in Referenz [Vli00] bei einem
Volumenanteil von etwa 0,15 (entspricht etwa 19 wt.% Lysozym) liegt, wird ein b2-Grenzwert
von -1,5 gefunden. Dieser ist fu¨r Volumenanteile zwischen 0,1 und 0,225 (13 und 30 wt.% Lyso-
zym) in etwa konstant. Bei gro¨ßeren oder geringeren Konzentrationen fa¨llt er zu negativeren
Werten ab. In Abbildung 5.3b) sind die in dieser Arbeit gefundene b2,G(c) gezeigt. Obwohl
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Abbildung 5.4: U¨bersicht u¨ber alle Punkte des p-T -Phasendiagramms, an denen mit Hilfe von SAXS–
Messungen ein Phasenu¨bergang gefunden wurde, sowie einer Gauß-Kurve, unterhalb derer das System in
der phasenseparierten Phase ist. Oberhalb der Kurve ist das System fu¨r die jeweilige Konzentration in
der homogenen Phase (vero¨ffentlicht in [Sch16], editiert).
die experimentellen Ergebnisse mit den Berechnungen eines sehr einfachen Modells verglichen
werden, ist die qualitative U¨bereinstimmung erkennbar. Fu¨r c ≈ 20 wt.%, also in der Na¨he des
kritischen Punktes, wurde in dieser Arbeit ein Grenzwert von etwa -1,52 gefunden. Fu¨r Protein-
konzentrationen zwischen 18.5 und 21.5 wt.% wurden (experimentell) in [Mo¨l14b] Grenzwerte
von b2,G ≈ −1.54 gefunden. Der (berechnete) reduzierte zweite Virialkoeffizient am kritischen
Punkt fu¨r verschiedene Modelle von Interaktionspotenzialen ist in [Nor00] aufgelistet. Vielfach
wurde fu¨r diese Bedingungen b2,G ≈ −1,5 gefunden. Abbildung 5.3b) legt einen kritischen Punkt
zwischen 15 und 24 wt.% nahe. Somit stimmen die in dieser Arbeit gefundenen b2 gut mit der
Literatur u¨berein.
Abbildung 5.4 zeigt alle Punkte im p-T -Phasendiagramm, bei denen ein Phasenu¨bergang gefun-
den wurde. Die Dreiecke zeigen Werte, die durch Analyse der druckabha¨ngigen Korrelationsla¨nge
erhalten wurden, die Kreise zeigen die Werte, die durch Interpolation der Temperaturabha¨ngigkeit
des normierten zweiten Virialkoeffizienten ermittelt wurden. Dies wurde fu¨r die Konzentrationen
30 wt.%, 24 wt.%, 15 wt.%, 10 wt.% (zwei verschiedene Experimente) und 6 wt.% durchgefu¨hrt.
Zur Beschreibung der Phasengrenze zwischen der phasenseparierten und der homogenen Phase
fu¨r eine feste Konzentration wurde eine Gauß-Kurve der Form
f(p) = −A · e− (p−b)
2
2σ2 + C (5.1)
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Abbildung 5.5: Tru¨bungsmessungen fu¨r eine Probe mit 18 wt.% Lysozym bei ausgewa¨hlten Temperatu-
ren, normiert auf die maximal gemessene Intensita¨t. Im Plateaubereich durchstrahlt der Laser ungehindert
die Probe, die sich in der homogenen Phase befindet. Der Intensita¨tsabfall zu ho¨heren bzw. niedrigeren
Dru¨cken resultiert aus der zunehmenden Tru¨bheit auf Grund des Phasenu¨bergangs in die LLPS-Phase.
an die Messpunkte angepasst. Diese Funktion wurde bereits in Referenz [Mo¨l14b] verwendet,
spiegelt den Verlauf der gefundenen Phasenu¨bergangspunkte angemessen wider und wurde aus
rein empirischen Gru¨nden gewa¨hlt. Unterhalb der Kurven befindet sich eine Lysozymlo¨sung
entsprechender Konzentration stets in der phasenseparierten Phase, oberhalb befindet sie sich
in der homogenen Phase.
5.2 Bestimmung der druckabha¨ngigen Phasengrenze mit Tr-
u¨bungsmessungen
Im Folgenden wird erla¨utert, wie mit druckabha¨ngigen Tru¨bungsmessungen (TM) das Pha-
senverhalten hochkonzentrierter Proteinlo¨sungen bestimmt werden kann. Abbildung 5.5 zeigt
Tru¨bungsmessungen einer 18 wt.% Lysozymlo¨sung fu¨r Dru¨cke zwischen 1 bar und 4 kbar und
ausgewa¨hlte Temperaturen. Die Intensita¨t wurde auf die maximal gemessene Intensita¨t der
Diode Imax normiert. Bei 9
◦C beobachtet man eine reduzierte Transmission bei Umgebungs-
druck, die Probe befindet sich also in der phasenseparierten, tru¨ben Phase. Zwischen 250 und
500 bar kann man eine deutliche Zunahme der Intensita¨t beobachten. Bei 500 bar kann der
Laserstrahl die Probe vollsta¨ndig passieren. Zwischen 250 und 500 bar hat also ein U¨bergang in
die homogene Phase stattgefunden. Zwischen 500 bar und 2750 bar vera¨ndert sich die Intensita¨t
nicht, die Probe befindet sich durchgehend in der homogenen Phase. Zwischen 2750 und 3000 bar
sinkt die Intensita¨t wieder und die Probe kehrt in die phasenseparierte Phase zuru¨ck. Fu¨r die
hier vorgestellte Messung findet bei 375 ± 125 bar bzw. 2875 ± 125 bar ein Phasenu¨bergang
statt. Abbildung 5.6 zeigt alle so gefundenen Phasenu¨bergangspunkte im p-T -Diagramm. Dies
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wurde fu¨r die Lysozymkonzentrationen 28 wt.%, 22 wt.%, 18 wt.%, 15 wt.% und 10 wt.% durch-
gefu¨hrt. Ebenso wie fu¨r die Bestimmung der Phasengrenzen in SAXS-Experimenten wurde eine
Gauß-Kurve gema¨ß Formel (5.1) verwendet, um eine kontinuierliche Phasengrenze angeben zu
ko¨nnen.
Abbildung 5.6: U¨bersicht u¨ber alle Punkte des p-T -Phasendiagramms, an denen mit Hilfe von Tru¨bungs-
messungen ein Phasenu¨bergang gefunden wurden, sowie entsprechender Gauß-Kurven, unterhalb denen
das System in der phasenseparierten Phase ist. Oberhalb der Kurven ist das System fu¨r die jeweilige
Konzentration in der homogenen Phase (vero¨ffentlicht in [Sch16], editiert).
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5.3 Vergleich und Zusammenfu¨hrung der SAXS- und
TM-Phasengrenzen
In diesem Kapitel werden die Ergebnisse der verschiedenen Messmethoden verglichen und
zusammengefu¨hrt.
Wie in Kapitel 3.3 erla¨utert, liefert die Analyse der Korrelationsla¨nge die spinodale Phasengrenze.
In TM-Messungen beobachtet man Nukleation; diese tritt bereits im metastabilen Bereich des
Phasendiagramms auf, deutlich versta¨rkt bzw. in ku¨rzerer Zeit ebenfalls an der spinodalen Pha-
sengrenze. Die binodale und spinodale Phasengrenze stimmen nur am kritischen Punkt u¨berein.
In der Vergangenheit wurden fu¨r leicht unterschiedliche Bedingungen und Methodiken bereits
der Phasenu¨bergang von Lysozymlo¨sungen bei Umgebungsdruck untersucht [Ish77; Car07]. In
Abha¨ngigkeit von der Temperatur und Konzentration wurde die Grenze bestimmt, an der die
Lysozymlo¨sung tru¨b wird. Dies entspricht der in dieser Arbeit durchgefu¨hrten Tru¨bungsmes-
sungen. Die spinodale Phasengrenze ist in SAXS-Messungen zuga¨nglich. In Anbetracht der in
den Abbildungen 5.4 und 5.6 gezeigten Ergebnisse erscheint eine Abscha¨tzung der Genauigkeit,
mit der die Phasengrenze fu¨r Umgebungsdruck angegeben werden kann, auf etwa 2 ◦C sinnvoll.
Unterscheidet sich die Temperatur, bei der die Lo¨sung tru¨b wird um weniger als 2 ◦C von
der spinodalen Phasengrenze, kann dies nicht mehr aufgelo¨st werden. Die Ergebnisse in der
Literatur [Ish77; Car07] zeigen, dass der Unterschied der Phasengrenzen fu¨r Umgebungsdruck
bei Konzentrationen von c ≥ 15 wt.% weniger als 2 ◦C betra¨gt.
Ein weiterer Unterschied der fu¨r TM- und SAXS-Experimente bestimmten Gauß-Kurven liegt
in den unterschiedlichen Methodiken begru¨ndet. TM-Messungen wurden im Labor durchgefu¨hrt,
deshalb konnte die Phasengrenze in kleineren Temperaturschritten durchgefu¨hrt werden, da
fu¨r die Messungen mehr Zeit zur Verfu¨gung stand. Das fu¨hrt zu einer besseren Statistik in den
Bereichen, die weit vom Minimum der Gauß-Kurve entfernt liegen. Es ist also anzunehmen, dass
die in Abbildung 5.7a) gezeigte Temperatur, an der ein Phasenu¨bergang fu¨r Umgebungsdruck
erwartet wird, durch TM-Messungen genauer bestimmt werden kann. SAXS-Messungen hingegen
lieferten qualitativ hochwertigere Informationen u¨ber die Probe: neben der Bestimmung der
Korrelationsla¨nge konnte u¨ber eine Bestimmung der Temperaturabha¨ngigkeit des normierten
zweiten Virialkoeffizienten die Phasengrenze auch im Bereich des Minimums der Gauß-Kurve
bestimmt werden. Die Minima der Gauß-Kurven sind in Abbildung 5.7b) gezeigt. Außerdem
konnten in SAXS-Messungen Proben ausgeschlossen werden, bei denen Kristallbildung beob-
achtet wurde. Daru¨ber hinaus besteht bei Untersuchungen von Phasenu¨berga¨ngen generell das
Problem, dass eine schwer bestimmbare Zeitabha¨ngigkeit vorhanden ist. Bei Tru¨bungsmessungen
wurde nach jeder Druckerho¨hung 20 Sekunden gewartet, bevor die Diodenspannung abgele-
sen wurde. Das entsprach in etwa der Zeit, die bei SAXS-Messungen zwischen Einstellen des
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Abbildung 5.7: a) Phasengrenze bei Umgebungsdruck in Abha¨ngigkeit von der Temperatur und Pro-
teinkonzentration fu¨r die beiden unterschiedlichen Methoden (unterhalb der Kurve liegt die Lo¨sung
phasensepariert vor). b) Druckabha¨ngige Minima der Gauß-Kurven fu¨r die verschiedenen Proteinkonzen-
trationen. Es ist weder eine Abha¨ngigkeit von c noch ein Unterschied fu¨r die verschiedenen Methoden zu
erkennen. Die grau gestrichelte Linie ist der Mittelwert aller Werte.
Drucks und Belichtung der Probe lagen. Somit sind die Ergebnisse untereinander vergleichbar.
Insbesondere bei Dru¨cken unterhalb von 1100 und oberhalb von 1900 bar a¨nderte sich die
Diodenspannung bei LT-Messungen schon nach wenigen Sekunden nicht mehr - es kann davon
ausgegangen werden, dass fu¨r die allermeisten Punkte, bei denen ein Phasenu¨bergang direkt
beobachtet wurde (Korrelationsla¨nge oder maximaler Lichttransmission), das Phasenverhalten
auch bei einer Wartezeit im Bereich von Minuten mit dem hier gefundenen Phasenverhalten
u¨berein stimmt. Im Bereich des Minimums der Wechselwirkungssta¨rke, in dessen Na¨he eine
Drucka¨nderung nur eine geringe A¨nderung der Wechselwirkung verursacht, waren auch nach
den 20 Sekunden gelegentlich noch A¨nderungen der Spannung zu beobachten. In diesem Bereich
konnten aber kaum Phasenu¨berga¨nge identifiziert werden. Die Zeitabha¨ngigkeit hat also einen
geringen Einfluss auf die Punkte in Abbildung 5.4 und 5.6.
Trotz der genannten Unterschiede liefern die beiden Messmethoden miteinander vergleichbare
Ergebnisse. Abbildung 5.7a) zeigt die Temperatur, an der ein Phasengang erwartet wird, in
Abha¨ngigkeit von der Proteinkonzentration fu¨r die beiden Methoden bei Umgebungsdruck. Die
dort gezeigten Werte sind die Ergebnisse der Anpassung der Gauß-Kurve an die Messdaten.
Man erkennt, dass Tru¨bungsmessungen fu¨r 10 wt.% eine etwa 2,5 ◦C ho¨here Temperatur fu¨r den
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Phasenu¨bergang im Vergleich zu den SAXS-Messungen liefern. Man beobachtet wie erwartet
bereits bei ho¨heren Temperaturen einen Phasenu¨bergang. Dies ist die einzige Konzentration,
bei der eine Unterscheidbarkeit angesichts der Unsicherheit der berechneten Phasengrenzen
mo¨glich erscheint. Fu¨r alle anderen Konzentrationen ist der Unterschied nicht auflo¨sbar und
Unterschiede in den Phasengrenzen sind auf die Unsicherheiten in den Gauß-Kurven oder
auch systematische Fehler zuru¨ckzufu¨hren. Als systematische Fehler kommen Unsicherheiten
bei der Konzentrationsbestimmung der Proteine ebenso wie Fehler bei der Probenherstellung
in Betracht, beispielsweise bedingt durch die Dickflu¨ssigkeit der Proteinlo¨sung. Die kritische
Konzentration liegt fu¨r die verwendeten Bedingungen zwischen 24 und 28 wt.% Lysozym. In
fru¨heren Untersuchungen wurden kritische Konzentrationen zwischen 22 und 31 wt.% gefunden
[Car07; Tar90; Ish77].
Abbildung 5.7b) zeigt die Position der Minima der Gauß-Kurven, die die Phasengrenzen model-
liert, in Abha¨ngigkeit von der Proteinkonzentration, in grau ist der Mittelwert aller Minima
dargestellt. Man sieht, dass keine Abha¨ngigkeit der Position der Minima von der Protein-
konzentration oder Messmethode erkennbar ist. Mit (1643± 12) bar liegt das Minimum etwa
200 bar oberhalb des Minimums, das in der Literatur [Mo¨l14b] gefunden wurde (1450 bar). Ein
methodischer Unterschied liegt darin, dass in der Literatur [Mo¨l14b] unterhalb von 1500 bar
kleinere Druckschritte gewa¨hlt wurden (bei nicht na¨her definierter Zeit zwischen den Messungen).
Grundsa¨tzlich stimmen die Ergebnisse im vergleichbaren Konzentrationsbereich aber u¨berein.
Die gefundenen Ergebnisse sind auch konsistent mit dem des in fru¨heren Arbeiten bestimmten
druckabha¨ngigen Protein-Protein Interaktionspotenzial, dessen attraktiver Anteil ein Minimum
bei etwa 1,5 bis 2 kbar aufweist. Dies wird auf einen Kollaps der zweiten Hydrationsschale bei
etwa 2 kbar zuru¨ckgefu¨hrt [Sch11c; Sch11b]. Abbildung 5.8 zeigt alle druckabha¨ngigen Phasen-
grenzen fu¨r die gemessenen Konzentrationen und Temperaturen. Oberhalb der eingefa¨rbten
Fla¨che befindet sich das System in der homogenen Phase, unterhalb liegt es phasensepariert
vor.
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Abbildung 5.8: c-p-T -Phasendiagramm von Lysozym. Unterhalb der Fla¨che ist das System in der
phasenseparierten Phase, oberhalb ist es in der homogenen Phase. Die Linie auf dem Boden markiert
die gemittelten Positionen der Minima der Grenzen bei 1643 bar. Fu¨r Dru¨cke unterhalb dieser Grenze
kann man von der LLPS-Phase fu¨r geringe Dru¨cke (low pressure) sprechen, oberhalb dieser von einer
Hochdruck-LLPS Phase (vero¨ffentlicht in [Sch16], editiert).
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Kapitel 6
Das Phasenverhalten von
Nanopartikel-Polymer-Lo¨sungen
In diesem Kapitel werden die Messungen vorgestellt, die an Systemen durchgefu¨hrt wurden, die
aus 1 wt.% Siliziumdioxid-Nanopartikel in Lo¨sung mit unterschiedlichen PEG-Konzentrationen
bestehen. Zuna¨chst werden in Kapitel 6.1 die Gro¨ßenverteilungen der Nanopartikel bestimmt.
Hierzu werden SAXS-Messungen an drei niedrig konzentrierten Proben durchgefu¨hrt und mit-
einander verglichen. Danach wird die Druckabha¨ngigkeit des Formfaktors gepru¨ft. Anschließend
werden Proben verschiedener Polymerkonzentrationen optisch bei Umgebungsdruck vermessen
(Kapitel 6.2).
In einem na¨chsten Schritt werden die Ergebnisse der druckabha¨ngigen SAXS-Messungen von
gering konzentrierten Polymerlo¨sungen vorgestellt (Kapitel 6.3), gefolgt von den Ergebnissen
fu¨r hoch konzentrierte Polymerlo¨sungen (Kapitel 6.4). Der Vollsta¨ndigkeit halber werden ab-
schließend die Ergebnisse fu¨r mittlere Polymerkonzentrationen vorgestellt (Kapitel 6.5). Diese
Proben waren jedoch sehr instabil. In Kapitel 6.6 werden die Ergebnisse zusammengefasst und
in Kapitel 6.7 schließlich in den aktuellen Forschungsstand eingeordnet. In diesem Kapitel wird
die Bezeichnung
”
Umgebungsdruck“ bzw. die Druckangabe 1 bar fu¨r Dru¨cke von bis zu 50 bar
(in der Regel deutlich weniger) verwendet, um die Lesbarkeit zu verbessern. Dru¨cke von wenigen
bar wurden im Experiment verwendet, um sicherzustellen, dass die Druckzelle komplett mit
Wasser gefu¨llt war, um einen guten Untergrundabzug zu ermo¨glichen. Einen Einfluss dieser
niedrigen Dru¨cke auf das Phasenverhalten oder die Wechselwirkung konnte nicht festgestellt
werden.
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6.1 Vorbereitende Messungen
Fu¨r die Analyse der interpartikula¨ren Wechselwirkung der Nanopartikel muss zuna¨chst der
Formfaktor der Partikel bestimmt werden. Ein grundlegendes Problem dabei ist, dass sehr
verdu¨nnte Proben keine Streuintensita¨ten mit ausreichender Statistik liefern, wa¨hrend das
Signal weniger verdu¨nnter Proben durch einen interpartikula¨ren Strukturfaktor beeinflusst wird.
Durch den Vergleich des Streusignals dreier unterschiedlicher Konzentrationen (2 wt.%, 1 wt.%,
0,5 wt.%) wurde versucht, einen mo¨glichst genauen Formfaktor zu finden.
Ausgangspunkt fu¨r die Bestimmung der Gro¨ßenverteilung der Nanopartikel ist eine logarithmische
Normalverteilung nach Formel (2.36). Das Maximum dieser Funktion liegt bei Rm = e
µ−σ2 , der
Wert an dieser Stelle ist durch
DN,m(e
µ−σ2 , µ, σ) =
1√
2piσ
e0.5·σ
2−µ (6.1)
beschrieben, woraus µ = ln(Rm) + σ
2 folgt; Funktion (2.36) la¨sst sich nun als DN (R,Rm, σ)
schreiben. Um eine flexiblere Gro¨ßenverteilung zu ermo¨glichen, wurde eine Umsetzung gewa¨hlt,
in welcher der Parameter σ auf beiden Flanken der Gro¨ßenverteilung unterschiedliche Werte
annehmen kann. Die Gro¨ßenverteilung der Partikel la¨sst sich dann mit der Formel
D′N (R,Rm,σ1,σ2) =

1
DN (Rm,Rm,σ1)
exp
(−(ln(R)− µ1)2
2σ21
)
, R ≤ Rm
1
DN (Rm,Rm,σ2)
exp
(−(ln(R)− µ2)2
2σ22
)
, R > Rm
(6.2)
beschreiben; der Faktor DN (Rm, Rm, σ)
−1 wurde eingefu¨gt, um die Stetigkeit fu¨r R = Rm zu
gewa¨hrleisten; anschließend kann D′N normiert werden. Ein analoges Verfahren wurde bereits in
[Sch13] gewa¨hlt. Abbildung 6.1 zeigt die gemessene Intensita¨t fu¨r Proben mit drei verschiedenen
niedrigen Konzentrationen von Siliziumdioxid-Nanopartikeln sowie einen berechneten Formfak-
tor P (q) in schwarz. Man erkennt, dass Kugeln, die eine Gro¨ßenverteilung nach Formel (6.2)
aufweisen (dargestellt im Einschub der Abbildung 6.1; Rm = 8,95 nm, σ1 = 0.299, σ2 = 0.075),
ein gutes Modell fu¨r die Beschreibung der Streuintensita¨t gema¨ß Formel (2.33) sind. Eine Er-
kla¨rung fu¨r σ1 > σ2 ko¨nnte sein, dass gro¨ßere Partikel und Aggregate beim Produktionsprozess
mit einem Filter mit entsprechender Porengro¨ße herausgefiltert wurden. Dies fu¨hrt dazu, dass
die Gro¨ßenverteilung fu¨r R > Rm schnell abfa¨llt. A¨hnliche Gro¨ßenverteilungen wurden fu¨r
andere von Sigma Aldrich gelieferte Partikel bereits in [Sch13] gefunden. Fu¨r die Berechnung
des Strukturfaktors ist ein Radius Reff = 8,13 nm der harten Schale gema¨ß Formel (2.35) zu
erwarten.
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Abbildung 6.1: Gemessene Intensita¨t fu¨r drei niedrig konzentrierte Nanopartikello¨sungen sowie der
berechnete Formfaktor (schwarz). Eingeschoben die Gro¨ßenverteilung der Partikel.
Die Auswirkungen von Polydispersita¨t auf den Strukturfaktor wird in Kapitel 2.4 beschrieben.
Aus der gefundenen Gro¨ßenverteilung der Partikel folgt ein β(q) gema¨ß Formel (2.23), dies ist
in Abbildung 6.2 a) gezeigt. In Rot ist der q-Bereich markiert, der fu¨r spa¨tere Analysen des
Strukturfaktors relevant ist.
Wie zuvor erwa¨hnt, muss bei der Bestimmung des Formfaktors ein Kompromiss zwischen einer
gut messbaren Streuintensita¨t, die eine mo¨glichst hohe Konzentration erfordert, und der Vermei-
dung eines Strukturfaktors aufgrund der Partikel-Partikel-Wechselwirkung gefunden werden. Fu¨r
die drei hier gezeigten Konzentrationen ist der Strukturfaktor nicht komplett vernachla¨ssigbar.
Deswegen wird im folgenden Abschnitt erla¨utert, wie er nachtra¨glich beru¨cksichtigt und somit
die Genauigkeit des Formfaktors erho¨ht werden kann. In Abbildung 6.2a) ist zuna¨chst das β(q)
gezeigt, welches aus der Polydispersita¨t der Gro¨ßenverteilung resultiert. In Abbildung 6.2b)
sind verschiedene Strukturfaktoren einer Lo¨sung mit 0,42 vol% Kugeln des Radius’ R = 8,13 nm
gezeigt. In blau ist der Strukturfaktor SHK dargestellt, der aus dem Potenzial der harten Schale
resultiert. In vorhergehenden Untersuchungen [Kum14] wurde die interpartikula¨re Wechselwir-
kung von Ludox LS 30 Nanopartikeln in 0.2 M NaCl durch die Summe aus Abstoßung der harten
Schale und einem schwachen, kurzreichweitigen, abstoßenden Potenzial gema¨ß 6.2c) beschrie-
ben. Dieses ist in der roten Kurve in Abbildung 6.2b) beru¨cksichtigt, die schwarz gestrichelte
beru¨cksichtigt zusa¨tzlich β(q). Formal beno¨tigt das in [Liu05] vorgestellte Matlab-Paket zur
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Abbildung 6.2: a) zeigt β(q) fu¨r die gefundene Gro¨ßenverteilung, in Rot markiert der spa¨ter relevante
Bereich. b) zeigt einen Strukturfaktor einer 0,42 vol.% Probe fu¨r unterschiedliche Potenziale. c) zeigt ein
leicht repulsives Potenzial.
Berechnung des Strukturfaktors aus dem Potenzial ein zwei-Yukawa-Potenzial. Auch wenn eines
der beiden unterdru¨ckt wird, werden die durch [Liu05] bestimmten Strukturfaktoren in dieser
Arbeit als S2Y bezeichnet.
Die schwarz gestrichelte Kurve entspricht also dem zu erwartenden effektiven Strukturfaktor
einer 1 wt.% Siliziumdioxid-Lo¨sung. Im na¨chsten Abschnitt wird gepru¨ft, ob unter Beru¨cksichti-
gung der jeweiligen Strukturfaktoren die gemessene Streuintensita¨t der 0,5 wt.%, 1 wt.% und
2 wt.%-Probe u¨bereinstimmen. In Abbildung 6.3a) sind die Streuintensita¨ten der verschiedenen
Konzentrationen durch den berechneten Formfaktor geteilt dargestellt. Hier wurde stets der
Formfaktor verwendet, der an die 1 wt.%-Daten angepasst wurde. Fu¨r kleine q sind Abweichungen
zwischen den verschiedenen Messungen erkennbar. Wird nun zusa¨tzlich der konzentrations-
abha¨ngige effektive Strukturfaktor beru¨cksichtigt, na¨hern sich die Kurven deutlich an, was
belegt, dass das gewa¨hlte Strukturfaktormodell sinnvoll ist (Abbildung 6.3b)). Die Kurven
weichen fu¨r kleine q maximal 5% voneinander ab. Deswegen wird davon ausgegangen, dass
der Formfaktor der Partikel durch I(q)/Seff der 1 wt.% Probe gena¨hert werden kann. Dieses
Modell wurde mit simplen Annahmen erstellt und liefert eine ausreichende Genauigkeit fu¨r die
in Kapitel 6.3 vorgestellten Analysen der interpartikula¨ren Wechselwirkung. Abschließend wurde
unter Beru¨cksichtigung des Strukturfaktors noch einmal eine Gro¨ßenverteilung der Partikel
bestimmt, die Parameter fu¨r Gleichung 6.2 a¨nderten sich minimal (Rm = 8,84 nm, σ1 = 0,280,
σ2 = 0,084, Reff = 8,17 nm). Der Wert Reff schwankte je nach Messung und beru¨cksichtigtem
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Abbildung 6.3: a) Gemessene Intensita¨t fu¨r drei verschiedene Konzentrationen geteilt durch den an
die 1 wt.% -Kurve angepassten Formfaktor. In b) wurde zusa¨tzlich noch der jeweils zu erwartende
Strukturfaktor beru¨cksichtigt.
q-Bereich etwas. Reff = 8,15± 0,10 nm ist eine realistische Abscha¨tzung. Fu¨r eine Gro¨ßenvertei-
lung, die der exakten Gro¨ßenverteilung der Partikel entspricht, gilt I/Seff =1. Abweichungen
resultieren beispielsweise daraus, dass die berechnete Gro¨ßenverteilung keinerlei Modelle fu¨r
Aggregate entha¨lt. Ebenso ist nicht anzunehmen, dass die Nanopartikel einer idealen Kugel
entsprechen. In den folgenden Kapiteln wird zur Bestimmung des Strukturfaktors ha¨ufig durch
den gemessenen Formfaktor geteilt, hierbei wird Seff,HS+2Y aus Abbildung 6.2 beru¨cksichtigt.
Der reale Formfaktor fu¨r den Druck p, P (q,p), ergibt sich also aus dem gemessenen P (q,p)mess
durch
P (q,p) =
P (q,p)mess
Seff,HS+2Y
(6.3)
Nun soll die Druckabha¨ngigkeit des Formfaktors untersucht werden. Hierfu¨r wurde die gemessene
Intensita¨t bei Umgebungsdruck durch die gemessene Intensita¨t bei 3,5 kbar geteilt. In Abbildung
6.4 ist dies fu¨r eine am DESY gemessene Proben und fu¨r zwei an der ESRF gemessenen Proben
dargestellt. Insbesondere fu¨r die an der ESRF gemessene Probe la¨sst sich erkennen, dass die
Intensita¨t zwischen 0,1 und 0,4 nm−1 abnimmt. Eine Erkla¨rung dafu¨r konnte nicht gefunden
werden, zumal der Effekt am DESY nicht reproduziert wurde. Da die A¨nderung reversibel ist
(grau-gestrichelte Linie), kann ein Strahlschaden ausgeschlossen werden. Eine Anpassung einer
Gro¨ßenverteilung an den gemessenen Formfaktor ergab eine A¨nderung von Reff um weniger als
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Abbildung 6.4: Zur Bestimmung der Druckabha¨ngigkeit des Formfaktors wurde die gemessene Intensita¨t
bei Umgebungsdruck durch die gemessene Intensita¨t bei 3,5 kbar geteilt (cyan: am DESY gemessene
Intensita¨t; rot und schwarz: an der ESRF gemessene Intensita¨t)
1 %, also innerhalb typischer Schwankungen des Wertes.
Zum Schluss dieses Kapitels soll beurteilt werden, ob das Modell der polydispersen Kugeln
gut gewa¨hlt war. Es la¨sst sich festhalten, dass sich die Daten mit dem gewa¨hlten Modell nicht
exakt modellieren lassen; gerade fu¨r kleine q sind Abweichungen von bis zu 20% erkennbar.
Eine mo¨gliche Ursache liegt darin, dass die hier verwendete Gro¨ßenverteilung keine Aggregate
zula¨sst. Aggregierte Nanopartikel weisen eine gro¨ßere Streuintensita¨t bei kleinen q auf. Au-
ßerdem existieren im Modell keine asymmetrischen Ko¨rper. Eine genauere Bestimmung der
Gro¨ßenverteilung war jedoch nicht notwendig fu¨r die Interpretation der folgenden Experimente.
Im weiteren Verlauf verwendet wurde lediglich Reff als zu erwartender Radius sowie β(q), das
einen geringen Einfluss auf den Strukturfaktor hat, wie in Abbildung 6.2b) zu erkennen ist.
Im na¨chsten Abschnitt wird betrachtet, inwiefern Druckerho¨hungen den Elektronendichtekon-
trast und somit die gemessene Gesamtintensita¨t beeinflussen, um in spa¨teren Experimenten
eine mo¨gliche Senkung der gemessenen Intensita¨t aufgrund des gea¨nderten Kontrastes von
einem Ausfallen des Systems unterscheiden zu ko¨nnen. Hierzu wurde fu¨r drei druckabha¨ngige
Formfaktormessungen die gemessene Intensita¨t fu¨r 0,35 nm−1 < q < 0,50 nm−1 aufsummiert
und durch den Wert bei Umgebungsdruck geteilt (Abbildung 6.5). Unter Beachtung des Kom-
pressionsmoduls, dem geringen Einfluss des Drucks auf den Formfaktor sowie des gea¨nderten
Elektronendichtekontrastes kann davon ausgegangen werden, dass es zu keinen A¨nderungen der
Form der Partikel kam und A¨nderungen der Intensita¨t auf eine gea¨nderte Menge der Nanopar-
tikel im Strahlengang oder ungenaue Normierung durch die Strahllinie zuru¨ckzufu¨hren sind.
Relevant fu¨r spa¨tere Experimente sind zwei Aspekte:
1. Eine A¨nderung des Normierungsfaktors in Bezug auf die Formfaktormessungen bei Umge-
bungsdruck von maximal 10 % zwischen 1 bar und 4 kbar ist im Rahmen des zu erwartenden
Fehlers und wird bei den folgenden Experimenten nicht weiter beachtet; es wird im weiteren
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Verlauf davon ausgegangen, dass die Probe nicht ausgefallen ist.
2. Wird nach der 4 kbar Messung erneut bei 1 bar gemessen, kann es zur A¨nderung der Intensita¨t
im Bereich von 10 % kommen. Ein Grund hierfu¨r ko¨nnten Verformungen des Kaptonfensters
des Probenhalters sein.
Abbildung 6.5: Normierte Intensita¨t fu¨r drei druckabha¨ngige Formfaktormessungen desselben Systems.
6.2 Stabilita¨t des Nanopartikel-Polymer-Systems
In diesem Kapitel wird die Stabilita¨t von Nanopartikel-PEG-Systemen betrachtet. In der Na¨he
der flu¨ssig-flu¨ssig-Phasengrenze von kolloidalen Systemen ist das Wechselwirkungspotenzial so
attraktiv, dass eine mo¨gliche Aggregation der Kolloide beru¨cksichtigt werden muss. Außerdem
kann sich ein phasensepariertes System auch auf makroskopischer Ebene separieren, indem
beispielsweise die dichtere Phase nach unten absinkt. Die Zeitspanne, in der dies im Labor beob-
achtet wurde, variierte je nach Lo¨sung zwischen zehn Minuten und einigen Stunden. Deswegen
muss bei der spa¨teren Interpretation der druckabha¨ngigen Experimente immer auch beru¨cksich-
tigt werden, dass es sich um eine rein zeitlich bedingte A¨nderung handeln ko¨nnte. In [Kum14]
wurden neben Neutronenkleinwinkelstreuung auch Transmissionsmessungen vorgestellt, um zu
beurteilen, ob ein Nanopartikel-PEG System in der homogenen oder phasenseparierten Phase
ist. Die Probensysteme dieser Arbeit wurden mit Transmissionsmessungen sowie fotografisch
charakterisiert. Die Proben wurden in drei Konzentrationsbereiche eingeteilt. Proben desselben
Konzentrationsbereiches wurden gleichzeitig hergestellt, nacheinander in Kuvetten gefu¨llt und
direkt mit Transmissionsmessungen vermessen. Die Fotos in Abbildung 6.6 sind jeweils nach
Abschluss aller Transmissionsmessungen eines Bereiches entstanden, die Proben befanden sich
deshalb unterschiedlich lange in den Kuvetten.
Abbildung 6.6 zeigt Proben, die 1 wt.% Nanopartikel sowie unterschiedliche PEG-Anteile ent-
halten. Von a) nach l) nimmt die PEG-Konzentration zu. Auf den Fotos erkennt man von b) bis
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Abbildung 6.6: Fotos von Proben in Kuvetten, alle enthalten 1 wt.% Nanopartikel, a) kein PEG, b)
10−4 wt.%, c) 5·10−4 wt.%, d) entha¨lt 10−3 wt.%, e) 6·10−3 wt.% und f) 1,1·10−2 wt.%. PEG. Diese
Lo¨sungen zeigten keinerlei zeitlichen Instabilita¨ten. g) 1,25 wt.% PEG (ca. 5 Min nach Einfu¨llen in die
Kuvette), h) 2,5 wt.% (8 Min), i) 5 wt.%(10 min), j) 10 wt.% (12 Min), k) 15 wt.%(15 Min), l) 20 wt.%
(keinerlei optische Vera¨nderung).
Abbildung 6.7: Ergebnisse der Transmissionsmessung von a) nach k). Die Transmissionsmes-
sungen wurden jeweils direkt nach dem Einfu¨llen in die Kuvette durchgefu¨hrt. Eine Transmis-
sionmessung fu¨r l) wurde nicht durchgefu¨hrt, da das Probenvolumen nicht ausreichte.
e) eine Zunahme der Tru¨bung, f) ist ebenso wie e) sehr tru¨b; sicher kann gesagt werden, dass in
a) keine Tru¨bung vorliegt, wa¨hrend in e) und f) eine eindeutige Phasentrennung beobachtet
werden kann. Auch von g) bis k) nimmt die PEG Konzentration zu. Zu erwarten ist nach
[Kum14] eine Abnahme der Tru¨bung. Tatsa¨chlich ist jedoch nur Probe k) tru¨b und, weniger
deutlich, i) und j). Bei g) bis j) ist eine Schicht weißer Ablagerungen am Boden der Kuvette
zu erkennen. Das ko¨nnte ein Hinweis auf aggregierte und zu Boden gesunkene Partikel sein.
Zu beachten ist hier jedoch, dass die Proben etwa 30 Minuten nach dem Herstellungsprozess
fotografiert und außerdem nicht zur selben Zeit in die Kuvetten gefu¨llt wurden. l) hingegen ist
klar, Ablagerungen am Boden sind nicht zu erkennen. In Abbildung 6.7 ist die Tramsission des
Laserlichtes durch die Nanopartikel-Polymerlo¨sungen in Abha¨ngigkeit der Polymerkonzentration
dargestellt. Eine Tru¨bung ist zwischen 5·10−4 wt.% bis 15 wt.% erkennbar, wa¨hrend 20 wt.%
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wieder ein klares Erscheinungsbild aufweist. Aufgrund der geringen Probenmenge wurde die
Probe nicht mit Transmissionsmessungen charakterisiert. Zwischen 1 und 15 wt.% muss jedoch
eine mo¨gliche Fa¨llung beachtet werden. In [Kum14] ist nur zwischen 1·10−3 wt.% bis 1 wt.% eine
Eintru¨bung festgestellt worden. Der Zweiphasen-Bereich fu¨r das in dieser Arbeit verwendete
System ist also deutlich verbreitert.
6.3 Geringe Polymerkonzentration
In diesem Abschnitt wird der Einfluss von hydrostatischen Dru¨cken auf ein System aus 1 wt.%
Siliziumdioxid-Nanopartikeln und niedrigen PEG-Konzentrationen betrachtet. Systeme mit PEG-
Konzentrationen zwischen 10−4 und 5·10−4 wt.% werden als gering bezeichnet. Exemplarisch
werden nun zwei Messreihen vorgestellt. Ziel ist, die Druckabha¨ngigkeit des Wechselwirkungspo-
tenzials zu bestimmen und den daraus resultierenden reduzierten zweiten Virialkoeffizient b2 zu
bestimmen. Hierzu mu¨ssen die Strukturfaktoren der Nanopartikel analysiert werden.
Zuna¨chst wird eine Messung mit 10−4 wt.% PEG vorgestellt. Der druckabha¨ngige effektive
Strukturfaktor Seff wurde bestimmt, indem die gemessene Intensita¨t I(q) durch den gemessenen
Formfaktor bei dem jeweiligen Druck geteilt wurde. Dies ist in Abbildung 6.8a) fu¨r Umge-
bungsdruck und dem ho¨chsten gemessenen Druck, 4 kbar, gezeigt. Bei der Bestimmung des
zweiten Virialkoeffizienten mit dem KHK-Modell wurde der Partikelradius konstant gehalten,
um vergleichbare Resultate zu erhalten. Zur Verringerung der Abweichungen der gemessenen
und berechneten effektiven Strukturfaktoren wurde ein leicht erho¨hter Radius von Reff = 8,3 nm
verwendet. Abbildung 6.8b) zeigt die zweiten Virialkoeffizienten in Abha¨ngigkeit des Drucks. Es
ist eine leichte Tendenz zu negativeren b2 zu erkennen, was attraktiveren Bedingungen entspricht.
Wie in Abbildung 6.8a) zu erkennen ist, sind die Unterschiede in den Strukturfaktoren aber in
der Na¨he der Auflo¨sungsgrenze.
Insgesamt la¨sst sich festhalten, dass bei sehr geringen PEG-Konzentrationen eine attraktive
Wechselwirkung festgestellt werden kann. Die A¨nderung der Wechselwirkung durch hydrostati-
sche Dru¨cke ist aber gering und es kann kein Phasenu¨bergang beobachtet werden.
Nun wird ein System mit einer PEG-Konzentration von 5 ·10−4 wt.% bei Umgebungsdruck
betrachtet (Abbildung 6.9). Es werden die unterschiedlichen Ergebnisse fu¨r eine Strukturfaktor-
berechnung mit dem zwei-Yukawa-Modell und dem KHK-Modell diskutiert. Wie in Abbildung
6.9a) zu erkennen, kann sowohl mit dem KHK-Modell als auch mit dem zwei-Yukawa-Modell ein
effektiver Strukturfaktor berechnet werden, der die Daten beschreibt. Das ausgepra¨gte Minimum
ermo¨glichte dieses Mal die Anpassung der Wechselwirkungssta¨rke und des Radius. Die Modelle
liefern unterschiedliche Radien der harten Schale. Wa¨hrend das KHK-Modell mit Reff = 8,7 nm
einen gro¨ßeren Radius als erwartet liefert, liefert das zwei-Yukawa-Modell mit Reff = 7,2 nm
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Abbildung 6.8: a) zeigt den gemessenen Seff eines Systems mit 1 wt. % Ludox und 10
−4 wt.% PEG fu¨r
Umgebungsdruck und 4000 bar sowie berechneten Strukturfaktoren (gestrichelt). Die nicht gezeigten
Messdaten sind im Anhang zu finden (Abb. 7.2). In b) ist die Druckabha¨ngigkeit von b2 dargestellt.
Abbildung 6.9: a) zeigt den effektiven gemessenen Strukturfaktor eines Systems mit 1 wt.% Ludox
und 5· 10−4 wt.% PEG fu¨r Umgebungsdruck sowie die berechneten Strukturfaktoren nach dem KHK-
bzw. dem zwei-Yukawa-Modell. In b) ist das Interaktionspotenzial abgebildet, in c) ist das Minimum der
Strukturfaktoren genauer dargestellt.
einen kleineren Radius. Abbildung 6.9c) stellt die Minima des gemessenen und der berechneten
Strukturfaktoren vergro¨ßert dar. Die Position des Minimums ist ein charakteristisches Merkmal
der Teilchengro¨ße. Man erkennt, dass der Unterschied in der q-Position des Minimums gering ist.
Dies ko¨nnte ein Hinweis sein, dass beide Ergebnisse in etwa gleichberechtigt sind. Der gemittelte
Wert der gefundenen Radien entspricht dem erwarteten Wert gema¨ß der Formfaktormessungen
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der Nanopartikel.
Nun werden die verschiedenen b2-Werte, die die unterschiedlichen Modelle liefern, verglichen.
Fu¨r das zwei-Yukawa-Potenzial findet man einen Wert von etwa -11000. Dies ist betragsma¨ßig
ein deutlich zu großer Wert. In [Men91] wird darauf hingewiesen, dass in der Na¨he von Pha-
sengrenzen die durch das zwei-Yukawa-Modell berechneten Paarpotenziale deutlich zu große
Werte aufweisen. Das KHK-Modell liefert b2 = −6.2, dies ist die Gro¨ßenordnung, in der zweite
Virialkoeffizienten fu¨r ein System aus Kolloiden in der Na¨he der Phasengrenze liegen. Dieser
Wert markiert auch die Phasengrenze im KHK-Modell [Vli00], attraktivere Bedingungen fu¨hren
zu einem Phasenu¨bergang. Zusammenfassend la¨sst sich also festhalten, dass sowohl das KHK-
als auch das zwei-Yukawa-Modell einen Strukturfaktor liefern ko¨nnen, mit dem sich ein System
aus 1 wt.% Nanopartikel und 5·10 −4 wt.% PEG beschreiben la¨sst. Nur das KHK-Modell liefert
jedoch zweite Virialkoeffizienten, die in einer realistischen Gro¨ßenordnung liegen.
Eine Druckerho¨hung fu¨hrte fu¨r diese Probe zu einer weiteren Zunahme der Attraktivita¨t der
Wechselwirkung. Ob dies jedoch der Wirkung des Drucks auf die Probe zuzuschreiben ist oder
ob es eine zeitlich bedingte A¨nderung war, la¨sst sich nicht mit Sicherheit sagen. Anschließend
wurde ein System identischer Konzentration vermessen. In diesem System hat sich bereits ein
deutliches, breites Maximum bei 0,45 nm−1 herausgebildet (s. Abbildung 6.10), welches ein
Indikator dafu¨r ist, dass die Phasen bereits separiert vorlagen (s. Kap. 3.9). Eine Polymerkon-
zentration von 5 · 10−4 wt.% PEG markiert also die Grenze zwischen der homogenen und der
phasenseparierten Phase.
Abbildung 6.10: Zwei nacheinander vermessene Proben mit einer PEG Konzentration 5· 10−4 wt.%
bei Umgebungsdruck. Wa¨hrend bei der ersten Probe noch davon ausgegangen werden kann, dass die
Probe in homogener Lo¨sung vorliegt, hat schon bei zweiten Probe ein deutliches Maximum bei etwa
0,45 nm herausgebildet.
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6.4 Hohe Polymerkonzentration
In diesem Abschnitt wird der Einfluss von hydrostatischen Dru¨cken auf ein System aus 1 wt.%
Siliziumdioxid Nanopartikel und PEG-Konzentrationen von mindestens 5 wt.% betrachtet.
In diesem Konzentrationsbereich wurde beobachtet, dass durch hydrostatischen Druck ein
Phasenu¨bergang von der phasenseparierten in die homogene Phase induziert werden kann.
Zuna¨chst wird gezeigt, dass der Phasenu¨bergang bei Umgebungsdruck nach 30 Minuten fu¨r eine
7,5 wt.%-Probe nicht beobachtet werden kann . Danach werden die druckabha¨ngigen Messungen
von 7,5 wt.%, 15 wt.% und 5 wt.% PEG vorgestellt. Zum Abschluss des Kapitels wird eine
15 wt.%-Probe nur fu¨r Umgebungsdruck, 1,5 kbar sowie 3,0 kbar gemessen, es wurden A¨quilibrie-
rungszeiten von 20 Minuten verwendet. Ein Vergleich der Ergebnisse fu¨r die unterschiedlichen
Konzentrationen findet in Kapitel 6.7 statt.
7,5wt% PEG
In diesem Kapitel wird das zeit- und druckabha¨ngige Phasenverhalten einer 7,5 wt.%-PEG-Probe
vorgestellt. Zuna¨chst wird die Stabilita¨t bei Umgebungsdruck (1 bar) gepru¨ft. Hierzu wurde
die Probe bei Umgebungsdruck mehrfach vermessen. In Abbildung 6.11 sind Messungen direkt
nach Einsetzen der Probe in die Messapparatur dargestellt sowie 23 Minuten spa¨ter (19. Bild
der Messreihe). Außerdem ist der Formfaktor zum Vergleich dargestellt. Die Intensita¨t steigt
Abbildung 6.11: a) zeigt die gemessene Intensita¨t zum Zeitpunkt t=0 und t=23 Minuten, der Formfaktor
der Nanopartikel ist in schwarz dargestellt. In b) ist die gemessene Intensita¨t geteilt durch den Formfaktor
dargestellt. In der homogenen Phase wu¨rde das dem effektiven Strukturfaktor entsprechen.
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wa¨hrend der 23 Minuten um etwa 10 % an. Dies ko¨nnte ein Hinweis auf eine Phasenseparation
auf makroskopischer Ebene sein. Insgesamt ist jedoch festzuhalten, dass keinerlei strukturelle
A¨nderungen des Streusignals erkennbar sind. Es wurde also weder ein Strahlenschaden beobach-
tet, noch erkennt man einen Phasenu¨bergang.
Es wurden fu¨r gleiche Konzentrationen druckabha¨ngige Messungen durchgefu¨hrt. Der Druck
wurde in 250 bar Schritten erho¨ht, mit einer A¨quilibrierungszeit von einer Minute. Zur besseren
U¨bersicht sind in Abbildung 6.12a) nur ausgewa¨hlte Messungen gezeigt. Zur besseren U¨bersicht
sind I(q) und S(q) fu¨r die verschiedenen Dru¨cke relativ zueinander verschoben. Die nicht ge-
zeigten Messdaten sind im Anhang zu finden (Abb. 7.3). Die Proben befinden sich zwischen
Umgebungsdruck und 2000 bar in der phasenseparierten Phase, zu erkennen am deutlich aus-
gepra¨gten Maximum bei etwa 0,45 nm−1, das aus der hohen Ordnung der Partikel innerhalb
der Nanopartikelphase resultiert. Bei 2500 bzw. 4000 bar ist dieses Maximum nicht deutlich
sichtbar; die Lo¨sung befindet sich in der homogenen Phase. Im Folgenden wird die Auswertung
der Daten detailliert diskutiert.
Zuna¨chst wird erla¨utert, wie die Messdaten fu¨r diejenigen Dru¨cke ausgewertet wurden, in denen
das System phasensepariert vorlag. Die gemessene Streuintensita¨t wurde fu¨r 0,05 nm−1 < q <
0,15 nm−1 mit Hilfe des Potenzgesetzes (Kap. 3.9) gema¨ß
I(q) ∝ k · q−(6−DPG) (6.4)
berechnet (cyane Kurven in Abbildung 6.12a)), die Druckabha¨ngigkeit des Parameters DPG
ist in Abbildung 6.12c) gezeigt. Es ist in der doppelt logarithmischen Darstellung zu erkennen,
dass ein Abfall der Intensita¨t nach dem Potenzgesetz auch fu¨r kleine q die Intensita¨t nicht exakt
modelliert, da die I(q) deutliche Kru¨mmungen aufweisen. Parameter DPG > 3 zeigen auch,
dass das System sich nicht durch fraktale Oberfla¨chen ausreichend beschreiben la¨sst, fu¨r deren
Dimension stets 2 ≤ D ≤ 3 gilt. Dennoch ist die Druckabha¨ngigkeit von DPG von Bedeutung,
da eine Vera¨nderung des Parameters ein Indiz fu¨r druckabha¨ngige Vera¨nderungen in der Lo¨sung
ist.
Fu¨r q > 0,2 nm−1 la¨sst sich das System bei Umgebungsdruck als ein System aus harten Kugeln
(gru¨ne Kurven in a) und e)) beschreiben. Ein System aus harten Kugeln ist charakterisiert
durch den Volumenanteil volF , den die Kugeln einnehmen, sowie den Radius der Kugeln. Aus
der Position des ersten Maximum des Strukturfaktors1 qmax kann gema¨ß qmax · R ≈ 2pi auf das
erste Maximum der radialen Verteilungsfunktion g(r) geschlossen werden.
In Abbildung 6.12e) sind berechnete, effektive Strukturfaktoren fu¨r ein System aus harten
Kugeln gezeigt, zusammen mit dem gemessenen Strukturfaktor. Der Volumenanteil liegt bei
1Zur Bestimmung von qmax wurde in einem geeigneten Bereich um das Maximum von Imess/P (q) eine Parabel
angepasst. Das Maximum der Parabel wird als qmax bezeichnet.
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Abbildung 6.12: a) zeigt die gemessene Intensita¨t Imess einer Probe, die 7,5 wt.% PEG entha¨lt fu¨r
ausgewa¨hlte hydrostatische Dru¨cke. Außerdem entha¨lt die Abbildung die Beschreibung der Daten durch
das Potenzgesetz (cyane Kurve, DPG in c)), durch das Modell aus harten Kugeln (gru¨n gestrichelt,
Volumenanteil volF der Kugeln in c)), sowie der Strukturfaktoren, die aus einem zwei-Yukawa-Potenzial
resultieren (gestrichelt, Potenziale in b)). In d) sind die Maxima der Strukturfaktoren fu¨r verschiedene
Dru¨cke gezeigt, in e) und f) die Strukturfaktoren fu¨r die phasenseparierte bzw. homogene Phase.
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Umgebungsdruck bei 0,29. Dieser Wert ist deutlich geringer als der Wert fu¨r die dichteste
Kugelpackung (0,74) oder auch fu¨r das dichteste kubisch primitiven Giters (0,52). Zufa¨llige
Aggregation fu¨hrt in der Regel zu volF von deutlich oberhalb von 0,5 [Tor00]. Dies deutet
darauf hin, dass die Kugeln ra¨umlich getrennt sind und keine Aggregation vorliegt. Der Radius
der Kugeln liegt mit etwa 6,7 nm etwa 18% unterhalb des erwarteten Radius Reff = 8,15 nm,
aber in U¨bereinstimmung mit der Position des Maximums des Strukturfaktors qmax bei etwa
0,45 nm−1 (Abb. 6.12d)), was einem Maximum in g(r) bei 7,15 nm entspricht. Man erkennt in
e), dass das erste Maximum des Strukturfaktors gut durch das Modell beschrieben werden kann,
insbesondere die Breite des Maximums, die charakteristisch ist fu¨r die Ordnung der Partikel in
der Lo¨sung. Fu¨r q > 0,7 nm−1 erkennt man, dass die gemessene Intensita¨t etwas ho¨here Werte
hat als die berechneten Intensita¨t. Dies ko¨nnte durch das nicht bestimmbare Untergrundsignal
der Oberfla¨che der Nanoartikelphase verursacht worden sein. Ein Hinweis auf den Ursprung
ist, dass die Abweichung in der homogenen Phase deutlich zuru¨ckgeht bzw. bei 4000 bar ganz
verschwunden ist. Dies ko¨nnte die Ursache dafu¨r sein, dass die Radien der harten Kugeln etwas
kleiner ausfallen als erwartet.
Nun wird die Vera¨nderung von DPG, volF sowie qmax beschrieben, die bei einer Erho¨hung des
Drucks beobachtet wurde. Die Parameter a¨ndern sich bis etwa 1250 bar kaum. Das System kann
somit als unvera¨ndert betrachtet werden. Zwischen 1500 und 2000 bar beginnt bei jedem der
Parameter ein Vera¨nderungsprozess:
• volF sinkt, ein Zeichen, dass die Kugeln weniger dicht gepackt sind. Fu¨r 2000 bar erkennt
man in e) eine deutliche Verbreiterung des Maximums, was ebenfalls ein Zeichen fu¨r einen
Verlust der Ordnung ist.
• qmax sinkt, was gro¨ßeren Absta¨nden im Realraum entspricht: ein Zeichen, dass die Nano-
partikel gro¨ßere Absta¨nde einnehmen.
• DPG steigt. Dies ist ein Zeichen fu¨r strukturelle A¨nderungen der Lo¨sung.
Bei hydrostatischen Dru¨cken von mehr als 2000 bar kann die gemessene Intensita¨t nicht mehr
durch das Potenzgesetz und die harten Kugeln beschrieben werden, da das System in die
homogene Phase eintritt. Ab etwa 2500 bar kann mit Hilfe eines sehr attraktiven zwei-Yukawa-
Kolloid-Kolliod-Wechselwirkugnspotenzials (Potenziale in Abbildung 6.12b)) ein Strukturfaktor
errechnet werden, der das System gut beschreibt. Bei 4000 bar ist das Potenzial deutlich weniger
attraktiv als bei 2000 bar und na¨hert sich somit dem wechselwirkungsfreien Zustand an. In
allen Fa¨llen wurde der Radius der harten Kugel auf R ≥ 7,8 nm−1 festgesetzt, damit die
Position des ersten Minimums und Maximums des Strukturfaktors gut abgebildet wurde. Die
Strukturfaktoren sind in Abbildung 6.12f) gezeigt.
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Auch in der homogenen Phase fu¨hrt eine Druckerho¨hung zu einer Verringerung von qmax, was
ebenfalls fu¨r eine Verringerung der Attraktion spricht.
Nachdem die Probe bei 4000 bar gemessen wurde, wurde der Druck wieder auf Umgebungsdruck
abgesenkt (graue Kurve in a)). Man erkennt, dass der Phasenu¨bergang reversibel ist: die Probe
durchla¨uft erneut die Phasengrenze in die phasenseparierte Phase.
15wt.% PEG
In diesem Kapitel wird das druckabha¨ngige Phasenverhalten einer Probe beschrieben, die 15 wt.%
PEG entha¨lt. Hierzu wurde ebenfalls der Druck in 250 bar Schritten erho¨ht, bei jedem Druck
wurde eine Minute gewartet, erst dann wurde die Messung gestartet. Zur besseren U¨bersicht
sind in Abbildung 6.13a) nur ausgewa¨hlte Messungen gezeigt.
Ebenso wie fu¨r 7,5 wt.% PEG ist die Probe fu¨r Umgebungsdruck in der phasenseparierten Phase,
durch Erho¨hung des hydrostatischen Druckes ist ein Phasenu¨bergang in die homogene Phase
induzierbar. Die Auswertung der Daten erfolgte auf die gleiche Weise wie in Kapitel 6.4. Fu¨r
Umgebungsdruck ist die Probe in der phasenseparierten Phase, der Volumenanteil volF der
harten Kugeln liegt mit etwa 0,30 sehr nah an dem im vorhergehenden Abschnitt gefundenen
Wert. Mit DPG ≈ 2,5 ka¨me eine Streuung an einer fraktalen Oberfla¨che in diesem Fall in Frage,
da dies aber fu¨r andere Konzentrationen nicht gilt, wird nicht davon ausgegangen, dass eindeutig
fraktale Strukturen beobachtet wurden.
Schon die erste Druckerho¨hung um 250 bar fu¨hrt zu strukturellen A¨nderungen im Streusignal:
• volF sinkt, ein Zeichen, dass die Kugeln weniger dicht gepackt sind. Fu¨r 750 bar erkennt
man in e) eine deutliche Verbreiterung des Maximums.
• qmax sinkt, was gro¨ßeren Absta¨nden zwischen den Kugeln entspricht.
• DPG steigt. Dies ist ein Anzeichen fu¨r strukturelle Vera¨nderungen in der Lo¨sung.
Bis 750 bar kann ein Strukturfaktor an die Daten angepasst werden, der nur die Abstoßung
durch die harte Schale beru¨cksichtigt. Die besten Resultate wurden mit einem Kugelradius
von 7,0 nm erzielt. Ab 1000 bar befindet sich die Probe in der homogenen Phase, die Wechsel-
wirkungspotenziale sind in Abbildung 6.13b) dargestellt, die entsprechende Strukturfaktoren
der homogenen Phase in 6.13f). Sowohl an den Wechselwirkungspotenzialen als auch an den
effektiven Strukturfaktoren ist zu erkennen, dass sich die Wechselwirkung von sehr attraktiven
Bedingungen ausgehend immer mehr dem wechselwirkungsfreien Zustand anna¨hert.
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Abbildung 6.13: a) zeigt die gemessene Intensita¨t Imess einer Probe, die 15 wt.% PEG entha¨lt fu¨r
ausgewa¨hlte hydrostatische Dru¨cke. Außerdem entha¨lt die Abbildung die Beschreibung der Daten durch
das Potenzgesetz (cyane Kurve, DPG in c)), durch das Modell aus harten Kugeln (gru¨n gestrichelt,
Volumenanteil volF der Kugeln in c)) sowie der Strukturfaktoren, die aus einem zwei-Yukawa-Potenzial
resultieren (gestrichelt, Potenziale in b)). In d) sind die Maxima der Strukturfaktoren fu¨r verschiedene
Dru¨cke gezeigt, in e) und f) die Strukturfaktoren fu¨r die phasenseparierte bzw. homogene Phase.
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5wt.% PEG
In diesem Kapitel wird das druckabha¨ngige Phasenverhalten einer Probe beschrieben, die 5 wt.%-
PEG entha¨lt. Hierzu wurde ebenfalls der Druck in 250 bar Schritten erho¨ht. Bei jedem Druck
wurde eine Minute gewartet, erst dann wurde die Messung gestartet. Erneut sind zur besseren
U¨bersicht in Abbildung 6.14a) nur ausgewa¨hlte Messungen gezeigt.
Ebenso wie die zuvor beschriebenen Lo¨sungen ist diese bei Umgebungsdruck in der phasen-
separierten Phase. Durch Erho¨hung des hydrostatischen Druckes ist ein Phasenu¨bergang in
die homogene Phase induzierbar. Der Volumenanteil volF der harten Kugeln ist mit etwa
0,29 den zuvor gefundenen Werten sehr a¨hnlich, DPG ≈ 3,4 liegt ebenfalls im Bereich der
zuvor bestimmten Exponenten. Anders als zuvor sind bis etwa 1500 bar volF , qmax und DPG
unvera¨ndert, wie in Abbildung 6.14c) und d) zu erkennen ist. Ho¨here Dru¨cke fu¨hren dann zu
der bekannten A¨nderung des Streusignals:
• volF sinkt, ein Zeichen, dass die Kugeln weniger dicht gepackt sind. Fu¨r 2500 bar erkennt
man in 6.14e) eine deutliche Verbreiterung des Maximums.
• qmax sinkt, was gro¨ßeren Absta¨nden im Realraum entspricht.
• DPG sinkt in diesem Fall, wa¨hrend der Parameter zuvor angestigen ist. Der Grund hierfu¨r
ist unklar, jedoch deutet die Vera¨nderung auf eine struktrelle A¨nderung in der Probe hin.
Bis etwa 2500 bar la¨sst sich die Streuintensita¨t fu¨r kleine q mit dem Potenzgesetz beschreiben,
fu¨r gro¨ßere q liefern Strukturfaktoren, die aus dem Potenzial harter Kugeln resultieren, eine
gute Beschreibung. In diesem Fall wurde fu¨r einen Radius R ≈ 6,7 nm die besten Ergebnisse
erzielt. Ab 3000 bar befindet sich die Probe in der homogenen Phase, das Interaktionspotenzial
ist in Abbildung 6.14b), die zugeho¨rigen Strukturfaktoren in f) dargestellt. Erneut fu¨hrt eine
Druckerho¨hung zu einer Reduktion der Wechselwirkungssta¨rke.
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Abbildung 6.14: a) zeigt die gemessene Intensita¨t Imess einer Probe, die 5 wt.% PEG entha¨lt fu¨r
ausgewa¨hlte hydrostatische Dru¨cke. Außerdem entha¨lt die Abbildung die Beschreibung der Daten durch
das Potenzgesetz (cyane Kurve, DPG in c)), durch das Modell aus harten Kugeln (gru¨n gestrichelt,
Volumenanteil volF der Kugeln in c)), sowie der Strukturfaktoren, die aus einem zwei-Yukawa-Potenzial
resultieren (gestrichelt, Potenziale in b)). In d) sind die Maxima der Strukturfaktoren fu¨r verschiedene
Dru¨cke gezeigt, in e) und f) die Strukturfaktoren fu¨r die phasenseparierte bzw. homogene Phase.
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Zeitabha¨ngige A¨nderung der Wechselwirkungssta¨rke nach einem Phasenu¨ber-
gang
In den bisher beschriebenen Kapiteln wurde gezeigt, dass eine Erho¨hung des hydrostatischen
Drucks einen Phasenu¨bergang von der phasenseparierten in die homogene Phase verursachen
kann. Eine weitere Druckerho¨hung fu¨hrte stets zu einem weniger attraktiven Interaktionspoten-
zial in der homogenen Phase. In diesem Abschnitt wird untersucht, ob nach dem U¨bergang in
die homogene Phase auch bei konstantem Druck das Interaktionspotenzial schwa¨cher wird.
Hierfu¨r wurde eine 15 wt.% PEG-Probe zuna¨chst zweimal bei 50 bar vermessen. Dann wurde
der Druck direkt auf 1500 bar erho¨ht und 20 Minuten gewartet, wobei die Probe ein Mal pro
Minute belichtet wurde. Anschließend wurde der Druck auf 3000 bar erho¨ht und erneut 20
mal im Abstand von einer Minute belichtet. Abschließend wurde der Druck wieder auf 50 bar
gesenkt. Die Messungen sind in Abbildung 6.15 dargestellt. Man erkennt in a), dass die Probe
direkt nach dem Sprung auf 1500 bar in die homogene Phase wechselt. Zur besseren U¨bersicht
sind nur ausgewa¨hlte Messungen gezeigt. In 6.15d) sind die effektiven Strukturfaktoren gezeigt,
zusammen mit den errechneten Strukturfaktoren. Die entsprechenden Potenziale sind in 6.15b)
gezeigt. Man erkennt, dass die Attraktivita¨t kontinuierlich abnimmt, wa¨hrend der Druck kon-
stant 1500 bar betra¨gt. Eine Druckerho¨hung auf 3000 bar bewirkte keine spontane A¨nderung.
Das Interaktionspotenzial bei 1500 bar und 20 Minuten Wartezeit (gelb) unterscheidet sich
kaum von dem Interaktionspotenzial bei 3000 bar (0 Minuten, lila). Langfristig na¨hert sich das
Potenzial dem wechselwirkungsfreien Zustand. Bei einer Druckverminderung auf 50 bar nach
insgesamt 40 Minuten erkennt man, dass der Strukturfaktor sich wieder auszubilden beginnt
und die Wechselwirkung wieder attraktiver wird. Fu¨r eine genaue Analyse des Maximums des
Strukturfaktors (c)) ist die Datenqualita¨t nicht ausreichend, deswegen lassen sich daraus keine
Informationen gewinnen.
Als Ergebnis kann festgehalten werden, dass nach dem U¨bergang in die homogene Phase auch
bei konstantem Druck die Wechselwirkungssta¨rke abnimmt.
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Abbildung 6.15: a) zeigt die gemessene Intensita¨t Imess in Abha¨ngigkeit vom Druck bzw. der Zeit, c)
zeigt die Position der Maxima. In d) sind die Strukturfaktoren dargestellt, die zugeho¨rigen Potenziale
sind in b) gezeigt.
20wt.% PEG
Die ho¨chste PEG-Konzentration, die untersucht wurde, betrug 20 wt.%. Abbildung 6.16 zeigt
die Streuintensita¨t sowie den druckabha¨ngigen Strukturfaktor einer solchen Probe. Das gezeigte
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Experiment wurde an der ESRF durchgefu¨hrt. Proben dieser Konzentration weisen ein klares
Erscheinungsbild auf, die Probe befindet sich in der homogenen Phase. Bei Umgebungsdruck
kann man in Abbildung 6.16c) einen Strukturfaktor erkennen, der auf attraktive Bedingungen
schließen la¨sst. Eine Erho¨hung des hydrostatischen Drucks fu¨hrte zu einem Ru¨ckgang der
Attraktivita¨t, die Potenziale sind in 6.16b) dargestellt.
Die gemessene Intensita¨t lag allerdings 20% unterhalb der Streuintensita¨t, die fu¨r eine 15 wt.%-
Probe gemessen wurde, es scheinen sich also weniger Nanopartikel im Strahlengang befunden
zu haben. Außerdem wurde bis 2000 bar eine ungewo¨hnlich starke Abnahme der gemessenen
Intensita¨t beobachtet. Anschließend stieg die Intensita¨t wieder. Die Normierungsfaktoren der
Strukturfaktoren N sind in d) dargestellt.
Am DESY wurde das Experiment wiederholt, ebenfalls mit dem Ergebnis einer stark schwan-
kenden Intensita¨t. Erst oberhalb von 750 bar wurde am DESY ein Streusignal gemessen, das
sich vom Untergrund unterschied.
Zusammenfassend la¨sst sich festhalten, dass die gemessene Intensita¨t sich innerhalb der 20
Minuten, in denen die Messungen durchgefu¨hrt wurden, stark vera¨ndert hat. Am DESY, bei dem
der Strahlquerschnitt deutlich kleiner ist als an der ESRF, wurde eine deutlich sta¨rkere Variation
beobachtet. Dies legt eine sehr inhomogene Verteilung der Nanopartikel in der Lo¨sung nahe.
Statt freier Diffusionsbewegungen durch die Lo¨sung ko¨nnten sich die Nanopartikel zwischen den
verschra¨nkten Polymeren befinden.
Abbildung 6.16: a) Streuintensita¨t fu¨r eine 20 wt.% PEG Probe bei verschiedenen Dru¨cken, in c)
sind die Strukturfaktoren dargestellt, in b) die zugeho¨rigen Potenziale. In d) ist die druckabha¨ngige
Vera¨nderung der normierten Intensita¨t aufgetragen.
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6.5 Mittlere Polymerkonzentration
In diesem Abschnitt werden die Ergebnisse der Experimente mit mittlerer Polymerkonzentration
beschrieben. Diese Lo¨sungen lagen bei Umgebungsdruck phasengetrennt vor, durch Druck
konnte kein Phasenu¨bergang induziert werden. Daru¨ber hinaus waren diese Lo¨sungen instabil,
erkennbar an deutlichen Schwankungen der gemessenen Intensita¨t. Aus diesem Grund wurden
die Auswirkungen von Dru¨cken auf das System nicht na¨her untersucht. Trotzdem wurden
bei Umgebungsdruck DPG, qmax sowie volF bestimmt, die spa¨ter zum Vergleich herangezogen
werden ko¨nnen. Messungen fu¨r Umgebungsdruck sind in Abbildung 6.17a) gezeigt. Fu¨r kleine
q kann die Intensita¨t erneut mit dem Potenzgesetz beschreiben werden, fu¨r gro¨ßere q la¨sst
sich die Intensita¨t mit dem Modell der harten Kugeln beschreiben (Abbildung 6.17b)). Ein
auffa¨lliger Unterschied liegt in dem deutlich breiterem Maximum fu¨r die kleinste Konzentration,
0,006 wt.%. Dies la¨sst auf eine weniger deutlich ausgepra¨gte Ordnung des Systems schließen,
was durch den geringeren osmotischen Druck erkla¨rt werden kann.
Abbildung 6.17: Vergleich der in a) dargestellten Streusignale fu¨r mittlere Polymerkonzentrationen
und Umgebungsdruck. Alle Proben liegen phasensepariert vor. Geringe Unterschiede gibt es in der
Auspra¨gung des in b) gezeigten Strukturfaktors (b): rote, graue und schwarze Linie verschoben). c) ist
eine vergro¨ßerte Darstellung des Bereiches um das Maximum.
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6.6 Zusammenfassung der Ergebnisse
In diesem Kapitel werden die Ergebnisse fu¨r den gesamten Konzentrationsbereich zusammenge-
fasst. Die Parameter, die fu¨r den Vergleich herangezogen werden, sind in Tabelle 6.1 aufgelistet.
Hierbei wird der Fokus auf Proben gelegt, die bei Umgebungsdruck phasensepariert vorliegen.
Die Struktur der Lo¨sung la¨sst sich dann durch qmax, DPG und volF beschreiben. Außerdem
wird fu¨r Polymerkonzentrationen c, bei denen ein Phasenu¨bergang beobachtet wurde, der Struk-
turfaktor in der homogenen Phase und das Wechselwirkungspotenzial fu¨r den maximalen Druck,
4 kbar, verglichen.
Fu¨r Umgebungsdruck wurde folgendes Phasenverhalten beobachtet: fu¨r c ≤ 5 · 10−4 wt.% waren
die Nanopartikel homogen in der Flu¨ssigkeit verteilt. Fu¨r diesen Konzentrationsbereich hatten
hydrostatische Dru¨cke keinen Einfluss auf das Phasenverhalten der Nanopartikel, es wurde eine
sehr geringe Vergro¨ßerung der Nanopartikel-Nanopartikel-Attraktion mit steigendem Druck
gefunden. Dies ist u¨berraschend, da in der Literatur [Coo92a; Ven87] fu¨r hohe hydrostatische
Dru¨cke eine Reduktion der Ausdehnung der Polymere beobachtet wurde. Dies fu¨hrt zu einer
Reduktion der Verarmungsschicht und somit auch der Reichweite der Attraktion. Allerdings
reduziert sich auch das Volumen des Wassers, was zu einem ho¨heren Anteil der Polymere in der
Lo¨sung fu¨hrt. Die Effekte ko¨nnten sich gegenseitig kompensieren.
In einem Konzentrationsbereich von 6 · 10−3 ≤ c ≤ 15 wt.% lag die Probe phasengetrennt vor,
in einer 20 wt.% Probe konnte keine Phasentrennung beobachtet werden. Durch hydrostatische
Dru¨cke bis 3750 bar konnte in einem Konzentrationsbereich von 5 bis 15 wt.% ein Phasenu¨ber-
gang erzeugt werden. Der Druck pp, bei dem ein Phasenu¨bergang beobachtet wurde, ist in
Abbildung 6.18 gezeigt. Je geringer die PEG-Konzentration, desto gro¨ßere hydrostatische Dru¨cke
werden beno¨tigt, um das System in die homogene Phase zu zwingen. Wa¨hrend fu¨r eine 5 wt.%
Abbildung 6.18: Darstellung der gefundenen druckabha¨ngigen Phasenu¨berga¨nge fu¨r 5, 10 und 15 wt.%.
Bei 20 wt.% lag die Probe schon bei Umgebungsdruck in der homogenen Phase vor. Fu¨r Konzentrationen,
die geringer als 5 wt.% sind, liegen keine Daten vor.
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1 bar 4000 bar
c [wt.%] pP [kbar] volF DPG qmax[nm
1] Seff,q≈0,1 nm−1 Vr=σ[kT]
0,006 - 0,24 3,5 0,447 - -
0,03 - 0,26 3,6 0,451 - -
1 - 0,27 3,5 0,453 - -
2,5 - 0,28 3,4 0,455 - -
5 2,5-3 0,29 3,4 0,456 1,3 -45
7,5 2-2,5 0,29 3,3 0,452 1,3 -55
15 0,75-1 0,30 2,4 0,446 1,1 -33
Tabelle 6.1: In dieser Tabelle werden verschiedene Parameter fu¨r Umgebungsdruck und 4000 bar fu¨r die
drei verschiedenen Konzentrationen aufgelistet: der Druck pP, bei dem der Phasenu¨bergang beobachtet
wird, der Volumenanteil volF der Kugeln in der hochkonzentrierten Nanopartikelphase, der Parameter
DPG, der den Abfall der Intensita¨t fu¨r kleine q beschreibt, der Wert des effektiven Strukturfaktors Seff
bei q = 0.1 nm 1 in der homogenen Phase bei 4000 bar, den Wert des attraktiven Potenzials V (r) bei
r=σ sowie das Maximum des Strukturfaktors qmax. Typischerweise variierte qmax um etwa ±0,002 nm−1,
wenn der betrachtete Bereich leicht gea¨ndert wurd.
PEG-Probe etwa bei 2750 ein Phasenu¨bergang beobachtet wird, wird dies bei 15 wt.%-PEG
schon bei etwa 880 bar beobachtet.
Nun wird die Struktur der Nanopartikel-Lo¨sungen in der phasenseparierten Phase bei Umge-
bungsdruck diskutiert. Fu¨r PEG-Konzentrationen zwischen 1 wt.% und 15 wt.% betra¨gt der
Volumenanteil der Nanopartikel in der hochkonzentrierten Phase bei Umgebungsdruck etwa
0,27-0,30. Die Maxima der Strukturfaktoren liegen bei allen Proben bei qmax ≈ 0,45 nm−1.
Zumindest in diesem Konzentrationsbereich hat die PEG Konzentration also keinen Einfluss
auf die Packungsdichte der Nanopartikel in der hochkonzentrierten Phase. Unterhalb von 1
wt.% ist die Packungsdichte vermindert, qmax steigt leicht an. Dies kann auf den verringerten
osmotischen Druck in der Probe zuru¨ckgefu¨hrt werden, durch den die Nanopartikel gro¨ßere
Absta¨nde einnehmen ko¨nnen. Fu¨r alle Konzentrationen liegt die Packungsdichten deutlich
unterhalb der dichtesten Kugelpackung (0,74) oder auch beispielsweise fu¨r das dichteste kubisch
primitive Gitter (0,52) oder der Packungsdichte zufa¨lliger Aggregation [Tor00]. Die Nanopartikel
scheinen also nicht aggregiert oder kristallisiert zu sein.
Bei allen Proben, bei denen ein druckinduzierter Phasenu¨bergang beobachtet wurde, wurde
in dieser Arbeit ein etwa 1 kbar breiter U¨bergangsbereich festegestellt, in dem sich die Lo¨sung
langsam der homogenen Phase na¨hert. Innerhalb dieses Bereiches wird eine kontinuierliche
Reduktion von volF beobachtet, was auf einen Verlust der Ordnung des Systems schließen la¨sst.
Außerdem deutet eine Verringerung von qmax darauf hin, dass die Partikel gro¨ßere Absta¨nde
einnehmen. Ist die Phasengrenze noch mehr als 1000 bar entfernt, so hatte eine Drucka¨nde-
rung keinen bedeutenden Einfluss auf qmax, volF oder auch die Struktur der Streusignals bei
q < 0,1 nm−1, beschrieben durch DPG. Erst bei Erreichen des U¨bergangsbereiches zeigt sich
95
Kapitel 6. Das Phasenverhalten von Nanopartikel-Polymer-Lo¨sungen
also eine in SAXS-Experimenten messbare A¨nderung der Struktur der Lo¨sung.
In der homogenen Phase konnten die effektiven Struktufaktoren mit einem 2-Yukawa-Potenzial in
der Mean-Spherical-Approximataion (s. Kap. 2.8.2) berechnet werden. Auch das intermolekulare
Wechselwirkungspotenzial konnte bestimmt werden. Zu beachten ist allerdings, dass die durch
dieses Modell berechneten Potenziale in der Literatur bei besonders attraktiven Bedingungen
deutlich von direkt gemessenen Wechselwirkungspotenzialen abwichen [Men91]. Trotzdem ist
ein Vergleich der Potenziale untereinander sinnvoll, um die A¨nderung der Wechselwirkung zu
quantifizieren. Nach dem Phasenu¨bergang von der phasenseparierten in die homogene Phase
wurde sowohl bei einer Erho¨hung des Drucks in 250 bar-Schritten im Abstand von einer Minute
als auch bei konstantem Druck oberhalb des Phasenu¨bergangs eine Verringerung des Wechsel-
wirkungspotenzials beobachtet.
Bei dem Vergleich der Potenziale fu¨r verschiedene Konzentrationen ist zu beachten, dass eine
mo¨gliche Ausfa¨llung der Nanopartikel vor dem Einfu¨llen in den Probenhalter nicht beru¨cksichtigt
wurde. Bei der druckabha¨ngigen Messung der Probe mit 15 wt.% PEG wurde beispielsweise eine
20 bis 25% geringere Intensita¨t fu¨r große q detektiert als bei der Formfaktormessung, die eine
identische Partikelkonzentration bei der Herstellung aufwies. Die Strukturfaktoren mussten mit
Faktoren von etwa 1,25 normiert werden. Dies ist ein Hinweis, dass die Anzahl der Nanopartikel
in der Probe geringer war als erwartet.
6.7 Einordnung in die aktuelle Forschung
In diesem Kapitel werden die Ergebnisse in die aktuelle Forschung eingeordnet. Zuna¨chst werden
die Ergebnisse fu¨r Umgebungsdruck mit der Literatur verglichen. Danach wird auf Ergebnisse
fu¨r hohe hydrostatische Dru¨cke eingegangen.
In Referenz [Kum14] und [Kum16] wurden durch Tru¨bungsmessungen bereits die Phasengrenzen
fu¨r ein System aus 1 wt.% Ludox LS 30 Nanopartikeln, 0.2 mol/l NaCl sowie einer variablen
PEG-Konzentration bei Umgebungsdruck bestimmt. Fu¨r Polymerkonzentrationen zwischen
2·10−3 und 1 wt.% wurde eine reduzierte Transmission festgestellt, was ein Hinweis auf die
Phasengrenze zwischen der homogenen und der phasenseparierten Phase ist. In dieser Arbeit
wurde fu¨r einen deutlich verbreiteten Konzentrationsbereich eine Eintru¨bung festgestellt (5·10−4
bis 15 wt.%, Kapitel 6.1). Kleinwinkelstreumessungen besta¨tigen jeweils die Ergebnisse der
Tru¨bungsmessungen und damit den unterschiedlichen Bereich, in dem das System phasense-
pariert vorliegt. Die Unterschiede mu¨ssen also in der Probenpra¨paration liegen. In [Kum14]
und [Kum16] wurden die Nanopartikel abgewogen, wobei keine Angaben u¨ber Trocknungs-
oder Reinigugnsprozesse gemacht wurde. In dieser Arbeit wurde die von Sigma Aldrich gelie-
ferte Lo¨sung direkt verwendet. Hierbei wurde aus den Herstellerangaben die Konzentration
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Abbildung 6.19: Mo¨gliche Interpretationen des Phasenverhaltens. a) Eine Zugabe von Polymeren
fu¨hrt insgesamt zu drei Phasenu¨berga¨ngen: von gasfo¨rmig zu flu¨ssig-gasfo¨rmig, von dort zu fest-flu¨ssig–
gasfo¨rmig und von dort zu fest-gasfo¨rmig. In diesem Modell ist die Polymer-Polymer-Wechselwirkung
nicht beru¨cksichtigt. Reprinted with permission from: M. A. Faers and P. F. Luckham. Effect of the
Steric Stabilizing Layer on the Phase Behavior and Rheology of Small Polystyrene Latex Dispersi-
ons Induced by Changes to the Concentration of Nonadsorbing Hydroxyethylcellulose. In: Langmuir,
13(11) (1997), Copyright (2017) American Chemical Society, u¨bersetzt. b) Durch Zugabe von Polymeren
wird zuna¨chst eine flu¨ssig-flu¨ssig-Phasentrennung erzeugt, die durch Zugabe weiterer Polymere wieder
ru¨ckga¨ngig gemacht wird. Als Ursache wird vermutet, dass die Zunahme der Polymer-Polymer-Abstoßung
die Verarmungsanziehung reduziert. Reprinted with permission from: S. Kumar, V. K. Aswal and J.
Kohlbrecher. Small-Angle Neutron Scattering Study of Interplay of Attractive and Repulsive Interactions
in Nanoparticle-Polymer System. In: Langmuir (32)6 (2016), Copyright (2017) American Chemical
Society.
der Nanopartikel berechnet. Ein weiterer Unterschied liegt in der Verwendung eines 75 mM
BisTris Puffers (im Vergleich zur ungepufferten Lo¨sung in [Kum14] und [Kum16]), der bei
der Bestimmung der ionischen Sta¨rke der Lo¨sung beru¨cksichtigt wurde. Der pH-Wert der in
dieser Arbeit untersuchten Lo¨sung betrug 7, der pH Wert in [Kum14] und [Kum16] ist nicht
genauer spezifiziert. Der Phasenu¨bergang von der homogenen in die phasenseparierte Phase bei
Polymerzugabe wird auf Verarmungskra¨fte zuru¨ckgefu¨hrt (s. Kapitel 3.8) und ist ein bekanntes
und vielfach beschriebenes Pha¨nomen (u.a. [Tui03]).
Oberhalb einer gewissen Grenzkonzentration (in [Kum14] und [Kum16] 1 wt.%, in dieser Arbeit
15-20 wt.%) liegt die Lo¨sung wieder in der homogenen Phase, also gasartig, vor. Dies ist außer-
gewo¨hnlich, weil die Verarmungskra¨fte in der klassischen Beschreibung monoton mit der Polymer-
konzentration steigen. In dieser Beschreibung fehlt jedoch die Polymer-Polymer-Wechselwirkung,
die fu¨r Konzentrationen nahe der U¨berlappkonzentration nicht mehr vernachla¨ssigt werden kann.
Die U¨berlappkonzentration liegt fu¨r die hier verwendeten Polymere bei etwa 11 wt.% und kommt
somit als Ursache fu¨r dieses Phasenverhalten in Frage. Dies entspricht einer Interpretation
gema¨ß der schematischen Abbildung 6.19b).
Im PRISM-Modell [Fuc01] nimmt die Attraktion bei einer Zugabe von Polymeren u¨ber die
U¨berlappkonzentration hinaus ab, da es zu einer effektiven Verringerung der Polymergro¨ße und
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somit der Verarmungsschicht kommt. Ein weiterer relevanter Effekt ist, dass Polymere in der
Na¨he der Partikel ihre Konformation a¨ndern ko¨nnen und sich somit die Lu¨cken besser ausfu¨llen
ko¨nnen als die Kugeln [Han99]. Auch wenn dies in dem Modell hauptsa¨chlich in Bezug auf
die Wechselwirkungssta¨rke und nicht auf Phasenu¨berga¨nge diskutiert wird, so liegt doch eine
qualitative U¨bereinstimmung vor. Insbesondere die A¨nderung der Konformation der Polymere
zum Ausfu¨llen von Lu¨cken ko¨nnte eine der Ursachen fu¨r den Phasenu¨bergang sein.
Jedoch erscheint auch eine weitere Mo¨glichkeit plausibel: Bei einer Betrachtung des von Lekker-
kerker vorgeschlagenen Phasendiagramms (Abb. 6.19a)) scheint es auch mo¨glich, das Phasen-
verhalten entlang der gestrichelten x-x’ Linie (aufsteigend) zu verstehen: Photos der Proben
(Abbildung 6.6) legen nahe, dass es oberhalb von 1,25 wt.% zu Ausfa¨llungen kommt, trotzdem ist
die Probe tru¨b. Denkbar wa¨re also, dass man sich fu¨r 1 wt.%< c <15 wt.% im drei-Phasengebiet
(fest, flu¨ssig, gasfo¨rmig; in Abbildung 6.19a) grau gefa¨rbt) befindet, wobei eine Trennung flu¨ssig-
gasfo¨rmig bei la¨ngerer A¨quilibrierung auftreten ko¨nnte. Eine Erho¨hung der Konzentration auf
c ≈20 wt.% ko¨nnte einen Phasenu¨bergang in ein Zweiphasengebiet (fest, gasfo¨rmig; oberhalb
der grauen Fla¨che) verursachen. Allerdings ist der Anteil der Kolloide in der Gesamtlo¨sung sehr
gering, was in dem Diagramm zu einem sehr schmalen drei-Phasengebiet fu¨hrt.
In dieser Arbeit wurde hydrostatischer Druck als weiterer Parameter verwendet, um den Phasen-
raum zu erkunden. Als Ergebnis der druckabha¨ngigen Experimente kann festgehalten werden,
dass hydrostatischer Druck bei hohen Polymerkonzentrationen das Phasenverhalten stark be-
einflusst und einen Phasenu¨bergang von einer flu¨ssig-flu¨ssig-phasengetrennten Phase in eine
gasartige Phase bewirken kann, eine Phase, die ohne hydrostatischen Druck erst bei noch
gro¨ßeren Polymerkonzentrationen vorliegt. Hierbei wird umso mehr Druck beno¨tigt, je geringer
die Polymerkonzenration ist, je gro¨ßer also der Abstand zur gasartigen Phase in Bezug auf die
Polymerkonzentration bei Umgebungsdruck ist. Mo¨glich ist auch, dass eine Koexistenz mit der
festen Phase vorliegt.
Der na¨chstliegende Grund fu¨r den beobachteten Phasenu¨bergang ist die Kompression des
Wassers, die zu einem ho¨heren Volumenanteil der Polymere und Kolloide fu¨hrt. Dies ha¨tte
zur Folge, dass sich die Position der Probe im Phasendiagramm verschiebt. Ein gea¨nderter
Volumenanteil ha¨tte in der Na¨he der U¨berlappkonzentration auch Auswirkungen auf die effektive
Polymergro¨ße ξ, was zu einer Abnahme der Reichweite der attraktiven Wechselwirkung fu¨hrt
[Sch97]. Insbesondere bei hohen Konzentrationen ist eine genaue Bestimmung der A¨nderung der
Volumenanteile auf Grund der unterschiedlichen Kompressibilita¨ten von Wasser, Hydratwasser,
der Polymere sowie der Nanopartikel schwierig. Geht man davon aus, dass das Volumen der
Polymere und Kolloide konstant bleibt, der Wasseranteil komprimiert wird, so erha¨lt man
eine Abscha¨tzung des gro¨ßtmo¨glichen Kompressionseffektes. Das Volumen von reinem Wasser
sinkt bei einem Druck von 3 kbar und Raumtemperatur um etwa 12%, wa¨hrend 3 kbar einen
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Phasenu¨bergang in der Probe erzeugt, fu¨r den bei Raumtemperatur und Umgebungsdruck mehr
als die dreifache Menge Polymere beno¨tigt wird. Dies legt Nahe, dass das reduzierte verfu¨gbare
Volumen nicht die einzige Erkla¨rung fu¨r den Phasenu¨bergang ist.
Ein weiterer Aspekt ist der Einfluss von hydrostatischen Dru¨cken auf die Wasserstruktur und
somit auf die Lo¨sungsmittelbedingungen. Hohe hydrostatische Dru¨cke beeinflussen die Kon-
formation des Wassers, und die Lo¨sungsmittelstruktur hat einen Einfluss auf die Struktur der
Polymere. In der Literatur [Coo92a; Ven87] fu¨hren hydrostatische Dru¨cke zu einer deutlichen
Verkleinerung der Ausdehnung der Polymere, was zu einer Verringerung der Breite der Verar-
mungsschicht und somit zu einer Reduktion der Nanopartikel-Nanopartikel Anziehnung fu¨hrt.
In [Coo92a] beispielsweise wurde fu¨r PEG mit einem Gyrationsradius Rg ≈ 7,3 nm (Molarge-
wicht 20 kg/mol) fu¨r einen Druck von 2 kbar eine Reduktion des Gyrationsradius von etwa
6% beobachtet. In [Ven87] sorgten Dru¨cke von 4 kbar fu¨r eine Reduktion des dort gemessenen
Viskosita¨tsradius’ Rη von 26 nm auf 18 nm. Allerdings muss erwa¨hnt werden, dass Polymere
anderer Gro¨ße verwendet wurden und der Viskosita¨tsradius nicht exakt mit dem Gyrationsradius
u¨bereinstimmt (Details hierzu sind in [Coo92a] zu finden). Die Struktur der Polymerlo¨sungen
ist durch die hier durchgefu¨hrten SAXS-Messungen nicht zuga¨nglich.
Eine Reduktion der Gro¨ße der in dieser Arbeit verwendeten Polymere um 10% wu¨rde dazu
fu¨hren, dass Rg,Polymere/RNanopartikel < 0,32 nicht mehr gilt. Dann ist laut Lekkerkerker keine
Phasenentmischung mehr mo¨glich. Allerdings liegen die Proben schon phasensepariert vor, so
dass der Prozess des Phasenu¨bergangs bereits statt gefunden hat.
Die von Feigin [Fei80] vorgeschlagene Ursache fu¨r eine Stabilisierung der Lo¨sung bei großen
Polymerkonzentrationen, dass ein besonders schwer zu u¨berwindendes Maximum der freien
Enthalpie die Lo¨sung an einer eigentlich favorisierten Phasenseparation hindert, kann in dieser
Arbeit ausgeschlossen werden, da das System bei niedrigen Dru¨cken bereits phasensepariert
vorliegt und danach die Phase wechselt.
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Kapitel 7
Zusammenfassung und Ausblick
Ziel dieser Arbeit war die Bestimmung des Phasenverhaltens und die Untersuchung des druck-
abha¨ngigen Wechselwirkungspotenzials von Lysozym- sowie Nanopartikel-Polymerlo¨sungen.
Die Lo¨sungen wurden nahe der Grenze zwischen der homogenen und der flu¨ssig-flu¨ssig-phasen-
separierten Phase untersucht. In der phasenseparierten Phase existieren neben Bereichen sehr
hoher Kolloidkonzentration auch Bereiche sehr niedriger Kolloidkonzentration. In der pha-
senseparierten Phase weisen die Lo¨sungen auf Grund von Konzentrationsfluktuationen und
Tro¨pfchenbildung ein tru¨bes Erscheinungsbild auf. Es wurden Experimente mit Ro¨ntgenklein-
winkelstreuung (SAXS) sowie erga¨nzende Tru¨bungsmessungen durchgefu¨hrt.
Das druckabha¨ngige Phasenverhalten von Lysozym wurde in Kapitel 5 beschrieben und die
Resultate in [Sch16] vero¨ffentlicht. Hydrostatische Dru¨cke ko¨nnen fu¨r Lysozymlo¨sungen zu
einem Phasenu¨bergang von der phasenseparierte in die homogene Phase fu¨hren. Eine weitere
Druckerho¨hung kann interessanterweise zu einem entgegengesetzten Phasenu¨bergang, zuru¨ck in
die phasenseparierte Phase fu¨hren. Dies kann auf das nicht-monotone Wechselwirkungspotenzial
von Lysozym in Lo¨sung [Sch11c] zuru¨ckgefu¨hrt werden. Durch Ro¨ntgenkleinwinkelstreuung
konnte die Korrelationsla¨nge von Proteinen in Lo¨sung bestimmt werden. Ein Maximum der
druckabha¨ngigen Korrelationsla¨nge wurde hierbei als Indiz fu¨r einen Phasenu¨bergang der Lo¨sung
verwendet. Außerdem wurde die Wechselwirkungssta¨rke der Proteine in der homogenen Phase
bestimmt. Eine Extrapolation der temperaturabha¨ngigen Wechselwirkungssta¨rke trug ebenfalls
zur Bestimmung der Phasengrenzen bei. Schließlich konnten durch druckabha¨ngige Tru¨bungs-
messungen weitere Phasengrenzen identifiziert werden. In [Mo¨l14b] wurden das druck- und
temperaturabha¨ngige Phasenverhalten von Lysozymlo¨sungen bereits mit SAXS-Messungen
fu¨r einen kleinen Konzentrationsbereich bestimmt. Diese Ergebnisse wurden in dieser Arbeit
besta¨tigt. Durch die im Rahmen dieser Arbeit durchgefu¨hrten druckabha¨ngigen Tru¨bungsmes-
sungen gelang erstmals eine direkte Beobachtung der druckabha¨ngigen Phasenu¨berga¨nge und
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somit eine Absicherung der Ergebnisse von Mo¨ller et al. [Mo¨l14b]. Daru¨ber hinaus wurden die
Experimente fu¨r einen erweiterten Konzentrationsbereich durchgefu¨hrt. Somit wird das erste
dreidimensionale Phasendiagramm pra¨sentiert, aus dem fu¨r große Konzentrations-, Temperatur-
und Druckbereiche die Phase der Lo¨sung abgelesen werden kann. In weiteren Untersuchung
ko¨nnte man pru¨fen, ob durch die Zugabe von Cosolventien das Phasenverhalten von Proteinen be-
einflusst werden kann. Die Cosolventien TMAO und Urea wurden in Tiefseefischen nachgewiesen
und werden fu¨r die Funktionalita¨t und Stabilita¨t von Proteinen in Tiefseefischen verantwort-
lich gemacht [Yan14]. Diese Stoffe beeinflussen das Protein-Protein-Wechselwirkungspotenzial
[Sch11b] und eine Verschiebung der Phasengrenzen zu ho¨heren Dru¨cken ist fu¨r TMAO zu
erwarten. Eine weitere anstehende Aufgabe ist die Bestimmung des druckabha¨ngigen Wechsel-
wirkungspotenzials fu¨r weitere Proteine neben Lysozym, um zu kla¨ren, ob die nicht-monotone
Wirkung hydrostatischer Dru¨cke auf das Potenzial ein lysozymspezifischer Effekt ist oder allge-
mein fu¨r Proteine beobachtet werden kann.
Das druckabha¨ngige Phasenverhalten fu¨r Lo¨sungen, die Siliziumdioxid-Nanopartikel und PEG-
Polymere enthalten, wurde in Kapitel 6 vorgestellt. In vorbereitenden Messungen wurden die
Siliziumdioxid-Nanopartikel charakterisiert und fu¨r verschiedene Polymerkonzentrationen das
Phasenverhalten durch Tru¨bungsmessungen bei Umgebungsdruck bestimmt. In polymerfreier
Lo¨sung befanden sich die Nanopartikel in der homogenen Phase. Eine Zugabe von Polyme-
ren fu¨hrte zuna¨chst zu einem attraktiven Interaktionspotenzial der Nanopartikel, eine weitere
Erho¨hung der Polymerkonzentration verursachte eine Phasentrennung. Eine weitere Zugabe von
Polymeren fu¨hrte zu einer Ru¨ckkehr in die homogene Phase. Diese Ergebnissen sind qualitativ
im Einklang mit in der Literatur dokumentierten Experimenten [Kum14; Kum16]. Anschließend
wurde mit SAXS-Messungen das druckabha¨ngige Phasenverhalten dieser Systeme bestimmt.
Wa¨hrend fu¨r geringe Polymerkonzentrationen keine Phasenu¨berga¨nge durch hohe hydrosta-
tische Dru¨cke beobachtet wurden, konnte ab einer Polymer-Konzentration von 5 wt.% durch
hydrostatische Dru¨cke von etwa 3 kbar ein Phasenu¨bergang von der phasenseparierten in die
homogene Phase erzeugt werden. Eine Erho¨hung der Polymerkonzentration fu¨hrte dazu, dass
schon bei niedrigeren Dru¨cken ein Phasenu¨bergang beobachtet werden konnte, bis schließlich
fu¨r 20 wt.% die Probe schon bei Umgebungsdruck in der homogenen Phase vorlag. Bei der
Erkla¨rung dieses Pha¨nomens spielen eine Vielzahl von Effekten eine Rolle. Ein Aspekt ist, dass
Polymere in der Na¨he der Oberfla¨che von Nanopartikeln ihre Konformationen a¨ndern ko¨nnen,
um besser Lu¨cken in der Lo¨sung auszufu¨llen [Han99]. Dieses Ausfu¨llen der Lu¨cken ko¨nnte
eine Erkla¨rung der beobachteten Phasenu¨bergange sein. Ein weiterer Aspekt ist, dass sowohl
eine Erho¨hung der Konzentration [Ter02] als auch eine Erho¨hung des Drucks [Coo92a; Ven87]
eine geringere Ausdehnung des Polymers zur Folge haben. Eine Reduktion der Ausdehnung
fu¨hrt zu einer Abnahme der interpartikula¨ren Attraktion der Nanopartikel. Schlussendlich
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sorgt die Kompression des Wassers bei erho¨htem Druck fu¨r einen effektiv ho¨heren Anteil der
Polymere an dem Gesamtvolumen der Lo¨sung. Eine theoretische Beschreibung des Systems
durch Simulationstechniken ko¨nnte Aufschluss daru¨ber geben, ob einer der genannten Effekte
eine dominante Rolle spielt. Zu einem besseren Versta¨ndnis der Ergebnisse ko¨nnte auch eine
Variation des Polymers hilfreich sein. Die Reduktion der Ausdehnung unter Druck ist fu¨r PEG
besonders ausgepra¨gt [Coo92a], wa¨hrend beispielsweise hydrolisiertes Polyacrylamid in einer
NaCl-Wasserlo¨sung seine Gro¨ße kaum vera¨ndert [Coo92b]. Außerdem wa¨ren erga¨nzende Ex-
perimente mit Neutronenkleinwinkelstreuung interessant, da in diesen u¨ber eine Variation des
Kontrastes mit D2O auch die Struktur der Polymere aufgelo¨st werden kann.
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Anhang
Abbildung 7.1: a) Ornstein-Zernicke Darstellung von Seff(q) fu¨r die in b ) gezeigten Strukturfaktoren.
b) gemessener, effektiver Strukturfaktor Seff(q) einer 24 wt.% Lysozymlo¨sung bei ausgewa¨hlten Dru¨cken
und 15 ◦C (rot-braune Punkte). Die schwarzen Linien sind die angepassten, berechneten Strukturfaktoren
in der homogenen Phase, in grau dargestellt fu¨r die LLPS Phase.
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Abbildung 7.2: zeigt den gemessenen Seff eines Systems mit 1 wt. % Ludox und 10
−4 wt.% PEG fu¨r
Umgebungsdruck und 4000 bar sowie berechneten Strukturfaktoren (gestrichelt).
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Anhang
Abbildung 7.3: a) gemessene Intensita¨t Imess einer Probe, die 7,5 wt.% PEG entha¨lt, fu¨r alle gemessenen
Dru¨cke sowie die Strukturfaktoren S(q) fu¨r die phasenseparierte (c)) bzw. homogene Phase (d)sowie die
Interaktionspotenziale V (r) (b)).
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