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Takeshi Egami,∗ Koshiro Suzuki,† and Katsuhiro Watanabe‡
Analysis Technology Development Center, Canon Inc.,
30-2 Shimomaruko 3-chome, Ohta-ku, Tokyo 146-8501, Japan
(Dated: August 18, 2018)
A novel Einstein relation (fractional Einstein relation, FER) for the electric conduction in non-
crystalline semiconductors is presented. FER and the generalized Einstein relation (GER) [Phys.
Rev. E 8, 1296 (1998)] are compared to the result of the Monte Carlo (MC) simulation, and
is confirmed that FER exhibits better agreement than GER. The cruial feature of FER is that
it reflects the violation of the detailed balance in the coarse-grained hopping process, while it is
preserved in the original Einstein relation or GER.
PACS numbers: 05.40.Fb,05.60.-k,02.50.Ey
Introduction.– Fluctuation-dissipation theorem (FDT)
is one of the most fundamental principles in statistical
mechanics. A significant example of FDT in kinetics is
the Einstein relation (ER) [1], discovered in the Brownian
motion. The generic form of ER is given by D = µkBT ,
where T is the temperature and kB is the Boltzmann con-
stant. Here, D is the diffusion coefficient (fluctuation),
and µ = v/F is the mobility (dissipation), where v is the
steady drift velocity and F is the external force. Explicit
examples of ER can be found in various situations. For
instance, the Stokes-Einstein relation, D = kBT/(6πηd),
where d the diameter of a sphere immersed in a fluid and
η the viscosity, is well known.
For charged particles (carriers) in semiconductors, ER
reads
D
µ
=
kBT
q
, (1)
where q is the electric charge of the particle. Such a rela-
tion is crucial for understanding the collective behavior of
carriers, because it is hard in general to measure the diffu-
sion coefficient, while it is relatively easy to measure the
mobility. However, it is known that ER does not hold in
non-crystalline materials, neither under equilibrium [2–
5] nor nonequilibrium [6–11] conditions. Roichman et al.
[2, 3] have proposed a modification of ER for the equilib-
rium case in terms of the density of states (DOS). Instead
of Eq. (1), they have postulated the following relation,
D
µ
=
p
q ∂p∂η
, (2)
where p is the particle concentration and η is the chem-
ical potential. The particle concentration p is expressed
in terms of DOS, which we denote g(ε) with ε the en-
ergy, and the Fermi-Dirac distribution, f(ε, η), as p =∫∞
−∞ dεg(ε)f(ε, η).
Establishing a valid ER for nonequilibrium cases has
been partially accomplished by Barkai et al. [9, 12, 13].
They have focused on the facts that the hopping con-
ductance [8, 14, 15] is the dominant mechanism of the
electric conduction in disordered materials, and collective
behaviors of carriers show anomalous diffusion-advection
[16, 17], which is believed to be described by the contin-
uous time random walk (CTRW) [18]. They have shown
that CTRW is further described by the fractional Fokker-
Planck equation [19] under weak external fields, and the
generalized Einstein relation (GER),
〈x2(t)〉0 = 2kBT
F
〈x(t)〉F , (3)
holds under the assumption that the anomalous expo-
nent of the waiting time of the system with and without
a driving force, αF and α0, are the same. Here, 〈x2(t)〉0
is the mean-square displacement of the carriers in the ab-
sence of an external field, 〈x(t)〉F is the mean displace-
ment in the presence of an external field, and F is the
external force exerted on the carriers. A representative
case where GER is valid can be found in actin networks
[20, 21]. However, although Barkai [13] has conjectured
that GER would hold for the hopping conduction, quanti-
tative comparisons of GER with the experimental results
or simulations have not been performed.
In this letter, we propose a novel ER valid for the elec-
tric conduction of non-crystalline semiconductors, which
we refer to as the “fractional Einstein relation (FER)”.
For illustration, we consider the “disorder model” [8] of
the hopping conduction, where it is assumed that the
electric conduction is dominated by the static energy dis-
order of the hopping sites. We compare FER and GER
with the results of the Monte Carlo (MC) simulation,
and confirm that FER exhibits good agreement with MC,
while GER does not.
Note that the “disorder model” we consider is a well
established model, which is one of the two major micro-
scopic models of the hopping conductance. The other is
the “polaron model” [22–24], where it is assumed that the
electric conduction is dominated by the strong electron-
phonon coupling. To show the validity of FER in the “po-
laron model” is a future task, but we believe that FER
also holds in this model. Note also that the representative
phenomenological models of the hopping conductance,
namely the ”multiple trapping model (MTM)” [25–27],
2and the ”Scher-Montroll model (SMM)” [16, 17, 28, 29],
which describe the experimental results of the time-of-
flight (TOF) signals [16, 17], are the coarse-grained vari-
ants of the aforementioned microscopic models.
The letter is organized as follows. First we explain
the disorder model and derive FER analytically. Next,
we compare FER and GER with MC simulation, and
demonstrate that FER is in good agreement with MC
simulation, while GER is not. Then we discuss the re-
lation of our results to the previous studies. Finally, we
summarize our results.
Theory.– We start with the introduction of the “disor-
der model” [8] for the hopping conductance, which is es-
sentially equivalent to the one considered in Refs. [30, 31].
The two crucial ingredients of the model are (i) the prob-
ability distribution of the energy difference of the hopping
sites and (ii) the hopping rate of the carriers.
The distribution of the energy difference, which we de-
note h(ǫij) with ǫji ≡ ǫj − ǫi the energy difference of
site i and j, is determined by the DOS, g(ǫ). Note that
h(ǫij) is normalized, i.e.
∫∞
−∞ dεh(ε) = 1, and it satisfies
h(εij) = h(−εij). For irrorganic amorphous semiconduc-
tors, g(ε) is approximated by the exponential function
[25–27, 32], and its tail is referred to as the Urbach tail
[33]. In this case, h is the Laplace function. For or-
ganic ones, g(ε) is approximated by the Gaussian func-
tion [8, 34–36], and h is also Gaussian.
As for the hopping rate of the carriers, a realistic three-
dimensional model is somewhat complicated for theo-
retical considerations, and might shadow the essence.
To elucidate the discussion, we adopt a simplified one-
dimensional model, where carriers can move only to ei-
ther of the first-nearest neighboring sites in a single hop
(Fig. 1). This implies that we are focusing on a time scale
where hopping to the second-nearest neighboring sites is
negligible. We also assume that the number density of
the carriers is small enough so that the occupation of the
states can be neglected. With these assumptions, the
hopping rate of the carrier from site i to site i± 1, which
we denote ν±, is approximately given by
ν± = ν0e
−2a/ξ−(ε±±Fa)Θ(ε±±Fa)/kBT , (4)
where a is the lattice spacing, ξ is the localization length
of the localized state, ν0 is the typical magnitude of the
hopping rate, ε± ≡ εi±1−εi, Θ(x) is the Heaviside’s step
function, where Θ(x) = 1 for x > 0 and 0 otherwise, and
−F (F > 0) is a constant external force exerted on the
carrier [14, 15]. For instance, F can be a force due to
an electric field [37]. Note that the detailed balance is
assumed in deriving Eq. (4).
To describe the coarse-grained collective motion of the
carriers, we consider a continuum model of the hop-
ping conductance. We assume that the hopping pro-
cess is described by CTRW with the waiting time den-
sity 〈w(t)〉 ∼ (αAα/Γ(1− α)) t−(1+α) (0 < α < 1) for
FIG. 1. (Color online) A schematic of the disorder model. It
is one-dimensional and a carrier can move only to either of
the first-nearest neighbors in a single hop.
t → ∞. Here, Γ is the Gamma function and Aα is a
constant. This assumption is at least suitable for the ex-
ponential DOS [30, 31, 38] and the Gaussian DOS [38]. In
fact, simple approximate analytic expressions for α can
be derived in terms of the microscopic parameters such
as the width of the DOS, both for the diffusive system
[30] and the system under a constant external field [31].
Then, by utilizing the mathematical technique presented
in Ref. [19], we can show that the probability density
of the carrier, P (x, t), satisfies the following fractional
diffusion-advection equation (FDAE) in the continuum
limit, i.e. a→ 0 and Aα → 0 with the generalized diffu-
sion coefficient Dα ≡ a2/(2Aα) kept finite:
∂P (x, t)
∂t
= 0D1−αt
(
∂
∂x
µα +Dα
∂2
∂x2
)
P (x, t). (5)
Here, the operator 0D1−αt is the fractional deriva-
tive, which is defined by the Riemann-Liouville operator,
0D1−αt P (x, t) = 1Γ(α) ∂∂t
∫ t
0 dt
′ P (x,t
′)
(t−t′)1−α [39], and
µα = [〈W+〉 − 〈W−〉] Dα
a
(6)
is the generalized mobility, where 〈W±〉 is the coarse-
grained hopping probability. Note that 〈W+〉+〈W−〉 = 1
holds by definition. It is natural to give 〈W±〉 in terms
of the bare (microscopic) hopping probability ν± by
〈W±〉 ≡ 〈ν±/(ν+ + ν−)〉, (7)
where 〈· · · 〉 = ∫∞0 dǫ+h(ǫ+) ∫∞0 dǫ−h(ǫ−) · · · is the aver-
age with respect to the distribution of the energy differ-
ence. It is straightforward to derive the following expres-
sion for 〈W+〉 from Eqs. (4) and (7),
〈W+〉 =1
2
− 1
2
F˜
T˜

1
2
∫ ∞
0
dε˜+h˜(ε˜+)
1
cosh2
(
ε˜+
2T˜
)
+
∫ ∞
0
dε˜+
∫ ∞
0
dε˜−h˜(ε˜+)h˜(ε˜−)
1
cosh2
(
ε˜+−ε˜−
2T˜
)


+O
(
(F˜ /T˜ )2
)
, (8)
where the dimensionless variables are defined by ε˜± =
ε±/εc, F˜ = Fa/εc, T˜ = kBT/εc, and h˜ ≡ εch, with εc
3FIG. 2. (Color online) Comparison of the fractional Einstein relation (FER) and the generalized Einstein relation (GER) with
MC simulation, for the case of (a) exponential DOS and (b) Gaussian DOS. The simulation conditions common for (a) and (b)
are NP = 10
6, a/ξ = 10, Fa/kBT = 0.1, and (a) 2T/Tc = (0.1− 1.0), (b) 2kBT/σ = (0.1− 1.0).
the typical energy scale of the DOS. Then, the following
ER, which we refer to as the “fractional Einstein relation
(FER)”, is obtained from Eqs. (6) and (8),
µαa
Dα
=2
F˜
T˜

1
2
∫ ∞
0
dε˜+h˜(ε˜+)
1
cosh2
(
ε˜+
2T˜
)
+
∫ ∞
0
dε˜+
∫ ∞
0
dε˜−h˜(ε˜+)h˜(ε˜−)
1
cosh2
(
ε˜+−ε˜−
2T˜
)


+O
(
(F˜ /T˜ )2
)
. (9)
Simulation.– The validity of Eq. (9) is examined by MC
simulation of the hopping conductance, where the hop-
ping probability is given by Eq. (4). We consider the ex-
ponential DOS, gexp(ε) = e
ε/kBTc/kBTc (−∞ ≤ ε ≤ 0),
and the Gaussian DOS, gGauss(ε) = e
−ε2/2σ2/
√
2πσ2
(−∞ ≤ ε ≤ ∞), which are well established for irror-
ganic and organic amorphous semiconductors, respec-
tively. Here, kBTc and σ are the typical widths of the
DOS, which correspond to εc in the previous section. The
dimensionless DOS are given by g˜exp = e
ε˜ and g˜Gauss =
e−ε˜
2/2/
√
2π , and the corresponding distribution func-
tions of the energy differences ε˜± (−∞ ≤ ε˜± ≤ ∞) are
given by h˜exp = e
−|ε˜±|/2 and h˜Gauss = e
−ε˜2±/4/
√
4π, re-
spectively.
The simulation method is the same as that in Refs. [30,
31]. The conditions are as follows: the number of car-
riers (which is essentially the number of the trials of
the simulation performed) is NP = 10
6, and the pa-
rameters are chosen as a/ξ = 10, 2T/Tc = (0.1 − 1.0),
2kBT/σ = (0.1−1.0), and Fa/kBT = 0.1. Note that the
external force F is constatly scaled with repsect to the
termperature T . Both of the ranges, 2T/Tc = (0.1− 1.0)
and 2kBT/σ = (0.1 − 1.0), correspond to 0.1 ≤ α ≤ 1.
Initially, all the carriers are rested at the origin. The
generalized mobility can be estimated from the relation
〈x(t)〉F = µαtα/Γ(α+1). The generalized diffusion coef-
ficient can be estimated from the mean-squared displace-
ment of the carriers, 〈x2(t)〉F = 2µ2αt2α/Γ(2α + 1) +
2Dαt
α/Γ(α + 1). However, because the effective wait-
ing time in the weak field is almost the same as that
in the diffusive case [12, 31], we can estimate Dα from
〈x2(t)〉0 = 2Dαtα/Γ(α + 1). This also makes it possible
to compare FER with GER directly.
In Fig. 2, we show the comparison of FER and GER
with MC simulation. The result of MC simulation is
sampled at the dimensionless time t˜ ≡ ν0t = 1014. The
result of FER is obtained by performing the integrals in
Eq. (9) numerically. Fig. 2 (a) is the result for the ex-
ponential DOS, while Fig. 2 (b) is that for the Gaussian
DOS. The horizontal axes are the dimensionless temper-
ature, while the vertical axes are the dimensionless ratio
of the generalized mobility to the generalized diffusion
coefficient, µαa/Dα. The solid line, the dashed line, and
the circles correspond to FER, GER, and MC simula-
tion. From Fig. 2 (a) and (b), one can see that FER ex-
hibits the monotonically increasing tendency of µαa/Dα
against the dimensionless temperature, observed in MC
simulation, which is clearly beyond the reach of GER.
In addition, the quantitative agreement of FER and MC
simulation is surprisingly good for the case of exponen-
tial DOS, whereas the agreement is less accurate for the
the case of Gaussian DOS.
Discussion.– In this section, we discuss the relation of
our results to the previous studies. First of all, let us
consider the limit ǫc → 0, which corresponds to the high-
temperature limit, T˜ = kBT/ǫc → ∞. In this case, the
carriers are thermally excited up to the conduction band,
and hence the Ohmic conduction dominates the hopping
conduction. Theoretically, ǫc → 0 results in α → 1 and
4h˜(ε˜±) →
[
limε˜±→+0 δ(ε˜±) + limε˜±→−0 δ(ε˜±)
]
/2, which
reduces Eq. (9) to the original ER, µa/D = F˜ /T˜ . Hence,
FER is an extension of the ER to the low-temperature
regime, where the hopping conduction cannot be ne-
glected.
Next, we consider the case of finite ǫc. If we impose the
detailed balance to the coarse-grained hopping process,
〈W+〉 − 〈W−〉 = Fa
2kBT
(10)
holds [19]. Then, we obtain from Eq. (6)
µαa
Dα
=
F˜
T˜
, (11)
which corresponds to GER. In fact, the detailed balance
is imposed to the coarse-grained model such as CTRW
in GER [9, 12, 13]. On the other hand, we have im-
posed the detailed balance to the microscopic hopping
process, where the bare hopping rate is given by Eq. (4).
In this case, it is notable that the detailed balance is vi-
olated by the coarse graining, which is manifested in the
coarse-grained hopping rate 〈W±〉 given by Eq. (8). It
is clear from Eqs. (9) and (11) that FER includes cor-
rections which depend on the microscopic details of the
system, such as DOS, while such a correction is absent
in GER. These corrections are crucial in describing the
non-trivial dependence of µαa/Dα on the dimensionless
temperature, for the case of constant Fa/kBT . Hence,
we can see that the significant features of FER originate
in the violation of the detailed balance in the coarse-
grained hopping process. Imposing the detailed balance
to the coarse-grained hopping process, which has been
conventionally performed, neglects the essential features
of this process.
Finally, we compare FER with the result of MC simu-
lation presented in Ref. [6]. In Ref. [6], the hopping sites
are distributed on a three-dimensional cubic lattice with
periodic boundary conditions, and the external force F
is given by F = eE, where e is the elementary charge
and E is a constant electric field. DOS is given by a
Gaussian function with width σ. The result of MC sim-
ulation of Ref. [6] is shown by (red) circles with error
bars in Fig. 3, where the horizontal axis is (σ/kBT )
2 and
the vertical axis is eD/µkBT . The upward arrows in
Fig. 3 show that the data become larger as time goes on,
which implies that the calculation performed is not long
enough for these conditions (probably due to limited cal-
culational resource at that time). For σ/kBT = 2.5, we
show the range of this time evolution with a dashed line,
which is obtained from the inset of Fig. 2 in Ref. [6]. The
result of FER with the corresponding conditions is also
shown by a (blue) solid line in Fig. 3. We have estimated
eD/µkBT byDαF˜ /µαaT˜ , since the diffusion is dominant
for the system under weak external fields. From Fig. 3,
we can see that both the result of Ref. [6] and FER ex-
hibit a monotonically increasing tendency of eD/µkBT
FIG. 3. (Color online) Comparison of FER with the result of
MC simulation of Ref. [6]. The parameter is E = 105[V/cm].
with respect to the inverse dimensionless temperature.
Moreover, the quantitative agreement of the two results
seem to be relatively well, considering that FER is de-
rived for a simplified one-dimensional model. Deriving
FER for two- or three-dimensional models is a future
work, although we expect that the essential features of
the hopping conductance of non-crystalline semiconduc-
tors are already captured in this letter by the simplified
one-dimensional model.
Summary.– In this study, we have presented a novel
Einstein relation, which we refer to as the “fractional
Einstein relation (FER)“, for the electric conduction in
non-crystalline semiconductors. FER is derived from
the fractional diffusion-advection equation (FDAE), to-
gether with coarse-graining the bare (microscopic) hop-
ping probability where the detailed balance is imposed.
The striking feature of FER is that it includes micro-
scopic properties such as the probability distribution of
the energy difference of the hopping sites, which can be
obtained from DOS. This is not the case for the origi-
nal ER, nor for the generalized Einstein relation (GER).
It has been shown by comparing with MC simulation
that the dependence of FER on DOS is essential to re-
produce the non-trivial dependence of the ratio of the
mobility to the diffusion coefficient on the dimensionless
temperature. The crucial difference between FER and
the original ER, or GER, is that the detailed balance of
the coarse-grained hopping process is violated in FER,
while it is preserved in others. This indicates that the vi-
olation of the detailed balance of the coarse-grained hop-
ping process is a key feature for the electric conduction
in non-crystalline semiconductors.
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