Abstract. A general scheme is proposed for constructing vector coherent states, in analogy with the well-known canonical coherent states, and their deformed versions, when these latter are expressed as infinite series in powers of a complex variable z. In the present scheme, the variable z is replaced by a matrix valued function over appropriate domains.
Introduction
One way to define conventional coherent states, over complex domains, is by constructing linear superpositions | z , parametrized by a single complex number z, of vectors {φ m } ∞ m=0 , which form an orthonormal basis in an infinite dimensional, complex, separable Hilbert space H: is a sequence of non-zero, positive numbers, chosen so as to ensure the convergence of the sum in a non-empty open subset D, of the complex plane, and N (|z|) is a normalization constant, ensuring the condition z | z = 1. The coherent states | z are also required to satisfy a resolution of the identity condition:
where dµ is an appropriately chosen measure and I the identity operator on the Hilbert space H. These coherent states are known to have a large number of interesting properties, linking them to physical applications, orthogonal polynomials, generalized oscillator algebras, etc. [1] , [6] , [11] .
In this paper we extend this definition to matrix domains, thereby generating families of vector coherent states. Vector coherent states are well-known mathematical objects, particularly when they are defined as orbits of vectors under the operators of unitary representations of groups (see, for example, [1] , [3] , [4] , [15] ). However, in the present paper we take a completely different route for constructing them, although in special cases the link to a group representation will also emerge.
Vector coherent states -the general set up
Let R be a measure space, equipped with a measure dR and K a second measure space, equipped with a probability measure dK. For (r, k, ζ) ∈ R × K × [0, 2π), let
where A(r), Θ(k) are two (measurable) n × n matrix-valued functions with the following properties (assumed to hold for almost all r ∈ R, with respect to the measure dR and almost all k ∈ K, with respect to the measure dK):
It is then straightforward to verify (e.g., by direct power series expansion) that,
Let χ j , j = 1, 2, ..., n, be an orthonormal basis in C n . Then, {χ j ⊗ φ m } , j = 1, 2, ..., n, m = 0, 1, 2, ..., ∞ , is an orthonormal basis in H = C n ⊗ H. For each Z we define vector coherent states (VCS) as follows:
where once again, N (|Z|) is a normalization factor, which depends only on the positive part |Z| = [ZZ † ] 1 2 of the matrix Z, and {ρ(m)} ∞ m=0 is a sequence of nonzero positive numbers, with ρ(0) = 1. These have to be chosen in a way such that the following two conditions are satisfied.
Normalization:
Resolution of the identity:
where W (|Z|) is an appropriately chosen positive weight function.
A straightforward computation, using the fact that
shows that the normalization condition (2.8) implies the finiteness of the sum:
2 denoting the positive part of the matrix A(r). The resolution of the identity condition (2.9) imposes the following restriction on the weight function W (|Z|) and the matrices A(r):
which can be interpreted as a sort of "matrix moment condition". To see this we note that,
we reduce the last line to
Since dK is a probability measure, using the fact that ∞ m=0 | φ m φ m |= I and imposing the condition (2.11), we immediately arrive at (2.9).
There is an associated matrix-valued reproducing kernel, K(Z † , Z ′ ), with matrix elements,
In view of (2.9), this kernel satisfies the reproducing condition,
Generalized annihilation, creation and number operators
There are a number of operators, associated with the coherent states (1.1), which define the so called generalized oscillator algebras [7] , [8] , [12] , [13] . Similar operators can also be constructed in the context of the VCS (2. In the case where x m = m, we recover from this the standard annihilation operator for a harmonic oscillator. It is also easy to see that this operator acts on the coherent states | z in the expected manner:
Using a, we construct the creation or raising operator a † and the number operator
These three operators generate a Lie algebra (under composition given by the commutator bracket). This is the so-called generalized oscillator algebra, which we denote by A osc . In general, the dimension of this algebra is not finite.
On the Hilbert space, C n ⊗ H, of the VCS | Z, j , we define the corresponding operators as,
They act on the VCS as
and generate the Lie algebra I n ⊗ A osc , which again is generally not finite dimensional.
Using the operators a and a † , we may also define the (formally) self-adjoint operators,
and the related operators
We shall need these operators later, when constructing minimal uncertainty states.
To end this section, let us note that, as a consequence of the resolution of the identity (2.9), there is a natural isometric embedding of the Hilbert space of the VCS into a space of vector valued functions on the domain
is easily seen to be an isometry.
Quaternionic canonical coherent states
As a first example of our general construction, we build in this section VCS using the complex representation of quaternions by 2 × 2 matrices. Using the basis matrices,
where σ 1 , σ 2 and σ 3 are the usual Pauli matrices, a general quaternion is written as
It is convenient to introduce the polar coordinates:
where r ∈ [0, ∞), θ, φ ∈ [0, π] and ψ ∈ [0, 2π). In terms of these,
We denote the field of quaternions by H. The matrices A(r) and σ( n) satisfy the conditions (2.2)-(2.5). Thus, with {φ m } ∞ m=0
an orthonormal basis of an abstract Hilbert space H and χ 1 , χ 2 an orthonormal basis of C 2 , we can define the VCS,
where N (|q|) and x m ! have to be chosen appropriately. In order to determine the normalization constant N (|q|), and the resolution of the identity, first note that in order for the norm of the vector | q, j to be finite, we must have,
Thus if lim m→∞ x m = x, we need to restrict r to 0 ≤ r < L = √ x for the convergence of the above series. In this case, we define 2 is the surface of the unit two-sphere and (φ, ψ) are the angular coordinates of a point on it. Note that D can also be identified with T S 2 , the tangent bundle of S 2 . On D we introduce the measure: dµ(r, θ, φ, ψ) = r dr dθ dΩ(φ, ψ) with dΩ(φ, ψ) = 1 4π sin φ dφ dψ. To obtain a resolution of the identity, we now have to find a density function W (|q|) = W (r), such that
Writing W (r) = N (r) 2π λ(r), this is equivalent to solving the moment problem
for determining the auxiliary density λ(r). With this choice of λ the resolution of the identity (4.5) will be satisfied. As an example, if x m ! = m! we have L = ∞ and then W (r) = 2 π . We shall call the corresponding VCS
quaternionic canonical coherent states. These are the natural generalizations, to quaternions, of the well known canonical coherent states [1] .
defined over C. Treating the vectors | q, 1 and | q, 2 as elements of a basis, we shall define a general quaternionic VCS as a linear combination, (4.9)
c j χ j .
Minimum uncertainty and analyticity properties
It is well-known that the canonical coherent states (4.8) are also states of minimum uncertainty, in the sense that for any one of these states | z ,
where, for any operator A on H and any vector φ ∈ H,
It is possible to construct quaternionic VCS with similar properties. To see this, first note that the matrix q can be diagonalized as,
where, u(θ, φ) = ie and z = re iψ .
Let χ + (θ, φ) and χ − (θ, φ) be the two (normalized) eigenvectors, corresponding to the eigenvalues z and z, respectively. Define the two quaternionic VCS,
The normalization of these states has been chosen to ensure that q, ± | q, ± = 1. From the nature of the operators Q and P , defined in (3.10), it is then clear that these states also have minimum uncertainty:
Next let us look a little more closely at the nature of the isometry (3.11), for the quaternionic VCS. Recall that in this case,
. We are interested in the isometry
A general vector Ψ ∈ C 2 ⊗ H has the form, Ψ = 2 j=1 χ j ψ j , with ψ j ∈ H. We write F = WΨ and introduce the functions,
A straightforward computation then shows that the image of the isometry (5.6) consists of vector valued functions of the type,
where P ± (θ, φ) are eigenprojectors corresponding to the eigenvectors χ ± (θ, φ), respectively. Thus, for fixed (θ, φ), each component function F j (z, z, θ, φ) is a linear combination of two holomorphic functions f 1 (z), f 2 (z) and their antiholomorphic counterparts.
Relation to the Weyl-Heisenberg group
The canonical coherent states (4.8) can be expressed (see, for example, [1] ) in the form,
We now show that the quaternionic canonical coherent states (4.7) also have the analogous representation:
To see this, note that,
Next, since for two operators A and B, the commutator of which commutes with both A and B, the Baker-Campbell-Hausdorff identity,
holds, we may write
Since a m φ 0 = 0 for all m ≥ 1, we have
To develop a group theoretical interpretation for the quaternionic canonical coherent states, we go back to the canonical coherent states as written out in (6.1). The operators q, p and I generate an irreducible representation of g W-H , the Lie algebra of the Weyl-Heisenberg group G W-H , on the Hilbert space H. A unitary irreducible representation of G W-H on H is given by the operators U (ϑ, q, p) = e i(ϑI+p q−q p) . Thus, | z = U (0, q, p)φ 0 . Turning now to the quaternionic canonical coherent states, as expressed in (6.2), we find using (5.2),
Thus,
we observe that for fixed (θ, φ) these operators realize a unitary (reducible) representation of G W-H on C 2 ⊗ H. In terms of these operators,
in complete analogy with the case of the canonical coherent states.
7. Quaternionic VCS from SU (1, 1) representations
As a second example of the construction of VCS using quaternions, we shall obtain, in this section, analogues of the Gilmore-Perelomov [10] , [14] and BarutGirardello [5] coherent states. Both these families of states arise from the discrete series representations of SU (1, 1) . Writing D 1 = {z ∈ C | |z| < 1}, the GilmorePerelomov coherent states, labelled by points of D 1 , are defined to be, (7.1)
where we have used the Pochhammer symbol, 
An element g ∈ SU (1, 1) is a complex 2 × 2 matrix,
and the unitary irreducible representation U κ , labelled by κ, acts on vectors f ∈ H hol (D 1 ) in the manner
The monomials
form an orthonormal basis in H hol (D 1 ). Moreover, identifying the abstract Hilbert space H with H hol (D 1 ) and φ m with u m , it can be shown [1] that the coherent states (7.1) can also be written in the form
Observe, that in the notation introduced in (1.1), in this case we have,
Thus, x m = m 2κ + m − 1 and since lim m→∞ x m = 1, this determines the radius of convergence of the infinite series in (7.1) and hence the appearance of the unit disc. The coherent states (7.1) satisfy the resolution of the identity,
The representation of the Lie algebra of SU (1, 1) on H hol (D 1 ) is generated by the three operators K + , K − and K 3 , which satisfy the commutation relations
They act on the vectors φ m in the manner,
Furthermore, it can be shown [9] that,
where z and w are related by
Equation (7.6) should be compared to (6.1). Note however, that unlike in that case, the operators K + and K − , appearing in (7.6) are not the creation and annihilation operators naturally associated with the expansion in (7.1) (see (3.1)). Indeed, in the present case the operator a has the form:
(7.8) a G-P | z; G-P = z | z; G-P , a G-P φ m = m 2κ + m − 1 φ m−1 .
On the other hand, it is possible to define [5] a second set of coherent states | w; B-G for this same representation of SU (1, 1), using K − as the generalized annihilation operator:
(7.9) K − | w; B-G := a B-G | w; B-G = w | w; B-G , w ∈ C .
These states, known as the Barut-Girardello coherent states, are defined for all w ∈ C and they are of the form: This can be explicitly solved to yield,
where once again, K 0 is the order-0 modified Bessel function of the second kind. Finally, one obtains 
