Despite the growing literature on financial development-economic growth nexus, there is paucity of empirical studies that explore the impact of access to credit and economic performance at the sectoral country level, as an increasing number of studies largely focus on cross-country analyses. This paper investigates the impact of access to bank credit on the economic performance of key economic sectors using sectoral panel data for Kenya. We find a positive and significant impact of credit on sectoral gross domestic product measured as real value added. However, the magnitude of the impact is smaller once factors such as the labour employed and past economic performance of the sectors are taken into account. Policies aimed at financial sector deepening and increasing access to credit are of essence to enhancing economic performance. Such policies should, however, be complemented with strategies that enhance efficiency of the key sectors of economy.
Introduction
The role of financial sector in promoting economic growth is well acknowledged, dating back to the early economists like Schumpeter (1911) who strongly argued in support of finance-led growth. Financial sector plays a key role in channelling savings into productive investment, especially in the formal sectors of the economy. The banking sector in particular is well recognised as a key conduit for financial intermediation in the economy. Access to credit enhances the productive capacity of businesses. Businesses and enterprises with adequate financial access have greater potential to grow. Studies have shown that a number of business enterprises in Africa, particularly the small and medium manufacturing firms are credit-constrained (Bigsten et al., 2000; Loening et al., 2008; Soderbom, 2000) .
Although the literature regarding the role of financial development on economic growth has grown rapidly in recent times, studies that examine bank credit or access to private sector credit and how it impacts on the economic performance of industries or economic sectors (Note 1) have been overshadowed by the increasing number of empirical studies that largely focus on financial development and growth at the cross-country levels. In a survey of recent literature on finance and growth, Ang (2008) observes that although these studies have contributed to the understanding of finance-growth nexus, the results are subject to a number of criticisms, such as failure to account for the significant differences among countries and hence, points to the need for country-specific studies to inform the policy debate. Moreover, whereas broad measures such as broad money (to Gross Domestic Product (GDP)) are often used as a proxy of financial development, they can conceal the real effects of finance on growth since not all the money is channelled or used for investment. That notwithstanding, most studies provide evidence of a positive effect of finance or financial market development on economic growth (Jayaratne and Strahan 1996; Rajan and Zingales 1998; Guiso et al., 2004; King and Levin 1993) . King and Levin (1993) for example, find a positive effect of finance on economic growth based on cross country growth regressions using data for 77 countries. However, a re-examination by Favara (2003) of the analysis by Levine, Loayza and Beck (2000) indicate a weak effect at best. Using time series analysis, Hondroyiannis et al (2005) find a bilateral causal relationship between financial development and economic growth for Greece. The recent work of Demirguc-Kunt and Levin (2008) in a review of the various analytical methods used in finance literature found strong evidence that financial development is important for growth. Lately, empirical work linking banking sector developments to real activity using indicators such as bank credit has started growing out of the broad literature documenting the relationship between financial development and economic growth (see Beck and Levine (2001) for instance). In attempt to improve upon measurements used in cross-country studies on finance and growth, Beck and Levine (2001) measure bank development as bank credit to private sector divided by GDP. For a detailed review of literature on finance and economic growth, see Trew (2006) and Ang (2008) . This paper takes a digression from cross-country studies by using Kenya as a case study to examine the impact of bank credit on the economic performance of key sectors of the economy, i.e. sectoral GDP measured as real value added. The sectors include agriculture, manufacturing, building and construction, transport and communication, wholesale and retail trade and hotels and restaurants. Although Kenya's vision of becoming "a globally competitive and prosperous country" by 2030 is pegged on the economic success of these sectors (Republic of Kenya 2007), one of the constraints to sectoral growth has been hailed to be inadequate access to credit. Credit provision is, thus, expected to play a role as the country forges forward with the realization of its development objectives.
An Overview of the Banking Structure and Trends in Bank Credit to Private Sector

Structure of the Banking Sector
A significant portion of credit in Kenya is extended through the banking system, though there are some other institutions such as savings and credit cooperative societies, finance companies and micro finance institutions that provide credit, mainly targeting small and micro enterprises. However, availability of data for the latter is very limited. The rest of this section explores the developments in Kenya's banking sector.
The banking sector is made up of 44 institutions comprising of 42 commercial banks, 2 mortgage finance companies. In terms of ownership, about 79.5 percent are locally owned while the rest are foreign owned. In 2010, the total net assets for local private institutions constituted 54.7 percent while the local public institutions and foreign institutions constituted 5.3 percent and 40.0 percent of the total assets, respectively.
The banking sector recorded an impressive growth in tandem with improved economic activity after 2003, with return on assets of 3.6 percent in 2010 from 0.5 percent in 2000 (Table I ). The improvement in profitability was attributed to an increase in income streams, boosted by the increase in the level of economic activities. This was coupled with the decline in the industry's stock of non-performing loans. The banking sector is one of the few sectors that remained resilient to the effects of the post-December 2007 general election violence and the global financial crisis, registering annualised profit after tax to average asset ratios (profitability ratios) of 2.8 percent, 2.9 percent and 3.6 percent in 2008, 2009 and 2010, respectively . However, the distribution of profits remained skewed with four major banks accounting for over 60 percent of the total pre-tax profits in the industry.
Insert Table 1 Here On the other hand, growth in private sector credit from the banking sector declined from 26.7 percent in the year to December 2008 to 13.9 percent in 2009 but rose in 2010 to 20.3 percent. Asset quality as measured by the ratio of net non-performing loans to gross loans improved from 9.2 percent in December 2008 to 6.3 percent in 2010.
In terms of capital, the banking sector is well capitalized, mainly on account of fresh capital injection and retention of profits. Capital adequacy in the sector, as well as liquidity has been strong for most of the years. The high liquidity is a reflection of the sector's preference for liquid assets notably risk free government securities. The commercial banks maintained an average liquidity ratio of 51 percent in 2010, way above the minimum requirement of 20 percent. Holding other factors constant, the banking sector is therefore, well placed to provide sufficient credit to spur economic growth.
Trends in Bank Credit to the Private Sector
There has been a significant rise in bank credit to the private sector relative to public sector credit, particularly since 2003 (see Figure I ). The proportion of private sector credit relative to public sector credit increased particularly since 2003. For instance, private sector accounted for 80 percent and 76.5 percent of total credit in 2008 and 2009, respectively. A further decomposition of private sector credit into credit for businesses (private enterprises) and private households shows that the later has increased rapidly (from 3 percent in 1997-1999 to 13 percent of total private sector credit in 2009), mainly on account of stiff competition within the industry that saw an expansion of a range of credit products including personal unsecured loans. That notwithstanding, at 27 percent of GDP, bank credit to the private sector still remain relatively low by international standards. Holding other factors constant, there is still potential for credit growth.
Insert Figure 1 Here
In terms of sectoral allocations, manufacturing sector and the service sector (wholesale and retail trade, restaurants and hotels) accounts for the highest proportion of credit as a percentage of bank credit to the overall private sector, respectively. On the average, the two sectors accounted for a third of the private sector credit in the period 2000-2003 before declining to about 26 percent in [2007] [2008] [2009] . The share of private sector credit to agriculture declined significantly in 2008 following the effects of the post general election violence that adversely affected the agricultural sector. Credit to transport and communication sector has been on the rise mainly on the account of increased infrastructure and construction activities.
Theoretical Framework and Model Specification
The endogenous growth literature underscores the role of finance in promoting long run economic growth and hence, provides a good starting ground for analysing and understanding the impact of credit on economic performance. The usual two factor neoclassical growth model developed by Solow (1956 Solow ( , 1957 and others is extended by incorporating the role of credit. In the finance-growth literature, financial sector services such as credit availability influence economic growth through their impact on capital accumulation and technological innovation (see Levine 1997 , Trew 2006 . Mackinnon (1973) long argued that whereas a farmer could provide own savings to increase the usage of commercial fertilizer, it was a virtual impossibility of a poor farmer financing from current savings, the total amount needed for investment in order to adopt the new technology. Greenwood and Jovanovich (1990) observe that financial institutions produce better information, improve resource allocation (through financing firms with the best technology) and thereby induce growth. It has also been argued that financial institutions like the banking sector are much better placed to evaluate prospective entrepreneurs and hence, likely to finance the promising ones thereby increasing the probability of successful innovation which accelerate economic growth (King and Levine, 1993) .
Assuming a Cobb-Douglas production function
where Q it =real output for industry i at time t; K it = capital stock for industry i, time t ; L it = units of labour utilized by industry i at time t; ,  represent the factor share coefficients whereas  allows for factors changing the efficiency of the production process. We assume that the technical efficiency of the production process is correlated with availability of credit, implying that the parameter A in the production function varies with credit access. Access to credit help boost the rate of technological innovation and hence output (Trew 2006) . In other words, credit constraints limit business expansion and can constrain production processes to economically inefficient scales.
From the foundations of profit-maximization, a firm or industry will employ labour and capital such that the marginal revenue product of labour (MRP L ) equals the wage (w) and the marginal revenue product of capital (MRP K ) equals the user cost (c). Marginal products of labour and capital are derived by differentiating equation (1) with respect to labour and capital respectively. These are then multiplied by unit price (p) to obtain MRP L and MRP K as below
Solving this system simultaneously for K allows us to eliminate capital from the expression for output in equation (1). The resultant expression is given below as
A is assumed to vary with credit accessed. Letting credit to be denoted by CRDT, the basic estimable equation is specified below (Note 2)
Where Q it = real output measured as value added (real GDP) of sector or industry i in year t, L it = employment, i.e. labour employed by sector i, year t, S i = sector-specific effects capturing the impact of unobservable effects, while R= real interest rate (i.e. lending rate) at time t, which is included to capture constraints to borrowing. It is time-specific but same for all sectors. ε it is the error term. In an empirical analysis of the impact of agriculture credit on economic growth in Nigeria, Enoma (2010) finds credit and interest rate to be some of the important factors in influencing economic growth in Nigeria. We also control for labour as a fundamental factor of production particularly in the Kenyan context where most of the entrepreneurial or production activities such as agricultural production are labour intensive. Credit is measured in real terms. All variables are in natural logarithms except the interest rate. We expect a positive impact of private sector credit and labour on real sectoral GDP and a negative effect with respect to interest rate. The cross sections constitute seven sectors which account for over 60 percent of the GDP, out of which agriculture contributes about 25 percent of the GDP (Note 3). The time series are for the period 1998 to 2010.
Methodology
To assess the impact of credit accessed by different economic sectors on their economic performance, we employ panel data estimation methodology. The oft-touted power of panel data derives from their theoretical ability to isolate the effects of specific actions, treatments, or more general policies (Hsiao 2003) . Ignoring the time-specific or sector-specific unobserved (omitted) effects that exist among sectors in the conventional time series and cross-sectional studies on financial development and economic growth leads to biased or misleading results. The basic assumption of the fixed and random effects models is that, conditional on the observed explanatory variables, the effects of omitted (excluded) variables are driven by (1) individual time-invariant such as individual-industry management style and ability, efficiency, or other technical differences between sectors; (2) period individual-invariant-variables that are same for all firms at a given time but that vary through time. These are variables that reflect general conditions affecting the productivity of all sectors but that are fluctuating over time (such as weather in agriculture production). The third class is individual time-varying. Ideally, such sector-specific and time-effects variables should be explicitly introduced into the equation or specification.
The central assumption of random effects model is that the sector-specific effects (random effects) are uncorrelated with the explanatory variables. This assumption is tested using Hausman test. The fixed-effects estimates are calculated from differences within each sector across time. We also note that in most economies especially African economies, past or previous performance tends to influence current economic performance. Hence, for robustness, we also estimated a dynamic panel model with lagged dependent variable using Generalised Method of Moments (GMM) albeit keeping in mind the limited size of the sample. GMM is best suited in dealing with the endogeneity issues and is convenient for estimating extensions of the basic unobserved effects model (Wooldridge 2001).
Empirical Results and Discussion
To assess the impact of credit, we start with a simple, basic model with credit accessed as the only explanatory variable (model 1). In model 2, we control for labour (employment level) in each sector and in model 3, interest rate is added. One-way error component model regression results for both fixed effects and random effects as well as the GMM results (model 4) are reported in Table 2 . In model 3a, we report the results for Seemingly Unrelated Regression (SUR) fixed effects model, which allow for contemporaneous effects between the sectors (i.e. the error terms are assumed to be contemporaneously correlated). This is a more intuitive case since the sectors face more or else similar shocks. For robustness, the two way error component model results (model 2) are also reported in Table  3 . Cross-section heteroskedasticity and correlation among the variables are common problems in panel data. To ensure validity of results, the reported results were obtained by estimating a feasible generalised least squares specification correcting for both cross-section heteroskedasticity and contemporaneous correlation where possible.
Insert Table 2 Here The empirical results (both random and fixed effects models) indicate that access to credit has a statistically significant and positive impact on sectoral GDP. However, the magnitude of the impact is reduced from 0.30 to 0.19 when we control for labour employed. We further observe that when we control for the influence previous economic performance has on current performance using GMM, the impact of credit is statistically significant but drastically reduced (0.04). Nonetheless, the findings support the positive impact of credit on economic performance often reported in the literature (Abu-Bader and Abu-Qarn 2008; Rajan and Zingales 1998; Guiso et al., 2004 among others) , though the impact is smaller. The other variables have the expected signs though the labour variable turned out to be insignificant when real interest rate was added while at the same time controlling for heteroskedasticity. However, the fixed effects SUR model (model 3a) which intuitively captures the effects of correlation between sectors shows all the variables as being highly significant.
Since the cross-sections (sectors) are few, we also reported the fixed effects. In all cases, the results consistently show that there are some unobserved or excluded factors that enhance the effect of credit on economic performance in agriculture, manufacturing, transport and communication and service (wholesale and retail trade, hotels and restaurants) sectors. These could be the quality of managerial or technological skills or other factors that enhance efficiency in those sectors. Agricultural sector accounts for a quarter of the GDP followed by manufacturing sector. The performance of these sectors is thus critical to the performance of the entire economy. On the other hand, there are certain factors associated with building and construction, electricity and water and mining and quarrying that inhibit the economic performance. The F-test statistic for validity of the fixed effects model was found to be highly significant implying the fixed effects model is valid. The Hausman test was also undertaken but was not highly significant-the validity of Hausman test in small samples is however questionable.
The results of the two-way error component model allowing the unobservable effects to vary both across sectors and time period (fixed effects model) or be random across sectors and periods (random effects) as reported in Table  3 corroborate the results reported above. The impact of credit is positive and significant (Note 4). Additionally, period fixed effects shows that there are certain factors or measures undertaken, which consistently enhanced economic performance over time, particularly in the period from 2005 to 2010. This relates to the period that saw a number of policy strategies and reforms in revamping economic growth after the National Rainbow Coalition (NARC) government came into power in 2004. These included economic, institutional and governance reforms aimed at enhancing productivity to spur growth.
Insert Table 3 here
Conclusion and Policy Implications
Despite the growing literature on financial development and economic growth, empirical studies that divulge into how access to bank credit impacts economic growth at the country or sectoral level are scant. Using sectoral panel data, the paper makes a contribution by investigating the relationship between access to credit and sectoral economic performance (i.e. sectoral GDP) in Kenya. In particular, we employ panel data estimation, specifically the fixed-effects approach to capture sector-specific effects, which if correlated with the explanatory variables, can lead to inconsistent or misleading estimates. Failure to control for fixed effects in purely time series-based studies can lead to biased or misleading results.
In general, there has been a rise in bank credit to private sector in the recent past. More importantly, the empirical results show a positive impact of credit on sectoral GDP, consistent with other findings in the literature. However, the magnitude of the impact is smaller when other factors such as labour and past economic performance of the sectors are controlled for. The fixed effects model also shows that there some unobserved factors that enhance economic performance of key sectors such as agriculture, manufacturing, transport and communication and service sectors. (1) Measured as a ratio of total regulatory capital (tier 1 and 2) to total risk weighted assets, (2) Measured as a ratio of total non-performing loans to total loans, (3) Measured as a ratio of annualized profit after tax to average assets, (4) Measured as ratio of total liquid assets to net deposit liabilities. 
