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ABSTRACT 
The solution space of the matrix equation Hx = u is decomposed by a projection 
which leads to a recurrence for H - I. For tridiagonal H it is shown that the elements 
of H -’ can always be completely factorized. An explicit expression is obtained for 
H - ’ when H is tridiagonal with constant interior elements and arbitrary boundary 
elements. This result reduces to a particularly simple form when H is Toeplitz. For 
general N X N tridiagonal H, the maximum number of arithmetic operations to obtain 
any element of If -r is asymptotic to 6N, and to obtain H - ’ it is N2 + 14N. To obtain 
the vector r the number of operations ranges from 8N to 11N. 
INTRODUCTION 
Inhomogeneous band matrix equations occur in numerous technical 
problems. They arise naturally in the analysis of the response of discrete 
interacting systems to external excitations, and from discretizations of linear 
differential equations and their associated boundary conditions. For example, 
studies of electrical impedance ladder networks, disordered spin chains, 
diffusion on macromolecules, etc. are usually focused on the determination 
of the eigenvalues and the inverse of an interaction band matrix H. The 
inverse matrix H -’ is often referred to as the system response matrix. 
Particularly difficult to solve are matrix equations of disordered systems, for 
which the interaction matrix elements are not simply related (see Ref. [l]). 
Although the complete solution of disordered system problems often involves 
numerical computations, it is very useful to obtain analytic solutions. 
Many direct and indirect methods are available in the literature for 
determining the response matrix Z-Z -‘. As mentioned by Householder [2], 
most direct methods, including all those in use by 1964, are based on a 
factorization of H or on forming an invertible product AH. Householder’s 
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remark appears to remain true today, although he lists in his prodigious 
bibliography a paper by Edgar Asplund [3] (1959), which gives a general 
framework for a distinctly different approach to band matrix inversion. 
Starting with the proof of a geometric lemma concerning the relative ranks 
of direct sum decompositions of a finite vector space, Asplund develops a 
formal characterization of the general structure of the inverse of a band 
matrix H. He proves a statement about the maximum rank of certain 
submatrices of H -l, and under particular conditions, he gives a formal 
decomposition of H - I, based on a partitioning of H. 
The method presented here for studying band matrix inverses is based on 
direct sum decompositions, by projection, of the solution space of inhomoge- 
neous band matrix equations. The general theory, given in Sec. I, has the 
same basis as that of E. Asplund [3], but the development of the projections 
is different, and several important practical details, which are not considered 
by Asplund, are analyzed. In particular, it is shown that it is useful to 
introduce two distinct sets of projections when H is nonsymmetric, and that 
all projections may be obtained by recursion. 
In Sec. II, the general theory is applied to tridiagonal matrices (con- 
tinuants). Such matrices have received much attention in the literature. A 
few selected references are [4-141. S. 0. Asplund [4] (1959) develops a 
method for inverting tridiagonal matrices analogous to the Green’s function 
technique for solving linear differential equations. For symmetric, tridiagonal 
H, he shows that the elements of H-’ may be written as products of 
solutions of the associated homogeneous equations. It is shown here that 
similar expressions are obtained for the elements of H - ’ when H is nonsym- 
metric tridiagonal, provided that H has no vanishing elements in its sec- 
ondary diagonals. Explicit expressions are given for the elements of H - ’ in 
terms of a single third order recurrence, and numerical considerations show 
that the projection-recurrence method leads to very efficient algorithms for 
determining H - ’ and the solutions of the band matrix equations. When H 
contains vanishing elements in both secondary diagonals, transformations are 
given for obtaining valid forms of H - ‘. The results are similar to those given 
by Capovani [5] (1970, in Italian) without derivation. 
Also in Sec. II, an exact, closed expression is given for H-’ when H 
contains constant interior elements and arbitrary boundary elements. The 
result encompasses the solutions of a large number of boundary value 
problems involving second order difference equations with constant 
coefficients. As a special case, a compact expression using hyperbolic func- 
tions is given for the inverse of a tridiagonal Toeplitz matrix, and compari- 
sons are made with previous results [6-91. Kounias [6] (1968) determined 
H - ’ by introducing a special inhomogeneous vector u with components 
BAND MATRIX EQUATIONS 35 
forming a geometric sequence and solved subsequent difference equations to 
obtain a power series expansion for x = H - ru. The method of Uppuluri and 
Carpenter [7] (1970), a variant on that of Kounias, leads to H -’ in terms of 
eigenvalues of powers of a two dimensional transfer matrix. Mentz [8] (1976) 
determined H - ’ for symmetric H using a variant of the Green’s function 
approach adopted by S. 0. Asplund [4]. The resultant forms of H-’ given in 
Refs. [6-81 are all similar and can readily be transformed into the compact 
form given here. Trench [9] (1974) develops an algorithm for numerical 
computation of H -I when H is a Toeplitz band matrix. It is shown that for 
the tridiagonal case, H -I is calculated more efficiently using the closed form 
of H - ’ than by using the Trench algorithm. 
All previous results concerning the inverse of special band matrices 
examined by this author are easily derived using the projection-recurrence 
method. It is a strong merit of the method that H -’ may always be cast in a 
form determined by a single recurrence of order b, where b is the width of 
the nonzero band in H. 
I. DECOMPOSITION OF THE SOLUTION SPACE 
The matrix equation to be solved is 
Hx=u, (1.1) 
where x=(x1,...,+} and u={u~,...,u~} are column vectors in an N- 
dimensional vector space 7’. The matrix H is an N X N nonsingular band 
matrix of the form 
\ 
\ 0 \ 
\ 
H= ‘\\ 
2 ‘1 
b 
\ \ 9 (1.2) \ d \ 
\ \ 
\ \ 
-0 ‘1 
\ 
with elements /+, =Oforallm-Z>r,andaIl-m>r’,withr,r’=1,2,...,N 
- 1. The elements in the band of width b = 1 + r + T’ may be zero or nonzero 
in general. Denoting the inverse of H by G, then 
HG=GH=Z, 0.3) 
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where I is the identity matrix. The formal solution of Eq. (1.1) is given by 
x= Cu. 
Let Q be an N X N matrix that satisfies the equation 
(1.4) 
QHQH = QH. (I-5) 
Since QH is idempotent, it is a projection operator on some subspace of V 
[15, p. 731, and it follows using (1.3) that HQ is a projection operator. The 
matrices P and R defined by 
P=I-QH and R=I--HQ (1.6) 
are also projection operators [I5, p. 741. Hence, the solution space of Eq. 
(1.1) and its dual, H ‘x’ = u, have the direct sum decompositions 
and 
r=Px+QHx=Px+Qu 0.7) 
x~=R+~‘+Q+H+~‘=R+~+Q+~. (1.3) 
The symbol ’ denotes the adjoint operation. If a matrix Q can be found such 
that QH is idempotent, then the solutions x and x’ are completely de- 
termined in terms of the elements of Q. 
Take r (upper band width) <T’ (lower band width), without essential loss 
of generality. It is postulated that Q is a lower triangular matrix with 
elements Qnk such that Qnk = 0 for all n <k + T. The matrices Q and QH have 
the form 
Q= 
0 ’ 0 
-----_c- 
\ 
\ I I 10 ] \ and QH= Q#O’\\\ i 0 
O1 0 --_ ______- 
I’ * 
S’ ‘(XT 0 
I \ 
I 
\ I (1.9) 
S T respectively (N- r) X T and (N- r) X (N- r) submatrices 
of QH. From the form of QH in (1.9) it follows that rank( QH) =rank( 2’) <N 
- r. In order to satisfy (1.5) it follows that T2= T and Z’S = S, i.e., T is any 
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projection operator on the subspace spanned by the columns of S. The 
simplest choice for T is the identity matrix. 
For example, when H is tridiagonal with N = 4, QH has the form 
QH= 
0 ’ 0 _,______________________o___ 0 ----___ 
QL?lh,, ’ Q&I, 0 0 
Qah + Q&x ; Q&IS + Q&B Q32h23 0 * 
Q&n + Q&a 1 Q&E + Q&iv + Q~h~~ Q&B + Qaha Q&a _ 
(1.10) 
Scanning from right to left across the rows of T in (1.10) shows that setting 
T= I defines all elements of Q recursively by H, provided that the elements 
of H above the diagonal are nonvanishing (degenerate cases are considered 
in Sec. II). Setting T= I also determines S by H and Q. 
In general, when there are no vanishing elements in the rth diagonal 
above the main diagonal of H, rank( QH) = rank(T) = rank( Q) = N - r, and 
from (1.6), rank(P) = r. Hence for any choice of T, (1.7) satisfies Theorem 2 
in E. Asplund [3]. For T= I it follows that the lower square triangular 
submatrix of Dim N - T in Q is the inverse of the N- r square triangular 
submatrix of H defined by Asplund by partitioning off the last r rows and the 
first T columns of H. 
Explicitly, setting T = I gives the equations 
n=r+l,..., N, k=r+l,..., ?r. (1.11) 
These equations constitute a set of column recurrence relations which 
defines all elements of Q in terms of the band elements of H. Explicitly, one 
sets k=fl,n-1 , . . . , I + 1 to obtain recursion. An analogous argument requir- 
ing the idempotency of HQ leads to the row recurrence relations 
TL+r 
c h,,lQuc = an3 k for n=l,..., N-T, k=l,..., n, (1.12) 
l=k+r 
which are compatible with Eq. (1.11). To obtain recursion in Eq. (1.12), one 
sets n=k,k+l ,..., N-T. Using Eqs. (1.6), (l.ll), and (1.12), the elements of 
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the projectors P and R are given by 
(1.13) 
k=l I=1 
(R+x’,ek)= $j. Rnk& with R,=S,,k- i hnlQw (1.14) 
n=N--r+l l=k+r 
The vector ek = { 0,. . . , lk, . . . , o} is a natural basis vector, and summations are 
defined to be zero when the upper limit is less than the lower limit. It is seen 
that P projects on the subspace of the first T components of x, and that R ’ 
projects out the last r components of x’. Although R does not appear 
explicitly in Eq. (1.7), it plays an important role in the solution x of Eq. (1.1). 
The components of x, using Eqs. (1.7), (1.9), and (1.13), are given by 
x,= i P&k+ niro,Uk for n=r+l,...,N. (1.15) 
k=l k=l 
Equation (1.15) expresses all x, for n >T in terms of the first r components of 
x and the known elements of Q. Note that Eq. (1.15) does not contain the 
last r components of u. The complete solution x of Eq. (1.1) is obtained by 
substituting x, defined by Eq. (1.15) into the last T equations of (l.l), and 
solving the resulting set of r equations for the components x1,. . . ,x,. 
When r>r’,_it is expedient to postulate an upper triangular matrix Q 
with elements Qnk = 0 for k <n + T’, which leads to a set of T’ equations to 
obtain x. Also, the introduction of Q is crucial in obtaining complete 
factorization of the elements of G in Sec. II. Requiring that QH be 
idempotent, and defining projectors p and R by 
P=I-HQ and R=Z-QH, (1.16) 
we obtain the decompositions 
x = Rx + QU and x’ = p’x’ + Q’u. (1.17) 
Arguments analogous to those used in developing (1.15) yield the following 
equations: 
(e,,,Rx)= 2 &xk with E,,k=sn,k- ,_$+v,&lhrk. 
k=N-r’+l n 
(p+x’,e,) = 5 F x’ 
(1.18) 
nk .I 
n=l 
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- 
where Qnk is defined by the recurrence relation 
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(1.19) 
The component form of x in (1.17) is 
X” = &‘k+ ,_iir, QflkUk for n=l ,. . .,N- r’. (1.20) 
k=N-r’+l n 
The complete solution x of (1.1) in terms of Q is obtained by substituting 
x1,. . . , xrs+ 1 from (1.20) into the first r’ equations in (1.1) and solving the 
resulting set of equations for the components xN_ I I + l,. . . , xN. 
This completes the general decomposition procedure. Now consider the 
important case when H is tridiagonal, which corresponds to any system of 
second order linear difference equations having two-sided boundary condi- 
tions. Tridiagonal matrices occur in numerous applications such as in first 
order Markov chains and in the approximation theory of cubic splines. 
Tridiagonal matrices are also important because they are similar to square 
matrices. 
II. TRIDIAGONAL H 
Assume that H has the general tridiagonal form 
(2.1) 
In this case r = T’ = 1 and Eqs. (1.15) and (1.20) are easily solved in conjunc- 
tion with (1.1) to obtain the vector x. Explicitly, substituting x,,, and +_r 
from (1.15) into the last equation in (l.l), which is ‘~~_~x~_i + &,x, = u,, to 
obtain xl, and then comparing the resultant x, in (1.15) with (1.4) gives the 
elements of G in terms of the elements of Q. Similarly, substituting rr and 
X, from (1.20) into the equation plxl + yix,=_u, to obtain x, yields the 
elements of G in terms of the elements of Q. The results, after a little 
manipulation noting that Qnk = 0 for n <k and Q& = 0 for n > k, are 
G,,, = R, P,, w,,’ = R,,p,, i@&’ + Qnk for n<k, 
G,,k = R,,p,, k&G1 = R, P,, w,,’ + Qnk for n>k, (2.2) 
n,k=l,..., N, 
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where 
From Eqs. (1.12) and (1.19), the elements Qnk and QRI( are determined by 
the third order recurrences 
Q n+l,k =Y,‘(6,,-P,Q~-cu,-IQ”-l,k), 
for n=l,..., N-l k=l,..., n, (2.4) 
and 
for n=l ,.,., N-l, k=l,..., n, (2.5) 
with Qnk = 0 for n G/c, and Qnk = 0 for n > k. A similar column relation for 
Qnk follows from (1.11). The starting points of the recursions in (2.4) and - 
-1 
(2.5) are Qk+l,k=?‘k 3 and Qk,k+l=ak - ‘, respectively. As long as no ele- 
ments of the sets {yL,l=l,..., N-l} and {c+Z=l,..., N-l} are zero, all 
the elements Qnk and Q&are well defined, and G,, may be determined from 
(2.2) in terms of Qnk or Qkn. 
When yr =0 or (II[ =0 for some 1, it is useful to make the following 
transformations. Assume the sets of elements { yr} and { CX~} in H, denoted by 
y and (Y, are each replaced by another set of nonze_ro elements { $} and { CX;} 
denoted by y’ and CX’, respectively. Let F and F be N X N matrices with 
elements FJy’) and F,,(a’), and let F’ and F’ be N X N matrices with 
elements Fik and FL, defined by transformations 
n-l 
F;k= ;,!$Ankb’)Fnkb’) with 
(2.6) 
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Assuming that the limits in (2.6) exist, the transformation of Qnk and & in 
(2.4) and (2.5) in accordance with (2.6) gives the recurrences 
It is evident from (2.7) that all QAk and QA are well defined when (Y, =0 and 
y,, = 0 for some n, and that 
Q;k = Qk (2.8) 
Transforming all functions in (2.3) in accordance with (2.6) and noting (2.8) 
gives 
Note that R,& can be expressed in terms of the function Qh+r,k, which is 
well defined by (2.7), even though it cannot be defined by (2.6) in terms of 
the elements of Q. Recasting Gnk in (2.2) in terms of the primed functions 
gives the compact representation 
G,k=R,(y)~;,i&@;,l= -A,(y)R&P;,P&‘,,, for n<k, 
(2.10) 
G,k=&,,(a)~;ki?,,~;,l= -&,,(a)R;,,P,‘,P&‘,,, for n>k, 
where L&,,(Y) and &_,,(Lx) are defined in (2.6) and all other functions are 
defined in terms of Qik determined by (2.7). The second form of G in (2.10) 
is similar to that given by Capovani [S]. 
Since G,, has been expressed in three different forms in (2.2) and (2.10), 
it is worthwhile at this point to summarize the range of validity of each form 
and to make several pertinent observations. Consider the expressions in (2.2). 
If no element of y or cr is zero, all forms in (2.2) are valid, and we have the 
important result that G,, is factorized into the product of two functions, 
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each depending only on one index. In this case it follows that the Green’s 
function G(x, x’) (when it exists) of the continuum limit second order 
differential operator associated with 2% has the separable form G(x,x’)- 
P(x)R(x’). If some element of y is zero, then G,, cannot be expressed in 
terms of unbarred functions invoJving Qnk, and similarly, if some element of 
(Y is zero, then forms involving Q,_, are not valid. From (2.2), transformations 
relating barred and unbarred functions are obtained. They are 
with 
The inverse transformations are found simply by interchanging all barred 
and unbarred functions in (2.11). When H is symmetric, G is symmetric and 
it follows from (2.2) that Rm = &,,, etc.; hence A= 1. Note from (1.7) and 
(1.8) that P,, and RM are proportional to solutions of the homogeneous 
equations. In this case (2.2) has the same form as given by S. 0. Asplund [4] 
(1959). When H is of the divergent type, i.e., certain row sums are zero, as 
considered by S. 0. Asplund [4] and Rose [14] (1969), then Eq. (2.4) is easily 
solved for Q, and G is obtained explicitly. 
Now Consider (2.10). The form of Gnk in (2.10) is valid even when some 
element of y or LY is zero. It is seen that G, = 0 when A,(y) =O for n <k, - 
and Gnk = 0 when R,(a) = 0 for n >k. Thus, by inspection of H one can 
immediately determine which elements G,,k will be zero due to zeros in the 
sets LY and y. A simple physical interpretation of these zeros in G will be 
discussed shortly. 
Numerical Considerations 
Although it is not the main intent here to discuss the details of numerical 
computation using the decomposition method, it is a simple matter to 
determine the number of elementary operations necessary to invert a tridiag- 
onal matrix when the two off diagonal bands are dense. Noting from 
(2.3)-(2.5) that RNk = Y~Q~+~,~, and &,= ~y~&,,+i, where yN and (Ye are 
BAND MATRIX EQUATIONS 43 
arbitrary and are conveniently defined by yN = aN = 1, it follows from (2.3) 
that W,, = - PN+l,l and WIN= - PI,,,+ 1. Thus (2.2) may be written as 
From (2.3), (l.ll), and (2.4), it follows 
currence relations. They are 
for n<k, 
(2.12) 
for n>k. 
that RN7 and P,, also satisfy re- 
aYn_lP,_l,l+~,P,l+YnP,+l,l=O with P,,=l, Po1=0, yN=l, 
(2.13) 
Yk_1RN,k--l+PkRN7r+~kRN,k+l=O with R*=l, RN,N+l=O, LyN=l. 
Asymptotically, it takes 8N arithmetic operations to calculate all RN7 and 
Pnl, and the number of operations to calculate any element of G is 4N to 6N. 
The product R,,P;-,, 1 can be formed by using Pi.I,l as the initial value in 
the second equation in (2.13). Since similar equations hold for Pik and &,,, 
and one final multiplication must be performed for each G,, excluding the 
first row and column, the total number of operations to find the matrix G is 
-(N - 1)’ + 16N-N2 + 14N. This may be contrasted with Gaussian elimina- 
tion, which takes -3N’ operations to determine the inverse of a tridiagonal 
matrix. In order to solve (1.1) for x it is more efficient to use (2.2) in 
conjunction with (1.4) to first determine the components xi or x,, which 
takes 4N to 6N operations, depending on the number of zero components in 
the inhomogeneous term U, followed by recursion of (1.1). The total number 
of arithmetic operations ranges from 8N to llN, which is comparable to 
Gaussian elimination. 
Determination of the number of operations to find G or x when the band 
in H is sparse, i.e., some yk or (Ye are zero, is more complicated and will not 
be considered here, but it is reemphasized that the sparseness is taken 
directly into account through the prefactors Akn and &, in (2.10). 
Diflerence Equations with Constant Coefficients 
In general, Eq. (2.7) cannot be solved in closed form, but when the 
matrix H has constant interior elements /I, = - /I for I= 2,. . . , N - 1, and 
‘y~=a and y,=y for 1=2,..., N -2, with arbitrary boundary elements, Q& is 
easily evaluated from (2.7) by extending the index limits to infinity. The 
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equation to be solved is 
Q d+l,k=~~nk-PQ~k-(~~Q1:-1.k for n,k=l,... (2.14) 
with Q& = 0 for n < k. It is evident that QLk depends only on n - k and is 
independent of any upper limits imposed on n and k. Equation (2.14) is 
solved by introducing the generating function Q;(z), or z-transform, defined 
bY 
QA4 = n.k Qh-"a (2.15) 
Transforming (2.14) to obtain Q;(x) and inverse transforming using a stan- 
dard contour integral technique for z-transforms [16, p. 5.31 gives 
Q;,= (ay)(“-“)/2Sinhs~~~k)e, where 0 = cash - ’ [$-i/s]. 
(2.16) 
The functions sinhx and coshx are the hyperbolic sine and cosine functions. 
The elements G,, are completely determined by substituting QA from (2.16) 
into the expressions in (2.9), for any distinct boundary elements ai, ~y~_i, yi, 
YN-1, PIP and PN. 
When the boundary elements are equal to the interior elements, i.e., 
CYi=(YN_-l= LX, yi= yN_i= y, and Pi= /3,= - /3, then H is a tridiagonal 
Toeplitz matrix. Toephtz matrices are important in numerous areas of 
application (see for example Refs. [17-191). It follows from (2.16), (2.9), and 
(2.10) that the elements of the inverse of the tridiagonal Toeplitz matrix are 
Gnk= -(a~)-~‘~( ;) (k-n)/asinhnBsinh(N- k+l)B 
sinh8sinh(FV+ 1)0 
for n<k, 
(2.17) 
The form of Gnk given in (2.17) is a compact variant of similar results given 
in Refs. [6-81. It is noted that the number of arithmetic operations needed to 
compute the first row and column of G,, is O(N), which agrees with Trench 
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[ll]; however, the number of operations to compute G from (2.17) is 
asymptotic to N2, as compared with 2N2 using the Trench algorithm (see 
A. K. Jain-[20]). 
From the general expression numerous cases are easily derived. For 
example, when /3=26 , taking the limit 8+0 gives 
G 
nk 
k--n n(N- k+ 1) 
N+l 
G 
nk 
n-k k(N-n+l) 
N+l 
The numerical case (Y = y = p/2= 1 in (2.18) agrees with that given by 
Gregory and Kamey [lo, p. 461 and by Hoskins and Ponzo [ll]. 
for n<k, 
(2.18) 
for n > k. 
Taking the limit N+cc in (2.17), with 0 #O, yields 
Gnk= _ ;(+l/“( ;)(k-n”2 e-(k-“)e 
sinh8 
for n <k, 
(n-k)/2 ,-(n-k)@ 
(2.19) 
(&,= - +(ay)-1/2 
sinh e 
for n>k. 
Equations (2.17) and (2.19) provide a useful means of studying the difference 
between finite time and infinite time response in Toeplitz systems. 
Finally, a general expression for the eigenvalues of H is readily obtained 
from the poles of G,,, i.e., the zeros of sinh(N+ 1)8. Using the product 
expansion of sinh0 in terms of coshB [21, p. 341 leads to the eigenvalues hk 
given by 
Akk= -_p+2~cos& for k=l,...,N, (2.20) 
which agrees with Bellman [22, p. 2221. In the symmetric case a = y, (2.20) 
reduces to the expression given by Gregory and Kamey [lo, p. 1371. 
Solutions of difference equations, such as (2.4) in Qnk, with variable 
coefficients restricted to certain functions of n are available in the literature, 
e.g. [23]. 
Physical InteFetution 
A physical interpretation of each of the factors constituting G& in Eq. 
(2.2) is manifested by the following example. Consider the passive section of 
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FIG. 1. Segment of a disordered chain of nodes with node multipliers &, 
internode interactions yk, and terminal sources u, and u,. 
a linear chain of interacting nodes (states) shown in Fig. 1. The components 
of x represent node (state) variables, y and u,,, are “sources,” and H is the 
Hermitian matrix of nearest neighbor interaction constants (transition proba- 
bilities). Such a chain might be a general ladder impedance network, where x 
is the node potential vector, u is the current source vector, and H is the 
admittance matrix. (Impedances connected to the reference node are not 
shown.) These networks are extremely important in filter synthesis. The 
chain may also represent a system of discrete interacting states, each of 
which is assigned an occupation probability x,, with elements of H being the 
interstate transition rates. The eigenstates and the transport properties of this 
system have been studied extensively. (For a survey prior to 1965, see [24], 
and for recent references see [25-271.) 
The transfer matrix of the chain segment shown in the figure is defined 
by the equations 
XI = 4mxm - %,urn and u1 = C&,x,,, - D[,,,u,,,, (2.21) 
where A,,,, = xl/x, with u, = 0, etc. Using Eqs. (1.4) and (2.2), it follows from 
superposition that the factors of the response matrix elements for the chain 
segment are related to the transfer matrix elements by the equations 
Thus, it is seen that for a chain with N nodes, Eq. (2.2) is a decomposition of 
GtJ, in terms of transfer matrix elements of different segments of the chain. 
Explicitly, G,,, may be written in the form 
G _ 1 Anh’ Bnk 
nk c I I 1N Gv DIk ’ with B&=0 forn>k. (2-B) 
When Gd is written in the form given by (2.10), the factor Ah(y) shows 
explicitly that the response x,, due to an excitation u, is zero if any 
interaction constant yl is zero when 1 is between n and k. 
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CONCLUDING COMMENTS 
The projection-recurrence method systematically reduces the study of 
discrete linear system response functions to the study of the matrix Q whose 
elements are determined recursively. To obtain analytical solutions of band 
matrix systems of bandwidth b = 1 + T + T’ requires the resolution of min(r, r’) 
coupled equations. When r= 1, the elements of the response matrix are 
completely factorized [see Eqs. (2.2) and (2.12)]. This factorization gives 
physical insight, and it is useful in applications involving boundary value 
problems [28]. The exact inverse of a tridiagonal matrix with arbitrary border 
elements and constant interior elements is as easily obtained [see Eq. (2.16)] 
as that of a tridiagonal Toeplitz matrix. Solutions of a large number of 
boundary value problems involving second order difference equations with 
constant coefficients, as considered in the recent work of Evans and Avdelas 
[29], are contained in these results. Finally, the projection-recurrence 
method leads to efficient algorithms for numerical determination of tridiago- 
nal band matrix equation solutions and matrix inverses. 
I wish to thank Professor V. R. Algazi and W. A. Ga&er of this 
department fm several stimulating conversations about this work. I am also 
indebted to the referee for numerous constructive critisrns and for pointing 
out references [3-91. 
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