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BPA Bisimilarity is EXPTIME-hard
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Abstract
Given a basic process algebra (BPA) and two stack symbols, the BPA bisim-
ilarity problem asks whether the two stack symbols are bisimilar. We show
that this problem is EXPTIME-hard.
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1. Introduction
Equivalence checking is the problem of determining whether two systems
are semantically identical. This is an important question in automated veri-
fication and, more generally, represents a line of research that can be traced
back to the inception of theoretical computer science. In particular, bisimi-
larity is a fundamental notion for process algebraic formalisms [1] and enjoys
pleasant mathematical properties. As a result, a great deal of research in
the analysis of infinite-state processes (such as pushdown automata or Petri
nets) has been devoted to deciding bisimilarity of two given processes, see
e.g. [2] for a comprehensive overview.
In this note we study bisimilarity for basic process algebras (BPAs). A
BPA consists of rules of the form X
a
−֒→ Y1Y2 · · ·Yk, where X, Y1, . . . , Yk ∈ Γ
are stack symbols and a is an action, see Section 2 for formal details. A BPA
induces a (generally infinite) labelled transition system on Γ∗ with Xβ
a
−→ αβ
whenever X
a
−֒→ α (where α, β ∈ Γ∗). BPAs are also called context-free
processes and are closely related to context-free grammars in Greibach normal
form. They can be viewed as pushdown automata with a single control state.
There is a large body of literature on decidability and complexity of de-
termining bisimilarity for two processes in the process rewrite systems hi-
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erarchy and beyond, see [2, 3] for comprehensive and up-to-date surveys.
For many process classes the precise complexity of bisimilarity is unknown.
Let us focus here on the results that pertain most to the present note. Al-
though language equivalence for context-free grammars and hence for BPAs
is undecidable, bisimilarity of BPAs was shown to be decidable [4] in doubly
exponential time [5–7]. Se´nizergues proved decidability of bisimilarity for
general pushdown automata, even for the slightly larger class of equational
graphs of finite out-degree [8]. Lower complexity bounds have also been
obtained: Strˇ´ıbrna´ [9] showed that weak bisimilarity of BPAs is PSPACE-
hard.2 Mayr [10] subsequently proved PSPACE-hardness for bisimilarity of
pushdown automata. Srba [11] improved both results by showing PSPACE-
hardness for bisimilarity of BPAs. Kucˇera and Mayr [12] proved that bisim-
ilarity of pushdown automata is EXPTIME-hard. Then Mayr [13] showed
EXPTIME-hardness also for weak bisimilarity of BPAs. In this note we prove
that bisimilarity of BPAs is EXPTIME-hard, thus improving or subsuming
all hardness results mentioned above.
Our result establishes a contrast between BPAs and two related models,
called one-counter processes and basic parallel processes (BPPs), respectively.
One-counter processes are another subclass of pushdown automata with only
two stack symbols, one of which is a bottom-of-stack marker. Bisimilarity
for one-counter processes is PSPACE-complete [14]. BPPs can be viewed as
a parallel (or commutative) variant of BPAs in which the rules may not only
rewrite the leftmost stack symbol but an arbitrary one. BPP bisimilarity was
shown PSPACE-complete as well [11, 15]. Our EXPTIME lower bound shows
that the complexity for BPAs is different (unless EXPTIME = PSPACE).
The following known results rule out certain possibilities to extend our
new lower bound: EXPTIME-hardness also holds for weak bisimilarity of
normed BPAs [13], where “normed” means that the labelled transition sys-
tem has from each X ∈ Γ a path to the empty word. However, strong
bisimilarity of normed BPAs is decidable in polynomial time [16], see also
[17] for a recent development. Similarly, bisimilarity of visibly pushdown au-
tomata is EXPTIME-complete [18], whereas bisimilarity of visibly BPAs is
in P [18].
2 “Weak” in the context of bisimilarity means that transitions may be labelled by a
“non-visible” action τ that can be combined with any other action. We mean strong
bisimilarity in this note unless explicitly stated otherwise.
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From a technical point of view, the proof in this note improves Srba’s
PSPACE-hardness proof [11]. A careful inspection shows that his reduc-
tion (from the QBF satisfiability problem to bisimilarity of BPAs) can be
decomposed into two parts:
• The first part is a reduction to a particular reachability game on a
counter, where one of the players attempts to reach a configuration
from a particular set, and the other player wants to avoid that. The
counter is succinct, i.e., the numbers are represented in binary.
• The second part is a reduction from this game to BPA bisimilarity.
Thus, the counter game was implicitly proved PSPACE-hard in [11]. In this
note we consider the counter game separately and show that it is in fact
EXPTIME-complete. This is done by adapting (or using) an EXPTIME-
completeness result on succinct counters from [19]. The second part of Srba’s
reduction (from the counter game to BPA bisimilarity) is then easily adapted.
2. Preliminaries
Let N denote the set of nonnegative integers.
A labelled transition system (LTS) is a triple (S,Σ,−→), where S is a
countable set of states, Σ is a finite set of actions, and −→ ⊆ S × Σ × S is a
transition relation. We write s
a
−→ t to mean (s, a, t) ∈ −→. The LTS is finitely
branching if each s ∈ S has only finitely many outgoing transitions s
a
−→ t.
Given an LTS, a (strong) bisimulation is a relation R ⊆ S × S such that
for all (s, s′) ∈ R and a ∈ Σ we have: (1) for all t with s
a
−→ t there is t′
with s′
a
−→ t′ and (t, t′) ∈ R; and (2) for all t′ with s′
a
−→ t′ there is t with
s
a
−→ t and (t, t′) ∈ R. We write s ∼ s′ and say that s and s′ are (strongly)
bisimilar if there is a bisimulation R with (s, s′) ∈ R. We remark that ∼ is an
equivalence relation and the the union of all bisimulations. Due to Ko˝nig’s
lemma we also have the following inductive characterisation of bisimilarity
of finitely branching LTSs: Consider the decreasing sequence of equivalence
relations ∼0 ⊇ ∼1 ⊇ ∼2 ⊇ · · · defined as the equivalence relations with
∼0 := S × S, and s ∼ℓ+1 s
′ if for all s
a
−→ t there is s′
a
−→ t′ with t ∼ℓ t
′. Then
we have ∼ =
⋂
ℓ∈N∼ℓ; so s 6∼ s
′ implies s 6∼ℓ s
′ for some ℓ ∈ N.
A basic process algebra (BPA) is a triple (Γ,Σ, −֒→), where Γ is a finite set
of stack symbols, Σ is a finite set of actions, and −֒→ ⊆ Γ× Σ× Γ∗ is a finite
set of transition rules. We write X
a
−֒→ α to mean (X, a, α) ∈ −֒→. A stack
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symbol X ∈ Γ is dead if there is no outgoing rule X
a
−֒→ α. A BPA generates
a finitely branching LTS (Γ∗,Σ,−→) with Xβ
a
−→ αβ if X
a
−֒→ α (where X ∈ Γ
and α, β ∈ Γ∗).
3. Main Result
The BPA bisimilarity problem asks, given a BPA (Γ,Σ, −֒→) and two stack
symbols X,X ′ ∈ Γ whether X ∼ X ′ holds in the generated LTS. We prove
the following theorem:
Theorem 3.1. The BPA bisimilarity problem is EXPTIME-hard, even if the
BPA has no dead stack symbols and only two actions. It is also EXPTIME-
hard if the BPA has only one dead symbol and only one action.
We prove Theorem 3.1 in two steps. In Section 3.1 we show that determin-
ing the winner in a particular reachability game on a counter is EXPTIME-
hard, if the counter is succinct, i.e., the numbers are written in binary. The
proof follows closely a proof from [19]. In Section 3.2 we reduce the succinct
counter problem to the BPA bisimilarity problem.
3.1. A Reachability Game On a Succinct Counter
A hit-or-run game is a tuple (S0, S1,−→, s⊢, s⊣, k⊣) where S = S0 ∪ S1 for
disjoint S0, S1 is a finite set of states, and−→ ⊆ S×N×(S∪{s⊣}) is a transition
relation, s⊢ ∈ S is the initial state, s⊣ 6∈ S is the final state, and k⊣ ∈ N is the
final value. We write s
ℓ
−→ t if (s, ℓ, t) ∈ −→. We require that for each s ∈ S
there is at least one outgoing transition s
ℓ
−→ t. A configuration of the game
is a pair (s, k) ∈ (S∪{s⊣})×N. The game is played by two players, Player 0
(“she”) and Player 1 (“he”). The game starts in configuration (s⊢, 0) and
proceeds inmoves : if the current configuration is (s, k) ∈ Si×N for i ∈ {0, 1},
then Player i chooses a transition s
ℓ
−→ t. The resulting new configuration
is (t, k + ℓ). Player 1’s goal is to reach a configuration (s⊣, k) with k 6= k⊣.
Consequently, Player 0’s goal is to keep the game within {(s⊣, k⊣)} ∪ S×N.
The name “hit-or-run” refers to Player 0’s options to win the game: “hit”
(s⊣, k⊣) or “run” from s⊣.
Proposition 3.1. Given a hit-or-run game with numbers written in binary,
the problem of determining the winner is EXPTIME-complete.
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Proof. For the upper bound recall that Player 1’s objective is to reach any
configuration in a given set. So if he can win, he can win using a positional
strategy. Moreover, the counter value never decreases and Player 1 cannot
benefit from repeating configurations. So if he can win, he can win within
exponentially many steps. It follows that one can construct a straightforward
alternating PSPACE Turing machine that accepts if and only if Player 1
can win: the existential steps correspond to Player-1 moves, the universal
steps correspond to Player-0 moves. The machine uses an extra counter (in
polynomial space) to reject if it does not accept within an exponential time
bound. Therefore the problem is in APSPACE, which equals EXPTIME.
For the lower bound we adapt a proof given in [19] for so-called count-
down games. We give a polynomial-time reduction from the problem of
acceptance of a word by a PSPACE-bounded alternating Turing machine.
Let M = (Σ, Q∃, Q∀, δ, q⊢, qacc , qrej ) be a PSPACE-bounded alternating Tur-
ing machine, where Σ is a finite alphabet, and Q = Q∃ ∪ Q∀ is a finite
set of (control) states partitioned into existential states Q∃ and universal
states Q∀, and δ ⊆ Q × Σ × Q × Σ × {L,R} is a transition relation. A
transition (q, a, q′, a′, D) ∈ δ means that if M is in state q and its head reads
letter a, then it rewrites the contents of the current cell with the letter a′, it
moves the head in direction D (either left if D = L, or right if D = R), and
it changes its state to q′. We assume that for all q ∈ Q and a ∈ Σ there is at
least one outgoing transition, and that M does self-loops in qacc and in qrej .
W.l.o.g. we can also assume that all computations reach either qacc or qrej ,
and no configuration is repeated before that (this is achieved, e.g., using a
counter on the tape).
Let w ∈ Σn be the input word. We can assume that during its computa-
tionM uses exactly N tape cells (with N polynomial in n), so we can encode
a tape content as word u ∈ ΣN . Let G := |Σ|. Let 〈·〉 : Σ→ {0, 1, . . . , G−1}
be a bijection. For every a ∈ Σ, it is convenient to think of 〈a〉 as a G-ary
digit, and we extend 〈·〉 to ΣN by 〈a0a1 · · ·aN−1〉 :=
∑N−1
i=0 〈ai〉 ·G
i < GN . In
this way every tape content in ΣN can be seen as a residue class modulo GN ,
and a rewrite of the tape can be simulated by adding a number.
We define a hit-or-run game so that Player 0 can win it if and only if M
accepts w. The main part of the game is constructed so that a play simulates
a computation of M on w. The (control) states of the game encode the
(control) states ofM and the position of the read head. In each step, Player 0
will make a claim about what the head currently reads. Then Player 1 is
given the option to doubt this claim. If he doubts, the claim is checked:
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Player 0 will win the game if and only if her claim was true. If Player 1
does not doubt Player 0’s claim, Player 0 or Player 1 will pick a transition if
the simulation is currently in an existential or universal state, respectively.
The tape rewrite can be simulated by adding a suitable number, which only
depends on the position i of the head and the old and the new content of the
ith tape cell. If the simulation reaches qacc or qrej , then Player 0 or Player 1,
respectively, will win the game. Therefore, if M rejects w, Player 0 will be
forced to “lie” eventually, which enables Player 1 to win. On the other hand,
if M accepts w, Player 0 can simulate correctly until the computation has
reached qacc , so in order to win, Player 1 needs to wrongfully doubt a correct
claim made by Player 0, which Player 0 can punish by winning the game.
We now give the details. For every q ∈ Q and i ∈ {0, . . . , N − 1},
the game includes a state (q, i) ∈ S0 (exception: (qrej , i) ∈ S1). A game
configuration ((q, i), k) corresponds to the configuration of M with state q,
the head at position i, and tape content k mod GN . For each (q, i, a) ∈
Q×{0, . . . , N −1}×Σ there is a state (q, i, a) ∈ S1 and a transition (q, i)
0
−→
(q, i, a). By choosing the transition to (q, i, a), Player 0 claims that the
tape cell at position i currently contains a. If Player 1 accepts the claim,
he takes a transition (q, i, a)
0
−→ (q, i, a, ∗) where (q, i, a, ∗) ∈ S0 if q ∈ Q∃
and (q, i, a, ∗) ∈ S1 if q ∈ Q∀. If Player 1 doubts the claim, he takes a
transition (q, i, a)
0
−→ si,a0 where s
i,a
0 ∈ S0 is a state from which the claim
will be checked, as we describe below. For each (q, a, q′, a′, D) ∈ δ there is a
transition (q, i, a, ∗)
k(i,a,a′)
−−−−→ (q′, i′) where i′ = i− 1 if D = L and i′ = i+ 1 if
D = R, and k(i, a, a′) is chosen to reflect the tape update at position i from a
to a′. This is achieved by taking k(i, a, a′) := Gi · (〈a′〉− 〈a〉) +GN . In order
to make (qacc , i) ∈ S0 winning and (qrej , i) ∈ S1 losing for Player 0, we add
transitions (qacc , i)
0
−→ (qacc , i) and (qrej , i)
1
−→ (qrej , i) and (qrej , i)
0
−→ s⊣, where
s⊣ is the final state of the hit-or-run game, which will be specified later on.
It remains to define the game from the states si,a0 on from which it will
be checked whether the tape cell at position i contains the letter a. This will
be done in two phases. In the first phase we allow Player 0 to add to the
counter so that the first N “G-ary digits” are set to 0, except at position i
where she can set it to 0 only if the ith tape cell contains a. Thus Player 0
can reach the end of the first phase with a multiple of GN if and only if her
claim was true. During the simulation of the computation and also during
the first phase that was just described, each step, apart from modifying the
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lower N digits, increases the counter by GN . As a consequence, the digits at
positions N, . . . , N ′ may have a nonzero value, where N ′ ∈ N is polynomial
in n. In the second phase we give Player 0 the possibility to set all those
digits to G− 1. Therefore, Player 0 can reach counter value k⊣ := G
N ′ −GN
in the final state if and only if she did not lie before entering si,a0 .
For the first phase we add states si,aj ∈ S0 for all j ∈ {0, . . . , N},
and transitions si,aj
−Gj ·ℓ+GN
−−−−−−→ si,aj+1 for all j ∈ {0, . . . , N − 1} \ {i} and
ℓ ∈ {0, . . . , G − 1}, and a transition si,ai
−Gi·〈a〉+GN
−−−−−−−→ si,ai+1. We identify s
i,a
N
with a single state sN ∈ S0, which marks the end of the first phase and the
start of the second phase.
For the second phase, recall that if M rejects w, then Player 0 is forced
to lie after at most m := |Q| ·N · |Σ|N transitions (as there are no repeating
configurations). Each of those transitions, apart from modifying the lower N
digits, increases the counter by GN . The same holds for the N transitions of
the first phase. So we can take N ′ := min{i ∈ N | Gi−GN ≥ GN · (m+N)}.
We add states sN+1, . . . , sN ′−1 ∈ S0 and the final state sN ′ and transitions
si
Gi·ℓ
−−→ si+1 for all i ∈ {N, . . . , N
′ − 1} and ℓ ∈ {0, . . . , G− 1}.
The complete hit-or-run game (S0, S1,−→, s⊢, s⊣, k⊣) consists of the states
and transitions described above and s⊣ := sN ′ and k⊣ := G
N ′ − GN and an
initial state s⊢ ∈ S with a transition s⊢
〈u⊢〉
−−→ (q⊢, 0), where u⊢ denotes the
initial tape content of M on w, and we assume that the initial position of
the read head is 0. 
We offer an alternative EXPTIME-hardness proof that is shorter but not
completely self-contained, as it relies on an EXPTIME-hardness proof given
in [19] for countdown games.
Proof (shorter proof of the lower bound in Proposition 3.1).
We reduce from the problem of determining the winner in a countdown
game [19]. A countdown game is a tuple (Q, ◦−→, q⊢, k⊣) where Q is a finite
set of states, ◦−→ ⊆ Q × N \ {0} × Q is a transition relation, q⊢ ∈ Q is the
initial state, and k⊣ is the final value. We write q
ℓ
◦−→ r if (q, ℓ, r) ∈ ◦−→. A
configuration of the game is an element (q, k) ∈ Q × N. The game starts
in configuration (q⊢, 0) and proceeds in moves: if the current configuration
is (q, k) ∈ Q × N, first Player 0 chooses a number ℓ with 0 < ℓ ≤ k⊣ − k
and q
ℓ
◦−→ r for at least one r ∈ Q; then Player 1 chooses a state r ∈ Q
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with q
ℓ
◦−→ r. The resulting new configuration is (r, k + ℓ). Player 0 wins if
she hits a configuration from Q × {k⊣}, and she loses if she cannot move
(and has not yet won). (We have slightly paraphrased the game from [19]
for technical convenience, rendering the term countdown game somewhat
inept.)
The problem of determining the winner in a countdown game was shown
EXPTIME-complete in [19]. Let (Q, ◦−→, q⊢, k⊣) be a countdown game.
W.l.o.g. we can assume that each q ∈ Q has an outgoing transition q
ℓ
◦−→ r
(this can, e.g., be achieved by adding self-loops q
k⊣+1
◦−−→ q). We show how to
compute in polynomial time a hit-or-run game (S0, S1,−→, q⊢, sN , k⊣) so that
Player 0 can win the countdown game if and only if she can win the hit-or-run
game. Let N ∈ N such that 2N−1 ≥ k⊣. We include states s0, . . . , sN−1 ∈ S0
and transitions si
2i
−→ si+1 and si
0
−→ si+1 for all i ∈ {0, . . . , N − 1}. Observe
that in the hit-or-run game a configuration (s0, k) is winning for Player 0 if
and only if k ≤ k⊣. We include Q ⊆ S0, and for all (q, ℓ) ∈ Q × N with
q
ℓ
◦−→ r for some r we include a state qℓ ∈ S1. For each transition q
ℓ
◦−→ r we
include transitions q
ℓ
−→ qℓ and qℓ
0
−→ r and q
0
−→ sN and q
ℓ 0−→ s0.
We show that this reduction works. Assume that Player 0 can win the
countdown game. Then she can emulate her strategy in the hit-or-run game
until a configuration (q, k⊣) is reached, which allows her to move to con-
figuration (sN , k⊣) and win the game. If Player 1 interrupts this strategy
by moving to a configuration (s0, k) for k ≤ k⊣, Player 0 wins as well as
described above. Now assume that Player 1 can win the countdown game.
Then he can emulate his strategy in the hit-or-run game until Player 0 is
forced to move to a configuration (sN , k) with k < k⊣ (winning for Player 1)
or to a configuration (qℓ, k) with k > k⊣ (winning for Player 1 as well, as he
can then move to (s0, k)). 
3.2. From the Counter Game to BPA Bisimilarity
We now reduce the problem of determining the winner in a hit-or-run
game to the BPA bisimilarity problem. To this end we will use the “gadgets”
of Figure 1. We have the following lemma, adapted from [20].
Lemma 3.1 (see [20]). Consider the states and transitions in Figure 1 (a)
or (b) as part of an LTS. The states s, s′ may have incoming transitions, the
states t1, t
′
1, t2, t
′
2,⊥ may have outgoing transitions (not shown). All transi-
tions in the figure are labelled with the same action (not shown). Assume that
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s s′
u12 u1′2′ u12′ u1′2
t1 t
′
1 t2 t
′
2
s s′
u1 u′1 u2 u
′
2
t1 t
′
1 t2 t
′
2
⊥
Figure 1: (a) Or-gadget (b) And-gadget
⊥ 6∼1 t for all t ∈ {t1, t
′
1, t2, t
′
2}. Then we have for the gadgets in Figure 1
and ℓ ≥ 1:
(a) for the Or-gadget: s ∼ℓ+2 s
′ if and only t1 ∼ℓ t
′
1 or t2 ∼ℓ t
′
2;
(b) for the And-gadget: s ∼ℓ+2 s
′ if and only t1 ∼ℓ t
′
1 and t2 ∼ℓ t
′
2.
Proof. All claims are easy to verify. As an example, we show for (a) that
s ∼ℓ+2 s
′ implies that t1 ∼ℓ t
′
1 or t2 ∼ℓ t
′
2. Let s ∼ℓ+2 s
′. Then u12 ∼ℓ+1 u12′
or u12 ∼ℓ+1 u1′2. Assume u12 ∼ℓ+1 u12′ (the other case is symmetric). It
follows t2 ∼ℓ t
′
2 or t2 ∼ℓ t1. Similarly, it follows t
′
2 ∼ℓ t2 or t
′
2 ∼ℓ t1. We
conclude t2 ∼ℓ t
′
2 or t2 ∼ℓ t1 ∼ℓ t
′
2, hence t2 ∼ℓ t
′
2. 
The Or-gadget in Figure 1 (a) can be seen as a variant of the “defender’s
forcing technique”; e.g., the construction of [21, Figure 3] could also be used.
We prefer the gadgets in Figure 1 as they also work in the probabilistic case,
see Section 4.2. Now we are ready to prove Theorem 3.1:
Proof (of Theorem 3.1). Recall that Proposition 3.1 states that the
problem of determining the winner in a hit-or-run game is EXPTIME-
complete. We reduce this problem in polynomial time to BPA bisimilarity:
we construct in polynomial time an instance of the BPA bisimilarity problem,
so that we have bisimilarity if and only if Player 0 can win the hit-or-run
game.
Let (S0, S1,−→, s⊢, s⊣, k⊣) be a hit-or-run game. Let b ∈ N such that
2b > k⊣. W.l.o.g. we assume that all states s ∈ S have exactly two outgoing
transitions, say s
ℓ(s)1
−−→ t(s)1 and s
ℓ(s)2
−−→ t(s)2, with ℓ(s)1, ℓ(s)2 ∈ {0, . . . , 2
b}
and t(s)1, t(s)2 ∈ S ∪ {s⊣}.
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Let Bin := {#0,#1, . . . ,#b}. We define a map num(·) : Bin
∗ → N
by num(#i(1)#i(2) · · ·#i(n)) :=
∑n
j=1 2
i(j). Conversely, we define a map [·] :
{0, . . . , 2b} → Bin∗ by [n] := #i(1)#i(2) · · ·#i(z(n)) where z(n) ∈ {0, . . . , b}
and 0 ≤ i(1) < i(2) < . . . < i(z(n)) ≤ b and n = num([n]). Intuitively, [n] is
the sequence of set bits in the (unique) binary representation of n, and z(n)
is the number of set bits in this representation.
We construct a BPA (Γ,Σ, −֒→) with an action a ∈ Σ. We write X −֒→ α to
mean X
a
−֒→ α. We include Bin ⊆ Γ and the following rules for i ∈ {0, . . . , b}:
#i −֒→ #0 · · ·#i−1 .
Note that #0 −֒→ ε where ε denotes the empty word. It follows for the gener-
ated LTS that α −→ β with α, β ∈ Bin∗ implies that num(β) = num(α)− 1,
i.e., we have effectively implemented a counter that counts down.
We also include a stack symbol ⊥ ∈ Γ, either with no outgoing rules
or with a single outgoing rule ⊥
a¯
−֒→ ⊥ for an action a¯ ∈ Σ with a 6= a¯,
depending on whether we want to avoid a second action or a dead stack
symbol. Observe that for α, α′ ∈ Bin∗ and β, β ′ ∈ Γ∗ we have α⊥β ∼ α′⊥β ′
if and only if num(α) = num(α′). We include two fresh symbols s⊣, s
′
⊣ ∈ Γ.
We also include rules s⊣ −֒→ ε and s
′
⊣ −֒→ [k⊣]⊥. By the previous observation,
for all α ∈ Bin∗ we have
s⊣α⊥ ∼ s
′
⊣α⊥ if and only if num(α) = k⊣ . (1)
Let S := S0 ∪ S1, and let S
′ := {s′ | s ∈ S} be a copy of S. We include S
and S ′ in Γ. We now aim at generalizing (1) to all s ∈ S and α ∈ Bin∗ as
follows:
sα⊥ ∼ s′α⊥ if and only if (s, num(α)) is winning for Player 0. (2)
Recall that for each s ∈ S we have two outgoing transitions s
ℓ(s)1
−−→ t(s)1
and s
ℓ(s)2
−−→ t(s)2. For each s ∈ S0 (or s ∈ S1, respectively) we include fresh
symbols u(s)12, u(s)1′2′, u(s)12′ , u(s)1′2 ∈ Γ (or u(s)1, u(s)
′
1, u(s)2, u(s)
′
2 ∈ Γ,
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respectively). For each s ∈ S0 we implement an Or-gadget, see Figure 1 (a):
s −֒→ u(s)12 s
′ −֒→ u(s)12′
s −֒→ u(s)1′2′ s
′ −֒→ u(s)1′2
u(s)12 −֒→ t(s)1[ℓ(s)1] u(s)12′ −֒→ t(s)1[ℓ(s)1]
u(s)12 −֒→ t(s)2[ℓ(s)2] u(s)12′ −֒→ t(s)
′
2[ℓ(s)2]
u(s)1′2′ −֒→ t(s)
′
1[ℓ(s)1] u(s)1′2 −֒→ t(s)
′
1[ℓ(s)1]
u(s)1′2′ −֒→ t(s)
′
2[ℓ(s)2] u(s)1′2 −֒→ t(s)2[ℓ(s)2]
For each s ∈ S1 we implement an And-gadget, see Figure 1 (b):
s −֒→ u(s)1 s
′ −֒→ u(s)′1
s −֒→ u(s)2 s
′ −֒→ u(s)′2
u(s)1 −֒→ t(s)1[ℓ(s)1] u(s)
′
1 −֒→ t(s)
′
1[ℓ(s)1]
u(s)2 −֒→ t(s)2[ℓ(s)2] u(s)
′
2 −֒→ t(s)
′
2[ℓ(s)2]
u(s)2 −֒→ ⊥ u(s)
′
2 −֒→ ⊥
A straightforward induction using Lemma 3.1 now establishes (2). Finally, we
include two fresh symbols X,X ′ ∈ Γ and two rules X −֒→ s⊢⊥ and X
′ −֒→ s′⊢⊥.
It follows that X ∼ X ′ holds if and only if Player 0 can win the hit-or-run
game. This completes the reduction. 
4. Remarks
4.1. No Dead Symbols and Only One Action
We remark that Theorem 3.1 does not extend to BPAs without dead
symbols and with only one action: In fact, we have the following proposition:
Proposition 4.1. The bisimilarity problem for BPAs without dead symbols
and with only one action is in P.
Proof. Given a BPA (Γ,Σ, −֒→) with no dead symbols, define the norm
|α| ∈ N ∪ {∞} of α ∈ Γ∗ as the length of the shortest path from α to ε
in the generated LTS. Note that |ε| = 0 and |αβ| = |α| + |β|. One can
easily compute |X| for all X ∈ Γ in polynomial time. If |X| < ∞ holds for
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all X ∈ Γ, we say that the BPA is normed. The bisimilarity problem for
normed BPAs is in P [16].
Let ∆ = (Γ, {a}, −֒→) be a (possibly unnormed) BPA with no dead symbols
and only one action a, and let X⊢, X
′
⊢ ∈ Γ be two initial states. In the
following we show how to determine in polynomial time whether X⊢ ∼ X
′
⊢
holds. If |X⊢| = |X
′
⊢| = ∞, then X⊢ ∼ X
′
⊢; in fact, all α ∈ Γ
∗ with
|α| =∞ are bisimilar. If exactly one of |X⊢|, |X
′
⊢| is infinite, then X⊢ 6∼ X
′
⊢.
Hence, assume |X⊢| < ∞ and |X
′
⊢| < ∞. Define the normed BPA ∆• :=
(Γ•, {a, a¯}, −֒→•) with Γ• := {X ∈ Γ | |X| < ∞}, and X
a
−֒→• α if X
a
−֒→ α
and |α| < ∞, and X
a¯
−֒→• X if X
a
−֒→ α and |α| = ∞. We claim that we
have X⊢ ∼ X
′
⊢ if and only if X⊢ ∼• X
′
⊢, where ∼ and ∼• mean bisimilar
in ∆ and ∆•, respectively. Since ∆• is normed, the latter condition can be
decided in polynomial time, as mentioned above.
It remains to show the claim. We show for α, α′ ∈ Γ∗• that we have α ∼ α
′
if and only if α ∼• α
′. It is easy to verify that {(β, β ′) ∈ Γ∗•×Γ
∗
• | β ∼ β
′} is a
bisimulation in ∆•, hence α ∼ α
′ implies α ∼• α
′. Similarly, ∼• ∪ {(β, β
′) ∈
Γ∗ × Γ∗ | |β| = |β ′| = ∞} is a bisimulation in ∆, hence α ∼• α
′ implies
α ∼ α′. 
4.2. Fully Probabilistic BPAs
Our main result and its proof generalize to fully probabilistic BPAs.
A probabilistic LTS (pLTS) (S,Σ,−→) is like an LTS, except that we have
−→ ⊆ S ×Σ×D(S), where D(S) denotes the set of probability distributions
on S. For instance, we could have s
a
−֒→ d with d(t1) = 0.7 and d(t2) = 0.3.
Given a pLTS, a bisimulation is an equivalence relation R ⊆ S × S such
that for all (s, s′) ∈ R and all transitions s
a
−→ d there is d′ with s′
a
−→ d′
and
∑
s∈E d(s) =
∑
s∈E d
′(s) holds for every E ⊆ S that is an equivalence
class of R. As before, two states are bisimilar if a bisimulation relates them,
see [20] for more details.
A probabilistic BPA (pBPA) (Γ,Σ, −֒→) is like a BPA, except that we have
−֒→ ⊆ Γ × Σ × D(Γ∗). A pBPA is fully probabilistic if for each X ∈ Γ and
a ∈ Σ there is at most one distribution d with X
a
−֒→ d. A pBPA induces
a pLTS in the same way as a BPA induces an LTS. The pBPA bisimilarity
problem is defined as expected, i.e., it asks whether two given stack symbols
of a given pBPA are bisimilar. We have the following theorem:
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Theorem 4.1. The pBPA bisimilarity problem is EXPTIME-hard, even if
the pBPA is fully probabilistic and has only one action (and a dead stack
symbol).
Proof. The proof is completely analogous to the proof of Theorem 3.1, if
the former nondeterministic branching is replaced by uniform probabilistic
branching; e.g., in the And-gadget of Figure 1 (b) we now have s
a
−→ d
with d(u1) = 0.5 and d(u2) = 0.5, and u1
a
−→ d′ with d′(t1) = 1. Lemma 3.1
carries over to the probabilistic case [20], and so the construction of Section 3
establishes the theorem. 
4.3. Future Work
Closing the gap between our EXPTIME lower bound for BPA bisimilarity
and the 2EXPTIME upper bound from [6, 7] is an obvious possible target
for future research.
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