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PERSISTENCE OF HUBS IN GROWING RANDOM NETWORKS
SAYAN BANERJEE AND SHANKAR BHAMIDI
Abstract. We consider models of evolving networks {Gn : n ≥ 0} modulated by two param-
eters: an attachment function f : N0 → R+ and a (possibly random) attachment sequence
{mi : i ≥ 1}. Starting with a single vertex, at each discrete step i ≥ 1 a new vertex vi enters
the system with mi ≥ 1 edges which it sequentially connects to a pre-existing vertex v ∈ Gi−1
with probability proportional to f(degree(v)). We consider the problem of emergence of per-
sistent hubs: existence of a finite (a.s.) time n∗ such that for all n ≥ n∗ the identity of
the maximal degree vertex (or in general the K largest degree vertices for K ≥ 1) does not
change. We obtain general conditions on f and {mi : i ≥ 1} under which a persistent hub
emerges, and also those under which a persistent hub fails to emerge. In the case of lack
of persistence, for the specific case of trees (mi ≡ 1 for all i), we derive asymptotics for the
maximal degree and the index of the maximal degree vertex (time at which the vertex with
current maximal degree entered the system) to understand the movement of the maximal
degree vertex as the network evolves. A key role in the analysis is played by an inverse
rate weighted martingale constructed from a continuous time embedding of the discrete time
model. Asymptotics for this martingale, including concentration inequalities and moderate
deviations, play a major role in the analysis of the model.
1. Introduction and motivation
The availability of network data across a wide variety of fields as well as the impact of
networks on our daily lives has stimulated an explosion in models and techniques across
many different disciplines in the analysis and exploration of these systems. Motivations for
formulating models for such systems range from extracting anomalous substructures within
real world network data (e.g. community detection), understanding dynamic processes such
as epidemic models on real world networks to understanding microscopic rules that lead to
emergent behavior such as connectivity. We refer the interested reader to [3, 10, 18, 37, 44]
and the references therein for an initial foray into this vast field.
One important sub-field is the study of dynamic or temporal networks (see [23, 33] and the
references therein): networks that evolve and change over time. We give a precise definition in
the next section but to fix ideas, imagine an evolving network sequence {Gn : n ≥ 0} initialized
at some seed graph G0 at time zero; at each discrete step i ≥ 1 a new vertex enters the system
withmi edges and tries to connect to pre-existing vertices in Gi−1. This connection mechanism
typically uses a probabilistic scheme which measures the propensity of existing vertices in the
network to attract connections from new vertices. In most models, this propensity is some
function f of the current degree of the existing vertex. In the complex networks community
such models were initially formulated to understand the dynamic evolution of networks such
as social networks (e.g. Internet at the webpage level, Twitter etc.) and in particular to
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understand simple rules for the emergence of purported characteristics of modern networks
such as heavy tailed degree distributions [6].
In the context of the probability community, one question that has attracted increasing
attention falls under the branch of network archeology : trying to understand the evolution
of a network based off the current structure of the network. For example, based on only
observing the current topology of the network, can one reconstruct the original seed that
was the genesis of the network, the so-called Adam problem [12, 13]? These questions have
implications in a number of fields ranging from systems biology [35, 46] to the detection of
sources of malicious information on social networks [43]. One approach to answering these
questions based from a single slice of the network Gn at some time n is as follows: (a) For
each vertex v ∈ Gn compute a specific measure of centrality Ψ(v). This measure depends
purely on the topology of the network as the standing assumption is that we do not have
access to vertex labels or other information that could indicate age of vertices in the network.
(b) Output the “top” (could be largest or smallest depending on the centrality measure)
K vertices measured according to the above centrality measure. Write (v
(n)
1,Ψ, v
(n)
2,Ψ, . . . , v
(n)
K,Ψ)
for this set of vertices in Gn (for the time being breaking ties arbitrarily). A wide array
of centrality measures have been proposed [11, 20, 38] ranging from degree centrality, eigen-
value centrality, rumor centrality [42, 43] and centroid centrality specific to trees [12, 28]. We
describe more details of some of these measures in Section 5.
A natural question then in the context of probabilistic models for evolving networks involves
the notion of persistence.
Definition 1. Fix K ≥ 1 and a network centrality measure Ψ. For an evolving network
sequence {Gn : n ≥ 0} say that the sequence is (Ψ,K) persistent if ∃ n∗ <∞ a.s. such that
for all n ≥ n∗ the optimal K vertices (v(n)1,Ψ, v(n)2,Ψ, . . . , v(n)K,Ψ) remain the same and further the
relative ordering amongst these K optimal vertices remains the same.
Thus, for example, if Ψ is the degree of a vertex (referred to as degree centrality) and K = 1
then an evolving network sequence would be (Ψ, 1) persistent if, almost surely, the identity of
the maximal degree vertex fixates after finite time. Persistence of centrality measures both
allows one to estimate the initial seed using these measures and validates robustness properties
of these measures.
1.1. Aim of this paper. In this paper we consider the case where the network model evolves
via the arrival of new nodes that connect to pre-existing vertices with probability proportional
to some function f of the existing degree with each new node i arriving with mi ≥ 1 many
edges. We consider the specific case of Ψ representing the degree of a vertex. We have two
major goals:
(a) Derive necessary and sufficient conditions depending on both the attachment function
f and nascent edge sequence {mi : i ≥ 0} for the emergence of persistence for degree
centrality (referred to as persistent hubs [15, 21]). Note that, if persistent hubs emerge,
one can in principle use maximal degree vertices to get estimates of the initial seed of the
network. Further our results provide insight into regimes where an attachment sequence
{mi : i ≥ 1} can tip the system from the persistent regime to the lack of persistence
regime.
(b) In the case of lack of persistence, we derive asymptotics for the maximal degree and the
index of the maximal degree vertex (time at which the vertex with current maximal degree
entered the system) to understand divergence properties of the identity of the hub vertex
as the network evolves over time.
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1.2. Organization of the paper. We start in Section 2 with a precise definition of the
model. Section 3 defines the key technical constructs required to state and prove our main
results as well as global assumptions made on the attachment function. We describe our main
results in Section 4. Section 5 contains a discussion of related work and connections to other
areas in probabilistic combinatorics. We start the proofs in Section 6 with continuous time
constructions of the network model, and connections to branching processes, which play a
key role in the analysis. One important ingredient is a martingale derived from tracking rates
of growth of degrees in the continuous time construction via inversely weighting the rates.
Section 7 derives technical estimates for this process including concentration inequalities,
functional central limit theorems and moderate deviation results. These technical estimates
are then used to complete the proofs of the main results in Section 8.
2. Model definition
The generalized attachment model with attachment function f : N0 → (0,∞) and (possi-
bly random) N-valued attachment sequence {mi}i≥1 is a model for an evolving random graph
sequence {Gn}n≥0 obtained by the following recipe conditional on a realization of the attach-
ment sequence {mi}i≥1. G0 comprises one vertex v0 (the root) and zero edges. Given we
have obtained Gn−1, Gn is constructed from Gn−1 by adding one vertex vn and mn directed
edges, each with one end connected to vn and directed away from vn, and the other ends
of these edges are connected sequentially to one of the existing vertices {vi}0≤i≤n−1 in Gn−1
according to the following rule. For 1 ≤ j ≤ mn, the j-th edge has its other end connected to
vi (0 ≤ i ≤ n − 1) with probability proportional to f(degree of vi) (the degree is computed
before the connection is made).
We will find it convenient to index the graph sequence by the number of attached edges
(with both ends already connected to respective vertices). Mathematically, we construct the
following (directed) random graph sequence {G∗k}k≥0 where G∗k has k attached edges. Let
sn :=
∑n
i=1mi for n ≥ 1 and s0 = 0. For any n ≥ 1 and any sn−1 < k ≤ sn, G∗k has n + 1
vertices. For l ≥ 0, let d0(l) denote the degree of the root after the l-th edge is attached. For
i ≥ 1, denote by di(l), l > si−1, the degree of the (i + 1)-th vertex (i.e. vertex vi) after the
l-th edge is attached and set di(l) = 0 for all l ≤ si−1. Here and for the rest of the paper
degree denotes the sum of in and out degrees of a vertex. For sn−1 < k ≤ sn, an edge ek is
added to the graph with one end attached to vn, directed away from vn, and for 0 ≤ i ≤ n−1,
(2.1) P
(
other end of ek attached to vi | G∗j , j ≤ k − 1
)
=
f(di(k − 1))∑n−1
j=0 f(dj(k − 1))
.
Thus, {Gn}n≥0 has the same law as {G∗sn}n≥0. Note that Gn = G∗n, n ≥ 0 in the tree case, i.e.,
when mi = 1 for all i ≥ 1.
We say that a persistent hub emerges in the random graph sequence {Gn}n≥0 (equivalently
{G∗n}n≥0) if, almost surely, there exists a random finite n0 ∈ N0 such that the same vertex has
maximal degree in Gn (equivalently G∗n) for all n ≥ n0. For n ≥ 0, define the maximal degree
in G∗n:
(2.2) dmax(n) := max
0≤k≤n
dk(n).
We also define the index of the maximal degree vertex in G∗n by
(2.3) I∗n := inf{0 ≤ i ≤ n : di(n) ≥ dj(n) for all j ≤ n}.
In words, this is the index of the oldest vertex possessing the maximal degree at time n. Note
that I∗n P−→∞ immediately implies lack of persistence.
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3. Global assumptions and key constructs
Let f denote an attachment function. Extend f to all of [0,∞) by defining f(x) :=
f(⌊x⌋), x ≥ 0. The resulting function is still denoted by f . Throughout this article, we
assume that f satisfies,
(3.1) f∗ := inf
i≥0
f(i) > 0,
(3.2)
∞∑
i=0
1
f(i)
=∞.
Assumption (3.2) is a natural as, if it is not satisfied, the qualitative behavior of the model
changes. In the tree case, i.e., when mi = 1 for all i ≥ 0, methods of [39] can be used to show
that if (3.2) is not satisfied, then almost surely, after some (random) n, all the added vertices
connect to the same existing vertex and the maximal degree equals the degree of this vertex
almost surely. Consequently, the degrees of all vertices except one are bounded almost surely.
We are interested in the case when the degrees of multiple vertices diverge.
Crucial to our proof techniques are appropriate embeddings of the discrete dynamics de-
scribed in Section 2 into continuous time processes, which are constructed from a collection
{Ei}i≥0 of i.i.d. rate one exponential random variables. For l ≥ 0, define,
Sk(l) :=
l−1∑
i=0
Ei
fk(i)
, k ∈ N.
Here and throughout the rest of the article, we stick to the convention ’
∑−1
0 = 0’.
Define the point process ξ by,
(3.3) ξ(t) :=
∞∑
n=1
I[S1(n) ≤ t], t ≥ 0.
Let µ(t) := E(ξ(t)), t ≥ 0. We can naturally obtain a non-negative measure on (R+,B(R+))
from µ (the intensity measure of ξ) which we also denote by µ. For A ∈ N0, denote by ξA(·)
the point process obtained as above with attachment function fA(·) := f(A+ ·) replacing f(·).
Note that ξ0(·) = ξ(·). By convention, for any A ∈ N0, we take ξA(t) = 0 for t < 0.
Define the functions,
(3.4) Φk(l) :=
l−1∑
i=0
1
fk(i)
, k = 1, 2, l ≥ 0.
Extend Φk(·), k = 1, 2 to R+ via linear interpolation. Note that using the above extensions of
f,Φ1,Φ2,
Φk(x) =
∫ x
0
1
fk(z)
dz, x ≥ 0, k = 1, 2.
Define
K(t) = Φ2 ◦ Φ−11 (t), t ≥ 0.
We will use the notation Φk(∞) := liml→∞Φk(l).
As is reflected in the statement of the main results in Section 4, persistence (and lack
of it) and the index asymptotics of the persistent hub are characterized by the functions
Φ1(·),Φ2(·),K(·). In particular, we will see that, under certain assumptions, a persistent hub
emerges if and only if Φ2(∞) <∞.
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Write N(t) := Φ1(ξ(t)), t ≥ 0, and f¯ := f ◦Φ−11 . For A ∈ N0, define the process
(3.5) MA(t) :=
ξA(t)−1∑
i=0
1
fA(i)
− t, t ≥ 0.
By convention, set MA(t) = 0 for t ≤ 0. Denote M0(·) by M(·). The processes {MA(·) : A ∈
N0} will be shown to be martingales and their concentration properties, functional central
limit theorems and moderate deviations will be studied in detail in Section 7 which will then
be used to prove the main results.
In the tree case (mi = 1 for all i ∈ N), we will establish persistence for a more general
class of attachment functions and derive fine asymptotics of the index of the hub in case of
lack of persistence. The key technical tool will be embedding {Gn : n ∈ N0} in a continuous
time branching process as described in Section 6. The ‘exponential rate of growth’ of this
branching process can be precisely described in terms of the Laplace transform of the intensity
measure µ(·) of ξ(·) given by
(3.6) ρˆ(λ) :=
∫ ∞
0
e−λtµ(dt) =
∞∑
k=1
k−1∏
i=0
f(i)
λ+ f(i)
, λ ∈ (0,∞).
Let λ := inf{λ > 0 : ρˆ(λ) <∞}. For our results in the tree case, we will assume,
(3.7) λ <∞ and lim
λ↓λ
ρˆ(λ) > 1.
See Lemma 7.8 for checkable conditions on f that imply (3.7). Note that (3.7) implies (3.2).
By Assumption (3.7) and the monotonicity of ρˆ(·), there exists a unique λ∗ := λ∗(f) such
that
(3.8) ρˆ(λ∗) = 1.
This number is often referred to as the Malthusian rate of growth parameter (which gives the
exponential growth rate of the branching process).
4. Main results
In this section, we describe the main results of this article. Section 4.1 lays out general
conditions on the attachment function f and the attachment sequence {mi}i≥1 for the emer-
gence (and non-emergence) of a persistent hub. Section 4.2 considers the tree case, namely,
when mi = 1 for all i ≥ 1. Using an embedding recipe into branching processes (described in
Section 6) we obtain criteria for the emergence of a persistent hub for a more general class of
attachment functions. In particular, we do not require monotonicity of f . In the case where
a persistent hub does not emerge, we characterize the asymptotic behavior of the index of the
hub as the size of the tree grows.
The following assumptions (or subsets of them) will play a fundamental role in showing lack
of persistence and obtaining the asymptotics of the index of the hub. They will be explicitly
mentioned in the statement of results that require them.
Assumption C1: Φ2(∞) =∞.
Assumption C2: lim
δ↓0
lim sup
t→∞
K((1 + δ)t)
K(t) = 1.
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Assumption C3: There exist positive constants t′,D such that K(3t) ≤ DK(t) for all
t ≥ t′.
Remark 4.1. Two broad classes of attachment functions for which Assumptions C1, C2 and
C3 are satisfied are the following:
Class I : f = frfb, where fr is positive and regularly varying (not necessarily monotone)
with index α ∈ [0, 1/2), and there exist b1, b2 > 0 such that b1 ≤ fb(k) ≤ b2 for all
k ∈ N0.
Class II : f = g+h, where h is non-negative, g is positive and non-decreasing,
∑∞
k=0
1
g2(k) =
∞ and limk→∞ h(k)/g(k) = 0.
See Appendix A for verification of the Assumptions C1, C2 and C3 for these two classes of
functions.
4.1. Main Results: general case. The following theorem lays out general conditions on the
attachment function and the attachment sequence which ensure the emergence of a persistent
hub.
Theorem 4.2. Assume f is non-decreasing and there exists Cf > 0 such that f(i) ≤ Cf (i+1)
for all i ≥ 0. Also, suppose Φ2(∞) <∞ and that, almost surely,
(4.1) lim sup
n→∞
Φ1(mn)
log sn
≤ 1
8Cf
.
Then a persistent hub emerges almost surely in the random graph sequence {Gn}n≥0.
The proof of Theorem 4.2 readily implies the following corollary.
Corollary 4.3. Under the assumptions on f in Theorem 4.2, for any K ∈ N, there exists
a random n∗K ∈ N such that the set of vertices with the largest K degrees in Gn remains the
same for all n ≥ n∗K . Moreover, the degrees of all these vertices are distinct and their relative
ordering of degrees remains the same for all n ≥ n∗K .
The following theorem gives general conditions on the attachment function f under which
a persistent hub fails to emerge.
Theorem 4.4. Suppose Assumptions C1 and C2 hold. For any A1, A2 ∈ N0, let ξA1(·) and
ξA2(·) be independent point processes obtained using respective attachment functions fA1(·)
and fA2(·) as defined in Section 3 (on the same probability space), and let MA1(·) and MA2(·)
be the corresponding martingales obtained by (3.5). Then the process
B(n)(t) :=
1√
2n
(
MA1(K−1(nt)−MA2(K−1(nt)
)
, t ≥ 0, n ∈ N,
converges weakly to standard Brownian motion in D([0,∞) : R) as n → ∞. In particular,
almost surely, a persistent hub does not emerge in the random graph sequence {Gn}n≥0.
The next theorem analyses the case when the attachment sequence is i.i.d. and relates the
emergence of a persistent hub to the tail behavior of the distribution of an element in this
sequence.
Theorem 4.5. Assume that f is non-decreasing, Φ2(∞) < ∞ and {mi}i≥1 form an i.i.d.
sequence supported on N.
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(i) Suppose there exists Cf > 0 such that f(i) ≤ Cf (i + 1) for all i ≥ 0. If there exist
positive constants D, z0 and θ > 1 such that
(4.2) P (Φ1(m1) > z) ≤ e−Dzθ , z ≥ z0,
then almost surely a persistent hub emerges.
(ii) Suppose E(m1) <∞. If there exist positive constants D′, z′0 and θ′ ∈ (0, 1) such that
(4.3) P (Φ1(m1) > z) ≥ e−D′zθ
′
, z ≥ z′0,
then, almost surely, there is no persistent hub.
Theorem 4.5 shows that, when {mn}n≥1 are i.i.d., the persistence property depends on
the tail of the distribution of Φ1(m1) which is intimately connected to the scaling of the
maximum of a collection of these random variables. This might seem to imply that, if any
sequence of mn’s grows faster than Φ
−1
1 ((log n)
θ′′) for some θ′′ > 1, then there is no persistent
hub. However, perhaps surprisingly, this is not true, as is demonstrated by the following
theorem.
Theorem 4.6. Consider the attachment function f(k) = (k + 1)α, k ∈ N0, for some α ∈
(1/2, 1). Let mn = ⌊1 + (log n)ν⌋, n ∈ N, for some ν > 0. Then, for any positive ν, a
persistent hub emerges almost surely.
Remark 4.7. Under the assumptions of Theorem 4.6 (see (8.8)), there exist C > 0 and
k0 ∈ N0 such that for k ≥ k0,
Φ−11 (k) ≤ Ck
1
1−α .
Thus, for any θ′ > 0, if ν > θ′/(1− α), then
lim inf
n→∞
mn
Φ−11 ((log n)
θ′)
≥ lim inf
n→∞
⌊1 + (log n)ν⌋
C(log n)θ
′/(1−α)
=∞,
although, by Theorem 4.6, a persistent hub emerges.
Note that the sequence {mn}n≥1 in Theorem 4.6 is slowly varying. As indicated by the
proof of Theorem 4.5 (ii), persistence is broken by rare events when an incoming vertex has
an atypically large degree. The slowly varying {mn}n≥1 ensures that such abrupt fluctuations
in incoming vertex degrees do not occur and the maximum degree vertex picks up edges
sufficiently fast to beat the degrees of the incoming vertices.
4.2. Main Results: tree case. In the case when mi = 1 for all i ≥ 1, using the continuous
time embedding techniques discussed in Section 6, persistence can be shown for a more general
class of attachment functions without monotonicity assumptions on f . Moreover, asymptotic
results on the maximal degree can be proved. Recall the function ρˆ(·) defined in (3.6).
Theorem 4.8. Let mi = 1 for all i ≥ 1. Assume f satisfies Assumption (3.7) and Φ2(∞) <
∞. Then a persistent hub emerges almost surely. In particular, if Φ2(∞) < ∞, a persistent
hub emerges almost surely if either (i) limi→∞
f(i)
i = 0, or (ii) D¯ := lim supi→∞
f(i)
i ∈ (0,∞)
and ρˆ(D¯) > 1.
Moreover, the maximal degree exhibits the following asymptotics:
(4.4) dmax(n) = Φ
−1
1
(
1
λ∗
log n+X∗n
)
,
where X∗n converges almost surely to some random variable X
∗ as n→∞.
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Remark 4.9. In the context of linear preferential attachment with f(k) = k + α for all k
and fixed α ≥ 0, one can check that λ∗ = (2 + α). Using the form of Φ−1(·) in this specific
example, (4.4) implies that there exists a finite random variable W∞ > 0 a.s. such that
dmax(n)/n
1/(2+α) a.s.−→W∞. This result was first proven using completely different techniques
(and resulting in an explicit form of the limit random variable as functionals of Beta random
variables) in [34] with further characterizations in [40].
Remark 4.10. Under the assumptions on f in Theorem 4.8, for any K ∈ N, there is persis-
tence of the top K degree vertices in the sense of Corollary 4.3.
The following theorem gives sharp asymptotics for the maximal degree and the index of
the maximal degree vertex in the case Φ2(∞) =∞. Recall the Malthusian rate λ∗ defined as
the unique solution to (3.8).
Theorem 4.11. Assume Φ2(∞) = ∞. Suppose Assumption (3.7) holds and f(k) → ∞ as
k →∞. Also suppose that Assumptions C1, C2 and C3 hold. Then the index of the maximal
degree vertex exhibits the following asymptotics:
(4.5)
log I∗n
K ( 1λ∗ log n)
P−→ λ
∗2
2
, as n→∞.
Moreover, the maximal degree satisfies
(4.6)
Φ1(dmax(n))− 1λ∗ log n
K ( 1λ∗ log n)
P−→ λ
∗
2
, as n→∞.
Remark 4.12. By Remark 4.1, the hypotheses of Theorem 4.11 are satisfied if f is in Class
I with α ∈ (0, 1/2) (limk→∞ f(k) =∞ can be verified by applying [9, Theorem 1.5.6]) or f is
in Class II with limk→∞ g(k) =∞.
If f is in Class I with α ∈ (0, 1/2) and fb(·) ≡ 1 (i.e. f is regularly varying of index
α), we obtain an expression for the index and maximal degree similar to [15, Remark 1.16]
with an additional multiplicative factor that involves the Malthusian rate. Recall that K(t) =
Φ2◦Φ−11 (t), t ≥ 0. By Karamata’s Theorem (Proposition 1.5.8 of [9]), Φ1(·) is regularly varying
with index 1 − α and Φ2(·) is regularly varying with index 1 − 2α. Hence, using Theorems
1.5.7 and 1.5.12 of [9] we conclude that K(·) is regularly varying with index θα := 1−2α1−α . Write
K(t) = tθαl(t),Φ−11 (t) = t1/(1−α) l˜(t), t ≥ 0, where l(·), l˜(·) are slowly varying functions. Then
another application of Karamata’s theorem shows that
l(t)l˜(t)→ (1− α)
2
1− 2α , as t→∞.
Thus, we obtain the following asymptotics if f is in Class I with α ∈ (0, 1/2) and fb(·) ≡ 1:
(4.7)
log I∗n
(log n)
1−2α
1−α l(log n)
P−→ (λ
∗)
1
1−α
2
, as n→∞.
(4.8)
dmax(n)−
(
1
λ∗ log n
) 1
1−α l˜(log n)
log n
P−→ 1− α
2(1− 2α) , as n→∞.
Note that in Theorem 4.11, we impose the assumption f(k) → ∞ as k → ∞. In fact, as
demonstrated by the next theorem, (4.5) and (4.6) are no longer true if this assumption is
violated.
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Theorem 4.13. Suppose f(k) = 1 for all k ∈ N0. Then the following hold:
(4.9)
log I∗n
log n
P−→ 1− 1
2 ln 2
as n→∞,
(4.10)
dmax(n)
log n
P−→ 1
ln 2
as n→∞.
Remark 4.14. In the case of f(·) ≡ 1, λ∗ = 1 and K(t) = t for t ≥ 0. Thus, for n ≥ 1,
λ∗2
2
K
(
1
λ∗
log n
)
=
1
2
log n 6=
(
1− 1
2 ln 2
)
log n.
Hence, (4.5) does not give the right asymptotics of the hub in this case. Similarly, (4.6)
does not give the right asymptotics for the maximal degree. We note here that (4.10) (in
fact, almost sure convergence) has been previously proved using other techniques in [16] with
further refinements in [22, 1, 19].
5. Discussion
5.1. Related work. The two papers closest to this work, and that inspired this paper, are
[21, 15] which we now describe. In [21], persistence of degree centrality was proven in the
cases of the attachment function f being either f(k) = k for all k, or f being convex with
f(k) → ∞, and the attachment sequence mi ≡ m for some constant m ≥ 1. The heart of
the proof is for the f(k) = k case which then allows one to extend the result to the convex
unbounded case via a coupling argument. The random walk technique developed in this paper
was then used in [26] (described below) to deal with a different centrality measure for the
linear preferential attachment and uniform attachment cases. Establishing general conditions
for persistence was raised as an open question.
The paper [15] also analyzed the emergence of persistent hubs and obtained the asymptotics
of the hub for a somewhat related model. In fact, the phrase persistent hub was introduced
in [15]. In their model, a monotonically increasing attachment function f : N0 → (0,∞),
satisfying f(n) ≤ n + 1 for each n ≥ 0, is used to construct a growing sequence of directed
random graphs as follows. Start with one vertex (the root) and zero edges at time n = 0. At
each time n ≥ 1, a new vertex v arrives and forms directed connections independently with
each existing vertex: v connects to an existing vertex u (connection directed from v to u)
with probability f(dinu (n− 1))/(n − 1), where dinu (n− 1) is the in-degree of u at time n− 1.
However, the two models have fundamental differences, most notably, the attachment prob-
ability in our model give in (2.1) has a random denominator unlike that in [15] where the
denominator is the (deterministic) number of vertices of the graph at a given time. More-
over, the attachment sequence in [15] is intrinsically prescribed by the model dynamics and
their proofs depend crucially on the monotonicity of f . In the model considered here, we
address much more general attachment sequences and many of our results do not require the
monotonicity of f . In particular, we give general conditions on the attachment sequence and
attachment function for the emergence of a persistent hub (Theorem 4.2). We also investigate
i.i.d. attachment sequences and show that persistence, or lack of it, is characterized by the tail
behavior of their distribution (Theorem 4.5). Further, we show that the lack of persistence
(Theorem 4.4) and the index of the hub (in the tree case, see Theorem 4.11) are charac-
terized by the requirement Φ2(∞) = ∞ and certain ‘continuity’ properties of the function
K(·) := Φ2 ◦Φ−11 (·) (Assumptions C2 and C3 described above), which are satisfied by a wide
variety of attachment functions (in particular, the two classes of functions given in Remark
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4.1). In [15], in addition to requiring monotonicity of f , the index asymptotics for the hub is
obtained only when f is regularly varying. Moreover, for results implying the emergence of
persistent hubs, we do not require concavity of f , an assumption that is used in [15]. However,
despite these differences, the two models have certain technical ingredients in common and
they will be pointed out in the course of this article when such technical connections arise.
In the context of uniform attachment (Theorem 4.13), the notion of the index of the maxi-
mal hub converging to ∞ has been a folk theorem in the probabilistic combinatorics commu-
nity. The closest result to (4.9) in Theorem 4.13 is in [19] where it is shown that the height hn
of the maximal degree vertex in Gn for uniform attachment satisfies a central limit theorem
(hn − uˆ log n)/
√
σ2 log n
d−→ N(0, 1), with σ2 = 1 − 1/(4 ln 2), and uˆ = 1 − 1/(2 ln 2) as in
(4.9).
5.2. Persistence of other centrality measures. The only other centrality measure for
which persistence has been explored is the so called tree centroid measure [28] in [26, 27] with
implications for network archeology in [12]. Suppose one has a sequence of growing random
trees {Tn : n ≥ 0} started with a single root at time zero (variants of this with more general
seed trees have also been explored e.g. in [32, 17]) and where at each stage a new vertex enters
the system and attaches to a single pre-existing vertex using some scheme. For fixed (large)
n, we only observe the topology of the (unrooted, unlabelled) tree at time n and the aim is to
estimate the original root. For any candidate vertex u ∈ Tn let Dn(u) denote the neighbors
of u in Tn. For any vertex u in Tn, deleting u and its incident edges would lead to a forest of
|Dn(u)| many trees. Let Ψn(u) denote the size of the largest of these trees. The intuition is
that vertices more central within the tree would have small Ψn(u) values (for example for a
newly arrived vertex in Tn, Ψn(u) = |Tn| − 1). Thus the natural algorithm is to output the
K vertices with the smallest Ψn(·) values. Persistence for this centrality measure for uniform
attachment and preferential attachment (f(k) = k) were explored in [26] and extended to the
sublinear preferential attachment (f(k) = kα with 0 < α < 1) in [27].
5.3. Related questions in probabilistic combinatorics. The one other major area where
notions similar to persistence have been explored has been in the context of the evolution of the
connectivity structure in random graphs. Consider the Erdo˝s-Re´nyi random graph process:
start with n vertices with no edges. At each stage an edge is selected uniformly at random
amongst all possible
(n
2
)
edges and added to the system. The objects of interest now are the
sizes (number of vertices) of connected components. Erdo˝s suggested viewing this process
as a “race” between components in growing their respective sizes. Call the largest connected
component at any given time as the leader. One of the questions raised by Erdo˝s was to
understand asymptotics for the leader time: the time beyond which the identity of the leader
does not change, namely the leader persists for all periods of connection after this time. See
[31, 2] for more on this problem.
6. Continuous embedding in the tree case
We now embark on the proofs of the main results. In the special case when mi = 1 for all
i ≥ 1, {Gn}n≥0 is a growing sequence of random trees in discrete time which can be embedded
into a continuous time branching process. We now discuss this embedding. We mainly follow
[24, 25, 36, 41].
Fix any attachment function f satisfying Assumption (3.7). A continuous time branching
process (CTBP) driven by f , written as {BP(t) : t ≥ 0}, is defined to be a branching process
started with one individual at time t = 0, called the root, and such that every individual
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born into the system (including the root) has an offspring distribution that is an independent
copy of the point process ξ defined in (3.3). For t ≥ 0, let |BP(t)| denote the size (number of
individuals) at time t. We refer the interested reader to [24, 5] for general theory regarding
continuous time branching processes.
An important connection between CTBP and the discrete time random tree sequence
{Gn}n≥0 with mi = 1 for all i ≥ 1 is given by the following result which is easy to check
using properties of the exponential distribution (and is the starting point of the Athreya-
Karlin embedding [4]).
Lemma 6.1. Fix an attachment function f satisfying Assumption (3.7) and consider the
sequence of random trees {Gn : n ≥ 0} constructed using attachment function f . Consider the
CTBP driven by f and define for n ≥ 0 the stopping times Tn := inf{t ≥ 0 : |BP(t)| = n+1}.
Then, viewed as a sequence of growing random labelled rooted trees, we have {BP(Tn) : n ≥
0} d= {Gn : n ≥ 0}.
7. Technical Estimates
This section collects technical estimates which will then be used in the next Section to
complete the proofs of the main results. Intuitively the main object of interest is the evolution
of degrees of vertices in the network which in the continuous time embedding is represented
by the point process ξ(·). The martingales {MA(·) : A ∈ N0} defined in (3.5) turn out to
be technically easier to analyze. The aim of this section is to derive tail bounds, moderate
deviation principles and limit theory for these processes.
Let f denote an attachment function satisfying the Assumptions (3.1) and (3.2). Let
{Ei}i≥0 denote i.i.d. rate one exponential random variables. Recall {Sk(l) : k ≥ 1, l ≥ 1} and
the point processes ξ(·) and ξA(·), A ∈ N0, defined in Section 3. Let L denote the generator of
the continuous time Markov process ξ(·). Define the filtration F(t) := σ{ξ(s) : s ≤ t}, t ≥ 0.
The following lemma shows that the processes {MA(·) : A ∈ N0} are indeed martingales
and quadratic variations are computed. We only prove the result forM(·) =M0(·). The same
proof applies to any A ∈ N0 by replacing the role of f by fA.
Lemma 7.1. The process M as defined in (3.5) is a continuous time martingale with respect
to the filtration {F(t)}t≥0 with predictable quadratic variation given by
〈M〉(t) =
∫ t
0
1
f (ξ(s)−)ds.
Proof. Note that
LM(t) = LΦ1(ξ(t))− 1 = f(ξ(t)) [Φ1(ξ(t) + 1)− Φ1(ξ(t))]− 1 = 0
proving that M is a martingale. To obtain the quadratic variation, write ∆M(s) := M(s) −
M(s−), s ≥ 0 and define the random measure
Θ(dt, dx) :=
∑
s>0
I[∆M(s)>0] δ(s,∆M(s))(dt, dx), t ∈ [0,∞), x ∈ [0,∞),
where δ(a,b)(·, ·) denotes the Dirac measure at point (a, b). Observe that Θ is an integer-valued
random measure in the sense of [30, Chapter 3, Section 3]. Using Proposition 1 in [30, Chapter
3, Section 4], its compensator measure is computed as
ν(dt, dx) :=
∑
n≥0
f(n)I [S1(n) < t ≤ S1(n+ 1)] δ 1
f(n)
(dx)dt
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where δa(·) denotes the Dirac measure at point a. From Problem 2.4 in [30, Chapter 3, Section
5],
〈M〉(t) =
∫ t
0
∫
(0,∞)
x2ν(dt, dx)
=
∑
n≥0
1
f(n)
∫ t
0
I [S1(n) < s ≤ S1(n+ 1)] ds =
∫ t
0
1
f (ξ(s)−)ds.

7.1. Martingale concentration estimates. The next lemma gives tail estimates for M(t)
for t ≥ 0. Recall
K(t) = Φ2 ◦ Φ−11 (t), t ≥ 0.
Lemma 7.2. For any x ≥ 0, t ≥ 0 and s ∈ [0, t],
P (M(s) > xK(t)) ≤ exp
{
−x
2
2
K2(t)
f−2∗ +K(t+ xK(t))
}
.
In particular, if there are positive constants t′,D such that K(3t) ≤ DK(t) for all t ≥ t′, then
for any t ≥ max
{
t′,K−1
(
1
Df2∗
)}
, any x ∈ [0, 2t/K(t)] and any s ∈ [0, t],
P (M(s) > xK(t)) ≤ exp
{
− x
2
4D
K(t)
}
.
Proof. For any x ≥ 0, t ≥ 0 and s ∈ [0, t],
(7.1) P (M(s) > xK(t)) = P (N(s) > s+ xK(t)) = P (ξ(s) > Φ−11 (s+ xK(t)))
≤ P (S1 (1 + ⌊Φ−11 (s+ xK(t))⌋) ≤ s) ≤ eθsE (exp{−θS1(1 + ⌊Φ−11 (s+ xK(t)⌋)}) .
Write β(t, s, x) := 1 + ⌊Φ−11 (s+ xK(t))⌋. Using the explicit form of the moment generating
function for exponential random variables, and the inequality log(1 + z) ≥ z − z2/2 for all
z ≥ 0, we obtain for any θ > 0,
logE (exp {−θS1(β(t, s, x))}) = −
β(t,s,x)−1∑
i=0
log
(
1 +
θ
f(i)
)
≤
β(t,s,x)−1∑
i=0
(
− θ
f(i)
+
θ2
2f2(i)
)
= −θΦ1(β(t, s, x)) + θ
2
2
Φ2(β(t, s, x))
≤ −θs− xθK(t) + θ
2
2
Φ2(β(t, s, x))
where, to obtain the last inequality, we used Φ1(β(t, s, x)) ≥ Φ1(Φ−11 (s+ xK(t)) = s+ xK(t).
Using this estimate in (7.1),
P (M(s) > xK(t)) ≤ exp
{
−xθK(t) + θ
2
2
Φ2(β(t, s, x))
}
.
Optimizing over θ > 0, we obtain
P (M(s) > xK(t)) ≤ exp
{
−x
2
2
K2(t)
Φ2(β(t, s, x))
}
.
The first assertion of the lemma now follows upon noting that
Φ2(β(t, s, x)) ≤ Φ2(1 + Φ−11 (s+ xK(t))) ≤ Φ2(Φ−11 (s+ xK(t))) + f−2∗ ≤ K(t+ xK(t)) + f−2∗ .
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The second assertion is an immediate consequence of the first. 
For A ∈ N0, recall the processMA(·) defined in (3.5). By Lemma 7.1,MA(·) is a martingale.
Let f∗(A) := infi≥A f(i). Denote Sk(·),Φk(·), k ≥ 1, (as defined in Section 3) corresponding
to fA(·) (in place of f) by SAk (·),ΦAk (·). The following lemma establishes tail estimates for
the random variables infs<∞MA(s) and sups<∞MA(s) (A ∈ N0) in the case Φ2(∞) <∞.
Lemma 7.3. If Φ2(∞) <∞, then there exist positive constants x0, x′0, x′′0 , C1, C2 (independent
of A) such that for any A ∈ N0,
(7.2) P
(
inf
s<∞
MA(s) ≤ −x
)
≤
{
C1 exp
{−C2x2} if x0 ≤ x < x′0√f∗(A),
C1 exp
{
−C2
√
f∗(A)x
}
if x ≥ x′0
√
f∗(A).
and
(7.3) P
(
sup
s<∞
MA(s) ≥ x
)
≤ C1 exp
{−C2x2} for all x ≥ x′′0.
Proof. Fix A ∈ N0. In this proof, C,C ′ will denote generic positive constants not depending
on x, t, α,A whose values might change from line to line. As the martingale MA has jumps
bounded by f∗(A)
−1, by Theorem 5 in [30, Chapter 4, Section 13], for any t ≥ 0, x > 0 and
L > 0,
(7.4) P
(
inf
s≤t
MA(s) ≤ −x
)
≤ exp
{
− sup
z>0
[zx− LuA(z)]
}
+ P (〈MA〉(t) ≥ L) ,
where uA(z) := f∗(A)
2
(
ez/f∗(A) − 1− zf∗(A)
)
, z ≥ 0. Observe that
(7.5) 〈MA〉(t) =
∑
n≥0
1
fA(n)
∫ t
0
I
[
SA1 (n) < s ≤ SA1 (n+ 1)
]
ds ≤
ξA(t)∑
n=0
En
f2A(n)
= SA2 (ξA(t) + 1).
Take any θ ∈ (0, 3f∗(A)2/4). Using the explicit form of the moment generating function for
exponential random variables, for any l ∈ N,
(7.6) logE
[
exp
{
θ(SA2 (l)− ΦA2 (l))
}]
= −θΦA2 (l)−
l−1∑
i=0
log
(
1− θ
f2A(i)
)
=
∞∑
k=2
θk
k
ΦA2k(l) ≤ ΦA4 (l)
∞∑
k=2
θk
kf∗(A)2k−4
≤ Cθ2ΦA4 (l).
Thus, for any α > 0, any θ ∈ (0, 3f∗(A)2/4) and any l ∈ N,
P
(
SA2 (l)− ΦA2 (l) ≥ α
) ≤ e−θαE [exp{θ(SA2 (l)− ΦA2 (l))}] ≤ exp{−θα+ Cθ2ΦA4 (l)} .
Note that as Φ2(∞) <∞, therefore ΦA4 (∞) ≤ f∗(A)−2Φ2(∞) <∞. Hence we obtain, for any
t ≥ 0, l ∈ N,
P
(
SA2 (l) ≥ ΦA2 (∞) + α
) ≤ P (SA2 (l) ≥ ΦA2 (l) + α)
≤ exp{−θα+ Cθ2ΦA4 (l)} ≤ exp{Cθ2ΦA4 (∞)} exp {−θα} .
Taking a limit as l→∞ in the above, we obtain for any θ ∈ (0, 3f∗(A)2/4),
P
(
SA2 (∞) ≥ ΦA2 (∞) + α
) ≤ exp{Cθ2ΦA4 (∞)} exp {−θα}
≤ exp{Cθ2f∗(A)−2Φ2(∞)} exp {−θα} .
14 SAYAN BANERJEE AND SHANKAR BHAMIDI
Taking θ = f∗2 f∗(A) ≤ f∗(A)
2
2 in the above, we obtain for any α > 0,
P
(
SA2 (∞) ≥ ΦA2 (∞) + α
) ≤ C exp{−C ′f∗(A)α} .
From this observation and (7.5), for any t ≥ 0,
P
(〈MA〉(t) ≥ ΦA2 (∞) + α) ≤ P (SA2 (ξA(t) + 1) ≥ ΦA2 (∞) + α)(7.7)
≤ P (SA2 (∞) ≥ ΦA2 (∞) + α) ≤ C exp{−C ′f∗(A)α} .
Let L(α) := Φ2(∞) + α for α > 0. Using (7.7) in (7.4) with L = L(α), and noting ΦA2 (∞) ≤
Φ2(∞), we get for x > 0, α > 0,
P
(
inf
s≤t
MA(s) ≤ −x
)
≤ exp
{
− sup
z>0
[zx− L(α)uA(z)]
}
+ P (〈MA〉(t) ≥ L(α))
≤ exp {−u∗(x, α,A)} + C exp{−C ′f∗(A)α}
where u∗(x, α,A) = xf∗(A)
[
log
(
1 + xL(α)f∗(A)
)
− 1
]
+ L(α)f∗(A)
2 log
(
1 + xL(α)f∗(A)
)
. Tak-
ing t→∞ in the above expression, we obtain
P
(
inf
s<∞
MA(s) ≤ −x
)
≤ exp {−u∗(x, α,A)} + C exp{−C ′f∗(A)α} .(7.8)
Using the inequality log(1 + z) ≥ z − z2/2 for z ≥ 0,
u∗(x, α,A) ≥ x
2
2L(α)
− x
3
2L(α)2(f∗(A))
.
If x ≥√(f∗)(f∗(A))Φ2(∞), taking α = 2x√
(f∗)(f∗(A))
in (7.8), we obtain,
P
(
inf
s<∞
MA(s) ≤ −x
)
≤ exp
{
−x
√
(f∗)(f∗(A))
24
}
+ C exp
{
−2C ′x
√
f∗(A)√
f∗
}
.
On the other hand, if 2f∗
(
Φ2(∞) + Φ22(∞)
) ≤ x <√(f∗)(f∗(A))Φ2(∞), taking α = x2(f∗)(f∗(A))
in (7.8),
P
(
inf
s<∞
MA(s) ≤ −x
)
≤ exp
{
− x
2
4
(
Φ2(∞) + Φ22(∞)
)
}
+ C exp
{
−C
′x2
f∗
}
.
This proves (7.2).
To prove (7.3), fix any A ∈ N0. Denote the jump times of MA by {τi}i≥1. By the strong
Markov property and the same argument used to deduce (7.2), there exist positive constants
C,C ′, x0, not depending on A, such that for any i ≥ 1, for all x ≥ x0,
(7.9) P
(
inf
τi≤s<∞
(MA(s)−MA(τi)) ≤ −x | F(τi)
)
≤ C exp{−C ′x}
where F(τi) is the stopped filtration corresponding to stopping time τi. By (7.9), we can
choose x1 ≥ x0, not depending on A, such that for any i ≥ 1 and any x ≥ x1,
(7.10) P
(
inf
τi≤s<∞
(MA(s)−MA(τi)) > −x | F(τi)
)
≥ 1
2
.
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For x ≥ 0, let Nx := inf{i ≥ 1 : MA(τi) ≥ 2x} with the convention that Nx = ∞ if
sups<∞MA(s) < 2x. Note that for any t ≥ 0,
P
(
sup
s≤t
MA(s) ≥ 2x
)
= P (Nx <∞, τNx ≤ t) .
For any t ≥ 0 and any x ≥ x1,
P (MA(t) > x) ≥
∞∑
j=1
P (Nx = j, τj ≤ t)P
(
inf
τj≤s<∞
(MA(s)−MA(τj)) > −x | F(τj)
)
(7.11)
≥ 1
2
∞∑
j=1
P (Nx = j, τj ≤ t) = 1
2
P (Nx <∞, τNx ≤ t)
=
1
2
P
(
sup
s≤t
MA(s) ≥ 2x
)
,
where the second inequality follows from (7.10). Define KA(t) := ΦA2 ◦ (ΦA1 )−1(t), t ≥ 0. Note
that, as KA(∞) = ΦA2 (∞) <∞, for any t ≥ K−1A
(
KA(∞)
2
)
,
KA(3t) ≤ KA(∞) ≤ 2KA(t).
Thus, by the second assertion of Lemma 7.2 with t′ = K−1A
(
KA(∞)
2
)
and D = 2, for any
t ≥ max
{
K−1A
(
KA(∞)
2
)
,K−1A
(
1
2f∗(A)2
)}
and any x ∈ [0, 2t],
P (MA(t) > x) = P
(
MA(t) >
x
KA(t)KA(t)
)
≤ exp
{
− x
2
8K2A(t)
KA(t)
}
(7.12)
= exp
{
− x
2
8KA(t)
}
≤ exp
{
− x
2
8K(∞)
}
,
where we used
KA(t) ≤ KA(∞) =
∫ ∞
0
1
f2A(z)
dz =
∫ ∞
A
1
f2(z)
dz ≤ Φ2(∞) = K(∞)
for the last inequality. Thus, using (7.11) and (7.12), we obtain for any x ≥ x1 and any
t ≥ max
{
K−1A
(
KA(∞)
2
)
,K−1A
(
1
2f∗(A)2
)
, x2
}
,
P
(
sup
s≤t
MA(s) ≥ 2x
)
≤ 2 exp
{
− x
2
8K(∞)
}
.
The second assertion of the lemma now follows by taking t→∞ in the above bound. 
7.2. Absolute continuity of martingale limit. By Lemma 7.3, if Φ2(∞) < ∞, M is
a uniformly integrable martingale and hence converges almost surely to a limiting random
variable M(∞). The following lemma adapts the strategy of Proposition 2.2 in [15] to our
setup to prove absolute continuity of the law of M(∞). In contrast to [15], who require
concavity of f in addition to Φ2(∞) <∞, we do not need this concavity assumption.
Lemma 7.4. Assume Φ2(∞) < ∞. Then M(t) → M(∞) almost surely where the law of
M(∞) is absolutely continuous with respect to Lebesgue measure.
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Proof. We prove the absolute continuity of the law of M(∞). Define S := {Φ1(n) : n ∈ N0}.
For any v ∈ S\{0}, denote by v− the left neighbor of v in S. For v ∈ S, let pv(t) := P(N(t) = v).
For t ≥ 0 and small ∆t, note that
(7.13) |P(N(t+∆t) = v)− P(N(t) = v, ξ(t+∆t)− ξ(t) = 0)
−P(N(t) = v−, ξ(t+∆t)− ξ(t) = 1)∣∣ ≤ P(N(t) ≤ v, ξ(t+∆t)− ξ(t) ≥ 2).
Recall f¯ := f ◦ Φ−11 . Let µv := max{f¯(u) : u ∈ S, u ≤ v}. Since N(t) ≤ v implies
ξ(t) ≤ Φ−11 (v), therefore,
P(N(t) ≤ v, ξ(t+∆t)− ξ(t) ≥ 2) ≤ P (Poi(µv∆t) ≥ 2) ≤ C(µv∆t)2,
where a positive C is a constant that does not depend on v, µ, t,∆t. Moreover,
P(N(t) = v, ξ(t+∆t)− ξ(t) = 0) = (1− f¯(v)∆t)P(N(t) = v) +O((∆t)2)
and
P(N(t) = v−, ξ(t+∆t)− ξ(t) = 1) = (f¯(v−)∆t)P(N(t) = v−) +O((∆t)2).
Using these observations in (7.13), we obtain
P(N(t+∆t) = v) = (1− f¯(v)∆t)P(N(t) = v) + (f¯(v−)∆t)P(N(t) = v−) +O((∆t)2)
and hence,
pv(t+∆t)− pv(t) = (f¯(v−)∆t)P(N(t) = v−)− (f¯(v)∆t)P(N(t) = v) +O((∆t)2).
Dividing by ∆t and taking a limit as ∆t→ 0, we obtain
(7.14) p′v(t) = f¯(v
−)P(N(t) = v−)− f¯(v)P(N(t) = v), v ∈ S \ {0}, t ≥ 0.
Similarly,
(7.15) p′0(t) = −f¯(0)p0(t), t ≥ 0.
We claim the following:
(7.16) pv(t) ≤ f¯(0)
f¯(v)
, for all t ≥ 0, v ∈ S.
We will prove this by induction. For v = 0, from (7.15), for t ≥ 0,
p0(t) = p0(0)e
−f¯ (0)t = e−f¯(0)t ≤ 1 = f¯(0)
f¯(0)
proving (7.16) for v = 0. Suppose the (7.16) is true for v− ∈ S. Then, from (7.14), for t ≥ 0,
p′v(t) = f¯(v
−)P(N(t) = v−)− f¯(v)P(N(t) = v)
≤ f¯(0)− f¯(v)P(N(t) = v) = f¯(0)− f¯(v)pv(t).
From this differential inequality, and using pv(0) = 0 for v 6= 0, we obtain for t ≥ 0,
pv(t) ≤ f¯(0)e−f¯(v)t
∫ t
0
ef¯(v)sds =
f¯(0)(1 − e−f¯(v)t)
f¯(v)
≤ f¯(0)
f¯(v)
.
Thus, by induction, (7.16) is true. For any −∞ < a < b <∞, consider the interval I = (a, b).
For any t ≥ 0, let mt := inf{m ∈ N0 : Φ1(m) > a+ t} and nt := sup{m ∈ N0 : Φ1(m) < b+ t}.
Then,
P(M(t) ∈ I) = P(N(t) ∈ (a+ t, b+ t)) =
∑
v∈(a+t,b+t)∩S
pv(t) ≤
∑
v∈(a+t,b+t)∩S
f¯(0)
f¯(v)
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= f¯(0)
nt∑
j=mt
1
f¯(Φ1(j))
= f¯(0)
nt∑
j=mt
1
f(j)
= f¯(0) (Φ1(nt + 1)− Φ1(mt))
≤ f¯(0)(b − a) + f¯(0)ǫt,
where ǫt := Φ1(nt + 1) − Φ1(nt) = 1f(nt) . As Φ2(∞) < ∞, f(n) → ∞ as n → ∞, and
hence, ǫt → 0 as t→∞. Hence, as M(t) converges almost surely to M(∞), by Portmanteau
theorem,
P(M(∞) ∈ I) ≤ lim inf
t→∞
P(M(t) ∈ I) ≤ f¯(0)(b − a).
Denoting by G the field of right semi-closed intervals, the above bound implies P(M(∞) ∈
A) ≤ f¯(0) Leb(A) for all A ∈ G, where Leb is the Lebesgue measure. By the monotone class
theorem, P(M(∞) ∈ A) ≤ f¯(0) Leb(A) for all A ∈ B(R), proving absolute continuity of the
law of M(∞). 
7.3. Couplings. The following lemma will be used to bound the degrees of vertices by more
tractable processes in the random graph sequence {G∗n}n≥0 as n→∞ for general attachment
sequences {mi}i≥1. For k ∈ N, let s−1(k) denote the unique n such that sn−1 ≤ k < sn.
Recall that, for k ∈ N0, d0(k) denotes the degree of the root in G∗k and dl(k) denotes the
degree of vertex vl in G∗k for k > sl−1.
Lemma 7.5. (i) Suppose f is non-decreasing and suppose there exists Cf > 0 such that
f(i) ≤ Cf (i + 1) for all i ≥ 0. Let d(·) be a non-decreasing random process such that d(0) =
d0(0) = 0, and for any n ≥ 1 and any sn−1 ≤ k < sn,
P (d(k + 1) = d(k) + 1 | d(i), i ≤ k) = 1− P (d(k + 1) = d(k) | d(i), i ≤ k) = f(d(k))
3Cf (k + 1)
.
Then there exists a coupling such that d(i) ≤ d0(i) for all i ≥ 0.
(ii) Suppose f is non-decreasing and suppose there exists ǫ > 0 such that s−1(k) ≥ ǫ(k+1)
for all k ≥ 0. Fix any l ∈ N0. Let dǫl (·) be a non-decreasing random process such that
dl(sl−1) = d
ǫ
l (sl−1) = 0, and for any k ≥ sl−1,
P
(
d
ǫ
l (k + 1) = d
ǫ
l (k) + 1 | dǫl (i), i ≤ k
)
= 1− P
(
d
ǫ
l (k + 1) = d
ǫ
l (k) | dǫl (i), i ≤ k
)
=
f(d
ǫ
l (k))
ǫ(k + 1)f(0)
.
Then there exists a coupling such that dl(i) ≤ dǫl (i) for all i ≥ sl−1.
Proof. (i) We will proceed by induction. Suppose for some n ≥ 1 and some sn−1 ≤ k < sn, we
have coupled the random variables {(d(i), d0(i)) : i ≤ k} such that d(i) ≤ d0(i) for all i ≤ k.
Let Hk := σ{(d(i), d0(i)) : i ≤ k}. Note that as f is non-decreasing, f(i) ≤ Cf (i + 1) for all
i ≥ 0, d(k) ≤ d0(k) under the coupling, and k ≥ sn−1 ≥ n− 1,
f(d0(k))∑n−1
j=0 f(dj(k))
≥ f((d(k))∑n−1
j=0 Cf (dj(k) + 1)
≥ f((d(k))
Cf (2k + n)
≥ f((d(k))
3Cf (k + 1)
,
where we used
∑n−1
j=0 dj(k) ≤
∑n
j=0 dj(k) = 2k to obtain the third inequality above.
Sample a U(0, 1) random variable U independent of Hk and let (d(k + 1), d0(k + 1)) =
(d(k)+1, d0(k)+1) if 0 < U ≤ f(d(k))3Cf (k+1) , (d(k+1), d0(k+1)) = (d(k), d0(k)+1) if
f(d(k))
3Cf (k+1)
<
U ≤ f(d0(k))∑n−1
j=0 f(dj (k))
, and (d(k + 1), d0(k + 1)) = (d(k), d0(k)) if
f(d0(k))∑n−1
j=0 f(dj (k))
< U < 1. Under
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this coupling, we obtain d(i) ≤ d0(i) for all i ≤ k + 1. Thus, by induction, we obtain the
required coupling.
(ii) The proof follows similarly upon noting that, if we have coupled {dl(i), dǫl (i) : i ≤ k}
such that dl(i) ≤ dǫl (i) for all i ≤ k, then
f(d
ǫ
l (k))
ǫ(k + 1)f(0)
≥ f(d
ǫ
l (k))
s−1(k)f(0)
≥ f(dl(k))∑s−1(k)−1
j=0 f(dj(k))
.

The following lemma, which is routine to check upon noting that dn(sn) = mn and using
the properties of exponential distributions, will play a crucial role in our analysis.
Lemma 7.6. Fix any i ≥ 0, n > i. Let τ˜0 = sn and for j ≥ 1, let τ˜j := inf{k > τ˜j−1 :
(di(k), dn(k)) 6= (di(τ˜j−1), dn(τ˜j−1))}. For j ≥ 0, let Xj := (X(1)j ,X(2)j ) := (di(τ˜j), dn(τ˜j)).
Let {ξA(·) : A ∈ N0} be independent point processes having laws prescribed in Section 7 and
independent of σ{G∗k : k ≥ 0}. Let ξ˜1(·) := di(sn)+ ξdi(sn)(·) and ξ˜2(·) := mn+ ξmn(·). Define
σ0 = 0 and for j ≥ 1, let σj := inf{t > σj−1 : (ξ˜1(t), ξ˜2(t)) 6= (ξ˜1(σj−1), ξ˜2(σj−1))}. For
j ≥ 0, let Yj := (Y (1)j , Y (2)j ) := (ξ˜1(σj), ξ˜2(σj)). Then {Xj}j≥0 and {Yj}j≥0 are Markov
chains having the same distribution. This Markov chain has starting point (di(sn),mn) and
its transition probabilities are given for j ≥ 1 by
P
(
(X
(1)
j ,X
(2)
j ) = (X
(1)
j−1 + 1,X
(2)
j−1) | (X(1)j−1,X(2)j−1)
)
= 1− P
(
(X
(1)
j ,X
(2)
j ) = (X
(1)
j−1,X
(2)
j−1 + 1) | (X(1)j−1,X(2)j−1)
)
=
f(X
(1)
j−1)
f(X
(1)
j−1) + f(X
(2)
j−1)
.
Corollary 7.7. Suppose Φ2(∞) < ∞. Then, almost surely, for any i ≥ 0 and any n > i,
di(k) = dn(k) for only finitely many k ≥ sn.
Proof. Define the processes
M˜1(t) :=
ξ˜1(t)−1∑
j=di(sn)
1
f(j)
− t =
ξ˜1(t)−di(sn)−1∑
j=0
1
fdi(sn)(j)
− t,
M˜2(t) :=
ξ˜2(t)−1∑
j=mn
1
f(j)
− t =
ξ˜2(t)−mn−1∑
j=0
1
fmn(j)
− t,
where ξ˜1(·) and ξ˜2(·) are as in Lemma 7.6. By Lemma 7.1, the above processes are martingales
and by Lemma 7.4, both of them converge almost surely as t → ∞ to limiting random
variables, which are conditionally independent given σ{G∗j : j ≤ sn}, and whose laws are
absolutely continuous with respect to Lebesgue measure. In particular, almost surely,
lim
t→∞
ξ˜1(t)−1∑
j=0
1
f(j)
− t 6= lim
t→∞
ξ˜2(t)−1∑
j=0
1
f(j)
− t.
By Lemma 7.6, the corollary follows. 
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7.4. Checking Assumption (3.7). In the case when mi = 1 for all i ≥ 1, recall the contin-
uous time embedding of the sequence of random trees discussed in Section 6. The following
lemma gives checkable conditions under which Assumption (3.7) is satisfied when Φ2(∞) <∞
and lim supi→∞
f(i)
i <∞. Recall the function ρˆ(·) defined in (3.6).
Lemma 7.8. Assume Φ2(∞) < ∞ and D¯ := lim supi→∞ f(i)i < ∞. Then Assumption (3.7)
is satisfied if ρˆ(D¯) > 1. In particular, Assumption (3.7) is satisfied if Φ2(∞) < ∞ and
limi→∞
f(i)
i = 0.
Proof. Using the inequality z ≥ log(1 + z) ≥ z − z2/2 for z ≥ 0, note that for any λ > 0,
−λΦ1(k) ≤ log
k−1∏
i=0
f(i)
λ+ f(i)
= −
k−1∑
i=0
log
(
1 +
λ
f(i)
)
≤ −λΦ1(k) + λ
2
2
Φ2(∞)
Hence, for any λ > 0,
(7.17)
∞∑
k=1
exp {−λΦ1(k)} ≤ ρˆ(λ) ≤ exp
{
λ2
2
Φ2(∞)
} ∞∑
k=1
exp {−λΦ1(k)} .
Fix any ǫ > 0. There exists nǫ > 0 such that f(i) ≤ (D¯ + ǫ)i for all i ≥ nǫ. Thus, for any
n > nǫ,
Φ1(n) ≥
n−1∑
i=nǫ
1
f(i)
≥ 1
D¯ + ǫ
n−1∑
i=nǫ
1
i
≥ 1
D¯ + ǫ
∫ n
nǫ
1
x
dx =
log n− log nǫ
D¯ + ǫ
.
From this bound and (7.17), for any λ > D¯ + ǫ,
ρˆ(λ)− exp
{
λ2
2
Φ2(∞)
} nǫ∑
k=1
exp {−λΦ1(k)} ≤ exp
{
λ2
2
Φ2(∞)
} ∞∑
k=nǫ+1
exp {−λΦ1(k)}
≤ exp
{
λ2
2
Φ2(∞)
} ∞∑
k=nǫ+1
exp
{
− λ
D¯ + ǫ
(log n− log nǫ)
}
= exp
{
λ2
2
Φ2(∞) + λ log nǫ
D¯ + ǫ
} ∞∑
k=nǫ+1
1
nλ/(D¯+ǫ)
<∞.
Therefore, as ǫ > 0 is arbitrary, ρˆ(λ) <∞ for all λ > D¯. Thus, λ ≤ D¯. Moreover, as ρˆ(D¯) > 1,
there exists k0 ∈ N such that
∑k0
k=1
∏k−1
i=0
f(i)
D¯+f(i)
> 1. By continuity of λ 7→∑k0k=1∏k−1i=0 f(i)λ+f(i) ,
we can choose δ > 0 such that
∑k0
k=1
∏k−1
i=0
f(i)
D¯+δ+f(i)
> 1. Hence,
ρˆ(D¯ + δ) ≥
k0∑
k=1
k−1∏
i=0
f(i)
D¯ + δ + f(i)
> 1.
As ρˆ(·) is non-increasing in λ and λ ≤ D¯,
lim
λ↓λ
ρˆ(λ) ≥ ρˆ(D¯ + δ) > 1.
Thus, Assumption (3.7) holds under the hypothesis of the lemma. If limi→∞
f(i)
i = 0, D¯ = 0.
As ρˆ(0) =∞, Assumption (3.7) holds if Φ2(∞) <∞ and limi→∞ f(i)i = 0. 
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7.5. Functional Central Limit Theorem. Now we explore the case when Φ2(∞) = ∞.
The following lemma gives a functional central limit theorem for the martingale MA(·) for
any A ∈ N0. Recall K(t) = Φ2 ◦ Φ−11 (t), t ≥ 0. This lemma generalizes the last assertion of
Lemma 2.1 in [15] by replacing monotonicity of f (required in the proof in [15]) by a much
more general ‘continuity assumption’ (7.18) on K(·). In the following, D([0,∞) : R) denotes
the space of ca`dla`g functions equipped with the Skorohod topology.
Lemma 7.9. Assume Φ2(∞) =∞ and further,
(7.18) lim
δ↓0
lim sup
t→∞
K((1 + δ)t)
K(t) = 1.
Then, for any A ∈ N0, the processes {M (n)A (·)}n≥1 defined by
(7.19) M
(n)
A (t) := n
−1/2MA(K−1(nt)), t ≥ 0, n ≥ 1,
converge weakly to standard Brownian motion in D([0,∞) : R) as n→∞.
Proof. First, note that for i = 1, 2, t ≥ 0, A ∈ N0,
ΦAi (t) =
∫ t
0
1
f iA(s)
ds =
∫ t+A
A
1
f i(s)
ds = Φi(t) +
∫ t+A
t
1
f i(s)
ds−
∫ A
0
1
f i(s)
ds.
From this, we deduce the following for i = 1, 2, t ≥ 0, A ∈ N0:
Φi(t)− A
f i∗
≤ ΦAi (t) ≤ Φi(t) +
A
f i∗
,
Φ−1i
(
t− A
f i∗
)
≤ (ΦAi )−1(t) ≤ Φ−1i
(
t+
A
f i∗
)
.
Recall KA(t) := ΦA2 ◦ (ΦA1 )−1(t), t ≥ 0. From the above relations, it follows that for t ≥ 0,
A ≥ 0,
K
(
t− A
f∗
)
− A
f2∗
≤ KA(t) ≤ K
(
t+
A
f∗
)
+
A
f2∗
.
From this and (7.18), we conclude that for any A ≥ 0,
(7.20)
KA(t)
K(t) → 1 as t→∞.
In particular, for any A ∈ N0,
(7.21) lim
δ↓0
lim sup
t→∞
KA((1 + δ)t)
KA(t) = 1.
Let NA(t) := Φ
A
1 (ξA(t)), t ≥ 0, and f¯A(·) := fA ◦(ΦA1 )−1(·). Recall by Lemma 7.1 (withMA(·)
replacing M(·)) that
〈MA〉(t) =
∫ t
0
1
fA (ξA(s)−)ds.
As MA(·) is a martingale, by Doob’s L2-inequality, for any i ≥ 0,
E
(
sup0≤t≤2i |MA(t)|2
)
(2i/2 log 2i)2
≤ f
−1
∗ 2
i
2ii2(log 2)2
=
1
(log 2)2f∗
1
i2
.
From this, it follows (by the same calculation used to derive equation (5) in [15]) that
lim sup
t→∞
|MA(t)|√
t log t
≤ 1, almost surely.
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In particular,
(7.22)
NA(t)
t
a.s−−→ 1 as t→∞.
Recall SAi (n) :=
∑n−1
k=0
Ek
f i
A
(k)
, n ≥ 0, i = 1, 2, where {Ek}k≥0 are i.i.d. exponential random
variables with mean 1. Extend SAi (·), i = 1, 2, to [0,∞) by linear interpolation. By the first
equality in (7.5),
(7.23)
∣∣〈MA〉(t)− SA2 (ξA(t))∣∣ ≤ EξA(t)f2A(ξA(t)) .
Now, for n ∈ N0,
SA2 (n) =
n−1∑
k=0
(Ek − 1)
f2A(k)
+ ΦA2 (n)
and hence, by Tchebyshev’s inequality, for any δ > 0,
P
(∣∣∣∣SA2 (n)ΦA2 (n) − 1
∣∣∣∣ > δ
)
≤ 1(
ΦA2 (n)
)2 Var
(
n−1∑
k=0
(Ek − 1)
f2A(k)
)
=
ΦA4 (n)(
ΦA2 (n)
)2 ≤ 1f2∗ΦA2 (n) → 0
as n→∞ as ΦA2 (∞) = Φ2(∞) =∞. Hence,
(7.24)
SA2 (n)
ΦA2 (n)
P−→ 1 as n→∞.
For any ǫ ∈ (0, 1), t > 0, if (1 − ǫ)t ≤ NA(t) ≤ (1 + ǫ)t, then noting ΦA2 (ξA(t)) = KA(NA(t)),
we obtain
SA2 (ξA(t))
KA(t) =
SA2 (ξA(t))
ΦA2 (ξA(t))
KA(NA(t))
KA(t) ≤
SA2 ((Φ
A
1 )
−1((1 + ǫ)t))
ΦA2 ((Φ
A
1 )
−1((1 − ǫ)t))
KA((1 + ǫ)t)
KA(t)(7.25)
=
SA2 ((Φ
A
1 )
−1((1 + ǫ)t))
ΦA2 ((Φ
A
1 )
−1((1 + ǫ)t))
KA((1 + ǫ)t)
KA((1− ǫ)t)
KA((1 + ǫ)t)
KA(t) ,
and similarly,
(7.26)
SA2 (ξA(t))
KA(t) ≥
SA2 ((Φ
A
1 )
−1((1 − ǫ)t))
ΦA2 ((Φ
A
1 )
−1((1− ǫ)t))
KA((1− ǫ)t)
KA((1 + ǫ)t)
KA((1 − ǫ)t)
KA(t) .
Take any η ∈ (0, 1/2). By (7.21), we can choose ǫη > 0 and tη > 0 such that for all t ≥ tη,
K2A((1 − ǫη)t)
KA((1 + ǫη)t)KA(t) > 1− η,
K2A((1 + ǫη)t)
KA((1− ǫη)t)KA(t) < 1 + η.
Therefore, by (7.25) and (7.26), for t ≥ tη,
P
(∣∣∣∣SA2 (ξA(t))KA(t) − 1
∣∣∣∣ > 2η
)
≤ P
(∣∣∣∣NA(t)t − 1
∣∣∣∣ > ǫη
)
+ P
(
SA2 ((Φ
A
1 )
−1((1 + ǫ)t))
ΦA2 ((Φ
A
1 )
−1((1 + ǫ)t))
>
1 + 2η
1 + η
)
+ P
(
SA2 ((Φ
A
1 )
−1((1− ǫ)t))
ΦA2 ((Φ
A
1 )
−1((1 − ǫ)t)) <
1− 2η
1− η
)
.
Hence, by (7.22) and (7.24), we obtain
(7.27)
SA2 (ξA(t))
KA(t)
P−→ 1 as t→∞.
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Moreover, for any η > 0 and any ǫ ∈ (0, 1),
P
(
EξA(t)
f2A(ξA(t))
> ηKA(t)
)
≤ P (ξA(t) /∈ ((ΦA1 )−1((1− ǫ)t+ 1), (ΦA1 )−1((1 + ǫ)t)− 1))(7.28)
+ P

 ⌊(ΦA1 )−1((1+ǫ)t)⌋∑
k=⌊(ΦA1 )
−1((1−ǫ)t)⌋+1
Ek
f2A(k)
> ηKA(t)


≤ P (ξA(t) /∈ ((ΦA1 )−1((1− ǫ)t), (ΦA1 )−1((1 + ǫ)t)− 1))
+
KA((1 + ǫ)t)−KA((1− ǫ)t)
ηKA(t)
→ 0 as t→∞
where we used Markov’s inequality in the second inequality, and the convergence in the last
step is a result of (7.22) and (7.21). Thus, by (7.23), (7.27) and (7.28), we conclude that
〈MA〉(t)
KA(t)
P−→ 1 as t→∞.
This, along with (7.20), implies the following asymptotic behavior of the quadratic variation
process 〈MA〉(·) for any A ∈ N0:
(7.29)
〈MA〉(t)
K(t)
P−→ 1 as t→∞.
Now we apply a martingale functional central limit theorem [45, Theorem 2.1 (i)]. Consider
the martingale M
(n)
A (·) defined in (7.19). By (7.29), for each A ∈ N0, t > 0,
lim
n→∞
〈M (n)A 〉(t)
P−→ t as n→∞.
Moreover, the jumps of the martingale M
(n)
A (·) are deterministically bounded by n−1/2f−1∗
which converges to 0 as n → ∞. Hence, by [45, Theorem 2.1 (i)], for each A ∈ N0, M (n)A (·)
converges weakly to standard Brownian motion in D([0,∞) : R) as n→∞. 
7.6. Moderate deviation principles. The following moderate deviation principle (MDP)
will be crucial in investigating the index of the maximal degree vertex when Φ2(∞) =∞.
Lemma 7.10. Assume Φ2(∞) =∞. Let {bn}n≥1 be any positive sequence such that bn →∞
and bnΦ2(n) → 0 as n→∞. Then for any x ≥ 0,
lim
n→∞
bn
Φ2(n)
log P
(
S1(n)− Φ1(n) ≥ xΦ2(n)√
bn
)
= −x
2
2
,(7.30)
lim
n→∞
bn
Φ2(n)
log P
(
S1(n)− Φ1(n) ≤ −xΦ2(n)√
bn
)
= −x
2
2
.(7.31)
If in addition f(k)→∞ as k →∞, then for any x ≥ 0,
(7.32) lim
n→∞
1
Φ2(n)
logP (S1(n)− Φ1(n) ≤ −xΦ2(n)) = −x
2
2
.
Proof. Define
Zn :=
√
bn
Φ2(n)
(S1(n)−Φ1(n))
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and for any λ ∈ R,
Λn(λ) := logE (exp {λZn}) .
Then, for any λ ∈ R, using the explicit moment generating function of exponential random
variables, we obtain for any n ≥ 1 such that |λ| < √bnf∗,
(7.33)
Λn
(
Φ2(n)
bn
λ
)
= logE
(
exp
{
λ√
bn
S1(n)
})
−λΦ1(n)√
bn
= −λΦ1(n)√
bn
−
n−1∑
i=0
log
(
1− λ√
bnf(i)
)
.
Using the inequalities −z − z2/2 + |z|31−|z| ≥ log(1 − z) ≥ −z − z2/2 − |z|
3
1−|z| for |z| < 1 in the
above expression gives for any n ≥ 1 such that |λ| < √bnf∗,
Λn
(
Φ2(n)
bn
λ
)
≤ −λΦ1(n)√
bn
+
n−1∑
i=0
[
λ√
bnf(i)
+
λ2
2bnf2(i)
+
|λ|3
bnf2(i)(
√
bnf(i)− |λ|)
]
(7.34)
≤ λ
2Φ2(n)
2bn
+
|λ|3Φ2(n)
bn(
√
bnf∗ − |λ|)
and
Λn
(
Φ2(n)
bn
λ
)
≥ −λΦ1(n)√
bn
+
n−1∑
i=0
[
λ√
bnf(i)
+
λ2
2bnf2(i)
− |λ|
3
bnf2(i)(
√
bnf(i)− |λ|)
]
(7.35)
≥ λ
2Φ2(n)
2bn
− |λ|
3Φ2(n)
bn(
√
bnf∗ − |λ|)
.
From the above bounds, we obtain for any fixed λ ∈ R, taking n ≥ 1 large enough such that
|λ| < √bnf∗,
(7.36)
∣∣∣∣ bnΦ2(n)Λn
(
Φ2(n)
bn
λ
)
− λ
2
2
∣∣∣∣ ≤ |λ|3(√bnf∗ − |λ|) → 0
as n → ∞. (7.30) and (7.31) now follow by the Ga¨rtner-Ellis Theorem [14, Section 2.3,
Theorem 2.3.6 (c)].
To prove (7.32), we use the same notation as above with bn ≡ 1. By the same calculation
as in (7.34) and (7.35) with bn = 1, we get for any λ ∈ (−∞, f∗),∣∣∣∣ 1Φ2(n)Λn (Φ2(n)λ)−
λ2
2
∣∣∣∣ ≤ 1Φ2(n)
n−1∑
i=0
|λ|3
f2(i)(f(i) − |λ|)
≤ 1
Φ2(n)
n−1∑
i=0
|λ|3
f3(i)(1 − |λ|f−1∗ )
=
|λ|3f∗Φ3(n)
(f∗ − |λ|)Φ2(n) .
Since f(k) → ∞ as k → ∞, for any ǫ > 0, there exists kǫ ∈ N such that f(k) ≥ 1/ǫ for all
k ≥ kǫ. Therefore, for any n > kǫ,
(7.37) Φ3(n) ≤
kǫ−1∑
k=0
1
f3(k)
+ ǫ
n−1∑
k=kǫ
1
f2(k)
≤
kǫ−1∑
k=0
1
f3(k)
+ ǫΦ2(n).
As Φ2(∞) =∞, lim supn→∞ Φ3(n)Φ2(n) ≤ ǫ, and as ǫ > 0 is arbitrary, for any λ ∈ (−∞, f∗),
lim
n→∞
1
Φ2(n)
Λn (Φ2(n)λ) =
λ2
2
.
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Further, since f(k) → ∞ as k → ∞, there exists n∗ ∈ N0 such that f(n∗) = f∗. Hence, for
any n ≥ n∗ + 1, λ ≥ f∗,
E (exp {λS1(n)}) ≥ E (exp {λEn∗/f(n∗)}) =∞.
Thus, by the first equality in (7.33) (with bn = 1), for λ ≥ f∗, limn→∞ 1Φ2(n)Λn (Φ2(n)λ) =∞.
Following the notation of [14, Section 2.3],
Λ(λ) := lim
n→∞
1
Φ2(n)
Λn (Φ2(n)λ)
exists in [−∞,∞] for all λ ∈ R and DΛ := {λ ∈ R : Λ(λ) < ∞} = (−∞, f∗). The Fenchel-
Legendre transform Λ∗(·) of Λ(·) is given by
Λ∗(x) =
{
x2
2 if x < f∗,
f∗x− f
2
∗
2 if x ≥ f∗.
Therefore, DΛ∗ := {x ∈ R : Λ∗(x) < ∞} = R. Moreover, for any y ∈ DΛ ⊂ DΛ∗ , it can be
checked that y is an exposed point with exposing hyperplane λ = y ∈ D0Λ (in the sense of
Definition 2.3.3 of [14, Section 2.3]). Therefore, if E denotes the set of exposed points of Λ∗(·)
whose exposing hyperplane belongs to D0Λ, then DΛ ⊆ E. Therefore, by the Ga¨rtner-Ellis
Theorem, for any x ≥ 0,
lim sup
n→∞
1
Φ2(n)
log P
(
Φ2(n)
−1(S1(n)− Φ1(n)) ∈ (−∞,−x]
) ≤ − inf
z∈(−∞,−x]
Λ∗(z) = −x
2
2
and
lim inf
n→∞
1
Φ2(n)
log P
(
Φ2(n)
−1(S1(n)− Φ1(n)) ∈ (−∞,−x]
)
≥ lim inf
n→∞
1
Φ2(n)
log P
(
Φ2(n)
−1(S1(n)− Φ1(n)) ∈ (−∞,−x)
) ≥ − inf
z∈(−∞,−x)∩E
Λ∗(z)
≥ − inf
z∈(−∞,−x)∩DΛ
Λ∗(z) = − inf
z∈(−∞,−x)
Λ∗(z) = −x
2
2
.
From the above two calculations, we conclude that for any x ≥ 0,
lim
n→∞
1
Φ2(n)
log P
(
Φ2(n)
−1(S1(n)− Φ1(n)) ∈ (−∞,−x]
)
= −x
2
2
proving (7.32). 
Recall N(t) = Φ1(ξ(t)), t ≥ 0. The next lemma uses the above MDP (in particular, (7.32))
to establish an MDP for the process N(·).
Lemma 7.11. Assume Φ2(∞) =∞ and f(k)→∞ as k →∞. Then, for any x ≥ 0,
lim
t→∞
1
K(t) log P (N(t− xK(t)) ≥ t) = −
x2
2
.
Proof. For any n ∈ N, x ≥ 0,
P (N(Φ1(n)− xΦ2(n)) ≥ Φ1(n)) = P (ξ(Φ1(n)− xΦ2(n)) ≥ n)
= P (S1(n) ≤ Φ1(n)− xΦ2(n))
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Thus, by (7.32), for any x ≥ 0,
(7.38) lim
n→∞
1
Φ2(n)
log P (N(Φ1(n)− xΦ2(n)) ≥ Φ1(n)) = −x
2
2
.
For any t ≥ 0, let nt be the unique non-negative integer such that t ∈ [Φ1(nt),Φ1(nt+1)). As
Φ2(∞) = ∞, for any ǫ > 0 there exists tǫ > 0 such that for all t ≥ tǫ, Φ1(nt) + ǫΦ2(nt) > t.
Thus, for any x > 0, t ≥ tǫ,
P (N(t− xK(t)) ≥ t) ≤ P (N(t− xΦ2(nt)) ≥ t)
= P (N(t− ǫΦ2(nt)− (x− ǫ)Φ2(nt)) ≥ t) ≤ P (N(Φ1(nt)− (x− ǫ)Φ2(nt)) ≥ t) .
Also, note that
lim sup
t→∞
Φ2(nt)
K(t) = lim supt→∞
Φ2(nt)
Φ2(Φ
−1
1 (t))
≤ 1.
Hence, if x > 0 and ǫ ∈ (0, x), then using the above bounds along with (7.38),
lim sup
t→∞
1
K(t) log P (N(t− xK(t)) ≥ t)
≤ lim sup
t→∞
1
Φ2(nt)
logP (N(Φ1(nt)− (x− ǫ)Φ2(nt)) ≥ t) = −(x− ǫ)
2
2
.
As ǫ > 0 is arbitrary, we conclude that for any x ≥ 0 (the x = 0 case being trivially true),
(7.39) lim sup
t→∞
1
K(t) logP (N(t− xK(t)) ≥ t) ≤ −
x2
2
.
Similarly, for any ǫ > 0, there exists t′ǫ > 0 such that for all t ≥ t′ǫ, t+ǫΦ2(nt+1) > Φ1(nt+1).
Thus, for x ≥ 0, t ≥ t′ǫ,
P (N(t− xK(t)) ≥ t) ≥ P (N(t− xΦ2(nt + 1)) ≥ t)
= P (N(t+ ǫΦ2(nt + 1)− (x+ ǫ)Φ2(nt + 1)) ≥ t)
≥ P (N(Φ1(nt + 1)− (x+ ǫ)Φ2(nt + 1)) ≥ t) .
Also, note that
lim inf
t→∞
Φ2(nt + 1)
K(t) = lim inft→∞
Φ2(nt + 1)
Φ2(Φ
−1
1 (t))
≥ 1.
Hence, using (7.38),
lim inf
t→∞
1
K(t) log P (N(t− xK(t)) ≥ t)
≥ lim inf
t→∞
1
Φ2(nt + 1)
log P (N(Φ1(nt + 1)− (x+ ǫ)Φ2(nt + 1)) ≥ t) = −(x+ ǫ)
2
2
.
Again, as ǫ > 0 is arbitrary, we conclude that for any x ≥ 0,
(7.40) lim inf
t→∞
1
K(t) logP (N(t− xK(t)) ≥ t) ≥ −
x2
2
.
The lemma follows from (7.39) and (7.40). 
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7.7. Controlling maximum degrees in CTBP. Recall the embedding of {Gn}n≥0 in a
continuous time branching process (CTBP) when mi = 1 for all i ≥ 1 (see Section 6) and
recall the Malthusian rate λ∗ defined in Section 3. For the rest of this section, we will phrase
our results in terms of this continuous time embedding. They will be used to address the
original discrete time model in Section 8.
For any 0 ≤ a < b, denote by n[a, b] the number of individuals born during the time interval
[a, b]. The next lemma gives control in probability on the number of individuals born in the
time interval [at, bt] for 0 ≤ a < b, t ≥ 0.
Lemma 7.12. Assume that the attachment function f satisfies Assumption (3.7) and f(k)→
∞ as k →∞. Then
(7.41) lim
A→∞
P
(
sup
t≥0
e−λ
∗tn[0, t] ≤ A
)
= 1,
and for any 0 ≤ a < b and any δ ∈ (0, λ∗(b− a)/(b+ a)),
(7.42) lim
t→∞
P
(
n[at, bt] ≤ e(λ∗−δ)bt
)
= 0.
Proof. Note that, by Assumption (3.7), there exists β < λ∗ such that
ρˆ(β) =
∫ ∞
0
e−βtµ(dt) <∞,
and hence, equation (5.4) of [36] is satisfied with the function g there chosen to be g(t) =
e−(λ
∗−β)t. Hence, the point process ξ satisfies Condition 5.1 of [36]. Moreover, choosing the
characteristic φ(t) = I(t ≥ 0), t ≥ 0, Condition 5.2 of [36] is trivially satisfied. Therefore, by
Theorem 5.4 of [36], we have that e−λ
∗t|BP(t)| converges almost surely to a finite random
variable W . For λ ≥ 0, write ξˆ(λ) := ∫∞0 e−λsξ(ds). Since f satisfies Assumption (3.7) and
f(k)→∞ as k →∞, by Lemma 1 of [41],
(7.43) E
(
ξˆ(λ∗) log+ ξˆ(λ∗)
)
<∞.
Using this, and noting that |BP(t)| → ∞ almost surely as t → ∞, Propositions 1.1 and 2.2
of [36] imply that m := supt≥0 E(e
−λ∗t|BP(t)|) <∞ and W > 0 almost surely. Therefore, for
A > 0,
P
(
sup
t∈[0,logA/(2λ∗)]
e−λ
∗tn[0, t] > A
)
≤ P (n[0, logA/(2λ∗)] > A)(7.44)
≤ E (BP(logA/(2λ
∗)))
A
≤ mA−1/2.
Fix any ǫ > 0. By the almost sure convergence, there exists A0 > 1 such that for all A ≥ A0,
P
(
sup
t≥logA/(2λ∗)
|e−λ∗tn[0, t]−W | > 1
)
< ǫ.
and P(W > A− 1) < ǫ. Therefore, for all A ≥ A0,
(7.45)
P
(
sup
t≥logA/(2λ∗)
e−λ
∗tn[0, t] > A
)
≤ P
(
sup
t≥logA/(2λ∗)
e−λ
∗tn[0, t]−W > 1
)
+P(W > A−1) < 2ǫ.
As ǫ > 0 is arbitrary, (7.41) follows from (7.44) and (7.45).
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Note that for any δ > 0 and 0 ≤ a < b,
P
(
n[at, bt] ≤ e(λ∗−δ)bt
)
≤ P
(
n[0, at] ≥ e(λ∗−δ)bt
)
+ P
(
n[0, bt] ≤ 2e(λ∗−δ)bt
)
.
Taking t sufficiently large that eδbt/2 > 2, we obtain
P
(
n[0, bt] ≤ 2e(λ∗−δ)bt
)
≤ P
(
n[0, bt] ≤ e(λ∗−δ/2)bt
)
= P
(
e−λ
∗btn[0, bt] ≤ e−δbt/2
)
→ 0
as t → ∞, because e−λ∗btn[0, bt] converges almost surely to W and W > 0 almost surely. If
a = 0, noting n[0, 0] = 1, for any δ ∈ (0, λ∗), P (n[0, at] ≥ e(λ∗−δ)bt) → 0 as t→∞. If a > 0,
choosing δ ∈ (0, λ∗(b− a)/(b+ a)),
P
(
n[0, at] ≥ e(λ∗−δ)bt
)
≤ P
(
n[0, at] ≥ e(λ∗+δ)at
)
= P
(
e−λ
∗atn[0, at] ≥ eδat
)
→ 0
as t → ∞, because e−λ∗atn[0, at] converges almost surely to W and W < ∞ almost surely.
Thus, (7.42) follows. 
For i ∈ N0, denote the birth time of the i-th individual born in the branching process
by B(i) (the 0-th individual being the root with B(0) = 0). For i ∈ N0, s ≥ 0, define the
N-degree of the i-th individual at time s + B(i), denoted by D(i)(s), as Φ1(ξ
(i)(s)), where
ξ(i)(·) is the point process denoting times at which the i-th individual gives birth, measured
relative to its own birth time (i.e. ξ(i)(s′) = k for some s′ ≥ 0, k ∈ N0, if the i-th individual
has k children at time s′ +B(i)). Note that {D(i)(·) : i ∈ N0} are i.i.d. processes.
For a ≥ 0, s ≥ 0, i ∈ N, let B(i)a be the birth time of the i-th individual born at or after
time a, and let D
(i)
a (s) be the N -degree of this individual at time s +B
(i)
a . Again, note that
for any a ≥ 0, {D(i)a (·) : i ∈ N} are i.i.d. processes, each having the same distribution as
D(0)(·).
For any 0 ≤ a < b < c, n[a, b] > 0, define
(7.46) Dmaxa,b (c) := sup{D(i)a (c−B(i)a ) : i ∈ N such that B(i)a ≤ b}.
We take the convention Dmaxa,b (c) = 0 if c ≤ b or n[a, b] = 0.
The following lemma plays a similar role for our model as that played by Lemma 5.4 in
[15]. It furnishes precise asymptotics for the maximum N -degree of all the individuals born
in appropriately scaled time intervals, under a ‘continuity assumption’ on K(·).
Lemma 7.13. Assume Φ2(∞) =∞, f satisfies Assumption (3.7) and f(k)→∞ as k →∞.
Also assume that the following holds:
(7.47) lim
δ↓0
lim sup
t→∞
K((1 + δ)t)
K(t) = 1.
Then for any 0 ≤ a < b and any η ∈ (0,√2λ∗b/2),
P
(
DmaxaK(t),bK(t) (t− ηK(t)) ≥ t− bK(t) + (
√
2λ∗b− 2η)K(t)
)
→ 1,
P
(
DmaxaK(t),bK(t) (t+ ηK(t)) ≤ t− aK(t) + (
√
2λ∗b+ 2η)K(t)
)
→ 1,
as t→∞.
Proof. Fix η ∈ (0,√2λ∗b/2). Choose and fix ǫ ∈ (0, 1) and δ > 0 small enough such that
δ ∈ (0, λ∗(b− a)/(b+ a)) and the following hold:
(7.48)
√
2(λ∗ − δ)b
(1 + ǫ)2
>
√
2λ∗b− η,
√
2(λ∗ + δ)b
(1− ǫ)2 <
√
2λ∗b+ η.
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For each i ∈ N, and z ∈ R,
P
(
D
(i)
aK(t) (t− bK(t) − ηK(t)) < t− bK(t) + zK(t)
)
= P (N (t− bK(t)− ηK(t)) < t− bK(t) + zK(t)) .
Writing β(t) := t− bK(t) + zK(t), we obtain
(7.49) P
(
D
(i)
aK(t) (t− bK(t)− ηK(t)) < t− bK(t) + zK(t)
)
= P (N(β(t) − (z + η)K(t)) < β(t)) .
As Φ2(∞) =∞ and f(k)→∞ as k →∞, a calculation similar to (7.37) implies limn→∞ Φ2(n)Φ1(n) =
0 and hence
lim
t→∞
K(t)
t
= lim
t→∞
Φ2(Φ
−1
1 (t))
Φ1(Φ
−1
1 (t))
= 0.
Thus, limt→∞
β(t)
t = 1. By Assumption (7.47), there exists δ0 > 0, t0 > 0 such that for any
t ≥ t0,
K((1 + δ0)t)
K(t) < (1 + ǫ).
Take t1 ≥ t0 such that 11+δ0 ≤ tβ(t) ≤ (1 + δ0) and β(t) ≥ t0 for all t ≥ t1. Therefore, for all
t ≥ t1,
K(t)
K(β(t)) ≤
K((1 + δ0)β(t))
K(β(t)) < (1 + ǫ),
and,
K(β(t))
K(t) ≤
K((1 + δ0)t)
K(t) < (1 + ǫ).
Using this in (7.49), we obtain for all t ≥ t1,
P
(
D
(i)
aK(t) (t− bK(t) − ηK(t)) < t− bK(t) + zK(t)
)
≤ P (N(β(t) − (z + η)(1 + ǫ)K(β(t))) < β(t)) .
By Lemma 7.11, for any z ≥ −η/2, we can choose t2(z) ≥ t1 (possibly depending on z) such
that for all t ≥ t2(z),
P (N(β(t)− (z + η)(1 + ǫ)K(β(t))) < β(t)) ≤ 1− exp
{
−(1 + ǫ)
3(z + η)2K(β(t))
2
}
≤ 1− exp
{
−(1 + ǫ)
4(z + η)2K(t)
2
}
.
Thus, from the above two bounds, for any i ∈ N, any z ≥ −η/2, t ≥ t2(z),
(7.50) P
(
D
(i)
aK(t) (t− bK(t)− ηK(t)) < t− bK(t) + zK(t)
)
≤ 1− exp
{
−(1 + ǫ)
4(z + η)2K(t)
2
}
.
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Finally, recalling (7.46), we obtain, for any z ≥ −η/2, t ≥ t2(z),
P
(
DmaxaK(t),bK(t)(t− ηK(t)) < t− bK(t) + zK(t)
)(7.51)
≤ P
(
n[aK(t), bK(t)] ≤ e(λ∗−δ)bK(t)
)
+ P
(
DmaxaK(t),bK(t)(t− ηK(t)) < t− bK(t) + zK(t), n[aK(t), bK(t)] > e(λ
∗−δ)bK(t)
)
≤ P
(
n[aK(t), bK(t)] ≤ e(λ∗−δ)bK(t)
)
+ P
(
D
(i)
aK(t)(t− ηK(t)−B
(i)
aK(t)) < t− bK(t) + zK(t)
and B
(i)
aK(t) ≤ bK(t) for all i ≤ ⌊e(λ
∗−δ)bK(t)⌋+ 1
)
≤ P
(
n[aK(t), bK(t)] ≤ e(λ∗−δ)bK(t)
)
+ P
(
D
(i)
aK(t)(t− ηK(t)− bK(t)) < t− bK(t) + zK(t) for all i ≤ ⌊e(λ
∗−δ)bK(t)⌋+ 1
)
≤ P
(
n[aK(t), bK(t)] ≤ e(λ∗−δ)bK(t)
)
+
(
1− exp
{
−(1 + ǫ)
4(z + η)2K(t)
2
})e(λ∗−δ)bK(t)
,
where we used the independence of {D(i)a (·) : i ∈ N} in the last step.
As δ ∈ (0, λ∗(b− a)/(b+ a)), by (7.42),
(7.52) lim
t→∞
P
(
n[aK(t), bK(t)] ≤ e(λ∗−δ)bK(t)
)
= 0.
Moreover, for any −η/2 ≤ z <
√
2(λ∗−δ)b
(1+ǫ)2 − η,
e(λ
∗−δ)bK(t) log
(
1− exp
{
−(1 + ǫ)
4(z + η)2K(t)
2
})
≤ − exp
{
(λ∗ − δ)bK(t) − (1 + ǫ)
4(z + η)2K(t)
2
}
→ −∞ as t→∞
and hence, for any −η/2 ≤ z <
√
2(λ∗−δ)b
(1+ǫ)2
− η,
(7.53) lim
t→∞
(
1− exp
{
−(1 + ǫ)
4(z + η)2K(t)
2
})e(λ∗−δ)bK(t)
= 0.
As, by (7.48),
√
2(λ∗−δ)b
(1+ǫ)2
−η > √2λ∗b−2η ≥ 0 (as η ∈ (0,√2λ∗b/2)), choosing z = √2λ∗b−2η
in (7.51) and using (7.52) and (7.53), we obtain
(7.54) lim sup
t→∞
P
(
DmaxaK(t),bK(t)(t− ηK(t)) < t− bK(t) + (
√
2λ∗b− 2η)K(t)
)
= 0.
Now, observe that for any i ∈ N, w ∈ R,
P
(
D
(i)
aK(t)(t− aK(t) + ηK(t)) > t− aK(t) + wK(t)
)
= P (N(t− aK(t) + ηK(t)) > t− aK(t) + wK(t)) .
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Writing γ(t) := t− aK(t) + wK(t), we obtain
P
(
D
(i)
aK(t)(t− aK(t) + ηK(t)) > t− aK(t) + wK(t)
)
= P (N(γ(t) − (w − η)K(t)) > γ(t)) .
Again note that γ(t)t → 1 as t→∞. As before, by Assumption (7.47), we can obtain t′1 such
that for all t ≥ t′1,
K(t)
K(γ(t)) > (1− ǫ),
K(γ(t))
K(t) > (1− ǫ).
Hence, for all t ≥ t′1,
P
(
D
(i)
aK(t)(t− aK(t) + ηK(t)) > t− aK(t) + wK(t)
)
≤ P (N(γ(t)− (w − η)(1 − ǫ)K(γ(t)) > γ(t)) .
By Lemma 7.11, for any w ≥ 2η, we can choose t′2(w) > 0 (possibly depending on w) such
that for all t ≥ t′2(w),
P (N(γ(t)− (w − η)(1 − ǫ)K(γ(t)) > γ(t)) ≤ exp
{
−(w − η)
2(1− ǫ)3K(γ(t))
2
}
≤ exp
{
−(w − η)
2(1− ǫ)4K(t)
2
}
.
Thus, for any w ≥ 2η, t ≥ t′2(w),
P
(
DmaxaK(t),bK(t)(t+ ηK(t)) > t− aK(t) + wK(t)
)
(7.55)
≤ P
(
n[0, bK(t)] > e(λ∗+δ)bK(t)
)
+ P
(
DmaxaK(t),bK(t)(t+ ηK(t)) > t− aK(t) + wK(t), n[0, bK(t)] ≤ e(λ
∗+δ)bK(t)
)
≤ P
(
n[0, bK(t)] > e(λ∗+δ)bK(t)
)
+ P
(
D
(i)
aK(t)(t+ ηK(t) −B
(i)
aK(t)) > t− aK(t) +wK(t) for some i ≤ e(λ
∗+δ)bK(t)
)
≤ P
(
n[0, bK(t)] > e(λ∗+δ)bK(t)
)
+ P
(
D
(i)
aK(t)(t+ ηK(t) − aK(t)) > t− aK(t) + wK(t) for some i ≤ e(λ
∗+δ)bK(t)
)
≤ P
(
n[0, bK(t)] > e(λ∗+δ)bK(t)
)
+ exp
{
(λ∗ + δ)bK(t) − (w − η)
2(1− ǫ)4K(t)
2
}
,
where the last step follows from the union bound. By (7.41),
(7.56) lim
t→∞
P
(
n[0, bK(t)] > e(λ∗+δ)bK(t)
)
= 0.
Moreover, for any w >
√
2(λ∗+δ)b
(1−ǫ)2 + η,
(7.57) lim
t→∞
exp
{
(λ∗ + δ)bK(t) − (w − η)
2(1− ǫ)4K(t)
2
}
= 0.
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As, by (7.48),
√
2(λ∗+δ)b
(1−ǫ)2 + η <
√
2λ∗b+2η, therefore, choosing w =
√
2λ∗b+2η in (7.55) and
using (7.56) and (7.57), we obtain
(7.58) lim
t→∞
P
(
DmaxaK(t),bK(t)(t+ ηK(t)) > t− aK(t) + (
√
2λ∗b+ 2η)K(t)
)
= 0.
The lemma follows from (7.54) and (7.58). 
The following lemma shows, under suitable assumptions on K(·), that for large t, if an
individual is born sufficiently late, it will not have the maximum N -degree at time t + K(t)
with high probability.
Lemma 7.14. Assume Φ2(∞) = ∞. Moreover, assume that there exist positive constants
t′,D such that K(3t) ≤ DK(t) for all t ≥ t′. Then there exists A0 > 0 such that
lim
t→∞
P
(
DmaxA0K(t),t(t+K(t)) > t
)
= 0.
Proof. By Lemma 7.2, there exists t∗ > 0 (depending on t′,D, f∗) such that for any t ≥ t∗,
any j ∈ [2, 1 + (2t/K(t))] (assuming t∗ is large enough that t ≥ K(t) for all t ≥ t∗) and any
i ≥ 1,
P
(
D
(i)
jK(t)(t+K(t)−B
(i)
jK(t)) > t
)
≤ P (N(t+K(t)− jK(t)) > t)(7.59)
= P (M(t− (j − 1)K(t)) > (j − 1)K(t))
≤ exp
{
−(j − 1)
2
4D
K(t)
}
.
Take any ǫ > 0. Define the event
EA := {sup
t≥0
e−λ
∗tn[0, t] ≤ A}.
By (7.41), there exists Aǫ > 0 such that
(7.60) P (EAǫ) ≥ 1− ǫ.
Observe that if event EAǫ holds, then n[jK(t), (j+1)K(t)] ≤ Aǫeλ∗(j+1)K(t) for all t ≥ 0, j ≥ 0.
Thus, using (7.59) and the union bound, we obtain for t ≥ t∗, any j ∈ [2, 1 + (2t/K(t))],
P
(
DmaxjK(t),(j+1)K(t)(t+K(t)) > t, EAǫ
)
≤ Aǫ exp
{
λ∗(j + 1)K(t) − (j − 1)
2
4D
K(t)
}
.
Thus, we obtain j0 ≥ 2 (depending on λ∗,D but not ǫ) such that for j ≥ j0,
(7.61) P
(
DmaxjK(t),(j+1)K(t)(t+K(t)) > t, EAǫ
)
≤ Aǫ exp
{
−(j − 1)
2
8D
K(t)
}
.
From (7.61) and the union bound, we obtain for any t ≥ t∗,
(7.62) P
(
Dmaxj0K(t),t(t+K(t)) > t, EAǫ
)
≤
1+⌊t/K(t)⌋∑
j=j0
P
(
DmaxjK(t),(j+1)K(t)(t+K(t)) > t, EAǫ
)
≤
1+⌊t/K(t)⌋∑
j=j0
Aǫ exp
{
−(j − 1)
2
8D
K(t)
}
≤ Cǫ exp
{
−(j0 − 1)
2
8D
K(t)
}
,
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where Cǫ depends on ǫ,D, t
∗. As Φ2(∞) = ∞, K(t) → ∞ as t →∞. Hence, we obtain from
(7.60) and (7.62),
lim sup
t→∞
P
(
Dmaxj0K(t),t(t+K(t)) > t
)
≤ lim sup
t→∞
P
(
Dmaxj0K(t),t(t+K(t)) > t, EAǫ
)
+ P
(EcAǫ) ≤ ǫ.
As ǫ > 0 is arbitrary and j0 does not depend on ǫ, the lemma follows with A0 = j0. 
8. Proofs of the main results
We now sequentially prove all the main results using the results in the previous section.
Proof of Theorem 4.2. We work with the random graph sequence {G∗k}k≥0. As the graph
sequence is obtained conditionally on a realization of the attachment sequence {mi}i≥1 (see
Section 2), without loss of generality, we assume that {mi}i≥1 is non-random and satisfies
hypothesis (4.1).
We start by obtaining a lower bound on the degree of the root vertex for large k. By
Lemma 7.5 (i), there exists a coupling of d0(·), d(·) such that d0(i) ≥ d(i) for all i ≥ 0. Note
that the process {d(k) : k ≥ 0} evolves exactly as the degree evolution of the root in [15] using
attachment function f(·)/(3Cf ), with n there (number of vertices) playing the same role as
k + 1 (number of edges) here. Thus, by Proposition 1.4 of [15],
lim
k→∞
Φ1(d(k))
log k
=
1
3Cf
, almost surely.
Hence,
(8.1) lim inf
k→∞
Φ1(d0(k))
log k
≥ 1
3Cf
, almost surely.
Define the following events for m,n ≥ 1:
Am :=
{
Φ1(d0(k))
log k
≥ 1
4Cf
for all k ≥ m
}
and
En := {dn(k) ≥ d0(k) for some k ≥ sn}.
As in Lemma 7.6, independently of {G∗k : k ≥ 0}, sample independent point processes {ξA(·) :
A ∈ N0}, ξA(·) obtained using attachment function fA(·) as in Section 3, and define the
martingale MA(·) for each A ∈ N0 as in (3.5). Let ξ(n)1 (·) := d0(sn) + ξd0(sn)(·) and ξ(n)2 (·) :=
mn + ξmn(·). For t ≥ 0, define
M
(n)
1 (t) :=
ξ
(n)
1 (t)−1∑
k=d0(sn)
1
f(k)
− t =
ξ
(n)
1 (t)−d0(sn)−1∑
k=0
1
fd0(sn)(k)
− t,
M
(n)
2 (t) :=
ξ
(n)
2 (t)−1∑
k=mn
1
f(k)
− t =
ξ
(n)
2 (t)−mn−1∑
k=0
1
fmn(k)
− t.
For n ≥ m, noting that sn ≥ n, on the event Am, Φ1(d0(sn)) ≥ log sn4Cf . Moreover, by Lemma
7.6, the Markov chains obtained by observing the continuous time process {(ξ(n)1 (t), ξ(n)2 (t)) :
t ≥ 0} and the discrete time process {(d0(k), dn(k)) : k ≥ sn} at their respective jump times
have the same distribution and hence, we obtain for n ≥ m,
P(En ∩Am)
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≤ P
(
M
(n)
2 (t) + Φ1(mn) ≥M (n)1 (t) + Φ1(d0(sn)) for some t ≥ 0, Φ1(d0(sn)) ≥
log sn
4Cf
)
.
Note that M
(n)
1 (·) has the same distribution as Md0(sn)(·) and M (n)2 (·) has the same distribu-
tion as Mmn(·). Thus,
P(En ∩Am) ≤ P
(
inf
s<∞
Md0(sn)(s) ≤ −
Φ1(d0(sn))− Φ1(mn)
2
, Φ1(d0(sn)) ≥ log sn
4Cf
)
(8.2)
+ P
(
sup
s<∞
Mmn(s) ≥
Φ1(d0(sn))− Φ1(mn)
2
, Φ1(d0(sn)) ≥ log sn
4Cf
)
.
By the hypothesis (4.1), there exists n0 ≥ m such that for all n ≥ n0, Φ1(mn) ≤ log sn6Cf .
Therefore, for all n ≥ n0, from (8.2),
P(En ∩Am) ≤ P
(
inf
s<∞
Md0(sn)(s) ≤ −
log sn
24
, Φ1(d0(sn)) ≥ log sn
4Cf
)
(8.3)
+ P
(
sup
s<∞
Mmn(s) ≥
log sn
24
, Φ1(d0(sn)) ≥ log sn
4Cf
)
.
Assume n0 is large enough so that
log sn
24 ≥ max{x0, x′′0}, where x0 and x′′0 are constants defined
in Lemma 7.3. By (7.2) in Lemma 7.3, there exist positive constants C,C ′ such that for all
n ≥ n0,
P
(
inf
s<∞
Md0(sn)(s) ≤ −
log sn
24
, Φ1(d0(sn)) ≥ log sn
4Cf
)
(8.4)
≤ E [(C exp{−C ′(log sn)2}
+C exp
{
−C ′
√
f∗(d0(sn))(log sn)
})
I
(
Φ1(d0(sn)) ≥ log sn
4Cf
)]
≤ C exp{−C ′(log sn)2}+ C exp
{
−C ′
√
f∗
(⌊
Φ−11
(
log sn
4Cf
)⌋)
(log sn)
}
≤ C exp{−C ′(log n)2}+ C exp
{
−C ′
√
f∗
(⌊
Φ−11
(
log n
4Cf
)⌋)
(log n)
}
:= an,
and by (7.3),
(8.5) P
(
sup
s<∞
Mmn(s) ≥
log sn
24
, Φ1(d0(sn)) ≥ log sn
4Cf
)
≤ C exp{−C ′(log sn)2}
≤ C exp{−C ′(log n)2} := bn.
Using the above estimates in (8.3), we obtain
P(En ∩Am) ≤ an + bn for all n ≥ max{n0,m}.
As Φ2(∞) < ∞, f∗
(⌊
Φ−11
(
logn
4Cf
)⌋)
→ ∞ as n → ∞. Hence, the sequence {an + bn}n≥n0 is
summable. Thus, by Borel-Cantelli lemma, almost surely, for any m ≥ 1, on the event Am,
there exists n1 (possibly depending on m) such that for any n ≥ n1, the maximum degree
vertex in G∗sn is one of the first n1 vertices. Thus, by Corollary 7.7, for any m ≥ 1, a persistent
hub emerges almost surely on the event Am.
The theorem now follows upon noting that P (Am)→ 1 as m→∞. 
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Proof of Theorem 4.4. The weak convergence assertion is a direct consequence of Lemma 7.9.
To prove the second assertion, fix any A ∈ N0. Conditional on {G∗k : k ≤ sA}, sample two
(conditionally) independent point processes ξd0(sA)(·) and ξmA(·) corresponding to attachment
functions fd0(sA)(·) and fmA(·) as in Section 3.
For t ≥ 0, define
Mˆ1(t) :=
ξd0(sA)(t)+d0(sA)−1∑
k=d0(sA)
1
f(k)
− t =
ξd0(sA)(t)−1∑
j=0
1
fd0(sA)(k)
− t,
Mˆ2(t) :=
ξmA(t)+mA−1∑
k=mA
1
f(k)
− t =
ξmA (t)−1∑
k=0
1
fmA(k)
− t.
Write
W (t) := (Φ1(d0(sA)) + Mˆ1(t))− (Φ1(mA) + Mˆ2(t)), t ≥ 0.
In the following, we will say that a function G : [0,∞) → R changes sign k-times for some
k ∈ N if there exist 0 < t1 < · · · < tk+1 <∞ such that
(8.6) G(ti)G(ti+1) < 0
for all 1 ≤ i ≤ k. We say that G changes sign infinitely often if we can obtain an infinite
sequence {ti}i≥1 of positive numbers such that (8.6) holds for all i ≥ 1.
By Lemma 7.6,
(8.7) P (d0(·) − dA(·) changes sign infinitely often) = P (W (·) changes sign infinitely often) .
Conditional on {G∗k : k ≤ sA}, Mˆ1(·) and Mˆ2(·) respectively have the same laws as Md0(sA)(·)
and MmA(·). Thus, by the functional central limit theorem proved in the first part of the
theorem, {(2n)−1/2W (K−1(nt)) , t ≥ 0} converges weakly to a standard Brownian motion
in D([0,∞) : R) as n → ∞. By the Skorohod representation theorem [8, Theorem 6.7],
there exist D([0,∞) : R)-valued random variables W (n)(·) and W ∗(·) defined on a common
probability space such that W (n)(·) has the same distribution as (2n)−1/2W (K−1(n ·)) for
each n ≥ 1, W ∗(·) is a standard Brownian motion and W (n)(·) converges almost surely to
W ∗(·) with respect to the Skorohod metric (see [8, Equation (12.13), Pg 124]). As W ∗(·)
is almost surely continuous, this convergence can be strengthened to almost sure uniform
convergence on compact subsets of [0,∞) (see [8, Ch. 3, Pg 124]). As, almost surely, W ∗(·)
changes sign infinitely often, for any k ∈ N, by this uniform convergence
P
(
W (n)(·) changes sign at least k times
)
→ 1
as n→∞. As W (n)(·) has the same distribution as (2n)−1/2W (K−1(n ·)) and K(·) is strictly
increasing, for any k, n ∈ N,
P (W (·) changes sign at least k times) = P
(
W (n)(·) changes sign at least k times
)
.
From the above two observations,
P (W (·) changes sign at least k times) = 1.
Hence, almost surely, W (·), and by (8.7), d0(·)− dA(·), changes sign infinitely often implying
that a persistent hub does not emerge. 
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Proof of Theorem 4.5. (i) By the Borel-Cantelli Lemma, (4.2) implies that there exists a
(deterministic) constant C > 0 such that, almost surely, Φ1(mn) ≤ C(log n) 1θ for all n ∈ N.
Thus, almost surely,
lim sup
n→∞
Φ1(mn)
log sn
≤ lim sup
n→∞
C(log n)
1
θ
log sn
≤ lim sup
n→∞
C(log n)
1
θ
log n
= 0.
Persistence is now a direct consequence of Theorem 4.2.
(ii) Define for ǫ > 0, Ωǫ := {{mi}i≥1 : s−1(k) ≥ ǫ(k + 1) for all k ∈ N}. For any l ≥ 0,
by Lemma 7.5 (ii), the process {dl(k) : k ≥ sl−1} is stochastically dominated by the process
{dǫl (k) : k ≥ sl−1} (where dǫl (·) is defined in the lemma) on the event Ωǫ. Combining this
observation with Proposition 1.4 of [15], we obtain on Ωǫ,
lim
k→∞
Φ1(dl(k))
log k
≤ lim
k→∞
Φ1(d
(ǫ)
l (k))
log k
=
1
ǫf(0)
, almost surely.
Thus, almost surely on Ωǫ, Φ1(dl(k)) ≤ 2 log kǫf(0) for all sufficiently large k. However, by the
(converse) Borel-Cantelli Lemma, (4.3) implies that there is a (deterministic) constant C ′ > 0
such that, almost surely, there exist infinitely many n ≥ 1 such that Φ1(mn) ≥ C ′(log n)
1
θ′ .
Call the set of such n as S. By the strong law of large numbers, almost surely, sn =
∑n
i=1mi <
2E(m1)n for all sufficiently large n. Thus, almost surely on Ωǫ, for all sufficiently large n ≥ l
such that n ∈ S,
Φ1(dn(sn)) = Φ1(mn) ≥ C ′(log n)
1
θ′ >
2 log(2E(m1)n)
ǫf(0)
>
2 log sn
ǫf(0)
≥ Φ1(dl(sn)),
and as Φ1(·) is strictly increasing, for any such n, we have dn(sn) > dl(sn). Hence, almost
surely, there is no persistent hub on the event Ωǫ. Moreover, again by the strong law of large
numbers, for any a > 0 satisfying aE(m1) < 1, almost surely, s⌊ak⌋ =
∑⌊ak⌋
i=1 mi < k, and thus
(recalling that s−1(k) denotes the unique j such that sj−1 ≤ k < sj), s−1(k) > ak, for all
sufficiently large k. Hence, P (Ωǫ)→ 1 as ǫ→ 0, which completes the proof. 
Proof of Theorem 4.6. In this proof, C,C ′, C ′′ will denote universal positive constants (only
depending on α, ν) whose values might change from line to line. By using the observation
1
(k+1)α ≤
∫ k+1
k
1
zαdz ≤ 1kα for any k ≥ 1, one obtains
(8.8) Ck1−α ≤ Φ1(k) ≤ C ′k1−α, k ≥ 1.
Moreover, sn ≥ n for all n ≥ 1. Therefore, if ν < 1/(1 − α),
Φ1(mn)
log sn
≤ C
′(⌊1 + (log n)ν⌋)1−α
log n
→ 0
as n → ∞. Thus, noting that f satisfies the assumptions of Theorem 4.2 with Cf = 1, by
Theorem 4.2,
(8.9) A persistent hub emerges if ν < 1/(1 − α).
Now we consider the case ν ≥ 1/(1− α). For k ≥ 0, recall that dmax(k) denotes the maximal
degree in G∗k defined in (2.2), and I∗k denotes the index of the maximal degree vertex in G∗k
defined in (2.3). Let {X∗k , k ≥ 1} be independent random variables such that for any n ≥ 1
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and any sn−1 < k ≤ sn, X∗k ∼ Bern(n−1). Define the process {d∗(k) : k ≥ 0} by d∗(0) = 0
and d∗(k) :=
∑k
j=1X
∗
j , k ≥ 1. As for any n ≥ 1 and any sn−1 ≤ k < sn,
P
(
dmax(k + 1) = dmax(k) + 1 | G∗j , j ≤ k
) ≥ (dmax(k) + 1)α∑n−1
j=0 (dj(k) + 1)
α
≥ 1
n
,
by the same argument as that in Lemma 7.5, there exists a coupling such that dmax(k) ≥ d∗(k)
for all k ≥ 0. Set r(0) = σ∗2(0) = 0, and for any n ≥ 1 and any sn−1 < k ≤ sn, define
r(k) :=
n−1∑
l=1
ml
l
+
k − sn−1
n
and
σ∗2(k) :=
n−1∑
l=1
ml
l
(
1− 1
l
)
+
k − sn−1
n
(
1− 1
n
)
(with the sums in the above taken to be zero if n = 1). Note that, for k ≥ 1, E(d∗(k)) = r(k)
and Var(d∗(k)) = σ∗2(k). As 0 ≤ X∗(k) ≤ 1 for k ≥ 1, and σ∗2(k) → ∞ as k → ∞, writing
L(k) := max{1, log log k}, k ≥ 1, it follows by Kolmogorov’s law of iterated logarithm [29]
that
lim sup
k→∞
|d∗(k)− r(k)|
(2σ∗2(k)L(σ∗2(k)))1/2
= 1, almost surely.
Further, as r(k) ≥ σ∗2(k) for all k ≥ 0, the above implies
(8.10)
d∗(k)
r(k)
→ 1, almost surely as k →∞.
Note that, for l ≥ 2,
ml
l
≥
∫ l+1
l
⌊1 + (log l)ν⌋
z
dz ≥
∫ l+1
l
(log l)ν
z
dz ≥
∫ l+1
l
(log(z/2))ν
z
dz
and hence, there exists a universal constant Cr > 0 such that for n ≥ 2,
(8.11) r(sn) ≥
∫ n+1
2
(log(z/2))ν
z
dz ≥ Cr(log n)ν+1.
Define the following events (similarly as in the proof of Theorem 4.2) for m,n ≥ 1:
A˜m :=
{
dmax(sk) ≥ Cr
2
(log k)ν+1 for all k ≥ m
}
and
E˜n := {dn(k) ≥ dI∗sn (k) for some k ≥ sn}.
By the coupling of dmax(·) and d∗(·), (8.10) and (8.11),
(8.12) P(A˜m)→ 1 as m→∞.
Independently of {G∗k : k ≥ 0}, sample independent point processes {ξA(·) : A ∈ N0}, ξA(·)
obtained using attachment function fA(·), and define the martingale MA(·) for each A ∈ N0
as in (3.5). By the same argument used to deduce (8.2), for n ≥ m ≥ 1,
P
(
E˜n ∩ A˜m
)
≤ P
(
inf
s<∞
Mdmax(sn)(s) ≤ −
Φ1(dmax(sn))− Φ1(mn)
2
, dmax(sn) ≥ Cr
2
(log n)ν+1
)(8.13)
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+ P
(
sup
s<∞
Mmn(s) ≥
Φ1(dmax(sn))− Φ1(mn)
2
, dmax(sn) ≥ Cr
2
(log n)ν+1
)
.
If dmax(sn) ≥ Cr2 (log n)ν+1, then using (8.8),
Φ1(dmax(sn)) ≥ Φ1
(
Cr
2
(log n)ν+1
)
≥ C (log n)(ν+1)(1−α) .
As, by (8.8), Φ1(mn) ≤ C(log n)ν(1−α) for n ≥ 1, there exists n0 ∈ N0 such that for all m ≥ 1
and all n ≥ max{n0,m},
Φ1(dmax(sn))− Φ1(mn) ≥ C ′ (log n)(ν+1)(1−α) .
Assume n0 is large enough so that the lower bound above satisfies C
′ (log n)(ν+1)(1−α) ≥
max{x0, x′′0}, where x0 and x′′0 are constants defined in Lemma 7.3. Thus, for all m ≥ 1 and
all n ≥ max{n0,m}, along the same lines as (8.4),
(8.14) P
(
inf
s<∞
Mdmax(sn)(s) ≤ −
Φ1(dmax(sn))− Φ1(mn)
2
, dmax(sn) ≥ Cr
2
(log n)ν+1
)
≤ C exp
{
−C ′(log n)2(ν+1)(1−α)
}
+ C exp
{
−C ′
√
f∗
(
Cr
2
(log n)ν+1
)
(log n)(ν+1)(1−α)
}
≤ C exp
{
−C ′(log n)2(ν+1)(1−α)
}
+ C exp
{
−C ′
√(
Cr
2
(log n)ν+1
)α
(log n)(ν+1)(1−α)
}
≤ C exp
{
−C ′(log n)2(ν+1)(1−α)
}
+C exp
{
−C ′′(log n)(ν+1)(1−α2 )
}
.
Moreover, for all m ≥ 1 and all n ≥ max{n0,m}, along the same lines as (8.5),
(8.15) P
(
sup
s<∞
Mmn(s) ≥
Φ1(dmax(sn))− Φ1(mn)
2
, dmax(sn) ≥ Cr
2
(log n)ν+1
)
≤ C exp
{
−C ′(log n)2(ν+1)(1−α)
}
.
Using (8.14) and (8.15) in (8.13), we obtain for all m ≥ 1 and all n ≥ max{n0,m},
(8.16) P
(
E˜n ∩ A˜m
)
≤ C exp
{
−C ′(log n)2(ν+1)(1−α)
}
+ C exp
{
−C ′′(log n)(ν+1)(1−α2 )
}
.
Observe that for α ∈ (1/2, 1) and ν ≥ 1/(1− α),
2(ν + 1)(1 − α) ≥ 22− α
1− α(1− α) = 2(2− α) > 2
and
(ν + 1)
(
1− α
2
)
≥ (2− α)
2
2(1 − α) >
(2− 1)2
2(1− 0.5) = 1.
Hence, the right hand side of (8.16) is summable in n for any ν ≥ 1/(1−α). Thus, by (8.12),
the Borel-Cantelli Lemma and Corollary 7.7,
(8.17) A persistent hub emerges if ν ≥ 1/(1 − α).
The theorem now follows from (8.9) and (8.17). 
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Proof of Theorem 4.8. Recall the continuous time embedding of {Gn : n ≥ 1} into a (time-
inhomogeneous) branching process BP(·) given in Lemma 6.1 and recall the stopping time
Tn := inf{t ≥ 0 : |BP(t)| = n+ 1}, n ≥ 0. Fix δ ∈ (0, 1/3). Define the events
A′m :=
{
Φ1(d0(k))
log k
≥ 1− 2δ
λ∗
for all k ≥ m
}
, m ≥ 1,
and
En := {dn(i) ≥ d0(i) for some i ≥ n}, n ≥ 1.
By Lemma 7.3,
(8.18) P
(
inf
k≥m
(Φ1(ξ(Tk))− Tk) ≤ − δ
λ∗
log(m+ 1)
)
≤ P
(
inf
s<∞
Ms ≤ − δ
λ∗
log(m+ 1)
)
→ 0
as m→∞.
Note that Φ2(∞) < ∞ implies f(k) → ∞ as k → ∞. Hence, by the same argument
sketched at the beginning of the proof of Lemma 7.12, e−λ
∗t|BP(t)| converges almost surely
to a finite random variable W as t→∞, and W > 0 almost surely. Hence, for m ≥ 0,
P
(
Tn ≤ 1− δ
λ∗
log(n+ 1) for some n ≥ m
)
(8.19)
= P
(
e−λ
∗Tn |BP(Tn)| ≥ (n+ 1)δ for some n ≥ m
)
≤ P
(
e−λ
∗Tn |BP(Tn)| ≥ (m+ 1)δ for some n ≥ m
)
→ 0
as m → ∞. Recalling that {d0(n) : n ≥ 0} has the same distribution as {ξ(Tn) : n ≥ 0}, we
obtain using (8.18) and (8.19),
P((A′m)
c) ≤ P
(
Φ1(d0(k)) <
1− 2δ
λ∗
log(k + 1) for some k ≥ m
)
(8.20)
≤ P
(
Φ1(ξ(Tk))− Tk < − δ
λ∗
log(k + 1) for some k ≥ m
)
+ P
(
Tk ≤ 1− δ
λ∗
log(k + 1) for some k ≥ m
)
≤ P
(
inf
k≥m
(Φ1(ξ(Tk))− Tk) ≤ − δ
λ∗
log(m+ 1)
)
+ P
(
Tk ≤ 1− δ
λ∗
log(k + 1) for some k ≥ m
)
→ 0
as m→∞. Hence,
(8.21) P(A′m)→ 1 as m→∞.
Now, along the lines of (8.2) and (8.3), there exist positive constants C,C ′ and n0 ≥ m such
that for all n ≥ n0, Φ1(1) < δλ∗ log n and
P(En ∩A′m) ≤ P
(
inf
s<∞
Md0(n)(s) ≤ −
Φ1(d0(n))− Φ1(1)
2
, Φ1(d0(n)) ≥ 1− 2δ
λ∗
log n
)
+ P
(
sup
s<∞
M1(s) ≥ Φ1(d0(n))− Φ1(1)
2
, Φ1(d0(n)) ≥ 1− 2δ
λ∗
log n
)
≤ P
(
inf
s<∞
Md0(n)(s) ≤ −
1− 3δ
2λ∗
log n, Φ1(d0(n)) ≥ 1− 2δ
λ∗
log n
)
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+ P
(
sup
s<∞
M1(s) ≥ 1− 3δ
2λ∗
log n, Φ1(d0(n)) ≥ 1− 2δ
λ∗
log n
)
≤ C exp{−C ′(log n)2}+ C exp
{
−C ′
√
f∗
(⌊
Φ−11
(
1− 2δ
λ∗
log n
)⌋)
(log n)
}
which is summable. Using this observation, along with (8.21), the Borel-Cantelli Lemma and
Corollary 7.7, we conclude that a persistent hub emerges almost surely. If f satisfies condition
(i) or (ii) stated in the theorem, then Lemma 7.8 implies that Assumption (3.7) holds and
hence, a persistent hub emerges almost surely.
To prove (4.4), recall the quantities B(i), ξ(i)(·),D(i)(·), i ∈ N0, defined just before Lemma
7.13. Note that, for any i ∈ N0, by Lemma 7.4, there exists a random variable X(i) (whose
distribution is absolutely continuous with respect to Lebesgue measure) such that
(8.22) Φ1
(
ξ(i)(Tn −B(i))
)
− (Tn −B(i)) a.s−−→ X(i) as n→∞.
Moreover, as e−λ
∗t|BP(t)| converges almost surely to a finite positive random variableW (see
proof of Lemma 7.12),
(8.23) Tn − 1
λ∗
log n
a.s−−→ − 1
λ∗
logW as n→∞.
Combining (8.22) and (8.23), we obtain
(8.24) Φ1
(
ξ(i)(Tn −B(i))
)
− 1
λ∗
log n
a.s−−→ Y (i) as n→∞,
where Y (i) := X(i) −B(i) − 1λ∗ logW .
Define
N ∗c (t) := inf{i : D(i)(t−B(i)) = Dmax0,t (t)},
namely, the N ∗c (t)-th individual is the first individual born into the branching process whose
N -degree at time t equals the maximal degree at that time. The continuous time embedding
(see Section 6) implies that {N ∗c (Tn) : n ∈ N0} has the same distribution as {I∗n : n ∈ N0}.
Hence, as a persistent hub emerges,
(8.25) N ∗c (Tn) a.s−−→ N ∗ as n→∞,
for some integer valued random variable N ∗. Thus, from (8.24) and (8.25),
(8.26) Φ1
(
ξ(N
∗
c (Tn))(Tn −B(N ∗c (Tn)))
)
− 1
λ∗
log n
a.s−−→ Y (N ∗) as n→∞.
Finally, noting that {dmax(n) : n ∈ N0} has the same distribution as {ξ(N ∗c (Tn))(Tn−B(N ∗c (Tn)))) :
n ∈ N0}, (4.4) follows from (8.26). 
Proof of Theorem 4.11. The proof adapts the approach of [15, Theorem 1.15] with Lem-
mas 7.13 and 7.14 replacing the use of Lemma 5.4 and Proposition 5.1 there, although
additional technical challenges arise in the continuous time setting. Recall the quantities
B(i),D(i)(·),Dmaxa,b (c), i ∈ N0, 0 ≤ a < b < c, defined just before Lemma 7.13. Define the
continuous time analogue of the index of the maximal degree vertex as
I∗c (t) := inf{B(i) : D(i)(t−B(i)) = Dmax0,t (t)},
that is, the birth time of the first individual born into the branching process whose N -degree
at time t equals the maximal degree at that time.
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Consider the unimodal function
H(u) = −u+
√
2λ∗u, u ≥ 0.
This function has a unique maximum at u = u∗ := λ∗/2 with maximum value H(u∗) =
λ∗/2 = u∗. Recall A0 from Lemma 7.14 and take A1 := λ
∗ +A0.
Let ǫ0 ∈ (0, λ∗/4) be small enough that max{H(u∗) − H(u∗ − ǫ),H(u∗) − H(u∗ + ǫ)} <
min{√2λ∗(u∗ − ǫ), 24λ∗} for all ǫ ∈ (0, ǫ0). Fix any ǫ ∈ (0, ǫ0). Let ζ := max{H(u∗)−H(u∗−
ǫ),H(u∗)−H(u∗+ ǫ)}. Partition the set [0, u∗− ǫ)∪ (u∗+ ǫ,A1] into disjoint intervals [ui, vi),
i ∈ J, of mesh min{ζ/3, u∗ − ǫ} (with the interval containing zero having length equal to the
mesh). Let p = min{1, ζ/12}. Then
P (I∗c (s) ∈ [(u∗ − ǫ)K(t), (u∗ + ǫ)K(t)] for all s ∈ [t− pK(t), t+ pK(t)])
≥ P
(
Dmax(u∗−ǫ)K(t),u∗K(t)(s) ≥ t+ (H(u∗)− ζ/3)K(t),
DmaxuiK(t),viK(t)(s) ≤ t+ (H(vi) + ζ/2)K(t) for all i ∈ J,
DmaxA1K(t),t(s) ≤ t, for all s ∈ [t− pK(t), t+ pK(t)]
)
≥ P
(
Dmax(u∗−ǫ)K(t),u∗K(t)(t− pK(t)) ≥ t+ (H(u∗)− ζ/3)K(t),
DmaxuiK(t),viK(t)(t+ pK(t)) ≤ t+ (H(vi) + ζ/2)K(t) for all i ∈ J,
DmaxA1K(t),t(t+ pK(t)) ≤ t
)
= P
(
Dmax(u∗−ǫ)K(t),u∗K(t)(t− pK(t)) ≥ t+ (H(u∗)− ζ/3)K(t)
)
×
∏
i∈J
P
(
DmaxuiK(t),viK(t)(t+ pK(t)) ≤ t+ (H(vi) + ζ/2)K(t)
)
× P
(
DmaxA1K(t),t(t+ pK(t)) ≤ t
)
≥ P
(
Dmax(u∗−ǫ)K(t),u∗K(t)(t− (ζ/6)K(t)) ≥ t+ (H(u∗)− ζ/3)K(t)
)
×
∏
i∈J
P
(
DmaxuiK(t),viK(t)(t+ (ζ/12)K(t)) ≤ t+ (H(vi) + ζ/2)K(t)
)
× P
(
DmaxA1K(t),t(t+K(t)) ≤ t
)
.
The first two terms in the product converge to one as t → ∞ on respectively taking η =
ζ/6, a = u∗ − ǫ, b = u∗ and η = ζ/12, a = ui, b = vi for each i ∈ J in Lemma 7.13. Note that
our choice of ǫ0 and the length of the interval containing zero in the partition ensure that
η ∈ (0,√2λ∗b/2) (for corresponding b) in each such application of Lemma 7.13. The last term
converges to one as t→∞ by Lemma 7.14 upon noting that A1 > A0. Hence, we obtain
(8.27)
P (I∗c (s) ∈ [(u∗ − ǫ)K(t), (u∗ + ǫ)K(t)] for all s ∈ [t− pK(t), t+ pK(t)])→ 1, as t→∞.
As e−λ
∗t|BP(t)| converges almost surely to a finite positive random variable W (see proof of
Lemma 7.12), for any δ > 0,
(8.28) P
(
Tn ∈
[
1
λ∗
log n− δK
(
1
λ∗
log n
)
,
1
λ∗
log n+ δK
(
1
λ∗
log n
)])
→ 1, as n→∞.
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Therefore,
P
(
I∗c (Tn) ∈
[
(u∗ − ǫ)K
(
1
λ∗
log n
)
, (u∗ + ǫ)K
(
1
λ∗
log n
)])
(8.29)
≥ P
(
I∗c (s) ∈
[
(u∗ − ǫ)K
(
1
λ∗
log n
)
, (u∗ + ǫ)K
(
1
λ∗
log n
)]
for all s ∈
[
1
λ∗
log n− pK
(
1
λ∗
log n
)
,
1
λ∗
log n+ pK
(
1
λ∗
log n
)])
− P
(
Tn /∈
[
1
λ∗
log n− pK
(
1
λ∗
log n
)
,
1
λ∗
log n+ pK
(
1
λ∗
log n
)])
→ 1
as n→∞ upon taking t = 1λ∗ log n in (8.27) and using (8.28) with δ = p. Finally,
P
(
log I∗n /∈
[
λ∗(u∗ − 2ǫ)K
(
1
λ∗
log n
)
, λ∗(u∗ + 2ǫ)K
(
1
λ∗
log n
)])
= P
(
I∗n /∈
[
exp
{
λ∗(u∗ − 2ǫ)K
(
1
λ∗
log n
)}
, exp
{
λ∗(u∗ + 2ǫ)K
(
1
λ∗
log n
)}])
≤ P
(
I∗c (Tn) /∈
[
(u∗ − ǫ)K
(
1
λ∗
log n
)
, (u∗ + ǫ)K
(
1
λ∗
log n
)])
+ P
(
n
[
0, (u∗ − ǫ)K
(
1
λ∗
log n
)]
≤ exp
{
λ∗(u∗ − 2ǫ)K
(
1
λ∗
log n
)})
+ P
(
n
[
0, (u∗ + ǫ)K
(
1
λ∗
log n
)]
≥ exp
{
λ∗(u∗ + 2ǫ)K
(
1
λ∗
log n
)})
.
The first term in the above bound converges to zero as n → ∞ by (8.29). The second term
converges to zero upon taking δ = λ∗ǫ/(u∗ − ǫ), a = 0, b = 1 and t = (u∗ − ǫ)K ( 1λ∗ log n) in
(7.42). The third term converges to zero by (7.41).
As ǫ ∈ (0, ǫ0) is arbitrary and u∗ = λ∗/2, this proves (4.5).
To prove (4.6), fix any δ ∈ (0, λ∗/4). By the continuity of H(·), we obtain ǫ ∈ (0, ǫ0 ∧ δ)
small enough such that |H(u)− u∗| < δ for all u ∈ [u∗ − ǫ, u∗ + ǫ]. For n ≥ 1,
P
(
Φ1(dmax(n))− 1
λ∗
log n− λ
∗
2
K
(
1
λ∗
log n
)
> 8δK
(
1
λ∗
log n
))(8.30)
≤ P
(
I∗c (Tn) /∈
[
(u∗ − ǫ/2)K
(
1
λ∗
log n
)
, (u∗ + ǫ/2)K
(
1
λ∗
log n
)])
+ P
(
Dmax
(u∗−ǫ/2)K( 1λ∗ logn),(u∗+ǫ/2)K(
1
λ∗
logn)(Tn) >
1
λ∗
log n+
(
λ∗
2
+ 8δ
)
K
(
1
λ∗
log n
))
≤ P
(
I∗c (Tn) /∈
[
(u∗ − ǫ/2)K
(
1
λ∗
log n
)
, (u∗ + ǫ/2)K
(
1
λ∗
log n
)])
+ P
(
Dmax
(u∗−ǫ/2)K( 1λ∗ logn),(u∗+ǫ/2)K(
1
λ∗
logn)
(
1
λ∗
log n+ δK
(
1
λ∗
log n
))
>
1
λ∗
log n+
(
λ∗
2
+ 8δ
)
K
(
1
λ∗
log n
))
+ P
(
Tn >
1
λ∗
log n+ δK
(
1
λ∗
log n
))
.
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The first and third terms in the above bound converge to zero as n→∞ using (8.29) and (8.28)
respectively. To estimate the second term, write αn :=
1
λ∗ log n + δK
(
1
λ∗ log n
)
. Recalling
K(t)
t → 0 as t→∞ and using Assumption C2, we obtain n′ ∈ N (depending on δ, ǫ) such that
for all n ≥ n′, (u∗−ǫ)K(αn) ≤ (u∗−ǫ/2)K
(
1
λ∗ log n
)
, (u∗+ǫ)K(αn) ≥ (u∗+ǫ/2)K
(
1
λ∗ log n
)
,
(3δ + 2ǫ)K(αn) ≤ (4δ + 2ǫ)K
(
1
λ∗ log n
)
and u∗K(αn) ≤ (u∗ + δ)K
(
1
λ∗ log n
)
. Hence,
1
λ∗
log n+
(
λ∗
2
+ 8δ
)
K
(
1
λ∗
log n
)
≥ αn + (u∗ + δ)K
(
1
λ∗
log n
)
+ (4δ + 2ǫ)K
(
1
λ∗
log n
)
≥ αn + u∗K(αn) + (3δ + 2ǫ)K(αn)
≥ αn +H(u∗ + ǫ)K(αn) + 2(δ + ǫ)K(αn)
= αn − (u∗ − ǫ)K(αn) +
(√
2λ∗(u∗ + ǫ) + 2δ
)
K(αn).
Thus, taking a = u∗ − ǫ, b = u∗ + ǫ and η = δ in Lemma 7.13, we obtain for n ≥ n′,
P
(
Dmax
(u∗−ǫ/2)K( 1λ∗ logn),(u∗+ǫ/2)K(
1
λ∗
logn) (αn) >
1
λ∗
log n+
(
λ∗
2
+ 8δ
)
K
(
1
λ∗
log n
))
≤ P
(
Dmax(u∗−ǫ)K(αn),(u∗+ǫ)K(αn) (αn) > αn − (u∗ − ǫ)K(αn) +
(√
2λ∗(u∗ + ǫ) + 2δ
)
K(αn)
)
→ 0, as n→∞.
Thus, by (8.30), for any δ ∈ (0, λ∗/4),
(8.31) P
(
Φ1(dmax(n))− 1
λ∗
log n− λ
∗
2
K
(
1
λ∗
log n
)
> 8δK
(
1
λ∗
log n
))
→ 0, as n→∞.
By a similar argument, for any δ ∈ (0, λ∗/4),
(8.32)
P
(
Φ1(dmax(n))− 1
λ∗
log n− λ
∗
2
K
(
1
λ∗
log n
)
< −8δK
(
1
λ∗
log n
))
→ 0, as n→∞.
(4.6) follows from (8.31) and (8.32). 
Proof of Theorem 4.13. The proof is only outlined as it follows the same approach as that
of Theorem 4.11. Note that when f(k) = 1 for all k ∈ N0, Φ1(t) = Φ2(t) = K(t) = t and
N(t) = ξ(t) for all t ≥ 0, where ξ(·) is a rate one Poisson process. From large deviation
principles for empirical means of i.i.d. Exponential random variables (see [14, Section 2.2,
Exercise 2.2.23]), we obtain the following analogue of Lemma 7.11:
(8.33) lim
t→∞
1
t
logP (N((1− x)t) ≥ t) = x+ log(1− x), x ∈ [0, 1).
Moreover, the Malthusian rate λ∗ equals 1 in this case and e−t|BP(t)| converges almost surely
to a positive finite random variable as (7.43) is satisfied in this case (see proof of Proposition
51 in [7]). Thus, Lemma 7.12 holds.
Using (8.33) and Lemma 7.12, we obtain the following analogue of Lemma 7.13. Define the
function
w(θ) := θ − (1 + θ) log(1 + θ).
Then for any 0 ≤ a < b < 1, there exist positive constants η0, C0 (depending only on b) such
that for any η ∈ (0, η0),
P
(
Dmaxat,bt ((1− η)t) ≥
[
(1− b)
(
1 + w−1
(
− b
1− b
))
−C0η
]
t
)
→ 1,(8.34)
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P
(
Dmaxat,bt ((1 + η)t) ≤
[
(1− a)
(
1 + w−1
(
− b
1− a
))
+ C0η
]
t
)
→ 1,
as t → ∞. Also, using (8.33) and Lemma 7.12, we obtain a0 ∈ (0, 1), given by the unique
solution to the equation 1 + x + log(1 − x) = 0, x ∈ (0, 1), such that for any a > a0, there
exists η1 > 0 (depending on a) such that
(8.35) P
(
Dmaxat,t ((1 + η1)t) > t
)→ 0, as t→∞,
which is the analogue of Lemma 7.14. Thus, using the same argument as in the proof of
Theorem 4.11, we conclude that if the function
Ψ(u) := (1− u)
(
1 + w−1
(
− u
1− u
))
, u ∈ [0, 1),
has a unique maximum on the interval [0, 1) at some point uˆ, then
log I∗n
log n
P−→ uˆ, as n→∞.
Elementary calculus can be used to conclude that Ψ(·) indeed has a unique maximum on [0, 1)
at uˆ = 1 − 12 ln 2 , proving (4.9). Moreover, H(uˆ) = 1/ ln 2. This observation, combined with
calculations similar to (8.30), show (4.10). 
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Appendix A. Verifying Assumptions C1, C2 and C3 for Classes I and II in
Remark 4.1
Class I: As fr is positive and regularly varying with index α ∈ [0, 1/2), taking ǫ ∈ (0, α)
such that 2α+ ǫ < 1 and using [9, Theorem 1.5.6], we obtain
lim
k→∞
fr(k)
k2α+ǫ
= 0.
Recalling f = frfb ≤ b2fr, we conclude Φ2(∞) =∞, and hence, Assumption C1 holds.
Define Φi,r(t) :=
∫ t
0
1
f ir(z)
dz, t ≥ 0, i = 1, 2, and Kr(·) := Φ2,r ◦ Φ−11,r(·). Note that, using a
simple u-substitution,
K(t) := Φ2 ◦Φ−11 (t) =
∫ t
0
1
f¯(z)
dz
where f¯(·) := f ◦Φ−11 (·). Thus, for any δ > 0, t ≥ 0, recalling f ≥ b1fr,
(A.1) K((1 + δ)t) = K(t) +
∫ (1+δ)t
t
1
f¯(z)
dz ≤ K(t) + 1
b1
∫ (1+δ)t
t
1
fr ◦ Φ−11 (z)
dz.
Further, note that 1b2Φ1,r(s) ≤ Φ1(s) ≤ 1b1Φ1,r(s) for s ≥ 0, and hence, Φ−11,r(b1s) ≤ Φ−11 (s) ≤
Φ−11,r(b2s), s ≥ 0. Thus,
(A.2) 1 ≤ Φ
−1
1 (s)
Φ−11,r(b1s)
≤ Φ
−1
1,r(b2s)
Φ−11,r(b1s)
, s ≥ 0.
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By Theorem 1.5.12 of [9], Φ−11,r(·) is regularly varying with index (1− α)−1 and hence,
lim
s→∞
Φ−11,r(b2s)
Φ−11,r(b1s)
=
(
b2
b1
)1/(1−α)
.
Using this in (A.2), we obtain s0 > 0 such that for all s ≥ s0,
(A.3) 1 ≤ Φ
−1
1 (s)
Φ−11,r(b1s)
≤ 2
(
b2
b1
)1/(1−α)
.
By Theorem 1.5.2 of [9], there exists s1 ≥ s0 such that for all s ≥ s1,∣∣∣∣∣fr(xΦ
−1
1,r(b1s))
fr(Φ
−1
1,r(b1s))
− xα
∣∣∣∣∣ < x
α
2
for all x ∈
[
1, 2
(
b2
b1
)1/(1−α)]
.
In particular, by (A.3), for all s ≥ s1,
(A.4)
1
2
≤ fr(Φ
−1
1 (s))
fr(Φ
−1
1,r(b1s))
≤ 3
2
[
2
(
b2
b1
)1/(1−α)]α
=: b(α).
From (A.1) and (A.4), for t ≥ s1,
K((1 + δ)t) ≤ K(t) + 2
b1
∫ (1+δ)t
t
1
fr ◦ Φ−11,r(b1z)
dz
(A.5)
= K(t) + 2
b21
∫ b1(1+δ)t
b1t
1
fr ◦Φ−11,r(z)
dz = K(t) + 2 (Kr(b1(1 + δ)t) −Kr(b1t))
b21
.
Moreover, recalling f ≤ b2fr and again using (A.4), for t ≥ s1,
(A.6) K(t) ≥ 1
b2
∫ t
s1
1
fr ◦Φ−11 (z)
dz ≥ 1
b2b(α)
∫ t
s1
1
fr ◦Φ−11,r(b1z)
dz =
Kr(b1t)−Kr(b1s1)
b1b2b(α)
.
Hence, by (A.5) and (A.6),
(A.7) 1 ≤ lim sup
t→∞
K((1 + δ)t)
K(t) ≤ 1 +
2b2b(α)
b1
lim sup
t→∞
(Kr(b1(1 + δ)t)
Kr(b1t) − 1
)
.
By Proposition 1.5.8, Theorem 1.5.7 and Theorem 1.5.12 of [9], Kr(·) is regularly varying with
index θα :=
1−2α
1−α . Using this observation in (A.7), we conclude that for any δ > 0,
(A.8) 1 ≤ lim sup
t→∞
K((1 + δ)t)
K(t) ≤ 1 +
2b2b(α)
b1
(
(1 + δ)θα − 1
)
.
Taking a limit as δ → 0 in (A.8) shows that Assumption C2 is satisfied. Taking δ = 2 in (A.8)
shows that Assumption C3 is satisfied with D = 2
[
1 + 2b2b(α)b1
(
3θα − 1)] and some t′ > 0.
Class II: From the assumptions
∑∞
k=0
1
g2(k)
= ∞ and limk→∞ h(k)/g(k) = 0, it readily
follows that Φ2(∞) = ∞, and hence, Assumption C1 holds. To verify Assumptions C2 and
C3, extend g, h as f to all of [0,∞). Note that for any δ ≥ 0,
(A.9) K((1 + δ)t) =
∫ Φ−11 ((1+δ)t)
0
1
f2(z)
dz = (1 + δ)
∫ t
0
1
f ◦ Φ−11 ((1 + δ)u)
du
where the last step follows by a u-substitution with u = Φ1(z)/(1 + δ).
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Take any δ > 0. As h(·) is non-negative, g(t) ≤ f(t) for all t ≥ 0. Moreover, as
limt→∞ h(t)/g(t) = 0 we obtain tδ > 0 such that f(t) ≤ (1 + δ)g(t) for all t ≥ tδ. Hence, by
(A.9), for all t ≥ Φ1(tδ),
K((1 + δ)t) ≤ (1 + δ)
∫ t
0
1
g ◦ Φ−11 ((1 + δ)u)
du ≤ (1 + δ)
∫ t
0
1
g ◦ Φ−11 (u)
du
≤ (1 + δ)
∫ Φ1(tδ)
0
1
g ◦Φ−11 (u)
du+ (1 + δ)2
∫ t
Φ1(tδ)
1
f ◦ Φ−11 (u)
du
≤ (1 + δ)
∫ Φ1(tδ)
0
1
g ◦Φ−11 (u)
du+ (1 + δ)2
∫ t
0
1
f ◦ Φ−11 (u)
du
= (1 + δ)
∫ Φ1(tδ)
0
1
g ◦Φ−11 (u)
du+ (1 + δ)2K(t).
Hence, for any δ > 0,
lim sup
t→∞
K((1 + δ)t
K(t) ≤ (1 + δ)
2.
Assumptions C2 and C3 follow from this by respectively taking δ → 0 and δ = 2.
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