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Abstract. We provide a general treatment of perturbations of a class of functionals modeled
on convolution energies with integrable kernel which approximate the p-th norm of the gradient
as the kernel is scaled by letting a small parameter ε tend to 0. We first provide the necessary
functional-analytic tools to show coerciveness in Lp. The main result is a compactness and
integral-representation theorem which shows that limits of convolution-type energies is a standard
local integral functional with p-growth defined on a Sobolev space. This result is applied to obtain
periodic homogenization results, to study applications to functionals defined on point-clouds, to
stochastic homogenization and to the study of limits of the related gradient flows.
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1 Introduction
In this paper we consider a general class of non-local energies whose prototype are convolution
functionals; i.e., functionals of the form
1
εd+p
∫
Ω×Ω
a
(x− y
ε
)
|u(x)− u(y)|pdx dy, (1.1)
where Ω is a Lipschitz domain in Rd and a is a sufficiently integrable positive kernel; namely, a
satisfies ∫
Rd
a(ξ)(1 + |ξ|p)dξ < +∞. (1.2)
Functionals as in (1.1) can be seen as an approximation and a generalization of an Lp-norm of
the gradient of u, and as such have been used e.g. in non-local approaches to phase-transition
problem (see Alberti and Bellettini [1]). Indeed, if u is of class C1(Ω), we may approximate
u(x)−u(y) with 〈∇u(x), x−y〉, so that, up to an error which can be neglected as ε→ 0, energies
(1.1) can be rewritten as
1
εd
∫
Ω×Ω
a
(x− y
ε
)∣∣∣〈∇u(x), x− y
ε
〉∣∣∣pdx dy. (1.3)
After the change of variables y = x− εξ and letting ε→ 0, we obtain∫
Ω
‖∇u‖pa dx, where ‖z‖pa =
∫
Rd
a(ξ)|〈z, ξ〉|pdξ. (1.4)
This argument will be made rigorous as a very particular case of the results in the following.
Limits of energies similar to (1.1), of the form
1
εd
∫
Ω×Ω
a
(y − x
ε
)∣∣∣u(y)− u(x)
y − x
∣∣∣pdy dx, (1.5)
have also been studied by Bourgain et al. [8] as an alternative definition of the Lp-norm of
the gradient of a Sobolev function (see e.g. also [37]), as part of a number of works stemming
from a general interest towards nonlocal variational problems arisen in the last twenty years (see
e.g. the survey paper [26] or the book [20]); a higher-order development of this limit process has
been recently studied by Chambolle et al. [22]. It is worth recalling that a non-linear version
of functionals (1.1) with truncated quadratic potentials had been previously proposed as an
approximation of the Mumford-Shah energy by De Giorgi and subsequently studied by Gobbino
[30] (see also [31]). Furthermore, discrete energies of the form
1
εd+p
∑
i,j∈L
aij |ui − uj|p, (1.6)
where L is a d-dimensional lattice, u : εL → Rm and ui = u(εi), have been widely investigated
as a discrete approximation of integral functionals of p-growth (see e.g. [35, 2, 11, 16]). Such
energies can be seen as a discrete version of functionals (1.1).
In the case p = 2, some energies of the form (1.1) derive from models in population dynamics
where macroscopic properties can be reduced to studying the evolution of the first-correlation
functions describing the population density u in the system [33, 27]. With that interpretation in
mind, in the simplest formulation one can consider their perturbations
1
εd+2
∫
Ω×Ω
bε(x, y) a
(x− y
ε
)
|u(x)− u(y)|2dx dy, (1.7)
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that may take into account inhomogeneities of the environment encoded in the (non-negative)
coefficient bε. Functionals modelled on these energies, with bε obtained by scaling a given periodic
function b or with a random coefficient bε = b
ω
ε depending on the realization of a random variable,
have been considered in the context of homogenization for u scalar in [18, 19], producing a limit
elliptic homogeneous functional ∫
Ω
〈Ahom∇u,∇u〉 dx dy. (1.8)
This limit can be expressed in terms of Γ-convergence and implies the convergence of related
minimum problems. Another type of perturbations of functionals (1.1) is encountered in a
different application to Data Science, studied by Garc´ıa Trillos and Slepcev [29], who examine
energies approximating the total variation of u of the form (1.1)
1
εd+p
∫
Ω×Ω
a
(Tε(x) − Tε(y)
ε
)
|u(x)− u(y)|pdx dy, (1.9)
when p = 1, with Tε : Ω → Ω and discuss its stability in terms of the convergence of Tε to the
identity. This result has been extended to the case of energies with p-growth for p > 1 in [23]
(see also the recent paper [21] in the context of free-discontinuity problems).
In this paper, we provide an ample treatment of ‘convolution-type’ energies modelled on (1.1)
and (1.7) (and including also the case (1.9) with p > 1) and allowing for a general non-linear
dependence on u(x)− u(y) and inhomogeneity on x and y. More precisely, the functionals that
we will consider are of the form
1
εd+p
∫
Ω×Ω
fε(x, y, u(x)− u(y))dx dy, (1.10)
with p > 1. The functions fε : Ω×Ω×Rm → R are quite general. In order to compare functionals
(1.10) with the energies defined in (1.1) we assume that Ω is a bounded domain and that there
exist two kernels a1 and a2 such that
a1
(x− y
ε
)
(|z|p − 1) ≤ fε(x, y, z) ≤ a2
(x− y
ε
)
(|z|p + 1). (1.11)
A non-degeneracy condition for the limit is ensured e.g. by assuming that
a1(ξ) ≥ c if |ξ| ≤ r0
for some c, r0 > 0, while a decay condition in a2 provides that the limit be finite exactly on
W 1,p(Ω;Rm). Note that for a wider applicability of this analysis considering a dependence on
ε of the kernel a2 = a
ε
2 is also necessary; since this may cause the limit energy to be non-local,
some uniform conditions on the decay of the aε2 must be required to ensure that the limit be a
local integral energy. These assumptions will be stated precisely in Section 2. The central result
of the paper is that, up to subsequences, the energies above converge to an energy of the form∫
Ω
f0(x,∇u) dx, (1.12)
with domain W 1,p(Ω;Rm). This convergence is expressed as a Γ-limit with respect to the Lp-
topology in Ω. This is justified by a Compactness Theorem, which states that, if a is the
characteristic function of a ball, then any sequence {uε} bounded in Lp(Ω) with equibounded
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energies (1.1) admits a subsequence converging to some u ∈ W 1,p(Ω;Rm) with respect to the
Lp(Ω;Rm)-topology. This result is complemented by the validity of suitable Poincare´ inequalities,
which allow to prove the equi-coerciveness of the functionals subjected to boundary data and the
application of the direct methods of Γ-convergence to the asymptotic description of minimum
problems.
We also include in the paper various applications. First, to the homogenization of non-local
functionals of the form
1
εd+p
∫
Ω×Ω
f
(x
ε
,
y
ε
, u(x)− u(y)
)
dx dy, (1.13)
with f periodic in the first variable. In this case the limit integrand f0 in (1.12) is independent
of x and can be characterized by a non-local asymptotic formula, which can be further simplified
to a non-local cell-problem formula if f is convex in the last variable. A second application is to
a class of non-local functionals of the form
1
εd+p
∫
Ω×Ω
fε(Tε(x), Tε(y), u(x)− u(y))ρ(x)ρ(y) dx dy, (1.14)
which generalize (1.9). If the image of Tε is discrete these energies can be interpreted as a contin-
uum interpolation of discrete energies. In particular, following [29] we can use these functionals
to describe the behavior of energies defined on point clouds. A third application is a stochastic
homogenization theorem; i.e., the characterization of the limit of functionals in (1.13) when the
integrand f = f(ω) is a statistically homogeneous in the first variable random function defined
through a measure-preserving ergodic dynamical system. We characterize the limit using an
asymptotic non-local homogenization formula, and prove that the limit is deterministic under
ergodicity assumptions. Related results in a discrete setting can be found e.g. in [3, 6, 7, 17].
Finally, we also treat some evolutionary problems using the methods of minimizing movements
if the functions fε are convex in the last variable. In particular, we consider the homogenization
case (1.13), and show that the solutions of gradient flows for those energies, which take the form
∂tuε(t, x) = − 1
εd+1
∫
Ω
(
∂zf
(y
ε
,
x
ε
,
uε(t, x) − uε(t, y)
ε
)
− ∂zf
(x
ε
,
y
ε
,
uε(t, y)− uε(t, x)
ε
))
dy,
converge to the solution of the corresponding gradient flow for the limit homogenized energy.
Previously, homogenization problems for parabolic equations with linear periodic not necessary
symmetric convolution type operators have been studied in [36], where the homogenization results
were obtained by means of two-scale expansions technique.
The plan of the paper is as follows. In Section 2 we introduce the necessary notation (in
particular we change the formal appearance of our energies so as to highlight the range of the
interactions) and introduce the class of convolution-type energies under examination, comparing
the hypotheses with the corresponding ones for integral functionals and highlighting some differ-
ences. We state a weaker version of the coerciveness assumption that may be of use when dealing
e.g. with perforated domains (see [13]). We also introduce the special convolution energies Gε[a]
of type (1.1) and in particular Grε when a = χBr , which are used as comparison energies through-
out the paper (in particular, since they are a lower bound for the energies we consider, it is suffi-
cient to state compactness results for families of functions {uε} with Grε(uε) bounded). Section 3
contains some general results, that mirror the analog results in Sobolev spaces, of extension from
Lipschitz sets, compactness with respect the Lp convergence and Poincare´ inequalities, where
the role of the p-th norm of the gradient is played by Grε as ε → 0. The fundamental Lemma
3.2 allows to control long-range interactions with short-range interactions, while the Compact-
ness Theorem 3.5 guarantees both a compact embedding in Lp for sequences with equibounded
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Grε-energies, and that their limits belong to W
1,p. In Section 4 we consider the particular case
of the limit of energies Gε[aε] with varying aε, characterizing their limits. In particular, when
aε = a we obtain the Γ-convergence to energy (1.4). This limit is used to provide lower and
upper bounds for the general case. The main result of the paper is contained in Section 5, where
the general compactness and integral-representation Theorem 5.1 is proved using a variation of
the localization method of Γ-convergence, which is possible since, even though convolution-type
functionals are non-local, their non-locality ‘vanishes’ as ε → 0. An important technical result
formalizing this observation is Lemma 5.4, which states, in terms of functionals (1.1), that it is
not restrictive to deal with kernels a with bounded support, up to a truncation argument. Sec-
tion 5.4 deals with the convergence of minimum problems with Dirichlet boundary conditions.
Note that for convolution-type functionals such conditions must be imposed on a neighbourhood
of size of order ε of the boundary. Section 6 specializes the description of the Γ-limit in the
case of periodically oscillating energies, using the integral-representation result, the truncation
argument and the convergence of minimum problems to obtain homogenization formulas for the
energy function of the Γ-limit, both of asymptotic type (Theorem 6.1 and formula (6.5)) taking
into account interactions within cubes of diverging size and on periodic functions in the convex
case (Theorem 6.6 and formula (6.16)). Note that in the latter we take into account interactions
u(x) − u(y) with x in the periodicity set and y in the whole space. In Section 7 we consider
functionals of the form (1.14) and prove their equivalence to the corresponding functionals (1.10)
when Tε approaches the identity up to an error of order o(ε), under some technical conditions
on fε. This result is then applied to the analysis of energies defined on point clouds in Section
7.1. Section 8 contains a homogenization theorem in the stochastic setting (Theorem 8.3), whose
proof generalizes the arguments utilized for the deterministic homogenization result, using a
subadditive ergodic theorem by Krengel and Pyke (Theorem 8.2) to characterize an asymptotic
homogenization formula. Finally, in Section 9 we study the convergence of the gradient flows as-
sociated to our energies in the convex case. A general approach by minimizing movements allows
to deduce in particular the convergence of gradient flows in the case of the homogenizationto the
gradient flow of the homogenized limit, which is a standard parabolic equation (Theorem 9.6).
2 Notation, setting of the problem and comments
We let ⌊t⌋ denote the integer part of t ∈ R. Given x ∈ Rd, we let ⌊x⌋ denote the vector in Zd
whose components are the integer parts of the components of x; that is, ⌊x⌋ = (⌊x1⌋, . . . , ⌊xd⌋).
If z ∈ Rd then |z| denotes the norm of z and 〈x,w〉 the scalar product between z and w.
Moreover, we will use the notation Br(z) (if z = 0, simply Br) for the open ball of centre
z and radius r. If A and B are subsets of Rd then dist(z, A) = inf{|z − x| : x ∈ A} and
dist(A,B) = inf{|z − x| : x ∈ A, z ∈ B} denote the distance of z from A and from A to B,
respectively. A(Ω) will be the family of all open subsets of Ω and Areg(Ω) the subfamily of open
subsets with Lipschitz boundary. By A ⋐ B we mean that the closure of A is a compact subset
of B. Rm×d denotes the space of m × d matrices with real entries; if M ∈ Rm×d and z ∈ Rd
then Mx ∈ Rm is defined by the usual row-by-column multiplication. Given g : Rm×d → R we
use the notation
Dg(M) =
(∂g(M)
∂Mi,j
)
i∈{1,...,m}j∈{1,...,d}
∈ Rm×d
for the gradient of g. Given a matrix-valued map Σ : Ω→ Rm×d we define Div(Σ) : Ω→ Rm as(
Div(Σ)
)
i
= div(Σi) for every i = 1, . . . ,m.
We use standard notation for Lebesgue and Sobolev spaces, and their local versions. If u is
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an integrable function on a measurable set E ⊂ Ω,
uE :=
1
|E|
∫
E
u(x)dx
denotes the average of u on E. If A ⋐ B, a cut-off function between A and B is a (smooth)
function ϕ with 0 ≤ ϕ ≤ 1, ϕ = 0 on ∂B and ϕ = 1 on A.
We use standard notation for Γ-convergence [10], indicating the topology with respect to
which it is performed.
Unless otherwise stated, the letter C denotes a generic strictly positive constant independent
of the parameters of the problem taken into account.
2.1 Convolution-type energies
In the following we fix d,m ∈ N natural numbers, p > 1 and we let Ω ⊂ Rd be a bounded open
set with Lipschitz boundary. Note that for many results this regularity assumption on Ω may
be removed up to considering local arguments.
Given ε > 0 and fε : Ω × Rd × Rm → [0,+∞) a positive Borel functions, we introduce the
non-local functional Fε : L
p(Ω;Rm)→ [0,+∞] defined as
Fε(u) :=
∫
Rd
∫
Ωε(ξ)
fε
(
x, ξ,
u(x+ εξ)− u(x)
ε
)
dx dξ (2.1)
where Ωε(ξ) := {x ∈ Ω |x + εξ ∈ Ω}. Note that definition (2.1) is equivalent to (1.10) up to
the change of variable y = x + εξ. The reason to rewrite our energies in this apparently more
complicated way is in order to state more clearly the hypotheses in the following, highlighting
the ‘microscopic interaction length’ ξ. A particular class of functionals of the form (2.1), which
will be used in the following as comparison energies, is introduced below.
Definition 2.1 (the convolution functionals Gε[a] and G
r
ε). Given a measurable function a :
Rd → [0,+∞), we set
Gε[a](u) :=
∫
Rd
a(ξ)
∫
Ωε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx dξ. (2.2)
Moreover, we define the local versions Gε[a](u,A) as for Fε in (2.3).
In the case in which a = χBr we will simply write G
r
ε instead of Gε[χBr ].
We will study the behaviour of energies Fε as ε → 0, under proper assumptions on fε, by
proving a compactness result with respect to Γ-convergence in the Lp-topology. In this context
the role of convolution functionals Gε[a] will be the analog of that of the integral of the p-th
power of the gradient as a comparison energy for local integral functional with p-growth.
For any u ∈ Lp(Ω;Rm) and A ∈ A(Ω) we also introduce a local version of the functionals in
(2.1) by setting
Fε(u,A) :=
∫
Rd
∫
Aε(ξ)
fε
(
x, ξ,
u(x+ εξ)− u(x)
ε
)
dx dξ, (2.3)
where Aε(ξ) := {x ∈ A |x+ εξ ∈ A}.
In what follows we use the standard notation
F ′(u,A) := Γ- lim inf
ε→0
Fε(u,A), F
′′(u,A) := Γ- lim sup
ε→0
Fε(u,A)
for the upper and lower Γ-limits (cf. [10]) performed with respect to the strong topology of
Lp(Ω;Rm).
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Remark 2.2. Note that in this setting the upper and lower Γ-limits of Fε(·, A) performed with
respect to the strong Lp(A;Rm) topology or with respect to the strong Lp(Ω;Rm) topology are
the same. Indeed, for any sequence uε converging to u ∈ Lp(Ω;Rm) strongly in Lp(A;Rm), we
can take
u˜ε(x) =
{
uε(x) if x ∈ A
u(x) if x ∈ Ω\A,
which converges to u strongly in Lp(Ω;Rm) and leaves the energy unchanged; that is, Fε(uε, A) =
Fε(u˜ε, A).
2.2 Assumptions
We consider the following hypotheses on the functions fε introduced above: there exist two
strictly positive constants r0, c0 and two families of non-negative functions ρε : Br0 → [0,+∞)
and ψε : R
d → [0,+∞) satisfying
lim sup
ε→0
∫
Br0
ρε(ξ)dξ < +∞, (2.4)
C1 := lim sup
ε→0
∫
Rd
ψε(ξ)(|ξ|p + 1)dξ < +∞, (2.5)
such that
c0(|z|p − ρε(ξ)) ≤ fε(x, ξ, z) if |ξ| ≤ r0; (H0)
fε(x, ξ, z) ≤ ψε(ξ)(|z|p + 1) . (H1)
Moreover for any δ > 0 there exists rδ > 0 such that
lim sup
ε→0
∫
Bcrδ
ψε(ξ)|ξ|pdξ < δ. (H2)
By hypotheses (H0) and (H1), the localized functionals satisfy
c
(
Gr0ε (u,A)− |A|
) ≤ Fε(u,A) ≤ Gε[ψε](u,A) + C|A| (2.6)
for any A ∈ A(Ω), for all sufficiently small ε, and for some 0 < c < C.
Remark 2.3 (convolution functionals with kernels of polynomial decay). A simple class of
kernels ψε satisfying (2.5) and (H2) are those satisfying
ψε(ξ) ≤ Cα
1 + |ξ|α
for some given α > p+ d and Cα > 0.
Remark 2.4. The hypotheses above can be compared with the standard p-growth assumptions
for a family of integral functionals
∫
Ω
fε(x,∇u) dx, which read
a1(|ξ|p − a0) ≤ fε(x, ξ) ≤ a2(1 + |ξ|p) (2.7)
for some positive constants a0, a1, and a2. The polynomial lower-bound in (2.7) implies the
boundedness of the Lp norm of the gradients of functions with equibounded energies and hence
provides weak compactness in W 1,p spaces. Analogously, we will show that condition (H0)
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provides strong compactness in Lp of functions with equibounded energies and yields that any
limit function is in W 1,p(Ω;Rm). Condition (H1) and (2.5) are the analog of the polynomial
upper-bound in (2.7) and ensure that the Γ-limits are finite on W 1,p-functions. Condition (H2)
is crucial to deduce the locality of the Γ-limits, in that it forbids relevant long-range interactions,
and has no direct analog in terms of condition (2.7).
For the validity of the integral representation result in Theorem 5.2 condition (H0) can be
weakened requiring only that:
(H0′) the computation of F ′(u,A) and F ′′(u,A) can be restricted to families {uε} ⊂ Lp(Ω;Rm)
satisfying, for every open A′ ⋐ A,
Gr0ε (uε, A
′) ≤ C(Fε(uε, A) + |A|) (2.8)
when ε is small enough, where C is a constant depending on A ∈ A(Ω).
Such condition is clearly implied by the lower bound in (2.6). Assuming (H0′) in place of (H0)
allows to include in our analysis a wide varieties of cases which are not covered by (H0), such
as convolution energies on perforated domains, where (2.8) is obtained by an extension theorem
(see [18]). In the two following examples we exhibit two further classes of convolution functionals
satisfying (2.8).
Remark 2.5 (control from below provided by a translated kernel). We now show that for the
validity of (2.8) it suffices that fε(x, ·, z) be controlled from below by an interaction kernel not
necessarily centered in the origin. More precisely, assume that there exist r0, c0 > 0 and ξ0 ∈ Rd
such that
c0(|z|p − ρε(ξ)) ≤ fε(x, ξ, z) if |ξ − ξ0| ≤ r0. (2.9)
Take r < r0/2 and an open A
′
⋐ A. For every η ∈ Br(ξ0), by Jensen’s inequality we have
Grε(u,A
′) ≤ 2p−1
(∫
Br
∫
A′
∣∣∣u(x+ ε(ξ + η))− u(x)
ε
∣∣∣pdx dξ
+
∫
Br
∫
A′
∣∣∣u(x+ ε(ξ + η)) − u(x+ εξ)
ε
∣∣∣pdx dξ).
Note that, for ε small enough, the previous expression is well defined since A′ + ε(ξ + η) ⊂ A,
for every ξ and η as above. Averaging with respect to η we get
Grε(u,A
′) ≤ 2
p−1
|Br|
(∫
Br(ξ0)
∫
Br
∫
A′
∣∣∣u(x+ ε(ξ + η))− u(x)
ε
∣∣∣pdx dξ dη
+
∫
Br(ξ0)
∫
Br
∫
A′
∣∣∣u(x+ ε(ξ + η))− u(x+ εξ)
ε
∣∣∣pdx dξ dη).
By the change of variable ξ′ = ξ + η and from the fact that Br(η) ⊂ Br0(ξ0) we have
1
|Br|
∫
Br(ξ0)
∫
Br
∫
A′
∣∣∣u(x+ ε(ξ + η)) − u(x)
ε
∣∣∣pdx dξ dη
≤
∫
Br0(ξ0)
∫
A′
∣∣∣u(x+ εξ′)− u(x)
ε
∣∣∣pdx dξ′ .
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Using the change of variable x′ = x+ εξ and the fact that A′ + εξ ⊂ Aε(η) for every η ∈ Br(ξ0),
ξ ∈ Br we also get
1
|Br|
∫
Br(ξ0)
∫
Br
∫
A′
∣∣∣u(x+ ε(ξ + η))− u(x+ εξ)
ε
∣∣∣pdx dξ dη
≤
∫
Br(ξ0)
∫
Aε(η)
∣∣∣u(x′ + εη)− u(x′)
ε
∣∣∣pdx′ dη .
Gathering all the inequalities above, for any open A′ ⋐ A we obtain that
Grε(u,A
′) ≤ 2pGε[χBr0 (ξ0)](u,A)
for every ε small enough and (2.9) yields (2.8).
ξ
a(ξ)
Figure 1: Example of an interaction kernel a with changing sign
Remark 2.6 (sign-changing kernels). In case of convolution(-type) energies the assumption
that the kernels be non-negative can be relaxed to some extent. Note that this has no direct
counterpart in condition (2.7) for integral functionals, since the negativeness of fε on a set of x
of positive measure would give a Γ-limit identically equal to −∞.
A simple example is obtained by taking r and r0 as in the previous example, and
f(x, ξ, z) =
(
χBr0 (ξ0)(ξ)− γχBr(0)(ξ)
)
|z|p,
with γ < 2−p. This function is negative for |ξ| < r0. Nevertheless, by the previous example, we
obtain
(2−p − γ)
∫
Rd
∫
{|ξ|≤r}
|u(x+ εξ)− u(x)|p dξ dx ≤
∫
Rd
∫
Rd
f(ξ, u(x+ εξ)− u(x)) dξ dx,
which gives a bound for the convolution energies on the left-hand side for families with equi-
bounded energies on the whole Rd. From this bound it is possible to derive compactness proper-
ties. Note however that it does not immediately imply condition (2.8) for the localized energies,
so that arguments requiring local estimates, such as integral-representation theorems, must be
reworked.
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We may also treat the case when the domain is not the whole Rd if we make some assumptions
on the integration domain; e.g. convexity.
Let A be an open convex set. Applying Jensen’s inequality and switching the roles of x and
y we get∫ ∫
{(x,y)∈A×A : ε<|x−y|<2ε}
∣∣∣u(y)− u(x)
ε
∣∣∣pdx dy
≤ 2p
∫ ∫
{(x,y)∈A×A : ε<|x−y|<2ε}
∣∣∣u(x+y2 )− u(x)
ε
∣∣∣pdx dy.
From the convexity of A, (x+y)/2 ∈ A and |(x+y)/2−x| < ε. Hence, by the change of variable
y′ = (x+ y)/2 we obtain∫ ∫
{(x,y)∈A×A : ε<|x−y|<2ε}
∣∣∣u(y)− u(x)
ε
∣∣∣pdx dy
≤ 2p+d
∫ ∫
{(x,y)∈A×A : |x−y′|<ε}
∣∣∣u(y′)− u(x)
ε
∣∣∣pdx dy′.
Now if we consider
f(x, ξ, z) =
(
2χB1(ξ)− γχB2\B1(ξ)
)
|z|p,
with γ < 2−p−d, the previous computations yield
Fε(u,A) ≥ G1ε(u,A).
This argument can be extended to sign-changing a such as the one pictured in Fig. 1; i.e., with
a(ξ) positive for small values of |ξ|. The arguments above are no longer true in the non-convex
case and their generalization to every open set A ∈ A(Ω) is not immediate.
Remark 2.7 (a technical remark on localization techniques). Alternatively to (2.3), given an
open set Ω, for any u ∈ Lp(Ω;Rm) and A ∈ A(Ω) we may introduce another (partially-)local
version of the functionals in (2.1) by setting
F˜ε(u,A) :=
∫
Rd
∫
Aε(Ω;ξ)
fε
(
x, ξ,
u(x+ εξ)− u(x)
ε
)
dx dξ, (2.10)
where Aε(Ω; ξ) := {x ∈ A |x+ εξ ∈ Ω}. This version has the advantage of being additive in the
set A, but loses the locality property (i.e., F˜ε(u,A) depends also on the values of u on Ω \A), so
that its Γ-limits must be computed with respect to the convergence in Lp(Ω;Rm).
3 Asymptotic embedding and compactness results
In this section we include some results of independent interest that extend to the case of convo-
lution energies corresponding results in Sobolev spaces (c.f. [32]).
In Theorem 3.5 we prove the compactness of sequences of functions for which both the Lp
norms and the energies are uniformly bounded, whose proof is a non-local counterpart of that
of the classical Riesz-Fre´chet-Kolmogorov Theorem. We will see that the role played by the
Lp norm of gradients in the standard compact immersion results of Sobolev spaces is played in
our context by the energies Grε. A similar result in the case of convolution-type energies with
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truncated quadratic potentials has been proved in [30, Theorem 5.4]. In Theorems 3.7 and 3.8
we show the validity of Poincare´-type inequalities. Before proving the compactness result, we
provide some preliminary results of independent interest concerning extension operators and the
possibility of controlling long-range interactions with short-range interactions.
3.1 An extension result
By mimicking a standard procedure of extensions of Sobolev functions, we provide the following
result.
Theorem 3.1. Let A be any open Lipschitz set of Rd with ∂A bounded and let r > 0. Then
there exist an open set A˜ ⋑ A, a linear continuous map
E : Lp(A;Rm)→ Lp(A˜;Rm)
and three positive constants C = C(A), r1 = r1(r, A), ε0 = ε0(r, A) such that
‖Eu‖p
Lp(A˜;Rm)
+Gr1ε (Eu, A˜) ≤ C
(‖u‖pLp(A;Rm) +Grε(u,A))
for all ε < ε0.
Proof. We follow the construction of the extension of functions in fractional Sobolev spaces
(see [26]). From the Lipschitz regularity of the boundary we can find a finite open cover-
ing {Ui}ni=1 of ∂A and Lipschitz invertible maps Hi : Q → Ui with ‖DHi‖L∞(A) ≤ L and
‖DH−1i ‖L∞(Ui) ≤ L, such that
Hi(Q
+) = A ∩ Ui, Hi(Q−) = Ac ∩ Ui, Hi(Q0) = ∂A ∩ Ui,
where Q = (−1, 1)d, Q± = {x ∈ Q | ± x1 > 0} and Q0 = {x ∈ Q |x1 = 0}. Let {ϕi}ni=0 ⊂
C∞0 (R
d) be a partition of the unity, that is Vi := supp(ϕi) ⋐ Ui and
n∑
i=0
ϕi(x) = 1, for every x ∈ A,
where U0 ⊃ A\
⋃n
i=1 Ui is an open set. Define the maps Ri : A
c ∩ Ui → A ∩ Ui as follows
Ri(x) = Hi(−y1, y2, . . . , yd),
where H−1i (x) = y = (y1, . . . , yd) ∈ Q−. Note that Ri are invertible Lipschitz maps of Lipschitz
constant less than L2. Given u ∈ Lp(A;Rm), define
ui(x) :=
{
u(x) x ∈ A ∩ Ui
u(Ri(x)) x ∈ Ac ∩ Ui,
u˜i(x) := ϕi(x)ui(x).
Then u˜ :=
∑n
i=0 u˜i extends u on A˜ =
⋃n
i=0 Ui. For every 0 ≤ i ≤ n we have∫
Ui
|ui(x)|pdx ≤ C
∫
Ui∩A
|u(x)|pdx, (3.1)
where C > 0 depends only on A, which yields ‖u˜‖p
Lp(A˜;Rm)
≤ C‖u‖pLp(A;Rm). Now, we show that
for every 1 ≤ i ≤ n
Gr1ε (ui, Ui) ≤ CGrε(u, Ui ∩A) (3.2)
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with r1 = r/(1 + 2L
2), which is trivial when i = 0. Using the change of variable y = x+ εξ, it is
convenient to rewrite the energy functionals as
Gr1ε (ui, Ui) =
1
εd
∫
Ui
∫
Ui∩Bεr1(x)
∣∣∣ui(y)− ui(x)
ε
∣∣∣pdy dx
≤ Grε(u, Ui ∩ A)
+
1
εd
∫
Ui∩A
∫
(Ui\A)∩Bεr1 (x)
∣∣∣ui(y)− ui(x)
ε
∣∣∣pdy dx (3.3)
+
1
εd
∫
Ui\A
∫
Ui∩A∩Bεr1(x)
∣∣∣ui(y)− ui(x)
ε
∣∣∣pdy dx (3.4)
+
1
εd
∫
Ui\A
∫
(Ui\A)∩Bεr1(x)
∣∣∣ui(y)− ui(x)
ε
∣∣∣pdydx. (3.5)
For every 1 ≤ i ≤ n and x ∈ Ui, we claim that |Ri(y) − x| ≤ εr for any y ∈ (Ui\A) ∩ Bεr1(x).
Indeed, if z ∈ Ui ∩Bεr1(x) ∩ ∂A then Ri(z) = z and therefore
|Ri(y)− x| ≤ |Ri(y)−Ri(z)|+ |z − x| ≤ 2L2|y − z|+ |z − x|.
Thus, Ri((Ui\A) ∩Bεr1(x)) ⊂ Ui ∩ A ∩Bεr(x), and, after the change of variable y′ = Ri(y), we
obtain∫
Ui∩A
∫
(Ui\A)∩Bεr1(x)
∣∣∣ui(y)− ui(x)
ε
∣∣∣pdy dx ≤ L2d ∫
Ui∩A
∫
Ui∩A∩Bεr(x)
∣∣∣u(y′)− u(x)
ε
∣∣∣pdy′dx,
that controls the term in (3.3). Applying the same argument, we obtain an analogous estimate
for the integral in (3.4). By the changes of variable y′ = Ri(y) and x′ = Ri(x) we also get∫
Ui\A
∫
(Ui\A)∩Bεr1(x)
∣∣∣ui(y)− ui(x)
ε
∣∣∣pdy dx ≤ L4d2 ∫
Uj∩A
∫
Ui∩A∩Bεr(x)
∣∣∣u(y)− u(x)
ε
∣∣∣pdy dx
and the integral in (3.5) is controlled as well. Hence (3.2) holds. Set
ε0 = ε0(r, A) =
1
r1
min
0≤i≤n
dist(Vi, U
c
i ) > 0.
For every ε < ε0 and 0 ≤ i ≤ n, by (3.2) and (3.1), summing and subtracting ϕi(x+ εξ)u˜i(x) we
get
Gr1ε (u˜i, A˜) ≤ 2p−1
∫
Br1
∫
(Ui)ε(ξ)
∣∣∣ui(x+ εξ)− ui(x)
ε
∣∣∣pdx dξ
+ 2p−1
∫
Br1
∫
(Ui)ε(ξ)
|ui(x)|p
∣∣∣ϕi(x+ εξ)− ϕi(x)
ε
∣∣∣pdx dξ
≤ C(Grε(u, Ui ∩ A) + ‖u‖pLp(Ui∩A;Rm)).
(3.6)
Eventually for every ε < ε0 from (3.6) we obtain
Gr1ε (u˜, A˜) ≤
n∑
i=0
Gr1ε (u˜i, A˜) ≤ C
(
Grε(u,A) + ‖u‖pLp(A;Rm)
)
and conclude the proof.
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3.2 Control of long-range interactions with short-range interactions
With the following key result we show that interactions of any admissible range can be suitably
controlled by the short-range energy Grε. This is an analogue of Lemma 3.6 in [2], which deals
with lattice interactions.
Lemma 3.2. For every r > 0 there exists a positive constant C such that, for any open set
E ⊂ Ω and for every ξ ∈ Rd, ε > 0 such that
ε r < dist(E + (0, ε)ξ,Ωc) (3.7)
and u ∈ Lp(Ω;Rm), there holds∫
E
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx ≤ C(|ξ|p + 1)Grε(u,Eε,ξ)
with Eε,ξ = E + (0, ε)ξ +Bεr and (0, ε)ξ = ∪{ǫξ : ǫ ∈ (0, ε)}.
Proof. First, note that condition (3.7) implies that Eε,ξ ⊂ Ω and thus the terms in the inequality
above are well defined. For notational reasons we set ε′ = εr/
√
d+ 3. Let Rξ ∈ Rd×d be a
rotation matrix such that Rξe1 = ξ/|ξ|. We introduce the lattice Lε := {Rξi | i ∈ ε′Zd} and, for
any j ∈ Lε define Qjε := j +Rξ(−ε′/2, ε′/2)d and set
E˜ε,ξ :=
⋃
j∈Lε
{
Qjε |Qjε ∩ (E + (0, ε)ξ) 6= ∅
}
.
Let k = ⌈ε|ξ|/ε′⌉+ 1, and, for any j0 ∈ Lε and 0 ≤ l ≤ k − 1, define jl = j0 + lε′ ξ|ξ| . Denote by
xl any point in Q
jl
ε and, for the sake of simplicity of notation, xk = x0 + εξ and Q
jk
ε = Q
j0
ε + εξ.
Note that x0 + εξ ∈ Qjk−2ε ∪Qjk−1ε for every x0 ∈ Qj0ε ,.
Using the inequality
∣∣∣u(xk)− u(x0)
ε
∣∣∣p ≤ kp−1 k∑
l=1
∣∣∣u(xl)− u(xl−1)
ε
∣∣∣p
and integrating in every variable we get∫
Q
j0
ε
∣∣∣u(x0 + εξ)− u(x0)
ε
∣∣∣pdx0 ≤ kp−1
(ε′)d
k∑
l=1
∫
Q
jl−1
ε
∫
Q
jl
ε
∣∣∣u(xl)− u(xl−1)
ε
∣∣∣pdxl dxl−1
≤ k
p−1
(ε′)d
k∑
l=1
∫
Q
jl−1
ε
∫
Bεr(xl−1)
∣∣∣u(y)− u(xl−1)
ε
∣∣∣pdy dxl−1 .
Then, by the change of variable y = xl−1 + εξ′∫
Q
j0
ε
∣∣∣u(x0 + εξ)− u(x0)
ε
∣∣∣pdx ≤ ( ε
ε′
)d
kp−1
k∑
l=1
∫
Br
∫
Q
jl−1
ε
∣∣∣u(xl−1 + εξ′)− u(xl−1)
ε
∣∣∣pdxl−1 dξ′
≤ Ckp−1
∫
Br
∫
Qε(j0)
∣∣∣∣u(x+ εξ′)− u(x)ε
∣∣∣∣p dx dξ′ ,
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with Qε(j0) =
⋃k−1
l=1 Q
jl
ε and C a positive constant depending on r and d. Since the sets
{Qε(j0) | j0 ∈ Lε} overlap at most k − 1 times, by summing over j0 ∈ Lε such that Qj0ε ∩ E 6= ∅
we get that ∫
E
∣∣∣∣u(x+ εξ)− u(x)ε
∣∣∣∣p dx ≤ C(|ξ|p + 1)Grε(u, E˜ε,ξ).
Since dist(E, E˜cε,ξ) < εr then E˜ε,ξ ⊂ Eε,ξ and the result follows.
As a consequence of Lemma 3.2 and Theorem 3.1 we infer the following result.
Corollary 3.3. For any open set A ∈ Areg(Ω) and r > 0 there exist two positive constants
C = C(A) and ε0 = ε0(r, A) such that for every ξ ∈ Rd and u ∈ Lp(A;Rm) there holds∫
Aε(ξ)
∣∣∣∣u(x+ εξ)− u(x)ε
∣∣∣∣p dx ≤ C(|ξ|p + 1)(Grε(u,A) + ‖u‖pLp(A;Rm)),
for every ε < ε0.
Remark 3.4 (short-range control). From assumption (H1) and Corollary 3.3 we deduce that for
every A ∈ Areg(Ω) there exists a positive constant C = C(A) such that for every u ∈ Lp(Ω;Rm)
there exist ε0, r
′ depending on ‖u‖Lp such that
Fε(u,A) ≤ C(Gr
′
ε (u,A) + 1)
for every ε < ε0.
3.3 Compactness
We now discuss the compactness in the strong Lp topology of sequences of functions with uni-
formly bounded energy.
Theorem 3.5. Let A be any open Lipschitz set of Rd with ∂A bounded. Let {uε}ε ⊂ Lp(A;Rm)
be such that for some r > 0
sup
ε>0
{‖uε‖Lp(A;Rm) +Grε(uε, A)} < +∞.
If A is unbounded, assume in addition that for any η > 0 there exists rη > 0 such that
sup
ε>0
‖uε‖Lp(A\Brη ) < η. (3.8)
Then, given εj → 0, {uεj}j is relatively compact in Lp(A;Rm) and every limit of a converging
subsequence is in W 1,p(A;Rm).
Proof. By Theorem 3.1, there exists A˜ ⋑ A, r˜ > 0 and u˜ε ∈ Lp(A˜;Rm) such that u˜ε = uε on A
and
‖u˜ε‖pLp(A˜;Rm) +G
r˜
ε(u˜ε, A˜) ≤ C‖uε‖pLp(A;Rm) + CGrε(uε, A).
Set R =dist(A, A˜c) and let {φη}η<R be a family of mollifiers; i.e., φη(x) = φ1(x/η)/ηd, where
φ1 ∈ C∞c (Rd), φ1 ≥ 0, supp(φ1) ⊂ B1 and ‖φ1‖L1(B1) = 1. Note that the convolution product
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u˜ε ∗ φη(x) is well defined for every x ∈ A and by the standard properties of the convolution
u˜ε ∗ φη ∈ C∞(A;Rm) and
‖u˜ε ∗ φη‖L∞(A;Rm) ≤ ‖u˜ε‖Lp(A˜;Rm)‖φη‖Lp′(Bη) = ‖u˜ε‖Lp(A˜;Rm)‖φ1‖Lp′(B1)η
d(1−p′)
p′
‖∇(u˜ε ∗ φη)‖L∞(A;Rm) ≤ ‖u˜ε‖Lp(A˜;Rm)‖∇φη‖Lp′(Bη) = ‖u˜ε‖Lp(A˜;Rm)‖∇φ1‖Lp′(B1)η
d(1−p′)
p′
−1
.
(3.9)
Moreover, by Jensen’s inequality we have
‖uε − u˜ε ∗ φη‖pLp(A;Rm) =
∫
A
∣∣∣uε(x) − ∫
Bη
u˜ε(x− y)φη(y)dy
∣∣∣pdx
≤
∫
A
∫
Bη
|u˜ε(x)− u˜ε(x− y)|pφη(y)dy dx
=
∫
B1
∫
A
|u˜ε(x)− u˜ε(x+ ηξ)|pφ1(ξ)dx dξ.
(3.10)
Taking η = mr˜ε with m ∈ N, by (3.10) and Jensen’s inequality we get
‖uε − u˜ε ∗ φmr˜ε‖pLp(A) ≤
∫
B1
∫
A
(mε)p
∣∣∣∣∣
m−1∑
l=0
u˜ε(x+ (l + 1)εr˜ξ)− u˜ε(x + lεr˜ξ)
mε
∣∣∣∣∣
p
dx dξ
≤ mp−1εp
m−1∑
l=0
∫
B1
∫
A
∣∣∣∣ u˜ε(x + (l + 1)εr˜ξ)− u˜ε(x+ lεr˜ξ)ε
∣∣∣∣p dx dξ
= mp−1εp
m−1∑
l=0
∫
B1
∫
A−lεr˜ξ
∣∣∣∣ u˜ε(x′ + εr˜ξ)− u˜ε(x′)ε
∣∣∣∣p dx′dξ,
where in the last equality we have used the change of variable x′ = x + lεr˜ξ. Since A − lεr˜ξ ⊂
A˜ε(r˜ξ) for every 0 ≤ l ≤ m− 1, we get
‖uε − u˜ε ∗ φmr˜ε‖pLp(A;Rm) ≤ (mε)p
∫
B1
∫
A˜ε(r˜ξ)
∣∣∣∣ u˜ε(x′ + εr˜ξ)− u˜ε(x′)ε
∣∣∣∣p dx′dξ,
and, through the change of variable ξ′ = r˜ξ, we obtain
‖uε − u˜ε ∗ φmr˜ε‖pLp(A;Rm) ≤
(mε)p
r˜d
Gr˜ε(u˜ε, A˜). (3.11)
By (3.9) and (3.8) if A is unbounded, we can find Aη ⋐ A such that
sup
ε>0
‖u˜ε ∗ φη‖Lp(A\Aη;Rm) < η. (3.12)
Given εj < r˜
−1η and setting ηj = ⌈η/(r˜εj)⌉r˜εj ≥ η, from (3.9) we get in particular
‖u˜εj ∗ φηj‖L∞(Aη;Rm) ≤ Cη
d(1−p′)
p′ , ‖∇(u˜εj ∗ φηj )‖L∞(Aη;Rm) ≤ Cη
d(1−p′)
p′
−1
.
Hence by Ascoli-Arzela´’s Theorem, for every fixed η the sequence {u˜εj ∗ φηj}j is precompact
in C(Aη;R
m) and therefore it is totally bounded, that is there exists a finite set of functions
{gk}Lk=1 ⊂ C(Aη;Rm) such that for every j ∈ N
‖u˜εj ∗ φηj − gk‖Lp(Aη ;Rm) ≤ |Aη|
1
p ‖u˜εj ∗ φηj − gk‖L∞(Aη;Rm) < η (3.13)
15
for some k ∈ {1, . . . , L}. So, by (3.11), (3.12) and (3.13), denoting by g˜k the extension of gk
which equals zero outside Aη, we have
‖uεj − g˜k‖Lp(A;Rm) ≤ ‖uεj − u˜εj ∗ φηj‖Lp(A;Rm) + ‖u˜εj ∗ φηj − g˜k‖Lp(A;Rm)
= ‖uεj − u˜εj ∗ φηj‖Lp(A;Rm) + ‖u˜εj ∗ φηj − gk‖Lp(Aη ;Rm)
+ ‖u˜εj ∗ φηj‖Lp(A\Aη)
≤ ηj
( 1
r˜d/p−1
Gr˜εj (u˜εj , A)
1
p + 2
)
≤ Cη;
i.e., {uεj}j is totally bounded and hence relatively compact in Lp(A;Rm). Finally Proposition
4.4 yields that every limit function is in W 1,p(A;Rm).
Remark 3.6. From the previous theorem we deduce a compactness result on any open set A
(without regularity assumptions on the boundary) with respect to the local Lp-topology. Namely,
that every bounded sequence {uε} with bounded Grε-energy on A is precompact in Lp(A′;Rm)
for every A′ ⋐ A. Indeed, it suffices to apply the previous theorem with a set A′′ with Lipschitz
boundary in the place of A, with A′ ⋐ A′′ ⋐ A.
3.4 Poincare´ inequalities
We complete this section with the analog of Poincare´ inequalities.
Proposition 3.7 (Poincare´ inequality). Let r > 0 and let A be an open set in Rd such that
A ⊆ (a, b)× Rd−1 for some a, b ∈ R. Then there exists a positive constant C = C(A) such that∫
A
|u(x)|pdx ≤ CGrε(u,A)
for every ε > 0 and for any u ∈ Lp(A;Rd) with u(x) = 0 for almost every x ∈ A with dist(x,A) ≤
εr.
Proof. We identify u with its extension to the whole Rd that equals zero outside A. Up to
a change of variables we may assume a = 0 and b = 1. Set r′ := r√
d+3
and for every j ∈
{0, . . . , N := ⌊1/r′ε⌋} and l ∈ Zd−1 denote by xlj an independent variable lying in
Qj,lε := (jr
′ε, (j + 1)r′ε)×Qlε, with Qlε := l + (0, r′ε)d−1.
By the boundary assumption, for any 0 ≤ k ≤ N we have u(xlk) =
k∑
j=1
(u(xlj) − u(xlj−1)). Thus,
by Jensen’s inequality we get
|u(xlk)|p ≤ kp−1
k∑
j=1
|u(xlj)− u(xlj−1)|p,
and, integrating in xl0, x
l
1, . . . , x
l
N ,
(r′ε)d(N−1)
∫
Qk,lε
|u(xlk)|pdxlk ≤ (r′ε)d(N−2)kp−1
k∑
j=1
∫
Qj−1,lε
∫
Qj,lε
|u(xlj)− u(xlj−1)|pdxljdxlj−1.
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Now, since Qj,lε ⊂ Brε(xlj−1), we have∫
Qk,lε
|u(xlk)|pdxlk ≤
kp−1
(r′ε)d
k∑
j=1
∫
Qj−1,lε
∫
Brε(xlj−1)
|u(y)− u(xlj−1)|pdydxlj−1
=
kp−1
(r′ε)d
∫
(0,kr′ε)×Qlε
∫
Brε(x)
|u(y)− u(x)|pdy dx
≤ N
p−1
r′d
∫
(0,1)×Qlε
∫
Br
|u(x+ εξ)− u(x)|pdξdx.
By summing over 0 ≤ k ≤ N and l ∈ Zd−1 both the left- and the right-hand sides we get∫
A
|u(x)|pdx ≤ 1
r′d+p
∫
A
∫
Br
∣∣∣∣u(x+ εξ)− u(x)ε
∣∣∣∣p dξdx = 1r′d+pGrε(u,A),
which proves the claim.
Proposition 3.8 (Poincare´-Wirtinger inequality). Let r > 0 and let A be a connected open set
of Rd with Lipschitz boundary. Then for every measurable set E ⊂ A with |E| > 0 there exists a
positive constant C = C(A,E) such that for any u ∈ Lp(A;Rm) and ε ∈ (0, 1)∫
A
|u(x)− uE |pdx ≤ CGrε(u,A).
Proof. We argue by contradiction. Suppose that for any positive integer j there exists εj > 0
and uj ∈ Lp(A;Rm) such that∫
A
|uj(x) − (uj)E |pdx > jGrεj (uj, A).
Thus, letting
u˜j :=
uj − (uj)E
‖uj − (uj)E‖Lp(A;Rm)
,
we have ‖u˜j‖Lp(A;Rm) ≡ 1, (u˜j)E ≡ 0 and
Grεj (u˜j, A) <
1
j
. (3.14)
We may assume, up to passing to a subsequence, that εj → ε0 ∈ [0, 1]. If ε0 = 0, Theorem 3.5
yields that up to subsequences u˜j → u in Lp(A;Rm) with u ∈ W 1,p(A;Rm), ‖u‖Lp(A;Rm) = 1
and uE = 0. By (3.14) and Proposition 4.4, we get∫
Br
∫
A
|Du(x)ξ|pdx dξ = 0.
Hence, u is constant almost everywhere and we reach a contradiction. If otherwise ε0 > 0, up to
passing to a further subsequence, u˜j ⇀ u weakly in L
p(A;Rm) and so for any ξ ∈ Br
u˜j(x + εjξ)− u˜j(x)
εj
⇀
u(x+ ε0ξ)− u(x)
ε0
weakly in Lp(A;Rm).
Fatou’s Lemma yields
0 = lim inf
j→∞
Grεj (u˜j, A) ≥
∫
Br
lim inf
j→∞
∫
Aεj (ξ)
∣∣∣∣ u˜j(x+ εjξ)− u˜j(x)εj
∣∣∣∣p dx dξ ≥ Grε0 (u,A).
Hence, u is constant almost everywhere on A, which again leads to a contradiction.
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4 The Γ-limit of Gε[aε]
In this section we prove the Γ-convergence of the family of functionals Gε[aε] (in the notation
introduced in Definition 2.1), under suitable assumptions on the convolution kernels aε. Such
a result on the one hand shows a non-trivial example of Γ-converging functionals, on the other
hand it allows, by comparison, to deduce that the Γ-limits of the family of functionals Fε satisfy
standard p-growth assumptions in a Sobolev-space setting.
Throughout this section, if a ∈ L1(Rd) we use the notation µa for the measure
µa(A) =
∫
A
a(ξ) dξ. (4.1)
Theorem 4.1. Let A ∈ Areg(Ω) and let {aε} ⊂ L1(Rd) be a family of non-negative functions
such that
lim sup
ε→0
∫
Rd
aε(ξ)(|ξ|p + 1)dξ < +∞ (4.2)
and such that for every δ > 0 there exists rδ satisfying
lim sup
ε→0
∫
Bcrδ
aε(ξ)|ξ|pdξ < δ. (4.3)
Suppose that the measures µaε weakly* converge to a measure µa for some non-trivial a ∈ L1(Rd).
Then
Γ(Lp)- lim
ε→0
Gε[aε](u,A) =

∫
Rd
a(ξ)
∫
A
|Du(x)ξ|pdx dξ if u ∈W 1,p(A;Rm)
+∞ otherwise.
Proof. It is a straightforward consequence of Propositions 4.4 and 4.5 below.
Remark 4.2. Note that under the the assumptions of Theorem 4.1 a satisfies (1.2), from which
we have that Γ(Lp)- limε→0Gε[aε](u,A) is finite on W 1,p(A;Rm). Moreover, observe that (4.3)
corresponds to assumption (H2), which is crucial to ensure the locality of the Γ-limit, as shown
by the example below.
Example 4.3. Given Ω = (0, 1), consider the functions
aε(ξ) =

1 |ξ| ≤ 1
εp 12ε − 1 < ξ < 12ε + 1
0 otherwise.
The densities fε(x, ξ, z) = aε(ξ)|z|p satisfy hypotheses (H0), (H1) and conditions (2.5) but not
the locality assumption (H2). Now, for any given u ∈W 1,p(0, 1), and any uε converging to u in
Lp(0, 1) as ε→ 0, we have
Gε[aε](uε) =
∫ +∞
−∞
aε(ξ)
∫ 1∧(1−εξ)
0∨(−εξ)
∣∣∣∣uε(x+ εξ)− uε(x)ε
∣∣∣∣p dx dξ
= G1ε(uε) +
∫ 1
2ε+1
1
2ε−1
∫ 1−εξ
0
|uε(x+ εξ)− uε(x)|pdx dξ.
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Taking the limit as ε→ 0, by Proposition 4.1 and Lebesgue’s Dominated Convergence Theorem
we get
Γ- lim
ε→0
Gε[aε](u) =
2
p+ 1
∫ 1
0
|u′(x)|pdx+ 2
∫ 1
2
0
∣∣∣u(x+ 1
2
)
− u(x)
∣∣∣pdx.
The limit functional is still defined on W 1,p(0, 1) but does not have a local representation.
In the following two lemmas we deal with the Γ-lim inf and the Γ-lim sup of the family of
functionals Gε[aε] separately.
Proposition 4.4. Let {aε} ⊂ L1(Rd) be a family of non-negative functions such that the mea-
sures µaε , defined in (4.1), weakly* converge to a measure µa for some non-trivial a ∈ L1(Rd).
Then for every u ∈ Lp(Ω;Rm) and A ∈ A(Ω)
Γ- lim inf
ε→0
Gε[aε](u,A) ≥

∫
Rd
a(ξ)
∫
A
|Du(x)ξ|pdx dξ if u ∈ W 1,p(A;Rm)
+∞ otherwise.
(4.4)
Proof. When needed, we will identify the functions with their extensions equal to 0 outside Ω.
We will use a slicing procedure, so we first deal with the one-dimensional case; i.e., when Ω ⊂ R
and, for the sake of simplicity, A = (0, 1). In this case the energy reads as
Gε[aε](u,A) =
∫ +∞
−∞
aε(ξ)
∫ (1−εξ)∧1
0∨(−εξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx dξ.
For every fixed ξ > 0, setting N = ⌊1/(εξ)⌋ − 1 we have∫ 1−εξ
0
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx ≥ N−1∑
k=1
∫ (k+1)εξ
kεξ
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx
=
N−1∑
k=1
εξ
∫ 1
0
∣∣∣u(tεξ + (k + 1)εξ)− u(tεξ + kεξ)
ε
∣∣∣pdt
= ξp
∫ 1
0
εξ
N−1∑
k=1
∣∣∣u(tεξ + (k + 1)εξ)− u(tεξ + kεξ)
εξ
∣∣∣pdt,
where we have used the change of variable x = εξ(t+ k). Let uε,ξ,t : R → Rm be the piecewise-
affine function that interpolates the values {u((k + t)εξ)}k. We then have∫ 1−εξ
0
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx ≥ ξp ∫ 1
0
∫ Nεξ
0
|u′ε,ξ,t(s)|pds dt.
The same analysis when ξ < 0 implies∫ (1−εξ)∧1
0∨(−εξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx ≥ |ξ|p ∫ 1
0
∫ 1−2εξ
2εξ
|u′ε,ξ,t(s)|pds dt,
for every ξ ∈ R. We can generalize the previous argument to any A ⊂ Ω open subset and the
inequality above reads∫
Aε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx ≥ |ξ|p ∫ 1
0
∫
A˜ε(ξ)
|u′ε,ξ,t(s)|pds dt, (4.5)
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for every ξ ∈ R, where A˜ε(ξ) = {s ∈ A | dist(s, Ac) > 2ε|ξ|}.
We now extend (4.5) to any dimension by a slicing method. For any ξ ∈ Rd\{0} define
Πξ = {y ∈ Rd | y · ξ = 0}, and for any y ∈ Πξ set
Ωy,ξ =
{
s ∈ R | y + s ξ|ξ| ∈ Ω
}
, Ay,ξ =
{
s ∈ R | y + s ξ|ξ| ∈ A
}
,
Aεy,ξ =
{
s ∈ R | y + s ξ|ξ| ∈ Aε(ξ)
}
, A˜εy,ξ =
{
s ∈ R | dist(s, Acy,ξ) > 2ε|ξ|
}
,
uy,ξ(s) := u
(
y + s
ξ
|ξ|
)
s ∈ R. (4.6)
Fubini’s Theorem yields∫
Aε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx = ∫
Πξ
∫
Aε
y,ξ
∣∣∣uy,ξ(s+ ε|ξ|)− uy,ξ(s)
ε
∣∣∣pds dy.
By (4.5) we get∫
Aε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx ≥ |ξ|p ∫
Πξ
∫ 1
0
∫
A˜ε
y,ξ
|u′y,ε,ξ,t(s)|pds dt dy, (4.7)
where uy,ε,ξ,t : ε|ξ|Z ∩ Ωy,ξ → Rm denotes the piecewise-affine function that interpolates the
values {uy,ξ((k + t)ε|ξ|)}k.
Let {εj} be a sequence converging to 0 and let uj → u in Lp(Ω;Rm). Without loss of
generality we may assume that Gεj [aεj ](uj , A) is uniformly bounded. Let (uj)y,ξ denote the cor-
responding slicing functions defined by (4.6). Then we have that (uj)y,ξ → uy,ξ in Lp(Ωy,ξ;Rm).
Moreover, by [9] Lemma 3.36 and [9] Remark 3.37, (uj)y,εj ,ξ,t → uy,ξ in Lp(Ωy,ξ;Rm) for almost
every y ∈ Πξ and for almost every t ∈ (0, 1). Now, we set
ϕj(ξ) :=
∫
Πξ
∫ 1
0
∫
A˜
εj
y,ξ
|(uj)′y,εj ,ξ,t(s)|pds dt dy,
and claim that
lim inf
j→+∞
ϕj(ξ) < +∞ for almost every ξ ∈ E,
where E is the support of a. Indeed, reasoning by contradiction let E′ ⊂ E with |E′| > 0 be
such that ϕj(ξ) → +∞ for every ξ ∈ E′. Then, we can find a set E′′ ⊂ E′ with |E′′| > 0 such
that for every m > 0 there exist jm ∈ N such that ϕj(ξ) ≥ m for every j > jm and ξ ∈ E′′.
Thus, from (4.7) and the boundedness of Gεj [aεj ](uj , A), for every R > 0 we get∫
BR∩E′′
aεj (ξ)|ξ|p dξ ≤
C
m
.
Taking the limit as j → +∞, the arbitrariness of m and R lead to a contradiction. Now, for
every ξ ∈ E we have that
lim inf
j→∞
ϕj(ξ) ≥
∫
Πξ
∫
Ay,ξ
|u′y,ξ(s)|pds dy . (4.8)
Indeed, for almost every y ∈ Πξ and for almost every t ∈ (0, 1) up to subsequences (uj)′y,εj ,ξ,t
is bounded in Lp and so (uj)y,εj ,ξ,t weakly converges to uy,ξ in W
1,p(Ay,ξ;R
m). Then, Fatou’s
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Lemma and the lower semicontinuity of the Lp-norm with respect to the weak convergence yields
(4.8). Now set ϕ˜j(ξ) = infk≥j ϕk(ξ), which converges almost everywhere to lim infj ϕj(ξ), and let
R > 0 be fixed. By Egorov’s and Lusin’s theorems, for any δ > 0 there exists Eδ ⊂ E ∩BR with
|E ∩BR\Eδ| < δ such that the functions ϕ˜j are continuous and converge uniformly to lim infj ϕj
on Eδ. From (4.8) and by the weak* convergence of µaε , we get
lim
j→∞
∫
Eδ
aεj (ξ)|ξ|pϕ˜j(ξ) dξ ≥
∫
Eδ
a(ξ)|ξ|p
∫
Πξ
∫
Ay,ξ
|u′y,ξ(s)|p ds dy dξ .
Multiplying both members of (4.7) by aεj (ξ), integrating in ξ and then taking the limit as j →∞,
we obtain
lim inf
j→∞
Gεj [aεj ](uεj , A) ≥
∫
Rd
a(ξ)|ξ|p
∫
Πξ
∫
Ay,ξ
|u′y,ξ(s)|p ds dy dξ
by the arbitrariness of δ and R. If u ∈W 1,p(A;Rm)
u′y,ξ(s) =
1
|ξ|Du(x)ξ, x = y + s
ξ
|ξ|
then Fubini’s Theorem leads to (4.4). Thus it remains to prove that u ∈ W 1,p(A;Rm). If
lim infε→0Gε[aε](u,A) < +∞ then∫
E
a(ξ)|ξ|p
∫
A
∣∣∣∂u
∂ξ
(x)
∣∣∣pdx dξ < +∞
and therefore, ∫
A
∣∣∣∣∂u∂ξ (x)
∣∣∣∣p dx < +∞, for almost every ξ ∈ E. (4.9)
In particular, we can find linearly independent points ξ1, . . . , ξd ∈ E for which (4.9) is satisfied,
since otherwise E would be contained in some hyperplane and it would be negligible. Hence
u ∈W 1,p(A;Rm), and the thesis follows.
Proposition 4.5. Let {aε} ⊂ L1(Rd) be a family of non-negative functions satisfying (4.2).
Then, for every A ∈ Areg(Ω) and u ∈W 1,p(A;Rm)
Γ- lim sup
ε→0
Gε[aε](u,A) ≤ C
∫
A
|Du(x)|pdx , (4.10)
for some constant C > 0. Suppose in addition that, for every δ > 0 there exists rδ such that (4.3)
holds and the measures µaε as in (4.1) weakly* converge to a measure µa for some non-trivial
a ∈ L1(Rd). Then, for every A ∈ Areg(Ω) and u ∈W 1,p(A;Rm)
Γ- lim sup
ε→0
Gε[aε](u,A) ≤
∫
Rd
a(ξ)
∫
A
|Du(x)ξ|pdx dξ. (4.11)
Proof. By a density argument, we may restrict to the case u ∈ C∞c (Rd;Rm). By Remark 3.4,
in order to prove (4.10) it is sufficient to estimate the upper limit of Gr
′
ε (u,A), for some r
′ > 0.
For every x ∈ Rd we have
u(x+ εξ)− u(x)
ε
=
∫ 1
0
Du(x+ sεξ)ξds,
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and by Jensen’s inequality and Fubini’s Theorem we get
Gr
′
ε (u,A) ≤
∫
Br′
|ξ|p
∫
Aε(ξ)
∫ 1
0
|Du(x+ sεξ)|pdsdx dξ
=
∫
Br′
|ξ|p
∫ 1
0
∫
A+Bεr0
|Du(x)|pdx ds dξ
≤
∫
Br′
|ξ|p
∫
A
|Du(x)|pdx dξ + o(1).
Taking the lim sup as ε→ 0 we obtain (4.10).
We now prove (4.11) under the additional assumption (4.3) and the weak* convergence of
µaε to µa. We split Gε[aε](u,A) as follows
Gε[aε](u,A) =
∫
Brδ
aε(ξ)
∫
Aε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx dξ
+
∫
Bcrδ
aε(ξ)
∫
Aε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx dξ
for any δ > 0, where rδ is defined as in assumption (H2). Expanding u(x) at the first order when
|ξ| < rδ we get∫
Brδ
aε(ξ)
∫
Aε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx dξ = ∫
Brδ
aε(ξ)
(∫
Aε(ξ)
|Du(x)ξ|pdx+ o(1)
)
dξ
and for |ξ| > rδ by assumption (H2)∫
Bcrδ
aε(ξ)
∫
Aε(ξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx dξ
≤
∫
Bcrδ
aε(ξ)
∫
A
(‖Du‖L∞(Rd)|ξ|)pdx dξ ≤ |A|‖Du‖pL∞(Rd)δ.
Hence, gathering the inequalities above we obtain
Gε[aε](u,A) ≤
∫
Brδ
aε(ξ)
∫
A
|Du(x)ξ|pdx dξ + Cδ (4.12)
for some C > 0. Letting ε→ 0 in (4.12), we get
lim sup
ε→0
Gε[aε](u,A) ≤
∫
Brδ
a(ξ)
∫
Ω
|Du(x)ξ|pdx dξ + Cδ
and the arbitrariness of δ implies (4.11).
From the right-hand-side inequality in (2.6), (2.8), Propositions 4.4 and 4.5 the following
estimates hold.
Proposition 4.6. Given A ∈ Areg(Ω), let {Fε(·, A)} be the family of functionals defined by
(2.3) and assume that (H0′), (H1) and (H2) hold. If F ′(u,A) is finite, then u ∈ W 1,p(A;Rm).
Moreover for every u ∈W 1,p(A;Rm) we have
F ′(u,A) ≥ c (‖Du‖pLp(A) − |A|), (4.13)
F ′′(u,A) ≤ C(‖Du‖pLp(A) + |A|), (4.14)
for some positive constants c, C.
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5 An integral-representation result
The main result of this section is the following compactness and integral-representation result
for the Γ-limits of the families {Fε(·, A)}ε.
Theorem 5.1. Given Ω a bounded open set with Lipschitz boundary, let Fε, Fε(·, A) be defined
by (2.1) and (2.3), respectively, and let assumptions (H0′), (H1) and (H2) be satisfied. Then, for
every εj → 0 there exists a subsequence {εjk} ⊂ {εj} and a Carathe´dory function f0 : Ω×Rm×d →
[0,+∞) which is quasiconvex in the second variable and satisfies the growth condition
C0(|M |p − 1) ≤ f0(x,M) ≤ C1(|M |p + 1) (5.1)
for almost every x ∈ Ω and every M ∈ Rm×d, such that
Γ(Lp)- lim
k→+∞
Fεjk (u,A) =

∫
A
f0(x,Du(x))dx if u ∈ W 1,p(A;Rm)
+∞ otherwise,
(5.2)
for every A ∈ Areg(Ω).
For the proof of Theorem 5.1 we will follow the standard strategy described in [15, Chapter
9]. In particular we will apply the following result.
Theorem 5.2 (Theorem 9.1 [15]). Let Ω be a bounded open set, and let F : W 1,p(Ω;Rm) ×
A(Ω)→ [0,+∞) satisfy:
(i) for any A ∈ A(Ω) F (u,A) = F (v,A) if u = v almost everywhere on A;
(ii) for any u ∈ W 1,p(Ω;Rm) the set function F (u, ·) is a restriction of a Borel measure on
A(Ω);
(iii) there exists a constant C > 0 and a ∈ L1(Ω) such that
F (u,A) ≤ C
∫
A
(a(x) + |Du(x)|p) dx;
(iv) F (u+ z, A) = F (u,A) for any u ∈W 1,p(Ω;Rm), z ∈ Rm and A ∈ A(Ω);
(v) F (·, A) is weakly lower semicontinuous for any A ∈ A(Ω).
Then there exists a Carathe´odory function f : Ω × Rm×d → [0,+∞), quasiconvex in the second
variable, with 0 ≤ f(x,M) ≤ c(a(x) + |M |p) for almost every x ∈ A and every M ∈ Rm×d, such
that
F (u,A) =
∫
A
f(x,Du(x))dx
for every A ∈ A(Ω) and u ∈W 1,p(Ω;Rd).
We postpone the proof of Theorem 5.1 to the end of the section as it will be a direct con-
sequence of some propositions that show that the limit functionals satisfy the hypotheses of
Theorem 5.2.
5.1 Truncated functionals
In this subsection we introduce the truncated functionals obtained by limiting the range of
interaction in (2.1) to a fixed threshold T > 0. We will show that, to some extent, the limit
as T → +∞ and the Γ-limit as ε → 0 commute. This result will allow to limit our analysis to
truncated functionals in the proofs of the results of the following sections, in particular in that
of Theorem 5.1, leading to significant simplifications.
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Definition 5.3 (the truncated functionals FTε ). For any A ∈ A(Ω) and T > 0 the functional
FTε (·, A) : Lp(A;Rm)→ [0,+∞] is defined by
FTε (u) :=
∫
BT
∫
Aε(ξ)
fε
(
x, ξ,
u(x+ εξ)− u(x)
ε
)
dx dξ . (5.3)
Note that Proposition 4.6 clearly applies also to the truncated functionals FT (·, A), since
they comply with all the hypotheses of Subsection 2.2. In what follows we use the notation
F ′,T (u,A) := Γ- lim inf
ε→0
FTε (u,A), F
′′,T (u,A) := Γ- lim sup
ε→0
FTε (u,A).
Lemma 5.4. Let Fε(·, A) and FTε (·, A) be defined by (2.3) and (5.3), respectively, and let as-
sumptions (H0)–(H2) be satisfied. Then for every A ∈ Areg(Ω) and u ∈ Lp(Ω;Rm)
F ′(u,A) = lim
T→+∞
F ′,T (u,A) and F ′′(u,A) = lim
T→+∞
F ′′,T (u,A).
In particular, given Tj → +∞ such that FTjε (·, A) Γ-converge to FTj (·, A) for every j ∈ N,
Γ- lim
ε→0
Fε(u,A) = lim
j→+∞
FTj (u,A)
for every u ∈ Lp(Ω;Rm).
Proof. Note first that, since FTε (u,A) ≤ Fε(u,A) for every u ∈ Lp(Ω;Rm) and A ∈ A(Ω), one
inequality in the statement is trivial. Thanks to Proposition 4.6, it is sufficient to prove the
opposite inequality for every u ∈ W 1,p(A;Rm). Hence, let uε → u in Lp(Ω;Rm). Without loss
of generality we may assume that Fε(uε, A) is uniformly bounded. We have that
Fε(uε, A) = F
T
ε (uε, A) +
∫
BcT
∫
Aε(ξ)
fε
(
x, ξ,
uε(x+ εξ)− uε(x)
ε
)
dx dξ,
and from assumption (H1) we get
Fε(uε, A) ≤ FTε (uε, A) +
∫
Bc
T
∫
Aε(ξ)
ψε(ξ)
(∣∣∣uε(x+ εξ)− uε(x)
ε
∣∣∣p + 1)dx dξ. (5.4)
Thanks to Corollary 3.3, for ε small enough∫
Bc
T
∫
Aε(ξ)
ψε(ξ)
(∣∣∣uε(x+ εξ)− uε(x)
ε
∣∣∣p + 1)dx dξ
≤
∫
BcT
ψε(ξ)
(
C(|ξ|p + 1)(Gr0ε (uε, A) + ‖uε‖pLp(A;Rm))+ |A|)dξ . (5.5)
Since by (2.6) Gr0ε (uε, A) is bounded, by (5.4), (5.5) and (H2) we have
Fε(uε, A) ≤ FTε (uε, A) + Cδ + o(1)
for every T > rδ, where rδ is chosen as in (H2), and the thesis follows letting first ε and then δ
tend to 0.
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5.2 Fundamental estimates
In what follows, with a slight abuse of notation, F ′′(·, ·) will denote the Γ-lim sup of both the
family of functionals {Fε}ε and the sequence {Fεj}j for any εj → 0.
A crucial step in order to apply Theorem 5.2 is provided by the following two propositions.
Proposition 5.5. Let Fε(·, ·) be defined by (2.3) and assume that (H0)–(H2) hold. Let A,B ∈
A(Ω) and let A′, B′ ∈ A(Ω) with A′ ⋐ A and B′ ⋐ B. Then
F ′′(u,A′ ∪B′) ≤ F ′′(u,A) + F ′′(u,B) (5.6)
for every u ∈ Lp(Ω;Rm).
Proof. Without loss of generality we may suppose that F ′′(u,A) and F ′′(u,B) are finite. More-
over, since F ′′(u, ·) is an increasing set function, we may assume that A′, B′ ∈ Areg(Ω). Let
uε, vε both converge to u in L
p(Ω;Rd) and be such that
lim
ε→0
Fε(uε, A) = F
′′(u,A), lim
ε→0
Fε(vε, B) = F
′′(u,B).
Note that, by (2.6), Gr0ε (uε, A) and G
r0
ε (vε, B) are uniformly bounded. Let R := dist(A
′,Rd\A)
and, fixed N ∈ N, set
Ai = {x ∈ A | dist(x,A′) < iR/N}, 1 ≤ i ≤ N.
Let ϕi be a cut-off function between Ai and Ai+1, with |∇ϕi| ≤ 2N/R, and set wiε := uεϕi +
vε(1 − ϕi). Note that wiε → u in Lp(Ω;Rm) for any i ∈ {1, . . . , N}. By adding and subtracting
ϕi(x)uε(x+ εξ) + (1− ϕi(x))vε(x+ εξ) we have
wiε(x+ εξ)− wiε(x) = ϕi(x)(uε(x+ εξ)− uε(x)) + (1 − ϕi(x))(vε(x+ εξ)− vε(x))
+ (ϕi(x + εξ)− ϕi(x))(uε(x+ εξ)− vε(x + εξ)).
(5.7)
Note that
wiε(x + εξ)− wiε(x) =
{
uε(x+ εξ)− uε(x), if x ∈ (Ai)ε(ξ)
vε(x+ εξ)− vε(x), if x ∈ (Ω\Ai+1)ε(ξ),
(5.8)
while, having set
Siε,ξ := ((Ai)ε(ξ) ∪ (Ω\Ai+1)ε(ξ))c ∩ (A′ ∪B′)ε(ξ),
by (5.7) and Jensen’s inequality, using the notation Dεξg(x) = (g(x + εξ) − g(x))/ε for the sake
of brevity, we get
|Dεξwiε(x)|p ≤ 2p−1ϕi(x)|Dεξuε(x)|p + 2p−1(1 − ϕi(x))|Dεξvε(x)|p
+ 2p−1|Dεξϕi(x)|p|uε(x+ εξ)− vε(x + εξ)|p
≤ 2p−1
(
|Dεξuε(x)|p + |Dεξvε(x)|p +
(
2N
R
)p
|ξ|p|uε(x+ εξ)− vε(x+ εξ)|p
)
(5.9)
for every x ∈ Siε,ξ.
25
Now, we consider the truncated functionals FTε introduced in Definition 5.3. By (5.8), (5.9)
and assumption (H1) we have
FTε (w
i
ε, A
′ ∪B′) = FTε (uε, Ai) + FTε (vε, (Ω\Ai+1) ∩B′) +
∫
BT
∫
Si
ε,ξ
fε(x, ξ,D
ε
ξw
i
ε(x))dx dξ
≤ Fε(uε, A) + Fε(vε, B)
+ C
∫
BT
ψε(ξ)
∫
Si
ε,ξ
(|Dεξuε(x)|p + |Dεξvε(x)|p + 1)dx dξ (5.10)
+ CNp
∫
BT
ψε(ξ)
∫
Si
ε,ξ
|ξ|p|uε(x+ εξ)− vε(x+ εξ)|pdx dξ. (5.11)
By (H1), the integral in (5.11) can be estimated from above uniformly in T as follows∫
BT
ψε(ξ)
∫
Si
ε,ξ
|ξ|p|uε(x+ εξ)− vε(x+ εξ)|pdx dξ ≤
∫
Rd
ψε(ξ)|ξ|p‖uε − vε‖pLp(Ω;Rm)dξ
≤ C1‖uε − vε‖pLp(Ω;Rm);
hence it tends to zero as ε→ 0, since uε and vε both converge to u in Lp(Ω;Rm).
Note that, if |ξ| < T Siε,ξ ⊂ (Ai+1\Ai + (−ε, ε)ξ) ∩B′; hence,
N−4⋃
i=1
Siε,ξ ⊂ (AN−2\A′) ∩B′. (5.12)
Moreover, the sets {Siε,ξ}i intersect at most pairwise for ε small enough. Thus, from (5.12) for
ε small enough we get
N−4∑
i=1
∫
BT
ψε(ξ)
∫
Si
ε,ξ
(|Dεξuε(x)|p + |Dεξvε(x)|p + 1)dx dξ
≤ 2
∫
BT
ψε(ξ)
∫
AN−2∩B′
(|Dεξuε(x)|p + |Dεξvε(x)|p + 1)dx dξ.
Hence, we apply Lemma 3.2 on uε and vε with E = AN−2 ∩ B′ for any |ξ| < T , so that
Eε,ξ ⊂ AN−1 ∩ (B′ +Bε(r0+T )). Thus for ε small enough Eε,ξ ⊂ A ∩B and we get
N−4∑
i=1
∫
BT
ψε(ξ)
∫
Si
ε,ξ
(|Dεξuε(x)|p + |Dεξvε(x)|p + 1)dx dξ
≤ (Gr0ε (uε, A) +Gr0ε (vε, B))
∫
BT
C(|ξ|p + 1)ψε(ξ)dξ ≤ C. (5.13)
We can choose an index 1 ≤ kε ≤ N − 4 such that∫
BT
ψε(ξ)
∫
Skε
ε,ξ
(|Dεξuε(x)|p + |Dεξvε(x)|p + 1)dx dξ ≤
C
N − 4 , (5.14)
uniformly in T , and
Γ- lim sup
ε→0
FTε (u,A
′ ∪B′) ≤ lim sup
ε→0
Fε(w
kε
ε , A
′ ∪B′) ≤ F ′′(u,A) + F ′′(u,B) + C
N − 4 .
Letting first N →∞ and then T → +∞, by Lemma 5.4 we get the conclusion.
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Proposition 5.6. Let Fε(·, ·) be defined by (2.3) and assume that (H0)–(H2) hold. Then
sup
A′⋐A
F ′′(u,A′) = F ′′(u,A)
for every A ∈ Areg(Ω) and u ∈ Lp(Ω;Rd) ∩W 1,p(A;Rm).
Proof. Since F ′′(u, ·) is an increasing set-function, it suffices to prove that
sup
A′⋐A
F ′′(u,A′) ≥ F ′′(u,A).
To this end we argue as in the proof of Proposition 5.5. For any δ > 0 let Aδ ⋐ A be an open
set such that
|A \Aδ|+ ‖Du‖pLp(A\Aδ) < δ
and let A′ ∈ A(Ω) be such that Aδ ⋐ A′ ⋐ A. Let uε, vε ∈ Lp(Ω;Rm) both converge to u in
Lp(Ω;Rm) and be such that
lim
ε→0
Fε(uε, A
′) = F ′′(u,A′), lim
ε→0
Fε(vε, A \Aδ) = F ′′(u,A \Aδ).
Thus, by Proposition 4.6 we get
Fε(vε, A \Aδ) ≤ F ′′(u,A \Aδ) + oε(1) ≤ Cδ + oε(1). (5.15)
Set R := dist(Aδ,Ω \A′), Ai = {x ∈ A | dist(x,Aδ) < iR/N}, and let ϕi and wiε be defined as in
the proof of Proposition 5.5. Set
Siε,ξ := ((Ai)ε(ξ) ∪ (A \Ai+1)ε(ξ))c ∩Aε(ξ) ⊂ (Ai+1 \Ai + (−ε, ε)ξ) ∩ Aε(ξ).
Consider first the finite range interaction energies FTε (·, ·). Reasoning as in the proof of Propo-
sition 5.5, we can find 2 ≤ kε ≤ N − 4 such that
FTε (w
kε
ε , A) = F
T
ε (uε, Akε) + F
T
ε (vε, A \Akε+1) +
∫
BT
∫
Skε
ε,ξ
fε(x, ξ,D
ε
ξw
k
ε (x))dx dξ
≤ Fε(uε, A′) + Cδ + oε(1)
+
C
N − 4
∫
BT
ψε(ξ)(|ξ|p + 1)(Gε(uε, A′) +Gε(vε, A′ \Aδ)) + |A|)dξ
≤ Fε(uε, A′) + oε(1) + C
N − 4 + Cδ.
Letting first ε→ 0 and then N →∞ we get
F ′′,T (u,A) ≤ F ′′(u,A′) + Cδ ≤ sup
A′⋐A
F ′′(u,A′) + Cδ.
The result follows from the arbitrariness of δ and T and Lemma 5.4.
5.3 Proof of Theorem 5.1
Proof of Theorem 5.1. We divide the proof in two steps, dealing first with the case in which (H0)
holds and with the general case.
27
Step 1. Assume that (H0) holds. The compactness properties of Γ-convergence, Proposition
5.6 and [15, Theorem 10.3] yields the existence of a subsequence (εjk) such that the Γ-limit
Γ(Lp)- lim
k→∞
Fεjk (u,A) =: F (u,A)
exists for any (u,A) ∈ Lp(Ω;Rm) × Areg(Ω). By Proposition 4.6, F (u,A) = +∞ if and only if
u 6∈ W 1,p(A;Rm). We now introduce the inner-regular extension of F (u, ·) on the whole family
A(Ω) defined by
F˜ (u,A) := sup{F (u,A′) |A′ ∈ Areg(Ω), A′ ⋐ A}.
Since, by Proposiiton 5.6, F˜ (u,A) = F (u,A) for any u ∈ W 1,p(A;Rm) and A ∈ Areg(Ω), it
remains to check that F˜ satisfies all the hypotheses of Theorem 5.2. F˜ (u, ·) is clearly increasing.
By Remark 2.2, hypothesis (i) trivially holds. Proposition 4.6 yields (iii). Since Fε(·, A) depends
only on incremental ratios, it is translation invariant and so does F˜ (·, A); thus, (iv) is satisfied.
By the properties of Γ-convergence F (·, A) is lower semicontinuous with respect to the Lp(Ω;Rm)
topology (see for instance [10] Proposition 1.28). Thus, Proposition 4.6 yields the weak lower
semicontinuity of F (·, A) with respect to the W 1,p(Ω;Rm) topology. By its definition, F˜ (·, A)
inherits the same property, thus (v) holds. As a consequence of Propositions 5.5 and 5.6, F˜ (u, ·)
is subadditive, superadditive on disjoint sets and inner regular. Hence, by the De Giorgi-Letta
measure criterion (see [15]), F˜ (u, ·) is the restriction on A(Ω) of a Borel measure, thus (ii) is
satisfied and the thesis follows.
Step 2. Assume that only (H0′) holds. For any n ∈ N let Fε,n : Lp(Ω;Rm)×A(Ω)→ [0,+∞)
be defined by
Fε,n(u,A) := Fε(u,A) +
1
n
Gr0ε (u,A).
Since the family of functionals Fε,n satisfies (H0)–(H2) for every n ∈ N, by Step 1 and a diago-
nalization argument there exist a subsequence (εjk) and a non increasing sequence of functions
fn : Ω× Rm×d → [0,+∞), n ∈ N, quasiconvex in the second variable and satisfying (5.1), such
that
Γ(Lp)- lim
k→∞
Fεjk ,n(u,A) =

∫
A
fn(x,Du) dx if u ∈ W 1,p(A,Rm),
+∞ otherwise.
for any A ∈ Areg(Ω). We claim that (5.2) holds with f0(x,M) := infn∈N fn(x,M). Indeed, since
Fε ≤ Fε,n for every ε > 0 and n ∈ N, we have
F ′′(u,A) ≤ F (u,A) :=

∫
A
f0(x,Du) dx if u ∈W 1,p(A,Rm),
+∞ otherwise.
It remains to prove that
F (u,A) ≤ F ′(u,A). (5.16)
By Proposition 4.6, it suffices to prove (5.16) for u ∈ W 1,p(A;Rm). Let then uk → u in Lp(Ω;Rm)
and be such that
lim inf
k→+∞
Fεjk (uk, A) = F
′(u,A).
Given A′ ⋐ A, by (H0′) we may assume that Gr0εjk (uk, A
′) is uniformly bounded. Hence∫
A′
f0(x,Du) dx ≤
∫
A′
fn(x,Du) dx ≤ lim inf
k→+∞
Fεjk ,n(uk, A
′) ≤ F ′(u,A)− C
n
.
Thus (5.16) follows from the arbitrariness of n ∈ N and A′ ⋐ A.
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Remark 5.7. Theorem 5.1 clearly applies also to the truncated energies FTε . Suppose that for
any (u,A) ∈ W 1,p(Ω;Rm)×Areg(Ω) there exists
Γ- lim
ε→0
FTε (u,A) =
∫
A
fT0 (x,Du(x))dx. (5.17)
Then, by Lemma 5.4 and monotone convergence, we infer that
Γ- lim
ε→0
Fε(u,A) =
∫
A
f0(x,Du(x))dx
where for almost every x0 ∈ Ω and every M ∈ Rm×d
f0(x0,M) := lim
T→+∞
fT0 (x0,M). (5.18)
5.4 Convergence of minimum problems
In this section we prove the convergence of minimum problems under Dirichlet boundary condi-
tions.
Definition 5.8. For any g ∈ W 1,ploc (Rd;Rm), A ∈ Areg(Ω) and r > 0 we set
Dr,g(A) :=
{
u ∈ Lp(Ω;Rm) |u(x) = g(x) for almost every x ∈ Ω : dist(x,Ω\A) < r} (5.19)
and define the functionals F r,gε : L
p(Ω;Rd)×Areg(Ω)→ [0,+∞)
F r,gε (u,A) :=
{
Fε(u,A) if u ∈ Dεr,g(A)
+∞ otherwise. (5.20)
When dealing with the affine function g(x) =Mx for some M ∈ Rm×d we will use the notation
Dr,M and F r,Mε .
Proposition 5.9. Let A ∈ Areg(Ω), let Fε(·, A) be defined by (2.3) and assume that (H0)–(H2)
hold. Let εj → 0 and let f0 : Ω× Rm×d → [0,+∞) be such that
Γ(Lp)- lim
j→+∞
Fεj (u,A) =

∫
A
f0(x,Du(x) dx if u ∈W 1,p(A;Rm)
+∞ otherwise
=: F (u,A).
Then, given g ∈W 1,ploc (Rd;Rm) and r > 0, the corresponding sequence of functionals F r,gεj defined
in (5.20) Γ-converges with respect to the Lp(Ω;Rm) topology to the functional
F g(u,A) :=
{
F (u,A) if u− g ∈W 1,p0 (A;Rm)
+∞ otherwise. (5.21)
Proof. Since F r,gε (u,A) ≥ Fε(u,A), in order to prove the Γ-lim inf inequality it suffices to show
that if uj → u in Lp(A;Rm) and supj F r,gεj (uj , A) is finite, then u − g ∈ W 1,p0 (A;Rm). Denote
by u˜j and u˜ the extension of uj and u on the whole R
d obtained by setting u˜j = g, j ∈ N,
and u˜ = g on Rd\A. Let A˜ be an open set such that A˜ ⋑ A and note that, by (H0), for every
r′ ≤ min{r0, r/2} we have
Gr
′
εj (u˜j , A˜) ≤ Gr
′
εj (uj , A
r/2
ε ) +G
r′
εj (g, A˜ \Arεj ) ≤ C(Fεj (uj , A) + |A|) +Gr
′
εj (g, A˜ \Arεj ) ≤ C,
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where Arε := {x ∈ A : dist(x,Ω\A) > εr}. Since u˜j → u˜ in Lp(A˜;Rm), by Proposition 4.4 we
get that u˜ ∈W 1,p(A˜;Rm) and thus u− g ∈W 1,p0 (A;Rm).
By a density argument it suffices to prove the Γ-lim sup inequality for u ∈W 1,p(Ω;Rm) such
that spt(u− g) ⋐ A. Given such a u, let uj converge to u in Lp(Ω;Rm) such that
lim
j→∞
Fεj (uj, A) = F (u,A).
With an argument analogous to the one used in the proof of Propositions 5.5 and 5.6, given
δ > 0, we can find a suitable cut-off function ϕj with spt(ϕj) ⋐ A such that, having set
vj := ϕjuj + (1 − ϕj)u, we have that vj still converge to u in Lp(Ω;Rm) and
Fεj (vj , A) ≤ Fεj (uj , A) + δ.
Since vj ∈ Dεjr,g(A) for j large enough, we get
lim sup
j→∞
F r,gεj (vj , A) ≤ F (u,A) + δ
and the arbitrariness of δ leads to the desired inequality.
As a consequence of Propositions 5.9, 3.7 and Theorem 3.5, we derive the following result of
convergence of minimum problems with Dirichlet boundary data.
Proposition 5.10. Under the assumptions of Proposition 5.9 there holds
lim
j→∞
inf{Fεj (u,A) |u ∈ Dεjr,g(A)} = min{F (u,A) |u− g ∈W 1,p0 (Ω;Rm)}.
Moreover, if uj ∈ Dεjr,g(A) is a converging sequence such that
lim
j→∞
Fεj (uj , A) = lim
j→∞
inf{Fεj (u,A) |u ∈ Dεjr,g(A)},
then its limit is a minimizer for min{F (u,A) |u− g ∈W 1,p0 (Ω;Rm)}.
Proof. Note that
inf{Fεj (u,A) |u ∈ Dεjr,g(A)} ≤ Fεj (g,A) ≤ C.
Hence, by the properties of Γ-convergence (see for instance [10] Theorem 1.21), we only need to
prove the equi-coerciveness of the family {F r,gεj (·, A)}εj in the strong Lp(A;Rm) topology. Let
then {uj}j ⊂ Lp(Ω;Rd) be such that F r,gεj (uj , A) ≤ C. Reasoning as in the proof of Propo-
sition 5.9, from assumption (H0) we deduce that Gr
′
εj (uj, A) ≤ C for every r′ ≤ min{r0, r/2}.
Proposition 3.7 yields that∫
Ω
|uj(x)− g(x)|pdx ≤ CGr′εj (uj − g,A) ≤ C
(
Gr
′
εj (uj, A) + ‖Dg‖pLp(Ω)
)
≤ C.
Hence, we may apply Theorem 3.5 and deduce that {uj}j is precompact in the strong Lp(Ω;Rm)
topology.
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6 Homogenization
In this section we study the homogenization of functionals as in (2.1) under a periodicity as-
sumption in the first variable of the densities fε. Specifically, let f : R
d × Rd × Rm → [0,+∞)
be a Borel function such that f(·, ξ, z) is [0, 1]d-periodic in the first variable for every ξ ∈ Rd and
z ∈ Rm. Throughout this section, we will assume that
fε(x, ξ, z) = f
(x
ε
, ξ, z
)
(6.1)
in (2.1). In this setting, assumptions (H0)–(H2) are straightforward consequence of the following
growth conditions on f :
c0(|z|p − ρ(ξ)) ≤ f(y, ξ, z) if |ξ| ≤ r0 (6.2)
f(y, ξ, z) ≤ ψ(ξ)(|z|p + 1), (6.3)
where ρ : Br0 → [0,+∞) and ψ : Rd → [0,+∞) are such that∫
Br0
ρ(ξ)dξ < +∞,
∫
Rd
ψ(ξ)(|ξ|p + 1)dξ < +∞. (6.4)
In the sequel we will use the notation QR(x0) = x0+(0, R)
d and the shorthand QR if x0 = 0
The main result of this section is stated in the following theorem.
Theorem 6.1. Let Fε be defined by (2.1), with fε given by (6.1), and let (6.2), (6.3) and (6.4)
be satisfied. Then for every M ∈ Rm×d the limit
fhom(M) := lim
R→∞
1
Rd
inf
{∫
QR
∫
QR
f(x, y − x, v(y)− v(x))dx dy
∣∣∣ v ∈ D1,M (QR)}, (6.5)
where D1,M (QR) is defined by (5.19), exists and defines a quasiconvex function fhom : R
m×d →
[0,+∞) satisfying
c(|M |p − 1) ≤ fhom(M) ≤ C(|M |p + 1). (6.6)
Moreover,
Γ(Lp)- lim
ε→0
Fε(u) =

∫
Ω
fhom(Du(x))dx if u ∈W 1,p(Ω;Rm)
+∞ otherwise.
The proof of Theorem 6.1 relies on the results stated in the following two propositions. The
first one provides the independence of the limit energy densities on the space variable, the second
one the existence of the limit in (6.5) in the case of truncated energies.
Proposition 6.2. Under the assumptions of Theorem 6.1, let εj → 0 and let f0 : Ω× Rm×d →
[0,+∞) be a Carathe´odory function such that for every A ∈ Areg(Ω) and u ∈ W 1,p(A;Rm) there
holds
Γ(Lp)- lim
j→+∞
Fεj (u,A) =
∫
A
f0(x,Du(x))dx.
Then f0 is independent on the first variable.
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Proof. It is sufficient to prove that
F (Mx,Br(y)) = F (Mx,Br(y
′)) (6.7)
for every M ∈ Rm×d, y, y′ ∈ Ω and r > 0 such that Br(y), Br(y′) ⊂ Ω. We will prove that
F (Mx,Br′(y)) ≤ F (Mx,Br(y′)) for all r′ < r. By the inner regularity of F (Mx, ·) provided by
Proposition 5.6 we get (6.7) by switching the roles of y and y′.
Let uj →Mx in Lp(Br(y′);Rm) be such that
lim
j→+∞
Fεj (uj, Br(y
′)) = F (Mx,Br(y′),
and set vj(x) := uj
(
x − εj
⌊y − y′
εj
⌋)
+ εjM
⌊y − y′
εj
⌋
. Since Br′(y) − εj⌊(y − y′)/εj⌋ ⊂ Br(y′)
when εj is small enough, vj →Mx in Lp(Br′(y);Rm). Moreover, by the periodicity assumption
on f , we have that
Fεj (vj , Br′(y)) =
∫
Rd
∫
(Br′ (y))εj (ξ)
f
( x
εj
, ξ,
vj(x+ εjξ)− vj(x)
εj
)
dx dξ
=
∫
Rd
∫
(Br′ (y))εj (ξ)
f
( x
εj
−
⌊y − y′
εj
⌋
, ξ,
vj(x + εjξ)− vj(x)
εj
)
dx dξ.
and, through the change of variable x = x′ + εj⌊(y − y′)/εj⌋, we get
Fεj (vj , Br′(y)) ≤
∫
Rd
∫
(Br(y′))εj (ξ)
f
(x′
εj
, ξ,
uj(x
′ + εjξ)− uj(x′)
εj
)
dx dξ = Fεj (uj, Br(y
′)).
Finally, letting j → +∞, we obtain
F (Mx,Br′(y)) ≤ lim inf
j→+∞
Fεj (vj , Br′(y)) ≤ lim
j→+∞
Fεj (uj , Br(y
′)) = F (Mx,Br(y′))
and the claim.
Proposition 6.3. Let f : Rd × Rd × Rm → [0,+∞) be a Borel function [0, 1]d-periodic in the
first variable such that assumptions (6.3) and (6.4) hold. Let T > 0 and set
fT (y, ξ, z) =
{
fT (y, ξ, z) if |ξ| ≤ T,
0 otherwise.
(6.8)
Then, for every r ≥ T the limit
fThom(M) := lim
R→∞
1
Rd
inf
{∫
QR
∫
QR
fT (x, y − x, v(y)− v(x))dx dy
∣∣∣ v ∈ Dr,M (QR)}, (6.9)
where we use the notation in Definition 5.8, exists and it is finite for every M ∈ Rm×d.
Proof. For every R > 0 we set
FT1 (u,QR) :=
∫
QR
∫
QR
fT (x, y − x, v(y)− v(x))dx dy,
HR(M) :=
1
Rd
inf
{
FT1 (u,QR)
∣∣∣ v ∈ Dr,M (QR)}
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and let uR ∈ Dr,M (QR) be such that
1
Rd
FT1 (uR, QR) ≤ HR(M) +
1
R
.
Set R′ := ⌈R⌉ and, for any S > R′, define
uS(x) :=
{
uR
(
x−R′
⌊ x
R′
⌋)
+R′M
⌊ x
R′
⌋
if x ∈ QSR
Mx otherwise,
where SR := ⌊S/R′⌋R′. Set
LR,S := R
′
{
0, 1, . . . ,
⌊ S
R′
⌋
− 1
}d
, SR,S :=
⋃
h∈LR,S
∂(h+QR′)
and note that f(x, y − x, uS(y) − uS(x)) 6= 0 only if x, y ∈ h + QR′ , for some h ∈ LR,S , or
x, y ∈ STR,S , where
STR,S := {x ∈ QS : dist(x, SR,S) ≤ T } ∪ (QS \QSR).
In the latter case, since r > T , u(x) =Mx and u(y) =My. Hence, from the definition of uS we
get
FT1 (uS , QS) ≤
∫
STR,S
∫
STR,S
fT (x, y − x,My −Mx)dx dy
+
∑
k∈LR,S
∫
k+QR′
∫
k+QR′
fT (x, y − x, uR(y − k)− uR(x− k))dx dy.
(6.10)
By the periodicity of f(·, ξ, z), assumptions (6.3) and (6.4), and since uR(x) =Mx on QR′ \QR,∑
k∈LR,S
∫
k+QR′
∫
k+QR′
fT (x, y − x, uR(y − k)− uR(x− k))dx dy
≤
⌊ S
R′
⌋d(∫
QR
∫
QR
fT (x, y − x, uR(y)− uR(x))dx dy + C(|M |p + 1)(R′)d−1
)
.
(6.11)
Again by (6.3) and (6.4), we get∫
STR,S
∫
STR,S
fT (x, y − x,My −Mx)dx dy ≤ C(|M |p + 1)TSd−1
( S
R′
+ 1
)
. (6.12)
Gathering (6.10)–(6.12), from the definition of uR we obtain
FT1 (uS , QS) ≤
⌊ S
R′
⌋d(
RdHR(M) +R
d−1 + C(|M |p + 1)(R′)d−1)
+ C(|M |p + 1)TSd−1
( S
R′
+ 1
)
.
(6.13)
Finally, by using uS as a test function in the definition of HS(M), (6.13) gives
HS(M) ≤ R
d
Sd
⌊ S
R′
⌋d
HR(M) +
(R′)d−1
Sd
⌊ S
R′
⌋d
C(|M |p + 1) + C(|M |p + 1) T
R′
(
1 +
R′
S
)
.
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By taking the limit first as S → +∞ and then as R→ +∞ we get
lim sup
S→+∞
HS(M) ≤ lim inf
R→+∞
HR(M)
that yields the existence of the limit. Finally, HR(M) ≤ FT1 (Mx,QR)/Rd ≤ C1(|M |p+1), hence
the limit is finite.
Proof of Theorem 6.1. We split the proof in two steps, dealing first with the case of truncated
energies and then with the general case.
Step 1. For T > 0 let FTε (·, ·) be as in Definition 5.3. Given εj → 0, by Theorem 5.1 and
Proposition 6.2 there exist a subsequence (not relabelled) and f0 : R
m×d → [0,+∞) such that
Γ(Lp)- lim
j→+∞
FTεj (u,A) =
∫
A
f0(Du(x)) dx =: F
T (u,A)
for every A ∈ Areg(Ω) and u ∈ W 1,p(A;Rm). We now prove that f0 = fThom, where fThom is
defined in (6.9). Since f0 is quasiconvex and satisfies (5.1), given x0 ∈ Ω and r > 0 such that
Qr(x0) ⊂ Ω, we have
f0(M) =
1
rd
min
{∫
Qr(x0)
f0(Du(x))dx
∣∣∣ u−Mx ∈W 1,p0 (Qr(x0);Rm)}
for every M ∈ Rm×d and then, by Proposition 5.10, we get
f0(M) = lim
j→∞
1
rd
inf
{
FTεj (u,Qr(x0)) |u ∈ Dsεj ,M (Qr(x0))
}
for any s > 0. Without loss of generality we may assume x0 = 0 and use the notationQr = Qr(0).
Setting v(x) = u(εjx)/εj and using the changes of variable x
′ = x/εj and y = x′ + ξ, we rescale
FTεj as
FTεj (u,Qr) =
∫
BT
∫
(Qr)εj (ξ)
f
( x
εj
, ξ,
u(x+ εjξ)− u(x)
εj
)
dx dξ
=
∫
BT
∫
(Qr)εj (ξ)
f
( x
εj
, ξ, v
( x
εj
+ ξ
)
− v
( x
εj
))
dx dξ
= εdj
∫
QRj
∫
QRj
fT (x′, y − x′, v(y)− v(x′))dx′dy,
where Rj := r/εj and f
T is defined in (6.8). Thus,
f0(M) = lim
j→∞
1
Rdj
inf
{∫
QRj
∫
QRj
fT (x, y − x, v(y)− v(x))dx dy
∣∣∣ v ∈ Ds,M (QRj )}.
By the arbitrariness of s > 0 and Proposition 6.3 we eventually get
f0(M) = f
T
hom(M) = lim
R→∞
1
Rd
inf
{∫
QR
∫
QR
fT (x, y − x, v(y) − v(x))dx dy
∣∣∣ v ∈ D1,M (QRj )},
which in particular proves the claim of Theorem 6.1 when f ≡ fT .
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Step 2. By the previous step and Remark 5.7 we infer that
Γ(Lp)- lim
ε→0
Fε(u,A) = lim
T→+∞
Γ(Lp)- lim
ε→0
FTε (u,A) =
∫
A
f∞hom(Du(x))dx
for every A ∈ Areg(Ω) and u ∈W 1,p(A;Rm), where for every M ∈ Rm×d
f∞hom(M) := lim
T→+∞
fThom(M).
Hence, the result will follow if we prove that f∞hom(M) = fhom(M). Set
f ′hom(M) = lim inf
R→∞
1
Rd
inf
{∫
QR
∫
QR
f(x, y − x, v(y)− v(x))dx dy
∣∣∣ v ∈ D1,M (QR)},
f ′′hom(M) = lim sup
R→∞
1
Rd
inf
{∫
QR
∫
QR
f(x, y − x, v(y)− v(x))dx dy
∣∣∣ v ∈ D1,M (QR)}.
Since fThom(M) ≤ f ′hom(M) for every T > 0, it suffices to prove that f ′′hom(M) ≤ f∞hom(M). Now,
define
HTR(M) =
1
Rd
inf
{∫
QR
∫
QR
fT (x, y − x, v(y)− v(x))dx dy
∣∣∣ v ∈ D1,M (QR)},
HR(M) =
1
Rd
inf
{∫
QR
∫
QR
f(x, y − x, v(y) − v(x))dx dy
∣∣∣ v ∈ D1,M (QR)},
and let uR ∈ D1,M (QR) be such that
1
Rd
∫
QR
∫
QR
fT (x, y − x, uR(y)− uR(x))dx dy ≤ HTR (M) +
1
T
.
Note that, by (6.2)–(6.4), we get that
1
Rd
Gr01 (uR, QR) ≤ C
(
HTR(M) +
1
T
)
≤ C
(
FT1 (Mx,QR) +
1
T
)
≤ C(|M |p + 1),
where C is a constant independent of T and R, so that, by Lemma 3.2, we get that
1
Rd
∫
(QR)1(ξ)
|uR(x+ ξ)− uR(x)|pdx ≤ C(|ξ|p + 1)(|M |p + 1).
By taking uR as a test function for the minimum problem defining HR(M), we then have
HR(M) ≤ HTR(M) +
1
T
+
∫
Bc
T
∫
(QR)1(ξ)
f(x, ξ, uR(x+ ξ)− uR(x))dx dξ
≤ HTR(M) +
1
T
+
∫
BcT
ψ(ξ)
1
Rd
∫
(QR)1(ξ)
(|uR(x+ ξ)− uR(x)|p + 1)dx dξ
≤ HTR(M) +
1
T
+ C(|M |p + 1)
∫
Bc
T
ψ(ξ)(|ξ|p + 1) dx.
By assumption (6.3) taking the limit first as R → +∞ and then as T → +∞ we get the
conclusion.
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As a straightforward consequence of Theorem 6.1, Propositons 5.9 and 5.10, we deduce the
following results about Γ-convergence and convergence of minimum problems for periodic func-
tionals subject to Dirichlet boundary conditions.
Proposition 6.4. Under the assumptions of Theorem 6.1, given any g ∈ W 1,ploc (Rd;Rm) and
r > 0, let {F r,gε (·,Ω)} be the family of functionals defined in (5.20). Then
Γ- lim
ε→0
F r,gε (u,Ω) =

∫
Ω
fhom(Du(x))dx if u− g ∈ W 1,p0 (Ω;Rm)
+∞ otherwise.
(6.14)
Proposition 6.5. Under the assumptions of Theorem 6.1, for any g ∈ W 1,ploc (Rd;Rm) and r > 0
there holds
lim
ε→0
inf{Fε(u) |u ∈ Drε,g(Ω)} = min
{∫
Ω
fhom(Du(x))dx |u − g ∈ W 1,p0 (Ω;Rm)
}
. (6.15)
Moreover, if εj → 0 and uj ∈ Drεj ,g(Ω) is a converging sequence such that
lim
j→∞
Fεj (uj) = lim
j→∞
inf{Fεj (u) |u ∈ Drεj ,g(Ω)},
then its limit is a minimizer for min
{∫
Ω
fhom(Du(x))dx |u − g ∈ W 1,p0 (Ω;Rm)
}
.
6.1 The convex case
In this subsection we show that, analogously to the homogenization of integral functionals, in
the convex case the asymptotic formula (6.5) reduces to a cell formula.
Theorem 6.6. Under the hypotheses of Theorem 6.1, assume in addition that f(y, ξ, ·) is convex
for every y, ξ ∈ Rd. Then the function fhom defined by (6.5) satisfies for every M ∈ Rm×d
fhom(M) = inf
{∫
Rd
∫
Q1
f(x, y − x, v(y) − v(x))dx dy
∣∣∣ v ∈ D#,M (Q1)}, (6.16)
where
D#,M (Q1) = {u ∈ Lploc(Rd;Rm) |u−Mx is Q1-periodic}.
Proof. For brevity of notation, we denote by f#(M) the right-hand side of (6.16). We first prove
that fhom(M) ≤ f#(M). Given δ > 0, let v ∈ D#,M (Q1) be such that∫
Rd
∫
Q1
f(x, y − x, v(y)− v(x))dx dy ≤ f#(M) + δ,
and set uε(x) := εv
(
x
ε
)
. Then uε →Mx in Lp(Ω;Rm) and, by Theorem 6.1 and the periodicity
of f , we have
|Ω|fhom(M) ≤ lim sup
ε→0
Fε(uε) ≤ |Ω|(f#(M) + δ).
The conclusion follows by the arbitrariness of δ > 0.
It remains to prove that
fhom(M) ≥ f#(M). (6.17)
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Note that, reasoning as in Step 2 of the proof of Theorem 6.1, we get that
lim
T→+∞
f#,T (M) = f#(M),
where f#,T (M) is defined by the right-hand side of (6.16) with fT in place of f . Hence it suffices
to prove (6.17) in the case f(y, ξ, z) = 0 for every |ξ| > T, y ∈ Rd, z ∈ Rm. Let R ∈ N and, for
any function v ∈ DT,M (QR), let u ∈ D#,M (Q1) be the function defined by
u(x) :=
1
Rd
∑
i∈[0,R)d∩Zd
v˜(x+ i),
where v˜ denotes the periodic extension of v outside QR. From the convexity of f(x, ξ, ·) we get
f#(M) ≤
∫
BT
∫
Q1
f(x, ξ, u(x+ ξ)− u(x))dx dξ
≤ 1
Rd
∑
i∈QR∩Zd
∫
BT
∫
i+Q1
f(x, ξ, v(x + ξ)− v(x))dx dξ
=
1
Rd
∫
BT
∫
QR
f(x, ξ, v(x + ξ)− v(x))dx dξ.
(6.18)
Since for every v ∈ DT,M (QR) there holds∫
BT
∫
QR\(QR)1(ξ)
f(x, ξ, v(x + ξ)− v(x))dx dξ
≤
∫
BT
∫
QR\(QR)1(ξ)
f(x, ξ,Mξ)dx dξ ≤ C(|M |p + 1)TRd−1,
by taking the infimum in (6.18) we get
f#(M) ≤ inf
{ 1
Rd
∫
BT
∫
(QR)1(ξ)
f(x, ξ, v(x + ξ)− v(x))dx dξ
∣∣∣ v ∈ DT,M (QR)} + CT
R
.
Then, passing to the limit as R→ +∞ we obtain the desired inequality.
Remark 6.7. If in Theorem 6.6 f does not depend on the first variable, Jensen’s inequality
yields that
fhom(M) =
∫
Rd
f(ξ,Mξ) dξ.
Example 6.8 (quadratic forms). A well-known property of Γ-convergence is the fact that the
Γ-limit of non-negative quadratic forms is still a non-negative quadratic form (see [24] Theorem
11.10). Hence, under the hypotheses of Theorem 6.1, if f(x, ξ, z) is a non-negative quadratic
form of the type
f(y, ξ, z) = 〈A(y, ξ)z, z〉
where A : Rd × Rd → Rm×m is [0, 1]d-periodic then
fhom(M) = 〈AhomM,M〉
= inf
{∫
Rd
∫
Q1
〈A(x, ξ)(v(x + ξ)− v(x)), v(x + ξ)− v(x)〉dx dξ
∣∣∣ v ∈ D#,M (Q1)},
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with Ahom ∈ T2(Rm×d). By Remark 6.7, if A(y, ξ) = A(ξ), then
fhom(M) =
∫
Rd
〈A(y, ξ)Mξ,Mξ〉 dξ.
In particular, if A(ξ) = a(ξ)I we recover the result in Theorem 4.1 with aε(ξ) = a(ξ).
7 Perturbed convolution-type functionals
In view of an application to a point clouds model that we will discuss in Subsection 7.1, we
consider here a slight generalization of the class of functionals defined in (2.1), obtained by
replacing the Lebesgue measure with a measure µ = ρ(x)Ld, with ρ ∈ C0(Ω) and satisfying
0 < c ≤ ρ(x) ≤ C for every x ∈ Ω. (7.1)
More precisely, given such a ρ, we set
Fε[ρ](u) :=
1
εd
∫
Ω
∫
Ω
fε
(
x,
y − x
ε
,
u(y)− u(x)
ε
)
ρ(y)ρ(x)dx dy. (7.2)
In the periodic case, that is when fε satisfies (6.1), a generalization of Theorem 6.1 is provided
by the following result.
Theorem 7.1. Let Fε[ρ] be defined by (7.2) with fε satisfying (6.1), ρ ∈ C0(Ω) and such that
(7.1) holds. Then, under the assumptions of Theorem 6.1,
Γ(Lp)- lim
ε→0
Fε[ρ](u) =

∫
Ω
fhom(Du(x))ρ
2(x)dx if u ∈ W 1,p(Ω;Rm),
+∞ otherwise,
where fhom is defined by (6.5).
Proof. We highlight only the main differences with respect to the proof of Theorem 6.1. Note
that, by (7.1), Fε[ρ] satisfies all the assumptions of Theorem 5.1. Hence, given εj → 0, there
exists a subsequence (not relabelled) such that
Γ(Lp)- lim
j→+∞
Fεj [ρ](u,A) =
∫
A
f0(x,Du(x)) dx.
The characterization of non-homogeneous quasiconvex functions by their minima (see [25, The-
orem II]) yields that for every M ∈ Rm×d and for almost every x0 ∈ Ω
f0(x0,M) = lim
r→0
1
rd
min
{∫
Qr(x0)
f0(x,Du(x))dx
∣∣∣ u−Mx ∈ W 1,p0 (Qr(x0);Rm)}.
Then, proceeding as in the proof of Theorem 6.1 and using the continuity of ρ, we obtain that
f0(x0,M) = ρ
2(x0)fhom(M).
Since f0 does not depend on (εj)j , we get the conclusion.
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We study now a perturbed version of the class of functionals defined in (7.2), obtained by
composing the energy densities with a family of transportation maps. Specifically, we consider
the family of perturbed functionals Eε : L
p(Ω;Rm)→ [0,+∞] defined by
Eε(u) :=
1
εd
∫
Ω
∫
Ω
fε
(
x,
Tε(y)− Tε(x)
ε
,
u(y)− u(x)
ε
)
ρ(y)ρ(x)dx dy. (7.3)
Here we assume that Tε : Ω → Ω is a measurable map (representing a transportation map in
Subsection 7.1) and fε fulfills assumptions (H0)–(H2), with ψε satisfying the additional hypoth-
esis
ψε(ξ) := ψε(|ξ|), where ψε : [0,+∞)→ [0,+∞) is non increasing. (7.4)
Remark 7.2. Set
gε(x, ξ, z) = fε
(
x,
Tε(x+ εξ)− Tε(x)
ε
, z
)
ρ(x)ρ(x + εξ) (7.5)
and note that, under the assumptions above on fε and ρ, gε satisfies (H0)-(H2) provided the
following regularity conditions are fulfilled by Tε:
|Tε(y)− Tε(x)| ≤ C′(|y − x|+ ε), if |y − x| ≤ εr′ (7.6)
|Tε(y)− Tε(x)| ≥ C′′|y − x|, if |y − x| ≥ εr′′, (7.7)
for some C′, C′′, r′, r′′ positive constants. Indeed, if r′0 is a positive constant such that r
′
0 < r
′
and C′(r′0 + 1) < r0, then by (7.6)∣∣∣Tε(x+ εξ)− Tε(x)
ε
∣∣∣ ≤ r0 for every ξ ∈ Br′0
and assumption (H0) on fε yields that the same assumption is satisfied by gε with another choice
of the constants. Moreover, denoting
ψ˜ε(ξ) := sup
x∈Ω
ψε
(∣∣∣Tε(x+ εξ)− Tε(x)
ε
∣∣∣), (7.8)
from conditions (7.7) and the monotonicity of ψε we get∫
Rd
ψ˜ε(ξ)(|ξ|p + 1)dξ ≤
∫
Br′′
ψε(0)(|ξ|p + 1)dξ +
∫
Bc
r′′
ψε(C
′′|ξ|)(|ξ|p + 1)dξ
which yields that condition (2.5) is satisfied by ψ˜ε, since it is satisfied by ψε. Analogously it can
be shown that ψ˜ε satisfies (H2). Hence, under the assumptions (7.6) and (7.7), energies as in
(7.3) belong to the class of functionals satisfying the hypotheses of Theorem 5.1. Notice that
conditions (7.6) and (7.7) hold in particular if ‖Tε − id‖∞ ≤ Cε.
In the next one-dimensional example we show that the asymptotic behaviour of Eε could be
degenerate if (7.4) is not satisfied.
Example 7.3. Assume that in (7.3) Ω = (0, 1), ρ ≡ 1 and fε(x, ξ, z) = a(ξ)|z|p with a : R →
[0,+∞) defined as follows
a(ξ) =
{
1 ξ ∈ (−1, 1) ∪Q
0 otherwise.
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Given λε → 0, let Tε : (0, 1) → (0, 1) be such that Tε((0, 1)) ⊂ εQ and ‖Tε − id‖∞ ≤ λε. In
particular (7.6) and (7.7) are satisfied if λε = o(ε). We may construct such maps as follows: for
any k ∈ {0, . . . , ⌈λ−1ε ⌉ − 1}, let qk,ε ∈ Q ∩
(
ε−1λε[k, k + 1)
) ∩ (0, ε−1) and set
Tε(x) := εqk,ε if x ∈ λε[k, k + 1) for some k ∈ {0, . . . , ⌈λ−1ε ⌉ − 1}.
Since a = χ(−1,1) almost everywhere,Gε[a] = G1ε; thus, by Proposition 4.1, Γ-lim
ε→0
Gε[a](u) < +∞
for any u ∈W 1,p(0, 1). Whereas, since (Tεy − Tεx)/ε ∈ Q, Eε reads
Eε(u) =
∫ +∞
−∞
∫ 1∧(1−εξ)
0∨(−εξ)
∣∣∣u(x+ εξ)− u(x)
ε
∣∣∣pdx dξ ,
From which we deduce that
Γ- lim
ε→0
Eε(u) =
{
0 if u′ = 0 in (0, 1),
+∞ otherwise.
In the next proposition we show that if ‖Tε − id‖∞ = o(ε) and fε(x, ·, z) satisfies a suitable
continuity assumption uniformly with respect to ε and x, then the functionals Eε defined by (7.3)
are asymptotically equivalent in the sense of the Γ-convergence to the functionals Fε[ρ] defined
by (7.2).
Proposition 7.4. Let Fε[ρ] and Eε be defined by (7.2) and (7.3), respectively, with fε satisfying
(H0)–(H2) and (7.4). Assume in addition that:
(i) There exists a family of positive functions {ωh}h>0 ⊂ L1loc(Rd) such that ωh → 0 in L1loc(Rd)
and
sup
x∈Ω
sup
|v|≤h
|fε(x, ξ + v, z)− fε(x, ξ, z)| ≤ ωh(ξ)|z|p (7.9)
for every ε > 0 and z ∈ Rm.
(ii)
∥∥∥Tε − id
ε
∥∥∥
L∞(Ω;Rd)
→ 0.
Then
Γ(Lp)- lim inf
ε→0
Eε(u) = Γ(L
p)- lim inf
ε→0
Fε[ρ](u),
Γ(Lp)- lim sup
ε→0
Eε(u) = Γ(L
p)- lim sup
ε→0
Fε[ρ](u).
Proof. Notice that, since both Fε[ρ] and Eε satisfy the hypotheses of Proposition 4.6, we have
that
Γ(Lp)- lim
ε→0
Eε(u) = Γ(L
p)- lim
ε→0
Fε[ρ](u) = +∞, for every u ∈ Lp(Ω;Rm) \W 1,p(Ω;Rm).
Hence, by (H0)-(H1), it suffices to prove that
Eε(uε) = Fε[ρ](uε) + o(1) (7.10)
for any sequence (uε)ε such that G
r
ε(uε) is uniformly bounded for some r ≤ r0∧r′0, where r0 and
r′0 refer to assumption (H0) for Fε[ρ] and Eε, respectively.
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By Lemma 5.4, we may reduce to prove (7.10) in the case fε(x, ξ, z) = 0 for every x ∈ Ω,
|ξ| > R and z ∈ Rm, for some R > 0. Let then uε be such that supε>0Grε(uε) < +∞. We have
Eε(uε) = Fε(uε) +Rε(uε),
where
Rε(v) :=
∫
BR
∫
Ωε(ξ)
(
gε
(
x, ξ,
v(x+ εξ)− v(x)
ε
)
−fε
(
x, ξ,
v(x+ εξ)− v(x)
ε
))
ρ(x)ρ(x+εξ)dx dξ ,
with gε defined by (7.5). Set
hε :=
∥∥∥Tε − id
ε
∥∥∥
L∞(Ω;Rd)
.
By (i) and Lemma 3.2 we get
|Rε(uε)| ≤ C
∫
BR
∫
Ωε(ξ)
ω2hε(ξ)
∣∣∣uε(x + εξ)− uε(x)
ε
∣∣∣pdx dξ ≤ C(Rp + 1)Grε(uε)∫
BR
ω2hε(ξ)dξ,
which goes to zero as ε→ 0 by (ii).
As a straightforward consequence of the previous proposition and Theorem 7.1, we obtain
the following result.
Corollary 7.5. Under the assumptions of Proposition 7.4, asssume in addition that fε satisfies
(6.1). Then
Γ(Lp)- lim
ε→0
Eε(u) =

∫
Ω
fhom(Du(x))ρ
2(x)dx if u ∈W 1,p(Ω;Rm),
+∞ otherwise,
where fhom is defined by (6.5).
7.1 Application to functionals defined on point clouds
The case in which Tε(Ω) = Xnε := {xi}nεi=1 ⊂ Ω, has already been studied in the context of
problems for Machine Learning, when dealing with discrete convolution-type energies of the
form
1
εp
1
n2ε
nε∑
i,j=1
aεi,j |u(xi)− u(xj)|p, (7.11)
that are the discrete version of energies (7.3) when Tε are transportation maps from Ω to Xnε , see
[29] when p = 1 and [23] when p > 1. Therein, Xnε denotes a point cloud obtained by refining
random samples of a given probability measure µ ≪ Ld, having continuous density bounded
from above and below by two positive constants.
In this subsection, we will prove a Γ-convergence result for a generalized version of discrete
energies as in (7.11) defined on point clouds. In particular, we will recover the convergence result
provided in [23]. Before setting the problem, we recall, for the reader’s convenience, some useful
notions about point-cloud models.
Let µ = ρ(x)Ld be a probability measure supported on Ω, such that ρ ∈ C0(Ω) and satisfies
(7.1). Given (X, σ,P) a probability space, we consider a sequence of random variables
xi : X ∋ ω 7→ xi(ω) ∈ Ω, i ∈ N,
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that are i.i.d according to the distribution µ. Then, given n ∈ N, we say that the set Xn(ω) =
{xi(ω)}ni=1 is a point cloud obtained as samples from a given distribution µ. In the following, we
will drop the dependence on ω for the sake of simplicity of notation, unless otherwise specified.
To any point cloud Xn we associate its empirical measure
µn =
1
n
n∑
i=1
δxi . (7.12)
It is well known that µn weak
∗ converge to µ as n→ +∞ P-almost surely.
Let nε ∈ N such that
lim
ε→0
nε = +∞
and let f : Rd × Rm → [0,+∞) be a Borel function that is convex in the second variable. We
then consider the family of functionals (“dis” stands for discrete)
Edisε (u) =
1
εdn2ε
nε∑
i,j=1
f
(xi − xj
ε
,
u(xi)− (xj)
ε
)
,
defined on functions u : Xnε → Rm. Note that Edisε can be written in terms of µnε as
Edisε (u) =
1
εd
∫
Ω
∫
Ω
f
(y − x
ε
,
u(y)− u(x)
ε
)
dµnε(x) dµnε(y). (7.13)
Let Eε be defined by (7.3) with
fε(x, ξ, z) = f(ξ, z). (7.14)
If Tε : Ω→ Xnε is a transportation map between µnε and µ; that is, (Tε)#µ = µnε , where T#µ
denotes the push-forward of µ by T , then we may identify any u : Xnε → Rm with its piecewise
constant interpolation on T−1ε (xi), i = 1, . . . , nε, and, by (7.13),
Edisε (u) = Eε(u) for every u ∈ PC(Xnε), (7.15)
where
PC(Xnε) :=
{
u : Ω→ Rm |u is constant on T−1ε (xi) for every 1 ≤ i ≤ nε
}
.
With a slight abuse of notation we assume that Edisε is defined on the whole space L
p(Ω;Rm) by
setting
Edisε (u) =

1
εdn2ε
nε∑
i,j=1
f
(xi − xj
ε
,
u(xi)− (xj)
ε
)
, u ∈ PC(Xnε)
+∞ otherwise.
(7.16)
In the next theorem we show that Edisε and Eε are asymptotically equivalent in the sense of
Γ-convergence under the assumptions of Proposition 7.4.
Theorem 7.6. Let Xnε be a family of point clouds obtained as samples from µ and let Tε : Ω→
Xnε be a transportation map between µnε and µ, where µnε is defined in (7.12). Let E
dis
ε be
defined by (7.16) and let Eε be defined by (7.3) with fε satisfying (7.14) and f(ξ, ·) convex for
any ξ ∈ Rd. If fε and Tε satisfy the assumptions of Proposition 7.4, then
Γ(Lp)- lim
ε→0
Edisε (u) = Γ(L
p)- lim
ε→0
Eε(u)
=

∫
Rd
∫
Ω
f(ξ,Du(x)ξ)ρ2(x) dx dξ if u ∈W 1,p(Ω;Rm),
+∞ otherwise.
(7.17)
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Proof. The second equality in (7.17) is a straightforward consequence of Corollary 7.5, Theorem
6.6 and Remark 6.7. Since Edisε ≥ Eε, in order to prove the first equality in (7.17) it suffices to
prove that given u ∈ W 1,p(Ω) we can find (uε)ε ⊂ PC(Xnε) such that uε → u in Lp(Ω;Rm) and
lim sup
ε→0
Edisε (uε) ≤
∫
Rd
∫
Ω
f(ξ,Du(x)ξ)ρ2(x) dx dξ. (7.18)
By a density argument it suffices to prove (7.18) for u ∈ C∞(Rd;Rm). Fix such a function u and
note that, by the regularity assumptions on f and assumption (ii) of Proposition 7.4, we have
that
lim
ε→0
Eε(u) =
∫
Rd
∫
Ω
f(ξ,Du(x)ξ)ρ2(x) dx dξ. (7.19)
Let uε ∈ PC(Xnε) defined by
uε(xi) :=
1
|V iε |
∫
V iε
u(y) dy i ∈ {1, . . . , nε},
where we have set, for i = 1, . . . , nε,
V iε = T
−1
ε (xi).
Note that V iε ⊆ Brε(xi), where
rε := ‖Tε − Id‖∞.
Hence, by assumption (ii) of Proposition 7.4,
‖uε − u‖L∞(Ω;Rm) ≤ Crε → 0.
By the convexity of f(ξ, ·), we get for any 1 ≤ i, j ≤ nε
f
(xi − xj
ε
,
uε(xi)− uε(xj)
ε
)
= f
(xi − xj
ε
,
1
|V iε |
∫
V iε
u(y)
ε
dy − 1|V jε |
∫
V jε
u(x)
ε
dx
)
≤ 1|V iε |
∫
V iε
f
(xi − xj
ε
,
u(y)
ε
− 1|V jε |
∫
V jε
u(x)
ε
dx
)
dy
≤ 1|V iε ||V jε |
∫
V iε
∫
V jε
f
(xi − xj
ε
,
u(y)− u(x)
ε
)
dy dx.
(7.20)
Notice that, since Tε is a transportation map between µ and µε, by the continuity of ρ we get
1
|V iε |
= (ρ(xi) + o(1))nε,
uniformly in 1 ≤ i ≤ nε. Hence, by (7.20) we get
Edisε (uε) =
1
εdn2ε
nε∑
i,j=1
f
(xi − xj
ε
,
uε(xi)− uε(xj)
ε
)
≤ 1
εdn2ε
nε∑
i,j=1
1
|V iε ||V jε |
∫
V iε
∫
V jε
f
(xi − xj
ε
,
u(y)− u(x)
ε
)
dy dx
=
1
εd
nε∑
i,j=1
∫
V iε
∫
V jε
f
(xi − xj
ε
,
u(y)− u(x)
ε
)
ρ(xi)ρ(xj) dy dx+ o(1)
= Eε(uε) + o(1),
and the conclusion follows from (7.19).
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Remark 7.7. In [28], extending previous results, it has been proved that for d ≥ 2 almost surely
there exists a family of transportation maps Tn(ω) : Ω→ Xn(ω) between µ and µn such that
0 < c ≤ lim inf
n→+∞
‖Tn(ω)− id‖L∞
ln
≤ lim sup
n→+∞
‖Tn − id‖L∞
ln
≤ C,
where
ln =

(logn)3/4
n1/2
if d = 2,( logn
n
)1/d
if d ≥ 3.
Hence, if nε → +∞ and
lim
ε→0
lognε
nεεd
= 0 (7.21)
the corresponding transportation maps Tε = Tnε are such that ‖Tε − id‖L∞ = o(ε) and, in
particular, assumptions (ii) of Proposition 7.4 is satisfied. Hence if (7.21) is satisfied the Γ-
convergence result stated in Theorem 7.6 holds almost surely, thus extending the convergence
result provided in [23], where the analysis is limited to energy densities of the form f(ξ, z) =
a(|ξ|)|z|p, with a(·) non increasing.
8 Stochastic homogenization
In this section we consider random energies of convolution type and prove that, under stationarity
and ergodicity assumptions, the Γ-limit of such energies is almost surely a deterministic integral
functional whose integrand can be characterized through an asymptotic formula. This result
extends [19, Theorem 6.1], where quadratic convolution energies with random coefficients are
studied.
Let (X, σ,P) be a standard probability space with a measure-preserving ergodic dynamical
system τy, y ∈ Rd. We recall that {τy} is a collection of measurable invertible maps τy : X 7→ X
such that
- τy+y′ = τy ◦ τy′ for all y, y′ ∈ Rd, τ0 = Id,
- P(τy(A)) = P(A) for all A ∈ σ and y ∈ Rd,
- τ : X × Rd 7→ X is measurable, where Rd is equipped with the Borel σ-algebra.
The ergodicity of τ means that for every A ∈ σ such that τy(A) = A for all y ∈ Rd there holds
either P(A) = 0 or P(A) = 1.
Consider now a random function f defined as a measurable map
f : X × Rd × Rm → [0,+∞),
where Rd and Rm are equipped with the Borel σ-algebra. We assume that
c0(|z|p − ρ(ω, ξ)) ≤ f(ω, ξ, z) if |ξ| ≤ r0, (8.1)
f(ω, ξ, z) ≤ ψ(ω, ξ)(|z|p + 1) (8.2)
for some positive constants c0 and r0, and measurable random functions ρ(ω, ·) : Br0 → [0,+∞)
and ψ(ω, ·) : Rd → [0,+∞) satisfying
C0(·) :=
∫
Br0
ψ(·, ξ) dξ ∈ L1(X,P), C1(ω) :=
∫
Rd
ψ(ω)(ξ)(|ξ|p + 1) dξ ∈ L1(X,P). (8.3)
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Letting f(ω)(y, ξ, z) = f(τyω, ξ, z), we introduce a family of stochastic non-local energy func-
tionals Fε(ω) : L
p
loc(R
d;Rm)×A(Rd)→ [0,+∞), ε > 0, defined by
Fε(ω)(u,A) :=
∫
Rd
∫
Aε(ξ)
f(ω)
(x
ε
, ξ,
u(x+ εξ)− u(x)
ε
)
dx dξ. (8.4)
By construction the densities f are statistically homogeneous functions of x that is
f(ω)(x+ y, ξ, z) = f(τyω)(x, ξ, z), for every ω ∈ X, x, y, ξ ∈ Rd, z ∈ Rm. (8.5)
In Theorem 8.3 below we prove a homogenization theorem for the functionals Fε. Our proof
of a homogenization formula relies on a subadditive ergodic theorem, a result that we recall
below preceded by the definition of multiparameter stationary stochastic processes.
Definition 8.1 (subadditive process). Let V be the family of all finite subset of the lattice
Zd,+ := {0, 1, . . .}d. A real valued process Ψ : V → L1(X,P) is called a subadditive process if it
satisfies the following conditions:
(i) it is stationary, that is for any j ∈ Zd,+ and any finite collection {V1, . . . , VN} ⊂ V the joint
law of {Ψ(V1 + j), . . . ,Ψ(VN + j)} is the same as the joint law of {Ψ(V1), . . . ,Ψ(VN )};
(ii) it is subadditive, that is Ψ(V1 ∪ V2) ≤ Ψ(V1) + Ψ(V2) for any disjoint V1 and V2 in V;
(iii) there holds
inf
n∈N
∫
X
1
nd
Ψ({0, 1, . . . n}d)(ω) dP(ω) > −∞.
Theorem 8.2 (Theorem 1 [34]). Let B0 be a family of Borel subsets of [0, 1]
d such that
sup{|∂B +Bδ| : B ∈ B0} → 0, as δ → 0.
Then, for every subadditive process Ψ : V → L1(X,P) there exists a real random variable φ ∈
L1(X,P) such that
sup
{∣∣∣ 1
Nd
Ψ((NB) ∩ Zd,+)− |B|φ
∣∣∣ : B ∈ B0}→ 0 almost surely as N → +∞. (8.6)
Theorem 8.3. Let X ∋ ω 7→ f(ω) be a statistically homogeneous random function, according
to (8.5), satisfying (8.1)–(8.3). Let Fε be defined as in (8.4) and assume that Fε(ω) satisfies
assumption (H0′) almost surely. Then for P-almost every ω ∈ X and for every M ∈ Rm×d the
limit
fhom(ω)(M) = lim
R→+∞
1
Rd
inf
{
F1(ω)(u,QR)
∣∣u ∈ D1,M (QR)}, (8.7)
where D1,M (QR) is defined by (5.19), exists and defines a quasiconvex function fhom(ω) : R
m×d →
[0,+∞) satisfying
c(ω)(|M |p − 1) ≤ fhom(M) ≤ C(ω)(|M |p + 1), (8.8)
where c(·), C(·) ∈ L1(X,P). Moreover, for P-almost every ω ∈ X and for every A ∈ Areg(Ω)
there holds
Γ- lim
ε→0
Fε(ω)(u,A) = F (ω)(u,A) :=

∫
A
fhom(ω)(Du(x))dx u ∈ W 1,p(A;Rm)
+∞ otherwise.
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If, in addition, the dynamical system τ is ergodic, then fhom(ω)(·) is constant almost surely and
satisfies
fhom(ω)(M) ≡ fhom(M) := lim
R→+∞
1
Rd
∫
X
inf
{
F1(ω)(u,QR)
∣∣u ∈ D1,M (QR)}dP(ω). (8.9)
Proof. For any given T > 0 let FTε (ω) be the truncation functional of Fε(ω) as defined in
(5.3). By Theorem 5.1, for P-almost every ω ∈ X and for every sequence εj → 0 there exists a
subsequence (not relabelled) and a Carathe´odory function fT0 (ω) : Ω× Rm×d → [0,+∞), which
is quasiconvex in the second variable, such that for every A ∈ Areg(Ω) and u ∈ W 1,p(A;Rm)
Γ(Lp)- lim
j→+∞
FTεj (ω)(u,A) = F
T (ω)(u,A) :=
∫
A
fT0 (ω)(x,D(u(x))dx.
Arguing as in the proof of Theorem 7.1, for every M ∈ Rm×d and for almost every x0 ∈ Ω
we have
fT0 (ω)(x0,M) = lim
r→0
1
rd
min
{
FT (ω)(u,Qr(x0))
∣∣u−Mx ∈W 1,p0 (Qr(x0);Rm)}
= lim
r→0
lim
j→+∞
1
Rdj
inf
{
FT1 (ω)(v,RjQ1(r
−1x0))
∣∣ v ∈ D1,M (RjQ1(r−1x0))}
= lim
r→0
lim
j→+∞
1
Rdj
inf
{
FT1 (ω)(v,RjQ1(r
−1x0))
∣∣ v ∈ DT,M (RjQ1(r−1x0))},
with Rj = r/εj . Set for any A ∈ A(Rd)
HT (ω)(M,A) := inf
{
FT1 (ω)(v,Q)
∣∣ v ∈ DT,M (A)}.
We now show that there exists φTM : X → [0,+∞) such that for any x¯ ∈ Rd
lim
R→+∞
1
Rd
HT (ω)(M,RQ1(x¯)) = φ
T
M (ω).
Set
H˜T (ω)(M,A) := inf
{∫
BT
∫
A
f(ω)(x, ξ, v(x + ξ)− v(x)) dx dξ ∣∣ v ∈ DT,M (A)}. (8.10)
Since
|H˜T (ω)(M,RQ1(x¯))−HT (ω)(M,RQ1(x¯))| ≤ 2dc1(ω)(|M |p + 1)TRd−1,
it suffices to show that
lim
R→+∞
1
Rd
H˜T (ω)(M,RQ1(x¯)) = φ
T (ω). (8.11)
For any A ∈ V denote QA = ⋃j∈AQ1(j) and ΨT (M,A)(ω) = H˜T (ω)(M,QA). Note that
ΨT (M,A) ∈ L1(X,P) for any A ∈ V by conditions (8.2) and (8.3), and that by Definition
(8.10), ΨT is subadditive, according to Definition 8.1 (ii). Moreover, since f is statistically
homogeneous, ΨT is stationary, according to Definition 8.1 (i). Condition (iii) of Definition 8.1
is trivially satisfied, since f takes values in [0,+∞). Hence, by appying Theorem 8.2 to the
process ΨT we deduce that there exists φTM ∈ L1(X,P) such that for every N > 0
lim
R→+∞
sup
{∣∣∣H˜T (ω)(M,RQ1(x))
Rd
− φTM (ω)
∣∣∣ : |x| ≤ N} = 0,
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which in particular yields (8.11). This on the one hand implies that fTω (x0,M) does not depend
on the first variable and, on the other hand, that it does not depend on the subsequence {εj}.
Hence, the whole family FTε (ω) Γ-converges to F
T (ω). Arguing as in the proof of Theorem 6.1
we get the same result for Fε(ω). If τ is ergodic, then f
T (M) and FT are deterministic, so is
f(M) and (8.9) holds.
We complete this section by providing a typical example of a random density f = f(ω, ξ, z).
Example 8.4. Let Y be a Poisson point process in Rd of intensity 1; that is, Y is a point process
such that for any bounded Borel set A in Rd the number of points of Y in A has a Poisson
distribution with parameter |A|, and for any N and any disjoint bounded Borel sets A1, . . . , AN
the random variables #(A1 ∩ Y), . . . ,#(AN ∩ Y) are independent.
Let ϕ be a C∞0 (R
d) function such that ϕ ≥ 0. We set
f(ω)(x, ξ, z) = 1|ξ|≤1(1 + |z|)p +
(
1 +
∑
j
ϕ(x− Yj)
)−1(∑
j
ϕ(x− Yj)
)
h(ξ)(1 + |z|)p,
where Y(ω) =
⋃∞
j=1 Yj(ω), p > 1, and h(·) is a non-negative function that satisfies the following
upper bound:
h(ξ) ≤ C
(1 + |ξ|)d+p+δ
for some δ > 0. In this example f(ω, ξ, z) = f(ω)(0, ξ, z).
9 Application to convex gradient flows
So far, we have studied the Γ-convergence of families of functionals {Fε} by dealing with static
problems. Here, by taking advantage of the Γ-convergence results proved, we analyze some
dynamical aspects by considering gradient flows for a convex family {Fε}, and prove the stability
of the gradient flows with respect to Γ-convergence by applying the minimizing movements
scheme along this family of functionals (see [12, Chapter 8]).
We first recall some definitions and relevant results to our end. Let F : L2(Ω;Rm)→ [0,+∞]
be a lower semicontinuous, convex and proper (F 6≡ +∞) functional. We introduce a time-scale
parameter τ > 0 and we solve the sequence of minimum problems starting from the initial value
u0 ∈ L2(Ω;Rm); that is,u
τ
n ∈ argmin
u∈L2(Ω;Rm)
{
F (u) +
1
2τ
∥∥u− uτn−1∥∥2L2(Ω;Rm)}, n ≥ 1
uτ0 ≡ u0 .
(9.1)
By applying the direct method of Calculus of Variations we get that the solutions uτn exist for
any n ∈ N. Moreover, by the convexity of F , the functional u 7→ F (u) + c‖u − v‖2L2(Ω;Rm) is
strictly convex for every fixed c > 0 and v ∈ L2(Ω;Rm); hence, the solutions uτn are also unique
for any n ∈ N. The sequence {uτn}n≥0 is called a discrete solution of the scheme (9.1). A discrete
solution extends to an interpolation curve uτ : [0,+∞)→ L2(Ω;Rm) defined by
uτ (t) := uτn, t ∈ [(n− 1)τ, nτ). (9.2)
Definition 9.1 (Minimizing movements). A curve u : [0,+∞) → L2(Ω;Rm) is called a mini-
mizing movement for F from u0 if u
τ , defined as in (9.1) and (9.2), up to subsequences, converge
to u as τ → 0 uniformly on compact sets of [0,+∞).
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By [12, Theorem 11.1] the convexity of F ensures that there exists a unique minimizing
movement in C1/2([0,+∞);L2(Ω;Rm)).
If F (u) < +∞ then a subgradient of F at u is a function ϕ ∈ L2(Ω;Rm) satisfying the
following inequality
F (v) ≥ F (u) +
∫
Ω
〈ϕ(x), v(x) − u(x)〉dx , (9.3)
for every v ∈ L2(Ω;Rm). For each u ∈ L2(Ω;Rm) we denote by ∂F (u) the set of all subgradients
of F at u. The subdifferential of F is the multivalued mapping ∂F which assigns the set ∂F (u)
to each u. The domain of ∂F is given by the set dom ∂F = {u ∈ L2(Ω;Rm) | ∂F (u) 6= ∅}. If
u ∈ dom ∂F then there exists a unique element of ∂F (u) having minimal norm that is denoted
by
∂0F (u) := argmin
ϕ∈∂F (u)
‖ϕ‖L2(Ω;Rm) , (9.4)
see for istance [4, Section 1.4].
Definition 9.2 ([4, Definition 1.3.2, Remark 1.3.3]). A locally absolutely continuous map u :
[0,+∞)→ L2(Ω;Rm) is called a curve of maximal slope for F if it satisfies the energy identity
F (u(t1))− F (u(t2)) = 1
2
∫ t2
t1
‖u′(s)‖2L2(Ω;Rm) ds+
1
2
∫ t2
t1
‖∂0F‖2L2(Ω;Rm)(u(s)) ds , (9.5)
for any interval [t1, t2] ⊂ [0,+∞).
Note that u, as in Definition 9.2, satisfies (9.5) if and only if u ∈ W 1,2loc ([0,+∞);L2(Ω;Rm))
and it is solution to the gradient flow equation
u′(t) = −∂0F (u(t)), for almost every t > 0, (9.6)
see for instance [4, Corollary 1.4.2].
Lemma 9.3. Let F : L2(Ω;Rm) → [0,+∞] be a proper, convex and lower-semicontinuous
functional. Then, for every u0 ∈ L2(Ω;Rm), with F (u0) < +∞, there exists a unique minimizing
movement u ∈ W 1,2loc ([0,+∞);L2(Ω;Rm)) for F from u0 which is the unique solution to the
gradient flow (9.6) with initial condition u(0) = u0.
Proof. We already observed that for such functional F there exists a unique minimizing move-
ment u ∈ C1/2([0,+∞);L2(Ω;Rm)). By [4, Theorem 2.3.3], we have that the minimizing move-
ment is a curve of maximal slope, which concludes the proof.
Instead of a single functional, we now consider a family of functionals Fε : L
2(Ω;Rm) →
[0,+∞] for ε > 0, that are proper, lower semicontinuous and convex, and uε0 ∈ L2(Ω;Rm)
a given family of initial data. We apply the minimizing movements scheme (9.1) with Fε in
place of F and, similarly, we get that there exists a unique discrete solution {uτ,εn }n≥0 and an
interpolation curve uτ,ε : [0,+∞)→ L2(Ω;Rm) as in (9.1) and (9.2), respectively, depending on
the parameter ε.
Definition 9.4 (Minimizing movements along families of functionals). Consider uε0 → u0 in
L2(Ω;Rm) and let {τε}ε>0 be a family of positive parameters such that τε → 0 as ε → 0. A
curve u : [0,+∞)→ L2(Ω;Rm) is called a minimizing movement along {Fε}ε>0 from uε0 at rate
τε if, up to subsequences, u
τε,ε converges to u, as ε→ 0, on compact subsets of [0,+∞).
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Note that, in general, the minimizing movements u may depend on the rate τε (see e.g. [12,
Example 8.2] and [5]). This does not occur for convex families of functionals, for which gradient
flows are stable with respect to Γ-convergence (see e.g. [12, Theorem 11.2] ). In the following
result we assume p ≥ 2 for technical reasons.
Theorem 9.5. Let p ≥ 2 and let Fε be defined as in (2.1) with fε convex in the last variable.
Assume that (H0)–(H2) hold and that Fε Γ(L
p)-converge to F : Lp(Ω;Rm)→ [0,+∞], as ε→ 0.
Let {uε0} ⊂ Lp(Ω;Rm) be a given family of initial data such that
sup
ε>0
Fε(u
ε
0) < +∞, uε0 → u0 in L2(Ω;Rm) (9.7)
as ε → 0. Let u¯ and uε be the minimizing movements for F from u0 and for Fε from uε0,
respectively. Then, for every τε → 0 as ε → 0, we have that u¯ : [0,+∞) → W 1,p(Ω;Rm) is the
unique minimizing movement along {Fε}ε>0 from uε0 at rate τε and satisfies
u¯ ∈ C0([0,+∞);Lp(Ω;Rm)) ∩W 1,2loc ([0,+∞);L2(Ω;Rm)) . (9.8)
Moreover, we have that uε are solutions to the gradient flows for Fε; i.e.,{
(uε)′(t) = −∂0Fε(uε(t)) for almost every t > 0
uε(0) = uε0,
u¯ is solution to the gradient flow for F ; i.e.,{
u′(t) = −∂0F (u(t)) for almost every t > 0
u(0) = u0
and {uε} converges to u¯ as follows
lim
ε→0
uε(t) = u¯(t), in Lp(Ω;Rm) for every t > 0, (9.9)
lim
ε→0
uε = u¯, weakly in W 1,2loc ([0,+∞);L2(Ω;Rm)). (9.10)
Proof. We extend the functionals Fε and F to L
2(Ω;Rm) by setting Fε(u) = +∞ and F (u) = +∞
for every u ∈ L2(Ω;Rm) \ Lp(Ω;Rm). Notice that, by the assumptions on fε we have that
the functionals Fε are convex and lower semicontinuous in L
2(Ω;Rm) and the same holds for
F because Γ-limit. By assumption (H0), Proposition 3.8 and Theorem 3.5 every {uε}ε>0 ⊂
L2(Ω;Rm) satisfying
sup
ε>0
(‖uε‖L2(Ω;Rm) + Fε(uε)) < +∞ (9.11)
is precompact in Lp(Ω;Rm) and therefore in L2(Ω;Rm). Hence, we get that {Fε} is L2-
equicoercive and Γ(L2)-converges to F , as ε→ 0. Because of [12, Remark 11.2], we can apply [12,
Theorem 11.2] even though the functionals Fε are not L
2-coercive for every fixed ε > 0. Thus,
there exists a unique minimizing movement along {Fε} from uε0 at rate τε which coincides with
u¯, and {uε} converge uniformly to u¯ on compact subset of [0,+∞). By Lemma 9.3 we have that
u¯ ∈W 1,2loc (Ω;L2(Ω,Rm)) and u¯(t) ∈W 1,p(Ω;Rm) for every t ∈ [0,+∞). Moreover, the decreasing
behavior of Fε along u
ε, (9.5) and (9.7) give (9.10). It remains to prove (9.9) and the continuity
of u¯ with respect to the Lp-topology. By the monotonicity of F (u¯(t)) and (4.13), we infer that
‖Du¯(t)‖Lp(Ω;Rm) ≤ C(F (u0)+1) for every t ≥ 0. Therefore, by the strong L2-continuity of u¯, we
get that u¯(s)→ u¯(t) weakly in W 1,p(Ω;Rm) as s → t, which, in particular, gives (9.8). Finally,
since {uε(t)} satisfies (9.11) for every t > 0, then (9.9) is implied by (9.10).
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9.1 Homogenized flows for convex energies
In this section we apply the results obtained in Theorem 9.5 to the periodic-homogenization case.
We describe the homogenized gradient flow in (9.14) and (9.15) under Neumann and Dirichlet
boundary conditions, respectively.
Theorem 9.6. Let p ≥ 2, let Fε be defined as in (2.1) with fε convex and C2 in the last variable
and let (6.1)–(6.4) hold. Let {uε0} ⊂ Lp(Ω;Rm) be a given family of initial data satisfying (9.7).
Then,
∂0Fε(u)(x) =
1
εd+1
∫
Ω
(
∂zf
(y
ε
,
x− y
ε
,
u(x)− u(y)
ε
)
− ∂zf
(x
ε
,
y − x
ε
,
u(y)− u(x)
ε
))
dy , (9.12)
Theorem 9.5 holds and the family of solutions {uε} to the gradient flows{
∂tu
ε = −∂0Fε(u), in (0,+∞)× Ω,
uε(0) = uε0,
(9.13)
converges weakly in W 1,2loc ([0,+∞);L2(Ω;Rm)) to the solution to the gradient flow
∂tu = Div(Dfhom(Du)), in (0,+∞)× Ω,
Dfhom(Du) ν = 0, on ∂Ω,
u(0) = u0,
(9.14)
with fhom defined by (6.16).
Proof. By Theorem 6.6 we have that
Γ(Lp)- lim
ε→0
Fε(u) = F (u) :=

∫
Ω
fhom(Du(x))dx u ∈ W 1,p(Ω;Rm)
+∞ otherwise .
For every u ∈ Lp(Ω;Rm) and v ∈ Lp′(Ω;Rm) the first variation of Fε is given by∫
Ω
〈δFε
δu
(x), v(x)〉 dx = 1
εd
∫
Ω
∫
Ω
〈∂zf
(x
ε
,
y − x
ε
,
u(y)− u(x)
ε
)
,
v(y)− v(x)
ε
〉 dy dx.
Thus (9.12) follows by the symmetric roles of x and y. For the limit functional F we have that
dom ∂F =
{
u ∈W 1,p(Ω;Rm)
∣∣∣Div(Dfhom(Du)) ∈ L2(Ω;Rm), Dfhom(Du)ν = 0 on ∂Ω}
and, for every u ∈ dom ∂F , ∂F (u) is single-valued and there holds
∂0F (u) = −Div(Dfhom(Du)) .
Hence the thesis follows by applying Theorem 9.5.
Reasoning as in the proof of Theorem 9.6, by Proposition 5.9 we obtain an analogue re-
sult for the homogenized gradient flow with Dirichlet boundary conditions. Note that, the Lp-
equicoerciveness of the family {F r,gε }ε>0, defined in (5.20) and satisfying (H0), has been already
shown in the proof of Proposition 5.10.
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Theorem 9.7. For fixed p ≥ 2, g ∈W 1,ploc (Rd;Rm), and r > 0, let Drε,g(Ω) be defined by (5.19).
Let Fε and {uε0} ⊂ Drε,g(Ω) satisfy the hypotheses of Theorem 9.6 and let F r,gε be defined by
(5.20). Then, Theorem 9.5 holds and the family of solutions {uε} to the gradient flows
∂tu
ε = −∂0Fε(uε), in (0,+∞)× Ω,
uε = g, in {x ∈ Ω | dist(x,Ωc) < rε},
uε(0) = uε0,
with ∂0Fε defined by (9.12), converges weakly in W
1,2
loc ([0,+∞);L2(Ω;Rm)) to the solution to the
gradient flow 
∂tu = Div(Dfhom(Du)), in (0,+∞)× Ω,
u = g, on ∂Ω,
u(0) = u0,
(9.15)
where fhom is defined by (6.16).
Example 9.8. Let a ∈ C∞c (B1) be a non-negative function. We consider functionals Fε as in
the statement of Theorem 9.6 with f(y, ξ, z) = a(ξ)|z|p/p. For every u ∈ dom ∂Fε, formula
(9.12) reads as
∂0Fε(u) = − 1
εd+p
∫
Ω
(
a
(x− y
ε
)
+ a
(y − x
ε
))
|u(y)− u(x)|p−2(u(y)− u(x)) dy
and, by Theorem 9.6, the family of solutions {uε} to the gradient flows for Fε converges, as in
(9.10), to the solution u¯ to the gradient flow for the functional
F (u) :=

1
p
∫
B1
a(ξ)
∫
Ω
|Du(x)ξ|pdx dξ u ∈W 1,p(Ω;Rm)
+∞ otherwise,
that is given by the following system of equations
∂tu = Div
(∫
B1
a(ξ) |Du ξ|p−2 (Du ξ ⊗ ξ) dξ
)
in (0,+∞)× Ω∫
B1
a(ξ) |Du ξ|p−2 (Du ξ ⊗ ξ) ν dξ = 0 on ∂Ω
u(0) = u0 .
(9.16)
We now consider the case p = 2 andm = 1. By Example 6.8, the Γ-limit is given by the quadratic
form
F (u) :=

1
2
∫
Ω
〈AhomDu(x), Du(x)〉dx u ∈ W 1,2(Ω)
+∞ otherwise
where Ahom satisfies
(Ahom)i,j =
∫
B1
a(ξ)ξiξjdξ, for every 1 ≤ i, j ≤ d .
Hence, the homogenized gradient flow takes the form
∂tu = div
(
AhomDu
)
in (0,+∞)× Ω
〈AhomDu, ν〉 = 0 on ∂Ω
u(0) = u0 .
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Remark 9.9 (Approximation of p-Laplacian evolution equation). Let m = 1. Note that, if we
assume the function a to be also radially symmetric then formula (9.16) reduces to
∂tu = cp∆pu in (0,+∞)× Ω
∂u
∂ν
= 0 on ∂Ω
u(0) = u0 ,
where
cp :=
∫
B1
a(ξ)|ξ1|pdξ .
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