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Abstract. This paper proposes a novel approach to reconstruct changes in a
target conductivity from electrical impedance tomography measurements. As
in the conventional difference imaging, the reconstruction of the conductivity
change is based on electrical potential measurements from the exterior bound-
ary of the target before and after the change. In this paper, however, images of
the conductivity before and after the change are reconstructed simultaneously
based on the two data sets. The key feature of the approach is that the conduc-
tivity after the change is parameterized as a linear combination of the initial
state and the change. This allows for modeling independently the spatial char-
acteristics of the background conductivity and the change of the conductivity -
by separate regularization functionals. The approach also allows in a straight-
forward way the restriction of the conductivity change to a localized region of
interest inside the domain. While conventional difference imaging reconstruc-
tion is based on a global linearization of the observation model, the proposed
approach amounts to solving a non-linear inverse problem. The feasibility of
the proposed reconstruction method is tested experimentally and with a sim-
ulation which demonstrates a potential new medical application of electrical
impedance tomography: imaging of vocal folds in voice loading studies.
1. Introduction. In electrical impedance tomography (EIT), electrical currents
are injected into an object using a set of electrodes attached on the boundary of
the object and the resulting electrode potentials are measured. The conductivity of
the object is reconstructed as a spatially distributed parameter based on the known
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2 LIU KOLEHMAINEN SILTANEN LAUKKANEN AND SEPPA¨NEN
currents and measured potentials. EIT has been applied to e.g. geophysical explo-
ration [11], biomedical imaging [18, 8, 64, 3, 57, 1], industrial process monitoring
and control [52] and non-destructive testing [23, 24, 32, 31]. For reviews of EIT, see
[6, 28, 5, 22, 43].
The EIT image reconstruction problem is an ill-posed inverse problem. The
generalized Tikhonov regularization framework [58] is often used in practical appli-
cations. Other options within the deterministic inversion framework include varia-
tional regularization with sparsity constraints [27] and direct methods, such as the
D-bar method [55, 25, 26, 33]; see also [43, Table 14.1]. For Bayesian approaches,
see [28, 30]. Reconstructing the distributed conductivity by solving the non-linear
inverse problem of EIT is referred to as absolute imaging [60, 64].
Many applications of EIT aim at monitoring a time-varying object. Often
the main interest is to track changes in the conductivity between two measure-
ments, rather than estimate absolute conductivity values. In difference imaging
[6, 57, 5, 1, 18, 61, 9], the conductivity change is estimated based on difference
data, i.e. difference between the electrode potentials before and after the change. A
conventional approach to image reconstruction in difference imaging is to linearize
the mapping between the electrical conductivity and the electrode potentials glob-
ally at some a priori defined conductivity, and to solve a linear inverse problem
such as a regularized linear least squares problem. Due to the linearization, the
images are often only qualitative in nature and their spatial resolution may be low,
especially if the target conductivity is highly inhomogeneous before and/or after
the change.
We note that some exceptions to linearization-based approach exist: the D-bar
method can be used for both absolute and difference imaging [25, 26] without lin-
earizing the model. In the present paper, we formulate the reconstruction problem
in the generalized Tikhonov regularization framework. Also in the proposed re-
construction method, the global linearization of the model is not needed. We also
note that the proposed method could be formulated equivalently in the Bayesian
inversion framework.
The conventional linearization-based reconstruction approach is widely used in
difference imaging, especially because the reconstructions are fast to compute, and
because the reconstructions are to some extent tolerant of modeling errors because
of the partial cancellation of the errors in the subtraction of the measurement data
from the data after the change. Typical sources of modeling errors in EIT are
the unknown shape of the body, inaccurately known electrode positions and un-
known contact impedances between the electrodes and the body surface. If these
uncertainties are not accounted for, the solutions of the non-linear absolute imaging
problem can be highly erroneous, due to the ill-posedness of the inverse problem.
However, if all model uncertainties are modeled properly, the absolute imaging can
give quantitative information on the tissue properties. Recently, several approaches
for handling the above uncertainties and other model inaccuracies have been devel-
oped. For the recovery from unknown boundary shape and/or electrode locations,
alternative approaches have been proposed [35, 36, 37, 46, 45, 4, 12, 13, 14]. All
these reconstruction methods have also been evaluated with real measurement data
[37, 46, 4, 14]. For two alternative computational methods for recovering from un-
known contact impedances in absolute imaging, see [62, 44]. In the latter paper,
also modeling errors due to discretization and domain truncation were accounted
for, by using the so-called approximation error method.
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If the application at hand does not require real-time imaging and if quantitative
information is desired, a preferable choice is to handle the model uncertainties
properly and to compute solution to the non-linear problem instead of using the
linearization based approach. However, when the measurement data of the target
before and after the change are available, it might be possible to somehow combine
the data sets within the absolute EIT imaging framework. Our hypothesis is that
this could improve the quality of the absolute EIT reconstructions, especially if
the change of the conductivity is known to be restricted to a subvolume (region
of interest, ROI) inside the body. Examples of such applications are monitoring of
water ingress in soil [11] and cracking of concrete [24, 31], assessment of regional lung
ventilation [61, 41, 10, 39, 49] and monitoring of intraperitoneal bleeding [63]. This
is also the case in a potential new application of EIT: imaging of vocal folds in voice
loading studies [34, 53, 21, 42]. Indeed, the location of the glottis is known relatively
well, and vocal folds are the most rapidly moving part in a human body; hence,
during the movement of vocal folds, the conductivity changes outside a relatively
small volume around the glottis are negligible.
In this paper, we formulate the non-linear reconstruction problem for a tempo-
rally varying target so that the measurements before and after the target change
are concatenated into single measurement vector, and the two conductivity distri-
butions are reconstructed simultaneously based on the combined data. The key
feature in the approach is that conductivity after the change is represented as a lin-
ear combination of the initial state and the change of the conductivity. This allows
for modeling separately the spatial characteristics of the background conductivity
and the change of the conductivity - by separate regularization functionals. This
also enables the restriction of the conductivity change to a region of interest.
The rest of this paper is organized as follows. In Section 2, a brief review of the
EIT observation model is given, and the properties of the absolute and difference
imaging are outlined. In Section 3, the new approach for reconstructing changes in
the region of interest is proposed. The proposed approach is tested with experiments
in Section 4 and with a simulation related to glottis imaging application in Section
5. Conclusions are drawn in Section 6.
2. Absolute and difference imaging in EIT.
2.1. Forward Model. Let Ω ⊂ Rq, q = 2, 3 denote the body to be imaged. In EIT,
L contact electrodes are attached to the positions e` ⊂ ∂Ω ` = 1, 2, . . . , L on the
boundary ∂Ω. Electric currents are injected into the body using the electrodes, and
the resulting electrode potentials are measured. These measurements may consist
of potential differences (voltages) between a set of electrode pairs, or potentials of
the electrodes with respect to a common ground.
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The most accurate physically realizable model for such measurements is referred
to as the complete electrode model [7]
∇ · (σ(x)∇u(x)) = 0 , x ∈ Ω (1)
u(x) + z`σ(x)
∂u(x)
∂n
= U`, x ∈ e`, ` = 1, ..., L (2)∫
e`
σ(x)
∂u(x)
∂n
dS = I`, ` = 1, ..., L (3)
σ(x)
∂u(x)
∂n
= 0, x ∈ ∂Ω\
L⋃
`=1
e` (4)
where x ∈ Ω is the spatial coordinate, σ(x) is the conductivity, u(x) is the electric
potential distribution inside Ω, U` and I` are the potential and current at electrode
`, respectively, z` is the contact impedance between the electrode e` and the body
Ω, and n denotes the outward unit normal vector on the boundary ∂Ω. The currents
satisfy the charge conservation law
L∑
`=1
I` = 0, (5)
and a ground level for the potentials needs to be fixed, for example by writing
L∑
`=1
U` = 0. (6)
The existence and uniqueness of the solution of the model (1-6) was proven and
its weak form written in [56]. For the finite element (FE) approximation of the
model, see [60].
Assuming an additive Gaussian noise model, the FE approximation of (1-6) leads
to the observation model
V = U(σ) + e (7)
where V ∈ RM is the vector including all the measured electrode potentials. Here,
M = mNinj, where Ninj denotes the number of current injections and m is the
number of measured potentials or voltages for each current injection. Further, U
is the mapping between the finite dimensional approximation of the conductivity σ
and the electrode potentials, and e ∈ RM is the Gaussian distributed measurement
noise e ∼ N (e∗,Γe). The mean e∗ ∈ RM and the covariance matrix Γe ∈ RM×M
can usually be determined experimentally, see [20].
2.2. Absolute imaging. In absolute imaging, the conductivity σ is reconstructed
using a single set of potential measurements V during which the target is assumed
to be non-varying.
Within the generalized Tikhonov regularization framework, the estimate for the
conductivity is obtained as
σˆ = arg min
σ>0
{‖Le(V − U(σ))‖2 + pσ(σ)} (8)
where Le is a Cholesky factor of the noise precision matrix, i.e. L
T
e Le = Γ
−1
e ,
and pσ(σ) is a regularization functional. The functional pσ(σ) is usually designed
such that it gives high penalty for unwanted/improbable features of σ. Examples of
widely used regularization functionals are smoothness regularization pσ(σ) = ‖Lσ‖2
where Lσ is some (possibly spatially and directionally weighted) differential of the
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conductivity [48, 30, 29] and total variation (TV) regularization pσ(σ) = α‖∇σ‖1
[51, 15, 28]. For example, targets that are results of diffusion processes, are usually
modeled with a (homogeneous) smoothness regularization, while piecewise regular
targets which have sparse gradient image might be modeled with a TV prior model.
We note that the estimate (8) can be intepreted in the Bayesian inversion frame-
work as the maximum a posteriori (MAP) estimate from a posterior density model
which is based on the observation model (7) and a Gibbs type prior model with
prior potential (or functional) pσ(σ), see [30].
The minimization problem (8) can be solved iteratively, for example with the
Gauss-Newton method while the positivity constraint on the conductivity can be
taken into account by using interior point methods [16, 47]. For properties of
different optimization methods in EIT, see e.g. [59].
2.3. Difference imaging. Consider two EIT measurement realizations V1 and V2
at time instants t1 and t2, corresponding to conductivities σ1 and σ2, respectively.
The observation models corresponding to the two EIT measurement realizations
can be written as in Equation (7)
V1 = U(σ1) + e1 (9)
V2 = U(σ2) + e2 (10)
where ei ∼ N (e∗,Γe), i = 1, 2. The aim in difference imaging is to reconstruct the
change in conductivity δσ = σ2−σ1 based on the change δV = V2−V1 in the data.
Conventionally, the image reconstruction in difference imaging is carried out as
follows. Models (9) and (10) are approximated by first order Taylor approximations
as:
Vi ≈ U(σ0) + J(σi − σ0) + ei, i = 1, 2 (11)
where σ0 is the linearization point, and J =
∂U
∂σ (σ0) is the Jacobian matrix eval-
uated at σ0. Using the linearizations and subtracting V1 from V2 gives the linear
observation model
δV ≈ Jδσ + δe (12)
where δV = V2 − V1, δσ = σ2 − σ1 and δe = e2 − e1.
Given the model (12), the conductivity change δσ can be reconstructed as
δ̂σ = arg min
δσ
{‖Lδe(δV − Jδσ)‖2 + pδσ(δσ)} (13)
where pδσ(δσ) is a regularization functional. The weighting matrix Lδe is defined as
LTδeLδe = Γ
−1
δe , where Γδe, the covariance of the noise term δe is Γδe = Γe1 + Γe2 =
2Γe.
Note that the regularization functional pδσ(δσ) is often chosen to be of the qua-
dratic form pδσ(δσ) = ‖Lδσδσ‖2 where Lδσ is a regularization matrix. In such a
case, (13) is of the form of a regularized linear least squares problem, the solution
of which can be computed with one step – in contrast to iterative solution of (8)
in absolute imaging. The main benefit of the difference imaging, however, is that
when considering the difference data δV at least part of the systematic errors in the
models/measurements are subtracted, and hence the estimates are often to some
extent tolerant of systematic measurement errors and model uncertainties and in-
accuracies. A drawback of the approach is that the difference images are usually
only qualitative in nature and their spatial resolution can be weak, because they
rely on the global linearization of the non-linear observation model (7). Moreover,
the estimates depend on the selection of the linearization point σ0. Typically, σ0 is
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selected as a homogeneous (spatially constant) estimate of the initial conductivity
σ1. This choice can lead to significant errors in the reconstructions, especially if the
initial conductivity is highly inhomogeneous.
3. Absolute imaging of the conductivity change in a region-of-interest.
In this section, we formulate the reconstruction of the conductivity change in the
absolute imaging framework, in the case where two measurements V1 and V2, taken
before and after the change of target, are available. Instead of considering the obvi-
ous approach of reconstructing σ1 and σ2 by solving minimization (8) separately for
realizations Vi, i = 1, 2 and then subtracting δσ = σ2−σ1, we propose an approach
where δσ is reconstructed together with σ1 by using simultaneously measurements
V1 and V2. With this approach, we gain flexibility for modeling prior information
in cases where i) the spatial characteristics of initial state σ1 and the change δσ
are different (for example, smooth σ1 but sparse δσ) and/or ii) the change in the
conductivity is known to be restricted to a localized subvolume (region of interest,
ROI) of the body Ω. Utilizing such prior information is expected to improve the
accuracy of the EIT reconstructions.
The observation models for the two EIT data sets V1 and V2 are of the forms
(9-10). Assume that the conductivity change δσ = σ2−σ1 is known to be restricted
to a region of interest ΩROI ⊆ Ω, and denote the conductivity change within ΩROI
by δσROI. Then, δσ =MδσROI whereM is the mappingM : ΩROI → Ω such that
MδσROI =
{
δσROI, x ∈ ΩROI
0, x ∈ Ω \ ΩROI (14)
and σ2, the conductivity after the change, can be represented in the form
σ2 = σ1 +MδσROI. (15)
Inserting expression (15) to Equation (10) and concatenating the measurement vec-
tors V1 and V2 and the corresponding models in (9-10) into block vectors leads to
observation model [
V1
V2
]
︸ ︷︷ ︸
V¯
=
[
U(σ1)
U(σ1 +MδσROI)
]
︸ ︷︷ ︸
U¯(σ¯)
+
[
e1
e2
]
︸︷︷ ︸
e¯
(16)
or
V¯ = U¯(σ¯) + e¯, (17)
where
σ¯ =
[
σ1
δσROI
]
.
Here, we have identified the conductivities σ1, δσROI and mapping M with their
finite dimensional approximations.
Based on the observation model (17), the generalized Tikhonov regularized solu-
tion is written in the form
ˆ¯σ = arg min
σ¯
{‖Le¯(V¯ − U¯(σ¯))‖2 + pσ¯(σ¯)}. (18)
Here, Le¯ ∈ R2M×2M is the Cholesky factor such that LTe¯ Le¯ = Γ−1e¯ , where
Γe¯ =
[
Γe1 0M×M
0M×M Γe2
]
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and 0M×M ∈ RM×M is an all-zero matrix. Typically, the noise statistics can be
modelled stationary, i.e., Γe1 = Γe2 = Γe. Further, pσ¯(σ¯) is a compound regulariza-
tion functional of the form
pσ¯(σ¯) = pσ1(σ1) + pδσROI(δσROI)
which allows naturally the use of different spatial models for σ1 and δσ. Similarly as
in Section 2.2, the Tikhonov regularized solution (18) has to be computed iteratively.
In the iterations, the Jacobian matrix JU¯ (σ¯) =
∂U¯
∂σ¯ is needed; the Jacobian is of the
form
JU¯ (σ¯) =
[
JU (σ1) 0M×NROI
JU (σ1 +MδσROI) JU (σ1 +MδσROI)M
]
where JU (σ) is the Jacobian matrix of the function U(σ), 0M×NROI ∈ RM×NROI is
an all-zero matrix, and NROI is the dimension of the vector δσROI.
In contrast to conventional difference imaging reconstruction (Section 2.3), the
global linearization of the EIT forward model is not needed here, enabling the use of
the two data realizations for quantitative imaging. This of course necessitates that
(possible) modeling errors are handled properly, see Section 1 and the references
therein. Moreover, utilizing the information on the approximate position of the
conductivity change between the two measurement sets V1 and V2 is expected to
improve the reconstructions, especially if the ROI is relatively small in comparison
with the volume of the target. Note also that the two regularization terms pσ1(σ1)
and pδσROI(δσROI) corresponding to σ1 and δσROI, respectively, may have different
properties. In the examples shown in the following sections, pσ1(σ1) corresponds to
the assumption of a smooth initial conductivity σ1, while pδσ(δσ) corresponds to a
total variation (TV) model for the conductivity change.
Finally, we note that an alternative approach to non-stationary imaging is the
state-estimation, in which Kalman filter -type recursive estimators are used for re-
constructing the time-varying conductivity distribution. The state-estimation ap-
proach has shown to be beneficial when the measurements are obtained sequentially
and feasible models for the target evolution are available – such as fluid dynamical
models in industrial process imaging applications [54]. In principle, the region-of-
interest information utilized in the present study could be utilized in the state-
estimation equivalently. The implementation of the TV regularization used in this
paper for the conductivity change, however, would not be a straightforward task in
the state-estimation framework.
4. Experimental studies. The feasibility of the proposed reconstruction method
was studied experimentally. All tests were carried out with targets that were trans-
lationally symmetric in the vertical direction, and hence two-dimensional models
were adequate for modeling the measurements. The extension of the computational
methods to a purely three-dimensional case is straightforward.
4.1. Experimental setup. The experiments were carried out using a cylindrical
tank shown in fig. 1 in the top row. The diameter of the tank was 28 cm. Sixteen
equally spaced metallic electrodes (width 2.5 cm, height 7.0 cm) were attached to
the inner surface of the tank. In fig. 1, the electrode positions are indicated with red
stripes on the tank boundary. The rightmost electrode was identified with electrode
index ` = 1, and the electrode indices increased in counter clockwise direction. The
tank was filled with saline, and plastic objects with different shapes were placed in
the tank to form inhomogeneities to the conductivity distribution.
8 LIU KOLEHMAINEN SILTANEN LAUKKANEN AND SEPPA¨NEN
The EIT measurements were carried out with KIT4 measurement system de-
veloped in the Department of Applied Physics, University of Eastern Finland [38].
Pairwise current injections were applied in the measurements. The frequency of
the current was 1 kHz and the amplitude was 1 mA. The currents were injected
such that one electrode was fixed as the sink electrode and then applying pairwise
currents sequentally between the sink electrode and each one of the 15 remain-
ing electrodes. This process was repeated using electrodes {1, 5, 9, 13} as the sink,
leading to total of 54 current injections when reciprocal curret injections were not
taken. Corresponding to each current injection, the potentials on all the 15 re-
maining electrodes were measured against the sink electrode, which was connected
to the common ground. With this measurement protocol, one measurement frame
consists of 810 voltage readings (i.e., V ∈ R810).
Three different experimental test cases were considered. In all cases, two realiza-
tions of EIT measurements were collected: V1 corresponding to an initial conduc-
tivity σ1 and V2 corresponding to conductivity σ2 after a change. The first test case
is illustrated in fig. 1. In the initial state σ1 (top left), a plastic circular cylinder
(diameter 6.2 cm) was placed in the tank. In the second state σ2 (top middle), a
plastic triangular prism was added to the tank. The top face of the prism was an
equilateral triangle, and the edges of the triangle were 8.5 cm long. In test cases 2
and 3, three plastic cylindrical objects were placed in the tank in the initial state
σ1 (figs. 2 and 3, top left). In both cases, a tetragonal prism was added to the tank
in the second state σ2. The difference between cases 2 and 3 was that sizes of the
inserted tetragonal prisms were different: in case 2, the dimensions of the prism
face were 8.2 cm × 3.5 cm (fig. 2, top middle) and in case 3, 6.0 cm × 1.0 cm (fig. 3,
top middle).
To estimate the noise level, we carried repeated measurement (100 realizations)
from the tank filled with saline. The noise covariance matrix Γe was computed as
a sample covariance based on these realizations.
4.2. Estimates. In each of the three test cases, the following estimates were com-
puted:
(E1) Conventional (linear) difference reconstruction by solving
δ̂σ = arg min
δσ
{‖Lδe(δV − Jδσ)‖2 + ‖Lδσδσ‖2}
where LTδσLδσ = Γ
−1
δσ , and
Γf (i, j) = a exp
{
−‖xi − xj‖
2
2
2b2
}
+ cδij . (19)
is covariance matrix corresponding to a generic smoothness prior model for the
unknown distributed parameter f [40]. Here xi and xj denote the coordinate
points of nodes i an j in the parameterization of f , respectively.
(E2) Absolute reconstructions of σ1 and σ2 by solving
σˆi = arg min
σi>0
{‖Le(Vi − U(σi))‖2 + ‖Lσi(σi − σ∗)‖2}.
The regularization matrix LTσiLσi = Γ
−1
σi was constructed by equation (19).
(E3) Absolute reconstructions of σ1 and σ2 by solving
σˆi = arg min
σi>0
{‖Le(Vi − U(σi))‖2 + αTV(σi)},
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where
TV(f) =
Ne∑
k=1
|Ωk|
√
‖(∇f)|Ωk‖2 + β
is a differentiable approximation of the isotropic total variation functional [51]
and (∇f)|Ωk is the (constant) gradient of the (piecewise linear) f at element
Ωk, and Ne is the number of elements.
(E4) Reconstruction of σ¯ = (σT1 , δσ
T
ROI)
T with the proposed method
ˆ¯σ = arg min
σ¯
{‖Le¯(V¯ − U¯(σ¯))‖2 + pσ¯(σ¯)}
σ1 > 0, σ1 +MδσROI > 0
with the choice
pσ¯(σ¯) = ‖Lσ(σi − σ∗)‖2 + αTV(δσROI)
In all three test cases, the ROI in estimate (E4) was selected to be a circular
area with a diameter 7.0 cm and a center point at (0 cm, 6 cm).
4.3. Parameters in the reconstructions. The contact impedances of the elec-
trodes were estimated using data from the tank filled solely with water. Based on
these measurements, we computed an estimate for the water conductivity σ0 ∈ R
and a constant contact impedance z0 ∈ R as a solution of a two parameter non-linear
least squares fitting problem. The estimated water conductivity was σ0 = 3.7569mS
and the estimated contact impedance was z0 = 1.08×10−4Ωm. Note that the mea-
surements with a homogeneous object are not a necessity for the reconstruction; for
computational methods for recovering from unknown contact impedances without
the additional calibration measurements, see [62, 44, 37].
In the reconstructions (E1)-(E4), the conductivity (or the change of conductivity)
was approximated in a piece-wise linear first order nodal FE basis with Nn = 1330
nodes and Ne = 2532 triangular elements. Thus, the unknown conductivity vector
was σ ∈ R1330. The electrical potential was approximated in a separate second
order basis with 9109 nodes and 4466 elements.
The parameters a, b and c in the construction of the prior covariance (19) used
in (E1), (E2) and (E4) were selected as a = 4.53mS2, b = 4.61mS2 and c = 4.5 ×
10−3cm. The expectation σ∗ in (E2) and (E4) was set equivalent to the estimated
saline conductivity. For interpretation of the prior covariance parameters, see e.g.
[14]. The regularization parameter α for the total variation functional was selected
as α = 1.30. For the parameter β in the TV functional we used value β = 1× 10−3.
The estimates (E2)-(E4) were computed with the Gauss-Newton optimization
method which was equipped with an explicit line search algorithm. The positivity
constraints were taken into account by using an interior point method where the
constrained minimization problem is approximated by a sequence of unconstrained
problems which use a logarithmic barrier functional for enforcing positivity of the
parameters, see [16, 47]
4.4. Results and discussion. The results for the experimental test cases are
shown in Figs 1-3. Notice that since we are employing a two-dimensional model
for vertically translationally symmetric 3D objects, the conductivity values repre-
sent the product γh, where γ is the (cylindrically symmetric) three-dimensional
conductivity distribution and h is the height of the cylinder. Accordingly, the con-
tact impedance z` represents z` = ξ`/h, where ξ` is the contact impedance in a
three-dimensional model.
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In Figs 1-3, the first row shows photographs of the measurement tank at the initial
state (conductivity σ1) and after the change (conductivity σ2) and the linear dif-
ference reconstruction (E1). The second row shows the reconstruction (E2), where
σˆ1 and σˆ2 are computed as separate absolute reconstructions with the smoothness
regularization, and the third row represents the reconstruction (E3), which is based
on computing separate absolute reconstruction using the total variation regular-
ization. In both (E2) and (E3), the estimate for the target change δσ is obtained
simply as δ̂σ = σˆ2 − σˆ1. The fourth row shows the reconstruction (E4) with the
proposed method. The region of interest is shown with black line in the recon-
structed images. The number of nodes inside the region of interest was 320, and
thus σ¯ = (σT1 , δσ
T
ROI)
T ∈ R1650.
For quantitating the results, we computed size estimates for the inclusions in the
reconstructed images of the conductivity change δσ. First, we estimated the areas
of the inclusions in (E1)-(E4); as a threshold for the inclusion boundaries we used
the mean values of the respective estimates δ̂σ. Secondly, for test cases 2 and 3,
where the true changes of the conductivities were due to inclusions with rectangular
shapes, we also determined the widths of the inclusions in the reconstructions δ̂σ.
The width estimates were calculated as half widths of the inclusions along the
horizontal line at distance of 5.5 cm above the center of the domain. Both the area
and the width estimates and the true values are listed in Table 1.
The results of Case 1 with triangular inclusion are illustrated in Fig 1. All
reconstructions methods detect the inclusion at least roughly (estimates for the
conductivity change δσ, third column). However, the quality of the estimate (E4)
obtained with the proposed method is superior to qualities of the other estimates;
indeed, the triangular shape of the inclusion is tracked notably well in (E4). More-
over, Table 1 shows that the area estimate based on (E4) is closest to the true area
of the triangle.
Also in Cases 2 and 3, different reconstruction methods detected the inclusions
with varying accuracies. In Case 2 (Fig 2), where the rectangular inclusion was
larger, the inclusion is clearly visible in all estimates for δσ. The size of the inclu-
sion, however, is significantly overestimated in all reconstructions: While the true
area and width of the rectangle were 28.70 cm2 and 3.5 cm, respectively, the area
estimates vary between 41.04 cm2 and 73.69 cm2 and the width estimates between
5.54 cm and 6.47 cm, see Table 1. The width estimate 5.54 cm closest to the true
value was obtained with the proposed ROI-based reconstruction method (E4). In
Case 3 (Fig 3), estimate (E4) is clearly the best one: (E4) is the only estimate
showing even approximatively the elongated shape of the inclusion. Also the area
and width estimates corresponding to (E4) are clearly closest to the true values.
Most importantly, (E4) is the only estimate capable for showing a clear difference
between the size of the inclusion in Case 2 and that in Case 3. Indeed, with recon-
structions (E1)-(E3) the estimated widths of the inclusion in Case 3 are close to
those in Case 2, but with (E4), the width estimate drops from 5.54 cm in Case 2 to
2.76 cm in Case 3.
5. Simulation study with a larynx model. As the last test case (Case 4), we
consider a simulation study of a possible new application of EIT; imaging of the
vocal folds. The conductivity changes detected by EIT could potentially be used
for detecting the vocal folds movement during speech production, or estimating the
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σ1 σ2 δσ
(E1)
(E2)
(E3)
(E4)
Figure 1. Case 1: Reconstructions from real data. (E1)-(E4) refer
to the estimates listed in section 4.2.
physiological changes in the vocal fold tissue caused by vocal loading. This infor-
mation could be utilized for detecting and quantifying vocal loading (i.e. getting
estimates of stresses acting upon the tissue) and measuring the consequences of vo-
cal loading (i.e. changes in the tissue). Indeed, EIT has a high potential for glottal
diagnostics. Basically the data used in EIT consists of similar measurements that
are also used in electroglottography (EGG) [17, 50], which is a widely used tool in
the assessment of voice production. However, while in standard EGG two-channel
impedance measurement data is measured for producing a (scalar valued) time serie
of changes in tissue impedance, EIT is based on multi-channel data and produces
tomography images of the impedance changes between the measurement frames.
Recently, in [34, 21] multi-channel-EGG systems for improving the assessment of
glottal opening and the laryngeal position have been proposed. In these papers, the
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σ1 σ2 δσ
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Figure 2. Case 2. Reconstructions from real data. (E1)-(E4)
refer to the estimates listed in section 4.2.
measurement setup was similar to EIT, but the data was not used for 3D image
reconstruction. However, the results in [34] indicated that it is possible to track the
location of glottis during a swallowing manoeuvre.
In Fig. 4, the top row shows the true initial conductivity σ1 (left), the con-
ductivity after the change σ2 (middle) and the true difference σ2 − σ1 (right). The
simulation geometry was taken from a computerized tomography (CT) image of the
neck area. The CT image was segmented into subdomains corresponding to bone,
bone marrow, soft tissues, cartilage and trachea. The width of the neck was 11.78
cm. The conductivities of the tissues were set as 0.65 mS for bone, 4.55 mS for bone
marrow, 6.5 mS for soft tissues and 7.8 mS for cartilage, corresponding to values
found in the literature [19, 2]. Note, however, that in reality, i) there are more fine
structures across the neck than in our model case, ii) there is some variation in the
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Figure 3. Case 3: Reconstructions from real data. (E1)-(E4) refer
to the estimates listed in section 4.2.
tissue conductivity also within each organ, and iii) the target is three-dimensional.
The initial state σ1 corresponds to a case where the vocal folds are closed by holding
breath. The conductivity σ2 after the change corresponds to a case where the vocal
folds are partially open, forming a thin non-conducting opening in the trachea.
In this simulation, a partial boundary measurement geometry was employed such
that L = 12 electrodes were placed on the frontal part of the neck boundary near
the glottal area, the electrode array covering less than half of the boundary ∂Ω.
The electrodes are illustrated with thick black lines in Fig. 4 (top left). The right-
most electrode was identified with electrode index ` = 1, and the electrode indices
increased in counter clockwise direction. In the simulation of the measurement
data, pairwise current injections were employed such that one of the electrodes was
fixed as the sink and currents were applied sequentally between the sink and each
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Table 1. True areas and widths of the inclusions related to change
of the conductivity δσ (third column), and area and width esti-
mates for the inclusions based on reconstructions (E1)-(E4).
True (E1) (E2) (E3) (E4)
Case 1 area (cm2) 31.29 40.44 50.37 61.56 35.44
Case 2
area (cm2) 28.70 41.04 51.30 73.69 46.64
width (cm) 3.5 6.42 5.85 6.47 5.54
Case
3
area (cm2) 6.00 35.91 42.44 100.74 14.45
width (cm) 1.0 6.13 6.91 8.68 2.76
Case
4
area (cm2) 0.64 47.93 6.00 2.40 0.75
width (cm) 0.39 1.13 1.11 1.17 0.47
one of the remaining 11 electrodes. This process was repeated using electrodes
{1, 3, 5, 7, 9} as the sink. For each current injection, voltage measurements between
electrode 1 and the remaining 11 electrodes were taken. The data was computed
using a FE mesh with 11815 nodes and 5824 triangular elements. Random additive
Gaussian noise with standard deviation of 0.25% of the computed noiseless voltages
was added to the data.
In the computation of the reconstructions, the conductivity was approximated in
a first order piecewise linear basis with 932 nodes, i.e. the σ ∈ R932. The parameters
a, b and c in the construction of Γσ (19) used in reconstructions (E1), (E2) and (E4)
were set as a = 15.15mS2, b = 7.25 cm and c = 1.52×10−2mS2. As the expectation
σ∗ in (E2) and (E4), the best homogeneous conductivity estimate based on data
set V1 was used. The parameter α for the TV functional was selected as α = 0.25.
For the parameter β in the TV functional, we used value β = 0.05.
The standard difference reconstruction (E1) is shown in the bottom row in Fig 4.
The reconstruction of the change δσ is highly erroneous and has elongated artefacts
towards the back of neck domain. These artefacts are due to the inhomogeneous
background conductivity and the partial boundary problem where measurement
electrodes are placed only at a small portion of the boundary. The reconstructions
(E2) and (E3), which are based on computing separate absolute reconstructions of
σ1 and σ2 are shown in the second and third row in Fig 4. Although the resolutions
of reconstructions (E2) and (E3) are not very high, they are clearly better than (E1).
Especially the reconstruction (E3) which uses TV regularization is quite feasible.
The reconstruction (E4) with the proposed approach is shown on the fourth row
in Fig 4. This reconstruction clearly outperforms (E1)-(E3); especially, the size of
the glottal opening has been reconstructed with a significantly better accuracy in
(E4) than in the other estimates. The area and width estimates are given in Ta-
ble 1. The width estimates were computed as the half widths of the reconstructed
inclusions along a line cross-secting the glottis from the middle horizontally. The
estimated width corresponding to reconstruction (E4) is 0.47 cm, which was rela-
tively close to the true width 0.39 cm, while the other width estimates vary between
1.11 cm and 1.17 cm.
In this simulation, the electrodes were set only on the frontal part of the domain
boundary that is close to the region-of-interest where the change of the target was
known to take place. The results demonstrate that the ROI based reconstruction
can tolerate well such a partial boundary setting: Indeed, although the background
conductivity is rather complex, with small structures, reconstruction (E4) estimates
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width of the glottis opening with less than 1 mm accuracy, which is a significant
improvement to the resolution of the conventional reconstructions (E1)-(E3). This
finding indicates that one could employ existing multichannel EGG measurement
geometry (see e.q. [34]) for EIT imaging of vocal folds and therefore the ROI based
reconstruction could allow flexibility in design of a practical measurement system.
6. Conclusions. In this paper, we proposed a novel approach to EIT image re-
construction in cases where EIT measurement of a time-varying target is available
before and after a change of the target. In the proposed approach, the conductivity
after the change is represented as a linear combination of the initial conductivity
and the change, and the EIT inverse problem is formulated as simultaneous re-
construction of the initial conductivity and the change based on the two EIT data
sets using the regularized least squares formalism. The approach enables the use
of different spatial models for the initial conductivity and the change by different
regularization functionals and it also allows for the restriction of the conductivity
change to a region of interest in cases where the changes are a priori known to occur
in a certain subvolume of the body.
The proposed approach was tested with three test cases using experimental data
from laboratory set-up and one simulated test case related to EIT imaging of vocal
folds. The proposed approach outperformed the conventional difference imaging
approach and the frame-by-frame absolute imaging approach in all test cases. The
findings suggest that the proposed approach can be useful in EIT applications where
one is interested in detecting a change in the conductivity between two time instants,
especially when the conductivity change can be restricted to a relatively small sub-
domain. The results of the simulation study also suggest that the approach can be
particularly beneficial in partial boundary data problems.
In this study we computed results using 2D computational models. However,
extension to 3D is straightforward. Furthermore, the proposed approach is based
on solving the non-linear inverse problem, which is known to be prone to modelling
errors, such as poorly known electrode locations, boundary shape and domain trun-
cation. A few alternative methods for recovering from modeling errors exist, and
combining those methods with the ROI reconstruction proposed in this paper is a
relatively straightforward task.
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