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Abstract
In this paper, we present a new multiscale method which is capable of coupling atomistic and continuum domains
for high frequency wave propagation analysis. The problem of non-physical wave reflection, which occurs due to the
change in system description across the interface between two scales, can be satisfactorily overcome by the proposed
method. We propose an efficient spectral domain decomposition of the total fine scale displacement along with a
potent macroscale equation in the Laplace domain to eliminate the spurious interfacial reflection. We use Laplace
transform based spectral finite element method to model the macroscale, which provides the optimum approxima-
tions for required dynamic responses of the outer atoms of the simulated microscale region very accurately. This new
method shows excellent agreement between the proposed multiscale model and the full molecular dynamics (MD) re-
sults. Numerical experiments of wave propagation in a 1D harmonic lattice, a 1D lattice with Lennard-Jones potential,
a 2D square Bravais lattice, and a 2D triangular lattice with microcrack demonstrate the accuracy and the robustness
of the method. In addition, under certain conditions, this method can simulate complex dynamics of crystalline solids
involving different spatial and/or temporal scales with sufficient accuracy and efficiency.
Keywords: Spectral multiscale method; Spectral coarse-fine decomposition; Molecular dynamics; Spectral finite
element; Numerical Laplace transform; Atomistic-continuum coupled analysis
1. Introduction
The mechanics of matter in almost every part of science is governed by physical laws of different character
at different spatial and/or temporal scales. Unfortunately, there is no single theory at present which is applicable
for all the scales. The rapidly developing applied science and engineering fields demand detailed information of
physical phenomena at different length and time scales, even at atomistic scales. Continuum mechanics alone cannot
describe these phenomena, since the continuum approximation at these small scales becomes questionable. Again,
classical atomistic simulation alone is not applicable directly for a realistic physical system due to limitations in
the computational capabilities available. Due to the computational limitation at present, a very small portion of
the whole domain can be modeled as fine scale (microscale) considering physics at the smallest scale of interest.
However, multiscale analysis aims to overcome this snag by coupling the atomistic and continuum description in a
single computational framework. The multiscale approach aims at incorporating models of the sub-domain governed
by the physics at small scale and then coupling these to the continuum model of the whole domain using matching
interfacial condition. These matching conditions must resist spurious reflection of the elastic wave along the interface
of the two computational domains with incompatible dispersive characteristics, and inadequate meshes.
Over the last few years, enormous efforts were made in designing multiscale algorithms and their successful appli-
cation in various physical systems is widely reported. Kohlhoff et al. [1] used combined finite element and atomistic
method to study the crack propagation in BCC crystal. Abraham et al. [2] developed the domain decomposition based
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(DD) “macroscopic, atomistic, ab initio dynamics” method (MAAD) to simulate brittle fracture. Several bridging
domain methods were developed thereafter [3, 4, 5, 6, 7] for multiscale materials. A handshaking region is used to
minimize interfacial reflection in most of these earlier multiscale methods [2, 3, 4]. Basu et al. [8] used a damping
term to absorb numerical reflection in their perfectly matched layer method. Unfortunately, all these methods are
limited for general applicability as they did not allow accurate passage of fine scale fluctuation across the interface.
The powerful quasicontinuum method (QC), originally developed by Tadmor et al. [9], uses the Cauchy-Born rule
to link atomistic level to continuum level and representative atoms with adaptively refined mesh. Finite element mesh
is gradually refined to atomic scale near the crack or dislocation to reduce interfacial reflection and the local energy of
the atomistic region is obtained by an energy summation rule. This method has been successfully applied to simulate
dislocation motion [9, 10, 11], nano-indentation [10], and fracture [11, 12, 13] of solids at zero temperature mainly in
static and quasi-static condition. Dupuy et al. [14] developed the finite-temperature quasicontinuum method. Many
other researchers [15, 16] extended the QC method separately for finite-temperature simulation. However, this method
is not appropriate for high frequency wave propagation analysis.
E and Engquist [17] developed heterogeneous multiscale method (HMM) for coupling atomistic-continuum dy-
namic simulation. Using this HMM framework, Li et al. [18] proposed a new multiscale method for modeling
dynamics of solids at finite temperature. The main philosophy of their method in coupling the microscale (MD) with
the macroscale is to derive the microscale equation in form of conservation laws of mass, momentum and energy, since
the macroscale model is a system obeying conservation laws. A series of papers, published thereafter illustrated the
same methodology [19, 20, 52]. However, these methods also could not completely eliminate the spurious interfacial
reflections in high frequency dynamic simulation.
Recently, the bridging scale method (BSM) was introduced by Wagner and Liu [21]. Soon after, a series of papers
[22, 23, 24, 25, 26, 27] showcased the same framework in modeling multiscale dynamic problems. They consider a
domain decomposition of the time-domain fine scale displacement field into a mean part and a fine fluctuation part.
For decomposition of total fine scale displacement field, they use a linear projection operator, which cannot effectively
minimize the energy transition due to the fine fluctuation across the interface. Thus, this approach is not able to resist
the interfacial non-physical wave reflection completely.
It is understood that an efficient domain decomposition of the fine scale displacement field along with a potent
coarse scale continuum model can substantially reduce this interfacial spurious wave reflection. Modeling the coarse
scale in the frequency domain is a superior alternative. Chatfield [28] stated that spectral analysis in frequency domain
is the synthesis of waveforms through the superposition of many frequency components. Doyle [29, 30, 31] recast this
concept into a matrix based methodology known as spectral finite element method (SFEM). Subsequently, many other
researchers [32, 33, 34, 35, 36] have successfully applied and contributed to the SFEM. As in the conventional FEM,
in SFEM, the dynamic stiffness matrix can be derived directly from the weak form of the governing equations in the
frequency domain [32]. In SFEM, there is no generation of separate mass matrix as in conventional FEM, however it
is built-in into the exact dynamic stiffness matrix. In this method, the input excitation in time domain is transformed
into the frequency domain image by forward fast fourier transform (FFT) and the dynamic equation is solved for each
frequency for the nodal variable of interest. Then the nodal solutions obtained for all frequencies are transformed
back to time domain by using inverse FFT. The main drawback of this Fourier transform based SFEM approach is
that it cannot effectively handle waveguides of short lengths. To address this lacuna, Mitra and Gopalakrishnan [37]
developed wavelet transform based spectral FEM, which can handle short waveguides with ease due to the use of
compactly supported Daubechies wavelets in their formulation. Although wavelets provide good time resolution,
their frequency resolution is quite poor. Beyond certain fraction of Nyquist frequency, they introduce a non-existent
spurious dispersion [38]. Recently, Igawa et al. [39] developed Laplace transform based spectral FEM for wave
propagation analysis of finite length waveguide. Some other researchers [40, 41, 42] have applied this new method in
wave propagation analysis of several finite domain mediums.
In this work, we present a new frequency domain based spectral multiscale method (SMM) which is capable of
modeling atomistic-continuum simulation for high frequency wave propagation problems with excellent accuracy.
The promising feature of SMM is the development of a powerful coarse scale model. We propose the domain de-
composition of the fine scale spectral displacement field and model the coarse scale with Laplace transform based
spectral FEM (NLSFEM). Therefore, we decompose the spectral (Laplace domain) fine scale displacement field into
a mean part and a fine fluctuation part. The mean part of the spectral displacements at fine scale grid can be easily ob-
tained from the coarse grid displacements via dynamic shape functions, which, instead of being simple polynomials,
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are exact displacement distributions. Fine fluctuations, which are caused mostly by higher order modes, are almost
eliminated by this approach. This in turn significantly reduces the spurious numerical wave reflection at the interface.
In a single computation, we use NLSFEM for the coarse scale and time domain MD/FEM for the fine scale analy-
sis. Derivation of the efficient and accurate coarse grid equations, which is vital for a multiscale algorithm, is easily
viable in the spectral domain for many realistic linear elastic systems. In modeling the interface, we do not use any
handshaking region. It is noticed that internal force on interfacial atoms/nodes in the fine scale sub-domain involve
the displacements of some atoms/nodes just outside the simulated fine scale region, called ghost point atoms/nodes.
Displacements at these atoms/nodes are reconstructed by summing up the mean displacements obtained from the
coarse grid displacements and the fine fluctuations part which is computed directly from the equation derived for
fine fluctuations. In the present approach, the powerful coarse scale model maximizes the energy associated with the
mean displacement, which substantially reduces the error in computations of fine fluctuations through time history
convolution. This is a major source of numerical error in most of the earlier domain decomposition (DD) methods
[21, 22, 23, 24, 25, 26, 27]. In addition, the capability of a huge reduction in system size makes our SMM generally
applicable and computationally economic.
1.1. Outline
The rest of this paper is organized as follows. First, the formulation of the spectral multiscale method including
derivation of the coarse grid equation and interfacial conditions at zero temperature is presented in section 2. In
section 3, the continuum approximation of atomistic equations and NLSFEM Formulations for 1D and 2D atomistic
systems is described. The numerical Laplace transformation technique is described in section 4. In section 5, several
numerical schemes involved and an algorithm for the proposed method is presented. In section 6, the SMM is applied
to wave propagation problems in a 1D harmonic lattice, a 1D nonlinear lattice with next nearest neighbor interaction,
a 2D square Bravais lattice, and a 2D hexagonal close-packed lattice with microcrack. In section 7, a discussion of
the numerical results is presented. Concluding remarks are made in the final section 8.
2. General Formulation of Atomistic-Continuum Model
In the spectral multiscale computations, the atomistic-continuum coupled models are considered. Here, the atom-
istic dynamics of a material system in Ω ⊂ R3, consisting of na atoms is considered. The initial position of the ith atom
of the system when at rest is xi0 and the displacement of the atom is given by ui = xi − xi0. Here, the displacements
ui and the actual position xi are functions of time. Motion of the atomistic system obeys the Newton’s second law
[21, 25, 43] as
[M f ]{u¨} = { fint} + { fext} (1)
where {u}, { fint}, { fext} ∈ R3na are the displacement, internal force and external force, respectively. The mass matrix is
[M f ] = diag(m1I3×3, ...,mna I3×3) and mi > 0 for all i. The internal force here is due to the interatomic interactions.
The interatomic potential of the material system is a function of atomic displacements with respect to its frame of
reference. The internal force is related to the interatomic potential by the relation
{ fint} = −∇uU(u) (2)
The spectral (in Laplace domain) form of the equation of motion of each atom location, under same initial and
boundary conditions, can be written as
[ ˆK f ]{uˆ} = { ˆfext} + { ˆβ(s)} (3)
where {uˆ}, { ˆfext} ∈ C3na represents the displacement, internal force and external force in the Laplace domain, respec-
tively. The complex stiffness matrix [ ˆK f ] is a function of the Laplace variable s and represents the exact dynamic
stiffness matrix of the atomistic system. The initial condition is taken into account by the vector { ˆβ(s)}. Depending
upon the nature of interatomic potential U, { fint} may become a nonlinear function of {u}. We do not consider the
nonlinearity in the spectral form of equation of motion in the present formulation.
A cogent and consistent formulation to show the mathematical basis of the new spectral multiscale method have
been derived in the following subsections. In subsection 2.1, the decomposition of displacement field and development
of the coarse grid equation in spectral domain is derived. An interfacial condition for the spectral multiscale method
is presented in subsection 2.2.
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Figure 1: The schematic of the whole domain Ω and the fine scale domain ΩF considered in the spectral multiscale method. The region ΩC
represents domain only used for coarse scale analysis. The positioning of ghost (G) and boundary (B) point atoms/nodes along the interface is
shown.
2.1. Decomposition of displacement field and development of coarse grid equation
Now we separate the whole physical domain into two sub-domains, namely ΩF and ΩC = Ω \ΩF (Fig. 1). In the
whole domain Ω, we decompose the fine spectral displacement uˆ into a mean part ¯uˆ, and a fine fluctuation part ˘uˆ as
given below.
{uˆ} = {¯uˆ} + {˘uˆ} (4)
The focus here is to perform Molecular Dynamics(MD) computations solely in ΩF to accurately capture the non-
linear dynamics. To continue with the proper fine scale computations only in sub-domain ΩF , displacement response
of atoms (ghost point atoms) just outside the fine scale sub-domain needs to be known. The mean part of these
displacement response of ghost point atoms can be obtained from the coarse grid displacement via some interpolation
function. Therefore, we consider a coarse grid of total nc nodes over the whole domain Ω including the regions ΩF
where MD computations will also be performed. We assign a spectral displacement ˆd j at each jth, ( j = 1, ..., nc) coarse
grid node. The coarse grid displacement vector is { ˆd} and macroscopic computations are performed over the whole
domain Ω for { ˆd} in spectral domain. Assuming fine fluctuations in Ωc are negligible, we express the motion only in
coarse scale. This restriction substantially reduces the computing load and memory requirements, compared to full
MD simulation.
The mean fine displacement {¯uˆ} is related to coarse grid displacement { ˆd} by
{¯uˆ} = ˆ[N]{ ˆd} (5)
where ˆ[N] is an interpolation matrix of size 3na × 3nc consisting of spectral dynamic shape functions [31, 36] or
other shape function. We already assigned na and nc as the number of atoms and the number of coarse grid nodes,
respectively. Our objective here is to minimize the value of fine fluctuation {˘uˆ} to obtain optimal approximation of {uˆ}.
For this, we minimize the energy residual corresponding to {˘uˆ} given by
R = ({uˆ} − ˆ[N]{ ˆd})T ˆ[K f ]({uˆ} − ˆ[N]{ ˆd}) (6)
Solving the above equation for { ˆd}, we get
{ ˆd} = [ ˆKc]−1[ ˆN]T [ ˆK f ]{uˆ} (7)
Here, [ ˆKc] = [ ˆN]T [ ˆK f ][ ˆN] is the effective spectral stiffness matrix of rank 3nc. [ ˆKc] is symmetric and is viewed as the
spectral stiffness matrix of coarse grid equation. Using Eqs. (4), (5) and (7); the coarse-fine decomposition is defined
as
{¯uˆ} = ˆ[P]{uˆ}, {˘uˆ} = ˆ[Q]{uˆ} (8)
where, ˆ[P] = [ ˆN][ ˆKc]−1[ ˆN]T [ ˆK f ] is the projection operator and ˆ[Q] = [I] − ˆ[P] is the complementary projection
operator.
The equation of coarse grid is obtained by pre-multiplying equation (3) by [ ˆKc]−1[ ˆN]T
{ ˆd} = [ ˆKc]−1[ ˆN]T ({ ˆfext} + { ˆβ(s)}) (9)
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Or, the equation (9) can be satisfactorily replaced by the continuum equation in Laplace domain as
{ ˆd} = [ ˆKs]−1({ ˆFext} + { ˆΓ(s)}) (10)
In our coarse scale computations, instead of [ ˆKc], we use exact spectral stiffness matrix [ ˆKS ] to avoid the extra load in
the computations of projection operators and thus, for [ ˆKc]. Therefore, we derive the continuum equation of motion
incorporating the physics at fine scale (section 3) which gives [ ˆKS ] as the best approximation of [ ˆKc].
2.2. Development of interfacial condition
Since details of the wave propagating in atomistic model cannot be represented exactly at the coarse scale (con-
tinuum) level, special treatment is required at the coarse-fine interface to avoid non-physical numerical reflection.
Again, the matching between the coarse-fine interface should be such that it allows accurate information transmission
on either sides of the interface. In order to minimize this non-physical reflection, several coupling approaches have
been explored recently [44, 45, 46, 47, 48, 49, 50, 51, 52]. Adelman and Doll [44] are the first researchers to model
the matching interfacial condition for a coupled domain. They included a time history integral over atomic velocities
convolved with a damping kernel matrix function β(t) in their reduced equation of motion. However, in most practical
cases, it is difficult to find β(t) in closed form. Cai et al. [45] numerically solved for β(t) for a coupled molecular
dynamics (MD) simulation. E and Huang [46, 47] avoided the time history integral and used a truncated discrete
summation whose coefficients are obtained by optimizing for minimum internal reflection at the atomistic/continuum
interface in multiscale modeling of crystal. However, both of these methods are limited for general applicability.
Wagner et al. [48] proposed a method for finding β(t), which is based on a linearization in the vicinity of the bound-
ary. Karpov et al. [49] used a memory function, related to the lattice dynamics Green’s function, to represent the
harmonic response of outer, non-simulated region. Tang et al. [50] used a finite difference approach with velocity
interfacial condition for multiscale computations of crystalline solids with relatively strong nonlinearity and large
deformation. Li and E [51, 52] proposed a variational formalism to construct boundary conditions that minimize total
phonon reflection. Another interesting work is done in this field by Gonella and Ruzzene [53]. To the best of the
authors knowledge, all the approaches reported in the literatures cannot overcome the snag of the spurious numerical
reflection completely.
In the present work, we focus only on obtaining fine fluctuations of the ghost point atoms considering harmonic
lattice. The interatomic force is assumed to be linear function of displacements and can be written as fint(u) = −Ku.
Here, K is the stiffness matrix of the lattice. The equation of motion (1) can be written as
[M f ]{u¨} = −[K]{u} + { fext} (11)
Using Laplace transformation Eq. (11) is transformed into the spectral domain; we get the conventional dynamic
equation as
(s2[M f ] + [K]){uˆ(s)} = { ˆfext} + s[M f ]{u}|t=0 + [M f ]{u˙}|t=0 (12)
Or,
[ ˆKe f f ]{uˆ} = { ˆfext} + { ˆβ(s)} (13)
where, s is the Laplace state variable and the complex matrix [ ˆKe f f ] is the dynamic stiffness matrix for the fine
scale. The extra forcing vector ˆβ(s) = s[M f ]{u}|t=0 + [M f ]{u˙}|t=0 takes the initial fine scale energy into account. Pre-
multiplying Eq. (11) by [M f ]−1 and defining A = [M f ]−1[K] and q = [M f ]−1{ fext}, we decompose the equation into
two parts from ΩF and ΩC as (
u¨F
u¨C
)
= −
[
AFF AFC
ACF ACC
] (
uF
uC
)
+
(
qF
qC
)
(14)
Then the equations for u¨F in (14) can be written as
{u¨F } = −AFF {uF } − AFC{uC} + {qF} (15)
Therefore, for the fine scale computations of u¨F in ΩF domain, displacement time history of few ghost point
atoms/nodes in ΩC (i.e.,{uC}) is required to be known. These displacements can be obtained by transforming spectral
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displacements {uˆC} computed in ΩC to time domain. The mean part {¯uˆC} of the total spectral displacements {uˆC} =
{¯uˆC} + {˘uˆC} in ΩC is obtained from coarse grid displacements (10) using dynamic shape functions (5). For fine
fluctuation part {˘uˆC}, we proceed as follows. Using complementary projection operator we can show
[ ˆQ]T ˆ[K f ] = ˆ[K f ] − ˆ[K f ] ˆ[N] ˆ[Kc]−1 ˆ[N]T [ ˆK f ] = [ ˆK f ][ ˆQ] (16)
Therefore, pre-multiplying Eq. (13) by ˆ[Q]T and using the definition {˘uˆ} = [ ˆQ]{uˆ}, we obtain the governing equation
for {˘uˆ}
[ ˆK f ]{˘uˆ} = [ ˆQ]T
(
{ ˆfext} + { ˆβ}
)
= [ ˆQ]T { ˆfα} (17)
Or
[ ˆKCC]{˘uˆC} + [ ˆKCF ]{˘uˆF} = [ ˆQFC]T { ˆfαF } + [ ˆQCC]T { ˆfαC } (18)
And,
[ ˆKFC]{˘uˆC} + [ ˆKFF ]{˘uˆF} = [ ˆQFF ]T { ˆfαF } + [ ˆQCF ]T { ˆfαC } (19)
From (19), we obtain
{˘uˆF} = ˆ[KFF ]−1([ ˆQFF ]T { ˆfαF } + [ ˆQCF ]T { ˆfαC } − [ ˆKFC]{˘uˆC}) (20)
From (18) and (20) we obtain the equation for {˘uˆC} as
{˘uˆC} =([ ˆKCC] − [ ˆKCF ][ ˆKFF ]−1[ ˆKFC])−1([ ˆQCC]T { ˆfαC } + [ ˆQFC]T { ˆfαF }
− [ ˆKCF ][ ˆKFF ]−1([ ˆQCF ]T { ˆfαC } + [ ˆQFF ]T { ˆfαF })) (21)
The equation (21) gives the exact value of fine fluctuations {˘uˆC} of atoms/nodes in ΩC including the ghost point
atoms/nodes. However, it is cumbersome to compute projection operator ˆ[P] and complementary projection operator
ˆ[Q] for very high fine scale degrees of freedom. Thus, it is not economical to compute {˘uˆC} by using (21). We assume
exact dynamic shape functions [31, 36] as interpolation functions in ˆ[N] which makes ˆ[P] almost an identity matrix
and ˆ[Q] becomes a null matrix. Therefore, we can neglect the forcing part on the right-hand side of (18) and rewrite
the equation as
{˘uˆC} = [ ˆKCC]−1[ ˆKCF ]{˘uˆF} = Θ(s){˘uˆF} (22)
where Θ(s) = [ ˆKCC]−1[ ˆKCF ]. Taking the inverse Laplace transform of (22), we obtain the equation of fine fluctuation
in time domain as
{u˘C(t)} =
∫ t
0
θ(t − τ){u˘F}(τ)dτ (23)
where θ(t) is the memory kernel matrix. Therefore, we have the following form of generalized Langevin equation
(GLE).
{u¨F} = −AFF {uF} − AFC{u¯C} − AFC
∫ t
0
θ(t − τ){u˘F }(τ)dτ + {qF } (24)
where {u¯C} = L−1{{¯uˆC}}. This equation (24) resembles the form of GLE described in the literatures [20, 24, 25, 27,
48, 49]. The Eq. (23) gives very good approximation of fine fluctuation {u˘C} at ghost point atoms/nodes for the
assumption of nearest neighbor interaction. However, Eq. (23) can be satisfactorily applied for next nearest neighbor
interaction.
3. Continuum Approximation of Atomistic Equations and Spectral Element Formulation
Modeling of an efficient coarse scale equation to incorporate the physics at fine scale is very important in a
multiscale algorithm. This is because the solutions of the coarse scale provide the mean part of the necessary interfacial
conditions for the windowed fine scale analysis. In the previous section, we had developed a method of bridging of
coarse scale equation of motion in Laplace domain with the fine scale. In this section we describe how the continuum
approximations can be obtained from atomistic models and then we will go on to outline the numerical Laplace
transform based spectral finite element (NLSFEM) formulation from these continuum equations.
6
convensional coarse grid spacing atom spacing
f(t)
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Figure 2: 1D chain of atoms used in examples 6.1 and 6.2.
3.1. Spectral element formulation for axial wave propagation in 1D harmonic and nonlinear lattices
We consider a simple 1D harmonic lattice model (Fig. 2) for modeling longitudinal wave propagation. The lattice
consists of n identical atoms of equal mass ma connected by n identical, massless, lossless, perfectly linear springs of
stiffness ka. We assume all atoms are initially at rest and the position of the ith atom is given by
xi = ila; i = 0, 1, 2, 3..., n (25)
Here, la is the equilibrium atomic spacing. Assuming the displacements are small compared to equilibrium interatomic
spacing, the homogeneous equation of motion of the jth atom can be described as [54]
mau¨ j = ka(u j+1 − 2u j + u j−1) (26)
Considering the traveling wave solution of the type u j = Aei(kl jla−ωt), the dispersion relation and the expression group
velocity Cg are given by [54]
ω2 = 2 ka
ma
(1 − cos klla)
Cg =
dω
dkl
= la
√
ka
ma
cos
klla
2
(27)
where kl and ω are longitudinal wave number and circular frequency, respectively. Now assuming the 1D chain of
atoms as a rod of uniform cross-section A with Young’s modulus E and density ρ, letting ma = ρAla and ka = EA/la,
the equation (26) can be rewritten as
ρ
∂2u j
∂t2
= E
(u j+1 − 2u j + u j−1)
la2
(28)
The equation of motion (28) can be reduced to the continuum limit equation for the displacement field u, considering
la → 0 as [31, 36, 54]
E
∂2u(x, t)
∂x2
− ρ∂
2u(x, t)
∂t2
= 0 (29)
where, u(x, t) is the axial displacement of the chain. Considering la → 0, the limiting value of the group velocity Cg
in the atomic chain is given by [54]
Cg =
√
E
ρ
(30)
Transforming Eq. (29) to Laplace domain yields
∂2uˆ(x, s)
∂x2
− s2 ρ
E
uˆ(x, s) = −s ρ
E
u(x, t)|t=0 − ρE
∂u(x, t)
∂t
|t=0 (31)
The homogeneous general solution of Eq. (31) considering any length L of the chain can be written as
uˆ(x, s) = c1e−ikl x + c2e−ikl(L−x) (32)
where, c1 andc2 are arbitrary constants and kl is expressed as
kl = is
√
ρ
E
= i
s
la
√
ma
ka
(33)
The dynamic stiffness matrix of the spectral rod element of length L can be formulated in the same manner as given
in the references [31, 36].
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Figure 3: Schematic of the 2D square Bravais lattice system and unit cell.
3.2. Spectral Element Formulation for 2D Atomic Lattices
Next, a simple 2D square Bravais lattice is considered (Fig. 3) for modeling wave propagation in two dimensional
atomistic system. Continuum approximation for 2D hexagonal close-packed (hcp) lattice can be obtained in a similar
manner. The atoms in the 2D lattice are indexed by (i, j) ∈ Z2. The position of the (i, j)th atom in the X-Y plane at
time t is given by (Fig. 3) (
x
y
)
i, j
=
(
ir
jr
)
+
(
u(t)
v(t)
)
i, j
∈ R2 (34)
Here r is the equilibrium atomic separation and (u(t), v(t))T = di, j(t) is out-of-equilibrium atomic displacements along
the respective directions in the X-Y plane. Considering nearest-neighbor and diagonal interactions (Fig. 3), the
Hamiltonian for the system can be written as [55]
H =
∑
i, j
( 1
2ma
|pi, j|2 + U1(|re1 + di+1, j − di, j|) + U1(|re2 + di, j+1 − di, j|)
+U2(|r(e1 + e2) + di+1, j+1 − di, j|) + U2(|r(e1 − e2) + di+1, j − di, j+1|)) (35)
Here |.| denotes the Euclidian norm on R2, pi, j denotes the momentum vector, e1 and e2 are the lattice basis vectors
(1, 0) and (0, 1). The potential U1 corresponds to horizontal and vertical interactions, and U2 is the potential for the
diagonal interactions. Here U1, U2 can be any arbitrarily differentiable potential but for continuum approximations
we consider equivalent harmonic potential of the form
U1(|z|) = k12 (|z| − a1)
2
U2(|z|) = k22 (|z| − a2)
2 (36)
where k1 and k2 are spring constants, respectively and |z| denotes the distance of separation between any two nearest
neighbor atoms. For any other nonlinear potentials, the curvature of the potential gives the constants of equivalent
harmonic springs. The equation of motion of the (i, j)th atom can be written as
ma ¨di, j = −{− f1(re1 + di+1, j − di, j) + f1(re1 + di, j − di−1, j)
− f1(re2 + di, j+1 − di, j) + f1(re2 + di, j − di, j−1)
− f2(r(e1 + e2) + di+1, j+1 − di, j) + f2(r(e1 + e2) + di, j − di−1, j−1)
− f2(r(e1 − e2) + di+1, j−1 − di, j) + f2(r(e1 − e2) + di, j − di−1, j+1)} (37)
Where the forcing terms are defined as f1(z) = U1′(|z|) z|z| and f2(z) = U2′(|z|) z|z| . Considering the 2D atomistic system
as a deep axial waveguide, where the wave is propagating in the X-direction as considered in Friesecke and Matthies
[55], we can assume a traveling wave solution of the form
u(x, y, t) = u0(x, t), v(x, y, t) = yψ0(x, t) (38)
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Therefore, using Hamilton’s principle we have two coupled equations of motion as [31, 36]
C11A
∂2u0
∂x2
+ C12A
∂ψ0
∂x
= ρA
∂2u0
∂t2
,
C66Iγ1
∂2ψ0
∂x2
−C11Aψ0 −C12A∂u0
∂x
= ρIγ2
∂2ψ0
∂t2
(39)
Here, I, ρ, and A are the second moment of area of cross-section, the mass density, and the area of cross-section,
respectively. In (39) γ1 and γ2 are adjustable parameters [31, 56] and C11, C12, and C66 are stiffness parameters,
respectively. For generality, we find the continuum parameters C11, C12 using following relation as
C11 =
1
Aah
∂2Ua
∂ǫ2xx
|ǫxx=0 C12 =
1
Aah
∂2Ua
∂ǫyy∂ǫxx
|ǫxx=0,ǫyy=0 (40)
where Ua is potential energy per atom in a unit cell under uniform tensile deformation, Aa = r2 is the effective surface
area occupied by the atom in the X-Y plane, h is the thickness of the 2D atomistic lamina and ǫxx = (ui+1 −ui)/r, ǫyy =
(v j+1 − v j)/r are strains, respectively. From (40), we obtain the parameters for the Bravais lattice as C11 = (k1 + k2)/h,
C12 = k2/h, and C66 can be obtained from C11 and C12. The associated boundary conditions for Eq. (39) are specified
as
F = C11A
∂u0
∂x
+C12Aψ0, Q = C66Iγ1 ∂ψ0
∂x
(41)
Since there are two independent variables u0 and ψ0, we assume the homogeneous solutions in the form
u0 = uˆ0e
−(ikx−st), ψ0 = ˆψ0e−(ikx−st) (42)
Substituting these solutions into Eq. (39) and after some manipulations we find the homogeneous general solutions
for the deep axial wave guide of length L in Laplace domain as
uˆ0(x, s) = P1 ¯Ae−ik1 x + P2 ¯Be−ik2 x − P1 ¯Ce−ik1(L−x) − P2 ¯De−ik2(L−x)
ˆψ0(x, s) = ¯Ae−ik1 x + ¯Be−ik2 x + ¯Ce−ik1(L−x) + ¯De−ik2(L−x) (43)
where, ¯A, ¯B, ¯C, and ¯D are the constants to be determined from the boundary conditions on the element and Pn are the
amplitude ratios defined as
Pn = i
[
C66Iγ1k2n + C11 + s2ρIγ2
C12kn
]
n = 1, 2 (44)
Now, the nodal displacements are determined from Eq. (43) as
uˆ1 = uˆ0(0, s), ˆψ1 = ˆψ0(0, s), uˆ2 = uˆ0(L, s), ˆψ2 = ˆψ0(L, s) (45)
Again, the external force components are computed as
ˆF1 = − ˆF(0, s), ˆQ1 = − ˆQ(0, s), ˆF2 = ˆF(L, s), ˆQ2 = ˆQ(L, s) (46)
Thus the relation between the coefficients vector {C} = [ ¯A ¯B ¯C ¯D]T and the nodal degrees of freedom { ˆU} =
[uˆ1 ˆψ1 uˆ2 ˆψ2]T is obtained using Eqs. (43) and (45) as
{C} = [ ˆQ]{ ˆU} (47)
Here, [ ˆQ] is a 4 × 4 matrix. The relation between nodal loads { ˆFb} = [ ˆF1 ˆQ1 ˆF2 ˆQ2]T and nodal degrees of freedom
{ ˆU} is obtained using Eqs. (43), (46), and (47) as
{ ˆF} = [ ˆR]{C} = [ ˆR][ ˆQ]{ ˆU} = [ ˆKd]{ ˆU} (48)
where, [ ˆR] is a 4 × 4 matrix which relates the constants {C} with nodal loads { ˆFb} and [ ˆKd] is the exact dynamic
stiffness matrix of the 2D axial element. The details of the formulation and explicit form of the 4 × 4 stiffness matrix
can be found in reference [31, 32, 36].
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4. Numerical Laplace Transform (NLT)
The Laplace transform is used as an efficient tool in transient analysis for many years. Numerical Laplace trans-
form (NLT) can suppress the non-causal effects due to time aliasing occurring when a continuous spectra is discretized.
Weeks [57] introduced numerical inversion of Laplace transforms using Laguerre functions. Crump [58] proposed
numerical inversion of Laplace transforms using a Fourier series approximation. Then, Wilcox [59] introduced numer-
ical Laplace transform and inversion to overcome the difficulties encountered in the inversion of Laplace transform.
Since then, many researchers have applied NLT in several fields such as electrical transmission lines [60, 61, 62],
vibration [40], and acoustics [39, 41]. Reference [42] gives the complete spectral FEM formulation using NLT and
summarizes its several advantages over SFEM. In the present work, NLT is used to model wave propagation problem
in finite structures by means of fast Fourier transform (FFT) algorithm as
L{ f (t)} = F(s) = F(σ + iw) = F { f (t)e−σt}
L−1{F(s)} = f (t) = eσtF −1{F(σ + iw)} (49)
The value of σ should be positive to damp out the time aliasing error which occurs in NLT. Regarding aliasing
errors, Wilcox [59] proposed the following criterion to select the value of σ:
σ = 2π/Tmax (50)
Later, Wedepohl [60] proposed the following criterion for σ:
σ = 2 ln(N)/Tmax (51)
This shows the relationship of σ with the number of sampling points N in the time signal. For a given value of
Tmax, the sampling frequency ωs is higher for larger value of N. Therefore, the truncation of the spectrum is less
significant and the value can be set higher. In this paper, the value of σ proposed by Wedepohl [60] is adopted for all
the numerical examples and is found to give superior results.
5. Numerical Algorithm and Implementation
In this section, we present the algorithms for implementation of the spectral multiscale method. An algorithm
of the proposed multiscale method is given for clarity. For time integration in the MD computations, we use verlet
algorithm as described in [25, 26, 43]. Therefore, we do not explain it here again.
Coarse scale computations for the whole domain Ω is performed in Laplace domain. The following steps are
implemented in the coarse scale computations:
1. The appropriate time step size ∆t and number of sampling points of the simulation N are chosen such that
Tmax = N∆t.
2. The sampling frequency given by fmax = 1/∆t which has to be greater than twice the maximum frequency
content (in Hz) of the input signal. Thus, the maximum circular frequency is ωmax = π fmax.
3. The entire frequency domain [−ω,ω] is discretized as ∆ω = 2π/Tmax.
4. The forcing function f (t) is sampled and transformed by using NLT (Eq. (49)).
5. Computations for spectral responses (displacement, velocity and acceleration) are performed using Eq. (9) for
each frequency ω.
6. Finally these responses are transformed back to the time domain responses by inverse NLT (Eq. (49)).
The implementation of the new spectral multiscale method (SMM) is adopted in the following sequence in our
computations.
1. At first, the coarse grid equation is solved for { ˆd} in Ω with a desired time step ∆t = m∆τ for N sampling points.
The mean displacement part {¯uˆG} of the ghost point atoms and {¯uˆB} of the inner boundary atoms are computed
in spectral domain using Eq. (5) and stored for all the sampling steps.
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2. The mean displacements in time-domain are obtained by transforming these spectral mean displacements using
inverse NLT.
3. The MD computation in ΩF is run for each time step ∆τ in the following manner. At first, MD displacements
and mean displacements of interfacial atoms are updated for ith step using information from (i − 1)th step. Fine
fluctuation part {u˘G(t)} is computed using Eq. (23) for the present step. This {u˘G(t)} is added to {u¯G(t)} to get
complete {uG(t)}, which is then used as the boundary condition to compute the present step acceleration for
external forcing in ΩF . These computation steps are repeated for the next time steps.
6. Numerical Experiments and Results
We now present some numerical results to illustrate the efficiency of our proposed spectral multiscale method
(SMM). We consider a 1D harmonic lattice (section 6.1) of finite length, also used by Liu et al. [21, 25, 26], for
examining the capability of the new SMM in coupling MD simulation with NLSFEM (continuum) simulation. In
section 6.2, we present a 1D nonlinear lattice with Lennard-Jones potential and next nearest neighbor interaction to
investigate the efficiency of the SMM in bridging simulations with initial displacement condition. We apply the SMM
to model wave propagation in a 2D square Bravais lattice (section 6.3). In the final example (section 6.4), wave
propagation in a 2D hexagonal close-packed (hcp) system with a microcrack is modeled using SMM framework.
6.1. Linear example: 1D harmonic lattice
Consider a harmonic lattice of length l = 0.25 m in one space dimension shown in Fig. 2. We assume this length of
the lattice includes 1001 atoms of mass ma = 1×10−6 kg with an equilibrium interatomic spacing of la = 2.5×10−4 m,
first of which from the left is fixed. The position of ith atom at rest is xi = (i− 1)la. The interatomic force between any
two atoms can be modeled as a linear spring force f ji = ka(u j−ui) due to harmonic potential assumption; ka = 5×108
N/m is spring stiffness. The longitudinal wave speed in the harmonic lattice is Cl = 5.5902 × 103 m/s.
We assume only nearest neighbor interaction for the atomistic system. The interatomic force vector can be written
as fint(u) = −K f u in matrix format. The stiffness matrix K f is tri-diagonal. The expression of memory kernel denoted
as THK for this 1D harmonic lattice is derived as
Θ(s) = 1
2ω
(2ω2 + s2 − s
√
4ω2 + s2)
θ(t) = L−1Θ(s) = 2J2(2ωt)
t
(52)
where ω =
√
ka
ma
and J2 is the second-order Bessel function. We use a truncated time history to reduce the computing
load as shown in Fig.4(b). A Gaussian impulse (Fig. 4(a)) is applied axially on the right most atom. We model the
Gaussian force fext(t) in all the numerical simulations as
fext(t) = a0
σ
√
2π
e
1
2 ( t−µσ )2 (53)
In this example, we take a0 = 50, σ = 3.989 × 10−6, and µ = 25 × 10−6, respectively.
For the multiscale simulation, we choose ΩF spanning over 0.22525 ≤ x ≤ 0.25; x in meter, measured from the
fixed end. This includes 100 atoms in the ΩF domain. The MD simulation is performed for 1.5 × 10−4 s considering
∆τ = 5 × 10−9 s with a total of N = 30000 time steps, using the explicit verlet algorithm. The whole domain
0 ≤ x ≤ 0.25 m of the harmonic lattice is considered for coarse scale simulation using a single element of NLSFEM
and the simulation is run with ∆t = 10 × τ for total N = 32768 sampling points. The mean part of ghost point
atoms displacements are computed from coarse scale response using Eq. (5). The fine fluctuation part of the same is
computed using Eq. (23).
The full MD simulation gives the standard solution for this case. The analysis results are shown in Fig. 5. The
results show the excellent capability of the new spectral multiscale method in simulating the fine scale response of
any sub-domain of the harmonic lattice. Both the displacement and velocity responses computed by SMM match
accurately with the exact MD responses (Figs. 5(a)-5(b)). Fine fluctuation of the ghost point atom computed by SMM
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Figure 4: (a) The Gaussian pulse used as input; and (b) the truncated time history kernel θ(t) used for both the harmonic and nonlinear lattice
examples.
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Figure 5: The comparison of responses of the free end atom computed by full MD and SMM in the harmonic lattice example: (a) u(0.25, t); (b)
u˙(0.25, t); (c) The fine fluctuation of the ghost point atom computed using truncated THK θ(t); (d) Total energy plot in ΩF , as a function of time.
using truncated THK θ(t) (Fig. 5(c)) matches nicely with its actual value, while the wave is propagating towards
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continuum region from ΩF . The mismatch in the latter part (Fig. 5(c)) is due to the error incurred for using truncated
THK. The total energy is the sum of the kinetic energy of all the atoms in the MD region, and the potential energy
of all the bonds between atoms, plus half of the potential energy in each of the bonds that connects the interfacial
atoms with the ghost point atoms [21]. The energy plot in Fig. 5(d) shows the time dependance of the total energy
of the MD sub-domain ΩF . This clearly shows accurate transfer of energy through the MD region and no spurious
wave reflection [17, 18, 19, 20] occurs at the interface in the numerical experiment. Results of this example show
the nice capability of the new SMM in minimizing interfacial reflection. Neglecting the fine fluctuation part in our
computation does not have much influence on the fine scale response computed by SMM because the coarse scale
model in this case gives the exact solution. If the width of the input Gaussian pulse decreases, then the coarse scale
time step ∆t should be selected in such a way that it can take account of the frequency content of the pulse. However,
the multiscale result does not get affected because of proper selection of ∆t in the coarse scale computation.
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Figure 6: Lattice profile of the Lennard-Jones example for α = 5 × 10−6: (a) u
r0
at t = 4 × 10−6 s; (b) u
r0
at t = 6 × 10−6 s; (c) u
r0
at t = 7 × 10−6 s;
(d) u
r0
at t = 8 × 10−6 s.
6.2. Nonlinear example 1: 1D lattice with Lennard-Jones potential and next nearest neighbor interaction
We now consider the same 1D lattice but with a Lennard-Jones potential and displacement initial condition. In this
experiment, next nearest neighbor interaction is considered to address the key nonlocal features of atomistic problems.
For any initial displacement {u} = (u1, ..., un)T , the potential function is
U(u) = 4ε
∑
n

(
σ
r0 + un+1 − un
)12
−
(
σ
r0 + un+1 − un
)6 (54)
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Here r0 is the equilibrium atomic separation, σ is the collision diameter, and ε is the bonding energy. In this example,
r0 = 2.5 × 10−4 m, σ = r0/2 16 m, and ε = 0.35 J. We take ΩF = [401r0, 599r0] with 199 atoms inside. We consider
the initial wave (displacements) lies in the ΩF region. Therefore, we take 199 coarse grid points in ΩF to capture the
initial wave energy properly. For next nearest neighbor consideration, we place 6 more grid points in ΩC , comprising
a total of 205 nodes in the entire domain Ω. We take 2 NLSFEM elements spanning over 0 ≤ x ≤ 399r0 and
601r0 ≤ x ≤ 0.25, respectively, and 202 more conventional FEM elements spanning over 399r0 ≤ x ≤ 601r0 to
capture the initial wave energy properly in our coarse scale computation.
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Figure 7: Lattice profile of the Lennard-Jones example for α = 5 × 10−5: (a) u
r0
at t = 4 × 10−6 s; (b) u
r0
at t = 6 × 10−6 s; (c) u
r0
at t = 7 × 10−6 s;
(d) u
r0
at t = 8 × 10−6 s.
We consider the initial displacement condition as
un =
 α e
−(250nx)2−e−6.25
1−e−6.25 (1 + 0.2cos(1800πnx)) if 401 ≤ n ≤ 599
0 elsewhere
where un is the displacement of nth atom and nx = (n − 500)r0. In this experiment, we use two different values of α
to control the strength of nonlinearity. We take α = 5 × 10−6 for a moderate nonlinearity and α = 5 × 10−5 for strong
nonlinearity. The curvature of U(u) at r0 gives ka in this case. We use the multiscale interfacial condition derived
for harmonic lattice, which is not the exact condition required for this case. We compute the fine fluctuation part
of the first ghost neighbor atoms through the time history convolution of fine fluctuations of interfacial atoms. Fine
fluctuation part of the next neighbor atoms is computed through the time history convolution of fine fluctuations of
the first ghost atoms. The MD simulation is performed considering ∆τ = 2.5 × 10−9 s for total 12000 steps. We take
coarse scale time step length ∆t = 10 × τ in the present experiment. Results (Figs. 6-7) agree with full MD solutions
quite satisfactorily. For moderate nonlinear case, SMM results (Fig. 6) agree with the exact solution very well. In the
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strong nonlinear case, the maximum bond strain exceeds 6%. The Fig. 7 shows considerably good agreement between
SMM and MD results. On the basis of strain rate and accuracy, results of this test is comparable to results of Tang
[50] and Li [20]. Although small reflection occurs at the interface due to the failure of inexact interfacial condition,
the SMM is still capable of reproducing the responses in ΩF region satisfactorily.
6.3. Nonlinear example 2: 2D Bravais lattice
In this example, we apply SMM in 2D atomistic system. We take a 2D square Bravais lattice (Fig. 3) with 500×25
atoms of mass ma = 1 × 10−8 kg lying in X and Y directions, respectively. Although we take harmonic potentials V1
and V2, the Hamiltonian equations of motion are still nonlinear due to the frame-indifference of the interatomic forces
[55]. In this test, we assume equilibrium atomic separation r = 2 × 10−4 m, spring constants k1 = 5 × 106 N/m and
k2 = 1 × 106 N/m, thickness h = 1 × 10−5. The adjustable parameters assumed as γ1 = 1.2 and γ2 = 1.75 [56].
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Figure 8: The comparison of full MD and SMM responses in 2D Bravais lattice example: (a) The forcing used in 2D lattice example; (b) Displace-
ment of the top rightmost atom in X direction u500,25(t); (c) Displacement of the left boundary atom in X direction u350,13(t); (d) Displacement of
the top rightmost atom in Y direction v500,25(t).
Here, only the region spanning over 350 ≤ i ≤ 500 and 1 ≤ j ≤ 25 is considered as ΩF , where i and j represent
the atom’s location in the X-Y plane as shown in Fig. 3. The whole domain (Ω) is considered for coarse scale
computations and only one NLSFEM element is taken for the entire domain (Ω). Each atom on the right side (Fig. 3)
is pulled by an external forcing function given as
fext(t) = 1
nac
a0
σ
√
2π
e
1
2 ( t−µσ )2 (55)
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Here nac = 25 is the total number of atoms lying in a column along the Y direction. In this example, the values
a0 = 5 × 10−3, σ = 3.989 × 10−6, and µ = 25 × 10−6 are assumed, respectively. We compute the entire domain for
total T = 5.12 × 10−5 s in N = 20480 time steps with ∆t = 2.5 × 10−9 s.
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Figure 9: The comparison of full MD and SMM responses in 2D Bravais lattice example: (a) Velocity of the top rightmost atom in X direction
u˙500,25(t); (b) Velocity of the top rightmost atom in Y direction v˙500,25(t).
The focus here is to use simple interfacial condition to avoid computational load. Observing the displacements of
2D atomistic lamina along X direction are function of x, the same interfacial condition developed for 1D harmonic
lattice is again used here for this 2D lattice system. The displacement of the (i, j)th ghost atom location are assumed
to be coupled only to that of the (i + 1, j)th location on right side of the interface. Therefore, we compute the fine
Table 1: Comparison of computation times in the 2D Bravais lattice example.
Method Number of DOF in ΩF Response Computation
atoms (nx × ny) length (s) time (s)
Full MD 500 × 25 25000 5.12 × 10−5 4366.4
SMM 500 × 25 7500 5.12 × 10−5 2636.9
NLSFEM 500 × 25 6 5.12 × 10−5 2.26
fluctuations of (i, j)th ghost atom through the time history convolution of corresponding fluctuations of (i + 1, j)th
boundary atom. Thus, we use the same memory kernel (Eq. 52), but with a modified ω =
√
k1(k1+2k2)
ma(k1+k2) which gives
very satisfactory results in this case. Here, rω is the axial wave speed in the 2D lattice. Results (Figs. 8-9) show very
good agreement of SMM results with the full MD solutions. Here again, only 1 NLSFEM element is used in our coarse
scale computation which significantly reduces the computation time (Table 1) and gives very good approximation of
the mean displacements at ghost atom locations. The Table 1 shows that SMM works nicely for a large system with
appreciably less computation cost. In this regards, SMM is an incomparably advantageous method.
6.4. Nonlinear example 3: 2D Hexagonal close-packed lattice (hcp) with a microcrack
In this example, we briefly show the capability of SMM in modeling the dynamics of a 2D equilateral triangular
lattice system with a microcrack (Fig. 10). We take a 2D triangular lattice system with hexagonal nearest neighbor
interaction (Fig. 10). The 2D lamina consists of 20250 atoms of mass ma = 1 × 10−8 kg lying in total 500 columns
parallel to the Y directions. Every odd and even numbered columns are having 40 and 41 atoms, respectively. The 2D
hcp lamina has a length of Lx = 8.6429×10−2 m, a breadth of Ly = 8.1×10−3 m and we assume a thickness h = 1×10−4
m. The lamina has a edge pre-crack, parallel to the close-packed direction, in between the column numbers 250 and
251 as shown in Fig. 10. The microcrack has a depth of 10r along Y direction (Fig. 10), where r = 2 × 10−4 m is
the equilibrium atomic separation. We assume the crack will not grow during the dynamic simulation. Therefore, we
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Figure 10: Schematic of the 2D triangular lattice system with microcrack.
consider a harmonic potentials U1 of spring constant k1 = 6 × 106 N/m. The continuum parameters computed for this
hcp system are C11 = 3
√
3
4
k1
h and C12 =
√
3
4
k1
h . The lamina is pulled axially by Gaussian impulses as shown in Fig. 10.
We choose the forcing to be same as the forcing of the previous 2D example.
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Figure 11: The comparison of full MD and SMM responses in 2D triangular lattice example: (a) Displacement of the top atom in the 250th column
in X direction u250,41(t); (b) Velocity of the top atom in the 250th column in X direction u˙250,41(t).
Here, only the region spanning over column number 151 ≤ i ≤ 351 is considered as ΩF and the whole domain
(Ω) for coarse scale computations. The ΩF is modeled using 160 conventional quadratic triangular elements and
the ΩC on either side of ΩF , are modeled using 2 numbers of 1D NLSFEM element for coarse scale. The 1D-2D
bridging of conventional 2D FEM and NLSFEM is done adopting a previously developed technique [64, 65]. The
adjustable parameters assumed as γ1 = 1.2 and γ2 = 1.75 [56]. The MD simulation is run for T = 8.192 × 10−5 s
with ∆τ = 2.5 × 10−9 s in total 20480 steps. The coarse scale simulation is run for N = 20480 sampling points with
∆t = 2.5×10−9 s. Here also, we use simple interfacial condition as previous example to avoid computational load. We
use the same memory kernel (Eq. 52), but with a modified ω =
√
2
3
k1
ma
. Although this interfacial condition is inexact,
still it gives very satisfactory results in this case. Results are depicted in Fig. 11.
7. Discussion
In this paper, a new multiscale method is presented for the atomistic-continuum coupled simulation of a complex
system involving different physics at different spatial and/or temporal scales. The novel feature in SMM is its potent
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continuum model for the coarse scale which is derived directly considering the physics at fine scale to capture the
complex phenomena of fine scales. This continuum equation is then, solved semi-analytically in Laplace domain
(NLSFEM) to obtain the mean displacement part of the necessary interfacial conditions for the windowed fine scale
analysis. In NLSFEM framework the huge number of fine scale degrees of freedom (DOFs) can be reduced to a
small number of coarse scale DOFs without hampering the accuracy of the solution. Thus, this method is capable of
simulating many realistic systems of any size with localized defects (cracks or dislocations) for a propagating wave
of very high frequency with limited computational cost.
To find the time dependent interfacial conditions, the proposed SMM assumes decomposition of the total fine
scale spectral (Laplace domain) displacement into a mean part and a fine fluctuation part. The mean part of the
response at any crucial location is obtained directly by mapping the coarse scale spectral solution. The remaining fine
fluctuation part at ghost nodes/atoms can be obtained by the equation of fine fluctuations (23), which involves time
history convolution. For nonlinear material systems, we can use the Eq. (23) to find the fine fluctuation part at ghost
point nodes/atoms. The new spectral decomposition of total displacement field in the proposed SMM makes the effect
of fine fluctuation part practically negligible for many real systems.
In modeling discrete systems, the equivalent continuum model for the coarse scale is derived from the governing
physics at fine scale. In the current framework, it is difficult to incorporate non-linearity of the fine scale into the
coarse scale spectral equation of motion. Therefore, we have made the following approximations for developing the
coarse scale equation and interfacial condition:
• Only the linear part of the fine scale equation of motion is incorporated in the spectral form of fine scale equation
of motion.
• Only the linear effect of fine fluctuation at the ghost point atoms across the interface on the fine scale sub-domain
is taken into account.
The possible error sources in our derivation and numerical experiments are as follows:
• The time aliasing error introduced due to analysis in spectral domain.
• The assumption of internal force to be linear in displacement for modeling interfacial interaction.
• The error introduced by the approximation of projection operator ˆP to be an identity matrix in the spectral form
of the equation of motion for fine fluctuation in the interfacial interaction modeling.
Considering the approximations above, the response of a finite 1D harmonic lattice is simulated quite accurately
without reflection at the interfaces. With the spectral decomposition of displacement field, the energy interchange
between the fine fluctuation and mean displacement across the interface is significantly reduced to a negligible amount.
The results of nonlinear 1D Lennard-Jones lattice with next nearest neighbor interaction shows promising capability
of the SMM in capturing nonlocal features of atomistic problems. In linear elasticity the limiting criterion for strain
is 1%. However, the 1D Lennard-Jones lattice is simulated beyond 6% bond strain using SMM quite satisfactorily.
Results of this test is comparable to results of Tang [50] and Li [20]. The SMM results of 2D Bravais lattice example
show very satisfactory agreement with the full MD results. In this case SMM is computationally very advantageous
because a huge number of atoms/nodes of the fine scale model can be included within a single coarse scale element
without any deterioration in the simulation results. Again, massive parallelization is viable in NLSFEM framework.
Thus, SMM works nicely for a large system with appreciably less computational cost. The SMM results of 2D
Hexagonal close-packed system also show very satisfactory agreement with the full MD results.
In NLSFEM framework it is difficult to model 2D and 3D element directly, thus conventional 2D and 3D element
should be used with 1D NLSFEM. The time aliasing problem can be handled considering time sampling rate ∆t to
be very small and the number of sampling points N to be very high and with an appropriate value of the constant σ.
These do not significantly add to either computational cost or additional memory requirement.
8. Conclusions
The proposed new multiscale method (SMM) can simulate the dynamics of many practical systems with defects
or localized inhomogeneity. The motivating features of the proposed multiscale method are as follows:
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1. The SMM formulation is clear and straightforward. It can simulate very high frequency wave propagation with
very high accuracy specifically for many systems of crystalline solids with or without crack.
2. The proposed method is very robust and has general applicability. In this method, a huge number of atoms/nodes
in the fine scale model can be included within a single coarse scale element without any deterioration in the
simulation results. Thus, it works nicely for a large system with appreciably less computation cost. In this
regard, SMM is an incomparably advantageous method.
3. The SMM can run coupled simulations for external input forces as well as for the initial conditions. Any
arbitrary positioning of the fine scale domain ΩF in the whole domain Ω does not create any complication in
deriving the essential interfacial condition. Moreover, SMM is insensitive to the size of ΩF .
4. The SMM can run coupled simulations of systems with free-free boundary conditions for external input forces.
5. No handshaking region is required at all in the modeling of interfacial interactions and the coarse scale contin-
uum model of ΩC in spectral domain can be coupled directly with the fine scale model of ΩF quite satisfactorily
in many computations.
Incorporating the nonlinearity of fine scale equations of motion into the coarse scale spectral equation of motion
is one of the main challenges in further developing the SMM. An efficient interfacial condition for nonlinear systems
along with a potent coarse scale model can practically solve the snag of multiscale modeling. Another issue is the
modeling of finite temperature problems in this SMM framework to take account of the temperature nonuniformity
over the whole domain and its effects on the mechanical properties of the system. Modeling phase transformation and
solid fracture problems in SMM framework is our next goal. Furthermore, because of its computational efficiency the
SMM approach is suitable for stochastic simulations. We shall investigate all these issues in the future development
of our spectral multiscale method.
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