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We demonstrate that chimera behavior can be observed in small networks consisting of three
identical oscillators, with mutual all-to-all coupling. Three different types of chimeras, characterized
by the coexistence of two coherent oscillators and one incoherent oscillator (i.e. rotating with another
frequency) have been identified, where the oscillators show periodic (two types) and chaotic (one
type) behaviors. Typical bifurcations at the transitions from full synchronization to chimera states
and between different types of chimeras have been described. Parameter regions for the chimera
states are obtained in the form of Arnold tongues, issued from a singular parameter point. Our
analysis suggests that chimera states can be observed in small networks, relevant to various real-
world systems.
Chimera states are spatiotemporal patterns consisting
of spatially separated domains of coherent (synchronized)
and incoherent (desynchronized) behavior, which appear
in the networks of identical units. The original discov-
ery in a network of phase oscillators [1-3] has sparked a
tremendous activity of first theoretical studies [4–12] and
next experimental observations [13–18]. In real-world
systems, chimera states might play role in understand-
ing of complex behavior in biological (modular neural
networks [19], the unihemispheric sleep of birds and dol-
phins [20], epileptic seizures [21]), engineering (power
grids [22, 23]) and social [24] systems. More references
can be found in two recent review papers [25, 26].
Chimera states are typically observed in the large net-
works of different topologies, but recently it has been
suggested that they can also be observed in small net-
works [27–31]. Ashwin & Burylko [27] have defined a
weak chimera state as one referring to a trajectory in
which two or more oscillators are frequency synchronized
and one or more oscillators drift in phase and oscillate
with different mean frequency with respect to the syn-
chronized group. First, it has been observed that these
states can exist in small networks of as few as 4 phase
oscillators [27–30] and also in the model of semiconduc-
tor lasers [31]. Experimentally, chimera states of this
type have been recently observed in small networks of
optoelectronic oscillators [32] as well as coupled pendula
[33, 34].
In the Letter, we show that the weak chimera patterns
which are characterized by two frequency synchronized
oscillators and one evolving with different frequency can
be observed in the networks of 3 identical nodes. As the
proof of the concept we use a network of Kuramoto os-
cillators with inertia. We identify three different types of
chimeras, namely (i) in-phase chimeras in which coherent
oscillators are phase synchronized and incoherent one ro-
tates with a different frequency, (ii) anti-phase chimeras
in which coherent oscillators alternates with respect to
each other and incoherent one oscillates with a different
frequency, (iii) chaotic chimeras in which two oscillators
are synchronized in frequency and the third one is not
while the trajectories behavior is chaotic.
We consider a ring of N = 3 coupled pendulum-like
nodes. Coupling is introduced in such a way that each
pendulum is connected to both its neighbors to the left
and to the right with equal strength. The phase of each
pendulum is described as follows:
mθ¨i + εθ˙i = ω +
µ
N
N∑
j=1
sin(θj − θi − α), (1)
where i = 1, ..., N , α is a phase lag, µ is a coupling
strength, m, ε, and ω are mass, damping and natural
frequency of a single pendulum respectively. Eq.(1) may
be interpreted as an extension of Kuramoto model to the
second-order differential equations, known as Kuramoto
model with inertia [35–38]). In our numerical simula-
tions, we consider m = 1.0, ε = 0.1, and ω = 0 and
explore the complex dynamics of the model (1) varying
parameters µ > 0 and 0 < α < pi.
Eq.(1) with N = 3 is a 6-dimensional system of
differential equations, but its effective dynamics is 4-
dimensional given in the following form:
mη¨i + εη˙i = −µ
3
(2 cosα sin ηi+ (2)
+ sin(ηi+1 + α) + sin(ηi − ηi+1 − α)),
where η1 = θ1 − θ2, η2 = θ1 − θ3 and i = 1, 2 . Equi-
librium (η1, η2) = (0, 0) of the reduced system (2) cor-
responds to fully synchronized behavior in Eq.(1), where
the phases of three pendula coincide and rotate with con-
stant velocity −(µ/ε) sinα. For all µ > 0 the synchro-
nized state is stable for α < pi/2 and unstable otherwise.
Four eigenvalues of the equilibrium are the roots of char-
acteristic equation
(
λ2 +
ε
m
λ+
µ cosα
m
)2
= 0, and two
remaining ones are respectively equal to 0 and −µ/ε.
Therefore, chimera states reported below for α < pi/2 al-
ways co-exist in the phase space with fully synchronized
state. The second equilibrium of the reduced system (2)
is equal to (2pi/3,−2pi/3), and corresponds to the sta-
tionary splay state θ1 = 0, θ2 = 2pi/3, θ3 = −2pi/3 of
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2Eq.(1). It is stable in a region around α = pi, loosing
stability in a Hopf bifurcation as α decreases.
Results of direct numerical simulation of system (1)
are presented in Fig.1(a,b) in the two-parameter plane
of the phase shift α and coupling strength µ. This fig-
ure reveals the appearance of regions of different chimera
states, shown in shading (color), at intermediate values
of α between 0 and pi. Alternatively, if the pendula in-
teract with α close to 0 or pi, the collective behavior is
synchronized in frequency, given by full synchronization
or stationary splay state, respectively. Another peculiar-
ity is that the region in Fig. 1(a) is detached from the
µ = 0 level indicating that chimera states in Eq. (1)
cannot exist for µ < 0.015. Hence, the observed chimera
states are not a continuation of uncoupled multistability
as in [27–31, 33]. In contrary, the chimeras in system
(1) appear due to non-vanishing pendula interaction and
arise with increase of coupling strength µ in the homo-
clinic bifurcation (if α < pi/2) or in other bifurcations
(if α > pi/2). With the further increase of µ, the size
of the chimera region grows, filling eventually the whole
α-interval between 0 and pi.
Parameter region in Fig.1(a) consists of two major do-
mains, of in-phase chimera states (shown in light blue in
the left side) and anti-phase chimera states (darker blue
region in the right side). These domains intersect along
the dashed vertical strip in the middle (close to pi/2). By
the in-phase chimera we mean the behaviour in Eq.(1),
when two oscillators are fully synchronized (θ1 = θ2),
but the third one θ3 is desynchronized and rotates with
a different average frequency. The anti-phase chimera
means a similar frequency behaviour however phases θ1
and θ2 are not equal, but alternate with respect to each
other with phase difference around pi. Typical frequency-
time plots of the in-phase and anti-phase chimera states
are shown in insets in Fig.1(a). The third characteristic
behaviour is a chaotic chimera state found in tiny pa-
rameter strips at the transitions between different states.
All oscillators behave chaotically in time preserving, nev-
ertheless, the frequency synchronization of two of them
and desynchronization of the third one.
Bifurcation diagram in Fig.1(a) has regions of synchro-
nization similar to Arnold tongues of a three-dimensional
torus T 3 for phase variables θ1, θ2, θ3. Our simula-
tions show that tongues of synchronization originate from
a singular parameter point B equal α = 1.70111 and
µ = 0.03317. Detailed bifurcation structure in the neigh-
borhood of the singular point B is shown on the enlarge-
ment in Fig. 1(b). The largest tongue is for the in-phase
chimera state (see left snapshot in Fig.1(a)) originates
from B in the left-up direction; we denote it by (0 : 0 : 1)
indicating, that one oscillator (let it be the third θ3) ro-
tates faster then the two others synchronized. The anti-
phase chimera state (see right snapshot in Fig.1(a)) exists
inside two tongues which originate from B in the oppo-
site directions: one goes right-up and the other (smaller)
left-down. These tongues are denoted in Fig. 1(b) by
(1 : 1 : 0) to point out that in this case two synchro-
FIG. 1. (color online) (a) Dependence of possible spatio-
temporal patterns on parameters α and µ in system (1) .
Frequency time plots of typical states are shown in the insets,
(b) enlargement of the vicinity of the tongues origin.
nized oscillators rotates faster then the third one desyn-
chronized. Additionally, two narrow tongues of the other
modality are shown to the right, denoted by (1 : 1 : 2)
and (3 : 3 : 2), which indicate relative numbers of phase
slips of the oscillators. Further increase of the calcula-
tions precision yields additional thin high-order resonant
tongues (not shown in Fig. 1(b)).
Each region of synchronization is characterized by the
Poincare winding numbers, which determine the aver-
age frequencies of the individual oscillators (ω¯1, ω¯2, ω¯3).
Chimera states appear in the tongues where two of the
rotating numbers coincide but the third one is different,
i.e., ω¯1 = ω¯2 6= ω¯3 (see [27] for definition). Four tongues
mentioned above fulfill this property. On the other hand,
chimeras do not arise if all oscillators are frequency syn-
chronized, i.e. ω¯1 = ω¯2 = ω¯3, or rotate with three differ-
ent average frequencies, i.e. ω¯1 6= ω¯2 6= ω¯3 . An example
3of the non-chimera behavior is given as rotating waves
in the tongue (1 : 1 : 1) (blank region in Fig.1(a,b) for
α > pi/2), as well as many other tiny tongues inside the
regions of chaoticity, which also originate from the singu-
lar parameter point B. Indeed, each chaotic region indi-
cated in Fig.1(a,b) is filled by many thin regions of syn-
chronization (windows of periodicity), while each of them
is characterized by the winding numbers (ω¯1, ω¯2, ω¯3). For
chimera state, we need that two of the numbers coin-
cide but the third one does not. Each such region of
synchronization contains normally a chaotic part aris-
ing in a sequence of bifurcations (like in windows for 1-
dimensional logistic map). Then, this chaotic behaviour
inside the window of periodicity corresponds to chaotic
chimera state when the window winding numbers fulfill
the chimera condition ω¯1 = ω¯2 6= ω¯3. To our surprise,
chaotic chimera behaviour in model (1) appears to be
quite common, not as rare as has been expected.
A typical scenario for the appearance/disappearance of
the chimera states in model (1) is illustrated in Fig.2(a-c).
We fix coupling strength µ = 0.06 and increase the phase
lag parameter α along the horizontal line with bold points
in Fig.1(a). First, if α is small enough, phases of all three
oscillators coincide θ1 = θ2 = θ3 and rotate with constant
velocity θ˙i = −(µ/ε) sinα, as shown in the phase-time
plot in the right panel of Fig.2(a). The increase of α
causes a homoclinic bifurcation, which occurs at some
α = α0 ≈ 1.247697 producing an in-phase chimera state
with the property θ1 = θ2 6= θ3 and ω¯1 = ω¯2 6= ω¯3 as
shown in the phase-time plot in the right panel of Fig.
2(c). The system dynamics becomes two-dimensional
given by an equation in the manifold θ1 = θ2:
mη¨ + εη˙ = −µ
3
(2 cosα sin η + sin(η − α) + sinα) , (3)
where η = θ1 − θ3. The phase portraits in the vicinity
of homoclinic bifurcation parameter point α0 are shown
in Fig.2(a-c). For α < α0, all trajectories of Eq.(3) end
up in the stable equilibrium O = (0; 0), except for the
saddle point S and two branches of its stable manifold
W s [Fig.2(a)]. At α = α0, the left branch of the unstable
manifold Wu hits the right branch of the stable manifold
W s [Fig.2(b)]. A homoclinic orbit is created, where the
behaviour is asymptotic to saddle S in both directions
t → ±∞. After the bifurcation, for α > α0, a stable
limit cycle P is born detaching from the homoclinic orbit
[Fig.2(c)]. The behavior along the limit cycle P corre-
sponds to the in-phase chimera state. Indeed, when ro-
tating along the cycle the phase difference η = θ1 − θ3
between the first and the third oscillators grows while
the difference θ1 − θ2 remains bounded (equals zero)
and hence the third oscillators rotates with different fre-
quency. Note, that chimera state born in the homoclinic
bifurcation co-exists with the fully synchronized rotation
given by stable equilibria O of Eq.(3). When α only
slightly exceeds α0, basin of attraction of the chimera
state is small and hard to catch from random initial con-
ditions. With increase of α, the chimera basin swells
FIG. 2. (Color online). Phase portraits (left panels) and
phase-time plots (rigth panels) in the vicinity of homoclinic
bifurcation point in system (1): µ = 0.06; (a) before bifur-
cation α = 1.0, (b) bifurcation point α = 1.247697, (c) after
bifurcation α = 1.4. η = θ1 − θ3. Equilibria are given by
O = (0, 0) and S = (atan2(−6 tan(α),−9+tan(α)2), 0), while
P stands for periodic orbit.
and fills up eventually almost the whole space volume as
α→ pi/2.
Further changes of the system dynamics are caused by
the appearance of anti-phase chimera state at the left
boundary of the multistability region, shown dashed in
Fig.1(a). It is born in a saddle-node bifurcation and ex-
ists thereafter at a large α-interval, up to the right hand
side chaos region in Fig.1(a). We will return to this state
later, but now, let us follow the in-phase state for α be-
yond pi/2, as illustrated in Fig. 3(a-g) and 4(a,b). First,
the in-phase chimera state loses its ’perfection’ in the
sense that phases of the synchronized oscillators θ1 and
θ2 become not equal, however they still rotate with the
same average frequency. This happens in a pitchfork bi-
furcation at α1 as shown in Fig. 4(a). With the fur-
ther increase of α, the behavior of the phase difference
θ1− θ2 is tangling and becomes chaotic at α2, preserving
nevertheless the weak chimera property ω¯1 = ω¯2 6= ω¯3.
Chaotic chimera state shown in Fig.3(b) is born, and
exists in α-interval (α2, α3) as confirmed by the plot of
maximum Lyapunov exponent shown in Fig.4(b). At
α = α3, chaotic chimera loses its stability transforming
into a chaotic saddle. Thus, chimera state disappears
and the system behavior develops then in the form of
4FIG. 3. (Color online). Frequency time plots of system (1):
µ = 0.06, (a) α = 1.760 - imperfect chimera; (b) α = 1.765
- chaotic chimera; (c) α = 1.7665 - heteroclinic cycling; (d)
α = 1.90 - anti-phase chimera; (e) α = 2.10 - chaotic chimera;
(f) α = 2.182 - (1;1;2) anti-phase chimera; (g) α = 2.47 -
rotating waves.
heteroclinic cycling between the three symmetric chaotic
saddles born at α3 (existing due to the permutation sym-
metry of the model), as shown in Fig.3(c). System tra-
jectory is ’jumping’ between the three chimera-saddles
and generally, chimera states do not exists in this case.
However, it may happen that the trajectory spends equal
time near two of the chimera-saddles and less (or more)
time near the third one, satisfying hereby the chimera
criterion ω¯1 = ω¯2 6= ω¯3. This kind of chimera-like hete-
roclinic cycling can be found in narrow windows of peri-
odicity inside the chaotic regions, we leave it for future
study.
The heteroclinic cycling between the three chimera-
saddles lasts up to some α = α4, where it disappears
in a crisis bifurcation. The system behaviour drops on
the anti-phase chimera state [Fig.3(d)] born earlier at
the left border of the multistability region close to pi/2.
This anti-phase chimera state persists with further in-
crease of α up to α5, where it disappears in an inverse
saddle-node. Parameter point α, µ enters the second,
more pronounced region of chaoticity and the chimera
states cease to exist. After, system behavior develops
in the form of fast disordered jumping between different
FIG. 4. (color online) (a) Bifurcation diagram and (b) maxi-
mal Lyapunov exponent for system (1): µ = 0.06.
saddle-type rotations born originally in the singular pa-
rameter point B, as shown in Fig. 3(e). On the other
hand, when entering deeper into the chaotic region with
more increase of α, numerous windows of periodicity be-
come more apparent. Most of the windows are invisibly
thin, only a few can be detected by standard simula-
tions. An example is given by the (1:1:2)-tongue (shown
in Fig.1(a,b)) which intersects the µ = 0.06 level through
the α-interval approximately equal (2.1743, 2.1812) . The
behaviour here is shown in Fig. 3(f). It represents an
anti-phase chimera state, however different from those in
the wide (1:1:0)-tongue between the two chaotic regions,
as the non-synchronized oscillator rotates faster in this
case than two others synchronized. Similarly, chimeras
can arise in other, microscopic windows as soon as two
winding numbers coincide but the third one does not. As
α increases further, chaotic region ends at some α = α6,
and the system dynamics dive into nonlinear rotating
waves [Fig. 3(g)] leading eventually to the stationary
splay state as α further increases to pi.
In conclusions, we showed that chimera states typically
arise in the Kuramoto model with inertia, at the transi-
tion from coherence to rotating waves. We described the
transition in details for the coupling strength µ above the
singular point B, fixing µ = 0.06 and varying α from 0
till pi. Our simulations have confirmed, that similar sce-
nario takes place for other µ, also below B. The sequence
of bifurcations can be different but the main features re-
main the same: (i) in-phase chimera state appears in a
homoclinic bifurcation with an increase of phase shift α
(or coupling strength µ) ; anti-phase chimera state arises
at further variation of α in a saddle-node bifurcation;
(ii) secondary chimera states arise inside the chaos re-
gions when parameter point enter the windows of peri-
odicity (Arnold tongues) with the winding numbers sat-
isfying the Ashwin-Burylko criterion ω¯1 = ω¯2 6= ω¯3; the
behaviour inside the tongue first is regular (periodic or
5quasiperiodic), then becomes chaotic in a sequence of bi-
furcations producing chaotic chimera state; (iii) when ex-
iting the tongue of synchronization, chimera state trans-
forms into a saddle-chimera, giving rise to heteroclinic
cycling characterizing the next level of the chimera com-
plexity. We suggest, that this indicate a common, proba-
bly universal scenario for the chimera state appearance in
oscillatory networks of different nature, due to presence
of inertia.
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