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Abstract
Layered elastic theories and finite element method are among the most familiar and practiced
mechanistic approaches. These approaches succeed to a certain extent in the analysis of classical
bottom-up fatigue cracking of relatively thin flexible pavements, where tensile stresses and strains
govern the behavior at the asphalt layer. However, elastic theories are incapable of predicting other
pavement distresses, including near-surface cracking. Similarly, finite element method, which is
equipped with fracture and continuum mechanics theories, also poses a significant challenge to the
analysis of the near-surface cracking problem, where crack initiation and propagation planes are
not easily predictable. Hence, the main objective of this study is to identify the effect of loading
tire contact stresses on developing near-surface cracking potential. A numerical approach is chosen
to analyze the problem, taking into account considering nonuniform tire-pavement contact stresses
and multi-axial stress states in the proximity of tires.
This study highlights the impact of novel computational method, such as the Generalized
Finite Element Method (GFEM), on the discovery and understanding of cracking mechanisms in
pavements. The GFEM allows for realistic modeling of complex phenomena that control fracture
initiation and propagation. In this study, GFEM is adapted to analyze relatively thick flexible
pavement structures to predict near-surface cracking. The three-dimensional (3-D) and highly
multi-axial nature of the problem is successfully captured by this method, which is ideally designed
for 3-D fracture problems for complex geometries and mixed loading conditions.
A high-order domain integral method is developed in this study for the computation of the
crack front parameters such as energy release rate and stress intensity factors (SIFs). The method
provides an approximation of the energy release rate function as a linear combination of Legendre
ii
polynomials. As a result, extracted functions are smoothly varying, which is crucial to obtain
accurate crack propagation paths in 3-D for elastic or inelastic materials. Crack front directionality
is captured by the proposed formulations and implementation using an energy release rate-based
approach. The study also applies for the first time the domain integral techniques to pavement
fracture problems utilizing the asphalt concrete viscoelastic characteristics.
The GFEM, equipped with the tools developed in this study, is used as a computational
platform to analyze near-surface cracking in relatively thick flexible pavement structures. Three-
dimensional models of typical pavement structures are developed to analyze near-surface cracking
and make predictions for potential critical locations for crack initiation and growth. Two potential
scenarios become evident for crack growth in the vicinity of tires: Shear cracks under compression
and tensile cracks. It is observed from the analysis that shear crack growth is the dominant mode
of crack development due to loading in the proximity of tires, while tensile crack growth appears
to develop within the pavement.
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Chapter 1
Introduction
1.1 Overview of the Near-Surface Cracking Problem
Accurately predicting performance and durability is essential to improving the design of new and
existing pavements. Poor performance endangers public safety, increases maintenance costs, and
furthermore causes unprecedented traffic congestion. Recently, the mechanistic-empirical design
strategy has been proposed by Federal Highway Administration (FHWA) to design and construct
more reliable pavements. The mechanistic component of the approach plays a critical role in char-
acterizing and predicting the performance of pavements. Layered elastic theories and finite element
(FE) method are among the most known and popular mechanistic approaches. These techniques
are often combined with continuum failure theories and empirical relationships to estimate flexible
pavement failure mechanisms including fatigue, rutting, and thermal cracking.
Reliability and accuracy of the mechanistic methods are essential to understanding the
mechanisms of failure in flexible pavements. Bottom-up fatigue, near-surface cracking (also
known as top-down cracking), thermal cracking, and rutting are considered as major failure mech-
anisms. The methods utilized to tackle pavement failure include analytical and numerical tools.
Finite element method has become the most commonly used tool by many researchers to predict
pavement response to vehicular and environmental loading. However, two-dimensional (2-D) FE
method, often used as the engine of the mechanistic methods, hinders proper characterization of
pavement behavior under non-uniform tire inflated pressures and environmental factors. This ap-
proach works to a certain degree in the analysis of classical bottom-up fatigue cracking of relatively
thin flexible pavements, where tensile stresses and strains govern the behavior at the bottom of
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pavement layers. On the other hand, FE method, equipped with fracture and continuum mechanics
theories, poses a significant challenge to the analysis of the near-surface cracking problem, where
crack initiation and propagation planes are not easily predictable.
Difficulties in the analysis and understanding of the near-surface cracking problem arise
from the complex stress states generated by the tire-pavement contact stresses, strongly influen-
tial on or near the pavement surface. Three-dimensional and non-uniform tire contact stresses in
conjunction with the inhomogeneity of the surface material renders the problem very difficult to
analyze. In addition, the problem may not be described by a definitive tensile fracture behav-
ior where pavement surfaces in the vicinity of tires can be dominated by shear and compressive
stresses.
Some numerical methods have been utilized in the literature to understand the mechanisms
of near-surface cracking as well as to provide predictions in mechanistic-empirical design proto-
cols. Discrete element methods, boundary element methods, and FE methods are among most
commonly used numerical methods used in the analysis of the problem. Discrete element meth-
ods employing micromechanical theories can be useful; however, they are not yet computationally
efficient in solving large scale problems. In addition, the acquisitions of continuum mechanics
theories over the years and adaptability to FE type of methods are indispensable. Therefore, FE
based methods still remains a useful tool for continuum mechanics problems. Available methods
surveyed in the literature do not provide an efficient and accurate way of predicting where and on
which plane near-surface cracks originate and on which direction they will propagate.
1.2 Problem Statement
The state of stresses in the proximity of tires can be considered as multi-axial and very complex
on or near the surface of flexible pavements. It is very likely that crack front conditions defined
by these multi-axial stress states may induce mixed mode of cracking. Therefore, pure tensile
failure theory usually employed for the bottom-up fatigue cracking ignores failure potential in
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other modes of cracking and 3-D effects at the potential crack locations in the vicinity of tires.
Multi-axial stresses in the proximity of tires also renders the near-surface cracking problem difficult
since the orientation for the onset of crack growth and direction of crack propagation can not be
known a-priori. Therefore, in order to accurately identify the damage mechanisms of near-surface
cracking, a method that can predict crack initiation and growth in arbitrary orientations is needed.
The numerical methods employed in the literature is far from accurate and efficient in predicting
crack initiation and growth in such a problem cracking and damage mechanisms are governed by
multi-axial stress states. Three-dimensional analysis with realistic tire configuration and contact
stresses is also essential to capture the effects generated by traffic loading. Therefore, there is a
need for an alternative approach that can accurately and effectively capture multi-axial state of
stresses which might eventually lead to mixed mode cracking in pavements.
1.3 Research Objectives and Methodology
The objective of this study is to analyze near-surface cracking in flexible pavements due to non-
uniform tire-pavement interactions. A novel numerical technique is adapted as a means to identify
the extent of traffic loads on pavement cracking in the proximity of tires. Three-dimensional and
highly multi-axial nature of the problem is captured by this method, which is ideally designed for
3-D fracture problems for complex geometries and mixed loading conditions.
In order to achieve the objectives, the following strategy is followed. The methodology
proposed is composed of three major tasks described in the following:
• A three-dimensional viscoelastic constitutive model is implemented in order to characterize
the response of the bituminous layers in the pavements. The viscoelastic algorithm com-
patible with those implemented in the commercial FE packages is implemented in the Gen-
eralized Finite Element Method (GFEM), which is chosen as the numerical tool to tackle
the problem of this dissertation. The GFEM and/or the Extended Finite Element Method
(XFEM) are two novel techniques for problems with complex geometry, loading conditions,
and also multi-scale applications. They are promising candidates to overcome mesh design
and computational issues of the standard FE methods for the problems with discontinuities
such as cracks and material interfaces etc. This task requires code implementation and veri-
fication examples to test the robustness and accuracy of the implementation.
• The computation of elastic and viscoelastic crack front parameters in the GFEM constitutes
the second major task of this dissertation. The implementation of the domain integral formu-
lations to compute viscoelastic crack front parameters such as time/temperature dependent
energy release rate or work of fracture in the GFEM is accomplished. Viscoelastic frac-
ture analysis is done using the J-integral method and domain integral formulations. The
J-integral within a domain integral framework is chosen to investigate the contribution of
viscoelasticity to the onset of crack growth. This approach is proven to be a computationally
efficient way of computing fatigue crack growth for elastic as well as inelastic materials.
A domain integral implementation similar to that of standard FE method is integrated in
the GFEM framework. The formulations for a high-order domain integral for an efficient
computation of the J-integral is also developed in the course of this task. The extension
of the conventional J-integral to the vectorial Jk-integral is also needed to capture crack
propagation directionality using energy based methods, which will be essential for inelastic
materials.
• A viscoelastic fracture model is extended to domain integral formulations for computation
of time and temperature dependent crack front parameters in 3-D. Similar to the first task,
this task also involves code implementation and verification examples in addition to the
mathematical formulations for the domain integral approach.
• The GFEM, equipped with the tools proposed in the aforementioned tasks, provides a com-
putationally efficient platform to analyze cracking in flexible pavement structures. Three-
dimensional models of typical pavement structures is prepared to analyze near-surface crack-
ing and make predictions for potential critical locations for crack initiation and growth. A
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simplified near-surface cracking model is also developed using the tools developed in this
study. The aim of this simplified tool is to quantify pavement damage due to traffic loading
and assess the likelihood of crack initiation and propagation at various critical locations on
or near the surface of pavements.
1.4 Study Contributions
Contributions of this study specific to the areas of pavement cracking and fracture mechanics can
be summarized in the following:
• The proposed approach, equipped with a novel numerical technique, elucidates the mecha-
nisms of the near-surface cracking problem, which has long been the subject of investigation.
This approach allows the analysis of pavement structures efficiently considering the influ-
ence of various types of tire-pavement interactions. Pavement damage has become an impor-
tant issue with the recent advances in tire technology, which led to the design of wide-base
tires. An accurate evaluation of the new tire design is needed to determine its contribution
to pavement damage. The effects of tire-pavement interactions are strongly felt on or near
surface, which render the near-surface cracking problem even more critical.
• The analysis of near-surface cracking problem can become a very complex task due to multi-
axial stress states in the vicinity of tires and unpredictable crack orientation. The proposed
approach provides a computationally efficient platform to study the contributions of vari-
ous tire designs to near-surface cracking. The discussions and outcome of this dissertation
may also help development of experimental characterization of the near-surface cracking
phenomenon which appears to be driven by drastically distinct stress conditions than the
classical fatigue cracking approach.
• This dissertation also explores the application of domain integral techniques to pavement
fracture problems exhibiting viscoelastic characteristics. The procedure proposed in this
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dissertation include the J-integral methods and a viscoelastic fracture model for the com-
putation of energy release rate for viscoelastic materials. The viscoelastic fracture model is
implemented in a novel computational method enabling physics of the problem to fully con-
trol failure initiation and evolution. The proposed methodology is employed to identify the
mechanisms of near-surface cracking in pavements under non-uniform tire contact stresses.
• This dissertation also highlights the impact novel computational methods like the General-
ized Finite Element Method GFEM can have on the discovery and understanding of crack-
ing mechanisms governing premature failure of pavements. This methodology allows for
realistic modeling of complex phenomena that control fracture initiation and propagation.
In particular, GFEM allows failure initiation at arbitrary locations within a FE mesh and
enables the physics of the problem to fully control failure initiation and evolution. These
features of the GFEM remove any bias or constraints imposed by FE discretization on the
evolution of damage zones and crack surfaces. A-priori knowledge of cracking plane and
artificial compliance introduced by interface elements in the FE implementation of cohesive
zone modes are two major problems associated with FE discretization. The aforementioned
methods such as GFEM and XFEM are two implementations of partition of unity methods
(PUM) to alleviate these difficulties by allowing the discontinuities to be mesh independent.
• The domain integral method implemented in this dissertation allows computation of the vec-
torial Jk-integral for viscoelastic materials. The proposed model, equipped with a domain
integral method, can identify rate and temperature dependent crack front conditions at the
onset of crack propagation as well as the direction of crack growth using a reliable energy
based method. This task can be a challenging task especially in 3-D and under multi-axial
stress states which is believed to induce mixed mode cracking. Computation of energy re-
lease rate and direction of crack propagation allows accurately identifying the influence of
near-surface stress conditions.
• Accurate and realistic assessment of the problem for near-surface cracking is also critical
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in development of the appropriate tools to tackle the problem in the field. An experimental
method or a procedure can be developed based on the findings of this study to predict field
performance of mixtures against near-surface cracking whose fundamental mechanism is
quite different than the classical bottom-up fatigue cracking.
1.5 Dissertation Scope
This study evolves around two main tasks proposed in the previous section. First is the devel-
opment of the tools necessary to analyze the near-surface cracking problem. This phase requires
developing new formulations and revisiting the ones existing in literature to extract crack front
parameters such as stress intensity factors or the J-integral. The implementation of these formu-
lations in the GFEM is needed to prepare a tool to study the problem of this dissertation. Second
major branch of this dissertation is the analysis of the near-surface cracking. The problem is ana-
lyzed using various thick flexible pavement structures with cracks at potentially critical locations.
A simplified near-surface fracture tool is developed to assess different cracking mechanisms.
The outline of this dissertation is summarized as follows.
• Chapter 1 presented a brief background of the near-surface cracking problem, objectives
and research methodology followed in this study. The literature for the near-surface crack-
ing problem is reviewed in Chapter 2. The literature review summarizes experimental and
numerical approaches in the literature.
• Chapter 3 describes a brief introduction of the GFEM. A historical development of the
GFEM is revisited. The enrichment strategy of the GFEM is explained with simplified for-
mulations and schematics. A one dimensional example is solved step-by-step to illustrate the
contribution of enrichments to the stiffness matrix and internal force vector. This example
also shows how the GFEM differs from the standard FEM.
• Chapter 4 presents a high-order domain integral method for the computation of the J-integral.
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The domain integral method is used as a post processing technique to compute energy release
rates along curved and straight 3-D crack fronts. The proposed implementation is compatible
with the GFEM and XFEM type of partition of unity based methods. The high-order domain
integral method is formulated based on an approximation of the J-integral using Legendre
polynomials. The example problems are solved following the standard and the high-order
domain integral formulations. Several benchmark problems are analyzed in order to examine
the robustness, accuracy, and convergence of the proposed implementation.
• Chapter 5 presents the extension of the J-integral implementation to the vector Jk-integral.
The formulations and implementation of the Jk-integrals and mode-III (GIII) energy release
rate are discussed. These parameters allow better understanding of crack front direction-
ality, which is not evident from the J-integral implementation. Special emphasis is given
to the integration of additional terms required for the computation of one component of
the Jk-integral (J2-integral). A simple and reliable energy based crack propagation direc-
tion criterion can also be computed based on the outcome of the Jk-integrals. A maximum
energy release criterion for crack growth is presented. The maximum energy release rate
criterion uses the two components of the Jk-integral to compute the magnitude and direction
of maximum energy release rate. The comparison of the MERR criterion to a well known
Schollmann’s criterion is discussed.
• Chapter 6 presents the basic constitutive relationships of viscoelasticity and a viscoelastic
fracture model. The viscoelastic constitutive relationships and an algorithm to implement
viscoelasticity in the GFEM are described in details. A viscoelastic fracture model intro-
duced by Schapery [118, 119] is also revisited. The fracture model originally proposed
by Schapery for viscoelastic materials is based on a generalized J-integral computed as a
contour integral. Schapery’s generalized J-integral can be extended to 3-D domain integral
using the GFEM implementation proposed in this study. The verification of the viscoelastic
fracture model is attained using Laplace transforms.
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• Chapter 7 introduces the development of a 3-D GFEM model for a typical pavement structure
with a relatively thick HMA layer. The objective of the analysis is to identify the extent of
the effects of the tire contact stresses on developing near-surface cracking potential. The
GFEM along with the tools developed in this dissertation is utilized to characterize near-
surface cracking in flexible pavements. Sixty different cases, each containing one crack at
a different location or orientation, are analyzed to assess critical locations for near-surface
cracking.
• Chapter 8 introduces a simplified fatigue fracture tool developed to quantify the near-surface
cracking damage in thick flexible pavements. The model is developed to gain a better insight
to the outcome of the GFEM pavement simulations. Two hypothesis become evident for
crack growth mechanism in the vicinity of tires. Shear crack under compression and tensile
cracks are discussed. The number of years for cracks at varying locations and planes to grow
from 10 to 40 mm in diameter is compared for the three pavement structures. The effect of
base support is also discussed.
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Chapter 2
Literature Review
2.1 Background on the Analysis of Near-Surface Cracking
Problem
2.1.1 Field and Laboratory Studies
Near-surface cracking, also referred as top-down cracking, in flexible pavements is considered
one of the predominant distress types affecting the ride quality as well as the structural integrity of
pavements. As opposed to the classical fatigue cracking in relatively thin flexible pavements where
cracks initiate from the bottom of bituminous layers, near-surface cracks initiate on or near the
surface of flexible pavements. Near-surface cracking has become more common due to the increase
in construction of long-lasting and relatively thick flexible pavements. For these types of pavement
structures, cracking is usually confined to the surface layers. Heavy traffic and thermal loads
are considered as the major source contributing to near-surface cracking in addition to stiffness
gradients due to binder aging, variation in bituminous characteristics between lifts, and bituminous
material segregation.
Many researchers have attempted to identify the causes and mechanisms of near-surface
cracking. The majority of available literature on the subject focuses on field surveys and numerical
studies. However, a few experimental studies have attempted to better understand the mechanisms
of near-surface cracking. In one of these studies, full-scale and small-scale field experiments were
designed to identify the influence of binder aging on top-down cracking in tropical climates [109].
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Some of the cores showing top-down cracks are illustrated in Figure 2.1 [109]. The majority of
cracks observed in the full-scale experiments were initiated from the surface layers of overlays.
Another interesting observation from this study is that the cracks remained at a constant depth
prior to propagating full depth. The hardening of asphalt binder with age was identified as the
major contributor to cracking mechanism.
Figure 2.1: Cores showing top-down cracks (after Rolt [109]).
Uhlmeyer et al. [147] conducted a comprehensive field survey in the state of Washington
to seek traces of surface initiated cracks occurring especially in relatively thick flexible pavements.
Surface initiated cracks were commonly observed in pavement layers typically exceeding 160
mm. Almost one third of the cores obtained from the field exhibited identifiable top-down cracks.
Svasdisant et al. [143] also conducted a field investigation to analyze the roots of surface initiated
cracks in flexible and rubblized pavements. The authors utilized Falling Weight Deflectometer
(FWD) tests and Indirect Tensile Strength (IDT) tests to validate their field observations. Field
cores from eight sections exhibited surface cracks to various degrees. The authors attributed the
mechanism of surface cracking primarily to tensile stresses that might develop outside the wheel
path. According to the authors, thermal effects, binder aging, and construction-related problems
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also played an important role in aggravating the conditions.
Various laboratory tests were also performed to investigate surface initiated cracks. Wang
et al. [153] reported that near-surface cracking initiated at some distance from the surface in both
tensile and shear modes according to the permanent deformation tests using a rolling wheel tests at
60◦C. Figure 2.2 shows some of the cross-sectional images from a test block subjected to rolling
wheel loading. This experimental work was designed to study permanent deformations; however,
the authors used their observations to explain potential mechanisms of near-surface cracking. As
shown with the cross-sectional images, some cracks were observed along the plastic slip lines
due to vertical loads applied on the surface, which indicates shear induced cracks. It can also be
observed that cracks appeared not only in the proximity of loading but also some depth from the
surface. In this study, the authors conclude that top-down cracking would more likely take place
at some distance below pavement surface. They also emphasized that the mechanisms of top-
down cracking was quite complex and micromechanical structure (particle configuration and void
distribution) could play a significant role. Similarly, De Freitas et al. [32] conducted wheel-tracking
experiments at high temperature to investigate near-surface cracking. The authors identified shear
stresses responsible for the initiation of the near-surface cracks. These cracks were also associated
with the excessive permanent deformation under the wheel.
Segregation due to construction-related problems is also considered as one of the major
driving mechanisms of surface initiated cracks [121]. According to the findings of this study,
longitudinal cracks were initiated within heavily or moderately segregated areas. The authors also
identified load induced stresses as a contributing factor for the surface initiated cracks.
2.1.2 Numerical Studies
In addition to experiments and field surveys, various numerical methods have also been em-
ployed to better understand the mechanisms of near-surface cracking. Two-dimensional and three-
dimensional FE models were utilized in conjunction with the linear elastic fracture mechanics
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Figure 2.2: Cross sectional images of a test sample from a large scale rutting test to illustrate
near-surface cracking patterns induced by shear and compressive stresses (after Wang et al. [153]).
theories. Some of these works will be reviewed herein. A 2-D finite element (FE) model coupled
with linear elastic fracture mechanics theory was developed to model the occurrence of longitudi-
nal cracks at several locations on Florida highways [88]. Cracks at various positions with respect
to the loading were inserted into the 2-D FE mesh. According to the results of this study, tensile
stresses developing near the surface and at some distance from the tires are responsible for these
cracks. Crack tip stress conditions resulted in the mode-I type of fracture. Figure 2.3 illustrates
the FE model developed for surface cracks in a conventional flexible pavement structure with 200
mm thick asphalt concrete layer. In another numerical study, De Freitas et al. [32] used a 3-D
FE model of wheel tracking tests and nonlinear viscoelastic material model to assess permanent
deformations and potential cracking locations near the surface at relatively high temperatures.
A top-down fracture model was developed based on the dissipated creep energy ratio (ER)
concept [152]. The authors in this study followed the energy ratio concept originally introduced
in the works of Roque et al. [110, 111]. The ER is defined as the ratio of current dissipated
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Figure 2.3: (a) Finite element model of cracked pavement (200 mm asphalt concrete pavement)
and (b) An illustrative mesh of surface crack mesh (after Myers et al. [88]).
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creep strain energy to that of initial conditions. According to the authors, this ratio did a good
job in distinguishing top-down cracking potential for the mixes evaluated. The components of
energy ratio (ER) concept is illustrated in Figure 2.4 along with some of the cores identified with
top-down cracking. A mechanistic-empirical top-down cracking model was prepared to provide
guidance for pavement engineers in Florida. According to the dissipated energy ratio concept, a
strong correlation exists between the dissipated energy exceeding a certain threshold and crack
occurrence. The ER generally exhibits a decreasing trend and reaches down to a plateau value
indicating formation of a macrocrack where creep dissipation due to microcrack formation ceases.
It has to be noted that layered elastic theories were used to compute stress and strain near the
surface which was also used as an input to the dissipated energy computations.
Kim et al. [62] prepared a viscoelastic and axisymmetric FE model to investigate surface
initiated cracks. The dissipated energy model was also used to predict the extent of top-down crack-
ing under repeated applications of loading at predefined locations. The extent of crack occurrence
and damage was correlated to the amount of dissipated energy reaching a threshold. Figure 2.5
illustrates the pavement structure and its axisymmetric FE model used in this study.
The effects of dual and new generation wide base tire configuration on pavement cracking
and particularly near surface failure were studied by Al-Qadi and his co-workers [2, 50, 51, 151,
157]. Realistic tire contact stresses were used in conjunction with a 3-D dynamic model utilizing
viscoelastic material characteristics. The analysis in these studies addressed the effects of shear
stresses and their significant role on the initiation of surface cracks.
In addition to the FE method, some alternative techniques were also utilized to understand
the mechanisms of this complex problem. Wang et al. [153] preferred a micromechanical approach
to characterize the mixture behavior from a microstructural perspective. Experimental aspects of
this study was discussed in the previous section. The focus of this study was the failure of mixtures
under heavy loads at relatively high temperatures. The micromechanical model developed was
used to validate the findings obtained in laboratory experiments.
The Boundary Element Method (BEM) is another numerical method used to understand the
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Figure 2.4: (a) Field cores indicating top-down cracks and (b) Components of dissipated creep
energy ratio (DSCE) concept (after Wang et al. [152]).
near-surface cracking problem [18, 114]. The Boundary Element Method was chosen to eliminate
meshing in fracture problems. Typical pavement structures were analyzed in the presence of 12.7
mm long surface cracks. The surface cracks are inserted 952.5 mm away from the edge of the tire.
Figure 2.6 illustrates one of the BEM model used in this study. A two-dimensional plane strain
analysis was carried out. The findings from this study demonstrate the influence of tensile stresses
and mode-I type of fracture on the surface.
In a recent study by Roque et al. [112], a top-down cracking model of asphalt concrete
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Figure 2.5: Pavement design parameters and FE model used by Kim et al. [62].
layers was developed and proposed as a tool that can be integrated to the mechanistic-empirical
design guide with further modifications and developments. The study proposed two separate mod-
els for crack initiation and propagation. Crack initiation model was based on the viscoelastic
continuum damage model and dissipated creep strain energy ratio concept as introduced by Roque
et al. [110, 111]. The viscoelastic continuum damage model (VECD) was developed in the works
of Kim et al. [63], Park et al. [98] and further modified by Chehab and Kim [25], Chehab et al.
[26]. Crack initiation model is composed of several sub-models considering aging, healing, and
viscoplasticity. The primary objective of crack initiation model was to predict time and location of
cracks. The parameters and outcome of the crack initiation module was transferred to the so-called
hot-mix asphalt fracture model (HMA-FM). This module was used to compute crack growth based
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Figure 2.6: Pavement sections analyzed using the Boundary Element Method (BEM) (after Sang-
petngam et al. [114]).
on cyclic thermal and traffic loads.
The analysis engine of the crack initiation and fracture modules were different in HMA-
FM module. Crack initiation predictions were performed using FE method supported by the sub-
models developed in that study such as viscoelastoplastic damage, aging, and healing. The module
took traffic and thermal conditions as input and predicts critical stresses and finally time and loca-
tion of crack initiation. On the other hand, HMA-FM relied on the BEM fracture model developed
for asphalt concrete in the works of Birgisson et al. [18] and Sangpetngam et al. [114].
Roque et al. [112] proposed two major mechanisms for the initiation and development of
top-down cracks. Figure 2.7 illustrates these two mechanisms. First mechanism was related to
bending induced surface tension sufficiently away from the tire. This was believed to be the major
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mechanism governing top-down cracking in asphalt concrete layers of thin to medium thickness.
The second one was the so-called near-tire mechanism associated with the shear-induced stresses,
which explains crack initiation in thicker asphalt concrete layers. However, the study did not
develop a model to predict crack propagation induced by the near-tire mechanism.
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Figure 2.7: Two major top-down cracking mechanisms proposed by Roque et al. [112].
2.2 Summary and Remarks
Analyzing near-surface cracking and understanding its real mechanisms pose significant challenges
to researchers. The major challenges associated with the near-surface cracking problem in pave-
ments can be summarized as follows:
• Tire-pavement contact stresses are generally non-uniform and can generate complex stress
states in the vicinity of tires on the pavement surface. This makes the problem quite complex
to analyze with the available tools;
• Complex stress states in the proximity of tires determines the conditions for both the onset of
crack growth and the direction of crack propagation. The main focus of the studies surveyed
focuses on tensile fracture which may initiate away from the tires. The conditions in the
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proximity of tires might lead to shear induced mechanism which is neglected in all of the
studies;
• Two dimensional plane strain analysis might fail to portrait the conditions for crack initiation
where 3-D contact stresses can not be easily simplified to 2-D assumptions;
• Stiffness gradients within the pavement in addition to potential inhomogeneities due to ma-
terial composition and construction related problems can aggravate conditions for cracking.
In order to accurately identify the damage mechanisms of near-surface cracking consid-
ering the factors listed above, a method that can predict crack initiation and growth in arbitrary
orientations is needed. It is very likely that crack front conditions determined by multi-axial stress
state may induce mixed mode of cracking. Therefore, pure tensile failure theory usually employed
for the bottom-up fatigue cracking considering only mode-I cracking ignores the failure potential
in other modes of cracking and 3-D effects at the crack front. Multi-axial stresses in the proximity
of tires also renders the near-surface cracking problem difficult since the orientation for the onset
of crack growth and direction of crack propagation can not be known a-priori.
The numerical methods employed in the literature was far from accurate and efficient in
predicting crack initiation and growth in such a problem cracking and damage mechanisms are
governed by multi-axial stress states. Therefore, there is a need for an alternative approach that
can accurately and effectively consider mixed mode of cracking. Three-dimensional analysis with
realistic tire configuration and contact stresses is also essential to capture the effects generated by
traffic loading.
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Chapter 3
An Introduction to the Generalized Finite
Element Method
3.1 Introduction
Interface elements within the concept of the finite element (FE) method have been commonly
used in modeling of geometrical discontinuities that can exist in a variety of structures such as
pavements, foundations, and buildings. Interface elements were incorporated into FE computations
to capture displacement jumps at the discontinuities. These elements have first been introduced by
Hohberg [58], Mahtab and Goodman [77], Zienkiewicz et al. [163] to describe the load transfer
in rock joints with a linear Mohr-Coulomb friction model and plasticity. Later, similar interface
elements and models were incorporated in the finite element method for the numerical treatment
of soil-structure interactions [33, 34], delamination in composite structures [3–5, 23, 24], and
fracture in quasi-brittle materials [21, 136]. The interface element technology is usually coupled
with cohesive zone models [94, 134, 156] to model crack growth in fracture problems.
Displacement jumps due to geometrical or material discontinuities are often described by
the relative displacements of a set of double node inserted in a FE mesh. The double node set con-
stitutes zero-thickness interface elements. In the solution of fracture and delamination problems,
these elements have to be inserted at interelement boundaries. Interface elements have their own
compliance (usually referred as artificial compliance), which in turn alter the stiffness of the bulk
structure. In order to use cohesive elements, a priori information for the crack propagation path is
needed. This information is usually available for the delamination problems where the interface
in a composite structure is known. However, crack propagation path is not always available for
problems with complex geometries and loading conditions. In this case, cohesive zone elements
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are usually inserted along a large number of element boundaries, which can alter the compliance of
the structure significantly. For example, cohesive element approach is certainly prohibitive for the
analysis of near-surface cracking due to unpredictable nature of crack initiation and propagation.
In addition to the artificial compliance problem of the interface elements, mesh design is also a
very labor intensive task especially for 3-D fracture problems.
An alternative approach employs the partition of unity property of FE shape functions to
represent discontinuities. The Generalized Finite Element Method (GFEM) and the extended Finite
Element Method (XFEM) are promising candidates to overcome mesh design and computational
issues of the standard FE method for the problems with discontinuities such as cracks, material
interfaces etc. These methods are instances of the partition of unity method [7, 9, 37, 39–41, 80,
92]. They overcome several mesh design and computational issues of the FEM especially for the
problems with discontinuities such as cracks, material interfaces etc. Early developments of the
GFEM and its implementation for solving 3-D elasticity problems can be found in the works of
Duarte et al. [44, 45]. Recent reviews of Generalized/eXtended FEMs along with a brief history
on their development can be found in [17, 54].
Within this approach, the standard approximation functions are enriched locally with spe-
cial functions, also referred as enrichment functions, representing the local behavior of the solution.
The key difference between standard FE and GFEM/XFEM type of methods is the possibility of ar-
bitrarily locating the discontinuity within the domain of the problem. This difference is illustrated
in a schematic shown in Figure 3.1.
The GFEM/XFEM type of methods brings great freedom for the selection of customized
enrichment functions representing various local features. The customized enrichment functions
can be used to model cracks [36, 45, 83, 91, 139] and edge singularities [44]. In addition, the
theory and the data structure behind the XFEM/GFEM also lends itself naturally to multi-scale
applications since local approximations can be used to enhance the solution at the global scale.
Some of the examples of customized enrichment functions to bridge the scale between local and
global scale are used to model voids, inclusions [138, 140], and microstructure [130, 141]. The
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Interface elements
Discontinuity
Figure 3.1: A schematic of finite element mesh with a discontinuity represented by (a) interface
elements (b) discontinuity enrichments.
GFEM has recently been extended to a global-local approach [60, 61], where the global problem
uses local solutions as customized enrichment functions.
This chapter is organized as follows. A brief overview of the GFEM is presented with
some theoretical aspects of the method. Different enrichment functions corresponding to fracture
problems are also described. Governing equations and GFEM discretization are also discussed
along with an illustrative one-dimensional example. The example problem involves a 1-D bar with
a discontinuity. The problem is solved using a standard FE approach with interface elements and
the GFEM using enrichment functions.
3.2 GFEM-A Brief Overview
The generalized FEM [44, 137] is a special case of the partition of unity (PoU) methods [7, 9, 37,
39–41, 80, 92]. Some meshless or meshfree methods [42, 43, 93] are also from the same family of
partition of unity based methods. A partition of unity based approximation of a scalar displacement
field u(x) can be expressed with partition of unity shape functions and local approximations as
follows:
uh(x) =
N
∑
α=1
ϕα(x)uhα(x) (3.1)
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where ϕα constitute a partition of unity (∑Nα=1 ϕα(x) = 1 for all x in the domain of analysis Ω),
α is a node in the finite element mesh and uhα(x), α = 1, . . . ,N, are local approximations. In
the GFEM, the partition of unity is provided by low order Lagrangian shape functions. A local
approximation uhα(x) is given by the following:
uhα(x) =
DL∑
i=1
aαiLαi(x) (no summation on α) (3.2)
where aiα and Liα , i = 1, . . . ,DL, are nodal coefficients and enrichment functions, respectively.
The function uhα(x) is a local approximation of the field u(x) defined on the support of partition of
unity function ϕα . This support (also called a cloud), ωα , denotes a subdomain where the partition
of unity function for an arbitrary node α is nonzero. Local approximations belong to the local
spaces defined in the following:
χα(ωα) = span{Lαi(x)}DLi=1 (3.3)
Readers are referred to [8, 42–44, 81, 93] for the details on the theoretical aspects of GFE approx-
imations.
The enrichment functions are selected such that:
Lα1 = 1 (3.4)
The partition of unity approximation defined in Equation 3.1 can be rewritten using the local ap-
proximation given by Equation 3.2 in the following form:
uh(x) =
N
∑
α=1
ϕα(x)
DL∑
i=1
aαiLiα(x) =
N
∑
α=1
DL∑
i=1
aαiφαi(x) (3.5)
where φα(x) are called GFE functions and it is defined by the product of the partition of unity and
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local enrichment functions as follows:
φαi(x) = ϕα(x)Lαi(x) (no summation on α) (3.6)
The partition of unity functions in Equation 3.6 (ϕα , α = 1, ...,N) in the current implementation
of the GFEM are linear Lagrangian FE shape functions. Some other examples of partition of unity
functions are functions derived from moving least squares methods and Shepard functions [43] as
they are used in meshless methods.
The GFEM approximation with the help of the property of enrichment functions introduced
by Equation 3.4 can be rewritten as follows:
uh(x) =
N
∑
α=1
DL∑
i=1
aαiφαi(x) =
N
∑
α=1
DL∑
i=1
aαiϕα(x)Lαi(x)
=
N
∑
α=1
ϕα(x)
[
a1α +
DL∑
i=2
aαiLαi(x)
]
=
N
∑
α=1
aα1ϕα(x)︸ ︷︷ ︸
standard terms
+
N
∑
α=1
DL∑
i=1
aαiϕα(x)Lαi(x)︸ ︷︷ ︸
enrichments
(3.7)
where first and second terms in above decomposition denote regular and enriched approximations,
respectively. In the absence of enrichments (no contribution from the second term), the GFE shape
functions reduces to the standard FEM shape functions.
3.3 Enrichment Functions
The selection of enrichment functions for a particular local space depends on the displacement
field over this local domain. Strong displacement gradients, discontinuities, and crack tip singular
fields that would otherwise be poorly approximated by smooth functions can be represented by
these local enrichment functions to improve accuracy of approximation of the global displacement
field u(x). This displacement field can be decomposed into components to represent local and
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global behavior independently. Global behavior can be represented by a continuous function.
On the other hand, specifically for fracture problems, local displacement field are composed of
two separate local fields representing crack tip singularity and discontinuity due to crack surfaces.
Therefore, one can select approximation functions based on a priori knowledge of the displacement
field and the crack surface geometry. The GFEM can utilize singular type of crack tip solution as
enrichment functions at the crack front and step functions to discretize crack surfaces. High-order
polynomials can also be used as enrichment functions to improve the accuracy of the displacement
field. Details of special enrichment functions and enrichment strategy used in the GFEM can be
found elsewhere [44, 46, 104, 105].
Figure 3.2 illustrates the GFEM enrichment concept in a one dimensional (1-D) discretiza-
tion of a bar. The displacement field, which is going to be approximated using the GFEM, might
be a function with strong gradients, kinks, or a jump. Each of these local features may have a
physical correspondence. For example, crack tip singularity or localized load sources can gener-
ate such a displacement field. Displacement jumps may occur in the presence of a crack in the
domain. On the other hand, kinks may be corresponding to material interfaces. There are several
ways to approximate these types of local effects in the displacement field which would otherwise
be smooth and continuous. The FE method utilizes a piecewise smooth (C∞ within the elements)
approximation of the displacement field. Therefore, the only way to represent such local effects
in a standard FEM is to match element boundaries with interfaces or cracks and use very refined
meshes. In the case of strong gradients, very small elements are required. In addition, a priori
knowledge of local discontinuities is required to design a mesh accordingly.
In order to illustrate the use of enrichment functions for fracture problems, a domain Ω cut
by a discontinuity is depicted in Figure 3.3. The domain boundary (∂Ω) is subdivided in Γu, Γt ,
and Γc, representing displacement boundary, traction boundary, and crack surface, respectively.
The elasticity solution to such a problem cut by a discontinuity may be written as follows:
u(x, t) = uˆ(x, t)+ ˜u˜(x, t)+ u˘(x, t) (3.8)
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Figure 3.2: One dimensional representation of partition of unity shape functions and various local
approximations.
Figure 3.3: A schematic of a boundary value problem crossed by a discontinuity.
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uˆ is a continous function, ˜u˜ is a non-singular discontinous function (representing displacement
field across the crack surface), and u˘ is a singular discontinous function representing crack tip
displacement field. If there is a priori knowledge about the solution across the crack surface and
crack tip, this information can be used to select enrichment functions.
According to the displacement field anticipated for such a problem illustrated in Figure 3.3,
polynomial, discontinuous, and singular near-tip enrichment functions can be used as enrichment
functions. These enrichment functions will be described next.
3.3.1 Enrichments for a Continous Function
Let ωα denotes a subdomain of Ω such that the solution u is continous over it. Figure 3.4 illustrates
such a subdomain where the solution can be continous in a body crossed by a discontinuity. A local
approximation, uˆhα , of u over ωα for a node α can be written as follows:
uˆhα(x) =
ˆDL∑
i=1
aˆαi ˆLαi(x) (no summation on α) (3.9)
ˆDL is the dimension of the set of nodal polynomial enrichments applied to node α .
This type of enrichment functions are used to improve the accuracy of the approximation
everywhere in the domain or in selected nodes. For example, the GFE shape functions for tetrahe-
dral elements at a node α with polynomial enrichments are as follows:
{
ˆLαi
} ˆDL
i=1 =
{
1,
x− xα
hα
,
y− yα
hα
,
z− zα
hα
,
(x− xα)2
h2α
, · · ·
}
(3.10)
The corresponding GFE shape functions, ˆφαi, with polynomial enrichments are a follows:
ˆφαi = ϕα ˆLαi i = 1, · · · , ˆDL (3.11)
Therefore, a partition of unity based approximation of the displacement field, u, with the GFE
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shape functions described above (recalling the form of approximation introduced in Equation 3.7)
can be rewritten in the following form:
uh(x) =
N
∑
α=1
a1αϕα(x)+
N
∑
α=1
ˆDL∑
i=2
aˆαiϕα(x) ˆLαi(x) (3.12)
Polynomial enrichment
Standard nodes
Figure 3.4: Nodes affected by polynomial enrichments in a boundary value problem crossed by a
crack.
As it can be seen from the above equation, enrichment functions can be added hierarchically
to any node α in the domain. In this case, if ˆDL ≥ 2 in the entire domain, all of the nodes in
the domain will be enriched by the polynomial functions described in Equation 3.10. A smaller
domain of interest can also be chosen to apply enrichments as illustrated by the schematic in Figure
3.4. This results in high-order approximation of the displacement field u at the nodal supports of
enriched nodes only. In contrast, such high-order approximations can be considered analogous
to the high-order elements in standard FE method (e.g. 10-node tetrahedral, 27-node hexahedral
etc.) without any changes in the element node numbering. High-order approximation in the GFEM
can be achieved by adding enrichments to the parent element (i.e. a 4-node tetrahedral or 8-node
hexahedral) hierarchically.
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3.3.2 Enrichments for a Discontinous Function
A crack surface as shown in Figure 3.3 subdivides the domain into two subdomains, Ω+ and Ω−.
The displacement field considering the jumps across the crack surface (over the support of a set of
nodes J ) can be decomposed as follows:
uh(x, t) = uˆ(x, t)+ ˜u˜(x, t) = uˆ(x, t)+H u˜(x, t) if x /∈ Γc (3.13)
where uˆ and u˜ are continous functions on Ω, H is the Heaviside function centered at the discon-
tinuity surface Γc such that
H (x) =


1 if x ∈Ω+
0 if x ∈Ω−
(3.14)
A local approximation, uhα(x) of the displacement field, u, representing continous and disconti-
nous parts over the support of a node, ωα where α ∈J can be written as follows:
uhα(x) = uˆhα(x)+H u˜hα(x)
=
ˆDL∑
i=1
aˆαi ˆLαi(x)+
˜DL∑
i=1
a˜αiH ˆLαi(x) (no summation on α)
(3.15)
where uˆhα and u˜hα are local approximations of uˆ and u˜, respectively. ˆLiα is the set of continous
polynomial enrichment functions as described in Equation 3.10.
Based on the above description, the corresponding GFE shape functions, ˜φαi, for a discon-
tinous field is given by the following:
˜φiα = H ϕα ˆLαi i = 1, · · · , ˜DL (3.16)
The enrichment functions, ˆLαi, for a continous field was already defined in Equation 3.10. There-
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fore, the set of GFE shape functions, ˜φαi, for the nodes belonging to the set J , is given by
{
ˆφαi
} ˆDL
i=1∪
{
˜φαi
}
˜DL
i=1 =
ϕα ×
{
1,H , x− xα
hα
,
y− yα
hα
,
z− zα
hα
,H
x− xα
hα
,H
y− yα
hα
,H
z− zα
hα
, · · ·
} (3.17)
Similarly, a partition of unity based approximation of the displacement field, u, with the discon-
tinous GFE shape functions described above (recalling the form of approximation introduced in
Equation 3.7) as follows:
uh(x) =
N
∑
α=1
a1αϕα(x)︸ ︷︷ ︸
standard
+
N
∑
α=1
ˆDL∑
i=2
aˆαiϕα(x) ˆLαi(x)︸ ︷︷ ︸
enriched continous
+
N
∑
α=1
˜DL∑
i=2
a˜αiH ϕα(x) ˆLαi(x)︸ ︷︷ ︸
discontinous
(3.18)
Discontinuous enrichment
Standard nodes
Figure 3.5: Nodes affected by discontinous enrichments across the crack surface.
So far, we have introduced the enrichment functions for the cases with continous and dis-
continous fields. As shown with the GFE shape functions, enrichments are added to the standard
FE shape functions hierarchically.
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Discontinuous enrichment
Standard DOF
Crack-tip enrichment
Figure 3.6: Nodes affected by crack tip enrichments.
3.3.3 Near-tip Enrichments
Enrichments across a crack surface and elsewhere in the domain except for the crack fronts have
been considered in the previous sections. In the case of the crack front displacement fields, a
special type of enrichment functions is required due to stress singularities at the tip of the crack.
Crack front singularity in the case of elasticity problems can be addressed by proper enrichment
functions. The asymptotic expansions of the 2-D elasticity solution are usually used as enrichment
functions in the GFEM/XFEM type of methods [16, 44, 104]. However, it is also important to
note that crack tip solution is not exactly known for 3-D fracture problems. Nevertheless, 2-D
expansions of the elasticity solution may still provide reasonable accuracy for the crack front fields
in 3-D when they are used with sufficient mesh refinement. There are also some cases where
there is no available analytical solution at the crack fronts (e.g elastic-plastic fracture). Different
enrichment functions should be used in those cases.
Let us consider the crack front region as shown in Figure 3.6. The set of nodes that intersect
the crack front are defined by the set K .
A local approximation, u˘hα(x) of the displacement field, u, over the support of a node, ωα
where α ∈K can be written as follows [44, 45, 104]:
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u˘h(x) =
2
∑
i=1


a˘
ξ
αi
˘Lξαi
a˘
η
αi
˘Lηαi
a˘
ζ
αi
˘Lζαi

 (3.19)
where ξ , η , and ζ are directions in crack front Cartesian coordinate system and r and θ are polar
coordinates. The coefficient given in the equation above (a˘ξiα , a˘ηiα , and a˘ζiα) represent degrees of
freedom in the crack front coordinate system. Based on this description and the terms in asymptotic
expansion of elasticity solution, the enrichment functions are given by Duarte et al. [44, 45] and
Pereira et al. [104] as follows:
˘Lξα1(r,θ) =
√
r
[
(κ − 1
2
)cos
θ
2
− 1
2
cos
3θ
2
]
˘Lηα1(r,θ) =
√
r
[
(κ +
1
2
)sin θ
2
− 1
2
sin 3θ
2
]
˘Lζα1(r,θ) =
√
r sin θ
2
˘Lξα2(r,θ) =
√
r
[
(κ +
3
2
)sin θ
2
+
1
2
sin 3θ
2
]
˘Lηα2(r,θ) =
√
r
[
(κ − 3
2
)cos
θ
2
+
1
2
cos
3θ
2
]
˘Lζα2(r,θ) =
√
r sin 3θ
2
(3.20)
where κ is the Kolosov constant.
Based on the enrichment functions defined above, the GFE shape functions for a node
α ∈K become as follows:
ϕα ×
{
1, ˘Lxα1, ˘Lxα1
}
ϕα ×
{
1, ˘Lyα1, ˘L
y
α1
}
ϕα ×
{
1, ˘Lzα1, ˘L
z
α1
} (3.21)
The above shape functions are defined separately for the global x, y, and z directions. This requires
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transformation of the enrichment functions defined in Equation 3.20 to the global coordinate sys-
tem defined by (x,y,z). Details of this procedure is described by Duarte et al. [44].
For a node α ∈ K , continous and singular type of enrichments is normally used. In this
case, the partition of unity based approximation of the displacement field, u, with continous and
singular GFE shape functions (recalling the form of approximation introduced in Equation 3.7) is
as follows:
uh(x) =
N
∑
α=1
a1αϕα(x)︸ ︷︷ ︸
standard
+
N
∑
α=1
ˆDL∑
i=2
aˆαiϕα(x) ˆLαi(x)︸ ︷︷ ︸
enriched continous
+
N
∑
α=1
2
∑
i=1
ϕα(x)


a˘
ξ
αi
˘Lξαi
a˘
η
αi
˘Lηαi
a˘
ζ
αi
˘Lζαi


︸ ︷︷ ︸
singular
(3.22)
3.4 GFEM Computations
In order to have a better understanding of some of the computational features of the GFEM, the
approximations and enrichment functions discussed in the previous sections are presented in a
slightly different way. This can also help identify the key differences between standard FE and
the GFEM. The GFEM approximations for a displacement field (or a vector field, in general)
introduced in Equation 3.5 can be rewritten in the following form:
uh(x) =


uh
vh
wh

=
N
∑
α=1
DL∑
i=1


φαi(x) 0 0
0 φαi(x) 0
0 0 φαi(x)




uαi
vαi
wαi

 (3.23)
where u, v, and w are the three components of displacement vector at a point x in a FE domain.
Above relationship can further be expanded as shown in Equation 3.24. If there is no enrichments
for any of the nodes, then the GFE approximation reduces to the standard FE approximation (cf.
Equation 3.25).
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

uh
vh
wh

=

φ11 0 0 · · · φ1DL 0 0 φ21 0 0 · · · φ2DL 0 0 · · · φN1 0 0 · · · φNDL 0 00 φ11 0 · · · 0 φ1DL 0 0 φ21 0 · · · 0 φ2DL 0 · · · 0 φN1 0 · · · 0 φNDL 0
0 0 φ11 · · · 0 0 φ1DL 0 0 φ21 · · · 0 0 φ2DL · · · 0 0 φN1 · · · 0 0 φNDL


︸ ︷︷ ︸
φ


u11
v11
w11
.
.
.
u1DL
v1DL
w1DL
.
.
.
uN1
vN1
wN1
.
.
.
uNDL
vNDL
wNDL


︸ ︷︷ ︸
u
(3.24)


uh
vh
wh

=

φ11 0 0 φ21 0 0 · · · φN1 0 00 φ11 0 0 φ21 0 · · · 0 φN1 0
0 0 φ11 0 0 φ21 · · · 0 0 φN1




u11
v11
w11
.
.
.
uN1
vN1
wN1


(3.25)
u = φ u (3.26)
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3.5 Governing Equations
We recall the governing equations for a body cut by a discontinuity such as shown in Figure 3.4.
The equilibrium equations and boundary conditions for the body, Ω, can be summarized by the
following (in the absence of body forces):
∇ ·σ = 0 in Ω
σ n = t in Γt
u = u in Γu
σ nd = ˜t in Γc
(3.27)
where Γt is the traction boundary, Γu is the displacement boundary, Γc is the discontinuity surfaces,
∂Ω = Γt ∪Γu ∪Γc, σ is the Cauchy stress tensor, n is the outward normal vector, nd is the unit
normal vector on Γc, u and t are prescribed displacement and tractions, respectively, ˜t are tractions
at the discontinuity surfaces. In general for fracture problems, crack surfaces are traction free,
therefore, this term reduces to zero.
Stress-strain and strain-displacement relationships are given by the following form:
σ = Dε
ε = Lu
(3.28)
where D is the elasticity matrix, L is a gradient operator.
A definition for the space of displacement fields (trial functions) and test functions for FE
type of methods is required. Let the space of kinematically admissible displacement field meeting
the restrictions of the essential boundary conditions, u be as follows:
˜E(Ω) = {u|u ∈ E(Ω),u = u on Γu} (3.29)
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where E(Ω) defines an energy space where a finite strain energy exists. This condition is achieved
by using functions that possesses square integrable generalized derivatives through order 1. These
functions are also known as H1-functions (belonging to Hilbert space) and guarantees finite strain
energy. The reason for choosing space for only the first derivatives will be understood clearly when
we arrive at the final form of the weak formulations.
Similarly, an admissible field for the test function space (often referred by w, v, or δu in
FE literature) is given by the same energy space but with proper restrictions for essential boundary
conditions
˘E(Ω) = {w|w ∈ E(Ω),w = 0 on Γu} (3.30)
After standard manipulations, the bilinear weak form of the governing equations is obtained in the
following form:
Find u ∈ ˜E(Ω) such that
B(u,w) = L(w) ∀ and w ∈ ˘E(Ω)
(3.31)
where
B(u,w) =
∫
Ω
ε T (w)Dε (u)dΩ
L(w) =
∫
Γt
wT tdΓ+
∫
Γc
wT ˜tdΓ
(3.32)
Discretized form of the weak formulation is obtained using the approximation of displacement
(uh = φ u) and test functions (wh = φ w). Using the strain-displacement relationship introduced in
Equation 3.28, discretized form of strains can be written in the following form:
ε (uh) = Luh = Lφ u = Bu
ε (wh) = Lwh = LφW = Bw
(3.33)
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In the above equation, B is a matrix containing the derivatives of the shape functions, u are coeffi-
cients of the solution, and w coefficients of arbitrary virtual displacement field.
The discretized form of weak formulations is obtained by using the relationships introduced
in Equation 3.33 as follows:
B(uh,wh) = wT
∫
Ω
BT DBdΩ︸ ︷︷ ︸
K
c
L(wh) = wT
∫
Γt
φ T tdΓ︸ ︷︷ ︸
F t
+wT
∫
Γc
φ T ˜tdΓ︸ ︷︷ ︸
F c
(3.34)
We can also describe the tractions at the discontinuity using a traction-displacement law as follows:
˜t = Dint [[u]] = Dintφ u |Γc (3.35)
It should also be noted that φ and u contains the terms from the enriched nodes representing crack
surface discontinuity (e.g. shown by discontinous part of Equation 3.18. Then, we can express the
discretized form of each component of the weak formulation as follows:
K =
∫
Ω
BT DBdΩ stiffness matrix
F c =
∫
Γc
φ T Dintφ dΓ interface force vector
F t =
∫
Γt
φ T tdΓ external force vector
(3.36)
3.6 A Minimal One Dimensional Example
A one-dimensional example is solved to illustrate some of the computational issues related to
the GFEM type of methods and emphasize the differences as compared to the conventional FE
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Figure 3.7: (a) Geometry and boundary conditions for the 1-D tension test (b) FE discretization
with an interface element representing spring (c) GFEM discretization illustrating enriched nodes
with white circles.
approach. Figure 3.7 depicts a 1-D bar under tension, which was also used by Simone [129].
The bar has a discontinuity supported by a spring in the middle of the bar (Γc). The spring is
represented by both an interface element to illustrate the FE approach and enrichment functions
to illustrate the GFEM approach, separately in the same figure. The discontinuity is placed in the
middle of the bar (x = L). Therefore, the domain of the bar is subdivided into Ω+ (0 ≤ x≤ L) and
Ω− (L ≤ x ≤ 2L).
3.6.1 Finite Element Solution with Interface Elements
The stiffness matrix of a 1-D bar element of length L is given by the following form:
K =
EA
L

 1 −1
−1 1

 (3.37)
where E is the modulus, A is the area of the cross-section of the bar, and L is the length of the bar.
Zero thickness interface element inserted between nodes 2 and 3 is also similar to the 1-D
bar element except with a spring coefficient d. Therefore, global stiffness matrix of the problem
can be obtained by assembling element stiffness matrices (elements 1 and 2) in addition to the
interface (spring) element in the middle. The system of equilibrium equation becomes as follows:
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

EA
L −EAL 0 0
−EAL EAL +d −d 0
0 −d EAL +d −EAL
0 0 −EAL EAL




a1
a2
a3
a4


=


0
0
0
P


(3.38)
which yields


a1
a2
a3
a4


=


0
PL
EA
PL
EA +
P
d
2PL
EA +
P
d


(3.39)
3.6.2 GFEM Solution with Discontinuity Enrichments
Discretization of the 1-D bar with enrichments is given in Figure 3.8. The node set, J = {2,3},
is enriched by the step function defined by H = 1 i f x ∈ Ω+ and H = 0 i f x ∈ Ω−.
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Figure 3.8: GFEM elements illustrating enriched and standard nodes at each element.
Based on the GFE approximation given in Equation 3.23, the displacement field over the
bar, 0 ≤ x≤ 2L, with enrichment functions can be written as follows:
uh(x) =
N
∑
α=1
DL∑
i=1
φαiaαi (3.40)
40
If we choose ˜DL = 2 for the nodes with discontinuity enrichment, the GFE shape functions for
each node are given as follows:
{φ1i}DL=1i = ϕ1×{1}
{φ2i} ˜DL=2i = ϕ2×{1,H }
{φ3i} ˜DL=2i = ϕ3×{1,H }
{φ4i}DL=1i = ϕ4×{1}
(3.41)
Based on the shape functions for each node defined above, Equation 3.40 can be rewritten to
decompose continous and discontinous part of the solution.
uh(x) =
[
φ11 φ21 φ22 φ31 φ32 φ41
]


a11
a21
a˜22
a31
a˜32
a41


=
N
∑
α=1
ϕαaα1︸ ︷︷ ︸
continous
+ ∑
α∈J
DL∑
i=2
ϕαH a˜αi︸ ︷︷ ︸
discontinous
(3.42)
where the index set J = {2,3}.
The continous part of the above approximation is same as the standard FE approximation
built by partition of unity functions such as Lagrangian family of functions that will results in
stiffness such as given in Equation 3.37. The assembly of element and global stiffness matrices
will be described next.
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Stiffness Matrix for Element 1
This element has two nodes in the parent element. Node 2 is enriched with the step function since
this element is within the support of node 2.
φ =
[
φ11 φ21 φ22
]
(3.43)
where φ11 = 1−ξ2 , φ21 = 1+ξ2 , φ22 = 1+ξ2 H , and H = 1 in this element.
K1 =
∫ 1
−1
(BT J−1)D(BJ−1)Jdξ
=
2EA
L


1 −1 −1
−1 1 1
−1 1 1


(3.44)
where B = Lφ and L = ∂∂x , and J = L4 for this element.
Stiffness Matrix for Element 2
The GFE shape functions for this element is given as follows:
φ =
[
φ21 φ22 φ31 φ32
]
(3.45)
where φ21 = 1−ξ2 , φ22 = 1+ξ2 H , φ31 = 1+ξ2 , φ32 = 1+ξ2 H , H = 1 in Ω+, and H = 0 in Ω− in
this element. Computation of stiffness matrix for this element is as follows:
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K2 =
∫ 1
−1
(BT J−1)D(BJ−1)Jdξ
=


EA
L
EA
2L −EAL −EA2L
EA
2L
EA
2L −EA2L −EA2L
−EAL −EA2L EAL EA2L
−EA2L −EA2L EA2L EA2L


(3.46)
The contribution of tractions at the discontinuity need also to be considered. According to the
discretized form of weak formulations introduced in Equation 3.36, interface stiffness matrix can
be calculated as follows (considering spring stiffness Dint = d):
K int =
∫
Γc
φ T d φ dΓ = [φ T d φ ] |ξ=0
=
d
4

1 1
1 1

 (3.47)
where φ =
[
φ22 φ32
]
representing the shape functions associated with the discontinous part of
the displacement field as shown in Equation 3.42. Stiffness matrix for this element with the con-
tribution of spring interfaces is as follows:
K2 =


EA
L
EA
2L −EAL −EA2L
EA
2L
EA
2L +
d
4 −EA2L −EA2L + d4
−EAL −EA2L EAL EA2L
−EA2L −EA2L + d4 EA2L EA2L + d4


(3.48)
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Stiffness Matrix for Element 3
The stiffness matrix for element 3 is similar to the element 1. The GFE shape functions based on
the degrees of freedom assigned to this element as shown in Figure 3.8 are as follows:
φ =
[
φ31 φ32 φ41
]
(3.49)
where φ31 = 1−ξ2 , φ32 = 1−ξ2 H , φ41 = 1+ξ2 , and H = 0 in this element. This element’s contribu-
tion to the stiffness matrix is limited only two nodal degrees of freedom. Therefore, corresponding
stiffness matrix for this element is same as 1-D bar element.
Assembly and Solution
Global stiffness matrix and system of equations for the 1-D bar with contributions from each
element is shown in the following form:


2EA
L −2EAL −2EAL 0 0 0
−2EAL 3EAL 5EA2L −EAL −EA2L 0
−2EAL 5EA2L 5EA2L + d4 −EA2L −EA2L + d4 0
0 −EAL −EA2L 3EAL EA2L −2EAL
0 −EA2L −EA2L + d4 EA2L EA2L + d4 0
0 0 0 −2EAL 0 −2EAL




u11
u21
u22
u31
u32
u41


=


0
0
0
0
0
P


(3.50)
which yields the solution as follows:
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

u11
u21
u22
u31
u32
u41


=


0
PL
2EA +
P
d
−Pd
3PL
2EA +
P
d
−Pd
2PL
2EA +
P
d


(3.51)
Figure 3.9 demonstrates the solution of the problem with a comparison of the GFEM and FEM
methods. As shown in the figure, both approaches can capture the discontinuity in the middle of
the bar. However, the FE discretization required matching element boundaries and inserting an
interface element to achieve the solution. On the other hand, the GFEM solution demonstrates that
a discontinuity can be inserted anywhere in the mesh.
L/2 L
spring
L/2
1 2 3 4
FEM w/ interface els
GFEM
u
Figure 3.9: Comparison of the solution obtained using interface elements and GFEM.
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Chapter 4
Domain Integral Formulations and
Implementation in the Generalized Finite
Element Method
4.1 Introduction
The evaluation of accurate fracture parameters in complex three dimensional problems remains
a significant challenge in the area of computational fracture mechanics. Stress intensity factors
(SIF’s) and the energy release rate are among key fracture parameters. Contour and domain in-
tegral methods emerged as viable approaches for the determination of these parameters. The
J-integral is among the most commonly used fracture parameter and was introduced as a path
independent integral by Rice [108] to analyze crack tip strain fields in the context of nonlinear
elasticity. The computation of the energy release rate or the J-integral using surface or volume
domains was initially introduced and employed in the works of Shih et al. [124], Moran and Shih
[84], and Li et al. [69]. The domain integral method yields pointwise values of the energy release
rate along a three dimensional (3-D) planar or non-planar crack front. It is commonly formulated
using a weighted mean of the J-integral within each extraction domain along a 3-D crack front.
This assumption facilitates the numerical implementation and is acceptable when extraction do-
mains are sufficiently small along the crack front. This approach was successfully implemented in
the context of the finite element method (FEM) and adopted by many commercial finite element
(FE) packages. Although not a mathematical requirement, FE implementations are usually done
with the aid of structured meshes of crack front elements. Rings of elements mesh cylindrical
domains used in the J-integral calculations. There are, however, some examples in the literature of
implementations geared towards unstructured FE meshes [22, 89].
The use of domain integral approaches within recently emerged numerical methods such
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as the Generalized or eXtended Finite Element Method (G/XFEM) poses significant challenges to
the numerical implementation especially in three dimensional problems. A detailed review of the
GFEM was given in Chapter 3. Generalized/eXtended FEMs along with a brief history on their
development can be found in [17, 54]. Three-dimensional stress intensity factor and energy release
rate computations in the XFEM were performed using a domain integral approach as introduced
by Sukumar et al. [139] and Moe¨s et al. [83]. The implementation of domain integrals in the
XFEM, however, differs from the standard FEM on the setup of extraction domains. An alternative
approach was followed in these works. A grid of hexahedral integration elements independent from
the finite element mesh was used to define the extraction domains and to compute energy release
rates. The integrand of the domain integrals contains derivatives of the numerical solution and are
thus discontinuous across computational element boundaries. Therefore, accuracy of numerical
integration is not guaranteed in this approach.
As an alternative to the domain integral approach commonly used in FE implementations,
the Contour Integral Method (CIM) and the Cutoff Function Method (CFM) were adapted for the
GFEM [101–103] to compute fracture parameters. These methods are super-convergent techniques
for the computation of stress intensity factors and energy release rate. Details on these techniques
are presented in the works of Szabo and Babuska [145, 146]. In three dimensional implementations
of these methods, the CFM uses a hollow cylindrical domain to compute SIF’s whereas the CIM
computes SIF’s using a cylindrical surface enclosing the point of interest along the crack front. The
CFM and CIM are both based on the computation of some functionals of the numerical solution
and the so-called extraction functions. The cutoff function just like the auxiliary q-function used
in domain integral methods is defined in such a way that the expressions to extract stress intensity
factors in the CFM do not contain terms related to the derivatives of the GFEM solution. This is
particularly desirable for the implementation of these methods in the GFEM when the extraction
domains are independent from the finite element mesh around the crack front. The numerical inte-
gration involves functionals containing terms from the asymptotic crack tip expansion and GFEM
displacements. The final expression can be numerically integrated across computational element
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boundaries since the integrand is a continuous function in the extraction domain. However, the
CFM and the CIM require the knowledge of the asymptotic expansion of the elasticity solution
near the crack front, which may not be available for inelastic materials such as plastic and vis-
coelastic. A CFM method based on high-order polynomial approximations of edge and vertex
stress intensity factors was formulated in [6]. Stress intensity factors and energy release rate are
smooth functions along a 3-D crack front for smooth loading and smoothly shaped edges [6]. Thus,
polynomial approximations of these functions are very effective.
In this study, a high-order domain integral method for the extraction of energy release rates
along 3-D crack fronts is introduced. The method proposed here is based on surface and domain
formulations of the J-integral and thus, in contrast with the cut-off function method presented in
[6], does not require the knowledge of the asymptotic expansion of the elasticity solution in the
neighborhood of cracks. The method provides an approximation of the J-integral function as a
linear combination of Legendre polynomials. As a results, extracted functions are smooth which
is important when using them to drive 3-D crack propagation in elastic or inelastic materials.
High-order approximations of fracture parameters are also important near the intersections of the
crack front with the boundary of the domain since these quantities may exhibit strong gradients
at these regions due to changes in the singularity order of the elasticity solution. Fluctuations of
numerically extracted fracture mechanics parameters lead in general to wrong crack paths. In the
proposed high-order formulation, only a few (less than three in general) extraction domains need
to be defined along a 3-D crack front. This is in contrast with the current practice of defining a
large number of small extraction domains along a crack front and using a weighted mean of the
J-integral function with each domain. The potential for extensions of the proposed formulation
to inelastic materials such as viscoelastic or plastic is another attractive feature of the proposed
approach. High-order extraction methods are only available for the cut-off function method and
have only been implemented in combination with the p-version of the FEM.
A strategy to implement domain integral methods in partition of unity based methods such
as G/XFEM is presented. The domain integral calculations are based on the same integration el-
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ements used for the computation of the stiffness matrix of the original problem. Discontinuities
of the integrands across crack surfaces and across computational element boundaries are fully ac-
counted for. The proposed approach is implemented in the GFEM using a domain form of the
J-integral and an element-by-element integration scheme like in the standard FEM. The proposed
strategy facilitates automatic definition of extraction domains and facilitates control of integration
errors since the integrand is a continuous function within each integration element. While the focus
is on the implementation of the J-integral from GFEM solutions, the proposed high-order formu-
lation can be used with, e.g., the FEM and several meshfree methods proposed in the literature.
The proposed implementation strategy can also be used with other extraction techniques like those
based on the CFM or CIM.
The outline of this chapter is as follows. In the following section, the derivation of high-
order surface and domain integral methods to compute the J-integral are introduced. Section 4.3
describes the proposed implementation strategy for the domain integral method. A brief summary
of the GFEM is also presented in that section along with the proposed auxiliary q-function and an
approach to automatically define extraction domains. Section 4.4 includes several numerical ex-
amples to demonstrate the convergence and accuracy of the J-integral obtained using the proposed
high-order formulation and implementation. Solutions of mode-I and mixed mode benchmark
fracture mechanics problems are presented along with comparisons to the available numerical so-
lutions from the literature. Section 4.5 summarizes the main conclusions and remarks from the
domain integral formulations and implementation.
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4.2 High-Order Domain Integral Method for
Three-Dimensional Cracks
4.2.1 Surface Version of the High-Order J-integral
Crack front parameters in 3-D problems are computed along the crack front. If we consider a
point s along a crack front, the J-integral can be computed utilizing a contour path enclosing this
point. Energy release rate or J-integral (used interchangeably herein) is stated as a vector integral
(Jk, k = 1,2,3) at a point s along the crack front [69, 84, 124].
Jk(s) = limΓ→0
∫
Γ(s)
Hk jn jdC k = 1,2 (4.1)
where Γ(s) is a contour surrounding a three-dimensional crack front and Jk(s), k = 1,2,3 is the
pointwise value of crack tip integral per unit advance of crack front in the direction of crack front
unit vectors (tangential, normal or bi-normal), respectively and n is the outward normal vector to
the contour path. We consider a crack front coordinate system with normal (x1 or ξ ), binormal
(x2 or ζ ), and tangent (x3 or η) as also shown in Figure 5.1. The mechanical energy integral also
referred as Eshelby’s tensor [84], is given as follows:
Hk j = Wδk j −σi jui,k (4.2)
where W is the strain energy density, δ is the kronecker delta tensor, σ is the Cauchy stress tensor,
and u is the displacement vector.
In three dimensional problems, pointwise value of the energy release rate is often required
to compute the magnitude of crack front advance. This can be computed due to a unit crack growth
in the direction of a vector v defined at the crack front. We consider m j = −n j along the contour
Γ(s) in the following equation to be compatible with the derivations in the literature [84]:
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J(s) = Jk(s)vk(s) = limΓ→0−
∫
Γ(s)
Hk jm jvk(s)dC (4.3)
Figure 4.1: Extraction volume to compute J-integral and to illustrate the crack front coordinate
system.
The surface integral approach computes the weighted mean of the J-integral over a front
segment of a 3-D crack front. This assumption is acceptable when the crack front segment Γc
(defined between sa < s < sb) is sufficiently small. An alternative to this approach is to use a
polynomial approximation for the J-integral, which is, for smooth loading and smoothly shaped
crack fronts, a smooth function along the whole crack front [6]. An approximation of J(s) is given
by Jh(s) based on Legendre polynomials in the following equation:
Jh(s) =
N
∑
α=0
JαLα(s) (4.4)
where Lα(s), α = 0, · · · ,N are Legendre polynomials defined along the crack front line and Jα , α =
0, · · · ,N are unknown coefficients. It can be realized that the first of term of the approximation is
the constant term (since L0(s) = 1) which is also computed using the standard implementation of
the J-integral as demonstrated below. This approximation removes the restriction for the weighted
mean value of the J-integral and allows for defining a high-order J-integral varying along the crack
front, as described next.
The weighted residual method is used to extract the J-integral from Equation 4.3. A resid-
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ual is defined between the exact J-integral and the approximation of the J-integral as follows:
r(s) = Jh(s)− J(s)
= Jh(s)+ limΓ→0
∫
Γ(s)
Hk jm jvk(s)dC
(4.5)
Employing the method of weighted residuals (by multiplying the residual by a weight func-
tion wβ (s) and integrating along a crack front segment):
∫
Γc
r(s)wβ (s)ds = 0 β = 0, · · · ,N (4.6)
where the weight function is also formed with the Legendre polynomials as follows:
wβ (s) = w(s)Lβ (s) β = 0, · · · ,N (4.7)
where w(s) is a scalar weight function defined along the crack front and its value is zero at s = sa
and at s = sb.
Using the definition of the residual given in Equation 4.5 and the weight function in Equa-
tion 4.7, we can rewrite Equation 4.6 in the following form:
∫
Γc
[
Jh(s)+ limΓ→0
∫
Γ(s)
Hk jm jvk(s)dC
]
wβ (s)ds = 0 β = 0, · · · ,N (4.8)
We can substitute Jh defined in Equation 4.4 in the above equation as follows:
N
∑
α=0
(∫
Γc
Lα(s)wβ (s)ds
)
Jα =− lim
Γ→0
∫
A3
Hk jm jvk(s)wβ (s)ds (4.9)
where A3 is the inside surface of the tubular domain shown in Figure 5.1 defined using Γc and Γ(s).
Equation 4.9 can be rewritten in a compact form as:
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N∑
α=0
AβαJα = Fβ (4.10)
where
Aβα =
∫
Γc
Lα(s)wβ (s)ds
=
∫
Γc
Lα(s)Lβ (s)w(s)ds
(4.11)
and
Fβ =− limΓ→0
∫
A3
Hk jm jvk(s)wβ (s)dS
=− lim
Γ→0
∫
A3
Hk jm jvk(s)Lβ (s)w(s)dS
(4.12)
The solution to Equation 4.10 yields the coefficients of the J-integral approximation given
by Equation 4.4. Once the coefficients are obtained, then the J-integral can be computed at any
location along the crack front. In addition, the J-integral obtained using the approximation defined
in Equation 4.4 is a smooth function. It can also be noted from Equation 4.9 that when the number
of the Legendre polynomials is chosen as 1, we arrive at the following form of the integral:
J0 =
− lim
Γ→0
∫
A3
Hk jm jvk(s)w(s)dS∫
Γc w(s)ds
(4.13)
which represents a weighted mean of J(s) along Γc. If we take w(s) = wk(s)vk(s) (then wk(s) =
w(s)vk(s)), the standard definition of the J-integral can be recovered [84] as follows:
J0 =
− lim
Γ→0
∫
A3
Hk jm jwk(s)dS∫
Γc wk(s)vk(s)ds
(4.14)
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4.2.2 Domain Version of the High-Order J-integral
The surface formulation of the J-integral described in the previous section is not naturally suited
for a three dimensional FE implementation. An alternative form is to define a domain version of
the high-order J-integral. The domain version is computed in a volume enclosing the whole or a
portion of the crack front as shown in Figure 5.1. Derivations of the domain version of the high-
order domain integral stem from the Eshelby’s tensor or energy flux tensor Hk j similar to those
described in Moran and Shih [84].
Let
Hk j, j = bk in V (4.15)
where V is any domain enclosing the whole or a portion of the crack front.
A similar procedure to the high-order J-integral derivations of the surface version is fol-
lowed. First, a three-dimensional weight function, qβk, is defined as
qβk(x) = qk(x)Lβ (s) β = 0, · · · ,N (4.16)
where Lβ (s), β = 0, . . . ,N, are Legendre polynomials.
Functions qβk are similar to the function qk defined for the domain version of the standard
J-integral [84]. It possesses the same properties as qk at the boundary ∂V and within the domain
V . The auxiliary function qk(x) is a smoothly varying vector field defined as follows:
qk(x) =


wk(s) = w(s)vk(s) on A3
0 on A1∪A2∪A4
otherwise arbitrary
(4.17)
We can also define an auxiliary scalar function q(x) as
q(x) = qk(x)vk (4.18)
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When the point x is on the crack front, this weight function reduces to the following form:
qβk(s) = qk(s)Lβ (s)
= wk(s)Lβ (s)
= w(s)vk(s)Lβ (s) = wβ (s)vk(s)
(4.19)
Now, multiplying the high-order weight functions by Equation 4.15 and integrating over a domain
V : ∫
V
(
Hk j, jqβk(x)−bkqβk(x)
)
dV = 0 β = 0, · · · ,N (4.20)
Using the divergence theorem, we arrive at the following form:
−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
∂V
Hk jqβkm jdS = 0 β = 0, · · · ,N (4.21)
where ∂V = A1∪A2∪A3∪A4∪A5∪A6 as shown in Figure 5.1. The weight functions vanish on
A1 ∪A2 ∪A4. If we assume forward crack front advance and planar crack surface within V , we
can also eliminate the surface integral contributed by the crack surfaces A5 ∪A6. Then, we are
only left with the contributions from the inner surface of the tube (A3). Recalling the projection of
the weight function along the crack front (Equation 4.19), we can simplify the above equation as
follows:
−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A3
Hk jqβkm jdS
=−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A3
Hk jwβ (s)vk(s)m jdS
=−
∫
V
(
Hk jqβk, j +bkqβk
)
dV + lim
Γ→0
∫
A3
Hk jwβ (s)vk(s)m jdS = 0 β = 0, · · · ,N
(4.22)
where the second term on the left hand side can be recalled from the surface version of the high-
order J-integral (Equation 4.9)
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−
∫
V
(
Hk jqβk, j +bkqβk
)
dV + lim
Γ→0
∫
A3
Hk jwβ (s)vk(s)m jdS
=−
∫
V
(
Hk jqβk, j +bkqβk
)
dV −
N
∑
α=0
(∫
Γc
Lα(s)wβ (s)ds
)
Jα = 0
(4.23)
Similar to the surface version of the high-order J-integral, the same compact form introduced in
Equation 4.10 can be used to represent the terms appearing in the final equation. In the current im-
plementation for high-order domain integrals, only straight crack fronts are considered. Therefore,
crack front vector vk is assumed constant in the following integrals
Fβ =−
∫
V
[
Hk jqβk, j +bkqβk
]
dV
=−
∫
V
[
Hk j
(
q, jvkLβ +qvkLβ , j
)
+bkqβk
]
dV
(4.24)
Aβα =
∫
Γc
Lα(s)wβ (s)ds
=
∫
Γc
Lα(s)Lβ (s)w(s)ds
(4.25)
Similarly, when the number of the Legendre polynomials are chosen as 1 (L0 = 1) and if we
take w(s) = w¯k(s)vk(s), then the standard form of the domain version of the J-integral is recovered
(q0k = qk and Jh(s) = J0) as follows:
J0 =
−∫V [Hk jqk, j +bkqk]dV∫
Γc w¯k(s)vk(s)ds
(4.26)
If the Eshelby’s tensor is assumed to be divergence free, the body force term defined by bk can-
cels in Equation 4.24. This assumption is generally true when stress jumps across the element
boundaries are negligible, crack faces are traction free [84], and there are no body forces.
The high-order formulation of the J-integral presented in this section is fully compatible
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with partition of unity based methods (GFEM and XFEM). This approach can provide smoothly
varying crack front parameters such as the J-integral, which might be an issue for the computation
of crack front advance in these methods.
4.3 Numerical Procedures
The numerical implementation of the domain integral is done using the GFEM. The GFEM en-
ables modeling of arbitrarily located crack within a FE mesh and alleviates the mesh design issues
arising in especially 3-D fracture problems. Some important aspects of the GFEM were reviewed
in Chapter 3. The numerical implementation of the high-order domain integral in the GFEM is
presented next.
4.3.1 Numerical evaluation of the high-order domain integral
The numerical implementation of domain integrals in G/XFEM exhibits various challenges since
their computation can not be performed using the computational elements in a nicely structured
mesh as in the FEM. Another difficulty is the approximation of the scalar auxiliary function (q-
function) representing a virtual crack advance. These challenges along with the implementation
details of the high-order domain integral formulations are discussed next.
In Section 4.2, the derivations a high-order and the standard formulations for the compu-
tation of the J-integral are described. Both approaches are implemented in the GFEM. Numerical
implementation of the high-order (Equations 4.24 and Equations 4.25) and the standard J-integral
given by Equation 6.38 slightly differ from each other only in the selection of extraction domains.
Numerical implementations for the line integration and volume integrals appearing in these equa-
tions are described in this section.
57
Construction of extraction domains
The integration domain for the computation of the J-integral given by Equations 4.24 or 6.38
is defined by layers of elements enclosing the crack front. This volume is formed by adding
layers of elements at selected locations along the crack front where the J-integral needs to be
calculated. These elements are computational elements in which element solution vector was
computed during the GFEM analysis. Stresses, displacement vector, and strain energy density from
the GFEM solution can be directly used in the evaluation of the integral appearing in Equation 4.24
or Equation 6.38 after transforming these variables to the crack front coordinate system.
Construction of integration domain differs for the standard and high-order J-integral im-
plementation. The high-order J-integral approach employs a single or a few extraction domains
enclosing the entire crack front whereas the standard J-integral is computed in a piecewise manner
using sufficiently small extraction domains. The crack front in the GFEM is discretized by seg-
ments as shown in Figure 4.2. Each segment is composed of two crack front vertices. In order to
constitute an integration domain for the standard J-integral approach, a fraction of the crack front
formed by two segments and three vertices are first selected. A crack front coordinate system is
chosen to be at a point in the middle of a straight line connecting the beginning and end vertices.
This point is identically equal to the middle vertex for straight crack fronts. The entire crack front
should be discretized into sufficiently small segments for curved crack fronts in order not to intro-
duce errors due to crack front geometry approximations. Then, the elements enclosing this portion
of the crack front (formed by two segments) is automatically added to a list, layer by layer. Finally,
a bounding box is defined to prevent outgrowing of the domain in all directions (normal, tangent
and binormal at the crack front). The elements outside this bounding box are removed from the list.
The use of a bounding box is particularly needed to trim the elements in the tangential direction so
that a domain enclosing only two crack front segments can be obtained. This procedure is repeated
along the crack front to compute the J-integral pointwise at each vertex except at end vertices of
surface breaking cracks.
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The implementation of the high-order J-integral selects all or a large fraction of the crack
front segments and builds a domain around the entire crack front at once. In the high-order imple-
mentation the extraction domain is composed of a single large domain whereas in standard domain
integral requires the construction of multiple extraction domains that sweep the entire crack front.
Once the extraction domain is constructed, the computation of the energy release rate is performed
element by element using integration elements as discussed in the next section.
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Figure 4.2: Crack front geometry and selection of the extraction domains for the standard domain
integral method.
Computation of volume integral (Fβ )
The pointwise value of the J-integral can be composed of components in the directions of crack
front coordinate system as shown in Equation 4.3. Each component represents the value of the
energy released for an advance of the crack front in one of the crack front directions (normal,
bi-normal, or tangential). In order to simplify the implementation, only one component of the J-
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integral is considered in this study. Numerical implementation is carried out assuming k = 1, hence
considering only crack front advance in the normal direction. This component of the J-integral is
associated with a unit crack front advance in the normal direction x1 as shown by the crack front
coordinate system in Figure 5.1. In the absence of body forces, crack surface tractions, and with
the assumption of crack front extension only in the normal direction, the J-integral reduces to a
simplified volume integral.
The volume integral appearing in Equation 4.24 or in the numerator of Equation 6.38 is
an integral defined over a domain enclosing a specified portion of the crack front (composed of
two segments as discussed in the previous section) or the whole crack front for the high-order J-
integral implementation. Since this domain is the union of finite elements used in the computation
of the stiffness matrix, solution variables such as displacements, stresses, strains etc. can readily be
accessed. The auxiliary q-function introduced in Section 4.2.2, however, needs to be defined. The
q-function is approximated using partition of unity functions (in this case linear tetrahedral shape
functions). Assuming a crack front advance only in the normal direction (qβ ≡ qβ1), the q-function
can be defined as follows:
qβ (ξ ,η,ζ ) =
4
∑
α=1
ϕα(ξ ,η,ζ )qˆαLβ (s) s ∈ Γc, β = 0, · · · ,N (4.27)
where qˆα is the value of q-function at node α and ϕα is a linear finite element shape function.
The nodal values of the q-function are assigned to nodes automatically during the formation of the
extraction domains. The values vary from 1 at the crack front to 0 at the outside boundaries of
the extraction domain. A two-dimensional version of the q-function defined above was reported in
[82]. The Legendre polynomials are added to this equation for the computation of the high-order
J-integral. This requires mapping from the natural coordinate system of an integration element
(ξ ,η,ζ ) to the crack front coordinate s to compute the contribution of the Legendre polynomial.
The auxiliary q-function does not have a closed-form mathematical expression. It can vary
from domain to domain depending on the crack front refinement level. The effect of different q-
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functions on the computed fracture parameters was studied and it has been shown that the J-integral
values computed from moderately sized domains are insensitive to the choice of q-function [124].
Nikishkov and Atluri [89] also used different q-functions in the computation of SIF’s and obtained
acceptable results for various shapes of the q-function defined in the domain.
The smoothness requirement for the q-function is satisfied in a piecewise linear sense due
to linear finite element shape functions. An example of a q-function is shown in Figure 4.3 for
a straight edge crack problem. This figure shows the variation of the q-function in the extraction
domain. As shown, values of q-function are 0 everywhere at the outside boundaries and vary from
0 to 1 inside the domain.
XY-cross
section
YZ-cross
section
X
Y
Z
X
Y
Z
Figure 4.3: Variation of the q-function in the extraction domain for an edge-crack problem. The
order of Legendre polynomials is 0.
Gauss quadrature is applied to the volume integral defined in Equation 4.24. Each quan-
tity in this expression needs to be computed at the integration points and then transformed to the
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crack front coordinate system using transformation matrices built between global and crack front
coordinate systems.
Fβ =−
N
∑
k
[
W
( ∂q
∂x1
+qLβ ,1
)
−σi j ∂ui∂x1
( ∂q
∂x j
Lβ +qLβ , j
)]
ξ k
det[J]wk (4.28)
where q ≡ q1. The terms in the bracket are evaluated at each integration point ξ k (k = 1, · · · ,N).
Lβ ,1 = 0 since the Legendre polynomials are one dimensional functions defined along the crack
front direction, det[J] is the determinant of the element Jacobian, and wk is a integration weight.
Computation of the Line Integral (Aβα )
The line integral defined by Aβα in Equation 4.25 requires the values of the q-function along
the crack front. Once the q-function is assigned to the nodes, the values of the q-function at the
crack front itself can be computed using the finite element approximation of the q-function in
Equation 4.27. Independent discretizations of the crack surface and the 3-D domain presents a
challenge for finding the crack front values of the q-function, since the crack front is not composed
of finite element nodes as a part of the finite element discretization. This difficulty is overcome by
computing the values of the q-function within each element cut by the crack surface. Equation 4.27
is used in the approximation of the q-function along the crack front. The procedure is illustrated in
Figure 4.4 for the standard J-integral implementation. Figure 4.4 also shows how integration points
are chosen at the crack front. The variation of the q-function computed at these integration points
is also shown in the same figure for two mesh refinement levels. The curves represent a crack front
advance in the normal direction, which are used to compute the line integral that appears in the
denominator of Equation 6.38.
On the other hand, the q-function for the high-order implementation is built along the entire
or a large fraction of the crack front. Examples of integrands w(s)Lα(s)Lβ (s) from Equation 4.25
are shown in Figure 4.5. The integrand is sampled along the crack front. Only diagonal components
are shown in the figure. A numerical integration procedure is followed to compute the line integral.
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Figure 4.4: Variation of the q-function along the crack front of an edge-crack problem using the
standard J-integral approach.
The number of integration points used to sample the q-function and the Legendre polynomials are
chosen high for accurate computation of the integral.
4.4 Numerical Examples
In this section, the accuracy of the proposed formulations and implementation approaches are
analyzed. Several benchmark fracture mechanics problems are analyzed in order to investigate
accuracy and robustness of the standard and the high-order formulation of the J-integral using
mode-I and mixed mode examples with straight and curved crack fronts. Convergence analysis is
also performed to verify convergence rates of extracted energy release rate.
4.4.1 Edge Cracked Bar
The edge cracked bar is a very commonly used problem in the development and verification of new
numerical and mathematical strategies to compute energy release rate and/or stress intensity factors
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Figure 4.5: Variation of the integrand from Equation 4.25 along the crack front of an edge-crack
problem using the high-order J-integral approach. In the figure, α,β are degrees of Legendre
polynomials.
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(SIF’s). Li et al. [70] solved this problem using the boundary element method. The results from this
study is used as the reference solution herein. Pereira et al. [104] solved the same problem using
the GFEM with the Cut-Off Function Method (CFM) and the Contour Integral Method (CIM).
A locally refined mesh with increasing polynomial approximation order (we refer this approach
as hp-GFEM hereafter) was used in that study and it has been shown that hp-GFEM can provide
very accurate results and fast convergence rates for the SIF’s. Details can be found elsewhere [46],
[105], [104].
The edge crack problem with the same boundary conditions and geometry [70], [104] is
also analyzed in this section. This problem consists of a rectangular bar sliced by a through the
thickness crack as shown in Figure 4.6. The geometry is taken as h/t = 0.875, a/t = 0.5, and
w/t = 1.5. As for the material properties, linear elastic properties are used. Young’s modulus and
Poisson’s ratio are set to 1.0 and 0.3, respectively. Various local refinement levels are studied to test
the robustness of the proposed formulation and implementation for different crack front meshes.
Three ratios of crack front element size to crack length, Le/a, are used: Le/a = 0.069, Le/a = 0.035
and Le/a = 0.017. The results obtained using the standard domain integral implementation are
referred to as J0 in the figures.
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Figure 4.6: Edge crack bar subjected to uniform tensile tractions and initial coarse mesh.
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The extraction domains along the crack front are built using the procedure described in
the previous sections. During the computation of J-integral with the standard approach, pointwise
values of the energy release rate are computed at the vertices along the crack front except at the
edges. Figure 4.7 shows selected extraction domains used in the computation of energy release
rate along the crack front. These domains shown in Figure 4.7 are formed by adding five layers
of elements to the crack front elements the first of which will be removed later on to create a
hollow domain. On the other hand, high-order implementation can use larger extraction domains
enclosing the whole or a segment of crack front.
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Figure 4.7: Extraction domains along the crack front at vertices 3, 6, 9, and 12 of a straight edge
crack.
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The energy release rate computed along the crack front using the standard formulation
of the J-integral is shown in Table 4.1 along with a comparison to the solution obtained by Li
et al. [70]. In order to demonstrate path independency of the implementation, energy release rate
computed using various domain sizes are also included in the same table. Energy release rate is
computed using domains built with various number of layers (from 1 to 5). In all of these domains,
first layer of elements selected around the crack front is removed from the list of elements to
create a hollow domain. Analysis results shown in Table 4.1 and Figure 4.8 are performed using
polynomial approximation order p = 4. As shown in Figure 4.8 and Table 4.1, results are in
good agreement with the reference solution and also verify path independency of the solution with
respect to various domain sizes used in this analysis.
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Figure 4.8: Comparison of energy release rate computed using the standard J-integral implemen-
tation with the results from a reference solution for edge crack bar example [70].
The same problem is also solved using the high-order formulation of the J-integral. Figure
4.9 shows the results from the solution of the same problem using high-order J-integral imple-
mentation in a domain enclosing the entire crack front. The order of Legendre polynomials varies
from 1 to 7 in these examples whereas the polynomial order of the GFEM approximation is 4.
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Table 4.1: Energy release rate values computed along the edge crack front example (p = 4 and Le/a = 0.0174).
Vertex s/w Number of element layers added to domain Ref. [70]
1 2 3 4 5
0 -0.5 not calculated at this point
1 -0.444445 0.010348 0.010355 0.010361 0.010366 0.010370
2 -0.388889 0.011293 0.011300 0.011306 0.011311 0.011315
3 -0.333333 0.011648 0.011655 0.011661 0.011667 0.011672
4 -0.277778 0.011826 0.011834 0.011840 0.011846 0.011850
5 -0.222222 0.011922 0.011930 0.011936 0.011942 0.011947
6 -0.166666 0.011977 0.011984 0.011991 0.011996 0.012000
7 -0.111111 0.012004 0.012012 0.012018 0.012024 0.012029
8 -0.055556 0.012019 0.012027 0.012033 0.012038 0.012042
9 0.000000 0.012024 0.012031 0.012037 0.012043 0.012048 0.012052
10 0.055556 0.012019 0.012027 0.012033 0.012039 0.012042
11 0.111111 0.012004 0.012012 0.012018 0.012024 0.012029
12 0.166667 0.011976 0.011984 0.011990 0.011996 0.012000
13 0.222222 0.011923 0.011930 0.011937 0.011942 0.011948
14 0.277778 0.011828 0.011835 0.011841 0.011846 0.011850
15 0.333333 0.011648 0.011655 0.011662 0.011667 0.011672
16 0.388889 0.011298 0.011306 0.011312 0.011317 0.011320
17 0.444444 0.010345 0.010351 0.010357 0.010362 0.010367
18 0.5 not calculated at this point
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The results are compared to the reference values obtained from the literature [70]. As the order of
Legendre polynomials increases, the solution improves and approaches the reference values.
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Figure 4.9: Comparison of high-order J-integral computed for the edge-crack problem using whole
crack front domain (pL : polynomial order of Legendre polynomials).
However, it is important to note the fluctuations in Figure 4.9 at the center section likely
to be influenced by the solution at the vertices of the crack front. In order to address this problem
and improve the solution at the vertices, the crack front domain is partitioned into three separate
extraction domains: at the two vertices and at the center. The same high-order domain integral
formulations are used to extract energy release rate at these domains. Figure 4.10 illustrates the
results at the center and vertex domains, separately. The extraction domains used to compute the
J-integral are also shown as inserts to this figure. The order of Legendre polynomials are chosen
compatible with the order of approximation at the center domain. Since the order of approximation
is 4 and the domain integral integrand contains the derivatives of the solution, the order of Legendre
polynomials is chosen 3 at the center. Higher order Legendre polynomials are used at the vertices
to capture the sharp gradients that might occur. As shown in Figure 4.10, a very good match
between the reference solution and the high-order domain integral is achieved at the center and the
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vertex domains. The boundary layer behavior of the J-integral is clearly captured.
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Figure 4.10: Comparison of high-order J-integral computed for the edge-crack problem parti-
tioning crack front to edge and center extraction domains (pL : polynomial order of Legendre
polynomials).
Another objective of this example is to check if optimum convergence rates can be recov-
ered using the proposed formulation and implementation of the domain integral method. Conver-
gence analysis with the GFEM was shown to be exponential for strain energy and SIF’s [104], in
which SIF’s were computed using the CIM and CFM in locally refined meshes. Polynomial order
of the approximation was increased on strongly graded meshes (p-convergence). A very similar
approach is also followed in this study. The mesh is fixed at three crack front refinement levels
and the order of the polynomial approximation is increased from p = 1 to p = 4. Crack front
elements are locally refined to the levels Le/a ratios around 0.069, 0.035, and 0.017, respectively.
The value of the energy release rate computed at the middle of crack front (s/w = 0) is used in
the convergence analysis. Since there is no analytical solution for the problem at hand, an extrap-
olation procedure based on a-priori error estimates [146] is used to compute reference values for
strain energy and the energy release rate at s/w = 0. The extrapolation is performed using three
70
solutions obtained from the finest crack front mesh and approximation orders p = 2,3,4. Details
on the extrapolation procedure are described in Szabo´ and Babusˇka [146]. The computed reference
value of strain energy and energy release rate are Uref = 0.343555489 and Jref(0) = 0.01206851.
Figure 4.11 demonstrates the results from this convergence exercise. The figure shows the relative
error in the strain energy and energy release rate with respect to the number of degrees of freedom.
The slope of the curves are also illustrated as an insert to Figure 4.11. Similar convergence patterns
repeats itself for the three crack front refinement levels verifying the reliability of the formulation
and implementation.
0.001
0.01
0.1
1
10
100
1.E+03 1.E+04 1.E+05 1.E+06
Number of degrees of freedom
R
e
la
ti
v
e
 e
rr
o
r 
(%
)
Strain energy (         0.069) 
Strain energy (         0.035)
Strain energy (         0.017)
   (         0.069)
   (         0.035)
   (         0.017)
Jo
Jo
Jo
p=1
p=2
p=3
p=4
Le/a=
Le/a=
Le/a=
Le/a=
Le/a=
Le/a=
m
m-values
Le/a
(%)
U Jo
6.9 4.8 2.4
3.5 2.6 2.4
1.7 2.8 2.1
Figure 4.11: Convergence analysis of strain energy and energy release at three different crack front
refinement levels (Le/a = 0.069, Le/a = 0.035, and Le/a = 0.017) for the edge crack example (U:
strain energy).
4.4.2 Center Slanted Crack
The second example consists of a slanted crack inserted in a finite size plate. The objective of
this example is to illustrate the capabilities of the GFEM with the proposed domain integral im-
plementation in solving a mixed mode fracture problem. Figure 4.12 shows the problem geometry
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and crack surface used in this exercise. The bar is subjected to uniaxial remote tensile tractions.
Young’s modulus and Poisson’s ratio are taken as 1000 and 0.33, respectively. This problem was
also solved by Cisilino and Ortiz [29] using a Boundary Element Method.
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Figure 4.12: Slanted crack in a plate subjected to uniaxial tensile tractions.
Locally refined meshes are used for the solution of the problem. Figure 4.13 shows the
comparison between the results obtained from the standard domain integral and the reference val-
ues [29]. Crack front elements are locally refined to the level of Le/a ratio around 0.014.
The results from the high-order domain integral formulation are also compared to the ref-
erence results found in the literature. Similar to the edge-crack example, the order of Legendre
polynomials are increased from 1 to 7 to compute the J-integral along the slanted crack fronts.
The entire crack front domain is used as extraction domain to compute the J-integral. The results
are shown in Figure 4.14. The approximation of J-integral is in good agreement with the reference
values. The best results are obtained when the order of Legendre polynomials is chosen as 7.
Similar to the edge crack example, the crack front domain is also partitioned in edge and
center extraction domains to improve the solution at the edges. Figure 4.15 illustrates these results.
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Figure 4.13: Comparison of the energy release rate computed along the crack front with the results
from a reference solution for the center slanted crack example [29].
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Figure 4.14: Comparison of high-order J-integral computed for the center slanted crack problem
using whole crack front domain (pL : polynomial order of Legendre polynomials).
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The order of Legendre polynomials is chosen compatible with the order of approximation at the
center domain. Legendre polynomials of higher order are used at the crack front vertices to capture
the gradient of J-integral that occur there. As shown in Figure 4.15, the solution is improved at the
vertices similar to the results presented for the edge crack problem.
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Figure 4.15: Comparison of high-order J-integral computed for the center slanted crack problem
partitioning crack front to edge and center extraction domains (pL : polynomial order of Legendre
polynomials).
A convergence analysis is also performed. The order of the polynomial approximation is
increased from p = 1 to p = 3 for various crack front refinement levels. Crack front elements
are locally refined to the levels of Le/a ratios around 0.057, 0.029, and 0.014, respectively. The
value of the energy release rate computed at the middle of the crack front (s/t = 0.5) is used in the
convergence analysis. Reference values for strain energy and energy release rate are obtained using
a similar approach described in the edge crack example. The computed reference value of strain
energy and energy release rate are Uref = 0.032271775 and Jref(s/t = 0.5) = 18.71918381. Figure
4.16 shows the results of this convergence analysis. The slope of the curves are also illustrated as
an insert to Figure 4.16.
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Figure 4.16: Convergence analysis of strain energy and energy release at three different crack
front refinement levels (Le/a = 0.057, Le/a = 0.029, and Le/a = 0.014) for the center slanted
crack example (U: strain energy).
4.4.3 Circular Crack in a Finite Size Domain
In this section, a circular crack of radius a located at the center of a finite domain is considered.
The problem geometry and the circular crack are illustrated in Figure 4.17. The objective of this
problem is to test the robustness of the domain integral implementation for a curved crack front.
The standard domain integral formulation is used for this example. A curved crack front poses
a challenge in building extraction domains which can result in greatly unstructured and irregular
meshes. This problem was also solved by Li et al. [70]. The crack is located at the center of a cube
whose width is 2w. Crack size proportionality is taken as a/w = 0.5. The domain is subjected to an
axial uniform tension, σ . Young’s modulus and Poisson’s ratio are taken as 1 and 0.3, respectively.
The problem is analyzed using the GFEM and the values of energy release rate is computed
along the curved crack front at each vertex. Similar to the procedure followed in the previous ex-
amples, crack front elements are locally refined to the levels of ratios Le/a around 0.0884, 0.0442,
and 0.0221. The polynomial order of approximation varies from p = 1 to p = 3. The reference
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Figure 4.17: Circular crack in a cube subjected to uniform tensile tractions.
solution for stress intensity factor is given by Li et al. [70] the following form:
Kre fI =
2.213
pi
√
piaσ (4.29)
A reference value for the energy release rate is then computed using
Jre f =
1+κ
8µ [K
2
I ] (4.30)
where κ is Kolosov constant and µ is Lame’s constant.
The results obtained from the GFEM solution at the highest refinement level Le/a = 0.0221
and polynomial enrichment order p = 3 are normalized by this reference solution to obtain J/Jref.
Extraction domains are formed by adding three layers of elements to the crack front. The results are
illustrated in Figure 4.18. Selected extraction domains used in the computation of energy release
rate are also shown in this figure. It can be observed that the extraction domains can sometimes
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take very unstructured and irregular shapes. In spite of that, the results are in good agreement with
the reference solution, demonstrating the robustness of the methodology used.
Z
Y
X
X
Y
Z
0.8
0.9
1.0
1.1
1.2
0 60 120 180 240 300 360
N
o
rm
a
liz
e
d
 E
n
e
rg
y 
R
e
le
a
s
e
 R
a
te
 (deg)
(          0.022, p = 3)Jo Le/a=
Average = 0.99909
Figure 4.18: Normalized energy release rate along the crack front for the circular crack example.
The convergence of the energy release rate is also compared to the strain energy conver-
gence. The strain energy results and the energy release rate values are obtained from three refine-
ment levels and the polynomial order mentioned earlier. The results are shown in Figure 4.19 with
respect to the number of degrees of freedom.
4.5 Summary and Remarks
A high-order domain integral method has been presented. The domain integral method is used
as a post processing technique to compute energy release rates along curved and straight 3-D
crack fronts. The proposed implementation is compatible with the GFEM and XFEM type of
partition of unity based methods. A high-order domain integral method is formulated based on an
approximation of the J-integral using Legendre polynomials. This technique yields the J-integral
as a smoothly varying function along the crack front, which can be advantegous during propagation
of crack fronts in 3-D fracture problems. It is shown that the high-order domain integral reduces
to the standard domain integral method, when the order of Legendre polynomial is taken 0.
Special emphasis is given to the construction of extraction domains. The extraction do-
mains consist of existing computational elements in which solution variables are already accessi-
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Figure 4.19: Convergence analysis of strain energy and energy release at three different crack front
refinement levels (Le/a = 0.088, Le/a = 0.044, and Le/a = 0.022) for the circular crack example
(U: strain energy).
ble. This implementation approach, using union of elements for the extraction domain, is particu-
larly advantageous and yet challenging for partition of unity based method such as GFEM/XFEM
since the crack is independent of the problem discretization. The proposed implementation uses
element-by-element integration scheme in which discontinuities of the integrand across element
boundaries and crack surface are fully accounted for.
The example problems are solved following the standard and the high-order domain inte-
gral formulations. Several benchmark problems are analyzed in order to examine the robustness,
accuracy, and convergence of the proposed implementation. A p-convergence analysis is presented
for problems with straight and curved cracks. Convergence rates of the energy release rate are
comparable to those of the strain energy. In order to test the accuracy, results are compared to
those obtained using other numerical technniques available in the literature. It is also shown that
the proposed implementation posseses the property of domain independency. The best results from
the high-order implementation are obtained using the order of the Legendre polynomials as 7 when
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the entire crack front domain is used as an extraction domain. Partitioning crack front domains into
edge and center domains is also proven to be useful to isolate the effect of the solution at the crack
front vertices.
The generalized formulations of the domain integral are presented which can allow compu-
tation of the J-integral as a vector Jk-integral. However, the numerical implementation is limited
to the conventional J-integral (the J1-integral). This is a valid simplification for planar cracks and
virtual crack advances in the forward normal direction. The contribution of surface integrals to the
J1-integral vanishes on the crack faces with these assumptions. However, the J-integral alone does
not reveal any information about the modes of fracture; hence the direction of crack propagation
can not be predicted. Next chapter deals with the implementation of the vectorial Jk-integral in the
GFEM.
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Chapter 5
Formulations and Implementation of the
Vector Jk-integral and Mode-III Energy
Release Rate
This chapter presents the extension of the J-integral to the vector Jk-integral (for k = 1,2). The
domain integral formulations presented in Chapter 4 was general; however the implementation in
the GFEM was limited to only one component of the Jk-integral (the J1-integral). This is the most
commonly used component of the domain integral often referred as the J-integral. However, the
J-integral is essentially a vector whose components are in three orthogonal crack front directions.
The J1-integral provides the energy release rate per unit crack advance in the forward normal
direction. Virtual crack front advance in the other directions are suppressed; hence the magnitude
of the only computed component J1-integral is sufficient to describe the J-integral vector. The
information obtained from the J1-integral contains contributions of all modes of fracture and this
is sufficient to estimate how much a crack can propagate. However, this does not reveal any
information about the directionality of propagation. The computation of the Jk-integral requires
numerical integration of extra terms that can otherwise be ignored. Formulations and details of
GFEM implementation for these extra terms are discussed in this chapter along with benchmark
fracture examples.
The Jk-integral offers an alternative approach for the prediction of crack propagation di-
rection. Maximum tangential stress [52] and maximum strain energy density (also known as S-
criterion) [126, 127] are among the commonly used criteria for the prediction of crack growth
direction. These methods utilize stress intensity factors readily available for elastic materials. In
the absence of stress intensity factors for viscoelastic materials, these techniques are not suffi-
ciently accurate and robust. On the other hand, the vectorial J-integral criterion [76] is a special
instance of the maximum energy release rate criterion. It is an energy based method and can be a
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valid alternative for inelastic materials. Energy based methods have often been considered more
robust and reliable as compared to the stress based criterion. In addition, energy based methods
are considered as natural and obvious generalizations of the Griffith’s original energy release rate
concept [76]. The extension of maximum energy release rate criterion is also possible for inelastic
materials such as viscoelastic or plastic materials.
The computation of the Jk-integral requires evaluation of additional terms that can normally
vanish for the J-integrals (only for J1-integral). The additional terms contain surface integral on
the crack faces. However, it is also important to note that the computation of surface integrals on
crack faces is not trivial due to existence of infinite terms. Strain energy density contributes to
the infinite terms as the contour defining the Jk-integral goes to zero (Γ → 0) near the crack fronts
due to singular behavior of the solution. These type of integrals can not be accurately evaluated
numerically. The singularity of the strain energy density W is in the order of r−1, but crack surface
integrals are dominated by the terms in the order of r−1/2 [49, 68, 85, 131]. The evaluation of
the surface integral can be decomposed into two regions where strain energy can be considered
with finite and infinite integrals. The infinite terms only dominate the areas closer to the crack tip
whereas strain energy can be assumed finite in the rest. For the integral with infinite terms (in the
order of r−1), an approximation was recommended by Eischen [49] to compute the surface integral
at the crack tip. This simplification was also adapted in the works of Legrain et al. [68], Moslemi
and Khoei [85], Simpson and Trevelyan [131].
Another way to tackle the numerical integration problems associated with the singular
terms contributing to the surface integral can be done via numerical implementation. If the re-
gions dominated by the singular terms are avoided in numerical integration, the contribution of the
surface integrals to the Jk-integral can be computed using numerical techniques accurately. The
extraction domains (as shown with Figure 5.1) with hollows excluding the volumes at the crack tip
can also be useful in calculation of crack face integrals. Hollow cylindrical domains are already
commonly used in the FE implementation to avoid numerical errors due to singular behavior of
the solution at the crack tip [89, 90, 150]. The proposed implementation strategy is described in
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this chapter along with the Jk-integral formulations specific to the computation of additional terms
ignored in the conventional J-integral.
5.1 Formulations of the Jk-integral
The use of the vectorial J-integral has often been overlooked partly due to its difficulty of calcula-
tion and implementation in the computer codes. Nishioka and Atluri [90] and Nikishkov and Atluri
[89] proposed the implementation and formulation of the Jk-integral and mode-III energy release
rate (GIII) for the solution of 3-D fracture problems using the FEM. The energy release rate for
mode-III fracture was also defined with some modifications to the Jk-integral. Recently, Legrain
et al. [68] presented a robust and direct evaluation of J2-integral in the context of the XFEM and
2-D fracture problems. Moslemi and Khoei [85] presented an implementation of the Jk-integral us-
ing the adaptive finite element method for 3-D fracture problems. The same GIII was also defined
and implemented in this study. A similar Jk-integral approach was also followed by Simpson and
Trevelyan [131] using the enriched boundary element method. This study was limited to 2-D frac-
ture. The Jk-integral approach along with the computation of GIII was proposed as an alternative
mean to extract SIFs in those studies.
The components of the Jk-integral (for k = 1,2) and the GIII can be related to SIFs using
the following relationships for elastic materials. Once the two components of the Jk-integral and
GIII are known, all SIFs (KI , KII , and KIII) from the Jk-integral and GIII can be extracted using the
following relationships:
J1 =
1+κ
8µ [K
2
I +K
2
II]+
1
2µ K
2
III
J2 =
1+κ
8µ [−2KI KII]
GIII =
1
2µ K
2
III
(5.1)
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where κ is Kolosov constant and µ is Lame’s constant.
A generalized high-order formulation of the Jk-integral was presented in Chapter 4. The
general formulations were reduced to the J1-integral (commonly known as J-integral) using a
simplification, which is valid for all planar and non-planar cracks with small extraction domains
and virtual crack advance in forward normal direction. In order to describe the contribution of
surface integral, the following equation (equivalent to Equation 4.21 in Chapter 4) used in the
derivation of the domain integral is recalled. The equation shows the volume and surface integrals
after applying the divergence theorem to the contour formulation of the J-integral.
−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
∂V
Hk jqβkm jdA = 0 β = 0, · · · ,N (5.2)
where Hk j = Wδk j −σi jui,k and m j is the outward normal vector on the surfaces the integral is
computed and ∂V = A1∪A2∪A3∪A4∪A5∪A6 as shown in Figure 5.1.
The surface integral defined on A1∪A2∪A4 vanish by the definition of the weight function
(cf. Equation 4.17 for qβk). The surface integral on the crack faces (A5∪A6 as shown in Figure 5.1
vanishes for the J1-integral due to forward crack front advance required to compute the J1-integral.
This can be considered as a valid assumption for all planar cracks and non-planar cracks under
certain conditions (small extraction domains and relatively small surface gradients). However, the
implementation to compute the other components of the Jk-integral requires computation of these
surface integrals (∫A5∪A6 Hk jqβkm jdA) on crack surfaces.
The surface integral in Equation 5.2 can be rewritten as follows using the definition of
Eshelby’s tensor (H):
−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A5∪A6
(
Wmk− tiui,k
)
qβkdA+
∫
A3
Hk jqβkm jdA = 0 (5.3)
where ti = σi jm j are crack surface tractions. When crack faces are traction free (ti = 0), the surface
integral defined in Equation 5.3 reduces to:
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Figure 5.1: Extraction volume to compute J-integral also illustrating the crack front coordinate
system.
−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A5∪A6
(Wmk)qβkdA+
∫
A3
Hk jqβkm jdA
=−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A5∪A6
(Wmk)qβkdA+
∫
A3
Hk jwβ (s)vk(s)m jdA
=−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A5∪A6
(Wmk)qβkdA+ limΓ→0
∫
A3
Hk jwβ (s)vk(s)m jdA = 0
β = 0, · · · ,N
(5.4)
where qβk = wβ (s)vk(s) is used on the integral on A3. The integral defined on A3 comes from the
definition of the J-integral (cf. Equation 4.9) as inner surface of the extraction cylinder shrinks to
the crack front (Γ → 0). According to this, the derivations follow:
−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A5∪A6
(W mk)qβkdA+ limΓ→0
∫
A3
Hk jwβ (s)vk(s)m jdA
=−
∫
V
(
Hk jqβk, j +bkqβk
)
dV +
∫
A5∪A6
(W mk)qβkdA−
N
∑
α=0
(∫
Γc
Lα(s)wβ (s)ds
)
Jα = 0
(5.5)
When the number of the Legendre polynomials are chosen as 1 (L0 = 1) and and if we take w(s) =
w¯k(s)vk(s), we can recover the weighted mean of the J-integral at a point s over a crack front
segment (Jα = J0 and q0k = qk) as follows:
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J0 =
−∫V [Hk jqk, j +bkqk]dV + ∫A5∪A6 WmkqkdA∫
Γc w¯k(s)vk(s)ds
(5.6)
We can use the definition of the J-integral or the energy release rate at a point s (cf. Equation 4.3
for J(s) = J0 = J0k vk) to recover individual components of the vector Jk-integral from above. For
example, in order to obtain J01, we choose the unit vector as v = [1, 0, 0]. On the other hand, virtual
crack advance is chosen as v = [0, 1, 0] to compute J02 component of the energy release rate.
The integral to compute the vector Jk-integral contains terms that can be readily available
from finite element solution such as strain energy density. Crack face normals (mk) can be ob-
tained from elements whose faces are on the crack surface. The auxiliary q-function can also be
approximated on the crack faces (cf. Isoparametric approximation of q-function introduced by
Equation 4.27 in Chapter 4).
The derivations of the Jk-integral with the surface integral terms are described in the fol-
lowing equations. For the sake of clarity of presentation, the number of Legendre polynomials
are chosen as 1 (hence L0 = 1, w(s) = wk(s)vk(s), and qβk = qk), to recover the conventional
(commonly used in the literature) form of the Jk-integral. However, same principles are valid for
the high-order Jk-integrals and the proposed Jk-integral implementation can be extended to the
high-order Jk-integrals as introduced in Chapter 4.
Energy release rate for mode-III (GIII) is calculated using a modified version of strain
energy, W III, out of plane components of stress tensor and displacement, σ3 j and u3, and q1 [85,
89].
GIII =
−∫V
(
W III
∂q1
∂x1
−σ3 j ∂u3∂x1
∂q1
∂x j
)
dV∫
Γc w1(s)v1(s)ds
(5.7)
where W III =
∫
σ3 jdε3 j.
The significance of the Jk-integral can be realized when it is used in conjunction with a
crack growth criterion. The maximum energy release rate (MERR) criterion for crack growth
is based on the principle of minimum potential energy release rate and it is compatible with the
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Griffith’s original energy release rate concept [76]. Total energy release rate per unit crack advance
is given by Equation 5.6. For example, if the unit crack front advance is defined only in the forward
direction (v1 = 1, v2 = 0, and v3 = 0), we obtain J(s) = J01. However, when the unit crack front
advance is defined in the binormal direction (v1 = 0.0, v2 = 1.0, and v3 = 0), the second component
of the Jk-integral (J02) is obtained.
When the components of the Jk-integral are obtained using the numerical procedures de-
fined herein, one can compute the maximum energy release rate using the definition of the point-
wise value of energy release rate (J0(s) = J0k vk) and arbitrary virtual crack advance (vk). One can
find the maximum energy release rate corresponding to a virtual crack advance vector using this
approach. The maximum energy release rate is also given as J2max = J201 +J202 [76]. It can be proven
that these two are identical.
Figure 5.2 illustrates the two components of the Jk-integral. In order to find the energy
release rate at an arbitrary angle (α), we can use either one of the following relationship:
J(s)|α =
√
J201 + J202 cos(φ −α)
or
J(s)|α = J01 cos(α)+ J02 sin(α)
(5.8)
where φ = arctan
(
J02
J01
)
is the angle for maximum energy release rate. This angle defines the
kinking angle to which crack propagates. However, it is also important to note that the crack can
also twist in the out-of-plane direction with the effects of mode-III fracture. The angle to which
crack kinks is illustrated in Figure 5.2. The schematics illustrated in this figure also describes each
component of the Jk-integral and their contribution to the maximum energy release rate for pure
mode-I or mode-II as well as mixed mode fracture. The schematics also illustrate fracture energy
(Gc) of a material for crack growth. It is presented as a circle assuming that fracture energy in all
directions are the same; however one can also find material specific fracture energy not necessarily
equal in all crack growth direction or fracture modes. A material specific crack growth criterion
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can be developed based on the MERR coupled with Jk-integral when materials fracture energy is
known.
Figure 5.2: The components of Jk-integral illustrating the computation of crack growth direction
using the Jk-integral for pure mode-I or mode-II and mixed mode fracture.
The use of maximum energy release criterion (MERR) with arctan
(
J02
J01
)
is also compared
to a crack growth criterion available in the literature. The MERR criterion deviates from a com-
monly used criteria especially for mixed mode fracture problems. One obvious difference of the
MERR criterion using the Jk-integral components occurs for pure mode-II fracture. Pure mode-II
yields J02 = 0, which in turn makes the kinking angle zero. However, it is well known that the
kinking angle for pure mode-II is approximately 70◦. A comparison of the MERR and Scholl-
man’s criterion (a well known crack growth criterion for mixed mode fracture problems [120]) is
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shown in Figure 5.3. The MERR and Schollmann criteria are in good agreement only when KII
is small (for kinking angles up to approximately 30◦ and KIII is zero). The MERR criterion as is
computed herein starts to deviate from the Schollmann’s criterion after this angle. When KIII is
present, the MERR criterion becomes too erratic. It is important to note that this is not the only
way of computing the MERR criterion which happens to be not consistent with other crack growth
criteria. In the literature, the Jk-integral is commonly used to extract SIFs [85, 89, 90, 131] and
carry out crack growth predictions based on SIFs.
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Figure 5.3: A comparison of the MERR and Schollmann criterion for crack kinking angle
(a) Only KI and KII present (KIII = 0) (b) All modes are present.
5.2 Numerical Implementation in the GFEM
Numerical evaluation of surface integrals in the GFEM is performed using quadrature rules similar
to the volume integral as discussed in Section 4.3.1. Computation of the volume integrals con-
tributing to the Equations 5.6 and 5.7 is shown in Section 4.3.1. In this section, we only describe
the numerical integration of the crack face integrals.
Fboundaryβk =−
N
∑
n
[
WmkqLβ
]
ξ n det[J]wn k = 1,2 (5.9)
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where the terms in the bracket is evaluated at each integration point ξ n (n = 1, · · · ,N), det[J] is
the determinant of the face Jacobian, wn is the integration weight. When the number of Legendre
polynomials is taken as 1 (β = 0), then L0 = 1. Fboundaryβk should be added to Fvolumeβk defined earlier
in Chapter 4 in Equation 4.28 to compute the following:
N
∑
α=0
AβαJαk = Fβk (5.10)
where Fβk = Fboundaryβk + F
volumeβk , Aβα defines the virtual crack extension whose numerical eval-
uation is described in Chapter 4 and Section 4.3.1 and this is not subjected to any modifications
with the vectorial Jk-integral implementation. It is also important to note that the boundary terms
contribute to the J2 integral for planar cracks and the J1-integral is usually free from the boundary
terms except for the cases of nonplanar cracks.
When β = 0 (L0 = 1) we can recover the conventional Jk-integral given in Equations 5.6
and 5.7.
J0k =
F0k
A00
(5.11)
where A00 =
∫
Γc
L0L0w¯k(s)vk(s)ds with L0 = 1.
Numerical evaluation of the crack surface integrals in the GFEM is particularly a chal-
lenging task as it requires recognition of faces of elements on a crack surface arbitrarily cutting
elements. This procedure is illustrated in Figure 5.4. Since cracks can arbitrarily cut the elements,
these faces are formed as the elements are sliced by crack surfaces. Slicing algorithm [139] di-
vides crack cutting elements into smaller subelements (or its descendents) above and below the
crack surface. Faces of small subelements on the crack surface are identified at this step to be used
for numerical evaluation in the proceding steps. This procedure is repeated for all elements cut by
the crack surface. As also illustrated in Figure 5.4, faces in the regions closest to the crack front are
avoided owing to the hollow domains used for extraction. This is particularly important to avoid
numerical errors attributed to the singular behavior of the solution.
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Figure 5.4: An illustration of slicing of elements cut by crack and formation of face elements in an
extraction domain along the crack front.
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5.3 Verification and Numerical Examples
In this section, several mixed mode fracture examples are solved to verify robustness and accuracy
of the implementation for the vectorial Jk-integral. The results from Jk-integrals and GIII are
compared to analytical or available solutions in the literature. Crack propagation direction using
the MERR criterion is also compared to the Schollmann’s criterion. The first set of problems are the
test fracture problems with known exact solution. This test provides an efficient platform to verify
the accuracy of the implementation. A convergence analysis is also performed with the results
obtained from the test problems. The second example is the center slanted crack problem, which is
also solved in Chapter 4. This is a mixed mode problem with strong mode-II fracture component.
Finally, an inclined elliptical crack problem is solved with strong mode-I, mode-II, and mode-III
fracture components, which is an ideal problem to check accuracy and robustness of the Jk-integral
implementation presented herein. In all of the examples solved, three types of enrichment functions
are used: polynomial enrichment functions for continuous functions, discontinuity enrichment
(step functions), and crack-tip enrichment functions (branch functions).
5.3.1 Problems with Exact Solution
Various test problems are generated with special boundary conditions designed to create four fun-
damental modes of fracture. Pure mode-I, mode-II, mode-III, and mixed mode fracture conditions
are dictated at the crack fronts with the application of boundary conditions corresponding to the
analytical solutions for each case. An edge crack is inserted in a cube with dimensions of 2. The
elastic modulus and poisson’s ratio are taken as 1.0 and 0.0, respectively. This type of test problems
are ideal for verification of extraction methods for SIFs or energy release rate since the exact solu-
tion at the crack front for the SIFs is known. The Jk-integral values for each case can be computed
as a function of known SIFs using Equation 5.1. According to this, J1-integral is 1.0, J2-integral
is 0.0, and GIII = 0.0 for pure mode-I and mode-II. The J1-integral is 1.0, J2-integral is 0.0, and
GIII = 1.0 for pure mode-III. On the other hand, under mixed mode conditions, J1-integral and
91
J2-integral are both 2.0 and GIII = 0.0. Table 5.1 summarizes the results from these exercises. The
results presented are from the analysis conducted with local refinement level, Le/a = 0.027, and
polynomial order of approximation, 3. As shown with the results, the proposed implementation is
in good agreement with the exact solution.
Table 5.1: A summary of Jk-integral values obtained for mode-I, mode-II, mode-III, and mixed
mode of fracture.
Mode of Fracture J01 J02 GIII
Mode-I (KI = 1, KII = 0, KIII = 0) 0.99983 −8.31E−5 4.37E−6
Mode-II (KI = 0, KII = 1, KIII = 0) 0.99970 1.26E−4 2.32E−5
Mode-III (KI = 0, KII = 0, KIII = 1) 1.00114 −7.49E−7 1.00112
Mixed Mode (KI = 1, KII =−1, KIII = 0) 1.99945 1.99700 −1.15E−5
A convergence analysis is also performed to verify robustness and accuracy of the proposed
implementation. The relative error in the J1-integral, J2-integral, and GIII is compared to that of
strain energy. The mesh is fixed at a crack front refinement level (Le/a = 0.027) and the order of
the polynomial approximation is increased from p = 1 to p = 3. The value of the energy release
rate computed at the middle of crack front is used in the convergence analysis. It is also important
to note that the relative error for each case reduces to the range 0.01−0.1 % for the approximation
order of 3.
5.3.2 Center Slanted Crack
A slanted crack is inserted in a finite size plate. The problem geometry and crack surface used
in this exercise is recalled in Figure 5.6. The bar is subjected to uniaxial remote tensile tractions.
Young’s modulus and Poisson’s ratio are taken as 1000 and 0.33, respectively. This problem was
also solved by Cisilino and Ortiz [29] using a Boundary Element Method.
The procedure described in the previous section is followed to perform integration over
crack faces to obtain the J2-integral properly. Figure 5.7 illustrates one of the extractions domain
formed along the slanted crack front and faces selected for computation of the surface integral in
Equations 5.6 and 5.7 corresponding to faces A5∪A6. As shown with the side view clearly, faces
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Figure 5.5: Convergence analysis of Jk-integral using exact solution for mode-I, mode-II, mixed
mode, and mode-III fracture.
at the crack tip is avoided by creating a hollow extraction domain. This is critical for accurate
evaluation of surface integrals over crack faces since numerical integration of the surface integral
with infinite strain energy terms at the crack tip may not be possible without auxiliary terms [49,
68, 85].
Locally refined meshes are used for the solution of the problem. Figure 5.8 shows a com-
parison between the results obtained from the standard domain integral and the reference values
[29]. Crack front elements are locally refined to the level of Le/a ratio around 0.014.
Center slanted crack problem provides a good example for the computation of crack growth
direction under mixed mode fracture conditions. As shown with the results for the J1-integral and
J2-integrals in Figure 5.8, mode-I and II components of fracture are equally strong at the crack
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Figure 5.6: Slanted crack in a plate subjected to uniaxial tensile tractions.
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Figure 5.7: Faces identified for the Jk-integral formulations (faces on A5∪A6 in Equations 5.6 and
5.7) in an extraction domain of a slanted crack.
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Figure 5.8: Comparison of the (a) J1-integral (b) J2-integral computed along the crack
front with the results from a reference solution for the center slanted crack example [29].
front. Based on Equation 5.8 and the values of J1-integral and J2-integrals shown in Figure 5.8,
one can compute scalar energy release rate (J(s)) as a function of angle on the normal-binormal
plane (x1-x2). Figure 5.9 illustrates the variation of energy release rate at two locations (on the left
and right crack fronts of slanted crack). It is shown that the energy release rate becomes maximum
at angles approximately −35◦ and 35◦ on the left and right crack fronts, respectively.
Crack growth direction based on the maximum energy release rate (MERR) criterion can be
computed once J01 and J02 are known at each vertex along the crack front (using arctan (J02/J01)).
Figure 5.10 shows the crack growth direction along the left and crack fronts. A comparison of
MERR to the Schollman’s criterion, which is essentially based on the maximum principal direction
[120]. The MERR and Schollman criterion are in good agreement for this example. This is partly
due to relatively low kinking angles where the MERR and the Schollmann’s criterion are in good
agreement (see Figure 5.3 for the case KIII = 0). Mode-III component of fracture in the example
is negligible.
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Figure 5.9: The variation of energy release rate (J(s)) at two locations (on the left and right crack
fronts) illustrating the angle for maximum energy release rate. The energy release rate is computed
using Equation 5.8.
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for the center slanted crack problem.
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5.3.3 Inclined Elliptical Crack
The objective of this example is to verify the robustness of implementation with a curved planar
crack problem where all modes of fracture are present. The problem consists of an inclined ellipti-
cal crack of dimensions a = 0.1 and b = 0.05 embedded in a cube whose sides are 2. The geometry
of the problem is shown in Figure 5.11. The bar is subjected to uniaxial remote tensile tractions
with magnitude 1. Young’s modulus and Poisson’s ratio are taken as 1000 and 0.3, respectively.
This problem was also solved by Pereira et al. [105] using the GFEM approach. Locally refined
meshes are used for the solution of the problem. The range of the ratio of element size (Le) to
characteristic crack length (a) is 0.004≤ Le/a ≤ 0.01 after application of local refinement.
x
y
Point A(acos !bsin ) on the 
elliptical plane 
z
y
Front View
Side View
 
-0.1
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A
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Figure 5.11: Inclined elliptical crack in a plate subjected to uniaxial tensile tractions.
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Reference solution for the elliptical crack in a infinite domain is given as follows:
Kin fI =
σ sin(γ)2
√
pib
E(k)
[
sin(θ)2 + b
a
2
cos(θ)2
]1/4
Kin fII =−
σ sin(γ)cos(γ)
√
pibk2[
sin(θ)2 + b
a
2
cos(θ)2
]1/4
[
k′
B
cos(ω)cos(θ)+ 1C sin(ω)sin(θ)
]
Kin fIII =−
σ sin(γ)cos(γ)
√
pib(1−ν)k2[
sin(θ)2 + b
a
2
cos(θ)2
]1/4
[
1
B
cos(ω)sin(θ)− k
′
C sin(ω)cos(θ)
]
(5.12)
where B, C, K(k), and E(k) are constants defined as follows:
B = (k2−ν)E(k)+νk′2K(k)
C = (k2−νk′2)E(k)−νk′2K(k)
K(k) =
pi/2∫
0
dϕ√
1− k2 sin(ϕ)2
E(k) =
pi/2∫
0
√
1− k2 sin(ϕ)2 dϕ
(5.13)
where k2 = 1− k′2, k′ = b/a, and θ is a parametric angle representing a point A on the crack
front as shown in Figure 5.11. The other parameters such as γ and ω are taken as pi/4 and pi/2,
respectively.
Figure 5.12 illustrates the comparison of the J1-integral, J2-integral, and GIII with respect
to the infinite solution. The J1-integral and J2-integral show good agreement with the infinite
solution. It is also important to obtain a relatively smooth variation of energy release rate for
curved crack under strong mixed mode fracture conditions. Similar pattern of variation along the
crack front is obtained for GIII; however there is some discrepancy in the comparison to the infinite
solution. The results imply strong components of each mode of fracture that can also be captured
accurately using the proposed implementation.
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Figure 5.12: Comparison of the (a) J1-integral and J2-integral (b) GIII computed along the crack
front with the results from a reference solution for elliptical crack in an infinite domain.
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Similar to the slanted crack example, one can also compute crack growth direction using
the Jk-integral approach. Figure 5.13 illustrates a comparison of crack propagation direction with
respect to the values obtained from the Schollman’s criterion and infinite solution. The angle
illustrated in the figure is the kinking angle of crack in normal-binormal plane (or x1-x2) on the
crack front. It is also important to note that this crack may also twist due to mode-III component
of fracture. Twisting angle is not computed herein. An energy based criterion for computation
of twisting angle using the Jk-integrals is not provided in the literature to the best of the author’s
knowledge.
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Figure 5.13: A comparison of crack propagation direction using Schollmann’s criterion and MERR
for the inclined elliptical crack problem.
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5.4 Summary and Remarks
Formulations and implementation of the Jk-integrals are presented. Computation of the Jk-integrals
in addition to GIII allows better understanding of crack front directionality. A simple and reliable
energy based crack propagation direction criterion can also be computed based on the outcome of
the Jk-integrals. Extraction of the J2-integral requires numerical evaluation of the surface integral
which can otherwise be ignored for the J1-integral (or commonly known as J-integral). Surface
integrals are evaluated on the faces of crack as a part of the extraction domain. Numerical evalu-
ation of the J2-integral is only shown for elastic materials. Extension to viscoelastic materials is
also possible.
A comparison of the proposed implementation with respect to reference solutions are pre-
sented using two mixed mode fracture problems and test problems with known exact solutions.
The results are generally in good agreement with the reference solutions. Crack propagation direc-
tion based on energy criterion (MERR) is also evaluated. The MERR criterion is computed using
the components of the Jk-integral. A comparison of the MERR criterion against the Schollmann’s
criterion is presented. An inconsistency of the MERR criterion coupled with the Jk-integral is as-
sessed. However, an energy based criterion for crack growth based on the Jk-integrals still appears
to be a potential candidate for evaluation of crack growth angle for elastic and possibly for inelas-
tic materials. Maximum energy release rate computed using the components of the Jk-integral can
be coupled with critical fracture energy of the materials to develop a crack growth criterion. On
the other hand, the use of the Jk-integral to extract SIFs can also be another way of utilizing the
proposed approach.
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Chapter 6
Viscoelastic Fracture Analysis
6.1 Introduction
The increasing use of polymeric materials in a wide variety of areas including civil and aerospace
engineering applications requires better understanding of their mechanical response. Polyvinyl
chloride (PVC) pipes, epoxy, tire rubber, binding agent in solid propellants, and asphalt binder
are just a few examples of industrial use of polymers. Polymers exhibit wide range of mechanical
properties depending on their molecular structure. These materials, in general, exhibit viscoelastic
characteristics where mechanical behavior is time and temperature dependent. Depending on the
service temperature, they can exhibit viscoelastic characteristics to varying degrees. This includes
also concrete, which is influenced by rate and temperature variations at a different scale [13, 14].
Therefore it is essential to incorporate time and various environmental parameters (temperature,
moisture etc.) to the fracture analysis of structures exhibiting viscoelastic properties.
Fracture mechanics theories developed for mainly elastic and elasto-plastic materials was
not sufficient to explain time-temperature dependent crack tip behavior. Early works primarily
focused on the prediction of fracture toughness with varying crack speed and temperature. A com-
prehensive review of viscoelastic creep growth for polymers can be found in the work of Bradley
et al. [19]. A review of fracture theories and experiments was presented to describe tempera-
ture and rate effects on the process zone. Brittle and ductile fracture of various polymers such
as polymethyl methacrylate, polycarbonates, polystyrene, and rubber modified polystyrene were
experimentally investigated [35, 99, 100, 154, 155]. Even though the degree of viscoelasticity var-
ied from polymer to polymer, fracture toughness was shown to be consistently dependent on the
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temperature and crack propagation speed. As temperature increased, fracture toughness decreased.
On the other hand, fracture toughness increased with the rate of crack growth at all temperatures.
Primary attempts to understand and formulate these experimental observations centered
around Griffith’s surface energy concept. Knauss [65] introduced the concept of delayed failure
for linearly viscoelastic materials referring to the time effect on crack growth in polymeric materi-
als. A methodology analogous to Griffith’s energy balance approach was proposed with a focus on
detailed crack growth history rather than a snapshot criterion as to whether the crack will grow or
not. A local crack tip model similar to Barenblatt model [10] was adopted in this model. Barenblatt
model restricts the failure zone to a very thin or zero volume strip over which fracture work is dis-
sipated. Time to failure (in other words crack growth) was based on this specific failure criterion.
Knauss [65, 66] also showed that fracture and tensile failure behavior of some of the polymers
obeys thermorheologically simple behavior, in which time and temperature effects can be super-
imposed over each other. Fracture tests conducted at different temperatures and crack speed were
horizontally shifted to obtain a master curve used for crack growth characterization. It was shown
that the same shift factors used for the construction of modulus relaxation curves could also be
used for fracture and failure. This was a very important observation that allowed generalization of
viscoelastic fracture and failure at varying temperatures and rate of loading.
Schapery [115, 116, 117] also used a similar approach emanating from viscoelastic crack
tip displacement fields and containment of failure to a very small crack tip region. Singular crack
tip equations were adopted for viscoelastic materials using convolution integrals and compliance
function. Prediction of fracture initiation time and crack velocity was based on energy criterion of
failure, which includes energy balance between work done on the assumed failure strip and fracture
energy of the material. Christensen [28] approached viscoelastic crack growth problem from a
slightly different methodology. Instead of imposing a particular crack tip failure criterion, this work
attempted to generalize Griffith’s energy balance method from global energy conservation laws.
Prediction of high and low speed velocity of moving cracks was the principal accomplishment of
Christensen’s work.
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A common objective of the aforementioned works referred herein was to find a simple
crack growth equation to describe rate and temperature dependent fracture for polymeric products.
However, these formulae containing the prediction of crack propagation speed were difficult to
integrate to a numerical framework such as finite element method (FEM). When compatibility of
numerical and theoretical methodology was considered together, Schapery’s generalized J-integral
approach [118, 119] for linear and nonlinear viscoelastic materials has been used extensively due
to its practicality and similarity to Rice’s J-integral [108] approach. The classical J-integral is
not appropriate for materials dissipating energy outside the process zone. Creep dissipation in the
bulk of the structure in addition to the fracture process zone violates the most crucial property of
the J-integral, which is path independency. The major objective of Schapery in his works was to
introduce an alternative crack growth controlling parameter (generalized J-integral or also known
as Jv-integral) to recover path independency for viscoelastic materials. Elastic-viscoelastic corre-
sponding principles were used to define crack tip and far away viscoelastic fields. Pseudo-stress
and strain models were developed using reference solutions, which did not require Laplace trans-
formations. The generalized J-integral contained terms from this reference elastic solution and
defined as a path integral. Eventually, a nonlinear fracture parameter was obtained as a function of
history of loading, the generalized J-integral, and time-temperature dependent compliance func-
tions and using far-field solution. With the advance of generalized J-integral approach, FEM was
used as an analysis tool to investigate viscoelastic crack growth for various applications [78, 96].
These examples were limited to 2-D FE models.
Alternative crack tip integrals were also developed to address viscoelastic effects on crack
initiation and growth. M-integral is one of the examples derived as an alternative to the classical
J-integral for fracture problems in viscoelastic medium. Chen and Shield [27] developed the M-
integral for elastic materials. This method was extended to viscoelastic crack growth problems
in orthotropic medium in the works of Dubois et al. [47, 48] and Pitti et al. [106]. This method
enables separation of fracture modes (mode-I and mode-II) using virtual work principles to define
strain energy density. Viscoelastic energy release rate needed to compute crack growth reduces to a
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functional composed of so-called crack opening intensity factors. Crack opening intensity factors
can be found by using Boltzman principles and with the knowledge of elastic stress intensity factors
(SIFs). Viscoelastic displacement field can then be formulated using classical singular type of
functions in which SIFs were replaced by time dependent so-called crack opening intensity factors.
An algorithm was constructed based on this methodology and integrated to a two dimensional (2-
D) FE scheme. This approach allowed the authors to model crack growth under creep type of
loading for viscoelastic materials. Another crack tip integral, C∗, was also proposed by Landes
and Begley [67] to describe high temperature creep crack propagation.
Understanding the effects of creep on fracture was of great interest for predicting long term
fracture and failure of not only polymers but also concrete structures such as dams experiencing
long term fracture and damage under creep loads. Bazˇant and Li [11] defined two major causes for
time dependence fracture. First is the viscoelasticity of bulk structure. Second is the rate process
of breakage of molecular bonds in fracture process zone. Bazant and Gettu [13] demonstrated
the effects of creep and relaxation on concrete with an experimental study. According to this
experimental work, it was concluded that creep effects decreased load carrying capacity of notched
beams considerably. Two different mechanisms were suggested to identify the effects of creep on
fracture. One effect was the decrease in fracture resistance and the other was the effect of stress
relaxation ahead of the crack tip. Rate process or activation energy concept was also scrutinized in
order to explain time and temperature dependent fracture from a molecular point of view [12, 14,
162]. According to this theory, fracture is essentially a thermally activated process where atomic
bond rupture occurs when an atom’s energy exceeds activation energy barrier. This process is
temperature and stress dependent and increasing temperature may accelerate this process, which
results in increasing rate of bond rupture. Bazant and Prat [14] verified this process and showed
that fracture energy of concrete decreases monotonically and smoothly as temperature increases.
Even though the degree and mechanisms of time dependency on concrete fracture may be different
than those of the polymers above glassy temperatures, Bazant’s assertions are still insightful.
A viscoelastic fracture model compatible with FE analysis is needed. The viscoelastic
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fracture model should capture time and temperature dependent crack front behavior. Among the
available models in the literature, Schapery’s viscoelastic fracture model provides an efficient plat-
form to implement a viscoelastic fracture model in a FE algorithm. Schapery’s model benefits from
the framework of the classical J-integral and arrives at a work of fracture parameter to compute
total work input to the crack tip considering viscoelastic effects. Schapery’s viscoelastic fracture
model will be implemented in the framework of GFEM. The examples of viscoelastic problems
with GFEM and XFEM are rare and only limited to 2-D problems [159, 160]. No viscoelastic
fracture model was employed in these works.
The present chapter describes the implementation of a computationally efficient viscoelas-
tic crack analysis tool within the GFEM. The proposed approach benefits from a very useful nu-
merical tool (GFEM) used for fracture problems in complex 3-D structures. The implementation
of viscoelastic fracture model contains two major tasks. First is the implementation of a linear
viscoelastic material model using a nonlinear Newton-Raphson scheme within the GFEM. The
Generalized Maxwell Model (GMM) is used as a mechanical analog to represent linear viscoelas-
tic behavior in the bulk material. It is known that Poisson’s ratio for viscoelastic can also be
time dependent. The approach implemented has the flexibility to evaluate materials with varying
Poisson’s ratio. The second major task of the implementation presented herein is the extension
of the generalized J-integral [118, 119] to a domain integral form introduced by Shih et al. [124]
and Moran and Shih [84]. Domain integral as described in the previous chapter allows for the
computation of energy release rate and it is ideally suited for 3-D fracture problems.
The outline of this chapter is as follows. The linear viscoelastic material model and its
implementation in the GFEM are presented. The implementation of the numerical algorithm is
described in details. The extension of Schapery’s viscoelastic fracture model to the domain inte-
gral form is presented next in this chapter. Several numerical examples were solved to verify the
accuracy of the proposed approach as well as to illustrate time and temperature dependence of the
fracture parameters.
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6.2 Linear Viscoelasticity
6.2.1 Basic Constitutive Relationships
Viscoelastic stress-strain relationships are usually defined by hereditary type of integrals where
history of loading can be reflected into the nonlinear constitutive relationship. These integrals
are also known as convolution type of integrals. Stress and strain are related to each other using
modulus and compliance functions given in the following form:
σi j(ξ ) =
ξ∫
0
Ei jkl(ξ −ξ ′)∂εkl∂ξ ′ dξ
′ and εi j(ξ ) =
ξ∫
0
Di jkl(ξ −ξ ′)∂σkl∂ξ ′ dξ
′ (6.1)
where Ei jkl(t) and Di jkl(t) are the modulus and compliance functions, respectively. ξ is reduced
time and is related to the actual time and temperature through a differential equation. This relation-
ship is usually obtained from experiments to define relaxation or compliance function at a range of
temperatures. However, the scope of the shift functions is not only limited to temperature effects
but also other factors such as moisture content, aging, and damage, which can alter modulus via
other internal mechanisms.
ξ =
t∫
0
dt ′
aT (T )
(6.2)
where aT (T ) is the shift function as a function of temperature. This function is usually obtained
from experiments conducted at least 3 different temperatures. At each temperature, the modulus
is obtained using displacement or load controlled tests. If the temperature of the material is kept
constant during the period of loading, this relationship between real and reduced time reduces to
a simple linear relationship (ξ = t/aT ). A commonly used shift function is the William-Landell-
Ferry (WLF) equation, which has the following form for the temperature regime other than glassy
and rubbery:
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−log(aT ) = C1(T −T0)C2 +(T −T0) (6.3)
where T is the temperature of interest and T0 is the reference temperature and the coefficients (C1
and C2) are obtained from experimental data.
For an isotropic material, the viscoelastic stress-strain relationship given by Equation 6.1
reduces to the following form where the volumetric and shear parts of the constitutive relationship
are separated.
σi j(ξ ) =
ξ∫
0
2G(ξ −ξ ′)∂ei j∂ξ ′ dξ
′+δi j
ξ∫
0
K(ξ −ξ ′)∂εv∂ξ ′dξ
′ (6.4)
where G(t) and K(t) are shear and bulk relaxation functions, respectively, ei j and εv are deviatoric
and volumetric components of total strains. It is also imperative at this point to review some of the
terminology used to separate total stresses and strains to volumetric and deviatoric components.
σi j = Si j +Pi j
εi j = ei j +
1
3δi jεkk
εv = εkk
Pi j =−δi j p =−13δi jσkk
(6.5)
where S is deviatoric stresses, P is pressure component, e is deviatoric strains, and εv is volumetric
strains.
The relaxation functions in Equation 6.4, G(t) and K(t), can be defined in terms of Prony
series reduced from a spring-dashpot model also known as the Generalized Maxwell Model (GMM).
G(t) = Go−
NG∑
m=1
Gm(1− e−t/ρm) and K(t) = Ko−
NK∑
m=1
Km(1− e−t/ρm) (6.6)
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where G0 and K0 are instantaneous shear and bulk modulus, respectively. Gm and Km are Prony
series coefficients representing spring stiffness of each Maxwell unit (composed of spring and
dashpot connected in series) and ρm is the relaxation time representing dashpot coefficients. The
number of terms (NK and NG) and ρm in the GMM are not necessarily equal to each other as some
viscoelastic materials may exhibit different shear and bulk relaxation behavior. This difference can
also result in time dependent Poisson’s ratio which can no longer be deduced from linear elastic
relationships as functions of either bulk or shear modulus.
6.2.2 Schapery’s Pseudo Variables Concept and the Correspondence
Principle
The correspondence principle is a fundamental concept used in the solution of viscoelastic bound-
ary value problems. According to the correspondence principle, there exists a reference elastic
solution for a linear viscoelastic problem whose solution variables are σ Ri j, εRi j and uRi (superscript
R representing the reference solution) [118]. The pseudo-stress and strain concept introduced by
Schapery [118] will be revisited very briefly herein. This concept is going to be used in the nu-
merical implementation of viscoelasticity and the generalized J-integral formulations. Therefore,
in the absence of body forces the equilibrium equations and the pseudo stress-strain relationships
are given in the following form:
∂σ Ri j
∂x j
= 0 (6.7)
εRi j =
1
2
(
∂uRi
∂x j
+
∂uRj
∂xi
) (6.8)
σi j = ERi jklε
R
kl (6.9)
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σ Ri j = σi j , εi j =
{
DdεRi j
}
, εRi j =
{
Edεi j
}
, ui =
{
DduRi
} (6.10)
where operators in the brackets are defined (for a scalar f )
{Dd f}= ER
∫ t
0
D(t− τ)∂ f∂τ dτ (6.11)
{Ed f}= 1
ER
∫ t
0
E(t− τ)∂ f∂τ dτ (6.12)
where D(t) is compliance function and E(t) is relaxation function.
The rules of pseudo variables explained above can also be applied to the linear viscoelastic
stress-strain relationships. If a reference (or pseudo) strain is defined in the following form, the
reference stress-strain relationship reduces to elastic-like linear relationship. We will only highlight
the deviatoric part of the stress-strain relationship for clarity of presentation, however, the same
rules apply to the volumetric part as well.
eRi j =
1
GR
ξ∫
0
2G(ξ −ξ ′)∂ei j∂ξ ′ dξ
′ (6.13)
where GR is the reference shear modulus (usually taken as instantaneous modulus). If we can com-
bine Equations 6.4 and 6.13, we can see an elastic like relationship for deviatoric and volumetric
components
Si j = 2GReRi j and p = KRεRv (6.14)
where Si j and ei j are the deviatoric parts of stresses and strains, p is pressure (p = σkk/3) and εv is
the volumetric strain.
When the Prony series representation of the relaxation function defined by Equation 6.6 is
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inserted in the pseudo strain equation given by Equation 6.13, we arrive at the following form for
the deviatoric pseudo strains:
eRi j =
G0
GR ei j−
NG∑
m=1
Gm
GR ei j(m) (6.15)
The above form can be seen as the decomposition of strains to elastic component (ei j) and viscous
component (ei j(m)). It can be seen from Equations 6.6 and 6.13 that we can define a viscous
component for each Maxwell unit in the following form:
ei j(m) =
ξ∫
0
(1− e(ξ ′−ξ )/ρm)∂ei j∂ξ ′ dξ
′ (6.16)
6.2.3 Numerical Implementation of Viscoelasticity
The numerical implementation of the linear viscoelastic constitutive model described in the previ-
ous section is integrated with a nonlinear Newton-Raphson algorithm within the GFEM. The typ-
ical framework of stress update algorithms described for inelastic materials by Simo and Hughes
[128] is followed. The stress update algorithm includes steps for computing strain and stress in-
crements in addition to the computation of algorithmic tangent stiffness, which is essential for
quadratic convergence.
Unlike the stress update algorithms employed for the time-independent inelastic materials,
actual time becomes a factor in the calculation of stress and strain increments. A recursive algo-
rithm described by Abaqus [1], Hinterhoelzl and Schapery [57] is used to compute strain incre-
ments from the time integrals given by Equation 6.13 at each time increment. Given the solution
of the problem un and un+1 at time increments tn and tn+1, respectively, we can use a recursive
equation (containing terms from the previous step and current step) to find the viscous strain in-
crements defined by Equation 6.16. We start the recurrence formula by breaking up Equation 6.16
from time 0 to ξn and ξn to ξn+1 (assuming that the current time step is tn+1; hence reduced time
is ξn+1):
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εn+1i j(m) =
ξn∫
0
(1− e(ξ ′−ξn+1)/ρm)∂εi j∂ξ ′ dξ
′+
ξn+1∫
ξn
(1− e(ξ ′−ξn+1)/ρm)∂εi j∂ξ ′ dξ
′ (6.17)
Using the semi-group property Simo and Hughes [128] defined in the following:
e(t+∆t)/a = et/ae∆t/a (6.18)
The exponential terms in Equation 6.17 can be rewritten using the semi-group property.
1− e(ξ ′−ξn−∆ξ )/ρm = 1− e(−∆ξ )/ρm + e(−∆ξ )/ρm
(
1− e(ξ ′−ξn)/ρm
)
(6.19)
With this, we can rewrite Equation 6.17 in the following form:
εn+1i j(m) =
(
1− e−∆ξ/ρm
) ξn∫
0
∂εi j
∂ξ ′ dξ
′+ e−∆ξ/ρm
ξn∫
0
(1− e(ξ ′−ξn)/ρm)∂εi j∂ξ ′ dξ
′
+
∆εi j
∆ξ
ξn+1∫
ξn
(1− e(ξ ′−ξn+1)/ρm)dξ ′
(6.20)
The first and third terms in the above equation can be readily evaluated. It can also be seen that the
second term is a part of the pseudo strain term defined in Equation 6.17 at time step ξn:
εni j(m) +∆εi j(m) =
(
1− e−∆ξ/ρm
)
εni j + e
−∆ξ/ρmεni j(m)
+
(
∆ξn+1−ρm(e−∆ξ/ρm)
) ∆εi j
∆εn+1
(6.21)
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The increment in the Maxwell strain term then becomes as follows:
∆εi j(m) =
(
1− e−∆ξ/ρm
)
εni j +
(
e−∆ξ/ρm −1
)
εni j(m)
+
(
∆ξn+1−ρm(1− e−∆ξ/ρm)
) ∆εi j
∆εn+1
=
(
1− e−∆ξ/ρm
)(
εni j− εni j(m)
)
+
ρm
∆ξ
(
∆ξ
ρm
+ e−∆ξ/ρm −1
)
∆εi j
(6.22)
where ξn+1 is the reduced time at time step tn+1 and computed by ξn+1 = ξn + ∆tn+1aT (T ) . Strain com-
ponents (εni j and εni j(m)) are from the previously converged time step tn, and ∆εi j can be calculated
using strain-displacement relationhips once un+1 is known. This form of recursive equation re-
quires only knowledge of solution variables from a previously converged time step.
The same procedure can be repeated for volumetric and deviatoric components of strains
as follows:
∆ei j(m) =
(
1− e−∆ξ/ρm
)(
eni j− eni j(m)
)
+
ρm
∆ξ
(
∆ξ
ρm
+ e−∆ξ/ρm −1
)
∆ei j (6.23)
∆εv(m) =
(
1− e−∆ξ/ρm
)(
εnv − εnv(m)
)
+
ρm
∆ξ
(
∆ξ
ρm
+ e−∆ξ/ρm −1
)
∆εv (6.24)
Equation 6.15 can be rewritten in an incremental format (omitting n+1 for the current step). The
derivations of the deviatoric stresses (S), is shown; however, the same procedure is also applied for
volumetric components.
∆eRi j = α0∆ei j−
NG∑
m=1
αm∆ei j(m) (6.25)
where α0 = G0/GR and αm = Gm/GR. It is also important to note that Equation 6.25 can be seen
as a decomposition of total strains to elastic and viscous components (∆eR = ∆etotal −∆eviscous).
Once the strain increments are calculated, the next step is to update stress and strains.
Stresses are updated in the following form:
Sn+1i j = S
n
i j +∆Si j (6.26)
where stress increments for deviatoric and volumetric components are (using Equation 6.14)
∆Si j = 2
(
G0∆ei j−
NG∑
m=1
Gm∆ei j(m)
)
(6.27)
∆p =−
(
K0∆εv−
NK∑
m=1
Km∆εv(m)
)
(6.28)
The nonlinear Newton-Raphson numerical algorithm requires the calculation of algorithmic tan-
gent stiffness to achieve quadratic convergence. Tangent stiffness is computed for the volumetric
and shear components, separately. Algorithmic tangent stiffness for a fourth order modulus is
defined as follows:
Cn+1i jkl =
∆σ n+1i j
∆εn+1kl
=
∆Sn+1i j
∆εn+1kl
+δi j
∆pn+1
∆εn+1kl
=
∆Sn+1i j
∆en+1pq
∆en+1pq
∆εn+1kl
+δi j
∆pn+1
∆εn+1v
∆εn+1v
∆εn+1kl
(6.29)
Recalling εpq = epq + 13δpqεrr, we can simplify the partial derivative in the above equation. If we
take the derivative of the deviatoric strains as follows:
∆en+1pq
∆εn+1kl
=
∆εn+1pq
∆εn+1kl
− 13δpq
∆εn+1rr
∆εn+1kl
= Ipqkl − 13δpqδrkδrl
= Ipqkl − 13δpqδkl
(6.30)
The following form of the tangent stiffness can be obtained using Equation 6.26 and through the
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mathematical manipulations as shown above:
Cn+1i jkl = G
n+1
T [Ii jkl −
1
3δi jδkl]+K
n+1
T δi jδkl (6.31)
where GT and KT are as follows:
Gn+1T = 2
[
G0−
NG∑
m=1
Gm
ρm
∆ξn+1
(
∆ξn+1
ρm
+ e
∆ξn+1
ρm −1
)]
(6.32)
Kn+1T = K0−
NK∑
m=1
Km
τm
∆ξn+1
(
∆ξn+1
τm
+ e
∆ξn+1
τm −1
)
(6.33)
It is very important to note that these algorithmic tangent stiffnesses as shown in the above equa-
tions is a linear function of time increments and, therefore, convergence is guaranteed in one
iteration.
6.2.4 Interconversion between Relaxation and Compliance Functions
The interconversion between modulus and compliance functions for viscoelastic materials also
requires a separate discussion. Since relaxation and compliance functions are often used within the
context of viscoelastic crack analysis, some of the basic concepts and the interconversion technique
used in this study are presented.
If we recall hereditary type of stress-strain relationships from Equation 6.1, one can see that
the product of modulus and compliance functions are only equal to unity through a convolution
integral (considering only uniaxial stress-strain relationship for the sake of clarity of presentation)
as shown in the following:
ξ∫
0
E(ξ −ξ ′)∂D(ξ
′)
∂ξ ′ dξ
′ = 1 (6.34)
The above integral reduces to a linear relationship only in the Laplace domain. The following form
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of Equation 6.34 is obtained using Laplace transformation. The following relationship between
modulus and compliance in Laplace domain is linear and it can be handled easily in a numerical
scheme or analytically to derive interconversion:
˜E(s) ˜D(s) = 1/s (6.35)
where s is the Laplace and the Prony series expansion of the compliance function is given in the
following equation similar to the expansion of the relaxation function:
D(t) = Do +
ND∑
m=1
Dm(1− e−t/τm) (6.36)
where Dm and τm are components of compliance and retardation time for each Maxwell unit.
Material characterization usually involves experiments that can provide either compliance
or relaxation functions. Therefore there is a need to convert compliance to relaxation or vice versa,
if needed. A numerical technique, whose details were described in Park and Schapery [97], is
used to convert relaxation function to compliance function. The set of experimental data used in
the following examples were also taken from Park and Schapery [97]. Table 6.1 shows the Prony
series coefficients for relaxation function, which are obtained experimentally, and coefficients for
retardation time and compliance obtained using the aforementioned interconversion technique.
Figure 6.1 show these functions in a log-log scale.
6.3 Viscoelastic Crack Analysis
6.3.1 Schapery’s Generalized J-integral
The J-integral theory has been applied to elastic and time-independent inelastic materials success-
fully [108]. However, methods for characterizing and predicting crack growth for time-dependent
inelastic materials is significantly limited. Most of the work done for fracture of time-dependent
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Table 6.1: Prony series coefficients for the modulus and compliance functions (after Park and
Schapery [97]).
m ρm Em τm Dm
(sec) (MPa) (sec) (1/MPa)
1 2.0.E-02 1.94E+02 2.2.E-02 4.07E-05
2 2.0.E-01 2.83E+02 2.3.E-01 7.40E-05
3 2.0.E+00 5.54E+02 2.9.E+00 2.23E-04
4 2.0.E+01 6.02E+02 3.8.E+01 6.45E-04
5 2.0.E+02 3.88E+02 5.3.E+02 2.00E-03
6 2.0.E+03 1.56E+02 6.6.E+03 6.97E-03
7 2.0.E+04 4.10E+01 6.0.E+04 2.15E-02
8 2.0.E+05 1.38E+01 5.9.E+05 6.60E-02
9 2.0.E+06 3.68E+00 4.3.E+06 1.35E-01
10 2.0.E+07 7.90E-01 2.6.E+07 7.23E-02
11 2.0.E+08 9.60E-01 3.0.E+08 1.42E-01
E0 = 2239.5 MPa D0 = 4.47.E−4 1/MPa
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Figure 6.1: Modulus relaxation and compliance retardation functions for PMMA (after Park and
Schapery [97]).
materials is limited to failure characterization at varying temperatures and crack speed and analyt-
ical formulations employing classical singular crack tip functions. Some of the relevant literature
were reviewed in the Section 6.1. The major difficulty associated with defining fracture param-
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eters in viscoelastic materials is related to the very definition of energy release rate and energy
balance. Fracture energy represents how much energy is physically dissipated during the physical
processes of fracturing. However, viscoelastic materials can also dissipate energy through viscous
deformations in the bulk of the structure. Since viscous deformations are not limited only to the
crack front, farfield contours selected to compute J-integral can not be used for computing avail-
able energy for crack growth. However, the generalized J-integral approach [118, 119] utilizes the
correspondence principle, which makes use of the elastic solution and well established theories for
elastic materials.
The main premise of this integral form is the elimination of time-dependent variables from
the integral equation to compute the J-integral in a corresponding reference elastic state. This form
is identically equal to the Rice’s J-integral and preserves all of the essential properties, such as the
path independency. The approach is also compatible with the FE implementation. The generalized
J-integral approach for linear viscoelastic materials is reviewed in this section and details of the
GFEM implementation are also discussed briefly.
Schapery [118] defined a path independent integral, Jv, representing mechanical crack tip
energy derived from a reference elastic solution of a viscoelastic problem. This form derives
from the correspondence principle referring to the elastic-viscoelastic relationships and pseudo
variables. It allows the construction of a viscoelastic solution from a reference elastic solution. The
terms in the Jv integral are from the reference elastic solution, which preserves path independence
of the Jv-integral.
Jv =
∫
C1
W Rdx2−Ti ∂u
R
i
∂x1
ds (6.37)
where T is the traction vector defined on the contour C1, W R is pseudo strain energy density, and
uRi is the pseudo displacement component. This form proposed by Schapery [119] is a contour
integral mainly used to characterize fracture in 2-D problems as shown in Figure 6.2. The path C1
for Jv is arbitrary and it starts and ends on the unloaded faces of the crack. This allows the use
of the farfield solution to compute the crack driving force. However, as discussed in details in the
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preceding chapter, domain integral methods are preferable for 3-D characterization of crack fronts.
Therefore the Schapery’s generalized J-integral is extended to a domain integral formulation. The
details of domain integral formulations and implementation in the GFEM were discussed in the
previous chapters in details. We recall the domain integral derived for elastic materials as follows:
Figure 6.2: Crack tip contours in 2-D to illustrate Schapery’s work of fracture theory.
J0 =
−∫V [Hk jqk, j +bkqk]dV∫
Γc wk(s)vk(s)ds
(6.38)
According to Schapery’s approach, we will need to replace displacements and strain energy density
with their pseudo counterparts. This ensures the computation of the domain integral in a reference
elastic solution defined by instantaneous response of crack front material.
J0v =
−∫V [HRk jqk, j +bkqk]dV∫
Γc wk(s)vk(s)ds
(6.39)
where HRk j = W Rδk, j−σi juRi,k is the Eshelby’s tensor evaluated in the reference elastic solution.
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6.3.2 Crack Initiation
The generalized J-integral proposed by Schapery is useful for the computation of the energy re-
lease rate using the farfield solution for a viscoelastic material. The reference elastic solution
corresponding to a viscoelastic solution can be used to ensure path independency of J-integral.
However, there is still more work to do in order to consider the crack front viscoelasticity sup-
pressed in the generalized the J-integral. In order to do this, Schapery [119] introduced the work
of fracture concept. Dugdale’s crack tip failure model is utilized to derive the work of fracture from
the generalized J-integral. In the Dugdale model, it is assumed that there is a thin plastic/failure
zone. Within the failure zone, tractions are constant and equal to the yield strength across the
process zone.
According to the Dugdale crack tip failure assumption and path independency property of
the J-integral, the same generalized J-integral can be computed along a contour C2 defined enclos-
ing the thin failure zone as shown in Figure 6.2. According to the path independency assumption,
the J-integral evaluated along these two contours should yield the same solution.
The J-integral computed along the contour C1 enclosing damaged zone can be simplified
to the following linear relationship using the Dugdale’s crack tip failure model:
Jv = σYi δ Ri (6.40)
where σYi are tractions at yielding along the thin damaged line and δ Ri and pseudo crack opening
displacements (i = 1,2 for 2-D and i = 1,2,3 for 3-D problems).
The total work input to the crack tip considering time dependent effects can be analogously
written as follows:
Wf =
δi∫
0
σYi dδi (6.41)
When displacements vary with time, we can rewrite Equation 6.41 in the following form:.
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Wf =
δi∫
0
σYi
∂δi
∂ t dt (6.42)
We can also constitute a relationship between total crack tip displacements and pseudo crack tip
displacements as shown in Equation 6.11 (with δi =
{
Ddδ Ri
}). We can use this relationship to
rewrite Equation 6.42 also using Equation 6.40 in the following form:
Wf = ER
ξ∫
0
D(ξ −ξ ′)∂Jv∂ξ dξ (6.43)
where ER is the reference Young’s modulus and D(t) is creep compliance representing bulk mate-
rial properties.
This form of the work of fracture employs the path independent J-integral from a reference
elastic solution and computes the energy release rate for crack growth considering creep effects.
The path independent J-integral can be computed using the well known and established contour
or domain integrals. If the total energy required to create new surfaces is known for a material,
work of fracture offers a practical solution to predict time of crack initiation. A similar concept is
also employed to convert elastic stress intensity factors to time-dependent crack opening intensity
factor within the M-integral framework [47, 48, 106]. Similarly, bulk material compliance function
and hereditary type of integrals were also used in these works.
6.3.3 Numerical Implementation of the Generalized J-integral
The next step is the numerical integration of the integral equations to compute work input (Equa-
tion 6.43). This is done using a very similar procedure described for the numerical integration
of stress-strain relationships (Section 6.2.3). The numerical integration of the work of fracture
requires compliance functions. Compliance functions are similarly represented by spring dashpot
mechanical analogs, which contains Prony series. There are several ways to obtain the coefficients
for the compliance functions. Direct experimental measurements is one of the options. Alterna-
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tively, the coefficients for the compliance function can also be obtained using a numerical inter-
conversion technique from the relaxation function. This interconversion procedure is also briefly
described in the previous sections.
The work of fracture defined in Equation 6.43 can be rewritten after substituting the Prony
series representation of the compliance function given by Equation 6.36 in the following form:
Wf = ER
∫ ξ
0
[D0 +
N
∑
m=1
Dm(1− e
ξ ′−ξ
τm )]
∂Jv
∂ξ ′dξ
′ (6.44)
We can rewrite the above equation in a compact form for the sake of clarity of presentation as
follows:
Wf = ERD0Jv +ER
N
∑
m=1
DmWf (m) (6.45)
where Wf (m) =
∫ ξ
0 (1− e
ξ ′−ξ
τm ) ∂Jv∂ξ ′dξ ′
A recursive integration procedure similar to the one applied to carry out stress-strain update
can also be utilized here. In order to calculate the work of fracture at current time step (W n+1f ),
the solution at the previous step (W nf ) and the increment at the current step (∆Wf ) are required.
Following Equations 6.23 and 6.24 derived to compute the increments of strains, increments of
Wf (m) can be found similarly with the following equation:
∆Wf (m) =
(
1− e−∆ξτm
)[
Jnv −W nf (m)
]
+
τm
∆ξ
(
∆ξ
τm
+ e−
∆ξ
τm −1
)
∆Jv (6.46)
The above equation can be readily calculated if the solution at the current and previous steps are
known. Once the increments of Wf (m) are computed for each Maxwell unit, we can update the
work of fracture Wf at time step ξn+1 using the following equation:
W n+1f = W
n
f +E
RD0∆Jv +ER
N
∑
m=1
Dm∆Wf (m) (6.47)
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6.4 Numerical Examples
In this section, several numerical examples to test the formulation and implementation of viscoelas-
ticity and viscoelastic crack analysis are presented. The objectives of the numerical examples are
twofolds. First is to verify the accuracy of the proposed implementation for viscoelasticity imple-
mentation in the GFEM. The same problem is also solved with a commercial software (Abaqus)
for comparison. The second objective is to illustrate the effect of time and temperature influence
at the onset of crack propagation using the proposed viscoelastic crack model in the GFEM.
6.4.1 Linear Viscoelasticity Examples
Verification of viscoelastic implementation within the GFEM is performed with a very simple
example whose analytical solution is also known. A unit cube subjected to time dependent load is
shown as an insert in Figure 6.3. A load sequence consisting of ramp loading, creep, and unloading
is applied at a reference temperature (the amplitude of the load applied is shown as an insert in
Figure 6.3). As for the material properties, the Prony coefficients shown in Table 6.1 are used
with elastic Poisson’s ratio ν = 0. This allowed to create true uniaxial conditions with the help of
proper boundary conditions. The same problem is also solved using Abaqus and the same material
properties. The results from this exercise are shown in Figure 6.3. The figure also shows elastic
displacements in order to illustrate how much viscous effects can alter the displacement profile in
the cube.
The second exercise is selected to test the performance of the viscoelastic implementation
when the temperature is variable. As it is discussed along with the basic viscoelastic equations,
the effect of the temperature can be reflected to the material response using shift functions. The
William-Landell-Ferry (WLF) shift function given by Equation 6.3 is used to run the unit cube
example at two temperatures (0 and 40◦C) in addition to the reference temperature. In the absence
of experimental data, typical values are used for the WLF coefficients in Equation 6.3. Similar to
the previous exercise, the very same example is also solved using Abaqus to verify the accuracy of
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Figure 6.3: Comparison of viscoelastic implementation in the GFEM with analytical and Abaqus
solution.
GFEM implementation. Figure 6.4 shows the results from this exercise. Abaqus results are identi-
cal to the GFEM displacements at all temperatures demonstrating the accuracy of implementation.
Another example to test the viscoelasticity implementation is designed to test the imple-
mentation in the presence of special enrichment functions, such as step and singular functions. A
simple bar with an edge crack is used for this test. In order to create the same discretization space
in FEM and GFEM, the crack surface is inserted at element boundaries. The crack is modelled
using double nodes in the FEM discretization for Abaqus. The same loading sequence (ramp load,
creep, unload) is applied. The results are shown in Figure 6.5. The GFEM results are, again,
identical to those produced by Abaqus.
124
0.0E+00
5.0E-03
1.0E-02
1.5E-02
2.0E-02
2.5E-02
3.0E-02
0 5 10 15 20 25 30 35
Time (sec)
D
is
p
la
c
e
m
e
n
t 
(m
m
)
T = 0 C (Abaqus) T = 20 C (Abaqus) T = 40 C (Abaqus)
T = 0 C (GFEM) T = 20 C (GFEM) T = 40 C (GFEM) 
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6.4.2 Viscoelastic Crack Analysis Examples
In this section, several benchmark fracture problems are solved using the implementation presented
in the previous sections. The first example illustrates the verification of the Schapery’s work of
fracture formulation (cf. Equation 6.43) using an independent example from the literature. A bar
with a straight edge crack, a beam with a straight edge crack (also known as single end notched
beam) and a slanted crack inserted in a thick plate are used in the GFEM simulations. The problems
are solved to demonstrate time and temperature effects on the crack front parameters.
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Figure 6.5: CMOD comparisons of the GFEM and Abaqus for the edgecrack example.
6.4.3 Verification of the Schapery’s Fracture Model using Laplace
Transforms
An analytical solution to the J-integral can be obtained using elastic-viscoelastic correspondence
principle. According to the elastic-viscoelastic, if time-dependent solution can be deduced from
a corresponding existing elastic solution. For example, static elastic solution to the J-integral can
(or J1-integral) can be written as follows:
J1 =
1+κ
8µ [K
2
I +K2II]+
1
2µ K
2
III (6.48)
where κ is Kolosov constant and µ is Lame’s constant.
If an elastic solution exists for a boundary value problem in which SIFs can be computed,
elastic-viscoelastic correspondence principle can be employed to compute time-dependent energy
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release rate. Elastic relationship, shown in Equation 6.48, can be converted to Laplace domain
by replacing Young’s modulus and Poisson’s ratio with their time-dependent counterparts. Trans-
forming time dependent elastic field variables (E(t)andν(t) are as follows:
E(s) =
3G(s)
1+G(s)/3K(s)
ν(s) =
3K(s)−2G(s)
2
(
3K(s)+G(s)
) (6.49)
where Laplace transform of the variables is defined as f (s) =
∞∫
0
f (t)e−st dt
According to the elastic-corresponding principle, we can replace transformed variables
with time dependent elastic variables in Equation 6.48. The transformation is made replacing
field variables with sJ(s), sG(s), and sK(s). The following expression can be obtained after all of
the time dependent field variables are replaced by their transformed counterparts:
J(s) =
1
s
3sK(s)+4sG(s)
4sG(s)
(
3sK(s)+ sG(s)
) [K2I +K2II +K2III] (6.50)
G(s) and K(s) are Laplace transforms of time dependent shear and bulk modulus. Laplace trans-
forms of one parameter Generalized Maxwell model of bulk and shear modulus are shown as
follows:
G(t) = G0 +G1 e−λ t
G(s) = G0
s
+
G1
λ + s
(6.51)
G0 and G1 are Prony coefficients of the Maxwell Model for shear modulus, λ is the relaxation
time. Similar formulations also applies to bulk modulus. If we substitute Laplace transform given
by Equation 6.51 in Equation 6.50, we arrive at the following relationship for the J-integral in
Laplace domain:
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J(s) =
[(3K0 +4G0)λ +(3K0 +4G(0)) s] (λ + s)
4s(α1 + s)(α2 + s)G(0)(3K0 +G(0))
[
K2I +K2II +K2III
] (6.52)
where α1 =
G0 λ
G(0)
, α2 =
3K0 +G0
3K0 +G(0)
λ , and G(0) = G0 + G1. For the relationship above, bulk
relaxation time is taken as zero (K(0) = K0).
In order to obtain the time dependent J-integral, we can convert the J-integral in Laplace
domain to the time domain using inverse Laplace transforms. This can be done using partial
fractions and analytical derivations for simple relationships. Numerical inversion techniques can
also be utilized to perform this conversion. Matlab is used in this study to perform inverse Laplace
transforms.
An example from the literature is solved herein using Laplace transforms and Schapery’s
generalized J-integral and work of fracture approach. The example problem solved by Soon Lee
and Jong Kim [135] using boundary element method is reproduced. The analyis of a center crack
problem is solved by Soon Lee and Jong Kim [135] to illustrate time dependent effects on the
energy release rate. Viscoelastic materials properties are given in the following:
G(t) = G0 +G1 e−λ t
K(t) = K0
(6.53)
where K0 = 10,000, G0 = 1125, G1 = 3375, and λ = 0.5 1min .
In order to compute time dependent work of fracture given by Equation 6.45, compliance
function needs to be known. Using the interconversion technique described earlier, shear compli-
ance is obtained as D(t) = 2.2E−4 +6.67E−4(1− e−0.125t) for the relaxation function defined
in Equation 6.53. Energy release rate at time 0 is obtained from the data provided by Soon Lee
and Jong Kim [135] as 8.176. Figure 6.6 illustrates the comparison of the Schapery’s work of
fracture and the data given by Soon Lee and Jong Kim [135]. The example in the literature was
solved assuming that bulk relaxation was zero as shown with material properties in Equation 6.53.
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In this case, Schapery’s work of fracture is not in agreement with the results from Soon Lee and
Jong Kim [135]. In order to investigate this, Laplace conversion procedure can be used to solve
the same problem again with different relaxation characteristics. The same relaxation behavior
is assigned to the bulk modulus and Laplace conversion approach is followed. As shown with
Equations 6.48 to 6.52, once an elastic solution exists and relaxation functions are known, time
dependent energy release rate can be computed. According to this, the energy release rate is re-
computed assuming equivalent relaxation behavior for both shear and bulk modulus. In this case,
as shown in Figure 6.6, Schapery’s work of fracture matches the Laplace solution perfectly.
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Figure 6.6: Comparison of Schapery’s work of fracture to the analytical solution obtained using
Laplace transforms.
Syngellakis and Wu (2008) Example
Syngellakis and Wu [144] implemented the boundary element method (BEM) for the analysis of
polymer fracture problems. Various approaches are adopted in this work to compute the energy
release rate. The analytical and numerical solutions to some benchmark fracture problems are
presented. In one of the examples, Syngellakis and Wu [144] solved a center-cracked plate example
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under constant tension loading. Material behavior is characterized by a shear relaxation modulus
G(t)= 23.625+70.875e−0.4t (units are in GPa and sec). Theoretical values of KI and J-integral for
this problem are taken as 17.7820 N/mm3/2 and 1.5057 N/m. The results from the analytical, time
domain BEM, and Laplace domain BEM are evaluated to verify the numerical implementation
proposed by Syngellakis and Wu [144].
The same example is solved using Schapery’s work of fracture defined by Equation 6.43.
In order to solve Equation 6.43, shear relaxation is converted to shear compliance yielding D(t) =
0.0106 + 0.0317(1− e−0.1t). Figure 6.7 illustrates the comparison between the work of fracture
computed using Equation 6.43 and those read from Syngellakis and Wu [144]. The results are in
good agreement with the values in the literature solved using the BEM approach.
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Figure 6.7: Comparison of Schapery’s work of fracture to the Syngellakis example [144].
Edge-Cracked Bar
A brief introduction to the GFEM procedure for solving fracture problems is provided. Locally
refined meshes with increasing degree of polynomials are used in the GFEM to tackle fracture
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problems. Crack surfaces are introduced in the model as a separate entity. Step functions and crack
tip singular functions are used as enrichments to describe the crack surface and to approximate
singular displacement fields at the crack front, respectively. In addition, polynomial enrichments
are also used to increase the accuracy of approximation. The whole procedure, including crack
surface detection, refinement and/or unrefinement, enrichment, and solution has been implemented
as an automated procedure. The details of this analysis approach can be found elsewhere [46, 104,
105]. This integrated approach is now extended to viscoelastic materials and crack initiation in this
study. A brief summary of this integrated approach is described in the following:
1. Pre-processing to generate a coarse mesh for the problem domain and prepare a triangulation
to represent crack surface
2. Detection of crack surface and front
3. Refinement of crack fronts to create a locally refined mesh
4. Assignment of enrichment functions to the selected nodes
5. GFEM solution of the problem (using nonlinear solver for inelastic materials)
6. Post-processing the results to compute energy release rate or SIFs along the crack front (this
process includes sweeping the crack front to form extraction domain such as shown in Figure
6.8 and compute fracture parameters (Jv and Wf (t)) based on Equations 6.39 and 6.47).
The edge-cracked bar is a very commonly used example in the development and verification
of new numerical and mathematical strategies to compute energy release rate and/or SIFs [70, 104].
The solution of this problem using a domain integral method and linear elastic material properties
is presented in the previous chapter. The edge-crack example is extended to viscoelasticity and
viscoelastic crack model whose details are described in this chapter.
The problem consists of a rectangular bar sliced by a through the thickness crack as shown
Figure 6.8. The geometry is taken as h/t = 0.875, a/t = 0.5, and w/t = 1.5. As for the material
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properties, a linear viscoelastic model is used. Crack front elements are locally refined to the levels
of Le/a ratios around 0.069. Table 6.1 shows the Prony series coefficients used for the relaxation
and compliance functions. The instantaneous Poisson’s ratio is set to 0.3. It is possible to assign
different relaxation functions for volumetric and shear behavior to allow Poisson’s ratio vary with
time. In this study, two extreme cases are assumed in the absence of experimental data. First is the
case where shear and bulk relaxation functions are equal. Second is the scenario where volumetric
response does not exhibit relaxation in modulus, which can be seen as a safe assumption for most
of the polymers. The latter removes the restriction on the variation of Poisson’s ratio with time.
Figure 6.8: Edge-crack problem geometry and illustration of selected domains used for computing
energy release rate.
Figure 6.9 shows a comparison between the Schapery’s Jv-integral and the work of fracture
Wf computed at the middle of crack front. The applied load in this example is also shown as
an insert to this figure. One of the major objectives of this exercise is to show how temperature
and time influence the mechanical work available for crack growth. As temperature increases,
the effects of creep becomes more pronounced and increases the work of fracture. On the other
hand, the Jv-integral remains insensitive to temperature variations. This is expected because the Jv-
integral is computed at a reference elastic solution, which is not rate and temperature dependent (cf.
Equation 6.39). This type of rate-temperature dependency is also consistent with the findings of
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other viscoelastic crack models [78, 79, 86, 106, 135, 142]. The importance of this observation is
materialized when time to crack initiation needs to be predicted under various loading conditions.
Given the fracture energy of a material (Gc) at a specific temperature, one can calculate the crack
initiation time (time when the work of fracture becomes equal or greater than the fracture energy
of the material).
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Figure 6.9: Comparison of Jv and Wf computed at the middle of crack front and at various temper-
atures under ramp and creep load.
The second exercise conducted with the edge-crack problem is designed to illustrate the
importance of higher order polynomials in addition to strong crack front refinement. Strong crack
front refinement and higher order enrichment functions (polynomials, singular and step functions)
are essential in order to get an accurate approximation of the crack front displacement field. Figure
6.10 shows the evolution of work of fracture as the degree of enrichments increase from 1 to 3.
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Figure 6.10: The effect of polynomial enrichments on the energy release rate.
Another important fact about the viscoelastic materials is that the Poisson’s ratio can also
be time-dependent. This condition is simulated by assuming zero relaxation for the volumetric
modulus and using the relaxation function only for shear modulus. The effect of varying the Pois-
son’s ratio on the work of fracture is illustrated in Figure 6.11. The work of fracture is calculated
assuming constant Poisson’s ratio (shear and bulk have the same relaxation function) and varying
the Poisson’s ratio (no relaxation is assumed for volumetric response). The work of fracture com-
puted with constant Poisson’s ratio is slightly higher than that computed with varying Poisson’s
ratio. The difference is magnified at higher temperatures. This difference can be attributed to two
factors. The no-relaxation assumption for the volumetric response will clearly have the effect of
increasing the confinement at the crack front; hence reducing the mechanical work available for
crack growth. The thickness of the bar can also influence the stress states at the crack front. The
effect can be lessened or magnified with different thicknesses.
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Figure 6.11: Energy release rate variation with constant and varying Poisson’s ratio.
The last example about the edge-crack is to demonstrate crack opening with temperature
variations. The effect of creep on crack opening at different temperatures is illustrated in Figure
6.12. This figure shows the shape of the crack at t = 15 sec and at the same applied external
load. The shape of the crack obtained from the elastic solution is also added to the figure. It is
clearly seen that the crack becomes increasingly blunt as temperature increases. This observation
is consistent with the literature findings [66, 87].
Single Edge Notched Beam (SEN) Example
The second example is the simulation of a well known experiment used to characterize fracture
resistance of concrete, rock, asphalt concrete, and some geo-materials. The single edge notched
beam (SEN) is used in the simulations performed with the GFEM and Abaqus. Two procedures
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Figure 6.12: Crack opening near the crack tip at t = 15sec as a function of temperature.
are followed to compute the work of fracture as a function of time. The first one is the generalized
J-integral procedure as it is described herein. The second one is the finite difference method to
compute the energy release rate [78]. In the latter one, the viscoelastic fracture parameter Wf (t) is
determined by solving the same problem with identical load histories, material, and boundary con-
ditions but with variable crack lengths (a and a +∆a). The fracture parameter Wf (t) is calculated
by using a finite difference formula
W FDf (t) =
U1(t)−U2(t)
B∆a (6.54)
where U is the internal energy, B is the thickness of the beam, and FD refers to Finite Difference.
This method is used in conjunction with the Abaqus simulations of the same problem with a refined
mesh at the center of the beam. This method allows us to evaluate the proposed approach with an
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independent method in the absence of available analytical solutions. This approach is used along
with several numerical methods such as finite element and boundary element methods to evaluate
time dependent crack tip conditions [78, 79, 135].
Several crack increments are tested for convergence of the finite difference approach pre-
sented by Equation 6.54. It is important to note that the finite difference expression given by
Equation 6.54 converges to a solution with decreasing crack increments. Therefore, the results
only from the smallest increment (∆a
a
= 0.03125) is presented herein. Figure 6.13 shows the two
meshes used for Abaqus and GFEM analysis. After automatic refinement, the ratio of crack front
element size to that of crack length becomes Le/a = 0.028. The same ratio for the Abaqus mesh is
around 0.031. The relaxation function with the Prony series coefficients presented in Table 6.1 is
used for the linear viscoelastic material properties. The span of the beam is 376 mm, depth is 75
mm, and height is 100 mm. Crack length is 25 mm.
GFEMABAQUS
Figure 6.13: Comparison of Abaqus and GFEM meshes used for simulation of single edge notched
(SEN) beam.
Figure 6.14 shows the results from the simulations. The energy release rate computed at
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the center of crack front using the GFEM is compared to that computed using Abaqus and finite
difference method aforementioned. Two different values of energy release are compared. First
is the so called elastic energy release rate, which is equivalent to the Schapery’s generalized Jv-
integral and the second is the time dependent energy release rate, which is essentially the work of
fracture (Wf (t)). The former is computed using Schapery’s approach in the GFEM simulations.
Abaqus equivalent of energy release rate is computed using the finite difference approach (Equation
6.54). Internal energy is composed of viscous dissipation and stored elastic strain energy. If viscous
dissipation due to viscoelasticity is subtracted from the internal energy, we can find elastic energy
release rate. It is clear that no rate and temperature effects can be reflected by the elastic energy
release rate. As shown in this figure, the Jv-integral computed using the GFEM and Abaqus are in
good agreement. This is a very promising outcome because computing the Jv-integral is as easy
as computing the conventional J-integral. In addition, the Jv-integral preserves all of the important
features of the J-integral, such as path independency. On the other hand, the difference between
the time dependent energy release rate computed using Abaqus along with finite difference method
and the GFEM is magnified under long term creep loading. This difference can be attributed to
several factors. The relationship between the Jv-integral and Wf is given by Equation 6.43. This
relationship is derived for a specific crack tip failure model, which assumes a thin failure zone with
constant yield stress. However, no specific crack tip assumption is made with the finite difference
method described with Equation 6.54. In addition, it is also imperative to remind that the finite
difference method is very sensitive to crack increments. Problem size and computational efficiency
are determining factors for the selection of smallest crack advance. It is important to note that the
relationship between elastic energy release rate and mechanical work available for crack growth in
viscoelastic materials can not easily be determined. Schapery’s approach is one of the attempts to
define this relationship with reasonable accuracy and a way that can be adapted to commonly used
numerical methods such as the FEM and the GFEM.
138
0.E+00
1.E-04
2.E-04
3.E-04
4.E-04
5.E-04
6.E-04
0 5 10 15 20 25 30 35
Time (sec)
E
n
e
rg
y
 R
e
le
a
s
e
 R
a
te
 (
N
/m
m
) Elastic J (Abaqus)
J(t) (Abaqus)
Elastic J (GFEM)
J(t) (GFEM)
Figure 6.14: Elastic and viscoelastic energy release rate computed at the center of the crack front
using Abaqus and GFEM.
6.5 Summary and Remarks
In this chapter, basic constitutive relationships of viscoelasticity and a viscoelastic fracture model
are reviewed. Viscoelastic constitutive relationships and an algorithm to implement viscoelasticity
in the GFEM are described in details. The procedure employed is based on finding the algorithmi-
cally consistent tangent stiffness. This ensures convergence in one iteration. The implementation
is tested with simple verification examples. Secondly, a viscoelastic fracture model introduced
by Schapery [118, 119] is revisited. The fracture model originally proposed by Schapery for
viscoelastic materials is based on a generalized J-integral computed as a contour integral. The
extension of the generalized J-integral to domain integral is necessary for 3-D fracture problems.
The generalized J-integral originally proposed as a contour integral is extended to the domain in-
tegral version as described in the previous chapter. The implementation of domain integral version
of the Schapery’s J-integral in the GFEM is also described herein. Similar to the viscoelasticity
implementation, an incremental procedure is followed with the use of information only from the
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previous solution step.
The generalized J-integral preserves path independency of the J-integral which can be a
critical issue for materials dissipating energy due to creep. Therefore, the use of farfield solution is
enabled with the generalized J-integral which merely yields the energy release rate for a reference
elastic solution of a viscoelastic problem. This integral is then converted to time domain using a
convolution integral to consider time and temperature effects. Time and temperature effects are
reflected to this relationship using shift functions obtained from modulus testing.
Several benchmark fracture problems are solved to demonstrate the key features of the
implementation. The influence of time and temperature on the energy release rate or work of
fracture is illustrated. Creep effects become increasingly influential as the temperature increases
above 0◦C for the examples shown in this chapter.
Chapter 7
The Analysis of the Near-Surface Cracking
Problem using a Three-Dimensional GFEM
Model
7.1 Introduction
The analysis of near-surface cracking also referred as top-down cracking and its integration into
a pavement design protocol poses significant challenges. The major challenges are to identify the
critical locations of crack initiation and develop accurate computation of stresses and strains un-
der non-uniform contact stresses. The conventional beam or plate-like analysis does not provide
necessary conditions for crack initiation on the surface of a pavement. Tire pavement interaction
becomes increasingly important on the surface and in the proximity of loading. The outcome can
be extremely complex stress conditions to generate mixed mode tensile or compressive fracture. In
addition, stiffness gradation due to oxidative aging of binder near the surface is another factor that
may complicate the conditions at the surface and its proximity. Aging does not only change stiff-
ness of the surface materials but also alters the fracture properties. Therefore, a three-dimensional
analysis with realistic tire configuration and contact stresses is essential to capture the effects gen-
erated by traffic loading. Secondly, the method employed to compute stresses and predict crack
initiation/propagation should be capable of analyzing mixed mode fracture problems.
The GFEM and the XFEM are the two alternatives to the standard FEM for problems with
complex geometry, loading conditions, and also multi-scale applications. These methods are also
known as partition of unity methods. They are promising candidates to overcome mesh design
and computational issues of the FEM for problems with discontinuities such as cracks, material
interfaces, etc. Early developments on the GFEM and XFEM for solving 3-D fracture problems
can be found in the works of Duarte and Oden [42], Duarte et al. [44], Duarte et al. [45] and
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Belytschko et al. [16], respectively. A review of the GFEM is presented in Chapter 3.
The analysis of near surface cracking under a dual tire configuration on a relatively thick
pavement structure is discussed in this chapter. The GFEM is utilized as the numerical tool to find
critical locations for crack initiation in a 3-D mesh. The pavement structure is assumed to have
existing defects at the aggregate scale. These defects are in the form of half-penny and circular
cracks inserted at different locations and orientations on and near the surface. These cracks, in a
scale nearly less than 1% of the global scale of the problem domain, are defined as an independent
entity and arbitrarily inserted in the mesh. Critical fracture parameters such as stress intensity fac-
tors (KI and KII) and energy release rate are computed to predict crack initiation. Linear elastic
fracture mechanics theories in conjunction with elastic material properties are employed as a first
step to find critical location and orientation. The extension of the proposed approach to viscoelas-
ticity and a viscoelastic crack model is also presented.
This chapter is organized as follows. Three-dimensional pavement model with cracks in-
serted at various locations is introduced. The pavement model with cracks at various locations is
analyzed to find the critical modes of cracking; and finally, the analysis is extended to viscoelas-
ticity and viscoelastic fracture mechanics.
7.2 Analysis of Near-Surface Cracking
The mechanistic analysis of near-surface cracking poses significant challenges particularly due to
high and non-uniform tire contact stresses. Tires generate complex stresses within the pavement in
the vicinity of contact which complicates the analysis. Existing mechanistic approaches including
classical plate bending, layered elastic theories, and FEM can not properly describe the conditions
in the proximity of tires for near-surface crack initiation. The micromechanical theories employed
in discrete element types of methods can be useful; however, they are not computationally efficient
in solving large scale problems. In addition, the acquisitions of continuum mechanics theories
over the years and adaptability to finite element types of methods are irrevocable. Therefore,
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a robust and accurate mechanical interpretation of this problem is required not only to improve
understanding of the mechanisms but also to identify the major contributing factors to this failure
type.
The main focus of the analysis is twofolds. The first step is to identify the influence of con-
tact stresses on crack initiation on or near the surface of a typical flexible pavement structure with
a relatively thick pavement layer. The most critical location/plane or modes of damage for crack
initiation for the given structure and loading can be anticipated using the outcome of the elastic
analysis. Secondly, the analysis for one of the most critical cases is extended to viscoelasticity to
identify the effects of time and temperature. The analysis is performed by inserting cracks one
at a time at various locations in the vicinity of the dual-tires to find the most critical location and
orientation for crack initiation and propagation. The results from the analysis are then discussed in
light of various crack front parameters.
7.2.1 Three Dimensional Pavement Model
A large scale 3-D model of a flexible pavement structure is developed. Traffic loads are represented
by a dual-tire configuration with non-uniform contact stresses as shown in Figure 7.1. The contact
stresses are obtained from earlier studies by the research group [2, 50, 51, 151, 157, 158]. Thick-
ness of the hot-mix-asphalt (HMA), base, and subgrade layers are 254,700,500 mm, respectively.
Half-penny and circular-shaped cracks at aggregate scale are inserted at various locations within
the pavement. These cracks have a radius of 5 mm. Figure 7.2 illustrates the coordinates of each
crack inserted in the mesh with respect to the dual-tire on the surface. The problem is analyzed
one crack at a time. The cracks are located at four positions on the surface away from the edge of
the dual tires and five depths within the pavement. The cracks are rotated clockwise 30◦ and 60◦
to find the most critical plane of cracking. In all, 60 cracks are analyzed in this study.
The cracks in the GFEM are a separate entity and modeled with 2-D triangular elements
on the plane and 1-D line elements along the crack front. These elements are not computational
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Figure 7.1: Three-dimensional pavement model with dual-tire contact stresses on the surface. Nor-
malized transverse and vertical stresses are shown on each rib (contact stresses at each cell of the
rib are normalized by the maximum vertical stress).
elements, which contribute to the stiffness matrix or internal force vector calculations. It is impor-
tant to note such a depth of analysis is only feasible because cracks are independent of the global
coarse mesh, and only one pavement model (without cracks) is generated.
The solution strategy of the fracture problems in the GFEM involves the following basic
steps:
1. Automatic crack front refinement;
2. Automatic selection of the customized enrichment functions (polynomial, step, and singular)
and the order of approximation;
3. Solution of the problem;
4. Post-processing the solution to compute crack front parameters (SIF and J-integral).
Crack front refinement is essential in fracture problems. With the automatic refinement ap-
plied at the crack fronts, locally graded meshes are generated. Figure 7.3 illustrates locally refined
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Figure 7.2: The coordinates of surface and embedded cracks with respect to the dual-tire contact
stresses on the pavement surface: (a) Top view of the pavement surface in the vicinity of dual-tire
imprints; and (b) Coordinates of each crack on the surface and within the pavement.
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crack fronts from the two analysis cases. The level of refinement and the order of approximation
dictate the accuracy of the solution variables (displacements, stresses, strains, etc.) at the crack tip.
The final size of the elements at the crack front after refinement is in the range between 0.3−0.6
mm.
Half-penny crack on the surface Circular crack @ 40mm depth
A
A
Figure 7.3: Automatic crack front refinement illustrating locally graded meshes at the front domain
of half-penny and circular cracks.
7.2.2 Results from the Elastic Solution
The first step of the analysis is conducted using elastic material properties and linear elastic fracture
mechanics theories. The purpose of this analysis is to assess the stress states and identify critical
modes and locations of cracking in the proximity of dual tires. Elastic modulus and Poissons ratio
of bituminous layer are 17,600 MPa and 0.3, respectively. Base layer modulus and Poissons ratio
are taken 450 MPa and 0.35 whereas subgrade modulus and Poissons ratio are 150 MPa and 0.35,
respectively.
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First, the multi-axial state of stresses in the vicinity of the tires is assessed using Mohr circle
analysis. This part of the analysis is performed without the cracks. Mohr circle representation of
the stresses or strains with the use of principal stresses has commonly been used to predict critical
planes of damage [53] and [132]. Stresses at various locations under the dual-tire are mapped to
Mohr circles. Figure 7.4 illustrates the Mohr circles plotted at four different locations. The Mohr
circle right beneath the dual tires exhibits strong influence of compressive stresses induced by the
tire vertical pressure on the surface. The effects of compression diminish away from the tires
within the pavement. This is observed at locations denoted by labels 3 and 4, farther away from
the tire edge.
The stress states in the proximity of dual-tires indicate the potential for tensile and shear
damage. Shear damage is likely in the areas closer to the tire whereas tensile damage can occur
in the areas farther away from the tire. Critical planes can then also be identified based on the
dominant damage mode. For example, crack growth due to tensile damage will occur on a plane
perpendicular to the maximum principal stress according to several models discussed by Fatemi
and Socie [53], Socie [132]. This corresponds to one of the cases shown in Figure 7.4 denoted by
3 and 4. Stress states in these locations suggest that tensile damage is likely to occur on planes
approximately 40◦ from the horizontal plane. This is the plane on which maximum tensile stresses
occur. In all other cases, shear damage is likely to occur on planes where maximum shear stress
develops. In this case, damage or crack growth can also be delayed due to the presence of mean
compressive stresses. It is very important to assess stress conditions appropriately before any
fatigue damage or crack growth model can be used. Once the failure mode has been identified,
an appropriate fatigue model can be chosen to estimate the service life. Therefore, it is essential
to identify the stress conditions for the near-surface cracking problem and find critical planes for
crack growth.
In order to find the critical planes for crack growth, each of the cracks presented in the
previous section in Figure 7.2 are analyzed one by one. Crack front parameters such as SIFs are
computed along the crack fronts. Each location chosen for analysis contains three cracks on the
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vertical plane as well as on 30◦ and 60◦ rotated planes. Stress intensity factors generally appear
to be a smoothly varying function along the crack front. The results from this analysis will be
discussed next.
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Figure 7.4: Mohr-circle analysis of near-surface stresses under a dual-tire configuration.
Surface Cracks
Surface cracks are located at four different locations on the surface as shown in Figure 7.2. These
are all half-penny shaped cracks on vertical, 30◦, and 60◦ rotated planes. Figure 7.5 illustrates the
results from these cracks. Mode-I and mode-II stress intensity factors (KI and KII , respectively) are
shown along the front of each crack. Crack front parameters are computed along the crack front of
a 2-D curved crack surface except the edge vertices that meet the boundary of the problem domain.
Strong influence of compression is apparent at all crack planes and all positions. The
influence of mode-II fracture is noticeable; however, the degree of mode-II fracture increases on
the rotated planes. Based on the results of obtained cracks at four different locations, it is concluded
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Figure 7.5: Stress intensity factors (KI and KII) computed along the curved crack front (from θ =
0◦ to 180◦) of half-penny shaped cracks on the surface: (a) Cracks at 12.5 mm away from the tire
edge; (b) Cracks at 37.5 mm away from the tire edge; (c) Cracks at 62.5 mm away from the tire
edge; and (d) Cracks at 87.5 mm away from the tire edge. All SIFs are in MPa.mm1/2.
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that there is no likelihood of tensile damage on the surface at these locations. Shear damage could
become an issue, however. But the presence of compression will certainly delay the initiation and
propagation of cracks.
Embedded Cracks
Similar to the case of surface cracks, circular cracks are inserted at four different locations within
the pavement. The coordinates of each of these cracks are shown in Figure 7.2. Circular cracks are
located at four different depths (10, 20, 40, and 60 mm within the pavement). The results from all
depths are presented herein.
Figure 7.6 shows the stress intensity factors computed along the fronts of cracks at 10 mm
deep in the pavement. Similar to the surface cracks, a strong compression effect is evident at
the crack fronts. The magnitude of compression which is inferred by the KI values decreases on
the rotated planes. It nearly diminishes to 0 on the plane at 60◦. Further from the tire edge, the
influence of compression along the crack fronts begins to vanish.
The effect of mode-II fracture is also evident from KII values at all cracks. The magnitude
of KII is more pronounced on the vertical planes. As the rotation angle increases, the magnitude of
KII decreases. However, the effect of mode-II remains significant regardless of the crack location
and orientation. The analysis at this depth shows the significance of shear stresses that becomes
the main cause of crack growth at this location.
Figures 7.7 to 7.9 show similar results from the cracks at 20, 40, and 60 mm depths. As
the depth of crack increases, the crack front states also change slightly. The effects of compression
diminish and some cracks start exhibiting a tensile mode of fracture. This is illustrated by the KI
values particularly on the 60◦ crack planes at 60 mm depth. The position, where maximum positive
KI is attained (crack at 87.5 mm away from tire edge and on 60◦ plane as shown in Figure 7.9, can
be considered the most critical location for crack growth in tension mode. This observation is
also in agreement with the work done earlier to investigate top-down cracking in thick flexible
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Figure 7.6: Stress intensity factors (KI and KII) computed along the curved crack front (from θ =
0◦ to 360◦) of circular shaped cracks at 10 mm depth: (a) Cracks at 12.5 mm away from the tire
edge; (b) Cracks at 37.5 mm away from the tire edge; (c) Cracks at 62.5 mm away from the tire
edge; and (d) Cracks at 87.5 mm away from the tire edge. All SIFs are in MPa.mm1/2.
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pavements [157, 158].
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Figure 7.7: Stress intensity factors (KI and KII) computed along the curved crack front (from θ =
0◦ to 360◦) of circular shaped cracks at 20 mm depth: (a) Cracks at 12.5 mm away from the tire
edge; (b) Cracks at 37.5 mm away from the tire edge; (c) Cracks at 62.5 mm away from the tire
edge; and (d) Cracks at 87.5 mm away from the tire edge. All SIFs are in MPa.mm1/2.
7.2.3 Viscoelastic Crack Analysis
Elastic crack analysis demonstrates the critical modes of near-surface damage due to a dual-tire
configuration. A viscoelastic analysis is also performed at one of the critical locations to capture
time-dependent response of the bulk material as well as crack front zone. A Generalized Maxwell
Model is used as a mechanical analog to represent relaxation characteristics of viscoelastic mate-
rials and integrated into a nonlinear Newton-Raphson iterative scheme.
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Figure 7.8: Stress intensity factors (KI and KII) computed along the curved crack front (from θ =
0◦ to 360◦) of circular shaped cracks at 40 mm depth: (a) Cracks at 12.5 mm away from the tire
edge; (b) Cracks at 37.5 mm away from the tire edge; (c) Cracks at 62.5 mm away from the tire
edge; and (d) Cracks at 87.5 mm away from the tire edge. All SIFs are in MPa.mm1/2.
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Figure 7.9: Stress intensity factors (KI and KII) computed along the curved crack front (from θ =
0◦ to 360◦) of circular shaped cracks at 60 mm depth: (a) Cracks at 12.5 mm away from the tire
edge; (b) Cracks at 37.5 mm away from the tire edge; (c) Cracks at 62.5 mm away from the tire
edge; and (d) Cracks at 87.5 mm away from the tire edge. All SIFs are in MPa.mm1/2.
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The domain integral approach and Schapery’s viscoelastic crack model is used to compute
energy release rate along the front of the most critical crack case. Details of domain integral to
compute J-integral and Schapery’s work of fracture method for viscoelastic materials is discussed
in the preceding chapters in details. Viscoelastic analysis is performed for one of the most critical
cases presented with elastic analysis of the same problem. The analyzed case had a crack at 60
mm depth and rotated to a 60◦ plane. As shown with the stress intensity factors in Figure 7.9 (the
crack 87.5 mm away from the tire edge), the tension mode of failure dominates in this case along
the crack front.
Table 7.1 shows the viscoelastic material properties used in the solution of the problem
and as well as in the computation of the work of fracture. The master curve for this material is
obtained using complex modulus tests conducted at five temperatures spanning −10 to 54◦C and
frequencies 0.1 to 25 Hz.
Table 7.1: Prony series coefficients for the modulus and compliance functions.
m Relaxation time (sec) Em Retardation time (sec) Dm
(sec) (MPa) (sec) (1/MPa)
1 1.0.E-06 2,342 1.12.E-06 5.48.E-06
2 1.0.E-03 4,919 1.37.E-03 1.58.E-05
3 1.0.E-02 2,974 1.25.E-02 1.68.E-05
4 1.0.E-01 4,217 1.68.E-01 4.27.E-05
5 1.0.E+00 3,325 1.75.E+00 8.80.E-05
6 1.0.E+01 2,034 1.90.E+01 1.84.E-04
7 1.0.E+02 1,287 2.55.E+02 6.81.E-04
8 1.0.E+04 505 2.28.E+04 1.38.E-03
9 1.0.E+06 94 1.31.E+06 7.60.E-04
E0 = 22,008 MPa D0 = 4.54.E−5 1/MPa
where Em and Dm are relaxation and compliance coefficients of Prony series.
The same dual-tire contact stresses are applied on the surface of the pavement. Load varia-
tion with time is described with a half-sinusoidal amplitude-time curve. The duration of pulse was
used as 0.03 seconds simulating loading times obtained from a moving truck at average speeds as
well as from FWD testing [74]. The analysis is performed at various temperatures to illustrate the
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effect of temperature on the work of fracture.
Figure 7.10 demonstrates the variation of the work of fracture and the generalized J-integral
(Jv) with time from the analysis at −10◦C and 21◦C. By definition, the generalized J-integral
describes the energy available for crack growth in a corresponding elastic state, which does not
consider time and temperature effects. On the other hand, the work of fracture represents the time
and temperature dependent nature of the crack front damage zone. As shown in this figure with the
results at 21◦C, the work of fracture departs from Jv illustrating an amplification in the available
energy due to viscoelastic effects at the crack front. The difference between work of fracture and Jv
diminishes for the case analyzed at −10◦C, which implies negligible viscoelastic effects in terms
of energy release rate at low temperatures.
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Figure 7.10: The energy release rate computed at θ = 90◦ along the circular crack at 60 mm depth
and 60◦ plane to illustrate viscoelastic effects at −10◦C and 21◦C.
Energy release rate is one of the most significant crack tip parameters that can be used
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for computing the magnitude of crack growth for inelastic materials such as plastic or viscoelas-
tic materials. Accurate computation of energy release rate with consideration of temperature and
rate effects is essential for the near-surface failure characterization of pavements. Schaperys gen-
eralized J-integral approach for viscoelastic materials offers a practical methodology when it is
combined with the domain integral theories derived for 3-D fracture mechanics problems. The
numerical approach proposed in this study allows the understanding of the near-surface cracking
mechanisms considering 3-D effects of tire-pavement interaction as well as the effect of material
viscoelasticity.
7.3 Summary and Remarks
A novel computational methodology is used to analyze the near-surface cracking problem in thick
asphalt pavements. The analysis identified the extent of the effects of the tire contact stresses
on developing near-surface cracking potential. The GFEM is a very promising computational
tool for 3-D fracture problems because it eliminates crack front meshing problems and increases
the accuracy of the solution at the crack fronts. This numerical tool is utilized to characterize
near-surface cracking in flexible pavements. Sixty different cases, each containing one crack at a
different location or orientation, are analyzed efficiently owing to the computational structure of
the GFEM. A single user generated mesh is used in all cases. In contrast, such analysis with the
standard FEM would require a user generated mesh for each one of the cases considered which
would render the analysis quite difficult and extremely time consuming.
The analysis of the cracks in the proximity of the dual-tires showed strong mixed-mode
fracture conditions almost everywhere near the surface. Shear mode of fracture in the presence of
compression appears to be the dominant mode of damage. However, tensile mode of fracture also
starts to emerge on 30− 60◦ rotated planes and approximately at 60 mm depth from the surface,
which is also in agreement with the work done earlier [157, 158]. Elastic analysis is carried out
to identify the critical mode of fracture and locations. Stress states and strong influence of mode
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mixity will not likely be altered with consideration of viscoelasticity in such a problem where load
boundary conditions are applied. Hence, the discussions and outcome presented in this chapter will
shed light on the experimental characterization of the near-surface cracking phenomenon which
appears to be driven by very different stress conditions than the classical fatigue cracking approach.
This chapter also highlights the impact novel computational methods like the GFEM can have on
the discovery and understanding of mechanisms governing the premature failure of pavements.
The same large scale pavement problem is also extended to viscoelasticity to identify the
effects of creep on crack front parameters. Since stress intensity factors can not be computed for
inelastic materials, crack front conditions are characterized by energy release rate in the form of
the J-integral. Schaperys generalized J-integral approach is extended to domain integral form to
analyze 3-D fracture problems considering viscoelastic material properties. The J-integral with the
form presented and used in this study captures 3-D effects emanating from the tire contact stresses,
especially very influential near the surface of pavements, as well as viscoelastic effects. This form
of J-integral in conjunction with the GFEM can be used as a tool in a pavement design protocols to
compute the increment of crack growth that might occur on or near the surface of the pavements;
hence, to predict failure time of pavements more accurately.
The next step is to extend the pavement simulations in a fatigue growth framework with
the use of the J-integral (or Jk-integral) formulations and implementations proposed in this thesis.
Pavement simulations can be expanded for different pavement structures and layer properties con-
sidering climatic and traffic inputs. This will allow evaluating critical modes of near-surface crack
initiation and evolution in a more realistic way. The framework of a simple fatigue fracture model
is presented in the next chapter.
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Chapter 8
Development of the HMA-Fracture Model
for Near-Surface Cracking
8.1 Introduction
This chapter presents a near-surface failure model developed for relatively thick pavement struc-
tures. A detailed analysis of the near-surface cracking problem using aggregate scale cracks at
various locations within a relatively thick pavement structure was presented in the previous chap-
ter. Based on the aforementioned results, a simple fracture model is developed to identify critical
modes of near-surface cracking and relate crack front parameters (such as stress intensity factor
or energy release rate) to pavement failure relevant parameters. The main objective of the fracture
model is to convert the crack front parameters obtained using the GFEM analysis to those which
can be considered as a comparative index parameters for near-surface fatigue failure. Basic frame-
work of the model and its essential components is presented along with the results obtained for
some of the cracks introduced in the previous chapter.
8.2 Background and Basic Assumptions
Shear and tensile crack growth with some magnitudes of mode mixity appear to be the dominant
modes of crack growth for near-surface cracking. The critical modes of fracture in the vicinity of
tire loading was presented in Chapter 7. The SIFs showed that two modes of fracture can play a
significant role on the initiation and growth of cracks. First is the tensile mode that might only
appear within the pavement approximately 40− 60 mm below the surface. This mode appears
to be critical on 30− 60◦ planes. However, shear crack growth might be a dominant mode of
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crack growth over a much greater volume in the vicinity of tires starting from pavement surface.
Another important fact is the existence of compressive stresses along crack fronts almost at all
crack locations and orientations with varying degrees of magnitude. The number of studies dealing
with the contribution of compression to mixed-mode fatigue fracture is very limited. Some of these
studies are revisited herein to build the assumptions used to develop the crack growth algorithm
used in this study.
8.2.1 Mixed-Mode Cracks under Compression
Mixed mode fracture in metals have been extensively studied. However, the number of studies for
quasi-brittle materials such as concrete, granular materials, and asphalt concrete is very limited.
There are a few studies dealing with mixed mode fracture without any contribution of compression.
In one of these studies, Braham [20] investigated fracture characteristics of asphalt concrete under
mode-I, mode-II, and mixed mode conditions. The study recommended work related terms to
decompose mixed-mode to mode-I and mode-II. The influence of work done under mode-II terms
was shown to have larger influence on the mixed-mode behavior. In another study by Wagoner
et al. [148], a single edge notch beam was used to generate mixed mode fracture. This work was
also complemented by numerical modeling using cohesive zone models (CZM) [133].
Experimental and theoretical evaluation of mixed mode fracture is itself a complex prob-
lem. When compression effects are present, some of the tools developed for tensile fracture may
not be readily available. Fracture under compression can be important for structures submersed in
water and contact problems. Some of the studies dealing with compression fracture is reviewed
herein.
Bazant and Xiang [15] discussed compression fracture and formation of shear bands in
concrete columns. Wing type of cracks and axial splitting cracks were discussed for columns
under uniaxial compression. A compression fracture model was proposed to explain how axial
straight or wing type of microcracks can become stacked to produce a transverse (inclined or or-
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thogonal) compression-shear bands. Compression failure in quasi-brittle materials was described
using the release of stored energy from the structure. Horii and Nemat-Nasser [59] define com-
pression induced cracking in brittle solids with axial splitting and shear failure. According to the
authors, brittle solids such as rocks contain flaws, cavities, inclusions, and other inhomogeneities
and material of this kind fails under axial splitting when the confining pressure is zero. It was
concluded that, in the presence of confining pressure, shear cracks were more likely. Furthermore,
microscopic mechanisms could also play a role in control of the global macroscopic failure.
Liu [73] proposed a shear crack growth mechanism under compression. According to the
theoretical and experimental findings in this study, it was concluded that the compressive stresses
suppressed tensile crack growth mode and it became difficult for a shear crack to deviate from
crack plane. Similar principles was also supported by Qian and Fatemi [107]. Rudnicki [113]
studied shear cracks for crustal faulting problems. It was concluded that shear cracks many crustal
earthquakes propagate without any deviation from their original plane. In the same study, some of
the advantages of the J-integral for linear and non-linear materials were also discussed.
Shen [122], Shen and Stephansson [123] also studied the effects of compression on fracture
in rock samples. In this study, the energy release rate was used as a criterion for crack propagation
under compression. According to the numerical results and some experimental findings from these
studies, inclined cracks under compression were often initiated in the direction parallel or at a small
angle to the original plane of crack. The author avoided tensile crack propagation methods based on
stress concentrations at the crack tip and preferred using an energy criterion for the analysis since
strain energy is related to all stress components. Germanovich et al. [56] considered brittle fracture
under compression for rocks. This study is supported by experimental and theoretical findings for
3-D crack propagation. The idea of wing type cracks were discussed for inclined through the
thickness cracks that was usually observed with the mixed mode cracks under uniaxial loading.
The authors also introduced a new mechanism for oblique fracture to explain shear/fault growth.
According to this mechanism, high compressive stresses coupled with wing type of cracks at the
crack tip produces a concentrated damage zone resembling rockburst. This results in incremental
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planar propagation of main crack on its own plane.
Shear fracture under compression appears to be a very complex problem from modeling
and experimental perspective. Based on the limited studies, a simplification can be made for shear
crack growth that will allow development of the near-surface cracking model. This simplification
is required to predict crack growth plane. As suggested by some of the studies reviewed herein,
shear crack growth under compression remains on the original plane of crack. Therefore, it is also
assumed in this study that near-surface cracks remains on their original plane. This allows the
analysis of large array of parameters and pavement structures efficiently.
8.2.2 Basic Assumptions of the Near-Surface Cracking Model
The model developed in this study is inspired by the recent National Cooperative Highway Re-
search Program (NCHRP) efforts for reflective cracking [75] and top-down cracking [112]. The
fracture tools developed in these studies is based on fatigue crack propagation based on Paris Law
[95]. Tensile fracture was the primary mode of crack propagation for both studies. One critical
location was chosen for crack initiation and propagation. Lytton et al. [75] utilized finite element
method to produce stress intensity factors and compiled the results into an artificial neural network
model (ANN). On the other hand, Roque et al. [112] used the boundary element method (BEM) to
compute stress intensity factors. This method was also used as a part of the engine of the developed
top-down cracking tool. The top-down cracking tool considered only tensile crack away from the
tire edges.
The near-surface cracking tool developed in this study considers both tensile and shear
cracks. However, some assumptions are needed to develop the fracture tool. The followings sum-
marize the principal assumptions made for crack propagation:
• The crack propagation law is based on Paris Law [95];
• Shear cracks are assumed to propagate on the original planar plane of circular or half-circular
cracks;
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• Crack surface friction is ignored;
• Crack propagation is carried out by a separate analysis of the same pavement structures with
crack sizes from 10 to 40 mm. A similar fatigue crack model was also developed to model
concrete slabs by Gaedicke et al. [55];
• Two cracking mechanisms are assumed: shear cracks and tensile cracks. A similar cracking
mechanism was also proposed by Little et al. [71] for fatigue crack growth emanating from
surface of pavements with thick asphalt layers. Fatigue cracking was assumed to occur in
two phases: (a) microcrack growth and healing (b) macrocrack growth and healing. During
crack initiation, microcracks grow from microscopic size until it reaches a critical size. The
critical size for a macrocrack to start growing was assumed 7.5 mm by Little et al. [71].
Initial crack size used in this study is also consistent with the one used herein;
• Contribution of only traffic loading to crack propagation is considered;
• Hot-mix asphalt is considered to be linear viscoelastic initially and remains linear viscoelas-
tic during crack propagation;
• The analyis of pavements is limited to the structures with HMA layers greater than 200 mm
as also recommended by Little et al. [71] for surface cracks.
8.2.3 The Framework of the Near-Surface Cracking Model
The model considers temperature, traffic, pavement structure, and crack size/orientation/location
as input. These input parameters are coupled with pre-compiled GFEM analysis. The results from
a parametric GFEM analysis are compiled to regression models representing growth of cracks
at various positions and planes in different pavement structures. An algorithm is developed to
compute fatigue curve for each scenario using regression models, traffic, pavement temperature,
and an assumed fatigue crack growth law. Figure 8.1 illustrates the basic framework and algorithm
of the near-surface cracking model developed in this study.
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Initialize Pavement Variables (AC
thickness, base support, fracture parameters)
Traffic Level (# of cycles per 6 hour) Climatic Input
Crack Input (Initial crack size, position, 
orientation)
Increment time ti and crack ci
Compute elastic J-integral
Read Temperature at time ti
Compute Viscoelastic J-integral
Elastic J is a function of 
AC thickness, base 
support, crack 
size/location/orientation
Viscoelastic J is a 
function of compliance, 
temperature, time
Compute Crack Increment using 
Equation 6.1 and Update Crack Size
IF time > 30 years or Crack > 40mm END
YESNO
Figure 8.1: The algorithm for the near-surface cracking model.
Each component of the model illustrated in Figure 8.1 is introduced in the following sec-
tions.
Traffic Loading
A similar concept used in the NCHRP top-down cracking model [112] for traffic loading is adopted
in this study. Three traffic levels are selected for this analysis: high traffic level with 0.876 million
ESALs per year, medium traffic level with 0.438 million ESALs per year, and low traffic level
with 0.175 million ESALs per year. The frequency of loading for each traffic level is determined
according to load applications per second. This number is converted to load applications per six
hours assuming that increments of crack growth only occurs every six hours.
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Table 8.1: Traffic levels and corresponding frequency of cyclic load application.
Traffic Level ESALs/year ESALs/second Cycles/ 6 hours
High 0.876 millions 0.02778 580
Medium 0.438 millions 0.01389 290
Low 0.175 millions 0.00555 110
Climatic Input
Integrated climatic model is used to generate pavement temperature input. Surface pavement tem-
perature is computed for the pavement structure analyzed with the GFEM. This information is used
as an input to convert the energy release rate computed in the reference elastic state to viscoelastic
domain. Temperature variations within the pavement structure is not considered since the focus of
the analysis is the proximity of tires on or near the surface of pavement.
Yearly variations on the surface of the pavement structure used in the GFEM analysis is
shown in Figure 8.2 The climatic data is taken from Chicago database. The data is only for one
year. Same profile is assumed over the succeeding years of fatigue fracture analysis.
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Figure 8.2: Yearly temperature variations on the surface of the thick flexible pavement structure
used in the GFEM analysis.
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Fatigue Crack Growth Model
Crack propagation is assumed to take place on the original plane of cracks. This can be considered
as a reasonable assumption due to suppresion effect of compression to prevent deviation from the
original plane of crack. Crack propagation on a predefined path was also adopted by the NCHRP
studies [75] and [112]. It is only possible with this assumption to evaluate large array of parameters.
A modified version of Paris crack growth law [95] is used to represent crack propagation. The
crack growth law utilizes the J-integral as crack driving force instead of stress intensity factor. The
conversion from stress intensity factor to the J-integral was described by Si et al. [125]. The crack
growth law involving the J-integral is as follows:
dc
dN = A
′ [J(T,dt,c)]n
′ (8.1)
In the above equation, the J-integral is defined as a function of temperature (T ), loading time (dt),
and crack size (c). The fracture parameters, A′ and n′, are Paris’s fracture parameters for non-linear
materials and can be found using the fracture parameters (A and n) for linear elastic materials as
follows
n′ =
n
2
A′ = A
(
E
1−ν2
)n/2 (8.2)
The fracture parameters for the material used in this study are taken from Zhou et al. [161].
Typical fracture parameters are in the range between 1.5E8 to 2.3E8 and 4.1 to 5.5 for A and n,
respectively. These fracture parameters are converted to the parameters used in 8.1 using elastic
modulus 22,000 MPa and Poisson’s ratio 0.3. A′ is taken as 282601 and n′ is taken as 2.3.
The viscoelastic J-integral is computed using the Schapery’s work of fracture approach
described in Chapter 6. An assumption is needed herein to capture work of fracture in one time
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increment (dt). A comparison of work of fracture obtained in one time step against multiple time
steps is shown in Figure 8.3. As shown in the figure, the accuracy of response at peak points is
not compromised. This simplification is required in order to avoid running nonlinear viscoelastic
solver in the GFEM, which might be prohibitively expensive to analyze large array of parameters.
Viscoelastic materials properties are taken from Table 7.1.
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Figure 8.3: A comparison of Schapery’s work of fracture computed in one time step and multiple
time steps.
8.2.4 Development of Regression Models
A series of GFEM runs are made using various pavement structures, cracks, and material proper-
ties. Table 8.2 illustrates the test matrix. Elastic modulus and Poissons ratio of bituminous layer
are 17,600 MPa and 0.3, respectively. Base layer modulus and Poissons ratio are taken 450 MPa
and 0.35 whereas subgrade modulus and Poissons ratio are 150 MPa and 0.35, respectively. Base
modulus are varied according to the values provided in the table to illustrate the effects of base
support.
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Table 8.2: Test matrix used in the regression models.
Parameters Range Remarks
HMA (AC) thickness 200, 250, 300 mm
Base modulus 150, 450, 900 MPa Weak, Medium, Strong
Crack size 10, 20, 30, 40 mm Diameter of cracks
Cracks
Surface cracks 12.5 mm away from tire
Cracks on 0, 30, 60 planesSurface cracks 87.5 mm away from tire60 mm depth cracks 12.5 mm away from tire
60 mm depth cracks 87.5 mm away from tire
Linear regression models are used to obtain the J-integral as a function of crack size for
each crack, pavement structure, base support combination. Figures 8.4 and 8.5 illustrate some of
the regression functions obtained for the 200 mm thick HMA structure and cracks on the surface
and 60mm depth.
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Figure 8.4: Regression functions fitted to the results for crack growth for cracks on the surface of
200 mm thick AC.
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Figure 8.5: Regression functions fitted to the results for crack growth for cracks 60 mm below
surface of 200 mm thick AC.
8.3 Model Evaluation: Parametric Study
In this section, the results from the fatigue crack growth model for cracks at different locations
and orientations is evaluated. The effect of HMA layer thickness, crack position, base support is
evaluated combining the GFEM runs and fatigue crack growth model presented in this chapter. The
response of each scenario is compared during crack growth from a 10 to 40 mm diameter crack.
Maximum values of crack front parameters (J-integral and stress intensity factor) are presented for
surface and embedded cracks. Consequently, the number of years for a crack to reach 40 mm is
compared for each scenario.
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8.3.1 Surface Cracks
Maximum values of J1-integral along the crack fronts are shown in Figure 8.6. The figure shows
J1-integral computed using cracks 10, 20, 30, and 40 mm in 200, 250, and 300 mm thick HMA
structures. Energy release rate values indicate similar crack growth patterns at all pavement struc-
tures. It is also observed that the crack on the vertical plane has the highest energy for crack
growth. Second component of the Jk-integral (J2-integral) is also compared for surface cracks in
three different pavement structures as shown in Figure 8.7.
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(a)
(b)
Figure 8.6: Energy release rate variations (J1-integral) from crack sizes 10 to 40
mm and for positions (a) 12.5 mm (b) 87.5 away from tire edge.
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(a)
(b)
Figure 8.7: Energy release rate variations (J2-integral) from crack sizes 10 to 40
mm and for positions (a) 12.5 mm (b) 87.5 away from tire edge.
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Stress intensity factors (mode-I and mode-II) are also compared for surface cracks in three
different pavement structures. Figure 8.8 shows the results for mode-I stress intensity factor. The
results presented in this figure are consistent with the results presented in the previous chapter using
only 10 mm cracks. Compression effects for all cracks are evident and diminish as the distance
from the tire increases.
(a)
(b)
Figure 8.8: Mode-I stress intensity factors from crack sizes 10 to 40 mm and posi-
tions (a) 12.5 mm (b) 87.5 away from tire edge. All SIFs are in MPa.mm1/2.
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Similar to the mode-I stress intensity factors, mode-II stress intensity factors are shown in
Figure 8.9. Highest mode-II is observed on cracks on 30◦ plane.
(a)
(b)
Figure 8.9: Mode-II stress intensity factors from crack sizes 10 to 40 mm and posi-
tions (a) 12.5 mm (b) 87.5 away from tire edge. All SIFs are in MPa.mm1/2.
Fatigue crack growth curves are computed using regression functions fitted to the results as
shown in Figures 8.6. For example, fatigue crack growth curves for cracks in 250 mm thick HMA
structure is shown in Figure 8.10. The analysis is limited to 30 years (262800 hours). As shown
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in the figure, cracks 12.5 mm away from the tire edge exhibit faster growth as compared to cracks
87.5 mm away from the tire edge. On the other hand, for both cases, crack growth reduces with
increasing plane angle.
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Figure 8.10: Fatigue crack growth curves for cracks in 250 mm thick HMA structure.
Fatigue growth of a crack can also be compared for pavement structures with varying HMA
thickness. Figure 8.11 illustrates this comparison for cracks at 0◦, 12.5 mm and 87.5 away from the
tire edge. As it is expected, fastest crack growth is observed in the 200 mm thick HMA structure
for both cases. Cracks 12.5 mm away reaches 40 mm size for three pavement structures whereas
only the crack in 200 mm thick HMA structure is likely to grow to 40 mm for cracks 87.5 mm
away from tire edge.
Figure 8.12 summarizes the results for surface cracks to illustrate the number of years to
reach 40 mm crack size. According to the results, crack size reaches 40 mm for most of the
cracks in 200 mm thick HMA structure. The critical (or earliest failure) is the crack on the vertical
plane (0◦ plane) and in 200 mm thick HMA structure. For the same position, other structures
also exhibit crack growth in less than 10 years. Generally, cracks on 0◦ plane seem to be more
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Figure 8.11: Fatigue crack growth of the crack on 0◦ plane and in 200, 250, and 300
mm thick HMA structures and (a) 12.5 mm (b) 87.5 away from tire edge.
critical as they carry more energy for crack growth. Cracks further away from the tire edge (87.5
mm away) do not seem to grow (considering the effects of only tire loads) within the service
life of the pavement. When the results illustrated in Figures 8.8 and 8.9 with mode-I and mode-
II stress intensity factors, all cracks are under compression and mode-II stress intensity factors
are significantly high. Therefore, shear crack growth is likely for all surface cracks analyzed
herein. As speculated previously in this chapter, crack growth is not expected to deviate from
its original plane when compression effects are present. The analysis presented herein does not
176
isolate the contribution of compression to the energy release rate. This should be done considering
friction effects on crack surfaces in addition to modification of energy release rate for cracks under
compression.
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Figure 8.12: Number of years computed for cracks on pavement surface to grow from 10 to 40
mm.
8.3.2 Embedded Cracks at 60 mm Depth
Similar discussions can be extended to the cracks within the pavement. The stress intensity results
were discussed in the previous chapter for the cracks at various depths below the pavement surface.
Among these cracks, cracks at 60 mm depth exhibit first signs of tensile crack opening for the
pavement structures analyzed in this study (pavements with 200, 250, and 300 mm thick HMA
layers). Therefore, it is worthwile for evaluating fatigue crack growth results of the cracks at 60
mm depth. Initially, J1-integral results are shown in Figure 8.13 for cracks 12.5 and 87.5 away from
the tire edge. The highest energy is on the cracks on the 0◦ plane. Energy release rate decreases
drastically for the cracks at all other planes. Similarly, J2-integral results are shown in Figure 8.14.
177
(a)
(b)
Figure 8.13: Energy release rate variations (J1-integral) from crack sizes 10 to 40
mm and for positions (a) 12.5 mm (b) 87.5 away from tire edge and embedded
cracks at 60 mm depth.
The magnitude of J2-integral, especially on the 0◦ plane, is comparable to that of J1-integral. This
indicates mode mixity for cracks (or in other words the effect of shear) for cracks at this depth and
plane. Stress intensity results can be used to decide whether the crack will be a shear crack under
compression or tensile crack with shear effects. As it is discussed with some literature findings,
these cracks might exhibit drastically different crack growth patterns.
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(a)
(b)
Figure 8.14: Energy release rate variations (J2-integral) from crack sizes 10 to 40
mm and for positions (a) 12.5 mm (b) 87.5 away from tire edge and embedded
cracks at 60 mm depth.
Mode-I stress intensity results are shown in Figure 8.15 for cracks at 60 mm depth and
12.5 mm away from tire edge. The results demonstrate that crack on the 0◦ plane is still under
heavy compression as it grows. This is the case for all pavement structures. When Jk-integral
results are considered along with this information, we can assume that the crack at 60 mm depth
and 0◦ plane might behave like a shear crack under compression. It may not likely deviate from
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its original plane as it grows. However, cracks on other planes (30◦ and 60◦ planes) start to exhibit
first signs of positive mode-I SIF. The first appearance of positive SIF appears on 200 mm thick
HMA structures for cracks both on 30◦ and 60◦ planes. The magnitude of positive SIF increases
on 60◦ plane of cracks. Positive mode-I SIF exists only on 60◦ plane for the 250 mm thick HMA
case. The magnitude of positive SIF is very small as compared to 200 mm HMA structure. On the
other hand, no sign of positive SIF is observed in the 300 mm thick HMA structure.
Figure 8.15: Mode-I stress intensity factors from crack sizes 10 to 40 mm and 12.5 mm away from
tire edge. All SIFs are in MPa.mm1/2.
The likelihood of positive SIFs increases for cracks at the same depth and at 87.5 mm away
from tire edge. The results are demonstrated in Figure 8.16. Even though the magnitudes are very
small, positive SIFs exist for cracks on 60◦ planes for all pavement structures.
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Figure 8.16: Mode-I stress intensity factors from crack sizes 10 to 40 mm and 87.5 mm away from
tire edge. All SIFs are in MPa.mm1/2.
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It is also important to discuss the mode mixity in the light of mode-II SIFs. Figure 8.17
illustrates mode-II SIF for cracks 12.5 and 87.5 away from the tire edge. Strong mode mixity
(evident from the highest mode-II SIF) exist for cracks on 0◦ plane. Mode-II SIF diminishes for
cracks on other planes. It almost disappears for cracks on 60◦ plane and 87.5 mm away from tire
edge. This is the location and plane where positive SIF might be very likely as shown with positive
mode-I SIF in Figure 8.16.
(a)
(b)
Figure 8.17: Mode-II stress intensity factors from crack sizes 10 to 40 mm (a) 12.5
mm (b) 87.5 mm away from tire edge. All SIFs are in MPa.mm1/2.
182
Fatigue model is run with the regression functions fitted to the cracks fitted to results shown
in Figure 8.13. Figure 8.18 demonstrate the results for all cracks at 60 mm depth only in 250 mm
HMA structure for comparison of individual cracks. Fastest crack growth is observed for cracks on
0◦ plane and both 12.5 and 87.5 away from tire edge. On the other hand, very slow crack growth
(almost none) is observed for cracks on 60◦ plane.,
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Figure 8.18: Fatigue crack growth curves for cracks in 250 mm thick HMA structure.
Figure 8.19 demonstrates a comparison of crack growth in different pavement structure for
a single crack (60 mm depth and 0◦ plane). These figures clearly show the effect of HMA thickness
on near-surface cracking when tire loadings are considered.
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Figure 8.19: Fatigue crack growth of the cracks on 0◦ plane and in 200, 250, and
300 mm thick HMA structures and (a) 12.5 mm (b) 87.5 away from tire edge.
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Finally, the results for all of the cracks at 60 mm depth is summarized. The number of
years for each crack to grow from 10 to 40 mm is shown in Figure 8.20. Cracks on 0◦ plane and
12.5 away from tire edge reaches 40 mm size within one year. There is still some potential for
those cracks to grow (within pavement’s service life) on the same plane but further away from the
tire edge.
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Figure 8.20: Number of years computed for cracks at 60 mm depth to grow from 10 to 40 mm.
8.3.3 The Effect of Base Support on Crack Growth
Base support is critical for cracking resistance of thick flexible pavements. The influence of base
modulus on fatigue growth for surface cracks is shown in Figure 8.21. Base modulus varies from
150 MPa to 900 MPa to evaluate the effect of base support on surface crack growth. This analysis
is repeated for pavement structures with 200, 250, and 300 mm thick HMA layers. As the base
modulus decreases, J-integral values increase for all pavement structures.
The values presented in Figure 8.21 can be used to compute number of years for cracks to
grow to 40 mm in diameter. Figure 8.22 demonstrates the influence of base support (low, medium,
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Figure 8.21: The effect of base support on the J1 integral of all surface cracks in 200, 250, and 300
mm thick HMA structures.
and strong) on surface cracks (12.5 mm away from tire edge and 0◦ plane). It is shown that strong
support can significantly increase the number of years for cracks to grow to a critical size.
0 0.5 1 1.5 2 2.5 3 3.5 4
x 104
10
15
20
25
30
35
40
45
Base Support Influence on Crack Growth for 8in HMA and surface cracks on 0 deg plane
Time (hr)
Cr
ac
k 
G
ro
wt
h 
(m
m)
 
 
Weak Base
Medium Base
Strong Base
Weak Medium Strong
Figure 8.22: The effect of base support (low, medium, strong base support values are shown in
Table 8.2 on crack growth for surface cracks in 200 mm thick HMA structure.
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8.4 Summary and Remarks
A simple fatigue crack growth model is presented. The model is developed to gain a better insight
to the the outcome of GFEM pavement simulations. Details of the model are described along with
the basic assumptions to develop the model. Basic components of the model is presented with the
results of the model for some of the critical cracks identified in the previous chapters.
Paris type of crack growth model is combined with pre-compiled GFEM analysis results to
develop the model. Crack growth is simulated running separate analysis for growing crack diame-
ters. GFEM analysis are conducted in the reference elastic domain to yield elastic crack front pa-
rameters. The analysis are repeated for cracks with diameters varying from 10 to 40 and pavements
with 200, 250, and 300 mm thick HMA layers. These results (involving the J1-integral values) are
compiled into linear regression models. The elastic J1-integral is converted to viscoelastic domain
using the Schapery’s work of fracture approach. Time and temperature needed for this conversion
are supplied by the traffic and pavement temperature inputs. The model computed number of years
for a crack to grow from an initial size to 40 mm.
The fatigue model presented in this chapter allows evaluating crack front parameters in
terms of its significance for pavement life. The number of years for cracks at varying locations
and planes to grow from 10 to 40 mm in diameter is compared for the three pavement structures.
It is shown from the fatigue results that cracks on the vertical (0◦) plane has the higher amount of
energy release rate; hence, fastest crack growth in these cracks. Crack growth increases drastically
for pavement structures with 200 mm thick HMA layers. The influence of base support is also
discussed.
Two hypothesis is proposed for crack growth in the vicinity of tires. Shear crack under
compression and tensile crack are considered. It is observed from the analysis that shear crack
growth is the dominant mode of crack development due to loading in the proximity of tires. There is
evidence of tensile crack growth within the pavement approximately 40 to 60 mm depth. However,
the magnitude of the energy release rate for these cracks are very small; hence, these crack may
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not be critical for near surface failure when only traffic loading is considered. It is important to
note that when thermal loading is considered, crack growth patterns may change.
There are also some challenges encountered in the analysis of pavement with such small
size cracks. As the domain size increases, geometric computations at the refined crack fronts
becomes a real challenge. Geometric computations include finding the elements cut by crack
surface, slicing of these elements, and evaluation of jacobian of each sub element, etc. can be
masked by the numerical round off errors governed by large domain sizes. Multi-scale methods
can alleviate the solution of such large scale problems with relatively small local features (such as
aggregate scale cracks in a large pavement model). A global-local approach proposed by Duarte
and co-workers is required to solve such problems with a relatively large domain size with respect
to local feature of interest [38].
Friction effects have to be considered for cracks under compression to avoid crack closures.
The contribution of the crack face friction to the boundary terms of the global problem needs to
be considered during the solution boundary value problem. The implementation presented for the
computation of the surface integrals contributing to the J2-integral can be used as a starting point
to find the contribution of crack surface friction to the boundary terms in the GFEM. In addition,
the analysis presented herein does not isolate the contribution of compression to the energy release
rate. This should be done considering friction effects on crack surfaces in addition to modification
of energy release rate for cracks under compression. This may change the ranking of critical cracks
for growth; however, crack initiation and growth mechanisms will remain similar.
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Chapter 9
Findings, Conclusions, and
Recommendations for Future Plans
The main objective of this study is to identify the extent of the effects of tire contact stresses on the
potential development of near-surface cracking. A numerical approach is chosen to achieve this
objective considering nonuniform tire-pavement contact stresses and multi-axial stress states in the
proximity of tires. The scope of this study covers the development and application of numerical
tools for analyzing the performance of flexible pavements. A novel computational methodology,
the Generalized Finite Element Method (GFEM), is adapted to analyze relatively thick flexible
pavement structures to predict near-surface cracking. A viscoelastic algorithm is implemented
in the GFEM. In addition, a high-order domain integral method is developed to compute crack
front parameters in 3-D fracture problems. Finally, the GFEM, equipped with the aforementioned
proposed tools, is used as a computational platform to analyze near-surface cracking in relatively
thick flexible pavement structures.
9.1 Findings
The key findings of this study are grouped into three categories and summarized as follows:
9.1.1 Crack Front Parameters and the GFEM
• A high-order domain integral method for the computation of the J-integral is formulated and
implemented in the GFEM computational framework. The method provides an approxima-
tion of the J-integral function as a linear combination of Legendre polynomials. As a result,
189
extracted functions are smoothly varying which is important when using them to drive 3-D
crack propagation in elastic or inelastic materials.
• High-order approximations of fracture parameters are important near the intersections of
the crack front with the boundary of the domain since these quantities may exhibit strong
gradients at these regions due to changes in the singularity order of the elasticity solution. It
is shown that the high-order implementation can successfully capture these strong gradients
at the edges as compared to the conventional J-integral. Legendre polynomials of order 7
yields the best high-order implementation results when the entire crack front domain is used
as an extraction domain. Partitioning crack front domains into edge and center domains is
also proven to be useful to isolate the effect of the solution at the crack front vertices.
• High-order approximations can also be useful for cracks with curved crack fronts. However,
conventional domain integral formulations describing the J-integral as the weighted mean at
a point over a crack front segment may lead to fluctuations of numerically extracted crack
front parameters. This might possibly result in wrong crack propagation paths. High-order
approximations of the energy release rate, as proposed in this study, might help overcoming
such fluctuations.
• The proposed implementation uses an element-by-element integration scheme that fully ac-
counts for discontinuities of the integrand across element boundaries and crack surface. This
proposed computational scheme is believed to be the first of its kind for GFEM and XFEM
type of methods.
• A p-convergence analysis is presented for problems with straight and curved cracks. Conver-
gence rates of the energy release rate are comparable to those of the strain energy. In order
to test the accuracy, results are compared to those obtained using other numerical techniques
available in the literature. It is also found that the proposed implementation possesses the
property of domain independency.
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• The integration domain for the computation of the J-integral is automatically defined by
layers of elements enclosing the crack front. The nodal values of the q-function (an auxiliary
weight function representing virtual crack front advance) are assigned to nodes automatically
during the formation of the extraction domains. Independent discretizations of the crack
surface and the 3-D domain presents a challenge for finding the crack front values of the q-
function, since the crack front is not composed of finite element nodes as a part of the finite
element discretization. The study overcame this difficulty by approximating the values of the
q-function within each element cut by the crack surface using isoparametric finite element
shape functions.
• Hollow extraction domains are used in the computation of crack front parameters to avoid
numerical errors due to singular behavior of the solution at the crack tip. Hollow domains
should be obtained by excluding only one layer of elements enclosing the crack front. This
isolates the numerical errors associated with the singular behavior of the solutions at the
crack fronts and helps achieve expected convergence rates.
• Computation of the vector Jk-integrals in addition to GIII allows better understanding of
crack front directionality. Extraction of the J2-integral requires numerical evaluation of the
crack face integrals which can otherwise be ignored for the J1-integral (or commonly known
as J-integral). The results obtained in this study from the proposed domain integral imple-
mentation for the computation of the vector Jk-integrals are generally in good agreement with
the reference solutions. Although some discrepancy is evident from the GIII results in the
inclined elliptical crack problem, especially on crack front segments with high curvature, it
appears that one way to overcome this discrepancy is by utilizing high-order approximations
for the Jk-integral.
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9.1.2 Viscoelastic Fracture
• This study implemented the viscoelasticity in the GFEM using the algorithmically consistent
tangent stiffness approach. This ensures convergence of the solution of a nonlinear system
of equations exhibiting linear viscoelastic characteristics in one iteration.
• As has been shown, Schapery’s generalized J-integral can be extended to 3-D domain inte-
gral using the GFEM implementation proposed in this study. The outcome possesses path
independency as it is expected.
• The viscoelastic fracture model based on Schapery’s generalized J-integral and work of frac-
ture method is in good agreement with the analytical solution obtained using Laplace trans-
forms. Schapery’s work of fracture method appears to deviate from the analytical solution
when shear and bulk relaxation are not equivalent to each other.
• The main premise of the Schapery’s viscoelastic fracture model is the use of shift functions
and compliance functions to consider time and temperature effects on the crack front behav-
ior. The generalized J-integral contains solution variables in the reference elastic medium.
Viscous effects are considered by converting the solution in the reference elastic state to the
time and temperature-dependent work of fracture.
• The study shows the influence of time and temperature on the energy release rate or work of
fracture. Creep effects become increasingly influential as the temperature increases above
0◦C for the pavement cases.
9.1.3 Near-Surface Cracking
• The analysis of the cracks in the proximity of dual tires shows strong mixed-mode fracture
almost everywhere near the surface. Shear mode of fracture in the presence of compression
appears to be the dominant mode of damage. However, tensile mode of fracture also starts to
emerge on 30−60◦ rotated planes and approximately at 40 to 60 mm depth from the surface.
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• Two potential scenarios become evident for crack growth in the vicinity of tires: shear crack
under compression and tensile crack. The analysis shows that shear crack growth is the
dominant mode of crack development due to loading in the proximity of tires. There is
evidence of tensile crack growth deeper in the pavement at the range of 40-60 mm below the
surface. However, the magnitude of the energy release rate for these cracks is very small;
hence, these cracks may not be critical for near surface failure when only traffic loading is
considered. It is important to note that when thermal loading is considered, crack growth
patterns may change.
• A simple fatigue fracture model is developed to identify critical modes of near-surface crack-
ing and relate crack front parameters (e.g., stress intensity factor or energy release rate) to
pavement failure relevant parameters. The fatigue fracture model couples the GFEM analy-
sis results with simple regression models. Although this is a very simplified fatigue model,
the framework that couples the GFEM with regression models is promising. This might be
a computationally efficient way of evaluating pavement performance for design purposes. A
similar approach was also adapted in the recent NCHRP studies by Lytton et al. [75] and
Roque et al. [112] for reflective cracking and top-down cracking, respectively.
• The fatigue fracture tool proposed in this study underscores the significance that evaluating
crack front parameters has for pavement life. Comparisons are drawn among three pavement
structures with regard to the number of years for cracks at varying locations and planes to
grow from 10 to 40 mm in diameter. It was found that cracks in the vertical (0◦) plane have
the highest amount of energy release rate compared to the cracks on rotate planes (30◦-60◦);
hence, the rate of growth is fastest for these cracks. Crack growth increases drastically for
pavement structures with 200-mm-thick HMA compared to thicker HMA layers.
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9.2 Conclusions
The conclusions from this study are summarized below.
• This study concludes that near-surface cracking is driven by highly multi-axial stress states,
which in turn generate mixed mode fracture conditions almost everywhere near the loaded
surface of relatively thick pavement structures. An accurate characterization of near-surface
cracking can only be done considering nonuniform vertical and transverse contact stresses.
• Fracture initiation and propagation take place under mixed mode fracture conditions as op-
posed to classical fatigue cracking mechanisms mainly driven by pure mode-I fracture. This
study presents a characterization of the near-surface cracking phenomena and shows that
near-surface cracking is driven by various stress conditions and cracking mechanisms. The
study concludes that shear mode of fracture under compression appears to be the dominant
mode of fracture in the vicinity of tires.
• The GFEM is shown to be a useful tool for the analysis of pavement problems. It provides
for the accurate assessment of 3-D nature of tire-pavement contact stresses and mixed mode
fracture conditions. It eliminates crack front meshing problems and increases the accuracy
of the solution at the crack fronts. The efficient structure of the GFEM can be utilized as a
part of the pavement performance prediction tools with further modifications.
9.3 Recommendations for Future Work
Various factors contributing to the near-surface cracking remain unexplored. The methodology
of the present work has been proven robust and accurate which warrants further development and
extension of this study. The potential areas for future research are described below.
• Thermal boundary conditions need to be examined to evaluate the influence of temperature
variations on near-surface cracking. This requires additional implementation to consider
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thermal boundary conditions in the GFEM.
• Crack face friction effects have to be considered for cracks under compression. The imple-
mentation presented in this study to compute crack face integrals can be extended to consider
the effects of friction on crack surface against crack closure. This is particularly important
for cracks under shear and compression in the vicinity of tires.
• The global-local analysis approach proposed by Duarte and co-workers is required to solve
such problems with a relatively large domain size with respect to local feature of interest
[38]. As the domain size increases, geometric computations at the refined crack fronts be-
come a significant challenge. In order to avoid numerical round off errors governed by large
domain sizes, a multi-scale approach can be used. The global-local analysis provides an
efficient platform to perform such analysis with equivalent accuracy and robustness. The
transition from the present work to a global-local GFEM might be achieved using the frame-
work of the domain integral implementation presented in this study.
• The influence of material inhomogeneity due to aging of surface materials on development
of near-surface cracking should be examined. This has been successfully implemented in
the recent NCHRP studies [75] and [112] for reflective cracking and top-down cracking. A
similar approach can be adapted to consider a gradient of aging profile within the pavement.
Since aging might generate a gradient of modulus at the crack fronts, this also needs to be
considered in the computation of the J-integral. Some of terms that automatically vanish due
to isotropic material properties need to be evaluated. The success of the numerical models
for functionally graded materials by Dave et al. [30, 31] can be adapted. Domain integral
methods for functionally graded materials were introduced by Walters [149] and Walters
et al. [150].
• Aging and healing modeling of asphalt materials was successfully implemented in the recent
NCHRP studies for reflective and top-down cracking [75] and [112]. The influence of aging
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and healing on the fatigue cracking process should be investigated and some of the available
models for aging and healing have to be explored [64, 71, 72, 125].
• Moving load simulations, developed by Al-Qadi and co-workers, were proven to be very im-
portant in the evaluation of pavement performance [2, 50, 51, 151, 157]. The present compu-
tational framework of the GFEM should be modified taking into account moving boundary
conditions.
• High-order J-integral implementation in this study is limited to straight crack fronts. Exten-
sion of the high-order domain integrals to apply to curved crack fronts is a possible solution.
The implementation requires recognition of crack front coordinate system by each element
contained in the extraction domain used for the computation of the J-integral (or the Jk-
integral).
• Tire-pavement contact stresses should be extended to incorporate vehicle maneuvering (brak-
ing/cornering and acceleration). The influence of vehicle maneuvering on fracture initiation
should be evaluated.
• The results from pavement analysis underline the complexity of the near-surface crack-
ing mechanisms. The discussions and outcome presented in this study shed light on the
need for and complexity of the experimental characterization of the near-surface cracking
phenomenon, which appears to be driven by very different stress conditions and cracking
mechanisms than the classical fatigue cracking approach. An experimental characterization
geared towards near-surface cracking should consider mixed mode fracture with and without
compression.
• The effects of moisture on near-surface cracking should also be examined. The effect of
moisture can reveal itself on the fracture parameter (SIF or energy release rate) or the fracture
energy of the pavement material. A two step investigation can be incorporated into the
proposed fracture model. Complex modulus of HMA can be determined under saturated
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conditions. One can expect some variations in especially tensile modulus under saturated
conditions. The shift factors should also be calculated accordingly. The change in modulus
may yield different SIF or energy release rates. In addition, tensile strength properties of
fracture energy may also be altered with moisture. One can obtain new set of Paris Law
coefficients that can reflect these changes.
• The effect of layer bonding and nonlinear base and subgrade properties should also be con-
sidered in the analysis of near-surface cracking.
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