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Abstract
Adaptive dimensionality reduction in high-dimensional problems is a key topic in statistics. The multiplicative gamma
process takes a relevant step in this direction, but improved studies on its properties are required to ease implementa-
tion. This note addresses such aim.
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1. Introduction
Increasingly high-dimensional problems have motivated a growing interest towards statistical methodologies
which adaptively induce sparsity and automatically delete redundant parameters not required to characterize the data.
In these settings it is increasingly useful to leverage representations that have an unknown number of terms. Examples
include tensor factorization (Dunson and Xing, 2009), matrix decomposition (Mazumder et al., 2010), mixture mod-
eling (Hjort et al., 2010) and factor analysis (Knowles and Ghahramani, 2011). In addressing related issues, Bayesian
methods for high-dimensional problems often rely on purposely overcomplete statistical models, while favoring par-
simonious representations via carefully defined priors which facilitate automatic adaptation of the model dimension
and lead to efficient estimation for the functionals of interest.
Key examples of such priors include the stick-breaking representation (Sethuraman, 1994), spike-and-slab priors
(Ishwaran and Rao, 2005) and the multiplicative gamma process (Bhattacharya and Dunson, 2011) — among others.
These proposals facilitate shrinkage by defining priors that are potentially able to concentrate increasing mass around
values deleting the effect of parameters associated with growing dimensions of the statistical model. For example, the
stick-breaking prior for the weights in a mixture model assigns growing mass towards zero for the weights associated
with an increasing number of mixture components — for appropriate hyperparameter settings. In such cases, as the
number of components grows, their weights tend to concentrate close to zero a priori, reducing the importance of the
later components in defining the mixture representation.
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Although these procedures provide strategies to deal with high-dimensional data, their performance may be sen-
sitive to several choices including model specification, hyperparameter settings and prior choices for other quantities
not directly related to shrinkage; refer to Roos and Held (2011) for a discussion on similar issues. Hence, in making
these procedures standard practice, it is important to provide researchers with strategies to check whether the prior
actually achieves the shrinkage they seek when using these methods. In fact, a naive choice of hyperparameters may
lead to a lack of ability to avoid overfitting and adaptively remove the unnecessary components from the model.
This note aims to provide an improved characterization for the probabilistic properties of the multiplicative gamma
process prior recently developed by Bhattacharya and Dunson (2011) for Bayesian inference on large covariance ma-
trices. Their approach has proven useful in quite broad settings involving factorizations having an unknown number of
terms. This includes not only the original high-dimensional factor model motivation, but also other matrix factoriza-
tion and basis expansion settings. For some examples of recent applications refer to Montagna et al. (2012), Zhu et al.
(2014), Rai et al. (2014) and Lian et al. (2014) — among others. Given the popularity of the multiplicative gamma
process shrinkage approach, it is important to carefully study the probabilistic properties of the prior, including the
role of the hyperparameters in controlling shrinkage.
2. The multiplicative gamma process and motivations
Let yi = (yi1, . . . , yip)T ∈ <p, i = 1, . . . , n, denote independent and identically distributed observations from
a p-variate Gaussian distribution Np(0,Ω) with p × p covariance matrix Ω. The goal of Bhattacharya and Dunson
(2011) is to provide Bayesian inference on the dependence structure among the p variables under study.
This aim is accomplished by modeling the covariance matrix Ω via matrix factorization representations, which
enhance borrowing of information and facilitate adaptive dimensionality reduction via careful prior specification.
Hence, instead of direct modeling of elements ωjs comprising the matrix Ω, they consider a parameter expanded
representation Ω = ΛΛT + Σ, which arises by marginalizing out the latent factors ηi ∼ Nk(0, Ik), i = 1, . . . , n, in
the model yi = Ληi + i, where Λ is a p × k matrix of factor loadings and i, i = 1, . . . , n, are independent and
identically distributed noise vectors from a Np(0,Σ) with p× p covariance matrix Σ = diag(σ21 , . . . , σ2p).
As the identifiability of the factor loadings is not required for the estimation of the covariance matrix Ω, Bhat-
tacharya and Dunson (2011) avoid model constraints on Λ, but instead leverage their parameter expanded represen-
tation which is purposely over-parameterized to obtain improved computational strategies via simple Markov chain
Monte Carlo methods and useful properties including model flexibility, prior support and posterior consistency.
Potentially an over-parameterized likelihood is associated with an increased risk of overfitting the model with re-
spect to the observed data, unless careful shrinkage procedures are introduced to penalize the introduction of too many
factors in the covariance matrix factorization. To avoid poor performance in inference and prediction, Bhattacharya
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τh θh = 1/τh λjh
Q1 Q2 Q3 Q1 Q2 Q3 Q3 −Q1
h = 1 0.29 0.69 1.39 0.72 1.44 3.50 1.63
h = 2 0.13 0.45 1.28 0.78 2.20 7.50 1.91
h = 3 0.07 0.30 1.08 0.92 3.35 14.86 2.29
h = 4 0.04 0.19 0.88 1.13 5.12 28.16 2.77
Table 1: Stochastic behavior of the priors for the model parameters. For a1 = 1 and a2 = 1.1 > 1, first (Q1), second (Q2) and third (Q3)
quartiles of priors (2)–(3) for the column-specific τh and θh = 1/τh at increasing column index h = 1, . . . , 4. The last column displays the
interquartile range for the prior induced on the factor loadings λjh via (1) with τh from (2). Without loss of generality, local parameters φjh are
set at 1. Quantities are obtained from 1,000,000 samples from the priors (2)–(3) and (1), respectively.
and Dunson (2011) enhance adaptive dimensionality reduction by defining prior distributions for the loadings λjh,
j = 1, . . . , p and h = 1, . . . , k, which are carefully designed to penalize a priori the contribution of increasing
columns of Λ in defining Ω, via Ω = ΛΛT + Σ. Specifically they let σ−2j ∼ Ga(aσ, bσ), for each j = 1, . . . , p,
and propose the following multiplicative gamma process prior which aims to increase the degree of shrinkage as the
column index of Λ grows,
λjh | φjh, τh ∼ N(0, φ−1jh τ−1h ), φjh ∼ Ga(υ/2, υ/2), j = 1, . . . , p, h = 1, . . . , k, (1)
with the column-specific precision parameters τh defined via a cumulative product of independent gamma distributions
τh =
h∏
l=1
δl, δ1 ∼ Ga(a1, 1), δl≥2 ∼ Ga(a2, 1), h = 1, . . . , k. (2)
Hence in (1), quantities φjh measure local precision of each loading element, while τh is a column-specific parameter
which controls the global shrinkage for the hth column of Λ. According to (1), when 1/τh ≈ 0, the priors for
the loadings in the hth column λh = (λ1h, . . . , λph)T concentrate considerable mass around zero, meaning that the
hth column has minimal effect a priori in defining the covariance matrix Ω via Ω = ΛΛT + Σ. According to the
characterization of τh in (2) this shrinkage property is not constant across the columns of Λ, but is designed to be
potentially stronger as the column index increases in order to penalize growing dimensional factorizations of Ω.
The type of shrinkage induced by the multiplicative gamma prior in (2) depends on the values of the hyperpa-
rameters a1 > 0 and a2 > 0. Although Bhattacharya and Dunson (2011) consider hyperpriors on a1 and a2 to learn
these quantities from the data, a wide set of methods building on their contribution fix such hyperparameters following
some of the authors’ statements on the behavior of (1)–(2) in relation to a1 and a2. In particular, Bhattacharya and
Dunson (2011) claim that the quantities τh are stochastically increasing under the restriction a2 > 1, meaning that the
induced prior on 1/τh increasingly shrinks towards zero as the column index h grows, when a2 > 1. Although it is
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true that E(τh) = E(
∏h
l=1 δl) =
∏h
l=1 E(δl) = a1a
h−1
2 increases with h when a2 > 1, such result is not sufficient to
guarantee the increasing shrinkage property motivating the multiplicative gamma process construction.
As shown in Table 1, a value of a2 = 1.1 > 1 induces priors on parameters τh which seem stochastically
decreasing as h increases. This leads to apparently stochastically increasing distributions on 1/τh, which in turn
enforce priors on the loadings λjh that are increasingly diffuse as the column index h increases. Hence, researchers
choosing a2 = 1.1 will obtain a prior with an apparently opposite behavior with respect to the one they seek when
using a multiplicative gamma process. Beside this, even increasing expectation in τh does not necessarily imply
decreasing expectation in 1/τh, and therefore growing shrinkage on average. In fact, the multiplicative gamma prior
(2) on τh induces a multiplicative inverse gamma prior on the column-specific variance parameter θh = 1/τh, which
is defined as
θh =
1
τh
=
1∏h
l=1 δl
=
h∏
l=1
1
δl
=
h∏
l=1
ϑl, ϑ1 ∼ Inv-Ga(a1, 1), ϑl≥2 ∼ Inv-Ga(a2, 1), h = 1, . . . , k. (3)
As a result E(θh) = E(
∏h
l=1 ϑl) =
∏h
l=1 E(ϑl) = 1/{(a1−1)(a2−1)h−1}. Hence for values 1 < a2 < 2 both 1/τh
and τh increase across the columns of Λ in expectation.
Motivated by these misleading results, this note aims to improve the probabilistic characterization of the mul-
tiplicative gamma process and add further insights on the properties of this prior compared to those available in
Bhattacharya and Dunson (2011), including simple strategies to check whether specific hyperparameter choices actu-
ally facilitate shrinkage. Although it is possible to define other priors characterized by shrinkage properties, there are
two additional features associated with the multiplicative gamma process, making this prior a powerful candidate in
several applications and, therefore, worth a deeper probabilistic understanding. Firstly, this prior is characterized by
simple strategies for posterior computation relying on conjugate full conditionals updates. Moreover, as outlined in
Proposition 1, the multiplicative inverse gamma prior in (3) has full support on the positive k-dimensional Euclidean
space (0,+∞)k. This a key property to enhance flexibility in the type of shrinkage induced on the factor loadings.
Proposition 1. Let (θ1, . . . , θk) denote a random vector distributed according to the multiplicative inverse gamma
prior in equation (3). Then, for any (θ01, . . . , θ
0
k) ∈ (0,+∞)k and k, pr(
∑k
h=1 |θh − θ0h| < ε) > 0, for every ε > 0.
PROOF. To prove the above Proposition, note that a lower bound for pr(
∑k
h=1 |θh−θ0h| < ε) is given by pr(|θh−θ0h| <
ε/k, for all h = 1, . . . , k). Letting Bε(Θ0) = {(θ1, . . . , θk) : |θh − θ0h| < ε/k, for all h = 1, . . . , k} and exploiting
the representation of the multiplicative inverse gamma prior in equation (3), the lower bound probability can be
expressed as
∫
Bε(Θ0) fθ1(θ1)
∏k
h=2 fθh|θh−1(θh)d(θ1, . . . , θk), where fθh|θh−1(θh) is the conditional density function
of θh given θh−1. Hence, the joint prior for (θ1, . . . , θk) can be factorized as the product of conditional densities with
θ1 = ϑ1 ∼ Inv-Ga(a1, 1) and θh | θh−1 = θh−1ϑh ∼ Inv-Ga(a2, θh−1), for each h = 2, . . . , k. Therefore, since
the Inv-Ga(a, b) has full support in (0,+∞) for any a > 0, b > 0 and provided that by definition θh−1 > 0 for each
h = 2, . . . , k, it follows that pr(|θh − θ0h| < ε/k, for all h = 1, . . . , k) > 0 for any k and ε > 0. 
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3. Stochastic order and shrinkage in the multiplicative inverse gamma prior
Consistent with the discussion in Section 2, let us study the stochastic behavior of the sequence θ1, . . . , θk, with
each θh defined as the product of h independent inverse gamma random variables ϑ1, . . . , ϑh, for any h = 1, . . . , k.
Stochastic order θ1  · · ·  θk — if holding — would be an appealing property for the multiplicative inverse gamma
prior in guaranteeing — by definition — that the mass pr{θh ∈ (0, θ]} = pr(θh ≤ θ) assigned by the prior to the
interval (0, θ], increases with h, for every θ > 0. This facilitates increasing shrinkage across the columns of Λ.
Exploiting the transitivity property of the stochastic order (e.g. Belzunce et al., 2015, page 30), this requires showing
pr(θh+1 ≤ θ) ≥ pr(θh ≤ θ) for any h = 1, . . . , k − 1 and θ > 0, or equivalently that E{ψ(θh+1)} ≤ E{ψ(θh)} for
all the increasing functions ψ(·), for which expectation exists (e.g. Shaked and Shanthikumar, 2007, page 4). Lemma
1 states that the condition a2 > 1, suggested by Bhattacharya and Dunson (2011), does not ensure stochastic order.
Lemma 1. There exist infinitely many multiplicative inverse gamma priors with a2 > 1, such that θ1  · · ·  θk.
PROOF. In proving Lemma 1, let us first derive the quantity E(θmh ), with m > 0. According to (3), this requires first
E(ϑm), where ϑ = 1/δ is a generic inverse gamma random variable ϑ ∼ Inv-Ga(a, 1). Hence
E(ϑm) =
∫ +∞
0
ϑm
1
Γ(a)
ϑ−a−1e−1/ϑdϑ =
1
Γ(a)
∫ +∞
0
ϑ−(a−m)−1e−1/ϑdϑ,
=
Γ(a−m)
Γ(a)
∫ +∞
0
1
Γ(a−m)ϑ
−(a−m)−1e−1/ϑdϑ =
Γ(a−m)
Γ(a)
, 0 < m < a. (4)
Exploiting (4), E(θmh ) = E{(
∏h
l=1 ϑl)
m} = E(∏hl=1 ϑml ) = {Γ(a1 − m)/Γ(a1)}{Γ(a2 − m)h−1/Γ(a2)h−1},
0 < m < a1, 0 < m < a2. Based on this result, the proof proceeds by showing that there always exists an increasing
function ψ∗(·) for which E{ψ∗(θh)} exists and such that E{ψ∗(θh+1)} > E{ψ∗(θh)}, for every h = 1, . . . , k − 1.
Let a1 ≥ a2 and 0 < ma2 < a2, and consider ψ∗(θh) = θma2h . As ma2 is positive and since θh ∈ (0,+∞) for
every h = 1, . . . , k, the function ψ∗(θh) is increasing in (0,+∞). Moreover, as ma2 < a2 ≤ a1, E{ψ∗(θh)} exists
for every h = 1, . . . , k. Exploiting results in (4),
E(θma2h+1 )− E(θ
ma2
h ) =
Γ(a1 −ma2)
Γ(a1)
Γ(a2 −ma2)h
Γ(a2)h
− Γ(a1 −ma2)
Γ(a1)
Γ(a2 −ma2)h−1
Γ(a2)h−1
=
Γ(a1 −ma2)
Γ(a1)
Γ(a2 −ma2)h−1
Γ(a2)h−1
{
Γ(a2 −ma2)
Γ(a2)
− 1
}
. (5)
Hence showing E(θma2h+1 )−E(θ
ma2
h ) > 0, requires finding a value ofma2 such that 0 < ma2 < a2 and Γ(a2−ma2) >
Γ(a2). According to the well known properties and functional form of the gamma function Γ(·), it is always possible
to find a value ma2 less than a2 but sufficiently close to a2, such that their difference a2−ma2 is close enough to zero
to obtain Γ(a2 −ma2) > Γ(a2). This proves Lemma 1. 
Although absence of stochastic order in the entire sample space (0,+∞) is an undesired property, it does not
necessarily rule out the cumulative shrinkage behavior for which the prior has been developed. In fact, order in
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probabilities pr{θ1 ∈ (0, θ]} ≤ · · · ≤ pr{θh ∈ (0, θ]} ≤ pr{θh+1 ∈ (0, θ]} ≤ · · · ≤ pr{θk ∈ (0, θ]} for reasonable
neighborhoods (0, θ] of zero — instead of stochastic order in the entire sample space (0,+∞) — can be sufficient to
facilitate shrinkage. According to Lemma 2 this property holds for every a1 > 0 and a2 > 0 as θ → 0+.
Lemma 2. For all a1 > 0 and a2 > 0, limθ→0+ [pr{θh+1 ∈ (0, θ]}/pr{θh ∈ (0, θ]}] ≥ 1, for any h = 1, . . . , k − 1.
PROOF. As pr{θh+1 ∈ (0, θ]}/pr{θh ∈ (0, θ]} = Fθh+1(θ)/Fθh(θ) is the ratio of the cumulative distribution func-
tions of θh+1 and θh, respectively, and provided that their corresponding probability density functions fθh+1(θ) and
fθh(θ) are positive in (0,+∞), it suffices to show that fθh+1(θ) is an upper bound of fθh(θ), when θ → 0+. Therefore
— since both fθh+1(θ) and fθh(θ) are positive functions in (0,+∞) — Lemma 2 holds if limθ→0+{fθh+1(θ)/fθh(θ)} ≥
1 for every a1 > 0, a2 > 0 and h = 1, . . . , k − 1.
Let us first consider the limit inequalities for h = 2, . . . , k − 1. As the probability density function for a product
of independent gamma random variables is available via sophisticated Meijer G-functions (Springer and Thompson,
1970), let us first focus on proving limθ→0+{fθh+1|θh−1(θ)/fθh|θh−1(θ)} ≥ 1, for every h = 2, . . . , k − 1, with
fθh+1|θh−1(θ) and fθh|θh−1(θ) the conditional density functions of θh+1 and θh, given θh−1 > 0, respectively. As θh =
θh−1ϑh, with ϑh ∼ Inv-Ga(a2, 1), from the standard properties of the inverse gamma random variable, fθh|θh−1(θ) is
easily available as the probability density function for the random variable θh | θh−1 ∼ Inv-Ga(a2, θh−1). To compute
fθh+1|θh−1(θ) note instead that θh+1 = θhϑh+1, with ϑh+1 ∼ Inv-Ga(a2, 1). Hence θh+1 | θh ∼ Inv-Ga(a2, θh) and
θh | θh−1 ∼ Inv-Ga(a2, θh−1). Exploiting this result
fθh+1|θh−1(θ) =
∫ +∞
0
fθh+1|θh=x(θ)fθh|θh−1(x)dx =
θa2h−1
Γ(a2)2
θ−a2−1
∫ +∞
0
x−1e−
θh−1
x − xθ dx
=
θa2h−1
Γ(a2)2
θ−a2−1
∫ +∞
0
y−1e−y−
θh−1/θ
y dy, (6)
where the last equality in (6) follows after the change of variable x/θ = y. To evaluate the integral in (6), note
that from the theory of Bessel functions
∫ +∞
0
y−(ν+1) exp(−y − z2/4y)dy = 2(z/2)−νKν(z), where Kν(·) is
the modified Bessel function of the second kind with parameter ν; refer for example to Watson (1966) page 183.
Exploiting this result and noticing that θh−1/θ = (2
√
θh−1/θ)2/4, equation (6) can be rewritten as
fθh+1|θh−1(θ) =
2θa2h−1
Γ(a2)2
θ−a2−1K0(2
√
θh−1/θ). (7)
Once fθh+1|θh−1(θ) is available as in (7) let us study limθ→0+{fθh+1|θh−1(θ)/fθh|θh−1(θ)}. In particular
lim
θ→0+
{fθh+1|θh−1(θ)/fθh|θh−1(θ)} = lim
θ→0+
[
2θa2h−1
Γ(a2)2
θ−a2−1K0(2
√
θh−1/θ)
Γ(a2)
θa2h−1
θa2+1e
θh−1
θ
]
= lim
θ→0+
[
2
Γ(a2)
e
θh−1
θ +log{K0(2
√
θh−1/θ)}
]
= lim
θ→0+
[
2
Γ(a2)
e
θh−1
θ −2
√
θh−1
θ − 14 log
(
θh−1
θ
)
+log
(√
pi
2
)]
= lim
θ→0+
[
2
Γ(a2)
e
θh−1
θ
{
1−2
√
θ
θh−1 +
θ
4θh−1 log
(
θ
θh−1
)
+ θθh−1 log
(√
pi
2
)}]
> 1,
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for every θh−1 > 0, a2 > 0 and h = 2, . . . , k − 1, where the third equality follows from results in page 378 of
Abramowitz and Stegun (1964) ensuring that Kν(z) ≈
√
pi/(2z)e−z for every ν ∈ < as z → +∞. Note that in
our case z = 2
√
θh−1/θ → +∞, when θ → 0+. Finally, since fθh+1|θh−1(θ) is an upper bound of fθh|θh−1(θ)
for every θh−1 > 0 as θ → 0+, it easily follows that fθh+1(θ) = Eθh−1{fθh+1|θh−1(θ)} is an upper bound of
fθh(θ) = Eθh−1{fθh|θh−1(θ)} for every a2 > 0, proving Lemma 2 for h = 2, . . . , k − 1.
When h = 1, the proof proceeds in a similar manner after noticing that θ1 = ϑ1 ∼ Inv-Ga(a1, 1) and θ2 | θ1 ∼
Inv-Ga(a2, θ1). Therefore, adapting derivations in equations (6)–(7) to this case
fθ2(θ) =
∫ +∞
0
fθ2|θ1=x(θ)fθ1(x)dx =
θ−a2−1
Γ(a2)Γ(a1)
∫ +∞
0
x−(a1−a2+1)e−
1
x− xθ dx
=
θ−a2−1θa2−a1
Γ(a2)Γ(a1)
∫ +∞
0
y−(a1−a2+1)e−y−
(2
√
1/θ)2
4y dy =
2θ−a1−1θ
a1−a2
2
Γ(a2)Γ(a1)
Ka1−a2(2
√
1/θ).
Hence, in this case the limit inequality of interest is
lim
θ→0+
{fθ2(θ)/fθ1(θ)} = lim
θ→0+
[
2θ−a1−1θ
a1−a2
2
Γ(a2)Γ(a1)
Ka1−a2(2
√
1/θ)Γ(a1)θ
a1+1e
1
θ
]
= lim
θ→0+
[
2
Γ(a2)
e
1
θ+log{Ka1−a2 (2
√
1/θ)}+ a1−a22 log(θ)
]
= lim
θ→0+
[
2
Γ(a2)
e
1
θ
{
1−2√θ+ θ4 log(θ)+θ log
(√
pi
2
)
+
a1−a2
2 θ log(θ)
}]
> 1,
for every a1 > 0 and a2 > 0, concluding the proof of Lemma 2. 
Lemma 2 is appealing in guaranteeing that the mass assigned by the prior to small neighborhoods of zero increases
with h, for all a1 > 0 and a2 > 0, facilitating growing shrinkage. Note also that for this property to hold, the condition
a2 > 1 — suggested by Bhattacharya and Dunson (2011) — is not necessary. However, these neighborhoods might
be substantially small for practical interest. Hence, from an applied perspective, it is worth assessing whether pr{θ1 ∈
(0, θ]} ≤ · · · ≤ pr{θh ∈ (0, θ]} ≤ pr{θh+1 ∈ (0, θ]} ≤ · · · ≤ pr{θk ∈ (0, θ]} holds for a larger set of values
θ > 0 — and not just as θ → 0+. This requires studying the solutions of the inequality Fθh+1(θ) − Fθh(θ) ≥ 0, for
each h = 1, . . . , k − 1. As previously discussed, derivation of the cumulative distribution function for the product of
independent inverse gammas is a cumbersome task. Few results are obtained for the product of two gammas (Withers
and Nadarajah). However, also in these simpler settings, analytical forms are available only for specific values of the
parameters via combinations of modified Bessel and Struve functions.
To overcome this issue and provide researchers with simple strategies to check how specific hyperparameter
choices affect the cumulative shrinkage property of the prior, let us exploit the Markovian structure of the multi-
plicative inverse gamma prior which guarantees that θh | θh−1 is independent to θh−2, . . . , θ1 and θh | θh−1 ∼
Inv-Ga(a2, θh−1) for each h = 2, . . . , k. Exploiting this property it is possible to write the inequality Fθh+1(θ) −
Fθh(θ) ≥ 0 as Eθh{Fθh+1|θh(θ)} − Eθh−1{Fθh|θh−1(θ)} ≥ 0. Since the expectation Eθh{Fθh+1|θh(θ)} requires the
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h = 1→ h = 2 h = 2→ h = 3 h = 3→ h = 4 h = 4→ h = 5 Intersection
(a1 = 1, a2 = 1) (0, ≈ 0.52] (0, ≈ 0.33] (0, ≈ 0.22] (0, ≈ 0.14] (0, θ¯ ≈ 0.14]
(a1 = 1, a2 = 2) (0, > 100] (0, > 100] (0, > 100] (0, > 100] (0, θ¯ > 100]
(a1 = 1, a2 = 3) (0, > 100] (0, > 100] (0, > 100] (0, > 100] (0, θ¯ > 100]
(a1 = 2, a2 = 1) (0, ≈ 0.33] (0, ≈ 0.21] (0, ≈ 0.13] (0, ≈ 0.09] (0, θ¯ ≈ 0.09]
(a1 = 2, a2 = 2) (0, ≈ 1.79] (0, ≈ 3.18] (0, ≈ 5.67] (0,≈ 9.90] (0, θ¯ ≈ 1.79]
(a1 = 2, a2 = 3) (0, > 100] (0, > 100] (0, > 100] (0, > 100] (0, θ¯ > 100]
Table 2: Solutions of (8)–(9) for k = 5, based on different combinations of a1 and a2. In evaluating (8)–(9), N = 1,000,000. For every
combination of a1 and a2, the intersection of the solutions comprises the set of values θ > 0 for which (8)–(9) holds for every h = 1, . . . , k − 1
probability density function for a product of inverse gammas, and provided that this quantity is available via trans-
formations of Meijer G-functions, the quantities Eθh{Fθh+1|θh(θ)} are not analytically available in a simple form for
h = 2, . . . , k − 1. Hence, to address our goal let us focus on finding the solutions for the numerical approximation of
Eθh{Fθh+1|θh(θ)} − Eθh−1{Fθh|θh−1(θ)} ≥ 0, which can be easily obtained as
Eθ1{Fθ2|θ1(θ)} − Fθ1(θ) ≈
1
N
N∑
r=1
Γ(a2, θ
(r)
1 /θ)
Γ(a2)
− Γ(a1, 1/θ)
Γ(a1)
≥ 0, h = 1, (8)
Eθh{Fθh+1|θh(θ)} − Eθh−1{Fθh|θh−1(θ)} ≈
1
N
N∑
r=1
Γ(a2, θ
(r)
h /θ)
Γ(a2)
− 1
N
N∑
r=1
Γ(a2, θ
(r)
h−1/θ)
Γ(a2)
≥ 0, h ≥ 2, (9)
where generic samples θ(r)h are easily available as cumulative products of h independent inverse gammas from (3).
In order to provide guidelines for possible behaviors of the multiplicative gamma process prior, Table 2 reports
solutions of Fθh+1(θ)− Fθh(θ) ≥ 0 approximated via (8)–(9) — for each h = 1, . . . , k − 1 — focusing on different
combinations of a1 > 0 and a2 > 0, with k = 5. According to our discussion, the intersection of these solutions
— computed for each h = 1, . . . , k − 1 — provides the set of values θ > 0 for which pr{θ1 ∈ (0, θ]} ≤ pr{θ2 ∈
(0, θ]} ≤ pr{θ3 ∈ (0, θ]} ≤ pr{θ4 ∈ (0, θ]} ≤ pr{θ5 ∈ (0, θ]} holds. For example, when a1 = 2 and a2 = 2,
pr{θ1 ∈ (0, θ]} ≤ pr{θ2 ∈ (0, θ]} ≤ pr{θ3 ∈ (0, θ]} ≤ pr{θ4 ∈ (0, θ]} ≤ pr{θ5 ∈ (0, θ]} is guaranteed for all
intervals (0, θ] such that θ ≤ θ¯ ≈ 1.79.
For the combinations of a1 and a2 considered, the value of θ¯ increases as a2 grows, for every a1 > 0. An opposite
behavior is instead observed when a1 increases, for all a2 > 0. Moreover, it is worth noticing how θ¯ becomes
substantially large when a2 is moderately higher than a1. When instead a1 = 2 and a2 = 1, the prior assigns
increasing mass only to intervals (0, θ], with θ ≤ θ¯ ≈ 0.09. Note also how — according to Table 2 — the width of the
intervals for which pr{θh+1 ∈ (0, θ]} ≥ pr{θh ∈ (0, θ]} is true, decreases for growing h, when a2 = 1. In fact, θ¯ may
become even smaller than 0.09, when k > 5. Hence, although cumulative shrinkage holds for any a1 > 0 and a2 > 0
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in small neighborhoods of zero, based on the above considerations, avoiding excessively high values for a1 > 0 and
setting a2 ≥ 2 and moderately higher than a1 > 0, can provide a better choice to facilitate shrinkage.
Although Table 2 focuses on few standard cases, the proposed procedures provide the researchers with the basic
guidelines and simple strategies to study the stochastic behavior of the multiplicative inverse gamma prior at all
possible combinations of a1 > 0, a2 > 0 and k. Note also that, when studying the first two moments of the induced
prior on the elements in Ω, Bhattacharya and Dunson (2011) require a1 > 2 and a2 > 3 in order to ensure the existence
of these prior moments. Although motivated by substantially different probabilistic properties, this restriction is also
a good setting to induce appropriate shrinkage based on the above analyses.
4. Simulation study
In assessing the shrinkage effects induced by the multiplicative gamma process on posterior inference, let us focus
on the factor model proposed in Bhattacharya and Dunson (2011) and outlined in Section 2. In particular, the aim
of this simulation is to empirically evaluate how different hypeparameter choices in the multiplicative inverse gamma
prior affects posterior inference on covariance matrices Ω0 factorized as Ω0 = Λ0Λ0T + Σ0, at varying rank k0.
In accomplishing this goal let us focus on the dependence structure among p = 10 Gaussian random variables —
simulated for n = 100 units — with Σ0 = Ip and Λ0 a p × k0 matrix with entries sampled from standard Gaussian
random variables. In a first simulation scenario k0 = 2, whereas in the second k0 = 6.
In both simulation scenarios, posterior computation is performed leveraging the steps of the Gibbs sampler pro-
posed in Bhattacharya and Dunson (2011), with the same settings as in their simulation and fixing the highest possible
rank k = 10 as a truncation level. In order to empirically assess the type of shrinkage induced on the posterior
distribution of the parameters in Ω, inference is performed for three different choices of the hyperparameters in the
multiplicative inverse gamma prior, including (a1 = 2, a2 = 1), (a1 = 2, a2 = 2) and (a1 = 2, a2 = 3). Figure
1 compares the performance of posterior inference for the selected hyperparameters and k0, by showing the total
number of different parameters ωjs, j = 1, . . . , p, s ≤ j in Ω for which each prior setting induces the best posterior
concentration, compared to the others. Posterior concentration, for each ωjs, j = 1, . . . , p, s ≤ j, is measured via
djs = E{(ωjs−ω0js)2 | y1, . . . , yn}, with this expected squared deviation from the truth estimated from 30,000 Gibbs
samples, after a burn-in of 5,000. These MCMC settings were sufficient for convergence and good mixing.
As shown in Figure 1 the multiplicative gamma process with hyperparameters a1 = 2 and a2 = 3 induces
posterior distributions for the parameters ωjs, j = 1, . . . , p, s ≤ j which are typically characterized by an improved
posterior concentration. The performance gains are more evident when the true rank is k0 = 2, than k0 = 6. These
results are consistent with Table 2, showing that the order in probabilities holds for wider intervals when a1 = 2 and
a2 = 3, compared to (a1 = 2, a2 = 1) and (a1 = 2, a2 = 2). This result allows stronger shrinkage, facilitating
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Figure 1: Total number of unique parameters in Ω for which each prior setting induces the best posterior concentration, compared to the others.
improved posterior concentration towards lower-dimensional factorizations. However, when the true rank increases,
the induced multiplicative shrinkage might be too strong. This motivates further research to define prior distributions
characterized by adaptive shrinkage, which do not excessively penalize higher dimensional factorizations.
Although the setting (a1 = 2, a2 = 3) induces improved posterior concentration for a wider subset of parameters
ωjs, j = 1, . . . , p, s ≤ j, the overall performance of the three hyperparameters choices remains on comparable values.
In fact, when k0 = 2, the median of the estimated squared deviations djs, j = 1, . . . , p, s ≤ j is 0.067, 0.066 and
0.065 for (a1 = 2, a2 = 1), (a1 = 2, a2 = 2) and (a1 = 2, a2 = 3), respectively. When k0 = 6, these quantities are
instead 0.371, 0.353 and 0.357. This result is consistent with Lemma 2, showing that the order in probabilities holds
— at least in small intervals of zero — for any choice of the hyperparameters characterizing the multiplicative inverse
gamma prior. In fact, all the three settings improve posterior concentration compared to a situation in which the prior
distribution induces no shrinkage. Specifically, the median of the estimated squared deviations djs, j = 1, . . . , p,
s ≤ j is 0.081 for k0 = 2 and 0.375 for k0 = 6, when Bayesian inference is performed by replacing the multiplicative
gamma prior with τh ∼ Ga(2, 2), for each h = 1, . . . , k.
5. Discussion
The aim of this contribution has been on providing novel probabilistic insights on the multiplicative gamma pro-
cess. As discussed in the note, this prior is characterized by tractable computational strategies and induces flexible
shrinkage, making it an appealing candidate in several applications, and worth a deeper probabilistic understanding.
The main focus has been on assessing the shrinkage properties motivating the multiplicative gamma process construc-
tion and how they relate to its hyperparameters. The contribution refines initial results in Bhattacharya and Dunson
(2011) and provides strategies to study the shrinkage behavior at varying (a1, a2) and k. A simulation study exhibits
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how the shrinkage properties associated with the prior are translated to posterior inference. Beside these practical mo-
tivations, an improved understanding of such process can facilitate future studies on the theoretical performance of the
posterior distribution in recovering the true model dimensions. Early results are available in simple models (Rousseau
and Mengersen, 2011), and it is an active area of research to extend these properties to more general scenarios.
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