Abstract-Compared with color or grayscale images, hyperspectral images deliver more informative representation of ground objects and enhance the performance of many recognition and classification applications. However, hyperspectral images are normally corrupted by various types of noises, which have a serious impact on the subsequent image processing tasks. In this paper, we propose a novel hyperspectral image denoising method based on tucker decomposition to model the nonlocal similarity across the spatial domain and global similarity along the spectral domain. In this method, 3-D full band patches extracted from a hyperspectral image are grouped to form a third-order tensor by utilizing the nonlocal similarity in a proper window size. In this way, the task of image denoising is transformed into a high-order tensor approximation problem, which can be solved by nonnegative tucker decomposition. Instead of a traditional alternative least square based tucker decomposition, we propose a hierarchical least square based nonnegative tucker decomposition method to reduce the computational cost and improve the denoising effect. In addition, an iterative denoising strategy is adopted to achieve better denoising outcome in practice. Experimental results on three datasets show that the proposed method outperforms several state-of-the-art methods and significantly enhances the quality of the corrupted hyperspectral image.
several light wavelength intervals, hyperspectral images deliver more detailed spectral information of real scenes. Numerous research have been undertaken on hyperspectral images, for example, in feature extraction [1] , [2] , unmixing [3] [4] [5] , classification [6] [7] [8] [9] [10] , detection [11] [12] [13] , band selection [14] , and surveillance [15] . However, a conventional hyperspectral imaging process suffers from issues such as limited illumination and short sensing time, which introduce noises into the image acquisition step. Therefore, denoising has become a critical step to improve the quality of hyperspectral images.
Over the past a few years, several hyperspectral image denoising methods have been proposed. The most straightforward way is to utilize traditional 2-D denoising methods, such as NLM [16] , K-SVD [17] , and BM3D [18] , to reduce noise band by band separately. Such band-wised methods cannot achieve a superior effect in many cases since only spatial noise is removed. They may also destroy the correlation of image data in the spatial or the spectral domain. Therefore, spatial and spectral information should be considered jointly to effectively remove the noises.
Consequently, a hyperspectral image can be treated as a whole entity rather than band by band processing. Several 3-D patch based denoising methods have been put forward, such as adaptive nonlocal means (ANLM3D) [19] , 3-D cube K-SVD [20] , and block-matching 4-D filtering (BM4D) [21] . 3-D patch based denoising methods can be implemented by processing small 3-D patches in both spatial space and spectral space. In many cases, only local spectral correlation between a few adjacent bands is considered, and the high spectral redundancy in all continuous spectral bands has not been fully used. Novel denoising methods [22] [23] [24] have been proposed recently by combining nonlocal similarity across the spatial space and global redundancy along the spectral space. However, when the noises are strong, image denoising methods based on sparse coding and low-rank constraint perform poorly because the dictionary learning step tends to remove some inherent information, e.g., textures and edges [22] .
To further exploit the spatial-spectral information to generate better noise-free estimation, a hyperspectral image can be treated as a stack of 2-D gray images, which can be seen as a third-order tensor. Accordingly, a tensor-based dictionary learning method was explored [25] , and some algorithms were proposed to approximate tensor based on tensor low-rank approximation [26] [27] [28] or tensor decomposition [29] . In particular, low-rank tensor approximation (LRTA) [30] utilizes lowrank tensor approximation [31] of the input image to achieve Fig. 1 . Overview of the proposed hyperspectral image denoising method. First, image patches extracted from the noisy hyperspectral image are stacked as a third-order tensor by nonlocal similarity matching. Then, a hierarchical alternative least square based nonnegative tucker decomposition method is applied to get the denoised patches. Finally, the denoised patches are aggregated iteratively to get the clean image.
denoising and spectral dimensionality reduction. PARAFAC [29] method further extends the denoising approach by employing parallel factor analysis. Though both approaches take the correlation over different bands into consideration and try to eliminate the spectral redundancy of the hyperspectral image, they ignore the nonlocal similarity of full band patches across the spatial domain. A denoising method based on a generalized multidimensional Wiener filter by using a third-order tensor was proposed by Letexier and Bourennane [32] . Furthermore, some denoising methods were developed based on the basis of tensor decomposition [33] [34] [35] . Tensor-based methods can be represented by tensor decomposition and PCA joint algorithm [36] , which take the hyperspectral properties into account. Although utilizing the correlation between different bands of the hyperspectral image, the spatial nonlocal similarity structures have been ignored, and so these approaches still have not reached the full potential for the denoising problem.
Aiming at the aforementioned issues, we propose a novel denoising method by considering both nonlocal similarity across the spatial domain and global correlation among the spectral domain. On one hand, a natural scene may contain a collection of patches grouped by nonlocal similarity over the spatial, composing of homologous aggregation of microstructures. The similarity among those patches is so-called nonlocal similarity. Recovering these patches by several similar nonlocal patches can utilize the information redundancy across spatial space as well as maintain the texture characteristic of the hyperspectral image. On the other hand, the hyperspectral image contains a large amount of spectral redundancy since some neighboring bands are highly correlated. These two kinds of prior knowledge are very helpful for various hyperspectral image recovery problems [37] [38] [39] [40] . By this way, redundancy in both spatial space and spectral space can be made full use of.
Moreover, a tensor decomposition based hyperspectral image denoising method is adopted in our model, which not only emphasizes the similarity among nonlocal full band patches but also utilizes the redundancy of spectral space. Specifically, we treat each full band patch as a third-order tensor with two spatial modes and a spectral mode, and then build a third-order tensor by stacking all these nonlocal similar full band patches, as shown in Fig. 1 . Then the denoising problem can be transformed into tensor recovery by utilizing the inherent spatial and spectral correlation of the full band patch groups. We solve the tensor recovery problem by adopting a hierarchical alternative least square (ALS) optimization of nonnegative tensor decomposition, and then aggregate the denoised 3-D patches in the clean hyperspectral image iteratively. We demonstrate the effectiveness of the proposed method through experimental results on several hyperspectral image datasets. Our method outperforms many state-of-the-art approaches under several quantitative assessments.
The rest of the paper is organized as follows. We illustrate the basic theory of the tensor in Section II. In Section III, by exploiting the nonlocal similarity across spatial space and spectral space, we introduce a denoising algorithm based on tensor decomposition for the hyperspectral image. In Section IV, we present and analyze the experimental results. Finally, conclusions are drawn in Section V.
II. NOTATION AND PRELIMINARIES OF THE TENSOR
An N -way tensor X ∈ R I 1 ×I 2 ×···×I N has N indices and its elements are denoted by
The scalar product of two tensors X , Y is defined as
The Frobenius norm of a tensor X is given by
Tensor mode-n unfolding: Tensor mode-n unfolding, which is also called tensor matricization, is analogous to vectorizing a matrix. Mode-n unfolding of X ∈ R I 1 ×I 2 ×···×I N re-arranges the elements of X to form a matrix
Tensor mode-n matrix product: Mode-n product of a tensor X ∈ R I 1 ×I 2 ×···×I N with a matrix U ∈ R J ×I n is denoted by X × n U and its size is
The produced tensor has the same size as X in each mode, except mode-n whose size is J. We have
Multiple matrix mode-n products can be performed in any order
for m = n.
Tensor mode-n vector product: Mode-n vector product of a tensor X ∈ R I 1 ×I 2 ×···×I N with a vector v ∈ R I n is of size
The basic tensor operations described above show that multiplying a third-order tensor by a vector in one mode results in a two-way tensor, i.e., a matrix. It is possible to multiply a tensor by a vector in more than one mode as well. Multiplying a third-order tensor by vectors in two modes results in a first-order tensor, i.e., a vector. Multiplying in all modes results in a scalar.
Multiplication in all possible modes (n = 1, 2, . . . , N) of a tensor X and a set of matrices A (n ) is defined as
Multiplication of a tensor X with all but one mode is denoted by
III. HYPERSPECTRAL IMAGE DENOISING MODEL
In this section, we first introduce how nonlocal similar patches are grouped into a third-order tensor. Then, we describe the nonnegative tucker decomposition method adopted for the thirdorder tensor based on a hierarchical ALS approach.
A. Nonlocal Similarity Patch Matching
Acito et al. [41] suggested that signal-independent noise in a hyperspectral image can be modeled by Gaussian distribution. A noise-free hyperspectral image X * degraded by additive zero mean Gaussian noise can be modeled as
where N * is the noise with a known variance σ 2 and zero mean. The ultimate goal of denoising is to estimate X * of the clean hyperspectral image X * from noisy Y * . Traditional image denoising tasks have generalized the use of a nonlocal similarity based denoising framework. Such framework also can be applied to hyperspectral images. Denote I h , I w , and I s as the height and the width in the spatial dimension and the number of spectral bands of an input hyperspectral image, respectively, the hyperspectral image can be represented as a third-order tensor Y * ∈ R I h ×I w ×I s with two spatial modes and one spectral mode. A group of 2-D full band
p ×I s is built to express the hyperspectral image by sweeping across the image spatially with overlaps, where each band of a full band patch is ordered lexicographically as a column vector. We can now reformulate all full band patches as a group of 2-D patches
is the number of patches over the whole hyperspectral image.
For a given local full band patch P ref , we can find a collection of similar full band patches P k from a predefined searching window by utilizing the nonlocal similarity matching, where k ∈ [1, K] and K is the number of similar patches. The similarity between P ref and P k can be formulated as
The smaller the Sim(P ref , P k ), the more similar these two patches turn out to be. Denote Y ∈ R I 1 ×I 2 ×I 3 as the thirdorder tensor stacked by P ref and its nonlocal similar full band patches P k in the search window, where we denote I 1 = I 2 p , I 2 = I s , I 3 = K for convenient notation. It not only utilizes the nonlocal similarity across spatial space, but also preserves the global correlation across spectral space.
Then, the aforementioned denoising model for the corresponding true nonlocal similarity full band patches X from its corrupted Y is transformed into
where N is the noise tensor of the stacked patches. The corresponding noise-free tensor X can be estimated from its corrupted Y by solving the following optimization problem:
where
correspond to the basis vectors in the three modes of Y with
is the socalled core tensor and J 1 , J 2 , J 3 are the ranks responding to three modes. The AIC/MDL criterion [42] , [43] can be used to determine the rank for our tensor model. In addition, I 2 > J 2 leads to dimensionality reduction in the spectral mode of corrupted tensor Y.
Here, we utilize the hierarchical ALS based nonnegative tucker decomposition to calculate the component G, A (1) , A (2) , A (3) of the noise-free tensor X .
B. Hierarchical ALS Algorithm for Nonnegative Tucker Decomposition
Due to matrix inversion, standard ALS [44] suffers from high computational cost for a large-scale problem and may not converge to a stable solution. Rather than solving the problem by an ALS-based tucker decomposition technique, we propose to use a hierarchical ALS approach for nonnegative tucker decomposition [45] (referred here as NTD-HALS algorithm), which estimates nonnegative components via a sequential iterative procedure. According to the nonnegative Tucker decomposition, the aforementioned denoising model can be converted into
• is the vector outer product, and X denotes the noise-free image to be estimated from the noisy Y, and G ∈ R
is the core tensor multiplied by a set of component matrices.
represents nonnegative common factors. Instead of estimating the whole factor A (n ) , we update each component a
The nonnegative Tucker decomposition is divided into two steps: first we update each nonnegative component a
sequentially, for n = 1, 2, . . . , N and j n = 1, 2, . . . , J n , then we update the core tensor G.
Update factors A (n ) : The denoising model could be split into two parts to estimate a
When the specific component a
is not involved, the tensor consisting of all rank-one tensors can be defined as
is involved, the tensor consisting of all rank-one tensors can be denoted by
The denoising model defined in (11) can be rewritten using the above-mentioned notations as follows:
Then, we define a residual tensor Y j n as
Therefore, the component a (16) for j n = 1, 2, . . . , J n and n = 1, 2, . . . , N. However, the method is still of high computational complexity due to the computation cost of the residual tensor. We simplify (16) by replacing the residual tensor Y j n via (15) and algebraic operations. The solution can be transformed into
is a scalar computed by current values. On the basis of the abovementioned transformation, the vector a (n ) j n can be updated by the noise tensor N and known parameters as follows:
where a (n ) j n is updated by the vector a (n ) j n , and Y + j n is the updated residual tensor. Based on the above-mentioned steps, the component a (n ) j n of A (n ) can be updated sequentially by combining (17) and (18) .
Update the core tensor G: Similarly, we attempt to update the core tensor G item by item so as to update the entry g j of the core tensor j = [j 1 , j 2 , . . . , j N ]. We define the tensor Y − j as the tensor excluding the rank one tensors a
The tensor composed by the components a
can be denoted as
According the above-mentioned notations, the denoising model can be rewritten as
Then, a new residual tensor Y j is defined as follows:
Suppose that the vectors a (n ) j n are the unit length vectors, i.e., a (n )T j n a (n ) j n = 1. The entry g j can be derived by the following formula:
Definite g j as the new estimation of g j , Y
. The update strategy of the noise tensor N can be deduced from (22) as follows:
The core tensor G can be derived by (23) and (24) sequentially.
C. Iterative Denoising Optimization
Denoising once may not guarantee to get a desired result in practice. Therefore, we propose an iterative denoising strategy for the proposed method, which is a process to take the tradeoff between bias and variance. A single iteration can be done by
where l is the iteration number, and δ ∈ (0, 1) is the residual proportionality coefficient. By utilizing (25) iteratively, the denoised effect could be optimized. Nevertheless, with the increase of iterations, the time consumption tends to become excessively expensive. Hence, the maximum iteration number L should be properly set to balance the time cost and the experiment results. The algorithm for the proposed hyperspectral image denoising method is summarized in Algorithm 1.
D. Analysis of Computational Complexity
Here, we analyze the computational complexity of the proposed method. The computation of nonlocal similarity patch matching involves full band patch construction and similar patch group set construction. In fact, full band patches can be generated by a sliding window, which is related to the patch size and the size of the hyperspectral image in spatial space. Thus, this part only considers the time complexity of similar patch group set construction. When the full band patches Φ Y * are given, cost of similar patch construction is O(KSI 
IV. EXPERIMENTAL RESULTS
To demonstrate the effectiveness of the proposed method, we compare it with seven recently developed denoising methods on a simulated hyperspectral image dataset and three hyperspectral image datasets: Columbia dataset [46] , Indian Pines dataset [47] , Pavia University dataset [48] , and Washington DC Mall dataset [47] .
The alternative denoising methods include band-wise K-SVD [17] and band-wise BM3D [18] ; 3-D-cube-based approaches K-SVD [20] and nonlocal transform domain filter for volumetric data (BM4D) [21] , which are extended from 2-D methods, state-of-the-art tensor-based approaches LRTA [30] and PARAFAC [29] , and denoising algorithm via sparse representation and low-rank constraint (SPA+LR) [22] . All the parameters of the competing algorithm are optimally assigned or automatically chosen according to the reference papers.
To evaluate the performance of the denoising methods, picture quality indices (PQI), e.g., peak signal-to-noise ratio (PSNR), structure similarity (SSIM), and feature similarity (FSIM), are used to measure the similarity between the denoised image and the original hyperspectral image, which is assumed to be the ground truth. PSNR and SSIM evaluate the similarity between the target image and the reference image based on mean square error (MSE) and structural consistency, respectively. SSIM emphasizes the perceptual consistency with the reference image. The higher the three measures, the closer the denoised hyperspectral image to the ground truth. The denoising performance evaluation metrics for each hyperspectral image are calculated as the average of the band-wise results.
We corrupted a clean hyperspectral image with an additive zero mean Gaussian noise whose σ ranges from 10 to 60. The patch size is set to 6 pixels and the number of similar patches is set to 50 empirically. The size of a full band patch searching window depends on the size of an input hyperspectral image, ranging from 30 × 30 to 80 × 80 pixels for all datasets. To demonstrate the influence of window size, we show the average PSNR on the Columbia dataset in Table II . It shows that the performance will be improved when searching window size [30] , (d) PARAFAC [29] , (e) BwK-SVD [17] , (f) K-SVD [20] , (g) BwBM3D [18] , (h) BM4D [21] , (i) SPA+LR [22] , (j) Ours. increases in a range and might get worse when the searching window becomes too large. The residual proportionality coefficient δ is set to 0.1 and the maximum iteration number L is determined automatically according to σ, usually less than three times of σ for balancing the time cost and denoising effect.
A. Results on Columbia Dataset
The Columbia dataset [46] contains 32 real-world scenes formed by a wide variety of real-world materials and objects. Each hyperspectral image has 31 bands, containing reflectance data collected from 400 to 700 nm with 10 nm step. Each band is of 512 × 512 in size.
In Fig. 2 , we show the band at 620 nm of stuffed toy, cloth, and feather images to demonstrate the performance of various methods. Our method is compared with K-SVD, BM4D, and SPA+LR. Demarcated areas in the scene have been enlarged for four times in the figure for easy observation of details. It is obvious that the proposed method outperforms the alternative methods in the recovery of both finer grained textures and coarser grained structures. Table I lists the performance of all methods, which shows a clear advantage of the proposed method over alternative. To further illustrate such superiority, we demonstrate in Fig. 3 the spectral reflectance difference curves of all competing methods [29] , (e) BwK-SVD [17] , (f) K-SVD [20] , (g) BwBM3D [18] , (h) BM4D [21] , (i) SPA+LR [22] , (j) Ours.
using image sponges. Spectral reflectance difference curves of a hyperspectral image denoising method at two spatial locations are obtained by sequentially interpolating 31 elements of the deviation between the restored and the clean hyperspectral image along their spectral domain. The curves of our proposed method are smoother than other methods and the MSE is smaller. This further proves that our method achieves better approximation than alternative methods.
B. Results on Indian Pines Dataset
Indian Pines scene was collected by the AVIRIS sensor over the Indian Pines test site in North-western Indiana. The image consists of 145 × 145 pixels and 224 spectral bands.
In Fig. 5 , we show the denoising performance at the 45th band of the Indian Pines dataset under Gaussian noise with σ ranging from 10 to 50. Our method is capable of properly removing the different degrees of Gaussian noises while finely preserving the underlying structure in the hyperspectral image. The more the noise added, the worse the denoising effect. From Table III , we can infer that the proposed method evidently outperforms all other competing methods with σ = 20, 30, 40, 50.
For ease of observation, we illustrate an example image located at the 45th band of Indian Pines dataset in Fig. 4 . Among alternative methods, BM4D and SPA+LR perform comparatively better in structure preserving. However, the images restored by them have more blurred edges than those obtained by our method. Compared with traditional nonlocal similarity based and dictionary learning based methods, our method restores the corrupted image preferably because it utilizes properties in both spectral and spatial domains. Fig. 6 shows the denoising performance of Indian Pines dataset for bands 1-60, in the case of σ = 20.
C. Results on Pavia University Dataset
Hyperspectral image acquired using ROSIS over the Pavia University is chosen for this experiment. Pavia University dataset contains 103 spectral bands with a spectral coverage ranging from 0.43 to 0.86 μm and a spatial resolution of 1.3 meter per pixel. This image is of the size 610 × 340 × 103. Table IV lists the performance of all comparing methods on the Pavia University dataset corresponding to various degrees of noises. For each noise parameter, the PQI value for each competing HSI denoising method has been calculated and recorded. From these results, the advantage of the proposed method can be clearly observed. We show in Fig. 7 the 15th band with 340 × 340 window size extracted from the Pavia University dataset for further assessment of our method. It is obvious that the proposed method outperforms the comparing methods. The PSNR analysis of each spectrum presented in Fig. 8 illustrates that the denoising effect of the proposed method at each band of the Pavia University Dataset with the noise of σ = 30 is superior to any other comparing methods. This proves again that combining nonlocal similarity and tensor decomposition can preserve both spatial information and spectral information, which leads to prominent advantages in denoising effect.
D. Results on Washington DC Mall Dataset
Washington DC Mall dataset was collected using an airborne system containing 210 spectral bands from 0.4 to 2.4 μm in the visible to infrared spectrum. It contains 1028 scan lines with 307 pixels in each scan line.
We used a patch of size 300 × 300 × 190 in the Washington DC image for experiments. The PSNR, SSIM, and FSIM are presented in Table V . This table shows that, of the nine methods, the proposed nonlocal similarity based denoising algorithm still works very effectively. The results of all methods at the 15th band of the Washington DC Mall image are shown in Fig. 9 . It can be concluded that the image restored by our method is capable of properly removing the Gaussian noise while finely preserving the structure underlying in the hyperspectral image. Not only the noise is well suppressed, but also [30] , (d) PARAFAC [29] , (e) BwK-SVD [17] , (f) K-SVD [20] , (g) BwBM3D [18] , (h) BM4D [21] , (i) SPA+LR [22] , (j) Ours. the detailed information, both in edges and textures, is well preserved. Comparison of PSNR values among various methods on the Washington DC dataset in Fig. 10 also shows that the proposed algorithm achieves higher performance than others in the case of σ = 30. These results demonstrate the effectiveness of our denoising method.
V. CONCLUSION
In this paper, we have introduced a novel hyperspectral image denoising method based on tensor decomposition, which utilizes both nonlocal similarity across the spatial space and global redundancy along the spectral space. Unlike previous vector-or matrix-based approaches, the proposed method considers the hyperspectral image as a 3-D tensor and simultaneously exploits the spatial-spectral information of the hyperspectral image, thus boosting the denoising performance. We solved this model by a hierarchical ALS-based nonnegative tucker decomposition rather than the traditional approach so as to achieve better denoising effect. Experiments on three real hyperspectral image datasets demonstrated that the proposed method outperforms several well-known denoising approaches in terms of both visual quality and PSNR metrics. Last but not least, the proposed tensor-based framework can also be applied to other hyperspectral image processing problems (e.g., reconstruction and unmixing) and enhance the performance in those applications. In the optimization step, though each component is updated sequentially, the time complexity of our solution still can be improved, which will be our future research task.
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