ABSTRACT
A ssessment of the disease burden using MR images from patients with MS, for research and clinical trials, requires quantification of the volume of hyperintense lesions on T2-weighted images.
1 However, lesion segmentation remains challenging, and the required accuracy and reproducibility are difficult to achieve. Ideally, segmentation should be automated or require minimum operator input to minimize the operator time required and reduce bias [2] [3] [4] ; however, manual segmentation is still the "gold standard."
Though several methods for fully automated MS lesion segmentation have been published, their performances are difficult to compare. This is because they are usually validated without a common framework, 5 ), the validation is done by using a small dataset of cases and does not include a dual-echo (DE) proton-density (PD)/T2-weighted image dataset. In addition, most methods are optimized and tested on FLAIR MR images that benefit from CSF signal suppression and better contrast between focal lesions and the surrounding tissue [7] [8] [9] compared with the more established techniques that use DE sequences. Large datasets of DE MR images from past studies are available, and their acquisition is still common for both research and clinical trials, so there is still the need to develop methods for lesion segmentation on these data. 10 We have previously proposed a semiautomated method based on a region-growing approach for MS lesion segmentation on DE MR images that results in a considerable reduction in the time required for lesion segmentation compared with manual segmentation and shows good agreement with the ground truth. 11 Most large MR imaging studies of MS involve multiple scanning centers with different scanner manufacturers. 12 Though all centers would use a common scanning protocol with pulse sequence parameters restricted within certain ranges, there are inevitable differences in image contrast because of hardware and software differences. The aim of the current study was to analyze the training procedure required by the algorithm and to validate the lesion-segmentation method proposed in a multicenter context. The method was validated by comparing the lesion segmentations (obtained using the proposed method) with manual segmentations across different MR scanner manufacturers.
MATERIALS AND METHODS

Background
The method was presented at the BrainLes MICCAI workshop 2015 11 and validated for a single acquisition center on 20 patients.
The On-line Appendix provides the methodologic framework of the lesion-segmentation technique.
MR Imaging Acquisition
The dataset consisted of 52 patients with MS, part of a project on imaging correlates of cognitive impairment in MS, acquired in 6 European centers that are part of the MAGNIMS consortium (Amsterdam, Graz, London, Milan, Naples, and Siena) by using 3T MR imaging scanners from a range of manufacturers (2 no relapse or corticosteroid treatment within the month before scanning, and no history of psychiatric conditions (On-line Table  1 ). Only MR imaging sequences without visually relevant artifacts were selected for the current analysis. The research protocol was approved by the local ethics review boards of participating centers, and all patients gave written informed consent.
A similar MR imaging acquisition protocol was used for all patients: DE TSE; TR ϭ 4000 -5380 ms; TE 1 ϭ 10 -23 ms; TE 2 ϭ 90 -102 ms; echo-train length ϭ 5-11; 44 contiguous, 3-mmthick axial sections, parallel to the anterior/posterior commissure plane; matrix size ϭ 256 ϫ 256; rectangular field of view ϭ 75%; and field of view ϭ 250 ϫ 250 mm 2 .
The characteristics of MR hardware and number of patients acquired at each center are summarized in On-line Table 2 .
Analysis of the Training Procedure
The use of different scanners could cause hardware-dependent differences in image quality. In this study, we assumed that patients scanned with the same radiofrequency coils and MR imaging protocol on different scanners from the same manufacturer would have comparable image quality and, therefore, could be grouped together for the analysis.
Manual identification of lesions was used to initialize the algorithm, and manual segmentation was used for the training and validation of the proposed method. Both tasks were performed with software for medical image analysis (Jim Version 6.0; Xinapse Systems, Colchester, United Kingdom). Manual identification and segmentation of lesions was performed by an experienced rater with 7 years' experience in MS lesion segmentation. In the case of doubt in lesion identification, a senior rater was consulted.
For image standardization (step 1), a group of 12 patients (2 from each center) with a low lesion load was selected. A high lesion load was avoided because a high number of hyperintense lesions could relevantly alter the shape of the image intensity histograms and affect the estimation of the standard parameters. For computation of the standard parameters, scans from healthy patients would be preferable, but these are not always available in a clinical environment.
Because the method required a training step, the selection of a reliable set representative of the entire dataset, in terms of lesion load and sample size for each MR manufacturer, was investigated. Patients were grouped by scanner manufacturer. A threshold function (step 3) was calculated for each group and steadily decreased the number of patients included in the training set. First, all patients were included, and then at each step, 3 patients were removed from each group. The choice of which patients to remove was made by attempting to maintain a balanced lesion load (ie, a variation within Ϯ10%) across the 3 different MR manufacturers. This analysis was performed to assess the relationship between the sample size and the threshold function for each MR scanner manufacturer to lead to a proper selection of the training set for this method. A straight line was fitted to the seed intensity values plotted against the optimal threshold values, obtaining the threshold function for the initial region growing. The linear relationship between the normalized seed intensity and the optimal threshold values was empirically obtained.
To evaluate the sensitivity of the segmentation results to the slope of the threshold function, 17 simulated threshold functions were generated to initialize the region growing. These functions consisted of a straight line passing from a common point (described in detail in the Results) with a slope varying from 0.1 to 0.9 in steps of 0.05 (a wider range of values than that found in the training). Lesion segmentation was performed without the refinement step to evaluate only the effect of a different slope on the results.
The optimal threshold function was selected from the simulated ones by maximizing the dice similarity coefficient between the manually and automatically outlined lesions (as described below).
Moreover, we investigated whether the 2 parameters identifying the optimal training straight line could be estimated directly from the image to be segmented, thus avoiding the need of a training procedure implying the acquisition of an extra group of patients and the manual lesion segmentation.
Because we found that training based on manual segmentation could be avoided (see Results), the entire dataset could be used as a test dataset, and the optimized procedure was applied to the whole group of patients.
Statistical Analysis
The root mean square error in lesion volume for the proposed method relative to the manual segmentation was computed. The root mean square error values, grouped by scanner manufacturer, were compared to evaluate any performance differences between MR manufacturers. It was assumed that the observations from the 3 manufacturer groups were independent of each other. The Wilcoxon-Mann-Whitney test was used to test for differences in errors between the groups. This is a nonparametric test of the null hypothesis (that 2 independent samples come from the same population) against an alternative hypothesis. The test was performed pair-wise between the 3 groups: test 1 was performed between the lesion-segmentation errors on the images acquired on Siemens scanners compared with Philips scanners; test 2 was between Siemens scanners and GE scanners; test 3 was between GE scanners and Philips scanners. The segmentations produced by the proposed method were compared with manual segmentations performed by an expert physician by using the dice similarity coefficient. Dice similarity coefficient values range from 0 to 1, where 0 corresponds to no overlap between the 2 segmentations and 1 corresponds to perfect overlap. The false-positive fraction, falsenegative fraction, and true-positive fraction were computed for each lesion to indicate the percentage of voxels correctly or incorrectly classified as lesion by the method. The "ground truth" for assessing the true-and false-positive rates was the binary lesion mask obtained after manual segmentation, comparing individual lesions pixel-by-pixel between the manual and automatic mask.
RESULTS
The threshold functions (plots of threshold value against seed intensity) showed a similar trend with decreasing of the number of patients included in the training set: as the sample size decreased, the fitted lines maintained a similar slope and passed through an approximately similar point (Fig 1) . The seed intensity at this "common point" was found to be the intensity of the GM peak on the standardized histogram. This is because the image standardization process fixed the GM peak for the PD-weighted images to the same intensity value. Thus, this value as seed point would produce similar thresholds during the training and after the fitting operation on the training set these points were interpolated, producing a single "common point" between the functions. Furthermore, on the y-axis, this point represents the intensity variation on the GM standard intensity distribution that discriminates the lesion intensity values, which mostly overlap with GM intensity values, from the surrounding tissue (WM). The effect of a different slope of the threshold functions on the segmentation results was evaluated. The slope of the threshold function was varied between 0.1 and 0.9, and higher dice similarity coefficient scores were found (dice similarity coefficient Ͼ0.6) at higher values of slope (Ͼ0.7), though this improvement was not significant.
From those findings, the thresholds used in initial seed growing were expressed as:
where T is the threshold for the region growing, m stands for slope (fixed to 0.9), Iseed i is the seed intensity value for lesion i; and I GM and GM were the intensity of the GM peak and the standard deviation of the GM distribution on the standard histogram, respectively. The equation was used to compute the threshold function, and then the method was performed without training on manual segmentation.
Comparison of data between the different scanners showed that there was no evidence that lesion-segmentation errors came from different distributions. The mean values of segmentation errors for each MR manufacturer were 1.99 mL for GE, 1.59 mL for Philips, and 1.86 mL for Siemens. The statistical test performed between the groups revealed no differences of segmentation performance between manufacturers (Test 1, P ϭ .65; Test 2, P ϭ .44; and Test 3, P ϭ .30).
The validation metrics were extracted for the lesion load of each patient, considering each lesion as a connected region in 3D space for the computation of its total volume. Fig 2 graphically reports the metrics evaluated for each patient over all lesions. The following were obtained after averaging the metrics over all patients: dice similarity coefficient ϭ 0.62; root mean square error ϭ 2 mL; true-positive fraction ϭ 0.76; false-positive fraction ϭ 0.36; and false-negative fraction ϭ 0.22.
An example lesion-segmentation result is shown in Fig 3. 
DISCUSSION
Because manual segmentation is time-consuming and subject to inter-and intraobserver variability, automatic segmentation of MS lesions is an active research field with many proposals presented in recent years. 5 The method validated in this study has several advantages. First, it works on DE MR images. Most pro- posed methods segment lesions on FLAIR sequences that benefit from suppression of the CSF signal and better contrast between focal lesions and the surrounding background. 7-9,14-16 However, much data have been and are currently being acquired for research and clinical trials by using DE PD/T2-weighted images. Thus, with use of the proposed method, it should be possible to rapidly analyze these large sets of images. Second, despite the limitation of the manual identification of lesions by an expert physician, this initialization ensures the correct identification of all lesions and avoids the problem of the identification of entire falsepositive lesions (because only possible misclassification of lesion pixels can occur). This is a common challenge for fully automatic lesion-segmentation methods, which tend to be affected by the image quality. 4 In the method proposed, we avoid this issue by maintaining manual identification of lesions and automating the segmentation task that is the most time-consuming operation. Some automatic lesion-segmentation tools with available code (LST, SLS, and Lesion-TOADS) expect FLAIR images as input. As a consequence, a comparison with our method would be unfair. Moreover, most proposed methods have been validated on a restricted number of cases and within single centers or simulated MR imaging acquisitions. 5, 17, 18 In addition, a validation of the method based on data provided by the MICCAI Grand Challenge workshop 2008 would be unfeasible because of the absence of a DE sequence in the dataset. 6, 19 In this study, a validation of the method against manual segmentation in a multicenter context was presented, proving that the method was robust to scanner differences and that its performance was not dependent on MR software and hardware. During an initial assessment of the size of the training set needed, it was found that the threshold functions extracted for the initial region-growing algorithm were not noticeably affected by including fewer patients, and there were no significant differences between the threshold functions computed from each scanner manufacturer group. Moreover, using the simulated threshold functions demonstrated that once their intersection point was found, changes to the slope introduced only a small nonsignificant improvement at higher values; thus, the most important feature of the threshold function was the crossing point of the lines, which was a result of the standardization process.
These results allowed us to find an expression for the threshold function used in the initial region-growing part of the algorithm, thus avoiding the training step by using manual segmentation. Because the segmentation results improved when using a higher slope of the threshold function, 0.9 was selected to allow the use of higher thresholds and a less restricted region-growing segmentation. This is because of the stop condition on the threshold value (see equation in the On-line Appendix): a higher threshold implies a higher difference between the seed point and the i-th pixel intensity value that stops the region growing, so a larger range of intensities are classifiable as lesion (less restricted segmentation). This was made possible because we included an edge detection step in the segmentation that acts as a barrier to stop the region growing even if a too-high threshold is used. Because of noise or artifacts on the images, the 2 stop conditions were used in combination for a good result. However, using a high slope for the threshold function might generate a bias between lesions with higher and lower intensity values relative to the crossing point of the straight line; that is, with a high slope, lower-intensity lesions would have lower threshold values, causing a more restricted region growing, whereas the opposite would be observed for higherintensity lesions. This bias was avoided by applying a threshold refinement step, in which a more robust threshold is computed to restart the region growing, thus correcting too-restricted segmentation caused by lower threshold values. Hence, using our equation to find the threshold function, we avoided the training step by using manual segmentation, making the applicability of the proposed technique easier in clinical settings. Regarding the possible bias between different lesion loads, it seemed that the difference between automatic and manual lesion load becomes larger with increasing lesion load (Fig 2) . This could be explained by the fact that a high lesion load could be caused by many small lesions or a few but very large lesions. In the first case, a difference of a few pixels between the automatic and manual-segmented lesion (that is visually undetectable), summed up for all lesions, could result in a relevant difference in the quantification of lesion load between the 2 methods. In the second case, a difference of more pixels (for example at lesion border [again, visually undetectable]) could result in a relevant difference in lesion-load quantification between manual and automatic segmentation.
The stability and robustness of the method was assessed when working on data from different scanner manufacturers. The initial step in image analysis standardizes the intensity values between the PD-weighted MR imaging scans, allowing the use of fixed intensity parameters. The method was not significantly affected by possible hardware or software-dependent differences between MR imaging scanners.
Lesion segmentation performed with the new method showed good agreement with the ground truth (dice similarity coefficient ϭ 0.62 and true-positive fraction ϭ 0.76). The difference between the lesion load estimated using the proposed method and with manual segmentation gave a mean error of 19% (root mean square error ϭ 2 mL), with low misclassification of lesion voxels (false-negative fraction ϭ 0.22 and false-positive fraction ϭ 0.36).
The evidence of the benefit for operator time required to segment lesions was demonstrated in our previous work. 11 In the current study, the important reduction in time for the segmentation task was confirmed. For the lesion loads we considered, the average time for manual lesion segmentation of a single MR imaging scan was approximately 50 minutes for the segmentation task only, whereas for the new method, the average time for the same task was approximately 55 seconds, a reduction in time of approximately 98.2%. In cases where lesions have intensity similar to that of CSF, the method gives segmentations that extend beyond the real boundary of the lesions. This happened in very few cases in this study and was mainly for periventricular lesions. It may be possible to improve this in the future by introducing further information about lesions, perhaps by using other MR tissue contrasts such as coregistered T1-weighted images. This improvement also could be useful for a more certain lesion boundary delineation in case of diffuse lesions in patients with high lesion load. Notably, the method did not encounter difficulties in segmenting subcortical/ cortical lesions. This is because of the edge-detection step using the high-pass filter; the borders of subcortical/cortical lesions were well defined with respect to the surrounding tissue, different from what happened to periventricular lesions that had intensity values similar to the CSF on DE scans.
The method implemented is based on a 2D region-growing approach because it started from initial seed points positioned in 2D. 2D implementation was chosen because images were not acquired by using 3D MR images; therefore, resolution along the z-axis (section thickness) is lower than the axial one. The adaptation of the method to a 3D approach could be a future extension when 3D MR images are available to reduce the interaction time of the expert. Similarly, the applicability of the method on different images (eg, pre-and postcontrast T1-weighted sequences) would require some modifications and retraining of the method for the new contrasts.
The algorithm relies on manual identification of lesions, which must be performed by an expert operator, and the most time-consuming task (ie, outlining each lesion) is fully automated. However, it would be preferable to avoid all manual intervention to remove any operator dependence. In the future, it might be possible to fully automate T2-hyperintense lesion segmentation by using other MR imaging contrasts such as FLAIR or double inversion recovery sequences. 20 Finally, the reproducibility of the method should be evaluated in longitudinal studies.
CONCLUSIONS
In this study, we evaluated the performance and stability of a semiautomatic method for MS lesion segmentation by using DE data acquired from different centers with different scanners compared with manual segmentation by an expert physician. The method proved to be robust and stable when working on data from different scanner manufacturers. It emerged also that no center-specific training of the algorithm was required, making the method suitable for direct use on a wide range of images. Adoption of the method should lead to improved reliability and less operator time required for image analysis in research and clinical trials in MS.
