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Abstract
Fine-grained image classification remains challenging
due to the large intra-class variance and small inter-class
variance. Since the subtle visual differences are only in
local regions of discriminative parts among subcategories,
part localization is a key issue for fine-grained image clas-
sification. Most existing approaches localize object or parts
in an image with object or part annotations, which are ex-
pensive and labor-consuming. To tackle this issue, we pro-
pose a fully unsupervised part mining (UPM) approach to
localize the discriminative parts without even image-level
annotations, which largely improves the fine-grained clas-
sification performance. We first utilize pattern mining tech-
niques to discover frequent patterns, i.e., co-occurrence
highlighted regions, in the feature maps extracted from a
pre-trained convolutional neural network (CNN) model. In-
spired by the fact that these relevant meaningful patterns
typically hold appearance and spatial consistency, we then
cluster the mined regions to obtain the cluster centers and
the discriminative parts surrounding the cluster centers are
generated. Importantly, any annotations and sophisticated
training procedures are not used in our proposed part local-
ization approach. Finally, a multi-stream classification net-
work is built for aggregating the original, object-level and
part-level features simultaneously. Compared with other
state-of-the-art approaches, our UPM approach achieves
the competitive performance.
1. Introduction
Fine-grained image classification aims to recognize hun-
dreds of subcategories belonging to a basic-level category
(e.g., birds [33], dogs [14], cars [16] and aircrafts [21]),
which has attracted increasing attention in computer vision
and pattern recognition. Compared with general object clas-
sification, this task is extremely challenging due to the large
variance in the same subcategory and small variance among
different subcategories. Since these subcategories are sim-
ilar in global appearances, different subcategories can only
be distinguished by subtle visual differences existed in lo-
cal regions of key parts, such as the shape of beak, the color
of foot and the texture of feather for bird. Thus, localizing
object and discriminative parts is highly essential for fine-
grained image classification.
Inspiringly, a majority of fine-grained image classifi-
cation methods have incorporated part localization and
achieve significant progress. However, most earlier
works [3, 11, 36, 39, 41] still utilize strong supervision of
human-labeled object annotation (i.e., bounding box of ob-
ject) or part annotations (i.e., part locations). Since the ob-
ject and part annotations are laborious and expensive, many
works [37, 43, 42, 20, 44, 7, 45] address part localization
under a weakly-supervised setting with only image-level la-
bels. Those methods can be roughly divided into two di-
mensions: two-stage methods which perform part localiza-
tion and fine-grained classification separately, and end-to-
end training methods which jointly learn discriminative part
localization and fine-grained feature representation. Most
of two-stage methods [43, 37, 42, 40] use region propos-
als [31] as candidate regions to localize the discriminative
parts, which may lead to low accuracy and high time con-
sumption. Recently, [7, 45] propose the end-to-end frame-
work where part localization and feature learning could mu-
tually reinforce each other. Although promising results have
been reported, it is highly difficult to train the models due
to sophisticated alternative training procedures.
To deal with the above problems, we propose an unsu-
pervised part mining (UPM) approach for fine-grained im-
age classification. Our proposed part localization method
is fully unsupervised, without any annotations even image-
level labels. The key idea of our proposed UPM is to
explore the distinctive parts from the pattern mining per-
spective. To realize the idea, we reuse the pre-trained
CNN model which has powerful abilities of representation,
and further employ pattern mining techniques to effectively
mine frequently-occurring visual patterns from a large num-
ber of CNN activations. These mined patterns are highly
corresponding to the possible parts, which could be ex-
ploited to boost the classification performance. Our pro-
posed UPM approach is simple but effective, which does
not require complex and long-time training process. Mean-
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Figure 1. The overview of our part mining-based classification framework. Given an image, the discriminative parts are localized by
our unsupervised part mining (UPM) approach in the purple box. Part-based classification network is a multi-stream network to aggregate
different level features for final classification in the red box. Note that our UPM approach does not require any annotations even image-level
labels in part localization module. (Best viewed in color)
while, we have no dependencies on any annotations includ-
ing image-level labels, and thus it greatly increases the us-
ability and scalability of fine-grained classification.
Our approach consists of a part localization module and
a part-based classification module, as shown in Figure 1.
In part localization module, we reuse a pre-trained CNN
model and propose to employ pattern mining techniques
for localizing the possible parts without using any annota-
tions. Specifically, we first convert the deep features from
multiple convolutional layers of a pre-trained CNN model
(e.g., VGG-16 [29]) into a set of transactions, and then
discover the co-occurrence patterns through pattern mining
techniques. We observe that the relevant patterns gener-
ally correspond to representative local regions in one image.
Motivated by this observation, we utilize simple clustering
algorithms (e.g., k-means) to cluster the mined patterns with
frequency information into multiple clusters. Finally, the
regions surrounding cluster centers are the key parts for a
given image and can be further used for fine-grained image
classification. In part-based classification module, these lo-
calized parts are further clustered based on deep features
and fed into a deep classification network, in which a multi-
stream architecture is built to aggregate different level fea-
tures for subsequent fine-grained classification. Our main
contributions can be summarized as follows:
• We present a novel and effective unsupervised part lo-
calization approach, without any image-level labels,
which is the key issue for fine-grained image classifica-
tion. The experimental results show that the localized
parts contribute to the final classification accuracy.
• To the best of our knowledge, we propose the first us-
age of pattern mining for fine-grained image classifica-
tion successfully, which fully exploit information from
convolutional activations of a pre-trained CNN model.
• We conduct comprehensive experiments on three chal-
lenging fine-grained datasets (Caltech-UCSD Birds,
Stanford Cars and FGVC-Aircraft), and achieve com-
petitive performance compared with the state-of-the-
art methods.
The rest of this paper is organized as follows. Section
2 briefly describes the related works. Section 3 introduces
our proposed method, and Section 4 shows the evaluation as
well as the analysis. Finally Section 5 concludes this paper.
2. Related Work
2.1. Fine-grained Image Classification
Fine-grained image classification is a fundamental and
important task in computer vision, and a large amount of
works have been developed in the past few years. Benefited
from the advancement of deep learning, many works [17,
29, 41, 37, 19] learn more discriminative feature represen-
tation by leveraging deep CNNs, and achieve significant
progress.
Since subtle visual differences mostly reside in local
regions of parts, discriminative part localization is cru-
cial for fine-grained image classification. There are nu-
merous emerging works proceeding along part localization.
[41, 11, 39, 36] learn accurate part localization models with
manual object bounding boxes and part annotations. Con-
sidering that the annotations are laborious and expensive,
some works [43, 42, 10, 37, 44, 20, 7, 45] begin to focus on
how to exploit parts under a weakly-supervised setting with
only image-level labels. [42] proposes an automatic fine-
grained classification method, incorporating deep convolu-
tional filters with significant and consistent responses for
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both parts selection and representation. Some of the above
part localization-based methods [43, 37, 42, 40] usually re-
quire to firstly produce object or part candidates by selective
search [31], which poses challenges to accurate part local-
ization.
Additionally, some weakly-supervised methods [25, 37,
44, 20, 7, 45] use visual attention mechanism to automati-
cally capture the informative regions. [20] employs a fully
convolutional attention network to adaptively localize mul-
tiple parts simultaneously. Recent works [7, 45] propose
the end-to-end framework where part localization and fea-
ture learning could mutually reinforce each other. Although
promising results have been reported, it is highly difficult
to train the models due to sophisticated alternative training
procedures.
Compared with previous efforts, our UPM approach can
accurately localize the parts in a fully unsupervised way
without even image-level labels, thus it does not need so-
phisticated training procedures. Moreover, it also does not
rely on enormous region proposals. In addition, it is worth
to note that NAC [26] also considers the part localization
in a fully-unsupervised manner without image-level annota-
tions, which is similar to our work. However, our proposed
method can directly localize multiple fine-grained parts in-
stead of selecting useful ones from part proposals, and out-
perform NAC by a large margin.
2.2. Pattern mining in Computer Vision
Pattern mining is one of the most intensively investi-
gated problems in data mining domain. Generally, a set of
patterns is a combination of several elements, which cap-
ture the distinctive information. Inspired by this fact, more
researchers rise to investigate the problem of employing
pattern mining to address computer vision tasks, including
image classification [6, 18], image collection summariza-
tion [24] and object retrieval [6].
A key issue of pattern mining is how to transform an
image into transactions, which could retain the discrimi-
native information as much as possible and also guarantee
that those transactions should be suitable for pattern mining.
Earlier works [23, 1] simply treat an individual visual word
as an item in a transaction by adopting local bag-of-words
as image representation. [5] proposes a frequent local his-
tograms method to represent an image with the histograms
of patterns sets. Recently, [6] is a pioneering work to il-
lustrate how pattern mining techniques are combined with
the CNN features. In [6], a local patch is transformed into
a transaction by treating each dimension index of a CNN
activation from fully-connected layer as an item.
3. Approach
In this section, we present the approach overview as
shown in Figure 1. The approach is composed of an unsu-
pervised part localization module (Section 3.2) and a part-
based classification module (Section 3.3). In the first mod-
ule, we aim to obtain the location of parts. The innovation
of our approach is to localize discriminative parts by em-
ploying pattern mining techniques on the feature maps of a
pre-trained CNN model. In the second module, we rely on
the part locations to learn a joint feature representation and
conduct part-based classification.
3.1. Preliminary
The following notations and terminology of data mining
are used in the rest of this paper. Let I = {i1, i2, ..., iM}
denotes an itemset containing M items. A transaction T is
a subset of I that satisfies to |T|  M, where |T| is the
number of items in T. A transaction database is defined as
D = {T1,T2, ...,TN}, where ∀i ∈ {1, 2, ..., N},Ti ∈ D.
Given an itemset P ⊆ I, we define the support value of P
as:
supp(P) =
|{T | T ∈ D,P ⊆ T}|
N
∈ [0, 1], (1)
where | · | measures the cardinality. The support value of
pattern P indicates that how many transactions containing
pattern P in D, i.e., |{T | T ∈ D,P ⊆ T}|. P is regarded
as a frequent itemset when its support value is larger than a
predefined threshold.
3.2. Unsupervised Part Localization
The goal of part localization is to obtain a collection
of discriminative parts for a given fine-grained image.
High-level convolutional layers can learn semantic cues,
i.e., meaningful patterns, which correspond to whole ob-
jects [28] or parts of objects [27]. Inspired by the observa-
tion, we propose a fully unsupervised part mining approach
where the parts are discovered directly from activations of a
pre-trained CNN model through pattern mining techniques
without any labels. Note that the pre-trained model is not
fine-tuned on the interest fine-grained dataset.
Figure 2 illustrates the pipeline of our UPM approach.
We first extract feature maps from pool5 and relu5 layers
of a pre-trained VGG-16 [29] model, and then adopt pat-
tern mining techniques to discover frequent patterns in these
feature maps. Finally we perform the clustering algorithm
on mined patterns and generate the parts surrounding the
corresponding cluster centers.
3.2.1 Transaction Creation
In order to apply pattern mining techniques to part lo-
calization task, the process of transforming the image into
a set of transactions while retaining useful information is a
key issue that must be tackled.
Given an input image I, we first feed it into a pre-trained
VGG-16 [29] model and extract feature maps from pool5
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Figure 2. The pipeline of unsupervised part localization. First we feed an image in (a) into a pre-trained VGG-16 [29] model in (b), and
extract feature maps in (c) of pool5 and relu5 layers. We select the useful descriptors in (d) and convert them into items (e.g., i1 in (e)).
Each feature map is converted into a transaction in (e). {i1, i2, ..., i14} is the index set of all highlighted positions, i.e., the item set of
the transactions. Then we count the frequency of each item and remain the items whose frequency is greater than β. Thus, we mine the
co-occurrence highlighted regions corresponding to the frequent patterns in (f). The mined patterns are merged to generate the support map
in (g) and we perform clustering algorithm on it to obtain the part locations in (h). The outputs is the localized discriminative parts in (i).
(Best viewed in color)
and relu5 layers in Figure 2 (c). We observe that most se-
mantic parts of a bird are frequently fired at the same lo-
cation in the feature maps. Moreover, the activations of
two specific layers complement each other very well. Thus,
we adopt a multi-layer combination strategy to alleviate the
loss of useful information caused by only considering single
layer activations. Besides, we need to resize pool5 feature
maps to the same size of relu5 by bilinear interpolation,
and we obtain 1,024 feature maps in total.
The dimension of each relu5 feature map is h×w, where
h andw indicate width and height of the feature map respec-
tively. To simplify the process of creating transactions, we
stretch each feature map into a vector V ∈ Rh×w. In our
UPM approach, each feature map is taken as a transaction
T , and each position index activated from the feature map is
considered as an item ij (j ∈ {1, 2, ..., h× w}). For exam-
ple, if there are five positions activated from a feature map,
the corresponding transaction contains five items denoted as
T = {i1, i2, i3, i4, i5}. The set of all transactions is denoted
as D and T ∈ D. The index set of all positions activated
from feature maps, also known as an itemset, is denoted by
I = {i1, i2, ..., im}. Generally, T ⊆ I.
Next, we select the meaningful descriptors in Figure 2
(d) to convert them into items. Specifically, we calculate
the mean value α of the CNN activation responses larger
than 0 as the tunable threshold instead of a fixed thresh-
old in [18]. The position whose response value is higher
than α is highlighted and its index will be converted into
an item. Those indexes of all highlighted positions in one
feature map finally form a transaction in Figure 2 (e).
3.2.2 Pattern Mining
Once a set of transactions D in Figure 2 (e) are created,
we utilize the Apriori algorithm [2] to discover frequent
items (i.e., patterns). For a given minimum support thresh-
old β, if supp(P) ≥ β, the itemset P is considered as a pat-
tern in Figure 2 (f). Note that the support value of the pat-
tern indicates the frequency of this pattern appearing in all
feature maps. Thus, the appropriate value of β guarantees
that we can mine the most representative and discriminative
patterns.
3.2.3 Part Mining
Based on these mined patterns, we first select the largest
connected component to remove those isolated patterns in-
dicating background regions and merge the patterns to gen-
erate the support map. Subsequently, we conduct clustering
algorithm on the support map to localize multiple parts si-
multaneously. Finally, we adopt a simple and effective geo-
metric constrains to crop a square surrounding each cluster
center as a part region. Next, we present the details of part
mining.
Generating support map. In our UPM approach, a
mined pattern corresponds to a region in one image as
shown in Figure 2 (f) and some relevant patterns gener-
ally indicate prominent representative local regions (e.g.,
the head of bird). Besides, we find that the isolated regions
represented by one pattern or multiple patterns usually be-
long to the background of an image. Thus, we select the
largest connected component based on all mined patterns to
remove those isolated patterns.
Here we introduce a new concept, support map, whose
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size is same with the feature map of relu5 layer. Note that
the support map in Figure 2 (g) is generated by merging
relevant and non-redundant patterns. Suppose that we have
mined n patterns denoted as {P1, P2, ..., Pn}, the support
map S is defined as:
S(x, y) =
{
f(x, y), if ∃Pj , i(x,y) ∈ Pj , j ∈ [1, n]
0, otherwise
(2)
where f(x, y) denotes the frequency of an item i(x,y) rep-
resented by its position (x, y). To obtain the support map
with the same size as the original image, we upsample the
support map by bilinear interpolation. The support map in-
dicates how many times each item i(x,y) would be activated
from all feature maps. More importantly, the higher value
S(x, y) of the position, the more likely its corresponding
region could be a part of the object.
Finding part regions by clustering. Inspired by the ob-
servation that some relevant patterns generally correspond
to representative local regions (e.g., the head of bird) and
the local regions are spatially continuous, thus we can di-
vide the regions into several groups of spatial locations. An
intuitive idea is to perform the clustering algorithm on the
support map. Specifically, we first produce the clustering
data, which are three-dimensional data including the coor-
dinates of each spatial location (x, y) and its corresponding
support map value S(x, y). Then we take them as input of
the k-means algorithm to cluster these connected regions
into K clusters, as shown in Figure 2 (h). Surprisingly,
the local regions represented by the patterns belonging to
one cluster can be regarded as a discriminative part for a
fine-grained image. Therefore, we obtain K part locations
C = {c1, c2, ..., ci, ..., cK} in the original image, where
ci = (cix, ciy) denotes the coordinates of the ith part.
After getting the part locations, then K parts are gener-
ated by cropping K squares from I, with each element of C
as the square center. However, if the side length of the part
square is simply fixed, some cropped parts may only include
a small part but be disturbed by large background noises. In
addition, a fixed-size part may lead to serious overlap with
other parts. Therefore, in order to tackle the issues and gen-
erate more representative and distinctive parts, we consider
a simple and effective geometric constrains to determine the
side length l of a part as follows:
l = λ×min{wo, ho} (3)
where wo and ho are width and height of the bounding box
generated from the support map respectively, and λ is a
scale factor. Finally, we can define the ith part region mask
as:
Mi(x, y) =
{
1, |x− cix| ≤ l2 , |y − ciy| ≤ l2
0, otherwise
(4)
Thus, the ith cropped part region can be computed as:
Ipi = IMi (5)
where  denotes element-wise multiplication. Each part
region is amplified into 224×224 for subsequent part-based
classification.
Algorithm 1 gives the details of part mining.
Algorithm 1 Part Mining
Input: The input image I; The set of mined patterns P =
{P1, P2, ..., Pn}; The number of parts K.
Output: The masks of K parts Mi, i = {1, 2, ...,K}.
1: for i = 1, 2, ..., n do
2: Map the items in pattern Pi to a set of 2D coordi-
nates X = {(x, y)}.
3: for each (x, y) ∈ X do
4: Compute support map value S(x, y) according
to Eqn. (2).
5: end for
6: end for
7: Use bilinear interpolation to upsample support map S
to the same size of I.
8: Label connected components for support map S.
9: Find a largest connected component C, and S/C ← 0.
10: Initialize F ← ∅.
11: for each spatial location (x, y) of support map S do
12: if S(x, y) > 0 then
13: f = [x, y, S(x, y)].
14: F ← F ∪ {f}.
15: end if
16: end for
17: Perform k-means algorithm on F to obtain K 2D part
locations C = {c1, c2, ..., cK}.
18: for each ci ∈ C do
19: Calculate the part mask Mi according to Eqn. (4).
20: end for
21: return Mi, i = {1, 2, ...,K}.
3.3. Part-based Classification
The different level focuses (i.e., image-level, object-
level and part-level) have different representations and are
complementary to improve the classification performance.
Therefore, we build a multi-stream architecture with an Im-
age stream, an Object stream and a Part stream to learn a
joint feature representation, as shown in Figure 1. Since
previous works [41, 20, 7, 45] indicate the benefits of re-
gion zooming, we amplify the original image to a higher
resolution 448 × 448. These images are taken as input to
train a classification network based on the original image.
Object stream. Object localization can eliminate the in-
fluence of noisy background to learn representative object
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features. Thus, we also consider object localization in our
method. Actually, we observe that the support map in Sec-
tion 3.2 could indicate the representative object regions, as
shown in Figure 2 (g). So it is reasonable to generate the ob-
ject region from the support map. Specifically, we perform
binarization and connectivity area extraction on the support
map S, which is similar to CAM [46]. Finally, the images
are cropped and resized into a fixed size of 448×448 to train
a classification model based on the object-level images.
Part stream. Since the parts can capture the subtle and
local discrimination within two similar subcategories, we
train a set of classification models based on part-level im-
ages, each of which conducts classification on one part sep-
arately.
For the training set containing N images, N × K parts
are obtained by our UPM approach. However, these parts
are out-of-order and not aligned by its semantic mean-
ing. Therefore, we need to align these parts with the same
semantic meaning together, so as to provide the training
datasets for multiple part-level models. We are inspired
by the fact that different convolutional layers learn differ-
ent level features [38]. Generally speaking, the higher deep
convolutional layers carry more discriminative power and
thus more likely to learn semantic cues (meaningful pat-
terns, e.g. bird’s head or dog’s face). An intuitive idea is
that we can utilize clustering techniques to obtain the part
clusters based on convolutional feature space.
For clear expression, we denote the part mask as
Mij(i = 1, 2, ...,K, j = 1, 2, ..., N), which represents the
ith part mask of the jth training image. Specifically, we first
extract convolutional features by feeding the original image
I into a classification model trained on interest dataset (e.g.,
conv5 4 layer of VGG-19 [29]). The extracted deep features
are denoted as W ∗ I, where ∗ represents a set of operations
of convolution, pooling and activation, and W represents
the overall parameters of the model. Then we resize the
part mask Mij in Section 3.2.3 to the same size of W ∗ I.
The features corresponding to the ith part region of the jth
training image can be represented as:
Pij = [W ∗ I]Mij (6)
To reduce the dimension of features, global average
pooling (GAP) [46] is performed on the above features. Fi-
nally, we obtain N × K feature descriptors and perform
the spectral clustering algorithm on them to partition those
corresponding parts into K groups. Each part-level CNN
model is fine-tuned on corresponding parts separately.
Joint feature representation: In our work, we leverage
the feature ensemble strategy. The final feature representa-
tion can be represented as:
{Por,Pob,P1,P2, ...,PK} (7)
where Por, Pob and Pi denote the feature descriptors of the
original image, the object image and the ith part respec-
tively. Each feature descriptor is extracted from the last
convolutional layer of corresponding classification network.
We first perform GAP and l2-normalization on each feature
descriptor, and concatenate them to train a classifier for the
final classification.
4. Experiment
4.1. Datasets
To evaluate the effectiveness of our proposed method,
we conduct experiments on three widely-used datasets for
fine-grained image classification, including Caltech-UCSD
Birds (CUB-200-2011) [33], Stanford Cars [16] and FGVC-
Aircraft [21].
4.2. Implementation Details
In our unsupervised part localization module, the input
image is resized to 448 × 448, and then fed into a publicly
available VGG-16 [29] model pre-trained on ImageNet to
extract feature maps from relu5 and pool5 layers. The min-
imum support threshold β is set to 0.07, 0.06 and 0.05 on
CUB-200-2011, Stanford Cars and FGVC-Aircraft datasets
respectively. The number of parts K is set to 4. The λ in
Eqn. (3) is empirically set to 14 , which makes the parts more
representative.
In the part-based classification experiments, we use
VGG-19 [29] and ResNet-50 [9] as the baseline models.
We first train an image-level classification model based on
full-size images of 448 × 448. Then, we adopt our pro-
posed UPM approach to generate object-level and part-level
training samples. Afterwards, we use these samples to fine-
tune the image-level model to obtain an object-level model
and four part-level models respectively. The input size of
the object-level and part-level models are 448 × 448 and
224 × 224 respectively. The output of each CNN is ex-
tracted by GAP from the last convolutional layer to gener-
ate the 512-d feature descriptor in Section 3.3. All feature
descriptors are concatenated into a 3072-d representation to
train a linear SVM classifier [4] for classification. We run
experiments with MatConvNet [32] and Caffe [13].
4.3. Experiment on CUB-200-2011
In this section, we compare our proposed UPM with
the baseline methods and the state-of-the-arts on CUB-200-
2011. The comparison results are summarized in Table 1.
Benefited from the localized parts by our UPM ap-
proach as shown in Figure 4 (a), UPM (VGG-19) and UPM
(ResNet-50) surpass the baseline models ResNet-50 [9] and
VGG-19 [29] with 3.0% and 2.5% relative improvement re-
spectively due to the effectiveness of part mining. Our ap-
proach outperforms most of the methods with strong super-
vision including bounding box, part annotation and image-
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(a) CUB-200-2011 (b) Stanford Cars (c) FGVC-Aircraft
Figure 3. Examples of support maps and object localization results from (a) CUB-200-2011, (b) Standford Cars and (c) FGVC-Aircraft.
The first row is the support maps, which indicate the representative object regions in images. The second row is the corresponding object
localization results. (Best viewed in color)
(a) 
(b) 
(c) 
Figure 4. Examples of the part locations and corresponding part localization results from (a) CUB-200-2011, (b) Standford Cars and (c)
FGVC-Aircraft. The four localized parts are discriminative to improve the classification results. Taking the bird in the first row as example,
the yellow, green, blue and red dots dedicate the head, wing, tail and foot of the bird, respectively. (Best viewed in color)
level label listed in the Table 1. Compared with the strong-
supervised methods [39, 3, 36], our approach achieves the
comparable results without any annotations.
Compared with the weakly-supervised methods only
with the image-level label, our approach is simple and
does not need any annotations, but we still achieve com-
parable results. We outperform PDFR [42], DVAN [44]
and FCAN [20] by 0.9%, 6.4% and 1.1% respectively.
We are only lower 1.1% than the recent MA-CNN [45]
which jointly learns part proposals and feature representa-
tion. However, our UPM approach can localize the parts in
a fully unsupervised way even without image-level annota-
tions, thus, unlike MA-CNN, we do not need the sophisti-
cated training process.
UPM (ResNet-50) achieves the state-of-the-art results
among methods under the same setting that are fully-
unsupervised without any annotations. Compared with
NAC [26], UPM (ResNet-50) achieves accuracy with 4.4%
relative improvement, which demonstrates that incorporat-
ing pattern mining techniques can efficiently mine the dis-
criminative parts in an unsupervised manner.
4.4. Experiment on Standford Cars
We further evaluate the performance of our proposed
method on the Standford Cars dataset. The results of part
localization are shown in Figure 4 (b). The classifica-
tion results are summarized in Table 2. UPM (ResNet-
50) obtains 1.0% higher accuracy than FCAN (with Object
Anno.) [20]. Besides, our approach achieves the compet-
itive results compared with [35, 15], which use bounding
box annotations. This benefits from the representativeness
of support map and the effectiveness of pattern mining tech-
niques. Furthermore, our approach outperforms most of
the weakly-supervised methods which use image-level la-
bels, such as DVAN [44], FCAN (w/o Object Anno.) [20]
and OPAM [22]. Compared with FCAN (w/o Object
Anno.) [20], the relative 3.2% accuracy gain from UPM
(ResNet-50) shows the significance of our mined parts in
an unsupervised way. Moreover, our approach surpasses
B-CNN [19], which uses high dimensional features and re-
quires image-level labels, with nearly 1.0% relative accu-
racy gain.
4.5. Experiment on FGVC-Aircraft
Considering the simple background of aircraft images,
we obtain good object localization results as shown in Fig-
ure 3. Therefore, the four localized parts are highly discrim-
inative as shown in Figure 4 (c). The classification results
on FGVC-Aircraft dataset are summarized in Table 3. Our
approach achieves superior performance over the state-of-
the-art methods. Our approach outperforms our baseline
models by 2.7% and 3.3%, respectively. Compared with
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Method
Anno. in part localization
Acc.(%)
Object Part Image
Part-RCNN [41] X X X 76.4
PS-CNN [11] X X X 76.6
PA-CNN [15] X 82.8
FCAN [20] X X 84.7
B-CNN [19] X 85.1
SPDA-CNN [39] X X X 85.1
PN-CNN [3] X X 85.4
Mask-CNN [36] X 85.4
TLAN [37] X 77.9
DVAN [44] X 79.0
FCAN [20] X 84.3
PDFR [42] X 84.5
RA-CNN [7] X 85.3
OPAM [22] X 85.8
MA-CNN [45] X 86.5
MAMC [30] X 86.5
VGG-19 [29] 78.9
NAC [26] 81.0
ResNet-50 [9] 82.9
ST-CNN [12] 84.1
B-CNN [19] 84.1
UPM (VGG-19) 81.9
UPM (ResNet-50) 85.4
Table 1. Comparison results on CUB-200-2011 dataset. “Object”,
“Part” and “Image” represent whether the method uses the bound-
ing box annotations, part annotations and image-level labels in part
localization.
Method
Anno. in part localization
Acc.(%)
Object Part Image
FCAN [20] X X 91.3
MDTP [35] X X 92.5
PA-CNN [15] X 92.8
DVAN [44] X 87.1
FCAN [20] X 89.1
OPAM [22] X 92.2
RA-CNN [7] X 92.5
MA-CNN [45] X 92.8
MAMC [30] X 93.0
VGG-19 [29] 85.0
ResNet-50 [9] 89.6
B-CNN [19] 91.3
UPM (VGG-19) 89.2
UPM (ResNet-50) 92.3
Table 2. Comparison results on Stanford Cars dataset. “Object”,
“Part” and “Image” represent whether the method uses the bound-
ing box annotations, part annotations and image-level labels in part
localization.
MG-CNN [34] relying on object annotations, the 3.4% clear
margin from UPM (ResNet-50) shows the effectiveness of
our UPM. We even surpass B-CNN (w/o Object Anno.) [19]
utilizing high dimensional features with nearly 5.9% rela-
Method
Anno. in part localization
Acc.(%)
Object Part Image
MG-CNN [34] X X 86.6
MDTP [35] X X 88.4
MG-CNN [34] X 82.5
MA-CNN [45] X 89.9
FV-CNN [8] 81.5
VGG-19 [29] 83.2
B-CNN [19] 84.1
ResNet-50 [9] 86.7
UPM (VGG-19) 85.9
UPM (ResNet-50) 90.0
Table 3. Comparison results on FGVC-Aircraft dataset. “Object”,
“Part” and “Image” represent whether the method uses the bound-
ing box annotations, part annotations and image-level labels in part
localization.
Method Acc.(%)
Our UPM (ResNet-50) approach 85.4(Original-stream+Object-stream+Part-stream)
Original-stream 82.9
Original-stream+Object-stream 84.4
Table 4. Performance of different streams in our UPM approach
on CUB-200-2011.
tive accuracy gains. It is worth to note that compared with
MA-CNN [45] which relies on multiple alternative training
stage, our approach can localize the parts in an unsupervised
manner, but we still achieve better accuracy.
4.6. Further Analysis
We further show the quantitative comparison in Table 4
to verify the performance of the streams used in our UPM
approach. We can observe that our UPM (ResNet-50) ap-
proach outperforms the “Original-stream+Object-stream”
with 1.0% relative gains due to the complementarity with
the original and object image, which shows the effective-
ness of the localized parts through our UPM approach.
5. Conclusions
In this paper, we propose a fully unsupervised part min-
ing approach for fine-grained image classification, which
explores the discriminative parts by incorporating the pat-
tern mining techniques. We employ the pattern mining tech-
niques to discover frequent patterns in the feature maps ex-
tracted from a pre-trained CNN model and perform the clus-
tering algorithm on mined patterns to generate the parts.
The proposed approach does not require any annotations
even image-level labels in part localization, and does not
require sophisticated training procedures. Extensive exper-
iments show the effectiveness of UPM compared with other
state-of-the-arts on three challenging fine-grained datasets.
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