Smooth Approximation of Data on the Sphere with Splines. A computable function, defined over the sphere, is constructed, which is of class C 1 at least and which approximates a given set of data. The construction is based upon tensor product spline basisfunctions, while at the poles of the spherical system of coordinates modified basisfunctions, suggested by the spherical harmonics expansion, are introduced to recover the continuity order at these points. Convergence experiments, refining the grid, are performed and results are compared with similar results available in literature. The approximation accuracy is compared with that of the expansion in terms of spherical harmonics. The use of piecewise approximation, with locally supported basisfunctions, versus approximation with spherical harmonics is discussed.
Introduction
The problem considered is to construct a computable function defined over the sphere, having continuity of class C 1 (at least) everywhere and approximating a given set of data.
Three main approaches to the solution of this problem can be distinguished when considering the literature. The first approach is the (classical) method of spherical harmonics. In fact, this method gives a function which is of smoothness class C ~ All elements of the underlying approximation space have global support.
A second approach is to firstly perform a mapping of the surface of the sphere to a rectangular planar region, and then to approximate in the transformed domain, using one of the familiar and well-established approximation techniques for a rectangular domain. This, however, gives rise to singular behaviour of the function at the poles of the sphere, an imperfection which generally is accepted.
A third approach tries, by dealing with the problem directly in the spherical setting, to avoid the polar singularities I-3]. The surface of the sphere is partitioned in (triangular) elements directly, without reference to any specific direction (like a polar axis). An arbitrary, continuously differentiable function over the sphere then can be approximated in terms of its function values and its first derivatives in the vertices of the triangular grid, using a combination of several Hermite interpolants and rational weighting functions.
In the present note we concentrate on the second approach, i.e. we map the surface of the sphere onto a rectangular planar region. In the rectangular domain we choose the well-known approximation technique of tensor product splines. However, straightforward application of these splines introduces a polar singularity. We prevent the generation of this polar irregularity by introducing locally, at the poles, modified basisfunctions, the form of which is suggested by the expansion in terms of spherical harmonics. Then an overall smooth approximation is obtained, i.e. the poles are "closed". Convergence experiments, investigating the approximating surface when refining the grid, are performed and compared with similar experiments reported in the literature.
As a by-product a comparison, with respect to accuracy, is made with the expansion in terms of spherical harmonics. It turns out that, for functions which are relatively "quiet", the method of spherical harmonics gives results Of the same quality at least. However, the computing effort is much higher. An important point to consider in this respect is the fill-in of the matrix of the system when approximating data. In the case of spherical harmonics this matrix is completely filled due to the global nature of the basis functions. In the case of tensor product splines the matrix is sparse due to the local nature of the basis functions. Another point which is in favour of the use of local basis functions in approximation is the fact that the coefficients associated with such basis functions are mainly determined by the local situation and, with suitable choice of basis, form a direct reflection of the shape of the curve or surface considered. It is exactly for these very reasons that one often prefers, in univariate approximation, the use of splines instead of e. g. Tchebyshev polynomials or Fourier sine and cosine functions, although the latter methods are not necessarily less accurate.
The Planar Region and Functions Over the Sphere
Let over the sphere a function f(O, O) be defined, where 0 and q5 are the familiar spherical coordinates. We consider the following bounded region f2 c N2:
~={0,~10_<0_<~, 0___q5_<2~}.
In this region a rectangular grid is introduced, with gridpoints given by (0i, ~bj), The four boundary gridlines are taken as (d + 1)-fold knotlines, for which the range ofindexvalues is extended. We here assume that the elements s ~ S are of smoothness class C ~ at least.
Since our aim is to approximate data on the sphere, we must consider a subspace of S. In the first place we need periodicity conditions in the direction of the b-coordinate:
These conditions introduce simple relations between coefficients in a subset of {cij}.
In the second place we must satisfy the pole conditions: 
with constants AN, BN, A s and B s.
An easy way of verifying (1) is by considering the series expansions in terms of spherical harmonics: Upon differentiating (2) once with respect to 0, and using one of the recursion relations valid for associated Legendre functions and their derivatives (see [4] ), it is easily verified that fo (0, q~) and fo (re, 4)) are of the form (1).
In fact, the formulas (1) correspond exactly with the expression for the directional derivative of a function which is continuously differentiable in the point considered.
However, a polynomial spline function s (0, ~b) can not satisfy (1) will be differentiable at the poles in the sense of Gateaux, i. e. in every direction over a pole a unique derivative exists. However, these derivatives do not define a unique tangent plane, i.e. the spline is not Fr6chet differentiable at the poles.
In the references [1] and [2] this situation is accepted and approximations to data on the sphere are thus made while realizing the target smoothness at the poles only approximately.
To be able to satisfy the requirement of overall Fr~chet differentiability we must locally, at the poles, abandon the idea of the piecewisc polynomial nature of the approximating function. A way of doing this is as follows. The only part in s (0, ~b) which contributes to the poles, as far as the function values and first derivatives are concerned, is the expression (3) for the north pole (0 = 0), and a similar expression for the soul pole, assuming that cubic splines (d = 3) are used.
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We require the first 0-derivative of the ultimate approximating expression to have the form AN cos~b+BNsinq5 at the north pole, A N and B N being constants. Differentiating (3) once with respect to 0 and substituting 0 = 0 gives 3 cN+V ''-1 1 3 Replacing this expression by A N cos ~b + B N sin q~, i.e. substituting ra--1
CN+ 01(ANcos4)+BNsin4)) for ~ c_2,jBj(O) in s(O, qS), j=-3
end applying the analogous process to the south pole, gives the modified spline expression:
g(O,(a):CNB-3(O)+[CN+~(ANcosgp+BNsind?)IB-2(O) n--3 rn--1 + Y~ Y~ ~,~B,(0) Bj(~) (4)
i=-1 j=-3
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In this expression the periodicity in e-direction has not yet been included; this, however, is an elementary matter. The dimension of the underlying approximation space is (n-1)(m+ 1)+6.
Only near the poles the function ~is not of piecewise polynomial nature with respect to qS. Considered as a function over the sphere, g is built up everywhere of linear combinations of locally supported basis functions. In the planar region, however, gis partially of global nature with respect to qS. If we approximate cos r and sin q5 in (4) by means of cubic splines, using the knots ej given before, then (4) reduces to an expression (consisting exclusively of local functions) which is, effectively, equivalent to the expressions used in El] and [2] . The Fr6chet differentiability at the poles, however, then is lost.
The above concept can easily be extended to higher orders of smoothness. We here give in short the analysis needed for approximating from a space whose elements are 9 of smoothness class C 2 everywhere. We again consider cubic splines. The only part in (4) which contributes to the poles, as far as the function values and the first and second derivatives are concerned, is the expression 
CNB 3(O)+[CN+IoI(ANcos~)+BNSin~b)IB_2(O)+
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Performing the same operations with respect to (6) gives E N + F N cos 2 05 + G N sin 2 05 (8)
with constants E•, F N and G N.
We require the second 0-derivative of the ultimate approximating expression to have the form (8).
Replacing (7) by (8) and applying the analogous process to the south pole, gives the desired modified spline expression, which is such that the approximation is of smoothness class C 2 everywhere, even at the poles. The dimension of the underlying approximation space is re(n-3)+ 12.
Some Numerical Experiments
Our aim with respect to the numerical experiments in the first place was to determine the rate of convergence of the approximation to the original function (which generates the data on the sphere) when refining the grid. This is motivated by convergence results published in [2] . Our first test case is one of the surfaces of revolution used in [23:
where p is the cylindrical radius and z is the axial coordinate. This surface has been approximated in dependence of the spherical angles 0 and 05, using the Cl-class representation (4) and equidistant grids. The grid fineness ranged from (n, m)= (8, 12) to (12, 18), corresponding with dimensions ranging from 97 to 215. The approximation was in the sense of least squares, with the number of data exceeding the dimension with a factor of 5 at least. To determine in a reliable way the rate of convergence, in terms of a power of a linear dimension h which is characteristic of the grid fineness, the ratio h l/h 2 of the characteristic meshwidths of two grids should be not too close to 1, otherwise the result will be very sensitive to errors in the evaluation of error norms. Due to limitations in computer capacity we were restricted to a maximum value of 1.5 for this ratio. The largest approximation errors appeared to occur at the poles. From the table it turns out that the approximation error behaves like O (h4), as can be expected for bicubic least squares approximation of sufficiently smooth functions. This, however, is in contrast to the experience in [2] , where a convergence rate 0 (h 3) is reported. On closer investigation, in [2] , it appears that the lower order convergence rate occurs at the poles, while in the equatorial region the rate is O (h4).
Our second test case is a potential function generated by two point masses, one point of unit mass placed in the origin of the system of coordinates, and a second point of mass 0.2 fixed at a distance 0.1. Again the representation (4) has been used, to approximate the potential function over a spherical surface of radius 0.2. The error norms are given in the following which corresponds with an 0 (h 4) behavior. The magnitude of the potential over this spherical surface ranges from 5.7 to 7.0.
The above results strongly suggest that the better treatment at the poles, as performed in this report, are a reason for the obtained higher order convergence rate.
In addition, a few experiments have been done with the expansion in terms of spherical harmonics, applied to the problem of approximating a potential function. Taking care that the dimensions of both approximation spaces are almost equal, it turns out that for the radius r = 0.2 (see the above test case) comparable accuracies are obtained. However, increasing the radius of the test sphere, soon a situation is attained in which the expansion in spherical harmonics appears to be much more accurate. This is not surprising, may be, since both a potential function and the spherical harmonics are solutions to Laplace's equation. But also for other (nonpotential) functions the expansion behaves well, as far as accuracy is concerned. The computing effort for evaluating the approximation, however, is high in comparison with that of the splines method. We found factors of up to 20, in this respect, when using approximation spaces of dimension around 100. The same phenomenon is reported in Ill.
A conclusion from these additional experiments therefore is that the choice of the splines method cannot be motivated, in general, on the basis of accuracy but, rather, on the basis of computing economy and of the favourable properties of locally supported approximation functions, as mentioned in the introduction.
