Attention can facilitate visual processing, emphasizing specific locations and highlighting stimuli containing specific features. To dissociate the mechanisms of spatial and feature-based attention, we compared the time course of visually evoked responses under different attention conditions. We recorded from single neurons in area V4 during a delayed match-tosample task that controlled both spatial and featurebased attention. Neuronal responses increased when spatial attention was directed toward the receptive field and were modulated by the identity of the target of feature-based attention. Modulation by spatial attention was weaker during the early portion of the visual response and stronger during the later portion of the response. In contrast, modulation by featurebased attention was relatively constant throughout the response. It appears that stimulus onset transients disrupt spatial attention, but not feature attention. We conclude that spatial attention reflects a combination of stimulus-driven and goal-driven processes, while feature-based attention is purely goal driven.
Introduction

Attention can selectively enhance sensory processing of different aspects of the visual world (Reynolds and
) to the object-and feature-based representation found in inferior temporal areas (Tanaka, 1996) .
Psychophysical studies suggest that the timing of modulation of visually evoked responses may differ for spatial and feature-based attention. Spatial attention appears to be disrupted briefly by the abrupt appearance of visual stimuli (Nakayama and Mackeben, 1989; Egeth and Yantis, 1997). In contrast, it is unclear whether feature-based attention is disrupted in the same way (Lamy and Tsal, 2001) . If the dynamics of the effects of spatial and feature-based attention on the visual response are different, it would support the idea that these two forms of attention are mediated by different neural mechanisms.
To determine whether spatial and feature-based attention are governed by similar neural mechanisms, we compared the time course of their modulatory influence on visually evoked responses. If spatial and featurebased attention are controlled by a common neural substrate, they should evolve similarly over time; any difference in their temporal evolution would suggest that they are mediated by different neural mechanisms.
Results
Responses were recorded from 110 V4 neurons in two macaques while they performed a delayed matchto-sample task (see Figure 1A or Movie S1 in the Supplemental Data available with this article online). The task controlled both spatial and feature-based attention while two streams of rapidly changing natural image patches appeared at two locations in the visual field. The time course of neuronal responses to the distractor patches that appeared in the receptive field was analyzed. Responses to both match and catch patches were excluded from the analysis. Spatial attention and feature-based attention were both controlled on every trial. To quantify the effects of spatial attention, responses were averaged across the two feature conditions; to quantify the effects of feature-based attention, we averaged responses across the two spatial conditions (see Figure 1B) . A two-factor ANOVA revealed that there was a significant interaction in almost half of the cells, but its magnitude was small. Because the interaction is not directly relevant to this paper, the rest of the paper is concerned with the main effects of spatial and feature-based attention. Figure 2A shows the average responses of one V4 neuron to all distractors when attention is directed toward versus away from the receptive field. Responses are aligned to distractor onset. The location of spatial attention modulates responses in 74% of cells (n = 81/ 110; randomized t test, p < 0.05). Responses are generally greater when spatial attention is directed toward the receptive field than when it is directed away. This difference is visible at the earliest stages of the visually Figure 2C shows the average temporal profile of all 110 V4 neurons in the sample (including those that are not significantly modulated), and the difference is given in Figure 2D. (Averaging was performed on raw spike rates rather than normalized rates; similar results are obtained with normalized rates.) Across the sample, the average modulatory effect of spatial attention is about 20%; this is reduced to less than 10% during the early portion of the response.
Time Course of Response Modulation by Spatial Attention
The brief reduction in modulation effectively disrupts the sustained enhancement associated with spatial attention. For this reason we call it attentional disruption. Figure 2E shows a histogram of the size of the spatial attention disruption across the sample, obtained by subtracting spatial attention modulation in the early and late portions of the response of each cell. The histogram is shifted to the left significantly (randomized t test, p < 0.001), indicating that attentional modulation is generally diminished during the early portion of the response.
Time Course of Response Modulation by Feature-Based Attention
The data presented thus far show that spatial attention is briefly disrupted soon after the onset of each distractor. We used an analogous procedure to determine whether stimulus transients disrupt feature-based attention. Responses are significantly modulated by feature-based attention in 69% of cells (n = 76/110; randomized t test, p < 0.05). Figure 3A compares the temporal responses of one V4 neuron (the same cell shown in Figure 2A ) when feature-based attention is directed toward each target. The difference between the PSTHs shown in Figure 3A is given in Figure 3B . When featurebased attention is directed toward the more effective target, responses are about 10% higher than when it is directed toward the less effective target. In contrast to the results obtained for spatial attention, this modulation does not vary significantly over time; the amount of modulation is the same during the early and late portions of the response.
The time course of response modulation by feature-based attention illustrated in Figures 3A and 3B is typical for V4 neurons. When feature-based attention is directed toward a more effective target, the average response is about 10% larger than when it is directed toward a less effective target. This modulation is consistent throughout the response period. Across the sample, most neurons show stable modulation over time (89/110, 81%; randomized t test, p > 0.05). The remaining neurons (21/110, 19%; randomized t test; p < 0.05) are about evenly split between those that show enhancement (n = 10; randomized t test, p < 0.05) and those that show suppression (n = 11; randomized t test, p < 0.05) during the early part of the response. There is no statistically significant trend in one direction or the other across the sample (randomized t test, p > 0.05).
The average temporal response of all 110 cells in the sample is shown in Figures 3C and 3D (format same 
Attention Effects Do Not Depend on Firing Rate
Many neurons in the visual system give a strong transient response soon after stimulus onset, followed thereafter by a sustained response of lower magnitude. The transient response can be quite large, often exceeding a rate of 100 spikes per second for a brief period (Dean et al., 1982; David et al., 2004) . If the transient response represents the maximum firing rate for a cell, then spatial attention cannot enhance firing during the transient (Treue, 2001) . Thus, firing rate saturation would cause an apparent decrease in the modulatory effect of spatial attention during the early portion of the response. We performed three control analyses to test this response saturation hypothesis.
First, if the disruption in spatial attention is due to saturation, disruption should be larger in neurons with high firing rates. However, there is no significant correlation between the size of attentional disruption and the mean firing rate of each neuron (they are anticorrelated; r = −0.11; randomized t test, p = 0.28; see Figure 4A ). In addition, the quartile of cells with the lowest firing rates (n = 28) still show a clear disruption in spatial attention during the response transient ( Figures 4B and 4C) .
If the disruption in spatial attention is an artifact of saturation, then we should also find a corresponding disruption in feature-based attention, and this should be stronger in cells with higher firing rates. Once again, there is no correlation between changes in the effect of feature-based attention and mean firing rate (they are anticorrelated; r = −0.14; randomized t test, p = 0.14; Figure 4D ). The quartile of cells with the highest firing rates (n = 28) still show no change in the magnitude of feature-based attention over time (Figures 4E and 4F) .
Finally, a saturation artifact should be strongest for distractors that evoke the highest firing rate from a cell. In fact, distractors that evoke responses greater than the median response for each neuron do not disrupt spatial attention any more than do distractors that evoke responses less than the median response (randomized t test, p > 0.05; Figure 4G ). Taken together, these various controls demonstrate that the transient disruption in the effect of spatial attention is not due to response saturation.
Attention Effects Do Not Depend on Similarity of Target and Distractors
The data presented so far suggest that distractors disrupt spatial attention but not feature-based attention. It is possible that a subset of distractors do disrupt feature-based attention but their effects are averaged out. For spatial attention, distractors appear only at two locations, inside and outside the locus of spatial attendisruption for the subset of patches evoking weaker and stronger responses. Attentional disruption is equally strong in both conditions.
tion. For feature-based attention, distractors appear at many different locations in feature space. An additional control analysis was performed to test whether distractors most similar to or most dissimilar from the target disrupt feature-based attention. The efficacy of each distractor and target was assessed by averaging the neuronal response it evoked in all attention conditions. The subset of neurons for which one target evoked significantly greater firing than average and the other target evoked significantly less firing than average was extracted (n = 19; t test, p < 0.05). For these neurons, the 25% of distractors that evoked the greatest responses and the 25% of distractors that evoked the weakest responses were also extracted. Next, PSTHs for the two feature conditions were recalculated. In this control analysis, feature-based attention was not disrupted (randomized t test, p > 0.05). This suggests that the lack of disruption in feature-based attention is not due to the similarity between the distractors and the targets.
Discussion
We evaluated the relationship between spatial and feature-based attention by examining the time course of attentional modulation of the visually evoked response. Our results reveal a clear difference between these two forms of attention. Stimulus transients briefly decrease the enhancement caused by spatial attention but do not affect feature-based attention. This difference indicates that these processes are mediated, at least in part, by distinct neural mechanisms.
The brief decrease in the enhancement caused by spatial attention may reflect a temporary suppression of attention, or it may simply reflect a failure of additivity in the early part of the response. In either case, it appears to disrupt the enhancement associated with spatial attention. Therefore, we have chosen to call the effect a disruption. Stimuli were presented on a CRT with a 60 Hz refresh. Eye position was monitored with an infrared eye tracker (500 Hz; Eyelink II, SR Research, Toronto, ON, Canada). Trials during which the subject's eye position deviated more than 0.5°from the fixation spot were excluded from analysis. Fixation locations in the two spatial attention conditions were not significantly different.
Spatial and Feature-Based Attention in V4
Receptive Field Estimation
The boundaries of each classical receptive field (CRF) were first estimated manually using bars, gratings, and non-Cartesian stimuli (Gallant et al., 1996; Mazer and Gallant, 2003) . Receptive field size, shape, and location were confirmed by reverse correlation using a dynamic (10 Hz) sequence of white, black, and textured squares flashed randomly in and around the CRF (Mazer and Gallant, 2003) . Reliable CRF estimates were typically obtained with 100 s of data (1000 squares) collected in 20 behavioral fixation trials. The CRF profiles estimated using the two methods usually agreed; when they did not the CRF location was estimated by combining measurements from both procedures. CRF diameters ranged from 3°t o 8°(median 5.6°), and their centers were located from 5°to 18°( median 10.2°) from the fixation point.
Behavioral Task
The behavioral task is summarized in Figure 1 and in Movie S1. Each animal initiated a trial by grabbing a capacitive touch bar. A fixation spot then appeared; after fixation was acquired, feature and spatial cues appeared for 150-600 ms. The feature cue consisted of a natural image patch (same size as CRF) centered at the fixation point. The spatial cue was a small red line (<1 degree) superimposed on the edge of the feature cue nearest the stream to be attended. For the majority of the cells, the spatial cue only appeared on the first trial in the block. Care was taken to ensure that the cues never encroached upon the CRF. Analyses revealed that the cue did not affect neuronal responses or performance.
Following an 850 ms blank period two stimulus streams appeared: one in the CRF and the second directly opposite from it, in the opposite quadrant. Patches appeared at a constant rate (3.5-4.5 Hz, varying across cells), and there was no blank period between successive stimuli. To receive a reward, animals had to maintain continuous fixation and release the bar within 1 s of the appearance of the target in the attended stream.
The stimuli were circular patches cut out of black and white digital photographs of natural scenes (Corel Corp.). Patches were chosen by an automated algorithm that selected them at random but that favored patches with broad frequency spectra. Each patch was the same size as the CRF, and the outer 10% was blended linearly into the background. Patches were not normalized for contrast or luminance. At the beginning of each day, two target patches were chosen arbitrarily from the set of all patches. They did not differ statistically from the distractors, and they were chosen without regard to neuronal response properties. To avoid any long-term bias, no patch served as a target on more than one day.
Four attention conditions were constructed by crossing two spatial conditions (attend toward the receptive field, attend away from the receptive field) with two feature conditions (search for target A, search for target B). These conditions were run in blocks of ten trials. To facilitate data analysis, stimulus generation and presentation were constrained to ensure that every sequence of patches was shown in each attention condition. Because of the large number of patches shown on each day (see below) and because each sequence was shown only four times, we are confident that animals did not learn the stimulus sequences.
On any given trial as many as 20 distractor patches could appear before the target. To ensure that attention was deployed correctly and reduce the possibility of anticipatory responses, 5%-20% of the distractors were catches. Spatial catches consisted of the cued target appearing at the uncued location; feature catches consisted of the other target patch appearing at the cued location.
Data Analysis
The experiment followed a two-by-two design, in which two conditions of spatial attention were crossed with two conditions of feature-based attention. Therefore, spatial attention was assessed by collapsing across the feature dimension (by combining data acquired under both feature-based attention states), and featurebased attention was assessed by collapsing across the spatial dimension (by combining data acquired under both spatial attention states). In all cases, the dependent variable was the mean neuronal response observed in a window from 50 to 300 ms after the onset of each distractor, averaged over all repetitions of that attention condition. (For feature-based attention, the patch that evoked higher firing when it was the target was designated the more effective target; the other was called the less effective target.)
The main effects of spatial and feature-based attention and their interaction were assessed by means of a two-factor ANOVA on each neuron. To satisfy the homogeneity of variance assumption of ANOVA, mean response rates were square root transformed before analysis. A main effect of spatial attention was observed in 74% of recorded neurons (81 out of 110 cells; p % 0.05). A main effect of feature attention was observed in 69% of the cells (76 out of 110; p < 0.05). Finally, a significant interaction between spatial and feature-based attention was found in 42% of the cells (46 out of 110; p < 0.05). Note, however, that the interaction effect was quite small. On average it was only 2% of the mean evoked response, while the average effect of spatial attention was about 20% of the mean response, and the average effect of feature-based attention was about 10% of the mean response. Because the interaction between spatial and feature-based attention is small in magnitude and is not directly relevant to this paper, it was not pursued further.
PSTHs were calculated for each attention condition separately, by triggering at the onset of each distractor patch and averaging across patches. Responses evoked by the cue, target, and catch stimuli were excluded. The number of individual responses per cell ranged from 48 to 1890 unique patches (median 450) per attention condition.
To measure the change in attentional modulation over time, we assessed the average response evoked during the early and late portions of the response for each neuron. First, the transient peak was identified by searching for an early maximum in the PSTH calculated across all distractors in all attention conditions. Next, PSTHs were obtained to all distractors within each attention condition. Finally, the period from 25 ms before to 25 ms after the transient peak was taken as the early response. The difference between the early responses obtained across the two spatial or two feature-based attention conditions was taken as the early modulation. Late responses were defined as the response within a 50 ms bin beginning 100 ms after the beginning of the early response. The difference between the late responses obtained across the two spatial or two feature-based attention conditions was taken as the late modulation. Attentional disruption was measured by subtracting the late modulation from the early modulation separately for spatial and feature-based attention conditions. A two-tailed randomized t test was used to assess whether attentional modulation of the early and late portions of the visual response were significantly different (Vinje and Gallant, 2002) . The distribution expected by chance was determined by randomly permuting measured modulations between early and late conditions 1000 times. An effect was accepted as significant if the observed modulation was greater than 97.5% or smaller than 2.5% or of the randomized distribution (p < 0.05).
In order to ensure that the results were not an artifact of the time windows used to define early and late responses, the entire procedure was repeated using several binning schemes. Early modulation was estimated using bins of 16 ms, 32 ms, and 64 ms; late modulation used bins of 16 ms, 32 ms, 64 ms, and 100 ms and delays of 80, 120, and 150 ms. In all cases, results were qualitatively similar to those reported here.
In one control analysis, PSTHs were recalculated using subsets of distractor patches. To determine which patches to analyze, the response to the distractors was computed. The response was quantified as the average number of spikes evoked in all four attention conditions in the window from 50 to 300 ms after the image appeared. Neurons for which one target evoked higher firing than the average response to all distractors and the other target evoked lower firing than the average response to all distractors were extracted. Target response was computed by averaging the response to the target in any condition in which it appeared. For the control analyses, PSTHs were recomputed using the subset of distractors and the subset of neurons.
Supplemental Data
The Supplemental Data include one movie and can be found with this article online at http://www.neuron.org/cgi/content/full/47/5/ 637/DC1/.
