We study pregroup grammars with letter promotions p (m) ⇒ q (n) . We show that the Letter Promotion Problem for pregroups is solvable in polynomial time, if the size of p (n) is counted as |n| + 1. In Mater and Fix [9], the problem is shown NP-complete, but that proof assumes the binary (or decimal, etc.) representation of n in p (n) , which seems less natural for applications. We reduce the problem to a graph-theoretic one, and the latter to the emptiness problem for context-free languages. As a consequence, the word problem for pregroups with letter promotions is polynomial time decidable, and similarly for the membership problem for pregroup grammars with letter promotions.
Introduction and preliminaries
Pregroups, introduced in Lambek [7] , are ordered algebras (M, ≤, ·, l, r, 1) such that (M, ≤, ·, 1) is a partially ordered monoid (hence · is monotone in both arguments), and l, r are unary operations on M , fulfilling the following conditions: a l a ≤ 1 ≤ aa l , aa r ≤ 1 ≤ a r a ,
for all a ∈ M . The operation · is referred to as product. The element a l (resp. a r ) is called the left (resp. right) adjoint of a.
The following laws are valid in pregroups:
(a l ) r = a = (a r ) l ,
In any pregroup, one defines a\b = a r b, a/b = ab l , and proves that ·, \, / satisfy the residuation law:
for all elements a, b, c. Consequently, pregroups are a special class of residuated monoids, i.e. models of the Lambek calculus L* [3, 2] . Lambek [7] (also see [8] ) offers (free) pregroups as a computational machinery for lexical grammars, alternative to the Lambek calculus. The latter is widely recognized as a basic logic of categorial grammars [15, 2] ; linguists usually employ the system L of the Lambek calculus, which is complete with respect to residuated semigroups (it is weaker than L*).
The logic of pregroups is called Compact Bilinear Logic (CBL). Actually, it arises from Bilinear Logic (Noncommutative MLL) by collapsing ⊗ and ⊕, whence also 0 and 1. CBL is stronger than L*; for instance, (p/((q/q)/p))/p ≤ p is valid in pregroups but not in residuated monoids [3] , whence it is provable in CBL, but not in L*. By the same example, CBL is stronger than Bilinear Logic, since the latter is a conservative extension of L*.
Let M be a pregroup. For a ∈ M , one defines a (n) as follows: a (0) = a; if n is negative, then a (n) = a l...l (l is iterated |n| times); if n is positive, then a (n) = a r...r (r is iterated n times). The following laws can easily be proved:
(a (n) ) l = a (n−1) , (a (n) ) r = a (n+1) , for all n ∈ Z ,
a (n) a (n+1) ≤ 1 ≤ a (n+1) a (n) , for all n ∈ Z ,
(a (m) ) (n) = a (m+n) , for all m, n ∈ Z ,
a ≤ b iff a (n) ≤ b (n) , for all even n ∈ Z ,
a ≤ b iff b (n) ≤ a (n) , for all odd n ∈ Z ,
where Z denotes the set of integers. CBL can be formalized as follows. Let (P, ≤) be a nonempty finite poset. Elements of P are called atoms. Terms are expressions of the form p (n) such that p ∈ P and n is an integer. One writes p for p (0) . Types are finite strings of terms. Terms are denoted by t, u and types by X, Y, Z. The relation ⇒ on the set of types is defined by the following rules:
for even n, and q ≤ p, for odd n, called Contraction, Expansion, and Poset rules, respectively (the latter are called Induced Steps in Lambek [7] ). Precisely, ⇒ is the reflexive and transitive closure of the relation defined by these rules.
An assignment in a pregroup M is a mapping µ : P → M such that µ(p) ≤ µ(q) in M whenever p ≤ q in (P, ≤). Clearly any assignment µ is uniquely extendible to a homomorphism of the set of types into M ; one sets µ( ) = 1, µ(p (n) ) = (µ(p)) (n) , µ(XY ) = µ(X)µ(Y ). The following completeness theorem is true: X ⇒ Y holds in CBL if and only if, for any pregroup M and any assignment µ of P in M , µ(X) ≤ µ(Y ) [3] .
A pregroup grammar assigns a finite set of types to each word from a finite lexicon Σ. Then, a nonempty string v 1 . . . v n (v i ∈ Σ) is assigned type X, if there exist types X 1 , . . . , X n initially assigned to words v 1 , . . . , v n , respectively, such that X 1 , . . . , X n ⇒ X in CBL. For instance, if 'goes' is assigned type π (1) 3 s 1 and 'he' type π 3 , then 'he goes' is assigned type s 1 (statement in the present tense). π k represents the k−th person pronoun. For the past tense, the person is irrelevant; so, π represents pronoun (any person), and one assumes π k ≤ π, for k = 1, 2, 3. Now, if 'went' is assigned type π (1) s 2 , then 'he went' is assigned type s 2 (statement in the past tense), and similarly for 'I went', 'you went'. Assuming s i ≤ s, for i = 1, 2, one can assign type s (statement) to all sentences listed above. These examples come from [7] .
A pregroup grammar is formally defined as a quintuple G = (Σ, P, I, s, R) such that Σ is a finite alphabet (lexicon), P is a finite set (of atoms), I is a finite relation between elements of Σ and types on P , and R is a partial ordering on P . One writes p ≤ q for pRq, if R is fixed. The language of G, denoted L(G), consists of all strings x ∈ Σ + such that G assigns type s to x (see the above paragraph). Pregroup grammars are weakly equivalent to −free context-free grammars [3] ; hence, the former provide a lexicalization of the latter.
Lambek [7] proves a normalization theorem for CBL (also called: Lambek Switching Lemma). One introduces new rules:
if either n is even and p ≤ q, or n is odd and q ≤ p. These rules are called Generalized Contraction and Generalized Expansion, respectively. Clearly they are derivable in CBL: (GCON) amounts to (IND) followed by (CON), and (GEXP) amounts to (EXP) followed by (IND). Lambek's normalization theorem states: if X ⇒ Y in CBL, then there exist types Z, U such that X ⇒ Z, by a finite number of instances of (GCON), Z ⇒ U , by a finite number of instances of (IND), and U ⇒ Y , by a finite number of instances of (GEXP). Consequently, if Y is a term or Y = , then X ⇒ Y in CBL if and only if X can be reduced to Y without (GEXP) (hence, by (CON) and (IND) only). The normalization theorem is equivalent to the cut-elimination theorem for a sequent system of CBL [4] .
This yields the polynomial time complexity of the provability problem for CBL [3, 4] . For any type X, define X l and X r as follows:
for α ∈ {l, r}, where t α is defined according to (7) : (p (n) ) l = p (n−1) , (p (n) ) r = p (n+1) . In CBL there hold the equivalences:
for all types X, Y . We prove the first equivalence. Assume X ⇒ Y . Then, X, Y r ⇒ Y, Y r ⇒ , by an obvious congruence property of ⇒ and a finite number of (CON). Assume X, Y r ⇒ . Then, X ⇒ X, Y r , Y ⇒ Y , by a finite number of (EXP) and a congruence property of ⇒. In a similar way, one proves:
In order to verify whether X ⇒ Y in CBL one verifies whether X, Y r ⇒ ; the latter holds if and only if XY r can be reduced to by a finite number of instances of (GCON). An easy modification of the CYK-algorithm for contextfree grammars yields a polynomial time algorithm, solving this problem (also see [10] ). Furthermore, every pregroup grammar can be transformed into an equivalent context-free grammar in polynomial time [3, 5] .
Clearly CBL is not a single system; this name refers to each of the concrete systems, determined by a fixed poset (P, ≤). The pure CBL on P corresponds to the trivial poset (P, =). Assumptions p ≤ q in nontrivial posets express different forms of subtyping, as shown in the above examples.
It is interesting to consider CBL enriched with more general assumptions. Mater and Fix [9] show that CBL enriched with finitely many assumptions of the general form X ⇒ Y can be undecidable (the word problem for groups is reducible to systems of that kind). For assumptions of the form t ⇒ u (called letter promotions) they prove an analogue of Lambek's normalization theorem for the resulting calculus, which yields its decidability. A complete system of CBL with letter promotions is obtained by modifying (POS) to the following Promotion Rules:
The Letter Promotion Problem for pregroups (LPPP) is the following: given a finite set R, of letter promotions, and terms t, u, verify whether t ⇒ u in CBL enriched with all promotions from R as assumptions.
To formulate the problem quite precisely, we need some formal notions. Let R denote a finite set of letter promotions. We write R CBL X ⇒ Y , if X can be transformed into Y , using finitely many instances of (CON), (EXP) and (PRO), restricted to the assumptions from R. Now, the problem under consideration amounts to verifying whether R CBL t ⇒ u, for given R, t, u.
Since the formalism is based on no fixed poset, we have to explain what are atoms (atomic types). We fix a denumerable set P , of atoms. Terms and types are defined as above. P (R) denotes the set of atoms appearing in assumptions from R. By an assignment in M we mean now a mapping µ : P → M . We prove a standard completeness theorem. 
Proof. The 'only if' part is easy. For the 'if' part one constructs a special pregroup M whose element are equivalence classes of the relation:
Mater and Fix [9] prove that LPPP is NP-complete. The NP-hardness is proved by a reduction of the following Subset Sum Problem to LPPP: given a nonempty finite set of integers S = {k 1 , . . . , k m } and an integer k, verify whether there exists a subset X ⊆ S such that the sum of all integers from X equals k. The latter problem is NP-complete, if integers are represented in a binary (or decimal, etc.) code; see [6] . For the reduction, one considers m + 1 atoms p 0 , . . . , p m and the promotions R: p i−1 ⇒ p i , for all i = 1, . . . , m, and p i−1 ⇒ (p i ) (2ki) , for all i = 1, . . . , m. Then, the Subset Sum Problem has a solution if and only if p 0 ⇒ (p m ) (2k) is derivable from R. Clearly the reduction assumes the binary representation of n in p (n) .
In linguistic applications, it is more likely that R contains many promotions p (m) ⇒ q (n) , but all integers in them are relatively small. In Lambek's original setting, these integers are equal 0. It is known that in pregroups: a ≤ a ll iff a is surjective (i.e. ax = b has a solution, for any b), and a ll ≤ a iff a is injective (i.e. ax = ay implies x = y) [3] . One can postulate these properties by promotions:
If n is a type of 'not', then nn ⇒ expresses the double negation law on the syntactic level, and this promotion is equivalent to n ⇒ n (−1) . All linguistic examples in [7, 8] use at most two iterated left or right adjoints. Accordingly, binary encoding is not much useful for such applications.
It seems more natural to look at p (n) as an abbreviated notation for p l...l or p r...r , where adjoints are iterated |n| times, and take |n| + 1 as the proper complexity measure of this term. Under this proviso, we prove below that LPPP is polynomial time decidable. As a consequence, the provability problem for CBL with letter promotions has the same complexity. These results are proved in the following sections.
Oehrle [13] and Moroz [11] provide some cubic parsing algorithms for pregroup grammars (the former uses some graph-theoretic ideas; the latter modifies Savateev's algorithm for the unidirectional Lambek grammars [14] ). These algorithms can be adjusted for pregroup grammars with letter promotions [12] . Pregroup grammars with (finitely many) letter promotions are weakly equivalent to −free context-free grammars. We do not elaborate these matters here, since they are rather routine variants of results obtained elsewhere; also see [3, 5, 11 ].
CBL with letter promotions
We provide a full proof of the Lambek-style normalization theorem for CBL with letter promotions, which yields a simpler formulation of LPPP.
We write t ⇒ R u, if t ⇒ u is an instance of (PRO), restricted to the assumptions from R (X, Y are empty). We write t ⇒ * R u, if there exist terms t 0 , . . . , t k such that k ≥ 0, t 0 = t, t k = u, and t i−1 ⇒ R t i , for all i = 1, . . . , k. Hence ⇒ * R is the reflexive and transitive closure of ⇒ R .
It is expedient to introduce derivable rules of Generalized Contraction and Generalized Expansion for CBL with letter promotions.
These rules are drivable in CBL with assumptions from R, and (CON), (EXP) are special instances of them. We also treat any iteration of (PRO)steps as a single step:
The following normalization theorem has been proved in [9] , for a particular case Y = . Here we formulate it in our notation and provide a full proof for the sake of completeness (this result is essential in further considerations).
Theorem 2. If R CBL X ⇒ Y , then there exist Z, U such that X ⇒ Z by a finite number of instances of (GCON−R), Z ⇒ U by a finite number of instances of (PRO−R), and U ⇒ Y by a finite number of instances of (GEXP−R).
Proof. By a derivation of X ⇒ Y in CBL from the set of assumptions R, we mean a sequence X 0 , . . . , X k such that X = X 0 , Y = X k and, for any i = 1, . . . , k, X i−1 ⇒ X i is an instance of (GCON−R), (GEXP−R) or (PRO); k is the length of this derivation. We show that every derivation X 0 , . . . , X k of X ⇒ Y in CBL from R can be transformed into a derivation of the required form (a normal derivation) whose length is at most k. We proceed by induction on k.
For k = 0 and k = 1 the initial derivation is normal; for k = 0, one takes X = Z = U = Y , and for k = 1, if X ⇒ Y is an instance of (GCON−R), one takes Z = U = Y , if X ⇒ Y is an instance of (GEXP−R), one takes X = Z = U , and if X ⇒ Y is an instance of (PRO), one takes X = Z and U = Y .
Assume k > 1. The derivation X 1 , . . . , X k is shorter, whence it can be transformed into a normal derivation Y 1 , . . . , Y l such that X 1 = Y 1 , X k = Y l and l ≤ k. If l < k, then X 0 , Y 1 , . . . , Y l is a derivation of X ⇒ Y of length less than k, whence it can be transformed into a normal derivation, by the induction hypothesis. So assume l = k. Case 1. X 0 ⇒ X 1 is an instance of (GCON−R). Then X 0 , Y 1 , . . . , Y l is a normal derivation of X ⇒ Y from R.
Case 2. X 0 ⇒ X 1 is an instance of (GEXP−R), say X 0 = U V , X 1 = U p (n+1) q (m) V , and p (n) ⇒ * R q (m) . We consider two subcases. Case 2.1 No (GCON−R)-step of Y 1 , . . . , Y l acts on the designated occurrences of p (n+1) , q (m) . If also no (PRO−R)-step of Y 1 , . . . , Y l acts on these designated terms, then we drop p (n+1) q (m) from all types appearing in (GCON−R)steps and (PRO−R)-steps of Y 1 , . . . , Y l , then introduce them by a single instance of (GEXP−R), and continue the (GEXP−R)-steps of Y 1 , . . . , Y l ; this yields a normal derivation of X ⇒ Y of length k. Otherwise, let Y i−1 ⇒ Y i be the first (PRO−R)-step of Y 1 , . . . , Y l which acts on p (n+1) or q (m) . If it acts on p (n+1) , then there exist a term r (m ) and types T, W such that
, and we can replace the derivation X 0 , Y 1 , . . . , Y l by a shorter derivation: first apply (GEXP−R) of the form U, V ⇒ U, r (m ) , q (m) , V , then derive Y 1 , . . . , Y i−1 in which p (n+1) is replaced by r (m ) , drop Y i , and continue Y i+1 , . . . , Y l . By the induction hypothesis, this derivation can be transformed into a normal derivation of length less than k. If Y i−1 ⇒ Y i acts on q (m) , then there exist a term r (m ) and types T, W such that
. Then, p (n) ⇒ * R r (m ) , and we can replace the derivation X 0 , Y 1 , . . . , Y l by a shorter derivation: first apply (GEXP−R) of the form U, V ⇒ U, p (n+1) , r (m ) , V , then derive Y 1 , . . . , Y i−1 in which q (m) is replaced by r (m ) , drop Y i , and continue Y i+1 , . . . , Y l . Again we apply the induction hypothesis.
Case 2.2. Some (GCON−R)-step of Y 1 , . . . , Y l acts on (some of) the designated occurrences of p (n+1) , q (m) . Let Y i−1 ⇒ Y i be the first step of that kind. There are three possibilities. (I) This step acts on both p (n+1) and q (m) . Then, the derivation X 0 , Y 1 , . . . , Y l can be replaced by a shorter derivation: drop the first application of (GEXP−R), then derive Y 1 , . . . , Y i−1 in which p (n+1) q (m) is omitted, drop Y i , and continue Y i+1 , . . . , Y l . We apply the induction hypothesis. (II) This step acts on p (n+1) only. Then,
The derivation X 0 , Y 1 , . . . , Y l can be replaced by a shorter derivation: drop the first application of (GEXP−R), then derive
We apply the induction hypothesis. (III) This step acts on q (m) only. Then,
The derivation X 0 , Y 1 , . . . , Y l can be replaced by a shorter derivation: drop the first application of (GEXP−R), then
, and continue Y i+1 , . . . , Y l . We apply the induction hypothesis.
Case 3. X 0 ⇒ X 1 is an instance of (PRO−R), say X 0 = U tV , X 1 = U uV and t ⇒ * R u. We consider two subcases. 
, then X, Y 1 , . . . , Y l can be transformed into a shorter derivation: drop the first application of (PRO−R), derive Y 1 , . . . , Y i−1 in which the designated occurrences of u are replaced by t, derive Y i by a (GCON−R)-step of the form T, t, q (n+1) , W ⇒ T, W , and continue Y i+1 , . . . , Y l . We apply the induction hypothesis.
. Let t = r (n ) . We have q (n) ⇒ * R r (n −1) , whence p (m) ⇒ * R r (n −1) . The derivation X 0 , Y 1 , . . . , Y l can be transformed into a shorter derivation: drop the first aplication of (PRO−R), derive Y 1 , . . . , Y i−1 in which the designated occurrences of u are replaced by t, derive Y i by a (GCON−R)-step of the form T, p (m) , r (n ) , W ⇒ T, W , and continue Y i+1 , . . . , Y l . We apply the induction hypothesis.
As a consequence, we obtain: Accordingly, LPPP amounts to verifying whether t ⇒ * R u, for any given R, t, u.
LPPP and weighted graphs
We reduce LPPP to a graph-theoretic problem. Then, the latter is reduced to the emptiness problem for context-free languages. Both reduction are polynomial, and the last problem is solvable in polynomial time. This yields the polynomial time complexity of LPPP.
We define a finite weighted directed graph G(R). P (R) denotes the set of atoms occurring in promotions from R. The vertices of G(R) are elements p 0 , p 1 , for all p ∈ P (R). For any integer n, we set π(n) = 0, if n is even, and π(n) = 1, if n is odd. We also set π * (n) = 1 − π(n). For any promotion p (m) ⇒ q (n) from R, G(R) contains an arc from p π(m) to q π(n) with weight n − m and an arc from q π * (n) to p π * (m) with weight m − n. Thus, each promotion from R gives rise to two weighted arcs in G(R).
An arc from v to w of weight k is represented as the triple (v, k, w). As usual, a route from a vertex v to a vertex w in G(R) is defined as a sequence of arcs (v 0 , k 1 , v 1 ), . . . , (v r−1 , k r , v r ) such that v 0 = v, v r = w, and the target of each but the last arc equals the source of the next arc. The length of this route is r, and its weight is k 1 + · · · + k r . We admit a trivial route from v to v of length 0 and weight 0.
, then (p π(m) , n − m, q π(n) ) is an arc in G(R).
Proof. Assume p (m) ⇒ R q (n) . We consider two cases.
(I) m = m + k, n = n + k, k is even, and p (m ) ⇒ q (n ) belongs to R. Then (p π(m ) , n − m , q π(n ) ) is an arc in G(R). We have π(m) = π(m ), π(n) = π(n ) and n − m = n − m , which yields the thesis.
(II) m = m + k, n = n + k, k is odd, and q (n ) ⇒ p (m ) belongs to R. Then (p π * (m ) , n − m , q π(n ) ) is an arc in G(R). We have π * (m ) = π(m), π * (n ) = π(n) and n − m = n − m , which yields the thesis.
Lemma 3. Let (v, r, q (π(n)) ) be an arc in G(R). Then, there is p ∈ P (R) such that v = p π(n−r) and p (n−r) ⇒ R q (n) .
Proof. We consider two cases.
(I) (v, r, q π(n) ) equals the arc (p π(m ) , n − m , q π(n ) ), and p (m ) ⇒ q (n ) belongs to R. Then r = n − m and π(n) = π(n ). We have n = n + k, for an even integer k, whence n − r = m + k. This yields π(n − r) = π(m ) and p (n−r) ⇒ R q (n) .
(II) (v, r, q π(n) ) equals (p π * (m ) , n −m , q π * (n ) ), and q (n ) ⇒ p (m ) belongs to R. Then r = n − m and π(n) = π * (n ). We have n = n + k, for an odd integer k, whence n−r = m +k. This yields π(n−r) = π * (m ) and p (n−r) ⇒ R q (n) . Proof. The 'only if' part easily follows from Lemma 2. The 'if' part is proved by induction on the length of a route from p π(m) to q π(n) in G(R), using Lemma 3. For the trivial route, we have p = q and n − m = 0, whence n = m; so, the trivial derivation yields p
π(m) . Assume that (p π(m) , r 1 , v 1 ), (v 1 , r 2 , v 2 ), . . . , (v k , r k+1 , q π(n) ) is a route of length k + 1 and weight n − m in G(R). By Lemma 3, there exists s ∈ P such that v k = s π(n−r k+1 ) and s (n−r k+1 ) ⇒ R q (n) . The weight of the initial subroute of length k is n−m−r k+1 , which equals n − r k+1 − m. By the induction hypothesis p (m) ⇒ * R s (n−r k+1 ) , which yields p (m) ⇒ * R q (n) .
We return to LPPP. To verify whether R p (m) ⇒ q (n) we consider two cases. If p, q ∈ P (R), then, by Lemma 1 and Theorem 3, the answer is YES iff there exists a route in G(R), as in Theorem 1. Otherwise, R p (m) ⇒ q (n) iff p = q and m = n.
We have reduced LPPP to the following problem: given a finite weighted directed graph G with integer weights, two vertices v, w and an integer k, verify whether there exists a route from v to w of weight k in G. Notice that integers are represented in unary notation.
We present a polynomial time reduction of this problem to the emptiness problem for context-free languages. Since a trivial route exists if and only if v = w and k = 0, then we may restrict the problem to nontrivial routes.
First, the graph G is transformed into a non-deterministic FSA M (G) in the following way. The alphabet of M (G) is {+, −}. We describe the graph of M (G). The states of M (G) are vertices of G and some auxiliary states. If (v , n, w ) is an arc in G, n > 0, then we link v with w by n transitions v → s 1 → s 2 → · · · → s n = w , all labeled by +, where s 1 , . . . , s n−1 are new states; similarly for n < 0 except that now the transitions are labeled by −. For n = 0, we link v with w by two transitions v → s → w , the first one labeled by +, and the second one by −, where s is a new state. The final state is w. If k = 0, then v is the start state. If k = 0, then we add new states i 1 , . . . , i k with transitions i 1 → i 2 → · · · → i k and i k → v, all labeled by −, if k > 0, and by +, if k < 0; the start state is i 1 . The following equivalence is obvious: there exists a nontrivial route from v to w of weight k in G iff there exists a nontrivial route from the start state to the final state in M (G) which visits as many pluses as minuses.
Let L be the context-free language, consisting of all nonempty strings on {+, −} which contain as many pluses as minuses. The right-hand side of the above equivalence is equivalent to L(M (G)) ∩ L = ∅.
A CFG for L consists of the following production rules: S → SS, S → +S−, S → −S+, S → +−, S → −+. We transform it to a CFG in the Chomsky Normal Form (i.e. all rules are of the form A → BC or A → a) in a constant time. The latter is modified to a CFG for L(M (G)) ∩ L in a routine way. The new variables are of the form (q, A, q ), where q, q are arbitrary states of M (G), A is a variable of the former grammar. The initial symbol is (q 0 , S, q f ), where q 0 is the start state and q f the final state of M (G). The new production rules are:
(1) (q 1 , A, q 3 ) → (q 1 , B, q 2 )(q 2 , C, q 3 ) for any rule A → BC of the former grammar,
(2) (q 1 , A, q 2 ) → a, whenever A → a is a rule of the former grammar, and M (G) admits the transition from q 1 to q 2 , labeled by a ∈ {+, −}.
The size of a graph G is defined as the sum of the following numbers: the number of vertices, the number of arcs, and the sum of absolute values of weights of arcs. The time of the construction of M (G) is O(n 2 ), where n is the size of G. A CFG for L(M (G)) ∩ L can be constructed in time O(n 3 ), where n is the size of M (G), defined as the number of transitions. The emptiness problem for a context-free language can be solved in time O(n 2 ), where n is the size of the given CFG for the language, defined as the sum of the number of variables and the number of rules. Since the construction of G(R) can be performed in linear time, we have proved the following theorem.
Theorem 4. LPPP is solvable in polynomial time.
As a consequence, the provability problem for CBL enriched with letter promotions is solvable in polynomial time. First, X ⇒ Y is derivable iff X, Y (1) ⇒ is so. By Theorem 2, X ⇒ is derivable iff X can be reduced to , by generalized contractions Y, t, u, Z ⇒ Y, Z such that t, u appear in X and t, u ⇒ is derivable. The latter is equivalent to t ⇒ * R u (−1) . By Theorem 4, the required instances of generalized contractions can be determined in polynomial time on the basis of R and X.
A pregroup grammar with letter promotions can be defined as a pregroup grammar in section 1 except that R is a finite set of letter promotions such that P (R) ⊆ P . One can compute all generalized contractions t, u ⇒ , derivable
