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1.1 Introduction générale
1.1.1 Contexte médical
Le cancer du sein est le second cancer le plus meurtrier chez les femmes. A ce
jour la détection précoce d'un cancer est la meilleure méthode de prévention, c'est
pourquoi les techniques d'imagerie médicale, et notamment la mammographie, sont
largement utilisées. Cependant des radiologues diﬀérents n'auront pas systématique-
ment la même interprétation d'une mammographie à cause notamment de la grande
variabilité de celles-ci ainsi que de la superposition de tissus sains et des signes d'un
cancer.
C'est pourquoi les méthodes d'aide au diagnostic sont développées. Elles per-
mettent notamment d'indiquer au radiologue les zones suspectes nécessitant une
double lecture.
Les cancers du sein se caractérisent par diﬀérents symptômes. Parmi ces symp-
tômes les lésions stellaires et distorsions architecturales doivent être sérieusement
examinées car elles sont le signe de tumeurs malignes. Elles se caractérisent par une
organisation radiale des spicules (structures linéaires normalement présentes dans
le sein) autour d'un centre dense (pour les lésions stellaires) et en l'absence d'un
centre dense pour les distorsions architecturales. Pour les détecter le motif stellaire
est un indice majeur utilisé dans beaucoup de travaux existants ([3], [19], [49]). La
taille de ces lésions est variable, les méthodes de détections doivent donc privilégier
les approches multi-échelles.
Les lésions stellaires sont donc souvent modélisées par des zones de convergences
locales, où l'orientation des spicules, ou des pixels, est dirigée vers un point unique.
Dans ces zones l'histogramme de l'orientation des spicules est relativement plat.
Dans les zones saines on observe que l'orientation varie peu, car les spicules suivent
une orientation privilégiée et globale vers le téton.
2 Chapitre 1. Introduction
Le contexte général de la détection des lésions stellaires est donc celui des conver-
gences locales dans une image où les structures linéaires suivent un modèle de fond :
on observe que les spicules sont normalement organisées en chaînes de longueurs
variables, qui semblent converger vers le téton. Cette idée a notamment été utilisée
aﬁn de détecter le téton sur une mammographie ([31] ). Les convergences locales que
représentent les lésions stellaires surviennent donc dans un cadre où une orientation
globale est privilégiée. La détection de cette convergence globale permet donc de
mieux discerner les mammographies normales des mammographies présentant des
convergences locales.
1.1.2 Méthodologie a contrario
Les méthodes a contrario sont utilisées pour la détection d'objets dans les images.
Elles consistent à modéliser ce que l'on veut détecter par des événements construits
à partir d'objets élémentaires (par exemple les pixels munis de leur orientation pour
la détection d'alignements [21]) et de déﬁnir un modèle de bruit sur ces objets
élémentaires. Les événements observés ayant moins de ε chance d'apparaître sous le
modèle de bruit sont dits ε-signiﬁcatifs. Pour les sélectionner, on déﬁnit leur nombre
de fausses alarmes, de sorte que si un événement est ε-signiﬁcatif, son nombre de
fausses alarmes est inférieur à ε. Le seuil ε a donc une vraie signiﬁcation : c'est le
nombre de fausses détections que l'on s'autorise. Ces méthodes ont déjà été utilisées
dans le cadre de la détection d'objets dans des images ([1],[21],[13]) et en particulier
pour la détection des lésions stellaires ([41]).
Le contenu de cette thèse porte essentiellement sur les convergences de structures
linéaires (droites ou segments) dans les images. Il est donc crucial de pouvoir détecter
droites et segments dans une image. Ceci est fait par le Line Segment Detector ([21])
qui est de plus une application de la méthodologie a contrario. L'algorithme que
les auteurs proposent cumule l'eﬃcacité en temps d'un détecteur de segment déjà
existant et la validation fournie par le critère a contrario [15] : le seuil utilisé est le
nombre de faux positifs que l'on s'autorise.
La première étape du Line Segment Detector (LSD) est une étape de croissance
de région aﬁn de regrouper les pixels qui ont une orientation similaire. L'orientation
en chaque pixel est calculée comme étant la direction orthogonale au gradient en
ce point. A partir d'un unique pixel on ajoute les pixels voisins (voisinage de 8
pixels) dont l'orientation est égale à celle de la région courante, à une certaine
précision ﬁxée et l'orientation moyenne de la région est mise à jour. Le processus
s'arrête lorsqu'aucun pixel ne peut plus être ajouté à la région. Les régions sont
initialisées avec les pixels dont l'amplitude du gradient est la plus élevée, car ils
ont plus de chances d'appartenir à un segment. Cette étape permet de réduire de
manière importante le nombre de segments potentiels.
Il s'ensuit une étape d'approximation de chaque région par un rectangle déter-
miné par son centre, son orientation, sa longueur et sa largeur. Chaque région est
approchée par le rectangle dont le centre est le barycentre de tous les pixels de la
région pondérés par la norme de leur gradient (de sorte que les points les mieux ob-
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servés comptent plus). L'orientation est choisie dans la première direction d'inertie.
La largeur et la longueur du rectangle sont alors choisies de sorte à ce qu'il recouvre
la région concernée. En réalité plusieurs perturbations à partir du rectangle initial
seront testées aﬁn de garder la meilleure approximation.
La troisième étape est une étape de validation, fournie par un critère a contrario,
qui sélectionne les segments les plus probables dans un certain sens que l'on va
préciser. Pour cette étape on suppose que les orientations des gradients en chaque
pixel sont indépendantes et uniformément distribuées (hypothèse H0) comme le font
les auteurs de [15] après avoir montré que c'était le cas des images de bruit blanc
gaussien. Ce modèle caractérise bien les zones plates ou isotropes, ce qui n'est pas
le cas des segments dans une image. Il est donc pertinent de valider les segments
apparaissant comme des écarts au modèle de bruit. Sous ce modèle le nombre de
pixels alignés k(r) avec la direction du rectangle r contenant n(r) pixels suit une
binomialeB(n(r), p) où p = τpi est la probabilité qu'un point ait la même orientation
qu'un rectangle r à la précision τ près.
Le nombre de fausses alarmes d'un rectangle r s'écrit alors
NFA(r, u) = #R PH0(k(r, U) ≥ k(r, u)),
où r est un rectangle de l'image u et U est une image suivant l'hypothèse H0 et
#R désigne le nombre de rectangles potentiels, c'est le nombre de tests. On accepte
alors les rectangles r dont le nombre de fausses alarmes vériﬁe NFA(r, u) ≤ ε.
Dans la pratique, on s'aﬀranchit du paramètre ε en le ﬁxant égal à 1, ce qui
donne en moyenne un faux positif par image. De plus chaque rectangle est testé
pour plusieurs précisions p, si pour une de ces précisions il est signiﬁcatif, alors il
est ajouté à la liste des rectangles détectés.
La complexité du LSD est proportionnelle au nombre de pixels dans l'image.
Sans l'étape de croissance de régions, le nombre potentiel de segments aurait été
N4 où N est la taille de l'image, voire en N5 si on prend en compte l'épaisseur du
segment.
1.2 Contributions
La plupart des méthodes a contrario citées précédemment utilisent un modèle
de bruit simple : indépendance et uniformité des objets élémentaires. Cela facilite
le calcul de la probabilité intervenant dans le nombre de fausses alarmes. Les événe-
ments ε-signiﬁcatifs sont les événements dont le nombre moyen d'occurrences sous
le modèle de bruit est inférieur à ε. Ce sont les écarts au modèle de bruit. Si celui-ci
est choisi uniforme, on détectera les événements ayant une faible probabilité d'ap-
paraître sous le modèle uniforme. Quand on détecte les alignements dans une image
avec une méthode a contrario il est raisonnable de supposer que ce qui n'est pas
un alignement suit le modèle uniforme. C'est beaucoup moins raisonnable lorsqu'on
cherche à détecter les lésions stellaires dans une mammographie. En eﬀet, dans une
zone saine d'une mammographie l'orientation des spicules n'est pas uniforme. Elles
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ont une orientation privilégiée, qui ne varie pas beaucoup localement. En eﬀet on
observe dans une mammographie normale que les spicules "convergent" vers le té-
ton. Cela est en contradiction avec le modèle uniforme. Dès lors l'utilisation de ce
modèle peut donner lieu à des faux positifs. Cela se vériﬁe par l'expérience : contre
le modèle uniforme la zone autour du téton apparaît souvent signiﬁcative.
Inversement si le modèle a contrario ne caractérise pas bien ce qui est "normal",
on risque de manquer des détections, ce qui dans le cas des lésions stellaires n'est
pas envisageable.
Nous proposons dans la suite de ce manuscrit une étude théorique de la mé-
thodologie a contrario pour la détection des convergences dans les images. Nous
proposons d'autres modèles de bruit que le modèle uniforme, et nous comparons
les détections d'événements signiﬁcatifs sous chacun d'entre eux. Quand le cadre le
permet nous proposons aussi plusieurs expressions du nombre de fausses alarmes
aﬁn d'étudier quelle peut être leur inﬂuence sur les événements détectés. Enﬁn nous
introduisons une méthode générale d'enrichissement du modèle a contrario à partir
du modèle uniforme.
Les modèles de bruit que nous déﬁnissons prennent en compte une convergence
globale "normale" des structures linéaires aﬁn d'améliorer les détections dans le
cadre des mammographies. Nous proposons des formes paramétriques de modèles
de mélange comprenant au moins deux termes : un terme uniforme et un terme de
convergence.
Le Chapitre 2 est consacré aux travaux de détection des convergences globales
et locales existants. La première section détaille la méthode de détection des points
de fuite dans un cadre a contrario développée par Almansa et al. [1], et notamment
le pavage du plan de l'image en une famille de régions équiprobables sous le mo-
dèle uniforme. La deuxième section traite des convergences locales. Deux types de
convergences locales sont donnés : les lésions stellaires dont on détaille plusieurs mé-
thodes de détection, dans un cadre a contrario ou non, et la détection des jonctions
abordée dans le cadre a contrario, [51].
Dans le Chapitre 3 les objets d'étude sont les droites de l'image, et nous étudions
les convergences globales dans les images. Nous avons choisi de les décrire par leurs
coordonnées polaires (ρ, ϕ) et de modéliser leur répartition aléatoire par des mesures
de probabilité de la forme :
dµf = f(ρ, ϕ)dρdϕ,
où f est une fonction positive continue, le modèle uniforme correspondant à prendre
pour f la fonction constante égale à 1.
Nous déﬁnissons des modèles anisotropes, décrivant une convergence globale des
droites vers un point M de coordonnées (xM , yM ) qui utilisent des lois dérivées de
la loi normale, de la forme :
dµg =
1
pi
1√
2piσ
e−(ρ−xM cosϕ+yM sinϕ)
2/2σ2dρdϕ.
Nous rappelons les résultats de géométrie stochastique dans le cas de la loi
uniforme, tels que les mesures des ensembles de droites qui intersectent un ou deux
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convexes donnés, ainsi que la probabilité qu'une droite qui intersecte un convexe en
rencontre un autre. Puis nous montrons comment ils se généralisent au modèle de
convergence proposé. Ainsi nous avons montré le résultat suivant : étant donné un
convexe K de fonction support p, la mesure sous µg de l'ensemble des droites qui
intersectent K est :
µg(D∩K 6= ∅) = 1
pi
pi∫
0
Φ
(
p(ϕ)− rM cos(θM − ϕ)
σ
)
− Φ
(−p(ϕ+ pi)− rM cos(θM − ϕ)
σ
)
dϕ,
où Φ est la fonction de répartition de la loi normale centrée réduite. Ce résultat
est ensuite appliqué au convexe Ω (le domaine de l'image), ainsi qu'à chaque type
de région du pavage du plan de l'image. On a également obtenu une généralisation
de l'ensemble des droites intersectant deux convexes donnés K1 et K2 de fonctions
support p1 et p2 respectivement :
µg(D ∩K1 ∩K2 6= ∅) = 1
pi
∫ pi
0
1{α(ϕ)≤β(ϕ)}[
Φ
(
β(ϕ)− rM cos(θM − ϕ)
σ
)
− Φ
(
α(ϕ)− rM cos(θM − ϕ)
σ
)]
dϕ,
où les deux fonctions α et β sont déﬁnies par :
α(ϕ) = max(−p1(ϕ+ pi),−p2(ϕ+ pi))
β(ϕ) = min(p1(ϕ), p2(ϕ)).
Ces deux résultats nous permettent de calculer sous la loi µg la probabilité qu'une
droite de l'image intersecte n'importe quelle région test aﬁn de tester la procédure a
contrario contre ce nouveau modèle. Ils permettent aussi une étude asymptotique du
modèle gaussien. Nous avons montré trois cas limites du modèle gaussien. Lorsque
le paramètre σ tend vers +∞, la loi µg tend vers la loi uniforme, au sens suivant :
pour tout convexe borné K dans le plan
µg(D ∩K 6= ∅)
µg(D ∩ Ω 6= ∅) →σ→+∞
PerK
2piRI
=
µ1(D ∩K 6= ∅)
µ1(D ∩ Ω 6= ∅) .
A l'inverse quand la variance tend vers 0 la loi µg tend vers la distribution où toutes
les droites passent par le point de convergence, ainsi, pour tout convexe borné et
régulier (ie de fonction support diﬀérentiable) K dans le plan
µgσ(D ∩K 6= ∅) →
σ→0
µh(D ∩K 6= ∅)
où la fonction h est déﬁnie par h(ρ, ϕ) = 1pi δρ=rM cos(θM−ϕ).
La dernière étude asymptotique correspond à une convergence des droites à
l'inﬁni : on montre que la loi limite a pour support l'ensemble des droites de direction
ϕ0 correspondant à la direction du point de fuite.
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La méthode a contrario est développée pour les deux modèles uniforme et gaus-
sien. On construit aussi un modèle hybride comprenant un terme uniforme et un
terme de convergence :
fp,σ(ρ, ϕ) = 1{D(ρ,ϕ)∩Ω6=∅}×
[
1− p
Per Ω
+
p
pi
√
2piσµg(D ∩ Ω 6= ∅)
e−(ρ−xM cosϕ+yM sinϕ)
2/2σ2
]
,
sur les droites de l'image, et les résultats sont comparés sur des images synthétiques,
naturelles et sur des mammographies. Nous proposons ﬁnalement un algorithme
d'estimation d'un modèle de mélange anisotrope qui prenne en compte la conver-
gence globale principale des droites de l'image. Ce modèle est pour ﬁnir évalué sur
des exemples synthétiques puis testé sur des mammographies.
Le Chapitre 4 traite des convergences locales : les objets d'étude sont les seg-
ments. Nous étudions dans un premier temps l'analogie droites/segments aﬁn de
voir comment les modèles déﬁnis sur les droites se transposent aux segments et
inversement quels modèles sur les segments induisent une répartition uniforme de
leurs droites support.
Plus précisément, nous montrons qu'il n'y a pas de bijection entre la loi des
segments et la loi de leurs droites support, et en particulier que plusieurs lois sur les
segments (dont la loi uniforme ne fait pas partie) induisent la loi uniforme sur les
droites.
De nouveaux modèles portant sur l'orientation des segments et décrivant des
convergences globales sont déﬁnis. Ils sont donnés sous la forme d'un mélange d'un
terme uniforme et d'un terme de convergence globale portant uniquement sur l'orien-
tation ϕ(M) des segments par rapport à un point M ﬁxé.
De nouveau nous donnons un algorithme pour l'estimation de tels mélanges,
qui est basée sur la détection du point de convergence globale le plus "plausible",
déﬁni par exemple comme le point le plus signiﬁcatif contre le modèle uniforme,
puis sur l'estimation des paramètres par maximum de vraisemblance. Ces modèles
sont ensuite agrégés avec d'autres modèles portant sur la position des segments et les
modèles résultant sont testés dans le cadre de la méthodologie a contrario. Pour cela
nous proposons de déﬁnir sur les couronnes C (x, r, α) modélisant les convergences
locales, centrées en x, de rayons r et αr, trois nombres de fausses alarmes, déﬁnis
par :
NFA(x, r, α) = NTP(K ≥ K(x, r, α))
NFA(x, r, α) = NTP(K ≥ K(x, r, α)|N = N(x, r, α))
NFA(x, r, α) = NTP(K ≥ K(x, r, α), N ≥ N(x, r, α)).
Nous montrons en particulier que la majoration classique du nombre d'événements
ε-signiﬁcatifs avec le troisième nombre de fausses alarmes n'est pas valable et nous
montrons qu'on en obtient une autre, moins forte : le nombre d'événements ε-
signiﬁcatifs est majoré par ε(1− log ε).
Le Chapitre 5 traite de la détection de convergences locales et globales des seg-
ments d'une image mais dans un cadre diﬀérent de celui élaboré dans le Chapitre 4.
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Etant donnée une image et ses N segments, on déﬁnit en tout point Q du domaine
de l'image le nombre de fausses alarmes
NFAsinf (Q) = NTPf (V (Q) ≤ v(Q)),
où on a déﬁni la variable aléatoire V (Q) =
∑N
n=1 sin
2 ϕn(Q) et noté v(Q) sa réalisa-
tion, avec ϕn(Q) l'angle entre le n-ème segment et le point Q. Ce nouveau nombre
de fausses alarmes permet la détection des convergences globales des segments ainsi
que celle des convergences locales, en restreignant la somme à un voisinage du point
Q. Le calcul numérique de la probabilité se fait en utilisant l'approximation gaus-
sienne donnée par le théorème central limite, et nous montrons à cet égard que dans
le cas du modèle uniforme, l'espérance et la variance de sin2 ϕ(Q) pour tout point
Q sont respectivement E1(sin
2 ϕ(Q)) = 12 et Var1(sin
2 ϕ(Q)) = 18 .
La détection des convergences locales contre ce modèle est aussi diﬀérente : elle
est déﬁnie à partir de l'orientation des segments par rapport au centre de la région
test et rejoint en un certain sens les travaux qui étudiaient localement l'orientation
dans une mammographie.
Dans le Chapitre 6 nous concluons notre étude théorique du cadre a contra-
rio pour la détection des convergences dans les images en rappelant les résultats
principaux et les diﬀérentes altérations du cadre a contrario : choix des structures
élémentaires, déﬁnition de modèles anisotropes sur ces structures, déﬁnitions diﬀé-
rentes du nombre de fausses alarmes... Enﬁn nous terminons en évoquant d'autres
perspectives de changement du cadre a contrario, comme l'estimation de modèles
de mélanges paramétriques à plus de deux termes de convergence, la relaxation de
l'hypothèse d'indépendance des structures linéaires, ou encore la question théorique
de la loi sur les structures linéaires d'entropie maximale telle qu'aucune observation
n'est signiﬁcative.
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Ce chapitre détaille certains travaux concernant la détection des convergences
dans les images. Ils se répartissent en deux familles : la détection des convergences
globales (essentiellement les points de fuite) et la détection des convergences locales
(par exemple les lésions stellaires).
Tous n'utilisent pas le cadre a contrario mais la plupart des travaux cités dans
la suite en sont issus.
2.1 Détection de convergences globales
La méthode a contrario a été utilisée dans le but de détecter les points de fuite
dans une image [1]. Cet article a inspiré le Chapitre 3 de ce manuscrit. Les auteurs
proposent une méthode de détection des points de fuite sans paramètre, et sans
hypothèse supplémentaire sur la géométrie de la scène ou sur les paramètres de
calibration de la caméra.
Une première partie de la méthode est une étape de détection des segments
présents dans l'image, qu'on ne détaillera pas ici puisqu'un exemple de détecteur
de segments a été présenté dans le chapitre 1. Le principe de regroupement de ces
segments est le fait que leurs droites support possèdent une intersection (même à
l'inﬁni). Cependant dans la pratique, les erreurs de mesure lors de la détection des
segments rendent impossible le fait que plusieurs droites s'intersectent en exactement
un point. Pour y remédier le principe de regroupement est altéré : on considère que
des segments doivent être regroupés si leurs droites support rencontrent une même
région V . Ces régions sont appelées régions de fuite, elles sont les régions test.
A priori les points de fuite d'une image peuvent se trouver dans tout le plan de
l'image. Aﬁn de tester toutes les régions potentielles les auteurs créent une parti-
tion du plan en un nombre ﬁni de régions V . En réalité les régions sont de deux
sortes. Dans le domaine intérieur de l'image les régions test sont des carrés. On
partitionne le domaine extérieur à l'image par des portions de secteurs angulaires,
10 Chapitre 2. Etat de l'art
délimitées par des cercles centrés au centre de l'image. Le choix des rayons des cercles
concentriques est conditionné par la propriété d'équiprobabilité des régions V . La
probabilité qu'une droite intersecte une région V ne doit pas dépendre de la région.
Cette propriété assure que deux régions V et V ′ nécessitent le même nombre de
droites les intersectant pour être détectées. Explicitons l'algorithme itératif de cal-
cul des rayons des cercles partitionnant l'extérieur de l'image. Le domaine de l'image
est assimilé au disque circonscrit de l'image, donc de rayon R = N/
√
2 où N est la
taille de l'image initiale. Soit dθ la précision angulaire des régions extérieures. La
probabilité pe(d, d
′) qu'une droite rencontre une région V entre les cercles de rayon
d et d′ se calcule par la formule [50] :
pe(d, d
′) =
Li − Le
|Ω| , (2.1)
où |Ω| est le périmètre de l'image et Li et Le sont les périmètres intérieur et extérieur
de l'enveloppe convexe de Ω et de V . Ce résultat est un théorème de géométrie
stochastique qu'on commentera plus en détail dans le Chapitre 3.
Dès lors le côté des régions intérieures est choisi égal au bord intérieur des pre-
mières régions extérieures soit 2R sin(dθ). La probabilité qu'une droite de l'image
rencontre une région intérieure est alors
pi =
4 sin(dθ)
R
, (2.2)
toujours d'après [50]. On calcule alors itérativement chaque rayon des cercles exté-
rieurs : le premier est ﬁxé égal à R, puis un rayon dk étant calculé, on cherche dk+1
de sorte que pe(dk, dk+1) = pi. On s'arrête lorsque on a trouvé dk > d∞ où d∞ est
déﬁni par
lim
d→+∞
pe(d∞, d) = pi. (2.3)
Les régions extérieures dans le dernier anneau sont non bornées, elles repré-
sentent les directions des droites parallèles dans l'image, qui s'intersectent à l'inﬁni.
Enﬁn, la procédure a contrario consiste à compter le nombre k de droites qui
intersectent une région V , grâce à l'hypothèse d'indépendance des droites ce nombre
suit une loi binomiale de paramètres N et pi la probabilité qu'une droite de l'image
intersecte une région quelconque.
Les auteurs donnent ensuite une méthode pour s'aﬀranchir du paramètre dθ :
la procédure est reconduite pour tous les dθ = 2−spi, où s = 4, 5, ...7 qui sont les
valeurs les plus utiles d'après leurs expériences. Le nombre de fausses alarmes d'une
région V est NFA(Vs) = nMsB(ps, Ns, k) où n est le nombre de valeurs de s testées
et Ns est le nombre de segments avec une précision supérieure à 2
−spi et Ms est le
nombre de régions dans la partition à l'échelle s. On rappelle également la notation
B(n, k, p) =
∑n
j=k
(
n
j
)
pj(1− p)n−j .
Quand une région est détectée signiﬁcative pour une échelle s donnée il est très
probable qu'elle le soit pour les échelles voisines, de même qu'il est possible que les
régions voisines soient aussi signiﬁcatives. Pour choisir la meilleure région de fuite,
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les auteurs introduisent un concept de maximalité : une région V est maximale si
et seulement si, le nombre de fausses alarmes NFA(V ) est inférieur à tout NFA(V ′)
où V ′ est une région voisine de V ou d'intersection non vide avec V .
A l'issue de cette étape il peut subsister des faux positifs : des régions signiﬁca-
tives obtenues par la contribution de segments de diﬀérentes régions signiﬁcatives.
Cela peut se produire à l'intersection de deux faisceaux de droites parallèles qui eux-
mêmes votent pour leur propre région de fuite. Pour remédier à cela on exécute une
seconde fois la procédure, en commençant par la région la plus signiﬁcative, et en
éliminant les segments qui votent pour elle des autres régions. Le nombre de fausses
alarmes de ces régions est calculé à nouveau, et on recommence avec la nouvelle
région la plus signiﬁcative jusqu'à épuisement des segments votant.
2.2 Détections de convergences locales
Dans la sous-section 2.2.1 nous détaillons les principes généraux utilisés pour
la détection des lésions stellaires. Les deux sous-sections suivantes décrivent des
méthodes a contrario pour la détection de ces lésions, ou pour la détection des
jonctions dans une image, qui présentent des similarités de forme avec les lésions
stellaires.
2.2.1 Méthodes de détection des lésions stellaires
Beaucoup de méthodes de détections des lésions stellaires s'articulent en deux
étapes. La première est l'extraction de caractéristiques locales de l'image. La
deuxième est la classiﬁcation des observations en assignant par exemple à chaque
pixel la probabilité d'appartenance à une lésion.
Plusieurs choix sont possibles pour l'extraction de ces caractéristiques mais tous
permettent de distinguer les zones à risque des zones normales dans la mammogra-
phie.
Les lésions stellaires sont caractérisées par un centre plus intense [30] dû à l'at-
ténuation plus forte des rayons et délimité par des bords, ainsi qu'une zone périphé-
rique où les spicules convergent vers le centre.
Certaines méthodes utilisent une de ces deux caractérisations mais d'autres au-
teurs ont choisi de les combiner [52], [3]. Pour la détection des centres plus intenses les
auteurs de [52] utilisent des ﬁltres RMF (Recursive Median Filter) pour détecter les
changements d'intensité importants. Tandis que [33] extraient deux caractéristiques
qui sont l'intensité moyenne dans un voisinage ainsi que l'écart type de l'intensité
sur un voisinage de chaque pixel.
Pour détecter les zones où les spicules sont organisées en "étoile" ces mêmes au-
teurs calculent l'orientation du gradient sur un voisinage. Ils utilisent alors comme
caractéristique l'écart type de l'histogramme de l'orientation, traduisant l'idée que
sur une lésion stellaire toutes les orientations sont représentées, et que par conséquent
l'orientation locale doit avoir un histogramme relativement plat. Cette caractéris-
tique a été introduite par Kegelmeyer dans [29]. Nommée ALOE pour "Analysis of
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local oriented edges" elle se calcule en tout point à partir de l'histogramme de l'orien-
tation locale dans un voisinage autour de ce point. La mesure ALOE est simplement
l'écart type de la hauteur des boîtes cet histogramme. Les grandes valeurs de ALOE
reﬂètent des histogrammes avec des modes, donc des zones de la mammographie où
un petit nombre de directions sont privilégiées. A l'inverse si en un point la valeur de
ALOE est faible cela montre qu'autour de ce point l'orientation a un histogramme
relativement plat. Elle prend donc toutes les valeurs uniformément, et cela est le
signe d'un motif stellaire. ALOE est donc une caractéristique discriminante des lé-
sions stellaires mais son inconvénient est sa sensibilité, entraînant un grand nombre
de faux positifs. Les auteurs ont donc ajouté d'autres caractéristiques, réagissant au
motif "normal" du tissu glandulaire. Pour les calculer la mammographie est convo-
luée avec quatre noyaux de convolution séparément. On calcule ensuite la somme
des valeurs sur une fenêtre de taille 15 par 15. Les noyaux et la taille de la fenêtre
ont été choisis expérimentalement. Ces cinq caractéristiques locales (ALOE et les 4
mesures de l'énergie) sont intégrées à un arbre de décision binaire aﬁn de classiﬁer
chaque pixel d'une mammographie et de lui attribuer une mesure de suspicion.
Dans [28] l'orientation en chaque pixel est calculée à l'aide de dérivées secondes
de ﬁltres gaussiens, en utilisant le fait que trois directions de ﬁltrages seulement
sont nécessaires. Les convolutions avec ces ﬁltres sont faites sur plusieurs échelles
qui couvrent toutes les largeurs de segments potentielles et la réponse maximale
en chaque pixel est sauvegardée. Cela résulte en un ensemble S de pixels qui ap-
partiennent potentiellement à des structures linéaires. Deux caractéristiques sont
calculées en chaque point i, basées sur la carte des orientations des pixels dans un
voisinage Ni formé des pixels j à distance rij , rmin ≤ rij ≤ rmax de i. La première
est le nombre total ni de pixels j orientés vers le centre i. En réalité il est normalisé
et la première caractéristique est
f1,i =
ni − pNi√
Nip(1− p)
, (2.4)
où Ni est le nombre de pixels dans le voisinage Ni, et où p est la probabilité moyenne
qu'un de ces pixels soit orienté vers i si son orientation est uniforme. La deuxième
caractéristique exploite le fait que les spicules autour d'une lésion sont disposées tout
autour du centre de la lésion, et sont donc dans plusieurs directions. Le voisinage
autour de i est divisé en K "bins" dans lequel on a compté ni,k pixels bien orientés
parmi les Ni,k pixels présents. On compte alors le nombre de bins n+ parmi les
K où ni,k est supérieur à la valeur moyenne attendue (dans le cas où la carte des
orientations suit un bruit uniforme). La deuxième caractéristique est le nombre n+
normalisé :
f2,i =
n+ −K/2√
K/4
. (2.5)
Ces deux caractéristiques, sensibles aux motifs à symétrie radiale sont agrégés
en un classiﬁeur Bayesien aﬁn de détecter les lésions stellaires.
Dans [40] les spicules sont détectées, puis les auteurs utilisent la transformée de
Hough pour détecter les lésions stellaires potentielles. Pour la détection des spicules,
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les auteurs de [25] les modélisent comme des structures linéaires qu'ils extraient à
l'aide de la courbure moyenne. Dans [49] les auteurs utilisent la transformée de
Radon pour détecter les segments dans l'image susceptibles d'être des spicules. En
eﬀet la transformée de Radon associe à une image une fonction dans le domaine
de Radon et les droites de l'image de départ sont envoyées sur des points dans le
domaine de Radon. Ces points sont détectables facilement par un ﬁltrage suivi d'un
seuillage de la réponse. Il suﬃt alors de prendre la transformée de Radon inverse
pour détecter les droites dans l'image de départ. Les convergences locales des spicules
sont ensuite détectées en utilisant des ﬁltres à symétrie radiale.
2.2.2 Détection de motifs de convergence
Les méthodes a contrario ont déjà été appliquées à la détection des lésions stel-
laires ou des distorsions architecturales, dans le cadre de la tomosynthèse par Palma
lors de sa thèse [41]. Ces deux types de lésions se caractérisent par une organisation
en étoile des spicules, autour d'un centre dense et déﬁni pour les premières, sans
centre bien déﬁni pour les secondes, c'est pourquoi l'utilisation de la caractérisation
des motifs stellaires est importante si on ne veut pas manquer de lésions.
Palma modélise les zones de convergence par des anneaux formés de deux cercles
concentriques de rayon r et αr, α ∈ [0, 1] dans lesquels un certain nombre de points
sont orientés vers le disque intérieur. En chaque point de l'image l'orientation est
calculée comme étant la direction orthogonale au gradient. Celui-ci est calculé à
l'aide de blocs 2× 2 pixels qui ne se recouvrent pas aﬁn de garantir l'indépendance
entre les gradients des diﬀérents pixels. Il en résulte une carte des orientations sur
une image sous-échantillonnée, dont chaque valeur est indépendante des autres.
Le modèle a contrario utilisé est celui de l'indépendance entre les pixels et de
l'uniformité de l'orientation. Aﬁn de caractériser les zones de convergences, Palma
compte le nombre de pixels q dont l'orientation θ vériﬁe la condition tan(θ)‖~cq‖ ≤ αr
et dont la position vériﬁe αr ≤ ‖~cq‖ ≤ r, où c est le centre de la couronne et q un
point de la couronne. Sous le modèle a contrario la probabilité qu'un pixel q situé
dans la couronne soit orienté vers le centre c s'écrit
P(tan(θ)‖~cq‖ ≤ αr et αr ≤ ‖~cq‖ ≤ r) = 2
pi
tan−1
(
αr
‖~cq‖
)
. (2.6)
Cette probabilité dépend de la position du point q, plus exactement de sa distance
au centre c. La variable représentant le nombre de pixels de la couronne qui sont
orientés vers c est notée Zc,r. C'est la somme sur tous les pixels q de l'image des
indicatrices 1{αr≤‖~cq‖≤r et tan(θ)‖~cq‖≤αr}. La loi de Zc,r est déterminée par sa fonction
génératrice GZc,r . Celle-ci est calculée comme le produit des fonctions génératrices
des indicatrices déjà mentionnées, qui sont des variables indépendantes, sur l'en-
semble des pixels q situés dans la couronne, ie vériﬁant αr ≤ ‖~cq‖ ≤ r.
Il reste alors à déterminer à partir de quelle valeur λr de Zc,r on peut considé-
rer l'événement Zc,r ≥ λr suﬃsamment peu probable sous le modèle de bruit pour
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suspecter une lésion en c. Ce seuil est donné par la méthodologie a contrario, dé-
veloppée dans [16]. En eﬀet en déﬁnissant les événements ε-signiﬁcatifs comme les
événements dont le nombre d'occurrences sous le modèle de bruit est inférieur à ε,
il suﬃt de déﬁnir λr par
λr = min{λ ∈ N |P(Zc,r ≥ λ) ≤
ε
M
}, (2.7)
où M est le nombre de tests (ici le nombre de couples (c, r) testés).
Quand cette étape a été exécutée, l'ensemble des événements ε-signiﬁcatifs est
agrégé aﬁn de réduire ensuite le nombre de faux positifs. Il résulte de cette étape
un certain nombre de composantes connexes de points suspects. Pour éliminer les
faux positifs dus à la superposition des ﬁbres dans le tissu du sein, Palma étudie la
distribution empirique des orientations au sein d'une composante connexe. Si celle-ci
présente des modes, alors il est peu probable qu'il s'agisse d'une lésion, un croisement
de ﬁbres est plus plausible. Dans le cas où l'orientation dans une composante connexe
est relativement uniforme alors il peut s'agir d'une lésion, puisque dans celles-ci les
spicules viennent de toutes les directions. Pour mesurer le caractère uniforme de
l'orientation dans une composante connexe Palma calcule l'entropie de l'orientation
(calculée ici par dérivées secondes de ﬁltres gaussiens).
Cette détection est couplée à celle des centres denses [42] aﬁn de détecter les
lésions stellaires.
2.2.3 Détection de jonctions
Dans l'article [51], Xia, Delon et Gousseau exposent une méthode robuste et sans
paramètre pour détecter les jonctions dans une image. Jusqu'à présent les méthodes
existantes pouvaient détecter les bords, les coins dans une image mais leurs résultats
étaient souvent imprécis dans le voisinage des jonctions. Le procédé utilisé ici aboutit
à une description géométrique des jonctions (distinction entre les jonctions L, Y, X
et T), accompagnée de la donnée de leur position et de leur échelle.
Ce travail se situe dans le cadre des méthodes a contrario, les jonctions détec-
tées sont celles dont la probabilité d'apparaître dans une image de bruit est trop
petite. L'hypothèse de bruit faite par les auteurs porte sur la norme et la phase du
gradient normalisé de l'image. En eﬀet pour que la méthode soit robuste aux petits
changements de contraste on procède à une normalisation locale du gradient : si
I : Ω→ R est une image, son gradient est le couple d'images ∇(I) = (Ix, Iy). Si on
désigne par Nq un voisinage autour du pixel q, le gradient normalisé localement est
∇̂(I) = (Îx, Îy) où on calcule par exemple :
Îx(q) =
Ix(q)
<
√
I2x + I
2
y >Nq
, (2.8)
où < . >Nq désigne la moyenne sur Nq. Cette normalisation ne change pas la phase,
calculée comme la direction orthogonale au gradient ∇(I) de l'image. L'hypothèse
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de bruit porte en fait sur un deuxième gradient, calculé à partir du premier en le
normalisant par sa moyenne et sa variance empirique globales :
I˜x =
Îx − µx
σx
. (2.9)
On suppose alors que l'image I est une image aléatoire générique ie qu'elle
respecte les trois conditions :
1. ∀q ∈ I la variable aléatoire ‖∇˜I(q)‖ suit une loi de Rayleigh de paramètre 1,
2. ∀q ∈ I, la phase φI(q) du gradient est uniformément distribuée sur [0, 2pi],
3. les couples de variables aléatoires (‖∇˜I(q)‖, φI(q)) sont indépendants.
Ces hypothèses sont justiﬁées par l'article de Ruderman et al [46]. Les auteurs
modélisent ensuite les jonctions j en donnant leur position p, leur échelle r et la
liste des directions de leurs branches {θm}Mm=1. Les directions sont quantiﬁées, elles
sont au nombre de K(r) = b2pirc. Les branches des jonctions sont en réalité des
secteurs angulaires de largeur 2∆(r), ce qui fait que le nombre de branches d'une
jonction est inférieur à pi∆(r) étant donné que deux branches ne peuvent s'intersecter.
Un secteur angulaire correspond d'autant plus à la branche d'une jonction qu'il a de
pixels orientés vers le centre de la jonction. Les auteurs ont donc introduit le concept
de "force d'une branche" qui tient compte de l'orientation et du gradient des pixels de
la branche. La force de la branche Sp(r, θ) est déﬁnie par ωp(r, θ) =
∑
q∈Sp(r,θ) γp(q)
où
γp(q) = ‖∇˜I(q)‖max(| cos(Φ(q)− α( ~pq))| − | sin(Φ(q)− α( ~pq))|, 0) (2.10)
où α( ~pq) est l'angle du vecteur ~pq et où Φ(q) l'orientation du pixel q.
Un pixel q contribue d'autant plus à la force de la branche que ‖∇˜I(q)‖ est grand
et que l'angle Φ(q)− α( ~pq) a un cosinus grand (en valeur absolue) et un sinus petit
(en valeur absolue), ce qui se produit quand cet angle est proche de 0, c'est-à -dire
quand le pixel est orienté vers l'origine de la branche p. Plus la force de la branche
est grande, plus il est probable que la branche appartienne à une jonction.
La force d'une jonction j = {p, r, {θm}Mm=1} est déﬁnie comme le minimum des
forces des branches t(j) = minm=1...M ωp(r, θm). Elle caractérise convenablement
les jonctions. Elle présente de plus l'avantage de donner des probabilités sous le
modèle de bruit faciles à calculer. En eﬀet, puisque les branches d'une jonction ne
peuvent pas s'intersecter, les variables ωp(r, θm) pour des m diﬀérents sont indépen-
dantes et la probabilité PH0(t(j) ≥ t) s'exprime comme le produit des probabilités
PH0(ωp(r, θm) ≥ t),∀m = 1, . . .M .
Sous le modèle de bruit H0 la loi de γp(q) est donnée par sa densité :
µ(z) =
1
2
δ0(z) +H(z)
1√
pi
e−
z2
4 erfc(
z
2
)dz,
où δ0 est la masse de Dirac en 0, H la fonction de Heaviside et erfc(z) =
2√
pi
∫∞
z e
−s2ds.
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On déﬁnit alors le nombre de fausses alarmes de la jonction j par NFA(j) =
J (M)PH0(t(j) ≥ t) où J (M) est le nombre maximal de jonctions d'ordre M
que l'on peut majorer en fonction de rmin et rmax et du nombre K(r) de directions
possibles des branches d'une jonction d'ordre M .
Les jonctions dont le nombre de fausses alarmes est inférieur à  sont dites -
signiﬁcatives.
Les jonctions signiﬁcatives maximales sont ensuite obtenues à l'aide de deux
principes d'exclusion, le premier, local, concerne des jonctions de même ordre et il
exprime qu'une jonction signiﬁcative va entraîner un certain nombre d'autres jonc-
tions signiﬁcatives, centrées en des points voisins, et qu'on prendra donc la jonction
la plus signiﬁcative sur un voisinage de taille ﬁxe. Le deuxième principe d'exclu-
sion est issu du phénomène de masquage : à deux positions p et p′ voisines il peut
y avoir deux jonctions signiﬁcatives d'ordres distincts, on sélectionnera alors celle
d'ordre maximal. Cela revient par exemple à garder chaque fois que c'est possible
les jonctions-Y au lieu des jonctions-L.
Chapitre 3
Détection de convergences
globales
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Ce chapitre traite de modèles aléatoires sur les droites dans une image. Elles
sont par exemple les droites support des segments issus du Line Segment Detec-
tor [21] (accessible aussi en ligne sur IPOL : http://www.ipol.im/pub/art/2012/
gjmr-lsd/). Nous rappelons des résultats de géométrie stochastique sous le mo-
dèle uniforme puis nous présentons leur généralisation sous un modèle anisotrope.
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Figure 3.1  Paramétrisation des droites dans le plan de l'image. Le domaine de
l'image est un disque de rayon RI . L'origine du repère est choisie au centre de l'image
et les axes sont orientés selon la convention image. La première coordonnée d'une
droite D est sa distance (signée) à l'origine et D ∩ Ω 6= ∅ ⇔ ρ ∈ [−RI , RI ]. La
seconde est l'angle ϕ ∈ [0, pi] entre l'axe horizontal et la perpendiculaire à D passant
par le centre O.
Ces résultats sont utiles pour la détection de convergences globales dans le cadre
a contrario contre diﬀérents modèles de bruit. Enﬁn nous présentons diﬀérentes
méthodes d'estimation de modèles anisotropes sur les droites d'une image.
3.1 Modélisation de répartitions aléatoires des droites
d'une image
3.1.1 Paramétrisation des droites
On considère une image et son domaine Ω, supposé circulaire. On adopte la
convention image pour déﬁnir un repère cartésien du plan de l'image : l'axe des
abscisses est horizontal orienté positivement vers la droite et l'axe des ordonnées
est vertical orienté positivement vers le bas. L'origine est le centre 0 de l'image. Les
droites de l'image sont représentées par leurs coordonnées polaires (ρ, ϕ) ∈ R×[0, pi[.
Normalement le paramétrage polaire d'une droite D est donné par les coordonnées
polaires (ρ, ϕ) ∈ R+× [0, 2pi[ du projeté orthogonal de l'origine O sur D mais ici on
ramène le couple (ρ, ϕ) dans R× [0, pi[ par l'application :
(ρ, ϕ) 7→
{
(ρ, ϕ) ∀ϕ ∈ [0, pi[
(−ρ, ϕ− pi) ∀ϕ ∈ [pi, 2pi[.
La première coordonnée ρ est alors la distance signée de la droite à l'origine
tandis que la deuxième ϕ est l'angle entre l'axe horizontal et la perpendiculaire à
la droite D passant par l'origine (Figure 3.1). De cette façon des droites D(ρ,ϕ) et
D′(ρ′,ϕ′) sont parallèles si et seulement si ϕ = ϕ
′.
Notons que l'équation de D s'écrit alors
ρ− x cosϕ+ y sinϕ = 0. (3.1)
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3.1.2 Modèle invariant par translation et rotation : Mesure de
Poincaré
On se donne une mesure sur le couple de variables (ρ, ϕ) sous la forme dµf =
f(ρ, ϕ)dρdϕ où f est une fonction continue positive. Alors la seule mesure (à
constante multiplicative près) invariante par translation et rotation sur (ρ, ϕ) est
obtenue en prenant pour f la fonction constante égale à 1 [50]. Nous noterons cette
mesure µ1, et on a
dµ1 = dρdϕ.
En restreignant la fonction f à l'ensemble des droites D(ρ,ϕ) qui intersectent le
domaine de l'image Ω et en la renormalisant on déﬁnit une densité sur l'ensemble des
droites de l'image. Le modèle ainsi déﬁni sur les droites de l'image est en particulier
isotrope : aucune orientation n'est privilégiée.
3.1.3 Modèle anisotrope : modélisation de convergences
Il sera utile dans la suite de disposer de modèles sur les droites de l'image qui
tiennent compte d'une orientation privilégiée, par exemple pour décrire l'orientation
normale des spicules vers le téton dans une mammographie. Nous allons construire
de tels modèles, en déﬁnissant d'abord une mesure sur les droites du plan de l'image
que nous conditionnerons ensuite à l'ensemble des droites rencontrant l'image (ce
qui impliquera une renormalisation de la densité).
Nous considérons donc une image dans laquelle il existe un "point de convergence
globale" notéM et une mesure µg sur les couples (ρ, ϕ) déﬁnie à partir d'une fonction
continue positive g.
Nous choisissons pour g la fonction déﬁnie sur R× [0, pi[ par :
g(ρ, ϕ) =
1
pi
1√
2piσ
e−(ρ−xM cosϕ+yM sinϕ)
2/2σ2 , (3.2)
où (xM , yM ) désigne les coordonnées du point de convergence globaleM et σ est un
paramètre lié à la précision avec laquelle les droites convergent vers le point M .
Une propriété importante d'un tel modèle est son invariance par changement de
l'origine : si on change l'origine du paramétrage des droites, la densité sur le couple
(ρ′, ϕ′) des nouvelles coordonnées est de la même forme que (3.2), où xM et yM sont
remplacés par les coordonnées (x′M , y
′
M ) de M dans le nouveau repère.
La densité g peut se réécrire aussi
g(ρ, ϕ) =
1
pi
1√
2piσ
e−(ρ−rM cos(ϕ−θM ))
2/2σ2 , (3.3)
où (rM , θM ) ∈ R × [0, pi[ sont les coordonnées polaires du point M vériﬁant les
relations xM = rM cos θM et yM = −rM sin θM dans le repère image.
Dans ce cas la mesure µg est
dµg =
1
pi
1√
2piσ
e−(ρ−xM cosϕ+yM sinϕ)
2/2σ2dρdϕ, (3.4)
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et la constante
1
pi
1√
2piσ
assure que
∫
R×[0,pi[ dµg = 1 et fait de µg une mesure de
probabilité sur l'ensemble des droites du plan de l'image.
La Figure 3.2 montre deux échantillons de droites, simulés selon la loi uni-
forme ou selon une mesure gaussienne restreintes à l'ensemble des droites qui ren-
contrent le domaine de l'image. Les paramètres de la loi gaussienne utilisée sont
(xM , yM ) = (30, 50) et σ = 20. On a représenté pour chaque échantillon l'image de
rayon RI = 256 et les droites simulées. Chaque droite peut aussi être représentée
par ses coordonnées polaires (ρ, ϕ) et donc être visualisée comme un point dans
le domaine R × [0, pi[. Ici les droites intersectent le domaine de l'image, donc on a
représenté les échantillons par deux nuages de points dans le pavé [−RI , RI ]× [0, pi[.
Pour l'échantillon uniforme les points sont uniformément répartis. Pour l'échantillon
gaussien, on observe une corrélation entre les variables ρ et ϕ puisque les points sont
répartis autour de la courbe ϕ 7→ (rM cos(θM − ϕ), ϕ).
Proposition 3.1.1. La variable ρ − rM cos(ϕ − θM ) est la distance signée de la
droite D(ρ,ϕ) au point M . Sous la loi µg elle suit la loi normale de variance σ
2 et
de moyenne 0 et la variable ϕ suit la loi uniforme sur l'intervalle [0, pi[.
Démonstration. Par changement d'origine du repère cartésien, les coordonnées de
la droite D sont (ρ′, ϕ′) où ϕ′ = ϕ, donc si on translate l'origine en M(xM , yM )
l'équation de D devient
ρ′ − (x− xM ) cosϕ+ (y − yM ) sinϕ = 0 (3.5)
ρ′ + xM cosϕ− yM sinϕ− x cosϕ+ y sinϕ = 0. (3.6)
Ce qui permet d'identiﬁer la première coordonnée polaire de D dans le repère centré
en M :
ρ′ = ρ− xM cosϕ+ yM sinϕ. (3.7)
Donc si on translate l'origine en M ,les coordonnées de la droite D(ρ,ϕ) dans le
nouveau repère deviennent (ρ − rM cos(ϕ − θM ), ϕ). Donc ρ − rM cos(ϕ − θM ) est
bien la distance (signée) de D au point M . En faisant le changement de variables
ρ˜ = ρ−rM cos(ϕ−θM ) la densité de probabilité g˜ sur (ρ˜, ϕ) est la fonction (puisque
le jacobien du changement de variable (ρ, ϕ) 7→ (ρ − rM cos(ϕ − θM ), ϕ) est égal à
1) :
g˜(ρ˜, ϕ) = g(ρ˜+ rM cos(ϕ− θM ), ϕ) = 1
pi
1√
2piσ
e−ρ˜
2/2σ2 .
En intégrant selon ϕ on obtient la densité marginale de ρ˜ :
ρ˜ 7→ 1√
2piσ
e−ρ˜
2/2σ2 .
On reconnait la loi normale de moyenne 0 et de variance σ2.
Montrons que ϕ est une variable uniforme en calculant sa densité h (à support
dans [0, pi[). Pour tout ϕ ∈ [0, pi[ on a
h(ϕ) =
∫
R
g(ρ, ϕ)dρ,
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Figure 3.2  Une image synthétique de rayon RI = 256. a) Echantillon de 200
droites sous la mesure uniforme dans l'image Ω, b) échantillon de 200 droites de
mesure gaussienne sur l'image Ω avec σ = 20 et (xM , yM ) = (30, 50) dans le repère
centré sur l'image, c) et d) les mêmes échantillons représentés dans le domaine
[−RI , RI ] × [0, pi[. A gauche les points sont uniformément répartis dans le pavé. A
droite ils sont concentrés autour de la courbe (rM cos(θM − ϕ), ϕ) représentée en
rouge. La largeur du nuage de points est proportionnelle à l'écart type σ.
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d'où
h(ϕ) =
∫
R
1
pi
1√
2piσ
e−(ρ−rM cos(ϕ−θM ))
2/2σ2dρ =
∫
R
1
pi
1√
2piσ
e−ρ˜
2/2σ2dρ˜ =
1
pi
.
Ainsi h est la densité uniforme sur [0, pi[.
3.2 Géométrie stochastique
Nous présentons des résultats de géométrie stochastique pour les deux modèles
précédemment déﬁnis. Il s'agit du calcul de la mesure des droites (sous la mesure de
Poincaré ou sous la mesure gaussienne (3.3)) qui intersectent un convexe ou deux
convexes donnés dans le plan de l'image. Ces résultats vont être utilisés lors de la
mise en oeuvre de la méthode de détection des convergences dans l'image. En eﬀet
le plan de l'image va être partitionné en une famille de régions test qui seront des
convexes de deux types : à l'intérieur de l'image ces régions seront des disques de
diﬀérents rayons. A l'extérieur du domaine de l'image les régions tests seront des
portions de secteurs angulaires délimités par des cercles concentriques tel que le
proposent Almansa et al. [1].
3.2.1 Résultats sous la mesure de Poincaré
Les résultats suivants sont classiques en géométrie stochastique, nous les rappe-
lons donc avant d'en donner une généralisation.
Théorème 3.2.1 ([50] p.33). Soit K un convexe borné du plan. La mesure de
l'ensemble des droites sous le modèle uniforme qui intersectent K est donnée par
µ1(D ∩K 6= ∅) = Per(K) (3.8)
où Per(K) est le périmètre de K.
Ainsi la mesure des droites qui intersectent l'image est µ1(D ∩ Ω 6= ∅) = 2piRI .
Soient K1 et K2 deux convexes bornés du plan. La ﬁgure 3.3 illustre les péri-
mètres extérieur et intérieur de K1 et K2.
Théorème 3.2.2 ([50] p.33). La mesure de l'ensemble des droites rencontrant les
deux convexes K1 and K2 est :
µ1(D ∩K1 ∩K2 6= ∅) = Li − Le si K1 ∩K2 = ∅
= PerK2 si K2 ⊂ K1 (3.9)
= PerK1 + PerK2 − Le sinon,
où Li et Le désignent les périmètres intérieur et extérieur de K1 et K2.
A partir des théorèmes 3.2.1 et 3.2.2 on déduit une expression pour la probabilité
sous la mesure µ1 qu'une droite intersectant un convexe K1 intersecte aussi un
convexe K2.
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Figure 3.3  Périmètre intérieur et extérieur de l'enveloppe convexe de K1 et K2 si
K1∩K2 = ∅. L'enveloppe convexe de K1 et K2 est notée Ce et le périmètre extérieur
est Le = PerCe. L'enveloppe intérieure de K1 et K2 est notée Ci et le périmètre
intérieur est Li = PerCi
Théorème 3.2.3 ([50]).
P1(D ∩K2 6= ∅|D ∩K1 6= ∅) =
Li − Le
PerK1
si K1 ∩K2 6= ∅
=
PerK2
PerK1
si K2 ⊂ K1 (3.10)
=
PerK1 + PerK2 − Le
PerK1
sinon.
3.2.2 Pavage en régions équiprobables sous le modèle uniforme
Aﬁn de tester toutes les convergences potentielles on eﬀectue un pavage du plan
de l'image en régions équiprobables sous le modèle uniforme. Cette idée a été in-
troduite pour la première fois par Almansa et al. dans [1]. Les calculs qui suivent
s'appuient sur le théorème 3.2.3. Le domaine de l'image est supposé circulaire (on
considère le cercle inscrit dans l'image originale). A l'intérieur de l'image, les régions
test sont les disques de rayon r, où l'échelle r est variable. A l'extérieur de l'image
les régions tests seront des portions de secteurs angulaires délimitées par des cercles
concentriques de centre le centre de l'image (Figure 3.4).
Les auteurs de [1] donnent un algorithme itératif pour le calcul de la suite (drn)n
des rayons successifs des cercles délimitant les régions aﬁn de garantir leur équipro-
babilité. L'existence de cette suite donne une condition nécessaire sur la précision
angulaire des régions. En procédant ainsi on est assuré que les régions tests pour
l'échelle r donnée sont équiprobables sous le modèle uniforme. Cette procédure est
reconduite pour chaque rayon test r, aﬁn de garantir une détection des zones de
convergences multi-échelles.
Le rayon de l'image est RI =
1
2 min(nx, ny) où (nx, ny) est la taille de l'image.
D'après le théorème 3.2.3 la probabilité qu'une droite de l'image intersecte une région
intérieure à l'échelle r est pi =
r
RI
.
Calculons, en fonction de θ, d, d′, RI la probabilité qu'une droite de l'image in-
tersecte la région V délimitée par les arcs de cercles de rayons d et d′ et d'écart
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Figure 3.4  Pavage de l'extérieur de l'image en régions équiprobables. Les régions
extérieures sont délimitées par des cercles concentriques, de rayons strictement crois-
sants (dn) uniquement déterminés. La précision angulaire θ des régions est choisie la
plus petite possible, de sorte que les régions soient les plus petites possibles. Toutes
les régions sont équiprobables sous le modèle uniforme ce qui explique que les régions
éloignées soient plus grandes.
angulaire 2θ, sous le modèle uniforme. Notons que l'invariance par rotation du mo-
dèle uniforme entraîne que cette probabilité ne dépend pas de l'angle entre la région
V et l'axe horizontal : toutes les régions extérieures délimitées par les rayons d et d′
sont équiprobables. On peut donc supposer pour faciliter les calculs que la région V
est centrée sur l'axe horizontal. Nous noterons cette probabilité pe(d, d
′).
D'après le théorème 3.2.3 la probabilité qu'une droite qui rencontre l'image,
intersecte la région V s'écrit
pe(d, d
′) =
Li − Le
Per(Ω)
, (3.11)
où Li et Le sont respectivement les périmètres intérieur et extérieur de l'image et
de la région V (Figure 3.5). Calculons le périmètre extérieur de l'enveloppe de V et
Ω. Il est composé de deux segments de longueur
√
d′2 −R2I , de l'arc de cercle 2θd′,
et de l'arc de cercle
_
GH (Figure 3.5).
Le = 2
√
d′2 −R2I + 2θd′ +RI(2pi − 2θ − 2ĜOD). (3.12)
De même, le périmètre intérieur est composé de deux segments de longueur√
d2 −R2I , de l'arc de cercle 2θd′, de deux segments de longueur d′ − d, et de l'arc
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de cercle
_
EF (Figure 3.5).
Li = 2
√
d2 −R2I + 2θd′ + 2(d′ − d) +RI(2pi − 2θ − 2F̂OD). (3.13)
D'où
Li − Le = 2
√
d2 −R2I + 2(d′ − d)− 2RI F̂OD − 2
√
d′2 −R2I + 2RIĜOD. (3.14)
Or d'après les formules de trigonométrie, on a :
ĜOD = arccos
RI
d′
(3.15)
F̂OD = F̂OC − D̂OC
= arccos
RI
d
− 2θ. (3.16)
La probabilité qu'une droite intersecte une région V sachant qu'elle intersecte l'image
est donc égale à
pe(d, d
′) =
1
pi
2θ + [q −√q2 − 1 + arccos 1
q
] d′
RI
d
RI
 , (3.17)
où le crochet intérieur signiﬁe qu'on prend la diﬀérence des valeurs aux bornes.
Notons γ(q) = q −
√
q2 − 1 + arccos 1
q
. La probabilité calculée se réécrit :
pe(d, d
′) =
1
pi
[
2θ + γ
(
d′
RI
)
− γ
(
d
RI
)]
. (3.18)
L'équiprobabilité des régions intérieures et extérieures détermine de manière
unique la suite ﬁnie (dn)n des rayons du pavage. Le premier rayon est ﬁxé d1 = RI
de sorte que les premières régions extérieures soient tangentes à l'image. Alors le
rayon d2 doit vériﬁer pe(d1, d2) =
r
RI
= pi. De même si d est ﬁxé, le rayon suivant d
′
est déterminé et se calcule en inversant l'expression (3.18). La suite des rayons est
donc déterminée de proche en proche, jusqu'à obtenir d′ > d∞ où d∞ est déﬁni par
lim
d′→∞
pe(d∞, d′) = pi.
La fonction γ(q) = q−
√
q2 − 1 + arccos 1
q
tend vers pi2 en +∞, donc ﬁnalement
lim
d′→∞
pe(d∞, d′) =
1
pi
[
2θ +
pi
2
− γ
(
d∞
RI
)]
. (3.19)
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Figure 3.5  Illustration des périmètres extérieur et intérieur de l'image (disque de
centre O passant par F ) et d'une région x érieure (le quadrilatèr ABCD).
Donc, en remarquant que la fonction γ est bijective strictement croissante (γ
est dérivable de dérivée strictement positive sur [1,+∞[), et notant γ
−1
sa fonction
réciproque, on peut calculer d
∞
selon la formule
d
∞
= R
I
γ
−1
(
2θ +
pi
2
− pi
r
R
I
)
.
Or, ∀x ≥ 1, γ(x) <
pi
2
, donc il faut choisir le paramètre θ en fonction de r de
sorte que 2θ − pi
r
R
I
< 0. L'angle θ utilisé est de la forme 2
−s
pi où s ∈ N. Pour que
les détections soient assez précises on souhaite que les régions soient les plus petites
possibles, donc que s soit l'entier le plus grand possible.
L'entier s doit donc vériﬁer
s > log
2
2R
I
r
.
L'algorithme 3.2.2 résume la procédure, à reconduire pour tout rayon test r.
3.2.3 Extension au cas d'un modèle gaussien
Les résultats de géométrie stochastiques des théorèmes 3.2.1, 3.2.2 et 3.2.3 se
généralisent dans le cas de droites distribuées selon le modèle (3.3). Pour cela on
utilise la déﬁnition de fonction support d'un ensemble convexe.
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Algorithm 1 Calculer la suite dn des rayons des cercles concentriques
Entrée: r,RI
Sortie: s, θ, d1, ...dn
n← 1
d1 ← RI
s←
⌈
log2
2RI
r
⌉
+ 1
θ ← 2−spi
d∞ ← RIγ−1
(
2θ +
pi
2
− pi r
RI
)
Tant que dn < d∞ faire
n← n+ 1
dn ← RIγ−1
(
pir
RI
+ γ
(
dn−1
RI
)
− 2θ
)
Fin
Déﬁnition 3.2.1 (Fonction support d'un ensemble convexe, [2]). Soit K un en-
semble convexe borné. La fonction support de K est déﬁnie par
p(ϕ) = sup{< x, eϕ >,x ∈ K}, (3.20)
où eϕ est le vecteur unitaire qui fait un angle ϕ ∈ [0, 2pi[ avec l'axe horizontal.
Théorème 3.2.4 ([50] p.3). Le périmètre d'un ensemble convexe K de fonction
support p est donné par
PerK =
∫ 2pi
0
p(ϕ)dϕ. (3.21)
Proposition 3.2.1 (Droites qui intersectent un convexe). La mesure sous g de
l'ensemble des droites intersectant K s'écrit :
µg(D∩K 6= ∅) = 1
pi
pi∫
0
Φ
(
p(ϕ)− rM cos(θM − ϕ)
σ
)
− Φ
(−p(ϕ+ pi)− rM cos(θM − ϕ)
σ
)
dϕ,
où Φ est la fonction de répartition de la loi normale centrée réduite donnée par :
Φ(t) =
∫ t
−∞
1√
2pi
e−u
2/2du.
Démonstration. Par déﬁnition de la fonction support il vient
µg(D ∩K 6= ∅) =
∫ pi
ϕ=0
∫ p(ϕ)
−p(ϕ+pi)
g(ρ, ϕ)dρdϕ,
et avec le changement de variables ρ 7→ ρ−rM cos(ϕ−θM )σ on a
µg(D ∩K 6= ∅) =
∫ pi
ϕ=0
1
pi
∫ (p(ϕ)−rM cos(ϕ−θM ))/σ
(−p(ϕ+pi)−rM cos(ϕ−θM ))/σ
1√
2pi
e−ρ
2/2dρdϕ.
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Les deux propositions suivantes sont des applications de la proposition 3.2.1 et
seront utilisées pour le calcul du nombre de fausses alarmes.
Proposition 3.2.2 (Mesure des droites de l'image). La mesure sous µg (donnée
par la formule (3.4)) de l'ensemble des droites qui intersectent Ω est :
µg(D ∩ Ω 6= ∅) =
1
pi
∫ pi
0
Φ
(
RI − rM cosϕ
σ
)
− Φ
(−RI − rM cosϕ
σ
)
dϕ,
où RI est le rayon de l'image.
Démonstration. En utilisant la proposition 3.2.1, comme la fonction support de Ω
est constante égale à RI on a :
µg(D ∩ Ω 6= ∅) =
1
pi
∫ pi
0
Φ
(
RI − rM cos(ϕ− θM )
σ
)
− Φ
(−RI − rM cos(ϕ− θM )
σ
)
dϕ
=
1
pi
∫ pi
0
Φ
(
RI − rM cosϕ
σ
)
− Φ
(−RI − rM cosϕ
σ
)
dϕ,
car la fonction intégrée est pi-périodique. La mesure µg(D ∩Ω 6= ∅) ne dépend donc
pas de θM .
Soit Q un point de l'image Ω, on note B(Q, r) le disque de centre Q et de rayon
r.
Proposition 3.2.3 (Ensemble des droites qui intersectent une région intérieure de
l'image). La mesure de l'ensemble des droites sous g qui intersectent B(Q, r) est :
µg(D∩B(Q, r) 6= ∅) = 1
pi
∫ pi
0
Φ
(
r − d(M,Q) cosϕ
σ
)
−Φ
(−r − d(M,Q) cosϕ
σ
)
dϕ,
où d(M,Q) est la distance signée du centre de convergence M à Q. Si (xQ, yQ) sont
les coordonnées de Q et (xM , yM ) celles de M , alors d(M,Q) est égale à :
d(M,Q) =
{ √
(xM − xQ)2 + (yM − yQ)2 si yM ≥ yQ
−√(xM − xQ)2 + (yM − yQ)2 sinon.
Comme dans la proposition (3.2.2) l'expression de µg(D ∩ B(Q, r) 6= ∅) ne dépend
pas de l'angle entre l'axe horizontal et la droite (MQ).
Démonstration. C'est une conséquence directe de 3.2.1, quand on s'est placé dans le
repère centré en Q, dans lequel la fonction support du disque B(Q, r) est constante
égale à r, Figure 3.6. En eﬀet, quand on se place dans le repère centré en Q les
coordonnées de la droite D(ρ,ϕ) deviennent
ρ′ = ρ− xQ cosϕ+ yQ sinϕ,
ϕ′ = ϕ.
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Figure 3.6  Illustration de la translation du repère au point Q.
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Figure 3.7  a)Mesure de l'ensemble des droites qui rencontrent B(x, r) sous la
mesure gaussienne en fonction de la distance d(M,x) entre x et le point de conver-
gence M . La taille du disque r est ﬁxée égale à 10. b) La même mesure vue en tant
que fonction du rayon r tandis que le point x est ﬁxe, et tel que d(M,x) = 50. Le
paramètre σ est ﬁxé à 15 et le rayon de l'image 128.
La densité sur le couple (ρ′, ϕ′) s'écrit alors
(ρ′, ϕ′) 7→ g(ρ′+xQ cosϕ′−yQ sinϕ′, ϕ′) = 1
pi
1√
2piσ
e−(ρ
′+xQ cosϕ′−yQ sinϕ′−xM cosϕ′+yM sinϕ′)2/2σ2 ,
(3.22)
On peut écrire cette densité sous la forme
(ρ′, ϕ′) 7→ 1
pi
1√
2piσ
e−(ρ
′−d(M,Q) cos(θ′M−ϕ′))2/2σ2 , (3.23)
où d(M,Q) est la distance signée entre M et Q et où θ′M ∈ [−pi2 , pi2 [ est l'angle entre
l'horizontale et la droite (MQ) (Figure 3.6).
La ﬁgure 3.7 illustre la proposition 3.2.3. Elle montre que la mesure de l'ensemble
des droites qui intersectent le disque B(x, r) décroît vite avec la distance d(M,x)
du point de convergence M au point x. Sur le deuxième graphique on voit qu'elle
croît plus vite avec le rayon r que ne le fait la mesure uniforme. Quand le rayon
r devient supérieur à d(M,x) la mesure de l'ensemble des droites qui intersectent
B(x, r) est très proche de 1.
On s'intéresse désormais à la mesure de l'ensemble des droites (sous g) qui inter-
sectent deux convexes distincts. Lors de la détection a contrario le calcul du nombre
de fausses alarmes d'une région test V utilise la probabilité qu'une droite de l'image
intersecte la région V , cette probabilité conditionnelle utilise la mesure de l'ensemble
des droites qui intersectent les deux convexes Ω et V .
Proposition 3.2.4 (Ensemble des droites intersectant deux convexes). Soient K1
et K2 deux ensembles convexes bornés de fonctions support p1 and p2 respectivement.
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Figure 3.8  Faisceau de droites parallèles d'angle ϕ intersectant deux convexes
K1 et K2 de fonctions support p1 et p2.
La mesure de l'ensemble des droites intersectant K1 et K2 s'écrit :
µg(D ∩K1 ∩K2 6= ∅) = 1
pi
∫ pi
0
1{α(ϕ)≤β(ϕ)}[
Φ
(
β(ϕ)− rM cos(θM − ϕ)
σ
)
− Φ
(
α(ϕ)− rM cos(θM − ϕ)
σ
)]
dϕ,
où les deux fonctions α et β sont déﬁnies par :
α(ϕ) = max(−p1(ϕ+ pi),−p2(ϕ+ pi))
β(ϕ) = min(p1(ϕ), p2(ϕ)).
Démonstration. Comme le montre la ﬁgure 3.8 les droites d'angle ϕ qui intersectent
les deux convexes K1 et K2 sont celles satisfaisant les conditions :
−p1(ϕ+ pi) ≤ ρ ≤ p1(ϕ)
−p2(ϕ+ pi) ≤ ρ ≤ p2(ϕ).
Ces conditions sont compatibles si et seulement si α(ϕ) ≤ β(ϕ). En cas de
compatibilité elles se résument à la seule condition
α(ϕ) ≤ ρ ≤ β(ϕ). (3.24)
Puis en intégrant sur ϕ :
µg(D ∩K1 ∩K2 6= ∅) =
∫ pi
ϕ=0
1{α(ϕ)≤β(ϕ)}
∫ β(ϕ)
α(ϕ)
g(ρ, ϕ)dρdϕ.
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Nous utilisons la proposition précédente pour calculer la mesure de l'ensemble
des droites qui intersectent le domaine de l'image Ω et une région extérieure V ,
qui serait une portion de secteur angulaire délimitée par deux cercles concentriques
centrés en O, Figure 3.9.
Proposition 3.2.5. Soit V une région extérieure et d1, d2 les rayons des cercles
délimitant V . La précision angulaire de V est 2θ et V est délimitée par les angles
Θ + θ et Θ− θ.
µg(D ∩ V ∩ Ω 6= ∅) =
1
pi
∫ pi
0
1{α(ϕ)≤β(ϕ)}[
Φ
(
β(ϕ)− rM cos(θM − ϕ)
σ
)
− Φ
(
α(ϕ)− rM cos(θM − ϕ)
σ
)]
dϕ, (3.25)
où α(ϕ) et β(ϕ) sont deux fonctions des projections orthogonales des sommets de
V sur la droite passant par le centre de l'image et faisant un angle ϕ avec l'axe
horizontal :
α(ϕ) = max(−RI , min
d∈{d1,d2}
{d cos(Θ± θ − ϕ)})
β(ϕ) = min(RI , max
d∈{d1,d2}
{d cos(Θ± θ − ϕ)}).
Pour illustrer la proposition précédente, on a représenté Figure 3.10 une région
extérieure du pavage et le domaine de l'image d'une part, ainsi que l'ensemble des
couples (ρ, ϕ) des coordonnées polaires des droites qui intersectent le domaine de
l'image et la région représentée.
Les dernières régions du pavage extérieur ne sont pas bornées, pour ce type de
région, l'expression de µg(D ∩Ω∩ V 6= ∅) est la même, mais les déﬁnitions de α(ϕ)
et β(ϕ) diﬀèrent légèrement :
α(ϕ) = max(−RI ,min{d cos(Θ± θ − ϕ)})
β(ϕ) = min(RI ,max{d cos(Θ± θ − ϕ)}),
où d est le rayon du dernier cercle partitionnant l'extérieur du domaine de l'image.
3.2.4 Etude asymptotique du modèle gaussien
Nous donnons ici le comportement asymptotique du modèle gaussien (3.3)
lorsque son paramètre σ tend vers 0 ou vers +∞ ainsi que lorsque rM tend vers
+∞.
Le paramètre σ2 est la variance de la distance (signée) ρ˜ d'une droite au point
de convergence M . Plus σ est petit plus les droites sont proches de M , et plus σ
est grand plus elles peuvent être éloignées de M . Les deux propositions suivantes
donnent les cas limites si σ → +∞ et si σ → 0. On peut déjà intuiter les résultats
qui vont suivre. Lorsque σ croît la convergence vers le point M est de moins en
moins marquée, le caractère anisotrope du modèle est de moins en moins visible,
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Figure 3.9  Projections des quatre sommets d'une région V sur la droite d'angle
ϕ avec l'axe horizontal. Les droites d'angle ϕ qui rencontrent V et l'image sont
telles que −R
I
≤ ρ ≤ R
I
et min t
i
(ϕ)
i∈{1,...,4}
≤ ρ ≤ max t
i
(ϕ)
i∈{1,...,4}
où t
i
(ϕ) sont les distances
signées de l'origine aux projections des sommets de V sur la droite Re
ϕ
. Ici α(ϕ) =
max (−R
I
,min t
i
(ϕ))
i∈{1,...,4}
et β(ϕ) = min (R
I
,max t
i
(ϕ))
i∈{1,...,4}
.
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Figure 3.10  a) Le domaine de l'image (cercle de rayon RI = 256) et une région
extérieure dans le plan de l'image délimitée par des arcs de cercles de rayons d = 281
et d′ = 381. La précision angulaire de la région est θ = pi64 . b) La même région,
vue dans l'espace des coordonnées des droites [−RI , RI ]× [0, pi[, la partie hachurée
est l'ensemble des couples (ρ, ϕ) tels que la droite de coordonnées (ρ, ϕ) intersecte
le domaine de l'image et la région. Si on applique une rotation à la région dans
l'image de gauche, cela induit une translation de la région hachurée dans l'image de
droite. Sous le modèle uniforme, la probabilité qu'une droite de l'image intersecte
cette région est égale au quotient de l'aire hachurée par l'aire totale 2piRI . Contre le
modèle gaussien cette probabilité est l'intégrale sur le domaine hachuré de la densité
g : (ρ, ϕ) 7→ 1pi 1√2piσe−(ρ−rM cos(ϕ−θM ))
2/2σ2 .
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Figure 3.11  Projections des deux sommets d'une région V non bornée sur la
droite faisant un angle ϕ avec l'axe horizontal. Les droites d'angle ϕ qui rencontrent
V et l'image sont telles que −R
I
≤ ρ ≤ R
I
et min t
i
(ϕ)
i∈{1,2}
≤ ρ ≤ max t
i
(ϕ)
i∈{1,2}
où t
i
(ϕ)
sont les distances signées de l'origine aux projections des sommets de V sur la droite
Re
ϕ
.
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Figure 3.12  Comportement de la mesure gaussienne sur les droites lorsque la
variance σ2 tend vers +∞. On a représenté le point de convergence en rouge et
le domaine de l'image délimité par le cercle bleu de rayon 256. Les droites ont été
simulées avec σ = 200. La convergence des droites vers le point M(356, 0) n'est pas
évidente, les droites donnent l'impression de suivre la mesure uniforme.
la distribution des droites tend vers le modèle uniforme (Figure 3.12). Inversement,
plus la variance est petite, plus les droites distribuées selon le modèle gaussien se
rapprochent du point de convergence M . A la limite, toutes les droites passent
exactement par le point M (Figure 3.13).
Proposition 3.2.6 (Quand la variance tend vers +∞). Quand la variance σ2 tend
vers +∞ la fonction densité g tend vers la densité uniforme au sens suivant : pour
tout convexe borné K dans le plan
µg(D ∩K 6= ∅)
µg(D ∩ Ω 6= ∅) −−−−−→σ→+∞
PerK
2piRI
=
µ1(D ∩K 6= ∅)
µ1(D ∩ Ω 6= ∅) . (3.26)
Démonstration. La preuve utilise le développement de la fonction de répartition de
la loi normale centrée réduite Φ au voisinage de 0. Pour tout x > 0 on a
Φ(x) = Φ(0) + xΦ′(0) +
∫ x
0
(x− t)Φ′′(t)dt = 1
2
+
1√
2pi
x+
∫ x
0
(x− t)Φ′′(t)dt.
D'où en remplaçant x par p(ϕ)−rM cos(θM−ϕ)σ dans un premier temps, puis par
−p(ϕ+pi)−rM cos(θM−ϕ)
σ on obtient :
Φ
(
p(ϕ)− rM cos(θM − ϕ)
σ
)
=
1
2
+
1√
2pi
p(ϕ)− rM cos(θM − ϕ)
σ
+R1(ϕ)
(3.27)
Φ
(−p(ϕ+ pi)− rM cos(θM − ϕ)
σ
)
=
1
2
+
1√
2pi
−p(ϕ+ pi)− rM cos(θM − ϕ)
σ
+R2(ϕ),
(3.28)
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avec
|R1(ϕ)| =
∣∣∣∣∣
∫ p(ϕ)−rM cos(θM−ϕ)
σ
0
(
p(ϕ)− rM cos(θM − ϕ)
σ
− t
)
Φ′′(t)dt
∣∣∣∣∣
≤ ‖Φ
′′‖∞(‖p‖∞ + |rM |)2
2σ2
|R2(ϕ)| =
∣∣∣∣∣
∫ −p(ϕ+pi)−rM cos(θM−ϕ)
σ
0
(−p(ϕ+ pi)− rM cos(θM − ϕ)
σ
− t
)
Φ′′(t)dt
∣∣∣∣∣
≤ ‖Φ
′′‖∞(‖p‖∞ + |rM |)2
2σ2
.
Puisque les fonctions Φ′′ et p sont bornées, on peut majorer l'intégrale par des bornes
proportionnelles à 1
σ2
.
La diﬀérence entre les membres de gauche des équations (3.27) et (3.28) s'écrit :
Φ
(
p(ϕ)− rM cos(θM − ϕ)
σ
)
−Φ
(−p(ϕ+ pi)− rM cos(θM − ϕ)
σ
)
=
1√
2pi
p(ϕ) + p(ϕ+ pi)
σ
+R(ϕ),
où R(ϕ) est la fonction déﬁnie par
|R(ϕ)| = |R1(ϕ)−R2(ϕ)| ≤ ‖Φ
′′‖∞(‖p‖∞ + |rM |)2
σ2
.
La mesure de l'ensemble des droites intersectant le convexe K sous g s'écrit :
µg(D ∩K 6= ∅) =
1
pi
∫ pi
0
1√
2pi
p(ϕ) + p(ϕ+ pi)
σ
+R(ϕ)dϕ (3.29)
=
1
pi
1√
2piσ
∫ pi
0
(p(ϕ) + p(ϕ+ pi))dϕ+
1
pi
∫ pi
0
R(ϕ)dϕ (3.30)
=
1
pi
1√
2piσ
∫ 2pi
0
p(ϕ)dϕ+O
(
1
σ2
)
. (3.31)
Grâce au théorème 3.2.4 on voit que le premier terme est 1pi
1√
2piσ
PerK. En utilisant
ce résultat avec K = Ω le domaine de l'image (qui est borné) on obtient :
µg(D ∩ Ω) =
1
pi
1√
2piσ
Per Ω +O
(
1
σ2
)
.
Donc
µg(D ∩K 6= ∅)
µg(D ∩ Ω 6= ∅) −−−−−→σ→+∞
PerK
2piRI
.
Proposition 3.2.7 (Quand la variance tend vers 0). Quand la variance σ2 tend
vers 0 la densité gσ tend vers la densité h(ρ, ϕ) =
1
pi δρ=rM cos(θM−ϕ) dans le sens
suivant : pour tout convexe borné et régulier (ie de fonction support diﬀérentiable)
K dans le plan
µgσ(D ∩K 6= ∅) −−−→
σ→0
µh(D ∩K 6= ∅).
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Figure 3.13  Comportement asymptotique de la mesure gaussienne sur les droites
lorsque σ tend vers 0. Le paramètre utilisé pour la simulation est σ = 0.01 et on a
représenté le point de convergence en rouge. On voit que les droites sont très proches
du point de convergence. Cette tendance s'accentue lorsque σ → 0.
Lemme 3.2.1. Pour toute fonction w continue par morceaux et bornée sur R
lim
σ→0+
∫
R
w(x)gσ(x)dx =
w(0+) + w(0−)
2
.
Démonstration du lemme. En eﬀectuant le changement de variable u = xσ l'intégrale
de gauche devient ∫
R
w(x)gσ(x)dx =
∫
R
w(σu)g1(u)du.
On a alors :∫
R
w(σu)g1(u)du− w(0
+) + w(0−)
2
=
∫
R
(w(σu)− w(0
+) + w(0−)
2
)g1(u)du.
Si w est continue en 0 la fonction u 7→ (w(σu) − w(0
+) + w(0−)
2
)g1(u) converge
simplement vers la fonction nulle. Sinon, elle converge simplement vers la fonction
u 7→

w(0−)− w(0+)
2
g1(u), ∀u < 0
w(0+)− w(0−)
2
g1(u), ∀u > 0.
Dans les deux cas la limite est d'intégrale nulle. De plus on a la majoration
(w(σu)− w(0
+) + w(0−)
2
)g1(u) ≤ 2‖w‖∞g1(u), ∀u ∈ R,
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qui nous permet de conclure grâce au théorème de convergence dominée.
Démonstration. La mesure de l'ensemble des droites D intersectant le convexe K
s'écrit :
µgσ(D ∩K 6= ∅) =
1
pi
∫ pi
0
∫
R
1[−p(ϕ+pi)−rM cos(θM−ϕ),p(ϕ)−rM cos(θM−ϕ)](ρ)gσ(ρ)dρdϕ,
où on a utilisé la fonction support p de K.
Grâce au lemme 3.2.1 on a ∀ϕ ∈ [0, pi[
lim
σ→0+
∫
R
1[−p(ϕ+pi)−rM cos(θM−ϕ),p(ϕ)−rM cos(θM−ϕ)](ρ)gσ(ρ)dρ := lim
σ→0+
Hσ(ϕ) = H(ϕ),
où la fonction H est déﬁnie par :
H(ϕ) =

0 si 0 /∈ [−p(ϕ+ pi)− rM cos(θM − ϕ), p(ϕ)− rM cos(θM − ϕ)]
1
2 si 0 = −p(ϕ+ pi)− rM cos(θM − ϕ) ou 0 = p(ϕ)− rM cos(θM − ϕ)
1 si 0 ∈]− p(ϕ+ pi)− rM cos(θM − ϕ), p(ϕ)− rM cos(θM − ϕ)[.
De plus, comme la fonction Hσ converge simplement vers H et comme
∀ϕ ∈ [0, pi[,∀ σ > 0, |Hσ(ϕ)| ≤ 1, il vient par le théorème de convergence do-
minée
lim
σ→0+
∫ pi
0
Hσ(ϕ)dϕ =
∫ pi
0
H(ϕ)dϕ.
On a donc :
lim
σ→0+
µgσ(D ∩K 6= ∅) =
1
pi
∫ pi
0
H(ϕ)dϕ. (3.32)
Explicitons la dernière intégrale.∫ pi
0
H(ϕ)dϕ =
∫ pi
0
1]−p(ϕ+pi)−rM cos(θM−ϕ),p(ϕ)−rM cos(θM−ϕ)[(0)
+
1
2
(δ{−p(ϕ+pi)−rM cos(θM−ϕ)}(0) + δ{−p(ϕ)−rM cos(θM−ϕ)}(0))dϕ
= `{ϕ,∈ [0, pi[,−p(ϕ+ pi) < rM cos(θM − ϕ) < p(ϕ)}
+
1
2
`{ϕ ∈ [0, pi[,−p(ϕ+ pi) = rM cos(θM − ϕ) ou p(ϕ) = rM cos(θM − ϕ)}
=
∫ pi
0
∫ p(ϕ)
−p(ϕ+pi)
1{ρ=rM cos(θM−ϕ)}dρdϕ,
puisque le terme `{ϕ ∈ [0, pi[,−p(ϕ+ pi) = rM cos(θM − ϕ) ou p(ϕ) = rM cos(θM −
ϕ)} (` désigne la mesure de Lebesgue) est nul pour un convexe régulier : c'est la
mesure de Lebesgue de l'ensemble des angles ϕ pour lesquels l'une au moins des
tangentes D(p(ϕ),ϕ) et D(−p(ϕ+pi),ϕ) au convexe K passe par le point M . Or, pour un
convexe régulier cela ne peut se produire pour tout un intervalle de valeurs ϕ.
Finalement
lim
σ→0+
µgσ(D ∩K 6= ∅) =
∫ pi
0
∫ p(ϕ)
−p(ϕ+pi)
h(ρ, ϕ)dρdϕ = µh(D ∩K 6= ∅).
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La distribution limite lorsque σ tend vers 0 est telle que la loi marginale de ϕ
est la loi uniforme sur [0, pi[ et telle que toute droite (ρ, ϕ) passe par le point M .
Supposons à présent que le point de convergence M des droites est éloigné pro-
gressivement du domaine de l'image, mais dans la direction θM ﬁxe. Considérons
l'ensemble des droites sous la mesure gaussienne qui intersectent le domaine de
l'image. Etant donné qu'elles doivent rester globalement à la même distance du
point M alors que celui-ci est éloigné de l'image, l'ensemble des angles ϕ tels que
ces droites intersectent le domaine de l'image va être restreint progressivement, pour
à la limite, lorsqueM est à l'inﬁni, devenir le singleton θM +
pi
2 si θM <
pi
2 et θM − pi2
sinon (Figure 3.14). La loi limite lorsque rM → +∞ est donc supportée par les
couples (ρ, ϕ0), ρ ∈ [−RI , RI ], et où ϕ0 ∈ [0, pi[ est égal à θM + pi2 si θM < pi2 et à
θM − pi2 sinon.
Proposition 3.2.8 (Quand le paramètre rM tend vers +∞). Quand rM → +∞ la
densité grM ,σ tend vers la densité de probabilité
z(ρ, ϕ) = e−ρ
2/2σ2δ(ϕ=ϕ0),
au sens suivant : pour tout convexe borné K
µgrM ,σ(D ∩K 6= ∅)
µgrM ,σ(D ∩ Ω 6= ∅)
→
rM→+∞
µz(D ∩K 6= ∅)
µz(D ∩ Ω 6= ∅) =
∫ p(ϕ0)
−p(ϕ0+pi) e
−ρ2/2dρ∫ RI
−RI e
−ρ2/2dρ
, (3.33)
où ϕ0 = θM +
pi
2 si θM <
pi
2 et ϕ0 = θM − pi2 sinon.
Démonstration. On peut supposer sans perte de généralité que θM <
pi
2 . On appelle
p la fonction support d'un convexe borné K, alors p est une fonction continue bornée
([2], p.6).
µgrM ,σ(D ∩K 6= ∅) =
1
pi
∫ pi
0
∫ p(ϕ)
−p(ϕ+pi)
1
σ
√
2pi
e−(ρ−rM cos(θM−ϕ))
2/2σ2dρdϕ.
Quitte à changer rM en
rM
σ , et p en
pi
σ on peut supposer que σ = 1. On pose alors
I =
∫ pi
0
∫ p(ϕ)
−p(ϕ+pi)
e−(ρ−rM cos(θM−ϕ))
2/2dρdϕ
=
∫ pi
0
e−r
2
M cos
2(θM−ϕ)/2
∫ p(ϕ)
−p(ϕ+pi)
eρrM cos(θM−ϕ)e−ρ
2/2dρdϕ.
Lemme 3.2.2. La fonction ϕ 7→ frM (ϕ) =
∫ p(ϕ)
−p(ϕ+pi) e
ρrM cos(θM−ϕ)e−ρ2/2dρ est
continue. En particulier lim
ϕ→θM+pi2
frM (ϕ) = frM (θM +
pi
2 ) = f(θM +
pi
2 ) où on a
posé f(ϕ) =
∫ p(ϕ)
−p(ϕ+pi) e
−ρ2/2dρ.
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Figure 3.14  Comportement asymptotique de la mesure gaussienne lorsque le
point de convergence s'éloigne à l'inﬁni (rM → +∞). Les droites ont été simulées
dans le domaine de l'image avec le paramètre σ = 20 et les coordonnées du point de
convergence sont (1000, 0). On a représenté le domaine de l'image par un cercle de
rayon 256, et le point de convergence en rouge. On voit que les droites sont presque
parallèles, d'angle ϕ proche de pi2 , ce qui correspond à θM +
pi
2 puisque ici θM = 0.
La suite de la démonstration s'inspire de la méthode de Laplace (cf [17]). Soit
ε > 0 et λ > 0. Il existe δ(λ) > 0 tel que
∀ϕ ∈ [0, pi[, |ϕ−θM − pi
2
| < δ(λ)⇒ (1−λ)f(θM + pi
2
) ≤ frM (ϕ) ≤ (1+λ)f(θM +
pi
2
).
De plus on a
cos(θM − ϕ) = − sin(ϕ− θM − pi
2
) =
ϕ→θM+pi2
−(ϕ− θM − pi
2
) + o(ϕ− θM − pi
2
),
de sorte qu'il existe δ′(λ) > 0 tel que
∀ϕ ∈ [0, pi[, |ϕ−θM−pi
2
| < δ′(λ)⇒ (1−λ)(−ϕ+θM+pi
2
)2 ≤ cos2(θM−ϕ) ≤ (1+λ)(−ϕ+θM+pi
2
)2.
En prenant δ = min(δ(λ), δ′(λ)) on a ∀ϕ ∈ [0, pi[, si |ϕ− θM − pi2 | < δ :
(1− λ)f(θM + pi
2
)e−r
2
M (1+λ)(−ϕ−θM−pi2 )2/2 ≤ e−r2M cos2(θM−ϕ)/2frM (ϕ)
≤ (1 + λ)f(θM + pi
2
)e−r
2
M (1−λ)(−ϕ−θM−pi2 )2/2.
Donc l'intégrale Iδ =
∫ θM+pi2 +δ
θM+
pi
2
−δ e
−r2M cos2(θM−ϕ)/2frM (ϕ)dϕ est bornée par
(1−λ)f(θM + pi
2
)
∫ δ
−δ
e−r
2
M (1+λ)u
2/2du ≤ Iδ ≤ (1+λ)f(θM + pi
2
)
∫ δ
−δ
e−r
2
M (1−λ)u2/2du.
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Lemme 3.2.3 ([17]). Soit δ ∈]0,+∞]. Pour tout α > −1, β > 0, c > 0,∫ δ
0
xαe−ctx
β
dx ∼
t→+∞ Γ
(
α+ 1
β
)
1
β(ct)
α+1
β
.
Avec le lemme 3.2.3 on déduit qu'il existe t1 > 0 tel que ∀rM > t1√
1− ε
2
f(θM +
pi
2 )
rM
√
2Γ
(
1
2
)
1− λ
1 + λ
≤ Iδ ≤
√
1 +
ε
2
f(θM +
pi
2 )
rM
√
2Γ
(
1
2
)
1 + λ
1− λ.
On peut prendre λ > 0 (ainsi que δ(λ), δ′(λ), δ...) tel que(
1− ε
2
) f(θM + pi2 )
rM
√
2Γ
(
1
2
)
≤ Iδ ≤
(
1 +
ε
2
) f(θM + pi2 )
rM
√
2Γ
(
1
2
)
.
On déﬁnit l'intégrale
Jδ = I − Iδ =
∫
ϕ,|ϕ−θM−pi2 |>δ
e−r
2
M cos
2(θM−ϕ)/2frM (ϕ)dϕ.
Et comme p est bornée, on peut majorer Jδ :
0 ≤ Jδ ≤
∫
ϕ,|ϕ−θM−pi2 |>δ
e−r
2
M cos
2(θM−ϕ)/2erM‖p‖∞| cos(θM−ϕ)|
∫ p(ϕ)
−p(ϕ+pi)
e−ρ
2/2dρdϕ
≤
∫
ϕ,|ϕ−θM−pi2 |>δ
e−r
2
M sin
2 δ/2erM‖p‖∞| cos(θM−ϕ)|f(ϕ)dϕ.
Finalement il existe t2 > 0 et B,C > 0 tels que ∀rM > t2
0 ≤ Jδ ≤
∫
ϕ,|ϕ−θM−pi2 |>δ
e−r
2
M sin
2 δ/2f(ϕ)dϕ ≤ Ce−Br2M ≤ ε
2
f(θM +
pi
2 )
rM
√
2pi.
On a montré que ∀ε > 0 il existe t > 0 tel que ∀rM > t,
(1− ε) 1
pi
f(θM +
pi
2 )
rM
≤ µgrM ,σ(D ∩K 6= ∅) ≤ (1 + ε)
1
pi
f(θM +
pi
2 )
rM
.
Cela montre qu'un équivalent de µgrM ,σ(D ∩K 6= ∅) lorsque rM tend vers +∞ est
f(θM+
pi
2 )
pirM
, où la fonction f dépend de l'ensemble convexe K.
Si on applique ce résultat au convexe Ω on obtient la limite du rapport
µg(D ∩K 6= ∅)
µg(D ∩ Ω 6= ∅) −−−−−−→rM→+∞
fK
(
θM +
pi
2
)
fΩ
(
θM +
pi
2
), (3.34)
qui est exactement
µz(D ∩K 6= ∅)
µz(D ∩ Ω 6= ∅) .
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La loi limite de grM lorsque rM tend vers +∞ est donc une loi pour laquelle ρ
et ϕ sont indépendantes et telle que la marginale de ρ est la loi normale centrée de
variance σ2 et la loi marginale de ϕ est le dirac en θM +
pi
2 ou en θM − pi2 suivant la
valeur de θM .
3.3 Détection a contrario de convergences de droites
dans le plan d'une image
Cette section développe la méthodologie pour la détection de zones de conver-
gence globale dans le plan de l'image. Intuitivement ces zones sont intersectées par
un grand nombre de droites de l'image. La méthode a contrario choisie s'intéresse
justement au nombre de droites qui intersectent chaque zone de convergence poten-
tielle.
3.3.1 Evénements d'étude
On se donne une image dans laquelle on a observé N droites. On suppose que
ces droites sont N réalisations indépendantes de la mesure µf (µf peut être par
exemple µ1 ou µg). Pour chaque région test V on compte le nombreK(V ) des droites
de l'image qui l'intersectent. Alors K(V ) est la réalisation d'une variable aléatoire
K ∼ B(N, pf (V )) où pf (V ) est la probabilité qu'une droite de l'image rencontre V .
Sous le modèle uniforme pf (V ) ne dépend pas de la région V , seulement de l'échelle
de test r.
3.3.2 Nombre de fausses alarmes, événements signiﬁcatifs
Déﬁnition 3.3.1. Soit V une région test. La probabilité qu'une droite de l'image Ω
rencontre le convexe V sous la loi µf est déﬁnie par :
pf (V ) =
µf (D ∩ V ∩ Ω 6= ∅)
µf (D ∩ Ω 6= ∅) . (3.35)
Le nombre de fausses alarmes associé à la région V est
NFAf (V ) = NTB(N,K(V ), pf (V )), (3.36)
où NT est le nombre de tests, ie le cardinal de la famille des régions tests V , K(V )
est le nombre de droites (parmi les N droites de l'image) rencontrant la région V et
B(l, k, p) :=
l∑
j=k
(
l
j
)
pj(1− p)l−j est la queue de la binomiale de paramètres l et p.
Soit 0 ≤ ε ≤ 1. Si NFAf (V ) ≤ ε, la région V est dite ε-signiﬁcative contre la
mesure µf . Les régions 1-signiﬁcatives sont dites simplement signiﬁcatives.
Comme le montre la déﬁnition (3.36) le nombre de fausses alarmes est le produit
du nombre de tests, qui est généralement très grand, avec la queue de la binomiale
qui en comparaison est petite, comme le paramètre pf (V ) est souvent très petit.
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Figure 3.15  Exemple des détections contre le modèle uniforme sur un exemple
synthétique. a) Echantillon de N = 300 droites avec deux convergences visibles. Les
droites ont été simulées suivant un modèle paramétrique de mélange à deux termes
gaussiens et un terme uniforme. La première convergence se trouve en (−100, 14),
elle est aﬀectée d'un poids 0.4 et du paramètre σ = 20, et la seconde est en (114, 28)
avec le poids 0.2 et σ = 10. La densité utilisée lors de la simulation est (ρ, ϕ) 7→
0.4 12piRI +0.4
1
pi
√
2piσ
e−(ρ+100 cosϕ+14 sinϕ)2/2σ2+0.2 1
pi
√
2piσ
e−(ρ−114 cosϕ+28 sinϕ)2/2σ2 . b)
On a tracé − log NFA sur le domaine intérieur de l'image. La convergence principale
est signiﬁcative et est donc détectée tandis que le nombre de fausses alarmes de la
seconde est beaucoup plus grand.
Cela conduit à des diﬃcultés lors du calcul numérique, qui peuvent heureusement
être évitées en utilisant l'approximation des grandes déviations [16] lorsque K(V )N ≥
pf (V ) :
log NFAf (V ) ≈ logNT−N
[
K(V )
N
log
K(V )/N
pf (V )
+
(
1− K(V )
N
)
log
1−K(V )/N
1− pf (V )
]
.
(3.37)
3.4 Estimation de modèles anisotropes
3.4.1 Type de modèle cherché
Dans le but d'enrichir le modèle a contrario sur les droites on souhaite modéliser
le fait que toutes les droites de l'image ou seulement une partie d'entre elles sont
naturellement convergentes vers un point M . Cela est motivé par l'exemple des
mammographies pour lesquelles on a vu que les structures linéaires représentant les
spicules étaient naturellement orientées vers un point situé autour du téton. Pour
modéliser ces distributions empiriques particulières nous avons fait le choix d'un
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modèle de mélange paramétrique, dont un terme est la mesure uniforme sur les
droites de l'image et dont l'autre terme modélise une convergence principale des
droites. Nous supposons donc que les droites d'une image sont distribuées selon la
loi :
fp,σ(ρ, ϕ) = 1{D(ρ,ϕ)∩Ω6=∅}×
[
1− p
Per Ω
+
p
pi
√
2piσµg(D ∩ Ω 6= ∅)
e−(ρ−xM cosϕ+yM sinϕ)
2/2σ2
]
.
(3.38)
Cette densité est un mélange de deux termes, le premier est la loi uniforme, et le
second est le modèle gaussien que nous avons déﬁni (3.3). Les deux mesures sont
des mesures de probabilité, puisqu'elles sont conditionnées sur l'ensemble des droites
qui rencontrent le domaine de l'image. La fonction fp,σ est donc aussi une densité
de probabilité pour (ρ, ϕ) ∈ [−RI , RI ]× [0, pi[. Le terme Per Ω désigne le périmètre
de l'image de rayon RI , c'est aussi la mesure µ1(D ∩ Ω 6= ∅). µg désigne la mesure
gaussienne sur les couples (ρ, ϕ) donnée par
dµg(ρ, ϕ) =
1
pi
√
2piσ
e−(ρ−xM cosϕ+yM sinϕ)
2/2σ2dρdϕ, (3.39)
où (xM , yM ) sont les coordonnées d'un point M vers lequel les droites convergent
avec la probabilité p. La constante Zσ = µg(D ∩ Ω 6= ∅) est la constante de norma-
lisation de la densité gaussienne : c'est la mesure sous g de l'ensemble des droites
qui intersectent l'image. Elle a déjà été calculée dans l'équation (3.2.2).
3.4.2 Estimation du point de convergence globale
Nous cherchons lequel des modèles (3.38) approche le mieux la distribution em-
pirique des droites d'une image donnée. Cela revient à estimer les paramètres M,p
et σ. Il y a plusieurs façons de procéder que nous détaillons dans la suite. Nous
nous plaçons dans le cadre d'images ayant un point de fuite principal ou dans celui
des mammographies, dont les spicules convergent globalement vers le téton, mais
on peut envisager de façon plus générale des images dans lesquelles il n'y a pas une
orientation privilégiée des structures linéaires et se demander quel modèle (3.38)
explique le mieux la distribution des droites observées.
3.4.2.1 Point minimisant un critère L2
On note (ρn, ϕn), ∀n = 1, . . . N, les coordonnées des N droites observées dans
l'image. Si une droite D(ρ,ϕ) converge vers un pointM(xM , yM ) la distance du point
M à la droite D est assez petite. Partant de ce principe, on propose une première
estimation du point de convergence principale :
arg min
xM ,yM
N∑
n=1
(ρn − xM cosϕn + yM sinϕn)2, (3.40)
construite à partir des N droites D(ρn,ϕn), ∀n = 1, . . . N, et des distances de chaque
droite au point M , données par l'expression |ρn − xM cosϕn + yM sinϕn|.
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Ce critère se reformule sous la forme d'une fonctionnelle elliptique. On peut
implémenter la méthode de descente du gradient (à pas optimal par exemple) et
on est assuré de sa convergence. L'inconvénient principal de cette méthode est sa
sensibilité aux outliers. En eﬀet, dans l'exemple des mammographies, toutes les
spicules ne convergent pas vers le téton. La distance de leurs droites support au
point de convergence globale que représente le téton est potentiellement très grande.
Dans ce cas la minimisation du critère sur toutes les droites de l'image va donner
un point très éloigné du point de convergence globale intuitif.
En pratique la minimisation de ce critère sur toutes les droites de l'image donne,
dans le cas des mammographies, un point situé vers le centre de l'image.
Dès lors se pose le problème de la sélection des droites qui ont eﬀectivement une
orientation commune et d'ignorer celles qui ont une orientation isolée. La méthode
utilisée en présence de nombreux outliers est l'algorithme de RANSAC [20].
Nous l'avons appliqué au problème de minimisation (3.40). On se donne l le
nombre d'itérations et pour tout n = 1, . . . l, on sélectionne k droites Di1 , . . . Dik
parmi les N droites de l'image et on calcule le point qn du domaine de l'image
minimisant
∑k
l=1 d(q, Dil)
2. On détermine alors le nombre d'inliers pour qn, c'est-à-
dire le nombre de droites parmi les N qui convergent vers qn à une certaine précision
donnée. Si il y a trop peu d'inliers le point qn est oublié, dans le cas contraire il
est réévalué par minimisation de la même somme, prise sur l'ensemble des droites
inliers. On attribue ensuite à ce nouveau point qn une erreur calculée comme la
moyenne des distances du point qn à ses droites inliers. De toutes les itérations on
garde le point qn qui réalise la plus petite erreur.
L'inconvénient majeur de cette méthode d'estimation est qu'elle dépend de plu-
sieurs paramètres (le nombre d'itération, la précision sur les droites, le seuil sur le
nombre d'inliers...) qu'aucun critère ne vient valider.
3.4.2.2 Point le plus signiﬁcatif
La région de fuite la plus signiﬁcative contre le modèle uniforme, toutes échelles
confondues, est une convergence principale de l'image. Le point le plus signiﬁcatif
est alors arbitrairement choisi comme le centre de la région la plus signiﬁcative. Si
celle-ci est non bornée, on la borne artiﬁciellement par un dernier cercle de rayon
d∞ et on prend le centre de cette nouvelle région.
Ce point est celui vers lequel le plus grand nombre de droites convergent.
Une deuxième solution est donc d'utiliser la validation fournie par les méthodes
a contrario et de déﬁnir le point de convergence globale d'une image comme le centre
de la région la plus signiﬁcative contre le modèle uniforme lors de la détection des
régions de convergence. En eﬀet, à r ﬁxé la région la plus signiﬁcative est celle vers
laquelle il y a le plus de droites qui convergent. C'est aussi celle qui a le moins de
chances d'être observée sous le modèle uniforme. Choisir le centre de la région la
plus signiﬁcative contre le modèle uniforme comme le point de convergence globale
de l'image pour déﬁnir le modèle (3.38) est donc judicieux : s'il y a une convergence
globale dans l'image, ce point est le plus plausible.
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Figure 3.16  Diﬀérentes estimations du point de convergence globale : en
rouge c'est le point le plus signiﬁcatif contre le modèle uniforme sur les droites
arg min log NFA1(V ), en bleu c'est le point minimisant la somme
∑N
n=1 d(Dn,M)
2
et enﬁn en vert le point minimisant
∑N
n=1 sin
2 ϕn(M) où ∀n = 1, . . . N, ϕn(M) est
l'angle entre le segment Sn et la droite (SnM). Cette dernière minoration est expli-
quée dans le Chapitre 5.
Dans la suite c'est cette méthode d'estimation que nous avons choisie.
3.4.3 Estimation du poids et de la variance
Une fois le point de convergence globale M choisi, il faut estimer les deux para-
mètres p et σ. Une solution est de maximiser la log-vraisemblance, aﬁn de trouver
parmi les densités fp,σ laquelle est la plus adaptée aux observations.
3.4.3.1 Par l'algorithme EM
L'estimation des paramètres du mélange (3.38) peut se faire via l'algorithme
Expectation-Maximization. Dans le cas de mélanges de gaussiennes c'est un algo-
rithme qui converge rapidement et donne de bonnes estimations des paramètres
poids et variances.
On considère une image dont les N droites observées seraient issues d'un mélange
de type (3.38). Nous voulons estimer p le poids du terme de convergence dans (3.38),
par la proportion des droites qui suivent ce terme de convergence. Or il est impossible
de déterminer quelles droites sont issues du terme uniforme et quelles droites sont
issues du terme de convergence. Certaines droites issues du terme uniforme peuvent
converger vers le pointM au sens déﬁni par la méthodologie a contrario. Inversement
des droites qui suivent le terme de convergence modélisé par la densité g peuvent
ne pas converger vers le point M . Il n'est donc pas possible d'estimer le paramètre
p par la proportion des droites qui convergent vers le point M , d'autant que cette
proportion dépendrait de l'échelle utilisée pour déterminer les convergences.
C'est dans ce cadre que s'utilise l'algorithme EM. On note (Dn)
N
n=1 =
(ρn, ϕn)
N
n=1 les observations et zn ∈ R2 les variables cachées déﬁnies par zn = (1, 0)
si la droite (ρn, ϕn) suit le terme uniforme, et zn = (0, 1) si elle suit le terme
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gaussien. Les paramètres p, σ sont regroupés sous la variable Θ. L'espérance de la
log-vraisemblance sur les données complètes s'écrit :
ED,Θ logP(D, z|Θ) =
N∑
n=1
τ1n [log(1− p)− log(2piRI)] +
τ2n
[
log p− log(pi√2piσ)− log(µg(D ∩ Ω 6= ∅))−
(ρn − rM cos(θM − ϕn))2
2σ2
]
,
où τ in = P(z
i
n = 1|Dn,Θ) est la probabilité a posteriori que la droite Dn suive le
terme i du mélange. L'étape d'évaluation des τ in est telle que dans le cas d'esti-
mations de mélanges classiques. En revanche l'étape de maximisation est changée.
La log-vraisemblance étant concave, on cherche à annuler ses dérivées en fonction
des paramètres. La dérivation de l'espérance de la log-vraisemblance sur les données
complètes par rapport au paramètre σ ne donne pas de formule close pour le para-
mètre σ réalisant le maximum. Cela est dû principalement au terme µg(D ∩Ω 6= ∅)
et à la complexité de sa dépendance vis-à-vis de σ. Pour cette raison nous n'avons
pas choisi d'estimer ces paramètres par l'algorithme EM. La section suivante détaille
la méthode d'estimation de p et σ que nous avons implémentée.
3.4.3.2 Par maximum de vraisemblance
Dans cette section nous proposons d'estimer les deux paramètres p et σ simul-
tanément, en maximisant la log-vraisemblance vue comme une fonction des deux
variables p et σ dépendant des données (ρn, ϕn)1≤n≤N . Cependant, dans les mam-
mographies la taille de l'échantillon (ρn, ϕn)1≤n≤N est de l'ordre de N = 1000, ce qui
n'est pas suﬃsant pour calculer la log-vraisemblance empirique sur le couple (ρ, ϕ).
On préfère alors estimer la loi suivie par les observations ρ˜n = ρn − xM cosϕn +
yM sinϕn, qui dépend de p et σ, en maximisant la log-vraisemblance de la variable
ρ˜, qui est la distance signée de la droite (ρ, ϕ) au point de convergence M .
La proposition suivante donne la loi de ρ˜ lorsque le couple (ρ, ϕ) suit le modèle
de mélange (3.38). Elle est utilisée pour le calcul de la log-vraisemblance.
Proposition 3.4.1. La loi de la variable ρ˜ est notée hp,σ et donnée par :
hp,σ(t) =
[
1− p
2RI
+
p√
2piσµg(D ∩ Ω 6= ∅)
e−t
2/2σ2
]
J(t), (3.41)
où J est une fonction indépendante de p et de σ. En réalité J ne dépend que des
paramètres géométriques RI , xM et yM . On a J(t) =
∫ pi
0 1{|ρ˜−xM cos t+yM sin t|≤RI}dt.
Démonstration. C'est une conséquence de la proposition 3.1.1. Calculons J(t) pour
tout t ∈ R. On note (rM , θM ) les coordonnées polaires du point M . Alors J s'écrit
aussi, pour tout t ∈ R :
J(t) =
∫ pi
0
1{|t+rM cos(t−θM )|≤RI}dt, (3.42)
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Quitte à changer t en −t on peut supposer rM > 0. Supposons θM = 0. On peut s'y
ramener par rotation du repère cartésien. Alors en faisant le changement de variables
u = cos t on obtient :
J(t) =
∫ 1
−1
1{−RI+trM ≤u≤
RI−t
rM
}
du√
1− u2 . (3.43)
En posant a(t) = max(−1,−RI+trM ) et b(t) = min(1,
RI−t
rM
) on a ﬁnalement
J(t) = 1{a(t)≤b(t)}(arccos a(t)− arccos b(t)). (3.44)
La log-vraisemblance sur les observations ρ˜1, ..., ρ˜N est alors
LL (ρ˜1, ..., ρ˜N ; p, σ) =
N∑
i=1
log hp,σ(ρ˜i). (3.45)
Elle est vue comme une fonction de deux variables et on trouve son maximum par
recherche exhaustive après discrétisation en p et σ.
La procédure d'estimation du modèle de mélange (3.38) est résumée par l'algo-
rithme suivant. Il est découpé en deux étapes distinctes, l'estimation du point de
convergence, puis l'estimation des paramètres p et σ.
Algorithm 2 Estimation d'un modèle de mélange paramétrique
Entrée: rk, k = 1, . . . Ns; (ρn, ϕn)n=1,...N,
Sortie: M, pˆ, σˆ
Pour k = 1 to Ns faire
Partition de R2 \ Ω = ⋃NkTj=1 V kj
Pour V ∈ {V kj }j faire
NFA1(V )
Fin
Fin
V ∗ ← argmink,V ∈{V kj }j NFA1(V )
(xM , yM )← centre de {V ∗}
Pour n = 1 to N faire
ρ˜n ← ρn − xM cosϕn + yM sinϕn
Fin
(pˆ, σˆ) = argmaxp,σLL (ρ˜1, ..., ρ˜N ; p, σ)
3.5 Exemples
Nous présentons un certain nombre d'exemples, de nature synthétique, des
images naturelles ainsi que des mammographies. Pour chaque exemple on montre
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1. l'image originale et l'ensemble des segments détectés (ou simulés),
2. l'ensemble des droites support,
3. la collection des N droites, caractérisées par leurs coordonnées polaires
∀n ∈ {1, ..., N} (ρn, ϕn) ∈ [−RI , RI ]× [0, pi[,
4. la log-vraisemblance sur les données ρ˜n,∀n ∈ {1, . . . , N} fonction de (p, σ),
5. − log NFA1 le nombre de fausses alarmes pour chaque région intérieure (vu
comme fonction du centre x de la région) et/ou − log NFA1(V ) de chaque
région extérieure signiﬁcative V contre le modèle uniforme (la densité sur
(ρ, ϕ) est la fonction constante égale à 1),
6. − log NFAfpˆ,σˆ le nombre de fausses alarmes contre le modèle de mélange es-
timé.
La valeur de− log NFA(V ) montre la signiﬁcativité de la région V : si cette valeur
est positive, la région est signiﬁcative, elle l'est d'autant plus que − log NFA(V ) est
grand.
3.5.1 Exemples synthétiques
Les exemples synthétiques sont construits à partir de droites indépendantes et
identiquement distribuées selon une loi connue que l'on a simulée. La première loi
utilisée (Figure 3.17) est celle de densité fp,σ pour diﬀérentes valeurs de p et de
σ. Le but de ces tests est de valider la procédure : la convergence principale doit
être détectée comme la région la plus signiﬁcative contre le modèle uniforme et les
valeurs sélectionnées pour p et σ par maximisation de la log-vraisemblance doivent
être proches des valeurs réelles utilisées lors de la simulation. De plus sous le modèle
estimé, il ne doit pas y avoir d'événements signiﬁcatifs (ou moins de ε événements
ε-signiﬁcatifs).
Sur la Figure 3.17 les droites ont été simulées suivant un modèle de mélange.
La convergence principale a été placée à l'extérieur de l'image, en (500, 14). Même
si le mélange estimé par notre procédure n'est pas exactement celui utilisé lors
de la simulation, il est suﬃsamment proche du modèle réel pour ne pas donner
d'événements signiﬁcatifs lors du second test a contrario.
Sur l'exemple 3.18 deux convergences ont été simulées, l'une est plus forte que
l'autre qui est masquée sous le modèle uniforme. Quand on prend pour modèle a
contrario le modèle de mélange estimé par la procédure la convergence secondaire
est rehaussée : c'est la plus signiﬁcative et la convergence principale est eﬀacée, elle
n'est plus détectée.
3.5.2 Expériences sur des mammographies
La procédure a été testée sur des mammographies et sur des images extraites
de mammographies aﬁn qu'elles ne contiennent que du tissu glandulaire. Ce sont
surtout les convergences locales (étudiées au Chapitre 4) qui sont pertinentes, les
convergences globales n'ont pas vraiment de sens sur ce type d'image, à part la
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Figure 3.17  a)N = 300 droites selon f0.5,20 avec xM = 500 et yM = 14, b) la log-
vraisemblance est maximale pour pˆ = 0.51 et σˆ = 25, c) − log NFA1 est maximal en
xM = 368 et yM = 18, d)− log NFAfpˆ,σˆ : pas d'événement signiﬁcatif, e) la densité
fpˆ,σˆ fonction de ρ et ϕ, f) la région la plus signiﬁcative contre le modèle uniforme
comparée à l'échantillon (ρn, ϕn)n∈{1,...N}.
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Figure 3.18  a) On a simulé N = 300 droites selon un modèle paramétrique
avec deux termes gaussiens et un terme uniforme : la convergence principale est
centrée en (xM , yM ) = (−100, 14) avec σ = 20 et a un poids p = 0.4, la convergence
secondaire est centrée en (xM , yM ) = (114, 28), de poids p = 0.2 et σ = 10. b) La log-
vraisemblance est maximale pour (pˆ, σˆ) = (0.37, 17). c) La convergence principale est
détectée en tant que région la plus signiﬁcative tandis que la convergence secondaire
n'est pas détectée contre le modèle uniforme. d) Sous le modèle fpˆ,σˆ la convergence
secondaire est la région la plus signiﬁcative et la convergence principale n'est plus
signiﬁcative. e) la densité estimée fpˆ,σˆ. f) la région la plus signiﬁcative contre le
modèle uniforme.
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convergence normale vers le téton, qui est utile pour estimer un modèle anisotrope.
Contre le modèle uniforme on trouve des régions de convergences signiﬁcatives. La
procédure donne deux résultats diﬀérents sur les deux exemples suivants.
Dans l'exemple 3.19 il y a une convergence fortement signiﬁcative autour du
téton contre le modèle uniforme, qui s'explique par l'orientation privilégiée des spi-
cules vers ce point. Cette convergence étant la plus signiﬁcative, elle est intégrée
au modèle et n'est plus détectée lors du second test a contrario. Cependant une
nouvelle convergence est détectée, elle a été relevée quand le modèle a contrario a
été modiﬁé pour mieux tenir compte de la répartition normale des spicules.
Dans l'exemple 3.20 le point de convergence estimé est aussi autour du téton.
On observe de nouveau que la convergence normale des spicules dans le sein a été
détectée signiﬁcative. Cependant une fois que le modèle de mélange est estimé et que
l'on cherche les événements signiﬁcatifs contre ce modèle, on voit les limites de la
procédure. En eﬀet, il y a toujours des convergences signiﬁcatives autour du téton,
même après avoir ajouté un terme de convergence au mélange. Cela est vrai tant à
l'intérieur de l'image qu'à l'extérieur. On peut l'expliquer par le fait que la forme
de la loi a contrario n'est pas adaptée pour cet exemple. La convergence normale
des spicules n'est pas assez localisée et la forme paramétrique que l'on impose au
modèle est trop contraignante pour pouvoir approcher la distribution empirique des
droites de cette image.
3.5.3 Expériences sur des images naturelles
La procédure a également été testée sur des images naturelles (ie des scènes
de la vie quotidienne). Sur certains exemples il y a eﬀectivement une convergence
principale, sur d'autres les modèles de type (3.38) sont moins adaptés.
Dans l'exemple 3.21 il y a une zone de convergence claire au centre de la ﬂeur,
visible sur l'image des droites support. Elle est eﬀectivement détectée comme la
région la plus signiﬁcative contre le modèle uniforme et son centre est utilisé comme
point de convergence principale dans l'estimation du modèle (3.38). Contre le modèle
estimé il n'y a plus d'événements signiﬁcatifs, c'est le signe que ce modèle décrit assez
bien la répartition des droites de cette image.
Dans l'exemple de la ﬁgure 3.22 il y a trois directions principales de fuite comme
souvent dans les images de perspective. On voit d'ailleurs trois faisceaux de droites
parallèles sur la seconde image. Le centre de l'image est signiﬁcatif parce qu'il se
situe à l'intersection des trois faisceaux de droites parallèles.
La Figure 3.23 montre la présence d'un point de fuite extérieur à l'image, comme
on le voit sur l'image des droites support ou encore sur l'image de − log NFA1 pour
les régions extérieures. Comme souvent dans ce genre de conﬁguration on obtient des
régions signiﬁcatives diamétralement opposées. L'algorithme sélectionne le centre de
la plus signiﬁcative comme point de convergence et contre le nouveau modèle de bruit
il n'y a plus qu'une seule région extérieure signiﬁcative.
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Figure 3.19  a) Image de rayon RI = 274. Il y a N = 1781 segments détectés
par le LSD. b) Les paramètres estimés sont (pˆ, σˆ) = (0.62, 145). c) Le point le plus
signiﬁcatif est (xM , yM ) = (226, 94). d) Le test a contrario contre le modèle aniso-
trope donne une nouvelle convergence et aucune région extérieure n'est signiﬁcative.
e) La densité estimée sur (ρ, ϕ). f) La région la plus signiﬁcative contre le modèle
uniforme.
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Figure 3.20  a) Le rayon de l'image est RI = 243. Il y a N = 1147 segments
détectés par le LSD. b) Les estimations des paramètres sont (pˆ, σˆ) = (0.38, 53). c)
Le point le plus signiﬁcatif contre le modèle uniforme est (xM , yM ) = (−154,−12).
d) Il y a moins de détections contre le nouveau modèle a contrario, et la convergence
principale a été éliminée. e) La densité estimée. f) (ρn, ϕn)n ∈ [−RI , RI ]× [0, pi[.
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Figure 3.21  a) Une image dans laquelle N = 332 segments ont été détectés. Le
rayon de l'image est RI = 99. b) L'ensemble des droites support. c) (ρn, ϕn)n ∈
[−RI , RI ]× [0, pi[ d) La log-vraisemblance est maximale pour (pˆ, σˆ) = (0.53, 13). e)
Contre le modèle uniforme le point le plus signiﬁcatif est (xM , yM ) = (−3, 14). f) Il
n'y a plus de détections contre le nouveau modèle de bruit.
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Figure 3.22  a) Un exemple d'image naturelle : le rayon de l'image est RI = 58 et
N = 150 segments ont été détectés. b) Ensemble des droites support, c) La région
la plus signiﬁcative vue dans l'espace des coordonnées polaires (ρ, ϕ) des droites qui
l'intersectent et le nuage de points représentant les droites (ρn, ϕn) de l'image. d) La
log-vraisemblance est maximale pour (pˆ, σˆ) = (0.89, 25). e) Il y a une convergence
principale fortement signiﬁcative contre le modèle uniforme. − log NFA1 est maximal
au point (xM , yM ) = (5.5,−1.5). f) Contre le modèle paramétrique estimé il n'y a
plus d'événements signiﬁcatifs.
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Figure 3.23  a) Un exemple d'image naturelle : le rayon de l'image est RI = 63
et N = 78 segments ont été détectés. b) Ensemble des droites support. c) La région
la plus signiﬁcative vue dans l'espace des coordonnées polaires (ρ, ϕ) des droites qui
l'intersectent et le nuage de points représentant les droites (ρn, ϕn) de l'image. d)La
log-vraisemblance est maximale pour (pˆ, σˆ) = (0.55, 25). e) Il y a une convergence
principale fortement signiﬁcative contre le modèle uniforme. − log NFA1 est maximal
au point (xM , yM ) = (247,−88). f) Contre le modèle paramétrique estimé il subsiste
une convergence signiﬁcative extérieure.
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Ce chapitre traite de la détection des convergences locales dans les images. Elles
peuvent être par exemple les lésions stellaires dans les mammographies, mais les
images naturelles peuvent en contenir elles aussi. La méthode a contrario est ana-
logue à celle utilisée lors de la détection de convergences globales des droites, mais les
calculs diﬀèrent sensiblement. En eﬀet les structures élémentaires que l'on considère
dans ce chapitre sont les segments détectés dans l'image et non plus leurs droites
support. Dans un premier temps on étudie les liens entre les modèles aléatoires sur
les droites et les modèles aléatoires sur les segments notamment entre les modèles
uniformes. Le principe de la méthode de détection des convergences locales a contra-
rio est détaillé, plusieurs expressions du nombre de fausses alarmes sont données,
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plusieurs modèles a contrario sont déﬁnis. Partant du modèle uniforme, on a cherché
à déﬁnir un modèle aléatoire sur les segments qui tienne compte d'une orientation
globale de ceux-ci. Enﬁn nous abordons le problème de l'estimation de modèles de
mélange sur les images pour les utiliser comme modèles a contrario.
4.1 Passage des droites aux segments
4.1.1 Paramétrisation des segments
La paramétrisation que nous avons choisie sur les segments est la suivante :
(s1, s2) sont les coordonnées cartésiennes du centre du segment et θ (θ ∈ [−pi2 , pi2 [
est l'angle entre le segment et l'axe horizontal) est leur orientation (Figure 4.1). La
longueur des segments n'est donc pas prise en compte. Par la suite on sera amené
à choisir une mesure de probabilité sur les triplets (s1, s2, θ). Comme nous l'avons
fait pour les droites nous étudierons un modèle uniforme, un modèle tenant compte
d'une convergence globale et les modèles de mélange de ces deux termes. Il est donc
judicieux d'établir un lien entre les modèles aléatoires sur les segments et ceux qui en
résultent sur leurs droites support. Les coordonnées du segment (s1, s2, θ) peuvent se
convertir en un autre système de coordonnées (ρ, ϕ, t) où (ρ, ϕ) sont les coordonnées
polaires de la droite support et où t est un paramètre de position du segment sur sa
droite support (l'origine sur la droite étant prise en le projeté orthogonal de O sur
(ρ, ϕ)), orientée par le vecteur ~vϕ(sinϕ, cosϕ).
Le changement de variables s'écrit :
s1 = ρ cosϕ+ t sinϕ
s2 = −ρ sinϕ+ t cosϕ
θ = ϕ− pi2 .
La matrice jacobienne de ce changement de variables s'écrit
J(ρ, ϕ, t) =
 cosϕ −ρ sinϕ+ t cosϕ sinϕ− sinϕ −ρ cosϕ− t sinϕ cosϕ
0 1 0
 .
Le déterminant de J(ρ, ϕ, t) vaut 1. Par conséquent la densité f du 3-uplet (ρ, ϕ, t)
se déduit de la densité f˜ sur le 3-uplet (s1, s2, θ) :
f(ρ, ϕ, t) = f˜(s1(ρ, ϕ, t), s2(ρ, ϕ, t), θ(ρ, ϕ, t))
= f˜(ρ cosϕ+ t sinϕ,−ρ sinϕ+ t cosϕ,ϕ− pi
2
).
Le changement de variables réciproque s'écrit :
ρ = −s1 sin θ − s2 cos θ
ϕ = θ + pi2
t = s1 cos θ − s2 sin θ.
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Figure 4.1  Paramétrisation d'un segment S sur sa droite support D.
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Figure 4.2  L'histogramme de la variable ρ calculé sur un échantillon deN = 30000
segments uniformément distribués dans un domaine déﬁni par un disque de rayon
256. On voit que la loi induite sur ρ n'est pas la loi uniforme.
4.1.2 Comparaison modèle uniforme sur les droites, modèle uni-
forme sur les segments
Le modèle uniforme sur les segments dans l'image n'induit pas une réparti-
tion uniforme des droites support. En eﬀet si f˜(s1, s2, θ) =
1
piR2I
1
pi1{s21+s22≤R2I} ×
1{θ∈[−pi2 ,
pi
2 [}
est la densité de probabilité de (s1, s2, θ), alors la loi sur le 3-uplet
(ρ, ϕ, t) est :
f(ρ, ϕ, t) =
1
piR2I
1
pi
1{ρ2+t2≤R2I} × 1{ϕ∈[0,pi[}. (4.1)
Cette loi n'est pas uniforme sur ρ comme le montre l'intégration sur t :
f(ρ, ϕ) =
1
piR2I
1
pi
∫
t
1{ρ2+t2≤R2I} × 1{ϕ∈[0,pi[}dt
=
1
piR2I
1
pi
1{ρ2≤R2I}1{ϕ∈[0,pi[}
∫
t
1{t2≤R2I−ρ2}dt
=
2
piR2I
1
pi
√
R2I − ρ21{ρ2≤R2I}1{ϕ∈[0,pi[}.
On obtient par une intégration immédiate la loi marginale de ρ
f(ρ) =
2
piR2I
√
R2I − ρ21{ρ2≤R2I}. (4.2)
La Figure 4.2 montre l'histogramme empirique d'un échantillon de la variable
ρ obtenu par simulation de N = 30000 segments uniformément dans le disque, on
reconnait la loi donnée par l'équation précédente.
Pour illustrer le fait que le modèle uniforme sur les segments n'induit pas une
répartition uniforme sur les droites, la détection a contrario par rapport à la densité
uniforme sur les droites a été exécutée sur l'ensemble des droites support de segments
répartis uniformément dans l'image comme expliqué au Chapitre 3. On observe
Figure 4.3 que quelques points sont signiﬁcatifs. Or si les droites étaient réparties
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Figure 4.3  a) 1000 segments distribués uniformément dans un domaine circulaire.
b) image de − log NFA1, tout point tel que − log NFA1 ≥ 0 est 1-signiﬁcatif. Il y a
des événements signiﬁcatifs, surtout au centre de l'image car les petites valeurs de ρ
sont plus fréquentes qu'elles ne devraient l'être si les droites étaient uniformément
distribuées sur ]−RI , RI [×[0, pi[.
uniformément, on aurait en moyenne moins de ε événements ε-signiﬁcatifs. De plus
ces événements signiﬁcatifs se situent vers le centre de l'image car les petites valeurs
de ρ sont sur-représentées par rapport à la loi uniforme.
On peut se poser la question de savoir, inversement, quelle densité sur les seg-
ments induirait une répartition uniforme de leurs droites support. La suite montre
qu'une telle loi n'est pas unique.
Supposons que la loi des droites support soit la loi uniforme sur [−RI , RI ]×[0, pi].
On suppose de plus que la loi sur le triplet (ρ, ϕ, t) est de la forme :
f(ρ, ϕ, t) =
1
2piRI
1{|ρ|≤RI}1{ϕ∈[0,pi]}h(t|ρ, ϕ),
où pour tout ρ ∈ [−RI , RI ] et pour tout ϕ ∈ [0, pi], la fonction t 7→
h(t|ρ, ϕ) est positive, continue par morceaux, d'intégrale 1 et nulle en dehors de
[−
√
R2I − ρ2,
√
R2I − ρ2].
Alors la loi sur le triplet (s1, s2, θ) se déduit
f˜(s1, s2, θ) = f(−s1 sin θ − s2 cos θ, θ + pi/2, s1 cos θ − s2 sin θ)
=
1
2piRI
1{|s1 sin θ+s2 cos θ|≤RI}1{θ+pi/2∈[0,pi]}
h(s1 cos θ − s2 sin θ| − s1 sin θ − s2 sin θ, θ + pi/2)
=
1
2piRI
1{|s1 sin θ+s2 cos θ|≤RI}1{θ∈[−pi/2,pi/2]}1{(s1 cos θ−s2 sin θ)2≤R2I−(s1 sin θ+s2 cos θ)2}
h(s1 cos θ − s2 sin θ| − s1 sin θ − s2 sin θ, θ + pi/2)
=
1
2piRI
1{s21+s22≤R2I}1{θ∈[−pi/2,pi/2]}h(s1 cos θ − s2 sin θ| − s1 sin θ − s2 sin θ, θ + pi/2).
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Pour obtenir la dernière expression, on a utilisé le fait que le support de la
fonction h est [−
√
R2I − ρ2,
√
R2I − ρ2], donc que ρ2 + t2 ≤ R2I .
Inversement il est clair que les lois sur (s1, s2, θ) de cette forme induisent sur le
couple (ρ, ϕ) la loi uniforme.
4.2 Détection a contrario de convergences de segments
4.2.1 Modélisation des convergences
Nous avons modélisé les convergences locales par des couronnes C (x, r, α) cen-
trées en x, de rayon intérieur r et telles que le rayon extérieur soit égal à αr où
α ≥ 1.
Les paramètres r et α sont destinés à varier, de sorte que notre méthodologie
ne dépende pas des valeurs choisies. Les convergences locales dans les images sont
modélisées par les couronnes qui contiennent suﬃsamment de segments convergeant
vers leur centre. La méthode a contrario précise le seuil à partir duquel on consi-
dère qu'une couronne est une convergence locale. Ce seuil dépend essentiellement
du modèle de bruit choisi. On va calculer un nombre de fausses alarmes sur les cou-
ronnes à partir du nombre de segments convergeant vers leur centre et chercher les
événements signiﬁcatifs sous le modèle de bruit.
4.2.2 Expression du nombre de fausses alarmes
Plusieurs expressions du nombre de fausses alarmes ont été testées et leurs résul-
tats ont été comparés. A chaque couronne C (x, r, α) on attribue les deux nombres
N(x, r, α) etK(x, r, α) qui sont respectivement le nombre de segments présents dans
la couronne, et le nombre de segments de la couronne qui convergent vers le centre.
On considère qu'un segment appartient à une couronne si son milieu est dans la
couronne et on considère qu'il converge vers le centre si sa droite support intersecte
le centre de la couronne (Figure 4.4).
Intuitivement, plus une couronne contient de segments qui pointent vers son
centre, plus elle doit être signiﬁcative. Le nombre de fausses alarmes doit donc
sélectionner les couronnes pour lesquelles la valeur de K(x, r, α) est anormalement
élevée sous le modèle de bruit. C'est pourquoi les nombres de fausses alarmes testés
sont de la forme P(K ≥ K(x, r, α)).
Cependant on peut, comme le proposent Grosjean et Moisan [22], choisir d'in-
clure ou non l'information de contexte N = N(x, r, α) dans l'expression du nombre
de fausses alarmes, ce qui donne deux déﬁnitions possibles du nombre de fausses
alarmes :
NFA(x, r, α) = NTP(K ≥ K(x, r, α)) (4.3)
NFA(x, r, α) = NTP(K ≥ K(x, r, α)|N = N(x, r, α)). (4.4)
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Figure 4.4  Modélisation des convergences locales par des couronnes de rayon
intérieur r, de rayon extérieur αr avec α > 1. Sur cet exemple, S
1
ne converge pas
vers le centre B(x, r), contr irement à S
2
donc N(x, r, α) = 2 et K(x, r, α) = 1.
Comme il est démontré dans la suite ces choix donnent deux quantités qui res-
pectent la propriété de majoration du nombre d'événements signiﬁcatifs sous le
modèle de bruit : dans une image suivant le modèle de bruit il doit y avoir moins
de ε événements ε-signiﬁcatifs en moyenne. Ces deux choix conduisent à des détec-
tions a priori diﬀérentes mais ils sont tous les deux sensibles aux couronnes pour
lesquelles un grand nombre (devant celui attendu sous le modèle a contrario) de
segments convergent vers leur centre.
On pourrait aussi vouloir détecter les couronnes qui contiennent un grand nombre
de segments N(x, r, α) et un grand nombre de segments qui convergent vers leur
centre K(x, r, α). Pour cela il faudrait déﬁnir le nombre de fausses alarmes par
NFA(x, r, α) = N
T
P(K ≥ K(x, r, α), N ≥ N(x, r, α)).
Le tableau 4.1 résume les diﬀérentes possibilités pour la déﬁnition d'un nombre
de fausses alarmes sur les couronnes.
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Fonction de mesure Forme du nombre de fausses
alarmes
K nombre de segments qui
convergent vers le centre de la
couronne C (x, r, α)
NTP(K ≥ k)
K, avec contexte N = n NTP(K ≥ k|N = n)
K, N nombre de segments dans
C (x, r, α)
NTP(K ≥ k,N ≥ n)
Table 4.1  Trois possibilités diﬀérentes pour déﬁnir le nombre de fausses alarmes
d'une couronne pour la détection de convergences locales.
Cependant seules les deux premières propositions sont des nombres de fausses
alarmes vériﬁant la propriété de majoration du nombre d'événements signiﬁcatifs
dans une image suivant le modèle de bruit.
4.2.3 Majoration de l'espérance du nombre d'événements signiﬁ-
catifs
Théorème 4.2.1 ([22]). Les deux expressions NTP(K ≥ k) et NTP(K ≥ k|N =
n) vériﬁent la propriété des nombres de fausses alarmes : dans une image où les
segments sont distribués selon le modèle a contrario, le nombre d'événements ε-
signiﬁcatifs Sε est en moyenne inférieur à ε.
E(Sε) ≤ ε. (4.5)
Lemme 4.2.1 ([22]). Si X est une variable aléatoire, en posant F (t) = P(X ≥ t),
alors
∀s ∈ [0, 1],P(F (X) ≤ s) ≤ s. (4.6)
Le lemme 4.2.2 est la version conditionnelle du lemme 4.2.1, sa démonstration
s'appuie aussi sur celle du lemme 4.2.1.
Lemme 4.2.2 ([22]). Soient K et N deux variables aléatoires réelles. La fonction
F (t, u) = P(K ≥ t|N = u) est bien déﬁnie sur R× N. Alors on a
∀s ∈ [0, 1],P(F (K,N) ≤ s) ≤ s. (4.7)
Preuve du théorème. Soit Sε le nombre de couronnes signiﬁcatives dans une image
où les segments sont distribués selon le modèle de bruit.
ESε = E
(∑
C
1NFA(C)≤ε
)
=
∑
C
E(1NFA(C)≤ε)
=
∑
C
P(NFA(C) ≤ ε).
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Premier cas : Le nombre de fausses alarmes est :
NFA(C) = NTP(K ≥ K(C)).
Alors
NFA(C) ≤ ε⇔ P(K ≥ K(C)) ≤ ε
NT
.
Donc
P (NFA(C) ≤ ε) = P
(
P(K ≥ K(C)) ≤ ε
NT
)
.
D'après le lemme 4.2.1 on a
P
(
P(K ≥ K(C)) ≤ ε
NT
)
≤ ε
NT
.
Donc ESε ≤
∑
C
ε
NT
. D'où ﬁnalement :
ESε ≤ .
Deuxième cas : Le nombre de fausses alarmes est :
NFA(C) = NTP(K ≥ K(C)|N = N(C)).
Alors
NFA(C) ≤ ε⇔ P(K ≥ K(C)|N = N(C)) ≤ ε
NT
.
Donc
P (NFA(C) ≤ ε) = P
(
P(K ≥ K(C)|N = N(C)) ≤ ε
NT
)
.
D'après le lemme 4.2.2 on a
P
(
P(K ≥ K(C)|N = N(C)) ≤ ε
NT
)
≤ ε
NT
.
Donc ESε ≤
∑
C

NT
.
D'où ﬁnalement :
ESε ≤ ε.
La troisième proposition de nombre de fausses alarmes ne vériﬁe pas cette "bonne
propriété" : les événements ε-signiﬁcatifs avec ce nombre de fausses alarmes ne sont
pas ceux dont le nombre d'occurrences sous le modèle de bruit est inférieur à ε. La
ﬁgure 4.5 illustre ce fait. On a tiré des échantillons N ∼ B(NS , p) etK|N ∼ B(N, p′)
pour évaluer les probabilités P(P(K ≥ k) ≤ s) et P(P(K ≥ k,N ≥ n) ≤ s). La
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variable N représente le nombre de segments d'une couronne, la variable K celui
des segments qui convergent vers le centre d'une couronne. Sous le modèle uniforme
N suit une loi binomiale dont le premier paramètre est le nombre total de segments
dans l'image, et dont le deuxième paramètre est la probabilité de tomber dans la
couronne lorsqu'on jette un point uniformément dans l'image.
Conditionnellement à N la variable K suit aussi une loi binomiale, dont le pre-
mier paramètre est N et dont le deuxième paramètre est la probabilité moyenne
qu'un segment de la couronne converge vers le centre. Un résultat classique montre
que la loi de K est la loi binomiale de paramètres NS et pp
′.
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Figure 4.5  Contre-exemple du théorème 4.2.1 pour la troisième proposition de
nombre de fausses alarmes. Soient K et N deux variables non indépendantes. Par
exemple si N ∼ B(NS , p) et K|N ∼ B(N, p′), alors la probabilité P(K ≥ k,N ≥ n)
ne vériﬁe pas la propriété des nombres de fausses alarmes, à savoir P(P(K ≥ k,N ≥
n) ≤ s) ≤ s. La courbe rose s 7→ P(P(K ≥ k,N ≥ n) ≤ s) est au-dessus de la courbe
s 7→ s. A l'inverse la propriété est vériﬁée pour l'expression P(K ≥ k) : la courbe
noire s 7→ P(P(K ≥ k) ≤ s) est en-dessous de la bissectrice.
Cependant on peut donner une autre majoration du nombre d'événements ε-
signiﬁcatifs avec le nombre de fausses alarmes NTP(K ≥ k,N ≥ n). Dans le cas où
les deux variables K et N sont indépendantes, la majoration du nombre d'événe-
ments ε-signiﬁcatifs est donnée par la proposition suivante. La ﬁgure 4.6 illustre ce
résultat.
Proposition 4.2.1. Soient deux variables X1 et X2 indépendantes. On suppose que
X2 est une variable à densité. On note Fi(t) = P(Xi ≥ t). Alors on a la majoration
suivante
P(F1(X1)F2(X2) ≤ ε) ≤ ε(1− log ε) = h(ε), (4.8)
pour tout ε ∈]0, 1]. De plus si la variable X1 est à densité c'est une égalité.
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variables discrètes
variables à densité
h
Figure 4.6  La fonction majorante h : ε 7→ ε(1− log ε) en bleu. Les courbes vertes
et rouges sont obtenues en simulant des échantillons X1, X2 de deux variables indé-
pendantes de taille N = 10000 puis en évaluant la probabilité P(F1(X1)F2(X2) ≤ ε)
par 1N
∑N
n=1 1F1(Xn1 )F2(X
n
2 )≤ε. Courbe rouge : les variables Xi suivent la binomialeB(10, 0.5) et la fonction h est un majorant strict. Courbe verte : les variables Xi
sont à densité uniforme sur [0, 1], la courbe est presque confondue avec celle de h.
Démonstration. Supposons que X2 est une variable à densité f2. Alors
P(F1(X1)F2(X2) ≤ ε) = EE
(
F1(X1) ≤
ε
F2(X2)
|X2
)
=
∫
P(F1(X1) ≤
ε
F2(x)
)f2(x)dx
≤
∫
min(
ε
F2(x)
, 1)f2(x)dx
≤
∫ F−12 (ε)
−∞
ε
f2(x)
F2(x)
dx+
∫ +∞
F−12 (ε)
f2(x)dx
≤ ε [− logF2(x)]F
−1
2 (ε)−∞ + [−F2(x)]+∞F−12 (ε)
≤ ε(1− log(ε)).
Si de plus X1 est une variable à densité alors la première inégalité ci-dessus est
une égalité et toutes les autres aussi.
La proposition précédente montre qu'avec le troisième nombre de fausses
alarmes, dans le cas de deux variables K et N indépendantes (ce qui n'est pas
le cas pour notre choix de variables), le nombre d'événements ε-signiﬁcatifs dans
une image où les segments suivent le modèle a contrario est inférieur à ε(1− log ε).
La majoration classique par ε n'est pas valable comme le montre la ﬁgure 4.6. Ce-
pendant la majoration donnée par la proposition donne un contrôle sur le nombre
de fausses détections.
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probabilité empirique
s−>s(1−log s)
Figure 4.7  Majoration de P(K ≥ k,N ≥ n) lorsque K et N ne sont pas indé-
pendantes. La variable N a été simulée selon une binomiale de paramètres 1000 et
0.06, et K a été tirée conditionnellement à N selon une binomiale de paramètres N
et 0.33.
Cependant les variables K et N ne sont pas indépendantes, donc la troisième
proposition de nombre de fausses alarmes ne respecte pas les hypothèses de la propo-
sition précédente. On peut vériﬁer cependant par des simulations que la conclusion
est toujours valable (Figure 4.7). On a toujours la majoration par s 7→ s(1− log s),
qui donne un contrôle, certes moins bon, du nombre de fausses détections si on
utilisait le troisième nombre de fausses alarmes.
4.2.4 Comparaison des nombres de fausses alarmes avec ou sans
contexte
Les deux premiers nombres de fausses alarmes proposés ne donnent pas a priori
les mêmes détections. Il est donc intéressant de se demander si on peut hiérarchiser
ces deux nombres de fausses alarmes, et si les événements signiﬁcatifs de l'un le sont
aussi pour l'autre.
On souhaite donc hiérarchiser les nombres de fausses alarmes suivants
NTP(K ≥ k) et NTP(K ≥ k|N = n). (4.9)
Le premier n'inclut aucune information de contexte tandis que le deuxième suppose
connu le nombre de segments dans la couronne. Pour une couronne C (x, r, α), on
note toujours N la variable aléatoire donnant le nombre de segments qu'elle contient
et K celle désignant le nombre de segments de la couronne qui convergent vers le
centre de celle-ci. Dans le premier cas la variable K suit la loi binomiale B(NS , p1)
où NS est le nombre total de segments dans l'image et p1 est la probabilité qu'un
segment de l'image soit dans la couronne et converge vers le centre de celle-ci.
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Dans le deuxième cas, conditionnellement à l'événement N = n, la variable
K ∼ B(n, p2) où p2 est la probabilité qu'un segment de la couronne converge vers
le centre de celle-ci. On a alors la relation liant p1 et p2 : p1 =
(α2−1)r2
R2I
p2.
De plus si les segments sont uniformément répartis dans l'image, et si leur nombre
NS est suﬃsamment grand, on peut considérer que
n
NS
' (α2−1)r2
R2I
.
Pour comparer les nombres de fausses alarmes il s'agit alors de comparer les
queues des binomiales B(n, p2) et B(NS , nNS p2). Or pour les calculer numériquement
on utilise le théorème des grandes déviations, qui donne un équivalent lorsque le
premier paramètre tend vers +∞. Il faut donc comparer
− logP(K ≥ k) ≈ NS
 kNS log knp2 + (1− kNS) log
1− k
NS
1− np2
NS

et
− logP(K ≥ k|N = n) ≈ n
kn log knp2 + (1− kn) log
1− k
n
1− p2
 ,
valables dès que k ≥ np2 ' Np1.
Lemme 4.2.3. La fonction x 7→ (x − k) log x−kx−p avec k ≥ p est décroissante sur
]k,+∞[.
Démonstration. Lorsqu'on dérive par rapport à x on obtient la fonction x 7→
log x−kx−p + 1 − x−kx−p . Le lemme découle de l'inégalité classique log(1 + u) ≤ u,∀u ∈
]− 1,+∞[.
En conséquence pour k ≥ np2, sous réserve que l'approximation nNS '
(α2−1)r2
R2I
soit juste et pour des valeurs de n et NS suﬃsamment grandes, on peut considérer
que :
P(K ≥ k) ≥ P(K ≥ k|N = n). (4.10)
Dans une image où la position des segments est uniforme on aura donc a priori
moins de détections avec le nombre de fausses alarmes sans contexte qu'avec celui
où on inclut une information de contexte.
La ﬁgure 4.8 illustre ce résultat. On y a représenté les deux types de nombres de
fausses alarmes, avec et sans contexte. La première ﬁgure représente les équivalents
donnés par les grandes déviations de logP(K ≥ k|N = n) et de logP(K ≥ k).
On voit que la première courbe (nombre de fausses alarmes avec contexte) est en-
dessous de la seconde (nombre de fausses alarmes sans contexte), ce qui montre que
les détections avec le premier nombre de fausses alarmes seront plus nombreuses
qu'avec le second. Ce résultat se voit également sur la deuxième ﬁgure, représentant
les probabilités (empiriques) P(K ≥ k|N = n) et P(K ≥ k), la première est plus
petite que la seconde, donc une même observation k(x, r, α) dans une couronne
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C (x, r, α) sera plus signiﬁcative avec le nombre de fausses alarmes avec contexte
qu'avec celui sans contexte.
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Figure 4.8  a) On a tracé les équivalents donnés par les grandes déviations de
k 7→ logP(K ≥ k|N = n), lorsque K suit une loi binomiale de paramètres n et
p conditionnellement à N = n (pour le nombre de fausses alarmes avec contexte)
et de k 7→ logP(K ≥ k) lorsque K suit une binomiale de paramètres NS et npNS
(pour le nombre de fausses alarmes sans contexte). Pour obtenir ces graphes les
valeurs deNS , n, p sont respectivement 1000, 50 et 0.33. b) On a tracé les probabilités
k 7→ P(K ≥ k) et k 7→ P(K ≥ k|N = n), évaluées par les fréquences empiriques des
événements K ≥ k et K ≥ k|N = n.
4.2.5 Modèles a contrario
Dans cette section nous explicitons les diﬀérents modèles a contrario qui ont été
utilisés pour les détections de convergences. Les modèles supposent tous les segments
indépendants.
Le modèle uniforme sera spéciﬁé par la densité du triplet (s1, s2, θ) avec θ ∈
]− pi2 , pi2 [ l'angle entre l'axe horizontal et le segment.
En présence d'une convergence globale des segments il est plus simple de se
donner un modèle en spéciﬁant la densité du triplet (s1, s2, ϕ) où ϕ ∈] − pi2 , pi2 [
est l'angle entre la droite (SM) et le segment lorsqu'on suppose une convergence
principale située en M , puis éventuellement de calculer la loi sur l'angle θ.
4.2.5.1 Loi gaussienne sur l'orientation
Lorsque les segments convergent globalement vers un point M il est plus inté-
ressant de considérer pour un segment l'angle ϕM (noté plus simplement ϕ quand il
n'y a pas de risque de confusion avec l'angle ϕ des droites support) entre le segment
et la droite passant par le centre S du segment et le point M . De plus lorsqu'il y a
une convergence globale les valeurs petites de ϕ sont privilégiées. Lorsqu'elle tient
compte d'une convergence globale la densité sur ϕ doit donc avoir la forme d'une
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gaussienne, à la diﬀérence près que le support de ϕ est l'intervalle borné ] − pi2 , pi2 [.
La loi souhaitée peut dépendre d'un paramètre σ > 0 qui caractérise sa dispersion.
Lorsqu'on s'est donné une densité sur ϕ qui remplit ces conditions, on peut obtenir
la densité sur la variable θ.
Nous proposons plusieurs façons de déﬁnir une telle loi. L'inconvénient principal
est que la variable ϕ est à support borné, et ne peut donc pas être modélisée direc-
tement par la loi normale. L'idée que nous avons utilisée est de trouver une fonction
de ϕ bijective de ] − pi2 , pi2 [ dans R, et de modéliser l'image de ϕ par cette fonction
par une variable aléatoire gaussienne. Une première proposition consiste à modéliser
tanϕ par une loi normale, puis à utiliser la relation ϕ = arctan(tanϕ) pour obtenir
l'expression de la densité de ϕ après inversion de celle de la loi normale.
Proposition 4.2.2 (Inversion de tan). La fonction suivante est une densité de
probabilité sur ]− pi2 , pi2 [.
g˜µ,σ2(u) =
1
σ
√
2pi
e−(tanu−µ)2/2σ2
cos2 u
.
De plus si µ = 0 la loi est centrée.
Démonstration. Soit ϕ ∈]pi2 , pi2 [. On pose X = tan(ϕ) et on suppose cette variable
aléatoire gaussienne, de moyenne µ et de variance σ2. Alors ϕ = arctan(X) et on
peut calculer la densité de ϕ : pour toute fonction f mesurable sur ]− pi2 , pi2 [
E(f(ϕ)) = E(f(arctanX)) (4.11)
=
∫
R
f(arctanx)gµ,σ2(x)dx (4.12)
=
∫ pi
2
−pi
2
f(ϕ)gµ,σ2(tanϕ)
dϕ
cos2 ϕ
, (4.13)
où
gµ,σ2(x) =
1√
2piσ
e−(x−µ)
2/2σ2 .
La variable ϕ a donc pour densité
g˜µ,σ2(u) =
1
σ
√
2pi
e−(tanu−µ)2/2σ2
cos2 u
. (4.14)
Le proﬁl de la densité de ϕ varie en fonction des valeurs de σ2 et de µ. Supposons
dans un premier temps que µ = 0. Pour obtenir les variations de la densité de ϕ on
la dérive :
g˜′µ,σ2(u) = g˜µ,σ2(u)
[
2 tanu− tanu− µ
σ2 cos2 u
]
, (4.15)
et en utilisant µ = 0 on a
g˜′0,σ2(u) = g˜0,σ2(u)
tanu
σ2
[
2σ2 − 1
cos2 u
]
. (4.16)
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Figure 4.9  Densité sur l'angle ϕ obtenue par inversion de la densité de tanϕ
supposée gaussienne centrée, de variance σ2.
Ce dernier terme s'annule si et seulement si cosu = 1√
2σ
ce qui est possible unique-
ment si σ > 1√
2
' 0.70.
La Figure 4.9 montre le proﬁl de deux densités obtenues en supposant que tanϕ
suivait la loi normale centrée et de variance σ2 pour deux valeurs de ce paramètre.
Pour des valeurs de σ assez grandes la loi donnée par inversion de tan n'a pas une
densité décroissante sur R+. Pourtant, lorsqu'on veut modéliser une convergence il
est souhaitable que la loi sur ϕ ne présente qu'un seul mode en 0. Les petites valeurs
de ϕ sont plus probables en présence d'une convergence globale des segments. Le
comportement de cette loi pour de "grandes" valeurs de σ est la raison pour laquelle
nous proposons d'autres méthodes de déﬁnition d'une loi "gaussienne" sur l'angle
ϕ.
Proposition 4.2.3 (Inversion de sin). La fonction suivante est une densité de pro-
babilité sur ]− pi2 , pi2 [.
g˜σ(u) =
1
Φ
(
1
σ
)
− Φ
(−1
σ
) 1
σ
√
2pi
e− sin
2 u/2σ2 cosu.
De plus la fonction g˜σ converge simplement vers la fonction u 7→ cosu2 lorsque σ →
+∞.
Démonstration. Le changement de variable ϕ = arcsin(X) est bijectif de ]−1, 1[ sur
]−pi2 ,
pi
2 [.
On suppose que la variable sinϕ a pour densité sur [−1, 1] la fonction x 7→
1
Φ
(
1
σ
)
− Φ
(
− 1
σ
) 1
σ
√
2pi
e−x2/2σ2 (obtenue en restreignant la densité de la loi nor-
male centrée de variance σ2 à l'intervalle [−1, 1]).
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Alors pour toute fonction f mesurable on a
E(f(ϕ)) = E(f(arcsin(X)))
=
∫ 1
−1
f(arcsin(x))
1
Φ
(
1
σ
)
− Φ
(
− 1
σ
) 1
σ
√
2pi
e−x
2/2σ2dx
=
∫ pi/2
−pi/2
f(ϕ)
1
Φ
(
1
σ
)
− Φ
(
− 1
σ
) 1
σ
√
2pi
e− sin
2 ϕ/2σ2 cosϕdϕ,
ce qui donne la densité de ϕ par identiﬁcation.
Lorsque la variance σ2 tend vers +∞ cette densité tend vers la densité limite
u 7→ cosu2 , en eﬀet :
σ
(
Φ( 1σ )− Φ(− 1σ )
)
= σ
∫ 1/σ
−1/σ
1√
2pi
e−u
2/2du
=
∫ 1
−1
1√
2pi
e−u
2/2σ2du
→
σ→+∞
∫ 1
−1
1√
2pi
du =
√
2
pi ,
par le théorème de convergence dominée.
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Figure 4.10  Allure de la densité obtenue par inversion de sin. a) L'approximation
par δ0 est bonne lorsque σ est petit (σ = 1 ou σ = 0.5). b) La loi limite lorsque
σ → +∞ est u 7→ cosu2 .
La ﬁgure 4.10 donne le proﬁl de la loi sur ϕ obtenue par inversion de la loi sur
sinϕ. Le comportement de cette loi pour de petites valeurs de σ est celui souhaité :
76 Chapitre 4. Détection de convergences locales
plus σ est petit plus le support de la loi est restreint autour de 0. Cependant, pour
les grandes valeurs de σ ne convient pas : on ne retrouve pas le modèle uniforme sur
ϕ.
La troisième solution que nous proposons est d'utiliser l'analogue de la loi nor-
male sur le cercle que constitue la loi de Von Mises.
Déﬁnition 4.2.1 (Distribution de Von Mises). La densité de la loi de von Mises
est donnée sur [0, 2pi[ par :
fµ,κ(x) =
eκ cos(x−µ)
2piI0(κ)
, (4.17)
où µ représente la direction modale et κ est un paramètre de concentration et où
I0 est la fonction de Bessel modiﬁée d'ordre 0. De plus cette densité est symétrique
pour µ = pi et si κ = 0 c'est la densité uniforme sur [0, 2pi[.
Proposition 4.2.4 (Distribution de Von Mises sur ]−pi2 ,
pi
2 [ ). La fonction
f˜µ,κ(x) = 2fµ,κ(2x+ pi), (4.18)
est une densité de probabilité pour la variable ϕ sur ]− pi2 , pi2 [. En particulier on a
f˜pi,κ(x) = 2fpi,κ(2x+ pi) =
eκ cos(2x)
piI0(κ)
. (4.19)
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Figure 4.11  a) Allure de la distribution de von Mises pour µ = pi et diﬀérentes
valeurs de κ. b) Densité sur ]−pi2 ,
pi
2 [ de l'angle entre le segment et la direction de
convergence ϕ (noir) et de θ (cyan).
Nous avons introduit deux paramétrages de l'orientation des segments : l'une par
rapport à l'axe horizontal spéciﬁée par la variable θ, et l'autre par rapport à un point
M ﬁxe donnée par la variable ϕ. Ces deux paramétrisations sont représentées Figure
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4.12. La loi sur ϕ induit une loi sur l'orientation θ par rapport à l'axe horizontal
des segments. Le lien entre la loi sur ϕ et celle sur θ est donnée par la proposition
suivante, illustré par la Figure 4.11.
Proposition 4.2.5 (Lien entre θ et ϕ). On a
θ = ϕ+ arctan
(
yM − s2
s1 − xM
)
(mod pi).
De plus si g est la densité de ϕ sur ]−pi2 ,
pi
2 [ alors la densité de θ se déduit par la
formule
g˜(θ) = gpi-per
(
θ − arctan
(
yM − s2
s1 − xM
))
]−pi
2 ,
pi
2
[,
obtenue en faisant le changement de variable θ ← ϕ + arctan
(
yM−s2
s1−xM
)
puis en
périodisant la densité g et en prenant sa restriction à l'intervalle ]−pi2 ,
pi
2 [.
Figure 4.12  Paramétrage de l'orientation d'un segment par rapport à l'horizontale
(θ) ou par rapport à un point M (ϕ).
Dans la suite, pour modéliser une convergence globale des segments vers un point
M nous avons choisi d'utiliser la loi de Von Mises.
4.2.5.2 Positions déterministes, positions uniformes
Tous les modèles a contrario supposent connu le nombre de segments, ainsi que
leur indépendance. Nous les supposons de plus identiquement distribués. Dans la
suite nous explicitons le modèle de bruit en donnant la loi de la position des segments
et la loi de l'orientation θ ou ϕ sachant la position.
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Position s1, s2 Orientation θ
déterministe θ = ϕ + arctan
(
− yM + s2
xM − s1
)
(mod pi) où ϕ ∼ f˜pi,κ
M1
s1, s2 connues θ ∼ U sur ]−pi2 , pi2 [ M2
uniforme
fs1,s2 =
1
piR2
1Ω
θ = ϕ + arctan
(
− yM + s2
xM − s1
)
(mod pi) où ϕ ∼ f˜pi,κ
M3
θ ∼ U sur ]−pi2 , pi2 [ → modèle uniforme M4
Table 4.2  Description de quatre modèles a contrario élémentaires : les positions
sont soit uniformes, soit connues. L'orientation est soit uniforme indépendante de
(s1, s2), soit construite à partir d'une variable "gaussienne" ϕ indépendante de la
position (s1, s2). Pour les modèles M1 et M3 la variable ϕ est de densité la loi
de Von Mises. Dans ce cas la loi de θ se retrouve à partir de f˜pi,κ et θ n'est pas
indépendante de (s1, s2).
Nous avons distingué deux familles de modèles : ceux qui supposent les positions
des segments uniformément distribuées dans le disque image et ceux qui supposent
les positions des segments connues. Supposer que les positions des segments sont
uniformément distribuées c'est choisir la loi la plus aléatoire possible, c'est intro-
duire le moins d'information dans le modèle a contrario. L'extrême inverse c'est de
considérer les positions déterministes : l'aléa ne porte que sur l'orientation de chaque
segment de l'image.
Les premiers se décrivent par la densité sur le triplet (s1, s2, θ)
f(s1, s2, θ) = 1{s12+s22≤R2I}g(θ|s1, s2), (4.20)
où la fonction g est une densité de probabilité sur θ soit uniforme, soit décrivant
une convergence globale vers un point M .
Pour les seconds, seule la loi de θ sachant la position est à spéciﬁer. Quand le
modèle a contrario suppose les positions déterministes, les positions (sn1 , s
n
2 )n sont
des données ﬁxes. Seules les orientations des segments sont aléatoires, indépendantes
et distribuées selon une densité g, qui peut être la loi uniforme ou une densité dérivée
d'une loi de Von Mises par rapport à un point M . Sous ce type de modèle de bruit
le nombre N(x, r, α) de segments dans la couronne C (x, r, α) est connu.
Le tableau 4.2 résume les diﬀérents modèles expérimentés dans la suite de ce
manuscrit.
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4.2.5.3 Modèle de mélange sur les segments
Comme nous l'avons fait au Chapitre 3 on peut déﬁnir des modèles de mélanges,
à partir des modèles évoqués précédemment pour tenir compte du fait qu'une partie
des segments est naturellement convergente vers un point M . On se donne donc
un point M et on considère la variable ϕ donnant l'orientation des segments par
rapport au point M . Nous déﬁnissons le modèle de mélange sur ϕ suivant :
fp,κ(ϕ) = (1− p)
1
pi
+ p
eκ cos(2ϕ)
piI0(κ)
. (4.21)
Ce modèle est paramétrique : il comprend un terme uniforme de poids (1 − p)
et un terme dérivé de la loi Von Mises de poids p et de paramètre κ.
Pour achever de spéciﬁer un modèle a contrario de type mélange, il suﬃt de le
compléter par la loi suivie par les positions des segments. Elles peuvent être uni-
formes ou connues. Quand on se donne une loi de type (4.21) sur l'orientation de
segments indépendants on décrit une image dans laquelle il y aurait une conver-
gence globale des segments vers le point M , ainsi que d'autres segments répartis
uniformément et d'orientation quelconque vis-à-vis du point M .
4.2.5.4 Probabilité de converger vers le centre d'une couronne
Le calcul du nombre de fausses alarmes dans chacun des modèles M1,
M2,M3,M4 fait intervenir la probabilité qu'un segment converge vers le centre
d'une couronne. Nous explicitons ici cette probabilité pour chacun de ces modèles.
Positions déterministes On considère une couronne C (x, r, α) et un segment S
centré en (s1, s2) connue et d'orientation θ aléatoire distribuée selon une densité g
(qui est soit uniforme, soit de type "gaussienne").
La probabilité p(x, r, s1, s2) que ce segment converge vers le centre B(x, r) de la
couronne est la probabilité que θ vériﬁe (Figure 4.13) :
|θ − arctan s2 − x2
x1 − s1| ≤ arcsin
r
‖sx‖ (mod pi). (4.22)
On note ISX l'intervalle des valeurs de θ qui réalisent cette condition. On a donc
p(x, r, s1, s2) =
∫
ISX
g(θ)dθ. (4.23)
Dans le cas du modèle M2 où l'orientation est uniforme cette probabilité s'ex-
prime facilement
p(x, r, s1, s2) =
2
pi
arcsin
r
‖sx‖, (4.24)
où s est le centre du segment et ‖sx‖ est la distance entre s et le centre x de la
couronne.
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Figure 4.13  Paramétrage de l'orientation d'un segment pour déterminer s'il in-
tersecte un disque B(x, r).
Si la densité de θ n'est pas la loi uniforme (par exemple si on a spéciﬁé l'orien-
tation par une loi de Von Mises sur ϕ par rapport à un point M) ce calcul n'est pas
simpliﬁable.
Pour les expériences cette probabilité a simplement été évaluée par une somme
de Riemann.
Positions uniformes On considère une couronne C (x, r, α). Pour les modèles
M3, M4 la probabilité intervenant dans le nombre de fausses alarmes est la proba-
bilité qu'un segment de la couronne converge vers le centre du disque de centre x et
de rayon r noté B(x, r). Sous ces modèles on considère les positions des segments
inconnues (uniformes sur le domaine de l'image) et la probabilité qu'un segment de
la couronne converge vers le centre de celle-ci s'exprime de manière analogue à la
probabilité qu'une droite de l'image intersecte la région V (cf Chapitre 3) : c'est le
quotient de la mesure des segments dans la couronne et orientés vers son centre, par
la mesure des segments qui sont dans la couronne.
p
f
(x, r, α) =
µ
f
(S ∈ C (x, r, α) et S converge vers B(x, r))
µ
f
(S ∈ C (x, r, α))
. (4.25)
Dans le cas du modèle uniforme M4 la probabilité p
1
(x, r, α) se calcule explici-
tement et vaut
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p1(x, r, α) =
2
pi
1
α2 − 1
[
α2 arcsin
(
1
α
)
+
√
α2 − 1− pi
2
]
. (4.26)
Elle ne dépend pas de la position de la couronne car le modèle uniforme est invariant
par translation, ni de r par homogénéité.
Démonstration. Par déﬁnition la probabilité qu'un segment de la couronne
C (x, r, α) converge vers son centre B(x, r) s'écrit
p1(x, r, α) =
µ1(C (x, r, α) ∩ CV (x, r))
µ1(C (x, r, α))
, (4.27)
où on a noté CV (x, r) l'ensemble des triplets (s1, s2, θ) qui convergent vers
B(x, r).
µ1(C (x, r, α)) =
∫ ∫
C (x,r,α)
1
piR2I
ds1ds2 =
(α2 − 1)r2
R2I
. (4.28)
Quant au numérateur
µ1(C (x, r, α) ∩ CV (x, r)) =
∫ ∫
C (x,r,α)
∫ arcsin(r/‖sx‖)
− arcsin(r/‖sx‖)
1
pi
dθ
1
piR2I
ds1ds2
=
∫ αr
ρ=r
∫ 2pi
ϕ=0
1
piR2I
2
pi
arcsin
(
r
ρ
)
ρdρdϕ
=
∫ αr
ρ=r
4
piR2I
ρ arcsin
(
r
ρ
)
dρ
=
2α2r2
piR2I
arcsin
(
1
α
)
+
2αr2
piR2I
√
1− 1
α2
=
2
pi
1
α2 − 1
[
α2 arcsin
(
1
α
)
+
√
α2 − 1− pi
2
]
.
On peut aussi calculer la probabilité qu'un segment de l'image soit dans la cou-
ronne C (x, r, α) et converge vers le centre B(x, r). Dans ce cas seul le dénominateur
de (4.25) est à changer et à remplacer par µ1(S ∩ Ω) = 1. C'est cette probabilité à
laquelle le nombre de fausses alarmes sans contexte fait appel.
Dans le cas du modèleM3, la probabilité qu'un segment de la couronne converge
vers le centre de celle-ci ne peut pas se calculer explicitement. La formule (4.25) a
donc été évaluée numériquement en évaluant son numérateur par une somme de
Riemann.
4.2.6 Calcul théorique et numérique du nombre de fausses alarmes
Nous considérons la forme du nombre de fausses alarmes incluant l'information
contextuelle N(x, r, α) : NFA(x, r, α) = NTP(K ≥ K(x, r, α)|N = N(x, r, α)). Nous
allons expliciter cette expression dans le cas des quatre modèles M1, M2, M3 et
M4.
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4.2.6.1 Loi binomiale, équivalent grandes déviations, inégalité de Hoeﬀ-
ding
Lorsque le modèle a contrario suppose les positions uniformes et les seg-
ments indépendants, le nombre K(x, r, α) des segments d'une couronne qui
convergent vers son centre suit conditionnellement à N(x, r, α) une loi binomiale
B(N(x, r, α), pf (x, r, α)). Le paramètre pf (x, r, α) est la probabilité qu'un segment
de la couronne converge vers le centre sous le modèle de bruit spéciﬁé par la densité
f du triplet (s1, s2, θ).
Le nombre de fausses alarmes s'écrit alors
NFA(x, r, α) = NTB(N(x, r, α),K(x, r, α), pf (x, r, α)), (4.29)
où B(n, k, p) = ∑nj=k (nj)pj(1− p)n−j est la queue de la binomiale. Le calcul nu-
mérique de cette expression, lorsque N(x, r, α) est grand et pf (x, r, α) est petit est
instable. On remplace donc cette expression par son équivalent des grandes dévia-
tions (on calcule plutôt log NFA(x, r, α)).
Le nombre de fausses alarmes sous les modèles M3, M4 prend donc la forme
log NFA ' logNT −N
KN log
(
K
Npf
)
+ (1− K
N
) log
1−
K
N
1− pf

 , (4.30)
où on a omis de rappeler la dépendance des variables N,K et pf en fonction de
x, r, α pour alléger les notations.
4.2.6.2 Loi Poisson binomiale, inégalité de Hoeﬀding
Dans le cas des modèles M1 et M2 les segments Si, i = 1 . . . N , d'une même
couronne C (x, r, α) ont des probabilités pi, i = 1 . . . N , de converger vers le centre
B(x, r) distinctes a priori (dans le cas uniforme elles sont égales pour deux segments
équidistants du centre).
Le nombre K des segments qui convergent parmi les N ne suit donc pas une loi
binomiale dans le cas général mais plutôt une loi Poisson binomiale de paramètres
pi, i = 1, . . . , N .
La densité de probabilité (discrète) s'écrit
P(K = k) =
∑
A⊂[[1,N ]],|A|=k
∏
i∈A
pi
∏
i∈Ac
(1− pi). (4.31)
Le calcul d'une telle loi est numériquement instable pour un grand nombre N
ou des petits pi. On utilise donc plutôt la majoration suivante [16].
Théorème 4.2.2 (Inégalité de Hoeﬀding). Soient X1, . . . , Xn des variables indé-
pendantes de Bernoulli avec les paramètres p1, . . . , pn. On déﬁnit Sn =
∑n
i=1Xi et
p = 1n
∑n
i=1 pi.
logP(Sn ≥ k) ≤ −n
[
k
n
log
k
np
+ (1− k
n
) log
1− k/n
1− p
]
. (4.32)
4.3. Expériences 83
Démonstration. Cette démonstration ﬁgure dans [16] p.58 sous la forme d'un pro-
blème.
Puisque le nombre de fausses alarmes est remplacé par un majorant, le nombre
d'événements ε-signiﬁcatifs reste en moyenne inférieur à ε dans une image où les
segments vériﬁeraient l'hypothèse a contrario.
4.3 Expériences
4.3.1 Exemples synthétiques
Les quatre modèles a contrario précédemment déﬁnis dans le tableau 4.2 ont été
testés sur des exemples synthétiques représentant des situations types. Elles sont
expliquées dans le tableau suivant.
Situation 1 Situation 2 Situation 3
130 140 150 160 170 180
50
60
70
80
90
100
180 190 200 210 220 230
80
90
100
110
120
130
60 70 80 90 100 110
30
40
50
60
70
80
Couronne sans segments N  1, K = 0 N  1, K  1
Situation 4 Situation 5 Situation 6
60 70 80 90 100 110
180
190
200
210
220
230
100 110 120 130 140 150
80
90
100
110
120
130
160 170 180 190 200 210
110
120
130
140
150
160
K  1 K  1 K  1
Segments // Segments // direction M Segments // direction 6= M
Figure 4.14  Situations théoriques : vide localisé, présence d'une couronne avec une
surdensité de segments, convergeant vers son centre ou non, surdensité de segments
parallèles en présence ou non d'une convergence globale, alignés ou non vers le point
de convergence globale.
Les deux premières situations ne renvoient aucun événement signiﬁcatif contre
chacun des quatre modèles, ce à quoi on s'attendait. En revanche les quatre autres
renvoient des résultats diﬀérents selon le modèle a contrario choisi.
La méthode de détection des convergences locales a été testée sur des ensembles
synthétisés de segments. Tous les ensembles de segments comportent NS = 100
segments et les segments sont simulés dans une image circulaire de rayon RI = 64
selon la loi uniforme. Localement on a rajouté quelques segments pour représenter
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les situations types à examiner. Ainsi la Figure 4.15 représente une surdensité locale
de segments parallèles, sur la Figure 4.16 est représentée une surdensité locale de
segments qui ne convergent pas nécessairement vers la même couronne, enﬁn Figure
4.17 on a rajouté aux segments uniformément distribués une surdensité de segments
convergeant vers le même point. Le rayon de test est r = 4 et le paramètre α vaut
4.
Le nombre de fausses alarmes utilisé est le nombre de fausses alarmes avec
contexte NTP(K ≥ K(x, r, α)|N = N(x, r, α)).
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Figure 4.15  Détections contre les modèles a contrario M2 et M4 d'un même en-
semble de segments uniformément distribués avec une surdensité locale de segments
parallèles (a)). Seuls les modèles supposant l'orientation uniforme ont été testés. b)
M2 c)M4 La surdensité locale de segments parallèles est signiﬁcative pour ces deux
modèles de bruit.
Dans la Figure 4.15 on voit que la surdensité locale de segments parallèles appa-
raît signiﬁcative contre les deux modèles a contrario M2 et M4. L'explication est
que, compte tenu de la valeur locale de N(x, r, α) la valeur de K(x, r, α) est beau-
coup trop grande selon le modèle uniforme. En eﬀet tous les segments ou presque
convergent vers le centre de la couronne, alors que si l'orientation avait été uniforme
la proportion de segments convergeant vers le centre aurait plutôt été de l'ordre de
N(x, r, α)p(x, r, α).
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Figure 4.16  Détections contre les modèles a contrario M2 et M4 d'un même
ensemble de segments uniformément distribués avec une surdensité de segments
qui convergent ou non vers le centre de la couronne. La surdensité de segments
n'apparaît pas signiﬁcative. La valeur de K(x, r, α) au voisinage de la couronne
est trop faible, même si N(x, r, α) est grande. Pour le nombre de fausses alarmes
NTP(K ≥ K(x, r, α)|N = N(x, r, α)) cette couronne n'est pas signiﬁcative.
Dans l'exemple Figure 4.16 on est en présence d'une surdensité de segments dont
une partie convergente vers un même centre. Or il n'y a aucune détection signiﬁcative
contre les deux modèles uniformes testés. C'est une limite de l'utilisation du nombre
de fausses alarmes avec contexte. Selon ce NFA la couronne n'est pas signiﬁcative,
elle contient beaucoup de segments, mais il n'y en a pas suﬃsamment parmi eux qui
sont convergents. Visiblement cette localité dans l'image est remarquable, mais elle
ne sera pas signicative avec ce nombre de fausses alarmes.
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Figure 4.17  Détections contre les modèles a contrario M2 et M4 d'un même
ensemble de segments uniformément distribués avec localement une surdensité de
segments qui convergent vers le centre de la couronne. La couronne est signiﬁcative,
on a − log NFA = − logP(K ≥ K(x, r, α)|N = N(x, r, α)) > 0 contre les deux
modèles testés, la valeur de K(x, r, α) est suﬃsamment grande localement pour que
cela soit détecté.
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Inversement Figure 4.17, la convergence locale qui a été rajoutée artiﬁciellement
est bien détectée. Cette fois il y a une grande proportion (' 1) des segments de la
couronne qui converge vers son centre. C'est une contradiction au modèle uniforme,
et c'est donc signiﬁcatif.
Dans les exemples suivants on a simulé des convergences globales soit en simulant
des droites selon une loi gaussienne puis en simulant des segments sur ces droites
(Figure 4.18), soit en simulant les positions des segments uniformément dans l'image
et en simulant une loi de Von Mises sur l'angle ϕ(M) indépendante de la position
(Figures 4.19, 4.20).
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Figure 4.18  Echantillon gaussien en direction du point M(36, 36) avec une sur-
densité de segments parallèles alignés dans la direction du point M . La surdensité
n'est pas signiﬁcative contre les modèles gaussiens. La convergence globale est signi-
ﬁcative contre les modèles uniformes.
Dans la ﬁgure 4.18, la convergence globale est détectée contre les modèles "uni-
formes". Contre les modèles "gaussiens" elle ne l'est pas, même si elle reste l'évé-
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nement le plus signiﬁcatif de l'image, c'est-à-dire de nombre de fausses alarmes
minimal. Une explication à cela, est que la loi utilisée pour la simulation des seg-
ments est assez diﬀérente de la loi a contrario. En eﬀet pour simuler les segments, on
a d'abord simulé leurs droites support avec une loi normale déﬁnie Chapitre 3 de pa-
ramètre σ = 1, puis on a tiré le segment uniformément sur l'intersection de sa droite
support avec le domaine de l'image. Le paramètre de la loi de tirage des droites
support est suﬃsamment petit pour que la convergence des droites soit très précise.
Cela explique la surdensité locale de segments au point de convergence. En revanche
l'hypothèse a contrario supposait l'orientation des segments distribuée selon une loi
de Von Mises de paramètre κ = 10, qui n'explique pas que les convergences des
segments vers le point M(36, 36) soient si précises. Concernant la surdensité locale
de segments parallèles : ils sont alignés dans la direction du point de convergence
globale. Cela explique que cette surdensité locale ne soit pas signiﬁcative lorsqu'on
teste cette distribution de segments contre le modèle gaussien. Il faut cependant
remarquer que − log NFA à cet endroit croît lorsqu'on passe du modèle M1 au mo-
dèle M3. La surdensité locale est donc "plus signiﬁcative" contre le modèle M3 qui
suppose les positions uniformes, et on peut voir eﬀectivement que la répartition des
segments à cet endroit n'est pas uniforme.
Dans les exemples 4.19 et 4.20 les segments ont été simulés avec une loi uniforme
sur leur position et une loi de Von Mises sur leur orientation ϕ par rapport à un
point M avec un paramètre κ = 10.
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Figure 4.19  Echantillon gaussien en direction du point M(36, 36) avec une sur-
densité de segments parallèles non alignés dans la direction de convergence globale.
Le point de convergence globale est signiﬁcatif contre les modèles où l'orientation
est uniforme, mais n'est pas détecté lorsqu'on teste contre les modèles gaussiens. La
surdensité de segments parallèles est plus signiﬁcative contre les modèles gaussiens.
Dans la ﬁgure 4.19, on a simulé des segments en tirant leur position uniformément
dans le domaine de l'image, et en tirant leur orientation ϕ(M), le pointM étant ﬁxé,
indépendamment de leur position selon une loi de Von Mises, de paramètre κ = 10.
Cela résulte en une convergence globale des segments. On a ensuite ajouté une
surdensité de segments parallèles, de sorte qu'ils ne convergent pas vers le point M .
Cette surdensité apparaît signiﬁcative contre les quatre modèles de bruit testés. La
convergence globale n'est signiﬁcative que pour les modèles supposant l'orientation
des segments uniforme.
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Figure 4.20  Echantillon gaussien en direction du point M(36, 36) avec une sur-
densité de segments parallèles alignés dans la direction de convergence globale. Le
point de convergence globale est signiﬁcatif contre les modèlesM2, M4 où l'orienta-
tion est supposée uniforme. La surdensité locale de segments n'est pas signiﬁcative
contre le modèle gaussien M1 alors qu'elle l'était dans l'exemple précédent. Elle
reste signiﬁcative contre le modèle M3 qui suppose les positions uniformes. Cette
surdensité de segments convergeant vers le même point est donc anormale contre
tout modèle supposant les positions uniformes.
De même, Figure 4.20, la convergence globale est signiﬁcative contre les modèles
M2 et M4 et ne l'est pas contre les modèles gaussiens. Pour la surdensité locale,
constituée de segments parallèles à peu près alignés vers le point de convergence glo-
bale, les résultats sont diﬀérents. On remarque en eﬀet que ce n'est plus signiﬁcatif
contre le modèle M1, mais que ça l'est toujours contre le modèle M3. La raison
en est que cette surdensité locale constitue un écart sensible au modèle "positions
uniformes-orientations gaussiennes" car les segments sont trop nombreux, mais ne
constitue pas un écart au modèle de bruit "positions déterministes-orientations gaus-
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siennes". En eﬀet à cet endroit les segments étant dirigés vers le point de convergence
globale leur orientation vériﬁe le modèle de bruit gaussien.
4.3.2 Estimation d'un modèle de mélange
Aﬁn de mieux détecter les convergences locales dans les mammographies nous
avons mis en place un cadre a contrario anisotrope qui tient compte d'une orientation
privilégiée des structures linéaires.
Le modèle de mélange auquel nous nous intéressons porte sur l'orientation des
segments uniquement. Il comprend deux termes, l'un uniforme de poids (1 − p) et
l'autre "gaussien" de poids p. Le terme gaussien est modélisé par une loi de Von
Mises, ramenée à l'intervalle ]−pi2 ,
pi
2 [ et centrée, de paramètre κ.
Ainsi, un point M étant donné, la loi de l'angle ϕ des segments par rapport à
ce point M est donnée par la densité
fp,κ(ϕ) = (1− p)
1
pi
+ p
eκ cos(2ϕ)
piI0(κ)
, (4.33)
déﬁnie sur l'intervalle ]−pi2 ,
pi
2 [.
Les positions des segments sont quant à elles supposées uniformes dans le disque
image.
Le but recherché est l'estimation du modèle de type (4.21) le plus proche de la
répartition empirique des segments dans une image. Dans l'exemple des mammogra-
phies, il s'agit d'estimer le modèle de mélange pour lequel la convergence normale
des spicules ne serait plus signiﬁcative. La démarche est similaire à celle expliquée
dans le chapitre 3. Il s'agit à la fois d'estimer le point de convergence globale M
ainsi que les autres paramètres déﬁnissant le mélange p et κ.
L'estimation du point de convergence globale peut se faire par minimisation
du nombre de fausses alarmes dans le cas du modèle uniforme sur les droites, en
reprenant l'idée énoncée Chapitre 3.
Cependant une autre méthode est proposée. Elle est basée sur une autre ca-
ractérisation du point de convergence globale et reprend l'idée de la minimisation
de
∑N
n=1 d(x, , Di)
2. On minimise cette fois-ci la fonctionnelle
∑N
i=1 sin
2 ϕi(M) où
ϕi(M) est l'angle entre le segment Si par rapport au point M . Ce critère sera déve-
loppé plus en détail dans le Chapitre 5.
Cela donne une plus grande tolérance vis-à-vis des segments éloignés du point
de convergence globale qu'avec le précédent critère. De plus, le fait que sin est borné
limite l'inﬂuence des outliers et rend cette méthode attractive.
Les paramètres p et κ sont quant à eux estimés en maximisant la log-
vraisemblance sur les données ϕi(M), ∀i ∈ 1, . . . N .
LL (ϕ1, . . . , ϕN ;M,p, κ) =
N∑
i=1
log
(
(1− p) 1
pi
+ p
eκ cos(2ϕi)
piI0(κ)
)
. (4.34)
L'algorithme suivant résume la procédure d'estimation du modèle de mélange
paramétrique sur l'orientation des segments.
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Algorithm 3 Estimation d'un modèle de mélange paramétrique sur les segments
Entrée: (sn1 , s
n
2 , θ
n)n=1,...N
Sortie: M, pˆ, κˆ
Calcul de NFA1(region) ∀ region
region∗ ← argminregion NFA1(region)
M ← centre(region∗)
Variante : V (M)←∑Nn=1 sin2 ϕi(M),∀M ∈ Ω
M ← argminM V (M)
LL (ϕ1(M), . . . , ϕN (M);M,p, κ) =
∑N
i=1 log
(
(1− p) 1
pi
+ p
eκ cos(2ϕi)
piI0(κ)
)
(pˆ, κˆ) = argmaxp,κLL (ϕ1(M), ...ϕN (M); p, κ)
4.3.3 Expériences sur des mammographies
Les exemples qui suivent illustrent la procédure complète : estimation du point de
convergence globale (déﬁni comme le centre de la région la plus signiﬁcative contre le
modèle uniforme sur les droites, ou comme le point minimisant
∑N
n=1 sin
2 ϕn(M)),
estimation des paramètres du mélange p et κ, détection locale multi-échelles contre
le modèle estimé sur des couronnes de rayon intérieur r = 2, 4, 6 et de rapport
α = 2, 4, 6.
Dans l'exemple de la mammographie 4.21 les deux points de convergence estimés
sont relativement proches. On voit cependant à l'examen des histogrammes que le
point sélectionné par minimisation de la somme des sin2 ϕn(M) est un meilleur
candidat pour l'estimation d'un modèle de mélange de type (4.21). En eﬀet le mode
de l'histogramme est bien centré sur celui-ci alors que ça n'est pas vraiment le cas
avec la première estimation du point M . La densité superposée n'est d'ailleurs pas
adaptée au mode de l'histogramme. Néanmoins les deux modèles estimés donnent à
peu près les mêmes détections signiﬁcatives. Celles-ci sont très localisées, elles sont
plus fortes quand on suppose les positions des segments déterministes (− log NFA
est plus élevé).
La mammographie 4.22 est un exemple où la modélisation de la convergence
globale par un terme de Von Mises n'est pas concluante. En eﬀet pour chacune des
deux estimations du point M l'histogramme des angles ϕn(M) n'a pas de mode
centré en 0. Cela se voit sur l'ensemble des segments, il y en a beaucoup sur le bord
du sein, ce qui rend la convergence imprécise. C'est pour cela qu'on détecte encore
des événements signiﬁcatifs dans cette zone. Dans l'intérieur du sein les événements
signiﬁcatifs correspondent à des surdensités (relatives) des segments, c'est pour cela
qu'on ne les détecte pas contre le modèle où les positions sont déterministes.
Dans l'exemple 4.23 le point le plus signiﬁcatif contre le modèle uniforme sur les
droites est à l'extérieur du domaine de l'image. Les deux points détectés induisent
des histogrammes présentant chacun un mode centré en 0 qui est bien approché par
la densité de type (4.21) estimée. Les détections contre le modèle estimé supposant
les positions uniformes sont à peu près identiques. Concernant le modèle où les
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Figure 4.21  a) l'image originale et ses 2105 segments. Les deux points M sé-
lectionnés (minimisation du NFA en rouge, minimisation de
∑N
n=1 sin
2 ϕn(M) en
bleu), les cercles ont un rayon 100p où p est le poids estimé par maximisation de la
log-vraisemblance. b) et c) les histogrammes des angles ϕM pour les deux points M
choisis ainsi que la densité estimée à partir de ces deux pointsM (b) point le plus si-
gniﬁcatif c) point minimisant
∑N
n=1 sin
2 ϕn(M)). On voit clairement des modes, sur
le deuxième histogramme celui-ci est centré, donc cet histogramme est plus proche
du modèle de mélange. d), e), f), g) − log NFA par rapport au modèle estimé (d) et
e) positions uniformes, f) et g) positions déterministes).
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Figure 4.22  a) l'image originale et ses 1328 segments. Les deux points M sé-
lectionnés (minimisation du NFA en rouge, minimisation de
∑N
n=1 sin
2 ϕn(M) en
bleu), les cercles ont un rayon 100p où p est le poids estimé par maximisation de la
log-vraisemblance. b) et c) les histogrammes des angles ϕM pour les deux points M
choisis ainsi que la densité estimée à partir de ces deux pointsM(b ) point le plus si-
gniﬁcatif c) point minimisant
∑N
n=1 sin
2 ϕn(M)). d), e), f), g) − log NFA par rapport
au modèle estimé (d) et e) positions uniformes, f) et g) positions déterministes).
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Figure 4.23  a) l'image originale et ses 1855 segments. Le pointM sélectionné par
minimisation de
∑N
n=1 sin
2 ϕn(M), le point M le plus signiﬁcatif est à l'extérieur
de l'image, les cercles ont un rayon 100p où p est le poids estimé par maximisation
de la log-vraisemblance. b) et c) les histogrammes des angles ϕM pour les deux
pointsM choisis (b ) point le plus signiﬁcatif c) point minimisant
∑N
n=1 sin
2 ϕn(M)).
On a également tracé la densité estimée à partir de ces deux points. d), e), f), g)
− log NFA par rapport au modèle estimé (d) et e) positions uniformes, f) et g)
positions déterministes).
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positions sont déterministes ce dernier exemple montre qu'il n'est pas très adapté à
ce que l'on souhaite détecter. Il est conçu pour réagir aux conﬁgurations parfaitement
radiales des segments, tandis que lorsqu'on choisit les positions uniformes on peut
aussi détecter les couronnes où les segments ne sont pas uniformément répartis. En
pratique la variabilité de forme des lésions stellaires (le centre n'est pas exactement
rond, de même que sa périphérie) rend délicate leur détection contre les modèles
supposant les positions déterministes.
4.3.4 Expériences sur des images naturelles
L'image de l'exemple 4.24 présente un point de fuite central, et de nombreux
segments verticaux et horizontaux. Lorsqu'on cherche les convergences globales dans
le plan de l'image, on détecte pour la plus petite échelle le point de fuite central.
Cependant, il existe d'autres points de convergence plus signiﬁcatifs pour les autres
échelles de test. Le point de convergence sélectionné n'est donc pas le point de
fuite central mais un point situé au croisement de plusieurs faisceaux de droites
concourantes. On voit que l'approximation par le modèle de mélange est mauvaise :
la densité de type (4.21) choisie n'est pas adaptée à l'histogramme des orientations
ϕn(M). Le poids du terme de convergence est p = 0.08, son paramètre κ = 6.3, ce
qui lui donne peu d'inﬂuence ﬁnalement. Cette image naturelle ne se décrit pas bien
par la forme de mélange proposée.
Dans l'exemple 4.25 on peut voir des convergences locales mais distinguer une
convergence globale est diﬃcile. Les convergences globales détectées sont surtout
dues à des surdensités de segments. Le modèle paramétrique estimé n'est pas très
pertinent, les valeurs des paramètres trouvées sont 0.94, qui laisse penser que le
terme de convergence prédomine, et κ = 0.2 qui le rend en réalité très proche
du terme uniforme. D'ailleurs, cela se voit sur l'histogramme, la densité estimée
(représentée en rouge) est très aplatie, donc proche de la loi uniforme sur ϕ. Il y a
une convergence locale qui est signiﬁcative dans le cas uniforme et gaussien.
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Figure 4.24  Image naturelle avec N = 986 segments, de rayon RI = 147. On
peut distinguer trois convergences globales des droites de l'image : dans la direction
verticale, dans la direction horizontale et vers le point de fuite central. Cependant
le point le plus signiﬁcatif contre le modèle uniforme sur les droites (testé pour les
échelles r = 4, 8, 12) a pour coordonnées (83,−59) et se trouve au croisement de
plusieurs faisceaux de droites, ce n'est pas une vraie convergence globale (au sens
des points de fuite). Deuxième ligne : − log NFA1 pour le modèle uniforme sur les
droites, pour chaque échelle de test r. Pour la plus petite échelle le point de fuite
central est le plus signiﬁcatif. Troisième ligne : les convergences locales contre les
modèlesM2 etM4. Dernière ligne l'histogramme de l'orientation ϕ(M) par rapport
au point M , et l'image de − log NFA contre M1 et M3.
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Figure 4.25  Exemple d'une image naturelle. Première ligne : il y a 873 segments
et le rayon du domaine de l'image est 116. Deuxième ligne : contre le modèle uni-
forme sur les droites de l'image (testé pour les échelles r = 4, 8, 12) le point M de
coordonnées (14, 40) est le plus signiﬁcatif. Troisième ligne : contre les modèles M2
et M4 il y a quelques convergences locales, notamment autour de la tête du zèbre.
Quatrième ligne : l'histogramme de l'orientation des segments par rapport au point
M . Il n'y a pas de mode discernable, d'ailleurs la densité fp,κ estimée est proche de
la loi uniforme, elle a pour paramètres p = 0.94 et κ = 0.2, les images − log NFA
contre les modèles M1 et M3.
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Un autre nombre de fausses
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Nous revoyons ici le cadre a contrario pour la détection des convergences locales
et globales en déﬁnissant un nouveau nombre de fausses alarmes. Le critère que nous
utilisons pour détecter une éventuelle convergence en M porte sur l'orientation des
structures linéaires par rapport au pointM . Si ce point est un point de convergence,
alors en notant ϕi(M) les angles des segments par rapport au point M , on doit
observer de petites valeurs de sin2 ϕi(M). Une façon de le vériﬁer est de déﬁnir en
tout point M un nombre de fausses alarmes à partir de ces variables.
5.1 Nombre de fausses alarmes
Déﬁnition 5.1.1. En tout point M d'une image on calcule v(M) :=
1
N
∑N
i=1 sin
2 ϕi(M) où ϕi(M) ∈ [−pi2 , pi2 [ est l'angle entre le segment (si1, si2, θi) et la
droite (SiM) déﬁni par
ϕi(M) = θi − arctan yM−s
i
2
si1−xM
(mod pi).
On associe alors le nombre
NFAsinf (M) = NTPf (V (M) ≤ v(M)), (5.1)
où V (M) est la variable aléatoire (dépendante du point M a priori)
V (M) =
1
N
∑N
i=1 sin
2 ϕ˜i(M) où les ϕ˜i(M) sont des variables aléatoires indépen-
dantes suivant le modèle a contrario déterminé par la densité f sur les segments.
Ce nombre de fausses alarmes vériﬁe bien la propriété de majoration du nombre
d'événements ε-signiﬁcatifs.
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La somme v(M) porte sur tous les segments de l'image, de cette façon on détecte
les convergences globales. Si on souhaite détecter les convergences locales on modiﬁe
l'expression du nombre de fausses alarmes selon la déﬁnition suivante.
Déﬁnition 5.1.2 (Critère local). Pour tout point M on note VM un voisinage de
M et on lui associe la somme
vloc(M) =
1
NM
∑
i∈{1,...N},Si∈VM
sin2 ϕi(M), (5.2)
où NM =
∑N
i=1 1{Si∈V (M)} est le nombre de segments dans le voisinage VM de M .
Le nombre de fausses alarmes local de M est alors déﬁni par :
NFAsinloc,f (M) = NTPf (V (M) ≤ vloc(M)), (5.3)
où on a déﬁni la variable aléatoire V (M) =
1
NM
∑NM
i=1 sin
2 ϕ˜i(M) déﬁnie à partir
des variables ϕ˜i(M) indépendantes et identiquement distribuées selon le modèle a
contrario f .
5.1.1 Calcul numérique du nombre de fausses alarmes sous le mo-
dèle uniforme
Proposition 5.1.1. On suppose que les N segments (si1, s
i
2, θ
i) d'une image sont
indépendants et suivent la loi uniforme. Alors en tout pointM les variables ϕi(M) =
θi−arctan
yM − si2
si1 − xM
(mod pi) suivent la loi uniforme sur [−pi2 , pi2 [ conditionnellement
à (si1, s
i
2). De plus on a
E1(sin2 ϕi(M)) =
1
2
, (5.4)
et
Var1(sin
2 ϕi(M)) =
1
8
. (5.5)
Démonstration. Soit θ une variable uniforme sur l'intervalle [−pi2 , pi2 [ et (s1, s2) ∼ UΩ.
Soit M un point de Ω et ϕ = θ − arctan s2 − yM
xM − s1 (mod pi) la variable désignant
l'angle entre le segment (s1, s2, θ) et la droite (MS).
Conditionnellement au couple (s1, s2) la variable ϕ suit la loi uniforme. La densité
de ϕ est alors la fonction déﬁnie sur [−pi2 , pi2 [
f(ϕ) =
∫
s1,s2
f(ϕ|s1, s2)f(s1, s2)ds1ds2
=
∫
s1,s2
1
pi
1
piR2I
ds1ds2
=
1
pi
.
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Donc sous le modèle uniforme ϕ est uniforme. On en déduit l'espérance de sin2 ϕ.
E1 sin2 ϕ =
∫ pi/2
−pi/2
sin2 x
dx
pi
=
1
2
.
De même pour le moment d'ordre 2 :
E1 sin4 ϕ =
∫ pi/2
−pi/2
sin4 x
dx
pi
=
3
8
.
D'où Var1 sin
2 ϕ = E1 sin4 ϕ− (E1 sin2 ϕ)2 = 1
8
.
Comme les segments sont indépendants sous l'hypothèse de bruit, les va-
riables sin2 ϕi le sont aussi. On peut donc appliquer le théorème central limite
à la variable V (M) en tant que somme de variables indépendantes et identique-
ment distribuées, d'espérance et de variance ﬁnies. Pour calculer numériquement
le nombre de fausses alarmes en tout point M on fait l'approximation V (M) ∼
N (E1 sin
2 ϕ1,
1
N Var1 sin
2 ϕ1). La probabilité P1(V (M) ≤ v(M)) s'exprime alors à
l'aide de la fonction de répartition de la loi normale centrée réduite par :
NFAsin1 (M) = NTP1(V (M) ≤ v(M)) ' NTΦ(
√
8N(v(M)− 1
2
)). (5.6)
Sous le modèle uniforme, la loi de ϕi(M) est indépendante du point M .
5.1.2 Calcul du nombre de fausses alarmes contre le modèle gaus-
sien
Comme dans le Chapitre 4 nous enrichissons le modèle a contrario et donnons
l'expression du nombre de fausses alarmes dans le cas d'un modèle de mélange à
deux termes, uniforme et gaussien.
Nous rappelons le modèle a contrario sur les segments de l'image : le point
de convergence globale est noté M , l'orientation des segments par rapport à M
est donnée par la variable ϕ(M). On suppose que les positions de segments sont
uniformes dans le domaine de l'image, et que l'orientation ϕ(M) est indépendante
de la position, distribuée selon la densité sur [−pi2 , pi2 [ :
fp,κ(ϕ) =
1− p
pi
+ p
eκ cos(2ϕ)
piI0(κ)
, (5.7)
où p est le poids du terme de convergence, et κ le paramètre de la loi de Von Mises
utilisée pour modéliser la convergence.
Soit Q un point du domaine de l'image donné par ses coordonnées (xQ, yQ). On
a alors les relations d'angles :
θ = ϕ(M) + arctan
yM − s2
s1 − xM (mod pi), (5.8)
θ = ϕ(Q) + arctan
yQ − s2
s1 − xQ (mod pi). (5.9)
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Figure 5.1  Calcul du nombre de fausses alarmes NFAsin1 global et local contre le
modèle uniforme sur les segments. Première ligne : segments simulés selon une loi
gaussienne. Seconde ligne : segments uniformément distribués dans le domaine de
l'image, avec une surdensité de segments localisée.
D'où
ϕ(Q) = ϕ(M) + arctan
yM − s2
s1 − xM − arctan
yQ − s2
s1 − xQ (mod pi), (5.10)
dont on déduit l'égalité
sin2 ϕ(Q) = sin2
(
ϕ(M) + arctan
yM − s2
s1 − xM − arctan
yQ − s2
s1 − xQ
)
. (5.11)
Cette égalité a été utilisée aﬁn d'évaluer numériquement l'espérance et la va-
riance de sin2 ϕ(q) pour tout point Q sous le modèle gaussien. Ces estimations ont
ensuite été utilisées pour calculer le nombre de fausses alarmes en tout point Q à
l'aide de l'approximation gaussienne.
La Figure 5.2 montre les événements signiﬁcatifs contre le nombre de fausses
alarmes NFAsin1 sur des images naturelles ainsi que sur une mammographie, pour les
convergences globales, et pour les convergences locales. On observe que la conver-
gence globale la plus signiﬁcative est souvent la même que lors du test contre le
modèle uniforme sur les droites. De plus, la détection des convergences locales se
fait ici sur plusieurs échelles : les voisinages considérés sont de rayons r = 10, 20 ou
30. En tout point on donne le NFAsin1 minimal sur toutes les échelles. Sur la plupart
des exemples la convergence locale la plus forte est aussi la convergence globale.
5.1. Nombre de fausses alarmes 103
 
 
20 40 60 80 100 120 140 160 180
20
40
60
80
100
120
140
160
180
−10
0
10
20
30
40
50
60
70
80
90
 
 
20 40 60 80 100 120 140 160 180
20
40
60
80
100
120
140
160
180 −10
−5
0
5
10
15
 
 
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
550 0
20
40
60
80
100
120
140
160
180
 
 
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
550
−10
−5
0
5
10
15
20
 
 
20 40 60 80 100 120 140
20
40
60
80
100
120
−8
−6
−4
−2
0
2
4
6
8
 
 
20 40 60 80 100 120 140
20
40
60
80
100
120
−12
−11
−10
−9
−8
−7
−6
−5
−4
 
 
20 40 60 80 100 120
10
20
30
40
50
60
70
80
90
100
110
−5
0
5
10
15
 
 
20 40 60 80 100 120
10
20
30
40
50
60
70
80
90
100
110
−10
−8
−6
−4
−2
0
2
4
Figure 5.2  Test du nouveau nombre de fausses alarmes (global et local) sur des
images naturelles et sur une mammographie contre le modèle uniforme. Deuxième
colonne − log NFAsin1 calculé sur tous les segments de l'image. Troisième colonne :
− log NFAsinloc,1 calculé en tout point Q sur les segments dans le voisinage de Q.
Les convergences globales (événements signiﬁcatifs pour NFAsin1 ) sont semblables à
celles qu'on trouvait Chapitre 3 contre le modèle uniforme sur les droites. Il existe
des similarités entre les images des deuxième et troisième colonne car le calcul du
nombre de fausses alarmes local est conduit pour plusieurs échelles r = 10, 20, 30.
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5.2 Comparaison des nombres de fausses alarmes
Nous avons comparé les diﬀérents nombres de fausses alarmes proposés dans ce
manuscrit, sur des images naturelles et sur des mammographies. Pour la détection
des convergences globales nous avons proposé les deux nombres de fausses alarmes
 NTP(K(V ) ≥ k(V )) où V est une région test et k(V ) =
∑N
n=1 1{D(ρn,ϕn)∩V 6=∅}
est le nombre de droites qui l'intersectent, NT est le nombre de régions test.
 NTP(V (Q) ≤ v(Q)) où Q est un point du domaine de l'image et où v(Q) =
1
N
∑N
n=1 sin
2 ϕn(Q), NT est le nombre de pixels dans l'image test.
Pour la détection des convergences locales nous avons comparé les nombres de
fausses alarmes
 NTP(K ≥ k(x, r, α)|N = n(x, r, α)) où (x, r, α) sont les paramètres de la
couronne test et où n(x, r, α) et k(x, r, α) sont respectivement le nombre de
segments qui sont dans la couronne et le nombre de segments de la couronne
orientés vers son disque intérieur,
 NTP(Vloc(Q) ≤ vloc(Q)) où on a déﬁni en tout point Q une variable locale
vloc(Q) =
1
#N (Q)∩S
∑N
n=1 sin
2(ϕn(Q))1{(sn1 ,sn2 )∈N (Q)}. NT est le nombre de
tests, égal ici au produit du nombre de pixels q par le nombre de rayons tests
des voisinages N (Q).
Pour chaque exemple nous montrons
 l'image originale et ses segments,
 l'ensemble des droites supports des segments,
 l'image du logarithme du nombre de fausses alarmes − log NFA1 pour le mo-
dèle uniforme sur les droites, ainsi que le point le plus signiﬁcatif.
 l'image de − log NFAsin1 pour le modèle uniforme sur les segments ainsi que le
point le plus signiﬁcatif.
 − log NFAf pour un mélange f estimé sur les segments,
 − log NFAsinloc,f pour le même mélange f mais avec le nombre de fausses alarmes
calculé à partir de vloc.
Dans l'exemple 5.3, les segments ont trois directions de fuites principales, une
verticale et deux correspondant à l'horizontale. Lorsqu'on cherche les convergences
globales contre le modèle uniforme sur les droites en utilisant le nombre de fausses
alarmes NTP1(K ≥ K(V )), la région la plus signiﬁcative correspond à la direction
de fuite verticale. C'est aussi la direction verticale qui est la plus signiﬁcative avec le
nombre de fausses alarmes NFA1. L'histogramme de l'angle ϕ(M) des segments par
rapport au point le plus signiﬁcatif montre trois modes, le mode principal correspond
aux segments verticaux et la densité fp,κ estimée correspond à ce mode. Les deux
autres modes correspondent aux deux directions de fuite horizontales. Enﬁn quand
on cherche les convergences locales contre le modèle de mélange estimé, en supposant
les positions uniformes, on trouve les croisements de segments (par exemple sur les
fenêtres de chaque façade). Le constat est similaire si on utilise le nombre de fausses
alarmes − log NFAsinloc,fp,κ , alors qu'il n'y a pas d'événements signiﬁcatifs contre le
modèle M1 (positions déterministes).
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Figure 5.3  Exemple d'une image naturelle. De gauche à droite, et de haut en bas :
il y a 535 segments. Le domaine de l'image est un disque de rayon 119, − log NFA1
pour toute région extérieure (échelle r = 4) avec le point M le plus signiﬁcatif qui
correspond au faisceau de droites verticales. Deuxième ligne : − log NFA1 pour toute
région intérieure, pour toutes les échelles r = 4, 8, 12. Troisième ligne : l'histogramme
des angles ϕi(M) par rapport au point M , avec la densité fp,κ estimée (p = 0.4 et
κ = 12), − log NFAfp,κ local en tout point Q du domaine de l'image, en supposant les
positions des segments uniformes, ou connues. Dernière ligne : − log NFAsin1 pour les
convergences globales et − log NFAsinloc,fp,κ pour les convergences locales, le domaine
de l'image est représenté par le cercle noir.
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Figure 5.4  Exemple d'une image naturelle. De gauche à droite, et de haut en bas :
il y a 332 segments. Le domaine de l'image est un disque de rayon 106, − log NFA1
pour toute région extérieure (échelle r = 4) avec le point M le plus signiﬁcatif qui
correspond au faisceau de droites verticales. Deuxième ligne : − log NFA1 pour toute
région intérieure, pour toutes les échelles r = 4, 8, 12. Troisième ligne : l'histogramme
des angles ϕi(M) par rapport au point M , avec la densité fp,κ estimée (p = 0.44 et
κ = 12), − log NFAfp,κ local en tout point Q du domaine de l'image, en supposant les
positions des segments uniformes, ou connues. Dernière ligne : − log NFAsin1 déﬁni à
partir des angles sin2 ϕi(M) pour les convergences globales et − log NFAsinloc,fp,κ pour
les convergences locales, le domaine de l'image est représenté par le cercle noir.
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Figure 5.4 la plupart des segments sont verticaux, ou horizontaux. La région la
plus signiﬁcative contre le modèle uniforme sur les droites correspond d'ailleurs à
la direction de fuite horizontale. Quand on regarde l'histogramme de l'orientation
des segments par rapport à la direction de convergence principale on voit deux
modes : l'un centré en 0 qui correspond aux segments convergeant vers le point
M , et l'autre autour de pi2 (ou −pi2 ) qui correspond ici aux segments verticaux.
Comme dans l'exemple précédent les zones signiﬁcatives intérieures contre le modèle
uniforme correspondent souvent à des croisements de plusieurs faisceaux de droites
parallèles. Ici elles ne correspondent pas à des directions de fuite. Sur cet exemple
le lien entre les détections des régions de convergence des droites (Chapitre 3) et
les détections de convergences globales avec le nombre de fausses alarmes de ce
chapitre, n'est pas évident. En eﬀet il semble qu'avec le nombre de fausses alarmes
NFAsin le point de convergence globale soit au-dessus plutôt qu'à droite de l'image.
En revanche, lorsqu'on teste contre le modèle de mélange estimé sur l'orientation
ϕ(M) des segments, on retrouve des similitudes entre le nombre de fausses alarmes
du Chapitre 4 et NFAsinloc,fp,κ .

Chapitre 6
Conclusions et perspectives
Nous avons proposé un cadre a contrario pour la détection des convergences
de structures linéaires dans les images. Pour la détection des convergences globales
telles que les points de fuite dans les images naturelles ou pour détecter l'orientation
normale des spicules dans les mammographies, nous avons considéré les droites sup-
port des segments détectés dans les images par le Line Segment Detector. Nous avons
développé la méthodologie a contrario avec des modèles de bruits anisotropes déﬁnis
à partir de modèles de mélanges paramétriques. Ces modèles ont été déﬁnis pour
tenir compte du fait qu'une partie des droites sont naturellement convergentes vers
un point du plan de l'image. Le terme décrivant cette convergence a été construit à
partir de l'idée que la distance des droites convergeant vers le point M au point M
suit une loi normale. La variance de la loi normale utilisée est directement liée à la
précision de cette convergence normale.
Concernant les convergences locales dans les images, nous avons considéré les
segments de l'image comme objets élémentaires pour la détection a contrario. Sur
ces structures élémentaires les possibilités pour déﬁnir le nombre de fausses alarmes
ont été nombreuses. Nous avons modélisé les convergences locales par des cou-
ronnes C (x, r, α) et compté pour chacune d'entre elles le nombre N(x, r, α) de
segments qu'elles contenaient, ainsi que le nombre K(x, r, α) de segments conver-
geant vers leur centre. Nous avons proposé plusieurs nombres de fausses alarmes
construits à partir de ces deux variables. La comparaison des nombres de fausses
alarmes NTP(K ≥ K(x, r, α)|N = N(x, r, α)) et NTP(K ≥ K(x, r, α)) a mon-
tré que sous réserve que les segments de l'image soient suﬃsamment nombreux et
uniformément répartis, il y aurait plus d'événements signiﬁcatifs avec la première
expression du nombre de fausses alarmes. Nous avons aussi montré que l'expression
P(K ≥ K(x, r, α), N ≥ N(x, r, α)) ne vériﬁait pas la propriété de majoration du
nombre d'événements signiﬁcatifs et ne déﬁnissait donc pas un nombre de fausses
alarmes, mais aussi qu'on obtenait une autre majoration du nombre d'événements
signiﬁcatifs pour cette expression.
L'étude des convergences de segments dans le cadre a contrario oﬀre de nom-
breuses possibilités de déﬁnition du modèle a contrario. On a utilisé deux familles
de modèles a contrario : ceux qui supposent les positions des segments uniformes
dans le disque image et ceux qui considèrent ces positions connues et ne portent
que sur l'orientation des segments. Aﬁn de détecter des convergences locales dans
les mammographies nous avons de nouveau déﬁni des modèles anisotropes par des
modèles de mélanges à deux termes dont l'un tient compte d'une convergence glo-
bale et l'autre est le terme uniforme. Ces modèles anisotropes ne portent que sur
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l'orientation des segments et utilisent la loi de Von Mises, analogue de la loi normale
sur l'intervalle [0, pi[.
Pour la détection des convergences globales et locales nous avons donc enrichi le
modèle a contrario en ajoutant au modèle uniforme un terme tenant compte d'une
convergence principale d'une partie des structures linéaires vers un point du plan
de l'image. Plusieurs méthodes de sélection de ce point ont été proposées. Parmi
elles, le choix du point le plus signiﬁcatif contre le modèle uniforme portant sur
les droites s'avère eﬃcace. Elle fait d'ailleurs sens : si une convergence globale des
structures linéaires est présente, elle doit être signiﬁcative contre le modèle uniforme.
Ces modèles sont paramétriques et nous avons proposé de les estimer par maximum
de vraisemblance. Cette approche peut être hiérarchique : on peut envisager de
la poursuivre en ajoutant progressivement des termes de convergence de la même
forme au modèle de bruit. A chaque étape le nouveau point de convergence que
l'on ajoute peut être déﬁni comme le point le plus signiﬁcatif contre le modèle de
bruit courant, puisqu'il signiﬁe que la convergence des droites en ce point n'est pas
prise en compte par le modèle. Pour estimer le poids du nouveau terme du mélange
ainsi que son paramètre σ ou κ selon que l'on utilise la loi gaussienne sur les droites
ou la loi de Von Mises sur l'orientation des segments, la maximisation de la log-
vraisemblance peut être envisagée. Aﬁn de garantir la non signiﬁcativité contre le
nouveau modèle des points de convergence déjà ajoutés au modèle nous proposons de
ne diminuer que le poids du terme uniforme à chaque ajout d'un nouveau point. Ce
procédé d'agrégation de termes au mélange peut comporter un nombre ﬁxe d'étapes
si on souhaite un modèle avec un nombre de termes de convergences déterminé.
Plus généralement, on peut envisager de le poursuivre tant que des points sont
signiﬁcatifs contre le modèle de bruit courant, ce qui pose la question théorique de
sa terminaison. Etant donné une image et ses structures linéaires, peut-on trouver
un modèle de bruit paramétrique comprenant un terme uniforme et un nombre ﬁni
de termes de convergences tel que la méthode de détection a contrario contre ce
modèle ne donne aucun événement signiﬁcatif ?
Tous les modèles a contrario que nous avons utilisés supposent l'indépendance
des segments de l'image. Cela présente l'avantage de rendre le calcul de la pro-
babilité d'apparition de chaque observation aisé. Cependant cette hypothèse est
visiblement réductrice. En eﬀet sur les mammographies on peut voir que les spi-
cules s'organisent en longues chaînes normalement convergentes. Les orientations de
deux segments voisins sont donc fortement corrélées. Dans les images naturelles ce
phénomène s'observe également, en particulier si celles-ci contiennent des bords, le
LSD détecte en général plusieurs petits segments sur chaque bord. La relaxation de
l'hypothèse d'indépendance des structures linéaires, en introduisant par exemple de
la corrélation entre des segments voisins est donc une perspective de travail intéres-
sante qui s'inscrit dans la continuité de celui présenté ici.
Nous avons développé la méthodologie a contrario dans un cadre anisotrope,
enrichi par rapport au modèle uniforme, mais en se restreignant à une forme de
modèle paramétrique. Or le champ des modèles a contrario que l'on peut envisager
est bien plus vaste. Sans se restreindre à une certaine forme de modèle paramétrique
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on peut se demander quelles lois a contrario sur l'ensemble des structures observées
faut-il prendre pour ne détecter aucun événement signiﬁcatif ? Parmi les lois qui ne
donnent aucun événement signiﬁcatif quelle est la loi la plus aléatoire possible (au
sens de l'entropie) ? A priori la loi estimée ne rendra pas les structures observées
indépendantes. Existe-t-il des lois supposant les structures linéaires indépendantes
telles qu'il n'y ait aucun événement signiﬁcatif contre elles ? A nouveau, quelle est
la forme de la loi d'entropie maximale qui suppose les segments (ou les droites)
indépendants et qui ne donne aucun événement signiﬁcatif ? Toutes les lois répon-
dant à ces questions donnent-elles des échantillons semblables à celui observé dans
l'image ? Les questions de l'existence d'une loi la plus aléatoire possible telle qu'il
n'y ait aucun événement signiﬁcatif dans une image donnée, ou de la loi telle qu'un
échantillon de cette loi donne exactement les mêmes détections qu'une image donnée
sont abordées en détail dans la prépublication [9].
Le travail développé dans ce manuscrit est un travail théorique préliminaire à la
détection eﬀective des lésions stellaires dans les mammographies. En eﬀet plusieurs
problèmes pratiques se posent concernant la mise en place d'une chaîne de détection
des lésions stellaires. Le choix et la détection des segments élémentaires en est un.
On a vu que l'on peut utiliser le Line Segment Detector aﬁn de détecter les spicules
d'une mammographie. Cependant la texture d'une mammographie, la qualité des
images font que certains spicules ne sont pas détectés, et que certains segments ne
représentent pas des spicules. La caractérisation des lésions stellaires ne se limite
pas au seul motif de convergence locale des spicules. Le centre de la lésion est à
prendre en compte : il est dense et son contour est spiculé. La méthode de détection
des lésions stellaires doit donc détecter les centres denses et les motifs stellaires et
ensuite agréger les résultats de ces deux types de détection. Enﬁn la procédure doit
être évaluée. Il faut pour cela disposer d'une base de mammographies interprétées
par des radiologues.
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Résumé : Cette thèse traite de la détection de zones de convergence dans une
image, dans un cadre a contrario. C'est un travail théorique préliminaire qui explore
diﬀérentes altérations du cadre a contrario. Elle a pour application dans le domaine
médical la détection des lésions stellaires dans les mammographies, responsables de
nombreux cancers du sein et qui se matérialisent par un centre intense vers lequel
convergent les spicules, structures linéaires normalement présents dans le sein.
Les lésions stellaires et distorsions architecturales ont suscité de nombreux travaux.
La plupart des méthodes de détection sont basées sur l'extraction de caractéris-
tiques locales de l'image (orientation du gradient, orientation des pixels, variance de
l'histogramme de l'orientation...) puis utilisent une méthode de classiﬁcation pour
attribuer à chaque pixel une probabilité d'appartenir à une lésion stellaire. Ces
méthodes nécessitent souvent l'utilisation de ﬁltres en pré-traitement et en post-
traitement aﬁn de réduire le bruit, ou de seuiller les résultats ﬁnaux.
La méthodologie a contrario oﬀre un nouveau cadre pour la détection de structures
dans les images. Elle s'appuie sur la déﬁnition d'un modèle de bruit, et sur une
mesure de l'écart des observations à ce modèle. Le modèle porte sur des structures
élémentaires et est souvent choisi "uniforme" : c'est-à-dire que les structures sont
supposées suivre la loi uniforme et indépendantes. Or dans les mammographies on
observe que les spicules ont une orientation privilégiée, et ne sont pas uniformément
distribuées.
Nous proposons l'utilisation de la méthode a contrario dans un cadre anisotrope
pour mieux tenir compte de la distribution normale des spicules dans une mam-
mographie. Les modèles anisotropes proposés modélisent le fait qu'une partie des
structures linéaires est normalement convergentes vers un point commun. Ils portent
soit sur les droites de l'image quand il s'agit de détecter les convergences globales,
soit sur les segments quand on chercher les convergences locales dans une image.
Concernant la détection des convergences locales, le cadre a contrario oﬀre de nom-
breuses possibilités : sur le choix du nombre de fausses alarmes ou sur le choix du
modèle de bruit. Ces choix sont détaillés sur des exemples synthétiques, sur des
mammographies et sur des images naturelles.
Les modèles a contrario que l'on étudie sont donnés sous la forme de mélanges para-
métriques de deux termes : un terme uniforme et un terme "gaussien", modélisant le
fait qu'une partie des structures est naturellement convergente. Pour ces diﬀérents
types de modèles nous proposons d'estimer leurs paramètres. Le point de conver-
gence globale est estimé par minimisation du nombre de fausses alarmes, et l'esti-
mation des autres paramètres est faite par maximisation de la log-vraisemblance.
Les modèles estimés sont ensuite testés en tant que modèles a contrario pour la dé-
tection des convergences et les résultats sont comparés à ceux que donnait le modèle
uniforme.
Mots clés : détection de convergences, méthode a contrario, lésions stellaires.
Abstract :
This thesis deals with the detection of points of convergences in images, in an a
contrario framework. This is a preliminar work which studies various alterations of
the a contrario framework such as the naive model. An application in the medical
ﬁeld is the detection of stellate lesions in mammograms, which are highly suspicious
signs of breast cancer and are characterized by a radiating pattern of spicules with
a bright center.
There are plenty of work regarding stellate lesions and architectural distortions.
Most of them are based on the extraction of local features such as the gradient
orientation, or the pixel orientation and more generally statistics of the orientation
histogram. These features are then used in a classiﬁer to assign to each pixel its
probability of malignancy.
The a contrario methods sets a diﬀerent framework for the detection of geometric
structures in images. A naive model on line structures is deﬁned and is often chosen
as the uniform model, which is not well suited for mammograms where there is a
privileged orientation of spicules.
We propose in this thesis an anisotropic a contrario framework for a better
description of the normal distribution of spicules in a mammogram. The designed
models describe the convergence of some of the line structures to a single point.
They either concern the lines or the line segments of an image wether we detect
global or local convergences. In the last case we explore several deﬁnitions of
the number of false alarms and several a contrario models on synthetic, na-
tural images and mammograms. We give the a contrario models as two terms
mixtures, one uniform and the other of Gaussian type. These are parametric
models and we propose an algorithm to estimate their parameters (the point of
convergence is estimated with an a contrario method and the other parameters are
approached by maximization of the likelihood). The resulting models are used as a
contrario models and the results are compared with those against the uniform model.
Keywords : points of convergence in images, stellate lesions, a contrario
methods, stochastic geometry.
