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Abstract
We study the structure of the space of covariants B := (
∧
(g/k)∗ ⊗ g)k , for a certain class
of infinitesimal symmetric spaces (g, k) such that the space of invariants A := (
∧
(g/k)∗)k is
an exterior algebra ∧(x1, ..., xr), with r = rk(g)− rk(k).
We prove that they are free modules over the subalgebra Ar−1 = ∧(x1, ..., xr−1) of rank
4r. In addition we will give an explicit basis of B.
As particular cases we will recover same classical results. In fact we will describe the
structure of
(∧
(M±n )
∗
⊗Mn
)G
, the space of the G−equivariant matrix valued alternating
multilinear maps on the space of (skew-symmetric or symmetric with respect to a spe-
cific involution) matrices, where G is the symplectic group or the odd orthogonal group.
Furthermore we prove new polynomial trace identities.
Introduction
In this paper we study the ring of invariant skew symmetric multilinear functions on a linear
representation of an algebraic group G, that is from a geometric viewpoint constant coefficient
invariant differential forms. It is a classical fact that these forms give the cohomology of compact
Lie groups and more generally compact symmetric spaces. (See for example [3], [7], [8])
In the first part of the paper we are mostly concerned with classical groups. Let G = GL(n)
be the group of invertible n × n complex matrices. G acts on the space Mn of complex n × n
matrices by conjugation. We first study, essentially following Procesi [22], the algebra of invariant
skew symmetric multilinear functions on Mn. This turns out to be closely related to the theory
of rings with Polynomial Identities.
A fundamental role for our purposes will be played by the the space of G-equivariant multi-
linear alternating matrix valued maps on the m−tuples of matrices.
We will endow this space with a natural structure of algebra, by defining a suitable skew-
symmetric product. It will be worthwhile to consider this algebra as a module on the algebra of
invariants.
Bresar, Procesi and Spenko [6] have shown, in the case of the linear group GL(n), that this
algebra is a free module on a certain subalgebra of invariants, with a natural explicit basis.
Section 1 is devoted to recollect these facts.
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Most of our paper is devoted to extend this and related results to the case of certain symmetric
spaces. Starting with GL(n) (or better SL(n)) consider the orthogonal (respectively, when n is
even, symplectic) involution σ and denote by SO(n) (respectively Sp(n)) the special orthogonal
(respectively symplectic) groups of elements in SL(n) fixed by σ. σ induces a linear involution
on the space Mn which decomposes as the direct sum M
+
n ⊕M
−
n of the +1 and −1 eigenspaces.
In section 2 we give a precise description of the rings of invariant skew symmetric multilinear
maps on M±n and of the ring of Mn valued invariant skew symmetric multilinear maps on M
±
n
at least in the case of the symplectic involution and of the orthogonal involution for n odd.
We will prove that, similarly to the linear group, the space of the G-equivariant matrix
valued alternating multilinear maps of the space of m−tuples of matrices (symmetric or skew-
symmetric) is a free module on a certain subalgebra of invariants. Also in these cases, we exhibit
an explicit basis of this module.
Furthermore we recover some classical results analog to the Amitsur-Levitzki theorem. More
precisely, for the symplectic group we recover a result of Rowen (see [29]) which states that
the skew-symmetric standard polynomial of degree 4n − 2 vanishes on 2n× 2n matrices, sym-
metric with respect to the symplectic involution. For the odd orthogonal group we recover the
corresponding result of Hutchinson (see [17]) which states that the skew-symmetric standard
polynomial of degree 4n is zero when restricted to skew-symmetric matrices 2n+ 1× 2n+ 1.
The case of the even orthogonal group deserves a study on its own. We will deal with it in
a subsequent paper ([13]).
Inspired by the strategy of [10], in which the result of Bresar et al. has been extended to a
general result for a simple Lie algebra g concerning the space of invariant skew symmetric g valued
multilinear maps on g, we extend our results to a certain class of symmetric pairs (see section
3 for details). Indeed this will not be too hard since, apart from the symplectic and orthogonal
(for odd n) involutions, the only other cases we need to consider are the pairs (so(2n), so(2n−1))
and (e6, f4). The first case is easy to deal with since the corresponding symmetric space is an
odd dimensional sphere. The second is treated combining ad hoc reasoning and computer aided
computation (we use the software LiE).
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1 General setting, ideas and goals
1.1 Antisymmetry
In this work we will study multilinear antisymmetric identities. Let us first introduce the appro-
priate setting for this. By the antisymmetrizer we mean the operator that sends a multilinear
application f(x1, . . . , xh) into the antisymmetric application
∑
σ∈Sh
ǫσf(xσ(1), . . . , xσ(h)).
An important example for us is obtained applying the antisymmetrizer to the noncommuta-
tive monomial x1 · · ·xh. We get the standard polynomial of degree h,
Sth(x1, . . . , xh) =
∑
σ∈Sh
ǫσxσ(1) . . . xσ(h).
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Up to a scalar multiple, this is the only multilinear antisymmetric noncommutative polynomial
of degree h.
Let R be any algebra (not necessarily associative) over a field F, and let V be a finite
dimensional vector space over F. The set of multilinear antisymmetric functions from V k to R
can be identified in a natural way with
∧k
V ∗ ⊗R. Using the algebra structure of R we have a
wedge product of these functions; for G ∈
∧h
V ∗ ⊗R, H ∈
∧k
V ∗ ⊗R we define
(G ∧H)(v1, . . . , vh+k) :=
1
h!k!
∑
σ∈Sh+k
ǫσG(vσ(1), . . . , vσ(h))H(vσ(h+1), . . . , vσ(h+k))
=
∑
σ∈Sh+k/Sh×Sk
ǫσG(vσ(1), . . . , vσ(h))H(vσ(h+1), . . . , vσ(h+k)).
It is easy to show (see [22]) that Sta ∧ Stb = Sta+b.
With this multiplication the algebra of multilinear antisymmetric functions from V to R is
isomorphic to the tensor product algebra
∧
V ∗ ⊗ R. We shall denote by ∧ the product in this
algebra.
Assume now that R is an associative algebra and V ⊂ R. The inclusion map X : V → R is of
course antisymmetric, since the symmetric group on one variable is trivial, hence X ∈
∧
V ∗⊗R.
By iterating the definition of wedge product we have the important fact:
Proposition 1.1. As a multilinear function, each power Xa := X∧a equals the standard poly-
nomial Sta computed in V .
We consider now an example which will be useful in the following. We apply the previous
considerations to V = R = Mn(C) := Mn; the group G = PGL(n,C) acts on this space, and
hence on functions, by conjugation and it is interesting to study the algebra of G–equivariant
maps
B := (
∧
M∗n ⊗Mn)
G. (1)
This among other topics is discussed in [6]. Here we provide a slightly different approach to
the study of B and we generalize it to the other classical groups.
Let us first consider the space of invariants A := (
∧
M∗n)
G
. We see that B is naturally a
A-module. It follows from results on Chevalley trasgression [8] and Dynkyn [14] that A is the
exterior algebra in the elements:
Th := Tr(St2h+1(x1, ..., x2n+1)), i = 0, ..., n− 1.
We remark that we use only traces of the standard polynomials of odd degree since, as it is
well-known, Tr(St2h(x1, ..., x2h)) = 0 for every h, see [28].
Consider now the graded super algebra A[t], with deg t = 1. Notice that for each i,
Tit = −tTi. Define the graded algebra homomorphism π : A[t]→ B by∑
j
ajt
j 7→
∑
j
aj ∧X
j,
aj ∈ A. By classical results (see for example [23]) we know that π is surjective. Furthermore by
[6],[22] we have:
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Theorem 1.2. 1. The algebra B is a free module on the subalgebra An−1 ⊂ A generated by
the elements Ti, i = 0, ..., n− 2, with basis 1, ..., X
2n−1.
2. The kernel of the canonical homomorphim π : A[t]→ B is the principal ideal generated by
n−1∑
i=0
t2iTn−i−1 − nt
2n−1.
The proof of this theorem uses two main results. The first is a result of Kostant (see [19])
on the dimension of B and the second is the Amitsur-Levitzki’s Theorem (see [1]).
An interesting remark is that, assuming theorem 1.2, one could deduce the Amitsur-Levitzki’s
identity.
In fact multiplying on the left by t the identity above we obtain nt2n−
∑
t2i+1Tn−i−1, while
multiplying on the right by t we obtain nt2n −
∑
t2iTn−i−1t. So t
2n ∈ Ker(π) (by the fact that
in A[t] we have Tit = −tTi). It is easy to see that, in our setting, X
2n = 0 is equivalent to the
Amitsur-Levitzki’s identity.
We will use this trick to deduce other interesting identities in the case of symmetric or
skew-symmetric matrices.
1.2 Covariants in exterior algebras of Lie algebras with involution
In the following we will use previous ideas to show similar results for a certain class of Lie
algebras with involution.
So let g be a complex finite dimensional semisimple Lie algebras and let σ : g → g be an
indecomposable involution. We denote by g = k ⊕ p its Cartan decomposition, where k is the
fixed point set of σ. By classical results (see for example [15]) we know that g is either simple
or a sum of two simple ideals switched by the flip involution.
The main object of our interest will be the space (
∧
p∗ ⊗ g)
k
for pairs (g, σ) such that the
algebra of invariants (
∧
p∗)
k
is an exterior algebra.
For the case g non simple, it is a celebrated theorem of Hopf, Samelson and Koszul that the
algebra
(
∧
p∗)
k
= (
∧
k∗)
k
is always an exterior algebra over primitive generators Pi of degree 2mi + 1,
where the integers mi, with m1 ≤ ... ≤ mr are the exponents of ∆ and r is the rank of k.
One of the main result of [10] is the following theorem:
Theorem 1.3. The algebra B := (
∧
k∗ ⊗ k)k is a free module of rank 2r on the subalgebra
Ar−1 ⊂ A := (
∧
k∗)k generated by P1, ...Pr−1.
For the case g simple we have that from classical results (see [15], [3], [30]) the only four
pairs (g, σ) such that (
∧
p∗)k is an exterior algebra are:
1. (sl(2n),−s), where s is the symplectic transposition and k = sp(2n),
2. (sl(2n+ 1),−t), where t is the usual transposition and k = so(2n+ 1),
3. (so(2n), σ1), where σ1 is an involution such that k = so(2n− 1),
4. (e6, σ2), where σ2 is an involution such that k = f4.
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In this paper we study the covariants in these cases so that our results plus Theorem 1.3 will
give the following:
Theorem 1.4. Let g be a complex finite dimensional semisimple Lie algebra. Let σ : g→ g be
an indecomposable involution such that (
∧
p∗)
k
is an exterior algebra of type ∧(x1, ..., xr), where
the xi’s are ordered by their degree and r is such that r := rk(g) − rk(k). We have that the
algebra B := (
∧
p∗ ⊗ g)
k
is a free module of rank 4r on the subalgebra of (
∧
p∗)
k
generated by
the elements x1, ..., xr−1.
2 Invariant theory in exterior algebras for the symplectic
and orthogonal groups
2.1 Symplectic case
We denote, for all k ∈ N, by 1k the identity matrix of order k and by A
t the usual transposition
of a matrix A.
We consider the skew-symmetric matrix J :=
(
0 1n
−1n 0
)
.
On the space V := C2n we have the skew-symmetric form (u, v) := utJv, where u and v are
column vectors in C2n.
The symplectic transposition, A 7→ As, is defined by
As := −JAtJ.
Explicitly we have that, if M =
(
A B
C D
)
with A,B,C,D n× n, its symplectic transpose is
M s =
(
Dt −Bt
−Ct At
)
. (2)
Let M+2n = {A |A
s = A} be the space of symmetric matrices with respect to the symplectic
transposition. Notice that the map A 7→ AJ gives a linear isomorphism of the space M+2n onto
the space
∧2
V of skew-symmetric matrices (with respect to the usual transposition). The group
GL(2n,C) = GL(V ) acts on
∧2 V by X ◦A := XAXt, for X ∈ GL(V ) and A ∈ ∧2 V .
Let G ⊂ GL(V ) be the symplectic group. By definition G is the group of transformations
preserving the symplectic form, that is
G := {X ∈ GL(V ) | J = XtJX}.
This is equivalent to require that X−1 = Xs. So we can see the symplectic group as the fixed
point set of the involution of GL(V ) given by X 7→ (Xs)−1.
The Lie algebra M−2n of G is the space of the skew-symmetric matrices, with respect to the
symplectic form, M−2n := {A| A
s = −A}. The map A 7→ AJ gives a linear isomorphism of M−2n
onto the space S2(V ) of symmetric matrices (with respect to the usual transposition). Also in
this case GL(V ) acts on S2(V ) by X ◦A := XAXt, for X ∈ GL(V ) and A ∈ S2V .
The conjugation action of G commutes with the map A 7→ AJ . In fact if X ∈ G we have
XJX−1 = J , so we can state that
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Proposition 2.1. The action of the symplectic group G onM+2n (resp. onM
−
2n) can be identified
with the restriction to G of the usual action of the linear group GL(V ) on
∧2
V (resp. on S2(V )).
Remark that with respect to the action of G, while the Lie algebra L := M−2n ≃ S
2(V ) is
irreducible,M+2n is not irreducible. Indeed it decomposes as the direct sum of the one dimensional
space of scalar matrices and of the space P0 of traceless matrices. Under the isomorphism with∧2
V the space of scalar matrices maps to the space spanned by J .
2.2 Invariants of the representation
∧
(M±2n)
∗ ⊗M2n
2.2.1 Dimension
Here and below we index the irreducible representations of GL(V ) by Young diagrams with at
most n columns (the row of length k corresponds to
∧k
V ). The irreducible module correspond-
ing to the diagram λ will be denoted by Sλ(V ).
Let us start from the case M+2n ≃
∧2 V . By the Plethysm formulas (see [21]) we know how
to decompose
∧
[
∧2
V ] with respect to the action of the linear group GL(V ).
We have that
∧
[
∧2 V ] is the direct sum of the irreducible representations
H−a1,a2,...,ak(V ) = H
−
a (V ) := Sλ(a)(V ),
with 2n > a1 > a2 . . . > ak > 0. Notice that H
−
∅
is the trivial one dimensional representation.
The Young diagram λ(a) is built by nesting the hook diagrams hai whose column is of length
ai and whose row is of the length ai + 1,. As an example, the diagram λ(4, 3, 1) is
Using this, we can compute the dimension of the invariants for the symplectic group G in∧
M+2n. We know that, for each diagram λ, dim(Sλ(V ))
G) ≤ 1 and dim(Sλ(V )
G) = 1 if and
only if every row of λ is even, (see [23]).
The rows of a representationH−a (V ) are even if and only if a = b1, b1−1, b2, b2−1, . . . , bs, bs−
1, . . ., or a = b1, b1−1, b2, b2−1, . . . , bs, 1 with the bj ’s odd and bs > 1. So we have to compute the
number of decreasing sequences of odd numbers smaller than 2n. This is the same to compute
the number of decreasing sequences of numbers taken from 1, ..., n, that is the number of subsets
of {1, . . . , n}. Thus
Proposition 2.2. The dimension of the space of invariants (
∧
M+2n)
G is 2n.
The case M−2n is quite similar. We set L :=M
−
2n ≃ S
2V .
Remark 2.3. Remark that L is the Lie algebra of type Cn and in this part of the work we will
recover general results for covariants in the exterior algebra of a Lie algebra g as in [10].
By the Plethism formulas (see [21]) we know how to decompose
∧
[S2V ] with respect to the
action of the linear group GL(V ).
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We have that
∧
[S2V ] is the direct sum of the irreducible representations
H+a1,a2,...,ak(V ) = H
+
a (V ) = Sλ(a)(V ), (3)
with 2n > a1 > a2 . . . > ak ≥ 0.
This time however the Young diagram λ(a) is built by nesting the hook diagrams hai whose
column is of length ai + 2 and whose row is of the length ai + 1.
Now (analogous to the previous case) we want to compute the dimension of the invariants
for the symplectic group.
We have that the rows of a representation H+a (V ) are even if and only if the sequence is of
the type a, a− 1, b, b− 1, c, c− 1, . . ., with a, b, c, ... odd. So as before we can state:
Proposition 2.4. The dimension of the space of invariants (
∧
M−2n)
G is 2n.
We now pass to determine the dimension of the space B := (
∧
M±2n ⊗M2n)
G. Before we
proceed, let us make a few remarks. We know that to study an isotypic component relative to
an irreducible representation N in a representationM of a reductive group G, we need to study
the space homG(N,M) that we can identify to (N
∗⊗M)G. The dimension of this space will be
the number of copies of N in M .
We decompose the space of matrices M2n =M
+
2n ⊕M
−
2n = C⊕ P0 ⊕M
−
2n. Thus we have(∧
M±2n ⊗M2n
)G
=
(∧
M±2n ⊗ C
)G
⊕
(∧
M±2n ⊗ P0
)G
⊕
(∧
M±2n ⊗M
−
2n
)G
The space (
∧
M±2n⊗C)
G is the space of invariants whose dimension we have already computed.
Since P0 and M
−
2n are both irreducible and self dual, our computation will give us information
on the isotypic components relative to these two representations.
Now identify, as a representation of G,M2n ≃ V ⊗V . We thus have to study the G-invariants
in ∧
(M±2n)⊗ V ⊗ V = ⊕aH
∓
a (V )⊗ V ⊗ V.
By Pieri’s formulas we know how to decompose Sλ(V )⊗V⊗V . First we decompose Sλ(V )⊗V .
We have that Sλ(V ) ⊗ V = ⊕Sλi(V ) where λi runs along the diagrams whose first row is of
length at most 2n and which are obtained from λ by adding one box. So, iterating the same
process, to compute the dimension of the invariants we have to study when, adding two squares,
starting from one of the diagrams H− we obtain a diagram with even rows.
Theorem 2.5. The dimension of B is (2n− 1)2n (resp. (2n)2n) in the case M+2n (resp. M
−
2n).
Proof. We prove only the case M+2n. The proof of the case M
−
2n is similar.
We proceed by induction on n. The case n = 1 is trivial so we assume n > 1.
We have to compute the sequences of type:
2n > a1 > a2 > ... > ak > 0,
such that when we add two squares to the corresponding diagram we obtain a diagram with
even rows.
We can have four different situations.
Let us start by considering the case a1 < 2(n−1) = 2n−2. By induction the number of diagrams
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with even rows whose first row has at most 2(n − 1) boxes is (2(n − 1) − 1)2n−1. However if
a1 = 2n− 3 we can add two squares to the first row so that its length is (a1 + 3 = 2n). Thus
we have a contribution from each sequence a = 2n− 3 > 2n− 4 > b2 > b2 − 1 > . . . > bs − 1 or
a = 2n− 3 > 2n− 4 > b2 > b2 − 1 > . . . > bs − 1 > 1 with the bj ’s odd and bs > 1. Reasoning
exactly as in the proof of Proposition 2.2 we see that there are exactly 2n−2 such diagrams.
The second case is
a1 = 2n− 1 and a2 = 2n− 2,
In this case we have two possibilities. We can add two squares at the bottom
X X
and we get a contribution from each sequence a = 2n− 3 > 2n− 4 > b2 > b2 − 1 > . . . > bs − 1
or a = 2n− 1 > 2n− 2 > b2 > b2 − 1 > . . . > bs − 1 > 1 with the bj ’s odd and bs > 1 and there
are 2n−1 such sequences.
Otherwise we add the two squares to the diagram associated to the sequence 2(n−1) > a3 >
a4 > ... > ak > 0, so that, by induction on n, we get (2(n− 1)− 1)2
n−1 contributions.
The third case is:
a1 = 2n− 1 and a2 < 2n− 2,
in this case the only way to add two squares is to add one on the second row and one to the
second column
X
X
so we would get 2n−2 contributions, but we can exchange the order in which we add the squares,
so we get 2 · 2n−2 contributions.
In the case we have a1 = 2n− 2, so that in order to get a diagram with even rows, we need
to add a box to the first row. If a2 < 2n− 4, there are at least two rows of length 1 so that we
cannot obtain a diagram with even rows by adding a single box. If a2 = 2n− 3 we need to add
the second square to the second row
X
X
and one easily sees that we get 2n−2 contributions.
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If a2 = 2n− 4 we need to add a box to the second column:
X
X
and in this case we get 2 · 2n−2 contributions, since we can exchange the order in which the
boxes are inserted.
Finally adding all the contributions we obtain
(2(n− 1)− 1)2n−1 + 2n−2 + 2n−1 + (2(n− 1)− 1)2n−1 + 2n−1 + 2n−2 + 2n−1 = (2n− 1) · 2n.
This is our claim.
2.2.2 Structure of algebras of invariants of the representation
∧
(M+2n)
∗ ⊗M2n
Let M2n be, as in the previous section, the space of complex matrices 2n× 2n and let M
+
2n :=
{x ∈ M2n|x = x
s} be the symmetric part with respect to the symplectic involution. Since
both
∧∗(M+2n)∗ and ∧∗(M+2n)∗ ⊗M2n have a structure of graded associative algebras, also the
algebras
A :=
(
∗∧
(M+2n)
∗
)G
and B :=
(
∗∧
(M+2n)
∗ ⊗M2n
)G
have a natural structure of graded associative algebras. Furthermore B is clearly an A-module.
These are the structures we want to investigate.
As an algebra A is generated by the element Tr(St2h+1(x1, ..., x2h+1)). Indeed by classi-
cal invariant theory, we know that the polynomial invariant functions on the space M2n are
generated by traces of the monomials in the variables xi, x
s
i (FFT for matrices, see [23]); fur-
thermore sinceM+2n is a G−stable subspace ofM2n, we have that every G−invariant polynomial
function on M+2n is the restriction of a G−invariant polynomial on M2n (since G is a linear
reductive algebraic group). So by multilinearizing and alternating we have our claim (recall that
Tr(St2h(x1, ..., x2n)) = 0).
SinceM2n =M
−
2n⊕M
+
2n we have that
∧
(M+2n)
∗⊗M2n =
(∧
(M+2n)
∗ ⊗M−2n
)
⊕
(∧
(M+2n)
∗ ⊗M+2n
)
and, passing to the invariants, B = B+ ⊕B−, with B∓ = (
∧
(M+2n)
∗ ⊗M±2n)
G.
Further, we can define the element
X ∈ B1 (4)
by X(x) = x for any x ∈M+2n (recall that M
+
2n ⊂M2n). The following simple Proposition gives
some crucial properties of A and B:
Proposition 2.6. We have:
1. The element Tr(St4k+3(x1, ..., x4k+3)) is zero for each k ≥ 0.
2. Xk ∈ B− if and only if k ≡ 0, 1 modulo 4
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3. Xk ∈ B+if and only if k ≡ 2, 3 modulo 4.
Proof. We prove part 1, the others being similar.
By the explicit form of the symplectic transposition (1) we have Tr(x) = Tr(xs), so
Tr(St2h+1(x1, ..., x2h+1)) = Tr(St2h+1(x1, ..., x2h+1)
s),
but
St2h+1(x1, ..., x2h+1)
s =
∑
σ∈S2h+1
ǫσ(xσ(1) · · ·xσ(2h+1))
s
=
∑
σ∈S2h+1
ǫσxσ(2h+1) · · ·xσ(1),
and if we consider the permutation η : (1, ..., 2h+1)→ (2h+1, ..., 1) we see that it has the same
sign of the parity of h. So everything follows.
We deduce the following well know result (see for example [2]):
Theorem 2.7. The algebra A is the exterior algebra, of dimension 2n, in the elements
T0, T1, ..., Tn−1, where Th := Tr(S4h+1(x1, ..., x4h+1)) ∈ A4h+1.
Proof. By the previous Proposition, A is generated by the elements Tr(St4h+1(x1, ..., x4h+1)).
By the Amitzur-Levitzki theorem, Str(x1, ..., xr) = 0 for r ≥ 4n. It follows that A is generated
by T0, T1, ..., Tn−1, so it is the quotient of an exterior algebra on n generators. Since dim A = 2
n,
our claim follows.
Notice that we can define the trace function Tr :
∧
(M+2n)
∗ ⊗M2n →
∧
M+2n by extending
the invariant function on matrices. By equivariance, on B the trace function takes values in A.
In particular notice that Tr(Xh)(x1, . . . xk) = Tr(Sth(x1, . . . xk)).
Theorem 2.8. We have:
1. As a algebra, B is generated by A and the element X.
2. B is a free module on the the exterior algebra An−1 ⊂ A generated by T0, ..., Tn−2, with
basis 1, X, ..., X4n−3.
Proof. 1) follows from classical invariant theory (see [24],[23],[6]).
2) By Proposition 2.5, it suffices to see that the elements 1, X, ..., X4n−3 are linearly inde-
pendent over An−1. So, let
4n−3∑
h=0
Pj ∧X
j = 0,
Ph ∈ An−1 for each h = 0, . . . , 4n− 3. Assume by contradiction that not all Ph’s are 0. Let j be
the minimum such that Pj 6= 0. Multiply by X
4n−3−j and take traces. We get Pj ∧ Tn−1 = 0,
since for h ≥ 4n, Xh = 0, Tr(X4n−2) = Tr(X4n−1) = 0 by Proposition 2.6 and the fact that
4n− 2 is even. Pj ∈ An−1, so Pj ∧ Tn−1 = 0 if and only if Pj = 0, a contradiction.
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Consider now the graded superalgebra A[t], with deg t = 1. Notice that for each i,
Tit = −tTi. Define the graded algebra homomorphism π : A[t]→ B by∑
j
ajt
j 7→
∑
j
ajX
j,
aj ∈ A. By the previous theorem we see that π is surjective. Let us describe its kernel.
Theorem 2.9. The Kernel I of the homomorphism π is the principal ideal generated by the
element
nt4n−3 −
n−1∑
i=0
1
2
Tn−i−1t
4i.
Proof. Let us first start by showing that the element nt4n−3 −
∑n−1
i=0
1
2Tn−i−1t
4i lies in I. By
the second part of Theorem 2.7, we necessarily have a homogeneous relation
Tn−1 =
4n−3∑
h=0
Ph ∧X
h
with Ph ∈ An−1 of degree 4n− 3−h. Let us compute P4n−3. Notice that Tr(
∑4n−4
h=0 Ph∧X
h) ∈
An−1, while Tr(Tn−1) = 2nTn−1 It follows that (2n−P4n−3)∧Tn−1 ∈ An−1 namely P4n−3 = 2n.
Assume now 0 ≤ j ≤ 4n − 4 and multiply by X4n−3−j. Taking the trace and reasoning as in
the proof of Theorem 2.8, we get that
Tn−1 ∧ (Tr(X
4n−3−j) + (−1)jPj) ∈ An−1
If j = 0 we get P0 = 0. Assume j > 0. This implies Tr(X
4n−3−j) + (−1)jPj = 0 that is
Pj =
{
0 if j = 2h+ 1, 4h+ 2
Th if i = 4h+ 1
Thus dividing by 2 we obtain
1
2
Tn−1 = nX
4n−3 −
n−1∑
j=1
1
2
Tn−j−1 ∧X
4j (5)
which is our relation. Denote by J the ideal generated by
nt4n−3 −
n−1∑
i=0
1
2
Tn−i−1t
4i.
We have seen that J ⊂ I.
Now we show that t2n−2 ∈ J . To see this let us write the relation (5) as
nt2n−3 −
n−1∑
h=0
Tn−h−1t
4h.
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Remark that multiplying on the right by t we get
nt2n−2 −
n−1∑
h=0
Tn−h−1t
4h+1 ∈ J.
If we multiply by t on the left we get
nt2n−2 −
n−1∑
h=0
tTn−h−1t
4h = nt2n−2 +
n−1∑
h=0
Tn−h−1t
4h+1.
Adding the two relation we thus obtain
2nt2n−2 ∈ J. (6)
Now consider A/J . Using (6), it is clear that the image of 1, t, . . . t4n−3 span A/J as a A
module. However by (5) we deduce that
Tn−1 = 2nt
4n−3 −
n−1∑
i=1
Tn−i−1t
4i,
so that, substituting, the same elements span A/J as a An−1 module. It follows that dim
A/J ≤ (4n − 2)2n−1 = (2n − 1)2n. On the other hand we know by Proposition 2.5 that dim
A/I= dim B = (2n− 1)2n. We deduce that I = J .
Remark 2.10. The fact thatX2n−2 = 0 means that the standard polynomial St4n−2(x1, ..., x4n−2)
is identically 0 for x1, . . . , x4n−2 ∈M
+
2n. This is a result of Rowen [29].
Finally using Proposition 2.6 we deduce,
Corollary 2.11. 1) The elements 1, X,X4, X5, ..., X4n−3 are a basis of B− as a free module
over the exterior algebra An−1.
2) The elements X2, X3, X6, X7, ..., X4n−5 are a basis B+ as a free module over the exterior
algebra An−1.
2.2.3 Structure of invariants of the representation
∧
(M−2n)
∗ ⊗M2n
By the classical invariant theory we have that polynomial functions G-equivariant from m-
copies of L to M2n, are an associative algebra generated by coordinates Yi and by the traces of
monomials in Yi. So we have that [
∧
L∗ ⊗M2n]
G is generated by the element Y, Y s = −Y and
Tr(Y i). Further we can decompose in a natural way B = B+ ⊕B− as
B := [
∧
L∗ ⊗M2n]
G = [
∧
L∗ ⊗ L]G ⊕ [
∧
L∗ ⊗M+2n]
G.
We have an analog of the Proposition 2.6:
Proposition 2.12. 1. The element Tr(St4k+1(y1, ..., y4k+1)) is zero for each k ≥ 0.
2. Y k ∈ B− if and only if k ≡ 0, 3 modulo 4
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3. Y k ∈ B+ if and only if k ≡ 1, 2 modulo 4.
Proof. As in the Proposition 2.6 we just prove the first fact.
We recall that
Tr(St2h+1(y1, ..., y2h+1)) = Tr(St2h+1(y1, ..., y2h+1)
s),
but
St2h+1(y1, ..., y2h+1)
s =
∑
σ∈S2h+1
ǫσ(yσ(1) · · · yσ(2h+1))
s
=
∑
σ∈S2h+1
(−1)2h+1ǫσyσ(2h+1) · · · yσ(1),
and if we consider the permutation η : (1, ..., 2h+1)→ (2h+1, ..., 1) we see that it has the same
sign of the parity of h. So everything follows.
We set
Th := Tr(St4h+3(Y1, ..., Y4h+3)) (7)
we have, by the computation of the dimension and by the Amitsur-Levitzki’s Theorem, that
Lemma 2.13. The algebra A := (
∧
M−2n)
G is the exterior algebra in the elements T0, ..., Tn−1.
So we can describe the structure of covariants:
Theorem 2.14. 1. The algebra B is a free module on the subalgebra An−1 ⊂ A generated by
the elements Ti, i = 0, ..., n− 2, with basis 1, ..., Y
4n−1.
2. With analogous notations to the previous section we have that the kernel of the canonical
homomorphim π : A[t]→ B is the principal ideal generated by
n−1∑
i=0
t4i ∧ Tn−i−1 − 2nt
4n−1.
Proof. By computing dimensions we only need a formula to compute the multiplication by the
element Tn−1 = Tr(Y
4(n−1)+3) = Tr(Y 4n−1), but in this case we can use the general formulas
for the matrices (see [2]).
We start from the universal formula for M2n:
1 ∧ T (4n− 1) = T (4n− 1) = −
2n−1∑
i=1
Z2i ∧ T (2(2n− i)− 1) + 2nZ4n−1, (8)
where Z :M2n →M2n is the identity map and T (h) := Tr(Sth(x1, ..., xh)).
In our case Z ❀ Y and we have (by 2.12) that T (2(2n− i)− 1) = 0 unless that
−2i− 1 = 3 mod(4). So i is even. We deduce:
Tn−1 = −
n−1∑
i=1
Y 4i ∧ Tn−i−1 + 2nY
4n−1, (9)
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so
Y j ∧ Tn−1 = −
n−[ j4 ]∑
i=1
Y 4i+j ∧ Tn−i−1. (10)
So by this last result and by Proposition 2.12 we have (consistently to the general theory for
Lie algebras developed in [10]):
Corollary 2.15. 1. The 2n elements Y, Y 2, Y 5, Y 6, . . . , Y 4n−3, Y 4n−2 are a basis of
B+ on the exterior algebra generated by the n− 1 elements Ti, i = 0, . . . , n− 2.
2. The 2n elements 1, Y 3, Y 4, Y 7, . . . , Y 4n−4, Y 4n−1 are a basis of B− on the exterior algebra
generated by the n− 1 elements Ti, i = 0, . . . , n− 2
2.3 The odd orthogonal case
In the last part of this section we want to generalize our considerations to the case in which the
group G considered is not Sp(2n), but O(2n+ 1). Results are very similar and, almost always,
the proofs are the same as in the symplectic case, so we leave details to the reader.
In this case we start to investigate the space (
∧
(M±2n+1)
∗⊗M2n+1)
G, whereM±2n+1 indicates
the space of the symmetric or skew-symmetric matrices with respect to the usual transposition.
2.3.1 Dimension
We start analyzing the skew-symmetric case. We recall the isomorphism M−2n+1 ≃
∧2
V , where
V = C2n+1. We have the usual decomposition:
∧( 2∧
V
)
=
⊕
H−a1,a2,...,ak(V ),
with 2n + 1 > a1 > · · · ak > 0. The only difference with the symplectic case regards the
invariants. This time, there is the invariant only if the diagram has even columns (see [23]).
We have:
Proposition 2.16. The dimension of the space of invariants
∧(
M−2n+1
)G
is 2n.
Proof. We want that the diagram has even columns. So the sequence a1 > a2 > ... > ak must
be of type 2n + 1 > b1 > b1 − 1 > b2 > b2 − 1 > ..., with bi even (not zero). It follows that
the number of these sequences is the number of different sequences composed by even numbers
minor than 2n+ 1, therefore likewise the symplectic case we have our claim.
The symmetric orthogonal case is very simple by previous considerations. We haveM+2n+1 ≃
S2(V ). So by the decomposition (3), to compute the dimension of invariants we have to consider
sequences of type 2n + 1 > b1 > b1 − 1 . . . > bk > bk − 1 > 0, with each bi even or of type
2n+ 1 > b1 > b1 − 1 . . . bk−1 > bk−1 − 1 > bk = 0. So we have:
Proposition 2.17. The dimension of the space of invariants
(∧
M+2n+1
)G
is 2n+1.
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Furthermore we can compute the dimension of covariants.
Proposition 2.18. The dimension of the space (
∧
(M−2n+1)
∗ ⊗M2n+1)
G (resp. (
∧
(M+2n+1)
∗ ⊗
M2n+1)
G) is n2n+1 (resp. (2n+ 1)2n+1).
Proof. We will prove only the case M−2n+1, the other case is similar. The proof follows easily
from Theorem 2.5.
In fact we can reinterpret the orthogonal case from the point of view of the symplectic case.
By transposing diagrams we are in the situation of the skewsymmetric symplectic case for 2n
up to:
1. subtract the contribution given by the case in which the first two columns have maximal
length and we add two boxes to these.
2. add the contribution given by the case in which the first row has maximal length and we
add two boxes to this.
So we have that the dimension is n2n+1 − 2n−1 + 2n−1 = n2n+1.
2.4 Structure
We proceed to describe explicitly of the space B := (
∧
(M−2n+1)
∗ ⊗M2n+1)
G. We can see such
algebra as a left module on the algebra A := (
∧
(M−2n+1)
∗)G which is, as an algebra, generated
by the elements Tr(St2k+1) and similarly to the symplectic case can be described as the exterior
algebra.
Proposition 2.19. The algebra A = (
∧
(M−2n+1)
∗)G is the exterior algebra in the elements
Th = Tr(St4h+3), with h = 0, 1, ..., n− 1.
Proof. By the proof of Proposition 2.12 and the Amitsur-Levitzki’s Theorem we have that the
elements Th, h = 0, ..., n− 1 generate the invariants. Since the dimension is exactly 2
n, we have
our claim.
To study covariants let us recall the by classical invariant theory we have that the space
B = (
∧
(M−2n+1)
∗ ⊗M2n+1)
G is generated as a module on A = (
∧
(M−2n+1)
∗)G by the elements
Y i. So reasoning as in 2.8 and 2.9 we can state the following.
Theorem 2.20. 1. As a algebra, B is generated by A and the element Y .
2. B is a free module on the the exterior algebra An−1 ⊂ A generated by T0, ..., Tn−2, with
basis 1, Y, ..., Y 4n−1.
With notations of Section 2 we can consider the canonical surjective homomorphism π :
A[t]→ B. We have:
3. The Kernel of the homomorphism π is the principal ideal generated by the element
(2n+ 1)t4n−1 −
n−1∑
i=0
Tn−i−1 ∧ t
4i, (11)
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Remark that multiplying by t the generator in (11), we obtain an identity between an element
of even degree t4n and elements of odd degree t4i+1. By the relation Tn−i−1 ∧ t
4i+1 = −t4i+1 ∧
Tn−i−1, we can deduce t
4n = 0. We have recovered a well known result of Hutchinson (see [17]):
Proposition 2.21. The skew-symmetric standard polynomial St4n(x1, ..., x4n) is zero on the
space M−2n+1.
From the Proposition 2.12 we also get:
Corollary 2.22. 1. The algebra (
∧
(M−2n+1)
∗ ⊗ M−2n+1)
G is a free module on the exterior
algebra A−n−1 with basis Y, Y
2, Y 5, Y 6, ..., Y 4n−3, Y 4n−2.
2. The algebra (
∧
(M−2n+1)
∗ ⊗M+2n+1)
G is a free module on the exterior algebra A−n−1 with
basis 1, Y 3, Y 4, Y 7, ..., Y 4n−4, Y 4n−1.
Let us pass to the symmetric case. We can describe easily the structure of invariants. By
classical invariant theory we have that this algebra is generated by the elements Tr(St2k+1), but
by Propositions 2.6, 2.17 and Amitsur-Levitzki we have:
Lemma 2.23. The algebra of invariants A :=
(∧
(M+2n+1)
∗
)G
is the exterior algebra in the
elements T0, ..., Tn (Ti := Tr(St4i+1)).
So we can describe the covariants B := (
∧
(M+2n+1)
∗ ⊗M2n+1)
G.
Theorem 2.24. 1. As a algebra B is generated by A and the element X.
2. B is a free module on the the exterior algebra An−1 ⊂ A generated by T0, ..., Tn−1, with
basis 1, X, ..., X4n+1.
With notations of Section 2 we can consider the canonical surjective homomorphism π :
A[t]→ B. We have:
3. The Kernel of the homomorphism π is the principal ideal generated by the element
(2n+ 2)t4n+1 −
n∑
i=0
Tn−i ∧ t
4i+2, (12)
Proof. We need to prove only the third part. By the analog of the general formula (8) we have
1 ∧ T (4n+ 1) = T (4n+ 1) = −
2n+1∑
i=1
Z2i ∧ T (2(2n+ 2− i)− 1) + (2n+ 2)Z4n+1,
so we deduce i is odd and we have:
Tn = −
n∑
i=0
X4i+2 ∧ Tn−i + (2n+ 2)X
4n+1,
which is our claim.
Corollary 2.25. 1. The algebra (
∧
(M+2n+1)
∗⊗M−2n+1)
G is a free left module on the exterior
algebra An−1, with basis X
2, X3, ..., X4n−2, X4n−1.
2. The algebra (
∧
(M+2n+1)
∗ ⊗M+2n+1)
G is a free left module on the exterior algebra An−1,
with basis 1, X, ..., X4n, X4n+1.
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3 Nonclassical cases
3.1 The case so(2n)/so(2n− 1)
In this part of the work we want to investigate the remaining cases which we have discussed in
the section 1.2.3. In this case g = k ⊕ p, where g = so(2n), k = so(2n− 1) and p = C2n−1. Let
us start considering the invariants of the the space
∧( so(2n)
so(2n− 1)
)∗
,
under di action of so(2n−1) (acting by derivation), we will denote this space by A. If we denote
V := C2n−1 we have that the action of so(2n− 1) is the natural action on ∧V .
From the point of view of the classical invariant theory, we have to look at multilinear skew-
symmetric invariants under simultaneous conjugation of the groupK = SO(2n−1). By the FFT
we deduce they are the exterior algebra in the element p = [v1, ..., v2n−1], i.e., the determinant.
Let us investigate the space of covariants. We have:
(∧
p∗ ⊗ k
)K
≃
(∧
(V )∗ ⊗
2∧
V
)K
,
we can deduce easily that this space has dimension 2. Then we can consider in
(∧2n−3
(V )⊗
∧2
V
)∗
the unique (up to scalar) element p = [v1, ..., v2n−1] and we take the corresponding covariant
element:
ω1 =
∑
[v1, ...v2n−3, ei, ej]ei ∧ ej ∈
(
2n−3∧
(V )∗ ⊗
2∧
V
)K
.
On the other hand if we consider in
(∧2(V )⊗∧2 V )∗ the element ([x1, x2], [x3, x4]), where
xi ∈ so(2n) we have the corresponding element ω2 ∈
(∧2(V )∗ ⊗∧2 V )K .
So we have:
Theorem 3.1. The space B+ := (
∧
p⊗ k)K is the vector space of dimension 2 with basis (over
C) ω1, ω2.
We can do similar considerations for the case B− := (
∧
p⊗ p)
K
. From the point of view of
the classical invariant theory we have to look at the space(∧
(V )∗ ⊗ V
)K
.
As before we have that this space has dimension 2 and a basis is given respectively by the
covariant element θ1 corresponding to [v1, ..., v2n−1] ∈
(∧2n−2(V )⊗ V )∗ and the covariant θ2
corresponding to (v1, v2) ∈
(∧1
(V )⊗ V
)∗
. So we have:
Theorem 3.2. The space B− := (
∧
p⊗ p)
K
is the vector space of dimension 2 with basis (over
C) θ1, θ2.
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3.2 Exceptional case
The last case we consider is the symmetric space E6/F4. Let us start recalling some general
results for Lie algebras (see for example [16], [20]).
Let g be a finite dimensional Lie algebra over C and let u ⊂ g a subalgebra reductive in
g, i.e. the adjoint representation u × g → g is completely reducible. We denote by p a stable
complement under the adjoint action, so g = u⊕ p and as a vector space p ≃ g/u. In this setting
we can state the following (see [16] Theorem 12):
Theorem 3.3. Let g, u as before, and assume furthermore that the restriction homomorphism
maps (
∧
g)
g
onto (
∧
u)
u
. Then we have(∧
u
)u
⊗
(∧
p
)u
≃
(∧
g
)g
.
In our case we have that g = Lie(E6) and u = Lie(F4). If we denote by N the algebra of
invariants (
∧
g)
g
= (
∧
g)
G
, we know by classical results that N = ∧(p3, p9, p11, p15, p17, p23),
where pi is a primitive invariant of degree i. While (
∧
u)U = ∧(q3, q11, q15, q23), with qi = π+(pi),
where π+ : (
∧
g)
G
→ (
∧
u)
U
is the natural map induced by p+ : g→ u. So by the Theorem 3.3
we have that A := (
∧
p)U is the exterior algebra ∧(r9, r17), where ri = π−(pi) and π− : N → A
is induced by p− : g→ p.
Now we can considerM = hom(
∧
g, g)G and B+ = hom(
∧
p, u)U . Further we can decompose
in a natural way M =M− ⊕M+ as
M =
(∧
g⊗ p
)G
⊕
(∧
g⊗ u
)G
,
so we can define an homorphism Γ :M → B+ such that φ 7→ π−(φ
+). We recall (See [10]) that
M is a free module on the subalgebra ∧(p3, p9, p11, p15, p17) ⊂ N with basis certain elements
ui−2, fi−1, where i runs over the degrees of the generators of invariants and uj , fj has degree j.
Using the software ”Lie” we have the following table that describes the graduated module B+:
degree 0 1 2 3 4 5 6 7 8 9 10 11 12 13
dimension 0 0 1 0 0 0 0 1 0 0 1 1 0 0
(13)
Remark that the dimension of p is 26, so by the Poincare´ duality the previous table it is
sufficient to describe the all space. We deduce dim(B+) = 8 and each covariant has different
degree.
Let us consider gi := Γ(fi), with i = 2, 10 and vi := Γ(ui), with i = 7, 15. We want to
prove that B+ is a free module on the one-dimensional algebra generated by r9 with basis
g2, g10, v7, v15. So we only need to prove that all gi, vi and their products by r9 is nonzero.
We denote by (·, ·)g the Killing form of g, we know that it induces, by restriction, a non
degenerate invariant form on u, which will be denoted by (·, ·)u. Our goal is to prove that, up
to a non zero scalar,
(g2, v15)u = (v7, g10)u = r17, (14)
so our claim will follow. Let us start considering the first scalar product (v7, g10)u. We know
(see [10]) that, up to a non zero scalar, we have:
(u7, f10)g = p17.
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Let us write u7 = u
+
7 + u
−
7 . Using the software ”Lie” we have the following table describing
B− := (
∧
p⊗ p)
H
:
degree 0 1 2 3 4 5 6 7 8 9 10 11 12 13
dimension 0 1 0 0 0 0 0 0 1 1 1 0 0 0
(15)
We deduce π−(u
−
7 ) = 0. On the other hand, we have
p17 = (u7, f10)g
= (u+7 + u
−
7 , f
+
10 + f
−
10)g
= (u+7 , f
+
10)g + (u
−
7 , f
−
10)g,
so applying π− we have
r17 = π−(p17)
= π−((u7, f10)g)
= (π−(u
+
7 ), π−(f
+
10))h
= (v7, g10)h.
We can do the same considerations for (g2, v15)u. Furthermore, by linearity we have:
(r9g2, v15)u = (r9v7, g10)u = (g2, r9v15)u = −(v7, r9g10)u = r9r17 6= 0.
We can do similar considerations for the space B−. Let us consider vi := π−(u
−
i ), i = 1, 9
and gi := π−(f
−
i ), i = 8, 16. By the table (13) we deduce π
−(u+i ) = 0, i = 1, 9. As before, the
Killing form (·, ·)g induces a non degenerate invariant form on p, we denote it by (·, ·)p and we
have, up to a nonzero scalar, that
(v1, g16)p = (g8, u9)p = r17,
and that
(r9g8, v9)p = (r9v1, g16)p = (g8, r9v9)p = −(v1, r9g16)p = r9r17 6= 0.
We can summarize our considerations in the following:
Theorem 3.4. 1. The space B+, of dimension 2 · 22, is a free module on the subalgebra
∧(r9) ⊂ A, with basis g2, g10, v7, v15.
2. The space B−, of dimension 2 ·22, is a free module on the subalgebra ∧(r9) ⊂ A, with basis
g8, g16, v1, v9.
4 Conclusions
We now summarize the previous results and deduce Theorem 1.4. Let us start analyzing our
results about spaces of type B+.
Let g be a simple complex Lie algebra, σ : g→ g an indecomposable involution and g ≃ p⊕ k
the Cartan decoposition with k the fixed point set of σ. Let us assume that (
∧
p∗)
k
is an
exterior algebra of type ∧(x1, ..., xr), where the xi’s are ordered by their degree and r is such
that r := rk(g)− rk(k). Then we have:
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Theorem 4.1. The algebra B+ := (
∧
p∗ ⊗ k)
k
is a free module of rank 2r on the subalgebra of
(
∧
p∗)
k
generated by the elements x1, ..., xr−1.
Proof. The only thing we have to prove is that our results about the orthogonal and symplectic
groups can be seen from this point of view in a way that implies our theorem. The case B+ is
particularly simple. In fact by little changes in the proof of the calculus of the dimensions we see
that dim(B+) = (n− 1)2n−1 for the symplectic case and n2n for the odd orthogonal case. Then
our claim follows choosing as a basis the elements Y i := X i − 1mTr(X
i), with m = 2n, 2n+ 1
and from the fact that for traceless matrices T0 = 0.
Further we have the same result for B−. We just have to remark that 1 /∈ B− and in
both symplectic and orthogonal cases we can obtain the generator of higher degree, respectively
X4n−3 − 12nTr(X
4n−3) and X4n+1 − 12n+1Tr(X
4n+1) by the characterizing identities we have
proved. We deduce:
Theorem 4.2. The algebra B− := (
∧
p∗ ⊗ p)
k
is a free module of rank 2r on the subalgebra of
(
∧
p∗)
k
generated by the elements x1, ..., xr−1.
References
[1] S.Amitsur, J.Levitzki, Minimal identities for algebras, Proc. Amer. Math. Soc. 1, (1950),449-
463.
[2] A.Borel, (1967) [1954], Halpern, Edward, ed., Topics in the homology theory of fibre bundles,
Lecture notes in mathematics 36, Berlin, New York: Springer-Verlag
[3] A.Borel, Sur la cohomologie des especes fibres principaux et des espaces homogenes de groupes
de Lie compacts, Ann. of Math. 57 (1953), 115-207
[4] A.Borel, F.Hirzebruch, Characteristic classes and homogeneous spaces, Amer. J. Math. 80
(1958), 459-538.
[5] N.Bourbaki, Groupes et algebres de Lie, Hermann, Paris, 1968.
[6] M. Bresar, C.Procesi, S.Spenko, Quasi-identities on matrices and the Cayley-Hamilton poly-
nomial (2014) arXiv:1212.4597
[7] H.Cartan, La transgression dans un groupe de Lie et dans un espace fibre principal. Colloque
de topologie (espaces fibres), Bruxelles, 1950, pp. 5771. Georges Thone, Liege; Masson et
Cie., Paris, 1951
[8] C. Chevalley, The Betti numbers of the exceptional Lie groups, in Proc. International
Congress of Mathematicians 1950, Vol. II, 21-24.
[9] C. De Concini, P. Moseneder Frajria, P. Papi, C. Procesi,On special covariants in the exterior
algebra of a simple Lie algebra, Rend. Lincei Mat. Appl. 25 (2014), 331-334
[10] C.De Concini, P.Papi, C.Procesi, The adjoint representation inside the exterior algebra of
a simple Lie algebra (2014), arXiv:1311.4338
20
[11] C.De Concini, P.Papi,C.Procesi, Invariants of E8, available at:
http://www1.mat.uniroma1.it/people/papi/E8.zip.
[12] C.De Concini, C.Procesi, A characteristic free approach to invariant theory. Advances in
Math. 21 (1976), no. 3, 330-354.
[13] S.Dolce, On covariants in exterior algebras for the even special orthogonal group, in prepa-
ration.
[14] E.B.Dynkin, Homologies of compact Lie groups, Amer. Math. Soc. Transl. 12 (1959), 251-
300.
[15] S.Helgason, Differential Geometry, Lie Groups, and Symmetric Spaces, Graduate Studies
in Mathematics, vol. 34, 2001 (AMS edition).
[16] G.Hochschild, J-P.Serre, Cohomology of Lie Algebras, Annals of Mathematics, Second Se-
ries, Vol. 57, No. 3 (May, 1953), pp. 591-603.
[17] J.P.Hutchinson, Eulerian Graphs and Polynomial Identities for Sets of Matrices, Proc. Nat.
Acad. Sci. USA Vol. 71, No. 4, pp. 1314-1316, April 1974.
[18] B.Kostant, A theorem of Froboenius, a theorem of Amitsur-Levitzki and cohomology theory,
Indiana J. Math. (and Mech.) 7(1958), 237-264.
[19] B.Kostant, Clifford algebra analogue of the Hopf-Koszul-Samelson theorem, the ρ-
decomposition C(g) = EndVρ ⊗ C(P ), and the g-module structure of
∧
g , Adv. Math.
125 (1997), 275-350
[20] J.L.Koszul, Homologie et cohomologie des algebres de Lie, Bull. Soc. Math. France 78 (1950),
66-127.
[21] I.G.MacDonald, Symmetric Functions and Hall Polynomials. Oxford Mathematical Mono-
graphs.
[22] C.Procesi, On the theorem of Amitsur-Levitzki (2013), arXiv:1308.2421
[23] C.Procesi, Lie Groups, an approach through Invariants and Representations, Universitex,
Springer.
[24] C.Procesi, The invariant theory of n× n matrices, Advances in Math. 19 (1976), 306-381.
[25] C.Procesi, A formal inverse to the Cayley-Hamilton theorem, J. Algebra 107 (1987), 63-74.
[26] Yu.P.Razmyslov,Trace identities of full matrix algebras over a field of characteristic zero,
Math. USSR-Izv. 8(1974), 727-760..
[27] M.Reeder, Exterior powers of the adjoint representation, Canad. J. Math. 49 (1997), 133-
159.
[28] S.Rosset, A new proof of the Amitsur-Levitski identity, Israel J. Math. 23 (1976), 187-188.
[29] L.H.Rowen, A simple proof of Kostant’s Theorem and an analogue for the symplectic invo-
lution, Contemp. Math. 13 (1982), 207-215.
[30] M.Takeuchi, On Pontrjagin classes of compact symmetric spaces, J.Fac.Sci.Univ.Tokyo
Sect. I 9 1962 313-328 (1962).
22
