Abstract -We derive bounds on the error probability of ML decoded LDPC codes, for any binary-input symmetric-output channel. For appropriately chosen ensembles of LDPC codes, reliable communication is possible up to channel capacity. The lower and upper bounds coincide asymptotically, indicating a polynomially decreasing ensemble averaged error probability. For ensembles with suitably chosen parameters, the error probability of almost all codes is exponentially decreasing. Furthermore, the error exponent can be set arbitrarily close to the standard random coding exponent.
I. INTRODUCTION
In this paper we examine the error probability of optimal (Maximum Likelihood) decoding of low density parity check (LDPC) codes, first introduced by Gallager [l] in 1963.
We consider two ensembles of LDPC codes. The first ensemble was proposed by Mackay [2] . The second ensemble is based on bipartite regular graphs, and was used by several researchers, e.g. [3] .
AN INDEPENDENT MATRIX COLUMN ENSEMBLE
We consider the ensemble of parity check matrices A L~N (corresponding to a code with block length N and L parity check equations) defined by applying the following procedure to each column of A, for some integer t. First set the entire column to 0's. Then t times an index is drawn uniformly and independently from {1,2, ..., L} and the corresponding bit is flipped. We claim the following:
Theorem 1 Consider the ensemble of binary parity check matrices A L~N described above, over a memoryless binaryinput symmetric-output channel. Let C denote channel capacity, R k l -L / N and suppose that the following conditions are satisfied for t 2 3 and some 0 < 7 < 112 and K > 0:
Denote the ensemble averaged mazimum likelihood decoding e m f probability b y P e . Then the parity check equations. Perhaps the most striking feature of the theorem is that the right hand side of (4) is independent of both R and C. This behavior stands in contrast to the various bounds on the probability of error when using random coding, where the bound is monotonically increasing with increasing R or decreasing 'C.
Furthermore, it can be shown that (1)- (3) hold when either R < C and t is large enough, or when for given t , D > 0 is small enough, where D is a quality parameter of the channel, D g E, JP(ylO)P(yll) (P(y1z) describes the channel).
CODES DERIVED FROM BIPAF~TITE REGULAR GRAPHS
A popular method for obtaining an ensemble of sparse parity-check codes is defined in terms of a bipartite graph. This is done by constructing a c -d regular bipartite graph in which there are N vertices on the left side of the graph, each of degree c, and L vertices on the right, each of degree d, so that N c = Ld. This ensemble is described in [3] .
It can be shown that the following holds, 2 -1 c even c odd provided that c and d satisfy conditions analogous to the conditions set in Theorem 1.
Iv. EXPURGATED ENSEMBLES
Our results can be greatly improved by expurgating from the ensembles codes which have small minimal distance. It turns out that when the ensemble parameter t ( c and d ) is sufficiently large, the error probability of the expurgated ensemble is exponentially decreasing, and the exponent is arbitrarily close to the random-coding exponent.
