This paper studies the detection and grading method of wheat quality based on image processing and Support Vector Machine. By wavelet packet and morphological openclose operation, the author extracts the morphological, color and texture features from whole-grain images of wheat. The results show that the color feature can largely reflect the difference between different grades of wheat; morphological feature can also reflect the difference but not as sharply as the color feature does; texture feature has little to do with wheat grade. Hence, the color feature is taken as the basis for whole-grain grading of wheat. Then, the author establishes a linear parameter classification and recognition model and BP neural network classification model for wheat quality. The overall recognition rate of the former model reaches 95.5%, and that of the latter model reaches 97%. The characteristic parameters of wheat are extracted by CEEMD signal processing method, and subjected to regression analysis by the multiple linear regression model. The correlation coefficient of the regression model is put at r2=0.9511, indicating that it is feasible to detect wheat quality by the collision method.
INTRODUCTION
Since previous wheat quality detection methods sensory method, physical method and chemical method all have disadvantages like subjectivity, randomness, prolonged detection time and high cost, nondestructive detection and online detection have become the dominant methods for the detection of wheat and other agricultural products. Currently, the detection and grading methods of agricultural products mainly include infrared and X-ray detection, acoustic characteristics detection, visible light maturity analysis and computer image detection (Wan et al.,2002) .With the continuous development of computer technology, processing technology and acoustic signal processing have attracted common attention of researchers worldwide. Fruitful results have been achieved in quality detection of rice, corn, potato, apple and other agricultural products by image processing technology (Courtois et al.,2010) .In terms of wheat quality detection and grading, image processing technology has been successfully applied to variety recognition, quality grading, vitreousness and hardness detection of wheat (Paliwal et al.,2003) .
Recent years saw the popularization of the detection technology of the audio signals produced by the collision of agricultural products. The method has the advantages of fast speed, simple operation, no damage to the product, environmental friendliness, high sensitivity, etc (Manickavasagan et al.,2008) . It is more reliable and accurate to identify the grade of agricultural products with ultrasonic signals because the different grades of agricultural products particles generate different ultrasonic signal waveforms during collision. Therefore, it is of great practical significance to study the ultrasonic signals of the collision sound of agricultural products. At present, the following methods adopt Support Vector Machine in detection and grading of agricultural products: time-frequency analysis, (Luo et al., 1999 ) component analysis, (Zhanget al., 2001 ) data mining, (Choudhary et al.,2008) , independent component analysis, and wavelet analysis. This paper studies the detection and grading method of wheat quality based on image processing and Support Vector Machine (Vol,1995) . By wavelet packet and morphological open-close operation, the author extracts the morphological, color and texture features from whole-grain images of wheat. Then, the author establishes a linear parameter classification and recognition model and BP neural network classification model for wheat quality, extracts the characteristic parameters of wheat by CEEMD signal processing method, and conducts regression analysis of the extracted characteristic parameters by the multiple linear regression model (Xieet al.,2004) . The results indicate that it is feasible to detect wheat quality by image processing technology and collision method, and lays the theoretical foundation for nondestructive detection of wheat quality.
WHEAT QUALITY DETECTION METHOD BASED ON IMAGE PROCESSING

Image processing method
Image pre-treatment
To obtain the original test material, the author purchases 4 grades of wheat (Grade 1 to Grade 4), and chooses equal amounts of wheat, similar in bulk density, from each of the 4 grades (Ince et al.,2008) . Then, the author acquires the whole-grain image of each grade. In view of the noise in the images acquired, WPT and morphological calculation are adopted to enhance the images by filtering the high frequency noise and pre-treating the images (Kalkanet al.,2007) .
Extraction of morphological parameters
Based on image edge detection technology, the morphological features of grain can be effectively extracted according to regional and boundary features of wheat grain. In this paper, filtered images are processed by morphological calculation (Khalifa,2011) . In the principle of morphology expansion, the element structure b can be expressed by the following formula:
Where Db is the definition domain of b, and Γb is the gray-scale expansion of the function f(x,y) (Cetin et al.,2004) ; b equals 0 at any coordinate in its domain of definition. Thus, the maximum value of b is determined by the (0,1) mode within Db. Hence, Formula1 can be converted to:
The flat recovery expansion is the local maximum operator, i.e., the maximum value is obtained from a series of pixel neighborhoods determined by the shape of Db. Similar to the calculation of expansion, grayscale corrosion is also determined by flat structural element. The corresponding expression is as follows:
According to Formula 3, in contrast to recovery expansion, grayscale erosion is a local minimum operator, i.e (Kavdir and Guyer,2008) . The minimum value is obtained from a series of pixel neighborhoods determined by the shape of Db.
In the edge detection of an image, if the gradient value of a point in the image is relatively large, it indicates that the image's brightness changes rapidly, that is, an edge passes through this point. Morphological edge detection is based on this principle. The gradient is defined as:
e is the flat structural element. Morphological transformation using two images and one structural element is called morphological reconstruction. The two images are used to mark and constrain the image transformation process respectively, while the structural element defines the connectivity (Hosainpour,2011) . If G is a mask and F is a marker, the reconstruction of the image is pointed from F to G. The specific process is as follows:
(1)Initialize the marked image and denote it as m 1 ; (2)Create the structural element; (3)Iterate m 1 , where
Until m k+1 =m k . According to the results of image processing, the author extracts morphological parameters like perimeter, area, elongation, eccentricity and compactness of wheat by the ratio of the number of pixels in the region and the relative parameters.
Extraction of color and texture feature parameters
The color of the image is extracted based on the RGB model. The HSI model is used to identify the mean and variance of color components like hue, saturation and brightness in the image. On this basis, the author analyzes the texture features of wheat according to the texture descriptor in different regions. The specific analysis parameters are as follows:
The mean brightness of the image is expressed as:
z i is the random parameter of brightness; p(z) is the gray-scale histogram; L is the corresponding gray-level series. Smoothness is another parameter that describes the texture features:
σ is the mean contrast.
 2 is the second order moment. The matrix expression of different order is roughly the same. For example, the third order moment is expressed as:
Data processing and modeling
In order to improve the efficiency of data processing and reduce the interference caused by invalid data, the author extracts parameters which contribute greatly to the classification and recognition by screening sample data with SAS software, and establishes linear parameter classification based on Discrim. Meanwhile, he develops the BP neural network program for wheat pattern recognition by Matlab. In the single-hidden layer neural network, the training function, transfer function and output layer use the functions of trainlm, tansig and logsig, respectively. There are 4 neurons in the output layer, corresponding to four wheat grades. 150 whole-grain images are collected from each grade, of which 100 are used as training samples and 50 as test samples.
Test results and analysis
Image pretreatment and characteristic parameter extraction
Even if the two wheat samples are of the same bulk density, they may also exhibit large differences in color, morphology, and texture features. In order to reduce the errors, the author obtains the final results by taking the mean value of the characteristic parameters of all wheat grains on each extracted image. See Figure 1 A large number of characteristic parameters are extracted from the pre-treated image in Figure 1 . The parameters that contribute little to the recognition of wheat grade are to be eliminated. According to the results in Figure 1 , 44 parameters are obtained. The author screens the 44 feature values by stepwise discriminant analysis in SAS software, and retains 10 characteristic parameters which contribute greatly to wheat grade recognition (Elbatawi,2008) . See Table 1 for the mean squared correlation value and partial R2 of these parameters. In Table 1 , R, G and B respectively stands for the red, green, and blue colors in color feature; mean stands for the mean value; tom stands for the third order moment. As shown in the table, the top 10 characteristic parameters which contribute the greatest to wheat grade recognition are the mean value, third order moment, entropy and consistency of different tones, as well as the perimeter and the length of the long and short axes in morphological feature. For the whole-grain image of wheat, the color feature can largely reflect the difference between different grades of wheat; morphological feature can also reflect the difference but not as sharply as the color feature does; texture feature has little to do with wheat grade. Hence, the color feature is taken as an important basis for whole-grain grading of wheat. For each group of sample images, the author extracts the top 10 parameters of color, morphological and texture features that contribute the greatest to wheat grade recognition by the method described above. On this basis, the author establishes the linear discriminant relations of four bulk densities the discriminant functions are determined by 10 characteristic parameters. Each parameter corresponds to the corresponding undetermined coefficient. The undetermined coefficient and constant of 4 wheat grades are shown in Table 2 .
Wheat quality recognition by linear parameter classification
After the linear discriminant functions in Table 2 have been established for the 4 grades, the author conducts recognition of the 50 test samples. See Table 3 for the results. As shown in Table 3 , the established linear parameter classification model has an overall recognition rate of 95.5% for wheat quality, which largely reflects the bulk density difference between different grades. For each grade, the linear function model has a higher recognition rate of Grade 1 and Grade 2 wheat than that of Grade 3 and Grade 4 wheat for it is demonstrated in the table that sub-quality and inferior-quality wheat are easily confused and misjudgments mostly happen between Grade 3 and Grade 4 wheat.
Wheat quality recognition by BP neural network
To recognize the wheat quality by BP neural network, the optimal number of input neurons should be identified in the first place. The author arranges all of the 44 wheat characteristic parameters are ranked according to their contribution to wheat quality, and analyzes the principal components of each characteristic parameter, thereby obtaining the number of principal component factors that guarantee effective recognition of image features. The BP neural network model is established by choosing different numbers of principal component factors as the characteristic variables and using them as input variables. See Figure 2 for the relationship between the output of different numbers of principal component factors and model recognition rate. As shown in the figure, when there are only 2 principal component factors, the recognition rate of wheat quality of the test samples is only 45.5%, and the recognition effect is poor. As the number of principal component factors increases, the neural network has a much higher recognition rate of the training samples and test samples, which are 94.4% and 98.9% respectively. After that, the recognition rate remains the same despite the increase of the number of characteristic parameters. Therefore, the author regards thetop8 characteristic parameters which contribute the greatest to the wheat quality recognition as the input neurons of BP neural network, sets the number of output neuron dimensions to 4 and network learning rate to 0.05, measures the number of neurons in the middle layer neurons by stepwise test at the range of 18-24 until the network prediction error is minimized. The recognition rate of BP neural network model is verified by using 50 test samples of each grade. See Table 4 for the results. The table shows that the BP neural network model has an overall recognition rate is 97%, slightly higher than that of the linear discriminant model. For each grade, the recognition rate of Grade 1 and Grade 2 is also higher than that of Grade 3 and Grade 4. Since the whole-grain image contains information like the overall epidermal folds and grain plumpness of wheat, the recognition has achieved desirable effect. Mainly influenced by intrinsic quality like the compactness of wheat grain structure, the bulk density of wheat is also significantly affected by factors by grain plumpness, ventral groove depth, and grain smoothness. The above analysis indicates that image feature extraction technology can achieve desirable effect when applied to the detection of wheat quality.
DETECTION OF WHEAT QUALITY BASED ONSUPPORT VECTOR MACHINE
The quality of wheat can also be detected by acoustic characteristics because wheat particles produce audio signals when they collide with other objects, and different grades of wheat generate significantly different patterns of audio signals during collision. Useful information can be obtained by decomposing the audio signals. In this section, the author uses the CEEMD signal processing method to extract the characteristic parameters of wheat, establishes the regression model between the extracted characteristic parameters and wheat hardness, and eventually completes the acoustic determination of wheat quality.
CEEMD signal decomposition method
The empirical mode decomposition method (EMD) decomposes the original signal into a finite number of modal components (IMF). The IMF either has linear or nonlinear characteristics. In essence, the process -screens‖ the signal and breaks it down into different IMFs. EMD is an exhaustive method. In other words, there is no energy loss because one can recreate the original signal by adding up the modal components IMFs and the residual components rn (t) which are generated through the EMD of the original signal.
The most primitive EMD decomposition has the problem of modal aliasing, that is, any IMF contains signals obviously from other time-scales, resulting in confusion to the subsequent sub-band analysis. On the basis of EMD decomposition, Yeh proposes a noise-assisted EMD decomposition method, CEEMD. The steps are as follows:
(1) Add white noise n(t) to the original signal x(t),
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(2) Perform EMD on x1+(t) andx1-(t) respectively, and obtain IMF1+ and IMF1-,
(3) Add white noise to x(t) for another L-1 times and perform EMD decomposition. In total, there are L groups of different modal components. Sum up and take the arithmetic mean value of the L groups of components which are of the same order, thus obtaining the CEEMD-compliant components of different orders,
cj(t) is the modal component IMF. CEEMD can effectively suppress modal aliasing, and ensure that the signal is well separated in every frequency band.
Audio signal decomposition and feature extraction
The author obtains the IMF of different frequencies by performing CEEMD of the wheat collision signals. See Figure 3 for the original audio signal of wheat and the IMF2-IMF5 components (IMF1 is high-frequency noise signal). The sampling frequency is 40,000Hz. The decomposition generates a total of 13 IMF components from high to low frequencies. Since the information of wheat hardness is included in one or more components, the author seeks the band energy of different IMF components by the formula E(t):
i is the number of IMF component; n is the data point of the component; X(t) is the amplitude of IMF component. The band energy of each IMF is normalized:
NEi is the normalized energy, and ET is the total energy of the signal.
Analysis of test results
The author selects 5 wheat samples with different hardness, and treats the audio signal of each grain as a processing unit. In this way, all the wheat with the same hardness is divided into multiple processing units. Then, the author performs CEEMD on each wheat processing unit to extract the normalized band energy of each IMF component, and to seek the mean value of the characteristic parameter (normalized frequency band energy)of wheat with the same hardness. The results show that NE2, NE3, NE4, NE5 and NE6 have good correlation with wheat hardness (HI). See Table 5 for the specific parameters. The author uses the multiple linear regression model to regress the characteristic parameters in Table 5 , and establishes a good fitting model. The multiple linear regression formula can be expressed as:
cn(n=0,1,…n) is the coefficient of the regression equation, and ε is the random error.
The regression results are verified with the residual sum of squares, root-mean-square and other parameters. The sum of squares formula is as follows:
m is the number of samples collected; y j and y 1 j are the estimated value and standard value of the j-th sample respectively; the root-mean-square formula can be expressed as:
The smaller the root-mean-square, the more significant the linear regression is. The correlation coefficient r2 is calculated with the following formula:
H is the fluctuation of the regression function value due to the change of the parameter. The author conducts linear regression analysis of the characteristic parameters of the 5 types of wheat samples. See Table 6 for the regression results. As shown in the table, better regression results are yielded when NE2 and NE3 or NE2, NE3 and NE4 are used as independent variables in the multiple linear regression equation. Specifically, when NE2 and NE3 are taken as independent variables, the correlation coefficient r2=0.9511 and the root-mean-square (RMSE)=2.047; when NE2, NE3 and NE4 are taken as independent variables, the correlation coefficient r2=0.9425 and the RMSE=2.241. Because the calculation becomes more difficult and timeconsuming when more characteristic parameters are in use, the author, in light of the results in Table 6 , decides to adopt the binary linear regression model with NE2 and NE3 as the independent variables. The above research demonstrates the feasibility of collision method in detecting the quality of wheat, and the effectiveness of extracting the wheat characteristic parameters by the signal processing technology.
CONCLUSION
(1) Based on wavelet packet and morphological calculation, the author filters the wholegrain image of the wheat he collected. The process has effectively removed the noise from the image, and makes the image clearer without sacrificing image edge features or detail information. Besides, the cracks and holes on wheat image have been eradicated by binary morphological open-close operation. Accordingto the results of characteristic parameter extraction of the whole-grain image, the color feature can largely reflect the difference between different grades of wheat; morphological feature can also reflect the difference but not as sharply as the color feature does; texture feature has little to do with wheat grade. Hence, the color feature is taken as an important basis for wholegrain grading of wheat.
(2) The author establishes a linear parameter classification and recognition model and BP neural network classification model for wheat quality. The overall recognition rate of the former model reaches 95.5%, and that of the latter model reaches 97%. Both methods have a higher recognition rate of Grade 1 and Grade 2 wheat than that of Grade 3 and Grade 4 wheat for it is demonstrated in the table that sub-quality and inferior-quality wheat are easily confused and misjudgments mostly happen between Grade 3 and Grade 4 wheat.
(3) The characteristic parameters of wheat are extracted by CEEMD support vector machine method, and subjected to regression analysis by the multiple linear regression model. The correlation coefficient of the regression model is put atr2=0.9511. The results indicate that it is feasible to detect wheat quality by image processing technology and collision method, and lays the theoretical foundation for nondestructive detection of wheat quality.
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