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Abstract
Ryser [Combinatorial Mathematics, Carus Mathematical Monograph, vol. 14, Wiley, New York, 1963] introduced a partially
ordered relation ‘’ on the nonnegative integral vectors. It is clear that if S = (s1, s2, . . . , sn) is an out-degree vector of an
orientation of a graph G with vertices 1, 2, . . . , n, then
SrGSSlG,
n∑
i=1
si = |E(G)| and 0sidG(i), i = 1, 2, . . . , n, ()
where Sr
G
and Sl
G
are the maximum and minimum degree vectors with respect to ‘’, respectively. A graph G is called degree
complete if each nonnegative integral vector satisfying the condition () is an out-degree vector of an orientation of G. By using
ﬂows in networks, the degree complete graphs are characterized by showing two simple forbidden conﬁgurations.
© 2006 Elsevier B.V. All rights reserved.
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1. Preliminary
An orientation of a graph G= (V ,E) is a digraph D = (V ,A) obtained from G by assigning a direction to each of
its edges. In particular, when G is a complete graph, the orientations of G are known as Tournaments [1,3,6,10].
Consider a labelled graph G = (V ,E) with its vertices labelled by 1, 2, . . . , n. For an orientation D = (V ,A) of G,
the out degree vector (or degree vector for short) S of D is the vector (s1, s2, . . . , sn) of the out degrees of its vertices.
That is, si = d+D(i), i = 1, 2, . . . , n, where d+D(i) (or d+(i) with no confusion) is the out degree of the vertex i in
D. A nonnegative integral vector is called a degree vector of G if it is the degree vector of an orientation of G. It is
obvious that if S = (s1, s2, . . . , sn) is a degree vector of G, then∑ni=1si equals the number of edges of G and for any
i ∈ {1, 2, . . . , n}, 0sidG(i) (the degree of the vertex i).
One interest of researches into orientation problem is to orient a graph G with degree constraints; or similarly, to
determine which vectors are the degree vectors of G. Results concerning this subject, for example, were included in
the literatures of Frank [4,5], Lovász and Plummer [7], Reid and Zhang [8], Yin and Li [11]. In particular, Landau
[6] found a simple nonconstructive criterion when G is a complete graph. More recently, Bang-Jensen and Gutin [2]
established a method by using ﬂows in networks.
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For a graph G (resp. an orientation D of G), we use V (G) (resp. V (D)) and E(G) (resp. A(D)) to denote its vertex
set and edge (resp. arc) set, respectively. The edge joining two vertices i and j will be written as (ij). The arc with the
direction from i to j is written as [ij ].
Let W1 and W2 be two disjoint vertex subsets of a digraph D (or a graph G). A dipath (or path) P = k1k2 · · · kt
is said to be a (W1,W2)-dipath if k1 ∈ W1 and kt ∈ W2. k1 and kt are also called the initial vertex and the terminal
vertex (or end vertices) of P, respectively. In particular, if P is an arc (or an edge), then it is called a (W1,W2)-arc (or
(W1,W2)-edge). When no confusion can occur, a single-element set {x} will be denoted by x for short.
Let S = (s1, s2, . . . , sn) and S′ = (s′1, s′2, . . . , s′n) be two nonnegative integral vectors. If
k∑
i=1
si
k∑
i=1
s′i
for each k ∈ {1, 2, . . . , n − 1} and with equality for k = n, then S is said to majorize S′ (see Ryser [9]) and is denoted
by SS′. It is obvious that ‘’ is a partially ordered relation.
Let DlG and D
r
G denote the orientations of G whose arc set
A(DlG) = {[ij ] : (ij) ∈ E(G), i > j}
and
A(DrG) = {[ij ] : (ij) ∈ E(G), i < j},
respectively. Denote by SlG=(l1, l2, . . . , ln) and SrG=(r1, r2, . . . , rn) the degree vectors ofDlG andDrG, respectively.
That is,
li = |{j : j < i, (ij) ∈ E(G)}|, ri = |{j : j > i, (ij) ∈ E(G)}|, i = 1, 2, . . . , n.
It is easy to see that li + ri = dG(i), i = 1, 2, . . . , n.
It would be convenient to arrange the vertices 1, 2, . . . , n of G in order from the left to the right. Thus, all arcs in
DlG (resp. DrG) have the direction from the right to left (resp. from the left to right). Therefore, it is not difﬁcult to see
that, for any k ∈ {1, 2, . . . , n},
k∑
i=1
li = |E(G[1, 2, . . . , k])|,
k∑
i=1
ri = |E(G[1, 2, . . . , k])| + mk ,
where G[1, 2, . . . , k] is the subgraph of G induced by {1, 2, . . . , k} (similarly hereinafter) and mk is the number of
({1, . . . , k}, {k + 1, . . . , n})-edges in G. In general, for any orientation D with degree vector S = (s1, s2, . . . , sn), we
have
k∑
i=1
si = |E(G[1, 2, . . . , k])| + mk(S),
where mk(S) is the number of ({1, . . . , k}, {k + 1, . . . , n})-arcs in D and therefore, 0mk(S)mk . This means that,
for any degree vector S of G, we have SrGSSlG. That is, SlG and SrG are the minimum and maximum elements among
all degree vectors of G, respectively.
However, for some graph G, not each nonnegative integral vector S = (s1, s2, . . . , sn) with
SrGSSlG and
n∑
i=1
si = |E(G)|, 0sidG(i), i ∈ {1, 2, . . . , n},
is a degree vector of G.
Example 1.1. Let V (G)={1, 2, 3, 4},E(G)={(13), (23), (24)} and S=(0, 2, 0, 1). Then SrG=(1, 2, 0, 0)SSlG=
(0, 0, 2, 1). But S is not a degree vector of G.
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If S is a degree vector of a graph G for each nonnegative integral vector S satisfying the condition (), then G is
called degree complete. By using ﬂows in networks, we show that a graph G is degree complete if and only if G does
not contain one of two certain forbidden conﬁgurations as its subgraphs.
2. Degree complete graphs
A path P = k1k2 · · · ks in G is said to be a monotone path if k1 >k2 > · · ·>ks , or k1 <k2 < · · ·<ks . If two vertices
are connected by a monotone path, we also say that they are monotone connected. It is not difﬁcult to see that each
monotone path in G corresponds to a dipath in DrG (also in DlG).
For two degree vectors S = (s1, s2, . . . , sn) and T = (t1, t2, . . . , tn) of G, denote
|S − T | =
n∑
i=1
|si − ti |
and
W1(S) = {i : si < ri , i ∈ {1, 2, . . . , n}}, W2(S) = {j : sj > rj , j ∈ {1, 2, . . . , n}}.
A networkN = (V ,A, lij , uij ) is, as usual, deﬁned to be a digraph D = (V ,A) with a lower bound lij 0 and a
capacity uij  lij on each of its arcs [ij ] satisfying if [ij ] /∈A, then lij = uij = 0. A feasible integer ﬂow in a network
N is a function x: A → Z0 on the arc set ofN such that
∑
i∈V
⎛
⎝ ∑
[ij ]∈A
xij −
∑
[ji]∈A
xji
⎞
⎠= 0 and lij xij uij for each arc [ij ] ∈ A,
where xij denotes the value of x on the arc [ij ]. A vertex i is called a source (resp. a sink) if
∑
[ij ]∈A
xij −
∑
[ji]∈A
xji > 0
⎛
⎝resp.
∑
[ij ]∈A
xij −
∑
[ji]∈A
xji < 0
⎞
⎠
and otherwise i is said to be balanced
(∑
[ij ]∈Axij −
∑
[ji]∈Axji = 0
)
.
The following result is deduced by using the techniques of Bang-Jensen and Gutin used in [2].
Lemma 2.1. Annonnegative integral vectorS=(s1, s2, . . . , sn)with∑ni=1si=|E(G)|, 0sidG(i), i ∈ {1, 2, . . . , n},
is a degree vector of G if and only if G contains 12 |SrG − S| edge disjoint monotone (W1(S),W2(S))-paths in which|ri − si | are with end vertex i, i = 1, 2, . . . , n.
Proof. An equivalent form of a result in [2] shows that a nonnegative integral vector S=(s1, s2, . . . , sn)with∑ni=1si =|E(G)|, 0sidG(i), i ∈ {1, 2, . . . , n}, is a degree vector of G if and only if there exists a feasible integer ﬂow x in
the networkN= (V (G),A(DrG), lij ≡ 0, uij ≡ 1) such that
ri − si =
∑
[ij ]∈A
xij −
∑
[ji]∈A
xji for i = 1, 2, . . . , n.
This implies that x is a ﬂow with source vertex set W1(S) and sink vertex set W2(S) (therefore, an orientation D of G
having degree vector S could be obtained from DrG by reversing the directions of all those arcs [ij ] satisfying xij = 1).
By the well-known max-ﬂow Min-cut Theorem, there exist at least
∑
i∈W1(S)(
r
i − si) = 12 |SrG − S| arc disjoint
(W1(S),W2(S))-dipaths in DrG in which 
r
i − si (resp. si − ri ) are with initial (resp. terminal) vertex i for each
i ∈ W1(S) (resp. W2(S)). Recall that a dipath in DrG corresponds to a monotone path in G, which completes our
proof. 
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Theorem 2.2. A graph G is degree complete if and only if G does not contain one of the two subgraphs H1 and H2,
where
V (H1) = V (H2) = {k1, k2, k3, k4}, k1 <k2 <k3 <k4
and
E(H1) = {(k1k3), (k2k4)}, E(H2) = {(k1k4), (k2k3)}.
Proof. Suppose ﬁrst thatG containsH1. Let  denote the maximum number of edge disjoint monotone (k2, k3)-paths in
G and letPi=k2ki1 . . . kiqi k3, i=1, 2, . . . , , denote these  paths. SincePi, i=1, 2, . . . , , aremonotone (k2, k3)-paths,
so k2 <k
i
1 and k3 >k
i
qi
for each i ∈ {1, 2, . . . , }, i.e.,
[k2ki1] ∈ A(DrG), [k3kiqi ] /∈A(DrG), i = 1, 2, . . . , .
On the other hand, we note that [k2k4] ∈ A(DrG) and [k3k1] /∈A(DrG). So by the deﬁnition of DrG we have rk2+ 1
and dG(k3)rk3 + + 1, i.e.,
0rk2 − − 1dG(k2), 0rk3 + + 1dG(k3).
Let
S = (r1, . . . , rk2−1, rk2 − − 1, rk2+1, . . . , rk3−1, rk3 + + 1, rk3+1, . . . , rn).
Then the above discussion implies that S satisﬁes the condition (). On the other hand, it is easy to verify that
1
2 |SrG −S|=rk2 − (rk2 −−1)=+1. However, by the choice of , G does not contain +1 edge disjoint monotone
(k2, k3)-paths. So by Lemma 2.1, S is not a degree vector of G, i.e., G is not degree complete.
Now suppose that G contains H2. Denote by  the maximum number of edge disjoint monotone ({k2, k3}, k4)-paths.
Let  and  be the number of (k3, k4)-paths and (k2, k4)-paths among these  paths, respectively. Let
S = (r1, . . . , rk2−1, rk2 − − 1, rk2+1, . . . , rk3−1, rk3 − ,
rk3+1, . . . , 
r
k4−1, 
r
k4 + + + 1, rk4+1, . . . , rn).
By a similar discussion as above for H1, one can see that S satisﬁes the condition () and 12 |SrG−S|=++1=+1.
Similarly, by the choice of , G does not contain  + 1 edge disjoint monotone ({k2, k3}, k4)-paths. That is, S is not a
degree vector of G.
We prove the sufﬁciency by applying induction on the number e = |E(G)|. The assertion holds clearly when e = 1.
Now let e > 1.
Suppose S = (s1, s2, . . . , sn) is a vector satisfying (). Let k and h denote the ﬁrst numbers i and j such that si > li
and sj < lj , respectively. Since SSlG, so we have k <h. We show that k and h are monotone connected.
Assume, for the sake of contradiction, that k and h are not monotone connected. Recall that lk + rk = dG(k) and
skdG(k). So sk > lk impliesrksk−lk > 0.Therefore, k is adjacent to at least onevertex, say s, in {k+1, k+2, . . . , n}.
On the other hand, since lh > sh0, so by the deﬁnition of lh, h is adjacent to a vertex t in G such that t < h. By the
assumption that k and h are not monotone connected, we have s = t . Moreover, since G does not contain H1 and H2,
so by a direct observation, we have k < s < t <h.
Again since G does not contain H1, there is no vertex in {s + 1, . . . , t − 1} adjacent to a vertex in {1, 2, . . . , s − 1}.
Let s′, s′ >s, be the maximum number i such that i and s are monotone connected (if s′ does not exist, then set s′ = s)
and let P be a monotone path connecting s and s′. By the choice of s′, there is no vertex on P which is adjacent to a
vertex in {s′ + 1, s′ + 2, . . . , n}. Since k and h are not monotone connected and G does not contain H1 and H2, we
have s′ < t and there is no vertex in {1, 2, . . . , s′ − 1} adjacent to a vertex in {s′ + 1, . . . , n}. This implies that there is
no vertex in {1, 2, . . . , s′} adjacent to a vertex in {s′ + 1, . . . , n}. Thus,
s′∑
i=1
li = |E(G[1, 2, . . . , s′])| =
s′∑
i=1
ri .
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On the other hand, by the choice of k and h and noting that s′ < t <h, we have
li = si for i = 1, 2, . . . , k − 1, lk < sk and lisi for i = k + 1, . . . , s′.
Hence,
s′∑
i=1
si >
s′∑
i=1
li =
s′∑
i=1
ri ,
which contradicts the fact that SrGS. Therefore, k and h are monotone connected.
Let P be a monotone (k, h)-path. Consider the subgraph G − E(P ).
Let S′ = (s′1, s′2, . . . , s′n), where if i ∈ V (P )\{h}, then s′i = si −1; otherwise s′i = si . Noting that P is a monotone path
and therefore corresponds to a dipath in DlG, it is easy to see that 
l
i1 for any i ∈ V (P )\{k}. On the other hand, recall
that sk > lk0 and sili for any i ∈ {k + 1, . . . , h − 1}. So we have s′i = si − 10 for each vertex i ∈ V (P )\{h}.
Furthermore, it is easy to verify that
n∑
i=1
s′i = |E(G − E(P ))|, s′idG−E(P )(i),
i = 1, 2, . . . , n and SrG−E(P )S′SlG−E(P ).
As a result, S′ satisﬁes the condition () for the graph G − E(P ).
On the other hand, we note that G−E(P ) does not contain H1 and H2. So by the induction hypothesis, S′ is a degree
vector of G − E(P ). Let D′ be the digraph having degree vector S′ and let Pk−h be the orientation of the path P with
direction from k to h. We can see that D = D′ ∪ Pk−h is an orientation of G having degree vector S, which completes
the proof of the theorem. 
If we relabel the vertices 2 and 3 in the previous Example 1.1 by 3 and 2, respectively, then the resulting graph does
not contain H1 and H2 as its subgraph. So by Theorem 2.2, the resulting graph is degree complete. However, this does
not occur for every graph, for example, the complete graph Kn(n> 3).
Problem. Characterize the graphs which are not degree complete no matter how we label its vertices?
This problem seems to be a little difﬁcult. On the other hand, let us say that a graph is strongly degree complete if it
is degree complete no matter how we label its vertices. By Theorem 2.2, one can check easily that a graph is strongly
degree complete if and only if it is a star or a cycle of length 3 or their subgraphs.
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