Abstract. As the development of the PSOR method (a point parallel SOR method by mesh domain partitioning proposed in [SIAM J. Sci. Comput., 20 (1999), pp. 2261-2281, this paper introduces a new mesh domain partition and ordering (the multitype partition and ordering), and proposes a new block parallel SOR (BPSOR) method for numerically solving 2-dimensional (2D) or three-dimensional (3D) elliptic boundary problems. A general mathematical analysis shows that the BPSOR method can have the same asymptotic convergence rate as the corresponding sequential block SOR method if the coefficient matrix of the block linear system is "consistently ordered." It also shows that the original sequential ordering can be maintained in the parallel implementation of the BPSOR method so that the BPSOR method can be effectively applied to solve complex elliptic boundary problems. Furthermore, three particular multitype orderings are proposed based on strip and block mesh partitions, which lead to three effective BPSOR methods for solving the five-point like linear systems (in two dimensions) and the seven-point like linear systems (in three dimensions). In addition, it is shown that the PSOR method can be generated from BPSOR if each block equation is solved approximately by only one point SOR iteration. Thus, the PSOR method is well defined without involving any interprocessor data communication operations, and extended to solving threedimensional (3D) problems. Finally, numerical results are presented which confirm the theoretical results and show that BPSOR has a good parallel performance on a parallel MIMD computer.
Introduction. The successive overrelaxation (SOR) method
is an important classic iterative method for solving large-scale sparse linear systems arising from a finite element or finite difference discretization of the elliptic boundary problem. It is also widely used to produce efficient preconditioners [10, 14, 28] and robust smoothers [10, 22, 25, 27] . Due to the efficiency and simplicity in implementation, the SOR method is often used in scientific computing. For example, in protein simulations, three widely used biomolecular simulation packages, CHARMM [5] , DelPha [19] , and UHBD [7] , include the SOR method as the default solver for the linearized Poisson-Boltzmann equation (an elliptic Dirichlet boundary problem with discontinuous coefficients), which models the electrostatic potential energy of a solvate protein system through treating the solvent and the protein as two different continuum dielectric materials [6, 13, 20] . However, the SOR method using the natural ordering is sequential. It must be parallelized to be implemented on a parallel computer.
Various parallel SOR methods have been developed by using multicolor ordering schemes and domain decomposition techniques [1, 2, 4, 8, 9, 12, 15, 16, 17, 18, 23, 24, 26, 28] . Usually, a parallel SOR method defined by multicolor techniques can have a faster convergence rate but may be more difficult to apply for solving complex elliptic boundary problems than a parallel SOR method constructed from a domain decomposition. To improve the convergence rate of a domain decomposition algorithm, a novel mesh partition strategy was proposed in [26] which led to an efficient parallel SOR method called the PSOR method. The PSOR method was shown to retain the convergence rate of the sequential SOR method [26] . However, the PSOR method was only considered as a point iterative algorithm for solving 2-dimensional (2D) elliptic boundary value problems, and its definition involved a usage of interprocessor data communication operations.
As the development of the PSOR method, this paper proposes a new domain decomposition scheme called the multitype partition. The idea of the multitype partition can be briefly described as follows: the mesh domain Ω h is first divided into p subdomains, {Ω hμ } p μ=1 , and then the mesh points of each subdomain are grouped into t types, {Ω , such that each type is coupled only with different adjacent types and at least one of the adjacent types is located in a neighboring subdomain. Here p is the number of processors, and t is less than or equal to the number of neighboring subdomains. The multitype ordering is then defined by numbering the tp type subdomains {Ω i h,μ } from μ = 1 to p for i = 1 to t, while the original ordering is kept within each type subdomain.
This paper then proposes a new block parallel SOR (BPSOR) method by using the multitype partition. A general mathematical analysis shows that the BPSOR method can have the same convergence rate as the corresponding sequential block SOR method if the coefficient matrix of the block linear system is "consistently ordered." (Note that a consistently ordered matrix in this paper usually refers to the blocks of the matrix being consistently ordered. See Definition 9-2.2 in [11] for details.) This paper also introduces three particular multitype partitions based on strip and block mesh partitioning for solving 5-point like (in two dimensions) and 7-point like (in three dimensions) finite difference equations. The three corresponding BPSOR methods are shown, separately, to have the same convergence rate as the corresponding sequential block SOR method.
Two matrix forms of the BPSOR iterative expression are obtained in this paper. One is formulated in the original sequential ordering, and the other in the multitype ordering. With the matrix form formulated by the multitype ordering, the BPSOR method is shown to be equivalent to the normal block SOR method for solving the reordered block linear system by the multitype ordering. Hence, the BPSOR method can be analyzed in the framework of the classic SOR theory [28] . On the other hand, with the matrix form formulated by the original sequential ordering, the BPSOR method is shown to be an iterative method for solving the original block linear system. This implies that the BPSOR method can be implemented easily in parallel on an MIMD parallel computer without any reordering scheme of the unknowns.
In addition, this paper shows that the point PSOR method can be defined as an inexact BPSOR method in which each block equation is solved approximately by only one point sequential SOR iteration. As an inexact BPSOR method, the PSOR method is now well defined without involving any interprocessor data communication operations and extended to solving 3-dimensional (3D) problems. Since the BPSOR theory is developed based on the work of PSOR in [26] , some notation and analysis techniques from [26] It is possible to generate efficient parallel preconditioners and robust parallel smoothers from the BPSOR method through a proper selection of a local solver, a mesh domain partition, and an accuracy of local solutions. Also, the multitype ordering can be extended to parallelize the sequential Schwartz multiplicative domain decomposition method [21] . Such research topics will be investigated in the sequential papers.
The remainder of the paper is organized as follows. Section 2 introduces the multitype partition and the BPSOR method. Section 3 analyzes the BPSOR method. Section 4 defines three particular and useful BPSOR methods based on strip and block partitionings. Numerical results are presented in section 5.
The multitype partition and the BPSOR method.
2.1. The block linear system by the multitype partition. Consider a largescale system of linear equations that arises from a finite element or finite difference approximation to a 2D or 3D elliptic Dirichlet boundary problem. Let the mesh domain Ω h be a set of grid points on which the unknowns of the linear system are defined with a grid size of h. To solve the linear system in parallel on p processors of a multiprocessor computer, the mesh domain Ω h is divided into p disjoint subdomains Ω h,μ with μ = 1, 2, . . . , p such that
Based on domain decomposition (2.1), the linear system can be formulated into p block linear equations:
where U ν is the vector of unknowns defined on Ω ν , F μ is a given right-hand side vector on Ω h,μ , A μμ is a nonsingular matrix defined on Ω h,μ , and A μν denotes the matrix that indicates the connection of Ω μ with Ω ν . If the matrix A μν with μ = ν contains at least one nonzero entry, Ω μ is said to be connected to Ω ν . Two subdomains are referred to as two neighboring subdomains if they are connected and the intersection of their closures is nonempty. It is assumed that the matrix A μν with μ = ν is nonzero if and only if Ω μ and Ω ν are two neighboring subdomains.
According to the connection information of each subdomain with its neighboring subdomains, the grid points of each subdomain can be grouped into t different types such that each type is connected only to its different adjacent types, and at least one of the adjacent types is located in a neighboring subdomain. Here the number t is less than or equal to the number of neighboring subdomains, and two types are called two adjacent types only if they are connected and have a nonempty closure intersection. If Ω i h,μ denotes the ith type of the μth subdomain, then the multitype partition of the mesh domain Ω h is defined by
Based on the multitype partition (2.3), a system of tp block linear equations is formulated as The linear system can be expressed in a matrix equation if a global ordering of the unknowns is given. A natural way to order the tp-type subdomains {Ω i h,μ } is to order them from i = 1 to t for each value of μ from 1 to p. Such a global ordering will be referred to as the natural ordering.
In the natural ordering, the block linear system (2.5) can be expressed in the matrix form Au = f, (2.6) where u and f are two collective vectors defined by
and A is a tp × tp partitioned block matrix defined by
(2.9)
Here the block matrix A is assumed to be sparse, symmetric positive definite, or consistently ordered.
The sequential block SOR method by the t-type partition. Let the block matrix A be split into the form
where L and U are the two strictly block lower-and upper-triangular matrices, respectively, and D is the block diagonal matrix. They are defined as
where the abbreviation diag(α 1 , α 2 , . . . , α m ) denotes the diagonal matrix with the diagonal elements α 1 , α 2 , . . . , α m , and
In terms of the above matrices, the block SOR method by the t-type partition is defined by
where u (k) is a block vector in the form
. . .
is the kth iterate on Ω i h,μ , and M SOR is the SOR iteration matrix defined by
See [28] for the details on the analysis of the SOR method.
However, the block SOR method is a sequential iterative method. In fact, on each type subdomain, Ω i μ , the component expression of the block SOR method (2.13) can be written as of type t. Within each type subdomain, the original natural ordering of mesh points is maintained so that each block equation of (2.5) is kept. The multitype ordering with t types will be simply referred to as the t-type ordering.
In the t-type ordering, the iterates U j,(k+1) ν with j = 1, 2, . . . , i − 1 and ν = μ, μ + 1, . . . , p will be computed before the calculation of {U
Here
is a given initial guess, and ω ∈ (0, 2). Since all the iterates on the right-hand side of the above equations are given or computed in the previous steps, the iterative expressions of {U
in (2.17) are completely independent. In addition, these p iterates are defined on p different subdomains,
, respectively. Hence, when each subdomain is assigned to one processor, they can be calculated in parallel on p processors. Therefore, the iterative method defined by (2.17) is a parallel scheme based on the domain decomposition (2.1). For clarity, it will be called the block parallel SOR (BPSOR) method.
A parallel implementation scheme of BPSOR is described in Algorithm 1. Here processor μ contains both subdomain Ω μ and its ghost boundary, which is a set of the mesh points of the neighboring subdomains that are connected to Ω μ for μ = 1, 2, . . . , p. 
by the for-loop on i: 
where ω ∈ (0, 2), M BP SOR is the BPSOR iteration matrix defined by
D is the block diagonal matrix given in (2.11), B and C are the two block diagonal matrices defined by
and M and N are block triangular matrices defined by
Here L, U, L μ , and U μ are given in (2.11) and (2.12).
Proof. With (3.4), the matrices L and U can be expressed by
Thus, the regular splitting (2.10) becomes
An iterative method using the natural ordering means the one for solving the linear system Au = f given in (2.6). With the splitting formula (3.6), an iterative sequence {u (k) } using the natural ordering can be defined by
Introducing the relaxation parameter ω into the above iterative sequence gives
Solving the above equation for u (k+1) yields the matrix iterative expression (3.1). Expanding the matrix expression (3.1) into the block component expressions in terms of {U i,(k) μ } yields the BPSOR iterative expressions in (2.17). Thus, the block iterative sequence defined by (3.7) is exactly the BPSOR method (2.17). Hence, the expression (3.1) is also the matrix iterative expression of the BPSOR method. Therefore, the BPSOR method can be regarded as an iterative method using the natural ordering. This completes the proof of the theorem.
Because of (3.5), the BPSOR iterative expression (3.1) can be changed to the sequential block SOR iterative expression (2.13) by simply switching the positions of N and M . Such a matrix-switch operation is completed in step (c) of Algorithm 1. In this sense, BPSOR can be regarded as a parallel version of the block SOR method (2.13), which is generated from a novel usage of interprocessor communication operations.
3.2. BPSOR as the block SOR using the multitype ordering. Let P be a permutation matrix defined byû = P u for u in the form (2.7), andû in the following form:û
Obviously, by the t-type ordering, the block linear system Au = f in (2.6) can be reordered into an equivalent block linear system. In terms of P , the reordered linear system can be expressed asÂû =f, (3.9) whereÂ = P AP T ,û = P u, andf = P f. The matrix form ofÂ can be found aŝ
withÂ ij being defined bŷ
(3.11) 
whereM SOR is the iteration matrix defined bŷ andÂ is the block matrix given in (3.10).
Proof. By the splitting ofÂ in (3.14), it is easy to find that the block SOR method using the multitype ordering has the matrix iterative expression (3.12). In terms of U i,(k) μ , the block component expressions of the matrix form (3.12) turn out to be the same as the iterative expressions of the BPSOR method in (2.17). Hence, the BPSOR method is equivalent to the block SOR method using the multitype ordering for solving the reordered linear system (3.9). This completes the proof of the theorem.
3.3. The relationship between the two iteration matrices. Two matrix iterative expressions, (3.1) and (3.12), have been formulated for the BPSOR method by the natural ordering and the t-type ordering. The expression of (3.1) indicates that the BPSOR method can be easily implemented in parallel since the original natural ordering is maintained. From the expression of (3.12) it implies that the BPSOR method can be analyzed under the framework of the classic SOR theory [28] .
Theorem 3.3. Let M BP SOR andM SOR be the two BPSOR iteration matrices given in (3.2) and (3.13), and let P be the permutation matrix defined in (3.8). Then
Proof. The key step in proving (3.15) is to show the following two identities:
The proof of the first one is given below.
By multiplying both sides of expression (3.1) by P , (3.1) can be rewritten aŝ
where the identities P T P = I, P u (k) =û (k) , P f =f , and P DP T =D have been used. The following two expressions ofû (1) are then produced from (3.17) and (3.12) by settingû (0) = 0:
Combining them as one identity yields
Sincef is arbitrary, the above identity follows as [D−ωP (B+M )
Simplifying it givesL = P (B + M )P
T . To prove the second identity of (3.16), substituting P (B + M )P T byL in (3.17) givesû
Combining the above expression with (3.12) yields
for all k ≥ 0.
Since the above identity holds for any vector ofû (k) , it implies that
Simplifying again gives thatÛ = P (C + N )P T . Finally, with (3.16) andD = P DP T ,
This completes the proof of Theorem 3.3. 20) and
Furthermore, if A is consistently ordered, M J has real eigenvalues, and the spectral radius ρ(M
Here ρ(·) denotes the spectral radius of a matrix, which is defined as the maximum of the moduli of the eigenvalue of the matrix, M SOR and M BP SOR are given in (2.15) and (3.2), and M J = L + U with L and U being given in (2.11).
Proof. Since the reordered matrixÂ defined in (3.10) satisfiesÂ = P AP T and A is symmetric positive definite, thenÂ is symmetric positive definite. Also, from Theorem 4.1 in [26] it follows thatÂ is consistently ordered if A is consistently ordered. Moreover, in Theorem 3.2, the BPSOR method has been shown to be equivalent to the block SOR method for solving the reordered linear system (3.9). Hence, from the classic SOR theory [28] it can be shown that the BPSOR iteratesû (k) converge to the exact solutionû * if and only if the relaxation parameter ω satisfies 0 < ω < 2, and both the spectral radius ρ(M SOR ) and the optimal relaxation valueω b can be expressed as
whereM J =L +Û is the Jacobi iteration matrix of the reordered linear system (3.9), andû * = P u * with u * being the exact solution of the original linear system (2.6). On the other hand, from the classic SOR theory [28] 
Finally, the BPSOR iterate u
This completes the proof.
Two different iterative methods are said to have the same asymptotic rate of convergence if they have the same spectral radius [28] . Hence, (3.19) implies that the BPSOR method has the same asymptotic rate of convergence as the corresponding sequential block SOR method.
The point PSOR method as an inexact BPSOR scheme.
To reduce the computing cost, the block equations of the BPSOR method can be solved approximately by an iterative method. Different iterative solvers with different approximation accuracies lead to different inexact BPSOR methods. In particular, the point PSOR method proposed in [26] can be regarded as an inexact BPSOR method in which each block equation is solved by only one point SOR iteration.
To show the above claim, let {U
} be a sequence of the inexact BPSOR iterates in which each block equation is solved by only one point SOR iteration. Then, U i,(k+1) μ is defined by
where D 
μ , L μ , and U μ , in (2.9), (2.14), and (2.12), the block vector
T can be expressed as
By using (3.25) and the three block diagonal matrices,
in (3.24) can be formulated as one vector form:
Further, define three block diagonal matrices as
which are the strictly lower-and uppertriangular matrices satisfying A μμ =D μ −L μ −Ũ μ . By using them, the p expressions in (3.26) can be written as the matrix form
where the matrices M and N are given in (3.4). Solving the above equation for u (k+1) yields the matrix iterative expression of the inexact BPSOR method:
On the other hand, from [26] it is known that the point PSOR method has the same matrix expression as the one above. Hence, the inexact BPSOR method is exactly the point PSOR method defined in [26] . 
Obviously, the p iterative expressions of (4.2) are completely independent; so are the p iterative expressions of (4.3). Hence, the 2-type BPSOR method is a parallel iterative scheme by the strip partitioning.
In the 2-type ordering, the reordered matrixÂ of (3.10) becomes a 2 × 2 block matrix in the formÂ 
Obviously, the aboveÂ is consistently ordered since it is a form of block red-black matrix [11] . Hence, the 2-type BPSOR method has the same convergence rate as the corresponding block SOR method.
4.2.
The 3-type BPSOR method by 2D block partitioning. The 3-type BPSOR method is the BPSOR method by the 3-type partition based on the 2D block partitioning. For a linear system that arises from a 5-point-like or 7-point-like finite difference approximation to a 2D or 3D elliptic boundary problem, the mesh domain Ω h is partitioned into p blocks Ω h,μ along two dimensions of the space such that each interior block is only connected to the four neighboring blocks from the left, right, top, and bottom sides. Each block is then divided into three types Ω for μ = 1, 2, . . . , p. An illustration of the 3-type partition is given in Figure 4 .2. Here a cubic domain is partitioned into nine blocks along the y-axis and z-axis directions, and the types labeled as Ω i h,μ for μ = 1, 2, . . . , 9 and i = 1, 2, 3 are numbered in the 3-type ordering. Note that each second type Ω 2 h,μ consists of two small blocks since the iterates defined on these two small blocks can be calculated simultaneously without affecting the definition of BPSOR.
In the case of the 3-type partition, the block matrix A given in (2.8) becomes a 5-diagonal block matrix such that the BPSOR method defined in (2.17) can be simplified as Obviously, the p expressions of each type in (4.4) are completely independent. Hence, the 3-type BPSOR method is a parallel scheme by the 2D block partitioning.
Under the 3-type ordering, the reordered matrixÂ of (3.10) becomes a 3×3 block matrix in the formÂ 21 , andÂ 32 have nonzero entries only on the main diagonal, the second off-diagonal, and the mth off-diagonal. That is,Â 12 andÂ 23 have the formŝ 
if A is symmetric. By the definition of the consistently ordered matrix as the one given in Definition 9-2.2 of [11] , it can be shown that the reordered matrixÂ in (4.5) is consistently ordered. In fact, the index set S = {1, 2, . . . , 3p} sinceÂ for a 3p×3p block matrix ofÂ has the partition S = S 1 ∪S 2 ∪S 3 , where S 1 = {1, 2, . . . , p}, S 2 = {p+1, p+2, . . . , 2p}, and S 3 = {2p + 1, 2p + 2, . . . , 3p}, which satisfies the definition of the consistently ordered matrix [11, 28] . That is, if the (i, j)th entry ofÂ is nonzero and i ∈ S k , then j ∈ S k+1 for j > i and j ∈ S k−1 if j < i.
SinceÂ is consistently ordered, from the classic SOR theory it follows that the 3-type BPSOR method has the same convergence rate as the corresponding block SOR method.
4.3. The 6-type BPSOR method by the 3D block partitioning. The 6-type BPSOR method is the BPSOR method by the 6-type partition based on the 3D block partitioning. For the linear system arising from a 7-point-like finite difference approximation to a 3D elliptic boundary problem, a 3D mesh domain is partitioned into p blocks along the three dimensions of the space such that each block is only connected to its six neighboring blocks that come from the left, right, bottom, top, back, and front sides. Each block is then divided into six types Ω i μ with i = 1, 2, . . . , 6 and μ = 1, 2, . . . , p as illustrated in Figure 4. 3. An example of the 6-type partition is given in Figure 4 .4. Here a cubic domain is partitioned into eight blocks along the x-, y-, and z-axis directions. To view the labels and ordering numbers of each type, this 6-type partition is cut into four portions along the x-axis direction so that the 48 types Ω In the case of the 6-type partition, the block matrix A in (2.8) is reduced to a seven diagonal block matrix so that the iterative expression of the 6-type BPSOR method can be obtained directly from the general expression (2.17). In the 6-type ordering, the reordered matrixÂ in (3.10) is consistently ordered. In fact, sinceÂ is a 6p × 6p block matrix, the index set S = {1, 2, . . . , 6p} is considered. It can be found that S has the following partition:
where S 1 = {1, 2, . . . , p}, S 2 = {p + 1, p + 2, . . . , 2p, 3p + 1, 3p + 2, . . . , 4p}, S 3 = {2p +  1, 2p+2, . . . , 3p, 4p+1, 4p+2, . . . , 5p}, and S 4 = {5p+1, 5p+2, . . . , 6p}. It then can be shown that the partition of S satisfies the definition of a consistently ordered matrix. SinceÂ is a consistently ordered matrix, the classic SOR theory follows that the 6-type BPSOR method has the same convergence rate as the corresponding sequential block SOR method.
Numerical results.
Numerical experiments were made on the SGI Origin 2000 at the University of Wisconsin-Milwaukee, which contains 16 R12000 processors. A linear system for numerical tests comes from a 7-point finite difference approximation to a 3D Poisson boundary value problem on the unit cubic domain with a boundary value of zero. The mesh domain Ω h consists of the interior mesh points
Here h = 1/n. By setting u i,j,k as the numerical approximation to the Poisson solution at mesh point (x i , y j , z k ), the linear system is defined as used ω = 1.54 (which may not be optimal) for solving all the block equations. The BP-SOR method was carried out on eight processors based on an 8-strip partition along the z-axis direction. The numerical results were plotted in Figure 5 .1. They show that with the point SOR method, the BPSOR method can have almost the same number of iterations determined by (5.2) as that with the sparse LDL T direct solver, while can take much less CPU time (about 40 times less in this test). Figure 5 .2 compares the total numbers of iterations of the three particular BPSOR methods defined by the 2-type, 3-type, and 6-type partitions with that of the three corresponding sequential block SOR methods for solving the model problem (5.1) with h = 1/65 and h = 1/129, respectively. The BPSOR methods were implemented on the sixteen processors of the SGI Origin 2000. The total number of iterations was determined by the termination rule (5.2). The 2-type, 3-type, and 6-type partitions were constructed based on the strip partitioning of order 1×1×16, the 2D-block partitioning of 1×4×4, and the 3D-block partitioning of 2 × 2 × 4, respectively. The size of each block equation was selected to be almost the same. Each block equation was solved approximately by the sequential point SOR method with ω = 1.54 for the 2-type case and ω = 1.7 for the 3-type and 6-type cases. From Figure 5 .2 it can be seen that all the three BPSOR methods have almost the same numbers of iterations as the three corresponding sequential block SOR methods. This confirms the conclusion of Theorem 3.4; i.e., the BPSOR method has the same asymptotic rate of convergence as the corresponding sequential block SOR method. Figure 5 .3 displays the CPU time data of the above BPSOR and block SOR methods and the speedups of the three BPSOR methods as functions of relaxation parameter ω between 1 and 1.98. The interprocessor data communication time spent by BPSOR were also reported in the figure as dashed lines. Here for each value the speedup was calculated as the ratio of the total CPU time of the sequential block SOR method on one processor to that of the BPSOR method on sixteen processors. From Figure 5 .3 it can be seen that all the Total Communication Time 
Convergence comparisons.

Parallel performances of BPSOR.
Parallel performance comparisons with PSOR.
The parallel performance of the BPSOR method was compared with that of the point PSOR method in Figure 5 .4. Both BPSOR and PSOR were defined on the same 8-strip partition along the z-axis, and implemented on eight processors of the SGI Origin 2000. The first plot of Figure 5 .4 shows that BPSOR took about 10 to 16 times fewer iterations than PSOR from ω = 1 to ω = 1.76 to satisfy the termination rule (5.2), confirming that BPSOR has a much faster rate of convergence than the point PSOR method. As a result, as displayed in the third plot of Figure 5 .4, the BPSOR method took about 10 to 16 times less CPU time in interprocessor data communications than the point PSOR method. The second plot of Figure 5 .4 also shows that BPSOR took up to 53 percent less total CPU time than PSOR for the values of ω from 1 to 1.76. Furthermore, the first plot shows that the convergence rate of BPSOR is less sensitive to the value selection of ω than that of the point PSOR method. Obviously, the total performance of BPSOR can be further improved significantly when a more efficient sequential iterative method (such as the multigrid method [22] ) is used to solve each block equation.
