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ABSTRACT
MicroRNAs (miRNAs) negatively regulate the exp-
ression of target genes at the post-transcriptional
level. Little is known about the crosstalk between
miRNAs and transcription factors (TFs). Here we
provide data suggesting that the interaction pat-
terns between TFs and miRNAs can influence the
biological functions of miRNAs. From this global
survey, we find that a regulated feedback loop, in
which two TFs regulate each other and one miRNA
regulates both of the factors, is the most signifi-
cantly overrepresented network motif. Mathemati-
cal modeling shows that the miRNA in this motif
stabilizes the feedback loop to resist environmental
perturbation, providing one mechanism to explain
the robustness of developmental programs that is
contributed by miRNAs. Furthermore, on the basis
of a network motif profile analysis, we demonstrate
the existence of two classes of miRNAs with distinct
network topological properties. The first class of
miRNAs is regulated by a large number of TFs,
whereas the second is regulated by only a few
TFs. The differential expression level of the two
classes of miRNAs in embryonic developmental
stages versus adult tissues suggests that the two
classes may have fundamentally different biological
functions. Our results demonstrate that the TFs and
miRNAs extensively interact with each other and the
biological functions of miRNAs may be wired in the
regulatory network topology.
INTRODUCTION
Regulation of gene expression plays a critical role in devel-
opment and cellular homeostasis. One class of regulators
that contribute to this control is transcription
factors (TFs). Previous studies have investigated the reg-
ulatory networks controlled by TFs (1). Over the past
several years, microRNAs (miRNAs) have emerged as
another important class of regulatory factors, and they
are distinct from TFs in that they modulate gene expres-
sion at the post-transcriptional level (2,3). There is increas-
ing evidence that these two classes of trans-acting factors,
TFs and miRNAs, can work cooperatively. A number of
groups have provided new insights into their biology by
identifying and characterizing for individual miRNAs
their regulatory interactions with speciﬁc TFs. For exam-
ple, reciprocal regulation, feedback and feed-forward loop
(FFL) motifs involving both TFs and miRNAs have been
described (4–7). These intriguing studies raise a number of
interesting questions about the generality of miRNA/TF
interactions, and about the overall structure of possible
miRNA/TF interaction networks. How prevalent are
these interactions, what relationships predominate and
do the interaction modes have any implication related to
the biological functions of miRNAs?
Gene regulatory networks consist of basic structural
units. Some units occur more often than would be
expected from a random distribution. Such units are
termed network motifs (8). Understanding the functional-
ity of these network motifs can help elucidate the design
principle and provide insight into the behavior of regula-
tory networks. Previous work in transcriptional regulatory
networks of several species has discovered some network
motifs such as feed-forward, feedback loops (8–11). These
network motifs can build up useful features, examples of
which include the acceleration of response time and ﬁlter-
ing out external environmental noise (10,12).
Several bioinformatics studies have further explored the
relationships between TFs and miRNAs. Tsang et al. (13)
investigated the expression relation between miRNAs and
their target genes and suggested that individual miRNAs
and their targets can share common regulator(s). Shalgi
et al. (14) examined the network motifs through which
TFs and miRNAs co-regulate their target genes. Based
on our interest in network interactions and gene regula-
tion, we have attempted to expand on these studies, with
particular focus on recurring interaction patterns between
TFs and miRNAs. To reveal the design principles of the
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scriptional regulation, we investigated the basic interac-
tion patterns between the two types of regulators on a
systems level. Our work has two novelties compared to
the previous studies. First, our study explored a broader
scope of network motifs. We studied not only the network
motifs in which both TF and miRNA as regulators, but
also other types of network motifs where they could also
be the regulatory targets. In total, we examined 46 net-
work motifs (compared to ﬁve network motifs studied in
Shalgi’s work). Second, previous studies placed less
emphasis on examining the functionality of these network
motifs. We tried not only to identify network motifs, but
also attempted to understand the biological roles played
by the network motifs. We have utilized a mathematical
model to help elucidate the potential functions of the regu-
lated feedback loop in development and have classiﬁed
network motif patterns related to diﬀerent stages of
development.
MATERIALS AND METHODS
Genomic locations of genes
We used the RefSeq gene set in hg18 version from UCSC
genome browser (http://genome.ucsc.edu). Cis-regulatory
module (CRM) locations of PReMod (15) were originally
based on hg17 and were lifted to hg18 using http://geno
me.ucsc.edu/cgi-bin/hgLiftOver. The miRNA gene set
(pri-miRNA) was downloaded from miRBase (http://
microrna.sanger.ac.uk).
Construction of integratedregulatory networks
Similar to previous studies (14,16), we constructed human
gene regulatory networks based on computational results
due to the scarcity of experimental data. The transcription
factor binding sites (TFBSs) were mapped on the human
genome sequence based on PReMod, in which CRMs
were identiﬁed if regions contained phylogenetically con-
served binding sites for several TFs (15). If a CRM is
located within 5-kb upstream relative to the transcription
start site or 50-UTR, the corresponding TFs of the CRM
are predicted as the regulators of the gene. For cross-
validation of TF regulation, another TFBS set ‘cTFBS’
is similarly derived from the ‘TFBS Conserved’ track
(hg18 version) of UCSC genome browser (http://
genome.ucsc.edu).
How miRNAs genes are regulated is less clear. We
simply assume TFs adopt the same mechanism to regulate
miRNA expression that they use to regulate other protein-
coding genes. That is, if we found a TFBS within the
upstream 5kb of a miRNA gene (pri-miRNA), we pre-
dicted the TF regulates the miRNA. For the miRNAs
located within other protein-coding genes, we used the
promoters of the host genes as the promoter of the
miRNAs. For miRNA polycistrons, such as mir-17-92,
mir-106a-92 and mir-106b-25, we used the promoter of
the 50-most miRNA for all the members in the polycistron.
Similarly, the target genes of miRNAs were predicted on
the basis of the miRNA binding sites in the 30-UTRs in the
target genes.
Degree-preserving random networks and motif Z-scores
To evaluate the statistical signiﬁcance, we compare the
occurrence of each subgraph in real networks and
random networks. In the degree-preserving random net-
works, we keep the same incoming degree (number of
regulators on the node) and outgoing degree (number of
targets of the node) for each node as in the IRNs.
Furthermore, we also keep the compositions of incoming
(i.e. number of TFs or miRNAs regulating the node) and
outgoing degree (i.e. number of miRNAs or other genes
regulated by the node) for each node the same as in the
IRNs. To generate such a random network, we performed
‘permutation’ in the IRNs. For a given edge (say, from a
TF t1 to a gene g1) in the IRNs, we ﬁrst found another
random edge with the same type of connected nodes (from
aT Ft2 to a gene g2). We then swapped the two connec-
tions (i.e. connect t1 to g2, connect t2 to g1 and delete the
initial connections from t1 to g1, and from t2 to g2). We
repeated the same procedure for each edge and obtained a
randomized network. The Z-score of a motif is calculated
as the diﬀerence of its observed occurrence in the IRN and
its averaged occurrence in several hundreds random
networks, normalized with the standard deviation. The
P-value is deﬁned as the fraction of the random networks
that have higher occurrences than the observed.
Mathematical modeling forregulated feedback loops
To understand the biological function of regulated feed-
back loops, we performed a mathematical modeling on it.
The rates of two TF concentrations can be approximately
described as follows:
dA
dt ¼ kBA  B   B0 ðÞ   kMAA    A
dB
dt ¼ kAB  A   A0 ðÞ   kMBB    B
 
where A and B are the concentrations of two TFs (a and
b); A0 and B0 are the concentration threshold of a and b to
start acting, respectively;  (x) is the step function (1 for
x 0 and 0 for x<0); a and b are the decaying coeﬃ-
cients; Kxy is the rate constant that x regulates y;
M represents miRNA. There are three terms determining
the rate of one TF concentration: (i) regulation from the
other TF; (ii) regulation from the miRNA; and (iii) degra-
dation. The above equation group is equivalent to
d A=kBA ðÞ
dt ¼   B   B0 ðÞ   kMA A=kBA ðÞ     A=kBA ðÞ
d B=kAB ðÞ
dt ¼   A   A0 ðÞ   kMB B=kAB ðÞ     B=kAB ðÞ
(
Taking transformations
ðA=kBA ! A,A0=kBA ! A0,B=kAB ! B,B0=kAB ! B0Þ
and  (cx)= (x), where positive constant c can be kBA or
kAB, we have
dA
dt ¼   B   B0 ðÞ   kMAA    A
dB
dt ¼   A   A0 ðÞ   kMBB    B
 
If the repressions are so strong that kMAA0 + aA0>1o r
kMBB0 + bB0>1, any initial input (Ainitial, Binitial) will
lead to the oﬀ state (0,0) because one rate is always nega-
tive and its concentration will be below the threshold and
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two rates zero and derive a nonzero stable solution (on
state) (1/(kMA + a),1/(kMB+b)) because the two stable
concentrations should be larger than A0 and B0, respec-
tively. The condition of initial concentrations leading to
the on state is
Ainitial>A0,Binitial>B0
Ainitial A0
ðkMBþ Þ
 1 Binitial
ðkMBþ Þ
 1 B0
   ðkMAþ Þ=ðkMBþ Þ
,whenBinitial<B0
Binitial B0
ðkMAþ Þ
 1 Ainitial
ðkMAþ Þ
 1 A0
   ðkMBþ Þ=ðkMAþ Þ
,whenAinitial<A0
8
> > <
> > :
These equations are equivalent to a critical curve in phase
transition between on and oﬀ states. In the ﬁrst situation
(Ainitial>A0 and Bintial>B0), if the initial concentration is
less than the on state, its rate is positive; otherwise, its rate
is negative. Thus, both lead to the on state. In the region
of Ainitial<A0 and Bintial<B0, both initial rates are nega-
tive, and the system will go to the oﬀ state. For the region
(Ainitial>A0 and Bintial<B0), the initial rate of B is posi-
tive and that of A is negative. It is required that B has risen
to B0 when A decreases to A0. Thus we can obtain the
second equation, and similarly, the third one.
Networkmotif profiles
For any miRNA, we ﬁrst counted the occurrences of the
diﬀerent subgraphs containing this miRNA in the IRNs
and thus obtained its subgraph occurrence proﬁle (M1,
M2,...,Mn), where n is the total number of subgraphs
we studied. Therefore, the total number of all subgraphs
containing this miRNA is Mt ¼
Pn
j¼1 Mj. We also
obtained the total occurrence of each of the subgraphs
(N1, N2,...,Nn) in the network for all miRNAs, and
thus a probability vector (p1, p2,...,pn), where
pi ¼ Ni=
Pn
j¼1 Nj. As the null hypothesis, we assume
that any miRNA has a chance of pi to appear in
subgraph i. Consequently, the expected occurrence in
each subgraph is (p1M
t, p2M
t,...,pnM
t). By comparing
the expected with the actual occurrence proﬁle, we calcu-
lated the z-score (z1, z2,...,zn) as a measure of the
deviation from the random expectation, where
zi ¼ð Mi   piMtÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Mtðpi   p2
i Þ
p
. We then clustered the
miRNAs on the basis of Z-scores using program cluster
with the option of ‘hierarchical’, ‘correlation (uncentered)’
and ‘complete lineage’ (17).
Gene expression comparison fortwo groups
We compared the rank diﬀerence of gene expression
between the two groups of miRNAs in each condition
(18). There are two advantages of using rank instead of
their actual expression values. First, the expression levels
from diﬀerent data sets are on diﬀerent scales. The expres-
sion becomes comparable by using their ranking. Second,
the comparison is not dominated by single or several large
expressed genes. All genes contribute to the comparison
equally. To evaluate the statistical signiﬁcance of the
observed ranking diﬀerence between two groups, we
permutated the miRNA genes in the list and obtained
the expected ranking diﬀerence. We repeated the permuta-
tions for 1000 times and a P-value was deﬁned as the
fraction of the permutations that have larger
diﬀerences than the observed ranking diﬀerence of
these two subgroups, adjusted by Benjamini and
Hochberg False Discovery Rate multiple testing correc-
tion (19).
Functional analysis ofupstream TFs
Since miRNAs negatively regulate their target genes, the
functional categories of their target genes are often not
correlated with the miRNA functions. However, we
expected the upstream TFs that are regulating the
miRNAs are more likely to share the similar functional
categories with the miRNAs. At ﬁrst, we classiﬁed the TF
regulators into two classes that preferentially regulate one
of the two classes of miRNAs. We found 943 gene ontol-
ogy (GO) occurrences associated with class I TFs, and 225
with class II. For a GO term with nI occurrences in class I
and nII occurrences in class II, we calculated Z-scores
based on the null hypothesis that this GO item has the
same occurrence percentages in the two classes, i.e.
nI
943
¼
nII
225
¼
nI=
ﬃﬃﬃﬃﬃﬃﬃﬃ
943
p
þ nII=
ﬃﬃﬃﬃﬃﬃﬃﬃ
225
p   
ﬃﬃﬃﬃﬃﬃﬃﬃ
943
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
225
p   
Denoting p as ðnI=
ﬃﬃﬃﬃﬃﬃﬃﬃ
943
p
þ nII=
ﬃﬃﬃﬃﬃﬃﬃﬃ
225
p
Þ=ð
ﬃﬃﬃﬃﬃﬃﬃﬃ
943
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
225
p
Þ (to
keep the sum of Z-scores zero, see below), we derived Z-
scores as
ZI ¼
nI   943p ðÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
943pð1   pÞ
p
ZII ¼
nII   225p ðÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
225pð1   pÞ
p ¼ ZI
If the value of a Z-score is positive, the studied GO item is
overrepresented in the class of genes; otherwise, the GO
item is under-represented.
RESULTS
To study the regulatory relationships between miRNAs
and TFs, we ﬁrst assembled integrated regulatory net-
works (IRNs) by superimposing the networks controlled
by TFs and miRNAs (Figure 1a). As a ﬁrst approxima-
tion, we used available in vitro and predicted binding
activity for TFs and miRNAs for developing the net-
works. For the transcriptional component we determined
96371 regulatory relationships between 405 TFs and 24
582 genes (including miRNA genes), by detecting the pre-
sence of the TF binding sites in the promoters of the genes
based on PReMod data set (15). Similarly, the post-tran-
scriptional regulatory relationships were obtained based
on miRNA recognition sites in 30UTRs of the genes.
For cross-validation of our ﬁndings, we used two separate
sources of miRNA target predictions [miRanda (20) and
PicTar (21)] to prepare two sets of IRNs. miRanda pre-
dicted 39801 miRNA-target relationships for 157
miRNAs, and PicTar predicted 75968 relationships for
178 miRNAs (for the details of the IRNs construction,
see Materials and methods section and Supplementary
Table S1).
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Our preliminary inspection of the two types of regulators
in the IRNs showed that TFs and miRNAs tend to reg-
ulate each other. Genes encoding TFs have more miRNA
binding sites in their 30-UTRs than do other protein-
coding genes (3.4 versus 1.5 miRNA sites per gene,
P 0
–968). Conversely, miRNA genes have more TF bind-
ing sites in their promoters than do protein-coding genes
(5.4 versus 3.9 TF sites per gene, P 10
–46). This cross-
regulation relationship has been previously shown in iso-
lated instances, such as the reciprocal negative regulatory
feedback between TF Yan and miR-7 in the Drosophila
eye that promotes photoreceptor diﬀerentiation (6).
Identification ofoverrepresented network motifs
and cross-validation of differentdata sets
Motivated by the preferential cross-regulation and coop-
eration between TFs and miRNAs, we further investigated
their interaction patterns by calculating the occurrence
of diﬀerent subgraphs in the IRNs. For three-node sub-
graphs, there are 46 possible regulatory conﬁgurations
(Figure 1b) involving at least one TF and one miRNA.
We exhaustively enumerated the occurrences of these sub-
graphs in IRNs. The actual occurrence was compared with
that expected from degree-preserving random networks,
which randomize the edges while keeping the same num-
bers of incoming and outgoing edges for each node as in
actual IRNs (Supplementary Table S2). A Z-score is cal-
culated based on this comparison (see Materials and meth-
ods section). The subgraphs that occur signiﬁcantly more
than expected are deﬁned as network motifs (8–11).
Following previous work, we chose both z-score and
cluster number of the each type of subgraph (all nodes
involved in one type of subgraph form a number of dis-
tinct clusters within the IRNs) as the criteria for deﬁnition
of signiﬁcant motifs. We used Z-score of larger than 3.5
and cluster number of larger than 5 as cutoﬀs for signiﬁ-
cant motifs (the Z-score cutoﬀ corresponds to P-value of
0.01, after multiple testing corrections). Interestingly, the
network motifs identiﬁed from the two data sets are
almost identical (Supplementary Table S2). In total, we
discovered 17 signiﬁcant motifs from both data sets,
with only one being inconsistent (P=2.8 10
 10).
Furthermore, the same procedure was applied to
random networks and none of these motifs were recov-
ered. This suggested that the identiﬁed network motifs
are likely to be true motifs even though the input networks
contain a certain amount of noise.
Figure 1c illustrated some of the network motifs (for
more network motifs see Supplementary Table S2D). In
one motif, TFs and miRNAs tend to co-regulate their
Figure 1. Network motifs involving both TFs and miRNAs. (a) Integrated regulatory network (IRN). (b) The 46 possible three-node subgraphs
involving at least one TF and one miRNA. The numbers under the subgraphs are the Z-scores of their occurrences as compared with random
networks. The number pairs formatted as x|y represent the statistics from miRanda|PicTar-derived IRNs. The correlation coeﬃcient between the
Z-scores from two data sets is 0.73 (P<10
–9). The only subgraph whose Z-scores are not consistent between two data sets is marked with star, which
occurs only a few times in the IRNs. (c) Top network motifs. Rows with m are for miRanda and p for PicTar.
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pairs of TFs and miRNAs are likely to cooperate to
co-regulate target genes (Supplementary Figure S1).
Also, miRNA-associated FFLs are abundant in the
IRNs. The functionality of FFLs consisting of only TFs
and target genes has been extensively studied (8,10,12).
The miRNA-associated FFLs might have the similar
functionality.
Regulatedfeedback loop isthe mostsignificantly
overrepresented network motif
The regulated feedback loop, where two TFs regulate each
other and one miRNA regulates both of them, is the most
signiﬁcant network motif according to the results from
both data sets (Figure 1c). It occurs 10 times more than
expected from random networks. Feedback loops have
been extensively studied in biological systems, such as
synaptic connections between neurons and the develop-
mental transcription networks of the fruit ﬂy and sea
urchin (9,22,23). One elegant feature of this type of feed-
back loop is that it can convert a transient stimulus into a
stable and irreversible response. This feature is particu-
larly useful in developmental transcription networks in
that such irreversible decisions can lock a cell into a par-
ticular fate. The observed interaction between miRNAs
and feedback loops coincides with the important roles
miRNAs are known to play during development.
Mathematical modeling ofthe feedback loop
To understand the functionality of miRNA-associated
feedback loops, we performed a mathematical analysis
of the dynamics behavior of the motifs (see Materials
and methods section). We examined the steady state of
the system under diﬀerent conditions such as initial TF
concentration and the strength of miRNA control over
the TFs. In simple feedback loops without contribution
from the miRNA (Figure 2a), activating one TF is often
suﬃcient to cause the system to be in the on state. With
higher eﬀects of miRNA in the regulated feedback loops,
higher starting concentrations of TFs are required
(Figure. 2b), and in the extreme case, both TFs must be
simultaneously activated to turn on the system
(Figure 2c). Therefore, one major beneﬁt from a regulated
feedback loop as compared with a simple feedback loop is
that it can prevent inadvertent activation and thus provide
the stability and robustness needed for the developmental
process. Recently, miRNAs have been suggested to con-
tribute to the canalization of genetic programs, the ten-
dency to maintain the phenotypic reproducibility of
development (24–27) For example, several studies have
shown that miRNAs are not required for a normal devel-
opment, but can aﬀect the developmental process in stress-
ful conditions, suggesting that miRNAs play a role in
stabilizing development. Our analysis oﬀers one possible
mechanism for the molecular basis of the canalization of
development by miRNA. As an additional property, regu-
lated feedback loops have lower expression levels for the
on state (see Materials and methods section). Depending
on the activity of the miRNA, the feedback loop could
have a low or high on state, providing more options for
ﬁner regulatory control (28). The mathematical modeling
of the regulated feedback loop suggests that the basic
repressive function of miRNAs when combined with
other regulatory factors can build up more complex and
higher-order functions such as canalization and ﬁne-
tuning of development.
Twoclasses of miRNAs withdistinct preference
on network motifs emerge
While regulated feedback loops represent the most signiﬁ-
cantly overrepresented global network motif in the IRNs,
speciﬁc miRNAs show distinct preferences for occurring
in diﬀerent interaction subgraphs. For each miRNA, this
preference for diﬀerent subgraphs can be combined as a
network motif proﬁle. When miRNAs are clustered
according to the similarity of network motif proﬁles
using an unsupervised hierarchical clustering method, a
surprising pattern emerges (Figure 3). The clustering on
both data sets (i.e. PicTar and miRanda) shows there exist
two classes of miRNAs with distinct preference for
diﬀerent network subgraphs (Supplementary Figure S2).
Class I miRNAs are enriched for network subgraphs in
which miRNAs are regulated by TFs, whereas class II
miRNAs are enriched for subgraphs in which miRNAs
regulate TFs. There is general agreement about which
miRNAs fall into each class between the two data sets
Figure 2. Mathematical modeling of regulated feedback loop. For simplicity, we let 1/(kMA+a)=1/(kMB+b) and A0=B 0=1. The x-axis and y-
axis are the initial concentrations of the two TFs at time 0. Diﬀerent initial concentrations of TFs will lead to either on or oﬀ states. (a–c) represent
the scenario with diﬀerent levels of miRNA repression eﬃciency.
6498 Nucleic Acids Research, 2008, Vol. 36, No. 20(P-values for overlap between two data sets are 10
–3.4, and
10
–6.6 for classes I and II, respectively). For further ana-
lysis, we used the 26 class I miRNAs and 57 class II
miRNAs that were identiﬁed from both data sets
(Figure 3; Supplementary Table S4).
We characterized the two classes of miRNAs by exam-
ining their regulatory relationship with TFs. In both
classes, there was a similar number of putative target TF
genes for each miRNA (i.e. 10.8 and 12.3 TFs for classes I
and II, respectively), suggesting that the two classes have
similar regulatory inﬂuences on their downstream TFs.
However, there was a signiﬁcant diﬀerence in how many
TFs were regulating each of the miRNAs. On average,
each miRNA in class I was regulated by 23 TFs. In con-
trast, each miRNA in class II was targeted by only 0.8 TF,
indicating that the class I miRNAs are under more com-
plex combinatorial regulation by TFs than are class II
miRNAs (Figure 3). We also performed a random simula-
tion and found that we were not able to recover the two
classes that have a perfect division between inbound and
outbound miRNAs.
To conﬁrm the regulatory diﬀerences in the upstream
regulation of the two classes of miRNAs, we analyzed
experimental data sets on whole genome in vivo binding
of human TFs (data on 16 TFs available) (29–36).
On average, 1.31 and 0.56 TF binding sites were
found in each miRNA promoter from classes I and II,
respectively (P=5  10
–4 from comparison with the
random expected). Note that the diﬀerence between the
two classes is not as dramatic as with IRNs. One possible
Figure 3. Two classes of miRNAs with distinct interaction patterns with TFs. The miRNAs were clustered based on their relative occurrence in
diﬀerent subgraphs. The values in the map are the Z-scores for the enrichment of the occurrence in a subgraph as compared to a random
expectation. Class I miRNAs are regulated by large numbers of TFs whereas class II miRNAs are regulated by a few TFs.
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miRNAs are functional in diﬀerent physiological condi-
tions, while a ChIP–chip experiment captures only one
snapshot at a particular time under speciﬁc conditions.
Gene expression patterns indicate thetwo classes
havedifferent biological functions
To investigate how the diﬀerent topological properties
shape the biological functions of the miRNAs, we com-
pared the expression levels of the two classes during devel-
opment as approximated by embryonic developmental
stages and adult tissues. Strikingly, in ~90% (19/21) of
embryonic developmental conditions, class I miRNAs
were more highly expressed than class II miRNAs
(Figure 4). Among these, in 52.4% (11/21) of the embryo-
nic developmental conditions the average expression level
of class I miRNAs was statistically signiﬁcantly higher
than that of class II miRNAs (P<0.05, for detailed
P-values for each condition, see Supplementary
Table S6). On the other hand, in most of the normal
adult tissues (30/32) class II miRNAs were more highly
expressed than class I miRNAs. In 12.5% (4/32) of the
tissues, the expression diﬀerence between two classes is
statistically signiﬁcant. This trend is preserved even in
tumor tissues (21), where in a remarkable 99% (67/68)
of tumor samples class II miRNAs were expressed
higher than class I (Supplementary Figure S3). In sum-
mary, during embryonic developmental conditions, the
average expression levels of class I miRNAs are higher
than that of class II, whereas in adult tissues, class II
was more highly expressed than class I. Among total 54
conditions, only ﬁve of them violate the general trend
(P<10
–10).
The observed correlation between network motif type
and miRNA gene expression pattern is likely to be true
because the miRNA expression patterns are conserved
across species as the expression data we used in the
analysis included human, mouse and zebra ﬁsh. In addi-
tion, the platforms for gene expression measurement in
these studies are diverse (from microarray to sequencing),
suggesting the observation is not due to technical systema-
tic error arising from the method of gene expression
measurement.
Besides the gene expression of the miRNAs, we also
investigated the gene functions of the upstream TFs that
control the two classes of miRNAs. TFs regulating class I
miRNAs are enriched for the functional categories of
‘organogenesis’ and ‘development’, while TFs regulating
class II miRNAs are enriched for diverse functional cate-
gories such as ‘immune response’ and ‘lipid metabolism’
(Supplementary Table S7). Limited by the numbers of two
classes of TFs, the total occurrence number of a typical
GO item in two classes is <10, resulting in nonsigniﬁcant
Z-scores.
Tolerance to falseregulatory relations and other factors
Our results are supported by the consistency between the
two diﬀerent data sets and the independent gene expres-
sion studies. For a more stringent evaluation, we per-
formed additional tests on our observations. First, we
added a conserved TFBS (cTFBS) set (conservation
z-score>2.33) as TF–target relationship for further
cross-validation. Now we have totally four combinations
for TF (PReMod and cTFBS) and miRNA (PicTar and
miRanda) predictions. Although the predictions do not
have large overlap (for example, among all the predicted
miRNA-target relationships, only 8629 relationships are
shared by PicTar and miRanda), the identiﬁed network
motifs are consistent between these data sets. A total
of 11 consistent signiﬁcant motifs were obtained
(Figure 1c and Supplementary Table S2D) from the
four data sets: PReMod:miRanda (17), PReMod:PicTar
(17), cTFBS:PicTar (19) and cTFBS:miRanda (19)
(P-value  10
 22). In contrast, for random data sets, any
Figure 4. miRNA expression levels at embryonic developmental conditions and adult tissues. For each condition, we ranked the miRNAs based on
their expression level and then compared the average ranks between two classes. We compared the observed rank diﬀerence with that expected from
two random groups. P-values were calculated to evaluate the signiﬁcance for the rank diﬀerence. The miRNA expression data sets are obtained from
(38) for zebra ﬁsh (39,40) for mouse and (41) for human.
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a common motif of the four data sets, thus only 1.1
common motifs would be expected by chance. This sug-
gests that the network motifs are robust and tolerant to
the noise input.
As an additional test, we simulated false inputs to both
miRanda and PicTar data sets by shuﬄing the IRN fol-
lowing the same method that was used to construct
random networks (14,16). The results show that our con-
clusions are robust to noise additions up to 50% for both
sets, meaning that even if 50% of the regulatory relation-
ships are noise, we can still detect the miRNA-regulated
TF feedback loop as a statistically signiﬁcant network
motif (see Supplementary Table S3). We also changed
the noise level by changing the conservation cutoﬀ
for the cTFBS-based data sets. Our conclusion stands
even for the available minimal conservation cutoﬀ of
1.64 (see Supplementary Table S4). These results provide
additional evidence that the network motifs we identiﬁed
are signiﬁcant in describing the relationships of miRNAs
and TFs.
CONCLUSION AND DISCUSSION
Together, our results demonstrate that there are two
classes of miRNAs with distinct local network topological
properties and that these network properties may contrib-
ute to the biological functions of the miRNAs. Class I
miRNAs, which are regulated by more TFs, are likely
functional components of complex developmental pro-
grams orchestrated by TF-mediated combinatorial regula-
tion. In contrast, class II miRNAs may be involved in
processes that maintain tissue identity in the adult by
repressing inappropriate expression of TFs characteristic
of earlier states of diﬀerentiation or other tissue types. The
development process is dynamic and goes through various
statuses, while the adult state represents a relatively stable
condition. Therefore, class I miRNAs might be regulated
by diﬀerent sets of TFs during development. Since the
integrated regulated networks represent a composite pic-
ture for regulatory relationships at various conditions, we
observed a large number of TFs regulating class I
miRNAs.
Our study provides a global picture of regulatory net-
works involving both transcriptional and post-transcrip-
tional mechanisms. Although our analysis is based on
predicted regulatory networks as other studies (14,16),
several independent lines of evidence strongly support
the validity of our ﬁndings. First, we prepared two IRNs
based on two sets of predictions and compared the results
side by side. Although the two sets of IRNs have diﬀerent
individual predicted relationships, the topological proper-
ties are robust to large perturbation and our ﬁndings
obtained from the two IRNs are largely consistent.
Second, our study revealed two diﬀerent classes of
miRNA, distinguished by their participation in diﬀerent
types of network subgraphs. Strikingly, the two classes
of miRNAs show high correlation between network
topological properties and gene expression patterns,
a correlation that is unlikely to be seen from random
networks. Third, in vivo TF binding results support our
observations on the diﬀerential regulation of the two
classes of miRNAs.
Previous computational approaches to predicting
miRNA functions have frequently been based on the
known roles of the putative target genes (3). Due to the
negative regulatory nature of miRNAs, there often lacks
correlation between the functions of the miRNAs and
their target genes. While a few studies on relationship
between miRNA and other regulatory factors have
revealed several network motifs (13,14,16), there has
been less emphasis on examining the functionality of
these network motifs. Our results provide a new perspec-
tive on analyzing the possible functions of miRNAs, as
well as deeper understanding of regulatory networks. As
ontological classiﬁcation and biological understanding of
miRNAs is being developed, these ﬁndings suggest that
one important aspect of miRNA functionality is their net-
work relationship with other regulatory factors. Our
results indicate that the biological functions of miRNAs
are encoded not only at the post-transcriptional regula-
tory level, but also at the transcriptional level.
Several factors can contribute to the classiﬁcation of
miRNAs in our study. Since evolutionarily conserved pro-
moters tend to harbor more functional TFBSs, one possi-
bility is that these two classes of miRNAs have distinct
conservation levels. We calculated the conservation scores
for the promoter of each miRNA and the average conser-
vation scores for the classes I and II are 0.36 and 0.22,
respectively. Furthermore, we examined the correlation
between average conservation score and the number of
TFBSs in promoter of each miRNA. If the diﬀerence in
number of TFBSs is solely determined by the conservation
level, the expected numbers of TFs for two classes of
miRNAs would be 11.0 and 6.1, respectively. This diﬀer-
ence is much smaller than we observed in the IRNs (23
versus 0.8). Therefore, although conservation contributes
to the classiﬁcation of miRNAs, the classiﬁcation is not
solely determined by conservation. One further complica-
tion caused by conservation is that there might be correla-
tion of conservation levels between diﬀerent genomic
regions. For example, a gene with a conserved promoter
might tend to have a conserved 30-UTR. This correlation
could cause the over-representation of TF-miRNA
co-regulation motif (the second motif in Figure 1c). To
exclude the possibility that the network motif is due to
the correlation between conservation levels in promoter
and 30-UTR regions, we examined whether we can still
recover the network motif if the conservation constraint
is removed. We used TRANSFAC matrices to search the
binding sites in the promoter sequences with the same
match cutoﬀs we obtained in our previous work (37).
We also searched the miRNA binding sites in 30-UTR
sequence of each gene. Even without any conservation
constraint, we observed the signiﬁcant TF-miRNA
co-regulation motif (the second motif in Figure 1c).
The actual occurrence of the motif is 2.420 10
7,
while the expectation from random simulations is
(1.927 0.01) 10
7. The z-score is 469.
Another possible contribution to the classiﬁcation of
miRNAs is that the two classes of miRNAs could be
Nucleic Acids Research, 2008, Vol. 36, No. 20 6501regulated by diﬀerent types of TF subfamilies. Since the
TF members in the same subfamily tend to have similar
binding sites and the sizes of TF subfamilies vary greatly,
the miRNAs regulated by TFs from large subfamilies
might have more TFBSs in their promoters. However,
even if we count only once for the overlapped TFBSs,
the numbers of upstream TFBSs targeting classes I and
II are 12.2 and 0.7, respectively. This diﬀerence is still
signiﬁcant enough to yield two classes of miRNAs.
Therefore, the sizes of TF-subfamilies do not contribute
signiﬁcantly to the classiﬁcation of miRNAs.
SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online.
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