Abstract. Modulated Fourier expansions are developed as a tool for gaining insight into the long-time behavior of Hamiltonian systems with highly oscillatory solutions. Particle systems of Fermi-Pasta-Ulam type with light and heavy masses are considered as an example. It is shown that the harmonic energy of the highly oscillatory part is nearly conserved over times that are exponentially long in the high frequency. Unlike previous approaches to such problems, the technique used here does not employ nonlinear coordinate transforms and can therefore be extended to the analysis of numerical discretizations.
Introduction
We study the system of differential equations
An important property of such systems is the near-conservation over long times of the oscillatory energy
Here, the vectors x = (x 1 , x 2 ) andẋ = (ẋ 1 ,ẋ 2 ) are partitioned according to the partitioning of the matrix in (1.1). A possible way of studying problems of the type (1.1) is via averaging techniques and Lindstedt series, see, e.g., Neishtadt [10] , Murdock [9] , and Pronin and Treschev [11] . This very problem (1.1) was thoroughly studied in Benettin, Galgani, and Giorgilli [3] , Fassò [5] , and Bambusi and Giorgilli [1] , using coordinate transformations of Hamiltonian perturbation theory. In the present paper we give a variant of their result, obtained with a completely different proof. It is based on writing the solution of (1.1) as a modulated Fourier expansion
x(t) = y(t) +
k =0 e ikωt z k (t), (1.4) where y(t) and z k (t) are smoothly varying functions (i.e., their derivatives are bounded independently of ω).
Such a representation of the solution has first been proposed by Miranker and van Veldhuizen [8] , 1 who derived a scheme for constructing the "envelopes" z k (t). They suggested computing numerically these envelopes and used them to approximate the solution x(t). In [6] and [7, Chap . XIII] this technique of modulated Fourier expansions has been further developed and used in the analysis of the long-time behavior of numerical integrators when the time step is not small compared to ω −1 . Standard backward error analysis (see, e.g., [7, Chap . IX]) requires t · ω to be small and therefore cannot be applied. In this situation, modulated Fourier expansions provide much insight into the long-time behavior of numerical integrators. In the present paper, they are used to obtain rigorous long-time results for the exact solution of the differential equation.
The following result states the near-conservation of the oscillatory energy over time intervals that are exponentially long in ω. Here we assume that the initial values satisfy 1 2 (
where E is independent of ω. (We do not require E to be small.) 1 We thank an anonymous referee for pointing out this reference. 
The proof of this theorem will be given in the final section of this paper. We first discuss the modulated Fourier expansion in Section 2, and we show that the coefficient functions of (1.4) are given by asymptotic differential and algebraic equations. The effect of truncating the asymptotic series is studied in Section 3. Whereas these two sections treat the general problem (1.1), the final Section 4 assumes that g(x) = −∇U (x). It is shown that the coefficient functions of the modulated Fourier expansion are then exponentially close to the solution of a Hamiltonian system in an infinite-dimensional space, which has two invariants: one is close to the Hamiltonian (1.2) and the other is close to the oscillatory energy (1.3).
Let us mention that the dominating fluctuation terms in the oscillatory energy can be given explicitly. Writing the O(ω −1 ) terms in I of (4.4) below we find that
on exponentially long time intervals. Since
). The techniques of this paper can also be applied to the slightly more general situation where the potential U (x) contains expressions of the form ϕ 1 (x 1 , x 2 ) + ωϕ 2 (x 1 /ω, x 2 ), such that the differential equation becomes
with g(x) depending smoothly on ω −1 . In this case, the quantity
on exponentially long time intervals. Notice that the additional terms in (1.7) are, in general, of size O(1), so that the oscillatory energy exhibits fluctuations that can be large independent of the size of ω. Example. Inspired by an example of Bambusi and Giorgilli [1] we consider a closed chain of an even number of particles with alternate light and heavy masses. They interact through springs which are harmonic up to small perturbations, and neighboring heavy particles also interact through arbitrary anharmonic springs (see the illustration on the right). More precisely, we consider the Hamiltonian system with 
We then consider an orthogonal linear transformation ξ * = Qξ that takes the harmonic part of the Hamiltonian to diagonal form. It is given by
Omitting the stars, the Hamiltonian becomes (in the new variables)
which is of the form treated above. 
Numerical Experiment. For a concrete example we put N = 3, ω = 50, we let
. . , N − 1, and ψ i (s) = 0 otherwise. Figure 1 shows the components ξ 2 , ξ 4 , ξ 6 , and 10ξ 5 on the interval 0 ≤ t ≤ 10. The factor 10 multiplying ξ 5 is included to show more clearly the oscillations of size O(ω −1 ) in the numerical solution. In Fig. 2 we plot the energies
2 together with the oscillatory energy I = I 1 + I 2 + I 3 (cf. (1.3)) along the numerical solution on the interval 0 ≤ t ≤ 1200. For this example, the expression g 2 (x 1 , 0) is of size ω −1 , so that the oscillatory energy is conserved up to terms of size ω −2 (see (1.6)). Therefore, the oscillations cannot be observed in Fig. 2 . 
The Modulated Fourier Expansion
We write the system (1.1) in the equivalent form
where ω 1 represents the dominant frequency of the system. In this section we do not assume that g(x) is the gradient of a potential. Our aim is to present a technique that allows us to separate the smooth and the oscillating parts of the solution of (2.1) and to write it in the form 
t).
With the exception of y 1 (t) they are of singular perturbation type. We have to find smooth solutions of these equations. As explained in [6] , the functions y 1 and z 2 are seen to be given by differential equations of the form
3)
and the remaining functions by algebraic relations
Observe that y 2 = z 0 2 , so that we also have an algebraic relation for y 2 . Furthermore, for i = 2 and k = 1, we have the trivial identity z 1 2 = z 2 which implies
The series (2.3) and (2.4) are asymptotic expansions and do not converge in general. Later, we shall truncate them suitably in order to get rigorous statements.
Recurrence Relations for the Coefficient Functions
For a computation of the functions F il and G k il in (2.3) and (2.4) it is convenient to introduce the Lie operator L l . It can be applied to smooth functions G(y 1 ,ẏ 1 , z 2 ) and is defined for l ≥ 0 by 
The sums are over m ≥ 0, n ≥ 0, j ≥ 0, and we have used the abbreviation Proof. Inserting the relation (2.2) into the first equation of the system (2.1), and expanding the nonlinearity into a Taylor series around (y 1 , 0), we obtain
,
2 ), and the last sum is over all multiindices α, β with α i = 0. We now insert our ansatz (2. 
We just have to compare the coefficients of e ikωt and ω −l (resp., ω −l+2 ) to obtain the recurrence relations for the functions F 1l and G 
We insert the ansatz (2. 9) so that also the expansions (2.4) for z k 2 (k = ±1) start with the ω −2 -term.
Estimates for the Functions F ij and G k ij
Our next aim is to get upper bounds for the coefficient functions F ij and G k ij of (2.3) and (2.4). Since they depend on the derivatives of g i (x 1 , x 2 ), it is natural to require g(x) to be analytic and bounded (by M) in a suitable complex domain, say in {(x 1 , x 2 ); x 1 − y 10 ≤ 4R, x 2 ≤ 3R}. Cauchy's estimates then imply
and for all n, m ≥ 0. This is our main assumption of this section. To obtain the desired estimates for the coefficient functions we combine and adapt the techniques of [2] and [7, Sect. IX.5].
We fix a value Y 0 = (y 10 ,ẏ 10 , 0), and we consider the complex ball
Since the coefficient functions are defined via expressions of the form L l G, the following lemma will be useful: 
. This function is analytic for |ζ | ≤ ε with ε :
which proves the statement for l ≥ 1. For l = 0 we have to consider the function α(ζ ) = G(
The use of Lemma 2.2 implies that we cannot work with only one norm · ρ for finding estimates of the coefficient functions. We therefore fix a positive integer L, we put δ = 1/(2L), and we consider the norms corresponding to balls with shrinking radius 
Proof. (a) In this proof we shall use the shorthand notation
Observe that G l is a decreasing function of l.
To obtain the desired statement, we begin with some estimates and then we prove the result of this lemma by induction on l.
(b) Because of (2.8), (2.9), and (2.5), the above estimates for G k il also imply
Using these relations and the analyticity assumption (2.10), we are able to majorize the S i (k, l) as follows:
where c l (l ≥ 0) are the coefficients of the generating function
We have used G (c) For m + n + j = l − 2 a twofold application of Lemma 2.2 yields
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This implies
where the generating function of the d l is
The same estimate is obtained
holds. As in part (c) we thus obtain
where the generating function for the q l is To get bounds on the expressions of Lemma 2.3, we have to majorize a l and b l . This can be done with the help of Cauchy's inequalities, because the generating functions a(ζ ) and b(ζ ) are analytic in a neighborhood of the origin. Since equations (2.13) depend on δ, R, and M, we have to be careful in determining the radius of the disk of analyticity. In the following we assume M ≥ R. This can be done without loss of generality, because we can always increase M without violating (2.10) or, even better, we can rescale time in the differential equation and thus multiply g(x) by a scalar factor.
Theorem 2.4.
We fix Y 0 = (y 10 ,ẏ 10 , 0), and we assume that the nonlinearity g(x) satisfies (2.10) with M ≥ R, and that ẏ 10 ≤ M. The coefficient functions of Lemma 2.1 then satisfy, for l ≥ 1,
where µ and ν only depend on an upper bound of M/R but not on the other data of the differential equation. The norm is that of (2.12).
Proof. We multiply the ζ in (2.13) either by 1/δ ≥ 1 or by M/R ≥ 1 so that the relations only depend on ζ M/δ R, a(ζ ), and b(ζ ). This makes the coefficients a l and b l at worst larger, so that the estimates of Lemma 2.3 still hold. We then introduce the new variablesζ
Observe that a 0 ≤ max(9, 2M/R), which is a consequence of ẏ 10 ≤ M. In equations (2.17) we obtainâ = 0,b = 0 forζ = 0, and the implicit function theorem can be applied. This proves the existence of constants µ and ν, such that a(ζ ) andb(ζ ) are analytic in the disk |ζ | ≤ 2/ν and bounded by µ. Cauchy's inequalities thus prove that the lth coefficient of these generating functions is bounded by µ(ν /2) l . This yields
Putting l = L in the estimates of Lemma 2.3, and inserting the just obtained upper bounds for a L and b L , proves the theorem. We use the fact that 1 − Lδ = 1/2.
Exponentially Small Error Estimates
In general, the series expansions in (2.3) and (2.4) diverge, even for arbitrarily large ω. To obtain rigorous statements we have to truncate these series. We thus considerÿ
The choice of the truncation index will be made on the basis of the estimates of Theorem 2.4. The lth term in the expansions (2.3) and (2.4) is majorized by Const(νlM/ωR) l , which is minimal for νlM/ωR = 1/e. We therefore choose the integer truncation index N such that 
The remaining bounds of Theorem 2.4 yield similar estimates also for G k 2l , F 1l , and F 2l .
Initial Values for the Modulated Fourier Expansion
In this section we consider the function
, ( 3.5) where y i (t) and z k i (t) are solutions of the truncated system (3.1)-(3.2). The sum over k is still infinite.
In the following we consider the differential equation (2.1) with initial values x 1 (0) = x 10 ,ẋ 1 (0) =ẋ 10 , x 2 (0) = x 20 ,ẋ 2 (0) =ẋ 20 , and we assume that the harmonic energy of these initial values is bounded by E independent of ω, see (1.5). We first show that to these initial values there correspond (locally) unique initial values for the system (3.1), such thatx(0) = x(0) andẋ(0) =ẋ(0). We then show that the function (3.5), obtained with these initial values for y 1 ,ẏ 1 , and z 2 , has an exponentially small defect when it is inserted into (2.1). Proof. Using the truncated relations (3.2) and the Lie operator L k , condition (3.6) becomes 
Furthermore, by (1.5), (3.4) and using the fact that M/ωR is sufficiently small, we have F(B) ⊂ B. To conclude the proof, we apply the Banach Fixed Point Theorem to solve the nonlinear system Y = F(Y).
Estimation of the Defect
After having found suitable initial values for the differential equations 
The Hamiltonian Case
Sections 2 and 3 treated general second-order differential equations with rapid oscillations. Our main interest is in Hamiltonian systems, where g(x) = −∇U (x) and U (x) is an analytic potential. The Hamiltonian H (x,ẋ) of the system (2.1) is then given by (1.2).
Hamiltonian of the Modulated Fourier Expansion
It is interesting to note that the Hamiltonian structure passes over to the differential equation for the coefficients of the modulated Fourier expansion. To see this, we let 
