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HOCHSCHILD LATTICES AND SHUFFLE LATTICES
HENRI MU¨HLE
ABSTRACT. In his study of a Hochschild complex arising in connection with the
free loop fibration, S. Saneblidze defined the freehedron, a certain polytope con-
structed via a truncation process from the hypercube. It was recently conjectured
by F. Chapoton and proven byC. Combe that a certain orientation of the 1-skeleton
of the freehedron carries a lattice structure. The resulting lattice was dubbed the
Hochschild lattice and is congruence uniform and extremal. These properties al-
low for the definition of three associated structures: the Galois graph, the canon-
ical join complex and the core label order. In this article, we study and charac-
terize these structures. We exhibit an isomorphism from the core label order of
the Hochschild lattice to a particular shuffle lattice of C. Greene. We also uncover
an enumerative connection between the core label order of the Hochschild lattice,
a certain order extension of its poset of irreducibles and the freehedron. These
connections nicely parallel the situation surrounding the better-known Tamari lat-
tices, noncrossing partition lattices and associahedra.
1. INTRODUCTION
In [32], S. Saneblidze introduced for any n > 0 the freehedron Free(n), an n-
dimensional polytope obtained from the n-dimensional hypercube via a certain
truncation process.
In [11], F. Chapoton defined a new partial order on the set of Dyck paths of
semilength n; the dexter order. He observed that the Dyck paths in a certain inter-
val of this poset are in bijection with the vertices of the freehedron. This bijection
encodes the vertices of Free(n) as certain n-tuples with entries in {0, 1, 2}. Chapo-
ton conjectured that the relevant interval in the dexter order is actually isomorphic
to the orientation of the 1-skeleton of Free(n) induced by the componentwise order
of these n-tuples.
This conjecture was settled by C. Combe in [13]. In fact, she showed that this ori-
entation of the 1-skeleton of Free(n) constitutes the poset diagram of a congruence-
uniform, extremal lattice; the Hochschild lattice1 Hoch(n). These are two intrigu-
ing combinatorial lattice properties: extremal means that the number of join- and
meet-irreducibles of Hoch(n) equals the length of Hoch(n), and congruence uni-
form means that Hoch(n) can be constructed from the singleton lattice by a se-
quence of interval doublings. See Section 2.2 for the precise definitions.
Following [22], any extremal lattice is uniquely determined by a certain di-
rected graph—the Galois graph—much like a distributive lattice is determined by
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1The terminology stems from the fact that the freehedron arises in the study of a Hochschild com-
plex arising in the context of the free loop fibration.
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its poset of join-irreducibles. Our first main result characterizes the Galois graph
of Hoch(n).
Theorem 1.1. For n > 0, the Galois graph of Hoch(n) is isomorphic to the directed
graph (V, E) with V =
{
(1, 1), (1, 2), . . . , (1, n), (2, 2), (2, 3), . . . , (2, n)
}
which has an
edge (s, t)→ (s′, t′) if and only if (s, t) 6= (s′, t′) and
• either s = 2, s′ = 1 and t = t′,
• or s = s′ = 1 and t > t′.
Any element of a congruence-uniform lattice admits a canonical representation
as a join of join-irreducible elements. Such a canonical join representation can be
described neatly by an edge-labeling determined by a perspectivity relation, see
Section 4.1. The set of canonical join representations is closed under passing to
subsets, and therefore forms a simplicial complex; the canonical join complex [27,
Proposition 2.2]. See [4] for a general study of canonical join complexes. Our
secondmain result establishes that the canonical join complex ofHoch(n) is vertex
decomposable, which implies that this complex is shellable and Cohen-Macaulay.
Theorem 1.2. For n > 0, the canonical join complex ofHoch(n) is vertex decomposable.
The previously mentioned edge-labeling of a congruence-uniform lattice (the
one that determines the canonical join representations) gives rise to an alternate
partial order on the elements of this lattice. Informally, with each lattice element
we associate the set of edge-labels appearing in a particular interval, and order
these sets by inclusion. See Section 5.1 for the precise definitions. The resulting
order—the core label order—was first considered in the context of posets of regions
of hyperplane arrangements [26] andwas later studied in a lattice-theoretic setting
in [24, 25]. We prove that the core label order of Hoch(n) is a lattice. In fact,
we prove much more than that: we show that the core label order of Hoch(n) is
isomorphic to the shuffle lattice Shuf(n− 1, 1) studied by C. Greene in [19]. See
Section 5.3 for the exact definitions.
Theorem 1.3. For n > 0, the core label order of Hoch(n) is isomorphic to the shuffle
lattice Shuf(n− 1, 1).
We end this article with an enumerative observation. Building on [19], we com-
pute the M-triangle of the core label order of Hoch(n), a refined variant of the
(dual) characteristic polynomial of this lattice. This polynomial behaves nicely
under certain variable substitutions. More precisely, certain invertible transforma-
tions of the M-triangle yield two other polynomials—the H- and the F-triangle—
with nonnegative integer coefficients. We give a combinatorial interpretation of
the H-triangle as a generating function of antichains in a particular order exten-
sion of the poset of irreducibles of Hoch(n), and suggest a candidate for a combi-
natorial explanation of the F-triangle as a certain face-generating function of the
freehedron. See Section 6 for the details.
We wish to emphasize that the results of this paper nicely parallel known phe-
nomena occurring around the Tamari lattice Tam(n). This is a certain lattice de-
fined by a rotation operation on the set of full binary treeswith n internal nodes [34].
The poset diagram of Tam(n) is isomorphic to a particular orientation of the 1-
skeleton of the n-dimensional associahedron [33], a polytope that arises by a cer-
tain truncation process from the n-dimensional hypercube, too. The latticeTam(n)
is congruence-uniform and extremal [18,22], and its core label order is isomorphic
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to the lattice of noncrossing set partitions of an n-element set [26]; see also [21].
The Galois graph of Tam(n) was computed in [22], and it was shown in [5] that
the canonical join complex of Tam(n) is vertex decomposable. The M-triangle
of the noncrossing partition lattice was computed in [2] following a conjectural
description in [9, 10], where the corresponding H- and F-triangles were defined,
too. Since then, the H-triangle has been explained combinatorially in terms of an-
tichains in a certain order extension of the poset of irreducibles of Tam(n) and the
F-triangle has been realized as a weighted face count of the associahedron. See
also Remark 6.11 and Figure 10.
This article is organized as follows. In Section 2, we recall the necessary order-
and lattice-theoretic notions and formally define the Hochschild lattice Hoch(n).
The Galois graph of Hoch(n) is defined and computed in Section 3. In Section 4,
we define the canonical join complex, we compute the canonical join representa-
tions in Hoch(n) and prove that the canonical join complex of Hoch(n) is vertex
decomposable. The core label order is defined in Section 5, in which we also prove
the connection between the core label order of Hoch(n) and a particular shuffle
lattice. In Section 6, we compute and (partially) explain the M-, H- and F-triangles
associated with Hoch(n).
2. PRELIMINARIES
2.1. Posets. Let P = (P,≤) be a partially ordered set (poset for short). In this
article we consider only posets P whose ground set P is finite.
An element a ∈ P is minimal (resp. maximal) if for every b ∈ P with b ≤ a (resp.
a ≤ b) it follows that b = a. A poset is bounded if it has a unique minimal and a
unique maximal element; usually denoted by 0ˆ and 1ˆ, respectively.
For a, b ∈ P with a ≤ b, the set [a, b]
def
= {c ∈ P | a ≤ c ≤ b} is an interval of
P. If the interval [a, b] has cardinality two, then the pair (a, b) is a cover relation of
P. We usually write a⋖ b for a cover relation (a, b), and we denote the set of cover
relations of P by Covers(P). An edge-labeling of P is a map λ : Covers(P) → M for
some set M.
A k-multichain of P is a tuple (a1, a2, . . . , ak)with a1 ≤ a2 ≤ · · · ≤ ak. If all entries
are distinct, then this tuple is a chain. A chain is saturated if a1 ⋖ a2 ⋖ · · ·⋖ ak and
it is maximal if it is saturated and contains a minimal and a maximal element. A
subset A ⊆ P is an antichain if any two distinct members of A are incomparable.
The length of P is one less than the maximum cardinality of a maximal chain
and is denoted by len(P). If all maximal chains have the same cardinality, then P
is graded. Graded posets admit a rank function rk : P → N which assigns to a ∈ P
the length of the interval [m, a] (regarded as a subposet of P) for some minimal
element m ≤ a.
TheMo¨bius function of P is recursively defined by
µP(a, b)
def
=


1, if a = b,
− ∑
c∈P : a<c≤b
µP(c, b), if a < b,
0, otherwise.
If P is bounded, then µ(P) = µP(0ˆ, 1ˆ) is theMo¨bius invariant of P. LetZP(q) denote
the number of (q− 1)-multichains of P. We may regard ZP as a polynomial, the
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Hoch(1)
→ → → →
Hoch(2) Hoch(3)
Figure 1. Illustration of the doubling construction. At each step,
we double by the interval indicated by the highlighted elements.
zeta polynomial of P, and a classical result of Rota’s states that µ(P) = ZP(−1)
whenever P is bounded [31].
If P1 = (P1,≤1) and P2 = (P2,≤2) are two posets, then their direct product is the
poset P = (P1 × P2,≤comp), where (a1, a2) ≤comp (b1, b2) if and only if a1 ≤1 b1
and a2 ≤2 b2. The order ideal generated by B ⊆ P is the set
P≤B
def
= {a ∈ P | a ≤ b for some b ∈ B}.
2.2. Lattices. Let P = (P,≤) be a bounded poset. The join of a, b ∈ P is—if it
exists—the unique minimal element a ∨ b of the set of upper bounds of a and b:
{c ∈ P | a ≤ c and b ≤ c}. Dually, we define the meet of a, b ∈ P to be the unique
maximal element a ∧ b of the set of lower bounds of a and b.
If every a, b ∈ P has a join and a meet, then P is a lattice. An atom is an element
a ∈ P such that (0ˆ, a) ∈ Covers(P). Moreover, j ∈ P \ {0ˆ} is join irreducible if for
every a, b ∈ P with j = a ∨ b it follows that j ∈ {a, b}. We denote the set of join-
irreducible elements of P by JoinIrr(P). Since P is by assumption finite, the join-
irreducible elements of P are precisely those elements j ∈ P for which there exists
a unique element a ∈ P such that (a, j) ∈ Covers(P). Usually, we write j∗ instead
of a. Dually, we may define meet-irreducible elements, and denote the set of these
elements byMeetIrr(P). A lattice is extremal if
∣∣JoinIrr(P)∣∣ = len(P) = ∣∣MeetIrr(P)∣∣;
see [22].
We denote disjoint set union by ⊎. If P = (P,≤) is a lattice and B ⊆ P, then we
consider the set
P[B]
def
=
(
P≤B × {0}
)
⊎
((
(P \ P≤B) ∪ B
)
× {1}
)
.
The doubling of P by B is the poset P[B]
def
=
(
P[B],≤comp
)
; see [14]. If B is an
interval, then P[B] is a lattice [14], and a lattice P is congruence uniform if it can
be obtained from the singleton lattice by a sequence of interval doublings. See
Figure 1 for an illustration.
2.3. Triwords and Hochschild lattices. For n > 0 we define [n]
def
= {1, 2, . . . , n}.
A tuple u = (u1, u2, . . . , un) is a triword of length n if for all i ∈ [n]:
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(0, 0, 0)
(1, 0, 0)
(1, 1, 0) (0, 2, 0) (0, 0, 2)
(1, 2, 0) (1, 1, 1) (1, 0, 2)
(1, 2, 1) (1, 1, 2) (0, 2, 2)
(1, 2, 2)
a(1)
b(2) b(3)
a(2)
b(3)
b(2) a(3)a(1)
b(3)
a(1)
b(2)
a(3) b(2) b(3)
a(2)
b(3) b(2) a(1)
Figure 2. The lattice Hoch(3) labeled by (2).
(T1): ui ∈ {0, 1, 2};
(T2): u1 6= 2;
(T3): if ui = 0, then uj 6= 1 for all j > i.
Let Tr(n) denote the set of all triwords of length n. A pair (i, j) with 1 ≤ i < j ≤ n
is a 01-pattern in u if ui = 0 and uj = 1. If u does not have a 01-pattern, then it
is 01-avoiding. Using this notation, a triword is an element of {0, 1, 2}n which is
01-avoiding and whose first letter is not a 2.
Throughout this article, we denote elements of Tr(n) in a fraktur font, and de-
note the ith component of such an element in a regular font with subscript i. More
precisely, if u ∈ Tr(n), then u = (u1, u2, . . . , un).
Proposition 2.1 ([11, Proposition 8.19]). For n > 0,
∣∣Tr(n)∣∣ = 2n−2(n+ 3).
Let ≤comp denote the componentwise order on tuples of integers. The partially
ordered setHoch(n)
def
=
(
Tr(n),≤comp
)
is theHochschild lattice. By [13, Section 1.2],
the posetHoch(n) is indeed a lattice, where the join inHoch(n) is obtained by tak-
ing componentwise maxima and the meet is obtained by taking componentwise
minima and exchanging the 1 in each resulting 01-pattern by a 0. Moreover, if
(u, v) ∈ Covers
(
Hoch(n)
)
, then u and v differ in exactly one component and the
sum over the entries of v is bigger than the sum over the entries of u. Figure 2
shows Hoch(3).
Theorem 2.2 ([13, Theorems 2.3 and Proposition 3.2]). For n > 0, the latticeHoch(n)
is extremal and congruence uniform.
In fact, it was explained in [13, Section 2.3] that Hoch(n) can be obtained from
Hoch(n− 1) by two doublings. One first injects Tr(n− 1) into Tr(n) by appending
0 to the end of each triword. Then, one doubles by the full lattice, where in the
6 HENRI MU¨HLE
doubled copy the last letter is switched from 0 to 2. Finally, one doubles by the
interval consisting of all triwords which have a unique zero and this zero is in
the last position. The reader is invited to label the nodes appearing in Figure 1
appropriately to verify this construction.
3. THE GALOIS GRAPH OF Hoch(n)
Let L be an extremal lattice, i.e.∣∣JoinIrr(L)∣∣ = len(L) = ∣∣MeetIrr(L)∣∣.
If len(L) = k, then a maximal chain C : 0ˆ = a0 ⋖ a1 ⋖ · · ·⋖ ak = 1ˆ of L induces
a linear order on both JoinIrr(L) and MeetIrr(L). More precisely, we may label
the join- and meet-irreducible elements by j1, j2, . . . , jk and m1,m2, . . . ,mk, respec-
tively, such that for all s ∈ [k]:
(1) j1 ∨ j2 ∨ · · · ∨ js = as = ms+1 ∧ms+2 ∧ · · · ∧mk.
The Galois graph of L is the directed graph Galois(L) with vertex set [k] such that
s → t if and only if s 6= t and js 6≤ mt. If L is extremal and congruence uniform,
the description of Galois(L) is somewhat simpler.
Lemma 3.1 ([23, Corollary 2.15]). Let L be an extremal, congruence-uniform lattice of
length k. Let JoinIrr(L) andMeetIrr(L) be ordered as in (1) with respect to some maximal
chain of length k. For s, t ∈ [k], it holds that js 6≤ mt if and only if s 6= t and jt ≤ jt∗ ∨ js.
Before we compute the Galois graph of Hoch(n), we briefly explain that the
Galois graph of an extremal lattice L uniquely determines L; see [22, 36].
For k > 0, let G =
(
[k], E
)
be a directed graph. A pair (A, B) for A, B ⊆ [k] is
orthogonal if A ∩ B = ∅ and there is no s ∈ A and no t ∈ B such that (s, t) ∈ E. An
orthogonal pair (A, B) is maximal if A and B are maximal with this property. Let
MO(G) denote the set of maximal orthogonal pairs of G.
For (A1, B1), (A2, B2) ∈ MO(G) of G, we set (A1, B1) ⊑ (A2, B2) if and only if
A1 ⊆ A2 (or equivalently B1 ⊇ B2). The poset
(
MO(G),⊑
)
is a lattice, in which the
join is computed by intersecting second components and the meet is computed by
intersecting first components.
Theorem 3.2 ([22, Theorem 11]). Every finite extremal lattice is isomorphic to the lattice
of maximal orthogonal pairs of its Galois graph. Conversely, if G =
(
[k], E
)
is a directed
graph such that (s, t) ∈ E only if s > t, then the lattice of maximal orthogonal pairs of G
is extremal.
We now return to studying the Galois graph of Hoch(n). Let us consider the
following triwords of length n:
a(i)
def
= (1, 1, . . . , 1︸ ︷︷ ︸
i
, 0, 0, . . . , 0) for i ∈ [n],
b(i)
def
= (0, 0, . . . , 0, 2
↑
i
, 0, 0, . . . , 0) for i ∈ {2, 3, . . . , n}.
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(2, 3)
(1, 3)
(1, 2) (1, 1)
(2, 2)
(a) Galois
(
Hoch(3)
)
.
(2, 3) (2, 4)
(1, 3) (1, 4)
(1, 2) (1, 1)
(2, 2)
(b) Galois
(
Hoch(4)
)
.
Figure 3. Two Galois graphs of Hochschild lattices.
By construction, each of these elements is join irreducible inHoch(n). Inductively—
using the doubling construction explained at the end of Section 2.3—we may ver-
ify that the number of join-irreducible elements in Hoch(n) is 2n− 1, which im-
plies that every join-irreducible element of Hoch(n) is of the form a(i) or b(i) for
some appropriate choice of i.
Moreover, let o
def
= (0, 0, . . . , 0) and t
def
= (1, 2, 2, . . . , 2) be the bottom and top
elements of Hoch(n). We may now prove Theorem 1.1.
Proof of Theorem 1.1. Recall that
JoinIrr
(
Hoch(n)
)
=
{
a(1), a(2), . . . , a(n), b(2), b(3), . . . , b(n)
}
.
By construction, a
(i)
∗ = a
(i−1) for i ∈ {2, 3, . . . , n} and a
(1)
∗ = b
(i)
∗ = o for i ∈
{2, 3, . . . , n}.
By Lemma 3.1, we may realize the Galois graph of Hoch(n) as a directed graph
with vertex set JoinIrr
(
Hoch(n)
)
, which has an edge j → j′ if and only if j 6= j′ and
j′ ≤ j′∗ ∨ j.
If j′ = b(i) for 2 ≤ i ≤ n, then b(i) 6≤ o ∨ j = j for any j ∈ JoinIrr
(
Hoch(n)
)
\
{b(i)}.
If j′ = a(1), then a(1) ≤ o ∨ j = j if and only if j = a(i) for i > 1.
If j′ = a(i) for 2 ≤ i ≤ n, then a(i) ≤ a(i−1) ∨ j if and only if j = b(i) or j = a(s)
for s > i.
The claim in the statement then follows by identifying a(i) with (1, i) and b(i)
with (2, i). 
Figure 3 shows Galois
(
Hoch(3)
)
and Galois
(
Hoch(4)
)
. Figure 4 shows the lat-
tice of orthogonal pairs of Galois
(
Hoch(3)
)
.
4. THE CANONICAL JOIN COMPLEX OF Hoch(n)
4.1. Join-semidistributive lattices. A lattice L = (L,≤) is join semidistributive if
for all a, b, c ∈ L:
(JSD) a ∨ b = a ∨ c implies a ∨ (b ∧ c).
A join representation of a ∈ L is a nonempty subset A ⊆ L such that
∨
A = a. For
two join representations A1, A2 of a we say that A1 refines A2 if for every a1 ∈ A1
there exists a2 ∈ A2 such that a1 ≤ a2. A join representation of a is canonical if it
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(
−, 11|12|13|22|23
)
(
11, 12|13|22|23
)
(
11|12, 13|22|23
) (
22, 11|13|23
) (
23, 11|12|22
)
(
11|12|22, 13|23
) (
11|12|13, 22|23
) (
11|23, 12|22
)
(
11|12|13|22, 23
) (
11|12|13|23, 22
) (
22|23, 11
)
(
11|12|13|22|23,−
)
Figure 4. The lattice of maximal orthogonal pairs of
Galois
(
Hoch(3)
)
. For brevity, we have abbreviated pairs (s, t) by
the word st, omitted set parentheses and replaced commas by
vertical bars.
refines every other join representation of a. A canonical join representation—when
it exists—is necessarily an antichain of join-irreducible elements.
Theorem 4.1 ([15, Theorem 4.2]). A finite lattice is join semidistributive if and only if
every element has a canonical join representation.
A join semidistributive lattice L admits a natural edge-labeling, defined by
(2) λjsd : Covers(L)→ JoinIrr(L), (a, b) 7→ min{c | a ∨ c = b}.
It is quickly verified, using (JSD), that the codomain of λjsd is indeed JoinIrr(L).
Figure 2 illustrates this labeling on Hoch(3).
This labeling has another nice characterization. Two cover relations (a, b), (c, d) ∈
Covers(L) are perspective if either a∨ d = b and a∧ d = c, or c∨ b = d and c∧ b = a.
In that case we write (a, b) [ (c, d).
Lemma 4.2. Let (a, b) ∈ Covers(L) and j ∈ JoinIrr(L). If (a, b) [ (j∗, j), then j ≤ b.
Proof. If (a, b) [ (j∗, j), then by definition: j ≤ b or b ≤ j. If b < j, however, then
b ≤ j∗ since j ∈ JoinIrr(L), contradicting b ∨ j∗ = j. 
Proposition 4.3. Let L be a join-semidistributive lattice, and let (a, b) ∈ Covers(L),
j ∈ JoinIrr(L). Then, λjsd(a, b) = j if and only if (a, b) [ (j∗, j).
Proof. If λjsd(a, b) = j, then by definition a ∨ j = b, forcing a ∧ j < j. Moreover, j is
minimal with the property that a ∨ j = b, forcing a∨ j∗ < b. Since a⋖ b, a∨ j∗ = a,
which implies a ∧ j = j∗ because j ∈ JoinIrr(L). But this means (a, b) [ (j∗, j).
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Conversely, if (a, b) [ (j∗, j), then Lemma 4.2 implies j ≤ b and thus a ∨ j = b.
By (2), λjsd(a, b) ≤ j. However, j∗ ≤ a, which implies λjsd(a, b) 6≤ j∗. Since
j ∈ JoinIrr(L), it follows that λjsd(a, b) = j. 
We may use λjsd to describe canonical join representations in L.
Theorem 4.4 ([4, Lemma 19]). Let L = (L,≤) be a join-semidistributive lattice. The
canonical join representation of a ∈ L is
{
λjsd(b, a) | b⋖ a
}
.
If L satisfies both (JSD) and the dual condition (obtained by switching ∨ and
∧), then L is semidistributive. It is well known that if L is semidistributive, then
µ(L) ∈ {−1, 0, 1} (see for instance [24, Theorem 2.12] for a proof). If µ(L) 6= 0,
then L is spherical. By [24, Proposition 2.13], L is spherical if and only if 1ˆ is the
join over all atoms of L. We record the observation that every congruence-uniform
lattice is semidistributive.
Theorem 4.5 ([14, Theorem 4.2]). Every congruence-uniform lattice is semidistributive.
4.2. Canonical join representations inHoch(n). In view of Theorems 2.2 and 4.5,
the lattice Hoch(n) is join semidistributive. In this section, we describe the canon-
ical join representations in Hoch(n). Let
f0 : Tr(n)→ {1, 2, . . . , n+ 1},
u 7→
{
n+ 1, if u does not contain a letter equal to 0,
min{i | ui = 0}, otherwise;
l1 : Tr(n)→ {0, 1, 2, . . . , n},
u 7→
{
0, if u does not contain a letter equal to 1,
max{i | ui = 1}, otherwise.
In other words, f0(u) describes the position of the first zero and l1(u) describes the
position of the last 1 in u. By (T3), it is always guaranteed that l1(u) < f0(u).
Proposition 4.6. Let (u, v) ∈ Covers
(
Hoch(n)
)
. Then:
(i) λjsd(u, v) = a
(i) if and only if vi = 1 and ui = 0;
(ii) λjsd(u, v) = b
(i) if and only if vi = 2 and ui < 2.
Proof. By Proposition 4.3, λjsd(u, v) = j if and only if (u, v) [ (j∗, j). We already
know that a
(i)
∗ = a
(i−1) if i > 1 and a
(1)
∗ = b
(i)
∗ = o.
(i) Let i ≥ 1 and suppose that vi = 1 and ui = 0. By (T3), vj 6= 0 for all j < i
and thus uj 6= 0 for all j < i, since u and v differ in exactly one letter. This implies
immediately that a(i) ≤comp v and a(i) 6≤comp u, and a(i−1) ≤comp u. (If i = 1,
then we set a(i−1) = o.) Thus, a(i) ∧ u = a(i−1) and a(i) ∨ u = v. By definition,
(u, v) [ (a(i−1), a(i)).
Conversely, suppose that (u, v) [ (a(i−1), a(i)). By Lemma 4.2, a(i) ≤comp v
which implies vi = 1 and a
(i) 6≤comp u which implies ui = 0.
(ii) Let i > 1 and suppose that vi = 2 and ui < 2. Then, b
(i) ∨ u = v. Let
m = b(i) ∧ u. Then, mj = 0 for all j 6= i, which means in particular that m1 = 0.
Thus mi 6= 1 by (T3). Since ui < 2, we must have mi = 0. Therefore m = o, which
implies (u, v) [ (o, b(i)).
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Conversely, suppose that (u, v) [ (o, b(i)). By Lemma 4.2, b(i) ≤comp v which
implies vi = 2 and b
(i) 6≤comp uwhich implies ui < 2. 
Proposition 4.7. The canonical join representation of u ∈ Tr(n) is
(3) Can(u) =
{
a(i) | i = l1(u) if l1(u) > 0
}
⊎
{
b(i) | i ∈ [n] such that ui = 2
}
.
Proof. Let i ∈ [n] be such that ui = 2. If i < f0(u), then let v
(i) be defined by
decreasing the ith entry of u by 1. If i > f0(u), then letw
(i) be defined by decreasing
the ith entry of u by 2. If l1(u) > 0, then letm be defined by decreasing the l
th
1 entry
of u by 1.
Since u ∈ Tr(n), the tuples v(i),w(i), m are certainly triwords for the appropriate
choices of i. By construction, v(i) ⋖comp u, w
(i) <comp u and m⋖comp u. Note that
w(i) has a zero in the ith position and this is not the first zero in w(i), because
i > f0(u). By (T3), w
(i) ⋖comp u, because the only potential tuple that could fit
inbetween w(i) and u (in componentwise order) needs to have a 1 in position i.
But this would not be a triword, because it contains the 01-pattern
(
f0(u), i
)
.
Once more, by construction, every element covered by u is of one of these three
forms. By Proposition 4.6, λjsd(m, u) = a
(l1), and λjsd(v
(i), u) = λjsd(w
(i), u) = b(i).
Theorem 4.4 finishes the proof. 
Corollary 4.8. For n > 0, the latticeHoch(n) is spherical.
Proof. By construction, the top element of Hoch(n) is t = (1, 2, . . . , 2). By Proposi-
tion 4.7, Can(t) =
{
a(1), b(2), . . . , b(n)
}
, which is exactly the set of atoms ofHoch(n).
This together with [24, Proposition 2.13] establishes the claim. 
4.3. The canonical join complex of a join-semidistributive lattice. Let M be a
finite set of vertices. An (abstract) simplicial complex on M is a non-empty collec-
tion ∆(M) of subsets of M (the faces) such that {m} ∈ ∆(M) for all m ∈ M, and
if F ∈ ∆(M), then F′ ∈ ∆(M) for all F′ ⊆ F. The maximal faces (with respect to
inclusion) are called facets. A simplicial complex with a unique facet is a simplex.
A simplicial complex is pure if all facets have the same cardinality.
Let ∆ be a simplicial complex, and let F ∈ ∆ be a face. The link of F in ∆ is the
simplicial complex
link∆(F)
def
=
{
G ∈ ∆ | F ∩ G = ∅ and F ∪ G ∈ ∆
}
,
and the deletion of F in ∆ is the simplicial complex
del∆(F)
def
=
{
G ∈ ∆ | F 6⊆ G
}
.
If v1, v2, . . . , vr are distinct vertices of ∆, then we denote by ∆ \ {v1, v2, . . . , vr} the
simplicial complex obtained from ∆ by successively deleting the vertices v1, v2, . . . , vr.
Following [7, 29], a simplicial complex ∆ is vertex decomposable if either ∆ is a
simplex, or there exists a shedding vertex v ∈ ∆ such that the following three con-
ditions hold:
(VD1): link∆(v) is vertex decomposable;
(VD2): del∆(v) is vertex decomposable;
(VD3): no facet of link∆(v) is a facet of del∆(v).
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a(1)
a(3) b(2) b(3) a(2)
(a) The complex CJC
(
Hoch(3)
)
.
a(1)
a(2)
a(3)
a(4)
b(2)
b(3)
b(4)
(b) The complex CJC
(
Hoch(4)
)
.
Figure 5. Two canonical join complexes of Hochschild lattices.
By [27, Proposition 2.2], every subset of a canonical join representation is again
a canonical join representation. Therefore, the set of canonical join representations
of a finite lattice L forms a simplicial complex with vertex set JoinIrr(L); the canon-
ical join complex denoted by CJC(L). If L = (L,≤) is join semidistributive, then
Theorem 4.1 states that the set of faces of CJC(L) is in bijection with L. Figure 5
shows CJC
(
Hoch(3)
)
and CJC
(
Hoch(4)
)
. Let us now prove Theorem 1.2.
Proof of Theorem 1.2. Throughout this proof for any face F ∈ CJC
(
Hoch(n)
)
, we
write del(F) instead of del
CJC
(
Hoch(n)
)(F) and link(F) instead of link
CJC
(
Hoch(n)
)(F).
By Proposition 4.7, the facets of CJC
(
Hoch(n)
)
are
F1 =
{
a(1)
}
⊎
{
b(j) | 2 ≤ j ≤ n
}
,
Fi =
{
a(i)
}
⊎
{
b(j) | 2 ≤ j ≤ n, j 6= i
}
,
for 2 ≤ i ≤ n. It follows that CJC
(
Hoch(n)
)
is not pure.
Now, since a(j
′) ≤comp a(j) for j′ ≤ j, each face of CJC
(
Hoch(n)
)
contains at
most one vertex of the form a(i). For i > 1, link
(
a(i)
)
is thus the (n− 1)-simplex
on the vertices
{
b(2), b(3), . . . , b(n)
}
. The deletion del
(
a(i)
)
is the subcomplex of
CJC
(
Hoch(n)
)
induced by the vertices{
a(1), . . . , a(i−1), a(i+1), . . . , a(n), b(2), b(3), . . . , b(n)
}
.
Thus, the facets of del
(
a(i)
)
are F1 and Fj for j 6= i. Consequently, for i > 1, a
(i)
satisfies (VD3).
It follows that the deletion CJC
(
Hoch(n)
)
\
{
a(2), a(3), . . . , a(n)
}
is the n-simplex
on the vertices
{
a(1), b(2), b(3), . . . , b(n)
}
. Since simplices are vertex decomposable,
it follows that all the relevant links and deletions are vertex decomposable. Thus,
for i > 1, a(i) satisfies (VD1) and (VD2).
We conclude that CJC
(
Hoch(n)
)
is vertex decomposable. 
5. THE CORE LABEL ORDER OF Hoch(n)
5.1. The core label order of a semidistributive lattice. Let L = (L,≤) be a lattice.
For a ∈ L we define its nucleus by
a↓
def
= a ∧
∧
b∈L : b⋖a
b.
In other words, if a = 0ˆ, then a↓ = 0ˆ, and if a 6= 0ˆ, then a↓ is the meet over all ele-
ments covered by a. The core of a is the interval [a↓, a] in L. If L is semidistributive,
12 HENRI MU¨HLE
then we may use the labeling λjsd from (2) to define an alternate order on L. The
core label set of a is
ΨL(a)
def
=
{
λjsd(b, b
′) | a↓ ≤ b⋖ b
′ ≤ a
}
.
Proposition 5.1. If L is semidistributive, then the assignment a 7→ ΨL(a) is injective.
Proof. Let a, b ∈ L. By Theorem 4.1, a and b both have a canonical join representa-
tion, denoted by Can(a) and Can(b), respectively. By Theorem 4.4, Can(a) ⊆ ΨL(a)
and Can(b) ⊆ ΨL(b).
Suppose that ΨL(a) = ΨL(b). If ΨL(a) = ∅, then a = 0ˆ = b. Otherwise,
ΨL(a) 6= ∅ implies a 6= 0ˆ and Can(a) 6= ∅. Let j ∈ Can(a). By Theorem 4.4, there
exists a′ ∈ L with a′ ⋖ a such that λjsd(a
′, a) = j.
If j ∈ Can(a) \ Can(b), then—by assumption—j ∈ ΨL(a) = ΨL(b), which im-
plies that there are b1, b2 ∈ L with b↓ ≤ b1 ⋖ b2 < b and λjsd(b1, b2) = j. By Propo-
sition 4.3, (a′, a) [ (j∗, j) and (j∗, j) [ (b1, b2). By Lemma 4.2, j ∧ a
′ = j∗ = j ∧ b1,
and thus, by the dual of (JSD), j∗ = j ∧ (a′ ∨ b1). If a
′ 6≤ b1, then a
′ ∨ b1 ≥ a. This
yields the contradiction j∗ = j ∧ (a′ ∨ b1) = j. If a
′ ≤ b1, then a
′ is a lower bound
for b2 and a meaning that a
′ and j are comparable. However, since (a′, a) [ (j∗, j)
we must have j∗ ≤ a′ < j, which forces j∗ = a′. But this implies that a = j, and
thus Can(a) = {j} = ΨL(a) = ΨL(b) = Can(b). This contradicts the choice of j.
It follows that Can(a) ⊆ Can(b), and symmetrically we obtain Can(b) ⊆ Can(a).
Thus, Can(a) = Can(b), which implies a = b. 
In view of Proposition 5.1, wemay define a partial order⊑ on L by setting a ⊑ b
if and only if ΨL(a) ⊆ ΨL(b). The poset CLO(L)
def
= (L,⊑) is the core label order of
L. Figure 7 shows CLO
(
Hoch(3)
)
.
Remark 5.2. The core label order was first considered under the name “shard in-
tersection order” by N. Reading in the context of posets of regions of hyperplane
arrangements; see [26] . A lattice-theoretic generalization was investigated in [24],
and an analogous construction was considered for instance in [3, 12, 17, 28].
In [24], the core label order is defined for a congruence-uniform lattice L in
terms of a labeling by join-irreducible elements; see [24, Section 3.1]. Lemma 2.6 of
[17] implies that this labeling is determined by the perspectivity relation. Hence,
it agrees with our labeling λjsd. The proofs of the results from [24] that we use in
this article depend only on this labeling and therefore extend to semidistributive
lattices. This will be adressed in a forthcoming paper.
The following lemma will be useful.
Lemma 5.3. Let L = (L,≤) be a semidistributive lattice, and let a ∈ L and j ∈
JoinIrr(L). If j ∈ ΨL(a), then j ≤ a and j 6≤ a↓.
Proof. If j ∈ ΨL(a), then there exist b, b
′ ∈ L with a↓ ≤ b ⋖ b
′ ≤ a such that
(b, b′) [ (j∗, j) by Proposition 4.3. Lemma 4.2 implies that j ≤ b′ ≤ a and j 6≤ b.
Consequently, j 6≤ a↓. 
A semidistributive lattice has the intersection property if for every a, b ∈ L there
exists c ∈ L such that ΨL(a) ∩ΨL(b) = ΨL(c).
Theorem 5.4 ([24, Theorem 1.3]). The core label order of a congruence-uniform lattice
L is a lattice if and only if L is spherical and has the intersection property.
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5.2. Hoch(n) has the intersection property. In this section, we investigate the
core label order of Hoch(n), which is well defined by Theorems 2.2 and 4.5. The
key result is the following explicit description of the core label sets in Hoch(n).
Proposition 5.5. The nucleus of u ∈ Tr(n) is u↓ = (u↓1, u↓2, . . . , u↓n) given by
(4) u↓ i =


ui − 1 if either i = l1(u), or i < l1(u) and ui = 2,
0 if i > l1(u) and ui = 2,
ui otherwise.
The core label set of u is
(5) Ψ(u) =
{
a(i) | l1(u) > 0 and l1(u) ≤ i < f0(u)
}
⊎
{
b(i) | i ∈ [n], ui = 2
}
.
Proof. Throughout this proof we write l1 instead of l1(u) and f0 instead of f0(u).
Let m, v(i),w(i) be the elements covered by u as constructed in the proof of
Proposition 4.7, and let u˜ be the componentwise minimum of all these elements.
In other words, u˜ is obtained by subtracting 1 from the last 1 in u as well as from
every 2 in u occurring before the first 0, and by subtracting 2 from every 2 in u
occurring after the first 0. Now, if l1 > 0, then for every i ∈
{
l1+1, l1+2, . . . , f0−1
}
with ui = 2, the pair
(
l1, i
)
is a 01-pattern in u˜. Thus, every 1 occurring in such
a position in u˜ must be turned into a 0 in order to satisfy (T3). The resulting ele-
ment is the nucleus of u (by definition of the meet in Hoch(n)) and matches the
description in (4).
The fact that a(l1) ∈ Ψ(u) and b(i) ∈ Ψ(u) for i ∈ [n] such that ui = 2 follows
directly from Proposition 4.7, since these elements constitute Can(u) and Can(u) ⊆
Ψ(u) by Theorem 4.4.
By construction, m(0) = u↓ ∨ a
(l1) satisfies u↓ ⋖comp m
(0) ≤comp u. For i ∈
[ f0−l1−1], we definem
(i) = m(i−1)∨ a(l1+i). It follows thatm(i−1)⋖compm(i) ≤comp
u and thus λjsd(m
(i−1),m(i)) = a(l1+i) by Proposition 4.6. This implies a(l1+i) ∈
Ψ(u). See Figure 6.
If i ∈ [n] is such that ui 6= 2, then b
(i) 6≤comp u, and thus b(i) /∈ Ψ(u) by
Lemma 5.3.
If i < l1, then ui 6= 0 by (T3), and u↓i = 1 by (4). Consequently, a
(i) ≤comp u↓
and thus a(i) /∈ Ψ(u) by Lemma 5.3.
If i > f0, then ui = 0 by (T3). Thus a
(i) 6≤comp u, and thus a(i) /∈ Ψ(u) by
Lemma 5.3. 
Corollary 5.6. For n > 0 and u ∈ Hoch(n), u↓ ∈
{
o, a(1), a(2), . . . , a(n)
}
.
Proof. By (4), u↓ does not contain a 2. The claim then follows from (T3). 
Note that we can recover u from Ψ(u). For each b(i) ∈ Ψ(u), we insert a 2 into
position i of an integer tuple of length n. Then, the element a(i) ∈ Ψ(u)with imin-
imal reveals that the last 1 must occur in position i. By (T3) all unfilled positions
before i must also contain a 1. All the remaining unoccupied positions must be
filled with 0s.
Theorem 5.7. For n > 0, the poset CLO
(
Hoch(n)
)
is a lattice.
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u↓ = (1, 1, 1, 0, 0, 0, 0, 0, 0)
m(0) = (1, 1, 1, 1, 0, 0, 0, 0, 0)
m(1) = (1, 1, 1, 1, 1, 0, 0, 0, 0)
m(2) = (1, 1, 1, 1, 1, 1, 0, 0, 0)
v(2) = (1, 1, 1, 1, 2, 2, 0, 2, 0) v(5) = (1, 2, 1, 1, 1, 2, 0, 2, 0) v(6) = (1, 2, 1, 1, 2, 1, 0, 2, 0) w(8) = (1, 2, 1, 1, 2, 2, 0, 0, 0) m = (1, 2, 1, 0, 2, 2, 0, 2, 0)
u = (1, 2, 1, 1, 2, 2, 0, 2, 0)
b(2) b(5) b(6) b(8) a(4)
a(4)
a(5)
a(6)
Figure 6. Illustration of the construction of the core label sets in
Hoch(n). Solid lines indicate cover relations, dashed lines indi-
cate comparability relations.
Proof. Let u, v ∈ Tr(n), and let U =
{
i ∈ [n] | ui = 2
}
and V =
{
i ∈ [n] | vi = 2
}
.
Consider the sets M = U ∩V and
A =
{
l1(u), l1(u)+1, . . . , f0(u)−1
}
∩
{
l1(v), l1(v)+1, . . . , f0(v)−1
}
.
By construction, A is either empty or of the form {i, i+1, . . . , j−1} for some 1 ≤
i < j ≤ n. In particular, the set
P =
{
a(i) | i ∈ A
}
⊎
{
b(i) | i ∈ M
}
is of the form stated in (5). As explained after the proof of Corollary 5.6, we may
find m ∈ Tr(n) with Ψ(m) = P.
This means, by definition, thatHoch(n) has the intersection property. By Corol-
lary 4.8, Hoch(n) is spherical. Then, Theorem 5.4 implies that CLO
(
Hoch(n)
)
is a
lattice. 
5.3. Triwords and shuffles. We now give a combinatorial interpretation of the
core label order of Hoch(n). For integers k, l ≥ 0, let A = {a1, a2, . . . , ak} and
B = {b1, b2, . . . , bl} be two (disjoint) sets. LetA = A ⊎ B be the disjoint union of A
and B, and let A∗ denote the set of words over the alphabet A. The empty word
is denoted by ε. Let u, v ∈ A∗ with u = u1u2 · · · ur and v = v1v2 · · · vs. Then, u is
a subword of v if r ≤ s and there exists a sequence 1 ≤ i1 < i2 < · · · < ir ≤ s such
that uj = vi j for all j ∈ [r].
For u ∈ A∗, let u denote the set of letters occurring in u. For v ∈ A∗, let v|u
denote the subword of v obtained by restricting v to the letters in u.
LetwA
def
= a1a2 · · · ak andwB
def
= b1b2 · · · bl be two elements ofA
∗. We denote by
Shuf(A, B) the set of all w ∈ A∗ such that w ⊆ wA ⊎wB and w|wA is a subword
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(0, 0, 0)
(0, 0, 2) (1, 1, 1) (1, 0, 0) (0, 2, 0) (1, 1, 0)
(1, 0, 2) (0, 2, 2) (1, 1, 2) (1, 2, 1) (1, 2, 0)
(1, 2, 2)
Figure 7. The lattice CLO
(
Hoch(3)
)
.
of wA and w|wB is a subword of wB. In other words, Shuf(A, B) is the set of all
shuffles of subwords of wA and wB.
Example 5.8. Let A = {a1, a2} and B = {b1}. Then,
Shuf(A, B) =
{
ε, a1, a2, b1, a1a2, a1b1, a2b1, b1a1, b1a2, a1a2b1, a1b1a2, b1a1a2
}
.
Note that a2a1 /∈ Shuf(A, B) because it is not a subword of wA = a1a2.
Clearly, Shuf(A, B) does only depend on the size (rather than on the elements)
of A and B. We may therefore simply write Shuf(k, l) instead. Following [19],
we may order Shuf(A, B) by setting w1  w2 if and only if w2 can be obtained
from w1 by removing letters of A or adding letters of B. The poset Shuf(m, n)
def
=(
Shuf(k, l),
)
is in fact a lattice; the shuffle lattice [19, Theorem 2.1].
In this article, we mainly consider the shuffle lattices Shuf(n − 1, 1), and we
use the sets A = {2, 3, . . . , n} and B = {1} for their construction. Figure 8 shows
Shuf(2, 1).
Theorem 5.9 ([19, Theorem 3.4]). Let n > 0. The lattice Shuf(n− 1, 1) has (n+1)!2
maximal chains. Its zeta polynomial is
ZShuf(n−1,1)(q) =
qn−1
2
(
(n+ 1)q− n+ 1
)
,
and its Mo¨bius invariant is µ
(
Shuf(n− 1, 1)
)
= (−1)nn.
Corollary 5.10. For n > 0,
∣∣Shuf(n− 1, 1)∣∣ = 2n−2(n+ 3).
Now let w = w1w2 · · ·wk be a subword of wA and let i ∈ {0, 1, . . . , n}. We
define
(6) wi 1
def
=
{
w, if i = 0,
w1w2 · · ·wj1wj+1 · · ·wk, if i > 0, and wj = i.
In other words, if i > 0, then we insert 1 into w after the letter i. If aj 6= i for all
j ∈ [k], then wi 1 adds 1 at the beginning of w.
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u ∈ Tr(3) τ(u) l1(u) σ(u) = τ(u)l1(u) 1
(0, 0, 0) 23 0 23
(0, 0, 2) 2 0 2
(0, 2, 0) 3 0 3
(0, 2, 2) ε 0 ε
(1, 0, 0) 23 1 123
(1, 0, 2) 2 1 12
(1, 1, 0) 23 2 213
(1, 1, 1) 23 3 231
(1, 1, 2) 2 2 21
(1, 2, 0) 3 1 13
(1, 2, 1) 3 3 31
(1, 2, 2) ε 1 1
Table 1. The bijection σ illustrated for n = 3.
For u ∈ Tr(n), let τ(u) be the subword of wA consisting of the positions of u
which do not contain the letter 2. We define
(7) σ : Tr(n)→ Shuf(n− 1, 1), u 7→ τ(u)l1(u) 1.
Table 1 illustrates this map in the case n = 3.
Proposition 5.11. The map σ from (7) is a bijection.
Proof. By (T3), any u ∈ Tr(n) is uniquely determined by its positions of the 2s and
the position of its last 1. Thus, σ is injective.
Conversely, let a ∈ Shuf(n − 1, 1). Let A denote the set of letters of a which
are different from 1. Then, we set ui = 2 for all i ∈ {2, 3, . . . , n} \ A. If 1 is not a
letter of a, then we set ui = 0 if i = 1 or i ∈ A. Otherwise, suppose that 1 is the
(j+ 1)st letter of a and let aj be the letter of a directly preceding 1. We set ui = 1
if i = 1 or if i ∈ A such that i ≤ aj. We set ui = 0 if i ∈ A with i > aj. By
construction, ua = (u1, u2, . . . , un) satisfies (T1)–(T3). Moreover, it is immediately
clear that σ(ua) = a. 
Example 5.12. Let a = 3 4 1 6 9 10 ∈ Shuf(9, 1). We have A = {3, 4, 6, 9, 10}, and
we see that a contains the letter 1 in position j+ 1 = 3, andwe obtain a2 = 4. Then,
{2, 3, . . . , 10} \ A = {2, 5, 7, 8}, and we find ua = (1, 2, 1, 1, 2, 0, 2, 2, 0, 0) ∈ Tr(10).
We have l1(ua) = 4 and τ(ua) = 3 4 6 9 10. Thus, σ(ua) = τ(ua)4 1 =
3 4 1 6 9 10 = a.
We now prove the main result of this section, which states that the core label
order of Hoch(n) is isomorphic to Shuf(n− 1, 1).
Proof of Theorem 1.3. We prove that the map σ from (7) is an isomorphism from
CLO
(
Hoch(n)
)
to Shuf(n− 1, 1). Let u, u′ ∈ Tr(n) and let a = σ(u) and a′ = σ(u′).
Throughout this proof, we write Ψ(u) instead of ΨHoch(n)(u).
First, suppose that Ψ(u) ⊆ Ψ(u′). By Proposition 5.5, the positions of the 2s in
u form a subset of the positions of the 2s in u′. We distinguish two cases.
(i) If l1(u) = 0, then u does not contain a 1 and a does not contain 1.
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23
2 231 123 3 213
12 ε 21 31 13
1
Figure 8. The lattice Shuf(2, 1).
If l1(u
′) = 0, then a′ does not contain 1, and Ψ(u) ⊆ Ψ(u′) implies a′ is obtained
from a by (potentially) removing elements of {2, 3, . . . , n}, which implies a  a′.
If l1(u
′) > 0, then a′ contains 1. As before, Ψ(u) ⊆ Ψ(u′) implies that a′ is
obtained from a by adding 1 and (potentially) removing elements of {2, 3, . . . , n},
which implies a  a′.
(ii) If l1(u) > 0, then Ψ(u) ⊆ Ψ(u
′) implies that l1(u
′) > 0 and l1(u) ≥ l1(u
′)
and f0(u) ≤ f0(u
′). By construction, for every i ∈ [n] with l1(u
′) ≤ i < l1(u) or
f0(u) ≤ i < f0(u
′) we must have u′i = 2. Thus, a
′ is obtained from a by removing
elements of {2, 3, . . . , n}, which implies a  a′.
Conversely, suppose that (a, a′) ∈ Covers
(
Shuf(n− 1, 1)
)
. There are two cases.
(i) There exists j ∈ {2, 3, . . . , n} which is contained in a but not in a′. By
Proposition 5.11, uj 6= 2 and u
′
j = 2. Then, l1(u) ≥ l1(u
′), f0(u) ≤ f0(u
′) and
{i ∈ [n] | ui = 2} ( {i ∈ [n] | u
′
i = 2}. By Proposition 5.5, Ψ(u) ( Ψ(u
′).
(ii) 1 is not contained in a and 1 is contained in a′, say in position j + 1. By
Proposition 5.11, u does not contain 1 and thus l1(u) = 0. Moreover,
{
i ∈ [n] |
ui = 2
}
=
{
i ∈ [n] | u′i = 2
}
. Since 1 is contained in a′, u′ contains 1 and thus
l1(u
′) > 0. By Proposition 5.5, Ψ(u) ( Ψ(u′).
We conclude that a  a′ implies Ψ(u) ⊆ Ψ(u′), which finishes the proof. 
Question and Remark 5.13. Shuf(n, 0) is clearly isomorphic to the Boolean lattice
Bool(n) on 2n elements, and by [24, Theorem 1.5], Bool(n) ∼= CLO
(
Bool(n)
)
.
Theorem 1.3 exhibits Shuf(n− 1, 1) as the core label order of the Hochschild lat-
tice Hoch(n). Is there another family of semidistributive lattices, depending on a
parameter n, whose core label orders realize Shuf(n− a, a) for a ≥ 2?
More precisely, the poset diagrams of both Bool(n) and Hoch(n) correspond
to the (oriented) 1-skeletons of the n-cube and the n-dimensional freehedron of
[30, 32], respectively. Is there a family of cell complexes, whose 1-skeletons can be
oriented such that one obtains extremal, congruence-uniform lattices whose core
label orders realize Shuf(n− a, a) for a ≥ 2?
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Proposition 5.14. For n > 0, the lattice CLO
(
Hoch(n)
)
is graded and for 0 ≤ k ≤ n
its number of elements of rank k is(
n
k
)
+ (n− k)
(
n− 1
k− 1
)
.
Proof. It was shown in [19, Section 2] that Shuf(n − 1, 1) is graded. In order to
describe the rank function, let a ∈ Shuf(n− 1, 1) and write w(a) for the number of
elements of {2, 3, . . . , n} contained in a. Then, the rank of a in Shuf(n− 1, 1) is
rk(a) = n− 1− w(a) +
{
1, if a contains 1,
0, otherwise.
In view of the isomorphism σ from (7), this translates toCLO
(
Hoch(n)
)
as follows:
(8) rk(u) =
∣∣{i | ui = 2}∣∣+
{
1 if l1(u) > 0,
0 otherwise.
Now, let R(n, k) denote the number of elements of rank k in CLO
(
Hoch(n)
)
. If
n = 1, then R(1, 0) = 1 = R(1, 1). If n > 1, then R(n, 0) = 1. Now let k ≥ 1 and let
u ∈ Tr(n) with rk(u) = k. If l1(u) = 0, then u must contain exactly k letters equal
to 2 in the last n− 1 positions, because by (T2) u cannot start with a 2. If l1(u) = 1,
then umust have exactly k− 1 letters 2 in the last n− 1 positions. If l1(u) > 1, then
umust have at least two letters equal to 1 and k− 1 letters equal to 2. We obtain
R(n, k) =
(
n− 1
k
)
+
(
n− 1
k− 1
)
+ (n− 1)
(
n− 2
k− 1
)
=
(
n− 1
k
)
+ (n− k+ 1)
(
n− 1
k− 1
)
=
(
n
k
)
+ (n− k)
(
n− 1
k− 1
)
. 
Corollary 5.15. Let u ∈ Tr(n). The rank of u in CLO
(
Hoch(n)
)
equals the number of
elements covered by u in Hoch(n).
Proof. The number of elements covered by u in Hoch(n) is
∣∣Can(u)∣∣ by Proposi-
tion 4.7. By (3), this equals the number of 2s in u plus one if and only if l1(u) > 0.
In view of (8), this number is precisely the rank of u in CLO
(
Hoch(n)
)
. 
6. M-, H- AND F-TRIANGLES FOR Hoch(n)
6.1. The M-triangle of CLO
(
Hoch(n)
)
. The characteristic polynomial of a graded
poset P is defined by
χP(x)
def
= ∑
a∈P
µP(0ˆ, a)x
n−rk(a).
For our purposes, it will be more convenient to workwith the “dual” characteristic
polynomial
χ˜P(x)
def
= ∑
a∈P
µP(0ˆ, a)x
rk(a) = xnχP
(
1
x
)
.
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A refined variant of the (dual) characteristic polynomial of P is the M-triangle of P,
defined by
MP(x, y)
def
= ∑
a,b∈P
µP(a, b)x
rk(a)yrk(b).
Lemma 6.1. For every graded bounded poset,
MP(x, y) = ∑
a∈P
(xy)rk(a)χ˜[a,1ˆ](y).
Proof. We have
MP(x, y) = ∑
a,b∈P
µP(a, b)x
rk(a)yrk(b)
= ∑
a∈P
(xy)rk(a) ∑
b∈P : a≤b
µP(a, b)y
rk(b)−rk(a)) = ∑
a∈P
(xy)rk(a)χ˜[a,1ˆ](y). 
Using the M-triangle, we may define two other polynomials associated with P;
the H- and the F-triangle:
HP(x, y)
def
=
(
x(y− 1) + 1
)n
MP
(
y
y− 1
,
x(y− 1)
x(y− 1) + 1
)
,
FP(x, y)
def
= ynMP
(
y+ 1
y− x
,
y− x
y
)
.
Since P has length n, these are indeed polynomials. Surprisingly, there are many
instances of combinatorially defined posets P, for which HP(x, y) and FP(x, y) are
in fact polynomials with nonnegative integer coefficients [1,9,10,16,20,23]. In this
sectionwe compute these polynomials when P is eitherBool(n) orCLO
(
Hoch(n)
)
.
The next result is an immediate consequence of [19, Theorem 3.4].
Proposition 6.2. For n > 0,
χ˜Bool(n)(x) = (1− x)
n,
χ˜
CLO
(
Hoch(n)
)(x) = (1− x)n−1(1− nx).
Proof. Theorem 3.4 in [19] states that the characteristic polynomial of Shuf(a, b) is
χShuf(a,b)(x) = (−1)
a+b ∑
j≥0
(
a
j
)(
b
j
)
(1− x)a+b−j.
Since the Boolean lattice Bool(n) is isomorphic to Shuf(n, 0), and Theorem 1.3
implies that CLO
(
Hoch(n)
)
∼= Shuf(n− 1, 1), the claim follows. 
Proposition 6.3. For n > 0,
MBool(n)(x, y) = (xy− y+ 1)
n,
HBool(n)(x, y) = (xy+ 1)
n,
FBool(n)(x, y) = (x+ y+ 1)
n.
Proof. Let A ⊆ [n] with |A| = k. The interval
[
A, [n]
]
in Bool(n) is isomorphic to
Bool(n− k). There are clearly (nk) subsets of [n] of cardinality k, so that Lemma 6.1
and Proposition 6.2 imply
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MBool(n)(x, y) = ∑
A⊆[n]
(xy)|A|χ˜[
A,[n]
](y)
=
n
∑
k=0
(
n
k
)
(xy)k(1− y)n−k = (xy− y+ 1)n.
The formulas for the H- and F-triangle are immediate. 
Combinatorially, wemay realize the H- and the F-triangle ofBool(n) as follows:
HBool(n)(x, y) = ∑
A⊆[n]
(xy)|A|,
FBool(n)(x, y) = ∑
A⊆B⊆[n]
x|A|yn−|B|.
Theorem 6.4. For n > 0,
M
CLO
(
Hoch(n)
)(x, y) = (xy− y+ 1)n−2((n+ 1)((x− 1)y− xy2)+ (n+ x2)y2 + 1),
H
CLO
(
Hoch(n)
)(x, y) = (xy+ 1)n−2(x2y2 + 2xy+ (n− 1)x+ 1),
F
CLO
(
Hoch(n)
)(x, y) = (x+ y+ 1)n−2(nx2 + 2xy+ (n+ 1)x+ (y+ 1)2).
Proof. Let u ∈ Tr(n)with rk(u) = k. Let [u, t]CLO denote the interval between u and
t in CLO
(
Hoch(n)
)
regarded as an induced subposet. In view of the isomorphism
from Theorem 1.3, it is straightforward to verify that
[u, t]CLO ∼=
{
CLO
(
Hoch(n− k)
)
, if l1(u) = 0,
Bool(n− k), otherwise.
As shown in the proof of Proposition 5.14, there are (n−1k ) triwords of rank k (in
CLO
(
Hoch(n)
)
) which do not contain the letter 1, and (n− k+ 1)(n−1k−1) triwords
of rank k which do. By Lemma 6.1 and Proposition 6.2, we obtain
M
CLO
(
Hoch(n)
)(x, y) = ∑
u∈Tr(n)
(xy)rk(u)χ˜[u,t]CLO(y)
=
n
∑
k=0
(xy)k
((
n− 1
k
)
χ˜
CLO
(
Hoch(n−k)
)(y)
+(n− k+ 1)
(
n− 1
k− 1
)
χ˜Bool(n−k)(y)
)
=
n
∑
k=0
(xy)k
((
n− 1
k
)
(1− y)n−k−1
(
1− (n− k)y
)
+(n− k+ 1)
(
n− 1
k− 1
)
(1− y)n−k
)
=
n−1
∑
k=0
(
n− 1
k
)
(xy)k(1− y)n−k−1
(
1− (n− k)y
)
+ xy
n−1
∑
k=0
(
n− 1
k
)
(xy)k(1− y)n−k−1(n− k).
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Let us treat the two sums separately. We define
S1(x, y)
def
=
n−1
∑
k=0
(
n− 1
k
)
(xy)k(1− y)n−k−1
(
1− (n− k)y
)
,
S2(x, y)
def
=
n−1
∑
k=0
(
n− 1
k
)
(xy)k(1− y)n−k−1(n− k),
so that
(9) M
CLO
(
Hoch(n)
)(x, y) = S1(x, y) + xyS2(x, y).
We see right away that
(10) S1(x, y) = (xy− y+ 1)
n−1− yS2(x, y).
Partial differentiation and the Binomial Theorem yield
n−1
∑
k=0
(
n− 1
k
)
k(xy)k(1− y)n−k−1 = x
(
n−1
∑
k=0
(
n− 1
k
)
kxk−1yk(1− y)n−k−1
)
= x
(
d
dx
n−1
∑
k=0
(
n− 1
k
)
(xy)k(1− y)n−k−1
)
= x
(
d
dx
(xy− y+ 1)n−1
)
= (n− 1)xy(xy− y+ 1)n−2,
which implies
S2(x, y) = n
n−1
∑
k=0
(
n− 1
k
)
(xy)k(1− y)n−k−1−
n−1
∑
k=0
(
n− 1
k
)
k(xy)k(1− y)n−k−1
= n(xy− y+ 1)n−1− (n− 1)xy(xy− y+ 1)n−2
= (xy− y+ 1)n−2(xy− ny+ n).
Combining this with (9) and (10) gives
M
CLO
(
Hoch(n)
)(x, y) = S1(x, y) + xyS2(x, y)
= (xy− y+ 1)n−1 + (xy− y)S2(x, y)
= (xy− y+ 1)n−1 + (xy− y)(xy− y+ 1)n−2(xy− ny+ n)
= (xy− y+ 1)n−2
(
(n+ 1)
(
(x− 1)y− xy2
)
+ (n+ x2)y2 + 1
)
.
The formulas for the H- and F-triangle are straightforward to verify. 
6.2. The H-triangle of Hoch(n). We now present a combinatorial interpretation
of the polynomial H
CLO
(
Hoch(n)
)(x, y). Let P be a partially ordered set, let Anti(P)
denote the set of antichains of P and letMin(P) denote the set of minimal elements
of P. We define the H˜-triangle of P by
(11) H˜P(x, y)
def
= ∑
A∈Anti(P)
x|A|y|A∩Min(P)|.
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Proposition 6.5. Let P1, P2 be two posets, and let P = P1 ⊎ P2. Then,
H˜P(x, y) = H˜P1(x, y) · H˜P2(x, y).
Proof. This follows essentially from the construction, since Anti(P) = Anti(P1)×
Anti(P2), andMin(P) = Min(P1) ⊎Min(P2). Thus,
H˜P(x, y) = ∑
(A1,A2)∈Anti(P1)×Anti(P2)
x|A1|+|A2|y|A1∩Min(P1)|+|A2∩Min(P2)|
=

 ∑
A1∈Anti(P1)
x|A1|y|A1∩Min(P1)|

 ·

 ∑
A2∈Anti(P2)
x|A2|y|A2∩Min(P2)|


= H˜P1(x, y) · H˜P2(x, y). 
Proposition 6.6. For n > 0, let Cn denote a chain with n elements. Then,
H˜Cn(x, y) = xy+ (n− 1)x+ 1.
Proof. If the ground set of Cn is [n], then Anti(Cn) =
{
∅, {1}, {2}, . . . , {n}
}
and
Min(Cn) = {1}. Thus, H˜Cn(x, y) = xy+ (n− 1)x+ 1. 
Proposition 6.7. For n > 0, let An denote an antichain with n elements. Then,
H˜An(x, y) = (xy+ 1)
n.
Proof. Let us denote the ground set ofAn by A = {a1, a2, . . . , an}. Then,Min(An) =
{a1, a2, . . . , an} and Anti(An) = ℘(A). It follows that
H˜An(x, y) =
n
∑
k=0
(
n
k
)
(xy)k = (xy+ 1)n. 
If L = (L,≤) is a lattice, then the poset of join-irreducible elements of L is
defined by
JoinIrr(L)
def
=
(
JoinIrr(L),≤
)
.
We observe that JoinIrr
(
Bool(n)
)
= An and it was shown in [24, Theorem 1.5] that
CLO
(
Bool(n)
)
∼= Bool(n). Thus, Propositions 6.3 and 6.7 establish a connection
between the M-triangle of CLO
(
Bool(n)
)
and the H˜-triangle of JoinIrr
(
Bool(n)
)
.
Recall from the description of the join-irreducible triwords in Section 3 that
JoinIrr
(
Hoch(n)
)
is the disjoint union of an n-chain (consisting of a(1), a(2), . . . , a(n))
and an (n − 1)-antichain (consisting of b(2), b(3), . . . , b(n)). Propositions 6.5–6.7
thus imply that
H˜
JoinIrr
(
Hoch(n)
)(x, y) = (xy+ (n− 1)x+ 1)(xy+ 1)n−1.
This polynomial does not agree with H
CLO
(
Hoch(n)
)(x, y) if n > 1; see Theo-
rem 6.4. We thus extend JoinIrr
(
Hoch(n)
)
by adding a cover relation from b(2)
to a(2), and denote the resulting poset by Jn. Figure 9a shows J4 and Figure 9b
shows the antichains of J4. We obtain
H˜4(x, y) = x
4y4 + 4x3y3 + 3x3y2 + 6x2y2 + 6x2y+ 4xy+ 3x+ 1
= (xy+ 1)2(x2y2 + 2xy+ 3x+ 1)
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a(1)
a(2)
a(3)
a(4)
b(2) b(3) b(4)
(a) The poset J4.
1 xy xy xy xy x2y2
x2y2 x2y2 x2y2 x2y2 x2y2 x3y3
x3y3 x3y3 x3y3 x4y4 x x2y
x2y x3y2 x x2y x2y x3y2
x x2y x2y x3y2
(b) The antichains of J4 together with the term they
contribute to H˜J4(x, y). Minimal elements per an-
tichain are marked in red.
Figure 9. Illustrating the combinatorial realization of
H
CLO
(
Hoch(4)
)(x, y).
= H
CLO
(
Hoch(4)
)(x, y).
This is not a coincidence.
Proposition 6.8. For n > 0,
H˜Jn(x, y) = (xy+ 1)
n−2
(
x2y2 + 2xy+ (n− 1)x+ 1
)
.
Proof. Let S1 =
{
a(1), a(2), . . . , a(n), b(2)
}
and S2 =
{
b(3), b(4), . . . , b(n)
}
. Let Dn
denote the subposet of Jn induced by S1. Then, by construction, Jn = Dn ⊎ An−2,
and Propositions 6.5 and 6.7 imply that
H˜Jn(x, y) = H˜Dn(x, y)(xy+ 1)
n−2.
It is straightforward to verify that
H˜Dn(x, y) = x
2y2 + 2xy+ (n− 1)x+ 1,
which finishes the proof. 
Corollary 6.9. For n > 0, it holds that H˜Jn(x, y) = HCLO
(
Hoch(n)
)(x, y).
Proof. This follows from Theorem 6.4 and Proposition 6.8. 
Corollary 6.10. For n > 0, it holds that
∣∣Anti(Jn)∣∣ = 2n−2(n+ 3).
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E
Cube(3) Bool(3)
CLO
(
Bool(3)
) extension of
JoinIrr
(
Bool(3)
)
M(x, y) = x3y3 − 3x2y3 +
3x2y2 + 3xy3 − 6xy2 − y3 +
3xy+ 3y2 − 3y+ 1
M-triangle
H(x, y) = x3y3 + 3x2y2 + 3xy+ 1
H-triangle←→
←
−
←
−
←
−
←
−
−→
Free(3) Hoch(3)
CLO
(
Hoch(3)
) extension of
JoinIrr
(
Hoch(3)
)
M(x, y) = x3y3 − 5x2y3 +
5x2y2 + 7xy3 − 12xy2 − 3y3 +
5xy+ 7y2 − 5y+ 1
M-triangle
H(x, y) = x3y3+ 3x2y2+ 2x2y+
3xy+ 2x+ 1
H-triangle←→
←
−
←
−
←
−
←
−
−→
Asso(3) Tam(3)
CLO
(
Tam(3)
) extension of
JoinIrr
(
Tam(3)
)
M(x, y) = x3y3 − 6x2y3 +
6x2y2 + 10xy3 − 16xy2 − 5y3 +
6xy+ 10y2 − 6y+ 1
M-triangle
H(x, y) = x3y3+ 3x2y2+ 2x2y+
x2 + 3xy+ 3x+ 1
H-triangle←→
←
−
←
−
←
−
←
−
−→
Figure 10. Three polytopes with associated lattices.
HOCHSCHILD LATTICES AND SHUFFLE LATTICES 25
Question and Remark 6.11. There is another family of lattices exhibiting a behavior
similar to Hoch(n). The Tamari lattice Tam(n) is a poset defined by a certain ro-
tation transformation on the set of full binary trees with n internal nodes [34]. It
was shown in [18, 22] that Tam(n) is a congruence-uniform and extremal lattice,
and its core label order is isomorphic to the lattice of noncrossing set partitions of
[n] [26].
The M-triangle M
CLO
(
Tam(n)
)(x, y) was computed in [2], and the correspond-
ing H- and F-triangles were explained combinatorially in [2, 10, 35]. Remarkably,
H
CLO
(
Tam(n)
)(x, y) = H˜Tn(x, y), where Tn is the triangular poset with (n2) ele-
ments [10]. The poset of join-irreducible elements of Tam(n) is isomorphic to the
disjoint union of n− 1 chains of lengths 1, 2, . . . , n− 1, respectively [6]. The trian-
gular poset Tn is clearly an order extension of JoinIrr
(
Tam(n)
)
. See Figure 10.
Can we find other families of semidistributive lattices
{
Ln | n ∈ N
}
, such that
HCLO(Ln)(x, y) = H˜Pn(x, y), where Pn is an order extension of JoinIrr(Ln) such
that
∣∣Anti(Pn)∣∣ = ∣∣Ln∣∣?
6.3. The F-triangle ofHoch(n). In this section we describe a candidate for a com-
binatorial realization of the F-triangle ofCLO
(
Hoch(n)
)
. We start with computing
the coefficients of F
CLO
(
Hoch(n)
)(x, y).
Proposition 6.12. For n > 0, the coefficient of xkyl in F
CLO
(
Hoch(n)
)(x, y) is
(
n
k
)(
n− k
l
)(
n(k+ 1)− k(l + 1)
n
)
.
Proof. From Theorem 6.4, we obtain
F
CLO(
(
Hoch(n)
)(x, y) = (x+ y+ 1)n−2(nx2 + 2xy+ (n+ 1)x+ (y+ 1)2)
=
(
n−2
∑
k=0
(
n− 2
k
)
xk
n−2−k
∑
l=0
(
n− 2− k
l
)
yl
)
·
(
nx2 + 2xy+ (n+ 1)x+ (y+ 1)2
)
= n
(
n−2
∑
k=0
(
n− 2
k
)
xk+2
n−2−k
∑
l=0
(
n− 2− k
l
)
yl
)
+ 2
(
n−2
∑
k=0
(
n− 2
k
)
xk+1
n−k
∑
l=0
(
n− 2− k
l
)
yl+1
)
+ (n+ 1)
(
n−2
∑
k=0
(
n− 2
k
)
xk+1
n−2−k
∑
l=0
(
n− 2− k
l
)
yl
)
+
(
n−2
∑
k=0
(
n− 2
k
)
xk
n−k
∑
l=0
(
n− k
l
)
yl
)
= n
(
n
∑
k=0
(
n− 2
k− 2
)
xk
n−k
∑
l=0
(
n− k
l
)
yl
)
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+ 2
(
n
∑
k=0
(
n− 2
k− 1
)
xk
n−k
∑
l=0
(
n− 1− k
l − 1
)
yl
)
+ (n+ 1)
(
n
∑
k=0
(
n− 2
k− 1
)
xk
n−k
∑
l=0
(
n− 1− k
l
)
yl
)
+
(
n
∑
k=0
(
n− 2
k
)
xk
n−k
∑
l=0
(
n− k
l
)
yl
)
.
So, if fn,k,l denotes the coefficient of x
kyl in F
CLO
(
Hoch(n)
)(x, y), then it follows that
fn,k,l = n
(
n− 2
k− 2
)(
n− k
l
)
+ 2
(
n− 2
k− 1
)(
n− 1− k
l − 1
)
+ (n+ 1)
(
n− 2
k− 1
)(
n− 1− k
l
)
+
(
n− 2
k
)(
n− k
l
)
=
(
n− 2
k− 1
)(
n− k
l
)(
n(k− 1)
n− k
+
2l
n− k
+ (n+ 1)
n− k− l
n− k
+
n− k− 1
k
)
=
(
n− 2
k− 1
)(
n− k
l
)(
kl + n2k− nkl + n2 − 2nk− n+ k
(n− k)k
)
=
(
n− 1
k
)(
n− k
l
)(
n(n− 1)k− (n− 1)kl− (n− 1)k+ n(n− 1)
(n− k)(n− 1)
)
=
(
n
k
)(
n− k
l
)(
n(n− 1)k− (n− 1)kl− (n− 1)k+ n(n− 1)
n(n− 1)
)
=
(
n
k
)(
n− k
l
)(
n(k+ 1)− k(l + 1)
n
)
. 
Let L = (L,≤) be a lattice. For a ∈ L, we define the set
Cov↓(a)
def
= {b ∈ L | b⋖ a}
of elements covered by a. For A ⊆ Cov↓(a), we define
a↓A
def
= a ∧
∧
b∈A
b.
Note that, if A = ∅, then a↓A = a and if A = Cov↓(a), then a↓A is the nucleus of a
defined in Section 5.1.
Inspired by [8] and personal communication with C. Ceballos, we define the
Ceballos–Pons complex of L as the abstract cell complex whose set of faces is
CP(L)
def
=
{
(a, A) | a ∈ L, A ⊆ Cov↓(a)
}
.
A face (a, A) of CP(L) is contained in another face (b, B) of CP(L) if and only if
[a↓A, a] ⊆ [b↓B, b], and the dimension of (a, A) ∈ CP(L) is |A|.
The degree of L is deg(L)
def
= max
{∣∣Cov↓(a)∣∣ | a ∈ L}, and the face-generating
polynomial of CP(L) is
fCP(L)(x)
def
= f0 + f1x+ · · ·+ fdeg(L)x
deg(L),
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(0, 0)
(1, 0)
(1, 1)
(0, 2)
(1, 2)
(
(0, 0),∅
)
→
(
(1, 0),∅
)
→
(
(1, 1),∅
)
→
(
(0, 2),∅
)
→
(
(1, 2),∅
)
→
(
(1, 0),
{
(0, 0)
})
→
(
(1, 1),
{
(1, 0)
})
→
(
(0, 2),
{
(0, 0)
})→
(
(1, 2),
{
(0, 2)
})
→
(
(1, 2),
{
(1, 1)
})
→
( (1, 2)
,
{ (1, 1
),
(0
, 2
)
})
Figure 11. The Ceballos–Pons complex CP
(
Hoch(2)
)
.
where
(12) fi
def
=
∣∣∣{(a, A) ∈ CP(L) | |A| = i}∣∣∣.
By construction, fCP(L)(x) = ∑a∈L(1+ x)
|Cov↓(a)| and f0 =
∣∣L∣∣.
Example 6.13. We consider L = Hoch(2) as shown in Figure 11. The 0-dimensional
faces of CP
(
Hoch(2)
)
are(
(0, 0),∅
)
,
(
(1, 0),∅
)
,
(
(1, 1),∅
)
,
(
(0, 2),∅
)
,
(
(1, 2),∅
)
,
the 1-dimensional faces are(
(1, 0),
{
(0, 0)
})
,
(
(1, 1),
{
(1, 0)
})
,
(
(0, 2),
{
(0, 0)
})
,
(
(1, 2),
{
(1, 1)
})
,(
(1, 2),
{
(0, 2)
})
,
and the unique 2-dimensional face is
(
(1, 2),
{
(1, 1), (0, 2)
})
. Thus,
f
CP
(
Hoch(n)
)(x) = x2 + 5x+ 5.
Remark 6.14. If L arises from an acyclic orientation of the 1-skeleton of a cell com-
plex C, then CP(L) is combinatorially isomorphic to C. This follows, because the
orientation equips every face F ∈ C with a unique source a and a unique sink b. If
B is the set of predecessors of b contained in F, then a = b↓B and the vertices of F
correspond bijectively to the elements of [a, b] in L.
According to [11, 30, 32], the freehedron Free(n) is the cell complex whose ver-
tices are Tr(n) (regarded as coordinates in Zn) and whose edges are of the form
{u, v} where u⋖comp v or v⋖comp u. Thus, Free(n) is combinatorially isomorphic
to CP
(
Hoch(n)
)
.
Proposition 6.15. For n > 0,
f
CP
(
Bool(n)
)(x) = (x+ 2)n = xnFBool(n)
(
1
x
,
1
x
)
.
Proof. Every subset A ⊆ [n] of cardinality k covers k elements in Bool(n). Since
there are (nk) such subsets, we obtain
f
CP
(
Bool(n)
)(x) = ∑
A⊆[n]
(1+ x)|A| =
n
∑
k=0
(
n
k
)
(1+ x)k = (x+ 2)n.
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The second equality follows, because FBool(n)(x, y) = (x + y + 1)
n by Proposi-
tion 6.3. 
Next, we compute the face-generating polynomial of CP
(
Hoch(n)
)
.
Proposition 6.16. For n > 0, the number of faces of CP
(
Hoch(n)
)
of dimension i is
2n−i−2
(
n
i
)
n(n+ 3)− i(i− 1)
n
.
Proof. Let fi denote the number of faces of CP
(
Hoch(n)
)
of dimension i. By (12),
fi = ∑
u∈Tr(n)
∑
A⊆Cov↓(u),|A|=i
1.
By Corollary 5.15, for u ∈ Tr(n), the cardinality of Cov↓(u) equals the rank of u in
CLO
(
Hoch(n)
)
. Thus, by Proposition 5.14, we obtain
fi =
n
∑
k=0
(
k
i
)((
n
k
)
+ (n− k)
(
n− 1
k− 1
))
=
n
∑
k=i
(
k
i
)(
n
k
)
+
n
∑
k=i
k
(
k
i
)(
n− 1
k
)
(∗)
=
n
∑
k=i
(
n
i
)(
n− i
k− i
)
+
n
∑
k=i
k
(
n− 1
i
)(
n− 1− i
k− i
)
=
(
n
i
) n−i
∑
k=0
(
n− i
k
)
+
(
n− 1
i
) n−i
∑
k=0
(k+ i)
(
n− 1− i
k
)
=
(
n
i
)
2n−i +
(
n− 1
i
) n−1−i
∑
k=0
k
(
n− 1− i
k
)
+ i
(
n− 1
i
) n−1−i
∑
k=0
(
n− 1− i
k
)
=
(
n
i
)
2n−i +
(
n− 1
i
)
(n− 1− i)2n−2−i + i
(
n− 1
i
)
2n−i−1
=
(
n
i
)
2n−i + 2n−2−i
(
n− 1
i
)(
n− 1+ i
)
=
(
n
i
)
2n−i + 2n−2−i
(
n
i
)
n2 − n+ i− i2
n
=
(
n
i
)
2n−i−2
n(n+ 3)− i(i− 1)
n
,
where (∗) follows from the “trinomial revision” (nk)(
k
i) = (
n
i )(
n−i
k−i). 
Corollary 6.17. For n > 0, the number of faces of Free(n) of dimension i is
2n−i−2
(
n
i
)
n(n+ 3)− i(i− 1)
n
.
We conclude this section with the proof that the F-triangle of CLO
(
Hoch(n)
)
is
a refined version of the face-generating polynomial of CP
(
Hoch(n)
)
.
Proposition 6.18. For n > 0,
f
CP
(
Hoch(n)
)(x) = xnF
CLO
(
Hoch(n)
) ( 1
x
,
1
x
)
.
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Proof. From Theorem 6.4, we obtain
xnF
CLO
(
Hoch(n)
) ( 1
x
,
1
x
)
= xn
(
1
x
+
1
x
+ 1
)n−2( n
x2
+
2
x2
+
n+ 1
x
+
(
1
x
+ 1
)2)
= (x+ 2)n−2
(
x2 + (n+ 3)x+ n+ 3
)
= x2
(
n−2
∑
i=0
(
n− 2
i
)
xi2n−2−i
)
+ (n+ 3)x
(
n−2
∑
i=0
(
n− 2
i
)
xi2n−2−i
)
+ (n+ 3)
(
n−2
∑
i=0
(
n− 2
i
)
xi2n−2−i
)
=
(
n
∑
i=0
(
n− 2
i− 2
)
xi2n−i
)
+ (n+ 3)
(
n
∑
i=0
(
n− 2
i− 1
)
xi2n−1−i
)
+ (n+ 3)
(
n
∑
i=0
(
n− 2
i
)
xi2n−2−i
)
.
Therefore, the coefficient of xi in xnF
CLO
(
Hoch(n)
) ( 1
x ,
1
x
)
is
ci =
(
n− 2
i− 2
)
2n−i + (n+ 3)
(
n− 2
i− 1
)
2n−1−i + (n+ 3)
(
n− 2
i
)
2n−2−i
=
(
n− 2
i− 2
)
2n−i + 2n−2−i(n+ 3)
(
2
(
n− 2
i− 1
)
+
(
n− 2
i
))
=
i− 1
n− 1
(
n− 1
i− 1
)
2n−i + 2n−2−i(n+ 3)
(
2i
n− 1
(
n− 1
i
)
+
n− i− 1
n− 1
(
n− 1
i
))
=
i− 1
n− 1
(
n− 1
i− 1
)
2n−i + 2n−2−i
n2 + 2n+ ni+ 3i− 3
n− 1
(
n− 1
i
)
=
i(i− 1)
n(n− 1)
(
n
i
)
2n−i + 2n−2−i
n(n− 1)(n+ 3)− ni(i− 1)− 3i(i− 1)
n(n− 1)
(
n
i
)
=
(
n
i
)
2n−i−2
n(n− 1)(n+ 3)− ni(i− 1) + i(i− 1)
n(n− 1)
=
(
n
i
)
2n−i−2
n(n+ 3)− i(i− 1)
n
,
which is the coefficient of xi in f
CP
(
Hoch(n)
)(x) as computed in Proposition 6.16.

Proposition 6.18 strongly suggests that the F-triangle of CLO
(
Hoch(n)
)
should
be realized as a certain weighted face-generating function of CP
(
Hoch(n)
)
or
Free(n), respectively.
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