Abstract State-of-the-art distributed RDF systems partition data across multiple computer nodes (workers). Some systems perform cheap hash partitioning, which may result in expensive query evaluation, while others apply heuristics aiming at minimizing inter-node communication during query evaluation. This requires an expensive data pre-processing phase, leading to high startup costs for very large RDF knowledge bases. Apriori knowledge of the query workload has also been used to create partitions, which however are static and do not adapt to workload changes; as a result, inter-node communication cannot be consistently avoided for queries that are not favored by the initial data partitioning.
Introduction
The RDF data model does not require a predefined schema and represents information from diverse sources in a versatile manner. Therefore, social networks, search engines, shopping sites and scientific databases are adopting RDF for publishing Web content. Many large public knowledge bases, such as Bio2RDF 1 and YAGO 2 have billions of facts in RDF format. RDF datasets consist of triples of the form subject, predicate, object , where predicate represents a relationship between two entities: a subject and an object. An RDF dataset can be regarded as a long relational table with three columns. An RDF dataset can also be viewed as a directed labeled graph, where vertices and edge labels correspond to entities and predicates, respectively. Figure 1 shows an example RDF graph of students and professors in an academic network. SPARQL 3 is the standard query language for RDF. Each query is a set of RDF triple patterns; some of the nodes in a pattern are variables which may appear in multiple patterns. For example, the query in Figure  2 (a) returns all professors who work for CS with their Fig. 1 Example RDF graph. An edge and its associated vertices correspond to an RDF triple; e.g., Bill, worksF or, CS . advisees. The query corresponds to the graph pattern in Figure 2 (b). The answer is the set of ordered bindings of (?p, ?s) that render the query graph isomorphic to subgraphs in the data. Assuming the data is stored in a table D(s, p, o), the query can be answered by first decomposing it into two subqueries, each corresponding to a triple pattern: q 1 ≡ σ p=worksF or∧o=CS (D) and q 2 ≡ σ p=advisor (D). The subqueries can be answered independently by scanning table D; then, we can join their intermediate results on the subject and object attribute: q 1 ⊲⊳ q1.s=q2.o q 2 . By applying the query on the data of Figure 1 , we get (?prof, ?stud) ∈ {(James, Lisa),(Bill, John), (Bill, Fred),(Bill, Lisa)}.
As the volume of RDF data continues soaring, managing, indexing and querying RDF data collections becomes challenging. Early research efforts focused on building efficient centralized RDF systems; like RDF-3X [24] , HexaStore [32] , TripleBit [35] and gStore [39] . However, centralized data management and search does not scale well for complex queries on web-scale RDF data. As a result, distributed RDF management systems were introduced to improve performance. Such systems scale-out by partitioning RDF data among many computer nodes (workers) and evaluating queries in a distributed fashion. A SPARQL query is decomposed into multiple subqueries that are evaluated by each node independently. Since data is distributed, the nodes may need to exchange intermediate results during query evaluation. Consequently, queries with large intermediate results incur high communication cost, which is detrimental to the query performance [15, 18] .
Distributed RDF systems aim at minimizing the number of decomposed subqueries by partitioning the data among workers. The goal is that each node has all the data it needs to evaluate the entire query and there is no need for exchanging intermediate results. In such a parallel query evaluation, each node contributes a partial result of the query; the final query result is the union of all partial results. To achieve this, some triples may need to be replicated in multiple partitions. For example, in Figure 1 , assume the data graph is divided by the dotted line into two partitions and assume that triples follow their subject placement. To answer the query in Figure 2 , nodes have to exchange intermediate results because triples Lisa, advisor, Bill and Fred, advisor, Bill cross the partition boundary. Replicating these triples in both partitions allows each node to answer the query without communication. Still, even sophisticated partitioning and replication cannot guarantee that arbitrarily complex SPARQL queries can be processed in parallel; thus, expensive distributed query evaluation, with intermediate results exchanged between nodes cannot always be avoided.
Challenges. Existing distributed RDF systems are facing two limitations. (i) Partitioning cost: graph partitioning is an NP-complete problem [21] ; thus, existing systems perform heuristic partitioning. In systems like [16, 25, 28, 37] that use simple hash partitioning heuristics, queries have low chances to be evaluated in parallel without any communication between nodes. On the other hand, systems that use sophisticated partitioning heuristics [15, 18, 22, 33] suffer from high preprocessing cost and sometimes high replication. More importantly, they pay the cost of partitioning the entire data regardless of the anticipated workloads. However, as shown in a recent study [27] , only a small fraction of the whole graph is actually accessed by typical real query workloads. For example, a real workload consisting of more than 1,600 queries executed on DBpedia (459M triples) touches only 0.003% of the whole data. Therefore, we argue that distributed RDF systems should leverage query workloads in data partitioning. (ii) Adaptivity: WARP [17] and Partout [12] do consider the workload during data partitioning and achieve a significant reduction in the replication ratio, while showing better query performance compared to systems that partition the data blindly. Nonetheless, both these systems assume a representative (i.e., static) query workload and do not adapt to changes. However, because of workloads diversity and dynamism, Aluç et al. [1] showed that systems need to continuously adapt to workloads in order to consistently provide good performance; relying on a static workload results in performance degradation for queries that are not represented by it.
In this paper, we propose Adaptive Hashing (AdHash), a distributed in-memory RDF engine. AdHash alleviates the aforementioned limitations of existing sys-tems based on the following key principles. Lightweight Initial Partitioning: AdHash uses an initial hash partitioning, that distributes triples by hashing on their subjects. This partitioning has low cost and does not incur any replication. Thus, the preprocessing time is low, partially addressing the first challenge. Hash-based Locality Awareness: AdHash achieves competitive performance by maximizing the number of joins that can be executed in parallel without data communication by exploiting hash-based locality; the join patterns on subjects included in a query can be processed in parallel. In addition, intermediate results can potentially be hash-distributed to single workers instead of being broadcasted everywhere. The localityaware query optimizer of AdHash considers these properties to compute an evaluation plan that minimizes intermediate results shipped between workers. Adapting by Incremental Redistribution: AdHash monitors the executed workload and incrementally updates a hierarchical heat-map of accessed data patterns. Hot patterns are redistributed and potentially replicated in the system in a way that future queries that include them are executed in parallel by all workers without data communication. To control replication, AdHash operates within a budget and employs an eviction policy for the redistributed patterns. This way, AdHash overcomes the limitations of static partitioning schemes and adapts dynamically to changing workloads.
In summary, our contributions are:
-We introduce AdHash, a distributed SPARQL engine that does not require expensive preprocessing. By using lightweight hash partitioning, avoiding the upfront cost, and adopting a pay-as-you-go approach, AdHash executes tens of thousands of queries on large graphs within the time it takes other systems to conduct their initial partitioning. -We propose a locality-aware query planner and a cost-based optimizer for AdHash to efficiently execute queries that require data communication. -We present a novel approach for monitoring and indexing workloads in the form of hierarchical heat maps. Queries are transformed and indexed using these maps to facilitate the adaptivity of AdHash. We introduce an Incremental ReDistribution (IRD) technique. Guided by the workload, IRD incrementally redistributes portions of the data that are accessed by hot patterns. Based on IRD, AdHash processes future queries without data communication. -We evaluate AdHash using synthetic and real data and compare with state-of-the-art systems. AdHash partitions billion-scale RDF data and starts answering queries in less than 14 minutes, while other systems need hours or days. AdHash executes large workloads orders of magnitude faster than existing approaches. To the best of our knowledge, AdHash is the only system capable of providing sub-second execution times for queries with complex structures on billion scale RDF data.
The rest of the paper is organized as follows. Section 2 reviews existing distributed RDF systems and the techniques used by them for scalable SPARQL query evaluation. Section 3 presents the architecture of AdHash and provides an overview of the system's components. Section 4 discuses our locality-aware query planning and distributed query evaluation, whereas Section 5 explains the adaptivity feature of AdHash. Section 6 contains the experimental results and Section 7 concludes the paper.
Related Work
In this section, we review recent distributed RDF systems, which are related to AdHash. Table 1 , summarizes the main characteristics of these systems.
Lightweight Data Partitioning: Several systems are based on the MapReduce framework [8] and use the Hadoop Distributed File System (HDFS) to store RDF data. HDFS uses horizontal random data partitioning. SHARD [28] stores the whole RDF data into one HDFS file. HadoopRDF [19] also uses HDFS but splits the data into multiple smaller files. SHARD and HadoopRDF solve SPARQL queries using a set of MapReduce iterations.
Trinity.RDF [37] is a distributed in-memory RDF engine that can handle web scale RDF data. It represents RDF data in its native graph form (i.e., using adjacency lists) and uses a key-value store as the backend storage. The RDF graph is partitioned using vertex id as hash key. This is equivalent to partitioning the data twice; first using subjects as hash keys and second using objects. Trinity.RDF uses graph exploration for SPARQL query evaluation and relies heavily on its underlying high-end InfiniBand interconnect. In every iteration, a single subquery is explored starting from valid bindings by all workers. This way, generation of redundant intermediate results is avoided. However, because exploration only involves two vertices (source and target), Trinity.RDF cannot prune invalid intermediate results without carrying all their historical bindings. Hence, workers need to ship candidate results to the master to finalize the results, which is a potential bottleneck of the system. Rya [26] and H2RDF+ [25] use key-value stores for RDF data storage which range-partition the data based on keys such that the keys in each partition are sorted. When solving a SPARQL query, Rya executes the first subquery using range scan on the appropriate index; it then utilizes index lookups for the next subqueries. H2RDF+ executes simple queries in a centralized fashion, whereas complex queries are solved using a set of MapReduce iterations. All the above systems use lightweight partitioning schemes, which are computationally inexpensive; however, queries with long paths and complex structures incur high communication costs. In addition, systems that use MapReduce for join evaluation suffer from its high overhead [15, 33] . On the contrary, although our AdHash system also uses lightweight hash partitioning, it avoids excessive data shuffling by exploiting hash-based data locality. Furthermore, it adapts incrementally to the workload to further minimize communication.
Sophisticated Partitioning Schemes and Replication: Several systems employ general graph partitioning techniques to partition RDF data, in order to improve data locality. EAGRE [38] focuses on minimizing the I/O cost. The RDF graph is transformed into a compressed entity graph that is partitioned using a MinCut algorithm, such as METIS [21] . H-RDF-3X [18] uses METIS to partition the RDF graph among workers. It also enforces the so-called k-hop guarantee so any query with radius k or less can be executed without communication. Queries with radius larger than k are executed using expensive MapReduce joins. Replication increases exponentially with k; therefore, k must be kept small (e.g., k ≤ 2 in [18] ). Both EAGRE and H-RDF-3X suffer from the significant overhead of MapReduce-based joins for queries that cannot be evaluated locally. For such queries, sub-second query evaluation is not possible [15] , even with state-of-the-art MapReduce implementations, like Hadoop++ [9] and Spark [36] .
TriAD [15] uses METIS for data partitioning. Edges which cross partitions replicated resulting in a 1−hop guarantee. A summary graph is defined, which includes a vertex for each partition. Vertices in this graph are connected by the cross-partition edges. A query in TriAD is evaluated against the summary graph first, in order to prune partitions that do not contribute to query results. Then, the query is evaluated on the RDF data residing in the partitions retrieved from the summary graph. Multiple join operators are executed concurrently by all workers, which communicate via an asynchronous message passing protocol. Sophisticated partitioning techniques, like MinCut, reduce the communication cost significantly. However, such techniques are prohibitively expensive and do not scale for large graphs, as shown in [22] . Furthermore, MinCut does not yield good partitioning for dense graphs. Thus, TriAD does not benefit from the summary graph pruning technique in dense RDF graphs because of the high edge-cut. To alleviate METIS overhead, an efficient approach for partitioning large graphs was introduced [31] . Nonetheless, there will always be SPARQL queries with poor locality that cross partition boundaries and result in poor performance.
SHAPE [22] proposed a semantic hash portioning approach for RDF data. SHAPE starts by simple hash partitioning and employs the same k-hop strategy as H-RDF-3X [18] . It also relies on URI hierarchy, for grouping vertices to increase data locality. Similar to H-RDF-3X, SHAPE suffers from the high overhead of MapReduce-based joins. Furthermore, URI-based grouping results in skewed partitioning if a large percentage of vertices share prefixes. This behavior is noticed in both real as well as synthetic datasets (See Section 6).
Recently, Wu et al. [33] proposed an end-to-end path partitioning scheme, which considers all possible directed paths in the RDF graph. These paths are merged in a bottom-up fashion, beginning with the paths starting vertices. While this approach works well for star, chain and directed cyclic queries; other types of queries result in significant communication. For example, queries with object-object joins or queries that do not associate each query vertex with the type predicate would require inter-worker communication. Note that our adaptivity technique (Section 5) is orthogonal to and can be combined with end-to-end path partitioning as well as other partitioning heuristics to efficiently evaluate queries that are not favored by the partitioning.
Workload-Aware Data Partitioning: Most of the aforementioned partitioning techniques focus on minimizing communication without considering the workload. A recent study [27] shows that real query workloads touch a small fraction of the data. Therefore, utilizing the query workload helps to reduce communication costs for queries that cannot be evaluated in parallel, based on the partitioning scheme used. Partout [12] is a distributed engine, which relies on a given workload to divide the data between nodes. It first extracts a representative triple patterns from the query load. Then uses these patterns to partition the data into fragments and collocates fragments that are accessed together by queries on the same worker. Similarly, WARP [17] uses a representative query workload to replicate frequently accessed data. However, if the workload changes or the user query is not in the representative workload, Partout and WARP incur high communication costs. They can only adapt to changes in the workload, by applying expensive re-partitioning of the entire data. On the contrary, our AdHash system adapts incrementally by replicating only the data accessed by the workload which is small, as we discussed.
SPARQL on Vertex-centric. Sedge [34] solves the problem of dynamic graph partitioning and demonstrates its partitioning effectiveness using SPARQL queries over RDF. The entire graph is replicated several times and each replica is partitioned differently. Every SPARQL query is translated manually into a Pregel [23] program and is executed against the replica that minimizes communication. Still, this approach incurs excessive replication, as it duplicates the entire data several times. Moreover, its lack of support for ad-hoc queries makes it counter-productive; a user needs to manually write an optimized query evaluation program in Pregel.
Materialized views: Several works attempt to speed up the execution of SPARQL queries by materializing a set of views [6, 14] or a set of path expressions [10] . The selection of views is based on a representative workload. Our approach does not generate local materialized views. Instead, we redistribute the data accessed by hot patterns in a way that preserves data locality and allows queries to be executed with minimal communication.
Relational Model: There also exist relevant systems that focus on data models other than RDF. Schism [7] deals with data placement for distributed OLTP RDBMS. Using a sample workload, Schism minimizes the number of distributed transactions by populating a graph of co-accessed tuples. Tuples accessed in the same transaction are put in the same server. This is not appropriate for SPARQL because some queries access large parts of the data that would overwhelm a sin- [30] is an in-memory distributed OLTP RDBMS that uses a data partitioning technique similar to ours. Nevertheless, H-Store assumes that the schema and the query workload are given in advance and assumes no ad-hoc queries. Although, these could be valid assumptions for OLTP databases, they are not for RDF data stores.
Eventual indexing: Idreos et al. [20] introduced the concept of reducing the data-to-query time for relational data. They avoid building indices during data loading; instead, they reorder tuples incrementally during query processing. In AdHash, we extend eventual indexing to dynamic and adaptive graph partitioning. In our problem, graph partitioning is very expensive; hence, the potential benefits of minimizing the data-toquery time are substantial.
System Architecture
AdHash employs the typical master-slave paradigm and is deployed on a shared-nothing cluster of machines (see Figure 3) . The master and workers communicate through message passing. The same architecture is used by other systems, e.g., Trinity.RDF [37] and TriAD [15] .
Master
The master begins by partitioning the data among workers and collecting global statistics. Then, it receives queries from users, generates execution plans, coordinates workers, collects results, and returns final results. String Dictionary. RDF data contains long strings in the form of URIs and literals. To avoid the storage, processing, and communication overheads, we encode RDF strings into numerical IDs and build a bi-directional dictionary. This approach is used by state-of-the-art systems [15, 24, 25, 37] . Data Partitioner. A recent study [13] showed that joins on the subject column account for 60% of the joins in a real workload of SPARQL queries. Therefore, AdHash uses lightweight hash-based triple sharding on subject values. Given W workers, a triple t is assigned to worker w i , where i is the result of a hash function applied on t.subject. 4 This way all triples that share the same subject will be assigned to the same worker. Consequently, any star query joining on subjects can be evaluated without communication among workers. We do not hash on objects because they can be literals and common types. Hashing on objects would assign all triples of the same type to one worker, resulting in load imbalance and limited parallelism [18] . To validate our argument, we use the synthetic LUBM-4000 5 and real YAGO2 6 datasets, which have around 500M and 300M triples, respectively. Both datasets are partitioned among 1,024 partitions using 3 methods: (i) hashing on subjects, (ii) hashing on objects, and (iii) random partitioning. Table 2 , shows statistics about the triples distribution among partitions for each method. Hashing on objects results in severely imbalanced partitions, whereas random partitioning and hashing on the subjects result in balanced partitions. We do not use random partitioning because it destroys data locality.
Statistics Manager. It maintains statistics about the RDF graph, which are used for global query planning and during adaptivity. Statistics are collected in a distributed manner during bootstrapping (Section 3.3).
Redistribution Controller. It monitors the workload in the form of heat maps and triggers the adaptive Incremental ReDistribution (IRD) process for hot patterns. Only data accessed by hot patterns are redistributed and potentially replicated among workers. A redistributed hot pattern can be answered by all workers in parallel without communication. Using hierarchical representation, replicated hot patterns are indexed in a structure called Pattern Index (PI). Patterns in the PI can be combined for evaluating future queries without communication. Further, the controller implements replica replacement policy to keep replication within a threshold (Section 5).
Locality-Aware Query Planner. Our planner uses the global statistics from the statistics manager and the pattern index from the redistribution controller to decide if a query, in whole or partially, can be processed without communication. Queries that can be fully answered without communication are planned and executed by each worker independently. On the other hand, for queries that require communication, the planner exploits the hash-based data locality and the query struc- ture to find a plan that minimizes communication and the number of distributed joins (Section 4). Failure Recovery. The master does not store any data but can be considered as a single-point of failure because it maintains the dictionaries, global statistics, and PI. A standard failure recovery mechanism (log-based recovery [11] ) can be employed by AdHash. Assuming stable storage, the master can recover by loading the dictionaries and global statistics because they are readonly and do not change in the system. The PI can be easily recovered by reading the query log and reconstructing the heat map. Workers on the other hand store data; hence, in case of a failure, data partitions need to be recovered. Shen et al. [29] proposes a fast failure recovery solution for distributed graph processing systems. The solution is a hybrid of checkpoint-based and log-based recovery schemes. This approach can be used by AdHash to recover worker partitions and reconstruct the replica index. However, reliability is outside this paper scope and we leave it for future work.
Worker
Storage Module. Each worker w i stores its local set of triples D i in an in-memory data structure, which supports the following search operations, where s, p, and o are subject, predicate, and object:
Since all the above searches require a known predicate, we primarily hash triples in each worker by predicate. The resulting predicate index (simply P-index) immediately supports search by predicate (i.e., the first operation). Furthermore, we use two hash maps to repartition each bucket of triples having the same predicate, based on their subjects and objects, respectively. These two hash maps support the second and third search operation and they are called predicate-subject index (PS-index) and predicate-object index (PO-index), respectively. Given the number of unique predicates is typically small, our storage scheme avoids unnecessary repetitions of predicate values. Note that when answering a query, if the predicate itself is a variable, then we simply iterate over all predicates. Our indexing scheme is tailored for typical RDF knowledge bases and their workloads, being orthogonal to the rest of the system (i.e., alternative schemes, like indexing all SPO combinations [24] could be used at each worker). Finally, the storage module computes statistics about its local data and shares them with the master after data loading. Replica Index. Each worker has an in-memory replica index that stores and indexes replicated data as a result of the adaptivity. This index initially contains no data and is updated dynamically by the incremental redistribution (IRD) process (Section 5). Query Processor. Each worker has a query processor that operates in two modes: (i) Distributed Mode for queries that require communication. In this case, all workers solve the query concurrently and exchange intermediate results (Section 4.1).
(ii) Parallel Mode for queries that can be answered without communication.
Each worker has all the data needed for query evaluation locally (Section 5). Local Query Planner. Queries executed in parallel mode are planned by workers autonomously. For example, star queries joining on the subject are processed in parallel due to the initial partitioning. Moreover, queries answered in parallel after the adaptivity process are also planned by local query planners.
Statistics Collection
AdHash collects and aggregates statistics from workers for global query planning and during the adaptivity process. Keeping statistics about each vertex in the entire RDF data graph is prohibitively expensive. AdHash solves the problem by focusing on predicates rather than vertices. Therefore, the storage complexity of statistics is linear to the number of unique predicates, which is typically very small compared to the data size. For each unique predicate p, we calculate the following statistics: (i) The cardinality of p, denoted as |p|, is the number of triples in the data graph that have p as predicate.
(ii) |p.s| and |p.o| are the numbers of unique subjects and objects using predicate p, respectively. (iii)
The subject score of p, denoted as p S , is the average degree of all vertices s, such that s,
Per Subject P ps = |p|/|p.s| is the average number of triples with predicate p per unique subject. (vi) Predicates Per Object P po = |p|/|p.o| is the average number of triples with predicate p per unique object. For example, Figure 4 illustrates the computed statistics for predicate advisor using the data graph of Figure  1 . Since advisor appears four times with three unique subjects and two unique objects, |p| = 4, |p.s| = 3 and |p.o| = 2. The subject score p S is (1+3+4)/3 = 2.67 because advisor appears with four unique subjects: Fred, John and Lisa, whose degrees (i.e., in-degree plus outdegree) are 1, 3 and 4, respectively. Similarly, p O = (6 + 4)/2 = 5. Finally, the number of predicates per subject P ps is 4/3 = 1.3 because Lisa is associated with two instances of the predicate (i.e., two advisors).
System overview
Here we give an abstract overview of AdHash. After encoding and partitioning the data, each worker loads its triples and collects local statistics. The master node aggregates these statistics and AdHash starts answering queries. A user submits a SPARQL query Q to the master. The query planner at the master consults the redistribution controller to decide whether Q can be executed in parallel mode. The redistribution controller uses global statistics to transform Q into a hierarchical representation Q ′ (details in Section 5.2). If Q ′ exists in the Pattern Index (PI) or if Q ′ is a star query joining on the subject column, then Q can be answered in parallel mode; otherwise, it is executed in distributed mode. If Q is executed in distributed mode, the locality-aware planner devises a global query plan. Each worker gets a copy of this plan and evaluates the query accordingly. If Q can be answered in parallel mode, the master broadcasts the query to all workers. Each worker generates its local query plan using local statistics and executes Q without communication.
As more queries get submitted to the system, the redistribution controller updates the heat map, identifies hot patterns, and triggers the IRD process. Consequently, AdHash adapts to the query load by answering more queries in parallel mode.
Query Evaluation
A basic SPARQL query consists of multiple subquery triple patterns: q 1 , q 2 , . . . , q n . Each subquery includes variables or constants, some of which are used to bind the patterns together, forming the entire query graph (e.g., see Figure 2 (b)). A query with n subqueries requires the evaluation of n − 1 joins. Since data are memory resident and hash-indexed, we favor hash joins as they prove to be competitive to more sophisticated join methods [3] . Our query planner devises an ordering of these subqueries and generates a left-deep join tree, where the right operand of each join is a base subquery (not an intermediate result). We do not use bushy tree plans to avoid building indices for intermediate results.
Distributed Query Evaluation
In AdHash, triples are hash partitioned among many workers based on subject values. Consequently, subject star queries (i.e. all subqueries join on the subject column) can be evaluated locally in parallel without communication. However, for other types of queries, workers may have to communicate intermediate results during join evaluation. For example, consider the query in Figure 2 and the partitioned data graph in Figure 1 . The query consists of two subqueries q 1 and q 2 , where:
The query is evaluated by a single subject-object join; however, neither of the workers has all the data needed for evaluating the entire query. In other words, workers need to communicate because objects' locality is not known. To solve such queries, AdHash employs the Distributed Semi-Join (DSJ) algorithm. Each worker scans the PO-index to find all triples matching q 1 . The results on workers w 1 and w 2 are shown in Table 3 . Then, each worker creates a projection on the join column ?prof and exchanges it with the other worker. Once the projected column is received, each worker computes the semi-join q 1 ⋊ ?prof q 2 using its PO-index. Specifically, w 1 probes p = advisor, o = Bill while w 2 probes p = advisor, o = James to their PO-index. Note that workers also need to evaluate semi-joins using their local projected column. Then, the semi-join results are shipped to the sender. In this case, w 1 sends Lisa, advisor, Bill and Fred, advisor, Bill to w 2 ; Table 4 .
Hash-based data locality
Observation 1 In our example, since the join column of q 2 is the object column (?prof ), each worker sends the entire join column to the other worker. However, based on Observation 1, communication can be minimized if the join order is reversed (i.e., q 2 ⊲⊳ q 1 ). In this case, each worker scans the P-index to find triples matching q 2 and creates a projection on ?prof . Then, because ?prof is the subject of q 1 , both workers exploit the subject hash-based locality by partitioning the projection column and communicating each partition to the respective worker, as opposed to broadcasting the entire projection column to all workers. Consequently, w 1 sends Bill to only w 2 because of Bill's hash value. The final query results are shown in Table 5 . Notice that the final results are the same for both query plans; however, the results reported by each worker are different.
Pinned subject
Observation 2 Under the subject hash partitioning, combining right-deep tree planning and the DSJ algorithm for solving SPARQL queries, causes the intermediate and final results to be local to the subject of the first executed subquery pattern p 1 . We refer to this subject as pinned subject.
In our example, executing q 1 first causes ?prof to be the pinned subject because it is the subject of q 1 . Hence, the intermediate and final results are local (pinned) to the bindings of ?prof , James and Bill in w 1 and w 2 , respectively. Changing the order by executing q 2 first made ?stud to be the pinned subject. Accordingly, the results are pinned at the bindings of ?stud.
Fig . 5 Executing query Q prof using two different subquery orderings.
Consequently, AdHash leverages Observations 1 and 2 to minimize communication and synchronization overhead. To see this, consider Q prof which extends the query in Figure 2 with one more triple pattern, namely q 3 : ?stud, uGradF rom, ?univ . Assume Q prof is executed in the following order: q 1 , q 2 , q 3 . The query execution plan is pictorially shown in Figure 5 (a). The results of the first join (i.e., q 1 ⊲⊳ q 2 ) is shown in Table  4 where ?prof is the pinned subject as demonstrated above. The query continues by joining the intermediate result (q 1 ⊲⊳ q 2 ) with q 3 on ?stud, the subject of q 3 . Both workers projects the intermediate results on ?stud and hash distribute the bindings of ?stud (Observation 1). Then, all workers evaluate semi-joins with q 3 and return the candidate triples to the other workers where the final query results are formulated.
Notice that the execution order q 1 , q 2 , q 3 requires communication for evaluating both joins. Nonetheless, a better ordering that would potentially minimize communication is q 2 , q 1 , q 3 . The execution plan is shown in Figure 5 (b). The first join (i.e., q 2 ⊲⊳ q 1 ) already proved to incur less communication by avoiding the need for broadcasting the entire projection column. The results of this join is pinned at ?stud as shown in Table 5 . Since the join column of q 3 (?stud) is the pinned subject, joining the intermediate results (q 2 ⊲⊳ q 1 ) with q 3 can be processed locally by each worker without communication using Local Hash Join (LHJ). Therefore, the ordering of the subqueries affects the amount of communication incurred during query execution.
The four cases of a join
Formally, joining two subqueries, say p i (possibly an intermediate pattern) and p j , has four possible scenarios: the first three assume that p i and p j join on columns c 1 and c 2 , respectively. (i) If c 2 = subject AND c 2 = pinned subject, then the join can be answered by all workers in parallel without communication.
(ii) If c 2 = subject AND c 2 = pinned subject, then the join is evaluated using DSJ; but the projected join column of p i is hash distributed. (iii) If c 2 = subject, then the join is executed using DSJ and the projected join column of p i is sent from all workers to all other workers. This includes joining on the object or predicate column. Finally, (iv ) if p i and p j join on multiple columns, we opt to join on the subject column of p j , if it is a join attribute. This allows the join column of p i to be hash distributed as in (ii). If the subject column of p j is not a join attribute, we join on another column of p j and broadcasting the projection column to all workers, as in scenario (iii). Verifying on the other columns is carried out during the join finalization by the DSJ.
Evaluation of join orderings
Based on the above four scenarios, we introduce our Locality-Aware Distributed Query Execution algorithm (see Algorithm 1). The algorithm receives an ordering of the subquery patterns. For each join iteration, if the second subquery joins on a subject which is the pinned subject, the join is executed without communication (line 7). Otherwise, the join is evaluated with the DSJ algorithm (lines 9-28). In the first iteration, p 1 is a base subquery pattern; however, for the subsequent iterations p 1 is a pattern of intermediate results.
If p 1 is the first subquery to be matched, each worker finds the local matching of p 1 (line 2) and projects on the join column c 1 (line 5). If the join column of q 2 is subject, then each worker hash distributes the projected column (line 7); or sends it to all other workers otherwise (line 9). All workers perform semi-join on the received data (line 14) and send the results back to w (line 15). Finally, each worker finalizes the join (line 19) and formulates the final result (line 20). Lines 14 and 19 are implemented as local hash-joins using the local index in each worker. The final result of a DSJ iteration becomes p 1 in the next iteration.
Algorithm 1 can solve star queries that join on the subject in parallel mode. However, the planning is done 
by the master using global statistics. We argue that allowing each worker to plan the query execution autonomously would result in a better performance. For example, using the data graph in Figure 1 , Table 6 shows triples that match the following star query:
Any global plan (i.e., q 1 ⊲⊳ q 2 or q 2 ⊲⊳ q 1 ) would require a total of four index lookups to solve the join. However, w 1 and w 2 can evaluate the join using 2 and 1 index lookup(s), respectively. Therefore, to solve such queries, the master sends the query to all workers; each worker utilizes its local statistics to formulate the execution plan, evaluates the query locally without communication, and sends the final result to the master.
Locality-Aware Query Optimization
Our locality-aware planner leverages the query structure and the hash-based data distribution during query plan generation to minimize communication. Accordingly, the planner uses a cost-based optimizer for find- ing the best subqueries ordering. We use Dynamic Programming (DP) for optimizing the plan. Each state S in DP is identified by a subgraph ̺ of the query graph. A state can be reached by different orderings on ̺. Therefore, we maintain in each state the ordering that results in the least estimated communication cost (S.cost). We also keep estimated cardinalities of the variables in the query. Furthermore, instead of maintaining the cardinality of the state, we keep the cumulative cardinality of all intermediate results that led to this state. The reason is that the cardinality of the state will be the same regardless of the ordering. However, reaching to the same state using different ordering will result in different cumulative cardinality.
We initialize a state S for each subquery pattern (subgraph of size 1) p i . S.cost is initially zero because a query with a single pattern can be answered without communication. Then, we expand the subgraph by joining with another pattern p j , leading to a new state S ′ such that:
If we reach a state using different orderings with the same cost, we keep the one with the least cumulative cardinality. This happens for subqueries that join on the pinned subject. To minimize the DP table size, we maintain a global minimum cost (minC) of all found plans. Because our cost function is monotonically increasing, any branch that results in a cost > minC is pruned. Moreover, because of Observation 1, we start the DP process by considering subqueries connected to the subject with the highest number of outgoing edges. Considering these subqueries first increases the probability of converging to the optimal plan faster.
Cost Estimation
We set the initial communication cost of DP states to zero. Cardinalities of subqueries with variable subjects and objects are already captured in the master's global statistics. Hence, we set the cumulative cardinalities of the initial states to the cardinalities of the subqueries themselves and set the size of the subject and object bindings to |p.s| and |p.o|. Furthermore, the master consults the workers to update the cardinalities of subquery patterns that are attached to constants or have unbounded predicates. This is done locally at each worker by simple lookups to its PS-and PO-indices to update the cardinalities of variables bindings accordingly.
We estimate the cost of expanding a state S with a subquery p j , where c j and P are the join column and the predicate of p j , respectively. If the join does not incur communication, the cost of the new state S ′ is zero. Otherwise, the expansion is carried out through DSJ and we incur two phases of communication: (i) transmitting the projected join column and (ii) replying with the candidate triples. Estimating the communication in the first phase depends on the cardinality of the join column bindings in S, denoted as B(c j ). In the second phase, communication depends on the selectivity of the semi-join and the number of variables ν in p j (constants are not communicated). Moreover, if c j is the subject column of p j , we hash distribute the projected column. Otherwise, the column needs to be sent to all workers. The cost of expanding S with p j is:
Next, we need to re-estimate the cardinalities of all variables in p j . For each variable v ∈ p j , let |p.v| denote |p.s| or |p.o| if v is subject or object, respectively. Similarly, let P pv denote |P ps | if v is subject or |P po | if v is object. We re-estimate the cardinality of v in the new state S ′ as:
We use the cumulative cardinality when we reach the same state using two different orderings. Therefore, we also re-estimate the cumulative state cardinality |S ′ |. Let P pcj denote |P ps | or |P po | depending on the position of c j , |S ′ | = |S| · (1 + P pcj ). Notice that we use an upper bound estimation of the cardinalities. A special case of the last equation is when a subquery has a constant. In this case, we assume that each tuple in the previous state has a connection to this constant by setting P pcj to 1.
AdHash Adaptivity
Studies show that even minimal communication results in significant performance degradation [18, 22] . Thus, data need to be redistributed to minimize, if not eliminate, communication and synchronization overheads. AdHash adapts to workload by redistributing only the parts of data needed for the current workload and adapts as the workload changes. The incremental redistribution model of AdHash is a combination of hash partitioning and k-hop replication; however, it is guided by the query load rather than the data itself. Specifically, given a hot pattern Q (hot patterns detection is discussed in Section 5.4), our system selects a special vertex in the pattern called the core vertex (Section 5.1). The system groups the data accessed by the pattern around the bindings of this core vertex. To do so, the system transforms the pattern into a redistribution tree rooted at the core (Section 5.2). Then, starting from the core vertex, first hop triples are hash distributed based on the core bindings. Next, triples that bind to the second level subqueries are collocated and so on (Section 5.3). AdHash utilizes these redistributed patterns to answer queries in parallel without communication.
Core Vertex Selection
For a hot pattern, the choice of the core has a significant impact on the amount of replicated data as well as on query execution performance. For example, consider query Q 1 = ?stud, uGradF rom, ?univ . Assume there are two workers, w 1 and w 2 , and refer to the graph of Figure 1 ; MIT and CMU are the bindings of ?univ, whereas Lisa, John, James and Bill bind to ?stud. Assume that ?univ is the core, then triples matching Q 1 will be hashed on the bindings of ?univ as shown in Figure 6 (a). Note that every binding of ?stud appears in one worker only. Now assume that ?stud is the core and triples are hashed using the bindings of ?stud. This causes the binding ?univ=CMU to exist on both workers (see Figure 6(b) ). The problem becomes more pronounced when the query has more triple patterns. Consider Q 2 = Q 1 AND ?prof, gradF rom, ?univ and assume that ?stud is chosen as core. Because CMU exists on both workers, all its graduates will also be replicated (i.e., triples matching ?prof, gradF rom, CMU will be replicated on both workers). Replication can become significant because it grows exponentially with the number of triple patterns [18] .
(a) Core is ?univ (b) Core is ?stud Fig. 6 Effect of choice of core on replication. In (a) there is no replication. In (b) CMU is both workers.
Intuitively, if random walks start from two random vertices (e.g., students), the probability of reaching the same well-connected vertex (e.g., university) within a few hops is higher than reaching the same student from two universities. In order to minimize replication, we must avoid reaching the same vertex when starting from the core. Hence, it is reasonable to select a well-connected vertex as the core.
In the literature there are many definitions of what constitutes a well-connected vertex, many of which are based on complex data mining algorithms. In contrast, we employ a definition that poses minimal computational overhead. We assume that connectivity is proportional to degree centrality (i.e., in-degree plus outdegree edges) of a vertex. However, many RDF datasets follow the power-law distribution, where few vertices are of extremely high degrees. For example, vertices that appear as objects in triples with rdf:type have very high degree centrality. Treating such vertices as cores results in imbalanced partitions and prevents the system from taking full advantage of parallelism [18] .
Recall from Section 3.3 that we maintain statistics p S and p O for each predicate p ∈ P , where P is the set of all predicates in the data. Let P s and P o be the set of all p S and p O , respectively. We filter out predicates with extremely high scores and consider them outliers. Outliers are filtered out using Chauvenet's criterion [4] on P s then P o . If a predicate p is detected as an outlier, we set: p S = p O = −∞; else use p S and p O as computed in Section 3.3. Now, we can compute a score for each vertex in the query as follows: visor and gradFrom) contribute a score of 5 to ?prof . Therefore, ?prof = 5.
Definition 2 (Core vertex) Given a query Q, the vertex v ′ with the highest score is called the core vertex.
In Figure 7 , ?univ has the highest score, hence, it is the core vertex for this pattern.
Generating the Redistribution Tree
Let Q be a hot pattern that AdHash decides to redistribute and let D Q be the data accessed by this pattern. Our goal is to redistribute (partition) D Q among all workers such that D Q can be evaluated without communication. Unlike previous work that performs static MinCut-based partitioning [21] , we eliminate the edge cuts by replicating edges that cross partition boundaries. Since the partitioning is an NP-complete problem, we introduce a heuristic for partitioning D Q with two objectives in mind: (i) the redistribution of D Q should benefit Q as well as other pattens.
(ii) Because replication is necessary for eliminating communication, redistributing D Q should result in minimal replication. Fig. 8 The query in Figure 7 transformed into a tree using Algorithm 2. Numbers near vertices define their scores. The shaded vertex is the core.
To address the first objective, we transform the patten Q into a tree T by breaking cycles and duplicating some vertices in the cycles. The reason is that cycles constrain the data grouped around the core to be also cyclic. For example, the query pattern in Figure 7 retrieves students who share the same alma mater with their advisors. Grouping the data around universities without removing the cycle is not useful for retrieving professors and their advisees who do not share the same university. Consequently, the pattern in Figure 7 can be transformed into a tree by breaking the cycle and duplicating the ?stud vertex as shown in Figure 8 . We refer to the result of the transformation as redistribution tree.
Our goal is to construct the redistribution tree that minimizes the expected amount of replication. In Section 5.1, we explained why starting from the vertex with the highest score has the potential to minimize replication. Intuitively, the same idea applies recursively to each level of the redistribution i.e., every child node in the tree has a lower score than its parent. Obviously, this cannot be always achieved; for example in a path pattern where a lower score vertex comes between two high score vertices. Therefore, we use a greedy algorithm for transforming a hot pattern Q into a redistribution tree T . Specifically, using the scoring function discussed in the previous section, we first transform Q into a vertex weighted, undirected graph G, where each node has a score and the directions of edges in Q are disregarded. The vertex with the highest score is selected as the core vertex. Then, G is transformed into the redistribution tree using Algorithm 2.
Algorithm 2 is a modified version of the BreadthFirst-Search (BFS) algorithm, which has the following differences: (i) unlike BFS trees which span all vertices in the graph, our tree span all edges in the graph. Each of the edges in the query graph should appear exactly once in the tree while vertices may be duplicated. (ii) During traversal, vertices with high scores are identified and explored first (using a priority queue). Since our traversal needs to span all edges, elements in the priority queue are stored as edges of the form (parent, vertex, predicate). These elements are ordered based on the vertex score first then on the edge label (predicate). Since the exploration does not follow the tra- ditional BFS ordering, we maintain a pointer to the parent so edges can be inserted properly in the tree. As an example, consider the query in Figure 7 . Having the highest score, ?univ is chosen as core, and the query is transformed into the tree shown in Figure 8 . Note that the nodes have weights (scores) and the directions of edges have been moved back.
Incremental Redistribution
Incremental ReDistribution (IRD) aims at redistributing data accessed by hot patterns among all workers in a way that eliminates communication while achieving high parallelism. Given a redistribution tree, AdHash distributes the data along paths from the root to leaves using depth first traversal. The algorithm has two phases. First, it distributes triples containing the core vertex to workers using hash function H(·). Let t be such a triple and let t.core be its core vertex (the core can be either the subject or the object of t). Let w 1 , . . . , w N be the workers. t will be hash-distributed to worker w j , where j = H(t.core) mod N . Note that if t.core is a subject, t will not be replicated by IRD because of the initial subject-based hash partitioning. In Figure 8 , consider the first-hop triple patterns ?prof, uGradF rom, ?univ and ?stud, gradF rom, ?univ . The core ?univ determines the placement of t 1 -t 6 (see Table 7 ). Assuming two workers, t 1 and t 2 are hash-distributed to w 1 (because of MIT), whereas t 3 -t 6 are hash-distributed to w 2 (because of CMU). The objects of triples t 1 -t 5 are called their source columns.
Definition 3 (Source column) The source column of a triple is the column (subject or object) that determines its placement.
The second phase of the IRD places triples of the remaining levels of the tree in the workers that contain their parent triples, through a series of distributed semijoins. The column at the opposite end of the source column of the previous step becomes the propagating column; in our previous example, the propagating column is the subject (i.e., ?prof ).
Definition 4 (Propagating column) The propagating column of a triple is its object (resp. subject) if the source column of the triple is its subject (resp. object).
At the second level of the redistribution tree in Figure 8 , the only subquery pattern is ?stud, advisor, ?prof . The propagating column ?prof from the previous level becomes the source column for the current pattern. Triples t 7...10 in Table 7 match the sub-query and are joined with triples t 1... 6 . Accordingly, t 7 is placed in worker w 1 , whereas t 7 , t 9 and t 10 are sent to w 2 .
Algorithm 3: Incremental Redistribution
Input: P = {E}; a path of consecutive edges, C is the core vertex. Result: Data replicated along path P // hash-distributing the first (core-adjacent) edge 1 if e0 is not replicated then The IRD process is formally described in Algorithm 3. For brevity, we describe the algorithm on a path input since we follow depth first traversal. The algorithm runs in parallel on all workers. Lines 1-5 hash distribute triples that contain the core vertex C, if necessary. 7 Then, triples of the remaining levels are localized (replicated) in the workers that contain their parent. Replication is avoided for each triple which is already in the worker. This is carried out through a series of DSJ (lines 6-10). We maintain candidate triples in each level rather than final join results. Managing replicas in raw triple format allows us to utilize the RDF indices when answering queries using replicated data.
Queryload Monitoring
To effectively monitor workloads, systems face the following challenges: (i) the same query pattern may occur with different constants, subquery orderings, and variable names. Therefore, queries in the workload need to be deterministically transformed into a representation that unifies similar queries. (ii) This representation needs to be updated incrementally with minimal overhead. Finally, (iii) monitoring should be done at 7 Recall if a core vertex is a subject, we do not redistribute. the level of patterns not whole queries. This allows the system to identify common hot patterns among queries.
Heat map. We introduce a hierarchical heat map representation to monitor workloads. The heat map is maintained by the redistribution controller. Each query Q is first decomposed into a redistribution tree using Algorithm 2 (i.e., the procedure described in Section 5.2). The result is a tree T with the core vertex as root. To detect overlap among queries, we transform T to a tree template T in which all the constants are replaced with variables. To avoid loosing information about constant bindings in the workload, we store the constants values and their frequencies as meta-data in the template vertices. After that, T is inserted in the heat map which is a prefix-tree like structure that includes and combines the tree templates of all queries. Insertion proceeds by traversing the heat map from the root and matching edges in T . If the edge does not exist, we insert a new edge in the heat map and set the edge count to 1; otherwise, we increment the edge count. Furthermore, we update the meta-data of vertices in the heat map with the meta-data in T 's vertices. For example, consider queries Q 1 , Q 2 and Q 3 and their decompositions T 1 , T 2 and T 3 , respectively in Figure 9 (a) and (b). Assume that each of the queries is executed once. The state of the heat map after executing these queries is shown in Figure 9 (c). Every inserted edge updates the edge count and the vertex meta-data in the heat map. For example, edge ?v 2 , uGradF rom, ?v 1 has edge count 3 because it appears in all T 's. Furthermore, {M IT, 1} is added to the meta-data of v 1 .
Hot pattern detection. The redistribution controller monitors queries by updating the heat map. As more queries are executed, the controller identifies hot patterns from the heat map. Currently, we use a hardwired frequency threshold 8 for identifying hot patterns. Once a hot pattern is detected, the redistribution controller triggers the IRD process for that pattern. Remember that patterns in the heat map are templates in which all vertices are variables. To avoid excessive replication, some variables are replaced by dominating constants stored in the heat map. For example, assume the selected part of the heat map in Figure 9 (c) is identified as hot. We replace vertex ?v 3 with the constant Grad because it is the dominant value. On the other hand, ?v 1 is not replaced by MIT because MIT does not dominate other values in query instances that include the hot pattern. We use Boyer-Moore majority vote algorithm [5] for deciding the dominating constant. 
Pattern and Replica Index
Pattern index. The pattern index is created and maintained by the replication controller at the master. It has the same structure as the heat map, but it only stores redistributed patterns. For example, Figure 10 (c), shows the pattern index state after redistributing all patterns in the heat map (Figure 9(c) ). The pattern index is used by the query planner to check if a query can be executed without communication. When a new query Q is posed, the planner transforms Q into a tree T . If the root of T is also a root in the the pattern index and all of T 's edges exist in the pattern index, then Q can be answered in parallel mode; otherwise, Q is answered in a distributed fashion. For example, the query in Figure  10 (a) can be answered in parallel because its redistribution tree (Figure 10(b) ) is contained in the pattern index. Edges in the pattern index are time-stamped at every access to facilitate our eviction policy.
Replica index. The replica index at each worker is identical to the pattern index at the master and is also updated by the IRD process. However, each edge in the replica index is associated with a storage module similar to the one that stores the original data. Each module stores only the replicated data of the specified triple pattern. In other words, we do not add the replicated data to the main indices nor keep all replicated data in a single index. There are four reasons for this segregation. (i) As more patterns are redistributed, updating a single index becomes a bottleneck. (ii) Because of replication, using one index mandates filtering duplicate results. (iii) If data is coupled in a single index, intermediate join results will be larger, which will affect performance. Finally, (iv ) this hierarchical representation allows us to evict any part of the replicated data quickly without affecting the overall system performance. Notice that we do not replicate data associated with triple patterns whose subjects are core vertices. Such data are accessed from the main index directly because of the initial subject-based hash partitioning. Figure 10(d) shows the replica index that has the same structure as the pattern index in Figure 10 (c). The storage module associated with ?v7, member, ?v6 stores replicated triples that match the triple pattern. Moreover, these triples qualify for the join with the triple patern of the parent edge.
Conflicting Replication and Eviction. Conflicts arise when a subquery appears at different levels in the pattern index. This may cause some triples to be replicated by the hot patterns that include them. In terms of correctness, this is not a problem for AdHash as conflicting triples (if any) are stored separately using different storage modules. This approach avoids the burden of any housekeeping and management of duplicates at the cost of memory consumption. Nevertheless, AdHash employs an LRU eviction policy that keeps the system within a given replication budget at each worker.
Experimental Evaluation
We evaluate AdHash against existing systems. We also include a non-adaptive version of our system, referred to as AdHash-NA, which does not include the features described in Section 5. In Section 6.1 we provide the details of the data, the hardware setup, and the competitors to our approach. In Section 6.2, we demonstrate the low startup and initial replication overhead of AdHash compared to all other systems. Then, in Section 6.3, we apply queries with different complexities on different datasets to show that (i) AdHash leverages the subject-based hash locality to achieve better or similar performance compared to other systems and (ii) the adaptivity feature of AdHash renders it several orders of magnitude faster than other systems. In Section 6.4, we conduct a detailed study of the effect and cost of AdHash's adaptivity feature. The results show that our system adapts incrementally to workload changes with minimal overhead without resorting to full data repartitioning. Finally, in Section 6.5, we study the data and machine scalability of AdHash.
Setup and Competitors
Datasets: We conducted our experiments using real and synthetic datasets of variable sizes. Table 8 describes these datasets, where #S, #P, and #O denote respectively the numbers of unique subjects, predicates, and objects. We use the synthetic LUBM 9 data generator to create a dataset of 10,240 universities consisting of 1.36 billion triples. WatDiv 10 is a recent benchmark that provides a wide spectrum of queries with varying structural characteristics and selectivity classes. We mainly used two versions of this dataset: WatDiv (109 million) and WatDiv-1B (1 billion) triples. LUBM and its template queries are usually used by most distributed RDF engines [15, 22, 25, 37] for testing their query evaluation performance. However, LUBM queries are intended for semantic inferencing and their complexities lie in semantics not structure. Therefore, we also use WatDiv dataset which provides a wide range of query complexities and selectivity classes. As both LUBM and WatDiv are synthetic, we also use two real datasets. YAGO2
11 is a real dataset derived from Wikipedia, WordNet and GeoNames containing 300 million triples. Bio2RDF dataset provides linked data for life sciences using semantic web technologies. We use Bio2RDF Competitors: We compare our framework against two recent in-memory RDF systems, Trinity.RDF [37] and TriAD [15] . To the best of our knowledge, these systems provide the fastest query response times. However, they were not available to us for comparison; the only way to compare against them is to use the reported runtimes in the corresponding papers [37, 15] . Note that our testbed is slightly inferior to those used in [37, 15] . In particular, Trinity.RDF uses 40Gbps InfiniBand interconnect, which is theoretically 4X faster than ours. TriAD uses faster processors with a larger number of cores interconnected with a slower interconnect (1Gbps Ethernet). Nonetheless, because of its sophisticated partitioning scheme and join-ahead pruning, TriAD communicates small amounts of data during query evaluation (tens of Megabytes). Therefore, using a faster interconnect is not going to affect its performance significantly on the datasets they used.
We also compare with two Hadoop-based systems that employ lightweight partitioning: SHARD [28] and H2RDF+ [25] . Furthermore, we compare to SHAPE 13 [22] , a system that relies on static replication and uses RDF-3X as underlying data store. We limit our comparison to distributed systems only, because they outperform state-of-the-art centralized RDF systems.
Startup Time and Initial Replication
Our first experiment measures the time it takes all systems for preparing the data prior to answering queries. We exclude the string-to-id mapping time for all systems. For TriAD, we show the time to partition the graph using METIS [21] . We used the same number of partitions reported in [15] for partitioning LUBM-10240 and WatDiv. The Bio2RDF and YAGO2 datasets are partitioned into 200K and 38K partitions, respectively. As Table 9 shows, METIS is prohibitively expensive and does not scale for large RDF graphs. To apply METIS, we had to remove all triples connected to literals; otherwise, METIS takes several days to partition LUBM-10240, Bio2RDF and YAGO2 datasets. We configured SHAPE with full level semantic hash partitioning and enabled the type optimization (see [22] for details). Furthermore, for fair comparison, SHAPE is configured to partition each dataset such that all its queries are processable without communication. For LUBM-10240, SHAPE incurs less preprocessing time compared to METIS-based systems. However, for WatDiv and YAGO2, SHAPE performs worse because of data imbalance, causing some of the RDF-3X engines to take more time in building the databases. Particularly, partitioning YAGO2 and WatDiv using 2-hop forward and 3-hop undirected, respectively, placed all the data in a single partition. The reason of this behavior is that all these datasets have uniform URI's and hence SHAPE could not fully utilize its semantic hash partitioning. SHAPE did not finish the partitioning phase of Bio2RDF and was terminated after 24 hours.
SHARD and H2RDF+ employ lightweight partitioning, random and range-based, respectively. Therefore, they require less time compared to other systems. However, since they are Hadoop-based, they suffer from the overhead of storing the data first on Hadoop File System (HDFS) before building their data stores.
AdHash uses lightweight hash partitioning and avoids the upfront cost of sophisticated partitioning schemes. As Table 9 shows, AdHash starts 4X up to two orders of magnitude faster than existing systems.
We only report the initial replication of SHAPE and TriAD, since AdHash, SHARD and H2RDF+ do not incur any initial replication (the replication caused by AdHash's adaptivity is evaluated in the next section). TriAD replicates all edges that cross partitions boundaries; producing a 1-hop undirected guarantee. Therefore, we consider the edge-cut reported by METIS to be the amount of replication in TriAD. Table 10 shows the replication ratio as a percentage of the original data size. For LUBM-10240, TriAD results in the least replication as LUBM is uniformly structured around universities. With full level semantic hash partitioning and type optimization, SHAPE incurs almost double the replication of TriAd. For WatDiv, METIS produces very bad partitioning because of the dense nature of the data. Consequently, TriAD results in excessive replication because of the high edge-cut. Note that the highest radius in all WatDiv query templates is 3 (undirected); and partitioning the whole data blindly using k-hop guarantee as in H-RDF-3X [18] will result in excessive replication which grows exponentially as k increases. The same thing applies to Bio2RDF and YAGO2 datasets. SHAPE places the data on a single partition because of the URI's uniformity of WatDiv and YAGO2. Therefore, it incurs no replication but performs as good as a single machine RDF-3X store.
Query Performance
In this section, we compare AdHash performance on individual queries against state-of-the-art distributed RDF systems using multiple real and synthetic datasets. We demonstrate that even the AdHash-NA version of our system (which does not include the adaptivity feature) is competitive in performance to systems that employ sophisticated partitioning techniques. This shows that the subject-based hash partitioning and the distributed evaluation techniques proposed in Section 4 are very effective. When AdHash adapts, its performance becomes even better and our system consistently outperforms its competitors by a wide margin.
LUBM dataset: In the first experiment (Table 11) , we compare the performance of all systems using the LUBM-10240 dataset and queries L1-L7 defined in [2] and also used by Trinity.RDF and TriAD. 14 For SHAPE to execute all these queries without communication, we use 2-hop forward semantic hash partitioning with the type optimization. Queries can be classified based on their structure and selectivities into simple and complex. L4 and L5 are simple selective star queries whereas L2 is a simple yet non-selective star query that generates large final results. L6 is considered as a simple query because it is highly selective. On the other hand, L1, L3 and L7 are complex queries that generate large intermediate results but return very small final results.
SHARD and H2RDF+ suffer from the expensive overhead of MapReduce; hence, their performance is significantly worse than all other systems. On the other hand, SHAPE incurs minimal communication and performs better than SHARD and H2RDF+ due to the utilization of semantic hash partitioning. Because it uses MapReduce for dispatching queries to workers, it still suffers from the non-negligible overhead of MapReduce.
In-memory RDF engines, Trinity.RDF, TriAD-SG and AdHash, perform significantly better than systems based on MapReduce. Queries L4 and L5 are selective subject star queries that produce very small intermediate results. Therefore, in-memory systems can solve these queries efficiently. AdHash exploits the initial hash distribution and solve these queries without communication, which explains why both versions of AdHash have the same performance. Similarly, L2 consists of a single subject-subject join; however, AdHash is faster than TriAD-SG and Trinity.RDF by more than an order of magnitude. Due to L2 low selectivity, the exploration of Trinity.RDF does not reduce the intermediate results size leading to an expensive centralized join by the master. TriAD, on the other hand, solves the query by two distributed index scans (one for each base subquery) followed by a distributed merge join. AdHash performs better than TriAD-SG by avoiding unnecessary scans. In other words, utilizing its hash indexes and the right deep tree planning, AdHash requires a single scan followed by hash lookups.
TriAD's pruning technique eliminates the communication required for solving L6. Therefore, it significantly outperforms Trinity.RDF and AdHash-NA. However, once AdHash adapts, L6 is executed without communication resulting in a comparable performance to TriAD.
AdHash outperforms Trinity.RDF and TriAD-SG for L1, L3 and L7. Even with simple hash partitioning, AdHash-NA achieves better or comparable performance to both in-memory systems. Particularly, since these queries are cyclic, Trinity.RDF can not reduce the size of the intermediate results of these queries. All workers need to ship their intermediate results to the master to finalize the query evaluation in a centralized manner. Therefore, the master node is a potential bottleneck especially when the intermediate results are huge, like in L7. Even with the sophisticated partition- WatDiv dataset: The WatDiv benchmark defines 20 query templates 15 classified into four categories: linear (L), star (S), snowflake (F) and complex queries (C). Similar to TriAD, we generated 20 queries using the WatDiv query generator for each query category C, F, L and S. We deployed AdHash on five machines to match the setting of TriAD in [15] . Table 12 shows the performance of AdHash compared to other systems. For each complexity family, we calculate the geometric mean of each system. H2RDF+ performs worse than all other systems due to the overhead of MapReduce. SHAPE, under 2-hop forward partitioning, placed all the data in one machine; therefore, its performance is no better than a single-machine RDF-3X. AdHash and TriAD, on the other hand, provide significantly better performance than MapReduce-based systems. TriAD benefits from its asynchronous message passing and performs better than AdHash-NA in L, S, and F queries. For complex queries with large diameters AdHash-NA performs better as a result of the locality awareness. When AdHash adapts, it consistently performs better than all systems for all queries. YAGO dataset YAGO2 does not provide benchmark queries, therefore we created a set of representative test queries (Y1-Y4) defined in Appendix C. We show in Table 13 the performance of AdHash against SHAPE, H2RDF+ and SHARD. AdHash-NA continues to significantly outperform other systems for all queries. Furthermore, our adaptive version, AdHash, is up to two orders of magnitude faster than all other systems.
Bio2RDF dataset: Similar to YAGO2 dataset, the Bio2RDF dataset does not have benchmark queries; therefore, we defined five queries (B1-B5) that have different structures and complexities. B1 requires objectobject join which contradicts our initial data distribution. Queries B2, B3 are star queries with different number of triple patterns that require subject-object and/or subject-subject joins. B5 is a simple star query with only one triple pattern while B4 is a complex query with 2-hops radius. We could not run SHAPE as it failed to preprocess the data using 2-hop forward partitioning within reasonable time. Similar to their behavior in LUBM-10240 and WatDiv datasets, H2RDF+ and SHARD still are worse than AdHash due to the MapReduce overhead. Overall, AdHash outperforms all other systems by orders of magnitude.
Impact of Locality Awareness
In this experiment, we show the effect of locality aware planning on the distributed query evaluation of AdHash-NA (non-adaptive). We define three configurations of AdHash: (i) We disable the pinned subject optimization and hash locality awareness. (ii) We disable the pinned subject optimization while maintaining the hash locality awareness; in other words, workers can still know the locality of subject vertices but joins on the pinned subjects are synchronized. Finally, (iii) we enable all optimizations. We run the LUBM (L1-L7) queries on the LUBM-10240 dataset on all configurations of AdHash-NA. The query response times and the communication costs are shown in Figures 11(a) and 11(b) , respectively. Disabling hash locality resulted in excessive communication which drastically affected the query response times. Enabling the hash locality affected all queries except L6 because of its high selectivity. The performance gain for other queries ranges from 6X up to 2 orders of magnitude. In the third configuration, the pinned subject optimization does not affect the amount of communication because of the hash locality awareness. In other words, since the joining subject is local, AdHash does not communicate intermediate results. However, performance is affected by the synchronization overhead. Queries like L2, L4 and L5 are not affected by this optimization because they are star queries joining on the subject. On the other hand, all queries that require communication are affected. The performance gain ranges from 26% in case of L6 to more than 90% for L3. The same behavior is also noticed in the WatDiv-1B dataset.
Workload Adaptivity by AdHash
In this section, we thoroughly evaluate AdHash's adaptivity. For this purpose, we define different workloads on two billion scale datasets with different characteristics, namely, WatDiv-1B and LUBM-10240. WatDiv-1B workload: The WatDiv benchmark defines 20 query templates 16 classified into four categories: linear (L), star (S), snowflake (F) and complex queries (C). We used the benchmark query generator to create a 5K-queries workload from each category, resulting in a total of 20K queries. We also generated a random workload of 20K queries from all query templates. LUBM-10240 workload: As AdHash and the other systems do not support inferencing, we used all 14 queries in the LUBM benchmark without reasoning 17 . All queries are listed in Appendix A. From these queries, we generated 10K queries that have different constants. Then, we randomly selected 20K queries from the 10K queries. This workload covers a wide spectrum of query complexities including simple selective queries, star queries as well as queries with complex structures and low selectivities. For details, refer to Appendix B.
Frequency Threshold Sensitivity Analysis
The frequency threshold controls the triggering of the Incremental ReDistribution (IRD) process. Consequently, it influences the execution time and the amount of communication and replication in the system. In this experiment, we conduct an empirical sensitivity analysis to select the frequency threshold value based on the two aforementioned query workloads. We execute each of the workloads while varying the frequency threshold values from 1 to 30. Note that our frequency monitoring is not on a query-by-query basis as our heat map monitors the frequency of the subquery pattern in a hierarchical manner (see Section 5.4). The workload execution times, the communication costs and the resulting replication ratios are shown in Figures 12(a) , 12(b) and 12(c), respectively. We observe that LUBM-10240 is very sensitive to slight changes in the frequency threshold because of the complexity of its queries. As the frequency threshold increases, the redistribution of hot patterns is delayed causing more queries to be executed with communication. Consequently, the amount of communication and synchronization overhead in the system increases, affecting the overall execution time, while the replication ratio is low because fewer patterns are redistributed.
On the other hand, WatDiv-1B is not as sensitive to this range of frequency threshold because most of its queries are solved in subseconds using our localityaware distributed semi-join algorithm; and do not incur excessive communication. Nevertheless, as the frequency threshold increases, the synchronization over- head affects the overall execution time. Furthermore, due to our fine-grained query monitoring, AdHash captures the commonalities between the WatDiv-1B query templates for frequency thresholds 5 to 30. Hence, for all these thresholds the replication ratio remains almost the same. The difference is that the system will converge faster for lower threshold values, reducing the overall execution time. In all subsequent experiments, we use a frequency threshold of 10 as it resulted in a good balance between time and replication. We plan to study the auto-tuning of this parameter in the future.
Workload Execution Cost
To simulate a change in the workload, queries of the same WatDiv-1B template are run consecutively while enforcing a replication threshold of 20% per worker. Figure 13(a) shows the cumulative time as the execution progresses with and without the adaptivity feature. After every sequence of 5K query executions, the type of queries changes. Without adaptivity (i.e., AdHash-NA), the cumulative time increases sharply as long as complex queries are executed (e.g., from query 2K to query 10K). On the other hand, AdHash adapts to the change in workload with little overhead causing the cumulative time to drop significantly by almost 6 times. Partitioning based on a representative workload: We tried to partition these datasets based on a representative workload using Partout [12] . However, it could not partition the data using a large workload within a reasonable time (<24 hours). Consequently, in this experiment, we simulate the effect of assuming a representative workload when partitioning the data using AdHash. To do so, we train AdHash using different combinations of the different workload categories defined by WatDiv-1B (C, F, S, and L). Each combination is made of two categories; effectively producing six combinations, mainly CF, CL, CS, FL, FS, and LS. After training AdHash, we test the system using a random workload selected from all query categories, which consists of 20K queries. This way, some of the queries in the test workload would run in parallel while others (not in the representative workload) would require communication. In Figures 15(a) and 15(b) , we show the cumulative execution time and communication, respectively, for the test workloads (i.e. excluding the training time). In the same figures, we show the performance of AdHash without training. Obviously, the performance of the test workload highly depends on the complexity of the queries used in the training phase. For example, the complex (C) and snowflake (F) queries are the most expensive queries in the benchmark. Therefore, when the system is trained using the CF training workload, it performs much better than when trained using the LS workload. On the other hand, allowing the system to adapt incrementally and dynamically (without training) resulted in better performance when compared to all cases. AdHash incurs more communication at the beginning because of the IRD process. However, it then converges to almost constant communication. CF workload requires less communication because the L and S queries (not in the training workload) do not require excessive data exchange. Nonetheless, the CF execution time keeps increasing due to the existence of communication and synchronization overheads.
Redistribution Tree Generation
In this experiment, we evaluate our query transformation heuristic (Section 5.1) against other two alternative approaches. Recall that when transforming a hot query pattern into the redistribution tree, we select the vertex with the highest score to be the tree root. Then the query is traversed from high score vertices to lower score ones. Therefore, we compare our heuristic (referred to High-Low hereafter) to two different heuristics: (i) the vertex with the least vertex score is selected as core; then the query pattern is traversed be exploring vertices with lower scores first. We refer to this heuristic as Low-High. We also compare to (ii) another approach that uses a different vertex scoring function where the score of a vertex in the hot query pattern is its outdegree. The pattern is then traversed from high score vertices to lower score ones. We refer to this approach as QDegree. Note that the latter approach aims at minimizing the replication in a greedy manner by fully exploiting the initial hash partitioning. Recall that data that binds to triple patterns whose subject is a core are not replicated.
We evaluated all these heuristics by running the LUBM-10240 workload. In Figure 16 (a), we show the resulting replication, the communication cost and the amount of data touched by the IRD process. The LowHigh and the QDegree heuristics resulted in slightly less replication compared to the High-Low approach. The reason is that both heuristics benefit from the initial hash partitioning by selecting cores with larger number of outgoing edges. However, the amount of data touched by the redistribution process (i.e. data in the main and replica indices) in the Low-High and QDegree is significantly higher. This affects the adaptivity performance because the IRD process is carried out using a series of DSJ iterations. Furthermore, because the data touched by the process is actually used for evaluating parallel queries, the performance of parallel queries is eventually affected.
Consequently, the cumulative workload execution time using the High-Low heuristic is 1.9X faster than the other heuristics as shown in Figure 16(b) . Since the QDegree and Low-High heuristics touch and communicate almost the same amount of data, their cumulative execution times are also the same. Besides, note that the QDegree heuristic does not use any statistical information from the data and only relies on the structure of the hot query pattern. Therefore, a redistributed pattern would not benefit other future queries with a slightly different structure. We repeated the experiment on WatDiv-1B and all heuristics resulted in almost the same communication cost, wall time, and touched data. This time, QDegree resulted in the least replication because its exploits best the initial subject-based hash partitioning. 
Replication and Load Balancing
In this experiment, we evaluate the load balancing of AdHash from two different perspectives: (i) data balancing, in which we consider how balanced is the initial partitioning as well as the replication that results from the IRD process; ii work balancing, in which we consider how the evaluation cost is balanced among all workers in the system, during the execution of the workload. In Table 15 , we report some statistics that characterize the data load balance in AdHash. Particularly, we report the average and standard deviation (σ) of the percentage of triples stored at each worker. As shown in the table, AdHash achieves a very good data balance for both workloads because of the initial subject-based hash partitioning as well as the hashing used during the IRD process. As a result of the data balance, work is also well balanced among workers; i.e., the amount of work contributed by each worker in the system is almost the same as shown in Figures 17(a) and 17(b) for the LUBM-10240 and WatDiv-1B, respectively.
Scalability
Data Scalability We use LUBM benchmark data generator to generate six datasets of different sizes: LUBM-160, LUBM-320, LUBM-640, LUBM-1280, LUBM-2560 and LUBM-5120. We keep the number of workers fixed to 72 (6 workers per machine). Figures 18(a) and 18(b) shows the data scalability of AdHash and AdHash-NA for simple and complex queries respectively. L4, L5, L6 are simple queries that are very selective and touch the same amount of data regardless of the data size. This describes the steady performance of both AdHash and AdHash-NA for these queries. Because L2 is not selective and returns massive final results, it is inevitable for its scalability to degrade as data size increases. Strong Scalability Using LUBM-10240, we fixed the workload and increased the number of workers. Due to the adaptivity of AdHash, communication is minimized leading to nearly optimal scalability. Figure 18(c) shows the scalability of parallel queries as we increase the number of workers.
Conclusion
In this paper, we presented AdHash, an adaptive distributed RDF engine. Using lightweight partitioning that hashes triples on the subjects, AdHash exploits query structures and the hash-based data locality in order to minimize the communication cost during query evaluation. Furthermore, AdHash monitors the query workload and incrementally redistributes parts of the data that are frequently accessed by hot patterns. By maintaining and indexing these patterns, many future queries are evaluated without communication. The adaptivity feature of AdHash complements its excellent performance on queries that can benefit from its hashbased data locality; i.e., frequent query patterns that are not favored by the partitioning (e.g., like star joins on an object) can be processed in parallel due to the AdHash's adaptivity.
Our experimental results verify that AdHash achieves better partitioning and replicates less data than its competitors. More importantly, AdHash scales to very large RDF graphs and consistently provides superior performance by adapting to dynamically changing workloads. Currently, we are investigating the possibility of utiliz-ing AdHash for general (i.e., non-RDF) graphs, and operators such as graph traversals, or reachability queries.
