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a b s t r a c t
In this paper, we propose some new results on stability for Takagi–Sugeno fuzzy delayed
neural networks with a stable learning method. Based on the Lyapunov–Krasovskii
approach, for the first time, a new learning method is presented to not only guarantee the
exponential stability of Takagi–Sugeno fuzzy neural networks with time-delay, but also
reduce the effect of external disturbance to a prescribed attenuation level. The proposed
learning method can be obtained by solving a convex optimization problem which is
represented in terms of a set of linear matrix inequalities (LMIs). An illustrative example is
given to demonstrate the effectiveness of the proposed learning method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
During the last decades, considerable attention has been devoted to the study of neural networks due to the fact that
neural networks can be applied to solve certain problems related to signal processing, static image treatment, image
processing, pattern recognition, optimization and so on [1]. Neural networksmay be classified as feedforward and recurrent
ones. The main drawback of feedforward neural networks is that the weight updating does not utilize any information on
the local data structure and the function approximation is sensitive to the training data [2]. Since recurrent neural networks
incorporate feedback, they have powerful representation capabilities and can successfully overcome the disadvantages of
feedforward neural networks.
Fuzzy sets and systems have gone through significant development since the introduction of fuzzy set theory by Zadeh
about four decades ago. Among various kinds of fuzzy methods, Takagi–Sugeno (T–S) fuzzy models provide a successful
method to describe certain complex nonlinear systems using some local linear subsystems [3,4]. These models are based on
using a set of fuzzy rules to describe nonlinear systems in terms of a set of local linear models that are smoothly connected
by fuzzy membership functions. Recently, T–S fuzzy models are used to describe neural networks with time-delay. The T–S
fuzzy models can be used to represent some complex nonlinear systems by having a set of delayed neural networks as its
consequent parts. Some stability problems for T–S fuzzy neural networks with time-delay have been investigated [5–7].
The stability of neural networks is a prerequisite for successful applications of the networks as either associative
memories or optimization solvers. Stability problems for neural networks can be divided into two main categories: the
stability of neural networks [5–11] and the stability of learning methods [12–18]. In this paper, we will emphasize on
deriving a new weight learning method for T–S fuzzy delayed neural networks. The stability of learning methods can be
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derived by analyzing the identification or tracking errors of neural networks. Ref. [13] studied the stability conditions
of learning laws when neural networks are used to identify and control a nonlinear system. In [14], the dynamic
backpropagation was modified with NLq stability constraints. The authors in [15,17] proposed the passivity based learning
laws for neural networks. Since neural networks cannot match the unknown nonlinear systems exactly, some robust
modifications should be applied to the normal gradient or backpropagation algorithm [12,13,16,18].
In real physical systems, model uncertainty and incomplete statistical information are often encountered and make it
difficult to guarantee stability, potentially leading to divergence problems. This had led in recent years to an interest in the
H∞ approach, with the belief that it is more robust and less sensitive to disturbance variances andmodel uncertainties [19].
Analysis and synthesis in anH∞ setting have good advantages such as effective disturbance attenuation, less sensitivity to
uncertainties, and many practical applications. In order to reduce the effect of the disturbance, Nishiyama and Suzuki [20]
proposed anH∞ learningmethod for feedforward neural networks. A natural question arises: Can we obtain anH∞ weight
learningmethod for recurrent neural networks? As amore difficult question, the following question arises: Canwe obtain an
H∞ weight learningmethod for T–S fuzzy delayed recurrent neural networks? This paper gives an answer for this question.
To the best of our knowledge, for theH∞ weight learning method of T–S fuzzy delayed neural networks, there is no result
in the literature so far, which still remains open and challenging.
In this paper, we propose a new H∞ weight learning method for T–S fuzzy delayed neural networks, which are an
important and general class of recurrent neural networks. AnH∞ approach is used to derive a new learning method which
guarantees that T–S fuzzy delayed neural networks are exponentially stable and the effect from the external disturbance
to the state vector is reduced to a disturbance attenuation level. Based on linear matrix inequality (LMI) formulation, an
existence criterion for the proposed learningmethod is represented in terms of a set of LMIs. The LMI problem can be solved
efficiently by using recently developed convex optimization algorithms [21].
This paper is organized as follows. In Section 2, we formulate the problem. In Section 3, a new learning method for T–S
fuzzy delayed neural networks is proposed. In Section 4, a numerical example is given, and finally, conclusions are presented
in Section 5.
2. Problem formulation
Consider the following delayed neural network:
x˙(t) = Ax(t)+ A¯x(t − τ)+W (t)θ(x(t))+ W¯ (t)φ(x(t − τ))+ Gd(t), (1)
where x(t) = [x1(t) . . . xn(t)]T ∈ Rn is the state vector, d(t) = [d1(t) . . . dk(t)]T ∈ Rk is the disturbance vector, τ > 0 is the
time-delay,A ∈ Rn×n is the self-feedbackmatrix, A¯ ∈ Rn×n is the delayed self-feedbackmatrix,W (t) ∈ Rn×n is the connection
weight matrix, W¯ (t) ∈ Rn×n is the delayed connection weight matrix, θ(x(t)) = [θ1(x(t)) . . . θn(x(t))]T : Rn → Rn and
φ(x(t)) = [φ1(x(t)) . . . φn(x(t))]T : Rn → Rn are the nonlinear function vectors, and G ∈ Rn×k is a known constant matrix.
The element functions θi(x(t)) and φi(x(t)) (i = 1, . . . , n) are usually selected as sigmoid functions. Let x(µ) = Ω(µ)
(µ ∈ [−τ , 0]), whereΩ(·) is the initial condition.
Based on the T–S fuzzymodel concept, a general class of T–S fuzzy delayed neural networks is considered here. Themodel
of Takagi–Sugeno fuzzy delayed neural networks is described as follows:
Fuzzy Rule i :
IF ω1 is µi1 and . . . ωs is µis THEN
x˙(t) = Aix(t)+ A¯ix(t − τ)+Wi(t)θ(x(t))+ W¯i(t)φ(x(t − τ))+ Gid(t), (2)
where ωj (j = 1, . . . , s) is the premise variable, µij (i = 1, . . . , r, j = 1, . . . , s) is the fuzzy set that is characterized by a
membership function, r is the number of the IF-THEN rules, and s is the number of the premise variables.
Using a standard fuzzy inference method (using a singleton fuzzifier, product fuzzy inference, and weighted average
defuzzifier), the system (2) is inferred as follows:
x˙(t) =
r
i=1
hi(ω)[Aix(t)+ A¯ix(t − τ)+Wi(t)θ(x(t))+ W¯i(t)φ(x(t − τ))+ Gid(t)], (3)
where ω = [ω1, . . . , ωs], hi(ω) = wi(ω)/ri=1wj(ω), wi : Rs → [0, 1] (i = 1, . . . , r) is the membership function of the
system with respect to the fuzzy rule i. hi can be regarded as the normalized weight of each IF-THEN rule and it satisfies
hi(ω) ≥ 0,
r
i=1
hi(ω) = 1. (4)
Definition 1 (Exponential Stability). The Takagi–Sugeno fuzzy delayed neural network (3) is exponentially stable if the state
vector x(t) satisfies
∥x(t)∥ < M exp(−Nt), (5)
whereM and N are positive constants.
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Definition 2 (ExponentialH∞ Stability). The Takagi–Sugeno fuzzy delayed neural network (3) isH∞ stable if the state vector
x(t) satisfies ∞
0
exp(κt)xT (t)Sx(t)dt < γ 2
 ∞
0
exp(κt)dT (t)d(t)dt, (6)
for a given level γ > 0 under zero initial conditions, where S is a positive symmetric matrix and κ is a enough small positive
constant. The parameter γ is called the disturbance attenuation level.
3. Main results
In this section, we derive a new weight learning method guaranteeing the exponentialH∞ stability for Takagi–Sugeno
fuzzy delayed neural networks if there exists the disturbance d(t). In addition, this weight learning method will be shown
to guarantee the exponential stability when the disturbance d(t) disappears.
Theorem 1. Let ϵi and εi (i = 1, . . . , r) be positive scalars. For given γ > 0 and S = ST > 0, assume that there exist P = PT >
0, Q = Q T > 0, R = RT > 0, and W = W T > 0 such that
ATi P + PAi + κP +
exp(κτ)− 1
κ
Q + R+ S PA¯i W PGi
A¯Ti P − exp(−κτ)R −W 0
W −W κW − 1
τ
Q 0
GTi P 0 0 −γ 2I
 < 0 (7)
for i = 1, 2, . . . , r, where κ > 0 is a small enough real number properly selected. If the weight matrices Wi(t) and W¯i(t) (i =
1, . . . , r) are updated as
W˙i(t) = −Φi[hi(ω) exp(κt)Px(t)θ T (x(t))+ ϵiWi(t)], (8)
˙¯W i(t) = −Ψi[hi(ω) exp(κt)Px(t)φT (x(t − τ))+ εiW¯i(t)], (9)
where Φi and Ψi are symmetric positive definite matrices, then the exponential H∞ stability with the disturbance attenuation
level γ is achieved.
Proof. Consider the following Lyapunov–Krasovskii functional
V (t) = exp(κt)xT (t)Px(t)+
 0
−τ
exp(−κβ)
 t
t+β
exp(κα)xT (α)Qx(α)dαdβ
+
 0
−τ
exp(κ(t + σ))xT (t + σ)Rx(t + σ)dσ + exp(κt)
 0
−τ
x(t + σ)dσ
T
W
 0
−τ
x(t + σ)dσ

+
r
i=1
trace{W Ti (t)Φ−1i Wi(t)} +
r
i=1
trace{W¯ Ti (t)Ψ−1i W¯i(t)}. (10)
In (10), trace{·} stands for the trace and is defined as the sum of all the diagonal elements of a matrix. The time derivative of
V (t) along the trajectory of (3) is
V˙ (t) = exp(κt)x˙(t)TPx(t)+ exp(κt)xT (t)Px˙(t)+ κ exp(κt)xT (t)Px(t)+ exp(κτ)− 1
κ
exp(κt)xT (t)Qx(t)
− exp(κt)
 t
t−τ
xT (σ )Qx(σ )dσ + exp(κt)x(t)TRx(t)
− exp(κ(t − τ))xT (t − τ)Rx(t − τ)+ κ exp(κt)
 t
t−τ
x(σ )dσ
T
W
 t
t−τ
x(σ )dσ

+ exp(κt)[x(t)− x(t − τ)]TW
 t
t−τ
x(σ )dσ

+ exp(κt)
 t
t−τ
x(σ )dσ
T
W [x(t)− x(t − τ)]
+ 2
r
i=1
trace{W˙ Ti (t)Φ−1i Wi(t)} + 2
r
i=1
trace{ ˙¯Wi
T
(t)Ψ−1i W¯i(t)}
=
r
i=1
hi(ω){exp(κt)xT (t)[ATi P + PAi + κP]x(t)+ exp(κt)xT (t)PA¯ix(t − τ)
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+ exp(κt)xT (t − τ)A¯Ti Px(t)+ exp(κt)x(t)TPGid(t)+ exp(κt)dT (t)GTi Px(t)
+ 2 exp(κt)xT (t)PWi(t)θ(x(t))+ 2 exp(κt)xT (t)PW¯i(t)φ(x(t − τ))}
+ exp(κτ)− 1
κ
exp(κt)xT (t)Qx(t)− exp(κt)
 t
t−τ
xT (σ )Qx(σ )dσ + exp(κt)x(t)TRx(t)
− exp(κ(t − τ))xT (t − τ)Rx(t − τ)+ κ exp(κt)
 t
t−τ
x(σ )dσ
T
W
 t
t−τ
x(σ )dσ

+ exp(κt)[x(t)− x(t − τ)]TW
 t
t−τ
x(σ )dσ

+ exp(κt)
 t
t−τ
x(σ )dσ
T
W [x(t)− x(t − τ)]
+ 2
r
i=1
trace{W˙ Ti (t)Φ−1i Wi(t)} + 2
r
i=1
trace{ ˙¯Wi
T
(t)Ψ−1i W¯i(t)}.
Using Jesen’s inequality [22], we have
− exp(κt)
 t
t−τ
x(σ )TQx(σ )dσ ≤ −exp(κt)
τ
 t
t−τ
x(σ )dσ
T
Q
 t
t−τ
x(σ )dσ

. (11)
Note that
2 exp(κt)xT (t)PWi(t)θ(x(t)) = 2 trace{exp(κt)θ(x(t))xT (t)PWi(t)}, (12)
2 exp(κt)xT (t)PW¯i(t)φ(x(t − τ)) = 2 trace{exp(κt)φ(x(t − τ))xT (t)PW¯i(t)}. (13)
Using (11), (12), and (13), the time derivative of V (t) can be obtained as
V˙ (t) ≤
r
i=1
hi(ω) exp(κt)

xT (t)[ATi P + PAi + κP]x(t)+ x(t)TPGid(t)+ dT (t)GTi Px(t)
+
 t
t−τ
x(σ )dσ
T 
κW − 1
τ
Q
  t
t−τ
x(σ )dσ

+ xT (t)PA¯ix(t − τ)+ xT (t − τ)A¯Ti Px(t)
+ exp(κτ)− 1
κ
xT (t)Qx(t)+ x(t)TRx(t)− exp(−κτ)xT (t − τ)Rx(t − τ)
+ [x(t)− x(t − τ)]TW
 t
t−τ
x(σ )dσ

+
 t
t−τ
x(σ )dσ
T
W [x(t)− x(t − τ)]

+ 2
r
i=1
trace{[hi(w) exp(κt)θ(x(t))xT (t)P + W˙ Ti (t)Φ−1i ]Wi(t)}
+ 2
r
i=1
trace{[hi(w) exp(κt)φ(x(t − τ))x(t)TP + ˙¯W
T
i (t)Ψ
−1
i ]W¯i(t)}
=
r
i=1
hi(ω) exp(κt)


x(t)
x(t − τ) t
t−τ
x(σ )dσ
d(t)

T 
(1, 1)i PA¯i W PGi
A¯Ti P − exp(−κτ)R −W 0
W −W κW − 1
τ
Q 0
GTi P 0 0 −γ 2I

×

x(t)
x(t − τ) t
t−τ
x(σ )dσ
d(t)
− xT (t)Sx(t)+ γ 2d(t)d(t)

+ 2
r
i=1
trace{[hi(w) exp(κt)θ(x(t))xT (t)P + W˙ Ti (t)Φ−1i ]Wi(t)}
+ 2
r
i=1
trace{[hi(w) exp(κt)φ(x(t − τ))x(t)TP + ˙¯W
T
i (t)Ψ
−1
i ]W¯i(t)}, (14)
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where
(1, 1)i = ATi P + PAi + κP +
exp(κτ)− 1
κ
Q + R+ S. (15)
If we use the learning laws (8)–(9) and the LMI (7) is satisfied, we have
V˙ (t) <
r
i=1
hi(ω) exp(κt){−xT (t)Sx(t)+ γ 2dT (t)d(t)} − 2
r
i=1
ϵi trace{W Ti (t)Wi(t)} − 2
r
i=1
εi trace{W¯ Ti (t)W¯i(t)}
= − exp(κt)xT (t)Sx(t)+ γ 2 exp(κt)dT (t)d(t)− 2
r
i=1
ϵi trace{W Ti (t)Wi(t)} − 2
r
i=1
εi trace{W¯ Ti (t)W¯i(t)}
≤ − exp(κt)xT (t)Sx(t)+ γ 2 exp(κt)dT (t)d(t). (16)
Integrating both sides of (16) from 0 to∞ gives
V (∞)− V (0) < −
 ∞
0
exp(κt)xT (t)Sx(t)dt + γ 2
 ∞
0
exp(κt)dT (t)d(t)dt.
Since V (∞) ≥ 0 and V (0) = 0, we have the relation (6). This completes the proof. 
Corollary 1. Without the external disturbance, if we use the weight learning laws (8) and (9), exponential stability is obtained.
Proof. When d(t) = 0, we obtain
V˙ (t) < − exp(κt)xT (t)Sx(t) (17)
from (16). That is, V˙ (t) < 0 for all x(t) ≠ 0. Thus, it implies that V (t) < V (0) for any t ≥ 0. In addition, from (10), one has
V (t) < V (0)
= xT (0)Px(0)+
 0
−τ
exp(−κβ)
 0
β
exp(κα)xT (α)Qx(α)dαdβ
+
 0
−τ
exp(κσ )xT (σ )Rx(σ )dσ +
 0
−τ
x(σ )dσ
T
W
 0
−τ
x(σ )dσ

+
r
i=1
trace{W Ti (0)Φ−1i Wi(0)} +
r
i=1
trace{W¯ Ti (0)Ψ−1i W¯i(0)}. (18)
Also, we have
V (t) ≥ λmin(P) exp(κt)∥x(t)∥2, (19)
where λmin(P) is the minimum eigenvalue of the matrix P . It follows immediately from (18) and (19) that
∥x(t)∥ < 1√
λmin(P) exp(κt)

xT (0)Px(0)+
 0
−τ
exp(−κβ)
 0
β
exp(κα)xT (α)Qx(α)dαdβ
+
 0
−τ
exp(κσ )xT (σ )Rx(σ )dσ +
 0
−τ
x(σ )dσ
T
W
 0
−τ
x(σ )dσ

+
r
i=1
trace{W Ti (0)Φ−1i Wi(0)} +
r
i=1
trace{W¯ Ti (0)Ψ−1i W¯i(0)}
 1
2
= 1√
λmin(P)

xT (0)Px(0)+
 0
−τ
exp(−κβ)
 0
β
exp(κα)xT (α)Qx(α)dαdβ
+
 0
−τ
exp(κσ )xT (σ )Rx(σ )dσ +
 0
−τ
x(σ )dσ
T
W
 0
−τ
x(σ )dσ

+
r
i=1
trace{W Ti (0)Φ−1i Wi(0)} +
r
i=1
trace{W¯ Ti (0)Ψ−1i W¯i(0)}
 1
2
exp

−κ
2
t

. (20)
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If we let
M = 1√
λmin(P)

xT (0)Px(0)+
 0
−τ
exp(−κβ)
 0
β
exp(κα)xT (α)Qx(α)dαdβ
+
 0
−τ
exp(κσ )xT (σ )Rx(σ )dσ +
 0
−τ
x(σ )dσ
T
W
 0
−τ
x(σ )dσ

+
r
i=1
trace{W Ti (0)Φ−1i Wi(0)} +
r
i=1
trace{W¯ Ti (0)Ψ−1i W¯i(0)}
 1
2
> 0,
N = κ
2
> 0,
we obtain (5). This completes the proof. 
Remark 1. Various efficient convex optimization algorithms can be used to checkwhether a set of LMIs (7) is feasible. In this
paper, in order to solve a set of LMIs (7), we utilize MATLAB LMI Control Toolbox [23], which implements state-of-the-art
interior-point algorithms.
Based on Theorem 1, we can obtain the optimalH∞ norm bound for the exponentialH∞ stable learning in the following
corollary.
Corollary 2. For given S > 0 and κ > 0, the optimal H∞ norm bound γ is obtained by solving the following semi-definite
programming problem:
min
γ>0
γ 2 (21)
subject to the LMI (7), P > 0, Q > 0, R > 0, and W > 0 for i = 1, 2, . . . , r.
4. Numerical example
Consider the following Takagi–Sugeno fuzzy delayed neural network:
Fuzzy Rule 1 :
IF ω1 is µ11 and . . . ωs is µ1s THEN
x˙(t) = A1x(t)+ A¯1x(t − 1)+ W¯1(t)φ(x(t − 1))+ G1d(t), (22)
Fuzzy Rule 2 :
IF ω1 is µ21 and . . . ωs is µ2s THEN
x˙(t) = A2x(t)+ A¯2x(t − 1)+ W¯2(t)φ(x(t − 1))+ G2d(t), (23)
where
x(t) =

x1(t)
x2(t)

, d(t) =

d1(t)
d2(t)

, φ(x(t)) =

1
1+ e−x1(t)
1
1+ e−x2(t)
 ,
A1 =
−4 0
0 −3

, A2 =
−3 0
0 −4

, A¯1 =

0.4 1
−0.6 0.5

, A¯2 =
−0.5 0.3
−0.7 0

,
G1 =

1 0.5
0 1

, G2 =

1 0
0.8 1

.
The fuzzy membership functions are taken as h1(ω) = sin2(x1(t)) and h2(ω) = cos2(x1(t)). For the numerical simulation,
we use the following parameters:
ε1 = 1, ε2 = 0.8, κ = 0.01, Ψ1 = Ψ2 =

1 0
0 1

, S =

1 0
0 1

. (24)
For the design objective (6), let theH∞ performance be specified by γ = 0.5. Solving the LMI (7) by the convex optimization
technique of MATLAB software gives
P =

0.5316 −0.1410
−0.1410 0.4628

, Q =

0.0764 −0.0820
−0.0820 0.1085

,
R =

0.6753 −0.4219
−0.4219 0.6296

, W =

0.0183 −0.0195
−0.0195 0.0259

.
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Fig. 1. State trajectories (γ = 0.5).
Fig. 2. The evolution of the weight W¯1(t) (γ = 0.5).
Fig. 1 shows state trajectories when the initial conditions are given by
x(0) =

1.5
−1

, W¯1(0) =

0.08 −0.15
0.15 −0.08

, W¯2(0) =

0.22 −0.02
0.02 −0.18

, (25)
and the external disturbance di(t) (i = 1, 2) is given by a Gaussian noise with mean 0 and variance 1. Fig. 1 shows that
the proposed learning method reduces the effect of the external disturbance d(t) on the state vector x(t). The evolutions of
weight matrices W¯1(t) and W¯2(t) are illustrated in Figs. 2 and 3, respectively.
Next, we increase the disturbance attenuation level γ to 0.95 with the matrix S remained invariant. Solving for the LMI
(7) gives
P =

0.6165 −0.0146
−0.0146 0.6148

, Q =

0.8542 −0.0974
−0.0974 0.8485

,
R =

0.9526 −0.1144
−0.1144 0.9300

, W =

0.1735 −0.0223
−0.0223 0.1949

.
State trajectories for the Takagi–Sugeno fuzzy delayed neural network (22)–(23) with the disturbance attenuation level
γ = 0.95 are illustrated in Fig. 4. From the simulation results, it can be seen that the resulting disturbance attenuation
performance is relatively poor for higher attenuation level.
5. Conclusion
In this paper, for the first time, a newweight learning method for T–S fuzzy delayed neural networks has been proposed
to guarantee the exponential stability and reduce the effect from the external disturbance to the state vector within a
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Fig. 3. The evolution of the weight W¯2(t) (γ = 0.5).
Fig. 4. State trajectories (γ = 0.95).
prescribeddisturbance attenuation level. The proposed learningmethod canbe obtainedby solving a set of LMIs. A numerical
example is given to show the effectiveness of the proposed learning method. It is expected that the results proposed in this
paper can be extended to discrete-time T–S fuzzy delayed neural networks.
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