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The combined ﬁniteediscrete element method (FDEM) belongs to a family of methods of computational
mechanics of discontinua. The method is suitable for problems of discontinua, where particles are
deformable and can fracture or fragment. The applications of FDEM have spread over a number of dis-
ciplines including rock mechanics, where problems like mining, mineral processing or rock blasting can
be solved by employing FDEM. In this work, a novel approach for the parallelization of two-dimensional
(2D) FDEM aiming at clusters and desktop computers is developed. Dynamic domain decomposition
based parallelization solvers covering all aspects of FDEM have been developed. These have been
implemented into the open source Y2D software package and have been tested on a PC cluster. The
overall performance and scalability of the parallel code have been studied using numerical examples. The
results obtained conﬁrm the suitability of the parallel implementation for solving large scale problems.
 2014 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. All rights reserved.1. Introduction
The combined ﬁniteediscrete element method (FDEM), pio-
neered by Munjiza (2004), has become a tool of choice for the
problems of discontinua, where particles are deformable and can
fracture or fragment. This capability is especially useful to solve
problems in rock engineering (Mahabadi et al., 2010a,b; Mahabadi,
2012; Grasselli et al., 2014; Lisjak et al., 2014; Rougier et al., 2014).
The limitation of FDEM is that it is CPU-intensive and, as a
consequence, is difﬁcult to analyze large scale problems on
sequential CPU hardware. Thus, the use of high-performance par-
allel computers is indispensable.
Parallelization strategies for both ﬁnite element method (FEM)
(Smith et al., 2013) and discrete element method (DEM) (Sawley
and Cleary, 1999; Hendrickson and Devine, 2000) are well estab-
lished. FDEM combines ﬁnite element based analysis of continua
with discrete element based transient dynamics, contact detection
(CD) and contact interaction solutions. As a consequence, paralle-
lization strategies developed for FEM or DEM alone cannot be
directly applied to FDEM..
f Rock and Soil Mechanics,
ics, Chinese Academy of Sci-
hts reserved.The parallelization of FDEM itself is somewhat less explored. A
computational procedure for ﬁniteediscrete element simulation on
shared-memory parallel computers was presented by Owen et al.
(2000) and Owen and Feng (2001). Parallelization for distributed-
memory parallel computers following multiple-instructions/
multiple-data (MIMD) paradigm was done by Wang et al. (2004).
In all those studies, a master/slave approach was adopted. One
master processor was performing domain decomposition and load
balancing (LB) tasks, then distributing work to slave processors.
Some general strategies for parallelization of FDEM are
described by Munjiza et al. (2012). Static domain decomposition
based parallelization of FDEM is presented by Schiava D’Albano
(2014). Lei et al. (2014) developed a hardware independent FDEM
parallelization framework by using virtual parallel machine (PVM).
PVM creates a single virtual parallel machine from a heterogeneous
system of computers and the execution of the parallel program is
coordinated through sending and receiving messages (Geist et al.,
1994).
In recent years, the use of graphics processing units (GPUs) is
also being explored for both FEM and DEM. The GPU imple-
mentation of FDEM was presented by Zhang et al. (2013). The GPU
parallelization of the coupled FEM/DEM approach (CDEM) was
described by Wang et al. (2013).
The parallelization strategy described in this paper aims at
performing all tasks (domain decomposition, LB) concurrently
on all processors. As such, the authors hope that it will provide
some additional contribution to the development in the ﬁeld.
In the rest of the paper, the detailed description of the proposed
T. Lukas et al. / Journal of Rock Mechanics and Geotechnical Engineering 6 (2014) 607e615608two-dimensional (2D) parallelization solutions is provided
together with numerical results.
2. The combined ﬁniteediscrete element method
FDEM couples DEM and FEM by generating a ﬁnite element
mesh separately for each particle (discrete element) located within
the computational domain. Thus, ﬁnite element based analysis
of continua is combined with discrete element based transient
dynamics, CD and contact interaction solutions.
The equation of motion is solved for each element separately.
The governing equation is
M€uþ C _uþ F int  Fext  F joint ¼ 0 (1)
where M is the mass matrix, C is the damping matrix, €u is the ac-
celeration vector, _u is the velocity vector, Fint is the vector of in-
ternal forces, Fext is the vector of external forces (including contact
forces), and Fjoint is the vector of forces calculated from joint
elements.
The joint element acts as a bond between edges of two trian-
gular elements. The bond is a representation of a fracture mecha-
nism termed as a “combined single and smeared crack model”
developed by Munjiza et al. (1999). The crack model is based on
experimental stressestrain curves. For instance, if the forces pull-
ing both triangular elements apart exceed the ultimate tensile
strength, a crack is created by breaking the bond. Thus, transition
from continua to discontinua is introduced.
An explicit time integration scheme based on a central differ-
ence method is employed to solve the equation of motion. The
following calculations must be performed in each time step:
(1) Evaluation of internal forces based on deformation of particles.
(2) Evaluation of joint forces based on the deformation of joint
elements.
(3) Fracture of joints.
(4) The CD.
(5) Contact interaction (evaluation of contact forces).
(6) Application of external forces.
(7) Solution of the equation of motion for each discrete element
separately.
It should be noted that even though the CD could be done
in each time step, it would be very expensive. Thus, a buffer
controlling the CD frequency is introduced and the CD is done
only if the maximum traveled distance exceeds the size of this
buffer.
The CD is the process of ﬁnding all contacting couples, i.e. all
pairs of interacting discrete elements (DEs). The computational
domain is overlaid by a CD grid of a chosen cell size (Fig. 5). Each
cell can contain one or more DEs, i.e. a list of DEs for each cell is
assembled. It is worth mentioning that the linear increase in the
cell size results in the quadratic increase of the CD cost.
The CD algorithms developed for FDEM include Munjiza-NBS
algorithm (Munjiza et al., 1995), MR algorithm (Munjiza et al.,
2006) and MS algorithm (Schiava D’Albano et al., 2013). Each al-
gorithm ﬁnds contacting couples by processing the data saved in
the CD grid in a different way.
Contact interaction is the mathematical model to compute the
penetration of a DE into other DE. The contact force evaluation from
the calculated penetration is based on a penalty function method
(Munjiza and Andrews, 2000).
The FDEM code Y2Dwas originally written to illustrate concepts
described in FDEM book written by Munjiza (2004). Y2D employs
an NBS CD algorithm. The cell size of the CD grid is equal to thediameter dCD of the circumscribed circle of the largest triangular
element (Fig. 5).
It is out of the scope of this paper to provide detailed description
of the above principles. The details on each can be found in the
FDEM book (Munjiza, 2004).
3. Parallelization strategy adopted in this work
Parallelization strategies usually attempt to divide the large
problem (computational domain) into a number of smaller sub-
problems (sub-domains). Domain decomposition is one way to
accomplish this. A good parallel implementation must meet two,
often competing, requirements; each processor must be kept busy
doing useful work and communication between processors must
be kept to a minimum. For typical problems in FDEM, the ﬁrst
requirement can be achieved only by employing dynamic domain
decomposition and LB since objects (discrete and ﬁnite elements)
migrate from one sub-domain to another, thus creating a workload
imbalance.
Partitioning methods used for domain decomposition can be
either geometric or topological (Hendrickson and Devine, 2000).
Geometric methods divide the computational domain by exploiting
the location of objects in the simulation. Topological methods are
employed to partition the domain depending on the connectivity of
interactions instead of geometric positions. The connectivity is
generally described as a graph.
One of the most commonly used topological methods is a
partitioner termed METIS (Karypis, 2013). Its message-passing
interface (MPI) implementation is called ParMETIS (Karypis and
Schloegel, 2013). Shapes of sub-domains generated by ParMETIS
are irregular and, thus, add to the complexity of a parallel imple-
mentation (Owen et al., 2000; Owen and Feng, 2001). Therefore, a
geometric method, based on the recursive coordinate bisection
(RCB) algorithm ﬁrst introduced by Berger and Bokhari (1987), has
been adopted in this work. The main two advantages of an RCB
algorithm are an ease of implementation due to the simple rect-
angular shape of generated sub-domains and the fact that the RCB
algorithm is incremental. A small change in the position of ele-
ments within the sub-domain will cause a small change in the
partitioning and, thus, only a fraction of elements will be redis-
tributed among processors.
To demonstrate the parallelization strategy used, the compu-
tational domain is discretized into a rectangular grid of sub-
domains by using a modiﬁed RCB algorithm (Srinivasan et al.,
1997) (see Section 3.2 for details). Each sub-domain is then
assigned to a single processor in the PC cluster. The parallel version
of a sequential FDEM program (Y2D code) is implemented by using
the MPI (Pacheco, 1997; Gropp et al., 1999).
3.1. Classiﬁcation of elements
In order to adopt the chosen partitioning algorithm, each sub-
domain is conﬁned to a rectangular shape. A buffer-zone is intro-
duced around the borders of each sub-domain (see Fig. 1). The
buffer-zone around borders of sub-domain controls the frequency
of domain decomposition (migration of elements from one pro-
cessor to another). The presence of new elements within the sub-
domain means that the CD must be performed. Thus, for a typical
FDEM simulation, the size of the buffer-zone is usually set equal to
that of the buffer controlling the frequency of the CD.
A bigger size of the buffer-zone means a higher number of el-
ements shared among processors. This increases the communica-
tion overhead within each time step (updating nodal forces), but
the migration, which is a very expensive operation, is performed
less often. Thus, for a highly dynamic example, the size of the
Fig. 1. Classiﬁcation of constant strain triangular elements into internal (A) and
interfacial (B, C3, C4) elements depending on their position.
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be set smaller.
Elements are classiﬁed into several categories (statuses)
depending on their location within the sub-domain. This is based
on a modiﬁed approach of Wang et al. (2004). Constant strain
triangular elements located inside a sub-domain (Fig.1) are marked
as internal (A). Elements located at the border between two sub-
domains are shared by two processors and marked as interfacial
(B) (Fig. 1). Lastly, elements located at the borders between three/
four sub-domains are shared by three/four processors (C3/C4)
(Fig. 1). It is assumed that the size of the biggest element is smaller
than the size of the sub-domain.
Joint elements are not classiﬁed by their location in the sub-
domain but by the combination of triangular elements (A-A, A-B,
A-C3, etc.) to which they are attached. For instance, a combination
B-C3/C4 gives a status of joint element as B (Fig. 2) since both
triangular elements are located on only two processors. Combina-
tion A-B/C3/C4 gives status A (Fig. 2) etc. The joint element attached
to only one triangular element is deleted (Fig. 2) since the same
joint element is located on a different processor where both its
triangular elements are presented.
3.2. Domain partitioning
Computational domain is partitioned by a modiﬁed RCB algo-
rithm (Srinivasan et al., 1997) originally developed for molecular
dynamics simulations. The main advantage of this algorithm is a
reduced complexity of parallel implementation. Partitioning is
performedhierarchically,whichmeans the domain is systematically
partitioned at different levels. The number of partition levels equals
the dimensionality of the domain (two for a 2D problem).Fig. 2. Classiﬁcation of joint elements into internal (A) and interfacial (B, C3, C4)
elements depending on the statuses of triangular elements to which the joint element
is attached.For instance, partitioning for 16 processors (Fig. 3a) is performed
in two steps. In the ﬁrst step, the domain is divided in x direction
into four columns containing an equal number of elements and, in
the second step, each column is again divided in y direction into
four rows. For the same example, the original RCB algorithmwould
require four steps since the domain is divided in half in x direction.
Next, each partition is divided in half in y direction, and then each
partition is again divided in x direction etc. (Fig. 3b).
3.3. Nodal forces
Nodal forces are a summation of internal forces, joint forces and
contact forces. Internal forces (triangular elements) and joint forces
are calculated for both internal and interfacial elements, but any
force of an interfacial element is divided by 2, 3 or 4 depending on
the number of processors sharing the element.
Contact forces between triangular elements are divided by a
number depending on the classiﬁcation of those elements. For
instance, an internal element in contact with any interfacial
element produces a unique contact force and therefore this force is
divided by 1.0. If two interfacial elements (B-C4) are in contact, the
contact force is calculated on only two out of four processors and
must be therefore divided by 2.0. In general, the contact forces
between interfacial elements must be divided by the lower number
of processors derived from the classiﬁcation of both elements. Two
exceptions to this rule exist. Firstly, if one interfacial element B is
located at a horizontal border and the second interfacial element B
at a vertical border, the contact force is unique because corre-
sponding counterparts of these two elements are located on two
different processors (Fig. 4a). Secondly, contact force between two
interfacial elements C3, one located at the corner and the second
located at the border, must be divided by 2.0 (Fig. 4b).
When a calculation of nodal forces for all elements is ﬁnished,
nodal forces of interfacial elements are exchanged between corre-
sponding processors in each time step.
3.4. Contact detection
It follows from the rules outlined in the nodal and contact forces
section that any sequential CD algorithm can be used directly in
parallel implementation of the code without any modiﬁcation.
Instead of performing a global contact search and parallelizing it,
the CD is performed locally on each sub-domain independently
from other sub-domains. The advantage of this approach is a
simpliﬁcation of parallel programming.
Singly connected lists of interfacial and internal elements
located in the proximity of each border/corner are assembled
during the CD (Fig. 5). For the example in Fig. 5, this makes 16 lists
in total. These lists are later used to assemblemessages during force
exchange and also to check new positions of elements during the
migration of elements.
3.5. Migration of elements between processors
As mentioned above, elements are migrating from one sub-
domain to another. Since the buffer zone (calculated from the CD
buffer) is introduced around borders of the sub-domain (Fig. 1), the
migration occurs only if the maximum traveled distance is bigger
than or equal to the buffer zone. Thus, migration of elements is not
performed in every time step, which would be very expensive in
terms of CPU time and increased communication overhead.
When forces are exchanged, the equation of motion (Eq. (1)) for
each element is solved resulting in new positions of elements. The
status of all interfacial and internal elements located close to the
borders of the sub-domain must therefore be updated.
Fig. 3. Grid of 16 processors partitioned by: (a) Hierarchical RCB algorithm; (b) Original RCB algorithm.
Fig. 4. Contact force between: (a) Two interfacial elements B located at perpendicular borders; (b) Two interfacial elements C3 located at a border and a corner.
Fig. 5. Singly connected lists of elements located in the proximity of borders of sub-domain assembled during the CD.
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Fig. 6. (a) Horizontal send-receive communication between 8 processors in one time slot performed in 3 steps. (b) Vertical communication performed in two time slots.
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employed to check newpositions of elements and the status of each
element is updated if necessary. This reduces the cost of migration
signiﬁcantly since only the position of elements located in the
proximity of borders of the sub-domain is checked. The approxi-
mate position of an element is already known beforehand since a
separate list for each border/corner is assembled.
Elements which leave the sub-domain must be deleted from the
database and new elements that moved into the sub-domain from
neighboring processors are added to the database. It is therefore
necessary to perform a new CD search in the next time step. It is
worth noting that the CD is not done from scratch but singly con-
nected lists of contacting couples are only updated taking into ac-
count deleted/received elements.Fig. 7. Partitioning of global LB3.6. Communication between processors
All main communications (nodal force exchange, migration of
elements, redistribution of elements during the LB) are performed
in two separate stages. Horizontal messages (assembled for right
and left borders) are exchanged in the ﬁrst stage. In the second
stage, messages assembled for top and bottom borders are
exchanged vertically. Information for a neighboring diagonal pro-
cessor (if needed) is ﬁrst sent in the horizontal message and then
sent again from the receiving processor in the vertical message.
Hence there is no communication diagonally.
Both horizontal and vertical communications are divided into
two time slots. In the ﬁrst time slot, messages are exchanged be-
tween processors in columns/rows 0e1, 2e3, 4e5, etc., and in thegrid in x and y directions.
Fig. 8. A box ﬁlled by 32,400 discrete elements each comprising 6 ﬁnite elements. The box is ﬁxed in both x and y directions. Elements are moving in the diagonal direction. Domain
decomposition for 16 processors at time: (a) 0 s; (b) 2 s; (c) 7.5 s.
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shows both time slots for vertical communication.
The horizontal communication in each time slot is done in
several steps to avoid interlocking (Fig. 6a). The number in column
(NIC) for each processor is calculated and communication pairs for
horizontal communication are assembled. In the ﬁrst step, mes-
sages between processors with equal NIC are exchanged (Fig. 6a). In
the second step, messages between processors with NIC  1 are
sent, and in the third step, communication between processors
with NIC  2 is performed, etc. The vertical communication in each
time slot is done in one step since each processor has only one
neighbor at the top/bottom border (Fig. 6b). Thus all vertical
communication is ﬁnished in two steps in total, regardless of the
number of processors.
It should be noted that the communication described above
employs a so-called blocking communication. If the computation
on the receiving processor is completed faster than the computa-
tion on the sending processor, the receiving processormust wait for
the sending processor to send the message. This provides the user
with means to synchronize the execution of the program on
different processors. As a consequence, overlapping communica-
tion and computation are not possible.
4. Load balancing
Each sub-domain is assigned to a single processor in the PC
cluster. Elements migrate between processors (size of sub-domain
does not change) until an imbalance in the workload exceeds a
value speciﬁed in the input ﬁle. Then the re-partitioning (size of
each sub-domain is updated) and LB is performed. This is done in
the following steps.
Step 1. The LB grid is assembled during the CD on each processor
locally. Each cell in the LB grid contains the list of elements and the
count of elements. Since the count of elements is not enough toTable 1
Recorded CPU time and calculated speedup for the box ﬁlled by 32,400 discrete
elements.
Number of processors Recorded CPU time (s) Speedup
1 62,042
2 56,067 1.11
4 33,471 1.85
8 17,690 3.51
16 8018 7.74
32 4192 14.8estimate the workload in each cell, the number of contacting cou-
ples for each element located in the cell is added to the count. After
adding the “weight” of contacting couples, the counts of elements
in local LB grids are exchanged between all processors and the
global LB grid is assembled.
The cell size of the CD grid is given by the maximum element
diameter dCD (see Munjiza et al. (1995)). The cell size of the LB grid
dLB is then given by
dLB ¼ dCD=ILB (2)
where ILB is a parameter larger than 1. Hence the LB grid has a ﬁner
resolution than the CD grid in order to achieve better re-
partitioning and an even distribution of the workload. The limita-
tion of setting a ﬁner LB grid is an increased communication
overhead and higher RAM requirements. Thus, the reasonable
range of ILB is from 2 to 10. ILB is set to 4 in the numerical examples
presented in this paper.
Step 2. Re-partitioning is performed by using the global LB grid.
The partitioning procedure comprises:
(1) Calculation of sums of each column in the LB grid.
(2) Partitioning in x direction to speciﬁed number of columns
(Step 1 in Fig. 7).
(3) Calculation of sums of each row in the LB grid for each column
separately.
(4) Partitioning each column in y direction to speciﬁed number of
rows (Step 2 in Fig. 7).
Partitioning to four processors is illustrated by an example in
Fig. 7.
Step 3. Positions of elements saved in cells in the proximity of
borders/corners are checked and status of each element is updated.Fig. 9. Speedup up to 32 processors for the box ﬁlled by 32,400 discrete elements.
Fig. 10. Material distribution for the Barre Granite Brazilian disc where green repre-
sents quartz, blue represents feldspar and orange represents biotite.
Table 3
Recorded CPU time and calculated speedup for the Brazilian disc test.
Number of processors Recorded CPU time (s) Speedup
1 135,879
2 68,109 2
4 36,442 3.73
8 15,792 8.6
16 9071 14.98
32 4891 27.78
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algorithm is an incremental partitioner, only a small change in the
size of each sub-domain is needed to perform the LB. This signiﬁ-
cantly reduces the cost of re-partitioning since only a small number
of elements need to be redistributed among processors.
It is worth noting that borders are moving in increments. The
size of increment is equal to the cell size of the LB grid dLB. Thus a
small imbalance is created during each re-partitioning. This can be
minimized by setting a smaller dLB.
5. CPU performance tests
Parallel code was tested on a PC cluster with 3592 nodes. Each
node contains two 8-core 2.60 GHz Intel Xeon E5-2670 CPUs and 32
GB DDR3 1600 MHz RAM memory.
5.1. A box ﬁlled by 32,400 discrete elements
To illustrate the LB and re-partitioning procedures, a box ﬁlled
by 32,400 discrete elements, each comprising 6 ﬁnite elements,
with initial velocity 100 m/s in diagonal direction, was tested on up
to 32 processors. The box is ﬁxed in both x and y directions.
Properties of each element are as follows: modulus of elasticity
E¼ 990 MPa, Poisson’s ratio n ¼ 0.5 and contact penalty is 1.32 GPa.
The time step is 0.1 ms and the simulation was run for 75,000 time
steps. The domain decomposition for 16 processors at different
times is shown in Fig. 8.Table 2
Material properties for the Barre Granite Brazilian disc test (Mahabadi, 2012).
Material Young’s
modulus (GPa)
Poisson’s
ratio
Density
(kg/m3)
Shear
(1010
Quartz 80 0.17 2600 3.15
Feldspar 70 0.29 2600 3.15
Biotite 20 0.2 2800 3.15
Joint 3.15
Platens 191 0.29 8030Recorded CPU time and calculated speedup are summarized in
Table 1 and speedup is plotted in Fig. 9. The ideal speedup in Fig. 9
means that the speedup is equal to the number of processors.
This performance test can be considered a worst case scenario
from the LB point of view since all discrete elements are moving in
the same direction across the box. Moreover, the number of contact
interactions, which is very expensive in terms of CPU time, is
limited for the majority of the simulation time. Therefore, the
performance is dominated by a communication overhead, caused
mainly by element migration and also by redistribution of elements
during the LB. This is especially true for 2 processors since the size
of messages (number of elements located at the border between
processors) is quite big. The performance improves with higher
number of processors (Table 1). The results suggest that the
communication cost scales well with the increasing number of
processors.
5.2. Brazilian disc test
The Barre Granite Brazilian disc test is numerically simulated on
up to 32 processors. The Barre Granite is a heterogeneous rock
comprising approximately 24% quartz, 68% feldspar and 8% biotite
(Nasseri et al., 2006). The input ﬁle was generated using Y-GUI
(Mahabadi et al., 2010b) as shown in Fig.10. Thematerial properties
for the test are summarized in Table 2 (Mahabadi, 2012). The shear
strength is set to a high number to prevent fracturing in Mode II
(fracturing caused by a shear stress). The radius of the disc is 40mm
with a unit thickness. The disc comprises 52,308 triangular ele-
ments and 75,466 joint elements. The loading rate of platens is
0.5 mm/s.
Recorded simulation time for different numbers of processors
and calculated speedup are summarized in Table 3 and speedup is
plotted in Fig. 11. It can be seen from Fig. 11 that the speedup has an
almost linear trend. Decrease in speedup for a higher number of
processors is expected as the ratio of computation (number of el-
ements assigned to each sub-domain) to communication decreases.
Stress syy and fracture patterns for sequential and parallel so-
lutions are shown in Fig. 12aec. Kinetic energy of the system for the
whole simulation time for different numbers of processors is
plotted in Fig. 12d.
The fracture patterns obtained for different numbers of pro-
cessors show a good correspondence. The small differences are
caused by the presence of rounding errors. Rounding errors are
introduced due to the limited amount of memory available forstrength
MPa)
Tensile
strength (MPa)
Fracture
energy (N/m)
Contact
penalty (GPa)
6 50 80
6 50 70
4 50 20
5 50
1.91  104
Fig. 11. Speedup up to 32 processors for the Brazilian disc test.
T. Lukas et al. / Journal of Rock Mechanics and Geotechnical Engineering 6 (2014) 607e615614storing real numbers (Goldberg, 1991). Numbers like pwould need
an inﬁnite amount of memory, thus only the approximate values of
real numbers are stored. Different fracture patterns are reﬂected in
the relative changes in the kinetic energy (Fig. 12d).
The simple Coulomb friction model implemented in Y2D is not
suitable for quasi-static problems (Brazilian disc). A version of the YFig. 12. Results obtained for a Brazilian disc test: (a) Stress syy (Pa), 1 processor at 0.15 s; (b
Kinetic energy of the system for 1, 16 and 32 processors.code named Y-Geo (Mahabadi et al., 2012) addresses this problem
among others. It should be noted that the proposed parallelization
strategy is directly applicable to the Y-Geo as well as other versions
of the Y code.
6. Conclusions
A dynamic domain decomposition parallelization strategy for
FDEM has been presented in this work. Performance tests of the
current parallel implementation conﬁrm suitability of this
approach for parallelizing FDEM.
The speedup calculated for Brazilian disc test simulation scales
well with an increasing number of processors. Decreasing perfor-
mance with an increasing number of processors can be observed as
the ratio of computation to communication decreases. Thus per-
formance is expected to improve with increasing problem sizes.
The speedup calculated for a box ﬁlled by discrete elements is
scaling linearly and is approximately equal to half the number of
processors used since the simulation time is dominated by the) Stress syy (Pa), 16 processors at 0.15 s; (c) Stress syy (Pa), 32 processors at 0.15 s; (d)
T. Lukas et al. / Journal of Rock Mechanics and Geotechnical Engineering 6 (2014) 607e615 615communication cost. This example shows that the communication
cost scales with a higher number of processors.
The performance tests show the suitability of the communica-
tion pattern proposed as the number of horizontal communication
steps increases moderately while the vertical communication steps
remain constant and are independent of an increasing number of
processors.
The current version of the parallel implementation employs a
blocking communication. Further improvement of the performance
should be achieved by employing non-blocking communication,
thus performing communication concurrently with computations.
The actual implementation of the parallelization is available in Y2D
open source format.
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