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Abstract
A novel variational problem is investigated which comes from the study of the Ginzburg–Landau model
of superconductivity with impurity inclusion. The feature of this variational problem is that it depends on
the impurity set. Some properties of the variational problem are established and an application is given to
the Ginzburg–Landau model of superconductivity with impurity inclusion.
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1. Introduction
Let Ω be a bounded connected open set in RN , Ωn be any measurable set in Ω such that
0 < |Ωn| < |Ω|, where |A| is the Lebesgue measure of A in RN . Denote Ωs ≡ Ω \ Ωn and
β ≡ |Ωn||Ωs | ∈ (0,+∞). For any γ ∈ (0, β), consider the following variational problem:
λ(Ω,Ωn,γ ) ≡ min
ϕ∈A (Ω,Ωn,γ )
∫
Ω
|∇ϕ|2
γ
∫
Ωs
ϕ2 − ∫
Ωn
ϕ2
, (1.1)
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A (Ω,Ωn,γ ) ≡
{
ϕ(x) ∈ H 1(Ω)
∣∣∣ γ ∫
Ωs
ϕ2 −
∫
Ωn
ϕ2 > 0
}
. (1.2)
Within our knowledge, (1.1)–(1.2) is novel and we call it as the variational problem with im-
purity set. It relates to the Ginzburg–Landau model of superconductivity with normal impurity
inclusion in such a way that Ωn corresponds to the region occupied by the impurity, Ωs corre-
sponds to the region occupied by the superconducting material, and β is the ratio of the volume
of the impurity to that of the superconducting material. Note that γ ∈ (0, β) insures that the
minimum of (1.1) is reached.
The main purpose of this paper is to study the properties of the minimum λ(Ω,Ωn,γ ) of
(1.1)–(1.2) about Ωn. Obviously, λ(Ω,Ωn,γ ) depends not only on the location of Ωn but also
on the measure |Ωn|. Roughly speaking, our main results are the following:
1◦. λ(Ω,Ωn,γ ) is a continuous and monotone increasing function of Ωn.
2◦. When |Ωn| is fixed, λ(Ω,Ωn,γ ) has a positive lower bound which depends on γ but no
upper bounds. (To some extent, λ(Ω,Ωn,γ ) is larger when Ωn is more evenly distributed
throughout Ω .)
3◦. If N = 1 and Ω is an open interval in R1, then for fixed |Ωn|, λ(Ω,Ωn,γ ) takes its minimum
if and only if Ωn is an interval located on the left end or right end of Ω .
We shall rigorously state and prove the results of 1◦ and 2◦ in Section 2 and the results of 3◦ in
Section 3, respectively. In the last Section 4, we give an application of (1.1)–(1.2) to the study of
the existence of nontrivial solutions for the Ginzburg–Landau model of superconductivity with
normal impurity inclusion.
Throughout this paper, unless otherwise stated, we assume: Ω is a bounded connected open
set in RN with Lipschitz continuous boundary ∂Ω , Ωn is a measurable subset of Ω such that
0 < |Ωn| < |Ω|, and
β = |Ωn||Ωs | , Ωs = Ω \Ωn, γ ∈ (0, β). (1.3)
Note that, by the definition of (1.1)–(1.2), if two sets Ωn1 and Ωn2 differ only a zero mea-
sure set, then λ(Ω,Ωn1 , γ ) = λ(Ω,Ωn2, γ ). So, in this paper two sets which differ only a zero
measure set will be considered as equal, that is, for two sets A and B in Rn,
A = B if and only if |AB| = 0, (1.4)
where AB = (A \B)∪ (B \A).
2. Properties of the variational problem (1.1)–(1.2)
First we study the relation of the problem (1.1)–(1.2) and an eigenvalue problem of partial
differential equations.
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λ(Ω,Ωn,γ ) > 0, and λ(Ω,Ωn,γ ) is the smallest eigenvalue of the following eigenvalue prob-
lem:
⎧⎪⎪⎨
⎪⎪⎩
Find
(
μ,ψ(x)
) ∈R×H 1(Ω), μ 	= 0, ψ 	≡ 0 in Ω, s.t.∫
Ω
∇ψ∇ξ = μ
(
γ
∫
Ωs
ψξ −
∫
Ωn
ψξ
)
, ∀ξ ∈ H 1(Ω). (2.1)
Moreover, let ψ(x) be a minimizer of (1.1)–(1.2), then (λ(Ω,Ωn,γ ),ψ(x)) solves (2.1) and the
following two hold:
1◦. ψ ∈ C1+θ (Ω) for any θ ∈ (0,1) and
‖ψ‖H 1(Ω)  C(Λ,β)‖ψ‖L1(Ω). (2.2)
If ∂Ω ∈ C2, then ψ(x) ∈ C1+θ (Ω¯) for any θ ∈ (0,1) and
‖ψ‖C1,θ (Ω¯) C(Λ,β, θ)‖ψ‖L1(Ω). (2.3)
Here, Λ λ(Ω,Ωn,γ ), C(Λ,β) depends only on Ω , N , β and Λ, C(Λ,β, θ) depends only
on Ω , N , β , θ and Λ.
2◦. ψ(x) is either positive in Ω or negative in Ω . If (μ, ψˆ(x)) is a solution of (2.1) with μ =
λ(Ω,Ωn,γ ), then ψˆ(x) is a minimizer of (1.1)–(1.2) and ψˆ(x) = (
∫
Ω ψˆ∫
Ω ψ
)ψ(x) for x ∈ Ω .
Proof. For simplicity, we denote λ = λ(Ω,Ωn,γ ) and A = A (Ω,Ωn,γ ). First we show
A 	= ∅. Since 0 < |Ωn| < |Ω|, we have |Ωs | = |Ω \ Ωn| > 0. Let ϕ(x) be the function such
that ϕ(x) = 1 for x ∈ Ωs and ϕ(x) = 0 for x ∈ Ωn, then ϕ ∈ L∞(Ω) and
γ
∫
Ωs
ϕ2 −
∫
Ωn
ϕ2 = γ |Ωs | > 0.
So we can find a sequence {ϕk(x)}+∞k=1 ⊂ H 1(Ω) satisfying ϕk → ϕ in L2(Ω) as k → +∞ and
hence γ
∫
Ωs
ϕ2k −
∫
Ωn
ϕ2k  12γ |Ωs | > 0 when k is large enough. Thus A 	= ∅.
Notice that, for any constant C 	= 0, γ ∫
Ωs
C2 − ∫
Ωn
C2 < C2(β|Ωs | − |Ωn|) = 0. Using this
fact, it is easy to show from the standard variational approach that (1.1)–(1.2) has a minimizer ψ
in A and (λ,ψ) solves (2.1). Since ψ ∈A , ψ cannot be a constant in Ω . So, by (1.1), we have
λ > 0. Taking ξ = ψ in (2.1), we can easily find that λ is the smallest eigenvalue of (2.1).
Now we turn to prove 1◦ and 2◦.
1◦. By (1.1), we have
∫
|∇ψ |2 = λ
{
γ
∫
ψ2 −
∫
ψ2
}
Λβ
∫
ψ2. (2.4)Ω Ωs Ωn Ω
X. Shen, W. Yu / J. Differential Equations 244 (2008) 2836–2869 2839Using (2.4) and the following interpolation inequality that, for any ε > 0, there exists a positive
constant Cε depending only on Ω , N and ε such that
‖ψ‖2
L2(Ω)  ε‖ψ‖2H 1(Ω) +Cε‖ψ‖2L1(Ω), (2.5)
we get
‖ψ‖2
H 1(Ω) Λβ‖ψ‖L2(Ω) + ε‖ψ‖2H 1(Ω) +Cε‖ψ‖2L1(Ω)
 ε(Λβ + 1)‖ψ‖2
H 1(Ω) +Cε(Λβ + 1)‖ψ‖2L1(Ω).
Taking ε = 12(Λβ+1) in the above inequality, we yield (2.2).
It follows from (2.1) that ψ is a weak solution of the Neumann problem:
⎧⎨
⎩
−ψ = f (x)ψ, x ∈ Ω ,
∂ψ
∂ν
= 0, x ∈ ∂Ω , (2.6)
where ν is the unit normal vector of ∂Ω , f (x) = γ λ for x ∈ Ωs and f (x) = −λ for x ∈ Ωn. Since
‖f ‖L∞(Ω)  βλ < +∞, the standard theory of elliptic equations shows that ψ ∈ C1+θ (Ω) for
any θ ∈ (0,1). Moreover, if ∂Ω ∈ C2, then by the imbedding theorem and the standard Lp theory
of elliptic equations we have ψ ∈ C1+θ (Ω¯) for any θ ∈ (0,1) and
‖ψ‖C1,θ (Ω¯)  C1‖ψ‖W 2,p(Ω)  C2
(
βλ‖ψ‖Lp(Ω) + ‖ψ‖L1(Ω)
)
,
where p > N1−θ , C1 and C2 are positive constants depending only on Ω , N , β and θ . The above
inequality, together with the interpolation inequality ‖ψ‖Lp(Ω)  ε‖ψ‖C1,θ (Ω¯) + Cε‖ψ‖L1(Ω)),
leads to (2.3).
2◦. First we show ψ(x) is either positive in Ω or negative in Ω . Since Ω is connected and
ψ is continuous in Ω , we only need to prove ψ(x) 	= 0 for any x ∈ Ω . Obviously, |ψ | is also
a minimizer of (1.1)–(1.2). So, without loss of generality, we can assume ψ(x)  0 in Ω and
hence ψ(x) is a nonnegative weak solution of (2.6). By the Harnack inequality for nonnegative
weak solutions of linear homogeneous elliptic equation (see [1, p. 199, Corollary 8.21]), we get
ψ(x) 	= 0 in Ω .
Let (μ, ψˆ(x)) be a solution of (2.1) with μ = λ. Set ψ = ψˆ , μ = λ and ξ = ψˆ in (2.1), we
find ψˆ(x) ∈ A and is a minimizer of (1.1)–(1.2). In order to prove ψˆ(x) = (
∫
Ω ψˆ∫
Ω ψ
)ψ(x) in Ω ,
we can assume, without loss of generality, that
∫
Ω
ψˆ = ∫
Ω
ψ . Since both ψ and ψˆ satisfy the
equality in (2.1) with μ = λ, we can easily obtain
∫
Ω
∣∣∇(ψˆ −ψ)∣∣2 = λ{γ ∫
Ωs
|ψˆ −ψ |2 −
∫
Ωn
|ψˆ −ψ |2
}
.
If
∫
Ω
|∇(ψˆ −ψ)|2 > 0, then ψˆ −ψ ∈A because of λ > 0, and hence ψˆ −ψ is also a minimizer
of (1.1)–(1.2). So either ψˆ(x) − ψ(x) > 0 in Ω or ψˆ(x) − ψ(x) < 0 in Ω , but ∫ (ψˆ − ψ) =Ω
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ψˆ −∫
Ω
ψ = 0, a contradiction. So ∫
Ω
|∇(ψˆ −ψ)|2 = 0, which together with ∫
Ω
(ψˆ −ψ) = 0,
leads to ψˆ ≡ ψ in Ω , that is, ψˆ ≡ (
∫
Ω ψˆ∫
Ω ψ
)ψ in Ω . 
The next theorem shows that λ(Ω,Ωn,γ ) is continuous and monotone increasing about Ωn.
Theorem 2.2. Suppose Ωn1 and Ωn2 are two measurable sets in Ω such that Ωn1 ⊂ Ωn2 and
0 < |Ωn1 | < |Ωn2 | < |Ω|. Denote Ωsi = Ω \ Ωni (i = 1,2) and β1 = |Ωn1 ||Ωs1 | . Then, for any
γ ∈ (0, β1), we have
0 < λ(Ω,Ωn2, γ )− λ(Ω,Ωn1 , γ ) C(Λ,β1)|Ωn2 \Ωn1 |α. (2.7)
Here, Λ λ(Ω,Ωn2 , γ ), C(Λ,β1) depends only on Ω , N , Λ, β1 and α, while α = 2N if N  3;
α is any number in (0,1) if N = 2; and α = 1 if N = 1.
Proof. Set λi = λ(Ω,Ωni , γ ) and Ai =A (Ω,Ωni , γ ) for i = 1,2. Since Ωn1 ⊂ Ωn2 , for any
ϕ ∈A2 we have
γ
∫
Ωs1
ϕ2 −
∫
Ωn1
ϕ2 = γ
∫
Ωs2
ϕ2 −
∫
Ωn2
ϕ2 +
∫
Ωn2\Ωn1
ϕ2 > 0. (2.8)
So ϕ ∈ A1, that is, A2 ⊂ A1. Let ψi be a minimizer of (1.1)–(1.2) with respect to λi
(i = 1,2), then ψ2 ∈ A1. By Theorem 2.1, ψ2 	= 0 in Ω , which together with the assumption
that |Ωn2 \Ωn1 | > 0, gives
∫
Ωn2\Ωn1 ψ
2
2 > 0. Therefore,
λ2 =
∫
Ω
|∇ψ2|2
γ
∫
Ωs2
ψ22 −
∫
Ωn2
ψ22
>
∫
Ω
|∇ψ2|2
γ
∫
Ωs1
ψ22 −
∫
Ωn1
ψ22
 λ1.
Thus the inequality in the left-hand side of (2.7) is true.
By Theorem 2.1, (λi,ψi) (i = 1,2) is a solution of (2.1) with Ωn and Ωs replaced by Ωni
and Ωsi , respectively, that is,
∫
Ω
∇ψi∇ξ = λ
{
γ
∫
Ωsi
ψiξ −
∫
Ωni
ψiξ
}
, ∀ξ ∈ H 1(Ω), i = 1,2. (2.9)
Taking ξ = ψ2 for i = 1 and ξ = ψ1 for i = 2 in the above equality, and then adding the two
equalities together, we get
λ2
{
γ
∫
Ωs2
ψ2ψ1 −
∫
Ωn2
ψ2ψ1
}
= λ1
{
γ
∫
Ωs1
ψ1ψ2 −
∫
Ωn1
ψ1ψ2
}
. (2.10)
Subtracting the equality for i = 1 in (2.9) from that for i = 2, we have
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∫
Ω
∇(ψ2 −ψ1)∇ξ = λ2
{
γ
∫
Ωs2
ψ2ξ −
∫
Ωn2
ψ2ξ
}
− λ1
{
γ
∫
Ωs1
ψ1ξ −
∫
Ωn1
ψ1ξ
}
= λ2
{
γ
∫
Ωs2
(ψ2 −ψ1)ξ −
∫
Ωn2
(ψ2 −ψ1)ξ
}
+ λ2
{
γ
∫
Ωs2
ψ1ξ −
∫
Ωn2
ψ1ξ
}
− λ1
{
γ
∫
Ωs1
ψ1ξ −
∫
Ωn1
ψ1ξ
}
.
Taking ξ = ψ2 −ψ1 in the last equality and using (2.10), we yield
∫
Ω
∣∣∇(ψ2 −ψ1)∣∣2 = λ2
{
γ
∫
Ωs2
(ψ2 −ψ1)2 −
∫
Ωn2
(ψ2 −ψ1)2
}
− λ2
{
γ
∫
Ωs2
ψ21 −
∫
Ωn2
ψ21
}
+ λ1
{
γ
∫
Ωs1
ψ21 −
∫
Ωn1
ψ21
}
. (2.11)
It follows from the definition of λ2 that
∫
Ω
∣∣∇(ψ2 −ψ1)∣∣2  λ2
{
γ
∫
Ωs2
(ψ2 −ψ1)2 −
∫
Ωn2
(ψ2 −ψ1)2
}
. (2.12)
Putting (2.12) into (2.11) and noting that ψ1 ∈A1 and Ωs1 \Ωs2 = Ωn2 \Ωn1 , we find
0 < (λ2 − λ1)
{
γ
∫
Ωs1
ψ21 −
∫
Ωn1
ψ21
}
 λ2(1 + γ )
∫
Ωn2\Ωn1
ψ21 . (2.13)
So,
∫
Ω
|∇ψ1|2 = λ1
{
γ
∫
Ωs1
ψ21 −
∫
Ωn1
ψ21
}
 λ1λ2(1 + γ )
λ2 − λ1
∫
Ωn2\Ωn1
ψ21 . (2.14)
By Theorem 2.1, we can choose ψ1 such that
ψ1(x) > 0 for x ∈ Ω and 1|Ω|
∫
Ω
ψ1 = 1. (2.15)
It follows from (2.14), (2.15) and the well-known Poincaré inequality that
∫
Ω
|ψ1 − 1|2  P(Ω)λ1λ2(1 + γ )
λ2 − λ1
∫
Ω \Ω
ψ21 . (2.16)
n2 n1
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ξ ≡ 1 in (2.9) for i = 1, then
γ
∫
Ωs1
ψ1 =
∫
Ωn1
ψ1, (2.17)
which, together with (2.15), gives∫
Ωn1
(ψ1 − 1) = γ1 + γ
∫
Ω
ψ1 − |Ωn1 | =
γ
1 + γ |Ω| − |Ωn1 |.
Noting that |Ωn1 | = β11+β1 |Ω|, we can deduce from the above equality and the Hölder inequality
that
(β1 − γ )|Ω|
(1 + β1)(1 + γ ) =
∫
Ωn1
(1 −ψ1)
{ ∫
Ωn1
(ψ1 − 1)2
} 1
2 |Ω| 12 ,
which, together with (2.16), yields
λ2 − λ1  P(Ω)λ1λ2(1 + β1)
2(1 + γ )3
(β1 − γ )2|Ω|
∫
Ωn2\Ωn1
ψ21 . (2.18)
It follows from the Hölder inequality and the imbedding theorem that∫
Ωn2\Ωn1
ψ21  |Ωn2 \Ωn1 |
2
N ‖ψ1‖2
L
2N
N−2 (Ω)
 |Ωn2 \Ωn1 |
2
N ‖ψ1‖2H 1(Ω) (2.19)
for N  3. Combining (2.19), (2.15) and (2.2), we obtain∫
Ωn2\Ωn1
ψ21 C(Λ,β1)|Ωn2 \Ωn1 |
2
N . (2.20)
Now the inequality in the right-hand side of (2.7) for N  3 follows from (2.20) and (2.18). For
N = 1 or 2, the proof is similar. 
Now we study the dependence of λ(Ω,Ωn,γ ) on the locations of Ωn with |Ωn| fixed. For
any β ∈ (0,+∞), set
B(β) = {Ωn ∣∣Ωn is a measurable set in Ω and |Ωn| = β|Ω \Ωn|}. (2.21)
Theorem 2.3.
inf
Ω ∈B(β)
λ(Ω,Ωn,γ )C(γ )min
{
(β − γ )2
2(1− α ) , (1 + β)α
}
, (2.22)n (1 + β) 2
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N
if N  3;
α is any number in (0,1) if N = 2; and α = 1 if N = 1. In particular, λ(Ω,Ωn,γ ) → +∞ as
β → +∞ with γ fixed. (Note: β → +∞ is equivalent to |Ωn| → |Ω|.)
Proof. Let λ = λ(Ω,Ωn,γ ) and ψ is the minimizer of (1.1)–(1.2) satisfying ψ > 0 in Ω and∫
Ω
ψ = |Ω|. Take ξ ≡ 1 in (2.1) with μ = λ, then γ ∫
Ωs
ψ − ∫
Ωn
ψ = 0. So,
(1 + γ )
∫
Ωn
ψ = γ
∫
Ω
ψ = γ |Ω|. (2.23)
Since |Ωn| = β1+β |Ω|, we have from (2.23) that
γ
∫
Ω
(ψ − 1)− (1 + γ )
∫
Ωn
(ψ − 1) = (1 + γ )|Ωn| − γ |Ω| = β − γ
β + 1 |Ω|, (2.24)
which, together with the Hölder inequality and the Poincaré inequality, gives
β − γ
β + 1 |Ω| 2(1 + γ )
∫
Ω
|ψ − 1| 2(1 + γ )|Ω| 12
{∫
Ω
|ψ − 1|2
} 1
2
 2(1 + γ )|Ω| 12 P 12 (Ω)
{∫
Ω
|∇ψ |2
} 1
2
,
and hence
(β − γ )2|Ω| 4(1 + γ )2(1 + β)2P(Ω)λI, (2.25)
where
I = γ
∫
Ωs
ψ2 −
∫
Ωn
ψ2. (2.26)
By (2.23) and the Poincaré inequality, we have∫
Ω
ψ2 =
∫
Ω
(ψ − 1)2 + |Ω| P(Ω)
∫
Ω
|∇ψ |2 + |Ω|. (2.27)
Suppose N  3. Using (2.25)–(2.27), the Hölder inequality and the imbedding theorem, we get
I  γ
∫
Ωs
ψ2  γ |Ωs | 2N
{∫
Ω
ψ
2N
N−2
}N−2
N
 γ |Ωs | 2N ‖ψ‖2H 1(Ω)
 γ |Ωs | 2N
{[
P(Ω)+ 1] ∫ |∇ψ |2 + |Ω|},
Ω
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I  γ |Ωs | 2N
{[
P(Ω)+ 1]λI + |Ω|}. (2.28)
If γ |Ωs | 2N [P(Ω)+ 1]λ 12 , then
λ 1
2γ |Ωs | 2N [P(Ω)+ 1]
= (1 + β)
2
N
2γ |Ω| 2N [P(Ω)+ 1]
. (2.29)
Here, we have used the fact that |Ωs | = 11+β |Ω|. If γ |Ωs |
2
N [P(Ω)+ 1]λ < 12 , then
I  2γ |Ωs | 2N |Ω|. (2.30)
Putting (2.30) into (2.25), we yield
λ (β − γ )
2
8γ (1 + γ )2(1 + β)2P(Ω)|Ωs | 2N
= (β − γ )
2
8γ (1 + γ )2(1 + β)2(1− 1N )P (Ω)|Ω| 2N
. (2.31)
Now (2.22) follows from (2.29) and (2.31) for N  3. The proofs for N = 1 and 2 are similar. 
Remark. Theorem 2.3 brings up an interesting problem that whether λ(Ω,Ωn,γ ) can attain
its minimum on B(β). In one-dimensional case, this problem is solved and we shall prove in
Section 3 that λ(Ω,Ωn,γ ) takes its minimum on B(β) if and only if Ωn is an interval located
on the left end or right end of Ω . For N > 1, it is open and we conjecture that λ(Ω,Ωn,γ )
can attain its minimum on B(β) at some Ω∗n ∈B(β) such that ∂Ω∗n ∩ Ω is a minimal surface
in Ω and |∂Ω∗n ∩ Ω| = minΩn∈B(β) |∂Ωn ∩ Ω| where |∂Ωn ∩ Ω| is the (N − 1)-dimensional
Hausdorff measure of ∂Ωn ∩Ω .
Next we shall show that λ(Ω,Ωn,γ ) has no upper bound on B(β). The idea is that
λ(Ω,Ωn,γ ) can takes arbitrary large value inB(β) as long as Ωn is distributed evenly enough
throughout Ω . Before we state and proof our next theorem, we need two elementary results.
Lemma 2.4. For any given x0 ∈ Rn, any given positive number σ and any set Γ ⊂ Rn, denote
Γ − x0 = {x − x0 | x ∈ Γ }, (2.32)
σΓ = {σx | x ∈ Γ }. (2.33)
Then,
λ(Ω − x0,Ωn − x0, γ ) = λ(Ω,Ωn,γ ), (2.34)
λ(σΩ,σΩn,γ ) = 1
σ 2
λ(Ω,Ωn,γ ). (2.35)
Proof. (2.34) and (2.35) are easy consequences of the definition (1.1)–(1.2) for λ(Ω,Ωn,γ ). 
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ωi ∩ωj = ∅ for i 	= j and ∂ωi (i = 1,2, . . . , k) are Lipschitz continuous. Let ωin (i = 1,2, . . . , k)
are measurable sets in ωi such that 0 < |ωin| < |ωi |. Denote
Ω = int
( ⋃
i=1,2,...,k
ω¯i
)
, Ωn =
⋃
i=1,2,...,k
ωin.
Suppose Ω is connected set in Rn. Then, for
0 < γ < min
i=1,2,...,k
|ωin|
|ωi \ωin|
,
we have
λ(Ω,Ωn,γ ) min
i=1,2,...,k λ
(
ωi,ωin, γ
)
. (2.36)
Proof. Let λ = λ(Ω,Ωn,γ ) and λi = λ(ωi,ωin, γ ) (i = 1,2, . . . , k). By the assumption, Ω is
also connected bounded open set in Rn with ∂Ω Lipschitz continuous. Let ψ is a mini-
mizer of (1.1)–(1.2), then ψ ∈ H 1(ωi) (i = 1,2, . . . , k). Denote λmin = mini=1,2,...,k λ(ωi,ωin),
ωis = ωi \ ωin and Ii = γ
∫
ωis
ψ2 − ∫
ωin
ψ2 (i = 1,2, . . . , k). If Ii > 0, then, by (1.1)–(1.2) for λi ,
we have λminIi  λiIi 
∫
ωi
|∇ψ |2. If Ii  0, then λminIi  0
∫
ωi
|∇ψ |2. So, in any cases, we
find
λminIi 
∫
ωi
|∇ψ |2, i = 1,2, . . . , k.
Taking the sum of the above inequalities from i = 1 to i = k, we yield
λmin 
∑k
i=1
∫
ωi
|∇ψ |2∑k
i=1(γ
∫
ωis
ψ2 − ∫
ωin
ψ2)
=
∫
Ω
|∇ψ |2
γ
∫
Ωs
ψ2 − ∫
Ωn
ψ2
= λ. 
Theorem 2.6.
sup
Ωn∈B(β)
λ(Ω,Ωn,γ ) = +∞, (2.37)
whereB(β) is defined by (2.21).
Proof. Denote λ(Ω,Ωn) = λ(Ω,Ωn,γ ). Without loss of generality, we only give a proof for
N = 2 (for N 	= 2, the arguments are similar).
We hope to construct a sequence {Ωkn}+∞k=1 ⊂B(β) such that limk→+∞ λ(Ω,Ωkn) → +∞.
The idea of the construction is that we distribute Ωnk throughout Ω more and more evenly
as k larger and larger. For any positive integer k, we divide Ω by the grid x = y = m2k (m =
0,±1,±2, . . .) into several subsets ω1,ω2, . . . ,ωq where q depends on k. Set
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{
ω
∣∣∣ ω ⊂ Ω, ω = (m2k , m+ 12k
)
×
(
p
2k
,
p + 1
2k
)
for some integer m and p
}
, (2.38)
Ω˜k = int
( ⋃
ω∈Θk
ω¯
)
⊂ Ω. (2.39)
Obviously,
∣∣Ω \ Ω˜k∣∣→ 0, as k → +∞. (2.40)
Notice that ∂ωi (i = 1,2, . . . , q) are Lipschitz continuous since ∂Ω is Lipschitz continuous. So
∂Ω˜k is Lipschitz continuous. Moreover Ω˜k is connected when k is large enough because Ω is
connected. Thus, for k large enough, Ω˜k is connected bounded open set in RN with Lipschitz
continuous boundary.
For any ω ∈ Θk , if ω = ( m2k , m+12k ) × ( p2k , p+12k ), let ωn = ( m2k + μ, m+12k − μ) × ( p2k + μ,
p+1
2k − μ) where μ is the unique positive number such that |ωn| = β|ω \ ωn|. For any ωi /∈ Θk
(1 i  q), let ωin be a measurable set of ωi such that |ωin| = β|ωi \ωin|. Set
Ωkn =
( ⋃
ω∈Θk
ωn
)
∪
( ⋃
ωi /∈Θk
ωin
)
, Ωks = Ω \Ωkn, (2.41)
Ω˜kn =
⋃
ω∈Θk
ωn ⊂ Ωkn, Ω˜ks = Ω˜k \ Ω˜kn, (2.42)
then,
∣∣Ωkn ∣∣= β∣∣Ω \Ωkn ∣∣, ∣∣Ω˜kn ∣∣= β∣∣Ω˜k \ Ω˜kn ∣∣, (2.43)
that is, Ωkn ∈B(β) and Ω˜kn ∈B(β). Denote
ωˆ =
[
− 1
2k+1
,
1
2k+1
]2
, ωˆn =
[
− 1
2k+1
√
1 + β ,
1
2k+1
√
1 + β
]2
, (2.44)
Ωˆ =
[
−1
2
,
1
2
]2
, Ωˆn =
[
− 1
2
√
1 + β ,
1
2
√
1 + β
]2
. (2.45)
Apparently, |ωˆn| = β|ωˆ \ ωˆn| and |Ωˆn| = β|Ωˆ \ Ωˆn|. By Lemma 2.4, we have that
λ(ω,ωn) = λ(ωˆ, ωˆn) = 22kλ(Ωˆ, Ωˆn) for any ω ∈ Θk.
By Lemma 2.5, we also have
λ
(
Ω˜k, Ω˜kn
)
 λ(ω,ωn) for any ω ∈ Θk.
So,
λ
(
Ω˜k, Ω˜kn
)
 22kλ(Ωˆ, Ωˆn). (2.46)
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λ
(
Ω,Ωkn
)→ +∞, as k → +∞. (2.47)
In fact, if (2.47) is false, then we can assume {λ(Ω,Ωkn)}+∞k=1 be bounded by passing to a
subsequence, that is, there exists a positive constant M > 0 such that
0 < λ
(
Ω,Ωkn
)
M, k = 1,2, . . . . (2.48)
Let ψk be the minimizer of (1.1)–(1.2) corresponding to λ(Ω,Ωkn) satisfying ψk > 0 in Ω
and
∫
Ω
ψk = |Ω|. By (2.2), {ψk}+∞k=1 is bounded in H 1(Ω) and, by passing to a subsequence,
there is ψ ∈ H 1(Ω) so that
∇ψk ⇀ ∇ψ weakly in L2(Ω), as k → +∞, (2.49)
ψk → ψ in L2(Ω), as k → +∞. (2.50)
By passing to a subsequence once more, we have
lim
k→+∞
∫
Ω˜k
|∇ψ |2 
∫
Ω
|∇ψ |2  lim
k→+∞
∫
Ω
|∇ψk|2. (2.51)
Since ∣∣∣∣
∫
Ωkn
ψ2k −
∫
Ωkn
ψ2
∣∣∣∣
∫
Ωkn
∣∣(ψk −ψ)(ψk +ψ)∣∣ ‖ψk −ψ‖L2(Ω)‖ψk +ψ‖L2(Ω),
we get from (2.50) that
lim
k→+∞
( ∫
Ωkn
ψ2k −
∫
Ωkn
ψ2
)
= 0. (2.52)
It follows from Theorem 2.1 that, for k = 1,2, . . . ,
∫
Ω
∇ψk∇ξ = λ
(
Ω,Ωkn
)(
γ
∫
Ωks
ψkξ −
∫
Ωkn
ψkξ
)
, ∀ξ ∈ H 1(Ω).
Taking ξ ≡ 1 and using the equality ∫
Ω
ψk = |Ω|, we have
(1 + γ )
∫
Ωkn
ψk = γ
∫
Ω
ψk = γ |Ω|.
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Ik = γ
∫
Ωks
ψ2k −
∫
Ωkn
ψ2k . (2.53)
Then,
Ik = γ
∫
Ω
ψ2k − (1 + γ )
∫
Ωkn
ψ2k
= γ
∫
Ω
(ψk − 1)2 − (1 + γ )
∫
Ωkn
(ψk − 1)2 + (1 + γ )
∣∣Ωkn ∣∣− γ |Ω|
−
∫
Ω
(ψk − 1)2 + β − γ
β + 1 |Ω|.
Using the Poincaré inequality and the fact that ψk is a minimizer of (1.1) corresponding to
λ(Ω,Ωkn), we find
Ik −P(Ω)
∫
Ω
|∇ψk|2 + β − γ
β + 1 |Ω| = −P(Ω)λ
(
Ω,Ωkn
)
Ik + β − γ
β + 1 |Ω|,
that is,
γ
∫
Ωks
ψ2k −
∫
Ωkn
ψ2k 
(β − γ )|Ω|
(β + 1)[1 + P(Ω)M] > 0, (2.54)
which, together with (2.50) and (2.52) leads to
γ
∫
Ωks
ψ2 −
∫
Ωkn
ψ2  (β − γ )|Ω|
2(β + 1)[1 + P(Ω)M] > 0, as k large enough. (2.55)
By (2.42),
γ
∫
Ω
ψ2 − (1 + γ )
∫
Ωkn
ψ2  γ
∫
Ω˜k
ψ2 − (1 + γ )
∫
Ω˜kn
ψ2 + γ
∫
Ω\Ω˜k
ψ2.
Set k → +∞ in the above inequality and using (2.50), (2.52) and (2.40), we find
lim
k→+∞
{
γ
∫
Ω
ψ2k − (1 + γ )
∫
Ωk
ψ2k
}
 lim
k→+∞
{
γ
∫
˜ k
ψ2 − (1 + γ )
∫
˜ k
ψ2
}
.n Ω Ωn
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ity exist. So,
lim
k→+∞
{
γ
∫
Ωks
ψ2k −
∫
Ωkn
ψ2k
}
 lim
k→+∞
{
γ
∫
Ω˜ks
ψ2 −
∫
Ω˜kn
ψ2
}
. (2.56)
Combining (2.51), (2.54)–(2.56) and (1.1), we yield
lim
k→+∞λ
(
Ω,Ωkn
)= limk→+∞
∫
Ω
|∇ψk|2
limk→+∞{γ
∫
Ωks
ψ2k −
∫
Ωkn
ψ2k }

limk→+∞
∫
Ω˜k
|∇ψ |2
limk→+∞{γ
∫
Ω˜ks
ψ2 − ∫
Ω˜kn
ψ2}  limk→+∞λ
(
Ω˜k, Ω˜kn
)
,
which, together with (2.46), gives limk→+∞ λ(Ω,Ωkn) = +∞, a contradiction to (2.48). There-
fore, (2.47) is true. 
Remark. The arguments in the proof of Theorem 2.6 suggest: in some sense and to some extent,
the magnitude of λ(Ω,Ωn,γ ) corresponds to the divergence of Ωn in Ω from its geometric
center when |Ωn| is fixed. It is an interesting problem that whether we can use λ(Ω,Ωn,γ ) to
express exactly a kind of divergence of Ωn throughout Ω .
Now we study the limit behavior of λ(Ω,Ωn,γ ) as γ tends to β .
Theorem 2.7. LetB(β) be the set defined in (2.21) and Ωn ∈B(β). Let ψγ be the minimizer of
(1.1)–(1.2) satisfying ψγ > 0 in Ω and
∫
Ω
ψ2γ = 1. Then, for fixed β and fixed Ωn, we have
lim
γ→β−0λ(Ω,Ωn,γ ) = 0, (2.57)
and
ψγ → |Ω|− 12 in L2(Ω), as γ → β − 0. (2.58)
Proof. Let λ(γ ) = λ(Ω,Ωn,γ ) andA (γ ) =A (Ω,Ωn,γ ). First we show that λ(γ ) is a strictly
decreasing function of γ . Since |ψγ | > 0 in Ω for γ ∈ (0, β), we have
0 < γ1
∫
Ωs
ψ2γ1 −
∫
Ωn
ψ2γ1 < γ2
∫
Ωs
ψ2γ1 −
∫
Ωn
ψ2γ1 (2.59)
for 0 < γ1 < γ2 < β , in particular, ψγ1 ∈A (γ2). So,
λ(γ1) =
∫
Ω
|∇ψγ1 |2
γ1
∫
Ωs
ψ2γ1 −
∫
Ωn
ψ2γ1
>
∫
Ω
|∇ψγ1 |2
γ2
∫
Ωs
ψ2γ1 −
∫
Ωn
ψ2γ1
 λ(γ2). (2.60)
Thus, λ(γ ) is strictly decreasing with respect to γ .
2850 X. Shen, W. Yu / J. Differential Equations 244 (2008) 2836–2869Let λ(β) = limγ→β−0 λ(γ ), then λ(β)  0. We need to prove λ(β) = 0. For a fixed γ0 ∈
(0, β), we have 0 < λ(γ ) < λ(γ0) when γ ∈ (γ0, β). So, by (2.2) and
∫
Ω
ψ2γ = 1 for γ ∈ (0, β),
{ψγ }γ∈(γ0,β) is bounded in H 1(Ω), and hence there is a subsequence {γk}+∞k=1 and a function
ψβ ∈ H 1(Ω) with
∫
Ω
ψ2β = 1, such that, limk→+∞ γk = β ,
∇ψγk ⇀ ∇ψβ weakly in L2(Ω), as k → +∞, (2.61)
ψγk → ψβ in L2(Ω), as k → +∞. (2.62)
Because (λ(γk),ψγk ) is a solution of (2.1), (2.61)–(2.62) leads to∫
Ω
∇ψβ∇ξ = λ(β)
{
β
∫
Ωs
ψβξ −
∫
Ωn
ψβξ
}
, ∀ξ ∈ H 1(Ω). (2.63)
Especially,
∫
Ω
|∇ψβ |2 = λ(β)
{
β
∫
Ωs
ψ2β −
∫
Ωn
ψ2β
}
. (2.64)
Suppose λ(β) > 0. Then it is easy to find that
∫
Ω
|∇ψβ |2 > 0. In fact, if
∫
Ω
|∇ψβ |2 = 0,
(2.64) gives
β
∫
Ωs
ψβξ −
∫
Ωn
ψβξ = 0, ∀ξ ∈ H 1(Ω).
For any ξ ∈ L2(Ω) we can find {ξk}+∞k=1 ⊂ H 1(Ω) such that limk→+∞ ξk = ξ in L2(Ω), So above
equality is also hold for any ξ ∈ L2(Ω), which leads to ψβ = 0 almost everywhere in Ω . But this
is impossible since
∫
Ω
ψ2β = 1. Thus
∫
Ω
|∇ψβ |2 > 0.
Now by (2.64), β ∫
Ωs
ψ2β −
∫
Ωn
ψ2β > 0, i.e. ψβ ∈A (β), and
λ(β) =
∫
Ω
|∇ψβ |2
β
∫
Ωs
ψ2β −
∫
Ωn
ψ2β
. (2.65)
For any φ ∈A (β), it holds β ∫
Ωs
φ2 − ∫
Ωn
φ2 > 0. So, if γ is sufficiently close to β , it also holds
that γ
∫
Ωs
φ2 − ∫
Ωn
φ2 > 0, i.e. φ ∈A (γ ). Hence, when γ is less than β and sufficiently close
to β , we have
λ(β) λ(γ )
∫
Ω
|∇φ|2
γ
∫
Ωs
φ2 − ∫
Ωn
φ2
, ∀φ ∈A (β).
Letting γ → β − 0 in the above inequality, we get
λ(β)
∫
Ω
|∇φ|2
β
∫
φ2 − ∫ φ2 , ∀φ ∈A (β), (2.66)
Ωs Ωn
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λ(β) = min
ϕ∈A (β)
∫
Ω
|∇ϕ|2
β
∫
Ωs
ϕ2 − ∫
Ωn
ϕ2
(2.67)
and ψβ is a minimizer of (2.67).
On the other hand, setting ξ ≡ 1 in (2.63), then
β
∫
Ωs
ψβ =
∫
Ωn
ψβ. (2.68)
Denote ψ¯β = 1|Ω|
∫
Ω
ψβ , then it holds from the fact β = |Ωn||Ωs | that
β
∫
Ωs
(ψβ − ψ¯β)2 −
∫
Ωn
(ψβ − ψ¯β)2 = β
∫
Ωs
ψ2β −
∫
Ωn
ψ2β. (2.69)
Thus, ψβ − ψ¯β is also a minimizer of (2.67). By Theorem 2.1 we have ψβ − ψ¯β =∫
Ω(ψβ−ψ¯β )∫
Ω ψβ
ψβ = 0 in Ω and hence ∇ψβ = ∇ψ¯β = 0 in Ω , a contradiction to
∫
Ω
|∇ψβ |2 > 0.
Therefore λ(β) > 0 is false. Thus (2.57) is true.
By (2.64) and (2.57), ∫
Ω
|∇ψβ |2 = 0. Since
∫
Ω
ψ2β = 1, we get ψβ ≡ |Ω|−
1
2 , which, together
with (2.62), leads to (2.58). 
The following result will be used in Section 4.
Theorem 2.8.
inf
Ωn∈B(β)
∫
Ω
|∇ψΩn |2∫
Ω
ψ2Ωn
> 0, (2.70)
where ψΩn is a minimizer of (1.1)–(1.2) corresponding to λ(Ω,Ωn,γ ) and B(β) is defined
by (2.21).
Proof. Suppose (2.70) is false. Then there are sequences {Ωnm}+∞m=1 ⊂B(β) and {ψm}+∞m=1 ⊂
B(β) with ψm ≡ ψΩnm , ‖ψm‖L2(Ω) = 1 and limm→+∞
∫
Ω
|∇ψm|2 = 0. By passing to a proper
subsequence, we have limm→+∞ ψm = |Ω|− 12 in L2(Ω). So, for any ε > 0 and m large enough,
we have
∫
Ω
(ψm − |Ω|− 12 )2 < ε2, and hence
0 < γ
∫
Ωsm
ψ2m −
∫
Ωnm
ψ2m = γ
∫
Ω
ψ2m − (1 + γ )
∫
Ωnm
ψ2m
= γ − (1 + γ )
∫ {(
ψm − |Ω|− 12
)2 + 2(ψm − |Ω|− 12 )|Ω|− 12 + |Ω|−1}Ωnm
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(
ε2 + 2ε)
= γ − β(1 + γ )
1 + β + (1 + γ )
(
ε2 + 2ε)
= γ − β
1 + β + (1 + γ )
(
ε2 + 2ε)
< 0 (if ε is small enough),
which is a contradiction. Thus (2.70) is true. 
A direct consequence of (2.70) is that infΩn∈B(β) λ(Ω,Ωn,γ ) > 0. But (2.22) does not follow
from (2.70) since we have not been able to estimate the lower bound of the left-hand side in (2.70)
by the constants β and γ .
3. The one-dimensional case
In this section we shall prove that, if N = 1 and Ω is a bounded open interval in R2, then
λ(Ω,Ωn,γ ) takes its minimum on B(β) at Ωn if and only if Ωn is an interval located on the
left end or right end of Ω . Before we prove this result, we need to make some preparation.
Lemma 3.1. Let {εk}+∞k=1 and {αk}+∞k=1 be two bounded sequences in R1 and limk→+∞ εk = 0.
Let {φk}+∞k=1 ⊂ H 1(Ω) satisfying
∫
Ω
φk = 0 and
∫
Ω
|∇φk|2  λ
{
γ
∫
Ω
φ2k − (1 + γ )
∫
Ωn
φ2k
}
+ αk
{∫
Ω
|∇φk| +
∫
Ω
|φk| + 1
}
+ εk‖φk‖2H 1(Ω) (3.1)
for k = 1,2, . . . , where λ = λ(Ω,Ωn,γ ). Then {φk}+∞k=1 is bounded in H 1(Ω). If, in addition,
limk→+∞ αk = 0, then
lim
k→+∞‖φk‖H 1(Ω) = 0. (3.2)
Proof. Since {αk}+∞k=1 is bounded and limk→+∞ εk = 0, we can easily deduce from (3.1) that∫
Ω
|∇φk|2  C
{∫
Ω
φ2k + 1
}
, k = 1,2, . . . . (3.3)
Here C is a positive constant independent of k. Suppose {φk}+∞k=1 is not bounded in H 1(Ω). Then,
by passing to a suitable subsequence, we can assume that
lim
k→+∞
∫
φ2k = +∞. (3.4)Ω
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∫
Ω
Φk = 0,
∫
Ω
Φ2k = 1 and {Φk}+∞k=1 is bounded in H 1(Ω). So, by
passing to a further subsequence, there is a function Φ ∈ H 1(Ω) satisfying ∫
Ω
Φ = 0, ∫
Ω
Φ2 = 1
and
Φk → Φ in L2(Ω), as k → +∞, (3.5)
∇Φk ⇀ ∇Φ weakly in L2(Ω), as k → +∞. (3.6)
Moreover, dividing (3.1) by ‖φk‖2L2(Ω), we get
∫
Ω
|∇Φk|2  λ
{
γ
∫
Ω
Φ2k − (1 + γ )
∫
Ωn
Φ2k
}
+ αk‖φk‖L2(Ω)
{∫
Ω
|∇Φk| +
∫
Ω
|Φk|
}
+ αk‖φk‖2L2(Ω)
+ εk‖Φk‖2H 1(Ω). (3.7)
Letting k → +∞ in the above inequality and using (3.4)–(3.6), we find
∫
Ω
|∇Φ|2  lim
k→+∞
∫
Ω
|∇Φk|2  λ
{
γ
∫
Ω
Φ2 − (1 + γ )
∫
Ωn
Φ2
}
. (3.8)
Since
∫
Ω
Φ = 0 and ∫
Ω
Φ2 = 1, Φ is not equal to a constant in Ω and hence ∫
Ω
|∇Φ|2 > 0.
Thus (3.8) implies Φ ∈A (β) and is a minimizer of (1.1)–(1.2). But, by Theorem 2.1, Φ is either
positive in Ω or negative in Ω which violates the equality
∫
Ω
Φ = 0. Therefore, (3.4) is false
and {φk}+∞k=1 is bounded in H 1(Ω).
By passing to a proper subsequence, we can assume that {φk}+∞k=1 converges to some φ in
H 1(Ω) and weakly in L2(Ω) as k → +∞. If, in addition, limk→+∞ αk = 0, we can let k → +∞
in (3.1) and find
∫
Ω
|∇φ|2  λ
{
γ
∫
Ω
φ2 − (1 + γ )
∫
Ωn
φ2
}
.
Noting
∫
Ω
φ = limk→+∞
∫
Ω
φk = 0, we can find from the above inequality by a similar argument
as before that φ ≡ 0 in Ω , and hence limk→+∞
∫
Ω
φ2k = 0. Once again letting k → +∞ in (3.1),
we yield limk→+∞
∫
Ω
|∇φk|2 = 0. Thus (3.2) holds. 
In the rest of this section, we shall only consider the case N = 1.
Lemma 3.2. Let a, b, c, d and δ are fixed numbers with a  c < d  b and 0 < δ < d − c.
Let Ω = (a, b) andB(β) defined by (2.21). For any r ∈ [c, d − δ], let Ωn(r) ∈B(β) satisfying
Ωn(r)∩ (c, d) = (r, r + δ) and Ωn(r)\ (c, d) being a union of finite number of intervals which is
independent of r . Denote λ(r) = λ(Ω,Ωn(r), γ ) and let ψ(x, r) be the minimizer of (1.1)–(1.2)
corresponding to λ(r) satisfying ψ(x, r) > 0 in Ω and ∫ ψ(x, r) dx = |Ω|. Then, we have:Ω
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2◦. For any r ∈ (c, d − δ), if λ′(r) = 0, then λ′′(r) < 0. In particular, λ(r) > min{λ(c), λ(d − δ)}
for r ∈ (c, d − δ).
Proof. 1◦. We divide the proof into five steps.
Step 1. λ(r) ∈ C([c, d − δ]).
For any r0 ∈ [c, d − δ], we need to prove λ(r) is continuous at r0. Without loss of generality,
we can assume c < r0  d − δ. Then, there is an open interval (c0, d0) such that [r0, r0 + δ] ⊂
(c0, d0] ⊂ [c, d]. Take ε0 > 0 so small that (r, r + δ)∪ (r0, r0 + δ) ⊂ (c0, d0) for any r ∈ [c, d −
δ] ∩ [r0 − ε0, r0 + ε0]. Denote Ωˆn = (c0, d0) ∪ Ωn(r) and Ω˜n(r) = [r0, r0 + δ] ∪ Ωn(r). Then,
Ωˆn is independent of r and
Ωn(r) ⊂ Ω˜n(r) ⊂ Ωˆn ⊂ Ω, |Ωˆn| < |Ω|
for r ∈ [c, d − δ] ∩ [r0 − ε0, r0 + ε0]. By the left-hand inequality in (2.7), we have
λ(r) λ
(
Ω,Ω˜n(r), γ
)
 λ(Ω, Ωˆn, γ ), ∀r ∈ [c, d − δ] ∩ [r0 − ε0, r0 + ε0].
So λ(r) and λ(Ω, Ω˜n(r), γ ) are bounded in [c, d − δ] ∩ [r0 − ε0, r0 + ε0], and hence, by the
right-hand inequality in (2.7), we get
0 < λ
(
Ω,Ω˜n(r), γ
)− λ(r) C∣∣Ω˜n(r) \Ωn(r)∣∣, ∀r ∈ [c, d − δ] ∩ [r0 − ε0, r0 + ε0],
0 < λ
(
Ω,Ω˜n(r), γ
)− λ(r0) C∣∣Ω˜n(r) \Ωn(r0)∣∣, ∀r ∈ [c, d − δ] ∩ [r0 − ε0, r0 + ε0].
Here, C is a positive constant independent of r . Since
∣∣Ω˜n(r) \Ωn(r)∣∣= ∣∣([r0, r0 + δ] ∪ [r, r + δ]) \ [r, r + δ]∣∣ |r − r0|,∣∣Ω˜n(r) \Ωn(r0)∣∣= ∣∣([r0, r0 + δ] ∪ [r, r + δ]) \ [r0, r0 + δ]∣∣ |r − r0|,
we find
∣∣λ(r)− λ(r0)∣∣ ∣∣λ(Ω,Ω˜n(r), γ )− λ(r)∣∣+ ∣∣λ(Ω,Ω˜n(r), γ )− λ(r0)∣∣ 2C|r − r0|
for r ∈ [c, d − δ] ∩ [r0 − ε0, r0 + ε0]. Thus, λ(r) is continuous at r0.
Step 2. ψ(x, r), ∂ψ
∂x
(x, r) ∈ C(Ω¯ × [c, d − δ]).
For any ri ∈ [c, d − δ] (i = 1,2), let ψi(x) = ψ(x, ri), λi = λ(ri), Ωni = Ωn(ri) and
Ωsi = Ω \ Ωni . Notice that ψ1 and ψ2 satisfy (2.11). Since ‖ψi‖L1(Ω) =
∫
Ω
ψi = |Ω| and
λ(r) ∈ C([c, d − δ]), (2.2) shows that ‖ψi‖H 1(Ω) is uniformly bounded with respect to ri . By
the definition of Ωni , we also have |Ωn2 \ Ωn1 | |r2 − r1| and |Ωs2 \ Ωs1 | |r2 − r1|. So, we
can rewrite (2.11) as
∫
Ω
∣∣∣∣d(ψ1 −ψ2)dx
∣∣∣∣
2
= λ2
{
γ
∫
Ω
(ψ1 −ψ2)2 −
∫
Ω
(ψ1 −ψ2)2
}
+ ◦(1), (3.9)
s2 n2
X. Shen, W. Yu / J. Differential Equations 244 (2008) 2836–2869 2855where limr1→r2 ◦(1) = 0. Because of
∫
Ω
(ψ1 − ψ2) = |Ω| − |Ω| = 0, we can apply Lemma 3.1
to (3.9) and yield
lim
r1→r2
‖ψ1 −ψ2‖H 1(Ω) = 0, ∀r2 ∈ [c, d − δ]. (3.10)
By (2.3),
‖ψi‖C1,θ (Ω¯)  C‖ψi‖L1(Ω) = C|Ω|, i = 1,2, (3.11)
where C and θ are independent of r1 and r2, 0 < θ < 1. So, for any ε > 0, we can first let r1 → r2
in the following interpolation inequality that
‖ψ1 −ψ2‖C1(Ω¯)  ε‖ψ1 −ψ2‖C1,θ (Ω¯) +Cε‖ψ1 −ψ2‖L2(Ω), (3.12)
and then let ε → 0 to yield
lim
r1→r2
‖ψ1 −ψ2‖C1(Ω¯) = 0, ∀r2 ∈ [c, d − δ], (3.13)
that is, ψ(x, r) and ∂ψ
∂x
(x, r) belong to C(Ω¯ × [c, d − δ]).
Step 3. λ(r) ∈ C1([c, d − δ]) and
λ′(r)
{
γ
∫
Ω
ψ2 − (1 + γ )
∫
Ωn(r)
ψ2
}
= (1 + γ )λ(r)[ψ2(r + δ, r)−ψ2(r, r)]. (3.14)
Note that (2.10) holds for any ri ∈ [c, d − δ] (i = 1,2). We rewrite (2.10) as the following:
(λ2 − λ1)
{
γ
∫
Ω
ψ2ψ1 − (1 + γ )
∫
Ωn2
ψ2ψ1
}
= −(1 + γ )λ1
{ ∫
Ωn1
−
∫
Ωn2
}
ψ2ψ1.
By the definition of Ωni (i = 1,2), the following equality holds:
{ ∫
Ωn1
−
∫
Ωn2
}
φ =
{ r1+δ∫
r1
−
r2+δ∫
r2
}
φ =
{ r2∫
r1
−
r2+δ∫
r1+δ
}
φ (3.15)
for any φ ∈ L1(Ω). So, we have
(λ1 − λ2)
{
γ
∫
Ω
ψ2ψ1 − (1 + γ )
∫
Ωn2
ψ2ψ1
}
= (1 + γ )λ1
{ r2∫
r1
−
r2+δ∫
r1+δ
}
ψ2ψ1. (3.16)
Dividing the above equality by r1 − r2 and then letting r1 → r2, we can get (3.14) for r = r2
by (3.13) and the continuity of λ(r) in [c, d − δ]. Thus (3.14) holds for any r ∈ [c, d − δ] because
r2 is an arbitrary point in [c, d − δ]. Obvious (3.14) leads to λ′(r) ∈ C([c, d − δ]).
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∂r
(x, r) ∈ C(Ω¯ × [c, d − δ]), and, for any fixed r ∈ [c, d − δ], ∂ψ
∂r
(x, r) is the unique
solution of the following problem:
Ψ ∈ H 1(Ω),
∫
Ω
Ψ = 0, (3.17)
∫
Ω
dΨ
dx
dξ
dx
= λ′(r)
{
γ
∫
Ω
ψξ − (1 + γ )
∫
Ωn(r)
ψξ
}
+ λ(r)
{
γ
∫
Ω
Ψ ξ − (1 + γ )
∫
Ωn(r)
Ψ ξ
}
− (1 + γ )λ(r)[ψ(r + δ, r)ξ(r + δ)−ψ(r, r)ξ(r)], ∀ξ ∈ H 1(Ω). (3.18)
First we show that, for any ri ∈ [c, d − δ] (i = 1,2), there exists a positive constant C inde-
pendent of ri (i = 1,2) such that
∥∥∥∥ψ(·, r1)−ψ(·, r2)r1 − r2
∥∥∥∥
H 1(Ω)
 C. (3.19)
Notice that ψi (i = 1,2) satisfy (2.9). Subtracting the equality for i = 1 in (2.9) from that for
i = 2, we get
∫
Ω
d(ψ2 −ψ1)
dx
dξ
dx
= λ2
{
γ
∫
Ω
ψ2ξ − (1 + γ )
∫
Ωn2
ψ2ξ
}
− λ1
{
γ
∫
Ω
ψ1ξ − (1 + γ )
∫
Ωn1
ψ1ξ
}
.
Using (3.15), we can rewrite the above equality as
∫
Ω
d(ψ1 −ψ2)
dx
dξ
dx
= λ2
{
γ
∫
Ω
(ψ1 −ψ2)ξ − (1 + γ )
∫
Ωn2
(ψ1 −ψ2)ξ
}
+ (λ1 − λ2)
{
γ
∫
Ω
ψ1ξ − (1 + γ )
∫
Ωn1
ψ1ξ
}
+ λ2(1 + γ )
{ r1∫
r2
−
r1+δ∫
r2+δ
}
ψ1ξ. (3.20)
Taking ξ = ψ1 −ψ2 and then setting Ψ˜ = ψ1−ψ2r1−r2 in (3.20), we find
∫
Ω
Ψ˜ = 0, (3.21)
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∫
Ω
∣∣∣∣dΨ˜dx
∣∣∣∣
2
= λ2
{
γ
∫
Ω
Ψ˜ 2 − (1 + γ )
∫
Ωn2
Ψ˜ 2
}
+ λ1 − λ2
r1 − r2
{
γ
∫
Ω
ψ1Ψ˜ − (1 + γ )
∫
Ωn1
ψ1Ψ˜
}
+ λ2(1 + γ )
r1 − r2
{ r1∫
r2
−
r1+δ∫
r2+δ
}
ψ1Ψ˜ .
Since
∫
Ω
Ψ˜ = 0 and Ω = (a, b) ⊂ R1, we have ‖Ψ˜ ‖C(Ω) 
∫
Ω
| dΨ˜
dx
|. So, we get from the above
equality that
∫
Ω
∣∣∣∣dΨ˜dx
∣∣∣∣
2
 λ2
{
γ
∫
Ω
Ψ˜ 2 − (1 + γ )
∫
Ωn2
Ψ˜ 2
}
+C
{∫
Ω
|Ψ˜ | +
∫
Ω
∣∣∣∣dΨ˜dx
∣∣∣∣
}
, (3.22)
where C is independent of r1 and r2. Suppose that (3.19) is false. Then there are two sequences
{ri,m}+∞m=1 ⊂ [c, d − δ] (i = 1,2) such that
lim
m→+∞‖Ψ˜m‖H 1(Ω) = +∞, (3.23)
where Ψ˜m = ψ(x,r1,m)−ψ(x,r2,m)r1,m−r2,m satisfying
∫
Ω
Ψ˜m = 0 and (3.22). By passing to a proper sub-
sequence, we can assume that limm→+∞ r2,m = r∞ ∈ [c, d − δ] so that we can rewrite (3.22)
as
∫
Ω
∣∣∣∣dΨ˜mdx
∣∣∣∣
2
 λ∞
{
γ
∫
Ω
Ψ˜ 2m − (1 + γ )
∫
Ωn(r∞)
Ψ˜ 2m
}
+C
{∫
Ω
|Ψ˜m| +
∫
Ω
∣∣∣∣dΨ˜mdx
∣∣∣∣
}
+ εm‖Ψ˜m‖2H 1(Ω),
where limm→+∞ εm = 0. By Lemma 3.1, we find {Ψ˜m}+∞m=1 is bounded in H 1(Ω), which violates
(3.23). Thus (3.19) must be true.
By (3.19), for any fixed r ∈ [c, d − δ], there is a sequence {rk}+∞k=1 ⊂ [c, d − δ] satisfying
limk→+∞ rk → r and a function Ψr(x) ∈ H 1(Ω) ⊂ C 12 (Ω¯) satisfying
∫
Ω
Ψr = 0 such that
ψ(x, rk)−ψ(x, r)
rk − r → Ψr(x) in C(Ω¯), as k → +∞, (3.24)
d
(
ψ(x, rk)−ψ(x, r))
⇀
dΨr(x)
weakly in L2(Ω), as k → +∞. (3.25)
dx rk − r dx
2858 X. Shen, W. Yu / J. Differential Equations 244 (2008) 2836–2869Taking r2 = r and r1 = rk in (3.20), dividing it by rk − r , and then letting k → +∞, we find Ψr
is a solution of (3.17)–(3.18). Suppose Ψˆr (x) is another solution of (3.17)–(3.18) for the given r .
Set Φ ≡ Ψr − Ψˆr , then
∫
Ω
Φ = 0 and
∫
Ω
dΦ
dx
dξ
dx
= λ(r)
{
γ
∫
Ω
Φξ − (1 + γ )
∫
Ωn(r)
Φξ
}
, ∀ξ ∈ H 1(Ω). (3.26)
Recalling that λ(r) ≡ λ(Ω,Ωn(r), γ ), we find from Theorem 2.1 that Φ ≡ 0 in Ω . Thus Ψr
is the unique solution of (3.17)–(3.18) and, consequently, Ψr is independent of the choice for
{rk}+∞k=1 in (3.24). So, Ψr = ∂ψ(x,r)∂r for any r ∈ [c, d − δ], and by (3.24) and (3.19),∥∥∥∥∂ψ(x, r)∂r
∥∥∥∥
H 1(Ω)
 C for r ∈ [c, d − δ], (3.27)
where C is independent of r .
Since ∂ψ(x,r)
∂r
satisfies (3.17) and (3.18), we can apply Lemma 3.1 once more in the same way
as above to find
lim
r→r0
∥∥∥∥∂ψ∂r (x, r)− ∂ψ∂r (x, r0)
∥∥∥∥
H 1(Ω)
= 0, ∀r0 ∈ [c, d − δ]. (3.28)
Now (3.27) and (3.28) imply ∂ψ
∂r
∈ C(Ω¯ × [c, d − δ]) because of Ω ⊂ R1.
Step 5. λ′(r) ∈ C1([c, d − δ]).
This is a direct consequence of the results in Steps 3 and 4.
2◦. Let r0 ∈ (c, d−δ) and λ′(r0) = 0, we need to prove λ′′(r0) < 0. Denote ψr0(x) = ψ(x, r0).
Let r = r0 in (3.14), then
ψ(r0, r0 + δ) = ψ(r0, r0). (3.29)
Differentiating (3.14) with respect to r and then letting r = r0, we get
λ′′(r0)
{
γ
∫
Ω
ψ2r0 − (1 + γ )
∫
Ωn(r0)
ψ2r0
}
= 2(1 + γ )λ(r0)ψ(r0, r0)
[
∂ψ
∂x
(r0 + δ, r0)+ ∂ψ
∂r
(r0 + δ, r0)
]
− 2(1 + γ )λ(r0)ψ(r0, r0)
[
∂ψ
∂x
(r0, r0)+ ∂ψ
∂r
(r0, r0)
]
. (3.30)
So, λ′′(r0) < 0 if and only if
∂ψ
∂x
(r0 + δ, r0)+ ∂ψ
∂r
(r0 + δ, r0) < ∂ψ
∂x
(r0, r0)+ ∂ψ
∂r
(r0, r0). (3.31)
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Ψr0 ∈ H 1(Ω),
∫
Ω
Ψr0 = 0, (3.32)
∫
Ω
dΨr0
dx
dξ
dx
= λ(r0)
{
γ
∫
Ω
Ψr0ξ − (1 + γ )
∫
Ωn(r0)
Ψr0ξ
}
− (1 + γ )λ(r0)ψ(r0, r0)
[
ξ(r0 + δ)− ξ(r0)
]
, ∀ξ ∈ H 1(Ω). (3.33)
While, by (2.1), ψr0 satisfies:∫
Ω
dψr0
dx
dξ
dx
= λ(r0)
{
γ
∫
Ω
ψr0ξ − (1 + γ )
∫
Ωn(r0)
ψr0ξ
}
, ∀ξ ∈ H 1(Ω). (3.34)
For any η ∈ H 10 ([c, d]) ≡ {η ∈ H 1(Ω) | η = 0, x ∈ Ω¯ \ (c, d)}, taking ξ = dηdx in (3.34) and then
integrating by parts we find
∫
Ω
d
dx
(
dψr0
dx
)
dη
dx
= λ(r0)
{
γ
∫
Ω
η
dψr0
dx
− (1 + γ )
r0+δ∫
r0
η
dψr0
dx
}
+ (1 + γ )λ(r0)ψ(r0, r0)
[
η(r0 + δ)− η(r0)
]
, ∀η ∈ H 10
([c, d]). (3.35)
Here, we have used (3.29) and the fact that Ωn(r0)∩ (c, d) = (r0, r0 + δ). Denote
H(x) ≡ ∂ψ
∂x
(x, r0)+ ∂ψ
∂r
(x, r0) ≡ dψr0
dx
(x)+Ψr0(x). (3.36)
Then, (3.31) is equivalent to H(r0 + δ) < H(r0). By (3.33) and (3.35), H solves
∫
Ω
dH
dx
dη
dx
= λ(r0)
{
γ
∫
Ω
Hη − (1 + γ )
r0+δ∫
r0
Hη
}
, ∀η ∈ H 10
([c, d]), (3.37)
that is, H is a weak solution of the differential equation
φ′′ = f φ, x ∈ (c, d), (3.38)
where
f (x) =
{−γ λ(r0), x ∈ (c, r0)∪ (r0 + δ, d),
λ(r0), x ∈ (r0, r0 + δ). (3.39)
So, H ∈ C1((c, d))∪C2((c, d) \ {r0, r0 + δ}). By (3.34), ψr0 is also a solution of (3.38)–(3.39).
Therefore, ψr ∈ C1((c, d))∪C2((c, d) \ {r0, r0 + δ}) and0
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H ′ψr0 −Hψ ′r0
)′ = 0, x ∈ (c, d) \ {r0, r0 + δ}, (3.40)
that is,
H ′ψr0 −Hψ ′r0 ≡ constant, x ∈ (c, d). (3.41)
On the other hand, H ′ψr0 − Hψ ′r0 = (ψ ′′r0 + Ψ ′r0)ψr0 − (ψ ′r0 + Ψr0)ψ ′r0 . So, for x ∈ (c, d) \[r0, r0 + δ],
H ′ψr0 −Hψ ′r0 =
[
Ψ ′r0ψr0 −Ψr0ψ ′r0
]− [γ λ(r0)ψ2r0 + (ψ ′r0)2]. (3.42)
Taking ξ in (3.33) and (3.34) such that ξ ≡ 0 in [r0, r0 + δ], we find that both ψr0 and Ψr0 are
weak solutions of the following problem
{
φ′′ = gφ, x ∈ Ω \ [r0, r0 + δ],
φ′(a) = φ′(b) = 0, (3.43)
where
g(x) =
{−γ λ(r0), x ∈ Ω \Ωn(r0),
λ(r0), x ∈ Ωn(r0) \ [r0, r0 + δ]. (3.44)
Hence ψr0 and Ψr0 belong to C1(Ω¯ \ [r0, r0 + δ])∪C2(Ω \ ([r0, r0 + δ] ∪ ∂Ωn(r0))) and
(
Ψ ′r0ψr0 −Ψr0ψ ′r0
)′ = 0, x ∈ Ω \ ([r0, r0 + δ] ∪ ∂Ωn(r0)), (3.45)
Ψ ′r0(x) = ψ ′r0(x) = 0, x = a and b. (3.46)
Recall that Ωn(r0) is a union of finite number of intervals in R1, so ∂Ωn(r0) is consist of finite
point in R1. We obtain from (3.45) and (3.46) that
Ψ ′r0ψr0 −Ψr0ψ ′r0 ≡ 0, x ∈ Ω \ [r0, r0 + δ]. (3.47)
Since δ < d −c and r0 ∈ (c, d − δ), there is a point x0 ∈ (c, d)\ (r0, r0 + δ). By (3.42) and (3.47),
H ′(x0)ψr0(x0)−H(x0)ψ ′r0(x0) < 0 which, together with (3.41), yields
H ′ψr0 −Hψ ′r0 < 0 in (c, d),
that is,
(
H
ψr0
)′
= H
′ψr0 −Hψ ′r0
ψ2r0
< 0, x ∈ (c, d).
Hence,
H(r0 + δ)
<
H(r0)
,ψr0(r0 + δ) ψr0(r0)
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to (3.31). Thus λ′′(r0) < 0.
The proof of Lemma 3.2 is completed. 
Now we are ready to state and prove our main results in this section.
Theorem 3.3. Let Ω = (a, b) andB(β) defined by (2.21). Denote
Q1 =
(
a,
a + βb
β + 1
)
, Q2 =
(
aβ + b
β + 1 , b
)
. (3.48)
Then,
λ(Ω,Qi, γ ) = min
Ωn∈B(β)
λ(Ω,Ωn,γ ) (i = 1,2). (3.49)
Moreover, if Ωn is a minimizer of λ(Ω,Ωn,γ ) inB(β), then either Ωn = Q1 or Ωn = Q2.
Proof. Let λ(Ω,Ωn) = λ(Ω,Ωn,γ ). By Lemma 2.4, we can assume, without loss of generality,
that a = −1 and b = 1 so that Ω = (−1,1), Q1 = (−1, β−1β+1 ) and Q2 = ( 1−ββ+1 ,1).
It is easy to verify that Qi ∈B(β) (i = 1,2) and λ(Ω,Q1) = λ(Ω,Q2). According to (1.4),
Ωn = Qi if and only if |Ωn Qi | = 0. So, in order to prove Theorem 3.3, we only need to show
that
λ(Ω,Ωn) > λ(Ω,Q1) for ∀Ωn ∈B(β) satisfying |Ωn Qi | > 0 (i = 1 and 2), (3.50)
where Ωn Qi = (Ωn \Qi)∪ (Qi \Ωn). We divided the proof into five cases as follows.
Case 1. Ωn = (−1, a1)∪ (a2,1) where −1 < a1 < a2 < 1.
We can always find a point a0 ∈ (a1, a2) such that a1 + 1 = β1+β (a0 + 1) and 1 − a2 =
β
1+β (1 − a0). Let Ω˜ = (−1, a0), Ωˆ = (a0,1), Ω˜n = (−1, a1) and Ωˆn = (a2,1). It is easy to
verify that |Ω˜n| = β|Ω˜ \ Ω˜n| and |Ωˆn| = β|Ωˆ \ Ωˆn|. By Lemma 2.5,
λ(Ω,Ωn)min
{
λ(Ω˜, Ω˜n), λ(Ωˆ, Ωˆn)
}
, (3.51)
while, by Lemma 2.4,
λ(Ω˜, Ω˜n) = 4
(a0 + 1)2 λ(Ω,Q1) > λ(Ω,Q1), (3.52)
λ(Ωˆ, Ωˆn) = 4
(1 − a0)2 λ(Ω,Q2) > λ(Ω,Q1). (3.53)
Combining (3.51)–(3.53), we get λ(Ω,Ωn) > λ(Ω,Q1).
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Let Ωn ≡ Ωn(r) = (r, r + δ) with δ = 2β1+β and −1 < r < 1 − δ. Denote λ(r) = λ(Ω,Ωn(r)).
Then λ(−1) = λ(Ω,Q1) = λ(Ω,Q2) = λ(1−δ). Applying Lemma 3.2 to λ(r) for Ω = (−1,1),
c = −1, d = 1 and δ = 2β1+β , we get λ(r) > min{λ(−1), λ(1 − δ)} = λ(Ω,Q1).
Case 3. Ωn is a union of two disjoint intervals.
Without loss of generality, we can assume that Ωn = (a1, b1)∪ (a2, b2) with −1 < a1 < b1 <
a2 < b2  1. In a similar way as in Case 2, we can fix (a2, b2) and move (a1, b1) along (−1, a2).
By Lemma 3.2, when (a1, b1) moves to the left end or the right end of (−1, a2), λ(Ω,Ωn)
becomes smaller, that is,
λ(Ω,Ωn) > λ
(
Ω,(−1,−1 + b1 − a1)∪ (a2, b2)
)
, (3.54)
or
λ(Ω,Ωn) > λ
(
Ω,(a2 − b1 + a1, a2)∪ (a2, b2)
)= λ(Ω,(a2 − b1 + a1, b2)). (3.55)
Suppose that (3.54) holds. We can proceed to move (a2, b2) along (−1+b1 −a1,1) to the left
end or the right end of (−1 + b1 − a1,1) such that λ becomes even smaller. In the two cases, Ωn
becomes either Q1 or a union of two intervals as in Case 1. Thus we get λ(Ω,Ωn) > λ(Ω,Q1).
Suppose that (3.55) holds. Then Ωn becomes a single interval which is either just Q2 or as in
Case 2. So we also have λ(Ω,Ωn) > λ(Ω,Q1).
Case 4. Ωn is a union of finite number of disjoint intervals.
Let Ωn =⋃mi=1(ai, bi) where ai < bi < ai+1 < bi+1 (i = 1,2, . . . ,m−1). In the same way as
in Case 3, first we move (a1, b1), then (a2, b2), etc., and, finally, [am,bm]. Every move λ becomes
smaller. In the end Ωn becomes either Q1 or Q2 or as in Case 1. So λ(Ω,Ωn) > λ(Ω,Q1).
Case 5. Ωn is a measurable set in (−1,1).
We can use a sequence of unions of finite number intervals to approach Ωn. By the theory of
Lebesgue measure, for any ε > 0, there exists a sequence of open sets {Aj }+∞j=1 such that
Ωn ⊂ Aj ⊂ (−1,1),
∣∣Aj \Ωn∣∣< ε2j , j = 1,2, . . . . (3.56)
Since Aj is open set in (−1,1), Aj is a union of a sequence of disjoint open intervals. So, we
can find finite number of disjoint open intervals {(aji , bji )}
mj
i=1 such that
Ω
j
n ⊂ Aj ,
∣∣Aj \Ωjn ∣∣ ε , j = 1,2, . . . , (3.57)2j
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that |Ωjn | = |Ωn| (j = 1,2, . . .), and hence Ωjn ∈B(β). Let A =⋃+∞j=1 Aj , then
|A| |Ωn| +
+∞∑
j=1
∣∣Aj \Ωn∣∣ |Ωn| + +∞∑
j=1
ε
2j
= |Ωn| + ε.
Since |Ωn| < |Ω|, we can take ε = ε0 small enough so that |A| < |Ω|. By Theorem 2.2,
λ
(
Ω,Ω
j
n
)
 λ
(
Ω,Aj
)
 λ(Ω,A) < +∞, j = 1,2, . . . . (3.58)
So, {λ(Ω,Ωjn )}+∞j=1 and {λ(Ω,Aj )}+∞j=1 are bounded. By Theorem 2.2 and (3.57),
0 λ
(
Ω,Aj
)− λ(Ω,Ωn) Cε02j , j = 1,2, . . . , (3.59)
0 λ
(
Ω,Aj
)− λ(Ω,Ωjn ) Cε02j , j = 1,2, . . . , (3.60)
where C is a positive constant independent of j . Hence,
∣∣λ(Ω,Ωn)− λ(Ω,Ωjn )∣∣ Cε02j−1 , j = 1,2, . . . . (3.61)
Since Ωjn is a union of finite number of open intervals, we have from the result in Case 4 that
λ(Ω,Ω
j
n ) λ(Ω,Q1) (j = 1,2, . . .). Letting j → +∞ in (3.61), we get
λ(Ω,Ωn) λ(Ω,Q1). (3.62)
Now we remain to show that the equality in (3.62) cannot hold if |Ωn  Qi | > 0 (i = 1,2).
Suppose that λ(Ω,Ωn) = λ(Ω,Q1). Then, by (3.61),
lim
k→+∞λ
(
Ω,Ω
j
n
)= λ(Ω,Q1) = λ(Ω,Q2). (3.63)
We also get from (3.56) and (3.57) that
lim
k→+∞
∣∣Ωjn Ωn∣∣= 0. (3.64)
If |Ωn Qi | > 0 (i = 1 and 2), then one of the following three must hold:
|Ωn ∩Q1| + |Ωn ∩Q2| = 0, or (3.65)
0 < |Ωn ∩Q1| < |Ωn|, or (3.66)
0 < |Ωn ∩Q2| < |Ωn|. (3.67)
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− 1−β
β+1 <
1−β
β+1 and Ωn ⊂ [− 1−ββ+1 , 1−ββ+1 ]. So, by (3.64),
lim
k→+∞
∣∣∣∣Ωjn ∩
(
−1 − β
β + 1 ,
1 − β
β + 1
)∣∣∣∣=
∣∣∣∣Ωn ∩
(
−1 − β
β + 1 ,
1 − β
β + 1
)∣∣∣∣= |Ωn|. (3.68)
Let Ωjn,1 = Ωjn ∩ (− 1−ββ+1 , 1−ββ+1 ) and Ωjn,2 = Ωjn \ (− 1−ββ+1 , 1−ββ+1 ). Then, Ωjn = Ωjn,1 ∪ Ωjn,2,
|Ωjn | = |Ωn|, limj→+∞ |Ωjn,2| = 0, limj→+∞ |Ωjn,1| = |Ωn| and Ωjn,1 is a union of finite number
of disjoint intervals in (− 1−β
β+1 ,
1−β
β+1 ).
By the same way as before, we can apply Lemma 3.2 to move the intervals of Ωjn,1 along
(− 1−β
β+1 ,
1−β
β+1 ) with Ω
j
n,2 fixed such that λ(Ω,Ω
j
n ) gets smaller. After finite step of the moves,
Ω
j
n,1 becomes some Ω˜
j
n,1 which is either a single interval located on one side of (− 1−ββ+1 , 1−ββ+1 )
or a union of two intervals located on the both sides of (− 1−β
β+1 ,
1−β
β+1 ). Without loss of generality,
we assume that Ω˜jn,1 ≡ [− 1−ββ+1 , cj ] ∪ [dj , 1−ββ+1 ] with − 1−ββ+1  cj  dj  1−ββ+1 . By passing to a
suitable subsequence, we can also assume that limj→+∞ cj = c∞ and limj→+∞ dj = d∞.
Set Ω˜jn = Ωjn,2 ∪ Ω˜jn,1 and Ω∞n = [− 1−ββ+1 , c∞] ∪ [d∞, 1−ββ+1 ]. Then, Ω˜jn ∈B(β) and
λ
(
Ω,Ω˜
j
n
)
< λ
(
Ω,Ω
j
n
)
 λ(Ω,A) < +∞, j = 1,2, . . . . (3.69)
Recalling that limj→+∞ |Ωjn,2| = 0, we also have limj→+∞ |Ω∞n  Ω˜jn | = 0 which, together
with (3.69) and Theorem 2.2, implies
lim
j→+∞λ
(
Ω,Ω˜
j
n
)= λ(Ω,Ω∞n ). (3.70)
Combining (3.69), (3.70) and (3.63), we yield
λ
(
Ω,Ω∞n
)= λ(Ω,Q1) = λ(Ω,Q2). (3.71)
On the other hand, because of |Ω∞n ∩ Qi | = 0 (i = 1,2), the result in Case 4 gives that
λ(Ω,Ω∞n ) > λ(Ω,Q1) = λ(Ω,Q2), a contradiction to (3.71). Thus (3.65) is false.
Suppose that (3.66) holds. Then |Ωn ∩ (−1,− 1−ββ+1 )| > 0 and |Ωn ∩ (− 1−ββ+1 ,1)| > 0. Let
Ωˆ
j
n,1 = Ωjn ∩ (− 1−ββ+1 ,1) and Ωˆjn,2 = Ωjn ∩ (−1,− 1−ββ+1 ). We can apply Lemma 3.2 to move
both the intervals of Ωˆjn,2 along (−1,− 1−ββ+1 ) and the intervals of Ωˆjn,1 along (− 1−ββ+1 ,1) such that
λ(Ω,Ω
j
n ) becomes smaller. After finite step of the moves, Ωjn becomes some Ωˆjn which is con-
sist of less four disjoint intervals and satisfies λ(Ω,Ωjn ) > λ(Ω, Ωˆjn ). By taking a convergent
subsequence of Ωjn as j → +∞, we can find a contradiction similarly as before. So (3.66) is
false. In the same way, (3.67) is also false. Thus, if |Ωn Qi | > 0 (i = 1 and 2), (3.63) is false,
and hence λ(Ω,Ωn) > λ(Ω,Q1).
The proof of Theorem 3.3 is completed. 
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In this section, we shall use the results in Section 2 to study the existence of nontrivial solu-
tions for the Ginzburg–Landau model of superconductivity with normal impurity inclusion. Now
Ω ⊂ RN represents the region occupied by the total material in the problem considered, Ωn and
Ωs = Ω \ Ωn be the regions occupied by the normal impurity and the pure superconducting
material, respectively. Let Φ(x) be the complex order parameter in Ω and A(x) ∈ Rn be the
induced magnetic potential in Ω . Then, according to the Ginzburg–Landau theory, (Φ(x),A(x))
satisfies:
E(Φ,A) = min
(Ψ,B)∈H1(Ω)×H1(Ω)
E(Ψ,B), (4.1)
with
E(Ψ,B) = 2
∫
Ω
∣∣∣∣
(
i
κ
∇ +B
)
Ψ
∣∣∣∣
2
+ 2
∫
Ω
|curlB −H |2 dx
+
∫
Ωs
|Ψ |2(|Ψ |2 − 2)dx + ∫
Ωn
2|Ψ |2 dx, (4.2)
where H ∈ Rn is the applied magnetic field, κ > 0 is the Ginzburg–Landau parameter of the
material, i = √−1, H1(Ω) is the complex-valued H 1 space on Ω and H1(Ω) is the Rn vector-
valued H 1 space on Ω (see [2–7] and the references therein).
By the standard variational theory, (4.1)–(4.2) has at least one solution. For a solution (Φ,A)
of (4.1)–(4.2), if Φ(x) ≡ 0 in Ω , (Φ,A) is called a trivial solution; otherwise, (Φ,A) is a non-
trivial solution. The trivial solutions of (4.1)–(4.2) always exist, but the existence of nontrivial
solutions closely related to κ , H , and Ωn. Note that, if there is some (Ψ,B) ∈H1(Ω) × H1(Ω)
such that E(Ψ,B) < 0, then any solution of (4.1)–(4.2) is nontrivial.
For simplicity, we shall assume that H be a constant vector in RN . Denote
h∗ = sup
{
h > 0
∣∣ (4.1)–(4.2) has a nontrivial solution for all |H | < h}, (4.3)
where |H | is the norm of H in RN . If the set in the right-hand side of (4.3) is empty, we set
h∗ = 0.
Theorem 4.1. Suppose 1N  3 and Ω is a bounded connected open set in RN with ∂Ω ∈ C2.
β = |Ωn||Ωs | , h∗ is defined by (4.3) and λ(Ω,Ωn,γ ) defined by (1.1)–(1.2).
1◦. Suppose β > 1. Then
h2∗  C1(β)
κ2 − λ(Ω,Ωn,1)
κ2λ(Ω,Ωn,1)
. (4.4)
Moreover, if κ2  λ(Ω,Ωn,1), then h∗ = 0. Here, C1(β) is a positive constant depending
only on Ω and β .
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h2∗ >C2
(
1 − β
1 + β
)
, (4.5)
where C2 is a positive constant depending only on Ω .
We need the following lemma in order to prove Theorem 4.1.
Lemma 4.2. Suppose (Φ,A) is a solution of (4.1)–(4.2). Denote φ = |Φ|. Then,
∫
Ω
|∇φ|2 + κ2
∫
Ωs
φ2
(
φ2 − 1)+ κ2 ∫
Ωn
φ2  0. (4.6)
Proof. By the standard variational method, for any Ψ ∈H1(Ω), we have from (4.1)–(4.2) that
∫
Ω
(
i
κ
∇Φ +AΦ
)(
− i
κ
∇Ψ ∗ +AΨ ∗
)
+
∫
Ωs
(|Φ|2 − 1)ΦΨ ∗ + ∫
Ωn
ΦΨ ∗ = 0,
where Ψ ∗ is the conjugate complex of Ψ . Taking Ψ = Φ∗ in the above equality, we get
∫
Ω
∣∣∣∣
(
i
κ
∇ +A
)
Φ
∣∣∣∣
2
+
∫
Ωs
φ2
(
φ2 − 1)+ ∫
Ωn
φ2 = 0. (4.7)
Obviously,
∣∣∣∣
(
i
κ
∇ +A
)
Φ
∣∣∣∣
2
= φ2A2 + i
κ
A(Φ∗∇Φ −Φ∇Φ∗)+ 1
κ2
|∇Φ|2. (4.8)
We calculate
4φ2|∇φ|2 = ∣∣∇φ2∣∣2 = ∣∣∇(Φ ·Φ∗)∣∣2 = |Φ∇Φ∗ +Φ∗∇Φ|2
= (Φ∇Φ∗ +Φ∗∇Φ) · (Φ∗∇Φ +Φ∇Φ∗)
= (Φ∇Φ∗ −Φ∗∇Φ) · (Φ∇Φ∗ −Φ∗∇Φ)+ 4φ2|∇Φ|2
= −|Φ∇Φ∗ −Φ∗∇Φ|2 + 4φ2|∇Φ|2.
So, if φ 	= 0, we have
|∇Φ|2 = |Φ∇Φ
∗ −Φ∗∇Φ|2
4φ2
+ |∇φ|2. (4.9)
Substituting (4.9) into (4.8), we have
∣∣∣∣
(
i ∇ +A
)
Φ
∣∣∣∣
2
= 12 |∇φ|2 +
{2κφ2A+ i(Φ∗∇Φ −Φ∇Φ∗)}2
2 2 (4.10)κ κ 4κ φ
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(4.10) that
∣∣∣∣
(
i
κ
∇ +A
)
Φ
∣∣∣∣
2
 1
κ2
|∇φ|2, a.e. x ∈ Ω. (4.11)
Now (4.6) follows from (4.11) and (4.7). 
Proof of Theorem 4.1. Let A0 ∈ RN be the unique solution of the following problem:
{
curlA0 = H0, divA0 = 0, x ∈ Ω ,
A0 · ν = 0, x ∈ ∂Ω , (4.12)
where H0 = 1|H |H and ν is the unit normal vector of ∂Ω . By the first two equalities, we have
A0 = 0 in Ω . Since ∂Ω ∈ C2, we can use the theory of [8] to obtain ‖A0‖H 2(Ω)  C with C
independent of H . By the imbedding theorem for 1N  3, we find
‖A0‖L∞(Ω)  C1‖A0‖H 2(Ω)  C2, (4.13)
where C1 and C2 depend only on Ω .
Let ψ be a minimizer of (1.1)–(1.2) and h = |H |. Then, for any μ ∈ (0,+∞), μψ is also a
minimizer of (1.1)–(1.2). So, by (4.2),
E(μψ,hA0) = 2μ2
∫
Ω
1
κ2
|∇ψ |2 + 2μ2|H |2
∫
Ω
ψ2A20
+μ2
∫
Ωs
ψ2
(
μ2ψ2 − 2)+ 2∫
Ωn
μ2ψ2. (4.14)
Substituting (1.1) and (4.13) into (4.14), we find
1
μ2
E(μψ,hA0) 2
λ(Ω,Ωn,γ )− κ2
κ2
{
γ
∫
Ωs
ψ2 −
∫
Ωn
ψ2
}
+ 2C22 |H |2
∫
Ω
ψ2
+
∫
Ωs
μ2ψ4 − 2(1 − γ )
∫
Ωs
ψ2. (4.15)
Suppose β > 1. We can take γ = 1 in (1.1)–(1.2). Because of ∫
Ωs
ψ2 − ∫
Ωn
ψ2 > 0, we can
choose μ small enough such that, when κ2 > λ(Ω,Ωn,1),
μ2  κ
2 − λ(Ω,Ωn,1)
κ2
{∫
ψ2 −
∫
ψ2
}
. (4.16)Ωs Ωn
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κ2
μ2
E(μψ,hA0)
(
λ(Ω,Ωn,1)− κ2
){∫
Ωs
ψ2 −
∫
Ωn
ψ2
}
+ 2κ2C22 |H |2
∫
Ω
ψ2. (4.17)
By (1.1) and Theorem 2.8, there is a positive constant C(β) depending only on Ω and β such
that
∫
Ωs
ψ2 −
∫
Ωn
ψ2 =
∫
Ω
|∇ψ |2
λ(Ω,Ωn,1)

C(β)
∫
Ω
ψ2
λ(Ω,Ωn,1)
. (4.18)
Combining (4.17) and (4.18), we yield
κ2
μ2
∫
Ω
ψ2
E(μψ,hA0)
λ(Ω,Ωn,1)− κ2
λ(Ωn,1)
C(β)+ 2κ2|H |2C22 |Ω|. (4.19)
So, if
|H |2 < κ
2 − λ(Ω,Ωn,1)
2C22κ2|Ω|λ(Ω,Ωn,1)
C(β), (4.20)
then E(μψ,hA0) < 0 and, therefore, the minimizer of (4.1) is nontrivial. Thus, (4.4) is true.
Let (Φ,A) be a nontrivial solution of (4.1)–(4.2) and φ = |Φ|. Then (4.6) implies ∫
Ωs
φ2 −∫
Ωn
φ2 > 0. So, φ ∈A (Ω,Ωn,1) and hence
λ(Ω,Ωn,1)
{∫
Ωs
φ2 −
∫
Ωn
φ2
}

∫
Ω
|∇φ|2. (4.21)
Putting (4.24) into (4.6), we get
{
λ(Ω,Ωn,1)− κ2
}{∫
Ωs
φ2 −
∫
Ωn
φ2
}
−
∫
Ωs
φ4 < 0. (4.22)
So, λ(Ω,Ωn,1) < κ2. Thus, if κ2  λ(Ω,Ωn,1), (4.1)–(4.2) has no nontrivial solutions for any
H ∈ RN and hence h∗ = 0.
Suppose β  1. By Theorem 2.7, for any fixed κ > 0, we can take γ sufficiently close to β in
(4.15) such that
λ(Ω,Ωn,γ ) < κ
2 and
∫
Ωs
ψ2 >
1
2(1 + β)
∫
Ω
ψ2. (4.23)
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∫
Ωs
[
μ2ψ4 − 2(1 − γ )ψ2]−(1 − γ )∫
Ωs
ψ2 < − 1 − γ
2(1 + β)
∫
Ω
ψ2. (4.24)
Thus,
1
μ2
E(μψ,hA0) < 2C2|H |2
∫
Ω
ψ2 − 1 − γ
2(1 + β)
∫
Ω
ψ2. (4.25)
Therefore, if |H |2  1−γ04C(1+β) , then E(μψ,hA0) < 0 and, consequently, (4.1)–(4.2) has nontrivial
solutions. So, h2∗ >
1−γ0
4C(1+β) >
1−β
4C(1+β) and (4.5) holds. 
Remark. In order to obtain better estimates for h∗, one can study the following variational prob-
lem:
λ(Ωn,A0, σ, γ ) ≡ min
Φ∈A(Ωn,γ )
∫
Ω
|(∇ − iσA0)Φ|2
γ
∫
Ωs
Φ2 − ∫
Ωn
Φ2
, (4.26)
where A0 = A|H | , σ = κ|H |, γ ∈ (0, |Ωn||Ωs | ) and
A(Ωn, γ ) =
{
Φ ∈H1(Ω)
∣∣∣ γ ∫
Ωs
Φ2 −
∫
Ωn
Φ2 > 0
}
. (4.27)
Evidently, (1.1)–(1.2) may be viewed as a special case of (4.26)–(4.27).
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