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Abstract
Hand gestures play an important role in communication between people during their daily lives.
But the extensive use of hand gestures as a mean of communication can be found in sign languages.
Sign language is the basic communication method between deaf people. A translator is usually
needed when an ordinary person wants to communicate with a deaf one. The work presented in this
paper aims at developing a system for automatic translation of gestures of the manual alphabets in the
Arabic sign language. In doing so, we have designed a collection of ANFIS networks, each of which
is trained to recognize one gesture. Our system does not rely on using any gloves or visual markings
to accomplish the recognition job. Instead, it deals with images of bare hands, which allows the user
to interact with the system in a natural way. An image of the hand gesture is processed and converted
into a set of features that comprises of the lengths of some vectors which are selected to span the
fingertips’ region. The extracted features are rotation, scale, and translation invariat, which makes the
system more flexible. The subtractive clustering algorithm and the least-squares estimator are used to
identify the fuzzy inference system, and the training is achieved using the hybrid learning algorithm.
Experiments revealed that our system was able to recognize the 30 Arabic manual alphabets with an
accuracy of 93.55%.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Human–Computer Interaction (HCI) is getting increasingly important as computer’s
influence on our lives is becoming more and more significant. With the advancement in
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the world of computers, the already-existing HCI devices (the mouse and the keyboard
for example) are not satisfying the increasing demands anymore. Designers are trying to
make HCI faster, easier, and more natural. To achieve this, Human-to-Human Interaction
techniques are being introduced into the field of Human-Computer Interaction. One of the
most fertile Human-to-Human Interaction fields is the use of hand gestures. People use
hand gestures mainly to communicate and to express ideas.
The importance of using hand gestures for communication becomes clearer when sign
language is considered. The sign language is the fundamental communication method
between people who suffer from hearing imperfections. Sign language is a collection of
gestures, movements, postures, and facial expressions corresponding to letters and words
in natural languages. In order for an ordinary person to communicate with deaf people,
an interpreter is usually needed to translate sign language into natural language and vice
versa. In the recent years, the idea of designing a computerized translator has become an
attractive research area.
In addition to sign language, researchers are trying to exploit hand gestures in
applications like computer games [7], interactive computer graphics [8], hand tracking
[1], television control [6], and pointing devices as a substitute for the ordinary mouse [17].
In order to take advantage of gestures in HCI, a mean by which the computer can
understand the gesture must be provided [16]. In this sense, two major classes have been
identified. The first class relies on electromechanical devices that are used to measure the
different gesture parameters such as the hand’s position, angle, and the location of the
fingertips. Systems that use such devices are usually called glove-based systems (e.g., the
system that is described in [15]). A major problem with such systems is that they force the
user to wear cumbersome and inconvenient devices. As a result, the mean by which the
user interacts with the system is complicated and less natural.
In order to get rid of the inconvenience and to increase the naturalness of HCI, the second
class exploits machine vision and image processing techniques to create visual-based hand
gesture recognition systems. Visual-based gesture recognition systems are further divided
into two categories. The first one relies on using specially designed gloves with visual
markers that help in determining hand postures [3,9]. However, using gloves and markers
does not provide the naturalness required in such HCI systems. Besides, if colored gloves
are used, the processing complexity is increased. As an alternative, the second kind of
visual-based gesture recognition systems tries to achieve the ultimate convenience and
naturalness by using images of bare hands to recognize gestures.
Many researchers have been trying to introduce hand gestures to HCI field. In [9],
Hussain developed a system for the recognition of Arabic sign language alphabets. His
method was based on detecting fingertip and wrist locations using a colored glove with
6 different colors. Then, vectors between the wrist and the fingertips and between the
fingertips themselves are computed and fed to a set of ANFIS models for the recognition
purpose. The clear disadvantage of this system is its dependence on using the colored
glove, which places a restriction on the naturalness of interaction.
Chan-Su Lee et al., proposed a system for the recognition of the Korean sign
language [15]. They used fuzzy logic for direction classification, and fuzzy min-max neural
networks for posture and orientation recognition [18]. The average recognition rate was
80.1%. The system is classified under the glove-based hand gesture recognition systems
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since it uses the CyberGloveTM interface unit to measure the flexure of fingers, hand
posture, and orientation.
Freeman and Roth [5] exploited local orientation information embedded in the gesture
image to recognize hand gestures. They used orientation histograms as a feature vector for
gesture recognition. As an application, orientation histograms were used in [6] to recognize
gestures for the purpose of television control, and in [8] for interactive computer graphics.
Details of the computation of local orientation can be found in [4].
Although they are less sensitive to lighting changes and exhibit translation invariance
property, orientation histograms are not rotation invariant; an image for a rotated version
of a given gesture will have an orientation histogram that is different from that for the
image of the unrotated gesture. Besides, orientation histograms may not be unique; two
different gestures may have very similar orientation histograms.
In [3], Davis and Shah presented a method for dynamic gesture recognition. Fingertips
are detected and tracked through a sequence of frames. Next, the gesture is modeled as a set
of vectors representing the direction and displacement of the fingertips. The recognition is
done by matching this vector model with previously stored models. The cost of this system
is the requirement for the use of special visual markings on the hand to detect fingertips.
In [21] and [20], elastic graph matching was used for the recognition of face and hand
gestures. A gesture is represented as a labeled graph that consists of nodes that are based
on a Gabor wavelet transform. For each posture, a model graph is created from one of the
posture’s images. To classify an image, the model graphs for all postures are sequentially
matched to the image, and a similarity value is computed for each graph matching. Then,
the posture of model graph with the highest similarity is chosen as the corresponding class
of the image.
Our system recognizes the 30 Arabic sign language alphabets visually, using images
of the bare hands. We use the Adaptive Neuro-Fuzzy Inference system (ANFIS) [12] to
accomplish the recognition job. The users are not required to wear any gloves or to use
any devices to interact with the system. Our approach relies on presenting the gesture as
a feature vector that is translation, scale, and rotation invariant. The 30 manual alphabets
dealt with in this paper are shown in Fig. 1.
The rest of this paper is organized as follows: The next section describes the architecture
of the Adaptive Neuro-Fuzzy Inference System. The third section is devoted to describing
the subtractive clustering algorithm. In the fourth section, we introduce the system that
we have built for the recognition purpose. Our results are summarized in the fifth section.
Finally, concluding remarks are given in sixth section.
2. Adaptive Neuro-Fuzzy Inference System (ANFIS)
Adaptive Neuro-Fuzzy Inference System (ANFIS) is a class of adaptive networks
that are functionally equivalent to Fuzzy Inference Systems (FISs) [12]. Usually, the
transformation of human knowledge into a fuzzy system (in the form of rules and
membership functions) does not give exactly the desired response. So, there is a need to
tune the parameters of the FIS to enhance its performance. The main objective of ANFIS
is to optimize the parameters of a given fuzzy inference system by applying a learning
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Fig. 1. Arabic sign language alphabets.
procedure using a set of input-output data pairs (called training data). The parameter
optimization is done in a way such that the error measure between the desired and the
actual output is minimized.
The architecture of ANFIS is a feedforward network that consists of 5 layers [12]. Fig. 2
shows the equivalent ANFIS architecture for a two-input Sugeno-type fuzzy inference
system. A rule in the first order Sugeno FIS has the form:
If x is Ai and y is Bi , then fi = pix + qiy + ri .
The output of a node in the first layer specifies to which degree a given input, x , satisfies a
quantifier, A, i.e., the function of the node i in this layer is a membership function for the
quantifier, Ai , of the form:
O1i = µAi (x). (1)
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Fig. 2. ANFIS architecture for a two-input, two-rule Sugeno FIS.
Each membership function has a set of parameters that can be used to control that
membership function. For example, a Gaussian membership function that has the form
µAi (x)= e−((x−ci)/σi)
2 (2)
has two parameters, ci and σi . Tuning the values of these parameters will vary the
membership function, which means a change in the behavior of the FIS. Parameters in
this layer are referred to as premise parameters [12].
In the second layer, the output of a node represents a firing strength of a rule. The node
generates the output (firing strength) by multiplying the signals that come on its input, i.e.,
wi = µAi (x)×µBi (y). (3)
The function of a node in the third layer is to compute the ratio between the ith rule’s firing
strength to the sum of all rules’ firing strengths:
wi = wi
w1 +w2 (4)
wi is referred to as the normalized firing strength [12].
In the fourth layer, each node has a function of the form:
O4i =wifi =wi(pix + qiy + ri ), (5)
where {pi, qi, ri} is the parameter set. These parameters are referred to as the consequent
parameters [12].
The overall output is computed in the fifth layer by summing all the incoming signals,
i.e.,
O51 = f =
∑
i
wifi = w1f1 +w2f2
w1 +w2 . (6)
During the learning process, the premise and consequent parameters are tuned until the
desired response of the FIS is achieved [12].
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3. Subtractive clustering
Subtractive clustering [2], is an effective approach to estimate the number of fuzzy clus-
ters and cluster centers. In this algorithm, each data point is considered as a potential cluster
center. For n data points, {x1, . . . , xn}, a density measure is defined for each data point, xi ,
as
Di =
n∑
j=1
e−‖xi−xj‖2/(ra/2)2, (7)
where ra is a positive constant.
It can be observed that the density measure for a data point is a function of its distance to
all other data points. Hence, a data point that has many neighboring points will have a high
potential of being a cluster center. The constant, ra , defines the radius of neighborhood
(cluster radius); points outside this radius have little effect on the density measure. The
choice of ra plays an important role in determining the number of clusters. Small values of
ra means a large number of clusters will be identified, while larger values of ra mean less
number of clusters.
The first cluster center is chosen to be the data point that has the highest density measure.
Then, the density measure for each data point, xi , is reduced according to the formula
Di =Di −Dc1e−‖xi−xc1‖
2/(rb/2)2, (8)
where xc1 is the point selected as the first cluster center, Dc1 is its density measure, and rb
is a positive constant. Note that data points close to the cluster center will have significantly
reduced density measure so that they are not likely to be selected as the next cluster center.
The constant rb defines the radius of neighborhood within which the reduction in density
will be measurable. The constant rb is usually greater than ra to avoid having closely
spaced centers and is set to 1.5ra [2].
The next cluster center is chosen and the density measure is reduced again. This process
is repeated until a stopping criterion is met. A good stopping criterion can be found in [2].
4. The recognition system
In this section, we discuss the elements of our system for Arabic sign language
recognition. We describe the various phases that the image goes through until the gesture
is recognized. We mainly concentrate on the feature extraction phase because we believe it
is a very crucial phase in the recognition system.
4.1. Structure
The structure of the recognition system is shown in Fig. 3. First of all, an image for
the gesture is acquired using a camera that is connected to the computer. Then, the image
enters the image processing stage in which it is filtered and segmented to identify the
gesture region. In addition, in this stage, we calculate the properties of gesture and identify
its border. Using the results of the image processing stage, the feature extraction stage
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Fig. 3. Structure of the recognition system.
converts the image into a set of features that is required for the recognition process, which
is done in the last stage. These stages are discussed in the following subsections.
4.2. Image processing
The acquired image cannot be directly used for recognition purpose. It is necessary to
do some preprocessing to prepare the image for feature extraction and classification. The
image processing stage consists of the following steps:
• Image filtering: This step is necessary to reduce the noise gained in the acquisition
process and to enhance the image’s quality. A 3 × 3 median filter is applied to the
image to reduce the noise.
• Image segmentation: The image is segmented into two regions; background region
and hand gesture region. This step is crucial because all the following steps rely on a
correct segmentation of the image. Pixels corresponding to the gesture are set to 1, and
those corresponding to the background are set to 0. To get good results, we apply an
automatic thresholding scheme, specifically, the iterative thresholding algorithm [11].
The algorithm works well even when there is a change in the overall brightness
conditions. By segmenting the image, the system can use the region corresponding
to the gesture to determine the gesture border and to compute properties necessary for
the extraction of the image’s features.
• Calculation of properties: In this step, we are interested in computing the hand’s
direction and center of area. Those parameters play an important role in the feature
extraction phase. The center of area resembles the point from which vectors to a part
of the gesture border will originate, and direction helps in determining the division of
the border that holds the most important features of the gesture. For a binary image,
B , with object’s pixels set to 1, the coordinates of the center of area of the object are
given by [11]:
124 O. Al-Jarrah, A. Halawani / Artificial Intelligence 133 (2001) 117–138
Fig. 4. Gesture properties: (a) Original image; (b) Center of area is represented by the hole in side gesture region,
and orientation is represented by the drawn line.
xc =
∑n
i=1
∑m
j=1 jB[i, j ]∑n
i=1
∑m
j=1 B[i, j ]
, (9)
yc =
∑n
i=1
∑m
j=1 iB[i, j ]∑n
i=1
∑m
j=1 B[i, j ]
, (10)
and the direction of the object is given by [10]:
θ = 1
2
tan−1
[
2µ11
µ20 −µ02
]
, (11)
where µ11, µ20, and µ02 are the second order central moments.
Fig. 4 shows an image of a gesture with its corresponding center of area represented by
a hole inside the white region in (b), and the corresponding orientation is represented
by a line.
• Border following: After computing the direction and the center of area, we are not
anymore interested in the whole region of the gesture. The border information is
the only information that is needed fo the feature extraction phase. Determining the
border of the gesture region is the last job in the image processing phase. Fig. 5(b)
shows the results of applying a border tracing algorithm, found in [19], on the gesture
in Fig. 5(a). Fig. 5(c) is a smoothed version of the border in Fig. 5(b). The border
smoothing is done to enhance the quality of the border data and to eliminate and local
bad spots. The smoothing was done using a Gaussian filter of the form
G= [0.0625,0.2500,0.3750,0.2500,0.0625]. (12)
O. Al-Jarrah, A. Halawani / Artificial Intelligence 133 (2001) 117–138 125
Fig. 5. Border tracing: (a) Gesture image; (b) Corresponding border; (c) Border smoothed using the filter in 12.
This filter is applied to the border image along the x and y axes.
4.3. Feature extraction
Selecting good features is a crucial step in any object recognition system. One may ask
why not using the image itself as a feature? There are two reasons for not doing so. First
of all, the high dimensionality of the image makes it unreasonable to use the image as
a feature. Secondly, many of the information embedded in the image data are redundant
and some may be not useful. Therefore, the objective of the feature extraction phase is to
represent the image by a set of numerical features that correspond to the useful information,
remove the redundancy of image data, and reduce its dimensionality. For a set of features
to be considered reasonable, they must satisfy the following [14]:
(1) Images for objects from the same class must have very similar features.
(2) Features for objects from different classes must be noticeably different.
(3) Features must be scale, translation, and rotation invariant, which means that they
must be able to recognize objects regardless of their size, location, and orientation.
Our feature extraction scheme uses the border information, the center of area, and the
gesture direction to extract a feature vector for the gesture. The approach depends on
originating vectors from the center of area to the portion of the border that bears the most
important information about the gesture (fingertips region). The lengths of the vectors are
taken as the corresponding features of the gesture. If cx and cy are the coordinates of the
center of area, and bx and by are the coordinates of a point on the border, the length of the
vector is given by:
lcb =
√
(bx − cx)2 + (by − cy)2 (13)
and the vector direction is given by:
θcb = tan−1
(
by − cy
bx − cx
)
. (14)
Two problems were found here. First, how can we determine the useful part of the border,
and second, what number of vectors should be used?
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To determine the useful portion of the border, the direction of the gesture is used. We
find that the information discriminating gestures in Arabic sign language lies in the region
between the angles:
(90− θg) θ  (113+ θg), (15)
where θg is the gesture direction. Consequently, only vectors with directions that satisfy the
above inequality are used. The region specified by this equation corresponds to the region
of fingertips and is derived based on the investigation of the hand gestures of several people.
The number of vectors was determined experimentally, and it was found that the best
results are achieved by using 30 vectors. These vectors are equally spaced in the range
specified by Eq. (15). The lengths of these vectors are taken as features for the gesture. So
the constructed feature vector will have the form:
f = [l1, l2, . . . , l30] (16)
where li , i = 1,2, . . . ,30, is the length of the vector vi . Fig. 6 shows a sample gesture
with its corresponding features represented by the bar chart. To reduce the effect of scaling
of the gesture, we normalize them into the range 0 to 100 by dividing the features by the
maximum vector length and then multiplying by 100. If the image is scaled, all of the
vectors will be scaled by a certain factor. Therefore, normalization will ensure the scale-
invariant property.
The selected features are also translation and rotation invariant. Note that when the
position of the gesture in the image is changed, the coordinates of its center of area and
designated vectors are changed accordingly. Therefore, the lengths of these vectors will
not be affected. Furthermore, if the gesture is rotated, its direction will change accordingly,
causing the range of corresponding features to move such that the inequality in (15) is
satisfied. Consequently, the relative orientation will not change.
Fig. 6. Features: (a) Vectors originating from the center of area to a portion of the gesture border; (b) Features
(vector lengths) represented as a bar chart.
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4.4. Gesture recognition
In this phase, the features extracted from the image data are recognized as a specific
gesture. We use Adaptive Neuro-Fuzzy Inference Systems (ANFIS) as the underlying
architecture for the recognition process. The adopted ANFIS architecture is of the type that
is functionally equivalent to the first order Sugeno-type fuzzy inference system. For each
of the 30 gestures, an ANFIS model is built and trained to recognize the corresponding
gesture. The resulting architecture is some times called MANFIS (Many ANFIS) [13].
Each ANFIS model is trained to produce a value of 1 as an output if the data presented
at its inputs corresponds to the gesture that the model is associated with, and a value of 0
otherwise.
The recognition process is done by presenting the features of the image to be classified to
each of the 30 ANFIS models. This will result in 30 different responses. A voting scheme
is applied to determine the class to which the image belongs. The class (gesture) that is
associated with the ANFIS model with the response closest to the value of 1 is chosen as
the class to which the image under investigation belongs.
An important issue that determines the effectiveness of this phase is the construction
of the ANFIS models. The process of constructing an ANFIS model for a specific class
involves two steps:
• Identification of a fuzzy model (Fuzzy Inference System) for that class, and
• Training the model using ANFIS.
These two steps are discussed in the following subsections.
4.4.1. Fuzzy model identification
As the complexity of the system increases, the ability of humans to describe the system
by knowledge-based rules decreases. For example, when the dimensionality of the data
is high, and the available training set is large, the possibilities of the values describing a
pattern are prohibitively increased.
With the data dimensionality of 31 (30 inputs and 1 output), it becomes very difficult to
describe the rules manually. Therefore, an automatic model identification method becomes
a must. The process of fuzzy model identification includes the following steps:
(1) Determination of the number of fuzzy rules,
(2) Determination of the number of membership functions,
(3) Identification of the premise parameters, and
(4) Identification of the consequent parameters.
The first three steps are done using subtractive clustering algorithm. When the subtractive
clustering is applied to a group of input–output data pairs, each identified cluster center is
considered as a prototype that represents a set of characteristics of the system [2]. So, the
cluster centers can be used as the centers of the fuzzy rules that describe the system. In this
way, the number of fuzzy rules is equal to the number of clusters.
The degree at which each rule is fulfilled is determined by an and combination of 30
membership functions, each of which corresponds to an input dimension. So, if we have r
rules, the number of membership functions in each dimension is equal to r , and the total
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number of membership functions is equal to 30×r . The form of the ith rule i, i = 1, . . . , r ,
is given by:
if in1 is µi1 and in2 is µ
i
2 . . . and in30 is µ
i
30 then out is fi
where µij , j = 1, . . . ,30, is the ith membership function of the j th input dimension, and
fi is the ith linear membership function (MF with consequent parameters) of the output.
Because we are using a first order Sugeno-type fuzzy model, fi has the form:
fi = pi1in1 + pi2in2 + · · · + pi30in30 + qi, (17)
where {pi1, . . . , pi30, qi} is the set of consequent parameters.
In our system, we have chosen the premise membership functions, µij , to be a Gaussian
membership function (see Eq. (2)). Because a cluster center, ci is used as a basis for rule i ,
rule i must be completely fulfilled by the elements of ci . Moreover, we want the data points
that are in the neighborhood of ci to highly fulfill rule i . To achieve this, the membership
function µij must have the form:
µij (inj )= e−((inj−cij )/(ra/2))
2
, (18)
where cij is the j th element of the cluster center ci , and ra is the radius of neighborhood
defined previously in Section 3. Therefore, the parameters of the Gaussian membership
function (the premise parameters) are identified to be cij and ra/2.
The consequent parameters are identified using the least-squares estimate (LSE) method.
Recall that the overall output of the Sugeno-type fuzzy model is calculated using the
weighted average method. For r rules the output is given by:
f =
∑r
i=1 wifi∑r
i=1þ wi
=
r∑
i=1
wifi, (19)
where wi and wi are the firing strength and the normalized firing strength of rule i ,
respectively, and fi is the ith rule consequent. Defining Pi = [pi1,pi2, . . . , pi30] as the row
vector of the linear parameters pi1, . . . , p
i
30, and I = [in1, in2, . . . , in30]T as the vector of
the input space, and substituting for fi , Eq. (19) becomes:
f =
r∑
i=1
wi(PiI + qi) (20)
or alternatively:
f = [w1IT,w1, . . . ,wrIT,wr]


P T1
q1
...
P Tr
qr

 . (21)
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If we have a set of n training-data vectors, the resultant set of model output is given by:


f1
...
fn

=


w1,1I
T
1 w1,1 . . . wr,1I
T
1 wr,1
...
w1,nITn w1,n . . . wr,nI
T
n wr,n




P T1
q1
...
P Tr
qr

 , (22)
where wi,j is wi evaluated at Ij . Note that in Eq. (22), the first matrix at the right hand
side is constant (because the values Ij , j = 1, . . . , n, are provided by the training data). The
second matrix at the right hand side contains all the consequent parameters to be identified.
Replacing the vector at the left-hand side with the actual outputs of the training data, the
problem of identifying the parameters can be now solved using the LSE method. Eq. (22)
can be rewritten using the standard notation of the LSE method as:
AX= B, (23)
where B is the output vector, A is the constant matrix, and X is the matrix of parameters to
be identified. Our objective now is to minimize the squared error ‖AX−B‖2. The solution
that minimizes the squared error is given by [13]:
X = (ATA)−1ATB. (24)
4.4.2. Training fuzzy models
Once a fuzzy model for a class is identified, an ANFIS network equivalent to the
model can be built as discussed in Section 2. The network is then trained using the
hybrid learning algorithm such that the desired response is achieved. The hybrid learning
algorithm combines gradient descent method and least-squares estimate (LSE) to identify
parameters. The problem with using the gradient descent method alone is that it is generally
slow and likely to become trapped into local minima [12]. If an adaptive network is linear
in some of the network’s parameters, LSE can be used to identify these parameters. For
ANFIS, we can observe that when the values of the premise parameters are fixed, the
overall output can be expressed as a linear combination of the consequent parameters. So
the LSE can be used to identify these parameters. To apply the hybrid learning algorithm,
each epoch consists of two passes; forward pass and backward pass. In the forward pass,
the premise parameters are fixed and the consequent parameters are identified by LSE. In
the backward pass, the error signals are propagated backwards and the premise parameters
are updated using gradient descent.
The consequent parameters identified this way are optimal (under the condition that the
premise parameters are fixed) [13]. This means that the hybrid learning algorithm will
converge faster since it reduces the search space of the pure backpropagation.
5. Experimental results
In this section, we evaluate the performance of our recognition system by testing its
ability to classify gestures of both training and testing data. The effect of the number of
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rules used to describe the system on its performance is studied. In addition, we discuss
some problems in the performance of some gestures due to the similarities between them.
We also compare our results with those obtained in [9].
5.1. Data set
The data set used for training and testing the recognition system consists of gray-scale
images for all of the thirty gestures shown in Fig. 1. 60 samples for each gesture were
taken from 60 different volunteers. For each gesture, 40 out of the 60 samples were used
for training purpose, while the remaining 20 samples were used for testing. Training was
performed until either an error goal of 0.04 is achieved, or a maximum of 300 epochs
is reached. The samples were taken from different distances from the camera, and with
different orientations. This way, we were able to obtain a data set with cases that have
different sizes and orientations, so that we can examine the capabilities of our feature
extraction scheme. For example, some of the samples taken for the gesture “Tha” are shown
in Fig. 7.
5.2. Recognition rate
We evaluate the performance of our system based on its ability to correctly classify
samples to their corresponding classes. The metric that we use to accomplish this job is
called the recognition rate. The recognition rate is defined as the ratio of the number of
correctly classified samples to the total number of samples, i.e.,
Recognition rate = Number of correctly classified samples
Total number of samples
× 100%. (25)
Firstly, we built a system with 19 rules (ra = 0.4) for each ANFIS model. The results
for both training and testing data are shown in Table 1.
We can see that the system has a very good performance regarding the training data.
This is expected because the parameters of the system were tuned according to this data.
On the other hand, the performance (recognition rate) for the testing data is relatively
low (73.16%). The results obtained for the testing data are not considered satisfactory,
because we want the system to respond well to both training and testing data. After several
experiments, we found that the obtained behavior is affected by the value chosen for the
cluster radius, ra .
As was stated in Section 3, the value chosen for the cluster radius, ra , plays an important
role in determining the number of clusters to be generated. The effect of the cluster radius
Table 1
Results of the system with 19 rules (ra = 0.4) per ANFIS model
Data # of samples Recognized samples Recognition rate (%)
Training 1200 1176 98.00
Testing 600 439 73.16
Total 1800 1615 89.72
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Fig. 7. Some of the samples taken for the gesture “Tha”.
on the complexity of the system, represented by the number of rules, is shown in Fig. 8.
Small values of ra leads to a large number of clusters and, hence, results in a large number
of rules. On the other hand, large values of ra means less number of clusters which in turn
means smaller number of generated rules. Therefore, changing the value of ra may affect
the performance of the system considerably.
We have run several experiments by varying the value of ra and observing the resultant
behavior. Fig. 9 shows the effect of changing the value of the cluster radius on the
recognition rate of the training data. It can be seen that for small values of ra , the
recognition rate for the training data is very high, approaching 100% for ra = 0.35. As
the value of ra is increased, the recognition rate starts to decrease accordingly, reaching a
value of 87.5% for ra = 0.9. This may suggest that setting the value of ra to be as low as
possible will enhance the performance of the system. In fact, this is not true. By looking
at Fig. 10, which shows the recognition rate of the testing data as a function of ra , we
can see that the behavior achieved for the testing data is completely different from that
observed for the training data. The performance is very low when the value of ra is very
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Fig. 8. Number of rules as a function of ra .
small (about 61% for ra = 0.35), and it is enhanced as ra is increased, reaching about 85%
when ra = 0.8, then it is worsened again for larger values of ra .
The behavior observed for small values of ra is caused by a phenomenon called
overfitting. Overfitting is the situation in which the fuzzy system is fitted to the training
data so well that its ability to fit to the testing data is no longer satisfactory. In our case,
overfitting occurs when the number of rules describing the system is very large, which
results in a very specific description of the training data. This causes the system to respond
very bad for any data that does not fit to that specific description, and therefore, it reduces
the system’s generalization capability.
When the value of ra becomes too large, the small number of generated rules will not be
sufficient to convey a good description about the system. So the behavior will be bad for
both training and testing data. This explains the situation shown in Fig. 10, in which the
recognition rate drops when the value of ra is greater than 0.8.
Of course, we are not interested in a system with low generalization capabilities. Instead,
we are looking for a system that is trained using training data and can perform well with
testing data. This is achieved by setting ra to a suitable value. Fig. 11 shows the overall
performance (of both training data plus testing data) as a function of ra . The best result is
achieved when ra = 0.8, which results in approximately 9 rules per ANFIS model. At this
point, the system fits well for both training and testing data. For the rest of this section,
the system with ra = 0.8 is considered unless otherwise specified. The results obtained are
summarized in Table 2.
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Fig. 9. The effect of changing ra on the recognition rate of the training data.
Table 2
Results of the system using ra = 0.8
Data # of samples Recognized samples Recognition rate (%)
Training 1200 1158 96.50
Testing 600 515 85.83
Total 1800 1673 92.94
Most of the misclassified samples correspond to the gesture that are similar to each
other. As an example, Fig. 12 shows the gestures “Ra” and “Za”. Because these gestures
are similar, their corresponding features are also similar as can be seen in Fig. 12(b) and
(d). Therefore, it is probable for a sample of the gesture “Ra” to be classified as a “Za” or
vice versa. The same is true for the gestures “Dal” and “Thal”, and the gestures “Tah” and
“Thah”.
In addition, it was observed that the gestures “Sad” and “He” are sometimes misclas-
sified with each other. Even though these two gestures do not seem to be similar, their
corresponding features have some sort of similarities. Fig. 13 shows that the border infor-
mation of both gestures are similar. Since we only use the border information in our feature
extraction scheme, the resultant features of those gestures will be similar to some extent.
In trying to enhance the performance of the problematic gestures, it was noticed that
some of these gestures perform better using relatively higher number of rules. Specifically,
the gestures “Sad” and “Thah” have higher recognition rates using 13 rules. Replacing
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Fig. 10. The effect of changing ra on the recognition rate of the testing data.
Table 3
Enhancements achieved using 13 rules for “Sad” and “Thah”
Gesture Old recognition rate (%) Enhanced recognition rate (%)
Sad 81.66 90.00
Thah 81.66 86.66
He 93.33 95.00
Table 4
Results after enhancements
Data # of samples Recognized samples Recognition rate (%)
Training 1200 1162 96.83
Testing 600 522 87.00
Total 1800 1684 93.55
the old models of these gestures by models with 13 rules, some enhancements in their
performance were achieved as shown in Table 3. In addition, the performance of the gesture
“He” was slightly enhanced due to the changes made to the gesture “Sad”. The effect of
the enhancements on the overall performance was not significant as shown in Table 4; the
recognition rate increases from 92.94% to 93.55%.
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Fig. 11. The effect of changing ra on the overall recognition rate.
Fig. 12. Similarities between the gestures “Ra” and “Za”.
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Fig. 13. Similarity between features of “Sad” and “He”.
Table 5
Comparison with results found in [9]
System Overall recognition rate (%)
System in [9] 95.57
Our system 93.55
Table 5 shows a comparison between performances achieved by our system and the
system in [9].
It can be seen that our results are comparable to those of [9]. The great advantage of our
system over that designed by Hussain is that it was able to get rid of the restriction of using
colored gloves, without any considerable loss in the performance. In addition, the image
preprocessing employed in our system is more efficient. For example, the determination
of the threshold for the six regions in [9] is done manually, which makes it inefficient for
the use in real-time systems. In addition, the segmentation of the image into six regions
includes scanning the whole image and determining for each pixel its distance from the
threshold set for each region, and then assigning the pixel to the region with the minimum
distance. Compared to our segmentation procedure, which includes just one comparison
for each pixel, the procedure used by Hussain in [9] is computationally expensive.
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6. Conclusion
In this paper, we designed a system for the purpose of the recognition of the alphabets in
the Arabic sign language. The work was accomplished by training a set of ANFIS models,
each of which is dedicated for the recognition of a given gesture. Without the need for
any gloves, an image for the gesture is acquired using a camera connected to a computer.
After preprocessing, features were extracted from the image. The feature extraction scheme
depends on computing 30 vectors between the gesture’s center of area to the useful portion
of the gesture border. These vectors are then fed to the ANFIS system to assign them to a
specific class (gesture).
The proposed system is robust against changes in gesture’s position, size, and/or
direction within the image. This is because the extracted features are believed to be
translation, scale, and rotation invariant.
Simulation results showed that our system, with approximately 9 rules per ANFIS
model, was able to reach a recognition rate of 93.55%.
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