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ABSTRACT
A multi-view face detection and pose estimation system
has been developed employing the edge-based feature repre-
sentations. Using the posed face images at four angles: 0±,
30±, 60±, and 90± as templates, the performance of pose es-
timation of about 80% has been achieved for test images in
the entire angle range of 0± - 90±. In order to further enhance
the performance, the concept of focus-of-attention (FOA) has
been introduced in the vector generation. Namely, edge-
based feature vectors are generated from the restricted area
mostly containing essential information of facial images. As
a result, the detection rate has been enhanced to more than
90% for prole images, which is difcult to achieve when
original edge-based vectors are used.
1. INTRODUCTION
Human face detection is an important processing in a vari-
ety of applications such as security cameras, video surveil-
lance systems, robot vision and so forth. A number of algo-
rithms have been proposed so far. However, face detection is
still a challenging task since it is difcult to achieve robust-
ness under various situations such as different illumination,
focus, scales, and poses, while achieving real-time perfor-
mance. The face detection algorithms are classied into two
categories: image-based approaches and feature-based ap-
proaches [1]. The feature-based approaches make explicit
use of facial features such as skin color information [2], ge-
ometrical relationship among facial parts (i.e. the eyes, the
mouth, and the nose) [3] and so on. Such features, how-
ever, are not immune to variations in environmental condi-
tions. For example, skin color information is sensitive to the
change in illumination conditions and geometrical relation-
ship is likely to be affected by beards, mustaches, hairstyles,
and so on. In image-based approaches, on the other hand,
face images are handled as a whole, and statistical learn-
ing algorithms such as neural networks [4], eigenfaces [5],
etc. are employed for detection. Usually the image-based
approaches show better performance than the feature-based
approaches. However, computationally the former is much
more expensive than the latter.
A robust face detection algorithm has been developed,
employing edge-based feature vectors in conjunction with
the template matching technique [6][7][8]. It has been shown
that the algorithm is very robust against illumination vari-
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Figure 1: Edge-based feature maps.
ations, defocussing, scale variations, and image rotation.
Such a performance can be attributed to the robust nature
of edge-based feature representation originally developed for
medical radio-graph analysis and handwritten pattern recog-
nition [9][10]. The face detection systems presented in
Ref. [6][7][8], however, have been developed only for frontal
face detection.
Then the purpose of this paper is to further extend the ca-
pability of the system and make it applicable to multi-view
face detection. The ultimate goal of this research is to de-
velop a medical analysis system extracting structural char-
acteristics of a human face from multi-view angles and to
apply the multi-dimensional facial soft tissue analysis for
the treatment planning in orthodontics. In order to detect
omni-directional posed faces robustly, the concept of focus-
of-attention (FOA) has been introduced in the vector genera-
tion. Namely, edge-based feature vectors are generated from
the restricted area mostly containing the essential informa-
tion of facial images. As a result, more than 90% detection
rate has been achieved for prole faces which is difcult with
the original edge-based vectors.
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Figure 2: Feature vector based on Projected Principal-Edge
Distribution (PPED); PPED vector is performed by taking a
histogram of edge ags along same direction with edges.
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Figure 3: Feature vector based on Cell Edge Distribution
(CED); CED vector is performed by counting number of
edge ags within each cell.
2. IMAGE PERCEPTION USING EDGE-BASED
FEATURE VECTORS
2.1 Vector generation algorithms
The rst step of the perception is the feature map genera-
tion which extracts edge information from a 64£ 64-pixel
input images. Figure 1 shows an input image and its four-
directional feature maps. Each feature map represents the
distribution of edges corresponding to each direction, i.e.
horizontal,+45±, vertical, and¡45± in the 64£64-pixel im-
age. The feature maps are the bases of our feature repre-
sentations and all of the feature vectors utilized in this paper
are generated from the feature maps. 64-dimension vectors
are generated as spatial distribution histograms of edge ags
in the feature maps. We have already developed two types
of feature representation, the Projected Principal-Edge Dis-
tribution (PPED) [11] and the Cell Edge Distribution (CED)
[6]. Figure 2 illustrates the feature-vector-generation proce-
dure of the Projected Principal-Edge Distribution (PPED). In
the horizontal edge map, for example, edge ags in every
four rows are accumulated and spatial distribution of edge
ags are represented by a histogram. Similar procedures are
applied to other three directions. Finally, a 64-dimension
vector is formed by concatenating the four histograms. An-
other scheme of vector generation is shown in Fig. 3. In the
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Figure 4: Feature maps generated from frontal face (a), half-
way posed face (b), and prole (c) images .
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Figure 5: Feature maps generated from prole images.
Cell Edge Distribution (CED) vector generation, each fea-
ture map is divided into 4£ 4 cells and each cell contains
16£ 16-pixel sites. Each element in the CED vector indi-
cates the number of edge ags within the corresponding cell.
2.2 Prole-specic feature representation
Figure 4 shows the feature maps generated from frontal face,
half-way posed face, and prole images of one person. Fa-
cial parts such as the eyes, the nose and the mouth can be eas-
ily recognized from the horizontal and vertical feature maps
generated from the frontal face images. However, it is dif-
cult to identify the patterns of facial parts from the feature
maps of the prole. Figure 5 illustrates the comparison with
the feature maps from three prole images. Many edges are
detected on the cheek area where no specic features are vis-
ible in original images. Moreover, feature maps of back side
of the prole vary depending on the hairstyle of each person.
In addition, a number of characteristic edge distribution are
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Figure 6: Feature vector based on Projected Principal-Edge
Distribution (PPED) generated from the focus-of-attention
(FOA) area.
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Figure 7: Feature vector based on Cell Edge Distribution
(CED) generated from the focus-of-attention (FOA) area.
present at the rear side of the face in the vertical edge map.
However, they are due to the hairstyle and vary a lot from
person to person. Therefore, the front side of prole image
is utilized for focus-of attention (FOA) area of the prole.
Two kinds of feature vectors are generated from the focus-
of-attention (FOA) area. One is the PPED-like vector (we
call this PPED* for short) shown in Fig. 6. Namely, the fea-
ture vector is generated by taking the histogram of edge ags
in every four rows for the horizontal edge map and in every
two columns for the vertical edge map. The other is simi-
lar to the CED vector-generation scheme (we call this CED*
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Figure 8: Horizontal part of PPED vector of right and left
prole; they are same due to horizontal projection.
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Figure 9: Template images of posed faces.
for short) illustrated in Fig. 7. The FOA area is divided into
4£4 cells each of which contains 8£16-pixel sites and each
element of the 64-dimension vector represents the number of
edge ags within the corresponding cell.
Figure 8 illustrates PPED* feature vectors from both the
prole and its mirror images. The horizontal projection
makes the same vectors from both horizontal edge maps.
This makes it difcult to distinguish the PPED vector of right
prole from one of left prole. Therefore, CED* feature vec-
tor is employed for the prole-specic feature representation.
3. EXPERIMENTAL RESULTS AND DISCUSSION
The samples used in this work were 130 face images of
13 people taken from 10 directions between the range of
0± to 90± with an increment of 10±. The sample photos
were prepared as a preliminary database to use in the multi-
dimensional facial soft tissue analysis for the treatment plan-
ning in orthodontics. Four direction posed faces at 0±, 30±,
60± and 90± were utilized as templates. In addition, ¡30±,
¡60± and ¡90± direction faces were generated by taking the
mirror images of original samples as shown in Fig. 9. Face
detection was carried out on face images angled at 0±, 20±,
40±, 60±, 80±, and 90± for 13 people as shown in Fig. 10. The
detection rate was evaluated by the cross validation. Namely,
all face images except for one person were utilized as tem-
plates and the face detection carried out for the face images of
the person excluded from the templates. This procedure was
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Figure 10: Target images of posed faces.
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Figure 11: Correct detection (a) and two kinds of errors
(b)(c) of system.
repeated for all images in the database. In this experiments,
based on the prior knowledge that only one face image is ex-
isting in the target image, the location where the feature vec-
tor gives the minimum distance to the best matched template
was determined as a face. And the direction of the template
which gave the minimum distance among the all templates
determines the pose of the target face. There are two kinds
of errors in the detection system as illustrated in Fig. 11. Fig-
ure 11 (b) shows a false directional error which means that
the face is localized correctly but the pose estimation of the
detected face is failed. The other type of errors is a miss-
ing face error in which the system cannot localize the face
correctly.
Figure 12 and Fig. 13 shows the detection rates of six di-
rection faces using PPED and CED feature vectors, respec-
tively. Although almost over 80% detection rates are ob-
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Figure 12: Face detection rate of omni-directional faces us-
ing PPED feature vector.
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Figure 13: Face detection rate of omni-directional faces us-
ing CED feature vector.
tained in frontal and 20± faces for both feature vectors, the
detection rates degrade to less than 60% in prole images. In
order to improve the performance, the multiple-clue criteria
[6] have been utilized. Namely, the distance was evaluated
using both PPED and CED vectors, and the detection was
carried out using the sum of both distances and searching for
the minimum. Figure 14 illustrates the correct detection rates
using the multiple-clue criteria. The detection rates all of an-
geled faces were improved and approximate 80% detection
rates were obtained.
Figure 15 shows the detection rates of prole images for
three types of feature vectors: PPED, CED, and CED*. In
addition, the detection rates using the multiple clue derived
from all three feature vectors are also shown in Figure 15.
Only about 50% of the target prole images were detected
with the original feature vectors (PPED and CED). How-
ever, over 90% detection rate was obtained with the proposed
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Figure 14: Face detection rate of omni-directional faces em-
ploying multiple-clue scheme.
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Figure 15: Prole detection rate using PPED, CED, CED*
and multiple clue of them.
CED* vector.
4. CONCLUSION
A multi-view face detection and pose estimation system em-
ploying the edge-based feature representations has been de-
veloped. Approximate 80% detection rates were obtained by
emplyoing the multiple clue derived from our original fea-
ture vectors. In order to enhance the performance of the sys-
tem, the concept of focus-of-attention (FOA) has been in-
troduced in the feature-vector generation. As a result, more
than 90% detection rate has been achived for prole and the
peformance of the system has been sucessfully improved.
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