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This thesis presents a realistic modeling and an adequate processing of the avail-
able information regarding marine corrosion and marine growth effects through the
safety assessment of offshore structures. In view of an appropriate mathematical
modeling in accordance with the underlying real-world information, uncertainty
that refers to probabilistic characteristics is described by probabilistic models, and
imprecision that refers to non-probabilistic characteristics is represented by inter-
vals or fuzzy sets. In view of an appropriate processing of all the uncertain and/or
imprecise variables, numerically efficient computational procedures are developed
to obtain reliable assessment of the performance and safety of offshore structures.
Uniform corrosion which can cause a thickness reduction of steel structural
members in seawater conditions, has an influence on the offshore structural re-
liability. For a relatively short exposure time, a probabilistic model for marine
corrosion has been adopted as a basis. Due to scarce and imprecise information,
the bias factor in the model cannot be specified precisely and is merely known
in form of bounds. An imprecise bias factor is implemented in the probabilistic
corrosion model, which eventually leads to the model of imprecise probabilities
for the corrosion depth. The reliability problem with imprecise probabilities is
solved by a combination of stochastic simulation and interval/fuzzy analysis in a
nested form. The imprecise marine corrosion effects on the structural safety is
then captured in terms of interval/fuzzy probability of failure.
Another concern in the investigation of corrosion effects is the robustness of
aging offshore structures subjected to global damage that arises gradually over
time due to the corrosion loss. For a longer exposure time, fuzzy variables are uti-
lized to cater for the subjective assessment of the corrosion depth with sparse and
vague information. Based on the existing entropy-based robustness measure, an
improved approach for robustness assessment has been developed to scrutinize the
structural robustness with respect to the intensity of imprecision in the damage.
The results reveal a trade-off between the collection of additional information re-
garding long-term corrosion loss and a reduction of imprecision in predicting the
robust performance. Diverse views at the robustness of jacket structures with
different configurations can be formulated to generate optimal decisions for the
design and re-analysis of offshore structures.
Changing mass due to marine growth, one of the practical problems encoun-
tered in vibration-based damage detection of offshore structures, is explicitly con-
sidered in the computational model by describing the thickness of marine growth as
interval variables. This consideration results in the interval added mass effects in
the dynamical system and eventually leads to the development of an interval-based
technique for system identification of linear MDOF system with interval-valued
modeling errors in the mass properties. Firstly the required sub-matrices are ex-
tracted from the identified state space models by applying subspace identification
method to the measurements, and then interval analysis based on the vectorization
technique is performed upon the sub-matrices to estimate the interval bounds for
the unknown stiffness parameters. The major difficulty associated with interval
computation is the dependency problem which is fully eliminated in the proposed
methodology. The newly developed method ensures the effects of modeling errors
to be fully captured in the identification results with high efficiency and accuracy.
As an interesting extension of the interval analysis to damage detection of
offshore structures under imprecise marine growth effects, a damage index with the
concept of Hausdorff distance is proposed to quantify the structural damage based
on the interval bounds for the identified stiffness parameters in both undamaged
xii
and damaged states. Numerical results indicate that structural damage can be
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Non-deterministic phenomena unavoidably exist in engineering practice, and the
available information to engineers regarding these phenomena is frequently not cer-
tain or precise but rather imprecise, fluctuating, incomplete, ambiguous, or linguis-
tic and may possess a data-based, expert-specified, objective, or subjective back-
ground (Mo¨ller and Beer 2008a). This complicates an appropriate mathematical-
engineering modeling and the specification of the involved parameters. However,
the numerical models and parameters must comply with the underlying real-world
information to obtain realistic results from an associated engineering analysis.
Thus, an adequate modeling and processing of the available information is clearly
of vital importance to derive reliable predictions of the behavior, performance,
and safety of engineering systems which is the basis for decision-making.
The available information can be modeled and processed appropriately with
the aid of traditional probabilistic methods if data of a suitable quality are avail-
able to a sufficient extent. This type of information with probabilistic charac-
teristics is usually associated with variability/fluctuations and may result from
an underlying random experiment. The large amount of data ensures a reliable
statistical description of the underlying physical phenomena. For example, the
distribution parameters of a given probability distribution are often evaluated by
the methods of point and interval estimations based on the classical statistical
Chapter 1. Introduction
approach. Furthermore, the probability distribution models can be also inferred
from the frequency diagram or by plotting the set of data on probability paper for
specific distributions and by statistical tests (e.g., goodness-of-fit tests for the dis-
tribution). Its treatment by methods of probability and statistics has found wide
applications in engineering (Melchers 1999; Schue¨ller 2001; Ang and Tang 2007).
However, the observed data are frequently quite limited in civil engineering prac-
tice. This limitation may defy a traditional probabilistic modeling as a reliable
estimation of the parameters requires large data sets. In this situation, subjec-
tive judgement based on intuition or experience is often necessary and a Bayesian
approach provides a proper tool to combine the observed data and judgemental
information. Bayesian approach can be very powerful if a subjective perception
regarding a probabilistic model exists and some data for a model update can be
made available. For example, the unknown parameters of a distribution are as-
sumed to follow a prior distribution which is updated using Bayes’ theorem as
additional information becomes available. An important feature of Bayesian up-
dating is that the subjective influence in the prior assumption decays quickly with
a growing amount of data. It is then reasonable practice to estimate probabilistic
model parameters based on the posterior distribution, for example, as the ex-
pected value thereof, see Section 1.2.1.1. Considerable advancements have been
reported for the solution of various engineering problems (Beck and Katafygiotis
1998; Papadimitriou et al. 2001; Igusa et al. 2002).
Difficulties arise if the available information is very scarce and is of an imprecise
nature rather than of a stochastic nature. In this case, a subjective probabilistic
model description may be quite arbitrary. For example, a distribution parameter
may be known merely in the form of bounds. Any prior distribution which is
limited to these bounds would then be an option for modeling. But the selec-
tion of a particular model would introduce unwarranted information that cannot
be justified sufficiently. Even the assumption of a uniform distribution, which is
commonly used in those cases, ascribes more information than is actually given by
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the bounds. This situation may become critical if no or only very limited data are
available for a model update. The initial subjectivity is then dominant in the pos-
terior distribution and in the final result. This may lead to biased computational
results and, therefore, may result in wrong decisions with the potential for asso-
ciated serious consequences. In order to take account of the available information
as naturally as possible, a variety of non-probabilistic models have been proposed
for modeling of this type of information, such as intervals (Moore et al. 2009),
fuzzy sets (Zadeh 1965), rough sets (Pawlak 1991) and convex models (Elishakoff
1995).
In this thesis, non-probabilistic characteristics of the available information re-
garding two physical phenomena in offshore engineering practice are concerned:
marine corrosion and marine growth. Realistic numerical modeling of these two
phenomena in accordance with the underlying information is a crucial point for a
reliable safety assessment of existing offshore structures, which is essentially the
motivation for this thesis. Among the various views of the safety assessment of an
aging offshore structure, this thesis is devoted to the following three aspects:
• reliability analysis of offshore structures with marine corrosion effects;
• robustness assessment of offshore structures with marine corrosion effects;
• damage detection of offshore structures considering marine growth effects.
Corresponding numerically efficient procedures are then developed for a reliable
assessment of structural safety with a utilization of either non-probabilistic or
mixed probabilistic/non-probabilistic mathematical models for marine corrosion
effects and marine growth effects.
The subsequent sections provide an overview of the modeling and processing
of the available information in engineering with emphasis on the above mentioned
three aspects. More detailed discussions regarding the processing techniques uti-
lized in this thesis are presented in Chapter 2. Objectives and scope as well as
organization of the thesis are provided in Section 1.4 and 1.5, respectively.
3
Chapter 1. Introduction
1.1 Uncertainty and Imprecision
In order to achieve an appropriate modeling in accordance with the underlying na-
ture of the available information, it is common in engineering practice to classify
the available information by means of selected criteria to allocate a proper math-
ematical model. Frequently, non-deterministic phenomena are summarized by the
collective term uncertainty. In this context, a popular classification of uncertainty,
with respect to its sources, distinguishes between aleatory and epistemic uncertain-
ty (Oberkampf et al. 2004; Kiureghian and Ditlevsen 2009). Aleatory uncertainty
is associated with the intrinsic randomness of a physical phenomenon and referred
to as irreducible uncertainty, stochastic uncertainty, variability, or objective un-
certainty. This type of uncertainty can be appropriately treated with traditional
probabilistic methods. Epistemic uncertainty is referred to as reducible uncer-
tainty or subjective uncertainty which may result from the lack of knowledge or
incomplete information. This type of uncertainty defies a traditional probabilistic
modeling and generally requires further specifications according to the particular
characteristics of the uncertainty associated with the available information.
Recently, an alternative criterion has been proposed in (Beer 2009) for clas-
sification of non-deterministic phenomena. The criterion is based on the distinc-
tion between probabilistic and non-probabilistic characteristics of the information
contents. In this classification, uncertainty commonly refers to probabilistic char-
acteristics, whereas non-probabilistic characteristics are summarized as impreci-
sion. This categorization makes the selection of appropriate mathematical models
easier if both the probabilistic and non-probabilistic characteristics appear si-
multaneously. An illustrative example for this case provided in (Beer 2009) is a
random sample as a set of imprecise perceptions of a physical quantity. Whilst the
scatter of the realizations of the physical quantity possesses a probabilistic char-
acter (i.e., statistical information is generally available either in a frequentative
or subjective manner), each particular realization from the population exhibits,
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additionally, imprecision - with a non-probabilistic character (i.e., statistical da-
ta is not precise but more or less imprecise or vague; may have been gathered
under changing boundary or environmental conditions). This situation happens
when the thickness of a structural member with rough surface is to be determined,
see Fig. 1.1. Obviously, a single value cannot be assigned without doubt to the
thickness for each observed value. Thus, it would be better to assign a set of
possible values, e.g., [211, 214], for each observation. Then a random sample of a
set of observed values ([211, 214], [210, 215], [209, 214], · · · ) can be drawn from the
population. In this case, a pure probabilistic modeling is insufficient due to the si-
Fig. 1.1: Thickness measurement of a structural member with rough surface
multaneous occurrence of uncertainty and imprecision. From this perspective, the
mixed probabilistic/non-probabilistic models which are capable of simultaneously
accounting for uncertainty and imprecision have been developed to build a real-
istic model without distorting or ignoring information. These mixed models are
generally covered by the terminology imprecise probabilities (Walley 1991), which
include a variety of specific theories and mathematical models such as evidence
theory (Shafer 1976; Dubois and Prade 1986), the concept of upper and lower
probabilities (Hall and Lawry 2004), interval probabilities (Weichselberger 2000),
and fuzzy probabilities (Beer 2010), etc. This variety allows the selection of the
most appropriate approach based on the available information. The solution of
various practical problems (Mo¨ller and Beer 2008b) using imprecise probabilities




1.2 Modeling of Uncertainty and Imprecision
The distinction between uncertainty and imprecision in Section1.1 helps to avoid
inappropriate modeling of the non-deterministic phenomena, especially when both
probabilistic and non-probabilistic components appear. Probabilistic modeling of
uncertainty has been well established and an extension of probabilistic modeling
to incorporate subjective information can be achieved via Bayesian approaches
when data for model update are made available. Imprecision of the available
information can be modeled and processed appropriately with the aid of non-
probabilistic methods. Fuzzy sets and intervals are two common non-probabilistic
models for imprecision. Furthermore, imprecise probabilities have appealing prop-
erties when uncertainty and imprecision appear simultaneously. Interval proba-
bilities and fuzzy probabilities are of particular interest in this thesis.
1.2.1 Probabilistic models
In the traditional probabilistic framework, uncertainty with the characteristic ran-
domness (not concerned with subjective probability approach) can be described
with the aid of random variables, random processes or random fields using the
probability theory and statistical methods. Generally, randomness arises in an
underlying random experiment where random events are observed. In this con-
text, probability is understood as a measure for the likelihood of occurrence of a
specific event (event of interest) relative to the occurrence of all alternative events.
A basic requirement for the formulation of a probabilistic model is a probability
space [Ω,G, P ], with:
• the sample space Ω as a set comprised of all possible elementary events (or
sample points) ωi ∈ Ω (space of elementary events);
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• a “complete” system G(Ω) (termed σ − algebra) of subsets of Ω covering
ALL events, which can be formulated with the elementary events;
• a function P with certain properties which assigns probabilities to the ele-
ments of G(Ω).
and the associated probability measure space [X,G(X), P ], with:
• a fundamental set X (universe) covering ALL possible observations resulting
from the random experiment;
• a “complete” system G(X) (termed σ− algebra) of subsets of X;
• a function P assigning probabilities to ALL elements of G(X).
1.2.1.1 Random variables
Mathematically, a random variable X is a measurable function representing a
mapping Ω→ X. Typically in engineering applications X = R, then, X(ωi) is a
single-valued real function of sample points. With the concept of random variable,
the values or ranges of values of X can represent events. For instance, an event of
interest E can be represented as {ωi|x1 < X(ωi) < x2} ∈ F(Ω) and the associated
probability of occurrence is P (E) or P (x1 < X < x2). The associated probability
may be assigned according to specific probability distributions (Ang and Tang
2007). For a random variable, its probability distribution can always be described
by the cumulative distribution function (CDF) defined as FX(x) = P (X ≤ x) for
all x. CDF can provide a complete description of a random variable and must
satisfy the following conditions:
1. lim
x→−∞
FX(x) = 0, lim
x→+∞
FX(x) = 1.0, FX(x) ∈ [0, 1];
2. FX(x1) < FX(x2) for x1 < x2, i.e., monotonically increasing;
3. lim
x→+xi
FX(x) = FX(xi), i.e., right continuous.
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For a discrete random variable X, its probability distribution can be also described
by the probability mass function (PMF), denoted as
pX(xi) ≡ P (X = xi). (1.1)
For a continuous random variable X, the probability density function (PDF) is





Although the probabilistic characterization of a random variable can be complete-
ly described by its probability distribution function, the type of the probability
distribution and the associated distribution parameters are frequently difficult to
be exactly specified in engineering practice. In such cases, methods of statistical
inferences provides a well-developed basis for the specification of probability distri-
butions and parameters from the available observational data, such as the method
of moments, the maximum likelihood method, the empirical distribution, testing
of hypertheses (Ang and Tang 2007). An extension of the traditional probabilistic
modeling to incorporate subjective judgment in the estimation of parameters is
achieved with the concept of subjective probability including Bayesian approach.
In Bayesian approach, the unknown distribution parameter θ is often assumed to
be a random variable Θ with a prior PDF f ′(θ). This prior distribution is then
updated by using Bayes’ theorem to obtain the posterior PDF f ′′(θ) in Eq. (1.3)
when some observational data D become available,
f ′′(θ) = k · L(D | θ)f ′(θ) (1.3)
where k = [
∫
L(D | θ)f ′(θ)dθ]−1 is the normalizing constant and L(D | θ) is
the likelihood of the observed data given the parameter θ. Based on the posterior
distribution, the updated estimate of the parameter θ cab be derived. For instance,
8
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the expected value of Θ given the data D, θˆ′′ is given as




A random process or stochastic process {X(t), t ∈ T} is viewed as a family of
random variables X(t) defined over an index set T (Lutes and Sarkani 2004).
Typically in engineering, t is a time parameter and T is an time interval. In order
to have a complete probabilistic description of {X(t)}, the probability distribution
must be specified for every set {X(t1), X(t2), · · · , X(tn)}, for all possible n values,
and all possible choices of {t1, t2, · · · , tn} for each n value. Generally, one may
know the cumulative distribution function of {X(t)}:
FX(t1),X(t2),··· ,X(tn)(x1, x2, · · · , xn) = P (X(t1) < x1, X(t2) < x2, · · · , X(tn) < xn).
(1.5)
and the associated joint probability density function:
fX(t1),X(t2),··· ,X(tn)(x1, x2, · · · , xn) =
∂nFX(t1),X(t2),··· ,X(tn)(x1, x2, · · · , xn)
∂x1∂x2 · · · ∂xn . (1.6)
Similar to the characterization of a random variable X by moments, momen-
t functions of various orders can also be defined for a random process {X(t)}.
For instance, the first-order moment (i.e., the expectation) and the second-order
moment (i.e., auto-correlation) are defined by:










In engineering applications, some simplifications are often made for the mod-
eling of random excitations using stochastic process. One assumption is the sta-
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tionarity. The random process is stationary in the strict sense if ALL the statistics
are time invariant, that is, the joint PDF is invariant under a finite time shift h,
fX(t1),X(t2),··· ,X(tn)(x1, x2, · · · , xn) = fX(t1+h),X(t2+h),··· ,X(tn+h)(x1, x2, · · · , xn).
(1.9)
But in practice, stationary in the weak sense is much more widely used than the
strict stationarity. A random process is of weak stationarity if only µX(t) =constant
and RXX(t1, t2) = RXX(t1 + h, t2 + h) for any finite h without knowing about the
higher order statistics. Let t2 = t1+τ, then RXX(t1, t2) = RXX(t2−t1) = RXX(τ).
For a zero-mean stationary process, the well-known Wiener-Khintchine formula







RXX(τ) · e−iωτdτ, (1.10)




SXX(ω) · eiωτdω. (1.11)
The above mentioned statistics are called ensemble statistics as they are statistical
properties of {X(t)} based on an infinite ensemble of all possible realizations. In
practice, however, it is impossible or impractical to obtain an infinitely large num-
ber of realizations from a given physical process. Usually, only several realizations
or even one realization are available. In these cases, we can only estimate the
statistical properties approximately using the limited number of realizations. For
some stationary processes with the property of ergodicity, the statistics extracted
from one realization of sufficient length (say, Xj(t) with a sufficiently large T ),
also called temporal statistics, can approximate the ensemble statistics quite well.
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Xj(t)dt = E[X(t)], (1.12)
and it is ergodic in second-moment if the temporal average






Xj(t)Xj(t+ τ)dt = E[X(t)X(t+ τ)]. (1.13)
The assumption of ergodicity is essential in the estimation of the moments and/or
probability distribution of {X(t)} from an observed sample process Xj(t). For
example, the estimated mean µˆX and the estimated correlation function RˆXX can













where k is the lag number. Then, the discrete Fourier Transform of RˆXX(τk)
may directly give the estimated PSD function SˆXX(ω), which is widely used for
engineering analysis, such as random vibration of structures (Lutes and Sarkani
2004; Li and Chen 2009) and time dependent reliability analysis (Melchers 1999).
1.2.1.3 Random fields
An extension of a random process {X(t)} with a single parameter t (usually time)
to n-dimensional parameter space will result in a random field {X(u)} where
u = {u1, u2, · · · , un} (usually spatial location) is a vector defined over a field
domain D ⊂ Rn. Thus, each point ui ∈ D corresponds to a random variable
X(ui). Various probabilistic characterizations of the random process {X(t)} can
be extended to the descriptions of the random field {X(u)}. More details can be




In the context of Section 1.1, the developments in modeling of imprecision using
non-probabilistic models have attracted increasing attention in engineering, which
are presented herein with an emphasis on intervals and fuzzy sets.
1.2.2.1 Intervals
The concept of interval is originally adopted to represent a real number x using
a pair of computer numbers [a, b] with finite digital precision in machine comput-
ing, see (Moore 1966; Moore et al. 2009; Alefeld and Herzberger 1983). Various
algorithms based on set operations of intervals with interval function evaluations
have been developed to provide rigorous bounds on accumulated rounding errors,
approximation errors in the scientific computing (Neumaier 1990; Rump 1992).
In engineering practice, interval can be viewed as an appropriate model to mathe-
matically describe the available information in cases where only a possible range is
known for the uncertain variable, which may be due to a lack of knowledge, impre-
cision, or vagueness. In this case, no additional information concerning variations,
fluctuations, value frequencies, preference, etc. within this range is available nor
any clues on how to specify such information. Examples are digital measure-
ments, which are characterized by limited precision as they do not provide any
information beyond the last digital.
Mathematically, a real-valued interval x is the set of real numbers given by
[xl, xr] = {x ∈ R : xl ≤ x ≤ xr}, (1.16)
where xl and xr are the lower and upper bounds (or left and right endpoints) of x,
respectively. For convenience, boldface notation herein will be used to denote all
interval variables (interval numbers, interval vectors, interval matrices) in order to
distinguish them from real ones. The set of real interval numbers will be denoted
by IR.
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The midpoint m(x) and the width w(x) of an interval x are defined in Eq.





w(x) = xr − xl. (1.18)
And the absolute value of x is the maximum of the absolute values of its endpoints:
|x| = max{|xl|, |xr|}. (1.19)
Thus, an interval x can be expressed as



















where m can be referred to as the measured value of an uncertain variable with a
measurement imprecision of no more than ±w/2.
A n-dimensional interval vector x ∈ IRn is a vector whose components are
interval numbers x1,x2, · · · ,xn. Similarly, an interval matrix A ∈ IRn×k is inter-
preted as a set of real n × k matrices {A ∈ Rn×k|Aij ∈ Aij for i = 1, · · · , n; j =
1, · · · , k}. A two-dimensional interval vector
x = [x1,x2] = [[x1,l, x1,r], [x2,l, x2,r]] (1.22)
is a set of all points (x1, x2) with x1,l ≤ x1 ≤ x1,r, x2,l ≤ x2 ≤ x2,r, and can be








Fig. 1.2: Graphical representation of an interval vector
A limitation of the interval model, however, is its binary treatment of infor-
mation. An element either belongs or does not belong to the interval. A gradual
assignment of elements to the interval or a weighting of elements within the inter-
val, respectively, cannot be accounted for (Mo¨ller and Beer 2008a). Consequently,
a degree of confidence that a particular event occurs as needed, for instance, in
safety assessments cannot be deduced with the aid of interval variables alone.
1.2.2.2 Fuzzy sets
From the point of view of classical set theory, an interval is a set with crisp
boundaries, i.e., a crisp set. A crisp set A in the fundamental set X = R is defined
by the two-valued characteristic function IA(x) which associates each x ∈ A either
1 or 0, that is,
IA(x) =
 1, ∀x ∈ A0, ∀x /∈ A (1.23)
Zadeh (1965) introduces the concept of fuzzy set theory that permits the gradual
assessment of the membership of elements in relation to a set. A fuzzy set A˜ in
the fundamental set X = R is defined by the membership function µA(x) which
associates each x ∈ A˜ a real number in the interval [0, 1], with the value of µA(x)
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at x representing the “membership” of x in A˜. That is,
A˜ = {(x, µA(x)) | x ∈ R, 0 ≤ µ(x) ≤ 1} (1.24)
in which µ(x) is the membership function, which describes a mapping from the
fundamental set R onto the interval [0, 1]. Fuzzy set A˜ is referred to as convex if its
membership function µA(x) monotonically decreases on each side of the maximum
value, i.e., if
µA(x2) ≥ min[µA(x1),µA(x3)] ∀x1, x2, x3 ∈ R with x1 ≤ x2 ≤ x3 (1.25)
applies. Only convex fuzzy set is considered in this thesis. Fig. 1.3 shows a





Fig. 1.3: Comparison of a crisp set and a fuzzy set
The interpretation of membership values depends on the context of particular
problems (Dubois and Prade 1997). In this thesis, the membership values µ(x) are
understood as the degree of possibility, with which the underlying uncertain vari-
able may take on the associated values of x. They express a degree of subjective
plausibility that particular values of x actually occur. That is, the membership
values reflect a subjective assessment and the specification of the values are char-
acterized by highly subjective factors. Strategies and methods for the specification
of membership functions based on the available information in practical cases are
discussed in (Mo¨ller et al. 2004; Viertl 1996). For example, the available informa-
tion regarding the structural parameters may be in form of a linguistic assessment
(e.g., around 5.0) or knowledge based on experience (e.g., the opinions of experts).
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There are many types of functional formulations for specifying the membership
functions, such as linear functions, polygonal functions, even a function corre-
sponding to the probability density function of a normal distribution, etc. Since
the membership function is only a subjective assessment of objective conditions,
complicated or involved descriptions are often not necessary for practical purpose.
It is frequently appropriate to choose simple functional formulations such as lin-
ear or polygonal types for the µ(x). Two common used membership function are
triangular and trapezoidal functional formulations, named,
• fuzzy triangular number x˜Z , expressed as 〈x1, x2, x3〉,
• fuzzy trapezoidal interval x˜I , expressed as 〈x1, x2, x3, x4〉,












x1 x2 x3 x4
Fig. 1.4: Fuzzy triangular number x˜Z and fuzzy trapezoidal interval x˜I
an example, a fuzzy triangular number t˜ = 〈210, 212, 215〉 may be a possible
observation.
Another important description of fuzzy set A˜ is its α−level set. The concept of
α−level discretization is useful in processing fuzzy variables through engineering
computation. Mo¨ller et al. (2000) developed a generally applicable procedure for
processing fuzziness based on α−level discretization with the concept of global
optimization. For a real number αk ∈ (0, 1], the α−level set is expressed as
Aαk = {x ∈ A˜ | µ(x) ≥ αk}. (1.26)
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and shown in Fig. 1.5. S(A˜) is the support of a fuzzy set A˜, which is defined as
S(A˜) = {x ∈ R | µA(x) > 0}. (1.27)
For a convex fuzzy set, its α−level sets are intervals Aαk = [xαkl, xαkr], see Fig.
1.5. This enables the representation of the fuzzy set A˜ using its α−level sets,
A˜ = {(Aαk ,µ(Aαk)) | µ(Aαk) = αk ∀αk ∈ (0, 1]}. (1.28)
Moreover, the inclusion property
Aαk ⊆ Aαi ∀αi,αk ∈ (0, 1] | αi ≤ αk (1.29)










Fig. 1.5: α−level sets
The representation of a fuzzy set using its α−level sets can be treated as an
extension of the interval by a component of gradual assignment. It means that
the interval internal values x ∈ [xl, xr] are assessed or weighted with the aid of
membership values µ(x), from a continuous scale. These lend themselves to model
uncertain information that is too rich in content to be reflected appropriately with
interval modeling. Moreover, the interval model remains included as a special case
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of a fuzzy set with binary membership. As a consequence of the membership scale
introduced as an additional feature with respect to interval variables, fuzzy sets
possess extended capabilities in non-probabilistic modeling and can be viewed as
a direct generalization and enhancement of the interval model, see (Zimmermann
1992).
1.2.3 Imprecise probabilities
As mentioned in Section 1.1, imprecise probabilities provide a suitable framework
for a realistic modeling of imprecision and uncertainty, which ensure that the
available information is properly reflected in computation results (Walley 1991).
In the framework of imprecise probabilities, both the probabilistic and the non-
probabilistic information can be considered simultaneously and transferred sepa-
rately to the results. In view of mathematical modeling, a variety of mathematical
models, such as evidence theory (Dempster 1967; Shafer 1976), p-box approach
(Ferson and Hajagos 2004), interval probabilities (Weichselberger 2000), and fuzzy
probabilities (Beer 2010), have been developed and the characteristics of the avail-
able information in a particular case provide the basis for the selection of the most
appropriate approach from this variety.
In this thesis, imprecise probabilistic models for the uncertain variable are
specified with the aid of interval variables or fuzzy variables for the parameters
of a distribution function. It is useful because parameters of probabilistic models
are frequently limited in precision and are only known in a coarse manner in en-
gineering analysis. This situation can be approached with different mathematical
concepts. First, the parameter can be considered as uncertain with random char-
acteristics, which complies with the Bayesian approach. Subjective probability
distributions for the parameters are updated by means of objective information in
form of data. The result is a mix of objective and subjective information - both
expressed with probability. Second, the parameter can be considered as impre-
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cise but bounded within a certain domain, where the domain is described as a
set. In this manner, only the limitation to some domain and no further specific
characteristics are ascribed to the parameter, which introduces significantly less
information in comparison with a distribution function as used in the Bayesian
approach. Imprecision in the form of a set for a parameter does not migrate into
probabilities, but it is reflected in the result as a set of probabilities which contain
the true probability. One example is the use of fuzzy distribution parameters in
the fuzzy distribution functions of the fuzzy random variables (Mo¨ller and Beer
2008a; Beer 2010).
Imprecise probabilities are not limited to a consideration of imprecise distri-
bution parameters. They are capable of dealing with imprecise conditions and
dependencies between random variables and with imprecise structural parameters
and model descriptions. Respective discussions can be reviewed, for example, in
(Fellin et al. 2005; Helton and Oberkampf 2004). Imprecise probabilities also al-
low statistical estimations and tests with imprecise sample elements, e.g., a set of
imprecise measurements of the thickness in Fig. 1.1. Results from robust statistics
in form of solution domains of statistical estimators can be considered directly and
appropriately (Augustin and Hable 2010).
The processing of imprecise random variables can be realized with a combi-
nation of stochastic simulation and interval/fuzzy analysis in a nested form. The
interval or fuzzy distribution parameters are input variables for an interval or fuzzy
analysis. With each set of crisp values for the parameters, a traditional stochastic
analysis is performed. The extreme results from the various traditional stochastic
computations then define the bounds on probability, or interval/fuzzy probabil-
ities, respectively, for the events under consideration, such as structural failure.
Failure probabilities are obtained as intervals or fuzzy variables. Their range of
possible values reflects the non-probabilistic uncertainty from the specification of




In the traditional probability theory, for a discrete random variable X in Section




pX(xi) = 1 is satisfied. Analogously, in the evidence theory - also
referred to as Dempster-Shafer theory, the quantification of information is realized
with a basic probability assignment w(Ai) ≥ 0 - as a degree of confidence - directly
to the imprecise observations Ai, which are sets of possible values. Let P(X) being
the power set on the fundamental set X, for the observations Ai ∈ P(X), the basic
probability assignment w(Ai) must satisfy
∑
i
w(Ai) = 1 (1.30)
and w(∅) = 0. The sets Ai with w(Ai) ≥ 0, called focal subsets, together with
their probability assignments w(Ai) provide a suitable basis for the consideration
of imprecise observations with a random background. Since the focal subsets may
overlap with one another, i.e., not required to be disjoint, the evidence theory
does not comply with the traditional probability theory but can be understood as
a generalization of traditional probability theory when the generalized measures
M(Ai) for the occurrence of events Bj ∈ G(X) are introduced. Two measures are








w(Ai) | Ai ⊆ Bj. (1.32)
and Pl(Bj) +Bel(B
c
j) = 1 holds.
Plausibility Pl(·) and belief Bel(·) are interpreted as bounds on probability.
For example in the thickness measurement as shown in Fig. 1.1, if n = 5 observa-
tions of the uncertain thickness t are drawn with an imprecise nature as listed in
Table 1.1. An equal probability mass w(ti) = 1/n can be assigned to each obser-
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vation and the resulted bounds of probability, i.e., Pl(·) and Bel(·), are shown in
Fig. 1.6.













208 210 212 214 216 t
P l(·)
Bel(·)
Fig. 1.6: Plausibility Pl(·) and belief Bel(·) for the uncertain thickness t
1.2.3.2 Interval probabilities
In contrast to the evidence theory, the quantification of information using the
concept of interval probabilities (Weichselberger 2000) is realized by assigning a
reasonable range of probability [Pl(Ei), Pr(Ei)] ⊆ [0, 1] with a sufficient confidence
for an underlying event Ei ∈ P(Ω) which can be precisely specified. Interval
probability, denoted as IP , is mathematically defined as
IP : EΩ → I with EΩ = P(Ω), I = {[a, b]∀a, b | 0 ≤ a ≤ b ≤ 1}, (1.33)
in which P(Ω) is the power set on Ω in correspondence with the traditional proba-
bility theory, see Section 1.2.1. In view of this definition, the bounds on probability
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for random events are directly specified and a set of probabilistic models may be
plausible for the description of the uncertain variable due to the lack of knowledge
of the underlying randomness. This corresponds to the modeling of imprecise
probabilities according to p-box approach (Ferson et al. 2003). In the p-box ap-
proach, a “probability box” or “p-box” is specified by two nondecreasing functions
F (x) and F (x) which are the mapping from the fundamental set X to [0, 1] and
satisfy F (x) ≥ F (x) ∀x ∈ X. The imprecisely known probability distribution is
represented by a set of cumulative distributions lying entirely within [F (x), F (x)],
which cover the range of imprecision of the knowledge about the underlying ran-
dom variable. An illustrative example of a p-box is shown in Fig. 1.7 where the























Fig. 1.7: A probability box [F (x), F (x)] with one allowable CDF indicated with
the dash line
A typical situation in engineering analysis is when the parameters of proba-
bilistic models of an uncertain variable are only known in form of bounds. In this
case, a model can be obtained for the uncertain variable by implementing interval-
valued parameters in the description of the probability distribution (Utkin 2004).
This implementation will lead to an interval CDF for the uncertain variable and
may have similar implications to some extent with the concept of interval prob-
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abilities in Eq. (1.33). An illustrative example for this implementation is given
in the following. If the underlying randomness of an imprecise random variable
X is assumed to be a normal distribution N(m, 1) but having an interval mean
















and shown in Fig. 1.8. The bounds of probability for a specified event [Pl(Ei), Pr(Ei)]
can then be obtained. For instance, P(x ≤ 0) = [0.1578, 0.8413].
Traditional mathematical statistics are applicable for the determination of the
interval distribution parameters, for example, with the aid of interval estimations.
Furthermore, various hypothesis testing methods can be employed to identify a
range of possible distribution types. Processing of this type of interval probabili-
ties can be realized with a combination of stochastic analysis and interval analysis.
The entire range of sophisticated stochastic methods and techniques can be uti-
lized for each included probabilistic model under consideration of their capabilities
and restrictions. Various techniques for interval analysis are able to transfer the
imprecision of available information completely to the results. For an application
in reliability analysis with interval probabilities, this concept of processing is as-
sociated with the mapping of the parameter interval x to an interval of the failure
probability,



















(b) interval CDF F(x)
Fig. 1.8: Normal probability distribution functions with interval-valued mean val-
ue: (a) interval PDF f(x) and (b) interval CDF F(x)
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1.2.3.3 Fuzzy probabilities
Scrutinizing the modeling of distribution parameters as intervals in the description
of the probability distribution shows that an interval is a quite crude expression
of imprecision. The specification of an interval for a parameter requires the exact
bounds to be provided. This may be criticized because the specification of precise
numbers is just transferred to the bounds. Fuzzy set theory provides a suitable
basis for relaxing the need for precise values or bounds, see Section 1.2.2.2. As
an extension of interval-valued probabilistic distribution functions, fuzzy-valued
probability distribution functions can be obtained for the uncertain variables by
modeling the distribution parameters with the aid of fuzzy sets. This modeling
corresponds to the theory of fuzzy random variables and to fuzzy probability
theory (Kra¨tschmer 2001; Beer 2010). The definition of a fuzzy random variable
refers to imprecise observations as outcome of a random experiment. A fuzzy
random variable X˜ is the mapping
X˜ : Ω→ F(X) (1.36)
with F(X) being the set of all fuzzy sets on the fundamental setX = R. In contrast
to real-valued random variables, a fuzzy realization x˜i = X˜(ωi) ∈ F(X) is now
assigned to each elementary eventωi ∈ Ω. The definition allows the interpretation
of a fuzzy random variable X˜ as a fuzzy set of real-valued random variable X,
X˜ = {(Xj ,µ(Xj))}. (1.37)
Hence, a fuzzy probability distribution function F˜ (x) can be formulated as a fuzzy
set of traditional probability distribution function Fj(x) of the random variable
Xj, which is given by,
F˜ (x) =
{





The functional values of F˜ (x) are fuzzy variables and possess membership func-
tions. Interval probabilities Fα(x) = [F α(x), F α(x)] weighted by the membership
degree µ(Fα(x)) can be obtained for each α−level with the aid of α−discretization.
Thus, a fuzzy probability function can be described as a fuzzy set of interval prob-
abilities,
F˜ (x) = {(Fα(x),µ(Fα(x)))|Fα(x)) = [F α(x), F α(x)],µ(Fα(x)) = α ∀α ∈ (0, 1]}.
(1.39)
This representation is suitable for numerical processing of fuzzy probabilistic vari-
ables. Similar to the implementation of interval-valued parameters in the de-
scription of probability function, the description of fuzzy probability distribution
functions can be realized with the aid of fuzzy variables for parameters in the
probability functions. Following the illustrative example in Eq. (1.34), if the un-
derlying randomness of an imprecise random variable X is assumed to be a normal
distribution N(m˜, 1) but having a fuzzy mean value m˜ = 〈−0.5, 0, 0.5〉, then the















and shown in Fig. 1.9. The functional values of F˜ (xi) at a specified value xi is a
fuzzy variable. For instance, F˜ (0) = 〈0.1578, 0.5, 0.8413〉.
Numerical processing of this type of fuzzy probabilities can be realized with a
combination of stochastic analysis and fuzzy analysis. Whilst each included prob-
abilistic model is analyzed with a traditional stochastic approach, the imprecision
of the probabilistic model is transferred to the results via fuzzy analysis. For an
application in reliability analysis with fuzzy probabilities, this concept of process-
ing is associated with the mapping of the fuzzy parameter x˜ to a fuzzy failure
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Fig. 1.9: Fuzzy distribution function F˜ (x) of a fuzzy random variable X˜
probability,
x˜→ P˜f . (1.41)
1.3 Safety Assessment of Offshore Structures
Offshore structures such as jackets, jack-up or floating structures are widely used in
the oil and gas industry for exploration and production at sea. Safety requirements
need to be fulfilled during the structural life in order to limit fatalities as well
as environmental and property damages. In view of the design phase, various
safety criteria in the design codes such as Ultimate Limit State (ULS) and Fatigue
Limit State (FLS) criteria need to be satisfied to achieve a certain target level
of safety. To ensure structural safety during the service life, the assessment of
structures is also of vital importance. From this point of view, various methods for
safety assessment of existing offshore structures have been developed in connection
with a planned change of platform function, life extension of offshore platforms,
structural health monitoring, re-analysis of offshore structures after severe loading
or destructive events such as hurricanes, explosions, fires and ship impact, the risks
associated with fatigue, corrosion and other degrading phenomena (Moan 2005b).
Those methodologies enable the mitigation of risks and help to derive economic
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decisions regarding inspection, monitoring, maintenance and repair.
In the design or safety assessment of offshore structures, the available infor-
mation about the environmental loading conditions, structural parameters and
numerical models is frequently not certain or precise but rather imprecise, fluc-
tuating or incomplete. The information basis usually consists of design drawing,
measurements, experiences, codes and standards, and so on. These include, for
example, mechanical properties of the foundation soil or construction materials,
degradation of the structural material thickness by corrosion, loading uncertain-
ties related to the statistics of wave/wind/current and the model uncertainty using
Morison equation (Olufsen and Bea 1990). It has been long recognized that those
parameters should be described as uncertain variables in order to deal with the
uncertain nature of the loads or resistances. In order to derive reliable predic-
tions regarding the safety level of offshore structures, it is crucial to represent
all the uncertain variables appropriately according to the underlying real-world
information which is available to engineers. Various mathematical models given
in the previous section allow an adequate modeling of the available information
and numerical methods for processing through engineering computation are also
available in Chapter 2.
In the thesis, three topics within the framework of safety assessment of offshore
structures, which include reliability analysis, robustness assessment and damage
detection, are pursued and briefly discussed in the following.
1.3.1 Reliability analysis
Reliability analysis of offshore structures can produce a quantitative measure of
structural safety, named probability of failure Pf . The safety level of the structural
design or existing platforms can be estimated by comparing Pf with the target level
provided in the design codes. Most commonly, Pf is evaluated through reliability
analysis of a load-resistance system where the structural or loading parameters are
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represented by probabilistic models. The corresponding probability distributions
can be specified according to the design codes (DNV 2007a; DNV 2007b) or by
statistical analysis of the available observations of the individual variables. Table
1.2 shows the probability distribution types for the wave conditions provided in
(DNV 2007a). A proper choice of the distribution types is very important as the
results of a reliability analysis may be very sensitive to the tail of the probability
distribution. The distribution parameters are often determined by methods of
statistical estimation and may be uncertain themselves due to insufficient data.
Table 1.2: Probability distributions of the wave conditions
wave parameters types distribution functions
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With the basic variables and their probability distributions established, a limit
state function need to be formulated in terms of those basic variables in accordance
with a specified failure criterion. The failure criteria are associated with the failure
modes of the specified structure type and the reliability analysis may be performed
for the individual components or the whole structural system. For example, two
failure modes for the reliability analysis of jacket platforms are considered in (DNV
1995b):
• the FLS for failure of a critical joint in the jacket structure, where crack
growth initiating from the joint weld is considered;




For the selected limit state, Pf can be calculated by solving a multi-dimensional
integration over the failure domain. Simplified methods (e.g., FORM, SORM) and
simulation-based methods (direct Monte Carlo simulation, importance sampling)
are frequently used in engineering practice (Melchers 1999; Ang and Tang 1984).
The usefulness of structural reliability analysis in offshore engineering has been
demonstrated in the solution of various practical problems. Assessment of the re-
liability for jacket platforms is investigated in (Olufsen et al. 1992; DNV 1992;
Onoufriou and Forbes 2001) and fatigue reliability analysis of fixed offshore plat-
forms is also concerned in (Karadeniz 2001). Furthermore, reliability analysis of
floating structures (floater/mooring/riser system) has attracted increasing atten-
tion as the oil and gas industry moves to deep water. Reliability based structural
design of ship/FPSO hull structures, as well as code calibration in the ULS and
FLS criteria for the hull design are discussed in (Moan et al. 2006). Guideline for
structural reliability analysis of tension leg platforms is provided in (DNV 1995a)
and a recommendation practice for riser fatigue analysis is specified in (DNV
2005). A reliability-based approach to fatigue analysis and fatigue-resistant de-
sign is developed in (Ang et al. 2001) and applied to the analysis of a LNG tanker.
Methods of reliability-based management of inspection, monitoring, maintenance
and repair (IMMR) of various types of offshore structures are also discussed in
(Moan 2005a) and developed in (Onoufriou 1999; Moan and Song 2000).
1.3.2 Robustness assessment
Robustness, in the context of offshore structures, is a measure to assess a platform’s
ability to sustain damage with a limited loss of ultimate capacity and, therefore,
reliability (Gebara et al. 1998). A “robust” structure has inherent redundancies
in terms of alternative load paths that allow the structure to withstand global
damage caused by various events such as ship impact, extreme storms, explosions,
etc. For less robust structures, however, a small damage event may significantly
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diminish the platform’s global capacity resulting in a high-risk situation which
requires immediate response such as platform de-manning, platform shutdown,
or emergency repair. Robustness consideration in this context usually aims to
mitigate the risk from disproportionate failure or progressive collapse due to local
damage caused by extreme loads or accidental loads. In the literature, robust-
ness of fixed offshore platforms is usually evaluated through the ultimate strength
analysis of structures in both intact and damaged states, which leads to a number
of deterministic performance measures using the concept of reserve strength and
residual strength, see (BOMEL 2000). The prescribed damage scenarios are fre-
quently associated with removal of one critical member or several members in the
intact state, see (EQE 2004). However, there are other sources of damage that,
in contrast with damage suddenly provoked by accidental actions, arise gradually
in time from aging of structures and may also involve disproportionate effects, see
(Biondini et al. 2008). These include diffusive attacks from environmental aggres-
sive agents (e.g., sulfates and chlorides) in concrete structures or marine corrosion
in offshore steel structures. Besides the deterministic performance measures, the
inevitable uncertainty in engineering practice has led to the development of prob-
abilistic robustness measures based on reliability analysis of structures by taking
account of uncertainties in the loading and structural parameters, see (Frangopol
and Curley 1987; Nordal et al. 1987; Lind 1995). A further concept is robustness
assessment based on probabilistic risk analysis. Baker et al. (2008) formulated a
risk-based robustness measure for robustness of an engineering system via decision
analysis theory.
Robustness can also be understood as a structure’s capacity to withstand the
normal fluctuations of environmental conditions without noticeable effects on its
serviceability. In this context, robustness denotes a high degree of independence
between the uncertainty of structural parameters and the associated uncertainty
in structural responses. Assessments of this type of robustness are devoted to ob-
taining global statements about the degree of structural response variation with
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respect to input fluctuations at once. Commonly, all uncertain parameters are
described as random variables, which enable the application of probabilistic mea-
sures to assess structural robustness. This concept has been pursued in the field
of probabilistic robust design which is often realized by formulating and solving a
corresponding optimization problem (Zang et al. 2005), for example, the robust
design of non-linear structures with path-dependent response in form of a two-
criteria optimization problem (Doltsinis and Kang 2004; Doltsinis et al. 2005).
It generally aims at an optimum mean and a minimum variance of the structural
responses with respect to the environmental fluctuations. Besides the probabilistic
measures, an entropy-based robustness measure for fuzziness has been proposed in
(Beer and Liebscher 2008) to facilitate coarse problem specifications in early design
stages and with an integration in the design process, to provide comfortable deci-
sion margins during construction and operation and to accommodate later changes
of design parameters during construction or repair. Another measure of fuzziness
based on credibility theory has been formulated in (Marano and Quaranta 2008)
and used in a procedure for fuzzy-based robust design optimization.
1.3.3 Damage detection
Damage due to the harsh environmental conditions is accumulated during the
service life of the jacket structures. An early and reliable detection of structural
damage of the aging offshore structures is very crucial to mitigate the operational
risk and avoid the possible catastrophic failures. Vibration-based damage detec-
tion is widely employed in aerospace, civil, mechanical and offshore engineering
to detect, locate and characterize damage in structural systems by using the vi-
bration measurements. A summary review of the damage identification strategies
and their applications in engineering practice are summarized in (Doebling et al.
1998; Carden and Fanning 2004; Farrar and Worden 2007). The basic idea is to
identify damage in the structural systems by examining changes in the vibration
measurements since changes in the physical properties (e.g., mass, stiffness and
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damping) will cause changes in the measured responses. Depending on the fea-
tures of the applied identification methods, four different levels of damage can be
obtained for a structural system:
• Existence. Is the damage present in the system?
• Location. Where is the damage in the system?
• Extent. How severe is the damage?
• Prognosis. How much is the remaining service life?
Vibration-based damage detection methods have been extensively studied by
offshore industry around 1980s, but these techniques were less than successful
in engineering practice because a number of very practical problems were en-
countered, see (Doebling et al. 1998; Farrar and Worden 2007). For example,
the measured response data obtained may be highly corrupted and hence unus-
able; it is difficult to install the measurement devices in the hostile environment;
damage-induced frequency shifts are difficult to distinguish from shifts resulting
from increased mass due to marine growth.
Despite these practical difficulties, some research efforts are continuously con-
tributed in the improvement of damage detection of offshore structures. Kim
and Stubbs (1995) proposed a damage detection technique for damage localiza-
tion and severity estimation in jacket structures for which only limited modal
information were available. Mangal et al. (2001) conducted an experimental in-
vestigation on the feasibility of impulse and relaxation techniques for monitoring
offshore jacket platforms. The changes in the response signatures are found to be
larger for critical members and smaller for redundant members. Nichols (2003) ex-
plored the role of ambient excitation and empirical modeling in detecting damage
in offshore structures. The excitation of an offshore structure takes the form of
band-limited random process and the empirical phase space model is constructed
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using the measured responses from an undamaged structure. A increase in the re-
sulting prediction error indicates the possible existence of structural damage. The
hypothesis testing is applied to assess the presence and extent of damage with a
certain confidence level. Li et al. (2008) applied a cross-model cross-mode method
(CMCM) for damage detection of jacket structures when only limited, spatially
incomplete modal data is available.
1.4 Objective and Scope
In the complex ocean environment, marine corrosion and marine growth are two
common physical phenomena which both have adverse effects on the safety of off-
shore structures. A realistic numerical modeling of the corrosion depth and marine
growth thickness plays an important role in deriving reliable predictions regard-
ing the behavior and performance of the structures. Some research efforts have
been devoted to describe these physical quantities based on the observation data.
Either deterministic models or probabilistic models are adopted in the computa-
tional models for engineering analysis. If data of a suitable quality are available
to a sufficient extent, these physical quantities can be modeled and processed ap-
propriately with the aid of well-established probabilistic methods. However, the
uncertain nature and the associated scarce/imprecise information of these two
non-deterministic physical phenomena defy a traditional probabilistic modeling.
A subjective probabilistic model description that cannot be sufficiently justified
may lead to unrealistic computational results and unreliable engineering decisions
with potential for associated serious consequences.
In view of an appropriate mathematical modeling of the available informa-
tion regarding marine corrosion and marine growth, non-probabilistic models and
the concept of imprecise probabilities are employed in this thesis to describe the
physical quantities in accordance with the underlying real-world information. Sub-
sequently, the non-probabilistic treatment of imprecision in the physical quantities
34
1.4. Objective and Scope
brings both engineering benefits and computational challenges in the present study.
Non-probabilistic models(e.g., intervals and fuzzy sets) and imprecise probabilities
(e.g., interval probabilities and fuzzy probabilities) possess certain advantages in
the case of limited information and associated difficulties of a traditional prob-
abilistic modeling. But the consideration of imprecise marine corrosion effects
and imprecise marine growth effects in safety assessment of offshore structures
requires sophisticated and numerically efficient computational procedures for pro-
cessing the uncertain physical quantities.
The motivation of this study is to pursue an adequate modeling and processing
of uncertainty and imprecision in the marine corrosion and marine growth effects
for the safety assessment of offshore structures. Research endeavor is taken to
achieve the following four main objectives:
1. Modify an existing probabilistic corrosion model with the concept of impre-
cise probabilities and investigate the structural reliability of offshore struc-
tures under imprecise marine corrosion effects;
2. Improve the entropy-based robustness assessment of structures and examine
the robust behavior of offshore jackets with respect to long-term marine
corrosion effects;
3. Develop an interval-based technique for system identification in the pres-
ence of interval-valued modeling errors with high numerical efficiency and
accuracy;
4. Explore an interval modeling of marine growth effects and extend the concept
in (3) to the interval analysis for damage detection of offshore structures
with an explicit consideration of marine growth effects in the computational
model.
Research results in this thesis may provide important insights into an ap-
propriate modeling of non-deterministic physical phenomena with probabilistic
35
Chapter 1. Introduction
and/or non-probabilistic characteristics, and an efficient processing of the uncer-
tainty and/or imprecision in the available information for a reliable evaluation of
structural behavior and safety.
It is understood that two specific non-deterministic phenomena are investi-
gated in the context of three particular topics in safety assessment of offshore
structures (i.e., reliability analysis, robustness assessment and damage detection).
Thus, the conclusions may not be valid for other physical phenomena and other as-
pects of safety assessment. Deterministic solutions, such as the ultimate strength
analysis and subspace identification, are taken as the mapping model without any
modification or improvement since our focus is on the modeling and processing of
uncertainty and imprecision in engineering analysis.
1.5 Thesis Organization
The organization of the thesis follows the motivation of the research and the out-
line of the research objectives, as shown in Fig. 1.10. This chapter addresses
the probabilistic and/or non-probabilistic characteristics of the available informa-
tion regarding the non-deterministic physical phenomena. Various mathematical
models of uncertainty and imprecision are summarized. Three topics in safety
assessment of offshore structures are highlighted and pursued in the subsequent
chapters.
Chapter 2 presents a systematic review of the numerical techniques for pro-
cessing uncertainty and imprecision through engineering computation. The variety
of mathematical models, together with the wide range of numerical techniques,
provide a sound basis for the development of efficient procedures with a reliable
computation. In Chapter 3, an existing probabilistic corrosion model is modi-
fied with the concept of imprecise probabilities. Structural reliability assessment
under imprecise marine corrosion effects is investigated. Chapter 4 presents the
improved entropy-based robustness assessment for the investigation of the robust
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behavior of offshore structures with respect to long-term marine corrosion effects.
In Chapter 5, an interval-based technique for system identification of linear MD-
OF systems in the presence of modeling errors is developed and extended to the
damage detection of offshore structures under imprecise marine growth effects in
Chapter 6 where the marine growth thickness is described as interval variable. The
numerical efficiency and accuracy of the proposed methods are studied. Finally



















































Analysis of Uncertainty and
Imprecision - Literature Review
This chapter presents a review of various techniques for processing of the available
information through engineering computation when an appropriate mathematical
model has been selected for the uncertain variables. When selecting a method
for processing, various aspects should be considered such as the selected math-
ematical models for the quantification, required level of accuracy, as well as the
computational efficiency. As a distinction between uncertainty and imprecision is
made for the classification of non-deterministic phenomena in this thesis, uncer-
tainty propagation methods is referred to as processing of the information with
probabilistic characteristics and the treatment of imprecision is achieved by inter-
val/fuzzy analysis. Furthermore, the processing of imprecise probabilistic variables
can be realized with a combination of uncertainty propagation methods and inter-
val/fuzzy analysis in a nested form. The key features of the techniques relevant
to the work in this thesis are discussed in the following.
Chapter 2. Analysis of Uncertainty and Imprecision - Literature Review
2.1 Uncertainty Propagation
The developments in uncertainty propagation methods have been pursued in many
science and engineering disciplines. In this section, numerical methods for the
processing of uncertainty through structural reliability analysis is briefly discussed.
Other aspects about uncertainty propagation through engineering computation
may be related to computational stochastic mechanics (Ghanem and Spanos 1991;
Schue¨ller 2001), structural design under uncertainty (Beck et al. 1999; Zang et al.
2005), Bayesian model updating for system identification (Beck and Katafygiotis
1998), etc.
In the basic reliability problem (Melchers 1999; Ang and Tang 1984), the
probability of failure corresponds to the probability of limit state violation for
a structural system, that is, its resistances R is less than the applied loads S.
Generally, the failure probability can be expressed as,
Pf = P [G(R, S) ≤ 0], (2.1)
where G(·) is the limit state function and the reliability index β is then calculated
as β = −Φ−1(Pf ) where Φ(·) is the standard normal distribution function. Most
commonly, the resistances R and the load effects S, respectively, are functions of
several other variables which are often modeled as random variables for the simple
reason that uncertainties are unavoidable in engineering practice. In this case, the
limit state function can be written as G(X) where X = {X1, X2, · · · , Xn} is a
vector of basic state variables, such as structural dimensions, material strengths,
wave height, wind speed, etc., which govern the structural behavior and safety
performance. Thus, a generalized reliability problem is formulated as,





fX1,X2··· ,Xn(x1, x2, · · · , xn)dx1dx2 · · · dxn (2.2)
where fX1,X2··· ,Xn(x1, x2, · · · , xn) is the joint PDF for the n-dimensional random
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G(x) < 0: failure domain F
G(x) > 0: safe domain
Fig. 2.1: Joint PDF fX1,X2(x1, x2) of two random variables and the failure domain
F in the two-dimensional variable space
Except for some special cases, direct integration of Eq. (2.2) is impractical.
Many techniques have been developed to solve the above multi-dimensional in-
tegration with the consideration of the shape of limit state surface, distribution
function fX(x) and the dimension n, etc. Those methods can be categorized into
two groups:
• transformation methods such as FORM/SORM in which the joint PDF in
the physical space is transformed to a multi-normal PDF and the probability
of failure is then approximately determined.
• simulation methods such as direct Monte Carlo simulation, importance sam-
pling, subset simulation (Au 2001), line sampling (Koutsourelakis et al.
2004; Pradlwarter et al. 2010), etc.
2.1.1 Transformation methods
The basic motivation for the development of transformation methods lies in the
remarkable property that the nearest distance of the limit state surface from the
origin of a standard normal space is an invariant measure of reliability. Thus, the
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reliability problem defined in the original space X ∈ Rn is frequently transformed
into the standard normal space U ∈ Rn whose components are n independent
standard normal variates. Various methods for the transformation are available
(Melchers 1999), for example, Hasofer-Lind transformation for the case when all
components of X are uncorrelated normal variables, Orthogonal transformation
for the case when all components of X are correlated normal variables, Rosenblatt
transformation for the case when the joint probability distribution function FX(x)
is available for a non-normal correlated vectorX, Nataf transformation for the case
when only the marginal cumulative distribution functions FXi(xi), i = 1, · · · , n
and the correlation matrix are available for the non-normal vector X instead of
the complete joint cumulative distribution function FX(x).
Based on the transformation from the original space to the standard normal




subjected to G(u) = 0, (2.3)
where G(u) is the corresponding limit state function in the standard normal space
by a transformation of the limit state function in the original space. The optimal
point u∗ to Eq. (2.3) is called “design point” which represents the point of highest
probability density for the failure domain, and βRI =
√
u∗Tu∗.
First Order Reliability Method (FORM) is a well-established approach to lo-
cate the design point u∗ on the limit state surface G(u) = 0. A procedure for
FORM involving independent non-normal random parameters is provided in the
following. For an individual variable Xi of non-normal distribution, the so-called
normal tail transformation can be easily implemented to obtain an equivalen-
t standardized normally distributed random variable Ui (Ang and Tang 1984).
Mathematically, the transformation is realized by equating the cumulative proba-
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bilities , i.e., the cumulative probability of the equivalent normal distribution and










where µNXi and σ
N
Xi
are the mean value and standard deviation, respectively, of the
equivalent normal distribution. Then, Eq. (2.4) yields,
µNXi = x
∗












∼ N (0, 1). (2.7)
Algorithm: FORM with uncorrelated non-normal vector X
1. select initial design point x(1) which may be µX ;
2. evaluate the parameters for the equivalent normal distribution by Eq. (2.5)
and Eq. (2.6), as well as u(1) by Eq. (2.7);
3. evaluate G(u(1)) and the gradient vector ∇G(u(1));






α(1) where α(1) = − ∇G(u(1))|∇G(u(1))| ;
5. calculate x(2) based on Eq. (2.7);
6. repeat steps (2)∼(4) until the solution coverges.
2.1.2 Simulation methods
Monte Carlo simulation (MCS) techniques provide a simple way to calculate failure
probability and can give a solution which converges to the exact solution if the
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number of samples is quite large. The basic idea for its application in reliability
analysis is to multiply the integrand in Eq. (2.2) with an indicator function
I[G(X)≤0] =









I[G(X)≤0]fX1,X2··· ,Xn(x1, x2, · · · , xn)dx1dx2 · · · dxn, (2.9)
which indicates that Pf can be written as the expected value of the indicator
function, i.e., E{I[G(X)≤0]}. Since G(X) is a random variable in X, the indica-
tor function I[G(X)≤0] is also a random variable whose expectation is estimated







where xˆj represents the jth vector of random observations drawn from the joint
PDF of physical variables X. This gives the estimate of failure probability Pf ≈ Jˆ.
Based on the central limit theorem and Eq. 2.10, the distribution of sample

































which indicates that larger N leads to a smaller variance, thus, a better estimation.
This also means high computation effort is required to achieve a good estimation
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of failure probability, especially if small failure probabilities are to be estimat-
ed. Thus, the variance reduction techniques have been developed to reduce the
computational cost and improve the accuracy of estimation. It can be seen from




can result in a reduction of variance
in the estimation. This observation forms the basis for the so-called importance
sampling.
The underlying concept of importance sampling is to limit the simulation to
“important region” of the random parameter space and draw the vector of random
observations from a so-called “importance-sampling” PDF. In this case, Eq. (2.9)
is equivalently written as,


















where {vˆj}Nj=1 are distributed according to the importance sampling function
hV (v). An appropriate sampling density function is very crucial to the quality





which can produce zero variance of Jˆ but is generally not available since it requires
knowledge of J. One approach for choosing hV (v) is simply to use the distribution
fX(x) shifted to the design point which can be viewed as a surrogate for iden-
tifying the region of interest. However, the distribution for hV (v) is required to
produce sample points unbiased with respect to each variable. Thus, an appropri-
ate choice for hV (v) is the standard Gaussian probability density function shifted
to the design point u∗ and the importance sampling is conducted in the standard
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normal space rather than the original space. A critical appraisal of procedures
for reliability analysis is presented in (Schue¨ller et al. 2004) with emphasis on
high dimension problems. It is noted that the estimates obtained by importance
sampling using design point are not sensitive to the exact position of the design
point which is required in FORM.
2.2 Interval Analysis
The basis for mathematical treatment of interval-valued variables has been de-
veloped in (Moore et al. 2009; Alefeld and Herzberger 1983). The concept of
processing intervals in engineering computation is different from a probabilistic
analysis (Mo¨ller and Beer 2008a). Generally, interval analysis connotes the map-
ping of interval input variables xi to interval result variables zj,
{x1,x2, · · · ,xn} → {z1, z2, · · · , zm} . (2.16)
In the mapping, the dependency between crisp input values xi ∈ xi and crisp out-
put values zj ∈ zj from respective intervals is given by a deterministic algorithm,
which may be referred to as the mapping model,
f : x → z, x = (x1, · · · , xi, · · · , xn)
z = (z1, · · · , zj, · · · , zm), xi ∈ xi, zj ∈ zj, (2.17)
see Fig. 2.2. The interval results zj are determined when their bounds zjl and
zjr are known. The crucial point in interval analysis, however, is the search for
zjl and zjr. The zjl and zjr are associated with the specific (optimum) input
points xoptjl and x
opt
jr from the spatial input domain x1× · · · × xi× · · · × xn via the
mapping model in Eq. 2.17; xoptjl → zjl and xoptjr → zjr. It should be noted that
the properties of the underlying mapping model in Eq. (2.17) directly affect the







mapping model f : x→ z
z1
z1l z1rz1 ∈ z1
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z2l z2rz2 ∈ z2
Fig. 2.2: Interval analysis scheme
f(x) denotes a monotonic function of the parameters xi ∈ xi, the points xoptjl and
xoptjr are restricted to the vertices of the input intervals. In this case, considering
all possible combinations of the vertices in Eq. (2.17), the interval result for zj is
computed as,
[zjl, zjr] = [min f
k(x1, x2, · · · , xn)︸ ︷︷ ︸
k=1,2,··· ,2n
,max fk(x1, x2, · · · , xn)︸ ︷︷ ︸
k=1,2,··· ,2n
] for xi ∈ {xil, xir}.
(2.18)
However, the underlying mapping model in engineering computation is generally
not known explicitly as an analytical function and often exhibits non-monotonic
or discontinuous property. Another issue is the consideration of dependencies be-
tween interval-valued variables. The dependencies may arise between the given
input intervals x1,x2, · · · ,xn or between intermediate interval results during the
stepwise computation. These may lead to an overestimation in the resulted in-
tervals. Various techniques have been proposed for an appropriate processing of
intervals both in scientific computing (Neumaier 1990; Rump 1992) and engineer-
ing computation (Mo¨ller et al. 2000; Chen et al. 2002; Qiu and Elishakoff 1998;
Muhanna et al. 2007; Moens and Vandepitte 2007; Degrauwe et al. 2010). In
the following, the properties of interval arithmetic are presented as it provides
the basis for the enclosure scheme for interval analysis. Subsequently, the concept
of formulating interval analysis as an optimization problem is introduced. Both
strategies are relevant to the study in this thesis.
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2.2.1 Interval arithmetic
In this section only elements of immediate relevance are discussed. Detailed in-
formation about interval arithmetic is provided in (Moore et al. 2009). The sum,
difference, product, or quotient of two intervals x and y is the set of all possible
results x ◦ y for pairs of real numbers x ∈ x and y ∈ y, specifically,
x ◦ y = {x ◦ y : x ∈ x, y ∈ y} for ◦ ∈ {+,−, · , /} (2.19)
except that x/y is not defined if 0 ∈ y. The four basic arithmetic operations
between intervals satisfy the fundamental property of inclusion isotonicity, see
(Moore et al. 2009),
y1 ⊆ x1 and y2 ⊆ x2 ⇒ y1 ◦ y2 ⊆ x1 ◦ x2 for ◦ ∈ {+,−, · , /}. (2.20)
Consider the real-valued function f of a single real variable x. The range of
values f can be computed with x ∈ x, that is, f(x) = {f(x) : x ∈ x}. An
extension of the real function f by applying its functional expression directly to
the interval arguments x results in the interval-valued function F(x) : IR→ IR.
The Fundamental Theorem of Interval Analysis in (Moore et al. 2009)
states that, if F is an inclusion isotonic interval extension of f , then
f(x) = {f(x) : x ∈ x} ⊆ F(x). (2.21)
If variable x occurs only once in f(x), standard application of F(x) yields the
actual range of values of f . In the case of multiple occurrence of an interval
x in a functional expression, however, consideration of the dependency effect is
required to not produce results with an artificial interval width. This effect can
be quite severe. For example, consider the interval function F(x) = x − x2 with
x = [a, b] = [−1, 1], which leads to the true result [−2, 0.25]. Although most
computational and programming packages such as INTLAB (Rump 1999) provide
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intrinsic interval operations, for example for the evaluation of x2 (not treated as
two independent occurrences of x) so that x2 = [c, d] = [0, 1], naive application of
interval subtraction subsequently leads to F(x) = x−x2 = [a− d, b− c] = [−2, 1].
This result contains the true solution [−2, 0.25] but is much wider. The artificial
widening results from the naive treatment of the intervals x and x2 as independent
of one another, x−x2 = [−1, 1]−[0, 1]. This phenomenon is known as “dependency
problem”, for which various basic solution techniques are proposed in (Moore et al.
2009; Neumaier 1990).
In the solution of complex engineering problems, however, avoiding overesti-
mation due to dependencies is still a crucial issue for a successful utilization of
interval analysis. A challenging problem is the mathematical description of the
dependencies, which is particularly complicated if dependencies appear between
intermediate results such as between elements of a stiffness matrix. In this case,
the underlying structural analysis need to be decomposed and reformulated in
order to compute a sharp enclosure of the actual solutions. One example is the
solution procedure for the system of linear interval equations
Ax = b where A ∈ IRn×n, b ∈ IRn (2.22)
since solving systems of linear equations is essential for engineering computation
such as finite element analysis. A number of methods have been developed, such as
interval Gauss elimination, interval Gauss-Seidel iteration, Krawczyk’s iteration,
and self-validating method (Neumaier 1990; Rump 1992), to obtain an interval
vector
x ⊇ AHb (2.23)
containing the hull of the solution set AHb. The hull of the solution set is
defined as the interval vector with smallest radius containing the solution set






with θ1 = [−1, 0], θ2 = [−1, 0] and b = [1.2 − 1.2]T , the so-
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Fig. 2.3: Hull of the solution set AHb
lution set Σ(A,b) is shown in Fig. 2.3 and the hull of the solution set AHb is
([0.3, 0.6] [−0.6,−0.3])T . An enclosure x = ([0.24, 0.72] [−0.72,−0.24])T can be
otained by Krawczyk method.
Numerical procedures based on interval arithmetic for the solution of uncer-
tain analysis of engineering system often utilize the physical background of the
numerical problem to generate approximations as close envelope of the true re-
sult. Muhanna et al. (2007) proposed an element-by-element technique in linear
static finite element analysis when the uncertain loading or bending stiffness in
the computational model are modeled as interval variables. Overestimation is e-
liminated and a very sharp enclosure for the system response can be obtained.
Degrauwe et al. (2010) introduced affine arithmetic - a generalization of interval
arithmetic - to circumvent the dependency problem in finite element analysis.
2.2.2 Optimization method
Solutions of interval analysis based on interval arithmetic frequently require the de-
composition and reformulation of engineering procedures to deal with dependency
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problem. However, this may lack generality for complex systems and a numerical
determination of the interaction between intermediate results in stepwise compu-
tation is practically unrealizable. In this context, a generally applicable solution
method is to implement an explicit search for the interval bounds zjl and zjr of
the results zj through optimization techniques. This represents a solution from
inside the actual result intervals contrary to the enclosure scheme using interval
arithmetic to narrow the actual result intervals from outside. In the framework of
optimization procedure, the mapping model in Fig. 2.2 can be an arbitrary deter-
ministic computational model such as structural analysis based on finite element
analysis or solution of differential equations. The concept of global optimization
in solving interval analysis in Eq. (2.16) can be formulated as,
[zjl, zjr] = [min f(x1, x2, · · · , xn),
max f(x1, x2, · · · , xn)] | (x1, x2, · · · , xn) ∈ x1 × · · · × xn.(2.24)
Within this concept, the underlying computational procedure for structural com-
putation is not required to be reformulated and the problem of interaction between
the intermediate results does not exist. The dependencies between the input in-
tervals x1,x2, · · · ,xn can be accounted for by restricting the search domain to a
subset xint ⊆ x1 × x2 × · · · × xn of the input domain with the aid of optimization
constraints. Mo¨ller et al. (2000) developed an α−level optimization algorithm
based on a modified evolution strategy for the solution of structural analysis with
fuzzy input parameters, which can be directly applied to interval analysis as the
α−level cuts are essentially intervals with different membership values. This opti-
mization algorithm is introduced in the following section as a numerical approach
for fuzzy analysis.
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2.3 Fuzzy Analysis
The mathematical basis for processing fuzzy variables is the extension principle;
see (Zimmermann 1992). Generally, fuzzy analysis refers to the mapping of fuzzy
input variables X˜i to fuzzy result variables Z˜j (Mo¨ller and Beer 2008a)
{X˜1, · · · , X˜n} → {Z˜1, · · · , Z˜m}. (2.25)
This includes both the mapping model f for computing crisp result values zj ∈ Z˜j
from crisp input values xi ∈ X˜i according to Eq. (2.17) and a rule for specify-
ing the membership values µZj(zj) of the results. For engineering computations
the original form of the extension principle is not suitable. Thus, an alternative
solution method for fuzzy analysis is suggested based on α−discretization. As in
interval analysis, various alternative concepts are also proposed for fuzzy analysis,
which exhibit certain advantages for the classes of problems they are developed
for (Muhanna and Mullen 1999; Moens and Vandepitte 2005; Hanss and Turrin
2010; Rama-Rao et al. 2010; Farkas et al. 2010). In the following, the proper-
ties of fuzzy sets and fuzzy arithmetic are discussed. Subsequently, the concept
of α−level optimization for fuzzy structural analysis developed in (Mo¨ller et al.
2000) is presented.
2.3.1 Fuzzy arithmetic
On the basis of the set description of fuzzy sets in Section 1.2.2.2, the set operations
of classical set theory can be extended to the operations of fuzzy sets with the aid
of their membership functions. For example, the inclusion of fuzzy sets A˜ and B˜
on the fundamental set X is defined as follows,
A˜ ⊆ B˜ | µA(x) ≤ µB(x) ∀x ∈ X, (2.26)
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which means A˜ is contained in B˜. The complement A˜C of the fuzzy set A˜ is
defined by
A˜C = {(x,µAC (x)) | x ∈ X : µAC (x) = 1− µA(x)}. (2.27)
The intersection of A˜ and B˜ is defined by
D˜ = A˜ ∩ B˜ = {(x,µD(x)) | x ∈ X : µD(x) = min[µA(x),µB(x)]}, (2.28)
and the union of A˜ and B˜ is obtained from
V˜ = A˜ ∪ B˜ = {(x,µV (x)) | x ∈ X : µV (x) = max[µA(x),µB(x)]}. (2.29)
The extension principle provides a sound mathematical basis for the mapping
in Eq. (2.25). The basic concept is to compute the membership values µZj(zj)
associated with the mapping result zj = f(x1, x2, · · · , xn) with the aid of the





) | zj = f(x1, x2, · · · , xn) :
zj ∈ Zj; (x1, x2, · · · , xn) ∈ X1 ×X2 · · · ×Xn}, (2.30)
with the membership function
µZj(zj) =
 sup min[µX1(x1),µX2(x2), · · · ,µXn(xn)], if ∃ zj = f(x1, x2, · · · , xn)0, otherwise
(2.31)
It can be seen from Eq. (2.30) and Eq. (2.31) that application of extension
principle for fuzzy analysis requires discretization of the support of the fuzzy in-
put sets X˜i on the fundamental sets Xi. For continuous fuzzy sets, the number
of combinations (x1, x2, · · · , xn) is quasi-infinite. This leads to numerical prob-
lems, especially in case of complex mapping models. Only finite mesh, e.g., a
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finite sample of elements defined by the point mesh, can be considered in the
numerical treatment. Inappropriate specification of the number and the loca-
tion of elements from the fuzzy input space may lead to inaccurate estimation
of the membership function. Another problem is that the numerical effort in-
creases exponentially with the number of fuzzy input parameters. Owing to the
numerical issues regarding the application of extension principle in engineering
computation, an alternative solution method for fuzzy analysis is suggested based
on α−discretization in (Mo¨ller et al. 2000; Mo¨ller and Beer 2004).
2.3.2 Alpha-level optimization
Alpha-level optimization for fuzzy analysis is based on the concept of α−level
discretization of fuzzy sets, see Section 1.2.2.2. If X˜ is a convex fuzzy set, as
can generally be assumed in engineering applications, its α-level sets are intervals
Xαk = [xαkl, xαkr]. In this manner, fuzzy analysis can be realized in a discretized
form. It is performed as the mapping of the α-level sets Xi,αk of the fuzzy input
variables to the associated α-level sets Zj,αk of the results with the aid of mapping
model f : x→ z. Subsequently, the fuzzy result variables Z˜j are assembled from
the computed α-level sets Zj,αk . This method yields results equivalent to those
from the extension principle in its original form. Fig. 2.4 shows the mapping of
fuzzy input variables X˜1 and X˜2 onto the fuzzy result variables Z˜j by mapping of
all α−level sets Xi,αk onto the α−level sets Zj,αk .
Similar to Eq. (2.24), the mapping of the crisp input subspace X1,αk × · · · ×
Xn,αk into the α−level sets Zj,αk can be achieved by solving the following opti-
mization problem,
Zj,αk = [min f(x1, x2, · · · , xn), (2.32)
max f(x1, x2, · · · , xn)] | (x1, x2, · · · , xn) ∈ X1,αk × · · · ×Xn,αk .






























Fig. 2.4: Fuzzy analysis scheme based on α−level optimization
mization problem based on modified evolution strategy. The numerical algorithm
is briefly discussed in the following as it provides a basis for the fuzzy structural
analysis in this thesis. The detailed information pertinent to this algorithm and
its applications can be referred to (Mo¨ller and Beer 2004). Modified evolution
strategy is specially tailored to solve the α−level optimization problem efficiently
and robust. It is independent of the type and behavior of the objective function
or constraints. The numerical procedure is developed based on a combination of
(1+1)evolution strategy, the gradient method and the Monte Carlo method.
Algorithm: modified evolution strategy
The optimization problem is described by the fuzzy inputs X˜1, · · · , X˜n, the
mapping model for computing the objective function values (e.g., static or dynamic
analysis). If no interaction exists between the convex fuzzy input variables X˜i, the
search domain for α−level optimization at the α−level αk is an n−dimensional
hypercube.
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1. initialize the point for optimization:
x
[0]
i = xi,αkl + ui(xi,αkr − xi,αkl); i = 1, 2, · · · , n. ui ∈ [0, 1]
2. mutation of the parent point to generate an offspring point:
• local search domain associated with the parent point x[q] is defined by
the maximum and minimum distance from the parent point, max di
and min di,
max di = c1 · (xi,αk=0,r − xi,αk=0,l) | 0 < c1 < 1; i = 1, · · · , n
min di = c2 ·max di | 0 < c2 < 1; i = 1, · · · , n






i + 2(ui − 0.5) ·max di; i = 1, 2, · · · , n. ui ∈ [0, 1]
with the requirement
min di ≤ di =| x[q+1]i − x[q]i | (2.33)
for at least one coordinate xi.
3. selection based on the objective fitness and determine the search direction:
• if an improvement is obtained, the search proceeds along the randomly
selected direction for r = 1, 2, 3, · · · until no further improvement in
the objective function value occurs











j for maximum search
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• if x[q+1] does not lead to an improvement, x[q+2] is positioned at the
same distance as x[q+1] from the parent point x[q] but in the opposite
direction




j ≥ z[q]j for minimum search
z
[q+1]
j ≤ z[q]j for maximum search
4. refinement if no improvement in the objective fitness:
• if maximum number np of point pairs (x[q+2r+1], x[q+2r+2]) with r =
0, 1, 2, · · · , is reached without improvement, local search domain is re-
duced by a reduction of the maximum step increment for the refinement
stage of the distance bounds
max di,new = c5 ·max di,current
• a number nf of refinement stages are performed
5. termination criteria applied if maximum number nf of refinement stages is
reached without improvement:
• termination limits is referred to the maximum difference in the objective
functional values with one extreme value search,
min ∆zj = c6 ·max | z[q]j − z[p]j |; q 6= p
• termination limits for the relative improvement of the result in the last
nz steps,
min ∆zj > max
r=1,··· ,nz











j for maximum search
6. the last parent point is taken as the optimum point xopt,αk .
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Special treatments in the algorithm have been developed to proceed the search
algorithm on the boundary of search domain and improve the numerical efficiency
by the use of existing points belonging to different α−levels.
On the boundary of search domain, the points from Step 2 and Step 3 are
handled in a different way.
• for the randomly placed point x[q+1] in Step 2, if some coordinates x[q+1]i do
not satisfy the constraints x
[q+1]
i ∈ [xi,αkl, xi,αkr], the coordinates are replaced
by the coordinates of the boundary,
x
[q+1]
i,new = xi,αkl | x[q+1]i < xi,αkl; i = 1, · · · , n
x
[q+1]
i,new = xi,αkr | x[q+1]i > xi,αkr; i = 1, · · · , n
if x
[q+1]
i,new does not comply with the distance requirement in Eq. (2.33), this
point is rejected. A newly random point is specified.
• for the directly specified point x[q+r] in Step 3, if some coordinates x[q+r]i do
not satisfy the constraints x
[q+r]
i ∈ [xi,αkl, xi,αkr], the coordinates are replaced
by the coordinates of the boundary - as for randomly placed points. Then





for the check of the requirement in Eq. (2.33). If drel,min ≥ 1.0, the require-
ment is fulfilled, i.e., the new point x
[q+r]
new has been found. If drel,min < 1.0,





















Then the new point x
[q+r]
new can be determined by
x[q+r]new = x
[q+r−1] + c3 · (x[q+r] − x[q+r−1]).
The inclusion property in Eq. (1.29) for the α−level sets at different α values
has been explored to improve the numerical efficiency by the use of existing points
belonging to different α−levels. For an existing point x[p] with a known objective
functional value that has been evaluated in the optimization for α−level with
α = αi, if a newly located point x
[q] in the optimization performed for α−level
with α = αk ≤ αi lies in the “neighborhood” of x[p], a re-computation of the
objective function value is no longer necessary. The neighborhood is defined by
∆di = c4 ·max di | 0 < c4 < 1; i = 1, 2, · · · , n.
If ∆di ≥| x[q] − x[p] |, then x[q] = x[p] and the optimization search is continued.
Various control parameters in the algorithm, such as ci, i = 1, · · · , 6, np, nf and nz
need to be appropriately specified for particular problem to achieve a robust and
efficient performance. The algorithm is also applicable to consider the interaction
between fuzzy input parameters. Compare with the application of extension prin-
ciple for fuzzy analysis where the numerical effort increases exponentially with the
number of fuzzy input parameters, fuzzy analysis using alpha-level optimization is
much more efficient. However, many factors such as the properties of the mapping
model, the form of the membership function and the number of alpha-levels used,
can affect the numerical effort. The details can be referred to (Mo¨ller et al. 2000;
Mo¨ller and Beer 2004).
2.3.3 Entropy measure of fuzziness
The development of a measure for structural safety with a consideration of fuzzi-
ness in the structural model requires an appropriate measure of fuzziness. An
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application is the proposed robustness measure defined as the ratio of entropy
between the fuzzy input parameters and fuzzy structural responses in (Beer and
Liebscher 2008). Various types of measures have been developed to obtain a global
measure of the fuzziness, see (Zimmermann 1992; Pal 1999). In this section, only
the entropy measure after Shannon is discussed.
2.3.3.1 SHANNON’s entropy
SHANNON’s entropy is originally introduced in (Shannon 1948) to quantify the
information content produced by a certain information source. Suppose that the
information comprises the elements xi selected from a declared character set rep-
resenting the fundamental set X. SHANNON’s entropy Hs can be expressed by
a probability distribution function P (xi) on a finite set using a functional of the
form
Hs = −c ·
n∑
i=1
P (xi) · logP (xi) . (2.34)
And for the case of an infinite set with the probability density distribution f(x),
Hs = −c ·
∫ +∞
−∞
f(x) · log f(x)dx (2.35)
applies. When the base of the logarithm is taken to be 2, the value of c is 1 and
the unit of information will be bit.
Entropy measures in Eq. (2.34) and Eq. (2.35) are of great importance in
information theory as measures of the amount of uncertainty and the associat-
ed information. In the concept of generalized information theory in (Klir 2006),
uncertainty is viewed as a manifestation of some information deficiency while in-
formation is viewed as the capacity to reduce uncertainty. An illustrative example
is the entropy in the case of the Bernoulli trial with probability of success p, then,
Hs = −p · log2 p− (1− p) · log2(1− p). (2.36)
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For instance, the outcome of flipping a coin is random and can be either “head”
(x = 1) or “tail” (x = 0). A fair coin gives P (x = 1) = 0.5 and P (x = 0) = 0.5,
which results in the entropy value of 1 bit. This can be understood as 1bit of
information is gained by a flip of the coin or 1bit of uncertainty about the possible
outcomes that exist before the experiment can be removed by a flip of the coin.
2.3.3.2 Entropy measure of fuzziness
In fuzzy set theory, for assessing the fuzziness of the fuzzy set A˜ ⊆ X, the func-
tional values of the membership function µ(x) of A˜ are applied as measure values
of the elements. DeLuca and Termini (1972) firstly suggested a functional of a
form similar to the Shannon’s entropy using the membership values of a discrete
fuzzy set,
Hs(A˜) = −k ·
n∑
i=1
µ(xi) · ln(µ(xi)) (2.37)
where n is the number of elements in the support of A˜ and k is a positive constant
with a value 1/ ln 2. Then an entropy measure of fuzziness H(A˜) is introduced as
H(A˜) = Hs(A˜) +Hs(A˜
C)
= −k · [µ(xi) · ln(µ(xi)) + (1− µ(xi)) · ln(1− µ(xi))]. (2.38)
For a continuous fuzzy set A˜
H(A˜i) = −k ·
∫ +∞
−∞
[µ(x) · ln(µ(x)) + (1− µ(x)) · ln(1− µ(x))]dx, (2.39)
holds. Although the above definition of entropy measure of fuzziness is influenced
by the Shannon’s entropy as a measure of information, their meanings are quite
different.
Entropy measure of fuzziness in Eq. (2.38) and Eq. (2.39) has the following
properties:
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• H(A˜) = 0 if µ(x) = 0 or µ(x) = 1.0 for all x;
• H(A˜) reaches maximum if µ(x) = 0.5 for all x;
• If A˜i is any sharpened version of A˜j (that is, if µAj(x) ≤ 0.5, then µAi(x) ≤
µAj(x), and if µAj(x) ≥ 0.5, then µAi(x) ≥ µAj(x)), then H(A˜i) ≤ H(A˜j);
• The symmetry property holds, i.e. H(A˜) = H(A˜c).
Generally, this entropy measure evaluates the “steepness” of the membership
function µ(x), which indicates H = 0 for a crisp set and H is maximum iff µ(x) =
0.5. In information theory the elements with µA(x) = 0.5 represent the most
interesting range of a fuzzy set A˜ because µ(x) = 0.5 characterizes the highest
imprecision in the decision to consider the associated element x either as belonging
to A˜ or as not belonging to A˜. The derivation of Eq. (2.38) and Eq. (2.39) from
a probabilistic basis in information theory ensures reasonable compliance with
probabilistic uncertainty measures. Let X be a random variable with normal
distribution, and its uncertainty be measured in terms of the standard deviation
σx. If the cumulative distribution function F (x) is substituted in Eq. (2.39) for
the membership function µ(x), then a change of the standard deviation σx is
associated with a proportional change of the entropy H.
2.4 Chapter Summary
A systematical review of the numerical techniques for processing of uncertainty
and imprecision is presented. Uncertainty propagation is discussed in the context
of structural reliability analysis where the uncertain variables are described by
probabilistic models. Both transformation-based and simulation-based methods
for solution of the generalized reliability problem are introduced. Processing of
imprecision is realized by interval analysis or fuzzy analysis when intervals or fuzzy
sets are adopted to model the uncertain variables. Interval analysis connotes the
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mapping of interval inputs to interval outputs, which can be implemented through
either enclosure schemes or global optimizations. One of the crucial points in in-
terval analysis is recognized to be the dependency problem. Enclosure schemes
are generally characterized by a high numerical efficiency but often required de-
composition and reformulation of the underlying physical problem to minimize the
overestimation. Enclosure schemes use the interval arithmetic to narrow the actu-
al result intervals from outside, whilst the optimization approaches aim to search
the interval bounds explicitly. The optimization-based interval analysis can deal
with arbitrary mapping models and handle the dependency problem easily but
usually with higher computational cost than enclosure schemes. Fuzzy analysis
refers to the mapping of fuzzy inputs to fuzzy outputs. A mathematical basis for
fuzzy analysis is the extension principle whose original form has been found to be
not suitable for engineering computation. In this case, global optimization con-
cepts have been preferably employed for fuzzy structural analysis. The α−level
optimization based on a modified evolution strategy is briefly discussed. Finally,
the entropy of fuzziness is introduced when developing a measure for structural






In this chapter, structural reliability analysis of aging offshore structures subject-
ed to marine corrosion is investigated. A realistic modeling of marine corrosion is
required for a reliable evaluation of structural reliability in seawater conditions.
In this study, a probabilistic model for marine corrosion is adopted as a basis.
Due to scarce and imprecise information, the model parameters cannot be speci-
fied precisely and are merely known in form of bounds. To deal with this issue,
selected mathematical models are applied, and their features are compared. The
investigation includes pure probabilistic modeling, interval modeling, fuzzy mod-
eling. The implementation of an interval-valued or fuzzy-valued model parameter
in the probabilistic corrosion model eventually leads to the model of interval prob-
abilities or fuzzy probabilities for marine corrosion. The computational procedure
is developed to reflect the imprecise marine corrosion effects in the failure proba-
bility of structures. The results are compared in view of information content and
numerical efficiency for finding an upper bound for the failure probability. For the
comparative study a simple plate structure is used, for which reference results are
3.1. Introduction
available. Then, the investigation is extended to a fixed offshore platform.
3.1 Introduction
Offshore structures are typically constructed using steel and operated in a highly
corrosive ocean environment. Thus, the deterioration due to corrosion is a practi-
cal issue in the safety assessment of offshore structures. In order to protect steel
from marine corrosion, various types of coating and cathodic protection systems
are employed. A proper design and application of the corrosion protection system
is important to achieve a good performance. However, the protection system may
not be wholly effective due to many reasons, such as improper surface treatment
before painting or insufficient thickness of coating, external impact, etc. In this
case, offshore inspection and maintenance may be required to maintain a desir-
able level of structural safety. But these actions are often difficult and expensive.
A reliable assessment of structural conditions considering the deterioration can
provide a basis for an optimal schedule of inspection and maintenance. This can
be achieved through reliability analysis which results in probability of failure as a
measure of structural safety. This quantitative measure is important for decision-
making and needs to be determined as realistically as possible. Thus, a realistic
model of marine corrosion is of increasing importance for reliability analysis of
existing offshore structures.
A realistic model must comply with the underlying nature of the physical
phenomenon and the available information to structural engineers. The corrosion
process in seawater condition is very complex and is affected by various factors
such as temperature, steel composition, water velocity, salinity and water pollution
(Melchers 2006). Different types of corrosion may occur in practice and a schematic
summary of typical corrosion patterns is given in (Melchers 2003c). Uniform
corrosion and pitting corrosion are two common patterns in offshore engineering,
and their characteristics are shown in Table 3.1. In this thesis, the corrosion
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loss due to uniform corrosion is concerned. It can be seen in Table 3.1 that this
type of corrosion loss of material may cause a reduction of thickness of plates and
tubular members, which consequently leads to the overall degradation of structural
capacity.
Table 3.1: Uniform corrosion and pitting corrosion (after (Melchers 2003c))
uniform corrosion pitting corrosion
Material mild steel, high tensile steels limited for mild steels, mainly
high tensile and stainless steels
Feature roughly uniform over ex-
tended areas
high localized penetration, often
with clusters of pits
Effect reduction in plate thickness,
structural capacity
local reduction in thickness and
stress intensification, possibly
leakage
Due to its complexity, the information available to engineers about corrosion
loss of steel in seawater is scarce and of poor quality, and exhibits a high degree
of uncertainty. In addition, the existing data are mainly short-term observations
under the laboratory conditions which may not reflect the various influences in
real ocean environment. The lack of long-term observations may limit the capacity
of existing models in predicting the future corrosion loss. Considering the funda-
mental corrosion mechanism and in-situ test observations, a probabilistic model is
proposed in (Melchers 2003a) for the uniform corrosion of mild and low-alloy steel
fully immersed in seawater conditions. The model is reviewed in the following
section in view of uncertainty and imprecision.
3.2 Review of Corrosion Model
3.2.1 Probabilistic corrosion model
The proposed model indicates that the material loss due to immersion corrosion is
a function of time, and it is mainly composed of four different phases characterized
by different corrosion mechanisms and corrosion rates. These features are shown
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Fig. 3.1: Corrosion model (Melchers 2003c)
in Fig. 3.1. The four consecutive controlling phases are: (1) kinetic phase, (2)
oxygen diffusion phase, (3) and (4) anaerobic phases. The kinetic phase is modeled
with a linear function and has a very short duration. When a specimen is first
immersed, the corrosion process is soon governed by “concentration control” of
oxygen. In this electrochemical process, the rust layer increases in thickness and
progressively inhibits the oxygen diffusion from surrounding water through the
corrosion production layer, until the corrosion process is governed by “diffusion
control”. That is, the rate of the corrosion is controlled by the rate of oxygen
diffusion through the increasing thickness of the corrosion product to the corrod-
ing surface. Eventually, the rate of supply of oxygen to the corroding surface is
reduced so substantially that anaerobic conditions begin to control the corrosion
process. Point AP indicates the theoretical point at which anaerobic condition-
s are reached. But in practice, such conditions would be reached at somewhat
different time. In phase 3, the sulphate-reducing bacteria (SRB) become active
under anaerobic conditions. A strong corrosion can be observed in this phase due
to the rapid growth of SRB. Finally, phase 4 is related to the linear long-term
anaerobic bacterial corrosion.
The probabilistic corrosion model describes the material loss due to corrosion
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c(t, E) as a function of time t corresponding to the above four phases
c(t, E) = b(t, E) · f(t, E) + ε(t, E), (3.1)
with
• f(t, E) − mean-value function,
• b(t, E) − bias function,
• ε(t, E) − zero-mean uncertainty function,
• E − vector of environmental (and material) parameters.
c(t, E) is the average depth of penetration from one side of the steel plate (mea-
sured in mm) as calculated from experimental coupon weight-loss observations.
Many environmental factors can affect the corrosion process. Seawater tem-
perature T is found to be the main influencing factor at the immersion condition.
The specification of the mean-value function f(t, E) (see Fig. 3.1) requires various
parameters, which are calibrated as the function of average seawater temperature
T based on the corrosion-loss data,
r0 = 0.076 exp(0.054T ),
ta = 6.61 exp(−0.088T ),
ca = 0.32 exp(−0.038T ),
ra = 0.066 exp(0.061T ), (3.2)
cs = 0.075 + 5678T
−4,
rs = 0.045 exp(0.017T ).
The variability of c(t, E) is incorporated with the zero-mean uncertainty func-
tion ε(t, E) in form of Gaussian white noise. This uncertainty function takes
account of the difference between coupons under nominally identical exposures
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at the one testing site, the difference for nominally similar steels tested at the
same location and the difference for nominally identical testing conditions at dif-
ferent test sites (Melchers 2003b). ε(t, E) is assumed to be with zero mean and a
standard deviation
σc(t, T ) = (0.006 + 0.0003T )(t/ta) for t/ta ≤ 1.5. (3.3)
3.2.2 Imprecise bias factor
The bias function b(t, E) in Eq. (3.1) reflects the difference of the mean value pre-
dicted by the corrosion model and the mean value of corrosion loss derived from
the data. It is a function of the exposure time and represent the model uncertain-
ty. Examples for bias functions based on statistical evaluations are provided in
(Melchers 2003c) as functions of a non-dimensional time coordinate t/ta with ta
from Eq. (3.2); see Fig. 3.2.
Fig. 3.2: Bias function b(t, T ) as function of non-dimensional exposure time
t/ta(Melchers 2003c)
Before the anaerobic phases (up to the end of phase 2), the bias function
lies in the range between 0.9 and 1.1. Then, in the anaerobic phases (phases 3
and 4), the spread between the possible graphs becomes even more distinctive.
A dependency between the temperature T and bias function b(t, T ) cannot be
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retrieved based on this information only. A condensation of this spread into a
deterministic bias function would now lead to ignorance of important information.
On the other hand, the available information on the spread is quite sparse for
the specification of a traditional probabilistic model with sufficient confidence.
A Bayesian approach would require some data for model update. If this is not
available, as can be assumed for this type of data for a specific location, the model
would remain subjective. Thus, one may wish to identify the worst case for the
bias function b(t, T ) for the analysis based on the range of available information.
But a simple conclusion such as “the upper bound of the bias function leads to the
most critical structural behavior” may not apply. Due to the variety of members
in a structural system even a uniform thickness reduction can lead to changes
in kinematic failure modes. This motivates a search for the worst case under
consideration of a plausible range for the bias function b(t, T ).
For solution, the bias function can be considered as imprecise but bounded
within a certain domain, where the domain is described as a set. In this manner,
only the limitation to some domain and no further specific characteristics are
ascribed to the bias function, which introduces significantly less information in
comparison with a distribution function as used in the Bayesian approach. Non-
probabilistic models such as intervals or fuzzy sets in Section 1.2.2 can be selected
as an appropriate modeling of the bias function b(·) due to limited information in
Fig. 3.2. Based on the probabilistic description in Eq. (3.1), the corrosion depth
c(t, E) follows a normal distribution with mean value µc = b(·)×f(·) and standard
deviation σc(·). Thus, a model for imprecise probabilities is then obtained for the
uncertain corrosion depth c(t, E), see Section 1.2.3, when the bias function in the
probabilistic description is implemented as interval-valued b(·) or fuzzy-valued
b˜(·). Imprecision in the form of a set for the bias function does not migrate into
probabilities, but it is reflected in the result as a set of probabilities which contains
the true probability.
The processing of imprecise random variable c(t, E) can be realized with a com-
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bination of stochastic simulation and interval/fuzzy analysis in a nested form. The
interval or fuzzy bias function b(t, E) are input variables for an interval or fuzzy
analysis. With each set of crisp values for b(·), a traditional stochastic analysis
is performed. The extreme results from the various traditional stochastic com-
putations then define the bounds on probability, or interval/fuzzy probabilities,
respectively, for the events under consideration, such as structural failure.
3.3 Comparative Study
With the specified condition T = 15◦C over a period of 2.5 years for the compara-
tive study, the bias factor is merely known in form of bounds 0.9 ≤ b(t, E) ≤ 1.1 in
the aerobic phase. In this context, selected mathematical models can be applied to
represent this information. For a purely probabilistic analysis, this range is taken
into account with the aid of bounded random variables. For a non-probabilistic
modeling, intervals or fuzzy sets can be applied, which result in a model for im-
precise probabilities of the uncertain corrosion depth. In this comparative study,
the corrosion model is applied to the simple numerical example of a steel plate
provided in (Melchers 2003c). The features of pure probabilistic modeling, interval
modeling, fuzzy modeling, and imprecise probabilities are scrutinized by compar-
ing the accuracy of the upper bound of failure probability and the corresponding
numerical effort. Furthermore, information contents in the resulted failure proba-
bility are compared in view of the formulation of engineering decisions.
3.3.1 Computational procedure
A schematic overview of the computational procedure for the comparative study
is shown in Fig. 3.3. The case of deterministic bias factor is firstly considered in
the procedure as the example in (Melchers 2003c). All probabilistic variables are
processed with direct Monte Carlo simulation. Computations with imprecise prob-
abilities are realized with a combination of stochastic simulation and interval/fuzzy
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analysis in a nested form. For calculations with interval and fuzzy variables, the
algorithm of α-level optimization (see Section 2.3.2) is adopted. Structural failure
is defined in any case with the same limit state function. Appropriate reliability
analysis methods are selected to compute the failure probability, see Section 2.1.
3.3.2 Steel plate
A simple steel plate adopted from (Melchers 2003c) is used as a sample structure
for reliability assessment under uncertain corrosion impact, see Fig. 3.4. The
effects of different mathematical models for characterizing the bias function in Eq.
(3.1) are investigated with respect to the failure probability Pf .
Let d and h denote the thickness and nominal width of the plate, respectively.
A load is applied to cause a constant uniaxial tensile force Q in the plate. The
force Q follows a normal distribution with parameters given in Table 3.2. It is
applied at t = 2.5 years. The resistance R(t) of the plate is expressed in terms
of the yield stress Sy and the cross sectional area is reduced by the corrosion loss
c(t, E) on both plate surfaces,
R(t) = Syh[d− 2c(t, E)]. (3.4)
The yield stress Sy is modeled as normal distributed with parameters given in
Table 3.2. The corrosion model parameters for t = 2.5 years are obtained from
Eq. (3.2) leading to the mean value f(·) = 0.3 mm. The standard deviation of the
noise according to Eq. (3.3) is σc = 0.0126 mm so that ε(·) ∼ N (0, 0.0126). The
failure probability Pf can then be computed by solving the reliability problem in
where the performance function is given by
G = R−Q = Syh[d− 2c(t, E)]−Q, (3.5)



















other uncertain variables: fy, F reliability analysis to estimate Pf




Fig. 3.4: A steel plate subjected to marine corrosion
Table 3.2: Example data summary (based on (Melchers 2003c))
Variable Mean Standard Deviation Source
Q 200 kN 23 kN Assumed
Sy 300 MPa 10 MPa Assumed
d 4 mm Assumed
h 250 mm Assumed
c(t = 2.5, T = 15◦C) b(·)× 0.3 mm 0.0126 mm corrosion model
73
Chapter 3. Reliability Analysis with Imprecise Marine Corrosion Effects
The failure probability Pf is first computed with a deterministic value of
bdet(·) = 1.0 for the bias function. Direct Monte Carlo simulation with a sample
size of NPf = 10
5 leads to Pf, det = 0.0126. Then, the bias factor b(·) is considered
as merely known lying in the range between 0.9 and 1.1. This complies with the
information provided in Fig. 3.2. This value range is then taken into account with
the aid of random variables and non-probabilistic variables. The results provide
extended information in comparison to the deterministic value Pf, det.
3.3.2.1 Bounded random variables
A flexible probabilistic model for bounded random variables is the Beta distribu-
tion. It can be adjusted quite arbitrarily by means of the distribution parameters.






where B(q, r) is the Beta function, and the parameters a and b are the minimum
value and the maximum value of X, respectively. The shape parameters q and
r can be obtained, for example, from the expected value µx and the standard







(q + r)2(q + r + 1)
(b− a)2. (3.8)
Depending on the parameter adjustment, the Beta distribution can take on various
shapes useful for engineering purposes. Examples are plotted in Fig. 3.5, with the
bounds selected as a = 0 and b = 1.
With this modeling, the entire stochastic framework can be used for subsequent
analysis, in particular, employing techniques of Monte Carlo simulation. The

























Fig. 3.5: Examples of shapes of the PDF of the beta distribution
reliability analysis. The influence of the uncertainty of the parameter X on the
failure probability Pf can be made visible by estimating Pf conditional on the
sampled parameter values and constructing a distribution function for Pf . In this
manner, bounds on Pf can also be found with respect to the parameter uncertainty.
The probabilistic modeling requires information to specify a distribution func-
tion for b(·) with sufficient confidence. If this is provided, the random variable for
b(·) can be included in the MCS in an integrated manner to find Pf , accounting
for the effects of uncertainty in b(·). In the present study, however, inadequate
information is available to specify a distribution for b(·) with confidence. The as-
sumption of a distribution is subjective. Beta distribution is employed herein and
possible variants for the distribution function for b(·) is considered by parameter
adjustments for the cases as shown in Fig. 3.3 and Fig. 3.5, Case (I) q = r = 1,
Case (II) q = r = 2 and Case (III) q = r = 3. To show the effects of the distribu-
tion assumption on the result for Pf , a distribution for Pf is determined dependent
on the distribution for b(·). An MCS is carried out for each sampling point b(·)
to obtain a corresponding value Pf (b), and the empirical distribution for Pf is
constructed based on a sample size of Nb = 2000 for b(·). The sample size for the
determination of Pf for a given b(·) is fixed at NPf = 105 in the reliability analysis
procedure.
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Probability of Failure
0.007 0.009 0.011 0.013 0.015 0.017 0.019 0.021













Fig. 3.6: Failure probability, PDF’s and upper bounds
Case (I) represents a uniform distribution, which is frequently used when no
information about the distribution is available. The result plot of the PDF for
the failure probability Pf in Fig. 3.6 shows the differences between the cases
considered. Since all cases represent possible models, their differences will be
manifested through the distribution of Pf and their corresponding means E[Pf ]
shown in Fig. 3.6.
A reasonable engineering conclusion to take account of this variation in results
is to determine the upper bound of the failure probability Pf . This can easily
be retrieved from the sampling results shown in Fig. 3.6, which is not found in
the classical MCS to calculate a single value for Pf if the distribution for b(·) is
included. The results for the upper bounds are:
• Case (I) P uf, (I)(b) = 0.0199 ,
• Case (II) P uf, (II)(b) = 0.0198 ,
• Case (III) P uf, (III)(b) = 0.0196 .
The differences between these results for all three cases are quite small. The
absolute values, however, are smaller than the true upper bound P uf, true(b) =
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0.02082. An improvement can be obtained by increasing the sample size Nb sample
size for b(·). The effect is shown in Fig. 3.7. A reasonable precision of P uf (b)
demands a high numerical effort; the total number of evaluations of the limit
state function is Nb · NPf . This is hardly feasible for real structures. Even the
implementation of sophisticated sampling schemes such as subset simulation for
small Pf (Au 2001) or line sampling (Koutsourelakis et al. 2004; Pradlwarter
et al. 2010) and efficient representations of random fields such as Karhunen Loe´ve













Fig. 3.7: Numerical effort to find the upper bound P uf (b)
Certainly, in a number of practical cases, including this simple example, the worst
case for the imprecise parameter can be recognized in advance, so that the upper
bound of Pf can be found easily. However, in a general case when the dependency
between the imprecise parameter and Pf is non-monotonic, the solution is quite
tedious.
3.3.2.2 Interval bias factor
In an alternative analysis, interval modeling is applied to the imprecision of the
bias function, b(·) = [0.9, 1.1] and the results are depicted in Fig. 3.6, where
mere bounds are known for b(·). An interval analysis is then performed to map
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b(·) = [0.9, 1.1] to an interval of the failure probability Pf = [P lf (b), P uf (b)], em-
ploying the concept of imprecise probabilities. For each value of b(·) to be evalu-
ated in the interval analysis, an MCS is carried out to determine the associated
failure probability Pf (b) ∈ [P lf (b), P uf (b)]. The interval analysis is realized with
the algorithm in Section 2.3.2 with a modified evolution strategy. In contrast to
MCS, interval analysis directly heads for the interval bounds P lf and P
u
f , and,
thus, approaches the exact result of the upper bound P uf much faster. The result
for the upper bound, P uf (b) = P
u
f,true(b) = 0.02082, is included in Fig. 3.6. The
complete result interval is shown in Fig. 3.6. With standard adjustments for the
search algorithm in the interval analysis, only 45 values of Pf (b) were calculated
to find the true result for P uf (b). This effort can be reduced further with an im-
proved adjustment in the parameters of the search algorithm. The difference to
the Nb = 2000 values of b(·) evaluated with pure probabilistic modeling, together
with the improved quality of the result, shows an advantage in numerical efficien-
cy of this approach as confirmed by Fig. 3.7. The effort increases almost linearly
with the number of interval input variables (Mo¨ller et al. 2004).
3.3.2.3 Fuzzy bias factor
An extension of the interval analysis can be realized by fuzzy modeling of the bias
function b(·). In this manner, a set of different intervals for b(·) can be considered
simultaneously, with a subjective weighting of the individual intervals expressing
their plausibility in terms of a membership degree µ(b). A rational approach is
to weigh the deterministic value bdet(·) = 1.0 with a membership of µ(bdet) = 1.0.
A reasonable interval b0 = [b
l
0(·), bu0(·)] may then be specified, which contains the
value with absolute confidence so that µ(bl0) = µ(b
u
0) = 0.0 is justified. In the
example, b0 = [0.8, 1.2] is selected. If no further specifications for membership
values are made, this leads to the fuzzy triangular number b˜(·) =< 0.8, 1.0, 1.2 >
as shown in Fig. 3.8. The associated analysis is performed according to the
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Fig. 3.8: Fuzzy bias factor b˜(·) and the fuzzy failure probability P˜f , interval mod-
eling and results from Fig. 3.3 and Fig. 3.6 are included in the fuzzy analysis on
the level α = 0.5
represents a repetition of the interval analysis for various membership levels. A
fuzzy failure probability P˜f is obtained according to Fig. 3.8. A total of 208
calculations of Pf (b) were necessary to obtain this result. In comparison with
probabilistic modeling, the numerical effort is still low. Compared to interval
analysis, the numerical effort is higher, but the result of P˜f is much richer in
information without introducing unjustified elements. The fuzzy analysis contains
the above interval analysis on the level α = 0.5 in Fig. 3.8.
The membership function serves only instrumentally to summarize various
plausible interval models in one embracing scheme. The interpretation of the
membership value µ as epistemic possibility, which is sometimes proposed, may be
useful for ranking purposes, but not for making critical decisions. The importance
of fuzzy modeling lies in the simultaneous consideration of various magnitudes of
imprecision at once in the same analysis. This feature of fuzzy probabilistic analy-
sis can be utilized to identify sensitivities of the failure probability with respect to
the imprecision in the probabilistic model specification of marine corrosion. Sen-
sitivities of Pf are indicated when the interval size of Pf,α grows strongly with a
moderate increase of the interval size of bα of the bias factor. If this is the case, the
membership function of P˜f shows outreaching or long and flat tails. An engineer-
ing consequence would be to pay particular attention to those model options bα,
which cause large intervals Pf,α and to further investigate to verify the reasoning
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for these options and to possibly exclude these critical cases.
A fuzzy probabilistic analysis also provides interesting features for design pur-
poses. The analysis can be performed with coarse specifications for design param-
eters and for probabilistic model parameters. From the results of this analysis,
acceptable intervals for both design parameters and probabilistic model parame-
ters can be determined directly without a repetition of the analysis. Indications
are provided in a quantitative manner to collect additional specific information
or to apply certain design measures to reduce the input imprecision to an accept-
able magnitude. This implies a limitation of imprecision to only those acceptable
magnitudes and so also caters for an optimum economic effort. For example, a
minimum sample size or a minimum measurement quality associated with the ac-
ceptable magnitude of imprecision can be directly identified. Further, revealed
sensitivities may be taken as a trigger to change the design of the system under
consideration to make it more robust. A related method is described in (Beer
and Liebscher 2008) for designing robust structures in a pure fuzzy environment.
These methods can also be used for the analysis of aged and damaged structures
to generate a rough first picture of the structural integrity and to indicate further
detailed investigations to an economically reasonable extent expressed in form of
an acceptable magnitude of input imprecision according to some α−level.
3.4 Reliability Analysis of Jacket Structure
Deterioration of structural strength due to marine corrosion is a major concern in
the safety assessment of offshore structures. Soares and Garbatov (1999) proposed
a non-linear model of the general corrosion wastage in a plate and examined the
time-variation of the collapse strength of the plate in the presence of corrosion.
Reliability analysis of the plate against compressive loading is investigated where
the reliability is predicted by a time-variant formulation and the effects on re-
pair actions are demonstrated. (Melchers et al. 2007) developed a procedure for
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estimating the corrosion loss of low-alloy steel chain under continued immersion
conditions with the consideration of erosion due to wear and abrasion.
In the following example, the reliability analysis of total collapse of a jacket
structure is performed. All the tubular structural members beneath the seawater
surface are assumed to have the same average reduction in thickness due to uniform
corrosion but only on the outer side. The corrosion period is taken to be 5 years
and the average seawater temperature at the specified location is assumed to be
T = 15◦C.
The performance function associated with the ultimate limit state of a jacket
structure can be written by
G = Rultimate − Lmaximum (3.9)
where the ultimate capacity of the jacket structure Rultimate can be obtained by
performing the push-over analysis with the computer program USFOS. The an-
nual maximum environmental load Lmaximum is approximated as a functional of
the annual maximum wave height. The reliability analysis gives the annual prob-
ability of failure for the jacket. In this practical problem, however, the limit state
function G is not known explicitly such as through the analytical functions in Eq.
(3.5) to represent the limit state. It may be known only point wise when the
deterministic finite element analysis, such as push-over analysis in this example,
is employed to compute the structural responses. In this case, the computational
cost of evaluating the failure probability is governed by the number of structural
analysis that have to be carried out, for example by using Monte Carlo simulation.
Thus, intensive computation may be required for reliability analysis of complex
and large scale structures. The numerical efficiency can be improved by advanced
sampling techniques such as subset simulation or line sampling. Another approach
is to construct a limit state function using some selected functions fitted to the
results from a limit number of discrete numerical analysis. This is called the re-
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sponse surface methodology (Melchers 1999) and utilized in this example to obtain
the function G in Eq. (3.9).
3.4.1 Structural model description
A realistic example for a fixed jacket platform located in the North Sea is taken
from (USFOS 2001). The jacket is designed for a water depth of approximately
110 m. The 8-leg jacket is arranged in a two by four rectangular grid. The overall
dimensions are 27 m×54 m at the top elevation and 56 m×70 m at the mudline.
The total height is 142m. Horizontal bracings are installed at 5 levels. The jacket
foundation consists of four corner clusters with eight skirt piles in each group and
no leg piles are used. The longitudinal jacket frames are diagonal-braced, with
X-braces between central and corner legs at the bottom bay. Transverse frames
are K-braced, with the bottom K inverted to form a double X as shown in Fig.
3.9.
In the structural model only bearing structure of the jacket is included in the
analysis. The topside and the risers are not accounted for directly. The topside
permanent loads and live loads are incorporated through nodal loads at the top
level of the structure. Soil-structure interaction is modeled by linear springs. The
detailed structural model can be referred to the example files in (USFOS 2001)
3.4.2 Modeling of ultimate resistance
The ultimate resistance for an intact jacket structure can be determined through
a pushover analysis of the platform, which is equal to the environmental design
loads multiplied by the Reserve Strength Ratio (RSR) because of,
RSR =























Fig. 3.9: Structural model of the fixed jacket platform
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Due to the existence of uncertainties in the material properties or geometrical
properties, the ultimate capacity of the jacket structure is also uncertain. In the
present study, uncertainty is considered in the yield strength of the steel and
in the thickness reduction of the members due to marine corrosion. The yield














The expected value of Fy is 40 ksi (276 N/mm
2) with a COV=0.087, and the
specified minimum value fy,min is 33 ksi (227 N/mm
2). The uncertainty model for
the corrosion, with selected model variants, is taken from the numerical example in
Section 3.3.2. Thus, the RSR value for the jacket structure is an uncertain function
of the yield strength Fy and the corrosion depth c(t, T ). Since the RSR(Fy, c(t, T ))
is an implicit function of Fy and c(t, T ), it is evaluated at a set of discrete values
of Fy and c(t, T ) using the push-over analysis by USFOS. An approximation for
the RSR value is derived based on the response surface approach, expressed as,
RSR(Fy, c(t, T )) = 0.0704 · Fy − 0.0887 · c(t, T )− 0.0605. (3.12)
Based on the probabilistic corrosion model in Section 3.2 the environmental con-
dition with T = 15◦C and t = 5 years leads to the mean value f(·) = 0.48 mm
and the standard deviation σc = 0.08 mm. The bias factor b(t, T ) lies in the range
between 0.8 and 1.6 based on Fig. 3.2.
3.4.3 Modeling of environmental loads
For this example, the environmental design conditions are a 100-year wave plus
a 10-year current. Suppose that the jacket structure locates in Kvitebjørn field
in Northern North Sea. According to (Statoil 2001), the annual maximum wave
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where αH = 21.0 m and βH = 1.63 m are parameters of the distribution. This
gives the 100-year wave height H100 with annual probability of exceedance of
10−2 a value of 28.5 m. Assume that in all loading directions, the representative
environmental conditions are the same.
The annual maximum environmental load Lmaximum can be obtained in terms
of annual maximum base-shear loading by USFOS. Lmaximum is also uncertain
due to the existence of uncertainties in the sea states, such as the uncertainties
associated with the description of the wave height, the wave period and the current
speed, the model uncertainties in the calculation of hydrodynamic loading for a
given environmental condition. The probabilistic descriptions of the environmental
conditions (DNV 2007a) can be used to establish the probability distribution of
Lmaximum. Similarly, the response surface approach can also be applied to construct
a functional of those environmental parameters to represent the environmental
loading on the jacket. For simplification, only the annual maximum wave height
is considered to be a random variable in this example. For a given wave period
and current speed, Lmaximum is evaluated at a set of discrete values of H using
the push-over analysis and approximated as a functional of the annual maximum
wave height H using the following expression
L = c1H
c3 . (3.14)
The parameters c1, c3 are determined by curve-fitting using calculated base shear
which can be obtained with the structural analysis of the specific platform by
USFOS. The calculated base shear and curve-fitted base shear are shown in Fig.
3.10. The parameters are determined as c1 = 0.0176 and c3 = 2.2. Based on Eq.
(3.14), the environmental design load L100 can be approximated by the 100-year
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Fig. 3.10: Calculated annual maximum base shear and curve-fitted annual maxi-
mum base shear as function of the annual maximum wave height H
wave height H100 as
L100 = 0.0176 ·H2.2100. (3.15)
Hence, the performance function in Eq. (3.9) can be expressed in terms of
Fy, c(t, T ) and H,
G = [0.0704 · Fy − 0.0887 · c(t, T )− 0.0605]× L100 − 0.0176H2.2. (3.16)
3.4.4 Reliability analysis using importance sampling
The data for the reliability analysis of the jacket structure are summarized in Ta-
ble 3.3. In order to calculate Pf efficiently, importance sampling is applied and
implemented in the numerical procedure illustrated in Fig. 3.3. In this example,
the three random variables in Table 3.3 are assumed to be independent, denote
X1 = Fy, X2 = c(t, T ) and X3 = H. The Importance Sampling Procedure Using
Design points (ISPUD) is adopted in the implementation of reliability analysis.
The design point x∗ or u∗ is determined by FORM in which the uncorrelated
non-normal random variables X in the original space are transformed to the e-
quivalent standardized normally distributed random variables U using the normal
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tail transformation, see Section 2.1. The importance sampling is then conducted
in the standard normal space rather than the original space, that is, the failure







φ(uˆj1) · φ(uˆj2) · φ(uˆj3)
φ(uˆj1 − u∗1) · φ(uˆj2 − u∗2) · φ(uˆj3 − u∗3)
, (3.17)
where φ(·) is the standard normal probability density function. A sample size
NPf = 5000 is used for the reliability analysis. The results are shown in Fig.
3.11 where the empirical PDF for the failure probability is constructed based on
a sample size of Nb = 2000.
Table 3.3: Data summary for the reliability analysis of the jacket structure
Variable PDF Parameters
Fy Lognormal µ = 40 ksi COV=0.087
H Gumbel αH = 21.0 m βH = 1.63 m
c(t = 5, T = 15◦C) Normal b(·)× 0.48 mm σ = 0.08 mm
Probability of Failure
7.0 8.0 9.0 10.0







Fig. 3.11: Failure probability; PDFs, upper bounds and interval solution
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Again, the advantage of the interval concept is obvious when the bounds on
the failure probability have to be found. The total number of calculations of Pf
using the interval concepts is 114. And the accuracy of the upper bound on Pf
is higher. These features become even more important when more imprecision is
involved in the problem. It is obvious that the imprecision in the bias function
b(·), and, thus, the imprecision of Pf grows dramatically with the exposure time
based on Fig. 3.2. The consideration of this imprecision in a reliability analysis
for the entire lifetime of an offshore structure is quite important.
3.5 Chapter Summary
Our objective in this chapter was to investigate imprecise marine corrosion effects
on the reliability of jacket structures in seawater conditions. Uniform corrosion can
cause a reduction of thickness of plates and tubular members, and consequently
leads to the overall degradation of structural capacity. A realistic modeling of
uniform corrosion is essential for a reliable evaluation of the reliability based on
the ultimate limit state for failure of structures. A probabilistic corrosion model
was available based on the fundamental corrosion mechanism and the observation
data. Due to scarce and imprecise information, the bias factor in the probabilistic
model cannot be specified precisely and is merely known in form of bounds. To
deal with this issue, selected mathematical models were applied, including pure
probabilistic modeling, interval modeling and fuzzy modeling, to represent the
model uncertainty and imprecision. A comparative study involving the reliability
analysis of a simple plate was performed. Different features of those mathematical
models were compared in view of information content in the calculated failure
probability and numerical efficiency for finding an upper bound for the failure
probability. Applicability in practice was demonstrated by means of a reliability
analysis for a fixed offshore platform.
The following conclusions are drawn from the numerical studies:
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• Either probabilistic or non-probabilistic modeling of the bias factor b(·) can
provide much more information regarding the failure probability than a de-
terministic value Pf resulting from a deterministic modeling of b(·). The
richer information contents regarding Pf benefit the safety verification and
the subsequent decision-making.
• The representation of an imprecise bias factor by intervals or fuzzy sets
leads to a model of imprecise probabilities for marine corrosion, i.e., interval
probabilities or fuzzy probabilities. It was found that concepts of imprecise
probabilities have certain advantages when bounds on the failure probability
are of interest. These advantages concern the accuracy and the numerical
efficiency in the calculation of these bounds and, in the case of fuzzy prob-
abilities, some extended insight in sensitivities of the computational results
with respect to the imprecision of the probabilistic input.
• In the comparative study, upper bounds of the failure probability P uf re-
sulting from the probabilistic modeling, i.e., 0.0196, 0.0198 and 0.0199 have
small differences for the three variants of the beta distribution function for
b(·). But they are smaller than the true value 0.0208 which is identified by
the interval modeling of b(·). The reason lies in the fact that the alpha-level
optimization is adopted for interval analysis, and the interval bounds of the
failure probability are directly searched. This fact also explains the high
numerical efficiency of interval analysis in finding P uf with only 45 points
compared with the 2000 sampling points in the probabilistic analysis.
• Reliability analysis of jacket structures demonstrates the applicability of
the concept of imprecise probabilities in the safety assessment of complex
structures with a high accuracy and numerical efficiency in finding P uf . It
may contribute to a better understanding of the features of non-probabilistic






In this chapter, robustness assessment of aging offshore structures with the con-
sideration of imprecise marine corrosion effects is investigated. In contrast with
local damage suddenly provoked by accidental actions and abnormal loads, global
damage that arises gradually in time from aging of structures due to marine corro-
sion is considered herein. The time-variant robustness of the aging structures can
be computed based on ultimate strength analysis. However, at a specified expo-
sure period, the amount of damage caused by the deterioration to the structural
members cannot be specified precisely due to scarce and imprecise information
associated with the corrosion process. In the previous chapter, imprecise proba-
bilities are utilized to quantify the uncertain corrosion depth for a relatively short
exposure period (e.g., less than 5 years). However, for a longer exposure period
(e.g., more than 10 years), the bias factor in Fig. 3.2 exhibits serious excursions
and even no information is available after t/ta = 4. To extend the time horizon of
the analysis, herein, the immersion corrosion data provided in (Melchers 2003d) are
taken to specify the corrosion depth. Fuzzy variables are utilized to cater for the
4.1. Introduction
subjective character of the assessment of deterioration, which leads to an impre-
cise damage modeling. In this study, structural robustness for a specified exposure
period is examined instead of an assessment of the lifetime structural robustness.
The concept of robustness used herein refers to the degree of independence be-
tween the imprecision of the damage due to marine corrosion and the associated
imprecision in the structural safety. Robustness assessment based on an entropy
measure is taken as the basis. While existing entropy-based robustness measures
can provide a global view of structural robustness, the proposed methodology in
this chapter aims to scrutinize the structural robustness at various membership
levels with respect to various degree of imprecision in uncertain damage. It is
shown that this utilization of alpha-level discretization in the computation of an
entropy-based robustness measure leads to improvements including a better cor-
respondence with the intuitive understanding of imprecision and robustness. The
usefulness of the proposed method is demonstrated by way of investigations on
fixed offshore platforms with different brace configurations.
4.1 Introduction
Two different points of view have been developed regarding the understanding of
robustness, see Section 1.3.2. In the following, robustness is understood as a struc-
ture’s capacity to withstand the normal fluctuations of environmental conditions
without noticeable effects on its serviceability. In this context, robustness denotes
a high degree of independence between the uncertainty of structural parameters
and the associated uncertainty in structural responses. Assessments of this type of
robustness are devoted to obtaining global statements about the degree of struc-
tural response variation with respect to input fluctuations at once. This concept
has been pursued in the field of probabilistic robust design which is often realized
by formulating and solving a corresponding optimization problem (Zang et al.
2005). The optimization procedures aim at an optimum mean µf (θ, z) and a min-
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imum variance σf (θ, z) of the structural responses f(θ, z) with the consideration
of the environmental fluctuations described by the uncertain parameters z. One




subject to gj(θ, z) ≤ 0 for j = 1, 2, · · · ,m
where t describes the target responses. θ ∈ D comprises the design variables
constrained in the domain D. gj is the jth constraint function. Commonly, all
uncertain parameters z are described as random quantities, e.g., with joint PDF,
which enables the application of probabilistic tools to assess structural robustness.
As pertinent developments in this aspect rely heavily on probabilistic uncertainty
models, a proper treatment of uncertainty is of vital importance for this point
of view in understanding robustness. In engineering applications, the knowledge
about the fluctuations of the structural parameters can be quite limited so that a
clear probabilistic specification of uncertainty may be problematic in some cases.
This is associated with rare and imprecise data. Examples are uncertain quanti-
ties for which mere bounds or linguistic expressions are known. For this type of
information, alternative, non-probabilistic models provide reasonable properties,
see Section 1.2.2. An entropy-based robustness measure for fuzziness has been
proposed in (Beer and Liebscher 2008) to facilitate coarse problem specifications
in early design stages, to provide comfortable decision margins during construc-
tion and operation and to accommodate later changes of design parameters during
construction or repair. Another measure of fuzziness based on credibility theory
has been formulated in (Marano and Quaranta 2008) and used in a procedure for
fuzzy-based robust design optimization.
In this study, robustness assessment of existing structures is concerned instead
of the robust design of new structures. An existing structure may exhibit different
robustness behavior as it was expected at the design stage. The reason is that
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the mathematical model may not take into account of the environmental effects
adequately, such as deterioration due to corrosion, changing boundary conditions,
loading variations due to climate change. Thus, it is important to evaluate the
structure’s behavior, including the robustness, at different stages of the structural
service life (i.e., different exposure time) and incorporate all the in-place environ-
mental conditions realistically in the analysis. Herein, uncertain corrosion effects
at a specified exposure time are considered as uncertain environmental conditions
in the numerical example.
A reliable assessment of structural robustness under the marine corrosion ef-
fects needs a realistic modeling of the damage caused by corrosion. Reliability
analysis of offshore structures under marine corrosion has been studied in the
previous chapter where the probabilistic corrosion model in (Melchers 2003a) for
mild steel immersed in seawater was adopted to estimate the uncertainty in the
corrosion depth for a relatively short period. To extend the time horizon of the
analysis, herein, the immersion corrosion data provided in (Melchers 2003d) are
taken to specify the corrosion depth. Fuzzy variables for the subjective assessmen-
t of deterioration and the fuzzy corrosion depth are constructed using the data,
which leads to a fuzzy model for uncertain damage. In view of the entropy mea-
sure for fuzziness, the robustness measure proposed in (Beer and Liebscher 2008),
which is defined as the ratio between the entropy of fuzzy input and the entropy
of fuzzy output, is adopted as a basis. While the existing entropy-based robust-
ness measures can provide a global view of structural robustness, the proposed
methodology aims to scrutinize the structural robustness at various membership
levels with respect to various degrees of imprecision in the uncertain damage. It
is shown that this utilization of alpha-level discretization in the computation of
an entropy-based robustness measure leads to improvements including a better
correspondence with the intuitive understanding of imprecision and robustness.
In the sequel, a new approach for robustness assessment under fuzzy damage
modeling is presented and demonstrated. In Section 4.2 robustness measures from
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literature are reviewed. Section 4.3 is devoted to introducing the proposed method-
ology involving alpha-level discretization in the computation of the entropy-based
robustness measure. The usefulness of the proposed method is demonstrated in
Section 4.4 by way of investigations on fixed offshore platforms with different brace
configurations in view of the robustness of the overall structure.
4.2 Review of Robustness Measures
4.2.1 Deterministic performance measures
As discussed in literature, robustness is a measure to access a platform’s ability
to sustain damage caused by extreme loads or accidental loads without dispro-
portionate failure with respect to the causes of the damage itself. The prescribed
damage scenarios are frequently associated with removal of one critical member or
several members in the intact state. According to this understanding of structural
robustness, deterministic performance measures are developed through comparing
the structural performance in both intact and damaged states based on ultimate
strength analysis. For the investigated framed structures, the ultimate strength
depends on the nonlinear response of components of the frame and the nonlinear
structural interaction between components through plastic deformation and load
redistribution. Reserve strength and residual strength are defined to evaluate the
structural robustness associated with ultimate conditions. The definitions of re-
serve strength and residual strength are shown in Fig. 4.1. The following three
deterministic performance measures have been tested for a range of structural
frames in (BOMEL 2000).
Reserve strength is commonly defined as the ability of an intact structure to
sustain loads in excess of the design value. The Reserve Strength Ratio (RSR) is
defined as
RSR =
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ultimate capacity of intact frame
first component failure








Fig. 4.1: Definition of reserve strength and residual strength (after(BOMEL 2000))
Reserve strength is not just an over-design of the structures, it can provide a safety
margin for unforeseen events in the design process or inadequate design based on
a simplified analysis. Many sources contribute to the reserve strength, such as
conservatism with design codes, uncertainties in the resistance of components,
loads redistribution. Similarly, the Damage Strength Ratio (DSR) is defined to
measure the ability of a damaged structure to sustain loads in excess of the design
value,
DSR =
ultimate resistance of damaged structure
design environmental load
. (4.2)
The residual strength reflects the ability of alternative load paths to carry loads
shed from damaged members (i.e. redundancy). The Residual Resistance Factor
(RRF) is defined as
RRF =
ultimate resistance of damaged structure
ultimate resistance of undamaged structure
(4.3)
with larger values indicating larger robustness. In addition, the value of the resid-
ual strength corresponds to a particular displacement and different values may
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be achieved if the load is increased further, as shown in Fig. 4.1. The following
non-dimensional measure Rtwice can also be utilized when comparing structures
with different brace configurations,
Rtwice =
structural resistance at twice the ultimate deflection
structural resistance at ultimate
. (4.4)
RRF and Rtwice are related to the post-ultimate performance of the various brace
configurations and reflect the degree of structural redundancy.
In contrast with local damage suddenly provoked by accidental actions and
abnormal loads, damage could also arise slowly in time from aging of structures.
A general approach is presented in (Biondini 2009) to formulate a measure of
time-variant structural robustness of concrete structures subjected to diffusive
attacks from environmental aggressive agents with respect to the ultimate strength
analysis. The amount of local damage is firstly obtained at the member level by
means of a dimensionless damage index 0 ≤ δ ≤ 1 associated with the progressive
deterioration of the material properties for steel bars δs(x, t) and concrete δc(x, t)
at the spatial point x and time instant t. Then a global measure of damage ∆(t)
at the cross-sectional level is evaluated by means of a weighted average of the local
damage over the volume of the materials, as follows:













where ω(t), wc(x, t), wsm(x, t) are suitable weight functions, Ac is the area of
the concrete, and the Asm is the area of the m
th steel bar. This cross-section
formulation is finally extended at the structural level by an integration over all
members of the system. Based on the comparison of the system performance in
the intact state and in a damaged state, the time-variant measure of structural
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where the limit load multiplier λc(t) corresponds to the ultimate capacity in a
damaged state, and its initial value λc(0) indicates the ultimate capacity in the
intact state. ρ(t) actually follows the definition of RRF in Eq. (4.3). This time-
variant performance measure ρ(t) has to be compared with the corresponding
amount of total damage ∆(t) to evaluate the structural robustness. Thus, ρ(∆)
can regarded as a robustness measure based on the relationship between ρ(t) and
the global damage ∆(t).
4.2.2 Probabilistic robustness measures
In order to take into account of the unavoidable uncertainties in the environmental
loading and structural resistance, probabilistic robustness measures have been
developed based on either reliability analysis or risk assessment.
Based on system reliability analysis, the probabilistic measure of redundancy
βR is proposed in (Frangopol and Curley 1987)
βR =
βintact
βintact − βsystem , (4.9)
where βsystem is the reliability index of the damaged structural system and βintact
is the reliability index of the intact system. Similarly, a probabilistic redundancy
measure was proposed in (Nordal et al. 1987) based on the reliability index for
the full system (βsystem) and for the union of the first member failures (βfirst means
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A framework of robustness assessment based on decision analysis theory has
been proposed in (Baker et al. 2008), where the robustness is evaluated by com-
puting both direct risk (RDir), which is associated with the direct consequences
(CDir) of potential damages (D) to the system when an exposure (EXBD) occurs,
and indirect risk (RInd), which corresponds to indirect consequences (CInd) asso-
ciated with subsequent system failure (F ). A quantitative measure of robustness
















CIndP (F |D = y)fD|EXBD(y|x)fEXBD(x)dydx (4.12)
where fZ(z) denotes the probability density function of a random variable Z.
4.2.3 Entropy-based robustness measures
The development of a measure for structural safety with a consideration of fuzzi-
ness in the structural model requires an appropriate measure of fuzziness. Based
on the definition of entropy measure of fuzziness in Section 2.3.3.2, the entropy of
fuzzy vector x˜ is computed as,





[µ(x) · ln(µ(x)) + (1− µ(x)) · ln(1− µ(x))]dx. (4.13)
With the aid of entropy measure of fuzziness, an entropy-based robustness measure
R(·) is proposed in (Beer and Liebscher 2008). The robustness of a structural
system R(·) is defined as the ratio between the entropy of fuzzy input vector x˜






4.3. Improved Robustness Assessment
It can be seen from Eq. (4.13) that the computation of H(x˜) needs to solve a
multi-dimensional integral. If there is no or merely weak interaction between the







And the following properties hold,
• R(·) ≥ 0 ∀H(x˜), H(z˜) ;
• H(z˜2) ≤ H(z˜1)⇒ R2(·) ≥ R1(·) | H(x˜1) = H(x˜2) ;
• H(x˜)→ 0⇒ R(·)→ 0 | H(z˜) > 0 ;
• H(z˜)→ 0⇒ R(·)→∞ | H(x˜) > 0 .
This robustness measure results in a global statement about the degree of vari-
ations in system output with respect to fluctuations in system input at once. The
second property indicates that the smaller the imprecision of the fuzzy outputs is
obtained in relation to the imprecision of the fuzzy inputs, the bigger the robust-
ness of the structures is assessed. Furthermore, robustness is not defined for the
case that the imprecision of both the inputs and the outputs are zero.
4.3 Improved Robustness Assessment
4.3.1 Problem specification
One problem that has been addressed by the authors in (Beer and Liebscher 2008)
is associated with the applicability of the entropy measure when considering the
difference between an interval variable and a singleton. Mathematically, they have
the same entropy values (i.e., H = 0), but it is counterintuitive as the interval
possesses clearly a larger imprecision. A similar problem arises, as shown in Fig.
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4.2, when the fuzzy output z˜1 associated with the fuzzy input x˜ for system (1) and
the fuzzy output z˜2 associated with the same fuzzy input x˜ for system (2), have
similar entropy values but quite different width of the system output at various
membership levels with respect to same degrees of imprecision in the fuzzy input,
i.e. w(z1,αk) > w(z2,αk). The first problem is not discussed in this study; we
assume that typical shapes of membership functions, such as the most popular
linear, quadratic, or Gaussian branches as well as branches similar to another
probability distribution function, are adopted for the fuzzy inputs and generally
obtained for the associated fuzzy outputs in the fuzzy analysis. Associated with
this assumption, another restriction is made; the fuzzy variable x˜ considered herein
possess one element x ∈ x˜ with µ(x) = 1. That is, the investigation is limited to
cases as shown in Fig. 4.2.
We start with the second problem raised above. Robustness assessment based
on the robustness measure in Eq. (4.14) leads to the conclusion that system (1)
is as robust as system (2) because of H(z˜1) ≈ H(z˜2). However, this conclusion is
only limited to a global view of the robustness of these two systems without re-
flection of the degree of independence between the imprecision of fuzzy inputs and
the associated imprecision of fuzzy outputs at different membership levels. To im-
plement this relationship between the α-level sets, the assessment from (Beer and
Liebscher 2008) is modified by utilizing alpha-level discretization as shown in Fig.
4.2. This enables a consideration of a trade-off between additional information
and an associated reduction of imprecision in the predicted structural response
or reliability. Additional information and reduction of input imprecision can be
understood as limitation of the analysis to the set of values {x ∈ X|µ(x) ≥ αk}
for the fuzzy input x˜ and the associated set of values {z|µj(z) ≥ αk} for the fuzzy
output z˜j in the assessment of robustness. Subsequently, the two systems may not
exhibit similar robustness corresponding to the reduced imprecision in the fuzzy
inputs.
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Fig. 4.2: Illustration of problems with the existing robustness measure R(·)
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4.3.2 Proposed approach
The inconsistency explained in Section 4.3.1, see Fig. 4.2, can be resolved by
computing the entropy-based robustness R(αk) at various membership levels with
respect to the degrees of imprecision in the fuzzy inputs and the associated im-
precision of the fuzzy outputs.
Given a fuzzy set A˜, at each alpha level αk ∈ (0, 1], a new fuzzy set is defined
as the intersection of fuzzy set A˜ and its α-level set Aαk , denoted as A˜αk ,
A˜αk = A˜ ∩ Aαk , (4.16)
as illustrated in Fig. 4.3. This concept is then applied to the fuzzy input x˜ and
fuzzy output z˜ of the structural problem. The entropy-based robustnessR(·) in Eq.
(4.14) is calculated for each A˜αk as the ratio between the entropy of x˜αk = x˜∩xαk





The robustness R(·) in (Beer and Liebscher 2008) is obtained as a special case of
Eq. (4.17) for αk = 0 + ε when ε → 0. The robustness R(αk) is not defined at
αk = 1 because H(x˜αk=1) and H(z˜αk=1) are normally both equal to zero.
The features of the modified robustness measure in Eq. (4.17) are demonstrat-
ed by means of analytical functions specifically selected for this purpose. Consider
the mapping of fuzzy input x˜ in Fig. 4.4(a) into the fundamental set Z with the
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Fig. 4.3: Intersection of the fuzzy set A˜ with the α-level set Aαk
aid of the following five mapping models fj(x):






4 + 0.5 ,
f5(x) = 0.5x
0.5 + 0.5 .
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The membership functions for the fuzzy outputs z˜j can be obtained analytically,
µ1(z) = z, z ∈ [0, 1]
µ2(z) = z
2, z ∈ [0, 1]
µ3(z) = z
0.25, z ∈ [0, 1]
µ4(z) = (2z − 1)0.25, z ∈ [0.5, 1]
µ5(z) = (2z − 1)2, z ∈ [0.5, 1]
where µj(z) = 0 for other values. The results are shown in Fig. 4.4(b).
The entropy values associated with αk of x˜ and z˜j, normalized by H(x˜), are
shown in Fig. 4.5. It clearly indicates a reduction of imprecision in the fuzzy input
x˜ as αk increases (i.e., collection of additional information) and the corresponding
reduction of imprecision in the fuzzy outputs z˜j. In an engineering context, it
means that collection of additional information to reduce input imprecision has a
trade-off in a reduction in imprecision of computational results, i.e., in predictions
regarding structural behavior and reliability. However, for different mapping mod-
els, the reduction of imprecision in the outputs exhibits very different behavior.
For example, the imprecision in z˜2,αk and z˜5,αk decreases much faster than the
imprecision in z˜3,αk and z˜4,αk for smaller values of αk. It indicates that a smaller
reduction of imprecision in x˜ (i.e., less effort spent on collecting additional infor-
mation, thus more economical for engineers) can result in a significant reduction in
imprecision of z˜2 and z˜5. Thus, the mapping models f2 and f5 have more desirable
properties than f3 and f4. The robustness measure in Eq. (4.17) can provide a
quantitative assessment of the properties of the systems.
The entropy-based robustness R(αk) obtained for various αk is listed in Table
4.1 and shown in Fig. 4.6.
Several interesting conclusions can be drawn from the results:
• R(x˜, z˜2) = 1.22 ≈ R(x˜, z˜3) = 1.20 > R(x˜, z˜1) = 1.00 at αk = 0 + ε when
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(b) Fuzzy outputs z˜j
Fig. 4.4: Mapping x˜→ z˜j : (a) fuzzy input x˜ and (b) fuzzy outputs z˜j associated
with the mapping model zj = fj(x)
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Fig. 4.5: A reduction of imprecision in the fuzzy input x˜ as αk increases and the
corresponding reduction of imprecision in the fuzzy outputs z˜j
Table 4.1: Robustness R(x˜, z˜j) for each mapping model fj(x) at different mem-
bership levels αk
αk R(x˜, z˜1) R(x˜, z˜2) R(x˜, z˜3) R(x˜, z˜4) R(x˜, z˜5)
0 + ε ∗ 1.00 1.22 1.20 2.41 2.44
0.1 1.00 1.31 1.16 2.31 2.62
0.2 1.00 1.40 1.06 2.11 2.80
0.3 1.00 1.49 0.93 1.86 2.98
0.4 1.00 1.57 0.79 1.59 3.15
0.5 1.00 1.65 0.67 1.33 3.31
0.6 1.00 1.73 0.55 1.10 3.46
0.7 1.00 1.80 0.45 0.90 3.60
0.8 1.00 1.87 0.37 0.74 3.73
0.9 1.00 1.94 0.30 0.61 3.85
1− ε ∗ 1.00 2.00 0.24 0.44 4.00
∗: ε→ 0
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Fig. 4.6: Robustness R(·) associated with each mapping model fj(x) with alpha-
level (αk) discretization
ε → 0. This observation produces the robustness assessment in (Beer and
Liebscher 2008) as a special case. That is, if only the values of R(·) with
respect to αk = 0+ε are considered to make a decision, it would be concluded
that mapping models f2(x) and f3(x) have similar robustness and are both
more robust than mapping model f1(x).
• Fig. 4.6 shows significant differences of the values R(·) corresponding to
different values of αk. As αk is increased, R(x˜, z˜3) keeps decreasing whilst
R(x˜, z˜2) keeps increasing. This indicates that the mapping models will ex-
hibit different properties with respect to robustness when considering an
increase of membership values αk > 0, i.e., a reduction of imprecision
in the fuzzy input. The imprecision in the uncertain inputs can be re-
duced when more information is available. In an engineering context, an
increasing robustness with increasing αk indicates that collection of addi-
tional information to reduce input imprecision has a trade-off in a signifi-
cant reduction in imprecision of computational results, i.e., in predictions
regarding structural behavior and reliability. For example, at αk = 0.4,
R(x˜, z˜2) = 1.57 > R(x˜, z˜1) = 1.00 > R(x˜, z˜3) = 0.79. Thus, it would be
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concluded that mapping model f2(x) is the most robust system when in-
put imprecision can be reduced to a degree corresponding to membership
level 0.4. Furthermore, when considering all the values of αk ∈ (0, 1], the
mapping model f2(x) is more robust overall than f3(x) although they have
similar robustness values at αk = 0 + ε. The same situation appears when
comparing the mapping models f4(x) and f5(x). Obviously, the mapping
model f5(x) is a better choice.
• The mapping model f4(x) is more robust than f2(x) when αk ≤ 0.4, espe-
cially, R(x˜, z˜4) = 2.41 ≈ 2R(x˜, z˜2) = 2.44 at αk = 0+ε. However, the values
of R(·) associated with αk ≥ 0.4 lead to the opposite conclusion that the
mapping model f2(x) is more robust than f4(x). Hence, it is of vital impor-
tance to scrutinize the structural robustness at various membership levels
αk. Robustness is not only a property of the structure, it is also dependent
on the magnitude of imprecision/uncertainty in the input. It is a relative
measure. Reduction of input imprecision can so lead to both increase and
decrease in robustness depending on whether sensitivities are associated with
the value ranges cut away in the reduction of imprecision or not.
4.4 Application to Offshore Structures
Based on the environmental conditions and the information about the reference
jackets provided in (EQE 2004), two 2D frames are designed using software USFOS
with some simplifications as well as some changes to the dimensions of members.
The topologies for the X-bracing and K-bracing jacket structures are shown in Fig.
4.7. All structures are two-bay frames in water depth of 37m. The environmental
design loads are approximately applied at the top two elevations of the frames
with the values of 1334.5 kN and 667.2 kN respectively.
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Fig. 4.7: Structural models of the fixed offshore platforms (unit of length: m)
4.4.1 Damage modeling under imprecise marine corrosion
In this practical example, the fixed offshore platforms are assumed to be subjected
to gradual deterioration caused by uniform corrosion. In order to investigate the
corrosion effects with a longer period, the immersion corrosion data collected until
1994 provided in (Melchers 2003d) are taken to specify the corrosion depth. A
fuzzy corrosion depth c˜(t) associated with the exposure time t is derived from the
data and subjective assessment of deterioration, as shown in Fig. 4.8. The mem-
bership function for the fuzzy corrosion depth at time t is subjectively constructed
according to the data points plotted in Fig. 4.8. In this example, c˜(t = 16) is
considered, and the linear membership function is shown in Fig. 4.9.
The concept of structural damage modeling in (Biondini et al. 2008) is utilized
herein to specify the amount of damage at the member level for a circular cross-
section. For the hollow steel tubes which are typically used in building offshore
platforms, the damage at cross-sectional level can be represented by a ratio of the
109














Fig. 4.8: Immersion corrosion data for mild-steel coupons pooled from all avail-
able sources until 1994 subjected to an approximate temperature correction in
(Melchers 2003d) with 5 and 95 percentile bands






(D0 − t0)t0 c−
1
(D0 − t0)t0 c
2 (4.18)
where D0 and t0 are the diameter and wall-thickness, respectively, before deterio-
ration. Finally, the formulation at the cross-sectional level is extended to obtain
the total damage at the structural level by integration over all structural members,








where ωi = AiLi/
∑
AiLi, and Ai is the cross-sectional area of a structural mem-
ber with length Li before deterioration. Denote coef1 =
D0
(D0−t0)t0 and coef2 =
1
(D0−t0)t0 in Eq. (4.18), the detailed calculations regarding each member immersed
in seawater in Fig. 4.7 are listed in Table 4.2 for X frame and Table 4.3 for K
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c˜(t = 16)
Fig. 4.9: Fuzzy corrosion depth c˜ at t = 16 years according to the immersion
corrosion data in Fig. 4.8
frame.
Table 4.2: Damage modeling for X frame
element D(m) t(m) coef1 coef2 ω
2 0.32385 0.00953 108.11 333.83 0.015
3 0.3556 0.00953 107.82 303.20 0.021
4 0.4572 0.0127 80.98 177.14 0.016
5 0.4572 0.0127 80.98 177.14 0.020
6 0.4572 0.0127 80.98 177.14 0.016
7 0.4572 0.0127 80.98 177.14 0.020
8 0.4572 0.0127 80.98 177.14 0.020
9 0.4572 0.0127 80.98 177.14 0.020
10 0.4572 0.0127 80.98 177.14 0.026
11 0.4572 0.0127 80.98 177.14 0.026
13 1.1684 0.0254 40.24 34.44 0.138
14 1.1684 0.03175 32.37 27.70 0.220
15 1.1684 0.03175 32.37 27.70 0.037
17 1.1684 0.0254 40.24 34.44 0.138
18 1.1684 0.03175 32.37 27.70 0.220
19 1.1684 0.03175 32.37 27.70 0.037
As the corrosion depth is modeled as fuzzy variable c˜(t = 16) as shown in Fig.
4.9, the total damage due to the marine corrosion is also a fuzzy variable and
represented by β˜total =
∑
ωiβ˜i. Based on Eq. (4.18), β˜i can be calculated. It can
be observed from the plot of β = β(c) in Fig. 4.10 that there exists monotonic
relationship between β and c when 0 ≤ c ≤ t0. Hence, the fuzzy result β˜ can be
easily obtained by computing the alpha-level sets [βαkl, βαkr] for αk ∈ (0, 1], that
111
Chapter 4. Robustness Assessment with Imprecise Marine Corrosion Effects
Table 4.3: Damage modeling for K frame
element D(m) t(m) coef1 coef2 ω
3 0.508 0.0127 80.75 158.97 0.038
5 0.559 0.0127 80.57 144.13 0.016
7 0.559 0.0127 80.57 144.13 0.016
8 0.508 0.01588 65.00 127.96 0.038
9 0.508 0.01588 65.00 127.96 0.038
10 0.559 0.01715 60.15 107.61 0.059
11 0.559 0.01715 60.15 107.61 0.059
13 1.1684 0.0254 40.24 34.44 0.127
14 1.1684 0.03175 32.37 27.70 0.203
15 1.1684 0.03175 32.37 27.70 0.034
17 1.1684 0.0254 40.24 34.44 0.127
18 1.1684 0.03175 32.37 27.70 0.203
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1
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2 (4.21)
where [cαkl, cαkr] is the alpha-level set at αk ∈ (0, 1] of the fuzzy corrosion depth
c˜. Based on Eq. (4.20) and Eq. (4.21), together with the linear function β˜total =∑
ωiβ˜i, the total damage represented by β˜total can be obtained for the K-braced





Fig. 4.10: Plot of the damage represented by β(c) for a hollow cross-section with
diameter D0 and thickness t0
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Fig. 4.11: Total damage represented by β˜total for the K-braced and X-braced frames
4.4.2 Robustness assessment of fixed offshore platforms
The specified fuzzy variable c˜(t = 16) for the corrosion depth is processed through
the fuzzy structural analysis according to (Mo¨ller and Beer 2004), which requires a
repeated calculation of the fuzzy result values for varying corrosion depth. In this
example, the non-dimensional measures based on ultimate strength analysis, RRF
in Eq. (4.3) and Rtwice in Eq. (4.4), are selected as fuzzy result values for each
platform, respectively. For this purpose, the fuzzy structural analysis is coupled
to the USFOS software and the fuzzy result values, R˜RF and R˜twice, are found by
means of an optimization in the kernel of fuzzy structural analysis. That is, the
nonlinear ultimate strength analysis by USFOS plays the role as the deterministic
mapping model in Fig. 2.4.
R˜RF reflects the imprecision of the ultimate capacity of the damaged platforms
under corrosion at different membership levels, see Fig. 4.12. The entropy values
associated with αk of β˜total,αk and R˜RFαk , normalized by H(β˜total), are shown in
Fig. 4.13. It shows that the imprecision in R˜RFαk of the K frame decreases much
faster than the imprecision in R˜RFαk of the X frame, especially for larger values
of αk. Thus, the K frame has advantageous properties over the X frame in view
of the effects of imprecise marine corrosion on the ultimate capacity.
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Fig. 4.13: A reduction of imprecision in the fuzzy damage β˜total as αk increases
and the corresponding reduction of imprecision in the fuzzy output R˜RF
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Based on the proposed approach for robustness assessment in Eq. (4.16) and
Eq. (4.17), the entropy-based robustness R(αk) at each alpha-level is calculated as
the ratio between the entropy of β˜total,αk = β˜total ∩ βtotal,αk of the fuzzy input β˜total
and the entropy of R˜RFαk = R˜RF∩RRFαk of the fuzzy output R˜RF. The result is
listed in Table 4.4 and shown in Fig. 4.14, which indicates that the K-frame and
the X-frame have a similar robust behavior with respect to imprecise corrosion
effects when αk ≤ 0.3. However, the K-frame shows a greater robustness than
the X-frame when αk > 0.3. This result suggests that the robustness assessment
for the K-frame can be significantly improved by collecting additional information
about the corrosion, i.e. by reduction of input imprecision. However, collection of
additional information regarding long time marine corrosion may be very difficult
in offshore engineering practice. For the K-frame additional effort pays off, whereas
for the X-frame, no clear benefit can be observed. This conclusion illustrates
the potential of the proposed robustness measure for cost reduction and optimal










Fig. 4.14: Robustness R(β˜total, R˜RF) associated with each frame with alpha-level
(αk) discretization
This observation is quite different from the statement that the X-frame is
more robust than the K-frame using the deterministic performance measures in
(Gebara et al. 1998; BOMEL 2000). It is shown in Fig. 4.15 that the X-frame
115
Chapter 4. Robustness Assessment with Imprecise Marine Corrosion Effects
Table 4.4: Robustness R(β˜total, R˜RF) for the K-braced and X-braced frames at
different membership levels αk
K Frame X Frame
αk R(β˜total, R˜RF) R(β˜total, R˜RF)
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Fig. 4.15: Load deflection curves of X frame and K frame at the intact state
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shows ductile behavior whilst the K-frame shows brittle behavior. These two
statements are not conflicting with each other as they refer to different aspects.
Whilst the deterministic investigation refers to ductility, the robustness assessment
considered here refers to the effect of marine corrosion on the ultimate capacity. A
consideration of the residual load carrying capacity leads to an agreement in the
conclusions. This can be observed in Fig. 4.16 by comparing the nominal distances
of R˜twice from the value 1.0, dX(R˜twice) and dK(R˜twice). In this result, R˜twice reflects
the imprecision of the residual strength of the damaged platforms under corrosion
corresponding to twice the ultimate deflection at different membership levels. A
smaller value of the distance indicates a smaller drop in the post ultimate strength,
i.e., more ductility. This effect can be included in the robustness measures as
constraint distance proposed in (Beer and Liebscher 2008). Although the X-frame
shows a better ductile behavior than the K-frame as observed in Fig. 4.16, both
frames show a similar robustness in view of the imprecise damage due to corrosion
and the associated imprecision in Rtwice, see Fig. 4.17. Further, it is indicated in
Fig. 4.17 that R(β˜total, R˜twice) keeps decreasing as αk is increased. This indicates
that the residual resistance R˜twice is insensitive with respect to extreme values of
the corrosion depth and rather shows sensitivities when the corrosion depth varies
around the mean.
These statements regarding to the effects of marine corrosion on the robustness
of the two platforms designed in this numerical example may not be generalized to
other gradual effects on the robustness or an alternative design. But the proposed
approach provides a general basis for the robustness assessment of any newly
designed or existing platforms with respect to imprecise effects of deterioration.
To sum up, the different effects discussed and observed in Fig. 4.14∼4.17 are
not conflicting with each other but are complementary to formulate diverse views
at the robustness of the X-frame and the K-frame. The influence of the framing
configuration on the robustness of the fixed offshore platforms can be understood
in a comprehensive way based on the proposed approach. This may help to derive
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engineering decisions for the design and re-analysis of offshore platforms with a
broader view.
4.5 Chapter Summary
A new approach for robustness assessment of aging offshore structures subjected
to uncertain damage due to imprecise marine corrosion was proposed. Fuzzy vari-
ables were utilized to cater for the subjective character of the assessment of the
corrosion effects at a longer exposure time. Structural robustness was understood
as a high degree of independence between the imprecision of the damage due to
marine corrosion and the associated imprecision in the structural safety. Com-
pared with the existing entropy-based robustness measures that can only provide
a global view of structural robustness, the proposed methodology can evaluate the
structural robustness at various membership levels with respect to various degrees
of imprecision in the uncertain damage. Based on the numerical investigations,
the following observations and conclusions are made:
• The robustness measure R(·) in Beer and Liebscher (2008) is obtained as
a special case in the proposed approach corresponding to αk = 0 + ε when
ε→ 0. When different systems have similar robustness values R(·) at αk =
0+ ε, significant differences of the values R(·) have been observed for larger
values of αk, for example, systems f2 and f3 in Fig. 4.6, X frame and K
frame in Fig. 4.14 when αk > 0.3. Furthermore, even if one system shows
a better robust behavior at αk = 0 + ε, the robustness values R(·) may
decrease with respect to larger αk. For example, system f4 in Fig. 4.6 is
more robust than system f2 when αk < 0.4, however, the values of R(·)
associated with αk ≥ 0.4 lead to the opposite conclusion that the system
f4(x) is less robust than f2(x). These observations either in mathematical
mapping models or realistic engineering models demonstrate the advantages
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of the proposed approach in retrieving additional information with respect
to the degree of imprecision in the input.
• A required increase of the membership values αk indicates a required re-
duction of imprecision in the fuzzy input parameters. From an engineering
point of view, it means that collection of additional information to reduce
input imprecision has a trade-off in a significant reduction in imprecision of
computational results, i.e., in predictions regarding structural robust behav-
ior.
• The robustness values R(β˜total, R˜RF) indicate that K-frame has a better ro-
bustness than the X-frame when αk > 0.3. This observation is quite different
from the statement that the X-frame is more robust than the K-frame based
on the deterministic performance measures. These two statements are not
conflicting with each other. They rather show that the robustness is not
a global feature but depends on the intensity of imprecision in the input.
Another interesting result has been observed by comparing the nominal dis-
tances of R˜twice from the value 1.0 and the robustness values R(β˜total, R˜twice).
It was shown that diverse views at the structural robustness of the jacket
structures can be formulated to provide more comprehensive understanding
of the influence of the framing configuration on the robustness, and engi-
neering decisions for the design and re-analysis of offshore platforms can be
generated on a broader basis.
• It should be noted that those statements regarding to the effects of marine
corrosion on the robustness of the two 2D frames designed in the numerical
example may not be generalized to other gradual effects on the robustness or
an alternative design. But the proposed approach provides a general basis
for the robustness assessment of any newly designed or existing platforms
with respect to imprecise effects of deterioration.
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Chapter 5
Interval Analysis for System
Identification with Modeling
Errors
In the following two chapters, the effects of uncertainty and imprecision in marine
growth on the damage detection of offshore structures are investigated. Chang-
ing mass due to marine growth is one of the problems encountered in vibration-
based damage detection methods for offshore platforms (Farrar and Worden 2007).
Non-physical model-based identification using measured responses only will have
difficulties to distinguish damage-induced frequency shift with the shift resulting
from increased mass caused by marine growth (i.e., added mass effects). Thus, it
would be better to pursue the physical model-based identification where the ef-
fects of marine growth can be explicitly considered and reflected in the identified
results. However, difficulties arise in modeling of the marine growth thickness due
to the imprecise characteristics of the underlying physical phenomenon and the
subsequent identification process due to the presence of modeling errors when the
effects of marine growth are considered explicitly in the computational model.
In this chapter, an interval-based technique for system identification of linear
MDOF system in the presence of modeling errors is developed. In the next chapter,
Chapter 5. Interval Analysis for System Identification with Modeling Errors
this technique is extended to the damage detection of offshore structures under
imprecise marine growth effects.
Modeling errors, represented as uncertainty/imprecision associated with the
parameters of a mathematical model, inevitably exist in the process of construct-
ing a theoretical model of real structures and limit the practical application of
system identification. They are usually represented either in a deterministic man-
ner or in a probabilistic way. However, if the available information is uncertain
but of a non-probabilistic nature, as it may emerge from a lack of knowledge
about the sources and characteristics of model uncertainties, a third type of ap-
proach unfolds its usefulness. Presented in this chapter is an approach to treat
modeling errors with the aid of intervals, resulting in bounded values for the identi-
fied parameters. Compared with the “traditional” identification procedures where
model-based forward dynamic analysis is often involved, computing bounded time
history responses from a computational model with interval parameters which is
impractical due to imprecise phase shift, is avoided. Two required sub-matrices
are firstly extracted from identified state space models by applying subspace iden-
tification method to the measurements, and then interval analysis is performed
upon these two matrices to estimate the bounded imprecision in the identified
parameters and the vectorization technique is used to eliminate the dependency
problem. The effectiveness of the proposed methodology is evaluated through nu-
merical simulation of a linear MDOF system when modeling errors in the mass
and damping parameters are taken into account. The results show the ability
of the proposed method to maintain sharp enclosures of the identified stiffness
parameters.
5.1 Introduction
In recent years there has been increasing attention given to the problem of iden-
tification of a computational model which is constructed to describe the behavior
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of a real engineering system. The computational model can be parametric or
non-parametric and, in addition, it may be non-linear. In the field of structural
engineering, finite element (FE) models are a popular choice for the computation-
al purpose, and system identification can be applied to determine the unknown
structural parameters based on updating of FE models using measurement data
of input and output (I/O). For linear structures, the updating strategies are often
performed by adjusting the FE models so that either the calculated time histo-
ry responses or modal parameters (natural frequencies and mode shapes) “best”
match the corresponding quantities measured or extracted from observation data,
see (Berman and Nagy 1983; Koh et al. 1991; Mottershead and Friswell 1993). A
recent overview in mechanical systems identification with emphasis on genetic al-
gorithms is provided in (Marano et al. 2009). However, the deterministic sense of
a “best” model may lead to lower confidence in the updated parameters of the FE
model. It is known that uncertainties exist inevitably in both the computational
model and instrumental measurements, which complicates the solution of system
identification and presents a number of challenges to the application of identifi-
cation algorithms to practical engineering problems. Hence, both modeling errors
and measurement errors should be taken into account in the identification proce-
dure, and the uncertainty in the identified model parameters should be utilized to
provide more reliable results for subsequent decision-making.
Measurement uncertainty can have both random and systematic influences on
the accuracy of observation data. The effects of random error (usually treated
as zero-mean Gaussian distributed noise) on the quality of identification results
have been well investigated, see (Friswell and Mottershead 1995). A Bayesian sta-
tistical framework is developed in (Beck and Katafygiotis 1998) to consider both
measurement noise and model uncertainty. Regarding the issue of systematic er-
ror in the measurement, some studies have also been carried out. An interval
updating algorithm is developed in (Gabriele and Valente 2009) by exploiting the
inclusion theorem and Branch & Bound method to minimize the imprecision in
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model parameters with consideration of measured modal quantities as intervals.
The influence of imprecision in the measurement on the results of damage identifi-
cation is studied in (Wang et al. 2010) where the interval description was adopted
for the measured natural frequencies. Khodaparast et al. (2011) formulated an
interval model updating procedure in the presence of irreducible uncertain mea-
sured data. The uncertain model parameters are treated as intervals rather than
probabilistic models. The Kriging predictor is employed to approximate the re-
lationship between the input and output parameter variations for the purpose of
numerical efficiency in model updating. Compared with the extensive studies on
measurement uncertainty/imprecision, although model uncertainty/imprecision is
widely accepted as a greater challenge, only limited research has been pursued
in this area. There are many sources of modeling errors (Beck and Katafygiotis
1998), such as:
• variations of the materials properties (e.g., yield strength, Young’s modulus);
• inexact modeling of the material constitutive behavior;
• inexact modeling of the boundary conditions (e.g., no exact pinned or fixed
joints);
• existence of nonstructural members;
• errors because of the spatial discretization of the distributed system, etc.
Most of the research work is focused on investigating the impact of modeling
errors on the identified parameters. In deterministic approaches, the effects of
modeling errors are addressed by deliberately introducing a bias error in the mass
matrix associated with the uncertainty evaluation of structural parameters (Ko-
h and See 1994) or in the support stiffness, mass density and damping ratio in
structural damage detection (Law et al. 2006). The significance of modeling er-
ror in structural estimation is examined in (Sanayei et al. 2001) by scrutinizing
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the movement of the location of the contaminated global minimum of four differ-
ent types of error functions. Compared with the deterministic representation of
modeling errors (i.e., bias error), probabilistic methods provide a more compre-
hensive basis to deal with model uncertainty. The impact of model uncertainty on
the damage-prediction accuracy for a plate girder was investigated in (Kim and
Stubbs 1995) where uncertainty in the stiffness parameters was modeled with a
lognormal distribution and the calculated mode shapes were assumed to follow
a normal distribution. A probabilistic approach for structural damage identifica-
tion was proposed in (Papadopoulos and Garcia 1998) where measured statistical
changes in natural frequencies and mode shapes along with a correlated analytical
stochastic FE method were used to assess the integrity of a structure. In this
analytical stochastic FE model, random mass and stiffness matrices have been
considered in the analysis. Extensive studies on model updating through stochas-
tic FE method have been explored in (Mares et al. 2006; Mottershead et al. 2006)
using Monte Carlo inverse procedure with multiple sets of experimental results. A
similar approach for uncertainty identification by the maximum likelihood method
was developed in (Fonseca et al. 2005) where the uncertainty in the parameters was
identified and quantified from experimental data by maximizing the likelihood of
the measurements using Monte Carlo simulation or perturbation methods for the
likelihood computation. In addition, two perturbation methods were developed in
(Khodaparast et al. 2008) for the estimation of the first and second statistical mo-
ments of randomized updating parameters from modal responses with measured
variability that exists between a number of nominally identical test structures
due to manufacturing and material variability. The abovementioned probabilis-
tic approaches are based on the “traditional” interpretation of probability as a
relative frequency of occurrences, while Bayesian statistical inference based on
the interpretation of probability as a multi-valued logic for plausible reasoning
under incomplete information has been adopted in (Beck and Katafygiotis 1998)
to address the model updating problem and the associated model uncertainties.
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This methodology allows to incorporate prior knowledge about the model, which
reflects engineering judgments of the plausibility that the model belongs to a par-
ticular set by using a probability distribution. A brief review of some of these
probabilistic approaches is provided in Section 5.2.1.
The above literature review shows that powerful methods and techniques are
available for dealing with modeling errors either in a deterministic manner or in a
probabilistic way. However, if the available information is uncertain but of a non-
probabilistic nature, as it may emerge from a lack of knowledge about the sources
and characteristics of model uncertainties, a third type of approach unfolds its
usefulness. This is associated with very rare and imprecise information, which is
typical in civil engineering practice. Examples are imprecise variables for which
mere bounds or linguistic expressions are known. In those cases, set-theoretical
models provide appropriate mathematical descriptions for the imprecision. In or-
der to decide which mathematical model represents nature in the best manner,
the nature of the uncertainty/imprecision needs to be analyzed. Respective dis-
cussions to take account of the available information as naturally as possible to
derive realistic results can be reviewed from a rigorous perspective in (Klir 2006)
and in an engineering context in (Helton et al. 2004; Fellin et al. 2005). The
usefulness and capabilities of these models and approaches, see Section 1.2.2 and
Section 1.2.3, such as interval analysis, fuzzy set theory, evidence theory, imprecise
probabilities and fuzzy random variables, have already been demonstrated in the
solution of practical problems in civil and mechanical engineering (Ben-Haim and
Elishakoff 1990; Moens and Vandepitte 2007; Mo¨ller and Beer 2008a; Adduri and
Penmetsa 2009; Marano et al. 2009; Zhang et al. 2010).
In this chapter, non-probabilistic methods are utilized to identify structural s-
tiffness parameters when the model description is uncertain but bounded, and the
uncertainty is of a non-probabilistic nature. Specifically, modeling errors are treat-
ed with intervals, and bounds of the identified parameters are calculated rather
than deterministic values or probability distributions. In this context, interval
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methods have shown their potential, in particular, in applications in electrical
engineering and control. A basic work in this regard, which includes elements
of set-theoretical approaches is (Walter and Pronzato 1997). Further, bounding
error approaches applied to parameters and state variables of uncertain dynami-
cal systems in control system design are comprehensively discussed in (Milanese
et al. 1996). In civil and mechanical engineering, interval approaches related to
the proposed method appear in the context of optimization (Qiu and Elishakoff
1998) and model updating (Gabriele and Valente 2009). A conceptually similar
but technically different approach is proposed in (Wang et al. 2010), where mea-
surement imprecision is mapped to the results of damage identification through a
sensitivity-based FE model updating. In contrast to these approaches, the struc-
tural identification procedure proposed herein is associated with the mapping of
imprecision from interval structural parameters to the identified stiffness param-
eters rather than with an improvement of an uncertain model description based
on data as it is pursued in model updating. Jiang et al. (2008) proposed a solu-
tion procedure for an inverse problem with interval parameters. An optimization
problem is formulated to minimize the error function which is defined using the
interval output from a forward analysis and measurements. In the forward anal-
ysis, a first-order Taylor expansion is applied to derive the interval bounds of the
output. In the inverse problem solution, however, the interval imprecision is elim-
inated. Deterministic values for the identified parameters are presented instead of
bounded values. This method can only give identification results with acceptable
accuracy when the size of the interval of the imprecise parameters is small be-
cause of the limited capacity of linear approximation. Some of the interval-based
techniques are shortly discussed in Section 5.2.2.
In this chapter, the interval imprecision in the mass and damping parameter-
s of linear MDOF structures are maintained and translated to the identification
results. The method circumvents the calculation of bounded time histories for
responses. Instead, two sub-matrices M−1K and M−1L are firstly extracted from
127
Chapter 5. Interval Analysis for System Identification with Modeling Errors
identified state space models by applying subspace identification method to the
I/O data, and then interval analysis is performed upon these two matrices to
estimate the bounded imprecision in the identified parameters directly. The iden-
tification process and the propagation of interval imprecision are separated, which
benefits the quality of identification results and the computational efficiency.
The purpose of the chapter is to provide a numerical procedure for system
identification with interval-valued model parameters rather than to demonstrate
the procedure for a specific practical case. The intervals for the mass and damp-
ing parameters are considered as given. In practical applications these need to
be determined for the specific case, for example, the determination of uncertain
added mass in the next chapter. Although a general rule or algorithm cannot be
formulated for this purpose, expert knowledge together with inspection results is
frequently available to determine bounds for these parameters in a conservative
manner.
5.2 Uncertain Identification Approaches
A brief review of some identification methods considering the problem of modeling
errors is given in this section. The probabilistic approaches and non-probabilistic
approaches are concerned in which modeling errors are treated with either prob-
abilistic models or non-probabilistic models.
5.2.1 Probabilistic Approaches
5.2.1.1 Maximum Likelihood method
The basic idea of this method is to construct the likelihood function of the ob-
served data Yˆ = {yˆ(n) ∈ RNo : n = 1, 2, · · · , N} where No is the number of the
observed DOF. The unknown structural parameters θ ∈ RNθ , which can be mass,
damping and stiffness parameters, need to be assigned values from S(θ) ⊂ RNθ
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to specify a particular mathematical model describing the input-output behavior
of a structure. Θ = [Θ1,Θ2, · · · ,ΘNθ ] are assumed to follow a certain probabil-
ity distribution fΘ(θ). fΘ(θ) belongs to a probability distribution family P(θx)
parameterized by the parameter vector θx, which can be the mean vector µ and
the covariance matrix Σ for the case of a multivariate normal distribution. The
likelihood function is essentially the conditional probability distribution of the
measured responses Yˆ . Maximization of the likelihood function gives the estima-
tion of the unknown parameters (A˚ stro¨m 1980; Fonseca et al. 2005).
Assume the unknown structural parameters Θ following a multivariate normal
probability distribution, denotes as Θ ∼ N (µ,Σ),
fΘ(θ1, θ2, · · · , θNθ) =
1







where | Σ | is the determinant of covariance matrix Σ.
Based on the general functional relationship between the model output at the
observed DOF y ∈ RNo and the structural parameters θ,
y = g(θ), (5.2)
the probability distribution of model output fY (y | θx) can be obtained through
perturbation method or Monte Carlo simulation, as provided in (Fonseca et al.
2005). For example, the first-order perturbation method around the point θ0 =(
θ01, θ
0
2, , · · · , θ0Nθ
)
gives,





|θ=θ0(θi − θ0i ) = g0 + J0(θ− θ0). (5.3)
Based on Eq. (5.1) and the linear approximation in Eq. (5.3), the model output
Y also follows a multivariate normal probability distribution
fY (y | θx) =
1
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The parameters µ
y
and Σy in Eq. (5.4) can be expressed in terms of µ and Σ,
µ
y
= g0 + J0(µ− θ0), (5.5)
Σy = (J
0)TΣ(J0). (5.6)
Based on Eq. (5.4), and assuming the observed data yˆ(n) are independent samples




fY (yˆ(n) | θx) (5.7)












The log likelihood function is then expressed as,
















Maximization of the log likelihood function in Eq. (5.8) can give the parame-
ter estimation of θx, which can finally define the probability distribution of the
structural parameters Θ.
5.2.1.2 Bayesian statistical inference
Beck and Katafygiotis (1998) developed an innovative statistical framework based
on Bayesian statistical inference to address the model updating problem and the
associated model uncertainties. This approach aimed to give more accurate re-
sponse predictions for prescribed loadings and provide a quantitative assessment
of the accuracy. Furthermore, it can also handle the ill-conditioning inherent
in the inverse problem and possible non-uniqueness in updating the theoretical
model. The basic idea is to embed the “deterministic” structural models within
a class of probability models by specifying the probability distribution (usually
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Gaussian) for the uncertain prediction error, which is the difference between the
actual system output and the model output.
The Bayesian inference approach can be operated both in model class selec-
tion stage and model updating stage. For the model updating problem, a class
of models M is preselected to describe the input-output behavior of a struc-
ture. The mathematical model is specified by the unknown parameters θ =
[θ1, θ2, · · · , θNθ ] ∈ S(θ) ⊂ RNθ . For a structure with Nd degree-of-freedom, M
provides a relationship q(n; θ) = q(n; θ, Zn1 ,M) between the model output vector
q(n; θ) ∈ RNd at time t = n∆t (∆t is the sampling interval), and the system
input Zn1 = {z(m) ∈ RNI : m = 1, 2, · · · , n} up to this time. In order to em-
bed the model class M in a class of probability models P , the prediction error
e(n; θ) ∈ RNd is assumed to be a zero-mean stationary Gaussian white-noise with
independent components. The covariance matrix Σe is parameterized by σ ∈ RNσ ,
and the variances are assumed to be equal at all DOF. Then only one parameter
σ is needed to specify the chosen class of probability models P(σ). The system
output at the observed DOF and unobserved DOF are,
y(n) = So(q(n; θ) + e(n; θ)), (5.9)
x(n) = Su(q(n; θ) + e(n; θ)), (5.10)
where Soq ∈ RNo is the model output at the observed DOF with So ∈ RNo×Nd ;
Suq ∈ RNd−No is the model output at the unobserved DOF with Su ∈ R(Nd−No)×Nd ;
y(n) ∈ RNo denotes the system output at time t = n∆t at the observed DOF;
and x(n) ∈ RNd−No denotes the system output at time t = n∆t at the unobserved
DOF.
Hence, the probability model MP is parameterized by α = [θ
T ,σ]T ∈ S(α) ⊂
RNα where Nα = Nθ + 1 which prescribes a probability density function gM giv-
en the observed and unobserved system output, Y M1 = {y(n) ∈ RNo : n =
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Eq. (5.11) is essentially the PDF for the observed and unobserved system output,
which relates to the uncertainty in the predictive accuracy. This concept appears
also in the Maximum Likelihood method. An prior PDF pi(α) for the model
parameters θ and σ, which relates to the uncertainty in the deterministic model
M and the prediction-error probability model P , is chosen based on the prior
engineering information,
f(α |MP) = pi(α). (5.12)
Now, suppose that a set of observed time history data from the structural
system at N discrete times t = n∆t is available, denoted as DN . The data set is
assumed to consist of a sampled history ZˆN1 = {zˆ(n) ∈ RNI : n = 1, 2, · · · , N} for
NI inputs and the sampled output history Yˆ
N
1 = {yˆ(n) ∈ RNo : n = 1, 2, · · · , N},
which is the measured response at the No observed DOF of the structure.
By applying Bayes’ theorem, the posterior PDF can be calculated from the
prior PDF,
f(α | DN ,MP) = c · f(Yˆ N1 | α, ZˆN1 ,MP) · f(α |MP)
= c · L(Yˆ N1 | α, ZˆN1 ) · pi(α), (5.13)
where
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The optimal parameters αˆ = [θˆ
T
, σˆ]T are determined by maximizing L(Yˆ N1 |
α, ZˆN1 ) with respect to θˆ. For the fixed model parameter vector θ, maximization
of log
[
L(Yˆ N1 | α, ZˆN1 )
]






‖yˆ(n)− Soq(n; θ)‖2 = J(θ). (5.15)
Substitute Eq. (5.15) into Eq. (5.14),
L(Yˆ N1 | θ, σˆ, ZˆN1 ) = [2pieJ(θ)]−NNo/2 . (5.16)
Maximization of L(Yˆ N1 | θ, σˆ, ZˆN1 ) is to minimize J(θ). Based on Eq. (5.15), this
minimization is equivalent to the least square method for parameter estimation.
By applying the total probability theorem, the prediction PDF using the prior
PDF pi(α) can be derived based on Eq. (5.12),
f
(









Y M1 , X
M
1 |α, ZM1 ,MP
) · f(α|MP)dα. (5.17)















1 |α,DN , ZMN+1,MP
) · f(α|DN ,MP)dα (5.18)
where the system output at the observed DOF is only predicted for the nextM−N
sampling times for the prescribed future input ZMN+1, since the first N samples,
denoted as DN is already used.
Beck and Katafygiotis (1998) also proposed an asymptotic approximation for
multi-dimensional integral in the estimation of predictive PDF in Eq. (5.18).
Katafygiotis and Beck (1998) addressed the model identifiability problem by find-
ing all models that are output-equivalent. Katafygiotis et al. (1998) introduced
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an approximate representation of the manifold in the parameter space to solve the
problem of model identifiability. Bayesian statistical inference is also applied in
damage detection and structural health monitoring using modal data (Vanik et al.
2000; Beck et al. 2001). The model class selection problem is addressed in (Beck
and Yuen 2004) using Bayesian probabilistic approach. Yuen et al. (2006) used
the Bayesian system identification method coupled with substructure approach for
model updating and damage detection. Beck and Au (2002) proposed an adaptive
Markov Chain Monte Carlo simulation approach based on Metropolis-Hastings
method to handle the difficulties in evaluation of the multi-dimension integral.
Furthermore, for the case of many uncertain parameters, efficient algorithms have
been developed for the difficulties of sampling in Bayesian model updating and
model class selection, such as the transition Markov Chain Monte Carlo (TMCM-
C) simulation in (Ching and Chen 2007) and the Hybrid Monte Carlo simulation
in (Cheung and Beck 2009).
5.2.2 Non-probabilistic approaches
For the uncertain identification approaches involving non-probabilistic modeling
of the model imprecision or measurement imprecision, interval-based techniques
are popular in the literature. As mentioned before, interval model updating has
been developed by several authors through an improvement of an interval model
description based on the uncertain measured data. Compared with probabilistic
identification approach, only small amounts of data are required. Bounded values
for the identified parameters are obtained instead of probabilistic descriptions. In
contrast to the interval-based techniques pursued in model updating, the impact of
interval modeling errors in the computational model on the identified parameters
is pursued in this chapter. Modeling errors are considered explicitly based on the
available information about the physical problems. The identification procedure
aims to reflect the effects of modeling errors in the identified results with high
numerical efficiency and accuracy.
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5.2.2.1 Interval model updating
An interval updating algorithm is developed in (Gabriele and Valente 2009) by
exploiting the inclusion theorem and Branch & Bound method to minimize the
interval imprecision in model parameters with consideration of measured modal
quantities as intervals. Basically, it is a frequency domain identification approach
in which the stiffness parameters k are updated in order to “best” match the
experimental modal quantities and the model output modal quantities. For the
deterministic case, the identification problem can be solved by minimizing the
objective function
g(k) = ‖λm − λ‖2 (5.19)
which is given by the Euclidean norm of the distance between measured frequency
vector λm and the model output frequency vector λ. When the stiffness parameters
k and the measured frequency λ are all interval variables, the natural extension
of Eq. (5.19) is written by,
g(k) = ‖λm − λ‖2. (5.20)
A Branch & Bound method is then formulated to update the solution iteratively.
A search domain k0 is initialized and a branching step is repeated to produce
progressively smaller sub-domains ki. For each sub-domain ki, the generalized
interval eigenvalue problem
KΦ = ΛMΦ, (5.21)
need to be solved where K is the interval stiffness matrix determined by the
interval stiffness parameters k. Φ and Λ are the enclosure of the solution set Γ,
Γ =
{
Λ ∈ Rn×n,Φ ∈ Rn×n | KΦ = ΛMΦ, K ∈ K} (5.22)
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The Rayleigh quotient iteration method for interval eigenvalue analysis is employed
to solve Eq. (5.21) for λi(ki). The algorithm for the branching and bounding
process is briefly described as following:
Algorithm: Interval Intersection Method
1. initialize a search domain k0;
2. branching step: ki ⊂ k0;
3. solve Eq. (5.21) to get λi(ki);
4. bounding step:
• if λm∩λi = λm, ki survives for a further branching step, i.e., ki+1 ⊂ ki
• if λm ∩ λi = ∅, ki is discarded
• if partial inclusion exists between λm and λi, ki is also discarded
5. repeat steps (2)∼(4) until the following termination criteria is reached
min{∆k1, · · · ,∆kn} ≤ ∆ktol (5.23)
where ∆ki is the radius of the interval stiffness parameter ki.
A different approach for interval model updating is proposed in (Khodaparast
et al. 2011) to deal with the irreducible uncertain measured data. The uncertain
model parameters are treated as intervals rather than probabilistic models as the
authors’ studies in (Khodaparast et al. 2008). Compared with the branching and
bounding approach in (Gabriele and Valente 2009), a Kriging predictor is con-
structed to approximate the relationship between the input and output parameter
variations for the purpose of numerical efficiency in the interval analysis during the
model updating. Thus, the performance of this interval model updating technique
is strongly dependent on the accuracy of the constructed Kriging model.
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5.2.2.2 Effects of modeling errors
The impact of modeling errors on the identified parameters have been mainly
investigated in a deterministic manner or in a probabilistic way. Only limited
research is conducted to study the effects of non-probabilistic modeling errors on
the identified parameters, which will be scrutinized in this chapter.
In deterministic approaches, the effects of modeling errors are addressed by
introducing a bias error in the selected model parameters and the accuracy of the
identified results are then evaluated. Koh and See (1994) considered the system
with modeling error by deliberately introducing error in the mass matrix used
in the identification. An adaptive EKF method is proposed and the unknown
parameters are identified with the mean value and standard deviation associated
with the assumed normal distribution. The basic idea behind this method is to
update the system noise covariance matrix (which accounts for both input noise
and modeling errors inseparably) at each time step to enforce consistency between
residuals and their statistics. For a 3DOF mass-spring system, about 5% of the
exact mass values are added or subtracted from the known mass values for the
representation of modeling errors. It is shown that there is a noticeable drop in
accuracy of the identified means due to the presence of modeling errors which is
of bias nature rather than random and therefore cannot be filtered out by system
identification treatment. The similar concept is used in (Law et al. 2006) for
the investigation in the presence of modeling errors in the support stiffness, mass
density and damping ratio in structural damage detection. The significance of
modeling errors in parameter estimation is examined in (Sanayei et al. 2001) by
examing the movement of the location of the contaminated global minimum of four
different types of error functions. Various parameters in the computational model
are categorized into three groups: unknown parameters which are to be identified,
known parameter and uncertain parameters which are known but uncertain. The
uncertain parameters allow the consideration of modeling errors explicitly in the
parameter estimation.
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Compared with the deterministic representation of modeling errors (i.e., bias
error), probabilistic methods provide a more comprehensive basis to deal with
model uncertainty. The impact of model uncertainty on the damage-prediction
accuracy for a plate girder was investigated in (Kim and Stubbs 1995) where un-
certainty in the stiffness parameters was modeled with a lognormal distribution
and the calculated mode shapes were assumed to follow a normal distribution. A
probabilistic approach for structural damage identification was proposed in (Pa-
padopoulos and Garcia 1998) where measured statistical changes in natural fre-
quencies and mode shapes along with a correlated analytical stochastic FE method
were used to assess the integrity of a structure. In this analytical stochastic FE
model, random mass and stiffness matrices have been considered in the analysis.
Jiang et al. (2008) proposed a solution procedure for an inverse problem with
interval parameters. For the uncertain inverse problem, a general functional re-
lationship between the responses y and structural parameters which include the
unknown parameter vector θ and the uncertain parameter vector x, is given as
y = g(z, θ,x), (5.24)
where z is the input vector and x ∈ IRNx is an interval vector. An optimization
problem is formulated to minimize the error function which is defined using the


















Compared with the interval eigenvalue problem in the interval model updating
procedure, the first-order Taylor expansion is employed to compute the bound-
ed transient responses using the interval forward model. Let xc and xw denote
the midpoint vector and the radius vector of the interval vector x = xc + ∆x

















∣∣∣∣ · xwi , (5.27)
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∣∣∣∣ · xwi . (5.28)
Deterministic values for the identified parameters θ are obtained through the
optimization in Eq. (5.25) instead of bounded values.
5.3 Subspace Identification
5.3.1 State space formulation of the identification problem
The dynamic response of a lumped mass system with N degrees-of-freedom (DOF)
is governed by the following second-order differential equation:
Mq¨ + Lq˙ +Kq = B1u(t) (5.29)
whereM ∈ RN×N , L ∈ RN×N and K ∈ RN×N are the mass, damping and stiffness
matrices of the structure; q, q˙, q¨ are N-dimensional displacement, velocity and
acceleration vectors, respectively. The matrix B1 ∈ RN×m is the input matrix that
relates the excitations in the input vector u(t) ∈ Rm×1 to the DOFs. The output
equation can be written as
y(t) = Saq¨(t) + Sv q˙(t) + Sdq(t) (5.30)
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where y(t) ∈ Rr×1 is the outputs, in general, including displacement, velocity
and/or acceleration measurements observed at r DOFs. Sa, Sv, Sd are the output
matrices related to displacement, velocity and acceleration, respectively. The s-
tandard form of the identification problem is then obtained by breaking down the
set of second-order differential equations in Eq. (5.29) into first-order differential
equations by introducing the state vector x(t) = [q(t)T q˙(t)T ]T ∈ R2N into Eq.
(5.29) and Eq. (5.30), this yields
x˙(t) = Acx(t) + Bcu(t) (5.31)









Cc = [Sd − SaM−1K Sv − SaM−1L], Dc = SaM−1B1 (5.34)
in which 0N×N is a N × N null matrix, and IN×N is a N × N identity matrix.
Under a zero-order hold assumption, i.e., the input is piecewise constant over the
sampling period, the continuous-time state-space model in Eq. (5.31) and Eq.
(5.32) is converted to discrete-time state-space model:
xk+1 = Axk + Buk (5.35)
yk = Cxk +Duk (5.36)
with





c (A− I)Bc (5.37)
where A ∈ R2N×2N , B ∈ R2N×m, C ∈ Rr×2N and D ∈ Rr×m.
In this chapter, the measured response is assumed to be displacement at all
DOFs, which leads to Dc = D = 0 and Cc = [IN×N 0N×N ]. This assumption is
motivated by the increasing capabilities of laser scanning technology to provide
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real-time measurements, see (Kutterer and Neumann 2011).
5.3.2 Deterministic subspace identification
From the evaluation of given input-output data, the subspace identification al-
gorithm from (Overschee and Moor 1996) is applied to identify the first-order
state-space model in Eq. (5.35) and Eq. (5.36). In this chapter, determinis-
tic subspace identification algorithm is used to determine the system matrices
(A,B,C) whereby I/O data is polluted by Gaussian white noise.
The main idea of subspace identification methods is that the state sequence
Xi and the extended observability matrix Γi can be extracted directly from I/O
data by using geometric operations (i.e., oblique projection) without knowing the
system matrices (A,B,C,D). The procedure can be realized by using robust nu-
merical techniques such as QR decomposition and Singular Value Decomposition
(SVD). Then a least-square problem can be formulated to solve the system ma-
trices. The deterministic subspace identification algorithm can be summarized as
follows.
Given s consecutive I/O data u0, u1, · · · , us−1 and y0, y1, · · · , ys−1, the input
block Hankel matrix of 2i× j blocks, where each block is of size m× 1, is defined
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as (Overschee and Moor 1996):
U0|2i−1 ,

u0 u1 u2 · · · uj−1






ui−1 ui ui+1 · · · ui+j−2
ui ui+1 ui+2 · · · ui+j−1























The subscripts of U0|2i−1 denotes the subscript of the first and last element of the
first column in the block Hankel matrix. The matrices Up, U
+
p (“p” means the past
input) and Uf , U
−
f (“f” means the future input) are defined by splitting U0|2i−1
into two parts as indicated by the solid line and dashed line in Eq. (5.38).
The number of block rows (i) is a user-defined index. As the matrix A to
be identified has rank 2N , the integer i should be larger than 2N , which is the
maximum order of the system to be identified. Otherwise, the problem is non-
unique. The number of columns (j) is typically equal to s− 2i + 1, such that all
given data samples are used. The output block Hankel matrix Y0|2i−1 is defined
accordingly. Then, two block Hankel matrices which include both inputs and













In the derivation and interpretation of the deterministic subspace identification
algorithms, the deterministic state sequence Xi plays a crucial rule and is defined
as,
Xi , (xi xi+1 · · · xi+j−2 xi+j−1) ∈ R2N×j . (5.40)
Furthermore, the observability and controllability matrices and their structure are











and the reversed extended controllability matrix ∆i is given by,
∆i ,
(
Ai−1B Ai−2B · · · AB B) ∈ R2N×mr. (5.42)
Based on the abovementioned I/O data block Hankel matrices, the identifi-
cation procedure can be performed in two basic steps, see (Overschee and Moor
1996) for more details:
1. Determine the extended observability matrix Γi and the state sequences Xi
based on the geometric operations of the I/O data matrices and singular
value decomposition.
• The oblique projection of I/O data block Hankel matrices is written by,
Oi , Yf/UfWp, (5.43)
and is numerically implemented through QR decomposition.
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• Singular value decomposition:
W1OiW2 = U1S1V T1 (5.44)
where W1 ∈ Rri×ri and W2 ∈ Rj×j are two user defined weighting
matrices.
• The main theorem shows Oi = Γi · Xi, Γi and Xi can be determined









where T ∈ R2N×2N is an arbitrary non-singular similarity transforma-
tion and Γ†i denotes the Moore-Penrose pseudo-inverse of the matrix
Γi.
2. Determine the system matrices A and C from the extended observability
matrix in the least-square formulation.
• Matrix A can be obtained by making use of the shift structure of Γi in
Eq. (5.41),
A = Γi




















• Matrix C is the first block of Γi.
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The key element of the subspace identification method is to retrieve system re-
lated matrices as subspace of projected data matrices. This provides the following
advantages:
• no initial estimates are required for the parameters to be identified;
• the procedure operates non-iteratively so that no convergence problem oc-
curs;
• the involved QR decomposition and SVD are efficient and robust.
5.3.3 Similarity transformation
Given the I/O data, constant matrices (A,B,C) can be constructed using subspace
identification algorithm such that the measured displacement y are reproduced by
the state-variable equations. Let T be any nonsingular square matrix, then the
triple (TAT−1, TB,CT−1) also represents a solution, and TAT−1 has identical
eigenvalues with A, see (Juang and Pappa 1985). This feature is exploited to
transform the identified matrices A and C to the desired form for the purpose
of identification of the physical system. Specifically, the solution procedure of
similarity transformation from (Quek et al. 1999) to obtain the matrix Ac, see
Eq. (5.33).








Application to A and D yields
A0 = T
−1
1 AT1, B0 = T
−1
1 B, C0 = CT1.
To obtain the continuous-time state-space solution, the matrix A0 is trans-
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By comparing the expressions for Ac from Eq. (5.33) and Eq. (5.47), sub-
matricesM−1K andM−1L can be extracted to characterize the structural system.
5.4 Interval Analysis
5.4.1 Vectorization technique
The vectorization of a matrix A ∈ Rm×n is a linear transformation which converts
the matrix into a column vector vec(A) ∈ Rmn×1 by stacking the columns of the
matrix A on top of one another (Magnus 1988). The vectorization is frequently
used together with the Kronecker product to express matrix multiplication as
a linear transformation on matrices. Note that matrix multiplication itself is a
bilinear operation. For the matrices A, B, C and identity matrix I of compatible
dimensions, the following holds,
vec(ABC) = (CT ⊗ A) · vec(B) , (5.48)
vec(ABC) = (I ⊗ AB) · vec(C) = (CTBT ⊗ I) · vec(A) , (5.49)
vec(AB) = (I ⊗ A) · vec(B) = (BT ⊗ I) · vec(A) . (5.50)
The following example illustrates how the vectorization technique can be used to
eliminate the dependency problem in interval matrix operations. The product of




















Without vectorization technique, and no other measure to address the depen-
dency problem, the reulting interval matrix is
 [−1, 5] [−5, 1]
[−6, 0] [0, 6]
. With vector-
ization technique in Eq. (5.50),







= (QT ⊗ I)

1 1 0 0
0 1 0 0
0 1 0 0




















leads to the resulting interval matrix
 [1, 3] [−3,−1]
[−6, 0] [0, 6]
 ⊂
 [−1, 5] [−5, 1]
[−6, 0] [0, 6]
.
Certainly, based on the symbolic form used in this simple example, a direct so-
lution based on the original expression is also possible. This is prevented, however,
in the envisaged application, in which the intervals do not appear in a symbolic
but rather in a numerical form.
5.4.2 Proposed interval approach
The implementation of interval variables in the identification procedure is realized
for the subspace identification algorithm. Modeling errors in form of intervals
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are considered as intervals as elements of the mass matrix and in the damping
matrix. This leads eventually to an interval-valued stiffness matrix as a result
of system identification. Technically, this method makes use of the formulation
of the two sub-matrices M−1K and M−1L associated with the state-space mod-
el. The advantage of this utilization is that these two matrices can be obtained
directly from the I/O data without computing a bounded time history response
through a forward analysis with interval parameters, which would be required in
an optimization-based system identification. The two matrices can be determin-
istic or uncertain. They only depend on the I/O data, but affected by noise in
these data. Subsequently, Gaussian white noise is considered in the I/O data to
represent measurement uncertainty.
As the matrices M−1K and M−1L only depend on I/O data, they contain
modeling errors implicitly. These matrices are obtained as deterministic whilst
their components M, K and L are interval-valued, M ∈ IRN×N , K ∈ IRN×N and
L ∈ IRN×N . Specifically, V = M−1K and W = M−1L. This feature is exploited
to investigate the effects of modeling errors explicitly after the identification of
V = M−1K and W = M−1L. That is, given interval variables for mass and
damping coefficients in M and L, the associated intervals of stiffness parameters
can be calculated in a closed form. This allows an implementation of interval
arithmetic to obtain exact results with high numerical efficiency.
Modeling errors can then be considered in the following formal manners:
• Effect of modeling errors in the mass on the identified stiffness parameters:
K = M · (M−1K) =M · V (5.51)
⊇ {K|K =M · V, ∀M ∈M}. (5.52)




K = L · (M−1L)−1 · (M−1K) = L ·W−1 · V (5.53)
⊇ {K|K = L ·W−1 · V, ∀L ∈ L}. (5.54)
For the numerical evaluation of Eq. (5.51) and Eq. (5.53), vectorization tech-
nique is used to eliminate the dependency problem and compute a sharper enclo-
sure of the solution set. The stiffness matrix is converted to a corresponding vector
form. For linear MDOF structures, the stiffness matrix K is typically determined
by the stiffness components ki of the individual structural members. Note that
the ki are not the elements of the system stiffness matrix. Assume a structure
characterized by n stiffness components of the individual members,
vec(K) = DsCt[k1 k2 · · · kn]T (5.55)
where Ds and Ct are two matrices to transform the vectorization of the global
stiffness matrix K into the vector of the stiffness components ki of the members.
The matrices Ds and Ct have entries of either 0 or 1 in a configuration depending
on the specific structure.
Due to noise in I/O data and numerical errors in the calculation, the stiffness
matrix obtained from Eq. (5.51) and Eq. (5.53) is usually not symmetric. In order
to satisfy the symmetry condition in the computation, K = KT is imposed in the
procedure. Then the following two formulations are derived corresponding to the
above two types of modeling errors and the vectorization together with Kronecker
product is applied to realize the matrix multiplication. Based on Eq. (5.51),
vec(K) = (I ⊗ V T ) · vec(M)
DsCt[k1 k2 · · · kn]T = (I ⊗ V T ) · vec(M). (5.56)
Similarly, based on Eq. (5.53) and the symmetry condition for the damping matrix
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L = LT ,
vec(K) = [I ⊗ V T · (W−1)T ] · vec(L)
DsCt[k1 k2 · · · kn]T = [I ⊗ V T · (W−1)T ] · vec(L). (5.57)
where [k1 k2 · · · kn]T is an interval vector and M, L are interval matrices. Once
the two sub-matrices V =M−1K and W =M−1L are determined from subspace
identification method, the interval stiffness parameters ki can be easily obtained
by solving Eq. (5.56) and Eq. (5.57)
The exactness and numerical efficiency of this method comes along with a
limitation of applicability to modeling errors in the mass and damping coefficients.
The consideration of other types of modeling errors requires further theoretical
development.
5.5 Numerical Example
The proposed method for interval-based estimation of uncertainty/imprecision in
system identification is demonstrated for a 3DOF linear system from (Koh and
See 1994), see Fig. 5.1. The global stiffness matrix for this system is:
K =

k1 + k2 + k6 −k2 −k6
−k2 k2 + k3 + k5 −k3
−k6 −k3 k3 + k4 + k6
 . (5.58)
The exact values for the mass, stiffness and damping parameters for this bench-
mark example are listed in Table 5.1. A force of zero-mean Gaussian white noise
is applied to mass m2. Dynamic responses are generated from the state-space
model at a sampling interval of 0.1s. The excitation and time history responses













Fig. 5.1: Three-degree-of-freedom dynamic system
Table 5.1: Structural parameters of 3-DOF system without modeling errors
Mass Stiffness Damping
mi ki ci
m1 0.8 k1 2.0 c1 0.2
m2 2.0 k2 1.0 c2 0.1
m3 1.2 k3 1.0 c3 0.1
k4 2.0 c4 0.2
k5 2.0 c5 0.2
k6 1.0 c6 0.1
Based on Eq. (5.55) and Eq. (5.58), Ds and Ct are,
Ds =

1 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 1 0 0
0 0 0 0 0 1 0 1 0





1 1 0 0 0 1
0 −1 0 0 0 0
0 1 1 0 1 0
0 0 0 0 0 −1
0 0 −1 0 0 0
0 0 1 1 0 1

.
Interval-valued modeling errors are introduced in form of ±p% referring to
the parameter values in Table 5.1. For example, ±5% modeling errors in mass
m2 = 2.0 means m2 = [2.0− 2.0× 5%, 2.0 + 2.0× 5%].
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5.5.1 Modeling errors in the mass
Case 1: noise free and ±5% modeling errors
The mass matrix is an interval matrix M given as
M =

[0.76, 0.84] 0.0 0.0
0.0 [1.9, 2.1] 0.0
0.0 0.0 [1.14, 1.26]
 .
The impact of the modeling errors in the mass on the identified stiffness parameters
is investigated through the interval analysis. The results are listed in Table 5.2
and verified by MCS with 10, 000 samples taken from a uniform distribution over
the interval for each mass parameter based on Eq. (5.52). These show that the
interval midpoints of the results determined by interval analysis are very close
to the mean values obtained by MCS. The interval bounds obtained by interval
arithmetic are slightly wider compared to the results obtained by MCS. However, it
can be expected that the interval bounds given by the proposed procedure are the
actual bounds for the estimated parameters. MCS can also provide the resulting
interval bounds with high accuracy but with much computational cost.
This difference results from the approach of the true bounds from inside, when
using MCS, in an asymptotic manner with quite low convergence rate with respect
to the sample size for high precision requirements. In the present study, the results
from interval analysis are exact as all dependency problems are eliminated by
vectorization.
Case 2: 5% I/O noise and no modeling errors
In this case, 200 different noise patterns are considered to examine the statistical
influence of the effects of noise. The I/O data is polluted with each of the noise
patterns and used to identify a set of structural parameters with subspace iden-
tification method. The empirical means and standard deviations of the stiffness
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Table 5.2: Intervals of identified stiffness parameters in Case 1
Interval analysis MCS
exact interval midpoint error in estimated mean
value value ∗ midpoint(%) bounds value
k1 2.0 [1.80, 2.20] 2.0 0.0 [1.8213, 2.1932] 2.01
k2 1.0 [0.95, 1.05] 1.0 0.0 [0.9514, 1.0497] 1.00
k3 1.0 [0.95, 1.05] 1.0 0.0 [0.9506, 1.0329] 0.99
k4 2.0 [1.80, 2.20] 2.0 0.0 [1.8080, 2.0935] 1.95
k5 2.0 [1.80, 2.20] 2.0 0.0 [1.8203, 2.1949] 2.01
k6 1.0 [0.95, 1.05] 1.0 0.0 [0.9504, 1.0326] 0.99
∗ midpoint=(ki + ki)/2
parameters are presented in Table 5.3. It can be seen that the parameter mean-
s are in good agreement with the exact values, the maximum error is less than
2.2%. Based on the 200 samples for each parameter, histogram plots and plots of
fitted normal distributions are generated, see Fig. 5.2. The coefficient of variation
(COV) listed in Table 5.3 indicates that the scatter around the mean values is
reasonably small for the identification problem.
Table 5.3: Empirical statistics of identified stiffness parameters in Case 2
exact estimated error in standard COV estimated
value mean(µ) mean(%) deviation(σ) (σ/µ) bounds(µ± 3σ)
k1 2.0 1.9798 -1.01 0.0833 0.0421 [1.7299, 2.2298]
k2 1.0 1.0220 2.20 0.0691 0.0676 [0.8147, 1.2294]
k3 1.0 0.9868 -1.32 0.0437 0.0442 [0.8558, 1.1178]
k4 2.0 2.0122 0.61 0.0475 0.0236 [1.8696, 2.1547]
k5 2.0 1.9938 -0.31 0.0100 0.0050 [1.9636, 2.0240]
k6 1.0 1.0026 0.26 0.0297 0.0297 [0.9133, 1.0919]
Case 3: 5% I/O noise and ±5% modeling errors
As a combination of Case 1 and Case 2, 200 different noise patterns are considered
in the computation together with ±5% modeling errors in the mass. For each noise
pattern, a set of intervals are determined for the stiffness parameters. Hence, 200
interval samples of identified stiffness parameters are obtained, i.e., 200 samples
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Fig. 5.2: Histogram plots of ki’s in Case 2 and plot of fitted normal distribution
of the upper bound and for the lower bound of each identified parameter. The
expected values of these 200 upper and lower bounds are then calculated to es-
timate the interval bounds of the identified parameters. The obtained intervals
for the identified stiffness parameters are listed in Table 5.4, and the results are
compared with Case 1 and Case 2.
The following observations can be made by comparing the three cases:
• The results in Case 2, where only measurement errors are taken into account
without considering modeling errors, exhibit the effects of noise on the accu-
racy of identification and statistical properties associated with measurement
uncertainty. The identified means for the stiffness parameters are very close
to the exact values. In contrast to this, the results in Case 1, where only mod-
eling errors are taken into account without considering measurement errors,
show the impact of modeling errors on the identified parameters. Due to the
interval nature of the modeling errors rather than randomness, the presence
of modeling errors can cause a noticeable drop in accuracy of the identified
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Table 5.4: Intervals of identified stiffness parameters in Case 3 and comparison
with Case 1 and Case 2
Interval analysis No ±5%
exact interval midpoint error in modeling error modeling error
value value ∗ midpoint(%) (5% noise) (noise free)
k1 2.0 [1.78, 2.18] 1.98 -1.00 1.98 [1.80, 2.20]
k2 1.0 [0.97, 1.07] 1.02 2.00 1.02 [0.95, 1.05]
k3 1.0 [0.94, 1.04] 0.99 -1.00 0.99 [0.95, 1.05]
k4 2.0 [1.81, 2.21] 2.01 0.50 2.01 [1.80, 2.20]
k5 2.0 [1.79, 2.19] 1.99 -0.50 1.99 [1.80, 2.20]
k6 1.0 [0.95, 1.05] 1.00 0.00 1.00 [0.95, 1.05]
∗ midpoint=(ki + ki)/2
parameters, and the effects cannot be filtered out by system identification
treatment. Hence, a reliable estimation of the uncertainty/imprecision in
the identification results due to modeling errors is, thus, of vital impor-
tance. Furthermore, appropriate mathematical models should be selected to
represent modeling errors. Modeling errors are treated with interval repre-
sentation in this chapter instead of using deterministic values or artificially
selected probability distributions.
• Both the noise and the modeling errors are considered in Case 3. It can be
seen in Table 5.4 that the presence of noise have an influence on the lower
and upper bounds of the calculated intervals for the unknown parameters.
But the width of the intervals remains unchanged. This underlines the in-
dependence between measurement errors and modeling errors as well as the
importance of considering modeling errors as their effects are dominant. The
cumulative distribution function (CDF) of the identified parameters in Case
2 and the CDF of the upper and lower bounds in Case 3 are plotted in Fig.
5.3. Whilst the effects of the measurement errors are reflected in each single
CDF, the modeling errors shift the CDF’s from Case 2 to the left and to the
right to a distance equal to the interval size of the results. Subsequent de-
cisions can so be made based on both influences without mixing the effects.
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A potential application in structural health monitoring is the identification
of structural damage which is pursued in the next chapter.
• The upper and lower bounds of the identified parameters with 5% I/O noise
and with different magnitude of modeling errors in the mass are shown in
Fig. 5.4. As an extension to Case 3, modeling errors of magnitude ±10%
and ±15% have been considered for this purpose. The significant influences
of modeling errors on the accuracy of identified parameters is clearly visible.
Moreover, a linear dependency between the magnitude of the modeling errors
and the interval size of the identified parameters can be observed, which
results from the linearity of the operations in Eq. (5.51) and Eq. (5.53).
Hence, a diligent specification of the modeling errors is crucial for a good































no modeling errors LB UB
Fig. 5.3: CDF’s of the bounds of ki in Case 3 and cumulative distribution functions
from Case 2 (LB: lower bound, UB: upper bound)
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Fig. 5.4: Bounds of the identified parameters with 5% I/O noise and with different
magnitude of modeling errors in the mass (horizontal axis: ±p% modeling error,
LB: lower bound, UB: upper bound)
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5.5.2 Modeling errors in the damping
Case 4: noise free and ±5% modeling errors
In this case, the damping matrix is an interval matrix L, given as:
L =

c1 + c2 + c6 −c2 −c6
−c2 c2 + c3 + c5 −c3
−c6 −c3 c3 + c4 + c6











where Ds and Ct are the same matrices as in Case 1.
The interval results for the identified stiffness parameters are summarized in
Table 5.5. The results are similar as in Case 1. Both the proposed method for
interval analysis and the MCS lead to the same results. But the proposed method
needs only one calculation via interval analysis, while MCS based on Eq. (5.54)
requires a repetition of the deterministic procedure at a higher numerical effort.
Case 5: 5% I/O noise and no modeling error
The identified means and standard deviations of the stiffness parameters are pre-
sented in Table 5.6. It can be seen that the parameter means are in good agreement
with the exact values, the maximum error is less than 1.4%. Based on 200 samples
for each parameter, histogram plots and plots of fitted normal distributions are
shown in Fig. 5.5. Compared with the identification results from Case 1, the
COV listed in Table 5.6 indicates a larger scatter around the mean values, and
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Table 5.5: Intervals of identified stiffness parameters in Case 4
Interval analysis MCS
exact interval midpoint error in estimated mean
value value ∗ midpoint(%) bounds value
k1 2.0 [1.90, 2.10] 2.0 0.0 [1.90, 2.10] 2.00
k2 1.0 [0.95, 1.05] 1.0 0.0 [0.95, 1.05] 1.00
k3 1.0 [0.95, 1.05] 1.0 0.0 [0.95, 1.05] 1.00
k4 2.0 [1.90, 2.10] 2.0 0.0 [1.90, 2.10] 2.00
k5 2.0 [1.90, 2.10] 2.0 0.0 [1.90, 2.10] 2.00
k6 1.0 [0.95, 1.05] 1.0 0.0 [0.95, 1.05] 1.00
∗ midpoint=(ki + ki)/2
some negative values of stiffness parameters may appear numerically. The reason
lies in Eq. (5.53), in which both of the identified sub-matrices, V = M−1K and
W =M−1L, have been used to compute the stiffness parameters rather than only
the sub-matrix M−1K in the considerations of modeling errors in the mass. The
errors in the identified matrices V = M−1K and W = M−1L due to noise are
amplified in the multiplications in Eq. (5.53). The resulting error in the identified
stiffness parameters becomes larger compared to Case 2.
Table 5.6: Empirical statistics of identified stiffness parameters in Case 5
exact estimated error in standard COV estimated
value mean(µ) mean(%) deviation(σ) (σ/µ) bounds(µ± 3σ)
k1 2.0 1.9910 -0.45 0.5025 0.2524 [ 0.4834, 3.4987]
k2 1.0 1.0076 0.76 0.4016 0.3986 [-0.1972, 2.2124]
k3 1.0 0.9917 -0.83 0.2035 0.2053 [ 0.3810, 1.6024]
k4 2.0 2.0079 0.40 0.2165 0.1078 [ 1.3583, 2.6575]
k5 2.0 1.9719 -1.40 0.0637 0.0323 [ 1.7807, 2.1632]
k6 1.0 1.0004 0.04 0.1553 0.1553 [ 0.5343, 1.4664]
Case 6: 5% I/O noise and ±5% modeling errors
Analog to Case 3, both noise and modeling errors are considered in Case 6. The
expected values of the upper and lower bounds for the stiffness parameters are
estimated based on a sample size of 200. The results are listed in Table 5.7 and
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Fig. 5.5: Histogram plots for the ki’s in Case 5 and plot of fitted normal distribu-
tions
compared with the results from Case 4 and Case 5. It can be seen that the
presence of noise has changed the lower and upper bounds of the intervals for the
stiffness parameters. In addition, the width of intervals is now also affected and
shows a slight changes with respect to Case 4, which results from the accumulation
of noise effects. Interaction between modeling errors and measurement errors is
not involved. These conclusions also correspond to the illustrations in Fig. 5.6,
which shows the CDFs of the identified parameters in Case 5 and the CDFs of the
upper and lower bounds in Case 6. Again, the effects of measurement errors and
modeling errors on the identification results appear in a separated manner, which
is advantageous for subsequent decision-making. Whilst measurement errors in
form of noise are reflected as variation in the individual CDFs, modeling errors
result in a shift of the CDFs to form bounding functions. Compared with Fig. 5.3,
larger variations appear in the CDFs of the identified parameters, and negative
stiffness values due to an accumulation of noise effects appear.
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Table 5.7: Intervals of identified stiffness parameters in Case 6 and comparison
with Case 4 and Case 5
Interval analysis No ±5%
exact interval midpoint error in modeling error modeling error
value value ∗ midpoint(%) (5% noise) (noise free)
k1 2.0 [1.87, 2.11] 1.99 -0.45 1.99 [1.90, 2.10]
k2 1.0 [0.94, 1.07] 1.00 0.76 1.00 [0.95, 1.05]
k3 1.0 [0.93, 1.05] 0.99 -0.83 0.99 [0.95, 1.05]
k4 2.0 [1.90, 2.12] 2.01 0.39 2.01 [1.90, 2.10]
k5 2.0 [1.87, 2.08] 1.97 -1.40 1.97 [1.90, 2.10]
k6 1.0 [0.94, 1.06] 1.00 0.04 1.00 [0.95, 1.05]































no modeling errors LB UB
Fig. 5.6: CDF’s of the bounds of ki in Case 6 and cumulative distribution functions
from Case 5 (LB: lower bound, UB: upper bound)
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5.6 Discussion
The methodology proposed in this chapter has been developed for the uncer-
tainty/imprecision estimation of identified parameters when modeling errors are
considered with the aid of intervals rather than as bias errors or with certain prob-
abilistic distributions. The motivation for the specifically advantageous form of
the technical realization is associated with the properties of the two sub-matrices
V = M−1K and W = M−1L which can be extracted using the subspace iden-
tification method. These two matrices can be obtained directly from I/O data
without computing bounded time histories for responses through a mathematical
model with interval parameters. Instead, the uncertainty/imprecision propaga-
tion is realized separately through interval operations upon these two matrices.
Further, the matrices V =M−1K and W =M−1L appear in a deterministic form
and contain modeling errors only implicitly. This important feature is exploited in
the developed algorithm to identify exact bounds for the results with a minimum
computational effort. As shown in the example, the implemented interval analysis
yields exact bounds for the identified parameters. The effects of modeling errors
are so captured and reflected in the identification results. The effects of measure-
ment errors in form of noise appear separately in the results so that engineers can
distinguish between the different error effects directly in the results. This provides
particularly valuable information for subsequent decision-making. This result may
also be useful for further developments of other general procedures for system i-
dentification in the presence of modeling errors. For more general developments,
two basic approaches may be pursued to implement the consideration of modeling
errors in form of interval.
A first option is to compute the interval time history of responses or interval
modal responses from a computational model with interval parameters using in-
terval dynamic analysis techniques, and then formulate an optimization problem
based on the objective function defined by the uncertain model output and un-
162
5.7. Chapter Summary
certain measurements. Developments in this direction have been published, for
example, in (Jiang et al. 2008; Gabriele and Valente 2009). In the technical kernel
of these concepts, uncertainty propagation via series expansions is used - analog
to respective probabilistic developments such as (Papadopoulos and Garcia 1998;
Fonseca et al. 2005), in which first-order Taylor expansion is utilized to build up
the relationship between uncertain parameters and uncertain model output.
Another option is to insert an optimization-based identification procedure into
the loop of an interval analysis based on global optimization. The identification
procedure would then deliver functional values of the objective function used in
the outer optimization of the interval analysis. For example, the GA-based time-
domain identification procedure from (Perry et al. 2006) may be treated as the
mapping model in an interval analysis based on α-level optimization in Fig. 2.4.
It can be expected that this method can deal with general types of model un-
certainty/imprecision, not limited to modeling errors in the mass and damping
parameters. However, this gain in generality is associated with a significantly
higher numerical effort compared to the method proposed in this chapter due to
the required “double - optimization”. In addition, the accuracy of the identifi-
cation results would depend on the robustness and reliability of the optimization
algorithms used in the interval analysis.
Starting from the proposed method, further studies are pursued to consider
other types of modeling errors, such as inexact modeling of boundary conditions.
These developments may involve combinations with elements of a global optimiza-
tion to realize the interval analysis in more general cases. These developments
include verifications of the algorithms on real structures.
5.7 Chapter Summary
A numerically efficient approach has been proposed to investigate the effects of
modeling errors on the identification results. Modeling errors were represented
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as intervals rather than a deterministic bias error or with certain probability dis-
tributions. Two required sub-matrices M−1K and M−1L were firstly extracted
from identified state space models by applying deterministic subspace identifica-
tion method to the I/O data. Then interval analysis based on the vectorization
technique was performed upon these two matrices to estimate the uncertainty and
imprecision in the identified parameters due to both interval-valued modeling er-
rors and the random noise in the I/O data. The effectiveness of the proposed
methodology was evaluated through numerical simulation of a linear MDOF sys-
tem when modeling errors in the mass and damping parameters were taken into
account. It is concluded from the numerical studies that:
• Modeling errors can have a significant impact on the accuracy of the identi-
fied stiffness parameters. This is clearly shown in the case when only ±5%
modeling errors appear in the mass without I/O noise. The reason lies in
the fact that modeling errors with interval nature rather than randomness,
cannot be filtered out by system identification treatment. Thus, an adequate
modeling and processing of modeling errors in the identification procedure
is of vital importance for a reliable estimation of the unknown parameters.
• There is an independence between the effects of modeling errors and that of
random noise on the identified stiffness parameters. The presence of noise
has an influence on the lower and upper bounds of the result intervals but
does not affect the width of the intervals. The width of the result intervals is
solely determined by the interval imprecision in the modeling errors. These
two effects are separated in the identification results which is practical and
meaningful. It is well recognized that reducing the noise level in the I/O
data can improve the quality of identification results. Similarly, collection
of additional information to reduce the interval imprecision in the modeling
errors can improve the accuracy of identification results.
• The proposed interval analysis can produce numerically exact bounds for
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the identified stiffness parameters because all the dependency problems are
eliminated by the vectorization technique. This ensures that the effects of
interval-valued modeling errors can be fully captured in the identification
results with high numerical efficiency and accuracy. This provides a basis
for the practical application which is studied in the next chapter.
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Chapter 6
Damage Detection with Imprecise
Marine Growth Effects
In this chapter, the proposed interval analysis for system identification under
modeling errors is extended to the damage detection of offshore structures with
imprecise marine growth effects. Marine growth leads to uncertain hydrodynamic
added mass in the dynamical system, which eventually reduces the natural fre-
quency and influences the structural responses. The effects of marine growth on
the added mass are considered explicitly in two aspects in this study. First, it
increases the hydrodynamic diameter of the cylindrical members (e.g., tubular
members in a jacket or jack-up). Second, the presence of surface roughness due to
marine growth affects the added mass coefficients of cylindrical members. A reli-
able evaluation of structural damage based on the computational model requires a
realistic modeling of these effects. Due to limited information and the underlying
imprecise characteristics of marine growth in the complex ocean environment, the
thickness of marine growth and the added mass coefficient are described as inter-
val variables. Another issue that needs to be considered concerns the practical
difficulties in force measurement in ocean environment. Wave particle velocity
and acceleration are required in the force calculation using Morison’s equation.
Additionally, the uncertainty modeling of hydrodynamic diameter and hydrody-
6.1. Introduction
namic coefficients will lead to uncertain input force in the vibration-based damage
detection. In this case, the state-space formulation of the identification problem is
taken as a basis and stochastic subspace identification (SSI) is firstly adopted to
identify the sub-matrices based on the measured responses only. Then, the vector-
ization technique is employed to eliminate the dependency problem in the interval
analysis as the previous chapter. Interval bounds of the stiffness parameters of
both the undamaged and damaged states are obtained. The damage can then be
identified through a damage index based on the Hausdorff distance between the
two intervals.
6.1 Introduction
Vibration-based damage detection is widely employed in aerospace, civil, mechani-
cal and offshore engineering to detect, locate and characterize damage in structural
systems by using the vibration measurements. The process of damage identifica-
tion can be performed in either frequency domain or time domain, either physical
model-based or non-physical model-based. A physical model-based approach in-
volves the estimation of model parameters in a given mathematical model. Then
the changes of model parameters under possibly damaged states with respect to
the undamaged state are quantified using appropriate damage measures for the
identification of possible damage in the real structure. However, the mathemat-
ical model can never be a true description of an engineering system and always
contains modeling errors which leads to the deviations from the behavior of the
real system. Thus, the modeling errors need to be updated in the identification
procedure and the influences on the identified parameters need to be estimated. In
contrast with the physical model-based approach, the non-physical model-based
damage detection only involves the comparison of measured responses from the
structure under undamaged state and possible damage states. ARMA models or
ANN models are usually constructed to approximate the physical structure and
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are used for response prediction. But the identified parameters in the non-physical
model have no physical meaning. Due to the existence of uncertainties in measure-
ments and the mathematical models, both the physical model-based approaches
and non-physical model-based approaches need to take account of these uncertain-
ties/imprecision. Ignorance of these uncertainties/imprecision may lead to false
identification of damage. A review of existing approaches involving probabilistic
and non-probabilistic concepts is given in the following.
6.1.1 Probabilistic approaches
Most of the damage detection methods which deal with the uncertainty issues
are related to the probabilistic description of the damage indicators or statistical
analysis of the damage features.
Vanik et al. (2000) proposed a probabilistic damage detection approach within
the Bayesian statistical framework using modal data. The method uses a sequence
of identified modal parameter data sets to compute the probability that the stiff-
ness reduction exceeds a prescribed damage threshold which relates to a specified
fraction of the corresponding initial model stiffness parameters. Firstly the s-
tiffness parameters and the marginal PDF for each stiffness parameter in both
undamaged state and undamaged state are identified and constructed. Subse-
quently, the probabilistic damage measure and the alarm function are derived to
determine the probability that stiffness reduction exceeds the prescribed damage
threshold. Finally, a high likelihood of reduction in model stiffness at a location
is taken as a proxy for damage at the corresponding structural location.
Sohn and Law (1997) proposed a Bayesian probabilistic approach to identify
multiple damage locations using a few fundamental modal parameters estimated
from the measurements. In this method, the relative posterior probability of an
assumed damage event is formulated, and then a branch-and-bound search scheme
is applied to identify the most likely damage event. Both the measurement noise
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and modeling errors can be considered within the presented Bayesian probabilis-
tic framework. Sohn and Farrar (2001) employed a statistical pattern recognition
technique for damage detection by solely analyzing the time series recorded from a
structure. The residual error, which is the difference between the actual measure-
ment for the new signal (possibly damage condition) and the prediction obtained
from the AR-ARX model developed from the reference signal (undamaged condi-
tion), is defined as the damage-sensitive feature. The applicability of this approach
is also illustrated in (Sohn et al. 2001) using strain time histories obtained from
two different structural conditions of a patrol boat.
Jiang and Mahadevan (2008) presented a Bayesian hypothesis testing-based
probabilistic approach for non-parametric damage detection. The Bayes factor
evaluation metric is defined as the ratio of probability of observing the data giv-
en the null hypothesis (i.e., the model prediction from the nonparametric model
equals to the observed data) to the probability of observing the data given the
alternative hypothesis (i.e., not equal). This Bayes factor is treated as a random
variable when considering the uncertainties in both observed data and model pre-
diction. The PDF of this Bayes factor is constructed using Monte Carlo simulation
and then used for the assessment of the overall probability of the detected damage.
The impact of model uncertainty on the damage-prediction accuracy for a plate
girder was investigated in (Kim and Stubbs 1995) where uncertainty in the stiffness
parameters was modeled with a lognormal distribution and the calculated mode
shapes were assumed to follow a normal distribution. A probabilistic approach
for structural damage identification was proposed in (Papadopoulos and Garcia
1998) where measured statistical changes in natural frequencies and mode shapes
along with a correlated analytical stochastic FE method were used to assess the
integrity of a structure. In this analytical stochastic FE model, random mass and
stiffness matrices have been considered in the analysis.
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6.1.2 Non-probabilistic approaches
Some damage detection techniques incorporate fuzzy concepts in form of fuzzy
clustering algorithms, fuzzy logic and fuzzy pattern recognition, etc. Generally,
those applications of fuzzy concepts are limited to the classification of damage
severity (e.g. “healthy”, “little damage”, “moderate damage” and “severe dam-
age”), the partition of measured data sets into classes or the establishment of
fuzzy logic rules. Reda-Taha and Lucero (2005) developed a method to quantify
evidence of damage levels by establishing fuzzy sets on the damage metric, called
wavelet normal index (WNI). The WNI represents the energy of the error signal
which is the error between the model prediction from a wavelet ANN model under
health condition and the measured signal under possible damage conditions. The
establishment of those fuzzy sets for healthy and different damage states is based
on the specified statistical distributions of the damage metric and likelihood of
damage with the aid of Bayesian updating with non-informative priors. An un-
known state of a structure can be determined through the comparison of measured
WNI with the established fuzzy sets, where the concept of “degree of similarity” in
fuzzy logic is required for this recognition. Altunok et al. (2006) further improved
the above procedure for the damage detection by constructing the fuzzy sets using
the concept of fuzzy similarity prescription without the need for the statistical
assumptions. However expert knowledge is needed to prescribe the bounds on the
similarities among the fuzzy sets. A new method for the classification of whether
or not the structure is damaged using a fuzzy clustering approach is developed
in (da Silva et al. 2008). First an ARMA model is constructed using the refer-
ence signal in various environmental/operational conditions; and then the ratio
of the standard deviation of residual error from unknown signal to the standard
deviation from reference signal is classified using fuzzy c-means clustering (FCM)
and Gustafson-Kessel clustering (GK), respectively. The membership values can
provide more information for the assessment of the damage condition. Pawar
and Ganguli (2003) constructed a genetic fuzzy system for damage detection. The
170
6.2. Problem Specification
measured changes in frequencies and the damage severity are both treated as fuzzy
variables. Then the rules and membership functions are optimized using a genetic
algorithm, and a fuzzy system is generated. Once the rules are obtained, they are
applied for a given measurement to determine the degree of membership for the
most likely damage event.
As mentioned in previous chapter, some interval-based identification methods
have been developed for the damage detection. Wang et al. (2010) proposed
an interval technique for damage identification based on the sensitivity-based FE
model updating method using modal data. The measured natural frequencies are
described as interval variables and the interval bounds of the elemental stiffness
parameters of the undamaged and damaged state are obtained. A quantitative
measure of the possibility of damage existence is introduced by comparing the
difference between these two states. The interval model updating technique in
(Gabriele and Valente 2009) can also be applied to damage detection.
6.2 Problem Specification
Changing mass due to marine growth is one of the problems encountered in
vibration-based damage detection methods for offshore platforms (Farrar andWor-
den 2007). Non-physical model-based identification using measured responses on-
ly, will have difficulties to distinguish between damage-induced frequency shift
and shift resulting from increased mass caused by marine growth (e.g., added
mass effects). Thus, the physical model-based identification is pursued in this
study where the effects of marine growth can be explicitly considered and re-
flected in the identified results. However, the difficulties arise in modeling of the
marine growth thickness due to the imprecise characteristics of the underlying
physical phenomenon and the subsequent identification process due to the pres-
ence of modeling errors when the effects of marine growth are considered explicitly
in the computational model. A physical model-based damage detection method
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that requires both the input and output data has difficulties in force measurement
in ocean environment. Computing the hydrodynamic force by the use of Morison’s
equation needs the measurement of wave particle velocity and acceleration, which
is not easy to obtain in offshore engineering practice. Additionally, the uncer-
tainty and imprecision in hydrodynamic diameter and hydrodynamic coefficients
will lead to uncertain input force that is also difficult to handle in the process of
damage identification.
6.2.1 Modeling of marine growth
The issue of marine growth in offshore structural design has been widely seen
in the design codes. For example in (DNV 2004) 4.4, “Site dependent data for
marine growth are normally specified in terms of density, roughness and depth
variation of thickness. The marine growth characteristics are basically governed
by the biological and oceanographic conditions at the actual site. The relative
density of marine growth is usually in the range of 1 ∼ 1.4 depending on the type
of organisms. The thickness of marine growth to be included in design analyses
will, in addition, be dependent on operational measures (e.g. regular cleaning,
use of anti-fouling coating) as well as structural behavior (e.g. less marine growth
is normally considered for slender structures with significant dynamic displace-
ments). In FE analyses, it is recommended to increase mass, buoyancy diameter
and drag diameter according to the specified depth variation of marine growth.
In addition, the hydrodynamic coefficients should be assessed with basis in the
roughness specified for the marine growth.” In lack of site specific information the
thickness of marine growth can be taken as the values in Table 6.1 according to
DNV (2007a) 6.7.4.
Another example in (API 2000) 1.3.8, “Marine growth is generally greatest
near the mean water level but in some areas may be significant 200 feet or more
below the mean water level. Marine growth increases wave forces (by increasing
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Table 6.1: Recommended values of marine growth thickness near North Sea
Water depth (m) Thickness (mm) Thickness (mm)
56 ∼ 59◦N 59 ∼ 72◦N
+2 ∼ −40 100 60
below −40 50 30
member diameter and surface roughness) and mass of the structure, and should be
considered in design.” and “For many of the areas ... the thickness can be much
greater than the 1.5 inch guideline value for the Gulf of Mexico. For example,
offshore Southern and Central California thicknesses of 8 inches are common.
Site specific studies should be conducted to establish the thickness variation vs.
depth.”
The above statements show that the thickness of marine growth is strongly
dependent on the locations. Thus, the available information regarding the marine
growth for the specific site are very important from the design point of view, as
well as for the inspection planning or reassessment of existing platforms. However,
the site dependent data for marine growth are often very scarce and of poor quality
due to the difficulties in conducting underwater measurement. For example in Fig.
6.1, Sharma (1983) described the variation in marine growth with elevations based
on the photographic measurement and the circumferential measurement using steel
tape on the Hondo platform in the Santa Barbara channel. Boukinda et al. (2007)
described the ecosystem dynamics of marine growth in the Gulf of Guinea in West
Africa. Profiles of marine growth with the elevations below mean water level are
plotted according to the inspection records of 14 years old structures in specific
geographical site location. Variations of hard fouling with elevations for several
platforms at the selected region “D” is shown in Fig. 6.2. Large variations exist
in the measurement and only limited data are available.
In the computational model, a realistic modeling of marine growth is thus
crucial for reliable predictions regarding the performance and safety of the offshore
platforms when the influences of marine growth become significant. Marine growth
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SYMBOL PLATFORM METHOD DATA AGENCY MEMBER TYPE 
 
HONDO ’A’ GIRTH MAY.1981 EPR VERTICAL 
 
HONDO ’A’ GIRTH MAY.1981 EPR HORIZTONTAL 
 
HONDO ’A’ GIRTH MAY.1981 EPR DIAGONAL 
!
HONDO ’A’ GIRTH MAY.1981 EPR CONDUCTORS 
!
HAZEL & HEIDE GIRTH MARCH.1981 OSU VARIOUS 
"
HAZEL & HEIDE GIRTH JULY.1980 OSU VARIOUS 
D 





Fig. 6.1: Variation in the measured marine growth thickness with elevations below
mean sea level (Sharma 1983)
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Fig. 6.2: Profiles of marine growth with depth at a specific region in Gulf of Guinea
(Boukinda et al. 2007)
is a very complex physical phenomenon which reflects the presence of various types
of foulings, such as mussels, kelps, sea anemones and soft coral, seaweeds, etc. For
the purpose of quantification of marine growth, the definition of thickness and
surface roughness of marine growth are illustrated in Fig. 6.3
A number of research studies have investigated the effects of marine growth
on the structural performance, and the consideration in engineering design or in
the reassessment of platforms. Marine growth on slender structures will influence
the hydrodynamic loading in terms of increased hydrodynamic diameters and an
increased drag coefficient. Increased mass and hydrodynamic added mass will
lead to a reduced natural frequency and eventually result in an increased dynamic
amplification factor. Heaf (1979) investigated various effects of marine growth
on the performance of fixed offshore platforms in the North Sea, such as the
effect on hydrodynamic coefficients, fatigue, dynamic responses, structural weight,
vortex-induced vibration, and safety of existing jackets. It is worth noting that
marine growth is relatively more important for the smaller diameter members
which are typical components in jacket or jack-up. Fig. 6.4 shows the increasingly
non-linear effect of marine growth thickness on loads on the smaller diameter
members. Uncertainties associated with the extreme loading for an eight-legged
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Fig. 6.4: % increase in load from 30m design wave to various marine growth
thickness after (Heaf 1979)
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jacket platform is estimated with the consideration of the effects of marine growth
in (Olufsen and Bea 1990). The effect of increased diameter is explicitly taken into
account. The fouling thickness (t) is assumed to apply equally for all members over
the whole water depth and follows a lognormal distribution with a mean value 150
mm and a standard deviation 67.5 mm. The effects of marine growth on fatigue
behavior for jacket structures are investigated in (Schoefs et al. 2005) where
the selection of marine growth profile and modeling of hydrodynamic coefficients
in presence of marine growth are considered in the proposed approach. Faber
et al. (2001) developed a reliability-based management procedure of marine fouling
on jacket-type structures. Effects of spatial variations and seasonal variation of
marine fouling parameters are studied. A methodology is proposed to establish
new and more representative marine fouling profiles for design of new structures.
Furthermore, the criteria are formulated for removal of marine fouling taking into
account seasonal differences in marine fouling and a risk-based inspection of marine
fouling is outlined.
A realistic modeling of marine growth must comply with the underlying nature
in order to obtain reliable computation results. For this non-deterministic phe-
nomenon, uncertainty and imprecision in the available information impedes the
specification of certain models and precise parameter values without an artificial
introduction of unwarranted information. However, it can be observed from the
previous review that large variations exist in the measurement at specific geo-
graphical site and the small amount of measured data are insufficient to estimate
a probabilistic model with a sufficient confidence. Due to scarce and imprecise in-
formation associated with the profile of marine growth thickness, non-probabilistic
modeling is employed to quantify the imprecise marine growth effects. In this s-
tudy, marine growth thickness is described as bounded values for specified location
and different water depth. Based on the available information in the literature,
the interval-valued marine growth thickness for the numerical example is estimated
and given in Table 6.2.
177
Chapter 6. Damage Detection with Imprecise Marine Growth Effects
Table 6.2: Intervals for marine growth thickness near Gulf of Mexico
Water depth (m) Thickness (mm)
0 ∼ −20 [50, 150]
−20 ∼ −60 [25, 75]
below −60 0.0
6.2.2 Hydrodynamics of offshore structures
A review of hydrodynamics of offshore structures relevant to the numerical study
in this chapter is shortly presented. The detailed information can be found in
many books and design codes, such as (Sarpkaya and Isaacson 1981; Faltinsen
1990; DNV 2004; DNV 2007a). For illustration, consider an elastically restrained,
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Fig. 6.5: A single-degree-freedom system in a random sea
6.2.2.1 Linear wave theory
Linear wave theory is applicable when the wave height H is much smaller than
the wave length λ and the still water depth d. The surface elevation of a wave
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with amplitude a = H/2, at any instance of time t and horizontal position x in
the direction of wave propagation, is denoted by η(x, t) and is given by
η(x, t) = a cos(κx−ωt), (6.1)
where wave number κ = 2pi/λ and circular frequency ω = 2pi/T . T represents
the wave period. The horizontal wave particle velocity u˙(x, z; t) and acceleration
u¨(x, z; t) at position z measured from the Mean Water Level (MWL) are given by,








The dispersion relationship relates wave number κ to circular frequency ω,
via:
ω2 = gκ tanh(κd) (6.4)
where g is the gravity acceleration. For deep water conditions, i.e., κd > pi, the
above equations can be approximated as,
u˙(x, z; t) = aωeκz cos(κx−ωt) (6.5)
u¨(x, z; t) = aω2eκz sin(κx−ωt) (6.6)






Ocean waves exhibit a notably random behavior and can be described statistically.
In stochastic modeling, the water surface elevation η(x, t) is commonly assumed
to be a stationary random process. For small amplitude waves, the water surface
is approximately symmetrical about the still water level. Based on the properties
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of a zero-mean stationary random process in Section 1.2.1.2, random waves can
be conveniently represented in a frequency domain by the wave spectrum Sη(ω).
Some well-established wave spectra have been developed to describe the random
ocean waves, such as Pierson-Moskowitz (P-M) spectrum and JONSWAP spec-













where ωp = 2pi/T is the angular spectral peak frequency. The significant wave
height Hs and peak period Tp are related to the wind speed and fetch parameter.
JONSWAP spectrum is a modification to P-M spectrum with the consideration of
a fetch limited situation and exhibits a much sharper spectral peak, see Fig. 6.6.
The spectrum is given as,





















for 3.6 < Tp/
√
Hs < 5




and Aγ = 1− 0.287 ln(γ) is a normalizing factor. σ is a spectral width parameter,
σ =

0.07 for ω ≤ ωp















Fig. 6.6: JONSWAP spectrum and P-M spectrum for Hs = 4 m and Tp = 8.0 s
Based on the linear wave theory, wave spectra can be implemented to sim-
ulate random waves for engineering computation. The surface elevation can be
expressed in time domain by a superposition of a large number of independent
waves corresponding to different amplitudes and frequencies with arbitrary phase




ai cos(κix−ωit+ θi) (6.13)
where ωi and κi are the discrete frequencies and wave numbers which are related
through the dispersion relation in Eq. (6.4). θi are random phases uniformly
distributed from 0 to 2pi and are mutually independent. The amplitude of the ith
wave component is ai =
√
2S(ωi)∆ωi where S(ω) is the one-sided wave spectrum
and ∆ωi = ωi −ωi−1 is the bandwidth that each harmonic wave represents. If
the spectrum is partitioned into equal areas, random waves simulated by Eq.
(6.13) with a large number N (e.g., more than 1000) can be a good description
of real sea states. The linear wave theory also allows the determination of wave
particle kinematics by wave superposition. The corresponding horizontal velocity
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and acceleration of water particles at position z are given respectively by,


















which are required for the hydrodynamic response analysis of offshore structures
in the subsequent sections.
6.2.2.3 Dynamic response of structure
For the SDOF system in Fig. 6.5, the dynamic response to the wave loading is
governed by the equation of motion,
mx¨(t) + cx˙(t) + kx(t) = F (t) (6.16)
where x(t), x˙(t), x¨(t) represent, respectively, the displacement, velocity and accel-
eration of the structure. F (t) is the total force on the cylindrical element. If
only wave loading is considered and this element is normal to the direction of the
wave propagation, the hydrodynamic force F (t) can be calculated using Morison’s
equation,
F (t) = ρV u¨+ ρ(CM − 1)V (u¨− x¨) + 1
2
ρCDA(u˙− x˙)|u˙− x˙| (6.17)
where ρ is the density of sea water; CM and CD are the inertia and drag coefficients;
V is the displaced volume and A is the projected frontal area. Substitute Eq.
(6.17) into Eq. (6.16), the equation of motion can be rewritten as,
(m+ma)x¨+ cx˙+ kx = ρCMV u¨+
1
2
ρCDA(u˙− x˙)|u˙− x˙| (6.18)
where ma = ρCAV is the added mass and CA = CM − 1 is the added mass
coefficient. Statistical linearization of the nonlinear drag term in the Morison
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force is often applied to perform a linear analysis, e.g., with spectral methods or
for an identification of linear systems. Denote the relative velocity as u˙r = u˙− x˙,






u˙r where σu˙r is the





where Su˙r(ω) is the one-sided spectral density function for u˙r. Based on the
















The detailed information about statistical linearization of nonlinear dynamical
system can be found in (Roberts and Spanos 1990; Dao and Penzien 1982). For
simplicity, the cylindrical element is assumed to be a pipe with “clean” outer























where De = D + 2t. Vibration-based damage detection of offshore structures
involving the physical model governed by Eq. (6.21) encounters several difficulties
when the marine growth thickness is considered explicitly and described as interval
variable:
• The uncertain added mass due to interval-valued marine growth thickness
in Eq. (6.21) leads to the same problem for identification as mentioned in
the Chapter 5. For the identification procedures which require the forward
dynamic analysis to compute the interval model output, all the difficulties
in computing the bounded time histories or modal quantities in the interval
dynamic analysis of structures will come into the identification problem.
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• Force measurement may be needed for the identification method. Addition-
ally, σu˙r in Eq. (6.21) needs the measurement of both wave particle velocity
and velocity of the structure. However, wave particle velocity and accelera-
tion that are required in the force calculation using Morison’s equation, are
not easy to measure in the ocean environment.
• Even if the wave particle velocity and acceleration are available for the iden-
tification purpose, the uncertainty modeling of hydrodynamic diameter De
and hydrodynamic coefficients CD and CM will lead to an uncertain input
force in the forward dynamic analysis. Thus, one still needs to solve the
interval dynamic problem.
Due to the above difficulties, the state-space formulation of the damage iden-
tification problem is taken as a basis and SSI is firstly adopted to identify the
sub-matrices based on the measured responses only. Then, the vectorization tech-
nique is employed to eliminate the dependency problem in the interval analysis as
in Chapter 5. The interval bounds of the stiffness parameters of both the undam-
aged and damaged states are obtained. The damage can be identified through a
damage index based on the Hausdorff distance between the two resulting intervals.
6.3 Interval Analysis for Damage Detection
6.3.1 State space formulation
The fixed offshore platform can be simply modeled by a lumped-mass system
with N degree-of-freedom, as shown in Fig. 6.7. The equation of motion of the
structure is given by,
(M +Ma)q¨(t) + (L+ Ld)q˙(t) +Kq(t) = B1f(t) (6.22)
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Fig. 6.7: Model of a fixed offshore platform
whereM ∈ RN×N , L ∈ RN×N and K ∈ RN×N are the mass, damping and stiffness
matrices of the structure; q, q˙, q¨ are N-dimensional displacement, velocity and
acceleration vectors, respectively. Ma and Ld are the diagonal matrices containing,
respectively, the added mass and drag-induced hydrodynamic damping. f(t) is
the input vector associated with the external excitations such as wind or wave
loading. Denote Meq = M +Ma, Leq = L + Ld and introduce the state vector
x(t) = [q(t)T q˙(t)T ]T ∈ R2N , the state space formulation of Eq. (6.22) is,
x˙(t) = Acx(t) + Bcf(t) (6.23)




−M−1eq K −M−1eq Leq




in which 0N×N is a N × N null matrix, and IN×N is a N × N identity matrix.
Under a zero-order hold assumption, i.e., the input is piecewise constant over the
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sampling period, the discrete-time state-space model can be written by,
xk+1 = Axk + Buk (6.26)
yk = Cxk +Duk (6.27)
where





c (A− I)Bc . (6.28)
In this study, the imprecise marine growth effects are considered explicitly in
the linear MDOF system (i.e., matrixMa) and translated to the identified stiffness
parameters. The sub-matrix M−1eq K is firstly extracted from identified state space
models by applying SSI method to the measured structural responses.
6.3.2 Stochastic subspace identification
In Chapter 5, deterministic subspace identification is applied to identify the sub-
matrices given input-output data. However, in engineering practice, measurements
of the input excitation are not always available, for example in the cases of ambient
vibration. SSI method in (Overschee and Moor 1996) can be employed to overcome
the deficiencies. In this method, a stochastic system with no external input (uk =
0) is formulated as,
xk+1 = Axk + wk (6.29)
yk = Cxk + vk (6.30)
where yk ∈ Rr is the output, in general, including displacement, velocity and/or
acceleration measurements observed at r DOFs. wk and vk are zero-mean, white
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where Q ∈ R2N×2N , S ∈ R2N×r, R ∈ Rr×r and δpq is the Kronecker delta. E[·] is
the expected value operator, p and q are two arbitrary time instants. wk and vk
represent, respectively, the process noise and measurement noise. The unknown
inputs are implicitly considered in the noise terms. The main idea of SSI is that
the forward Kalman filter state sequence Xˆi and the extended observability matrix
Γi can be extracted directly from output data by using geometric operations (i.e.,
orthogonal projection) without knowing the system matrices. This procedure can
be realized by using robust numerical techniques such as QR decomposition and
Singular Value Decomposition (SVD). Then the system matrices can be extracted
from Xˆi or Γi.
Based on the assumptions that the stochastic process xk is stationary with
zero mean
E[xk] = 0 (6.32)
E[xkx
T
k ] , Σ (6.33)
where the state covariance matrix Σ is independent of the time k, some properties
of the stochastic system in Eq. (6.29) and Eq. (6.30) are obtained as follows,
E[xkx
T












Λ−i = GT (Ai−1)TCT
Since no external inputs for the stochastic system, there is no input block
Hankel matrix. Given s consecutive output data y0, y1, · · · , ys−1, the output block
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Hankel matrix of 2i× j blocks, where each block is of size r × 1, is defined as,
Y0|2i−1 ,

y0 y1 y2 · · · yj−1






yi−1 yi yi+1 · · · yi+j−2
yi yi+1 yi+2 · · · yi+j−1























In the derivation and interpretation of the SSI algorithms, the extended ob-
servability matrix Γi is the same as in Section 5.3.2. But the reversed extended
controllability matrix ∆i is given by,
∆i ,
(
Ai−1G Ai−2G · · · AG G) ∈ R2N×ri. (6.35)
Based on the forward innovation model of Kalman filter, the state estimate xˆi can
be written as,








where the block Toeplitz matrix Li is constructed from the output covariance
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Λ0 Λ−1 Λ−2 · · · Λ1−i
Λ1 Λ0 Λ−1 · · · Λ2−i
Λ2 Λ1 Λ0 · · · Λ3−i
· · · · · · · · · · · · · · ·
Λi−1 Λi−2 Λi−3 · · · Λ0

(6.37)
The forward Kalman filter state sequence Xˆi,
Xˆi , (xˆi xˆi+1 · · · xˆi+j−2 xˆi+j−1) ∈ R2N×j
= ∆i · L−1i · Yp
can be generated by a bank of non-steady state Kalman filters working in parallel
on each of the columns of the block Hankel matrix of past outputs Yp in Eq. (6.34)
without any need for the system matrices.
Based on the abovementioned output data block Hankel matrices, the identi-
fication procedure can be performed similarly as the deterministic identification
algorithm in Section 5.3.2, see (Overschee and Moor 1996) for more details:
• Determine the extended observability matrix Γi and the forward Kalman
filter state sequences Xˆi based on the geometric operations of the output
data matrices and singular value decomposition.
1. The orthogonal projection of the output data block Hankel matrices is
written by,
Oi , Yf/Yp, (6.38)
and is numerically implemented through QR decomposition.
2. Singular value decomposition:
W1OiW2 = U1S1V T1 (6.39)
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where W1 ∈ Rri×ri and W2 ∈ Rj×j are two user defined weighting
matrices.
3. The main theorem shows Oi = Γi ·Xˆi, thus Γi and Xˆi can be determined









where T ∈ R2N×2N is an arbitrary non-singular similarity transforma-
tion.
• Determine the system matrices A and C from the extended observability
matrix in the least-square formulation as in Section 5.3.2.
Once the matrices A and C are determined through SSI, the similarity transfor-
mation methods can be employed to obtain the sub-matrix M−1eq K in Eq. (6.25).
In the previous chapter, the measured responses are assumed to be displacements
at all DOFs and the two transformation matrices are applied to obtain the canon-
ical form. For the numerical study in this chapter, the velocity responses are
assumed to be measured in all DOFs and the transformation procedure is almost
the same as shown in (Quek et al. 1999).
6.3.3 Damage index
For the purpose of damage detection of offshore structures, the stiffness parameters
at both undamaged state and damaged state are obtained by the identification
of the sub-matrix M−1eq K through SSI. The damage can then be determined by
comparing the difference between the stiffness values.
In this study, the effects of marine growth on the added mass Ma are consid-
ered explicitly in two aspects. First, it increases the hydrodynamic diameter of the
cylindrical members and the thickness of marine growth is described as interval
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variable, see Section 6.2. Hence, the hydrodynamic diameter in Eq. (6.21) is also
an interval De = D+2t. Second, the presence of surface roughness due to marine
growth affects the added mass coefficient CA of cylindrical members. Additionally,
the Keulegen-Carpenter (KC) number also affects the added mass coefficient, as
shown in Fig. 6.8. Furthermore, considerable uncertainties/imprecision exist in
Fig. 6.8: Added mass coefficient as a function of KC for smooth (solid line) and
rough cylinder (dotted line)(DNV 2007a)
the hydrodynamic coefficients CM and CD as indicated by many figures in (Sarp-
kaya and Isaacson 1981). Thus, in this chapter, the added mass coefficient is also
treated as interval variable and is assumed as CA = [0.6, 1.0].
Since the marine growth thickness t and added mass coefficient CA are both
interval variables, the added mass matrix in Eq. (6.22) is an interval matrix Ma.
Consequently, Meq is an interval mass matrix. Modeling errors in the mass of the
structure itself can also be considered in interval mass matrix Meq. Based on the
vectorization technique, the interval bounds for the identified stiffness parameters
can be obtained.
Chapter 6. Damage Detection with Imprecise Marine Growth Effects
Applying the above interval-based damage detection method, the identified
stiffness parameters in undamaged state and damaged state are obtained as two
interval vectors k0 and kd. In order to quantify the extent of damage through the
difference between the two intervals k0i and k
d
i , a damage index DM based on the
concept of Hausdorff metric is proposed.
Consider two real-valued intervals x and y, the Hausdorff metric or Hausdorff
distance between x and y is defined as,












with dE(x, y) = |x − y| is the distance between two real numbers. Since closed
interval is considered in this thesis, sup and inf are equivalent to max and min,
respectively.






























× 100% if k0i,l > kdi,l & k0i,r < kdi,r
(6.43)
6.4 Numerical Example
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Fig. 6.10: Structural model for damage detection
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interval-based damage detection for offshore structures considering imprecise ma-
rine growth effects. The lumped-mass model is used for demonstration purpos-
es. But the procedure in this numerical study can be easily extended to a real
structure. For the real application, a detailed calibration of the parameters in the
lumped-mass system, especially the uncertain added mass due to the imprecise ma-
rine growth effects, is required. The random sea is modeled by Pierson-Moskowitz
spectrum as shown in Fig. 6.6 with Hs = 4.0 m and Tp = 12.0 s. Wind force on
the topside is represented by a Gaussian white noise. For the digital simulation
of random wave, the duration T = 2000 s and ∆t = 0.1 s. The spectrum is equal-
ly divided into sub-ranges with the bandwidth ∆ω = pi
1000
rad/sec from 0 to the
cut-off frequency ωcut = 2pi rad/sec. ωi is chosen as the middle of each sub-range.
The velocity measurements at all the DOFs for both undamaged state and
damaged state are simulated by taking the values listed in Table 6.3 and using
Newmark method in (Bathe 1996). The natural frequencies of the first two modes
of the structural system are 0.94 rad/sec and 2.68 rad/sec. Rayleigh damping
with a damping ratio ζ = 5% for the first two modes is applied to determine the
structural damping. 5% Gaussian white noise is added to the measurements for
all the case studies.
Table 6.3: Parameters for simulation of measurements
mi ki marine growth hydrodynamic
×103(kg) (kN/m) undamage damage (mm) coefficients
m1 800 k1 7000 7000 50 CA = 0.8
m2 500 k2 5000 5000 50 CM = 1.8
m3 500 k3 5000 4500 100 CD = 1.0
m4 1000 k4 4000 4000 0
6.4.1 Significance of marine growth effects
Marine growth is frequently ignored in the existing damage detection of offshore
structures. The reason may be that it is difficult to model the imprecise marine
growth effects in a physical model-based identification approach. However, the
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ignorance of marine growth in the identification procedure may lead to false de-
tection of structural damage. Herein, the significance of marine growth effects on
the damage identification results is firstly studied. The marine growth thickness
and the added mass coefficient are considered to be deterministic values, not in-
tervals. Hence, the added mass matrix is a deterministic matrix and the identified
stiffness parameters for both undamaged and damaged states are deterministic
values.
Case 1: undamaged state
In this case, the velocity measurements are assumed to be taken from the un-
damaged structure based on the parameters in Table 6.3. The identified stiffness
parameters with and without consideration of marine growth effects in the identi-
fication procedure are listed in Table 6.4, and the identified structural damage is
shown in Fig. 6.11. The damage is detected by comparing the identified stiffness
parameters with the exact values. It can be seen that maximum false damage of
3.0% is identified for the undamaged structure if the marine growth effects are
considered in the identification procedure. However, minimum false damage of
5.0% and up to 11.3% false damage are detected at the undamaged state when
the marine growth is ignored in the identification procedure.
Table 6.4: Significance of marine growth effects at undamaged state
ki exact consider identified ignore identified
(kN/m) value marine growth damage(%) marine growth damage(%)
k1 7000 6810 2.7 6606 5.6
k2 5000 4859 2.8 4748 5.0
k3 5000 4852 3.0 4436 11.3
k4 4000 3964 0.9 3743 6.4
Case 2: damaged state
In this case, the velocity measurements are assumed to be taken from the damaged
structure based on the parameters in Table 6.3. The exact damage is 10% reduc-
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Consider MG, no Dam
Ignore MG, no Dam
Fig. 6.11: Identification results for the undamaged structure
tion of the stiffness in k3. The identified stiffness parameters with and without
consideration of marine growth effects in the identification procedure are listed in
Table 6.5, and the identified structural damage is shown in Fig. 6.12. It can be
seen that 9.9% damage is identified in k3 where the true damage is 10% reduc-
tion of stiffness. The maximum false damage is 3.6%. However, when the marine
growth is ignored in the identification procedure, the identified damage of 17.7% is
much larger than the true damage of 10%. Furthermore, minimum false damage of
4.9% and up to 5.9% false damage are detected at the other undamaged locations.
Table 6.5: Significance of marine growth effects at damaged state
ki exact consider identified ignore identified
(kN/m) value marine growth damage(%) marine growth damage(%)
k1 7000 6844 2.2 6640 5.1
k2 5000 4817 3.6 4705 5.9
k3 5000 4503 9.9 4111 17.7
k4 4000 4022 0.6 3806 4.9
The above two case studies clearly show the significance of considering the
marine growth effects in the identification procedure so that a reliable damage
detection can be achieved. Ignorance of marine growth in the damage detection











































) Fig. 6.12: Identification results for the damaged structure
damage. The consideration of marine growth effects in a deterministic manner
is extended to the consideration of imprecise marine growth effects to further
improve the quality of the results.
6.4.2 Interval damage detection
Based on Table 6.2, the marine growth thickness for this example is taken as
t3 = [50, 100] mm
t2 = [25, 75] mm
t1 = [25, 75] mm
and the added mass coefficient CA has an interval value [0.6, 1.0]. Additionally,
the mass of topside m4 = [950, 1050]× 103 kg is also described as interval variable
which can represent the changing mass due to equipments installation or oil storage
and exportation. With the consideration of all the interval variables, the mass
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matrix Meq is determined as follows,
Meq =

[814.9, 861.1] 0.0 0.0 0.0
0.0 [514.9, 561.1] 0.0 0.0
0.0 0.0 [524.5, 645.0] 0.0
0.0 0.0 0.0 [950, 1050]

× 103kg.
Based on the proposed identification procedure, the interval bounds for identi-
fied stiffness parameters in both undamaged and damaged states are obtained as
listed in Table 6.6. The extent of damage is calculated by Eq. (6.43) and shown
in Fig. 6.13. It can be seen that 7.4% damage is identified in k3 where the true
damage is 10% reduction of stiffness. 1% false damage is identified in k2 and no
false damage for other locations.







































Fig. 6.13: Identified damage under imprecise marine growth effects
The above numerical study shows that the consideration of marine growth
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effects explicitly in the identification procedure is a crucial point for a reliable
damage detection. Furthermore, it can be concluded that the proposed interval-
based damage detection method can provide an effective identification of damage
in the structural system when only limited information is available regarding the
marine growth effects.
6.5 Chapter Summary
Damage detection of offshore structures with imprecise marine growth effects was
investigated. Intervals were used to represent the marine growth thickness and
the added mass coefficient, which eventually resulted in the interval added mass
effects. Due to problematic numerical issues in interval forward dynamic analysis
and the practical difficulties in the measurement of excitations, the required sub-
matrix M−1eq K was extracted from an identified state space model by applying
SSI method to the response measurements. The proposed interval-based damage
detection method has been illustrated using a lumped-mass system that represents
a simplified model of an offshore structure.
Marine growth is found to have a significant effect on the identified stiffness
parameters. Ignorance of marine growth in the damage detection can lead to
false detection of the existence/location/extent of the structural damage. For the
undamaged case, minimum false damage of 5.0% and up to 11.3% false damage are
detected when the marine growth is ignored. For the damaged state, the identified
damage of 17.7% is much larger than the true damage of 10%. Furthermore,
minimum false damage of 4.9% and up to 5.9% false damage are detected at the
other undamaged locations when the marine growth is ignored.
Interval bounds for the identified stiffness parameters in both undamaged and
damaged states were obtained through interval analysis. The proposed damage
index based on the concept of Hausdorff distance is efficient to quantify the struc-
tural damage. 7.4% damage is detected when the true damage is 10% reduction of
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stiffness. Very small false damage is identified for other undamaged locations. It
can be concluded that the proposed methodology can provide a reliable detection
of structural damage when the imprecise marine growth effects are considered.
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The primary objective of this study was to explore a realistic modeling of un-
certainty and imprecision in the available information regarding marine corrosion
and marine growth, and develop efficient and reliable computational procedures
for the safety assessment of offshore structures. To achieve a realistic model-
ing, non-probabilistic modeling and the concept of imprecise probabilities were
used in accordance with the underlying real-world information regarding the non-
deterministic phenomena. It was found that these mathematical concepts in mod-
eling of uncertainty and imprecision possessed certain advantages in the case of
scarce/imprecise information which are the typical characteristics of the available
information regarding marine corrosion and marine growth. In this context, nu-
merically efficient computational procedures have been developed for an adequate
processing of the information through the assessment of structural safety in vari-
ous aspects. In particular, reliability analysis, robustness assessment and damage
detection of offshore structures have revealed how the imprecise effects in marine
corrosion and marine growth may affect the computational results, such as the
probability of failure, robustness measure and the detected structural damage.
These findings are of crucial importance in terms of an adequate modeling and
processing of the scarce/imprecise information through engineering computation
since the uncertain computational results represent the basis for deriving reliable
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engineering decisions concerning the safety conditions of offshore structures.
7.1 Conclusions
7.1.1 Reliability analysis
A realistic modeling of uniform corrosion was constructed from a probabilistic
corrosion model for a reliable computation of structural reliability with respect to
the ultimate limit state. Due to scarce and imprecise information, it was found
that the bias factor in the probabilistic model cannot be specified precisely, and is
merely known in the range [0.9, 1.1] before the anaerobic phases and much more
imprecise in the anaerobic phases. Selected mathematical models were applied,
including pure probabilistic modeling, interval modeling and fuzzy modeling, to
represent this model uncertainty. Compared with the deterministic modeling,
both probabilistic and non-probabilistic modeling can provide more information
in the computed failure probability, which benefits the safety verification and the
subsequent decision-making.
The implementation of an interval-valued or fuzzy-valued bias factor in the
probabilistic corrosion model has led to the model of interval probabilities or fuzzy
probabilities for marine corrosion depth. The processing was realized with a com-
bination of traditional reliability analysis and interval/fuzzy analysis in a nested
form. It was found that concepts of imprecise probabilities have certain advan-
tages when bounds on the failure probability are of interest. These advantages
concern the accuracy and the numerical effort in the calculation of these bounds,
which are attributed to the fact that these bounds are directly searched by the
alpha-level optimization in the kernel of interval/fuzzy analysis. Furthermore, in
the case of fuzzy probabilities, some extended insight can be gained in sensitivities




Reliability analysis of jacket structures has provided conclusive evidence that
the concept of imprecise probabilities can achieve a high numerical efficiency and
accuracy in finding the bounds of the failure probability in the safety assessment
of structures. The research efforts may contribute to an improved modeling of un-
certainty and imprecision in engineering analysis with the aid of non-probabilistic
concepts and concepts of imprecise probabilities from an engineering point of view.
Their potential for applicability to industry-sized problems has been demonstrat-
ed.
7.1.2 Robustness assessment
For a longer exposure time, the bias factor used in the reliability analysis was found
to exhibit serious excursions and is even characterized by missing information.
Thus, fuzzy variables were utilized to cater for the subjective assessment of the
corrosion depth. Global damage of the jacket structures subjected to marine
corrosion at a specified exposure time was constructed and also characterized with
fuzziness. With the utilization of alpha-level discretization in the computation of
an entropy-based robustness measure, the improved robustness assessment was
able to evaluate the structural robust behavior at various membership levels with
respect to various degrees of imprecision in the uncertain damage.
The results show that the global statement of robustness in Beer and Liebscher
(2008) was obtained as a special case in the proposed approach corresponding to
αk = 0+ε when ε→ 0. Although the jacket structures with different brace config-
urations may have similar robust behavior corresponding to smaller values of αk,
significant differences of the robustness values have been observed corresponding
to larger αk. Mathematically, larger values of αk indicate a smaller imprecision
in the fuzzy input. From an engineering point of view, these observations suggest
that collection of additional information regarding the long-term corrosion loss
has a trade-off in a significant reduction in the prediction of structural robust be-
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havior. An important contribution of the proposed approach is that it leads to a
better understanding of structural robustness in correspondence with an intuitive
understanding of imprecision in the uncertain damage.
The robustness values R(β˜total, R˜RF) indicate that K-frame has a better ro-
bustness than the X-frame when αk > 0.3. This observation is quite different
from the statement that the X-frame is more robust than the K-frame based on
the deterministic performance measures. These two statements are not conflicting
with each other. They rather show that the robustness is not a global feature but
depends on the intensity of imprecision in the input. Another interesting result
has been observed by comparing the nominal distances of R˜twice from the value 1.0
and the robustness values R(β˜total, R˜twice). It was shown that diverse views at the
structural robustness of the jacket structures can be formulated to provide more
comprehensive understanding of the influence of the framing configuration on the
robustness, and engineering decisions for the design and re-analysis of offshore
platforms can be generated on a broader basis.
7.1.3 Damage detection
Changing mass due to marine growth, one of the practical problems encountered in
vibration-based damage detection of offshore structures, was explicitly considered
in the computational model by describing the marine growth thickness with inter-
val variables. This consideration eventually led to the presence of interval-valued
modeling errors in the mass. An interval-based technique for system identification
of linear MDOF system with modeling errors was developed and extended to the
damage detection of offshore structures under imprecise marine growth effects.
The interval-based technique was conceptually examined in Chapter 5 where
interval-valued modeling errors in the mass and damping were introduced in the
linear system. It was found that modeling errors have a significant impact on
the accuracy of the identified stiffness parameters. This was clearly shown in the
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case when only ±5% modeling errors was present in the mass without I/O noise.
This is attributed to the fact that modeling errors with interval nature rather
than randomness, cannot be filtered out by system identification treatment. The
numerical study shows an independence between the effects of modeling errors and
that of random noise on the identified stiffness parameters. These two effects are
separated in the identification results which is practical meaningful. It indicates
quantitatively that a collection of additional information can reduce imprecision
in the modeling errors to improve the quality of the identification.
The main difficulty associated with interval computation is the dependency
problem which was fully eliminated by the vectorization technique in the proposed
interval analysis. An important feature of this method is that numerically exact
bounds for the identified stiffness parameters can be obtained, which ensures the
effects of interval-valued modeling errors to be fully captured in the identification
results with high numerical efficiency and accuracy. Moreover, this study can
provide a sound basis for the interval analysis for damage detection.
Marine growth was found to have a significant effect on the detected struc-
tural damage. Ignorance of marine growth can lead to false detection of the
existence/location/extent of the structural damage. For the undamaged case,
minimum false damage of 5.0% and up to 11.3% false damage were detected when
the marine growth was ignored. For the damaged state, the identified damage
of 17.7% was much larger than the true damage of 10%. Furthermore, minimum
false damage of 4.9% and up to 5.9% false damage were detected at the other
undamaged locations when the marine growth was ignored.
Interval bounds for the identified stiffness parameters in both undamaged and
damaged states were obtained through the interval analysis. The proposed damage
index based on the concept of Hausdorff distance was efficient to quantify the
structural damage. 7.4% damage was detected when the true damage is 10%
reduction of stiffness. Very small false damage was identified for other undamaged
locations. It can be concluded that the proposed methodology can provide a
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reliable detection of structural damage when the imprecise marine growth effects
are considered.
In summary, uncertainty and imprecision in the available information regarding
the non-deterministic physical phenomena in offshore engineering practice, namely,
marine corrosion and marine growth, are described adequately with the aid of non-
probabilistic modeling and the concept of imprecise probabilities. Computational
procedures within the context of reliability analysis, robustness assessment and
damage detection, can adequately process the available information to achieve a
reliable evaluation of structural safety and a rational engineering decision-making.
7.2 Recommendations for Future Research
Reliability analysis and robustness assessment of offshore structures performed
in this thesis only consider the corrosion effects at a specified exposure time. A
direct extension of the present study is to consider the time-variant feature of im-
precise marine corrosion effects. Time-dependent fuzzy failure probability P˜f (t)
of offshore structures can be computed for optimal planning of maintenance and
inspection during the structural service life. Fuzzy probabilistic modeling of corro-
sion depth c˜(t, T ) leads to a fuzzy random structural resistance R˜(t). Additionally,
uncertainty and imprecision in the prediction of exceptional environmental condi-
tions (e.g., modeling of extreme wave height that is affected by global and local
climate changes) may also lead to a fuzzy random loads S˜(t). Then
P˜f (t) = P [G(R˜(t), S˜(t)) ≤ 0] (7.1)
can be calculated with the aid of methods in (Mo¨ller et al. 2006) and is shown in
Fig. 7.1. Further research effort can also be devoted to incorporating the state-
of-the-art methods for the reliability analysis of complex structural systems, such
as subset simulation (Au 2001), line sampling (Koutsourelakis et al. 2004) and
206
7.2. Recommendations for Future Research
response surface approximation with neural networks (Mo¨ller et al. 2008).
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Fig. 7.1: Time-dependent fuzzy failure probability (after (Mo¨ller et al. 2006))
Only uniform corrosion effects are considered in the present study. In reality,
the uncertainty and imprecision associated with the corrosion effects are not only
time-variant but also varying subjected to the spatial coordinates u. A fuzzy
random field can be used to model the corrosion depth c˜(u, t, T ) for the safety
assessment of critical components, such as tubular joints in a jacket, connections
of a steel catenary riser.
The lifetime structural robustness (Biondini 2009) of offshore structures with
respect to the time-variant corrosion effects can be investigated using the im-
proved robustness assessment. This may benefit not only an optimal decision of
corrosion data collection to improve the reliability of computational results with
economic cost, but also an optimal planning of maintenance and inspection to
prevent the deterioration. Furthermore, the improved robustness assessment can
be incorporated in the design stage for designing robust structures.
Although the developed interval analysis for identification of linear MDOF sys-
tems can achieve a high numerical efficiency and accuracy, it aims to deal with
a specific practical case (i.e., imprecise mass effects). For more general devel-
opments, two basic approaches may be pursued to implement the consideration
of modeling errors in form of intervals. A first option is to compute the inter-
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val time history of responses or interval modal responses from a computational
model with interval parameters using interval dynamic analysis techniques, and
then formulate an optimization problem based on the objective function defined
by the uncertain model output and measurements. Another option is to insert
an optimization-based identification procedure (e.g., GA-based system identifica-
tion in (Perry et al. 2006)) into the loop of an interval analysis based on global
optimization in Section 2.3.2. The identification procedure would then deliver
functional values of the objective function used in the outer optimization of the
interval analysis. It can be expected that this method can deal with general types
of model uncertainty/imprecision, not limited to modeling errors in the mass and
damping parameters. However, this gain in generality is associated with a signif-
icantly higher numerical effort compared to the method proposed in the present
study due to the required “double - optimization”.
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