1. Introduction. The method of stationary phase has long been a valuable analytical tool for investigating the asymptotic behavior as p-* co of integrals of the form Up) = ( β Q(ί) exp (ipF(t))dt.
JO
As a natural generalization of the method of stationary phase involving one parameter we will investigate the asymptotic behavior of an integral of the form
I(h, k) = [ V" 1 ? (ί) exp [i(ht λ f(t) + kt v g(t))]dt
Jo where h and k tend to infinity independently. It will be shown that under certain restrictions between the real numbers λ, v and 7 that the asymptotic form of I(h, k) is determined by the behavior of the ratio kh~v lλ as h,k-+co and by the character of / and g in a neighborhood of t = 0. For example, if 7 < v < λ, 7 > 0, /(0) > 0, flr(O) > 0 and kh~v lλ -co then
As an immediate application of our results we will determine the asymptotic behavior of the Bessel function J v (x) in Watson's transition region, i.e. when v, x and | v -x \ are large and v\x is nearly equal to 1. In particular, we will obtain a simple rigorous proof of Nicholson's formulas under the restriction that 0 < lim sup x~l β \ v -x | < co.
2 General assumptions* Throughout the paper we shall use A^B to mean lim AjB = 1, and all limits will mean the limit as h and k tend to infinity. A similar remark applies to order symbols.
We shall consider I{h, k) under the following general assumptions:
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3 Preliminary lemmas. We shall first establish the following lemmas. . Hence we may write t(x) = α^ + α 2 # 2 + + a n -1 x n~1
where A e C 2 and α z is bounded as h, ft -> oo for 2 ^ Z ^ n -1. We may assume that c' is sufficiently small such that if t(x) = α^(l + w{x)) then | ^(x) | < 1 for 0 ^ x ^ α. This implies that 
The proof follows immediately from Lemma I.
We will introduce the following functions which will be used throughout the remainder of the paper:
), G(t) -Pg(t) and Q(t) = P-X q(t).

LEMMA III. Under the general assumptions on F, G and Q we have for each arbitrarily small but fixed positive constant c < a that
. Then H'(t) > 0 for c ^ ί g a and /^, fc sufficiently large since λ/(£) + tf r {t) > 0 by hypothesis and
This completes the necessary lemmas and the main results of the paper will now be presented. 
Proof of Theorem I. For c as given we have
For any 6 such that 0 < b < c we have
) and note that /(0) > 0 implies that f(x) > 0 for 0 ^ a? ^ c', c' > 0, so that 6 may be chosen to satisfy the requirements of Lemma I. Hence by Lemma I
Therefore to complete the proof of Theorem I it is sufficient to show that hy'
G(t) and P(t)=Xf(t) + tf'(t) + kp-λ lh[vg(t) + g'(t)t]. Note that P(
) and P(t) is continuous for 0 < d ^ ί ^ a. We may assume that c is such that for h, k sufficiently large, P(t) Ξ> B for the entire closed interval d g t g c. This implies fl" f (ί) ^ J5ί λ-1 >0for0<cZgί^c and hence we can integrate J(h, k) by parts as follows; 
I(h, k) P roof of Theorem III. We may assume that c is such that G'{t) < 0 and f(t) > 0 for 0 < t ^ c. For 0 < t ^ c let D(ί) -F'(t)l-G'(t)
with 
If we now let H(t) = F(t) + {kjh)G{t) and expand h(H(t) -H(τ)) about t = T we have using 1 the integral form of the remainder h(H(t) -H(τ)) = λj' (ί -y)F"{y)dy + fcj'(ί -y)G"{y)dy
= hR(t, τ) + fcS(ί, τ), respectively.
We may further assume that c 0 is so small that /, /', /", g, g f and g" are of constant sign for 0 g t ^ c 0 . If we apply the mean value theorem for integrals and substitute t = τ(# + 1) we have for -1 < x < 1 that
where α 0 , «" α 2 6 C°°, a o φ) = « 2 (0) = a^O) = 1, P, e C 4 and P 1 (0) 
The contribution of L(h, k) to I(h, k) may be determined by considering
We note that the uniqueness of τ in [ε, c 0 ], ε > 0, implies that H f {t) Φ 0 on ε ^ ί ^ τ(l -6) for every ε > 0. In fact, there exists a number K > 0 which is independent of ε and for which we have | H'(t) | ^ K{klh)V"-λ for ε ^ t ^ τ(l -6).
(i) For v < 7 the usual integration by parts together with the above inequality for
(ii) For v > 7 we rewrite Z/(fe, fc) as
Jo and apply Theorem II with -g playing the role of /. Hence 
When v = 27 we note that both L'(h, k) and Γ"(fc, fe) are of the same order so that both terms contribute to I(h, k).
To complete the proof of Theorem III we need only show thaĴ (h, k) is negligible compared to I" '(h, k) . For P(t) defined as in the proof of Theorem I and d = τ(b + 1) we have
Then P(d) > 0 for h and k sufficiently large and hence proceeding exactly as in the proof of Theorem I we obtain H\t) ^ Bt^1 > 0 for 0 < d ^ t g c 0 and 2B = λ/(0) [l -(1 + 6) v~λ ]. We now write
Jd and integrate by parts as in Theorem I to obtain
To obtain the value of exp [ί(hF(τ) + kG(τ) is bounded away from both 0 and oo. THEOREM IV. Suppose that 7 < λ, v < λ and 0 < lim sup p < 00 where p == kh~v lλ . Then 
We will first estimate J{h, k) in terms of the number b. Since H\t) ^ (l/2)mέ λ~1 > 0 for 0 < d ^ t ^ c we may integrate J(λ, fc) by parts as follows:
A/If Then there exists a number K which is independent of h, k and ε and for which | J(h, k)\ ^ Kb^x and |R(b) | ^ ϋΓ6^λ . Consider where the expression on the right is one of Airy's integrals 2 , whose evaluation for p > 0 and p < 0 yields precisely Nicholson's formulas when v is an integer 3 .
