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Introduction
The standard model (SM) of strong and electroweak interactions is a theory that successfully describes a wide range of phenomena in particle physics. Despite its immense success, the theory leaves many questions unanswered, which suggests that the SM may be an effective, low-energy approximation of a more fundamental theory. Many proposals for physics beyond the SM are based on the assumption that quarks are composite objects. The most compelling evidence of quark substructure would be provided by the discovery of an excited state of a quark. An excited quark (q ) may couple to an ordinary quark and a gauge boson via gauge interactions given by the Lagrangian [1] [2] [3] :
where q R is the excited quark field, σ μν is the Pauli spin matrix, q L is the quark field, G a μν , W μν and B μν are the field-strength tensors of the SU(3), SU(2) and U(1) gauge fields, λ a , τ , Y are the corresponding gauge structure constants and g s , g, g are the gauge coupling constants. The compositeness scale, Λ, is the typical energy scale of these interactions, and f s , f , f are unknown E-mail address: cms-publication-committee-chair@cern.ch.
dimensionless constants determined by the compositeness dynamics, which represent the strengths of the excited quark couplings to the SM partners and are usually assumed to be of order unity. In proton-proton collisions, the production and decay of excited quarks, could occur via either gauge or contact interactions [2] . The production of q via gauge interactions would proceed through quark-gluon (qg) annihilation. In this analysis, which assumes gauge interactions, excited quarks would then decay into a quark and a gauge boson (γ , g, W, Z) and appear as resonances in the invariant mass distribution of the decay products. Many searches for excited quarks have been performed in various decay channels [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , but no evidence of their existence has been found to date. This Letter presents the first search by the CMS experiment for a resonance peak in the γ + jet final state. The data set used in this study was collected in 2012 in proton-proton collisions at the CERN LHC at a center-of-mass energy of √ s = 8 TeV and corre-
The second-largest background is from quantum chromodynamics (QCD) dijet and multijet production, where one of the jets with high transverse momentum p jet T mimics an isolated photon. This background falls rapidly with the photon transverse momentum p γ T as compared to the γ + jet background. The electroweak production of W/Z + γ would yield similar final states, but owing to their small cross section, these backgrounds are negligible.
CMS detector
The CMS experiment uses a right-handed coordinate system, with the origin at the nominal interaction point, the x axis pointing to the center of the LHC, the y axis pointing up (perpendicular to the LHC plane), and the z axis along the counterclockwise-beam direction. The polar angle θ is measured from the positive z axis and the azimuthal angle φ is measured in the x-y plane. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T.
Within the superconducting solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass/scintillator sampling hadron calorimeter (HCAL). The ECAL consists of nearly 76 000 crystals and provides coverage in pseudorapidity up to |η| < 1.48 in the barrel region and 1.48 < |η| < 3.0 in the two endcap regions, where pseudorapidity is defined as η = − ln[tan(θ/2)]. Each crystal subtends an area of 0.0174 × 0.0174 in the η-φ plane in the barrel region.
In the region |η| < 1.74, the HCAL cells have widths of 0.087 in pseudorapidity and 0.087 in azimuth. In the η-φ plane, and for |η| < 1.48, the HCAL cells map on to 5 × 5 ECAL crystals arrays to form calorimeter towers projecting radially outwards from close to the nominal interaction point. At larger values of |η|, the size of the towers increases and the matching ECAL arrays contain fewer crystals. A detailed description of the CMS detector can be found elsewhere [14] .
The CMS experiment uses a two-tier trigger system consisting of the first-level (L1) trigger and High Level Trigger (HLT). The L1 trigger, which is comprised of custom electronics, reduces the readout rate from the bunch crossing frequency of approximately 20 MHz to below 100 kHz. The HLT is a software-based trigger system that makes use of information from all sub-detectors, including the tracker, to further decrease the event rate to about 400 Hz. Only those events passing the L1 trigger are considered by the HLT. In the HLT the photon trigger uses the same clustering algorithms as are used by the offline photon reconstruction. Events used in this analysis passed a trigger that required at least one photon with transverse energy greater than 150 GeV. The trigger is fully efficient for offline reconstructed photons with p T greater than 170 GeV.
Event selection
Each event is required to have at least one primary vertex reconstructed within |z| < 24 cm from the center of the detector and with a transverse distance less than 2 cm from the z-axis. The event reconstruction is performed using a particle-flow algorithm [15, 16] , which reconstructs and identifies individual particles using an optimized combination of information from all subdetectors. Photons are identified as energy clusters in the ECAL. These energy clusters are merged to form superclusters that are 5 crystals wide in η, centered around the most energetic crystal, and have a variable width in φ. The energy of charged hadrons is determined from a combination of the track momentum and the corresponding ECAL and HCAL energy, corrected for the combined response function of the calorimeters. The energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies. For each event, hadronic jets are formed from these reconstructed particles with the infrared-and collinear-safe anti-k T algorithm [17] , using a distance parameter R = 0.5, where R = ( η) 2 + ( φ) 2 and η and φ are the pseudorapidity and azimuthal angle difference between the jet axis and the particle direction. Jet energy corrections are applied to every jet to establish a uniform calorimetric response in η and a more precise absolute response in p jet T . Jet energy scale (JES) corrections are derived from Monte Carlo (MC) simulations, and a residual correction is derived from data [18] .
Events are required to have at least one photon in the barrel region that has p γ T > 170 GeV. Photons (which can include those from π 0 decays or from electron bremsstrahlung) are identified as objects associated with ECAL energy clusters not linked to the extrapolation of any charged-particle trajectory to the ECAL. They are further required to have an ECAL shower energy profile consistent with that of a photon. The photon with the highest p T (leading) in the event is selected as the photon candidate. The photon candidates must also satisfy the following isolation criteria: (a) the energy deposited in the single HCAL tower closest to the su- , caused by isolated large noise in the detector could be reconstructed as photon candidates. A selection is therefore applied on the shower shape variables to largely remove such photon candidates from the event. In addition, to reduce the anomalous calorimeter noise signals [21], the ECAL crystals with energy greater than 1 GeV are required to be within a 5 ns window relative to the supercluster time.
The leading jet separated from the photon candidate by R > 0.5 and satisfying particle flow based jet identification criteria [22] is selected as the jet candidate. The jet identification criteria include requirements on the number of constituents and on the fraction of the jet energy held by each constituent type. The jet candidate is required to be within the pseudorapidity region |η jet | < 3.0 and must have a transverse momentum p jet T > 170 GeV. The invariant mass of γ + jet is calculated using the leading photon and jet candidates and is given by
where E and p denote the energy and momentum, respectively, of the photon and of the jet. The production of excited quarks via the expected s-channel process would result in an isotropic distribution of final-state objects. All backgrounds are produced predominantly through tchannel processes and have an angular distribution that is strongly peaked in the forward or backward direction. Therefore, to reduce these backgrounds while retaining high signal acceptance, the leading photon and jet candidates are required to satisfy [32] . The result of the fit to the data using the background parameterization of Eq. (2) is shown with the dotted green curve. The bin-by-bin fit residuals, (Data-Fit) divided by the statistical uncertainty in the data (σ Data ), are shown at the bottom. The bin-widths used reflect the expected mass resolution. Mass distributions for three sample signal values (mass and couplings) are also shown. sensitivity. A selection on the mass, M γ ,jet > 560 GeV, is applied to avoid the kinematical turn-on region associated with the various selection requirements.
Resonance shape and background fit
The invariant mass distributions of the γ + jet events in the collected data and for simulated events, after applying all the selections, are shown in Fig. 1 . The γ + jet and dijet MC predictions are generated using pythia 6.426 [23] , based on a LO calculation, while the electroweak backgrounds are taken from the Madgraph [24] event generator. The underlying event tune Z2 [25, 26] and the CTEQ6L1 [27, 28] parton distribution functions (PDFs) are used. The generated events are processed with a full detector simulation based on Geant4 [29] and the same event reconstruction package as used for data. The MC prediction is normalized to the integrated luminosity of the data sample. A K-factor of 1.3 [30, 31] is used to scale the pythia γ + jet and dijet predictions to account for the next-to-leading-order contributions. A correction factor of 0.95 is applied to account for an observed difference in the efficiencies of the photon identification requirements in data and MC simulation. After the full selection is applied, it is estimated that SM γ + jet production accounts for 80.5% of the total background, 18.5% comes from dijets, while electroweak background contributes 1.0%.
The background-only MC simulation, while not used to obtain the analysis results, is seen in Fig. 1 to describe the data well, both in shape and yield. The mass distributions of both simulations and data, shown in Fig. 1 , are plotted in bins of width equal to the expected mass resolution, which varies from 4.5% at 1 TeV to 3% at 3 TeV. The highest mass event observed in data is at 2.9 TeV.
The expected signal from excited quarks produced via qg fusion is simulated using the LO calculation available in pythia 6.426. The signal mass distributions for three q values after full reconstruction and selection are shown in Fig. 1 . The same underlying event tunes of Z2 and CTEQ6L1 PDF are used as for the background MC events. Two different coupling scenarios, f = 1.0 and 0.5 are considered. The cross section scales as f 2 and the natural width of the resonance peak can be approximated as ∼0.04 f 2 M q , although the observed width is dominated by the experimental γ + jet mass resolution and is therefore independent of f for f ≤ 1.
As described in the following section, the analysis compares the observed data with a background determined from an analytic fit to the data plus the possible presence of a signal. The modeling of the SM photon and jet background mass distribution is based on the parameterization:
where √ s = 8 TeV, and P 0 , P 1 , P 2 , and P 3 are the four parameters used to describe the background. This functional form has been widely used in similar previous searches [9, [11] [12] [13] . It is motivated by the functional form of QCD, with a term in the numerator that mimics the mass dependence of parton distributions, and a term in the denominator that mimics the mass dependence of the QCD matrix element. The parameterization in Eq. (2) gives a good description of both the simulated background distribution and the observed data, as may be seen in Fig. 1 . The resulting fit to the data after final selection, shown in Fig. 1 , has a χ 2 of 20.57 for 34 degrees of freedom. The residual difference between data and fit for each mass bin is shown at the bottom of Fig. 1 . No significant differences between the data and the background-only fit are observed.
Results
A Bayesian formalism [4] using a binned likelihood with a uniform prior for the signal cross section is used for estimating the upper limit on the cross section. The data are fit to the background function given by Eq. (2) plus the signal line shape from MC simulation, with the signal cross section treated as a free parameter. The resulting fit function with the signal cross section set to zero is used as the background hypothesis. Log-normal prior distribution functions are used to model the systematic uncertainties which are treated as nuisance parameters in the limit setting procedure. For each resonance mass ranging from 0.7 TeV to 4.4 TeV in steps of 0.1 TeV, the posterior probability density is calculated as a function of signal cross section. Finally, the 95% confidence level (CL) upper limit is calculated from the posterior probability density at each mass point.
The accounted systematic uncertainties include jet energy resolution (JER) (10%) [18], photon energy resolution (PER) (0.5%) [33] , jet energy scale (JES) (1.0-1.4%) [18], photon energy scale (PES) (1.5%) [33, 34] , and uncertainty in the integrated luminosity (2.6%) [35] . The systematic uncertainty associated with JER and PER translate into a 5% relative uncertainty in the mass resolution, which is propagated into the result by increasing and decreasing the width of the reconstructed mass shape of signal. The effects of JES and PES uncertainties are estimated to be 0.5-0.7% (as a function of γ + jet mass) and 0.7%, respectively. These uncertainties are accounted for by shifting the reconstructed signal mass by 1%. The uncertainty in the integrated luminosity is included to account for the uncertainty in the normalization of the signal. A systematic uncertainty of 4% in the acceptance × efficiency ( A × ) derived from the uncertainties in the measurement of correction factors is also included. A signal uncertainty of 0.3% is estimated from the pileup modeling in simulation. Theoretical uncertainties are also considered for the signal samples and include uncertainties based on differences stemming from the choice of PDF and the factorization and renormalization scales. The systematic uncertainty from the choice of PDF for different signal resonance masses is estimated according to the PDF4LHC recommendations [36-38]. The Table 1 The expected and observed 95% CL upper limits on σ × B for the production of excited quarks in the γ + jet final state, assuming a coupling strength f = 1.0. The systematic uncertainties in JER, PER, JES, PES, FSR, in the correction factors, and in the integrated luminosity are used in the limit setting procedure as nuisance parameters and affect only the signal. The effect on the signal shape of systematic uncertainty associated with the pileup correction is negligible. The statistical uncertainty in the fit prediction is estimated to be 1% at 1 TeV and 30% at 3 TeV. This uncertainty is estimated by interpreting the number of observed events in each bin as the mean of a Poisson distribution, which is randomly sampled to generate new pseudo-data. The pseudo-data are fit using the parameterization given in Eq. (2). This procedure is repeated many times and the fit uncertainty is taken as the maximal deviation observed from the nominal fit. For the background shape uncertainty, the background parameters are marginalized with a flat prior. The effect of these systematic uncertainties is small in the region of high masses, relevant to the estimation of the lower bound on M q . Thus the extracted limits are robust.
The 95% CL upper limit on σ × B as a function of M q is listed in Table 1 and shown in Fig. 2 . For signal, A × is found to range from 54 to 57% for q masses from 1 to 4 TeV. The observed limits are found to be consistent with those expected in the absence of a signal. These limits are evaluated up to a q mass of 4.4 TeV, since at higher values of M q , off-shell production dominates, thus reducing the sensitivity of the search. This behavior agrees with that reported in [13] .
The observed limits are compared to the LO theoretical predictions, shown in Fig. 2 for f = 1.0 and 0.5, to estimate the lower For the first time at the LHC, the sensitivity of the search has also been investigated for coupling strengths less than unity, as shown in Fig. 3 . Excited quarks with masses in the range 0.7 < M q < 2.9 TeV are excluded for f = 0.5. Furthermore, excited quark masses in the range 0.7 < M q < 1.0 TeV are excluded for couplings as low as f = 0.06. 
