Artificial Neural Network (ANN) which is designed to mimic the human brain have been used in the literature for identifying variable(s) that is(are) responsible for out-ofcontrol signal and the training algorithms have played a significant role in the identification of the aberrant variable(s). In this paper the effect of three algorithms in the training of ANN for pattern recognition of bivariate process is studied. Situations in which the algorithms performed satisfactorily with respect to recognition accuracy (in percentages), epochs and MSE were identified. The result of study shows that the Levenberg-Marquardt (trainlm) is the best algorithm for pattern recognition of bivariate manufacturing process in terms of recognition accuracy and the resilient backpropagation (trainrp) is best in terms of speed and mean square error performance.
INTRODUCTION
Many of the activities associated with the manufacturing process possess more than one quality variables which are usually correlated. Monitoring and controlling these quality characteristics using the traditional Shewhart univariate control charts would be ineffective for controlling the process as it ignores the correlation between the variables. To help overcome the problem, [14] first developed the multivariate control chart based on the T 2 statistics for the monitoring of process with more than one quality characteristics. The Multivariate control chart developed capitalizes on the relationship that typically exists between variables which are usually correlated. Later, some other control charts to handle multivariate processes were proposed which include Hotelling's T 2 control chart [14] ; MEWMA chart [16] , [22] and MCUSUM charts [7] , [13] and [24] . The problem with the multivariate control charts is that they always have difficulties in determining which variable or set of variables is responsible for the signal when the process is out of control. As a result different methods for the detection of the out-ofcontrol variables was developed to help identify aberrant variables; unfortunately, some of these methods still have some disadvantages in certain situations as discussed by [2] , [4] , [17] - [19] .
Artificial Neural Network(ANN), one of the Artificial Intelligence (AI) tools in pattern recognition designed to mimic the human brain have proven to be an efficient alternative to the traditional methods of identifying aberrant variable in a multivariate process environment [6] , [10] , [20] . ANN consists of a set of computational units called neurons or nodes and a set of weighted, directed connections between these nodes. These variable weights connect nodes both in parallel and in sequence. The weights of the connections determine the strength of the influence that one node has on the other nodes.
The Artificial Neural Network is built with a systematic stepby-step procedure to optimize a performance criterion or to follow some implicit internal constraint, which is commonly referred to as the learning rule or process. The learning process involves updating network architecture and connection weights so that a network can efficiently perform a specific recognition task. In artificial neural networks, the designer chooses the network topology, the performance function, the learning rule and the training algorithms, and the criterion to stop the training phase, but the system automatically adjusts the parameters.
Studies have shown that the most commonly used family of ANN for pattern recognition is the Feedforward Multilayer Perceptron (FFMLP) network [3], [20] . The FFMLP is an artificial neural network that performs nonlinear task and has three layers: input layer, one or more hidden layers and one output layer. The input layer nodes are unique in that their sole purpose is to distribute the input information to the next processing layer. The hidden layer nodes process all incoming signals by applying factors to them (termed weights) and the task of the output layer is to determine the patterns. Connections exist between the nodes of adjacent layers to relay the output signals from one layer to the next. Fully connected networks occur when all nodes in each layer receive connections from all nodes in each preceding layer. Information enters a network through the nodes of the input layer. Each layer also has an additional element called a bias node. Bias nodes simply output a bias signal to the nodes of the current layer All inputs to a node are weighted, combined and then processed through a transfer function that controls the strength of the signal relayed through the node's output connections. These transfer functions set the output signal strength between -1 and +1 and also between 0 and 1 depending on the particular transfer function. The commonly used transfer functions are the hyperbolic tangent function and the sigmoid function. The functions are selectable on a layer-by-layer basis and networks can be created that incorporate multiple types.
In this paper the effect of three training algorithms namely Levenberg-Marquardt, Resilient back-propagation and QuasiNewton algorithms on the performance of ANN models for pattern recognition of bivariate process is investigated and situations in which the algorithms performed satisfactorily with respect to recognition accuracy, epochs and MSE for varying number of nodes in the hidden layer chosen empirically between 10 and 20 were identified.
NEURAL NETWORK TRAINING ALGORITHMS
Three ANN training algorithms namely resilient backpropagation (trainrp), Quasi-Newton (trainbfg) and Levenberg-Marquardt (trainlm) are used and the output of the network is compared with a pre-specified target output in an attempt to minimize the differences between the network actual output and target output by adjusting the weights and biases. This is with a view of obtaining the best algorithm that produces ANN with high recognition accuracy, least global error, E and faster training for the pattern recognition of bivariate manufacturing process. The global error E is defined as where is the target output and is the actual output
Resilient backpropagation
Riedmiller [23] proposed the resilient backpropagation (trainrp) training algorithm to eliminate the effects of the magnitudes of the partial derivatives. In the trainrp, only the sign of the derivative is used to determine the direction of the weight update; the magnitude of the derivative has no effect on the weight update. The size of the weight change is determined by a separate update value. The performances however degrades as the error goal is reduced.
Quasi-Newton Algorithm
Dennis and Schnabel [9] proposed the Quasi-Newton (trainbfg) as improvement to the Newton's algorithm for fast optimization as it often converges faster than conjugate gradient algorithm. The basic step function of the Newton algorithm was given as where is the weight update at time k+1
is the weight at current time k is the Hessian matrix defined as is gradient component defined as the first-order derivative of total error function given as Unfortunately, it is complex and expensive to compute the Hessian matrix of the Newton's method for feedforward neural networks particularly its exact value. Therefore, the Quasi-Newton (trainbfg) which doesn't require calculation of the Hessian matrix of second derivatives of the Newton method but consider at each iteration an approximation of the Hessian matrix specified by gradient evaluations that is suitably updated at each iteration of the algorithm was proposed by [9] . The update is computed as a function of the gradient.
Levenberg-Marquardt Algorithm
The Levenberg-Marquardt (trainlm) algorithm [12] provides a numerical solution to the problem of minimizing a function (generally nonlinear) over a space of parameters of the function. It is fast and has stable convergence. The Levenberg-Marquardt algorithm blends the steepest descent method and the Gauss-Newton algorithm as it inherits the speed of the Gauss-Newton and stability of the steepest descent method. It was designed to approach second-order training speed without having to compute the Hessian matrix. [11] .
When the performance function has the form of a sum of squares, the Hessian matrix, H, can be approximated as with the introduction of the Jacobian matrix and the gradient can be computed as where J is the Jacobian matrix that contains first derivatives of the network errors with respect to the weights and biases and e is a vector of network errors. When training with the LevenbergMarquardt algorithm, it uses the approximation to the Hessian matrix in the following Newton-like update:
MATERIALS AND METHODS

A. Generation of Input Dataset
To perform a thorough pattern recognition study through training, validation and testing of the ANN model using the training algorithms required large multivariate correlated samples which ideally ought to be collected from real-world manufacturing process environment. Only when the ANN model is trained through suitable and appropriate dataset and algorithm can it acquire the ability to recognize the patterns of process mean vector. However, since they are not economically available simulation is an effective and useful alternative for generating dataset to identify normal/abnormal patterns in a manufacturing process environment.
[1] investigated the use of different percentages of dataset allocation into training, validation and testing on the performance of ANN in pattern recognition of bivariate process and simulates the dataset from bivariate normal distribution when the variables are correlated. This approach is used in this paper.
Let
denote the bivariate normal distribution with mean and variance-covariance matrix where =1, for all i and = for all where is the correlation value between the two variables in each pattern. The in-control mean is assumed to be a zero vector. The variance-covariance matrix is assumed to be scaled so as to have unit variance for all components and we restrict our work to the shift in mean vector only. A small shift size is assigned to the shift magnitude. The data matrix for two process variables based on samples of 450 observations is generated for shift in the mean vector.
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B. Design of Artificial Neural Network Model
The feedforward multilayer perceptron neural network (FFMLP) model which consists of one input layer, one hidden layer and one output layer was chosen as the model of interest. Figure 1 shows a FFMLP neural network model. Before this model can be put into application, it needs to be trained and tested. Supervised training approach was adopted for training the neural network. The raw data generated for each of the patterns were allocated into 80% (training), 10% (validation) and 10% (testing) and presented to the FFMLP network. The number of nodes in the input layer is the number of variables in the multivariate process i.e. p=2. Three output nodes are used in the output layer which is the number of classes. Also, the number of nodes in the hidden layer were selected empirically by varying the number of nodes between 10 and 20 for each of the training algorithm after trying various network structures since there is no reliable method for systematically determining them ([3], [5] , [8] . All the network models for training have the same architecture and same dataset allocation.
Input layer .......
Hidden layer
Output layer 
C. Neural Network Training
A set of 450 sample patterns are generated from the bivariate normal distribution and allocated into training, validation and testing dataset. The dataset are then randomized to avoid bias in the order of presentation to the ANN. During learning, a training data set (360 patterns) was used for weight updating, (45 patterns) for validating the network to avoid overfitting and (45 patterns) as test set for evaluating the generalization performance of the trained network to new data not seen before. The training of the network continues until one of the stopping criteria was satisfied: The performance error goal was achieved, that is, the mean square error gets sufficiently close to zero and/or the maximum allowable number of epochs was met.
MATLAB M-files programming codes were written using the MATLAB Neural network toolbox software for the three selected training algorithms. The transfer functions used are the hyperbolic tangent function for the hidden nodes which transforms the layer inputs to output range from -1 to +1 and the sigmoid function for the output nodes that transforms the layer inputs to output range from 0 to 1 [8] . The maximum allowable number of epoch was 5000 and the performance error goal was set at while other parameters were kept constant when training for varying number of hidden nodes for the dataset of individual network.
RESULTS AND DISCUSSION
After the network have been trained using the training set and appropriate weights for the difference between the target and actual output of the network model was obtained and saved. The trained neural network was used to test the performance of the network on test dataset of 45 patterns. The testing results of the networks in which the recognition accuracy, mean square error and number of iterations (epoch) for the effect of training algorithms on the performance of the ANN model are given in Tables 1, 2 and 3. The overall recognition accuracy for the three algorithms is shown in Table 4 . Similarly, the number of nodes in the hidden layer that gave the lowest mean square error was determined for each network When the resilient backpropagation was used in the training of the network, the entire model except ANN model 2-18-3 met the error goal criterion. Also, the best node in the hidden layer was found to be 16. The number of epochs when compared to other algorithms is consistently low for nodes less than 17 in the hidden layer and the speed is found to be generally the fastest. In the case of the Levenberg-Marquardt algorithm, the entire ANN model met the error goal criterion and gives small epoch indicating that the speed seem to be faster but in comparison with the resilient backpropagation the speed of the resilient backpropagation is generally observed to be faster than the other algorithms. The best node in the hidden layer is observed to be 17. In Figure 1 , it is obviously seen that Levenberg-Marquardt algorithm gives better recognition accuracy for most of the neural network model and has the highest recognition accuracy indicating that the performance of the Levenberg-Marquardt algorithm is better than resilient backpropagation and Quasi-Newton algorithm in terms of recognition accuracy. Similarly, the Levenberg-Marquardt consistently gives the least mean square error in almost all the neural network architecture trained with the three algorithms as observed in Figure 2 .
The speed of Quasi-Newton is found to be slower taken more than 20 epochs in training of ANN in most of the cases when compared with the other algorithms. Similarly, two of the ANN models do not meet the error goal criterion, though the recognition accuracy was observed to be good. Comparing the three algorithms in terms of the parametersnumber of epochs, recognition accuracy and mean square performance, the Levenberg-Marquardt algorithm is found to be better than Quasi-Newton and resilient backpropagation algorithm in recognition accuracy while resilient backpropagation is better in speed of convergence and mean square error. 
CONCLUSION
The objective of the study was to evaluate the performance of the algorithms with the best architecture for pattern recognition of bivariate process. The FFMLP network was used because it has been proven to be good for pattern recognition. Three training algorithms namely Resilient Backpropagation (trainrp), Quasi-Newton Algorithms (trainbfg) and Levenberg-Marquardt (trainlm) are studied with respect to MSE, epochs and recognition accuracy since they provide reasonable good performance and consistent results in terms of mean square error. However, the performance of trainlm is identified to be the best algorithm for pattern recognition of bivariate manufacturing process in terms of recognition accuracy and the trainrp is better in terms of speed and mean square error performance 
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