ABSTRACT Breast cancer is one of the most common cancers diagnosed in women. For preventive diagnosis, feature selection is an essential step to construct the breast cancer classifier. The features of a real breast cancer dataset are usually composed of discrete and continuous ones. Also, the Area Under the Curve (AUC) of the receiver operating characteristic receives more attention in such a medical field. The existing research work is insufficient to take into account both the hybrid trait of the features and the specific classification objective. We have proposed a wrapper method, i.e., a integrated framework in which Bayesian classifiers are embedded for the feature selection of breast cancer datasets. To deal with both the discrete features and the continuous features, we adopt the naive approach for the discrete features but the kernel probability density estimation for the continuous ones, respectively, which leads to feature-type-aware hybrid Bayesian classifiers. All the classifiers are fed with different feature subsets and evaluated by their AUC metrics as the fitness indexes. Thus, with the genetic algorithm, we can obtain a near optimal feature subset, which yields a good AUC metric with its corresponding classifiers. Moreover, the one-class F-score is used to help enhance the convergence of the algorithm. Experiments are done both with the continuous Wisconsin diagnostic breast cancer dataset and the real breast cancer dataset for Chinese women. The results prove that the proposed wrapper is feasible, accurate and efficient, compared with the related genetic algorithm based approaches.
roughly divided into two types, filter methods and wrapper methods.
The GA-based filter methods usually adopt a criterion independent of the classifier to guide the evolution of the GAs. Various criteria are presented, such as the Fisher Criterion [13] , the Mutual Information (MI) [14] and the correlation between the features [15] . The GA-based filter methods are very fast by only taking into account the nature of the features. The quality of the solution, however, is not guaranteed since the accuracy of the breast cancer diagnosis is determined by not only the selected feature subset but also the classifier. The filter-based algorithms mainly pay attention to the characteristics of the features but ignore the performance of the classifier.
The GA-based wrapper methods usually adopt the output results of the classifiers as the fitness functions. Various classifiers have been used in breast cancer diagnosis, such as Support Vector Machines (SVM) [16] , [17] , Artificial Neural Network (ANN) [18] , Particle Swarm optimization algorithm based classifier (PS-classifier) [19] and Rotation Forest (RF) [20] . The GA-based wrappers can reflect the accuracy of the breast cancer diagnosis due to the consideration of the classification process. The existing wrapper methods mainly use the balanced datasets, e.g., the Wisconsin Breast Cancer Database (WBCD) from the UCI Machine Learning Repository, one of the most common datasets, consisting of 458 healthy samples and 241 samples with breast cancers. However, the real datasets about the breast cancer are extremely unbalanced because the number of the women with breast cancers accounts for only about 0.3% of the total number of women. Moreover, the fitness functions of the existing GA-based wrappers merely consider the accuracy of the classifiers, e.g., the misclassified probability. In this way, some special characteristics which can influence the minority class of the real lopsided datasets cannot be fully reflected. In the medical field, various metrics have been proposed to evaluate the accuracy of the breast cancer diagnosis, such as the specificity, the Area Under the Curve (AUC) of the Receiver Operating Characteristic (ROC) curve [21] , [22] . In addition, the classification models with strong interpretability can help doctors diagnose the breast cancers more accurately combined with their professional knowledge and experience. Whereas, the existing GA-based wrappers are mainly learning algorithms which have more to do with the data process in a black box or at least a gray box but neglect the internal structures of the models.
In order to explain the internal structures of the classifiers clearly, many researchers have proposed Bayesian classifiers to diagnose the breast cancer. Bayesian classifiers are a family of the probabilistic classifiers based on Bayes' theorem with strong independence assumptions among the features [23] . Such classifiers provide a closed-form solution to the classified results and thus have strong interpretability. Various Bayesian classifiers have been studied to diagnose the breast cancer [24] [25] [26] [27] [28] [29] . Generally, the features can be classified into the nominal features, the ordinal features, the interval features and the ratio features, and there is no relevance between the accessible values of the nominal features, i.e., the discrete features [30] . The existing classifiers for breast cancer diagnosis ignore the mutual influence among the accessible values of the continuous features, e.g., the ordinal features, the interval features and the ratio features. Therefore, the classification results are possibly inaccurate. In other fields, some researchers have proposed Bayesian classifiers which can deal with the continuous features by utilizing the kernel functions [31] , [32] .
In this paper, we propose a Bayesian classifier-embedded Integrated Generic-driven Framework for feature selection based on Kernel probability density estimation (BIG-F). Our contribution mainly lies in three aspects: First, we utilize the kernel-based Bayesian classifier with a closed-form interpretable solution to handle both the continuous features and the discrete features for the sake of the accuracy. Second, we apply one of the most typical metrics, say AUC, as the fitness function to fully reflect the integral accuracy and the diagnosis performance of the extremely lopsided and huge real data collected from epidemiological survey in the breast cancer diagnosis. Third, in order to achieve the fast convergence, we use the one-class F-score [33] , which is an improved version of the multi-class F-score, one of the most typical metrics in filter methods, to induce the population initialization, the crossover operation and the mutation operation in the GA. We testify the feasibility, the accuracy and the efficiency of the proposed BIG-F algorithm by using the Wisconsin Diagnostic Breast Cancer (WDBC) dataset and the extremely lopsided and huge real dataset collected in the epidemiological survey. Experimental results show that the proposed algorithm performs well in the feature selection of the breast cancer and is more efficient than the traditional GA-based approaches.
The rest of the paper is organized as follows. Section II discusses the related works on feature selection. Section III introduces the system model and formulates the problem. Section IV proposes the BIG-F algorithm. Section V and VI show the experiments and discuss the results. Finally Section VII concludes this paper.
II. RELATED WORKS
Researchers have proposed two kinds of feature selection methods with GAs for the breast cancer diagnosis, i.e., filter methods and wrapper methods.
Filter methods are general preprocessing algorithms, independent of the choice of the classifier to be used. Guo and Nandi [13] proposed a GA to diagnose the breast cancer, and the fitness function were built with the original Fisher criterion, the alternative Fisher criterion and the modified Fisher criterion. Alzubaidi et al. [14] combined the GA with one of the most typical criteria, mutual information, in filter methods for selecting the best subset of features. Turabieh et al. [15] created a formula which correlated with the dependency of the features, the number of the features and the number of the selected significant features as the fitness function. Filter methods are relatively computationally cheap since they do not involve the induction algorithm.
On the contrary, wrapper methods use the classifier to evaluate the feature subsets. The fitness functions of GAs often focus on the accuracy of the classifier. Huang and Wang [16] proposed a GA-based approach and its fitness function was the accuracy of the SVM classifier. Zhao et al. [17] used the accuracy of the SVM classifier and the feature cost as the fitness function of the GA. Ahmad et al. [18] presented an automatic breast cancer diagnosis technique based on GA and ANN classifier. Authors used the reciprocal of the error in ANN classifier as the fitness function to testify the feasibility of the algorithm. Aalaei et al. [19] diagnosed the breast cancer by the GA and the PS-classifier, and regarded the number of the misclassified data points after the classifier as the fitness function. Aličković and Subasi [20] extracted some informative and significant features by GA, and the fitness function was determined by the results of the RF classifier. However, the existing GA-based wrappers mainly use the balanced dataset and neglect the unbalanced characteristic of the real dataset, which leads to inaccuracy. Besides, the existing algorithms cannot fully interpret the classification process, which is not beneficial to doctors' guiding the diagnosis with their professional experience.
In order to fully interpret the whole process of the classification model, many Bayesian classifiers have been proposed, which can directly provide a closed-form solution to the classified results. Karegowda et al. [29] used the GA to select the feature subset and adopted the naive Bayes classifier to determine whether a patient had the breast cancer. Gevaert et al. [24] proposed a classifier based on the Bayesian networks to treat the clinical data and the microarray data equally. Soria et al. [25] used the naive Bayesian classifier to automatically select the useful features. Dumitru [26] also utilized the naive Bayesian classifier to support the computer-aided diagnosis with low computation cost and high efficiency. Karabatak [27] presented a new weighted naive Bayesian classifier to reinforce the effects of the crucial features, and the results showed that the classifier performed better than the traditional naive Bayesian classifier. Kharya and Soni [28] also produced a weighted naive Bayesian classifier based on the domain knowledge of the breast cancer classification. The existing classifiers for the breast cancer diagnosis, however, do not consider the continuity of the features. Thus, the results are usually inaccurate.
In other fields, some researchers have proposed the kernel-based Bayesian classifiers which can handle not only the continuous features but also the discrete features. John and Langley [31] modified the conditional probability of continuous attributes by kernel function and used eleven databases from the UCI machine learning repository to testify the accuracy. Van Gestel et al. [32] proposed a Bayesian classifier based on kernel function for financial distress detection.
III. SYSTEM FRAMEWORK AND PROBLEM FORMULATION
In this section, we will propose an integrated feature selection framework and introduce the Bayesian classifier, the AUC metric and the optimization problem.
A. FEATURE SELECTION FRAMEWORK
Here, we present a Bayesian classifier-embedded integrated genetic-driven framework based on kernel probability density estimation to obtain a feature subset from some candidate features, depicted in Fig. 1 . The work flow of the proposed framework can be described in the following steps.
First, we initialize a population for the GA guided by the one-class F-scores of the features. Second, we calculate the AUC values by the classifiers related to all individuals. Here, the AUC metric is one of the most typical metrics to reveal the extremely lopsided breast cancer dataset and the classifiers are based on the Bayesian classification. Particularly, The continuous features are processed with kernel function estimation. Third, inspired by the one-class F-scores of all features and based on the AUC values of all individuals, we design the selection operation, the crossover operation and the mutation operation in the proposed GA, which enhance the performance of the algorithm. 
where
and
The conditional probabilities of the discrete features can be calculated by
Based on the kernel estimation, the conditional probabilities of the continuous features can be given by
where F i is an infinitesimal. Here, the kernel function used in this paper is the gaussian type, denoted as
The bandwidth h i can be estimated by
C. THE METRIC OF AUC
In the breast cancer diagnosis, the AUC is the most common metric to evaluate the framework performance. Assume that the positive samples are the ones with the breast cancers and the negative samples are healthy. The predicted state sets for the positive samples and for the negative samples can be described as 1(Y te k = 0). The metric AUC refers to the probability that the instance ''a sample has breast cancer'' ranks higher than instance ''a sample is healthy'' [34] , given by
Higher AUC indicates better feature subset performance.
D. PROBLEM FORMULATION
Not all candidate features are closely related to the breast cancer. Thus, we need to select the most relevant features to help simplify the diagnosis process. Therefore, the goal is to obtain a subset of select features F select with the maximal AUC. The optimization problem is formulated as
Such a feature selection for the breast cancer diagnosis is a typical problem of combinatorial optimization.
IV. BAYESIAN CLASSIFIER-EMBEDDED INTEGRATED GENERIC-DRIVEN FRAMEWORK BASED ON KERNEL PROBABILITY DENSITY ESTIMATION
In this section, we will introduce the gene, the individual and the population in the GA firstly. Then, we will present the calculation process of the one-class F-score values of all features. Moreover, we will describe the selection operation, the crossover operation and the mutation operation in the GA and propose the BIG-F algorithm.
A. GENE, INDIVIDUAL AND POPULATION
First, we will introduce the gene, the individual and the population of the proposed GA in the frame work. The gene here is the index of a selected candidate feature. The individual here is a set of such indexes to represent a subset of the candidate feature set, denoted by
where G i is the gene and M s is the number of the selected features. Thus, the subset of the selected features can be expressed as
An example of the individual and the selected feature subset is shown in Fig. 2 . A population is a collection of individuals, i.e., a set of feasible solutions to the optimization problem. Let the population set be P = {I 1 , I 2 , . . . , I N Pop } where N Pop is the number of the individuals. Larger individual number N Pop indicates higher algorithm complexity of each iteration.
B. ONE-CLASS F-SCORE
We also need to compute the one-class F-score values of all features, another typical metric to evaluate how good the feature is, to further guide the population initialization, the crossover operation and the mutation operation in the GA, which will be discussed thereinafter. Since the dataset of the breast cancer is extremely lopsided, we need to pay more attention to the minority class, i.e., the samples with the breast cancers. Thus, we adopt the one-class F-score instead of the original F-score to handle the lopsided data.
Denote } for simplicity. Then, the positive sample set and the negative sample set can be calculated by
Rewrite the set X +,i as {x 
VOLUME 7, 2019 FIGURE 3. Illustration of the selection probability.
The one-class F-score of feature F i can be calculated by
Note that higher F-score values indicate greater relevance of the corresponding features. We sort the one-class F-score values in descending order, and the corresponding features are reassigned according to the sorted sequence. Denote the one-class F-score set as f one = {f one 1 , f one 2 , . . . , f one M }.
C. SELECTION, CROSSOVER AND MUTATION
Selection is an essential operation to improve the fitness function in each generation. There are typical selection methods such as roulette-wheel selection [35] , ranked-based roulette wheel selection [36] and tournament selection [37] . Here, the roulette-wheel selection is used. Denote selection probability of individual I m as
where minAUC is the minimal value of the set {AUC(I 1 ), AUC(I 2 ), . . . , AUC(I N pop )}. Note that 0
, . . . , P selection N Pop ≤ 1 and the illustration of the roulette-wheel is depicted in Fig. 3 .
Randomly generate a decimal n ranging from 0 to 1. If 0 ≤ n ≤ P selection 1 , add the individual I 1 into the new population set P New . If (if N Pop is odd) pairs. For each selected individual pair, randomly generate a decimal n ranging from 0 to 1. Denote the crossover probability as P crossover . If n ≤ P crossover , perform the following crossover operation. We sort the genes of the two individuals according to the one-class F-score indexes of their corresponding genes, or more precisely, the features, in descending order. For the individual with the small fitness value, i.e., the small AUC, we use the roulette wheel method to select a crossover point N crosspoint , or more precisely, a gene, according to the one-class F-score indexes. The crossover probability of the roulette wheel for gene G j in individual I m is given by
Index f one
is the gene G j in individual I m and the function Index(f ) returns the index of the one-class F-score value f . Then, exchange the genes G 1 , G 2 , . . . , G N cpoint of the two parent individuals. The illustration of the crossover operation is shown in Fig. 4 . Mutation is a genetic operator for maintaining the genetic diversity, in which some genes change randomly to generate new population. Besides, the mutation operation is also essential for avoiding the local optima. We use the roulette wheel method to select N Pop × P mutation individuals according to the selection probabilities P selection
For each selected individual, conduct the following mutation operation for M s × P mutation times. First, sort the genes of all individuals according to the one-class F-score indexes of their corresponding genes in descending order. Then, we use the roulette wheel method to select a mutation point N mutation according to the probabilities P Above all, we propose a BIG-F algorithm to select the features of the breast cancer diagnosis in Algorithm1. There are two terminating conditions: the best fitness value in population is greater than or equal to a specific threshold; the number of the generation reaches the predefined number.
V. EXPERIMENTS WITH WISCONSIN DIAGNOSTIC BREAST CANCER DATASET
In this section, we will testify the feasibility and the accuracy of the proposed BIG-F algorithm with the WDBC dataset.
A. WDBC DATASET
The WDBC dataset collected from the UCI machine learning repository is widely used in diagnosing the breast cancer as a benchmark dataset. The dataset consists 569 samples, i.e., patients, in which there are 357 healthy samples and 212 samples with breast cancers. In WDBC, there are 10 attributes which are computed from a digitized image of a fine needle aspirate of a breast mass that describes the characteristics of the cell nuclei present [38] . Each attribute consists of three metrics, i.e., the mean value, the standard error and the maximum of the attributes. Thus, the WDBC dataset includes 10 × 3 = 30 features in the breast cancer diagnosis.
B. EVALUATIVE METRICS
In statistical hypothesis testing, True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) are four metrics to imply the classification performance. Add individual I m to set P New . for p ← 1, N pair do 12: Randomly generate a decimal 0 ≤ n ≤ 1.
Algorithm 1 BIG-F Algorithm

13:
Sort the two individuals according to the one-class F-score indexes in descending order. 14: if n ≤ P crossover then 15: For the individual I m with the small AUC, calculate P Exchange the genes 1 to N crosspoint of the individual pair. 18: end if 19: end for 20: for p ← 1, N Pop × P mutation do Mutation for q ← 1, M s × P mutation do 24: Sort the genes according to Index(f one I m ← {} 8: while |I m | ≤ M s do 9: Calculate the index N ini based on the roulette wheel selection algorithm according to the P 1 , . . . , P M in Algorithm 3.
10:
Add the gene G F N ini into the set I m .
11:
end while 12: end for 13 :
if n ∈ (P j , P j + 1] then 7: index ← j 8: end if 9 : end for For example, the term FP refers to a situation where the sample is not with the breast cancer, while the estimated outcome is opposite in the breast cancer diagnosis. The other terms are similarly defined. The expressions of TP, TN, FP, FN are given by
Sensitivity, also called the true positive rate, measures the proportion of people with breast cancers who are correctly identified as having such condition, given by
Higher sensitivity indicates less possibility of the missed diagnosis. Specificity, also called the true negative rate, implies the percentage of healthy people who are correctly identified as not having the breast cancer, which is calculated by
Specificity reflects the ability of correctly excluding a disease. Thus, higher specificity leads to more accurate classification. Accuracy refers to the ratio of the number of the samples which are correctly classified to the total number of the samples, given by
C. FEASIBILITY AND ACCURACY OF THE ALGORITHM
In order to testify the feasibility and accuracy of the proposed algorithm, we first calculate the traditional Bayesian classifier-based Genetic algorithm (BG) and the confusion matrix of the proposed BIG-F algorithm, depicted in Table 1 . The metrics TP, TN , FP and FN with the BG algorithm are 60, 72, 33 and 6, respectively, and those with the BIG-F algorithm are 66, 105, 0 and 5, respectively. Apparently, the TP and TN of the BIG-F algorithm are both larger than those of the BG algorithm, which means larger probabilities of the correct classifications. Therefore, the proposed BIG-F algorithm performs better in the breast cancer diagnosis and is more accurate than the traditional BG algorithm. Then, we calculate the sensitivity Se, the specificity Sp, the accuracy Acc and the AUC to further prove the feasibility and the accuracy of the proposed BIG-F algorithm. The metrics Se, Sp, Acc and AUC of the BG algorithm are 0.909, 0.686, 0.772 and 0.873 respectively, and those of the BIG-F algorithm are 0.924, 1.000, 0.971 and 0.994 respectively. We can conclude that all the metrics of the BIG-F algorithm are more ideal for breast cancer diagnosis and higher than the BG algorithm, which indicates that the proposed BIG-F algorithm is valid and accurate.
Moreover, we compare the AUC, the accuracy Acc and the number of the selected features with some existing algorithms to demonstrate the accuracy, shown in Table 3 . Note that TABLE 2. The sensitivity, the specificity, the accuracy and the AUC of the BG and the BIG-F algorithms. the methods listed in Table 3 also use the WDBC dataset. Thus, the performance of the proposed BIG-F algorithm has comparability with the listed methods. It is obvious that the AUC of the proposed BIG-F algorithm is larger than the other algorithms. Even though the accuracy and the feature numbers of other algorithms may be better than the BIG-F algorithm, the proposed algorithm balances the accuracy and the feature number, thus performing better in the breast cancer diagnosis.
VI. EXPERIMENTS WITH REAL BREAST CANCER DATASET
In this section, we will use the extremely lopsided and huge real data collected from epidemiological survey to testify the efficiency of the proposed BIG-F algorithm.
A. REAL BREAST CANCER DATASET AND PREPROCESSING
The breast cancer dataset which is collected in a cross-sectional epidemiological survey from dozens of domestic hospitals in three provinces and nine cities is the most comprehensive, authoritative and standardized dataset about breast cancer [43] , [44] . Such dataset contains 109314 samples and each sample contains 156 features, such as the vital signs data, the dietary data, the family history of the breast cancer, etc. Each sample also corresponds to an illness state, ''has the breast cancer'' or ''is healthy''. Among all the samples, the number of people with breast cancer is only 320.
The existing features can be divided into four categories in medical statistics, namely, the nominal features, the ordinal features, the interval features and the ratio features. The nominal features refers to features with discrete and irrelevant accessible values, such as the gender, the occupation, the marital status, etc. The accessible values of the ordinal features are also discrete but can be sorted according to some specific logical sequence, such as the educational level, the satisfaction of life status, etc. The interval features represent not only the order of the accessible values but also the fixed and equal units between these accessible values, such as the temperature measurement. The ratio features are interval features with an absolute zero point, such as the age, the income, the height, etc. If the characteristics of the features are not fully considered, all probabilities of their values will use the discrete values in traditional BG algorithm, which possibly leads to inaccurate results.
The dataset is pre-processed to further operations. Since some features are not suitable for cancer detection, 113 features are used in the following experiments. Also, there are lost values in some samples. After deleting those samples, we finally have 104,539 samples, in which there are 104,219 healthy samples and 320 samples with breast cancers. The ratio of the number of the samples with breast cancers to that of the healthy ones is about 1 : 326.
At last, we randomly divide the dataset into two groups, training data and testing data. The ratio of the number of the training samples to that of the testing samples is 7:3.
B. HYPER-PARAMETER ADJUSTMENT
There are three hyper-parameters in the proposed BIG-F algorithm, say the number of the individuals N Pop , the crossover probability P crossover and the mutation probability P mutation . In order to obtain an optimal, or at least, a near-optimal solution to the feature subset, we use the orthogonal array L 9 (3 3 ), which contains 3 levels and 3 factors, to select the near-optimal hyper-parameters [45] , listed in Table 4 .
The three-level values of the hyper-parameters are given in Table 5 . The illustrations of the AUC versus the iterations under different settings of hyper-parameters are shown in Fig. 6 . For simplicity, we rename the individual number N Pop as N p , the crossover probability as P c and the mutation probability as P m .
We choose the curve with the best performance, i.e., the highest convergence speed, and its hyper-parameter settings are shown in Table 6 . Thus, we take the hyper-parameters N Pop = 40, P crossover = 0.95 and P mutation = 0.2 in the following experiments.
C. ALGORITHM EFFICIENCY VALIDATION
To further testify the efficiency of the BIG-F algorithm, we prove the effects of the kernel function in Bayesian classifier and the guidance of the one-class F-score. For simplicity, we call the traditional BG algorithm with the kernel-function as the BGK algorithm and the BGK algorithm with the guidance of the multi-class F-score as the BGKM algorithm. The illustrations of the average AUC versus the iterations of the BG algorithm, the BGK algorithm, the BGKM algorithm and the proposed BIG-F algorithm in 5 experiments are shown in Fig. 7 . The hyper-parameters of the four algorithms are all obtained by the orthogonal array methods.
It is obvious that the BGK algorithm converges faster than the BG algorithm due to the consideration of the continuous features. If we handle all the features only with the discrete formula, we ignore the correlation among the accessible values of the continuous features. Thus, the results will be inaccurate. Besides, the BGKM algorithm converges faster than the BGK algorithm. In the Algorithm 2, we initialize the individuals with the guidance of the multi-class F-score values, which tends to choose the most relevant features as the initial genes. Consequently, the initial AUC is higher than that of the BGK algorithm. In the crossover operation, we tend to exchange the gene groups with small multi-class F-score values, or more precisely, exchange the poor features to improve the individuals. In the mutation operation, we want to change the poor genes with small multi-class F-score values in the poor individuals with small AUC to better the individuals. Moreover, the proposed BIG-F algorithm converges faster than the BGKM algorithm. It is mainly caused by the consideration of the lopsided dataset. Although the multi-class F-score values are more widely used in feature judgement, such values neglect the unbalanced characteristic of the real dataset. The one-class F-score pays more attention to the minority class, i.e., the samples with the breast cancers, which can fully reflect how good a feature is. Therefore, both the kernel function and the one-class F-score have positive effects on the efficiency of the proposed algorithm.
VII. CONCLUSION
It is important to handle the problem of feature selection accurately and efficiently. The existing algorithms mainly neglect the hybrid combination of the discrete and continuous features of the dataset and the interpretability of the results.
In this paper, we propose a BIG-F algorithm for feature selection, which use the kernel-based Bayesian classifier to handle both the discrete features and the continuous features with high interpretability. Besides, such algorithm uses the most typical metric in the medical field for lopsided dataset, say AUC, as the fitness function. Moreover, with the guidance of the one-class F-score, the algorithm is able to converge fast.
Experimental results show that the BIG-F algorithm performs well in feature selection and converges faster than the traditional Bayesian GA-based approaches.
For the future work, we will further verify the feasibility, the accuracy and the efficiency of the BIG-F algorithm in other cancer datasets. 
