INTRODUCTION AND BACKGROUND
===========================

At rest and at work, neuronal physiological processes in various regions of the brain influence processes in other regions. Indirect measures of the local processes, such as the BOLD signal from fMRI (Goense & Logothetis, [@bib19]; Kahn et al., [@bib33]; Winder, Echagarruga, Zhang, & Drew, [@bib75]), result in time series whose statistical relations are often used as keys in attempts to recover causal relations among neuronal processes. Establishing accurate, computationally feasible statistical methods for this purpose is difficult because the measurements are of tens of thousands of mildly non-Gaussian, sometimes nonstationary times series that are noisy indirect measures of processes for which there is little possibility of direct experimental testing and only a very limited number of relevant animal studies. Recent experiments (Dubois et al., [@bib10]) approach, but do not achieve, comparing fMRI inferred models with the local effects of localized interventions on the human cortex.

The principal method of testing the accuracies of proposed statistical methods has therefore been with simulated data from biophysical models in which the generating structure is of course known. The most extensive simulation study of the accuracies of statistical methods for estimating neuronal connections from BOLD signals (Smith et al., [@bib66]) generated simulated data from dynamic causal models (DCM) (Friston, Harrison, & Penny, [@bib14]) and found that no methods tested were useful for determining directions of influence represented by the directed graphs in the data-generating models. Some then extant methods were not tested and several methods have since appeared that show good accuracy in most of the simulated conditions. Only 2 of the 28 conditions in the Smith et al. study involved feedback cycles represented by directed graphs with cycles.

[Feedback structures](#def1){ref-type="def"} in functional brain networks at the cellular level include both amplifying (excitatory) and control (inhibitory) connections, and it is prudent to consider the possibility of both kinds of connections between neuronal populations at the mesoscopic scale of voxels or clusters of voxels. The Smith et al. ([@bib66]) study had all positive connections except for one condition with inhibitory feedbacks. In addition, based on anatomical evidence, a common assumption in brain connectivity analyses is that the majority of connections between clusters of cortical voxels are bidirected (Friston, Li, Daunizeau, & Stephan, [@bib15]; Kötter & Stephan, [@bib35]; Zeki & Shipp, [@bib78]), although this does not imply that both directions are effective in a particular scanning episode or in response to a particular stimulus or between pairs of individual voxels in different clusters. Effective feedback structures in a scanning session or group of sessions can be represented by cyclic-directed graphs in which each brain region is represented by a vertex or node, and a directed edge, *X* → *Y*, represents the hypothesis that *X* is a direct (relative to the set of represented regions) cause of *Y*, that is, values of *X* and *Y* would be associated were a hypothetical experiment carried out that varied *X* while controlling all other variables other than *Y*.

Of the many methods that have been proposed for recovering causal connectivity from BOLD signals with feedback, several are inappropriate for the task of recovering at least some of the directions of influence including feedback relations. Simple correlation and total partial correlation conditioning for all the rest of the measured variables as estimated by Lasso (Tibshirani, [@bib71]) or Glasso (Friedman, Hastie, & Tibshirani, [@bib13]) techniques are a priori inappropriate for causal inference because they produce undirected graphs whose edges do not even in principle capture causal connections. Simple correlations and total partial correlations give neither directions of influence nor actual connectivities even if the direction is ignored. If *X* → *Z* → *Y* or *X* ← *Z* → *Y*, then *X* and *Y* will be correlated and a graphical representation of "functional connectivity" will find an *X* − *Y* connection. If there are several intermediates or common causes between *X* and *Y*, their correlation coefficient can be very large even though there is no real direct causal connection between them. If, instead, *X* → *Z* ← *Y*, partial correlation of *X* and *Y* controlling for (i.e., conditioning or "partialling" on) *Z* will find an *X* − *Y* connection, and, again, if there are multiple variables that, like *Z*, are direct effects of *X* and *Y*, the partial correlation of *X* and *Y* can be very large. Correlation and total partial correlation thus cannot be trusted to give directions of influence or to give correct information about causal pathways between neuronal regions. For these reasons they will not be considered here.

Assuming independent and identically distributed (i.i.d.) data from a linear system, an asymptotically correct algorithm for estimating cyclic structures, the cyclic causal discovery (CCD) procedure (Richardson, [@bib58]), has been available for more than 20 years. Because of limitations of complexity and accuracy with finite samples, CCD has rarely been applied, but it served to show that the identification of feedback structures from i.i.d. data is theoretically possible.

Ramsey, Sanchez-Romero, and Glymour ([@bib55]) presented and tested several procedures for estimating directions of influence from adjacencies of an undirected graph. These procedures exploit the non-Gaussianity of the BOLD signal, which is typically diminished or removed by temporal high-pass filtering (Ramsey et al., [@bib55]). In principle, all of the non-Gaussian [pairwise directionality algorithms](#def2){ref-type="def"} in Ramsey et al. ([@bib55]) can detect cyclic structures when the number of variables conforming the cycle (degree of the cycle) is greater than 2, but only two of them, denoted by R1 and R4, can estimate cycles of degree 2 (indicated here as 2-cycles). Ramsey et al. ([@bib55]) tested their algorithms on simple structures of five-node ring graphs with one 2-cycle, two 2-cycles sharing a node, and two 2-cycles not sharing a node; and a more complex 10 node graph with four 2-cycles. Accuracy results show that the algorithms performed better when the sample size was increased by concatenation of datasets. Nevertheless, R1 rarely detected 2-cycles while R4 had good recall and precision for detecting 2-cycles in simple structures but lost accuracy in more complex models. A search procedure for DCMs (Friston et al., [@bib15]), assumes that all connections are direct feedback cycles (2-cycles) in the generating network. The procedure has been tested with good results on simulated fMRI structures with six variables. For complexity reasons in the model search strategy, the method is limited to a very small number of nodes, although it remains an open question whether more efficient modifications are possible (Freenor & Glymour, [@bib12]). Other procedures capable of inferring cyclic structures from i.i.d. data have been published but not tested on neuronal data. Itani, Ohannessian, Sachs, Nolan, and Dahleh ([@bib30]) introduced a causal search procedure based on Bayesian networks capable of inferring cyclic structures from i.i.d. data and applied it to a protein measurements dataset. To find cyclic structures, this procedure depends on the possibility of the researcher intervening experimentally to fix the value of each variable individually. Our study focuses on noninvasive fMRI data, so we do not consider this procedure here. Similarly to Ramsey et al. ([@bib55]), Mooij, Peters, Janzing, Zscheischler, and Schölkopf ([@bib43]) did a systematic analysis of pairwise directionality algorithms based on different sets of assumptions, and tested them on empirical and synthetic datasets of various kinds, but did not consider their performance with cyclic structures or neuronal data.

Most efforts to identify causal structure in neuronal systems have exploited time-lagged dependencies in BOLD time series. Some of these procedures, notably those based on Granger causality (Granger, [@bib20]) and GIMME (Gates & Molenaar, [@bib16]), are routinely used in many functional connectivity applications (Bellucci et al., [@bib3]; Gates, Molenaar, Iyer, Nigg, & Fair, [@bib17]; Juan-Cruz, Gómez, Poza, Fernández, & Hornero, [@bib32]; Price et al., [@bib52]; Sreenivasan et al., [@bib68]; Zelle, Gates, Fiez, Sayette, & Wilson, [@bib79]), and their accuracies in the presence of feedbacks deserve more extensive assessment. Granger causal methods estimate causal connections in time series by multiple regression of time-indexed variables on lagged values of variables. This autoregressive method has been supplemented by procedures for estimating "contemporaneous" causal connections by applying machine learning methods to the joint distribution of the residuals after regression (Hoover, [@bib25]; Spirtes, Glymour, & Scheines, [@bib67]; Swanson & Granger, [@bib69]). On the cyclic simulations of Smith et al. ([@bib66]), different versions of Granger causality performed poorly on data from structures with 5-cycles and structures with 2-cycles. Permutation tests (Gilson, Tauste Campo, Chen, Thiele, & Deco, [@bib18]) have been proposed for testing and refining autoregressive models, including Granger causal models, specifically applied to multiunit activity data recorded from electrode arrays in a monkey. We compared this technique in multiple simulations with Granger causal methods and other methods described below.

Adapting LISREL procedures (Jöreskog & Sörbom, [@bib31]) to time series, Gates & Molenaar ([@bib16]) introduced the GIMME algorithm, which combines autoregressive and cyclic structural equations, model fit scoring, and group voting. In principle, it can accommodate cyclic structures of any degree. Using multiple data sets on the cyclic simulations of Smith et al. ([@bib66]), it achieved an almost perfect accuracy on the 5-cycle but low accuracy on the structure containing 2-cycles. The computational complexity of the search strategy limits GIMME to small (e.g., 15) numbers of regions of interest.

In this paper, using the same BOLD synthetic data simulator employed by Smith et al. ([@bib66]), the following lag-based methods are compared: a multivariate implementation of Granger causality (Barnett & Seth, [@bib2]); a multivariate autoregression method with a nonparametric test (Gilson et al., [@bib18]); the GIMME algorithm; and the Global Mutual Information Transfer (GlobalMIT) algorithm, a method based on discrete dynamic Bayesian networks (Vinh, Chetty, Coppel, & Wangikar, [@bib74]), together with the following i.i.d.-based methods: the CCD algorithm; the Ramsey et al. ([@bib55]) non-Gaussian methods; two non-Gaussian methods proposed by Hyvärinen and Smith ([@bib28]); and a method of Patel, Bowman, and Rilling ([@bib48]). We introduce and also compare two new methods, the Fast Adjacency Skeweness (FASK) algorithm and Two-Step, which exploit non-Gaussian features of the BOLD signal in different ways. Theoretical justifications are given for the latter two algorithms. The tuning parameters of all methods are optimized on separate sets of data distinct from the test data. Our test models include feedback structures with and without 2-cycles, and amplifying and control feedbacks. The best procedures are tested on four complex models derived from experimentally determined structural connectivity of macaques from Markov et al. ([@bib39]). The realism of any simulator is at least open to question, and so we also apply our two new methods, FASK and Two-Step, to two empirical datasets, one fMRI resting-state dataset from the medial temporal lobe from 23 individuals, and one fMRI dataset for a rhyming task from 9 individuals, where results are expected to be in qualitative accord with expert opinion, and in one case where a gold standard is available for a connection and its direction.

We emphasize that the algorithms we review here are scarcely the last word on the subject. New statistical procedures appear almost monthly, often with very limited testing for accuracy in fMRI and related imaging time series. The present paper is therefore not exhaustive, and certainly will not be exhaustive as future work appears. We aim, however, besides proposing and assessing two new statistical procedures, to give accurate and informative assessments of recent and long-standing procedures some of which are currently applied in diagnostics and in research psychology. We also aim to illustrate assessments in more realistic, denser structures and with structures from animal studies.

METHODS: DATA DESCRIPTION
=========================

Simple Networks Simulations {#sec1}
---------------------------

The fMRI BOLD data simulations of Smith et al. ([@bib66]) are based on the DCM architecture (Friston et al., [@bib14]), where the regions of interest are nodes embedded in a directed network, and the temporal evolution of their neuronal signals follow the linear approximation:$$dz/dt = \sigma\mathbf{\text{A}}z + \mathbf{\text{C}}u$$where *dz*/*dt* is the temporal evolution of the neuronal signals; *σ* is a constant that controls the within and between nodes neuronal lag (it was set to create a mean neuronal lag of approximately 50 ms, and as explained in (Smith et al., [@bib66]), this value is toward the upper end of the majority of neuronal lags generally seen, and was chosen in order to evaluate lag-based methods in a best case scenario, while remaining realistic); **A** is the directed connectivity matrix defining the causal structure between nodes; *z* are the time series of the neuronal signals of the regions of interests; and **C** is a matrix controlling how the external neuronal inputs *u* feed into the network. To simulate resting-state data, the network is not altered by external stimuli, as it would be in task fMRI experiments; Instead the *u* stimuli are modeled by a Poisson process for each of the regions. Finally, the observed BOLD signals are obtained by passing the neuronal signals *z* through a balloon nonlinear functional model relating neuronal and vascular systems:$$\overset{\sim}{y} = g(z,\theta)$$where $\overset{\sim}{y}$ are the BOLD signals, *z* the neuronal signals, and *θ* is a vector of parameters describing the hemodynamics of the brain vascular system.

The standard parameters of Smith et al. ([@bib66]) simulations were kept and are briefly summarized here: Values for the coefficients of the **A** matrix were sampled from a Gaussian distribution with mean = 0.5, standard deviation = 0.1 and values truncated between 0.3 and 0.7. The diagonal of the **A** matrix was set to −1 to simulate a self-decay in each node. As mentioned above, a value of the time constant *σ* was set to produce a mean neuronal lag between and within nodes of approximately 50 ms. The input matrix **C** was modeled with an identity matrix to represent that each region of interest has one exclusive neuronal input. The Poisson process generating the neuronal inputs (*u* timeseries) controls two states with mean duration of 2.5 s (up) and 10 s (down). Log-log plots and fitting of the spectral density of the simulated neuronal signals *z* show that these approximate a power-law distribution *p*(*x*) = *x*^−*a*^ with a mean exponent of *a* = 2.4, which has been observed in empirical neuronal data (He, Zempel, Snyder, & Raichle, [@bib22]). These plots are included in Supporting Information D, Sanchez-Romero et al. ([@bib60]).

To simulate differences in the vascular response across the brain, the hemodynamic response function delay has variations across nodes of *SD* = 0.5 seconds. Gaussian [measurement noise](#def3){ref-type="def"} was added to the resulting BOLD signal. This implies that the *observed* BOLD signals are properly defined as:$$y = \overset{\sim}{y} + e_{m}$$Where $\overset{\sim}{y}$ is the measurement-error-free BOLD signal and *e*~*m*~ is the added measurement noise, in our simulations, sampled from a Gaussian distribution with mean = 0 and *SD* = 1. The average standard deviation of the measurement-error-free simulated BOLD signals $\overset{\sim}{y}$ across all our conditions is 2 (±0.43); this entails that for the final *observed* BOLD signals *y*, the signal-to-noise ratio (SNR = *SD*~signal~/*SD*~noise~) is in average 2/1, or inversely that the measurement noise standard deviation is on average 0.5 times the standard deviation of the true signal.

The scanning session time was set to 10 min, but the repetition time (TR) was reduced from 3 s to 1.20 s to reflect current acquisition protocols with higher temporal resolution, as observed in Poldrack et al. ([@bib50]). The result is an increase in datapoints of the BOLD time series from 200 to 500. As reported in Ramsey et al. ([@bib55]) the Butterworth temporal filter used in Smith et al. ([@bib66]) reduces the original non-Gaussianity of the BOLD data and puts at disadvantage search methods that leverage higher order moments of the distributions. For this reason, an FSL high-pass filter of 1/200 Hz was applied, which has shown a minimal impact on the non-Gaussianity of the BOLD signal (Ramsey et al., [@bib55]).

Using this data generator model, a series of networks containing different cyclic structures with different degrees of complexity were simulated. The networks are illustrated in [Figure 1](#F1){ref-type="fig"} and described below:• *Networks 1*, *2*, and *3* are replications of Figure 14 in Ramsey et al. ([@bib55]), with one 2-cycle, two 2-cycles sharing a node, and two 2-cycles not sharing a node.• *Network 4* is a replication of Figure 16 in Ramsey et al. ([@bib55]), a graph with 10 nodes, and four 2-cycles not sharing nodes.• *Network 5* is a 2-cycle network introduced in Richardson ([@bib58]) to illustrate the CCD algorithm; two nodes feed into a 2-cycle which in turn feeds into a single node.• *Network 6* is a chain network where two nodes feed into a 2-cycle which then branches into three nodes.• *Network 7* is a variant of Smith et al. ([@bib66]) condition 14; one node feeds into a 4-cycle which in turn feeds into a single node.• *Network 8* is a second-order cyclic system illustrated in the seminal work on causal analysis by Heise ([@bib23], p. 220), useful for studying the effects of interactions between signal amplification cycles (where the product of the coefficients is positive) and signal control cycles (where the product of the coefficients is negative). The network is formed by one node that feeds into a second-order cyclic system (i.e., a cycle inside a cycle) with six nodes, which in turn feeds into a single node.• *Network 9* is an alternative structure for studying interactions of amplifying and control cyclic structures. One node feeds into a 4-cycle that shares one node with another 4-cycle that feeds into a single node.

![Networks containing 2-cycles: *Networks 1* to *6*; and higher degree cycles: *Networks 7* to *9*.](netn-03-274-g001){#F1}

Cyclic structures can amplify the signal in a system if the product of the coefficients in the cycle is positive, or control it if the product of the coefficients in the cycle is negative. Interactions (represented as node sharing) between amplification and control feedbacks can produce nonintuitive outcomes, such as unstable oscillatory signals produced by two cycles that would independently produce stable signals (Heise, [@bib23]). Variants of the networks were made by adjusting the signs of the coefficients of the corresponding matrices to produce amplifying and control versions for *Network 5*, *6*, and *7*; and combinations of amplifying and control structures for *Network 8* and *9*. In total we simulate fMRI BOLD signals for 18 cyclic networks.

For each network, 60 different individual datasets of 500 datapoints each were simulated, which can be conceived as 60 different scanning sessions. Ten of these datasets were selected at random without replacement, centered individually, and concatenated to use as a 5,000 datapoints input for the algorithms. The scans selection, centering and concatenation process was repeated 60 times, and average performance across the 60 repetitions is reported in the [Results](#sec4){ref-type="section"} section.

The *centering* of individual datasets before concatenating is a necessary step to avoid spurious associations due merely to differences between the individuals means of the concatenated datasets. If datasets *D*~1~ and *D*~2~ are concatenated, and variables *X* and *Y* have zero covariance in each individual dataset, so that ∑~*D*~1~~ ((*X* − *μ*~*X*~)(*Y* − *μ*~*Y*~)) = 0 and ∑~*D*~2~~((*X* − *μ*~*X*~)(*Y* − *μ*~*Y*~)) = 0, *unless* the means of the variables in each dataset are equal, *μ*~*X*(*D*~1~)~ = *μ*~*X*(*D*~2~)~ and *μ*~*Y*(*D*~1~)~ = *μ*~*Y*(*D*~2~)~, the resulting covariance between *X* and *Y* from the concatenated data, ∑~*D*~1~*D*~2~~((*X* − *μ*~*X*~)(*Y* − *μ*~*Y*~)), will not be zero as in the individual datasets (see Pearson, Lee, & Bramley-Moore, [@bib49]; Ramsey, Spirtes, & Glymour, [@bib56]).

Macaque-Based Networks Simulations {#sec2}
----------------------------------

In principle, it would be straightforward to increase the complexity of the discovery problem by randomly simulating networks with more interacting excitatory and inhibitory cycles and increasing number of nodes and connections between regions of interest. A more informative way to increase the complexity and realism is to use empirical structural brain connectivity information as a blueprint. Axonal connectivity derived from tracer injection studies in nonhuman primates encode information about the directionality of the connections and so allow us to design simulations on which to test causal search algorithms. Recent studies in macaques have characterized axonal-directed connectivity networks of cortical regions spanning the whole neocortex (Markov et al., [@bib39], [@bib40]). Using retrograde tracer injection experiments, Markov et al. ([@bib39]) built an axonal-directed network of 91 cortical regions and 1,615 directed edges, with cyclic structures of different degree, including 214 2-cycles. The network is publicly available (<http://core-nets.org>) and is used here as a blueprint to design more complex and realistic synthetic networks.

Cyclic structures are prone to produce unstable output signals under certain conditions, for example if the product of the coefficients of the connections forming the cycle is greater than one, or if certain complex interactions are present, such as a control feedback embedded in an amplifying feedback (Heise, [@bib23]). We have noticed in simulations that most parameterizations of the directed network of Markov et al. ([@bib39]) will produce unstable synthetic outputs. To produce stable synthetic signals, small coefficient values were often required for the coefficients of the macaque empirical directed graphs. Nature may well have found larger coefficients producing stability than we have been able to find.

To simulate fMRI BOLD signals, we followed the DCM model linear parameterization as described above, except when noted. We build four different cases, described below, to study the performance of the algorithms under different conditions of connection density, number of nodes, complexity and number of cyclic paths, and linear coefficient strength. We test accuracies on the full Macaque network as reported by Markov et al. ([@bib39]) as well as subnetworks and pruned subnetworks. For each case we simulate 60 individual datasets.• *Macaque SmallDegree*: From the original Markov et al. ([@bib39]) macaque network we selected a subgraph from 28 target nodes where [retrograde tracer injections](#def4){ref-type="def"} were made, and randomly removed edges to force an average in-degree of 1.8 and out-degree of 1.8. The average in-degree and out-degree of the original macaque network is 17.7, so this considerable reduction in connectivity degree allowed us to assess the performance of the methods under sparser structures. This pruning process resulted in a subnetwork with 28 nodes, 52 directed edges and 10 cycles, out of which 5 are 2-cycles; the maximum cycle length is 6, and the mean cycle length is 3. All the 2-cycles are amplifying cycles. The coefficients were sampled from a Gaussian distribution with mean = 0.5, *SD* = 0.1, and values truncated between 0.3 and 0.7.• *Macaque LongRange*: The Markov et al. ([@bib39]) network reports distance in millimeters for the axonal connections. This information was used to select long-range connections, defined as the connections in the top 10 percentile of the distance distribution in the network. This percentile corresponds to a threshold of 35.6 mm (max distance 53.8 mm). Thresholding the network by using long-range connections produced a subnetwork of 67 nodes, 161 directed edges, average in-degree of 2.4 and out-degree of 2.4, and 239 cycles, out of which 19 are 2-cycles, the maximum cycle length is 12, and the mean cycle length is 7. The Markov et al. ([@bib39]) network also encodes connection weights reflecting axonal density. Base connectivity coefficients were defined for the network by mapping the values of the axonal weights for the long-range connections to values in a range between 0.05 and 0.1. Then to simulate heterogeneity, for each dataset 50% of the coefficients were randomly chosen and values sampled from a Gaussian distribution with mean = 0.01, and *SD* = 0.01, were added to them.• *Macaque LongRangeControl*: This case is built as for the *Macaque LongRange* case described above, with the difference that for all the 60 datasets, the same nine 2-cycles (out of 19) were defined as control cycles by setting negative one of the coefficients in the cycle.• *Macaque Full*: We used the complete macaque axonal connectivity dense network as reported in Markov et al. ([@bib39]): 91 nodes and 1,615 directed edges, with average in-degree of 17.7 and out-degree of 17.7 and 214 2-cycles. As in the *Macaque LongRange* simulation, base connectivity coefficients were defined for the network by mapping the values of the axonal weights for all the connections to values in a range between 0.01 and 0.05. Then to simulate heterogeneity, for each dataset 50% of the coefficients were randomly chosen and we added values sampled from a Gaussian distribution with mean = 0.01, and *SD* = 0.01, truncating the values from below to 0.01 to avoid zero or negative values.

As with the previous simulations, 60 different individual datasets of 500 datapoints were generated for each of the four macaque-based networks. Ten of these datasets were selected at random without replacement, centered individually, and concatenated to use as a 5,000 datapoints input for the algorithms. The scans selection, centering and concatenation process was repeated 60 times, and average performance across the 60 repetitions is reported in the [Results](#sec4){ref-type="section"} section.

For simulations with very small values for the coefficients (small size effects) as these, centering the data previous to the concatenation is particularly important. As mentioned at the end of the previous section, the concatenation of data can create spurious associations due merely to differences between the means of the individual datasets. These spurious associations may be weak, but comparable in size to real effects if the true coefficients are very small (as in our simulations). Therefore, centering is necessary to reduce the chance of false positive estimations in concatenated data.

The synthetic fMRI data described above is available at <http://github.com/cabal-cmu/Feedback-Discovery>. The repository contains individual and concatenated datasets for each of the simple networks and Macaque-based networks, together with the corresponding graphs encoded as lists of directed edges and matrices in Matlab files.

Empirical Data
--------------

### Resting-state data.

To assess the algorithms under real BOLD data conditions we use publicly available high-resolution 7T human resting-state fMRI data from the medial temporal lobe. The fMRI data were acquired and preprocessed by Shah et al. ([@bib64]) and are publicly available at <https://github.com/shahpreya/MTLnet>. We summarize the data here and refer to Shah et al. ([@bib64]) for further details.

Resting-state fMRI data for 23 human subjects was acquired at TR = 1 s, for 7 min, resulting in 421 datapoints per subject (the original Shah et al., [@bib64], data contains 24 subjects, but the first one (subject S1) has 304 datapoints, so for consistency we exclude it from our analysis). The data was band-pass filter in the range 0.008--0.08 Hz, and no spatial smoothing was applied to avoid mixing of signals between neighboring regions (Shah et al., [@bib64]). We consider the following seven regions of interest from the medial temporal lobe in each hemisphere: perirhinal cortex divided into Brodmann areas 36 and 35 (BA35 and BA36); parahippocampal cortex (PHC); entorhinal cortex (ERC); subiculum (SUB); cornu ammonis 1 (CA1); and a region comprising CA2, CA3 and dentate gyrus together (CA23DG); averaging the individual signals of these last three areas into one regional signal helps to reduce potential problems in connectivity estimation arising from the mixing of signals of neighboring areas (Smith et al., [@bib66]), which can be especially acute in regions that are challenging to parcel out, such as CA2, CA3, and the dentate gyrus (Ekstrom et al., [@bib11]; Preston et al., [@bib51]).

FASK and Two-Step (Alasso) were run on 23 repetitions of 10 individual subjects concatenated (4,210 datapoints) for the seven medial temporal lobe regions of interest of the left and right hemispheres separately. The individual data was standardized (centered and variance normalized to one) before being concatenated. For comparison, we ran both algorithms on the 23 subjects datasets individually (421 datapoints). Each individual dataset was previously standardized. Estimated networks from concatenated data are reported in the [Results](#sec4){ref-type="section"} section. Results for individual datasets are reported in Supporting Information C (Sanchez-Romero et al., [@bib60]).

### Task data.

To test the performance of the algorithms with fMRI task data, we use data previously published in Ramsey et al. ([@bib54]), in which nine subjects judged if a pair of visual stimuli rhymed or not. In each 20 s block, eight pairs of words were presented for 2.5 s each. Four blocks of words were followed by four blocks of pseudowords. Task blocks were separated by fixation blocks of 20 s. Data was acquired with a 3T scanner, with TR = 2 s, resulting in 160 datapoints. Raw data is available at the OpenNeuro project (<https://openneuro.org/datasets/ds000003/versions/00001>), and the preprocessed data used here is available at <https://github.com/cabal-cmu/Feedback-Discovery>. We refer the reader to Ramsey et al. ([@bib54]) for more details about the acquisition and preprocessing of the data, and region of interest definition.

For our analysis we considered eight regions of interest: left and right occipital cortex (LOCC, ROCC); left and right anterior cingulate cortex (LACC, RACC); left and right inferior frontal gyrus (LIFG, RIFG); and left and right inferior parietal (LIPL, RIPL). In addition, we included an Input variable build by convolving the rhyming task boxcar model with a canonical hemodynamic response function. If the algorithms infer orientations correctly, then edges from the Input variable must feedforward into the regions of interest, and no edge should point backward into the Input variable. This is a reliable first test that can be used to evaluate the performance of causal search algorithms on task data as shown in Ramsey et al. ([@bib54], [@bib55]) and Sanchez-Romero ([@bib59]).

Given the small number of subjects (9) and reduced sample size (160 datapoints), FASK and Two-Step were run on one repetition of nine individual subjects concatenated (1,440 datapoints) for the Input variable and the eight regions of interest. As with the resting-state data, the individual data was standardized before being concatenated. For comparison, we ran both algorithms on each of the nine subjects individually (160 datapoints). The datasets were standardized before running the algorithms. Estimated networks from concatenated data are reported in the [Results](#sec4){ref-type="section"} section. Results for individual datasets are reported in Supporting Information C (Sanchez-Romero et al., [@bib60]).

METHODS: CYCLIC SEARCH PROCEDURES {#sec3}
=================================

Previously published lag-based methods and methods that assume i.i.d. data are tested here. Their principal assumptions are mentioned, and we refer the reader to the original papers for specific details. Two novel algorithms are presented that can discover cyclic structures: Fast Adjacency [Skewness](#def5){ref-type="def"} (FASK) and Two-Step.

Some of the procedures tested here are purely orientation algorithms and require as initial input a list of adjacencies (undirected edges), whereas others estimate a list of adjacencies as a first step followed by orientation rules. For the procedures that require it, we use the Fast Adjacency Search stable (FAS-stable) algorithm as an adjacency estimator. The FAS-stable algorithm is the [order-independent adjacency search](#def6){ref-type="def"} of the PC-stable algorithm that avoids spurious connections between parents of variables (Colombo & Maathuis, [@bib8]; Spirtes et al., [@bib67]). FAS-stable builds an undirected graph by iteratively testing conditional independence facts under increasing size of the conditioning set. We use a Bayesian information criterion (BIC; Schwarz et al., [@bib62]) approach to perform the conditional independence tests needed by the algorithm in the following way: for two variables *X*, *Y* and a set **S** of adjacent variables of *X* or *Y*, if the BIC score for the linear model *X* ← **S** is better than the BIC score for the increased model *X* ← {*Y* ∪ **S**}, we conclude that *X* is independent of *Y* conditional on **S** (*X* ⊥ *Y*\|**S**). Using the BIC score in this way we can ask if the inclusion of *Y* in the original model covariates (**S**) increases the explanatory power of the model. If this is not the case, we have evidence that *X* and *Y* are not dependent when we take into account the effect of the conditioning set **S**. The BIC score as used by FAS-stable has an additional user-input penalty discount term *c*, used to force extra sparsity on the estimated model if necessary. We defined the score here as BIC\* = −2ln(*ML*) + *ck*ln(*n*), where *ML* is the maximum likelihood of the model, *c* is the extra penalty discount, *k* is the number of covariates, and *n* is the sample size. If the penalty discount *c* is set to 1, we end up with the original BIC score. We used the FAS-stable Java implementation from the Tetrad suite of algorithms ([www.phil.cmu.edo/tetrad/](www.phil.cmu.edo/tetrad/) and [www.ccd.pitt.edu/tools/](www.ccd.pitt.edu/tools/)), and pseudo-code for FAS-stable is included in Supporting Information A (Sanchez-Romero et al., [@bib60]).

Each search procedure has one or more tuning parameters. As described in Supporting Information B (Section B2; Sanchez-Romero et al., [@bib60]), the optimal tuning parameters were estimated using a subset of graphical models with a different set of model coefficients than those for the test data. Trade-offs between precision and recall in optimizing tuning parameters were decided using Matthews correlation (Matthews, [@bib41]). The resulting optimal parameters often require very small *α* values for independence tests.

Procedures Assuming Temporal Data
---------------------------------

We run a multivariate implementation of Granger Causality (MVGC) by Barnett and Seth ([@bib2]; Matlab code at [www.sussex.ac.uk/sackler/mvgc/](www.sussex.ac.uk/sackler/mvgc/)). MVGC assumes the structure is linear, Gaussian, and a stationary time series. For each pair of variables *X* and *Y* in the set, MVGC computes the Granger causal multiple regressions conditioning on the rest of the variables in the set, and decides if *X* → *Y*, *X* ← *Y*, or *X* ⇄ *Y*. The order of the temporal lag for the regressions is chosen via a BIC score comparison across increasing lag models. For our BOLD simulated data the lag order chosen is always one or two, which is expected given the sampling resolution of fMRI data. MVGC as implemented by Barnett and Seth ([@bib2]), has a parameter *α* that controls the false discovery rate significance threshold (Benjamini & Hochberg, [@bib4]) for the multiple Granger's *F* tests. Our parameter tuning process (described in Supporting Information B, Section B1, Sanchez-Romero et al., [@bib60]) set a value of *α* = 10^−5^. We show test data results for this parameter value.

Gilson et al. ([@bib18]) presented an alternative, which in simulation perform better than MVGC. Their method estimates the coefficients of a multivariate autoregressive (MVAR) model directly from the cross-covariance matrices using the Yule-Walker equation *Q*~1~ = *AQ*~0~, where *Q*~1~ and *Q*~0~ are the cross-covariance matrices at lag order 1 and 0, respectively, and *A* is the coefficient matrix of the MVAR model with lag order 1. This is equivalent to solving a multiple autoregression of lag order 1 for each variable on the rest of the variables in the set, including itself. The statistical significance of each coefficient *A*~*ij*~ is evaluated using a two-sided permutation test. The MVAR model is assumed to be linear, Gaussian, and stationary. Following Gilson et al. ([@bib18]) we used 1,000 permutations of the dataset, and for each permutation the variables were individually randomized to destroy any temporal dependency structure. We use an in-house Matlab implementation of the method (<https://github.com/cabal-cmu/MVARp>) following code provided by the authors (<http://bit.ly/Gilsonetal>). The tuning parameter process set a value of *α* = 10^−3^ for the two-sided permutation test. We show test data results for this parameter value and refer to the method as MVARp.

For the GIMME algorithm (Gates & Molenaar, [@bib16]) we used the authors' R implementation (<http://CRAN.R-project.org/package=gimme>). GIMME assumes linear structure and Gaussian time series data. It combines autoregressive and [non-recursive structural equations](#def7){ref-type="def"}, model fit scoring, and group voting to output a group graph, and then extends the graph separately for each individual dataset. Since in our simulations for each graph and parameterizations all simulated scans are alike except for chance variation, in comparing GIMME with other algorithms we use the group graph. GIMME, as implemented in R, has a single parameter for the voting step that sets the minimum frequency of appearance for an edge across the individual graphs to be included in the group graph. The tuning parameter process found two optimal values of 50% and 60%. We show test data results for the algorithm using both values, and indicate them as GIMME-50 and GIMME-60, respectively.

GlobalMIT (Vinh et al., [@bib74]) assumes the data comes from a temporal causal process that can be modeled as a dynamic Bayesian network, allowing for self-loops. The procedure assumes linear systems and discrete multinomial data. We use the authors' Matlab implementation (<http://code.google.com/archive/p/globalmit/>). GlobalMIT searches for each variable *X*, the set of parents across all the rest of the variables, **V** ∖ {*X*}, that maximize a mutual information target score. This search strategy is inefficient since with increasing number of variables, the number of combinations of possible sets of parents that have to be tested grows exponentially. In simulations, we have seen that even with 10 variables GlobalMIT can take considerable time to return. To overcome this computational problem, FAS-stable with a penalty discount of *c* = 2 was used as a preprocessor to obtain for each variable, *X*, a set of adjacent variables *adj*(*X*). We restrict the GlobalMIT parent search to *adj*(*X*) instead of **V** ∖ {*X*}. This step considerably reduces the running time of the procedure, since in general we expect \|*adj*(*X*)\| \< \|**V** ∖ {*X*}\|. In our simulated structures GlobalMIT with FAS-stable preprocessing is 50 times faster than regular GlobalMIT. GlobalMIT is considered here because it has recently been applied to fMRI data from the human hippocampus recovering a well-known cyclic structure between the cornu ammonis, the dentate gyrus, and the entorhinal cortex (P. Santos et al., [@bib47]). For our simulated continuous data, the best training results were obtained when the data was discretized into three values, the presence of self-loops was assumed (consistent with the DCM model), and an *α* value controlling the significance level for the mutual information test for independence was set to *α* = 10^−16^. We show test data performance results for these parameters and refer to the procedure as GlobalMIT (FAS).

Procedures Assuming i.i.d. Data
-------------------------------

A concern with the methods discussed in this paper is that they do not attempt to estimate the unobserved neuronal signal. fMRI measurements made close in time should depend on both neuronal and hemodynamic processes and variations in hemodynamic response times; vascular differences may therefore confound the two effects on the measured BOLD signal. This is a problem for lagged methods, but less so for methods that treat fMRI measurements as i.i.d. The temporal separation between recorded BOLD observations within an fMRI scan, usually between 1 and 3 s depending on the scanning protocol, should make most pairs of records from different sampling times practically independent. For example, in a 10-min session with sampling at 1.2 s, the mean time difference between time measurements will be 200 s. This independence has been shown by Dubois et al. ([@bib10]) using MyConnectome resting state data (Poldrack et al., [@bib50]; available at <http://myconnectome.org/wp/data-sharing/>).

The proof of large sample correctness of the CCD algorithm (Richardson, [@bib58]) assumes linearity and i.i.d. data. In principle, it can find cyclic structures from conditional independence relations. We used an optimized version of CCD, called CCD-max, that improves performance in simulation by enhancing the orientation accuracy of unshielded colliders (paths of the form *X* → *Z* ← *Y*, with *X* not adjacent to *Y*). This is done by finding the conditioning set **S** that confirms the conditional independence of *X* and *Y* given **S** with the best BIC\* score, and orienting a collider *X* → *Z* ← *Y* if *Z* is not in the optimal conditioning set **S**. We use the Java implementation in the Tetrad suite of algorithms ([www.phil.cmu.edu/tetrad/](www.phil.cmu.edu/tetrad/)). CCD-max uses as parameter a penalty discount *c* for the BIC\* score for the conditional independence decisions required by the algorithm. The penalty discount was set to *c* = 2 according to the results from the parameter tuning procedure. We show test data results for this value.

The Ramsey et al. ([@bib55]) algorithms, R1, R2, and R3 are orientation methods that assume i.i.d. non-Gaussian data. R2 and R3 assume acyclicity of the model. R1 can in principle find 2-cycles and higher degree cycles. They require as input a set of adjacencies from an undirected graph. Thus, we complemented them with the output of the FAS-stable adjacency search. R1, R2, and R3 do not require any parameter, but FAS-stable requires a penalty discount for the BIC\* score for the conditional independence tests. Following the parameter tuning results, the penalty discount was set to *c* = 2 for all the methods that use FAS-stable as a first step for adjacency search. These methods are implemented in the Java Tetrad suite of algorithms ([www.phil.cmu.edu/tetrad/](www.phil.cmu.edu/tetrad/) and [www.ccd.pitt.edu/tools/](www.ccd.pitt.edu/tools/)) and source code is available at <http://github.com/cmu-phil/tetrad>. We refer to them in the [Results](#sec4){ref-type="section"} section as FAS+R1, FAS+R2 and FAS+R3.

Skew and RSkew from Hyvärinen and Smith ([@bib28]), and Patel from Patel et al. ([@bib48]), as implemented by Smith et al. ([@bib66]), are pairwise orientation methods that assume i.i.d. non-Gaussian data. As with the Ramsey et al. ([@bib55]) methods, these algorithms require as input a set of adjacencies, so we complemented them with the output of the FAS-stable algorithm with a penalty discount of *c* = 2. Skew, Rskew, and Patel do not require any parameter. These orientation methods are also implemented in the Tetrad suite. We refer to them in the [Results](#sec4){ref-type="section"} section as FAS+Skew, FAS+RSkew, and FAS+Patel.

### The FASK algorithm.

The idea of the FASK algorithm is as follows: first, FAS-stable is run on the data, producing an undirected graph. We use the BIC\* score as a conditional independence test with a specified penalty discount *c*. This yields undirected graph *G*~0~. The reason FAS-stable works for sparse cyclic models where the linear coefficients are all less than 1 is that correlations induced by long cyclic paths are statistically judged as zero, since they are products of multiple coefficients less than 1. Then, each of the *X* − *Y* adjacencies in *G*~0~ is oriented as a 2-cycle *X* ⇄ *Y*, or *X* → *Y*, or *X* ← *Y*. Taking up each adjacency in turn, one tests to see whether the adjacency is a 2-cycle by testing if the difference between *corr*(*X*, *Y*) and *corr*(*X*, *Y*\|*X* \> 0), and *corr*(*X*, *Y*) and *corr*(*X*, *Y*\|*Y* \> 0), are both significantly not zero. If so, the edges *X* → *Y* and *X* ← *Y* are added to the output graph *G*~1~. If not, the Left-Right orientation rule is applied: Orient *X* → *Y* in *G*~1~, if:$$\frac{E(XY|X > 0)}{\sqrt{E(X^{2}|X > 0)E(Y^{2}|X > 0)}} - \frac{E(XY|Y > 0)}{\sqrt{E(X^{2}|Y > 0)E(Y^{2}|Y > 0)}} > 0$$Otherwise orient *X* ← *Y*. *G*~1~ will be a fully oriented graph. For some models, where the true coefficients of a 2-cycle between *X* and *Y* are more or less equal in magnitude but opposite in sign, FAS-stable may fail to detect an edge between *X* and *Y* when in fact a 2-cycle exists. In this case, we check explicitly whether *corr*(*X*, *Y*\|*X* \> 0) and *corr*(*X*, *Y*\|*Y* \> 0) differ by more than a set amount of 0.3. If so, the adjacency is added to the graph and oriented using the aforementioned rules.

Justification and pseudo-code for FASK are in Supporting Information A (Sanchez-Romero et al., [@bib60]). Java source code for FASK is available at <http://github.com/cmu-phil/tetrad>. FASK uses two parameters, a penalty discount *c* for the BIC\* score in the FAS-stable adjacency search and an *α* threshold for the test of difference of correlations in the 2-cycle detection step. Following results from the parameter tuning procedure, we set the penalty discount at *c* = 2 and *α* = 10^−6^ for the test data runs.

### The Two-Step algorithm.

The Two-Step algorithm represents a linear causal structure, with possible [unmeasured confounding variables](#def8){ref-type="def"} and cyclic relationships, as:$$\mathbf{\text{x}} = \mathbf{\text{Bx}} + \mathbf{\text{Mc}} + \mathbf{\text{e}}$$where **x** is a vector of observed variables; **B** is the directed connectivity matrix defining the causal structure between observed variables; **M** is a matrix indicating which observed variables are affected by unmeasured confounders; **c** is a vector of unmeasured confounders, if they exist; and **e** is the vector of mutually independent noise terms. Two-Step applies the principles of [independent component analysis](#def9){ref-type="def"} (ICA; Hyvärinen & Oja, [@bib27]) by expressing the observed variables **x** as a mixture of a set of unobserved components:$$\mathbf{\text{x}} = {(\mathbf{\text{I}} - \mathbf{\text{B}})}^{- 1}(\mathbf{\text{Mc}} + \mathbf{\text{e}})$$where **I** is the identity matrix; (**I** − **B**)^−1^ defines the mixing matrix; and (**Mc** + **e**) defines the unobserved components. Generally speaking, [Equation 6](#E6){ref-type="disp-formula"} does not follow the ICA model since the components defined by (**Mc** + **e**) are not necessarily mutually independent because of the possible presence of unmeasured confounders in **c**. Properly, the equation corresponds to the independent subspace analysis (ISA) model (Gruber, Gutch, & Theis, [@bib21]; Theis, [@bib70]). The components in (**Mc** + **e**) can be divided into mutually independent variables or groups of variables, where the variables within the same group are not independent. Each of these groups is a set of confounders plus noise terms that influence one another or are influenced by some common unknown mechanism. Under mild assumptions, the solution to ISA can be found by applying ICA and then testing for the independence between the ICA outputs. Otherwise, if there are no confounders, [Equation 6](#E6){ref-type="disp-formula"} is a standard ICA model.

[Equation 6](#E6){ref-type="disp-formula"} can be expressed as:$$\mathbf{\text{y}} = (\mathbf{\text{I}} - \mathbf{\text{B}})\mathbf{\text{x}}$$where **y** = (**Mc** + **e**). Now, independent components analysis methods aim to find a suitable matrix **B** so that the components in **y** are as independent as possible. Without constraints on **B**, we may end up with local optimal solutions, for which **B** is not necessarily the real directed connectivity matrix, or with considerable random error in the estimated **B** matrix on finite samples. To solve this problem in a computationally efficient and reliable way, the Two-Step algorithm estimates the directed connectivity matrix **B** in a divide-and-conquer manner. In a first step the algorithm infers the undirected adjacencies between the observed variables in **x**, and makes use of these adjacencies to reduce the free parameters in **B**. In a second step, the algorithm tunes the nonzero entries of **B** to make the components in **y** as independent as possible, with a sparsity constraint on **B**.

In particular, in the Two-Step algorithm, the first step finds the undirected adjacencies over the nodes **x**. If two nodes, *x*~*i*~ and *x*~*j*~, are not adjacent, then the entries *B*~*ij*~ and *B*~*ji*~ are constrained to zero in the **B** connectivity matrix. We test two different alternatives for Step 1. The first learns the undirected adjacencies using FAS-stable. The FAS-stable algorithm outputs a set of undirected adjacencies among the variables **x**. If two variables are not adjacent in the set, then the corresponding entries in the **B** matrix are constrained to zero. The second alternative learns the undirected adjacencies via Adaptive Lasso (ALasso; Zou, [@bib82]), a [regularized regression](#def10){ref-type="def"} method with adapted penalization for each individual coefficient. Each node *x*~*i*~ is regressed on the rest of the nodes in **x** using ALasso. For two variables, *x*~*i*~ and *x*~*j*~, if the value of the ALasso coefficients *β*~*ij*~ and *β*~*ji*~ shrink to zero, then the *B*~*ij*~ and *B*~*ji*~ entries in the **B** connectivity matrix are constrained to zero. All the nonzero entries in **B** will be considered free parameters for the estimation of **B** in the second step of the algorithm. Step 2 estimates the free parameters in the directed connectivity matrix **B** that maximize the independence of the components of **y** = (**I** − **B**)**x**, also with a sparsity constraint on all remaining free parameters of **B**. The current implementation uses ICA with sparse connection matrices (Zhang, Peng, Chan, & Hyvärinen, [@bib81]). Because of the sparsity constraint in Step 2, the **B** matrix entries are expected to be as small as possible. As a consequence of this constraint and initializing the free parameters for the estimation of **B** with small values, we avoid the permutation issue present in ICA-LiNGAM (Shimizu, Hoyer, Hyvärinen, & Kerminen, [@bib65]), and in the presence of a cyclic structure the method tends to find the most stable solution for which the connectivity coefficients in the cycles are small. Finally, the **B** matrix final values can be thresholded to censor values close to zero that were not penalized in the previous steps.

We used an in-house Matlab implementation of the Two-Step algorithm available at <http://github.com/cabal-cmu/Two-Step/>. From the parameter tuning process described in Supporting Information B (Section B2, Sanchez-Romero et al., [@bib60]), for Two-Step using FAS-stable we set a penalty discount of *c* = 2 for the FAS-stable step; a sparsity penalty of ln(*N*)*λ* for the **B** matrix estimation, where *N* is the sample size and *λ* was set to 64; and the absolute values of the final **B** matrix were thresholded at 0.15. We refer to the procedure as Two-Step (FAS). For Two-Step using Alasso, a penalization term equal to ln(*N*)/2 was used for the Alasso regressions; the sparsity penalty for the **B** matrix estimation was set to ln(*N*)32; and the final absolute values of the **B** matrix were thresholded at 0.15. We refer to the method as Two-Step (Alasso).

As noted above, the search procedures require at least one user-input parameter; some require two or three. To give fair comparisons under parameters optimal for the respective algorithms and kind of data, datasets were created exactly as the ones described in the above section [Simple Network Simulations](#sec1){ref-type="section"}, but changing the coefficient values range by sampling them from a Gaussian distribution with mean = 0.4, SD = 0.1, and values truncated between 0.2 and 0.6. We refer to these data as *training* datasets. Full description of the parameter tuning process for all algorithms tested and simple and macaque-based networks is included in Supporting Information B (Sanchez-Romero et al., [@bib60]).

SIMULATIONS RESULTS {#sec4}
===================

Simple Networks Results
-----------------------

Each algorithm is parameterized as indicated in the [Cyclic Search Procedures](#sec3){ref-type="section"} section above and its performance measures are averaged across the 18 simulated networks presented in the [Simple Networks Simulations](#sec1){ref-type="section"} section. The performance of the algorithms was measured using Precision = True Positives/(True Positives + False Positives) and Recall = True Positives/(True Positives + False Negatives), for adjacencies, orientations and 2-cycle detection. Precision and recall range from 0 to 1. If both precision and recall are equal to 1, this indicates a perfect recovery of the true graph with no extra edges (false positives) and no missing edges (false negatives). Running time in seconds for each algorithm is also reported. All the runs were executed on a MacBook Pro, 2.8 GHz Intel Core i7 processor, 16GB of memory, with macOS Sierra 10.12.6.

The results are presented in two parts. First for the structures with 2-cycles (*Networks 1--6*) and then for the structures with higher degree cycles but not 2-cycles (*Networks 7--9*).

[Figure 2](#F2){ref-type="fig"} summarizes results by showing precision and recall averaged across the 10 simulations that contain 2-cycles: *Networks 1* to *6* with amplifying and control variants. [Figure 2](#F2){ref-type="fig"} bars show averages (over 10 simulations) of averages (over 60 repetitions of 10 concatenated datasets). In Supporting Information C (Section C1, Sanchez-Romero et al., [@bib60]) we disaggregate these summary results by presenting tables with average precision and recall over 60 repetitions of 10 concatenated datasets for each simulation and algorithm tested, with their corresponding standard deviations.

![Precision and recall for adjacencies, orientations, and 2-cycles for each algorithm averaged across 10 simulations containing 2-cycles: *Network 1* to *Network 6* with amplifying and control variants. Algorithms that cannot detect 2-cycles by design are inside a bracket: R2, R3, Patel, Skew, and RSkew. Running time is in logarithmic scale. In Supporting Information C (Section C1, Sanchez-Romero et al., [@bib60]) we disaggregate these summary results by presenting tables with average precision and recall over 60 repetitions of 10 concatenated datasets for each simulation and algorithm, with their corresponding standard deviations.](netn-03-274-g002){#F2}

[Figure 3](#F3){ref-type="fig"} summarizes results by showing precision and recall averaged across eight simulations containing higher-degree cycles but *not* 2-cycles: *Network 7* to *9* with their amplifying and control variants. In these results there is no recall for 2-cycles given that the true structures do not have 2-cycles. Instead, the average number of 2-cycle false positives is plotted to show algorithms that are prone to false detections. A bracket is drawn around those methods that by design cannot detect 2-cycles: R2, R3, Patel, Skew, and RSkew. [Figure 3](#F3){ref-type="fig"} bars show averages (over eight simulations) of averages (over 60 repetitions of 10 concatenated datasets). In Supporting Information C (Section C2, Sanchez-Romero et al., [@bib60]) we disaggregate these summary results by presenting tables with average precision and recall over 60 repetitions of 10 concatenated datasets for each simulation and algorithm tested, with their corresponding standard deviations.

![Precision and recall for adjacencies and orientations; number of 2-cycle false positives, and running times for each algorithm averaged across eight structures containing higher degree cycles but not 2-cycles: *Network 7* to *Network 9* and their amplifying and control variants. Algorithms that cannot detect 2-cycles by design are inside a bracket. Note that false positives for 2-cycles are the average number of false positives over the 60 repetitions. Running time is in logarithmic scale. In Supporting Information C (Section C2, Sanchez-Romero et al., [@bib60]) we disaggregate these summary results by presenting tables with average precision and recall over 60 repetitions of 10 concatenated datasets for each simulation and algorithm tested, with their corresponding standard deviations.](netn-03-274-g003){#F3}

In simple networks containing 2-cycles and higher degree cycles ([Figures 2](#F2){ref-type="fig"} and [3](#F3){ref-type="fig"}), all methods have on average high precision and recall for adjacencies, with the exception of GlobalMIT (FAS), which has high precision but very low recall, meaning it fails to detect true adjacencies. The GlobalMIT lag-based procedure may eliminate true edges when searching for the parent set for each variable. In terms of orientations, FASK and Two-Step (Alasso) have on average the best combination of precision and recall. Of the lag-based methods, MVGC and MVARp have good recall but lower precision because of incorrectly judging many adjacencies as 2-cycles. GlobalMIT (FAS) has low orientation recall because of the low adjacency recall, but good precision. GIMME fails in both orientation precision and recall. Of the methods that can detect 2-cycles, FASK has by far the best 2-cycle precision and recall, followed by GlobalMIT (FAS). Both implementations of Two-Step have similar 2-cycle recall and precision, and MVGC and MVARp lose in precision by producing many false positive 2-cycles. [Figure 3](#F3){ref-type="fig"} shows that MVGC and MVARp are by far the two algorithms with the largest average number of 2-cycle false positives.

GIMME is the slowest method of all, with running times that can reach 13 min in 10 variable problems. This limitation of GIMME is probably caused by an inefficient model search strategy adapted from LISREL. The running time of MVARp is dependent on the number of permutations and with 1,000 permutations it can reach one min in 10 variable problems. Two-Step (Alasso) is also relatively slower and can take up to 2 min in 10 variable problems. Two-Step speeds up if FAS-stable is used as the first step, which indicates that FAS-stable is a faster algorithm to infer adjacencies than Alasso if the true graph is sparse. The rest of the algorithms are very fast and take milliseconds to run in lower dimension networks such as these. These running times have to be considered, taking into account the machine used (MacBook Pro, 2.8 GHz Intel Core i7 processor, 16GB memory, with macOS Sierra 10.12.6) and the various softwares used to implement the different algorithms: Java, Matlab, and R.

Macaque-Based Networks Results
------------------------------

FASK and Two-Step (Alasso) were the two algorithms that achieve the best combination of precision and recall for adjacencies and orientations under the cyclic networks of [Figure 1](#F1){ref-type="fig"}. So, their performance was analyzed under more complex networks based on macaque [structural connectivity](#def11){ref-type="def"}.

Both algorithms were run on 60 repetitions of 10 concatenated datasets sampled without replacement from 50 individual test datasets. Average precision and recall for adjacencies, orientations and 2-cycles, and running times in seconds are reported in [Table 1](#T1){ref-type="table"}. Corresponding standard deviations are in Supporting Information C (Section C3, Sanchez-Romero et al., [@bib60]).

###### 

Average over 60 repetitions of 10 concatenated datasets. Results for FASK and Two-Step (Alasso) for the four different macaque-based networks described in the [Macaque-Based Networks Simulations](#sec2){ref-type="section"} section. Precision and recall for adjacencies (AP, AR), orientations (OP, OR), 2-cycles (2CP, 2CR), and running times in seconds (r.time)

  **FASK**                                                          
  ----------------------- ------ ------ ------ ------ ------ ------ -----------
  SmallDegree             0.78   0.84   0.75   0.79   0.96   0.81   12.97
  LongRange               0.95   0.24   0.95   0.31   0.94   0.81   1.15
  LongRangeControl        0.94   0.22   0.91   0.24   0.85   0.44   0.43
  Full                    0.98   0.01   0.99   0.02   1.00   0.07   102.25
                                                                    
  **Two-Step (Alasso)**                                             
  Network                 AP     AR     OP     OR     2CP    2CR    r.time(s)
  SmallDegree             0.74   0.82   0.52   0.76   0.18   0.83   177.79
  LongRange               0.97   0.84   0.97   0.85   0.99   0.93   43.33
  LongRangeControl        0.97   0.81   0.97   0.77   0.98   0.50   46.06
  Full                    0.88   0.27   0.82   0.28   0.77   0.46   247.46

We choose tuning parameters for the algorithms according to the procedure described in Supporting Information B (Section B2, Sanchez-Romero et al., [@bib60]). FASK was run with a penalty discount of *c* = 1 and *α* = 10^−7^ for the *SmallDegree* network; with penalty discount *c* = 1 and *α* = 10^−1^ for *LongRange* and *LongRange Control*; and with penalty discount *c* = 2 and *α* = 10^−1^ for the *Full* network. Two-Step with Alasso was run with *λ* = 2 and **B** *threshold* = 0.10 for the *SmallDegree* network; *λ* = 2 and **B** *threshold* = 0.05 for *LongRange* and *LongRange Control*; and *λ* = 10 and **B** *threshold* = 0.005 for the *Full* network.

FASK showed excellent adjacency precision but unusably low recall in the *LongRange* and *Full* networks, probably due to the small valued coefficients used to guarantee cyclic stability in these simulations. As the coefficients values get really small the BIC\* score used by the FAS-stable adjacency search loses recall but keeps its high precision. Two-Step (Alasso) achieves a precision comparable to FASK, but with a superior performance in recall. This result indicates that Alasso may be a better method than FAS-stable to detect adjacencies when coefficients are very small and the sample size is large enough.

The orientation recall for both algorithms is low due to the low adjacency recall, but their precision is excellent considering the complexity of these problems, with the exception of the *SmallDegree* case for which the orientation precision is considerably lower. Two quantitative measures of the non-Gaussianity of the data, the Anderson-Darling score and the skewness, show that the simulated data for the *SmallDegree* macaque network is more Gaussian relative to the other simulated macaque networks. This we think is the reason why both algorithms do not perform as well in orientation precision as with more non-Gaussian data.

Both FASK and Two-Step (Alasso) show high precision with lower recall for 2-cycle detection, with the exception of the *LongRangeControl* macaque network. For the *LongRangeControl* simulation, 9 out of 19 2-cycles were set as control (inhibitory) 2-cycles, with one coefficient positive and the other negative. Control 2-cycles are challenging because the interaction of the positive and negative coefficients in the cycle can produce data that make the cycle variables look independent. None of the seven tested algorithms capable of inferring 2-cycles were good at detecting control 2-cycles in our simulations (see Tables C10 and C11 in Supporting Information C (Sanchez-Romero et al., [@bib60]) for individual results for networks with control 2-cycles).

Consistent with the running times of the previous simple networks, FASK is considerably faster than Two-Step (Alasso), sometimes by an order of magnitude. For the dense network of 91 nodes and 1,615 edges (*Full* macaque network), FASK took 1.7 min, and Two-Step (Alasso) 4.1 min on average to return. These are excellent running times considering the complexity of the structure. One way to improve the recall of FAS-stable is to increase the sample size. We explore sample size effects by concatenating increasing numbers of datasets for the *LongRange* network and present results for FASK in [Table 2](#T2){ref-type="table"}. Results are for one repetition of 10, 20, 30, and 40 subjects concatenated. For comparison we also include results for Two-Step (Alasso). Both algorithms were run with the aforementioned parameters. [Table 2](#T2){ref-type="table"} shows that indeed, FASK adjacency and orientation recall can be improved by increasing the sample size, without detriment for the precision. Sample size increase improvements also work for Two-Step, but in lesser degree.

###### 

Results for FASK and Two-Step with Alasso for increasing sample size under *LongRange* simulation, which has very small coefficients for the linear interactions. Results for one repetition for different numbers of concatenated test datasets. Precision and recall for adjacencies (AP, AR), orientations (OP, OR), 2-cycles (2CP, 2CR), and running times in seconds (r.time).

  **FASK**                                                          
  ----------------------- ------ ------ ------ ------ ------ ------ ------------
  5,000 (10 datasets)     0.97   0.26   0.98   0.31   1      0.68   3.33
  10,000 (20 datasets)    1      0.40   0.99   0.47   0.95   0.95   17.53
  15,000 (30 datasets)    1      0.51   0.99   0.57   0.95   1      162.03
  20,000 (40 datasets)    1      0.58   0.97   0.63   0.86   1      1354.78
                                                                    
  **Two-Step (Alasso)**                                             
  Sample size             AP     AR     OP     OR     2CP    2CR    r.time (s)
  5,000 (10 datasets)     0.97   0.85   0.97   0.86   1      0.90   37.48
  10,000 (20 datasets)    1      0.89   1      0.89   1      0.90   77.00
  15,000 (30 datasets)    1      0.92   1      0.93   1      1      81.00
  20,000 (40 datasets)    1      0.94   1      0.95   1      1      117.48

Sensitivities to Measurement Noise and Temporal Undersampling
-------------------------------------------------------------

### Measurement noise sensitivity.

As mentioned in the description of the synthetic data, following Smith et al. ([@bib66]), all the simulations have Gaussian noise added to the BOLD signals to model measurement noise in the observations, such that *y* = $\overset{\sim}{y}$ + *e*~*m*~, where $\overset{\sim}{y}$ is the measurement-noise-free BOLD signal and *e*~*m*~ is the measurement noise distributed as a standard Gaussian with mean = 0 and *SD* = 1. For this section we use data from *Network 4*, in which the measurement-noise-free data $\overset{\sim}{y}$ has an average standard deviation of 2.5 (±0.41), implying that the final *observed* BOLD data *y* has an average SNR (*SD*~signal~/*SD*~noise~) of 2.5/1.

In principle, for each of the causal inference methods presented, the corresponding estimator was derived by minimizing some error or maximizing the likelihood of a model. To do so one has to assume a generative model, and the assumed generative models do not contain measurement noise. So, adding measurement noise will be a violation of the model assumptions. In practice, some causal discovery methods will not have a good performance when model assumptions are violated, others may be more robust, and this is why simulation studies in which model assumptions are violated are conducted to assess the robustness of causal inference algorithms. Scheines and Ramsey ([@bib61]) assess the effect of increasing magnitudes of measurement noise on the performance of the Fast Greedy Equivalence Search (FGES) causal inference algorithm (Ramsey, Glymour, Sanchez-Romero, & Glymour, [@bib53]), and report a reduction on adjacency and orientation precision and recall, as the measurement noise becomes more prominent. They also note that the detrimental effect on accuracy of measurement noise can be partially mitigated if the sample size is increased. Zhang et al. ([@bib80]) present a formalization of a generative model with added measurement noise and derive sufficient conditions under which the causal model governing the true measurement-noise-free variables can be identified. In general, the problem of additive measurement noise arises from the fact that observed variables with measurement noise are not exact proxies of the true measurement-noise-free underlying variables and thus, the structural equations and conditional independence relations governing the true variables will not necessary hold for the observed variables. Zhang et al. ([@bib80]) and Scheines and Ramsey ([@bib61]) show how, given the difference between true and observed variables due to measurement noise, significant correlations that hold in the true variables may disappear in the observed variables (increasing the risk of false negative edges), and zero partial correlations that hold in the true variables may become significant in the observed variables (increasing the risk of false positive edges), as the magnitude of the measurement noise increases.

To have a sense of the effect of measurement noise on the estimation of cyclic structures for Two-Step and FASK, we generated data for the *Network 4* simulation without standard Gaussian measurement noise, and computed the percentage change in performance between the data with measurement noise and the data without. For comparison, lag-based procedures, MVGC, MVARp, and GlobalMIT are also included. [Figure 4](#F4){ref-type="fig"} shows average *percentage change* of precision and recall for adjacencies, orientations, and 2-cycles detection for 60 repetitions of 10 concatenated datasets when the Gaussian measurement noise is removed. All considered, elimination of measurement noise decreases recall and precision for MVGC and MVARp, helps GlobalMIT (FAS) minimally with precision but not recall, FASK is mostly unaffected, and helps Two-Step (Alasso) considerably across adjacencies, orientations, and 2-cycle detection. The improvements for Two-Step are expected since without measurement noise the data are now from the true model, but the reasons of the changes on accuracy for the other methods, MVGC, MVARp, and GlobalMIT are unclear. Remarkably, FASK is essentially unaffected by measurement noise, at least within the limits we have explored here.

![*Effect of removing measurement noise*. Percentage change (%Δ) of precision and recall when the standard Gaussian measurement noise is removed from the data. Results for adjacencies, orientations and 2-cycles, averaged across 60 repetitions of 10 concatenated sessions. Data simulated from *Network 4*.](netn-03-274-g004){#F4}

The measurement noise sensitivity we have explored here corresponds to added noise to the BOLD signal ([Equation 3](#E3){ref-type="disp-formula"}). A related question is the effect on the accuracy of FASK and Two-Step from noise directly added to the neuronal variables *z* ([Equation 1](#E1){ref-type="disp-formula"}). In the DCM model used for our simulations the noise can be modeled as *dz*/*dt* = *σ***A***z* + **C***u* + *n*, where *n* represents the added noise. Theoretically, this noise will be transferred to the BOLD signal through the hemodynamic function, increasing the variance of the observed BOLD and mainly hampering the recall (sensitivity) of FASK and Two-Step for the recovery of true adjacencies. The degree to which the recall is affected will depend on the variance of the added noise in the neuronal variables *z*.

### Temporal undersampling sensitivity.

As with measurement noise, reductions in the temporal resolution of the observed data can affect the performance of causal inference algorithms, especially for lag-based methods. As the sampling rate of the fMRI data recording gets lower, the recall of lag-based methods is expected to decrease given that the information about variables dependency recovered from previous time steps will not contain relevant causal information when the real causal processes occur at a faster rate than the sampling rate (Seth, Chorley, & Barnett, [@bib63]). In contrast, with data collected at a faster sampling rate the recall of lag-based methods is expected to improve. In fact, when the MVGC algorithm was run on noiseless 5-ms resolution synthetic neuronal data from the DCM simulator, recall and precision for adjacencies, orientations and 2-cycles detection were perfect. Following the measurement noise analysis, synthetic BOLD data was produced from *Network 4* at a lower sampling rate of TR = 3 s (datapoints sampled every 3 s), in order to compare it with the original data with a higher sampling rate of TR = 1.2 s. For the 3-s TR simulated data, the scanning session was increased to 25 min to guarantee a sample size of 500 datapoints in each individual dataset, as in the original data. [Figure 5](#F5){ref-type="fig"} shows average *percentage change* of precision and recall for adjacencies, orientations and 2-cycle detection for 60 repetitions of 10 concatenated datasets when the sampling resolution was reduced from 1.2-s TR (higher sampling resolution) to 3-s TR (lower sampling resolution), for MVGC, MVARp, GlobalMIT (FAS), FASK, and Two-Step (Alasso). The reduction in sampling rate reduced the adjacencies, orientations, and 2-cycle detection recall for the lag-based methods MVGC and GlobalMIT (FAS) by more than 40%, while MVARp recall and precision was considerably less affected. In contrast, for FASK and Two-Step, which assume i.i.d. data, the reduction in sampling rate did not significantly affect their precision or recall.

![*Effect of reducing the temporal sampling resolution*. Percentage change (%Δ) of precision and recall when the sampling resolution is reduced from one sample every 1.2 s (TR = 1.2 s) to a slower rate of one sample every 3 s (TR = 3 s). Results for adjacencies, orientations, and 2-cycles, averaged across 60 repetitions of ten datasets concatenated. Data simulated from *Network 4*.](netn-03-274-g005){#F5}

EMPIRICAL DATA RESULTS {#sec5}
======================

Resting-State Data Results
--------------------------

FASK and Two-Step (Alasso) were run on 23 repetitions of 10 individual subjects selected at random, standardized individually, and concatenated. The resulting 23 concatenated datasets comprise seven regions of interest from the medial temporal lobe, with 4,210 datapoints. Left and right hemispheres were analyzed separately.

In contrast to simulated data, with empirical data we do not have a fully defined ground truth to exactly assess the performance of causal search algorithms. Instead, we have partial knowledge about the presence of structural connections between brain regions derived experimentally in animal models (Naber, Lopes da Silva, & Witter, [@bib46]; und Halbach & Albrecht, [@bib73]), postmortem in humans (Molnár, Blakey, Bystron, & Carney, [@bib42]; Mori et al., [@bib44]; Mufson, Brady, & Kordower, [@bib45]), and in vivo in humans by using diffusion imaging--based tractography (Zeineh et al., [@bib77]), which nevertheless has a systematic problem of false positive inferred--structural connections (Maier-Hein et al., [@bib38]). In some cases we can also obtain knowledge about the direction of the structural connections by tracer injection experiments in animal models (Markov et al., [@bib40]; Witter & Amaral, [@bib76]). This partial information about the connectivity can be used to evaluate to a certain degree the performance of search algorithms, for example, by examining the presence or absence of directed edges relative to previously established reports. In addition, we can also register robust edges that are consistently estimated under different instantiations of the data. We evaluate the performance of FASK and Two-Step (Alasso) on the medial temporal lobe data by comparing robustly estimated edges for each of the algorithms.

Graphical results for the right hemisphere medial temporal lobe are in Supporting Information C (Section C4.2, Sanchez-Romero et al., [@bib60]). We also include for each algorithm, each hemisphere, and for the concatenated and individual cases the list of directed edges and their frequency of appearance across the 23 instantiations, and the list of 2-cycles ordered by frequency of appearance (Supporting Information C, Section C4, Sanchez-Romero et al., [@bib60]). Agreement with the partial knowledge is maximized when we considered edges that appear in 48% of the 23 repetitions. We define a robust edge as an edge estimated in 48% or more of the 23 repetitions of 10 concatenated subjects, or in the case of the individual subject analysis, in 48% or more of the 23 individual subjects.

[Figure 6](#F6){ref-type="fig"} presents graphically, for the seven regions of interest from the left hemisphere medial temporal lobe, the directed edges estimated in 48% or more of the 23 repetitions of 10 concatenated subjects. We show the most robust edges produced by FASK parameterized with a penalty discount of *c* = 1 and threshold for 2-cycle detection of *α* = 0.05, and compare these edges with the most robust edges estimated by Two-Step (Alasso) parameterized with *λ* = 2 for the **B** matrix estimation, and a threshold of 0.10 for the absolute values of the final **B** matrix.

![Comparison of the most robust edges estimated by FASK and Two-Step (Alasso) in 23 repetitions of 10 subjects concatenated for 10 regions of interest from the left hemisphere medial temporal lobe. A directed edge is depicted if it is estimated in 48% or more of the 23 repetitions of 10 subjects concatenated. Regions of interest include cornu ammonis 1 (CA1); CA2, CA3, and dentate gyrus together (CA23DG); entorhinal cortex (ERC); perirhinal cortex divided in Brodmann areas (BA35 and BA36); and parahippocampal cortex (PHC).](netn-03-274-g006){#F6}

Overall both algorithms produce a closely similar set of robust edges for the medial temporal lobe left hemisphere data. With one exception, every directed edge found by FASK is found by Two-Step (Alasso). For matters of graph comparison, 2-cycles count as one single adjacency. Given this, it can be seen that the adjacencies output by both algorithms are almost the same with the exception of BA35--PHC that is found by FASK but not by Two-Step; and SUB--CA23DG, SUB--BA35, and PHC--CA1 that are found by Two-Step but not by FASK. Regarding inferred 2-cycles, both algorithms output the 2-cycles for SUB--CA1, CA1--CA32DG and BA35--BA36; the 2-cycle for SUB--PHC is present in the FASK output but not in Two-Step, while the SUB--ERC and ERC--PHC 2-cycles are present in Two-Step but not in FASK. The edge BA35--ERC is oriented in opposite directions by the two algorithms. The adjacencies and orientations are consistent with the medial temporal lobe model presented in Lavenex and Amaral ([@bib36]), capturing the flow of information from the medial temporal lobe cortices (BA35, BA36, PHC) directly into the entorhinal cortex (ERC), which works as a gateway to the hippocampal formation, where the signals travel to CA23DG to CA1 (Schaffer collaterals) to the subiculum (SUB) and back to ERC, and from ERC back to BA35, BA36, and PHC. As suggested by Lavenex and Amaral ([@bib36]) there are also direct two-way connections between PHC, BA35, and BA36 (perirhinal cortex) and subiculum and CA1, captured with some degree of agreement by FASK and Two-Step. The presence of 2-cycles in the output of both algorithms is consistent with reported feedback in medial temporal lobe information processing (Insausti et al., [@bib29]). There are two main discrepancies of our results with the standard model of the hippocampus as presented in Lavenex and Amaral ([@bib36]). First, neither FASK nor Two-Step robustly inferred the ERC--CA23DG edge (perforant pathway). This is surprising since this is the main pathway connecting the medial temporal lobe cortices with the hippocampus. One possible explanation is that the signal between these regions measured with resting-state fMRI is not strong enough to be captured by our methods. Another explanation is that the efficacy of existing structural connectivity is modulated in a task-dependent fashion, so not all possible pathways should be functionally activated in resting state. One other possibility is that the regions of interest for ERC, or CA23DG or both were incorrectly spatially defined and necessary voxels driving the associations between the regions were left out. The second discrepancy is related to the CA23DG--SUB edge which shows in the Two-Step output but not in the FASK result. Again, a possible explanation of this spurious edge is related to a weak mixing of variables between CA1 and CA23DG that affects the more sensitive Alasso adjacency search in Two-Step, but not FASK which is less sensitive to weak signals. Equivalent results are observed for the right hemisphere medial temporal lobe, with the difference that the right hemisphere data show more robust 2-cycles but loses some of the direct connections from the parahippocampal and perirhinal cortices to the hippocampus. Results for the right hemisphere are shown in Supporting Information C (Sanchez-Romero et al., [@bib60]). Surprisingly, however Two-Step with Alasso finds the ERC--CA23DG connection in 57% of the individual datasets (Table C35 in Supporting Information C, Sanchez-Romero et al., [@bib60]).

The analysis using individual datasets showed similar results as the concatenated datasets, with the difference that the frequencies of estimation of the edges across the 23 individuals is lower than with the concatenated datasets. This is expected since reductions of the sample size reduces the ability to detect real effects.

Task Data Results
-----------------

FASK and Two-Step (Alasso) were run on one repetition of 9 subjects concatenated (1,440 datapoints) from the rhyming task data, for eight bilateral regions of interest and one Input variable representing the dynamics of the stimuli presentation. FASK was run separately using FAS-stable and FAS-original (the order dependent adjacency search of the PC algorithm; Spirtes et al., [@bib67]) using the same penalty for the BIC\* score of *c* = 1 and *α* = 0.001 for the 2-cycle detection. Two-Step (Alasso) was run with a *λ* = 2 for the penalization and a threshold of the absolute values of the **B** matrix of 0.10. The resulting graph for each algorithm is shown in [Figure 7](#F7){ref-type="fig"}.

![Comparison of the output graphs from FASK with FAS-stable and FAS-original, and Two-Step (Alasso) in one repetition of nine subjects concatenated (1,440 datapoints), for eight bilateral regions of interest and one Input variable. Regions of interest include left and right occipital cortex (LOCC, ROCC); left and right anterior cingulate cortex (LACC, RACC); and left and right inferior frontal gyrus (LIFG, RIFG); and left and right inferior parietal (LIPL, RIPL). The output of FASK (FAS-original) is identical to FASK (FAS-stable) with the addition of the Input → LACC and ROCC → RIPL connections.](netn-03-274-g007){#F7}

As mentioned in the [Empirical Data](#sec5){ref-type="section"} section, when analyzing task data we can model the dynamics of the task with an Input variable for which we expect feedforward edges into the regions of interest and not vice versa. This is a simple limited but gold standard test for the accuracy of orientation algorithms. Both, FASK and Two-Step (Alasso) with concatenated data, correctly output feedforward edges from the Input variable to the regions of interest. Of particular relevance is the edge going from the Input to the left occipital cortex, which we expect as this is a task in which visual stimuli are presented first. Both algorithms present feedforward edges from the left occipital cortex to the frontal lobe (LIFG, left inferior frontal gyrus), and then back to the parietal lobe (LIPL, left inferior parietal). This causal order is consistent with the rhyming task (Ramsey et al., [@bib54]), in which first, a pair of words (or pseudowords) are presented in a screen, and then the subjects have to conclude if the words rhyme or do not rhyme. In addition to the posterior anterior direction, we also see in the graphs a cascade of homotopic effects from the left hemisphere to the right hemisphere. The graph produced by the Two-Step algorithm is more dense, which is expected given Alasso higher sensitivity to detect adjacencies under reduced sample sizes compared with FASK. Nevertheless, the adjacencies of FASK(FAS-stable) and FASK(FAS-original) are proper subsets of the Two-Step adjacencies.

There are some differences in orientations between the algorithms in the right hemisphere, but the left hemisphere orientations are very consistent, especially regarding the flow from occipital to frontal to parietal. Interestingly, neither FASK nor Two-Step produce 2-cycles between the regions of interest. If effects are weak, FASK may miss the presence of a 2-cycle, but Two-Step (Alasso) will not, which give us some guarantee that the absence of 2-cycles for these regions under this particular task is a real connectivity property and not a problem of false negatives. These task data have been previously analyzed with algorithms that assume acyclicity (Ramsey et al., [@bib54]), and pairwise non-Gaussian orientation algorithms (Ramsey et al., [@bib55]), with similar results in terms of the gross flow of information from occipital to frontal regions and from left to right hemisphere.

For comparison, in Supporting Information C (Section C5, Sanchez-Romero et al., [@bib60]) we present results for FASK(FAS-stable) and Two-Step (Alasso) on each of the nine individual datasets (160 datapoints). For each algorithm we report frequency of estimation for each directed edge, including 2-cycles. Even with individual data (160 datapoints) we can recover robust edges that are consistent with those obtained when we concatenated the nine subjects ([Figure 7](#F7){ref-type="fig"}), especially those regarding homotopic connectivity from left to right hemisphere. We also observed that for FASK the directed edge from the Input variable to the left occipital region (LOCC) is hardly obtained at the individual level, whereas Two-Step (Alasso) has a better performance producing that edge in seven out of nine individual subjects. Two-Step seems prone to false positive edges when the sample size is small as in the individual scans.

DISCUSSION
==========

At present temporal resolution for fMRI data, lag-based methods are unreliable in three respects. They overfit, their accuracies are sensitive to the undersampling rate, and they do poorly in finding feedback cycles. The two non-Gaussian i.i.d. methods presented here, FASK and Two-Step, are far from perfect but they are more accurate than available lag-based methods. FASK application is very simple with only two adjustable parameters and short running time even in large dimension problems. In contrast, because of the optimization procedure to infer the **B** matrix coefficients, Two-Step can be slow, especially with large dimension problems or when the sample size is very large. This can be mitigated by initializing the optimization of the mixing matrix with small values for the coefficients and adjusting the penalization parameters as we did here. Both FASK and Two-Step are insensitive to variations in undersampling, can infer cycles of any degree, and they are distinctively good at finding 2-cycles. FASK is robust to measurement noise in the observed variables, a relevant property considering that measurement noise has shown to be detrimental to the performance of certain search algorithms including Two-Step. The non-Gaussianity leveraged by FASK to orient edges comes from the skewness of the distribution around the center: if the distribution of the data is non-Gaussian but symmetric around the center, such as the Uniform distribution, FASK is not guaranteed to infer the correct orientations. In contrast, Two-Step works accurately with any type of non-Gaussian distribution, even with non-Gaussian distributions symmetric around the center. It is still controversial whether BOLD signals are significantly non-Gaussian (Hlinka, Paluš, Vejmelka, Mantini, & Corbetta, [@bib24]), so to quantify the presence of skewness (a measure of non-Gaussianity) in our empirical BOLD data we computed the mean skewness across all variables and all individual datasets and compared it against the mean skewness of an equivalent number of values of random variables sampled from a Gaussian distribution. We did this for the resting-state medial temporal lobe data and for the task data separately. In both cases, the difference between the mean skewness of the empirical BOLD data and the mean skewness of the random Gaussian variables was statistically significant at an *α* = 0.01, using a two-sided *z*-test for the difference of means. From this we can conclude that the empirical BOLD data used here present statistically significant non-Gaussianity (coming from the skewness) that was exploited by FASK and Two-Step.

Almost all of the hitherto published tests of discovery methods for effective connections using simulated fMRI data have used very sparse graphs, typically of degree 2 or 3, to generate data. Increased density of causal connections will inevitably result in lower recall from search methods---a larger fraction of the true connections will not be discovered. The precision---the fraction of connections reported by a search method that are correct---will be affected as well, although less severely. Here, we have analyzed a much denser simulation based on empirical anatomical connections in the macaque network, with average degree 35, representing 34% of all possible adjacencies among the 91 nodes in the network (or 19.7% of all possible directed edges, counting 2-cycles as two distinct directed edges). For this network, Two-Step has substantial recall and good precision, but FASK, although with perfect precision, is essentially uninformative, returning only 17 adjacencies. The disappointing recall for FASK is very likely the result of two factors. One is the possibly quite unrealistic very low coefficient values that were necessary to find in our simulator a stable model of the highly cyclic macaque network. The other is the adjacency search used in FASK---the fast adjacency search (FAS) of the PC algorithm. The quasi-Bayesian Fast Greedy Equivalence Search (FGES) algorithm (Ramsey et al., [@bib53]) has an adjustable penalty that can be increased or decreased to force sparser or denser estimated graphs when the true graph is dense. Run on all cortical voxels for empirical resting-state fMRI data, Ramsey et al. ([@bib53]) found that more than 90% of the edges found with sparser penalties were included in the edges found with denser penalties, suggesting that for the adjacency search in FASK, one might substitute FGES. FGES is available in the TETRAD software (<http://www.phil.cmu/tetrad>).

The Two-Step algorithm outputs estimates of connection strengths (weighted directed matrix), which may be relevant for some applications, for example, connectivity-based classification. FASK does not give estimates of coefficients: its output is a possibly cyclic graph that can be encoded as a binary directed matrix. Notwithstanding, the graph output by FASK can be parameterized as a structural equation model and coefficients estimated from the data. We implemented FASK in Java, but the 2-cycle detection and left-right rules are flexible enough to be implemented in other programming languages such as R, Python, or Matlab. Two-Step was implemented in Matlab but it can also be implemented in R, Python, or Java as long as the optimization method used has efficient running times.

In theory, Two-Step accurately finds causal connections among measured variables in the presence of unrecorded, unknown confounding variables, but we have not tested that aspect of the procedure here. None of the other procedures tested here have any theoretical guarantees when there are unrecorded confounders. Researchers need a reasonably accurate procedure that can be run on such high-dimensional problems and is robust both to feedback cycles and to unmeasured confounders.

All of the search algorithms tested in our manuscript require setting one or more tuning parameters that control the sparsity of the estimated network. In novel empirical applications, we recommend generating simulated data that accords with the empirical sample size, number of variables, correlations, and any prior information the investigator has about structure, and choose tuning parameters that when applied in search yield the best agreement with the generating structure(s) of the simulations. That is essentially what we have done in applying our methods to the empirical resting-state and task data described here.

For our application of FASK and Two-Step to empirical data we used tuning parameters values from the optimal space of tuning parameters obtained in simulations for the macaque *SmallDegree* network (Figures B1 and B2 from Supporting Information B, Sanchez-Romero et al., [@bib60]), which we consider holds similar characteristics to our empirical data in terms of sample size, sparsity, and coefficient strength (which can be loosely approximated with correlation strengths). We observe that the results of FASK and Two-Step with the chosen parameters produce results in agreement with reported knowledge, and with the ground truth that in task data, the input variable representing the task time series should feed into the brain nodes and not vice versa. We recommend a comparable check on any application of structural search methods to task related data.

In [Table 2](#T2){ref-type="table"} we showed the positive effect on recall of increasing the sample size for the *LongRange* macaque simulation. A related question is, which is the minimum sample size required for FASK and Two-Step to obtain reliable precision *and* recall. To answer this question, we ran FASK and Two-Step (Alasso) under increasing sample size (obtained by concatenating datasets) for the *Network 4* simulation. The minimum sample size tested was 500 and the maximum 30,000. For this structure, FASK maximizes its recall from 5,000 datapoints (i.e., 10 datasets concatenated) onward, while high precision is achieved for all the sample sizes we tested. For 2-cycles detection, perfect accuracy is reached by FASK starting with 2,000 datapoints (i.e., 4 datasets concatenated). In this set up, Two-Step seems to maximize its precision from 7,500 datapoints (i.e., 15 datasets concatenated) onward but with reduction in recall. Recall of 2-cycles detection improves also around 7,500 datapoints, but accompanied by a reduction in the precision. Overall these results suggest that good precision *and* recall for FASK can be achieved with approximately 5,000 datapoints; there is a trade-off between higher and lower precision for Two-Step, and between overall edge orientation precision and 2-cycle detection precision. We include tables with full results in Supporting Information E (Sanchez-Romero et al., [@bib60]).

The sample sizes suggested above guarantees, in simulation, a high precision and recall for FASK and Two-Step. Nevertheless, data with such large sample sizes may not be available or it may not be desirable to concatenate datasets to increase the sample size. For such scenarios, we ask if FASK and Two-Step can achieve *precision* as good as that achieved with larger sample size with a tolerable loss in recall. Bühlmann and van de Geer ([@bib5], Chapter 10) propose a strategy for small sample regimes which potentially reduces the number of false positive edges and thus boosts the precision of a search method. This strategy has been previously used with Lasso and Glasso applications (Bühlmann & van de Geer, [@bib5]), and we apply it here to FASK and Two-Step. The strategy consists in creating *k* random subsamples of size *N*/2 without replacement (within each subsample) from an original dataset of sample size *N*; infer *k* graphs and count the number of times a particular edge appears across the *k* graphs. A final graph is built with those edges that appear in more than a proportion *t* of the *k* graphs, where 0.50 \< *t* ≤ 1. The value of *t* is a threshold that depends on the number of false positive edges tolerated by the researcher. The smaller the number of false positives tolerated the higher the value of *t* that should be set. Using datasets with 500 datapoints, we test this subsampling strategy for FASK and Two-Step (Alasso) on the 18 simple simulations and in the four macaque-based simulations. We compare precision and recall for these datasets against those obtained with the concatenated datasets of 5,000 datapoints for which results were reported in [Figures 2](#F2){ref-type="fig"} and [3](#F3){ref-type="fig"} and [Table 1](#T1){ref-type="table"}. For the subsampling strategy we use *k* = 100 to guarantee stability of the results. The value of *t* may be different for each network and dataset, and depends on the number of tolerated false positives. In our simulations, for smaller size problems, such as the 18 simple simulations, setting the number of tolerated false positives equal to 5% of *p*, the total possible directed edges of the network (*p* = *v*(*v* − 1), where *v* is the number of nodes in the network), produced goods results, but with higher size problems, such as the four macaque-based simulations, we obtained better results with a lower proportion of 1/*p*, as suggested in Bühlmann and van de Geer ([@bib5]).

Using FASK with the subsampling strategy and 500 datapoints, the precision for adjacencies and orientations improved---in average across the 18 simple simulations---by 10% and 7%, respectively, relative to using datasets with 5,000 datapoints. The recall dropped by 35% for adjacencies and by 37% for orientations. A reduction in recall is expected since the power of FASK decreased because of the reduction in sample size. Nevertheless, the subsampling strategy helped to achieve a precision better than with 5,000 datapoints. For Two-Step (Alasso) with the subsampling strategy and 500 datapoints, the precision for adjacencies and orientations improved slightly---in average across the 18 simple simulations---by 2% and 1%, respectively; the recall dropped by 15% for adjacencies and 17% for orientations. As with FASK, the reduction in sample size diminished the power of Two-Step and consequently reduced the recall, but precision is as good as with 5,000 datapoints.

For the *Macaque SmallDegree* simulation, both algorithms experienced a reduction in recall due to the reduction in the sample size, but the precision was improved thanks to the subsampling strategy. In contrast, for *Macaque LongRange*, *LongRangeControl*, and *Full* simulations, the reduction in sample size considerably affected both the recall and the precision. The reason is that for these three simulations the coefficients are very small, (0.05--0.1) and (0.01--0.05) respectively, and the reduction in sample size from 5,000 to 500 makes it extremely difficult to detect these minuscule effects, while it also increases the risk of false positives. As a reference, all the other simulations have larger coefficients in the range (0.3--0.7).

All together, these results show that when complemented with the subsampling strategy, FASK and Two-Step with 500 datapoints can achieve precisions as good as those obtained with 5,000 datapoints. The recalls will be smaller compared with those obtained with a large sample size of 5,000, but researchers may have comparable confidence about the inferred edges. When effects are very small, subsampling will not find them. Details about the specific implementation of the subsampling strategy and results for each individual simulation with 500 and 5,000 datapoints are included in Supporting Information F (Sanchez-Romero et al., [@bib60]).

Finally, a number of clinical studies have used hypothetical neuronal connections inferred from correlations (Abraham et al., [@bib1]; Chen, Uddin, Zhang, Duan, & Chen, [@bib6]; Cheng et al., [@bib7]; Di Martino et al., [@bib9]; Kassraian-Fard, Matthis, Balsters, Maathuis, & Wenderoth, [@bib34]; Long, Duan, Mantini, & Chen, [@bib37]; Ray et al., [@bib57]; Uddin, Supekar, & Menon, [@bib72]). In principle, it is possible to achieve good diagnostics from connectivities assumptions that are a mixture of true connections and false positive connections, but more accurate estimation of effective connections is likely to improve accuracy. Price et al. ([@bib52]), using the GIMME method we have examined in this paper, analyzed connectivity differences between patients with depression and controls. Although we do not provide any clinical application in this paper, Huang et al. ([@bib26]) using Two-Step obtained between 82% and 87% classification accuracy on autism spectrum disorder (ASD) identification (depending on the laboratory source from the ABIDE data repository)---so far as we know the best accuracy yet obtained from resting-state fMRI data.
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Feedback structure:

:   In a directed graph, a set of nodes and edges, in which some nodes are reachable from themselves.

Pairwise directionality algorithms:

:   In causal search, methods that infer the causal direction between each pair of adjacent variables individually.

Measurement noise:

:   Error in observed signal introduced by the activity itself of measuring.

Retrograde tracer injection:

:   An invasive neuronal imaging method where a substance, such as a virus, is injected in a target area to trace back axonal connections to their sources.

Skewness:

:   The third moment of a probability distribution; it measures the asymmetry around its mean. Gaussian distributions have a skewness equal to zero.

Order-independent search:

:   In causal inference, a search algorithm whose output graph does not depend on the order in which statistical tests are performed.

Non-recursive structural equations:

:   A set of equations modeling the causal relations for a feedback model.

Unmeasured confounding variable:

:   A variable that is a common cause of two or more observed variables but is not included in the observed dataset.

Independent component analysis (ICA):

:   A mathematical method for decomposing an observed dataset into a combination of independent, non-Gaussian components.

Regularized regression:

:   A method of regression in which a penalty term is used to avoid overfitting; generally it works by shrinking the values of small estimated regression coefficients to zero.

Structural connectivity:

:   Interactions between neuronal regions captured by axonal connections.
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