Multi-task learning can extract the correlation of multiple related machine learning problems to improve performance. This paper considers applying the multi-task learning method to learn a single task. We propose a new learning approach, which employs the mixture of expert model to divide a learning task into several related subtasks, and then uses the trace norm regularization to extract common feature representation of these sub-tasks. A nonlinear extension of this approach by using kernel is also provided. Experiments conducted on both simulated and real data sets demonstrate the advantage of the proposed approach.
Introduction
Multi-task learning has been researched extensively in the machine learning community for many years [1] . It deals with many related learning tasks about regression or classification simultaneously to obtain a better model for each task. It has been used in many fields such as bioinformatics [2, 3] , visual classification [4] , web search ranking [5] , industrial inspection [6] and so on. Better predictive function for each task can be created by multi-task learning if these tasks have something in common. Besides, when a new related task appears, by utilizing the relationship of the related tasks, a precise model for the new task can be developed with just few training samples collected for the new task.
There are many methods to define the correlation among multiple tasks [7] [8] [9] [10] [11] [12] . One important way is to assume that each task shares common features. The same subsets of features are chosen to represent the correlation of input and output in each task. L2,1 norm regularized minimization, a kind of group Lasso problem, is commonly used to find the shared features among different learning tasks [13, 14] . Another way to describe the correlation among multiple tasks is to assume that the linear predictors of different tasks are in a low rank subspace. Argyriou et al. proposed a convex multitask feature learning formulation to learn a common sparse representation from multitasks [15] . Their multitask learning formulation is essentially equivalent to the approach employing the trace norm as a regularization which is introduced to replace non convex rank function. The trace norm (known as nuclear norm) of a matrix is the sum of its singular values, so the trace norm regularization is the absolute shrinkage on the singular values of the coefficients matrix and enforces the singular values of matrix to be zero [16, 17] . The trace norm regularization is a promising heuristic approach to find the low rank structure of the coefficients in different tasks [18] .
Many machine learning methods use the divide and conquer strategy to deal with complex classification or regression problems. With the divide and conquer strategy, a complex problem is divided into multiple simpler subproblems. Motivated by the success of the multi-task learning techniques in learning multiple tasks, in this paper we attempt to use the multi-task learning method to improve the performance of the divide and conquer strategy. The divide and conquer strategy often divides the input space into many local regions, and the training data in each region may be insufficient. All subproblems are caused by studying the same target and thus there exists some intrinsic relatedness among the subproblems. Therefore, we can utilize the multi-task learning approach to improve the generalization performance of the divide and conquer strategy.
In order to fulfill a single task through the multi-task learning method, we use the mixture of experts (MOE) [19] method to divide a complex machine learning problem into subproblems. MOE is a probabilistic tree-based model, using a mixture of conditional density models to approximate the conditional distribution of output. The mixing coefficients of MOE depend on the inputs and decided by the gating functions, and the local conditional density models are called experts. A comprehensive survey of the mixture of experts can be found in Ref. [20] . Recently, many novel MOE methods are proposed to handle high dimensional data [21] [22] [23] . In this paper, a new trace norm regularized MOE model is proposed. We choose the trace norm regularization to extract the connection among expert models and gating functions. Trace norm regularization is a feature learning technique. The trace norm regularized MOE model can uncover the shared underlying characteristics of training input. Different from the previous study on the MOE model which often aims to select a set of sparse features [22] , the trace norm regularized MOE model gains a small set of underlying characteristics which can be represented by the linear combination of original features. Moreover, the trace norm regularization allows us to work in the kernel space and handle the high dimensional (or infinite) features. At this point, the trace norm regularized MOE model is more flexible than the MOE with sparse feature selection [22] . This paper is organized as follows. Section 2 reviews the standard framework of the MOE model and presents the proposed trace norm regularized MOE model. The optimization and extension with kernel is also provided in section 2. In section 3, we demonstrate the performance of the proposed method by the experiments conducted on both synthetic and real data sets. We discuss the feature research in section 4.
Mixture of experts model with trace norm regularization
In this section, we first briefly present the basic elements of MOE model. Then we present the new MOE model with the trace norm regularization and give its extension with kernel. 
Mixture of experts model
MOE model approximate the probability distribution through a mixture of multiple local distributions, called experts. The MOE model with K experts can be expressed as:
In the MOE model, the posteriori conditional distribution is decomposed as a weighted combination of K expert models. The weight function π k (x), defined as gating function, satisfies π k (x) > 0, 
where
The expert models also often use linear models such as the generalized linear models. The density function p k (y|x) can be expressed as:
wherew i ∈ R p , i ∈ {1, 2, . . . , k} are the parameters of the expert models. For example, we can use the logistic function for two-class classification:
where y ∈ {1, −1}. The expectation-maximization (EM) algorithm can be used to train a MOE model.
above MOE model (2) can be expressed as:
z has a 1-of-K representation in which a particular element z i is equal to 1 and all other elements are equal to 0. In (6), the distribution over z is specified in terms of the weight coefficient, such that
and
Every latent variable z i corresponds to a training pair (x i , y i ).We summarize the training input in a matrix X ∈ R p×N , whose columns are given by x i , the training output in a vector Y ∈ R N , and the latent variables in a matrix z, whose columns are given by
The EM algorithm optimizes the following objective function alternately to obtain the maximum likelihood estimate of θ:
In the E-step, θ is fixed and the posterior distribution of the latent variable z i is estimated by:
Specifically, we have
In the M-step, we optimize θ to maximize the expected log likelihood of complete data over the posteriori distribution of latent variables estimated from E-step:
The EM algorithm repeats the E-step and M-step until either the parameters θ or the log likelihood converges.
Mixture of experts model with the trace norm regularization
Feature extraction is a commonly used approach in machine learning to improve the accuracy of model when the training samples are insufficient. Some feature extraction methods gained the underlying characteristics by estimating a matrix to project the original input feature into a low dimensional subspace. Formally, the extracted input feature can be expressed as
Subsequently, a regression or classification model is developed with the extracted feature F T x. Combining the feature extraction and the MOE model, and using the projection matrix F G , F E for the gating functions and the expert models respectively, we can obtain
where [15, 24] , we use the trace norm regularization for simultaneous feature extraction and model learning. As the prediction are dependent on F E H and F G G, we can add the Frobenius norm regularizer in the above EM algorithm to control the magnitude of F E , Fg, H and G. Adding the regularization terms will not change the posterior distribution of the latent variable z. Therefore, the E-step has not been changed. In the M-step, the optimization problem is then reformulated as:
where C G > 0, C E > 0 are the regularization parameters. The optimization problem (15) is nonconvex. However, following Ref. [24] , the non-convex optimization problem can be converted into a trace norm regularization problem. Trace norm || · || tr of a matrix is defined as the sum of the singular value of the matrix:
where i is the i-th singular values of W. According to [25] , the trace norm has the following property:
The problem (15) can be rewritten as:
Trace norm is the convex envelop of matrix rank [26] . Therefore, the trace norm regularization is often used in the multi-task learning and matrix completion to obtain low rank solutions. The idea of using the trace norm to extract the features of the MOE model comes from multitask learning. In multi-task learning, the trace norm regularizer is often used to gain a few features common across the tasks. The MOE model divides the data into multiple regions, and the data in each region may be insufficient to train the local expert model. Since the multi-task learning can improve the generalization performance when only limited training data for each task are available, we can use the multi-task learning to improve the performance of the expert model and the gating functions in MOE model. Consequently, with the aid of MOE model, we can apply the multi-task learning technique in a single task learning problem.
The optimization problem (18) can be divided into two independent trace norm regularization problems:
When h(yn,w T i xn) is log-concave, the optimization with trace norm regularization is a convex, but nonsmooth, optimization problem. It can be formulated as a semi-definite program (SDP) and solved by some existing SDP solver such as SDPT3 [26] . Recently, many efficient algorithms such as block coordinate descent [15] , accelerated proximal gradient method (APG) [16] and ADMM [27] have been developed to solve the trace norm minimization problem. In this paper, we use the APG algorithm to solve the trace norm regularization due to its fast convergence rate.
In summary, the MOE model with trace norm regularization can be trained with iterating the following two steps: E-step: evaluate the output of the gating functions and the expert models by using the current parameters, and then evaluate the posterior probability of latent variables using eq. (11). M-step: update the values of the parameters w i and r i by solving the two trace norm minimization problems (19) and (20) .
Nonlinear extension with kernel
The MOE model with linear experts can directly handle the nonlinear data. However, when the feature space is very high dimensional (or infinite), working in the original feature space is computationally expensive. The above method can be extended to work on kernel matrix. Following the representer theorem of trace norm regularization [15] , we can obtain the following theorem: Theorem 2.1. If W and R is the optimal solutions of the MOE model, then w k , r k , k ∈ {1, 2, . . . , K} can be expressed as:
where u ki and v ki are linear combination coefficients for the k-th experts and gating functions. The proof of this theorem is similar with the proof in Ref. [15] . According the Theorem 1, the optimal W and R can be represented as:
We consider a matrix P whose columns form an orthogonal basis of ζ . According to (22) , there are matrices U 1 and V 1 such that
As P T P = I, we have
Substituting (24) in the objective of (19) and (20) yields the following objective functions:
where u 1i and v 1i are the i-th columns of U 1 and V 1 . The problems (25) and (26) can be regarded as having modified input B = (β 1 , β 2 , . . . β N ) = P T X. As P consists of the basis of ζ , P can be expressed as:
Thus, B=P T X=R T X T X=R T K, K is the Gram matrix:
If the matrix R is known, the above trace norm regularized MOE model will only depend on the inner product of two samples. When the input feature x is mapped onto a kernel feature space by a nonlinear map φ(x), we can use the kernel function to evaluate the inner product in the kernel space. The matrix R is also estimated from the Gram matrix K. Compute the eigen decomposition of the n×n Gram matrix K = UDU T , where D is the diagonal matrix containing the eigenvalues of K, and U is a matrix whose columns are the corresponding eigenvectors. R is equal to UD −1/2 . R can also be computed by the GramSchmidt orthogonalization [15] .
To make a prediction for a new sample x, the expert models only need to evaluate w
, and the gating functions only need to evaluate r
T . In summary, using the above procedures, we can build and make predictions with a trace regularized MOE model without the original features.
Experiment
In this section, we present some numerical experiments on both synthetic and several real data sets to demonstrate the performance of the proposed method. We studied the two-class classification problem in these experiments and used the logistic regression models as the local expert models. The proposed trace norm regularized MOE model is compared with the L 1 norm regularized MOE model [22] , support vector machines (SVM), linear logistic regression with L 1 norm regularization, SVM ensemble with bagging, and AdaBoost using decision trees as weak classifiers. The parameters of these methods are selected with 3-fold cross-validation using the grid search.
Synthetic data
To generate the synthetic data set, we first construct 2-dimensional positive and negative samples as shown in Figure 1 , where the positive samples are randomly selected from a 2-dimenisional Gaussian distribution with (4, 4) . The i-th negative sample is generated as (6 cos(2πu i ) + v i , 6 sin(2πu i ) + w i , where u i , v i , and w i is randomly selected from the standardized normal distribution. Then, we generate a 50×2 random orthogonal projection matrix to project the 2-dimensional samples to 50-dimensional linear space. Finally, we further add 50-dimenisional noise features to the projected samples. The noises are zero-mean Gaussian noises with standard deviation equal to 1. Consequently, we obtain 100-dimenisional input data. The labels of these high dimensional data are decided by the labels in original 2-dimensional feature space. We generate a total of 200 samples including 100 positive samples and 100 negative samples.
Since the data are generated from the 2-dimenisional data, we can plot the separating hyperplane to illustrate the classified accuracy of different methods. We use 75% samples as the training set to build the classifiers. Figure 2 shows the separating hyperplane obtained by L 1 norm regularized logistic model, SVM with Gaussian kernel, MOE with trace norm regularization, and the classic MOE model without regularization. In MOE model, the number of experts is set to 10. In Figure 2 , we use the following procedure to obtain the 2-dimenisional separating hyperplane. First, we use the project matrix which is used to generate the 50-dimemisional input features to project the points in the 2-dimemisional plane onto 50 dimensional feature space. Then, we add 50 all zero features for these projected points. Finally, we use the classifers built by different methods to decide the label of the points in the 2-dimenisional plane, and draw the separating hyperplane. Although we specify the number of experts to 10, the trace norm regularized MOE model uses about 4 segment lines to separate the samples successfully. As the synthetic data set is linear inseparable, the logistic regression model cannot classify these data correctly. Meanwhile, SVM predict many negative samples as the positive samples due to the disturbance of noise features. Figure 2 shows that the performance of the classic MOE on the high dimensional synthetic data is very poor. Therefore, we do not evaluate the performance of classic MOE model in the following experiments.
Next, we adopt the 10 hold-out partitions to compute the average classification accuracy of these methods. On each partition, we first randomly select 50% samples as the training samples and then use a 3-fold cross validation procedure on training set to obtain the suitable parameters for each method. We evaluate the predictive accuracy of the remaining 50% samples. Table 1 shows the average classification error on the synthetic data set. TMOE in Table 1 stands for the proposed trace norm regularized MOE model, and RMOE in Table 1 stands for the L1 norm regularized MOE model. The results in Table 1 show that AdaBoost obtains the best classification accuracy on the synthetic data set. The 
Real data sets
We test the performance of the proposed method using 4 real datasets including Ionosphere, Musk-1, LSVT, and Sonar data sets. These datasets are taken from UCI Machine Learning Repository for 2-class classification. The main characteristics of each dataset are described in Table 2 . We also use the 10 hold out partitions to evaluate the average classification accuracy. From each partition, we select 50% samples as training samples and use the remaining samples as the test samples. Table 3 shows the average classification errors on these real datasets.
In the experiments, the SVM method can obtain better results by using the Gaussian kernel on Ionosphere and Sonar data sets and using the polynomial kernel on Musk-1 and LSVT data sets. Therefore, SVM use the Gaussian kernel and the polynomial kernel respectively on the four datasets. The kernel function used in TMOE is the same as the kernel function used in SVM. The comparison results in Table 3 show that the trace norm regularized MOE model generally perform better than the L 1 norm regularized MOE model. Since the linear experts can preserve more common features among tasks, TMOE using the linear experts obtains the best result in higher-dimensional datasets, such as Musk-1(166-dimensional) and LSVT(309-dimensional); On the contrary, TMOE with kernel obtains the best result in Ionosphere(34-dimensinal, 351 samples) dataset in the case of lower dimensional and large sample size. Regularized MOE models often perform better than linear models because they use the combination of multiple linear models to describe nonlinear relationships. The experiments on the real datasets demonstrate the good performance achieved by the proposed method.
