Abstract. We consider a class of sparse random matrices of the form An = (ξi,jδi,j ) n i,j=1 , where {ξi,j } are i.i.d. centered random variables, and {δi,j } are i.i.d. Bernoulli random variables taking value 1 with probability pn, and prove a quantitative estimate on the smallest singular value for pn = Ω( log n n ), under a suitable assumption on the spectral norm of the matrices. This establishes the invertibility of a large class of sparse matrices. For pn = Ω(n −α ) with some α ∈ (0, 1), we deduce that the condition number of An is of order n with probability tending to one under the optimal moment assumption on {ξi,j}. This in particular, extends a conjecture of von Neumann about the condition number to sparse random matrices with heavy-tailed entries. In the case that the random variables {ξi,j } are i.i.d. sub-Gaussian, we further show that a sparse random matrix is singular with probability at most exp(−cnpn) whenever pn is above the critical threshold pn = Ω( log n n ). The results also extend to the case when {ξi,j } have a non-zero mean. We further find quantitative estimates on the smallest singular value of the adjacency matrix of a directed Erdős-Réyni graph whenever its edge connectivity probability is above the critical threshold Ω( log n n ).
Introduction
This paper establishes the bounds on the condition number of a sparse random matrix with independent identically distributed (i.i.d.) entries and on the probability that such matrix is singular.
For a n × n real matrix A n its singular values s k (A n ), k = 1, 2, . . . , n, are the eigenvalues of |A n | = A * n A n arranged in non-increasing order. The maximum and the minimum singular values are often of particular interest, and they can be defined as s max (A n ) := s 1 (A n ) := sup x∈S n−1
A n x 2 , s min (A n ) := s n (A n ) := inf x∈S n−1
A n x 2 , where S n−1 := {x ∈ R n : x 2 = 1} and · 2 denotes the Euclidean norm of a vector. This definition means that the largest singular value s max (A n ) is the operator or spectral norm of the matrix A n , and the smallest singular value s min (A n ) provides a quantitative measure of the invertibility of A n : s min (A n ) = inf { A n − B : det(B) = 0} , where A n − B denotes the operator norm of the n × n matrix A n − B. Another such measure is the condition number defined as
which often serves a measure of stability of matrix algorithms in numerical linear algebra. In this paper we obtain lower bounds on the smallest singular value of a class of sparse random matrices, and then finding appropriate upper bounds on the maximum singular value, we deduce that the condition number of such matrices are well controlled, and therefore they are well invertible (see Theorem 1.1, Corollary 1.5 and Corollary 1.8).
Another class of random matrices which are of interest in combinatorics and graph theory are the adjacency matrices of random graphs. Graphs, more precisely, their edges can be either undirected or directed. Both directed and undirected graphs are abundant in real life. One of the simplest, and widely studied model in the undirected random graph literature is the Erdős-Réyni random graph. Here we consider the directed version of that model (see Definition 1.10), and show that the smallest singular value and condition number of the adjacency matrix of such random graphs are well controlled (see Theorem 1.11).
Analysis of extremal singular values of random matrices of large but fixed dimensions has received a lot of interest in recent years, due to its application in compressed sensing, geometric functional analysis, theoretical computer science, and other fields of science. Moreover, the bounds on the extreme singular values, especially the one on the smallest singular value, play a key role in obtaining the limiting spectral distribution of various non-Hermitian random matrix ensembles. For example, see [3, 6, 10, 11, 18, 24, 30, 35] . Likewise, the bounds on the smallest singular value obtained here play a crucial role in establishing the circular law for sparse non-Herimitian random matrices, which is derived in a companion paper [4] (see also Remark 1.2).
The study of the smallest singular value of a random matrix was initiated back in 1940's when von Neumann and his collaborators used random matrices to test their algorithm for the inversion of large matrices, and they speculated that (1.1) s min (A n ) ∼ n −1/2 , s max (A n ) ∼ n 1/2 with high probability (see [33, pp. 14, 477, 555] and [34, Section 7.8] ). That is, (1.2) σ(A n ) ∼ n with high probability.
A more precise version of this conjecture appeared in [27] . For Gaussian random matrices it was proved that P(s min (A) ≤ εn −1/2 ) ∼ ε, for every ε ∈ (0, 1), see [9, 28] . However, the conjecture about the smallest singular value of a general random matrix remained open for a long time. For example, the result was not known even for random sign matrix, i.e. for the matrix with i.i.d ±1 symmetric random variables. The first bound in this direction was proved in [19] for matrices with i.i.d. sub-Gaussian entries. Later in [21] this was improved to prove lower bound on s min under the finiteness of the fourth moment assumption. In particular, it was shown that for every δ > 0, there exists ε > 0 such that log n n , the probability of the matrix containing a zero row is positive and bounded below uniformly in n, thereby making it singular. Thus the analogue of (1.1) cannot be extended beyond the log n n barrier. Therefore it would be interesting to check if analogue of (1.1)-(1.2) hold for all p n = Ω( log n n ). In our first result below we provide an affirmative answer to the question above, under a suitable assumption on the maximal singular value. Note that it only requires the finiteness of the fourth moment. In the theorem below we consider a slightly different set-up, where we allow the entries on the diagonal to be arbitrary as long as they are not too big. This generalization is motivated by its role in the analysis of the adjacency matrix of a random directed graph as well as in the proof of the circular law (see Remark 1.2 for more details). The case of matrices with i.i.d. entries follows by conditioning on the diagonal entries, and showing that, with high probability, they satisfy the requirements of the main theorem. This is established in Corollary 1.5 and Corollary 1.8. Before stating the main theorem, for ease of writing, let us introduce the notation [n] := {1, 2, . . . , n}. Theorem 1.1. LetĀ n be an n × n matrix with zero on the diagonal and has i.i.d. off-diagonal entries a i,j = δ i,j ξ i,j , where δ i,j , i, j ∈ [n], i = j, are independent Bernoulli random variables taking value 1 with probability p n ∈ (0, 1], and ξ i,j , i, j ∈ [n], i = j are i.i.d. random variables with zero mean, unit variance, and finite fourth moment. Fix K ≥ 1, and let Ω K := Ā n ≤ K √ np n . Further let D n be a real non-random diagonal matrix with D n ≤ R √ np n , for some positive constant R. Then there exist constants 0 < c 1.1 , c ′ 1.1 , C 1.1 , C 1.1 < ∞, depending on K, R, and on the fourth moment of ξ i,j , such that for any ε > 0, and (1. 5) p n ≥ C 1.1 log n n ,
(1.6) P s min (Ā n + D n ) ≤ C 1.1 ε exp −c 1.1 log(1/p n ) log(np n ) p n n Ω K ≤ ε + exp(−c ′ 1.1 np n ).
Remark 1.2. In Theorem 1.1 we studied the smallest singular value ofĀ n + D n instead of considering A n , the matrix with i.i.d. entries. Since in directed Erdős-Réyni graphs, we do not allow self-loops, the diagonal entries of its adjacency matrix are zero. This has motivated us to consider A n in Theorem 1.1 with zeros on the diagonal. Addition of an extra diagonal matrix D n toĀ n has been motivated by its application in identifying the limiting spectral distribution of A n . It is well known that in order to establish the convergence of empirical distribution of the eigenvalues of A n , one needs to prove the convergence of the integral of log(·) with respect to the empirical distribution of the singular values of A n / √ np − ωI n for Lebesgue a.e. ω ∈ C (for more details see [7] ). Whenever, the limiting distribution is compactly supported, one can restrict ω in a ball in the complex plane. Since log(·) is unbounded near 0, one must have a control on s min (·). Set D n = ω √ npI n + Λ n , where Λ n is the diagonal matrix consisting of the diagonal entries of A n , in Theorem 1.1. Upon showing that Λ n = O( √ np n ) with high probability, we have the required estimate on s min (·) for all bounded real ω (recall that in Theorem 1.1 we need D n to be a matrix with real entries). The difficulty for complex ω arises because of an ε-net argument. See Remark 3.10 and Remark 4.5 for more details.
In [4] we overcome this difficulty and extend Theorem 1.1 for complex ω. Since such extension requires a significant additional work, we defer it to [4] where it is applied to proving the circular law for such matrices. Remark 1.3. We prove Theorem 1.1 under the assumption of unit variance, and finite fourth moment of {ξ i,j }. This assumption can easily be relaxed to unit variance, and bounded (2 + η)-th moment, for any η > 0. The boundedness of fourth moment is required in the proof of Lemma 3.5, where it has been used to apply Paley-Zygmund inequality. However, Paley-Zygmund inequality continues to hold as long as the (2 + η)-th moment is finite (see [16, Lemma 3.5] ). To apply this version of the Paley-Zygmund inequality in the proof of Lemma 3.5 we need to bound E[| n i=1 θ i x i | 2+η ], where {θ i } i∈ [n] are symmetrized versions of {ξ i } i∈ [n] , and x ∈ S n−1 . To this end, one can use [15, Theorem 6.20 ] to obtain the necessary bounds. Finiteness of fourth moment has also been used in Proposition 4.2. Since [25, Assumption 1.4] holds under the unit variance, bounded (2+η)-th moment, one can instead use [25, Corollary 7.6 ] to arrive at the same conclusion. For the clarity of presentation, we work with the finite fourth moment assumption.
To obtain the necessary estimates on the spectral norm in Theorem 1.1, we first focus on heavytailed random variables, and establish the required bound when p n = Ω(n −α ). For dense matrices, the finiteness of the fourth moment is sufficient (and also necessary) to guarantee the necessary bounds on s max (·) (see [13] ). However, for sparse case one needs finiteness of the higher moments depending on the choice of α. This is established in the second part of the next theorem. Before stating this theorem let us recall that a n ∼ b n means that there exists positive constants c, C such that cb n ≤ a n ≤ Cb n for all large n. Theorem 1.4. Fix α ∈ (0, 1) and let p n = Ω(n −α ). Denote
Let A n be an n × n random matrix with i.i.d. entries a ij = δ ij ξ ij , where δ ij are Bernoulli random variables with P(δ ij = 1) = p n , and ξ ij are independent copies of a centered random variable ξ of unit variance and finite fourth moment.
(i) If E|ξ| q <K q , for someK < ∞, then, for any r < q, there exists some positive constantC depending on α,K, r, and the fourth moment of ξ, such that E A n r ≤C( √ np n ) r .
(ii) Let p n ∼ n −α . For any r < q, there exist µ, ν > 0, depending on r and q, and a centered random variable ξ with E|ξ| r <K, and E|ξ| q = ∞, such that
whereC is an absolute constant.
Recall that Λ n is the diagonal matrix consisting of the diagonal entries of A n . Thus denotinḡ A n := A n − Λ n , we see that it satisfies the conditions of Theorem 1.1. To apply Theorem 1.1 for A n we also need to establish that Λ n = O( √ np n ) with large probability. This can be done similarly as in Theorem 1.4 (see proof of Corollary 1.5). Moreover, when p n = Ω(n −α ) we have
Therefore we obtain the following corollary.
Corollary 1.5. Let A n be an n × n matrix with i.i.d. entries a i,j = δ i,j ξ i,j , where δ i,j , i, j ∈ [n] are independent Bernoulli random variables taking value 1 with probability p n and ξ i,j , i, j ∈ [n] are i.i.d. centered random variables with variance at least one, and finite fourth moment. Let {D n } n∈N be a sequence of real diagonal matrices such that D n ≤ R √ np n for all n, and for some R < ∞. Assume that p n = Ω(n −α ), for some α ∈ (0, 1) and
Then for every δ > 0, there exists an ε > 0 and n 0 , depending on R, α, δ, and q-th moment of |ξ i,j |, such that
Now note that combining Theorem 1.4, and Corollary 1.5 we immediately deduce that, for any δ > 0, there exists K 0 , and n 0 depending on δ, α, and the q-th moment of |ξ i,j |, such that
validating (1.2) for heavy-tailed sparse random matrices. Assertion (ii) of Theorem 1.4 shows that the moment condition E|ξ i,j | q < ∞ is optimal.
Next we consider sparse matrices with a lighter tail. To this end, recall the definition of subGaussian random variables. Definition 1.6. For a random variable ξ, the sub-Gaussian norm of ξ, denoted by ξ ψ 2 , is defined as
where for every k ∈ N, ξ k := (E|ξ| k ) 1/k . If the sub-Gaussian norm is finite, the random variable ξ is called sub-Gaussian.
This definition of the norm · ψ 2 is equivalent to the cannonical one, see [20] . We now state our result about spectral norm of sparse random matrices with sub-Gaussian entries.
Theorem 1.7. There exists C 0 ≥ 1 such that the following holds. Let n ∈ N and p n ∈ (0, 1] be such that p n ≥ C 0 log n n . Let A n be an n × n random matrix with i.i.d. entries a ij = δ ij ξ ij , where δ ij are Bernoulli random variables with P(δ ij = 1) = p n and ξ ij are centered sub-Gaussian random variables. Then there exist positive constants C 1.7 , c 1.7 , depending on the sub-Gaussian norm of {ξ ij }, so that
Proceeding as in Theorem 1.7 we can also show that Λ n = O( √ np n ) with large probability.
Corollary 1.8. Let A n be an n × n matrix with i.i.d. entries a i,j = δ i,j ξ i,j , where δ i,j , i, j ∈ [n] are independent Bernoulli random variables taking value 1 with probability p n and ξ i,j , i, j ∈ [n] are i.i.d. centered sub-Gaussian random variables with variance at least one. Let {D n } be a sequence of real diagonal matrices such that D n ≤ R √ np n for all n, and for some R < ∞. Then there exist constants 0 < c 1.8 , c 1.8 , C 1.8 , C 1.8 < ∞, depending on R, and the sub-Gaussian norm of ξ i,j , such that for
and any ε > 0,
Since p n = Ω( log n n ), we have log(1/p n ) log(np n ) = O log n log log n .
Thus we deduce that for all p n = Ω( log n n ), for every ε > 0,
where c, C are some constants, depending only on the sub-Gaussian norm of ξ i,j . This validates (1.2) upto a factor of n c log log n . Also, letting ε → 0, we obtain the optimal bound for the probability that the sparse random matrix is singular:
Remark 1.9. In Theorem 1.7 we considered only sub-Gaussian random variables. One can consider a more general class of light tailed random variables. Namely, we can consider random variables ξ such that (1.9) E|ξ| h ≤ C h h βh , for all h ≥ 1, and for some constants C and β.
Note that β = 1/2 yields the sub-Gaussian random variables. Considering sparse random matrices with i.i.d. copies of ξ satisfying (1.9) for β ≥ 1/2, one can show that A n = O( √ np n ), for all p n satisfying np n = Ω((log n) 2β ). For an outline of the proof see Remark 6.3.
We now extend our result for the adjacency matrix of directed Erdős-Réyni random graph. Let us begin with the relevant definitions. Definition 1.10. Let G n be a random directed graph on n vertices, with vertex set [n], such that for every i = j, a directed edge from i to j is present with probability p, independently of everything else. Assume that the graph G n is simple, i.e. no self-loops and multiple edges are present. We call this graph G n a directed Erdős-Réyni graph with edge connectivity probability p. For any such graph G n we denote Adj n := Adj(G n ) to be its adjacency matrix. That is, for any i, j ∈ [n], Adj n (i, j) = 1 if a directed edge from i to j is present in G n 0 otherwise.
We now have the following theorem on the smallest singular value of the adjacency matrix of a directed Erdős-Réyni graph.
Theorem 1.11. Let Adj n be the adjacency matrix of a directed Erdős-Réyni graph, with edge connectivity probability p n ∈ (0, 1). Fix R ≥ 1, and let D n be a non-random real valued diagonal matrix with D n ≤ R √ np n . Then there exist constants 0 < c 1.11 , c 1.11 , C 1.11 , C 1.11 < ∞, depending only on R, such that for C 1.11 log n n ≤ p n ≤ 1 − C 1.11 log n n , and any ε > 0,
In Theorem 1.1 the entries of the matrix under consderation have zero mean. So we cannot apply those results directly to prove Theorem 1.11. We extend Theorem 1.1 for non-centered random variables (see Theorem 7.1) which yields the desired result for the directed Erdős-Réyni graphs.
Outline of the paper.
• In Section 2, we introduce the necessary concepts and provide an outline of the proof of Theorem 1.1. The proof is based on decomposing the unit sphere into compressible, dominated, and incompressible vectors, and controlling the infimum of (Ā n + D n )x 2 for each these three parts.
• The main result in Section 3 is a lower bound of the infimum over compressible and dominated vectors (see Proposition 3.1). The idea of splitting the sphere into compressible (close to sparse) and incompressible ones originated in [16] and was further developed in [19, 21] . Yet, for sparse random matrices, it can be implemented only for vectors with a relatively large support. To treat the vectors with a very small support, we had to introduce a new class, namely dominated vectors. Handling these vectors requires a new technique based on sparsity of the matrix. First we prove a concentration result in Lemma 3.2. Using this lemma, we derive a lower bound for the infimum of (Ā n + D n )x 2 for O(p −1 )-compressible and dominated vectors in Lemma 3.3, and Lemma 3.4. To deal with cn-compressible and dominated vectors, we first derive a result in Corollary 3.7, using which we prove the desired for dominated vectors in Lemma 3.8, and then we finally prove Proposition 3.1. Before concluding the section we point out that the techniques in this section allow us to consider D n with complex entries, in Proposition 3.1 (see Remark 3.10).
• In Section 4 we prove a result about the infimum for vectors with small lcd (see Proposition 4.1). Before proving this result, we first recall few preliminary facts about lcd. Unlike in Section 3, it does not extend for D n with complex entries (see Remark 4.5).
• In Section 5, we combine results from Section 3, and Section 4, and complete the proof of Theorem 1.1.
• In Section 6, we prove Theorem 1.4 and Theorem 1.7 establishing the necessary estimates on spectral norm for sparse random matrices with heavy tail and sub-Gaussian random variables. Combining these results with Theorem 1.1, we prove Corollary 1.5 and Corollary 1.8. Finally in Remark 6.3 we outline an extension of Theorem 1.7 for random variables satisfying (1.9).
• Section 7 is devoted to the proof of Theorem 1.11. We begin with extending Theorem 1.1, to matrices with non-centered random entries (see Theorem 7.1). To handle random variables with non-zero mean we need a folding trick, which we explain in detail. The rest of the proof of Theorem 7.1 largely follows from that of Theorem 1.1. We provide a detailed outline about how to extend the results of Section 3 and Section 4 to this more general setup. Finally we show that Theorem 7.1 can be appropriately adapted to prove Theorem 1.11.
Preliminaries and Proof Outline
Without loss of generality, we may assume that p n ≤ c(K +R) −2 , for some small positive constant c, since for larger values of p n , the entries a i,j have variance bounded below by an absolute constant. In such case, Theorem 1.1 follows from [21] .
Since
to prove Theorem 1.1, we need to find a lower bound on this infimum. For dense matrices this is done via decomposing the unit sphere into compressible and incompressible vectors, and obtaining necessary bounds on the infimum on both of these parts separately (cf. [19, 21, 23, 32] ). To carry out the argument for sparse matrices we introduce another class of vectors which we call dominated vectors. Below we define the necessary concepts, and explain the necessity of the dominated vectors along with a outline of the proof. We start with the definition of compressible and incompressible vectors. 
The vectors in S n−1 which are not compressible, are defined to be incompressible, and the set of all incompressible vectors is denoted as Incomp(m, δ).
Next we define the dominated vectors. These are also close to sparse vectors, but in a different sense. 
In other words, we include in x [m:m ′ ] the coordinates of x which take places from m to m ′ in the non-increasing rearrangement. For α < 1 and m ≤ n define the set of vectors with dominated tail as follows:
Note that by definition, Sparse(m)∩S n−1 ⊂ Dom(m, α), since for m-sparse vectors, x [m+1:n] = 0. We now provide an outline of the proof. For the ease of writing, hereafter, we will often drop the sub-script in p n , and will write p instead.
The proof of Theorem 1.1 proceeds by first bounding the infimum over compressible and dominated vectors, and then the same for the incompressible vectors. As in [21] , the first step is to control the infimum of Ā n x 2 for sparse vectors (for clarity of explanation we take D n = 0 in rest of the section). This was done in [21] using a small ball probability estimate, and an ε-net argument (see [21, Corollary 2.7] and [21, Proposition 2.5]). However, the sparseness of the entries prevents us to use these techniques here. For example, adapting [21, Proposition 2.5] to the sparse set-up one can at best hope to obtain that for any fixed x ∈ S k−1
for a tall n × k matrix sparse matrixÃ n , and for some η, c > 0. However, when one tries to use the ε-net argument, then it is clear we must have k = O(np). Since in the sparse regime p → 0, this is not enough. Moreover to uplift the result for tall matrices to square matrices and sparse x ∈ S n−1 one needs to take another union bound (see proof of [21, Lemma 3.3] ), which also fails here. Instead, using Chernoff's bound we show that there are large submatrices insideĀ n such that one part of those submatrices contain only one non-zero entry per row, and the rest of them are zero (see Lemma 3.2) . This essentially means that (Ā n x) i is just a i,j x j , for some j = i, when x is a sparse vector. Thus contributions of different coordinates of x do not cancel, which allows to avoid using the ε-net argument at this step. This is enough to control Ā n x 2 for very sparse vectors. More specifically, this argument works for O(p −1 )-sparse vectors of unit norm. These estimates automatically extend to compressible and dominated vectors with m = O(p −1 ). To carry out the program, one needs to improve these estimates for cn-sparse vectors, for some c ∈ (0, 1). To this end, we need some estimates on the small ball probability. For such estimates, the following definition of the Lévy concentration function turns out to be useful. Definition 2.3. Let Z be random variable in R n . For every ε > 0, the Lévy concentration function of Z is defined as L(Z, ε) := sup
where · 2 denotes the Euclidean norm.
Once we obtain necessary estimates for cn-sparse vectors, we extend them for compressible and dominated vectors using the ε-net argument and the union bound.
Next we need to bound the infimum for incompressible vectors. To this end, we need the following Lemma of [21] (see [21, Lemma 3.5] ). Lemma 2.4 (Invertibility via distance). For j ∈ [n], letÃ n,j ∈ R n be the j-th column ofÃ n , and let H n,j be the subspace of R n spanned by {Ã n,i , i ∈ [n]\{j}}. Then for any ε, ρ > 0, and M < n,
Remark 2.5. Lemma 2.4 can be extended to the case when the event on the lhs of (2.1) is intersected with an event Ω, and in that case Lemma 2.4 continues to hold if the rhs of (2.1) is replaced by intersecting each of the event under the summation sign with the same event Ω. In the proof of Theorem 1.1, we will use this slightly more general version of Lemma 2.4. Since the proof this general version of Lemma 2.4 is a straightforward adaptation of the proof of [21, Lemma 3.5], we omit the details.
Proceeding similarly as in [21] we see that we need to find small ball probability estimates for incompressible vectors. However, the small ball probability estimates used in the proof of Proposition 3.1 is too weak for this purpose. The rich additive structure of the incompressible vectors is helpful here. For a vector x ∈ R n , when each coordinate of x is rational, a suitable measure for the additive structure in x is the least common multiple of the denominators of the coordinates. Generalizing this idea, when the coordinates of the vector x are real, a notion termed as least common denominator (lcd) was introduced in [21, 23] , to capture the additive structure in x. In our current set-up of sparse matrices, adapting their definition, we have the following definition of lcd: Definition 2.6. For x ∈ S n−1 , the lcd of x is defined as
where δ 0 ∈ (0, 1) is an appropriate constant (see Remark 2.7 below for the choice of δ 0 ).
Remark 2.7. We note that there exist δ 0 , ε ′ 0 ∈ (0, 1), such that for any ε < ε ′ 0 , L(ξδ, ε) ≤ 1 − δ 0 p, where ξ is a random variable with unit variance and finite fourth moment, and δ is a Ber(p) random variable, independent of each other (for more details see [32, Lemma 3.3] ). We choose this δ 0 in Definition 2.6 above.
Using the lcd of a vector, one can improve the small ball probability estimates (cf. [32, Theorem 6.3] ). Using this, and proceeding as in [21] vectors with large lcd are taken care of. To deal with the vectors of small lcd, we split them into level sets first. Inside each level set we use the small ball probability estimate once again, and a careful ε-net argument is carried out (based on the value of the lcd in that level set) to obtain necessary bounds. After which the result follows by a union bound.
In the dense set-up one can show that lcd on the set of incompressible vectors under consideration is Ω( √ n) (see [20, Lemma 6 .1]). However, in the sparse set-up one cannot guarantee similar kinds of lower bounds on lcd due to weak control on the compressible vectors. To this end, we use a lower bound lcd depending on · ∞ (see Proposition 4.4), demanding some control on · ∞ on the incompressible vectors which requires the introduction of dominated vectors.
Compressible and dominated vectors
In this section we obtain a lower bound on the infimum of (Ā n + D n )x 2 over compressible and dominated vectors. More specifically, we will prove the following proposition in this section. Before stating the result let us recall that for any γ ∈ R, ⌈γ⌉ denotes the ceiling of γ, i.e. it is smallest integer greater than or equal to γ. Proposition 3.1. Let p satisfy (1.5). Denote
LetĀ n be an n × n matrix with zeros on the diagonal and off-diagonal entries a i,j = δ i,j · ξ i,j , where δ i,j are i.i.d. Bernoulli random variables with P(δ i,j = 1) = p, and ξ i,j are centered i.i.d. random variables with unit variance and finite fourth moment. Let K, R ≥ 1, and assume that D n is a non-random diagonal matrix with real entries such that D n ≤ R √ pn. Then there exist constants 0 < c 3.1 , c 3.1 , C 3.1 , C 3.1 , C 3.1 < ∞, depending only on K, R, and the fourth moment of {ξ ij }, such that for any p −1 ≤ M ≤ c 3.1 n,
The proof splits into two steps. First, we consider vectors which are close to (1/8p)-sparse. As explained above, for such vectors, the small ball probability bound is too weak, which forces us to use a method specially designed for sparse matrices. At the second step of the proof, we consider vectors which are close to M -sparse, but not to (1/8p)-sparse. For such moderately sparse vectors, a better control of the Lévy concentration function is available.
3.1. Vectors close to very sparse. We first establish a uniform lower bound for (Ā n + D n )x 2 over the sets of unit vectors which are close to (1/8p)-sparse. Our approach is based on the observation that for any such vector there is a relatively large number of rows ofĀ n which have exactly one non-zero entry in the columns corresponding to its support. Unfortunately, this number is insufficient to use the union bound over all supports. This forces us to use a simple chaining type argument. The support of the vector is divided into blocks of increasing sizes. We use one of these blocks carrying a substantial part of the ℓ 2 norm of the vector to obtain the small ball probability bound, and show that the contribution of the other blocks does not destroy it.
To run this procedure efficiently, we need a combinatorial lemma about the structure of the set of rows having exactly one non-zero entry in the columns corresponding tho the chosen block. To this end, we divide the set of these columns in two parts, and look for those rows for which the first part has exactly one non-zero entry, and the second one has only zeros. Such zero rows would be useful in showing that the contributions of different coordinates within the selected block add up correctly. For ease of writing, for any positive integer γ ≤ n, let us denote [n] γ to be the collection of all subsets of [n] of cardinality γ. Now we are ready to state the combinatorial lemma.
Lemma 3.2. LetĀ n be an n × n matrix with zeros on the diagonal, and has off-diagonal entries a i,j = δ i,j ξ i,j , where δ i,j are i.i.d. Bernoulli random variables with P(δ i,j = 1) = p, where p satisfies (1.5), and ξ i,j are centered i.i.d. random variables with max{P(ξ i,j ≥ 1), P(ξ i,j ≤ −1)} ≥ c 0 for some positive constant c 0 . For κ ∈ N and for J,
denotes the event that there are at least cκpn rows of the matrixĀ n containing exactly one non-zero entry a i,j in the columns corresponding to J, for which |a i,j | ≥ 1, and all zero entries in the columns corresponding to J ′ . Denote
Then, there exist constants 0 < c 3.2 , c 3.2 < ∞, depending only on c 0 , such that
Before going to the proof let us mention that we will often write γ instead of ⌊γ⌋ (the floor of γ, i.e. the largest integer less than or equal to γ), even when γ is not an integer. This will not make any changes in the proof. We adopt this approach to simplify the presentation.
κ . Let I 1 (J) be the set of all rows ofĀ n containing exactly one large entry in the columns corresponding to J:
Similarly for a set J ′ ∈
[n] m we define
To prove the desired result we first show that the cardinality of the subset I 1 (J) must be at least cκpn with large probability, for some positive constant c. Then using Chernoff's bound we argue that I := |I 1 (J) ∩ I 0 (J ′ )| is also large with large probability. Finally taking union bounds over the set of choices of J, and over κ, we complete the proof.
To this end, we begin by obtaining a lower bound on P(i ∈ I 1 (J)) for every i ∈ [n]. Recall that the diagonal entries ofĀ n are zero, and therefore we need to consider the two cases i ∈ [n]\J, and i ∈ J separately. Now, by the independence of the random variables {δ i,j }, and {ξ i,j }, and the fact that max{P(ξ i,j ≥ 1), P(ξ i,j ≤ −1)} ≥ c 0 , it follows that, for every i ∈ [n]\J,
Similarly for every i ∈ J, whenever |J| = κ ≥ 3, we also have that
When |J| = 2, one can again show that P(i ∈ I 1 (J)) ≥ c 0 p = c 0 2 κp, for any i ∈ J. Therefore, applying Chernoff's inequality, whenever κ ≥ 2, we obtain
for some positive finite constant c 1 . For |J| = κ = 1, we note that J ∩ I 1 (J) = ∅. Therefore shrinking c 1 if necessary, and applying Chernoff's inequality again, we also obtain that
This establishes (3.2) for all values of κ. Next for a fixed set J ′ ∈
[n] m , and for any i ∈ [n]\J ′ , we have that
Similarly, for i ∈ J ′ ,
Thus, for a given I ⊂ [n], the random variable |I\I 0 (J ′ )| can be represented as the sum of independent Bernoulli variables taking value 1 with probability either q 1 or q 2 , where max{q 1 , q 2 } ≤ pm. Note that E|I\I 0 (J ′ )| ≤ pm · |I| ≤ |I|/4 by the assumption on κ, and m. Hence, by Chernoff's inequality
Therefore, for any I ⊂ [n] such that |I| ≥ c 0 4 κnp, we deduce that
where
We claim that U ≥ c 0 /100. To prove this, consider two cases. First, assume that p ≥ 1 4 n −1/3 . In this case, κ = 1 and m = 1 8p . Therefore, for all large n,
where the first inequality holds by the assumption on p. Now, assume that
√ pn , and m = κ √ pn. Denote
The assumption on κ implies that α ≥ 2. Hence,
Now noting that by the assumption on p we have pn → ∞ as n → ∞, and using the fact that
100 , for all large n. This proves that, for any
for some positive finite constant c 2 . Now for a set J ∈
[n] κ define
Since J and J ′ are disjoint, it is easy to note that the random subsets I 1 (J) and I 0 (J ′ ) are independent. Using (3.2) this now implies that
for all large n, where c 3 is another positive constant.
The rest of the proof consists of taking the union bounds. First, using the union bound over J ∈ [n] κ , setting c 3.2 = c 0 /8, and enlarging C 1.1 , if needed, we get that
for some positive finite constant c ′ 3 . The last inequality here follows from assumption (1.5). Finally taking another union bound over κ we obtain the desired result.
We use Lemma 3.2 to establish a uniform small ball probability bound for the set of dominated vectors. Before formulating the result, note that the condition p ≤ c(K + R) −2 introduced at the beginning of Section 2 ensures that 1/(8p) > 1. Lemma 3.3. LetĀ n be the matrix defined in Proposition 3.1, and let p satisfy (1.5). Denote
Fix K, R ≥ 1, and let D n be a real diagonal matrix with D n ≤ R √ np. Then there exist constants 0 < c 3.3 , C 3.3 , C 3.3 < ∞, depending only on the fourth moment of {ξ i,j }, such that
Proof. We first prove the result for Sparse((8p) −1 ) vectors of unit norm, and then we show that the estimates are automatically extended to Dom((8p) −1 , (C(K + R)) −1 ) vectors, for some large constant C. Our proof strategy for sparse vectors depends on p. If p ≥ (1/4)n −1/3 , we apply Lemma 3.2 with κ = 1 and m = 1 8p . The range p ≤ (1/4)n −1/3 requires a different approach since the we cannot reach the level of sparsity O(p −1 ) in one step. Instead we use Lemma 3.2 with different values of κ depending on the distribution of coordinates of the vector. Assuming that the event described in this lemma occurs, we split the vector into blocks with disjoint support. One of these blocks has a large ℓ 2 norm. By the assertion of Lemma 3.2, a large number of rows of the matrixĀ n have exactly one non-zero entry in columns corresponding to the support of this block. This will be enough to conclude that (Ā n + D n )x 2 is bounded below, for x ∈ Sparse((8p) −1 ). Note that while applying Lemma 3.2 we need max{P(ξ i,j ≥ 1), P(ξ i,j ≤ −1)} ≥ c 0 . Since ξ i,j 's are centered and have unit variance it is easy to check that max{P(ξ i,j ≥ 1/2), P(ξ i,j ≤ −1/2)} > 0, and therefore without loss of generality we can work with a scaled version of ξ i,j . Since the fourth moment of ξ i,j 's are bounded, upon an application of the Paley-Zygmund inequality (see [16, Lemma 3 .5]), we further obtain a uniform lower bound on the value of c 0 . We now begin with large values of p, that is, p ≥ (1/4)n −1/3 . In this case, ℓ 0 = 1, and we prove that there exist constants c 0 and c ′ 0 such that
2 pn, and for any i ∈ I k , |a ik | ≥ 1 and a ij = 0 for j ∈ supp(x)\{k}. The definition of the sets I k immediately implies that
. This shows that on this large set A, we have that
To get rid of the diagonal matrix D n , let us consider only the coordinates i ∈ I k \ supp(x). For these coordinates,
. Hence,
Thus, setting c ′ 0 = c 3.2 , and c 0 = c 3.2 2 we have (3.6). This estimate can be automatically extended to the set Dom((8p) −1 , (C(K + R)) −1 ) provided that the constant C is large enough. Indeed, assume that
and therefore
, combining the above steps we note that the inequality in (3.9) holds only in A c . Therefore, setting
, and c 3.3 = c 3.2 , we prove the lemma for p ≥ (1/4)n −1/3 .
We now consider the more difficult case, C 1.1 log n n ≤ p < (1/4)n −1/3 . Note that for such values of p, 1 8p
√ pn > 1.
To simplify the notation in the proof below, assume in addition that (pn) ℓ 0 /2 = 1 8p , i.e. the integer part in the definition of ℓ 0 is redundant.
Consider x ∈ Dom((8p) −1 , (C(K + R)) −1 ). Let us rearrange the magnitudes of the coordinates of x and group them in blocks of lengths (pn) ℓ/2 , where ℓ = 1, . . . , l 0 . More precisely, set
, and
For simplicity of notation denote m = (8p) −1 = (pn) ℓ 0 /2 . Let us show that one of the blocks z 1 , . . . , z ℓ 0 has a substantial ℓ 2 norm. Note that
where in the last step we use the fact that np → ∞, as n → ∞, and so the support of z ℓ 0 contains that of x [m/2:m] . As x ∈ S n−1 implies
On the other hand, for any K ≥ 1 and
which implies that there exists ℓ ≤ ℓ 0 such that z ℓ 2 ≥ (C 3.3 (K + R)) −ℓ . Let ℓ ⋆ be the largest index having this property, and set u =
ℓ=ℓ⋆+1 z ℓ . First consider the case when ℓ ⋆ < ℓ 0 . Then by the triangle inequality and (3.10), we have that
√ pn .
1 when ℓ = 1 by a slight abuse of notation we take z1 = x [1:
We will apply Lemma 3.2 with this choice of κ. Split the support of u into (pn) 1/2 blocks of equal size κ. To this end, define
, where π x is the permutation of absolute values of the coordinates of x in an non-increasing order. For
such that for every i ∈ I s , we have |a i,j 0 | ≥ 1 for only one index j 0 ∈ J s and a i,j = 0 for all j ∈ J s ∪ J ′ s \{j 0 }. It can further be checked that I 1 , I 2 , · · · , I √ pn are disjoint subsets. Therefore, on set A for any i ∈ I s ,
Here we used that π x is a non-increasing rearrangement. Now note that for i / ∈ supp(u),
as long as np → ∞. Therefore,
where the third inequality uses monotonicity of the sequence {|x(π −1 x (k))|} n k=1 . Combining this with the bound on v 2 , on the set A, we get that
where the last inequality follows if the constants C 3.3 , C 3.3 are chosen large enough independently of ℓ ⋆ . Now it remains to consider the case when ℓ ⋆ = ℓ 0 . Note that in this case, using (3.11), we have that
and from (3.10), we have v = z ℓ 0 +1 ≤ √ 2(C 3.3 (K + R)) −1 z ℓ 0 2 . Now proceeding similarly as before, on A, we obtain that
Since by Lemma 3.2, P(A) ≥ 1 − exp(−c 3.2 pn), the proof is completed.
We now extend the result of Lemma 3.3 to compressible vectors. This step requires only simple approximation. Recall that Sparse((8p) −1 ) ∩ S n−1 ⊂ Dom((8p) −1 , (C 3.3 (K + R)) −1 ).
Lemma 3.4. LetĀ n be the matrix defined in Proposition 3.1, p satisfy (1.5). Fix K, R ≥ 1, and let D n a non-random diagonal matrix with real entries such that
where l 0 is defined in (3.5). Then
Proof. Denote
Then on the set Ω ρ , for anyx ∈ Comp((8p) −1 , ρ), we can find
Since by Lemma 3.3, P(Ω ρ ) ≥ 1 − exp(−c 3.3 pn), the result follows.
3.2.
Vectors close to moderately sparse. Lemma 3.3, and Lemma 3.4 provide uniform lower bound on (Ā n + D n )x 2 for vectors which are close to very sparse vectors. To prove Proposition 3.1, we need to uplift these estimates for vectors which are less sparse. For such vectors, we employ a different strategy. These vectors are sufficiently spread. This allows us to obtain a small ball probability estimate which is strong enough to use the ε-net argument. To this end, Lévy concentration function turns out to be useful. Recall the Lévy concentration function is given by
Below we prove several results about Lévy concentration function, which are subsequently used in the proof Lemma 3.8, and eventually lead to the proof of Proposition 3.1.
Lemma 3.5. Assume that the matrixĀ n satisfies the conditions of Proposition 3.1. For any x ∈ R n , let us denote x (i) to be the vector obtained from x by setting its i-th coordinate to be zero. Then there exists a positive constant c 3.5 , depending only on the fourth moment of {ξ ij }, such that for any x ∈ R n and any i ∈ [n],
Proof. We begin with the standard symmetrization. Let δ ′ 1 , . . . , δ ′ n and ξ ′ 1 , . . . , ξ ′ n be independent copies of δ 1 , . . . , δ n and ξ 1 , . . . , ξ n . Since the diagonal entries ofĀ n are zero, for any b ∈ R and t > 0, we have that
.
Then the Paley-Zygmund inequality (cf. [16, Lemma 3.5])
for some constant c ′ < 1, depending only on c. Combining this with (3.12), and setting c 3.5 = c ′ /2, we obtain
To pass from an estimate for one coordinate to estimate for the norm, we need the following elementary lemma.
Lemma 3.6. Let V 1 , . . . , V n be non-negative independent random variables such that P(V i > 1) ≥ q, for all i ∈ [n], and for some q ∈ (0, 1/2). Then there exist constants 0 < c 3.6 , c ′ 3.6 < ∞, such that
Proof. Fix any y ∈ R n , and let
the claim then follows from Lemma 3.5 and Lemma 3.6 applied with q = c 3.5
Equipped with these results on Lévy concentration we now prove uniform lower bound on (Ā n + D n )x 2 for vectors in Dom(M, C 3.1 (K + R) −4 ).
Lemma 3.8. LetĀ n be the matrix defined in Proposition 3.1, p satisfy (1.5), and let ℓ 0 be as in (3.5). Fix K, R ≥ 1, and let D n be any non-random diagonal matrix with real entries such that
There exist positive constants c 3.8 , c 3.8 , C 3.8 , C 3.8 , depending on E[ξ 4 ij ], K, and R, such that for any p −1 ≤ M ≤ c 3.8 n,
Proof. Let c < 1. Denote for shortness m = (8p) −1 , so m < M/2. By Lemma 3.3 and Lemma 3.4, it is enough to obtain a uniform lower bound for all vectors from the set
We begin with a smaller set
First let us consider the case, p ≥ (1/4)n −1/3 . In this case the proof is based on the straightforward ε-net argument. Note that in this regime of p as above, ℓ 0 = 1, and so ρ = ( C 3.3 (K + R)) −2 . Since for any x ∈ V , x / ∈ Dom((8p) −1 , (C 3.3 (K + R)) −1 ) we have that
However, to apply Corollary 3.7 we need to find sup i∈ [n] 
Here the last inequality follows from the assumption p ≤ c(K + R) −2 , for sufficiently small c, which we made at the beginning of Section 2. Therefore we have
Now by Corollary 3.7, enlarging C 3.3 if needed, we deduce that
for some constant c ′ depending on K and R. Using (3.14) again, and enlarging C 3.3 again, we further deduce that
Now we will use this estimate of the Lévy concentration function to show that infimum over V is well controlled. To this end, we will use a ε-net argument. Since V ⊂ Sparse(M ), we begin by noting that the set V is contained in S n−1 intersected with the union of coordinate subspaces of dimension M . Hence, for ε = ( C 3.3 (K + R)) −4 ρ, there exists an ε-net N ⊂ V of cardinality less than
Here we used the assumption M ≤ c 3.8 n. We can choose the constant c 3.8 sufficiently small so that the |N | ≤ exp((c ′ /2)n). Therefore using the union bound, we show that,
The proof in this case is finished by approximating any point of W by a point of N . Indeed, assume that for any x ∈ N ,
Let x ′ ∈ W , then we can find x ∈ N such that ( 
. Now recalling that x ′ ∈ Dom(M, ( C 3.3 (K + R)) −4 ), we have
Next using the fact that (
applying the triangle inequality, we also obtain x
For any x ∈ N , x / ∈ Comp(m, ρ), we further have
Using the two previous inequalities we further deduce
Thus, choosing C 3.3 sufficiently large, by the triangle inequality,
Assume now that C 1.1 log n n ≤ p < (1/4)n −1/3 . In this case, the proof uses a more delicate ε-net argument. To this end we combine two nets: a coarser one for small coordinates, and a finer one for large ones. 
where as in the previous case, the last inequality follows from the facts that the coordinates of r x have smaller magnitudes than the non-zero coordinates of v x and m ≤ M/2. For C 3.3 > 2 this in particular implies that v x 2 ≥ r x 2 . Therefore from (3.17) we further deduce that
and considerx =ū + lw ∈ M. For ε < ρ/ √ 2, we also have that
Thus we see from (3.19)-(3.20) thatx approximates x. Now using Corollary 3.7, we would have liked to show that for anyx ∈ M, an inequality similar to (3.15) hold. However, such inequality is not possible for anyx ∈ M, as the conditions required for Corollary 3.7 does not hold for all x ∈ M. We solve this issue by modifying the net M. We construct the modification M ′ ⊂ W as follows: If for anx ∈ M, there exists an x ∈ W such that (3.19) holds, then we keep that x in M ′ (if there is more than one choice we choose any one of them arbitrarily). Note that this construction ensures that |M ′ | ≤ |M|, and moreover by the triangle inequality it follows that, for any x ∈ W , there existsx ∈ M ′ such that
Proceeding analogous to (3.20), we also deduce that (3.22)
Now fixx ∈ M ′ . Then, using (3.18), and proceeding as in (3.14)-(3.15), from Corollary 3.7, we deduce that
Assume that the parameters ε, τ > 0 are chosen so that
Then by the union bound,
We now extend the uniform lower bound in (3.24) for all x ∈ W . In the process of this extension, we select the parameters ε and τ . Finally, we will check that this selection satisfies (3.23) .
Assume that the complement of the set appearing in the lhs of (3.24) occurs. Now we recall that for every x ∈ W , there exists anx ∈ M ′ such that (3.21) holds. Therefore
To obtain a lower bound on the rhs of (3.25), we use (3.21) to note that
Further using (3.20) and (3.22) we also obtain that
Denoting µ ′ = ( C 3.3 (K + R)) −3 , applying the previous two estimates, and (3.21), from (3.25), we therefore deduce that
enlarging C 3.3 further, if necessary, and recalling the fact that vx 2 ≥ ρ/ √ 2, from the inequality (3.26) we further deduce that
It thus remains to check that (3.23) holds for the choice of parameters in (3.27) . To this end, recall that m = (8p) −1 and M ≤ cn. Substituting this in (3.23), we obtain
Therefore (3.23) yields
Thus, we have to show that
To this end, we claim that
from which it is easy to see that the bound in (3.28) follows if c is chosen small enough with respect to c ′ . Turning to prove our claim, we note that it is enough to prove that
which is immediate since np → ∞, and ℓ 0 ≪ np. This shows that (3.23) holds and thus the proof is completed.
Finally we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. Since Sparse(M ) ∩ S n−1 ⊂ Dom(M, (C 3.8 (K + R)) −4 ), with the help of Lemma 3.8, the proof is completed using the same arguments as in the proof of Lemma 3.4. The details are omitted.
Remark 3.9. In the proof of Theorem 1.1 we will also need a modification of Proposition 3.1, where the matrix under consideration is not a n × n matrix, but a (n − 1) × n matrix. One can check that if some modified versions of Lemma 3.2 and Corollary 3.7, applicable to (n − 1) × n matrices are available, then the rest of the proof remains exactly same. Moreover, for (n − 1) × n matrices one can easily reprove Lemma 3.2 and Corollary 3.7 with slightly worse bounds. Therefore the proof of the required modification of Proposition 3.1 is straightforward, and hence all the details are omitted.
Remark 3.10. In Proposition 3.1 we computed a probability bound for the infimum of (Ā n + D n )x 2 over dominated and compressible vectors x ∈ R n . This treatment of the infimum for general real-valued diagonal matrix D n such that D n ≤ R √ np for some finite positive R, is motivated by the analysis of the limiting spectral distribution ofĀ n . It is well known that a key step to such analysis is the control on s min (Ā n − ω √ npI n ) for ω ∈ B(0, R) ⊂ C, for some R finite (see [7] ).
It can be easily checked the proof of Lemma 3.3 and Lemma 3.4 remains same when we allow D n to be complex-valued diagonal matrix, and the infimum is now taken over compressible and dominated vectors in C n . Corollary 3.7 also continues to hold for vectors in C n . However, the proof of Lemma 3.8 uses some estimates of γ-net in R n . Therefore those steps need some modifications. To this end, note that (3.16) becomes n M 3 ε 2cn , and (3.23) becomes
and rest of the estimates remains same. Shrinking the constant c, if necessary, repeating the same steps one can deduce the conclusion of Lemma 3.8, may be with a slightly worse constants. Building on this one can then extend the result of Proposition 3.1, where D n is now complex-valued diagonal matrix and the infimum is taken over complex vectors.
To obtain the necessary bound on s min (A n − ω √ npI n ) for ω ∈ B(0, R) ⊂ C, we also need an modified version of Proposition 4.1 for complex vectors. However, this is not a straightforward extension from the real case. See also Remark 4.5.
Vectors with a small LCD
Bounding the smallest singular value of a random matrixĀ n depends crucially on a strong estimate of the Lévy concentration function ofĀ n x for x ∈ S n−1 . Such estimate, however is impossible to achieve for a vector having a rigid arithmetic structure. As such structure is measured by the lcd (recall Definition 2.6), we have to treat the vectors with a small lcd separately. Fortunately, the set of vectors with a smaller lcd has a smaller complexity, i.e. a smaller ε-net size. We encounter two opposite effects: a larger lcd means a better Lévy concentration function bound, and at the same time, a larger complexity of the set. We show below that these two effects compensate each other precisely. To this end, we partition the set of vectors with a small lcd into the sets S L for which the lcd roughly equals L. Since the lcd is roughly constant in S L , we obtain a uniform bound on the Lévy concentration function, and thereby using an ε-net we show that the infimum over S L is well controlled.
Since we have already obtained a lower bound on the infimum over compressible and dominated vectors in Proposition 3.1, we will consider vectors which are neither compressible nor dominated. For p −1 ≤ M ≤ c 3.1 n, and ρ as in Proposition 3.1, define
:n] be the set of small coordinates, and let
Recall that for x ∈ S n−1 , its lcd is defined as
where δ 0 ∈ (0, 1) is chosen as in Remark 2.7. As mentioned above we need to define level sets S L . Since the diagonal entries ofĀ n are zero, we need to work with the following modified definition of level sets. For any L ≥ 1, we define
We are now ready to state the main result of this section. Proposition 4.2. Let S ∈ R n be a random vector with i.i.d. coordinates of the form S j = δ j ξ j , where P(δ j = 1) = p, and ξ j 's are random variables with unit variance, and finite fourth moment, which are independent of δ j . Then for any v ∈ S n−1
for some constant C 4.2 , depending only on E|ξ k | and Eξ 4 k . Let I ⊂ [n], and for any v ∈ R n , let v I ∈ R n be the vector with coordinates v I (j) = v(j)·I(j ∈ I). Since the diagonal entries ofĀ n are zero, depending on the value of m, for every i ∈ [m], there exists a j ∈ [n] such that ( A m n ) ij = 0. Thus applying Proposition 4.2 we deduce that
. Now a direct application of [32, Remark 3.5] gives the following result on tensorization, which allows to transfer the bound on Lévy concentration function from random variables to random vector: Proposition 4.3. Let A m n be the matrix defined in Proposition 4.1. Then for any ε > 0, and any
where C 4.3 is some constant, depending only on E|ξ i,j | and Eξ 4 i,j .
Setting the parameter L = (δ 0 p) −1/2 in [32, Definition 6.1], we note that the definition of lcd there matches our definition of lcd. Therefore from [32, Lemma 6.2], we immediately obtain:
A. BASAK AND M. RUDELSON
We now proceed to the proof of Proposition 4.1.
Proof of Proposition 4.1. The proof relies on a covering argument. The lower bound for the lcd is used to obtain the uniform estimate for the Lévy concentration function. Then we construct a special ε 0 -net of a small cardinality, and extend the Lévy concentration function estimate from one point to the whole net by the union bound. Finally, we use approximation to extend this bound to the set S L .
Step 1. Recall
Since L √ p ≥ r, and np → ∞, we have that
where c = (2C 4.3 ) −1 .
Step 2. To make the approximation possible, we have to approximate the large and the small coordinates of
, a scaled copy of the vector v I(v)\{j} is close to an integer point. We will use a scaled copy of this point to approximate v I(v)\{j} . We do not have any information about the vector v I c (v)∪{j} besides v I c (v)∪{j} 2 ≤ 1. Therefore, this vector will be approximated in the ℓ 2 norm using the standard volumetric estimate. Now, we pass to the details of this construction. To this end, fixing I ⊂ [n] a set of cardinality n − r 2 p −1 , we denote
and let N I := {z/ z 2 | z ∈ Z I }. A simple volumetric calculation shows that
, for a universal constant c. Also, there exists a (cε 0 ρ/10(K + R))-net (the constant c is the constant obtained in
Step 1)
This set M (1) does not quite serve as an appropriate ε-net of S L , because we also need to consider those v ∈ S L for which j ∈ I(v). For such v, the cardinality of I(v)\{j} is n − r 2 p −1 − 1. Thus we need a modification of the set M (1) . Namely, we denote
where the estimates on the cardinality of N I and N ′ I now changes to (2) . Therefore the previous estimates now yield
where C is some absolute constant. Recall that ρ = (C 3.1 K) −ℓ 0 −6 (see Proposition 3.1), where ℓ 0 is defined in (3.5). Thus log(1/ρ) ≪ np, and therefore we can choose a constant c 1 arbitrarily small such that ρ −1 ≤ exp(c 1 np) for all large n. Hence the third term in the rhs of (4.3) is bounded above by 1 ε 0 exp(c 1 pn), where c 1 is another arbitrarily small positive finite constant. Similarly, we conclude that
Next, from the upper bound of L, and the definition of ε 0 it follows that
The last inequality follows from the assumption (1.5), and the upper bound on L. Therefore combining all the estimates we get
. Now we will show that M serves as an appropriate ε-net for S L . To this end, let v ∈ S L . Then there exists j ∈ [n] such that D(v I(v)\{j} / v I(v)\{j} 2 ) < 2L. Let us assume that j ∈ I(v), and write v = v I(v)\{j} + v I c (v)∪{j} . We claim that there exists v ′ =x + tȳ ∈ M (2) such that
10(K+R)
. By the definition of the lcd, we can find z ∈ Z n such that
Thus settingȳ = z/ z 2 ∈ N I(v)\{j} we obtain
where the second last step follows from upon choosing r sufficiently large. Therefore we can choose
10(K+R) . In the proof of (4.5) we have assumed that j ∈ I(v). One can repeat the same proof above even when j / ∈ I(v), to conclude that in this case, there existsv ∈ M (1) such that such that (4.5) still holds. Hence, combining these two arguments we obtain that for every v ∈ S L , there exists ā v ∈ M such that (4.5) holds.
The deficiency of this construction is that M ⊂ S L , so we cannot use the small ball estimates we obtained for the points of S L in Step 1. This however, can be easily corrected. For any point v ′ =x + tȳ ∈ M, choose one point v ∈ S L satisfying (4.5), whenever it exists. If such a point does not exist, we skip the point v ′ . These points v form a set M ′ , which can be used instead of M. Indeed, the triangle inequality implies that for any w ∈ S L , there exists v =x + tȳ ∈ M ′ , and j ∈ [n], such that
Obviously, |M ′ | ≤ |M|.
Step 3.
Now from (4.6), we also have that,
Hence absorbing the factor 1/2 in c, we deduce the following estimate on the Lévy concentration function:
Thus by the union bound, Using (4.4) , we see that the rhs of (4.
) .
Shrinking, if necessary, the constants c 4.1 , and c ′ 4.1 , we have
log(1/ε 0 ). Finally, noting that np → ∞, and m/n ≥ 1/2, we deduce that (4.9) is bounded by exp(−c ′ n), for some small positive constant c ′ .
Otherwise, ifc
, and choosing c * 4.1 sufficiently small, and shrinking c ′′ 4.1 , if necessary, we deduce that the right hand side of (4.8), is bounded by
for another small positive constant c ′′ . Therefore we have obtained that
where c ′′ = min{c ′ , c ′′ }. Now we restrict ourselves on this set with very large probability. Consider any w ∈ S L . By our construction of M ′ there existsx + tȳ ∈ M ′ , and j ∈ [n], such that it satisfies (4.7). Therefore, on this set of large probability we have that
Recall that for w ∈ S L ⊂ W , we have w I(w)\{j} 2 ≥ ρ/2. This and (4.7) imply
Combining this with the previous inequality, we obtain
. In this case using the fact that L ≥ rp −1/2 , and observing that for positive constants α 1 , α 2 , the function x → √
is a decreasing function for large values of x, we obtain
Now choosing r ≥ (C 4.1 (K + R)) 2 , for a sufficiently large constant C 4.1 we obtain
Otherwise, when
Therefore, in this case
Thus combining both the cases, and setting c 4.1 = c 80 , the proof is completed.
Remark 4.5. Proof of Proposition 4.1 crucially uses ε-net argument. If we allow D n to be a complex-valued diagonal matrix in Proposition 4.1, then the sets S L become subsets of the complex unit sphere, whose real dimension is 2n − 1 instead of n − 1. hence, (4.3) changes to
The reader can easily convince her/himself that |M|ε m 0 is not exponentially small anymore. Thus the proof breaks down in the complex case. Since the extension of Proposition 4.1 to complex-valued D n is quite involved, we defer it to [4] where we use it to derive the circular law.
Proof of Theorem 1.1
In this section we combine the results from Section 3, and Section 4 to prove Theorem 1.1.
Proof of Theorem 1.1. Recalling that Ω K = { Ā n ≤ K √ np}, we note that for any ϑ > 0,
and ρ as in Proposition 3.1. Using Proposition 3.1 with M = c 3.1 n, we obtain that
Therefore it only remains to find an upper bound on the second term in the rhs of (5.1). Now using Lemma 2.4, we see that to find an upper bound of
is enough to find the same for
whereĀ n,j are now columns of (Ā n + D n ) (see also Remark 2.5). As these estimates are the same for different j, so we consider only j = 1. Let A D n be the (n − 1) × n matrix whose rows are the columnsĀ n,2 , . . . ,Ā n,n . Note that it is the matrix A D,m n defined in Proposition 4.1, for m = n − 1. For ease of writing, hereafter we omit the superscript m.
it is enough to prove that
for some positive constant c. We partition S n−1 into the set of compressible and dominated vectors and its complement again. Setting Q = (2C 4.1 (K + R)) 12 p −1 , denote
This time, we apply Proposition 3.1 with M = Q. It yields that the first term in the rhs of (5.2) does not exceed exp(−c 3.1 np). Although this proposition was proved for n × n matrices, the same proof would work for (n − 1) × n matrices as well (see also Remark 3.9).
Let w ∈ W . Since w / ∈ Dom(Q, (C 4.1 (K + R)) −4 ),
We also recall that, for p ≤ c(K + R) −2 , and a sufficiently small c (see (3.14)), we have
Hence, Proposition 4.4 yields
To estimate the second term in (5.2), decompose W as W = W 1 ∪ W 2 , where
and W 2 := W \W 1 .
Decompose W 1 further as
where the ⋆ denotes that the union is taken over L = 2 k for k ∈ N. Then by Proposition 4.1,
Thus, to finish the proof of Theorem 1.1, it is enough to estimate
Note that v is defined byĀ n,2 , . . . ,Ā n,n , so it is independent ofĀ n,1 . Condition onĀ n,2 , . . . ,Ā n,n such that v ∈ W 2 for the matrix A D n formed by these columns. We may now consider v as a fixed vector satisfying
be vector obtained fromĀ n,1 by keeping the coordinates corresponding to the set I(v)\{1}. Since v / ∈ Comp(M, ρ), we have v I(v)\{1} 2 ≥ ρ/2. Thus using Proposition 4.2 we obtain that
where the last inequality here follows from the assumption p ≥ log n n . Replacing ε by ε/(2C 4.2 ), we obtain
which completes the proof of the theorem.
Estimates of the spectral norm
In this section we prove bounds on the spectral norm of sparse random matrices with heavy-tailed entries (Theorem 1.4) and with sub-Gaussian entries (Theorem 1.7). Building on those theorems we complete the proof of Corollary 1.5 and Corollary 1.8. We then provide an outline of the proof for the spectral norm of sparse random matrices, with entries satisfying (1.9), in Remark 6.3.
To prove Theorem 1.4 we use the following result of Seginer [26] .
Theorem 6.1. (Seginer) Let A n be a random matrix with i.i.d. centered entries whose columns are denoted by A n,1 , . . . , A n,n . Then, there exists an absolute constant C 6.1 , such that for
A j,n q 2 .
Proof of Theorem 1.4. Fix t ≥ 1. Then Markov's inequality yields
Hence, using the fact that p = Ω(n −α ), and using the definition of q, we have
for some constant C ′ , depending only on α. Now setting y ij = a ij · 1(|a ij | ≤ t √ np), we define the random variables
Upon observing q ≥ 4, we note that
· Bp, and |z ij | ≤ 1 a.s., for some constant B, depending only on the fourth moment of {ξ i,j }. Then by Bennett's inequality, for any s ≥ 1,
Recalling that p = Ω(n −α ), we obtain that for some positive constants c and C, depending on α, and the fourth moment of {ξ i,j },
for all s ≥ C. Therefore,
Let r < q, and choose β > 0 so that q 1+β > r. Setting s = τ β/(1+β) , t = τ 1/(1+β) , we conclude that for any τ ≥ C (1+β)/β ,
Upon using integration by parts from the last inequality we deduce E max j∈[n] A j r 2 ≤C( √ np) r , for someC depending on α,K, r, and the fourth moment of {ξ i,j }, which in combination with Seginer's theorem proves part (i).
To prove (ii), take ρ ∈ (r, q), and let ξ be a symmetric random variable such that P(|ξ| > t) ∼ t −ρ as t → ∞. Let ξ ij , i, j ∈ [n] be independent copies of ξ.
By Chernoff's inequality, for any c ∈ (0, 1) there exists positive constants c ′ , c ′′ such that
Now conditioning on the event E that n i,j=1 δ ij ≥ cn 2 p, we see that for a sufficiently large t,
where C ′ = Cc. Removing the conditioning, we obtain
Setting t = n ν for some ν > 0 such that
completes the proof.
Since in Theorem 1.1 we consider matrix with i.i.d. off-diagonal entries, and zero diagonal entries, we cannot directly apply Theorem 1.4 to prove Corollary 1.5. If we are able to show that Λ n = O( √ np), with large probability, then conditioning on Λ n we can complete the proof of Corollary 1.5.
To prove Λ n = O( √ np), with large probability, we note that the operator norm of any diagonal matrix is the maximum of its entries. Thus the proof completes using Markov's inequality, and the union bound (for example, one can proceed as in (6.1)).
Proof of Theorem 1.7. Let ξ ′ ij , i, j ∈ [n] be independent copies of ξ ij , i, j ∈ [n], and let A ′ n and B n be the matrices with entries a ′ ij = δ ij ξ ′ ij , and b ij = δ ij η ij , respectively, where η ij := ξ ij − ξ ′ ij . Further let us denote by E ξ the expectation with respect to ξ, conditioned on δ := (δ ij ) i,j∈ [n] . Let q ≥ 1 be an even integer. By Jensen's inequality,
Let g ij , i, j ∈ [n] be independent N (0, 1) random variables. Since ξ ij −ξ ′ ij is a sub-Gaussian random variable, there exists a constant C 1 > 0, depending on the sub-Gaussian norm of {ξ ij }, such that E|η ij | q ≤ E|C 1 g ij | q for all q ≥ 1. Let W n be the n × n random matrix with entries w ij = δ ij g ij . Since
where the last expression is a polynomial of the even moments of η ij with non-negative coefficients, we have that
The last inequality above uses that Tr (
, and all eigenvalues
To estimate E W q , we use the following recent result of Bandeira and van Handel [2] .
. Let X be a n × m rectangular matrix with X ij = b ij g ij , where g ij are i.i.d. N (0, 1). Let
for any ε ∈ (0, 1/2). δ ji ≤ Cpn, for some C ≥ 2. Since p ≥ C 0 log n n , by Chernoff's inequality, and using the union bound, we see that we can choose the constant C 0 large enough, such that P(Ω c ) ≤ e −cpn , for some c > 0, depending only on C 0 . Assuming that δ ∈ Ω and conditioning on δ, using Lemma 6.2, we have
where C * is some absolute constant , and C ′ = 4(C * ) 2 C. Conditionally on δ, W n can be viewed as a 1-Lipschitz function on R n 2 equipped with the standard Gaussian measure. Using the Gaussian concentration inequality (for example, see [14] ), we obtain
for some absolute constants C, c ′ > 0, and any t > 0. Hence,
for some absolute constant C ′′ . Setting q = pn (or taking the closest even number), we see that this inequality in combination with (6.2), (6.3), and (6.4) yields
where we used the condition p ≥ log n n to absorb the factor n, and C 2 is a positive constant depending on C 0 and the sub-Gaussian norm of {ξ ij }. Now if we choose C 1.7 > C 2 2 , then Markov's inequality implies that for any δ ∈ Ω, there exists a small positive constant c 1.7 , depending on C 1.7 , such that
Finally, shrinking c 1.7 further we have
This completes the proof.
We have already seen that we cannot apply Theorem 1.1 and Theorem 1.7 directly to prove Corollary 1.8. We also need to show that Λ n = O( √ np), with large probability. This can be done very easily repeating steps in the proof of Theorem 1.7. We omit the details. Then proceeding as in the proof Corollary 1.5, we complete the proof of Corollary 1.8.
Remark 6.3. One can extend the results of Theorem 1.7 for random variables satisfying (1.9). To this end, we will use the following result of Latala [12] .
Lemma 6.4. Fix q ≥ 1, and let {ζ i } n i=1 be i.i.d. copies of a non-negative random variable ζ. Then
Fixing q = log n, for each j ∈ [n], we apply the above result for ζ i = ξ 2 i,j δ i,j . Thus denoting A n,j to be the j-th column of A n we have
for some absolute constant C. Analyzing f (s) := 1 s log np log n + (2β − 1) log s, for s ∈ [1, log n], we note that
if np = Ω((log n) 2β ). Thus applying Seginer's theorem now for q = 2 log n we get that
Finally applying Markov's inequality we get that for every s > 0, there exists K := K(s) such that
Proof of Theorem 1.11
In this section we prove Theorem 1.11. Since the entries of the adjacency matrix of an Erdős-Réyni graph have non-zero mean, we first extend Theorem 1.1 to allow non-centered random variables.
Theorem 7.1. LetĀ n be an n × n matrix with zero on the diagonal and has i.i.d. off-diagonal entries a i,j = δ i,j ξ i,j , where δ i,j , i, j ∈ [n], i = j, are independent Bernoulli random variables taking value 1 with probability p n ∈ (0, 1], and ξ i,j , i, j ∈ [n], i = j are i.i.d. random variables with unit variance, and finite fourth moment. Fix K ≥ 1, and letΩ K := Ā n − EĀ n ≤ K √ np n . Further fix R ≥ 1 and let D n be a real diagonal matrix with D n ≤ R √ np n . Then there exist constants 0 < c 7.1 , c ′ 7.1 , C 7.1 , C 7.1 < ∞, depending on K, R, and the fourth moment of ξ i,j , such that for any ε > 0, and
The key ingredients in the proof of Theorem 1.1 are Proposition 3.1, and Proposition 4.1. Thus to prove Theorem 7.1, we need analogues of Proposition 3.1 and Proposition 4.1 for the non-centered case. To this end, we start with the following generalizations of those two results. Before stating these results, for the ease of writing, let us denote µ := Eξ i,j , and let U m n to be the m × n matrix of all ones. Note in passing that |µ| is bounded in terms of the fourth moment of ξ i,j . Now we are ready to state the results. n . Now we are ready to state the result for compressible and dominated vectors. Proposition 7.3. LetĀ n , D n , K, and p be as in Theorem 7.1, and ℓ 0 be as in Proposition 3.1. Then there exist constants 0 < c 7.3 , c 7.3 , C 7.3 , C 7.3 , C 7.3 < ∞, depending only on K, R, and the fourth moment of {ξ ij }, such that for any p −1 ≤ M ≤ c 7. Proof. We proceed as in the proof of Proposition 3.1. As in the proof of Proposition 3.1, we first need to control infimum over vectors close to 1/(8p)-sparse vectors. That is, we need to show that there exists some constants 0 < c, C, C < ∞, depending on the fourth moment of ξ i,j , K, and R, such that P ∃x ∈ Dom (8p) −1 , (C(K + R)) −1 such that (Â n +D n )x The analogue of (7.2) in the proof of Proposition 3.1 crucially uses Lemma 3.2. We therefore need to find a version of Lemma 3.2 applicable toÂ n . To this end, we show that the entries ofÂ n have the required product structure.
Define i.i.d. random variablesθ i,j ∈ {1, 2, 3} independent ofĀ n such that P(θ i,j = 1) = P(θ i,j = 2) = 1 − p 2 − p and P(θ i,j = 3) = p 2 − p .
Setξ i,j := ξ i,j · 1θ i,j =1 − ξ i+⌊n/2⌋,j · 1θ i,j =2 + (ξ i,j − ξ i+⌊n/2⌋,j ) · 1θ i,j =3 . Let {δ i,j } be another family of i.i.d. Bernoulli random variables independent ofĀ n taking value 1 with probability p(2 − p). Then the random variableâ i,j = δ i,j ξ i,j − δ i+⌊n/2⌋,j ξ i+⌊n/2⌋,j has the same distribution asδ i,jξi,j and these entries are independent for all i, j. This is the desired product structure, and therefore we can proceed as in the proof of Lemma 3.2.
More elaborately, recall that the key to the proof of Lemma 3.2 is bounds on P(i ∈ I 1 (J)), and P(i ∈ I 0 (J ′ )) for any i ∈ [n] (for example, see (3.1) and (3.3)). We have the same inequalities here, using the product structure shown above. Now applying Chernoff's inequality, and proceeding same as there we obtain the an analogue of Lemma 3.2 forÂ n . The only difference from Lemma 3.2 is that the constants appearing there get reduced by one half, as we now have a matrix with ⌊n/2⌋ rows, instead of n rows.
Equipped with this analogue of Lemma 3.2 we then proceed as in the proof of Lemma 3.3. Considering the case p ≥ (1/4)n −1/3 , similar to (3.7) we obtain (Â n +D n )x To get rid ofD n from the above expression, we lower bound the sum over i ∈ I k by a sum over i ∈ I k \ supp(x), where supp(x) := {j ∈ ⌊n/2⌋ : x j = 0, or x j+⌊n/2⌋ = 0}. Since | supp(x)| ≪ |I k |, we can proceed as in (3.8) , and obtain that (Â n +D n )x Next, repeating the same steps as in Lemma 3.2, we establish (7.2). Proof of (7.2), when C 1.1 log n n ≤ p < (1/4)n −1/3 requires a similar adaptation. Details are omitted. We then need to extend (7.2) for Comp((8p) −1 , ρ) vectors, and this can be done repeating the proof of Lemma 3.4. Finally one needs to extend (7.2) for Dom(M, (C(K + R)) −4 ) vectors, where p −1 ≤ M ≤ cn, and c, C are some positive constants. ForĀ n this was done in Lemma 3.8 using Lévy concentration function, ε-net argument, and the union bound. The estimate on the Lévy concentration function in Corollary 3.7 was derived from Lemma 3.5. Note that Lemma 3.5 continues to hold forÂ n . This implies we also obtain Corollary 3.7 forÂ n , except for the constants appearing there are decreased by one half, asÂ n has only ⌊n/2⌋ rows. Shrinking c 7.3 , as needed, we also argue that the ε-net here is not too big. Therefore, one can carry out the same steps as in Lemma 3.8 to complete the proof. We omit the details.
Next we combine Proposition 7.3 and Proposition 7.2 to prove Theorem 7.1.
Proof of Theorem 7.1. As noted in the proof of Theorem 1.1, for any ϑ > 0,
V := S n−1 \ Comp(c 7.3 n, ρ) ∪ Dom(c 7.3 n, (C 7.3 (K + R)) −4 ) , and ρ as in Proposition 7.3. Now note that using triangle inequality we have that Â n ≤ 3K √ np on the eventΩ K . Next we observe that (Ā n + D n )x 2 2 ≥ (Â
n +D
(1)
for any x ∈ R n , and therefore we deduce that √ 2 (Ā n + D n )x 2 ≥ (Â n +D n )x 2 . Thus applying Proposition 7.3 we obtain that P( inf x∈V c (Ā n + D n )x 2 ≤ C 7.3 (K + R)ρ √ np and Ā n − EĀ n ≤ K √ pn) ≤ exp(−c 7.3 pn).
It therefore remains to bound
To this end, proceeding as in the proof of Theorem 1.1 we note that we need to bound As in the proof of Theorem 1.1, we show that the probability that there exists v ∈ W 1 such that A D n v = 0 is small. To this end, we decompose W 1 in the union of the sets S L as in (5.3). We will show that P inf To establish this bound, we combine Proposition 7.2 with an additional ε-net argument. Note that, the set µpU m n S n−1 is contained in the interval of length n O(1) in the direction of 1, where 1 is the vector of ones of length m. This interval has a small net. Let Y n := {γ1 : |γ| ≤ √ np|µ|}. We claim that To see this first note that, using triangle inequality we can deduce The infimum over W 2 is dealt with using the Lévy concentration function. This part remains the same. This yields the desired bound on p 2 completing the proof.
We now apply Theorem 7.1 to prove Theorem 1.11.
Proof of Theorem 1.11. Recall that the adjacency matrix Adj n of a directed Erdős-Réyni graph with edge connectivity probability p, is a matrix with zero diagonal, and has i.i.d. off-diagonal entries a i,j ∼ Ber(p). So, if we are able to express a i,j as a product two random variables ξ i,j , and δ i,j , where ξ i,j is a random variable with unit variance, and bounded fourth moment, and δ i,j is a Bernoulli random variable, then we can use Theorem 7.1 to obtain the desired result. To this end, we split the proof into two different cases, p ≤ 1/2 and p > 1/2.
