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Abstract
We introduce the active partition of the ground set of an oriented matroid perspective (or quo-
tient, or strong map) on a linearly ordered ground set. The reorientations obtained by arbitrarily
reorienting parts of the active partition share the same active partition. This yields an equiva-
lence relation for the set of reorientations of an oriented matroid perspective, whose classes are
enumerated by coefficients of the Tutte polynomial, and a remarkable partition of the set of reori-
entations into boolean lattices, from which we get a short direct proof of a 4-variable expansion
formula for the Tutte polynomial in terms of orientation activities. This formula was given in
the last unpublished preprint by Michel Las Vergnas; the above equivalence relation and notion
of active partition generalize a former construction in oriented matroids by Michel Las Vergnas
and the author; and the possibility of such a proof technique in perspectives was announced
in the aforementioned preprint. We also briefly highlight how the 5-variable expansion of the
Tutte polynomial in terms of subset activities in matroid perspectives comes in a similar way
from the known partition of the power set of the ground set into boolean lattices related to sub-
set activities (and we complete the proof with a property which was missing in the literature).
In particular, the paper applies to matroids and oriented matroids on a linearly ordered ground set.
Dedicated to Michel Las Vergnas’ spirit.
1. Introduction
The paper deals with (oriented) matroid perspectives on a linearly ordered ground set, with
the Tutte polynomial in terms of subset activities, and with the Tutte polynomial in terms of
orientation activities. Let us situate these aspects with respect to the literature, and present the
contributions of the paper. Formal definitions and general statements are given in the next sections.
An ordered pair (M,N) of (oriented) matroids forms a perspective (also called morphism, or
quotient, or strong map in the literature, up to unimportant variants), when they satisfy a certain
structural relationship, which is notably consistent with linear maps in (real) vector spaces, and
with (directed) graph homomorphisms in graphs. See [Kun86] or [Oxl11, Section 7.3] (see also
[LV80, LV84]) in matroids, and [BLVS+99, Section 7.7] in oriented matroids. The Tutte polynomial
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of such a perspective has been defined in [LV80, LV99] in terms of rank functions as:
t(M,N ;x, y, z) =
∑
A⊆E
(x− 1)r(N)−rN (A) (y − 1)|A|−rM (A) zr(M)−r(N)−
(
rM (A)−rN (A)
)
.
Ever since, this polynomial has been mainly studied by Michel Las Vergnas in a series of papers,
including [LV84, LV12, LV13]. See [Gioa] for a recent survey. In the particular case where M = N ,
one retrieves the usual Tutte polynomial of the matroid M .
The main novelty of the present paper concerns oriented matroid perspectives. Let us give a
glimpse in terms of a single oriented matroid M on a linearly ordered set E. The Tutte polynomial
of M is known to have the following expression [LV84]:
t(M ;x, y) =
∑
A⊆E
(x
2
)o∗(−AM) (y
2
)o(−AM)
where o∗(−AM), resp. o(−AM), is the dual orientation activity, resp. orientation activity, of
the oriented matroid −AM , which counts smallest elements of positive cocircuits, resp. circuits.
See [LV84, GLVa] for interpretations and applications of these orientation activity parameters. In
[LV12], a 4-variable expansion is given:
t(M ;x+ u, y + v) =
∑
A⊆E
xθ
∗
M (A)uθ
∗
M (A)yθM (A)vθM (A)
where the parameters used for exponents refine orientation activities, depending on M and A, not
only on −AM . Actually, both [LV84] and [LV12] work at the level of oriented matroid perspectives
(see general statements in Section 2), and a detailed example is given in [LV12]. The proof proposed
in [LV12] is by deletion/contraction and is rather technical1. Also, it is suggested that an alternative
proof could be obtained more structurally, using active partitions and activity classes of oriented
matroids addressed in [Gio02, GLV05, GLVb, GLV07, GLVa] (see also [Giob] for an overview).
In Section 2, we give such a short direct proof. Furthermore, we also give it at the level of
oriented matroid perspectives. For that purpose, we first introduce the active partition of the
ground set of an oriented matroid perspective on a linearly ordered ground set. Then, we show
that the reorientations obtained by arbitrarily reorienting parts of the active partition share the
same active partition, a result which generalizes the same property known for oriented matroids.
This yields an equivalence relation for the set of reorientations, whose classes are enumerated by
coefficients of the Tutte polynomial, and a remarkable structural partition of this set into boolean
lattices called activity classes. The enumerative counterpart of this partition turns out to be exactly
the aforementioned 4-variable expansion formula for the Tutte polynomial. Various corollaries are
derived, such as enumerating remarkable subsets of reorientations by Tutte polynomial evaluations.
1Let us warn the reader that [LV12] is an unpublished preliminary preprint, containing some inaccuracies. For
instance, [LV12, Equation (4) page 3] is not correct (the parameters cr and nl are missing, see [GT90, LV13]). More
importantly, the definition of the refined active bijection given at the end of [LV12, page 20] is not correct: it is not
complete and given with a wrong parameter correspondence. The correct definition and correspondence are given in
[GLVb, GLVa], consistently with the definitions previously given in [Gio02, GLV07].
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As far as matroids are concerned, for a matroid M on a linearly ordered set E, the Tutte
polynomial has the two well-known following expressions [Tut54, Cra69]:
t(M ;x, y) =
∑
A⊆E
(x− 1)r(M)−r(A) (y − 1)|A|−r(A) =
∑
B basis
xι(B) yε(B)
where ι(B), resp. ε(B), is the internal, resp. external, activity of the basis B. A striking result is
that those two expressions can be unified under the following 4-variable expansion:
t(M ;x+ u, y + v) =
∑
A⊆E
xι(A) ur(M)−r(A) yε(A) v|A|−r(A),
where the notions of activities are extended to subsets. This result has been shown for matroids
in [GT90] (actually in a more general form). It has been generalized in [LV13] to a 5-variable
expansion formula the Tutte polynomial of a matroid perspective, recalled below as Theorem 12.
Let us mention that, using suitable variable specifications, one can obtain further expressions for
the Tutte polynomial, see a list in [GT90] completed in [LV13].
As precisely addressed in [LV13], the notion of subset activities is related to the following
classical result: the set 2E of subsets of E is partitioned into boolean intervals of type [ B \
Int(B), B∪Ext(B) ], where B ranges over all bases ofM (and where Int(B), resp. Ext(B), denotes
the set of internally, resp. externally, active elements w.r.t. B). This result, known for matroids
from [Cra69], generalizes to matroid perspectives. Actually, it can be obtained using an even more
general combinatorial construction [Daw81], which applies to matroids and matroid perspectives
as well, as detailed in [LV13] (see also [Bjo¨92, LV01] for related results in matroids, [GM97] for an
independent generalization to greedoids, and [BGdON09] for an inverse property in matroids).
In Section 3, placed at the level of matroid perspectives, we sum up this setting and highlight
how the above expansion formula can be directly derived as the enumerative counterpart of the
aforementioned fundamental structural partition of the power set into intervals. The proof in [LV13]
uses this partition in an indirect way, passing through Tutte polynomial derivatives. Furthermore,
a property of this partition is missing in [LV13], though required for the proof and implicitly used.
Here, in Proposition 11, we explicitly state and prove this property, hence completing [LV13].
Finally, the point of the paper is to complete [LV12, LV13] and to show how each Tutte polyno-
mial expansion formula is the enumerative counterpart of a remarkable structural partition of the
power set into boolean lattices, arising as soon as the ground set is linearly ordered. The initial
formula enumerates the boolean lattices each as an individual part, and the expansion formula with
two more variables enumerates in addition all subsets within these boolean lattices.
From the stuctural viewpoint, let us mention that active partitions in oriented matroids have
further remarkable properties, and that the active bijection transforms the formulas in terms of
orientation and subset activities into each other, while transforming the boolean lattices of the two
constructions into each other, e.g. see [Gio02, GLV05, GLVb, GLV07, GLVa]. The generalization
of such properties and bijections to oriented matroid perspectives is work in progress.
2. Building on orientation activities in oriented matroid perspectives
The reader is referred to [BLVS+99] for background on oriented matroids, and in particular to
[BLVS+99, Section 7.7] for details on oriented matroid perspectives. Unless it is ambiguous, we
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usually use the same notation for a signed set and its support. Let us recall that two signed sets
are conformal if they have the same signs on their intersection, and that a vector, resp. covector,
in an oriented matroid can be defined as a conformal union of circuits, resp. cocircuits. An ordered
pair (M,N) of oriented matroids on the same ground set form an oriented matroid perspective
(also called strong map or quotient map), denoted M → N , if one of the following equivalent
properties holds2:
• any circuit of M is a vector of N ;
• any vector of M is a vector of N ;
• any cocircuit of N is a covector of M ;
• any covector of N is a covector of M ;
• no circuit of M and cocircuit of N have a non-empty conformal intersection3.
In particular, for an oriented matroid M , M →M is an oriented matroid perspective. Actually, if
M → N is an oriented matroid perspective and r(M) = r(N) then M = N . Moreover, if M → N
is an oriented matroid perspective then N∗ → M∗ is also an oriented matroid perspective. Let us
mention that the underlying matroids form a matroid perspective, and that, in contrast, an oriented
matroid perspective is not equivalent to an extension followed by a contraction (see Section 3).
Let M be an oriented matroid on a linearly ordered set E. Following [LV84], we denote
O(M) =
{
min(C) | C positive circuit of M
}
,
O∗(M) =
{
min(C) | C positive cocircuit of M
}
.
The sets O(M) and O∗(M) are respectively known as the sets of active and dual-active elements of
M . The parameters |O(M)| and |O∗(M)| are respectively known as the (orientation) activity and
dual (orientation) activity of M . One can observe that O∗(M) = O(M∗), that O(M)∩O∗(M) = ∅,
that O(M) = ∅ if and only if M is acyclic, and that O∗(M) = ∅ if and only if M is totally cyclic.
Let M → N be an oriented matroid perspective on a linearly ordered set E. By [LV84], its
Tutte polynomial satisfies
t(M,N ;x, y, 1) =
∑
A⊆E
(x
2
)|O∗(−AN)| (y
2
)|O(−AM)|
.
Note that, in particular, t(M,N ; 0, 0, 1) is equal to the number of subsets A of E such that −AM
is acyclic and −AN is totally cyclic (see [LV84] for some interpretations of this special evaluation).
2We choose to denote M → N rather than M →M ′ which is commonly used in references on (oriented) matroid
perspectives (such as [LV12, LV13]) in order to avoid confusions with the prime used in the notations for the cyclic
parts (involving orientation-active elements and complementaries of flats of the dual) in the active decomposition of
a single oriented matroid. Indeed, the present paper mixes the two settings, involving two single oriented matroids
and the active decomposition of each of them (see details and references below Definition 1).
3This characterization is mentioned in [LV12], but not in the usual reference on oriented matroid theory [BLVS+99].
It is direct since vectors are signed subsets orthogonal to all cocircuits: a signed subset C (meant to be a circuit of
M) is not a vector of N if and only if C is not orthogonal to some cocircuit of N , that is if and only if it has a
non-empty conformal intersection with some cocircuit of N .
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For such an oriented matroid perspective M → N , the sets O(M) and O∗(N) will be respectively
called, by extension of the terminology, the sets of active and dual-active elements of M → N .
Now, we introduce a new construction, generalizing to oriented matroid perspectives a con-
struction in oriented matroids detailed in [Gio02, GLVa] (see also [GLV05, GLVb] in graphs). We
refer the reader to these references for geometrical interpretations, that can readily be adapted in
the setting of oriented matroid perspectives.
Let M → N be an oriented matroid perspective on a linearly ordered set E with
O(M) = {g1, . . . , gε}<,
O∗(N) = {h1, . . . , hι}<.
We define Gε = ∅ and, for 0 ≤ k ≤ ε− 1, we define
Gk =
⋃
C positive circuit of M
min(C) ≥ gk+1
C.
We define Hι = E and, for 0 ≤ k ≤ ι− 1, we define
Hk = E \
⋃
C positive cocircuit of N
min(C) ≥ hk+1
C.
Observe that G0 is the union of positive circuits of M (i.e. the maximal positive vector of M),
E \ G0 is the union of positive cocircuits of M (i.e. the maximal positive covector of M), H0 is
the union of positive circuits of N (i.e. the maximal positive vector of N), and E \H0 is the union
of positive cocircuits of N (i.e. the maximal positive covector of N). Hence, by definition of an
oriented matroid perspective, we have
G0 ⊆ H0.
Observe that we can have G0 = H0, e.g. whenM = N , and that we can also have ∅ = G0 ⊂ H0 = E,
when M is acyclic and N totally cyclic, as for the reorientations mentioned above counted by
t(M,N ; 0, 0, 1).
Definition 1. We call active filtration of M → N the sequence of nested subsets
∅ = Gε ⊂ . . . ⊂ G1 ⊂ G0 ⊆ H0 ⊂ H1 ⊂ . . . ⊂ Hι = E.
And we call active partition of M → N the partition of E given by
E = (Gε−1 \Gε) ⊎ . . . ⊎ (G0 \G1) ⊎ (H0 \G0) ⊎ (H1 \H0) ⊎ . . . ⊎ (Hι \Hι−1).
The parts contained in G0 are called the cyclic parts, the parts contained in E \H0 are called the
acyclic parts, and the part H0 \G0 (possibly empty) is called the hybrid part. We assume that the
active filtration and active partition are always given along with the sets G0 and H0 (hence one can
deduce the active filtration from the active partition and vice versa).
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The above definition generalizes active filtrations and active partitions of oriented matroids on
a linearly ordered ground set, as defined in [Gio02, GLVa] (see also [GLV05, GLVb] in graphs).
When M = N the definitions coincide, and, in general, the acyclic parts for M → N equal the
acyclic parts for N , and the cyclic parts for M → N equal the cyclic parts for M .
Moreover, note that we have, for 1 ≤ k ≤ ε,
gk = min( Gk−1 \Gk ),
Gk−1 \Gk =
⋃
C positive circuit of M
min(C) = gk
C \
⋃
C positive circuit of M
min(C) > gk
C,
and, for 1 ≤ k ≤ ι,
hk = min( Hk \Hk−1 ),
Hk \Hk−1 =
⋃
C positive cocircuit of N
min(C) = hk
C \
⋃
C positive cocircuit of N
min(C) > hk
C.
Proposition 2. Let M → N be an oriented matroid perspective on a linearly ordered set E. Let
A ⊆ E be any union of parts of the active partition of M → N . Then the oriented matroid
perspective −AM → −AN has the same active partition as M → N (meaning precisely the same
cyclic, acyclic and hybrid parts).
Proof. The proof is fairly simple, but let us take care to detail it. We will use the following notation,
with the abuse of identifying a positive signed subset of E with the subset of E which is its support.
For e ∈ E, V (M ; e) denotes the union of all positive circuits of M with smallest element greater
than or equal to e. Equivalently, V (M ; e) is the largest (for inclusion) positive vector with smallest
element greater than or equal to e (obtained by conformal composition of positive circuits).
First, we consider the case where A = V (M ; a) for a given element a ∈ O(M) (using the previous
notations, it means that we have a = gk+1 and A = Gk for some 0 ≤ k ≤ ε − 1). Obviously, A is
also a positive vector of −AM . Let us fix e ∈ E and let us prove that V (M ; e) = V (−AM ; e).
Assume that e ≥ a. Let C be a positive circuit of M , with min(C) ≥ e. Then C ⊆ A by
definition of A, then C is also a positive circuit of −AM . Conversely, let C be a positive circuit
of −AM , with min(C) ≥ e. Then the signed subset A ◦ C is a positive vector in −AM . Then,
obviously, this signed subset A ◦ C is also a positive vector in M . This positive vector of M has
smallest element a, hence it is contained in A by definition of A. So we have C ⊆ A, and so C
is also a positive circuit of M . Finally, when e ≥ a, M and −AM have exactly the same positive
circuits with smallest element greater than or equal to e, hence V (M ; e) = V (−AM ; e).
Assume now that e < a. Let C be a positive circuit of M , with min(C) ≥ e. Since A is a
positive vector of −AM and C is positive in −AM on C \ A, we have that A ◦ C is a positive
vector of −AM with smallest element greater than or equal to e. This vector can be obtained in
−AM by a conformal composition of positive circuits, so A ∪ C is contained in V (−AM ; e). So
V (M ; e) ⊆ V (−AM ; e). Conversely, let C be a positive circuit of −AM , with min(C) ≥ e. By the
same reasoning, we have that A ◦ C is a positive vector of M with smallest element greater than
or equal to e, that A ∪C is contained in V (M ; e), and that V (−AM ; e) ⊆ V (M ; e).
Finally, we have proved that, for every e ∈ E, we have V (M ; e) = V (−AM ; e). This implies
that O(M) = O(−AM) and, by definition of the active partition, that the cyclic parts of the active
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partition ofM → N are equal to the cyclic parts of the active partition of −AM → −AN (precisley,
using the previous notations, we have proved that, for 0 ≤ k ≤ ε − 1, the sets Gk are the same
when built in M or in −AM).
Since A is a union of positive circuits ofM and sinceM → N is an oriented perspective, we have
that A is a positive vector of N . Hence A does not interfere with positive cocircuits of N , which
remain exactly the same in −AN . Precisely, the acyclic parts of the active partition of M → N are
obviously equal to the acyclic parts of the active partition of −AM → −AN . And so the hybrid
part also has to be the same in the active partitions of M → N and −AM → −AN .
So we have proved the theorem in the case where A = V (M ; a) for a ∈ O(M). Using the previous
notations for the active partition ofM → N , we have proved that M → N and −AM → −AN have
the same active partitions when A = Gk for any 0 ≤ k ≤ ε− 1 (hence for ε possible non-empty sets
A). Then, by transitivity, applying the result for A = Gk and A = Gk+1, we have that M → N
and −AM → −AN have the same active partitions when A = Gk \ Gk+1 for any 0 ≤ k ≤ ε − 1.
Then, by transitivity again, we have proved the theorem when A is any union of cyclic parts of the
active partition of M → N (hence for 2ε possible sets A).
Now, we can use the same reasoning to cocircuits in N and acyclic parts of the active partition
of M → N , which is equivalent to apply the above result in the dual oriented matroid perspective
N∗ → M∗. We obtain that the theorem is true when A is any union of acyclic parts of the active
partition of M → N (hence for 2ι possible sets A). By transtivity, combining the two dual results,
we have that the theorem is true when A is any union of cyclic or acyclic parts of the active partition
of M → N (hence for 2ι+ε possible sets A).
Finally, it remains to handle the case where the hybrid part is non-empty. In this case, as the
active partition of M → N is obviously the same as the active partition of −EM → −EN , we have
that the theorem is true when A is any union of cyclic or acyclic parts of the active partition of
M → N , or its complementary (hence for 2ι+ε+1 possible sets A). This means that A can be any
union of parts of the active partition of M → N (cyclic, acyclic, or hybrid).
Let M → N be an oriented matroid perspective on a linearly ordered set E. The set of all
−AM → −AN for A ⊆ E is called the set of reorientations of M → N , being understood that this
set is isomorphic to 2E . Note the slight abuse of notations, as we distinguish for instance between
−AM → −AN and −E\AM → −E\AN as reorientations of M → N , even though the two resulting
oriented matroid perspectives are equal.
Definition 3. Let M → N be an oriented matroid perspective on a linearly ordered set E. We
define the activity class of M → N as the set of its reorientations −AM → −AN where A is any
union of cyclic or acyclic parts of its active partition. Observe that we forbid reorienting the hybrid
part4. By Proposition 2 and extending this definition to all reorientations of M → N , we define
activity classes of reorientations of M → N , that partition the set of reorientations of M → N , and
can be seen as classes of the equivalence relation defined by reorienting parts of the active partition.
4This is done in order to distinguish reorientations from their complementaries when the hybrid part is non-empty.
This yields tighter classes, closer to Tutte polynomial properties, and meaningful notably in the proof of Theorem 7.
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The above partition of the set of reorientations of M → N can be summed up as follows:
2E ∼
⊎
activity classes of M→N
(one −AM → −AN chosen in each class)
{
2|O(−AM)|+|O
∗(−AN)|
reorientations obtained by
reorienting cyclic and acyclic parts
of the active partition of −AM → −AN
}
.
For practical purposes, it is also convenient to transpose this equivalence relation in terms of subsets
A ⊂ E. In this setting, we can identify a reorientation −AM → −AN with the subset A ⊆ E which
defines it. Let us fix A ⊆ E. The active partition of −AM → −AN can be shortly denoted as:
E = A0 ∪
⊎
a ∈ O(−AM) ∪ O∗(−AN)
Aa
where A0 is the hybrid part, and where Aa is either a cyclic or an acyclic part, with a = min(Aa) for
a ∈ O(−AM) ∪ O
∗(−AN). Then, the activity class of −AM → −AN can be renamed the activity
class of A ⊆ E w.r.t. M → N and denoted5:
clM→N (A) =
{
A △
( ⊎
a∈P∪Q
Aa
)
| P ⊆ O∗(−AN), Q ⊆ O(−AM)
}
.
Then, the different sets clM→N (A), for A ∈ 2
E , form a partition of 2E :
2E =
⊎
(one A chosen in each clM→N (A))
clM→N (A)
Observe that each clM→N (A) has a boolean lattice structure, yielding a partition of 2
E into boolean
lattices. The above definition and construction generalize activivity classes of oriented matroids on
a linearly ordered ground set, as defined in [Gio02, GLVa] (see also [GLV05, GLVb] in graphs).
Now, let us follow [LV12] and refine reorientation activities into four parameters, applied to
reorientations of a given reference oriented matroid M .
Definition 4. Let M be an oriented matroid on a linearly ordered set E and A ⊆ E. We define:
ΘM (A) = O(−AM) \ A,
ΘM (A) = O(−AM) ∩A,
Θ∗M (A) = O
∗(−AM) \A,
Θ∗M (A) = O
∗(−AM) ∩A.
Hence we have O(−AM) = ΘM (A) ⊎ΘM (A) and (dually) O
∗(−AM) = Θ
∗
M(A) ⊎Θ
∗
M (A).
Actually, in oriented matroids and oriented matroid perspectives as well, the parameters of
Definition 4 situate any reorientation in its activity class seen as a boolean lattice. Let us detail
this fundamental feature (in a similar way than done in [GLVb, GLVa]).
5The choice of letters P and Q, in that order, respectively associated with dual-activity in N and activity in M ,
might seem non-natural, but it is deliberate for the sake of matching with variables x and y respectively (and with
internal and external subset activities respectively, as in Section 3 and in oriented matroids [GLVb, GLVa, LV13]).
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Definition 5. Let M be an oriented matroid on a linearly ordered set E and A ⊆ E. The reorien-
tation −AM of M is called active-fixed if no active element of −AM is reoriented w.r.t. M , that
is if ΘM (A) = O(−AM) ∩ A = ∅. It is called dual-active-fixed if no dual-active element of −AM
is reoriented w.r.t. M , that is if Θ∗M (A) = O
∗(−AM) ∩A = ∅.
For an oriented matroid perspective M → N on a linearly ordered set E and A ⊆ E, by
extension of the terminology, the reorientation −AM → −AN will be called active-fixed if −AM is
active-fixed (w.r.t. M) and dual-active-fixed if −AN is dual active fixed (w.r.t. N).
Observation 6. LetM → N be an oriented matroid perspective on a linearly ordered set E. In each
activity class of reorientations of M → N , there is one and only one reorientation −AM → −AN
which is active-fixed and dual-active-fixed (that is such that all active elements of M and dual-active
elements of N are not reoriented with respect to the initial M → N).
In other words, continuing the above setting, in the activity class clM→N (A), one can choose as
representative the subset A such that
ΘM (A) = O(−AM) ∩A = ∅ and Θ
∗
N (A) = O
∗(−AN) ∩A = ∅.
So, for this special A and according to the above definition of clM→N (A), an element A
′ of clM→N (A)
is situated in clM→N (A) by P ⊆ O
∗(−AN) = O
∗(−A′N) and Q ⊆ O(−AM) = O(−A′M) such that:
ΘM (A
′) = O(−AM) \Q,
ΘM (A
′) = Q,
Θ∗N (A
′) = O∗(−AN) \ P,
Θ∗N (A
′) = P.
Now, we get the following Theorem 7, a four variable expression of the Tutte polynomial in terms
of the above four parameters, stated and proved by deletion/contraction in [LV12]. Here, we give
a short natural proof of this theorem, using the Tutte polynomial formula in terms of orientation
activities, the partition of the set of reorientations into activity classes, and their boolean lattice
structure as discussed above.
Theorem 7 ([LV12]). Let M → N be an oriented matroid perspective on a linearly ordered set E.
We have
t(M,N ; x+ u, y + v, 1) =
∑
A⊆E
x|Θ
∗
N
(A)| u|Θ
∗
N
(A)| y|ΘM(A)| v|ΘM (A)|.
Proof. Let us denote [Exp] =
∑
A⊆E x
|Θ∗
N
(A)| u|Θ
∗
N
(A)| y|ΘM(A)| v|ΘM (A)|. Since 2E is partitioned
into activity classes by Definition 3, and denoting cl(A) for short instead of clM→N (A), we have:
[Exp] =
∑
cl(A)
one A for each class
∑
A′∈cl(A)
x|Θ
∗
N (A
′)| u|Θ
∗
N (A
′)| y|ΘM(A
′)| v|ΘM (A
′)|
As discussed above, one can choose a representative A of cl(A) such that O(−AM)∩A = ∅ and
O∗(−AN) ∩A = ∅, and use the structure of cl(A), to reformulate the expression as follows:
[Exp] =
∑
cl(A)
one A for each class
∑
P⊆O∗(−AN)
Q⊆O(−AM)
x|O
∗(−AN)\P |u|P |y|O(−AM)\Q|v|Q|
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Now we can simply rewrite this expression as follows and use the binomial formula:
[Exp] =
∑
cl(A)
one A for each class
( ∑
P⊆O∗(−AN)
x|O
∗(−AN)\P |u|P |
)( ∑
Q⊆O(−AM)
y|O(−AM)\Q|v|Q|
)
=
∑
cl(A)
one A for each class
(x+ u)|O
∗(−AN)| (y + v)|O(−AM)|
For a better readability, let us denote o(−AM) for |O(−AM)|, and o
∗(−AM) for |O
∗(−AM)|.
Since the activity class cl(A) has 2o(−AM)+o
∗(−AN) elements with the same activities, we have:
[Exp] =
∑
cl(A)
one A for each class
1
2o
∗(−AN)+o(−AM)
∑
A′∈cl(A)
(x+ u)o
∗(−A′N) (y + v)o(−A′M)
=
∑
cl(A)
one A for each class
∑
A′∈cl(A)
(x+ u
2
)o∗(−A′N) (y + v
2
)o(−A′M)
=
∑
A⊆E
(x+ u
2
)o∗(−AN) (y + v
2
)o(−AM)
= t(M,N ;x+ u, y + v, 1)
by the formula in terms of orientation activities from [LV84] recalled earlier.
Numerous Tutte polynomial formulas, for oriented matroid perspectives or for oriented matroids
as well, can be directly obtained from Theorem 7, for instance by replacing variables (x, u, y, v)
with (x/2, x/2, y/2, y/2), or (x + 1,−1, y + 1,−1), or (2, 0, 0, 0)... Let us give examples of such
formulas in the corollary below. These formulas, and a detailed example for this set of formulas,
are given [LV12]. Actually, a total of 25 expansions, 9 different up to reordering, could be thus
obtained (in a similar way than in [GT90, LV13] for formulas from subset activities).
Corollary 8 ([LV12]). Let us denote θM (A) instead of |ΘM (A)|, etc. Let p, q be two non-negative
integers. Let M → N be an oriented matroid perspective on a linearly ordered set E. We have
(among possible variants as discussed above):
t(M,N ; x, y, 1) =
∑
A⊆E
(x− 1)θ
∗
N
(A)(y − 1)θM (A) =
∑
A⊆E
θ∗
N
(A)=0
θM (A)=0
xθ
∗
N
(A)yθM (A)
t(M,N ; 0, 0, 1) =
∑
A⊆E
(−1)θ
∗
N
(A)+θM (A)
∂p+qt
∂xp∂yq
(M,N ; x, y, 1) = p!q!
∑
A⊆E
θ∗
N
(A)=p
θM (A)=q
xθ
∗
N
(A)yθM (A).
Let M be an oriented matroid on a linearly ordered set E. We have:
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t(M ; x+ u, y + v) =
∑
A⊆E
xθ
∗
M
(A)uθ
∗
M
(A)yθM(A)vθM (A)
t(M ; x, y) =
∑
A⊆E
(x− 1)θ
∗
M
(A)(y − 1)θM (A) =
∑
A⊆E
θ∗
M
(A)=0
θM (A)=0
xθ
∗
M
(A)yθM(A)
t(M ; 2, 0) =
∑
A⊆E
θ∗
M
(A)=θM (A)=θM (A)=0
2θ
∗
M
(A) =
∑
A⊆E
θ∗
M
(A)=θM (A)=θM (A)=0
2θ
∗
M
(A)
∂p+q
∂xp∂yq
t(M ; x, y) = p!q!
∑
A⊆E
θ∗M (A)=p
θM (A)=q
xθ
∗
M (A)yθM(A).
Proof. Direct by Theorem 7, use Taylor’s theorem for the derivative expressions.
Observation 9. We have θ∗N (A) = p and θM (A) = q if q active elements of −AM and p dual-
active elements of −AN are reoriented in −AM → −AN w.r.t. M → N (or equally w.r.t. the
unique reorientation of M → N in the same activity class as −AM → −AN which is active-fixed
and dual-active-fixed).
Let us end with a proposition summing up how the Tutte polynomial coefficients and evaluations
count sets of reorientations based on activity classes and their representatives. It is direct from the
previous definitions and results. Let us mention that these reorientations are addressed in oriented
matroids and bijectively related to certain subsets in terms of subset activities in [GLVb, GLVa].
Proposition 10. Let M → N be an oriented matroid perspective on a linearly ordered set E. Let
us denote ti,j the coefficient of x
iyj in t(M,N ;x, y, 1).
Then ti,j equals the number of activity classes of reorientations of M → N with i dual-active
elements and j active elements. Equally (by Observation 6), ti,j equals the number of reorientations
of M → N , with i dual-active elements and j active elements, which are active-fixed (w.r.t. M)
and dual-active fixed (w.r.t. N).
Furthermore, by combining these counting results, certain remarkable subsets of reorientations
are enumerated by Tutte polynomial evaluations as shown in Table 2. In particular, t(M,N ; 1, 1, 1)
counts the total number of activity classes of reorientations.
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reorientations −AM → −AN with
(resp. activity classes with)
are counted by
no condition t(M,N ; 2, 2, 1)
acyclic −AM t(M,N ; 2, 0, 1)
totally cyclic −AN t(M,N ; 0, 2, 1)
acyclic −AM and dual-active-fixed −AN
(resp. acyclic −AM)
t(M,N ; 1, 0, 1)
active-fixed −AM and totally cyclic −AN
(resp. totally cyclic −AN)
t(M,N ; 0, 1, 1)
active-fixed −AM t(M,N ; 2, 1, 1)
dual-active-fixed −AN t(M,N ; 1, 2, 1)
active-fixed −AM and dual-active-fixed −AN
(resp. no condition)
t(M,N ; 1, 1, 1)
acyclic −AM and totally cyclic −AN
(resp. acyclic −AM and totally cyclic −AN)
t(M,N ; 0, 0, 1)
Table 1: Enumeration of certain reorientations based on representatives of activity classes (Proposition 10).
3. Building on subset activities in matroid perspectives
As explained in the introduction, this section sums up and completes the construction from
[LV13] of the Tutte polynomial of a matroid perspective in terms of subset activities. We highlight
the close relation between a structural partition and an enumerative Tutte polynomial expansion.
Actually, this relation is remarkable in matroids as well. The reader is referred to [Oxl11] for
background on matroids, and more specifically to [Kun86] or [Oxl11, Section 7.3] on perspectives
of matroids. Let M and N be two matroids on the set E. The ordered pair (M,N) constitutes a
(matroid) perspective (also called quotient map, or strong map up to unimportant variants), and is
denoted M → N , if the following equivalent properties are satisfied:
• rN (X)− rN (Y ) ≤ rM (X)− rM (Y ) for all Y ⊆ X ⊆ E;
• every flat of N is a flat of M ;
• every cocircuit of N is a union of cocircuits of M ;
• every circuit of M is a union of circuits of N ;
• no circuit of M and cocircuit of N intersect in exactly one element6;
• there is a matroid N on E ⊎A such that M = N \A and N = N/A.
6This characterization is mentioned in [LV13], but not in the usual references on matroid theory [Kun86, Oxl11].
We have not found a proof in the literature. Let us give one here. Assume a circuit C of M and a cocircuit D of
N satisfy C ∩ D = {e}. Then, E \ D is a flat of N which is not a flat of M . Indeed, E \ D is a flat of N as the
complement of a cocircuit, and E \D is not a flat of M , otherwise C \{e} ⊆ E \D would imply e ∈ E \D. Conversely,
assume F is a flat of N which is not a flat of M . Then, there exists a circuit C of M and e ∈ C such that e 6∈ F
and C \ {e} ⊆ F . Since F is a flat of N , let us consider a basis B of N formed by a basis of N(F ), plus {e}, plus
some elements of E. Then, the closure of B \ {e} in N contains F , and its complement is a cocircuit D of N . By
construction we have C \ {e} ⊆ F ⊆ E \D and e ∈ D, hence finally C ∩D = {e}.
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Observe that, for a matroid M , M → M is a perspective, meaning that every result given
for perspectives is also true for matroids by setting M = N . Actually, if M → N is a matroid
perspective and r(M) = r(N) thenM = N . Let us observe that ifM → N is a matroid perspective
then N∗ →M∗ is also a matroid perspective.
Let M be a matroid on a linearly ordered set E. For A ⊆ E, we define:
IntM (A) =
{
e ∈ A | e = min(C), C cocircuit contained in (E \ A) ∪ {e}
}
,
ExtM (A) =
{
e ∈ E \ A | e = min(C), C circuit contained in A ∪ {e}
}
.
Then the parameters |IntM (A)| and |ExtM (A)| are respectively called the internal activity and
external activity of A in M . If A is a basis of M , then the above definitions of IntM (A), ιM (A),
ExtM (A), and εM (A) are the same as the usual ones for basis activities. Extending the usual notion
of activities from matroid basis to subsets enables the following expression of the Tutte polynomial
of a matroid perspective in terms of independent/spanning subset activities from [LV80, LV99],
which extends the usual one of a matroid in terms of basis activities (the initial definition of the
Tutte polynomial of a matroid perspective in terms of rank functions is recalled in Section 1).
Let M → N be a matroid perspective on a linearly ordered set E. By [LV80, LV99], its Tutte
polynomial satisfies
t(M,N ;x, y, z) =
∑
B⊆E
B independant in M
and spanning in N
x|IntN (B)| y|ExtM (B)| zr(M)−r(N)−
(
rM (B)−rN (B)
)
.
Beyond this, subset activities yield the following remarkable partition into boolean intervals of
subsets, as shown in [LV13] by applying the general construction of [Daw81]. We have
2E =
⊎
B⊆E
B independent in M
and spanning in N
[
B \ IntN (B), B ∪ ExtM (B)
]
.
Now, let M be a matroid on a linearly ordered set E, for A ⊆ E, we define:
PM (A) =
{
e ∈ E \A | e = min(C), C cocircuit contained in E \A
}
,
QM (A) =
{
e ∈ A | e = min(C), C circuit contained in A
}
.
The cardinalities of these two sets turn out to be well-known, and independent of the ordering of E:
|PM (A)| = r(M)− rM (A),
|QM (A)| = |A| − rM (A).
Finally, subset activities can be seen as parameters that situate the position of a subset inside the
boolean interval which contains it with respect to the above partition. Precisely, let B ⊆ E be
independent in M and spanning in N , and let A be in the interval [B \ IntN (B), B ∪ ExtM (B)].
We have the following relations, showing the consistency of the whole above setting:
IntN (A) = IntN (B) ∩A,
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PN (A) = IntN (B) \ A,
ExtM (A) = ExtM (B) \ A,
QM (A) = ExtM (B) ∩A.
More properties of the above partition into intervals, and, more specifically, of the relations
between an independent/spanning subset and the subsets in its associated interval, are listed in
[LV13, Prop. 4.4]. However, one non-trivial property is missing in this list and never mentioned in
[LV13], whereas it is required to prove the main theorem7. The next proposition fills this gap, and
it is also required in our proof of the main theorem below.
Proposition 11. Let M → N be a matroid perspective on a linearly ordered set E. Let B ⊆ E be
independent in M and spanning in N , and let A ∈
[
B \ IntN (B), B ∪ ExtM (B)
]
. Then we have
rM (A)− rN (A) = rM (B)− rN (B).
Proof. We have A = B \ P ∪ Q with P ⊆ IntN (B) ⊆ B and Q ⊆ ExtM (B) ⊆ E \ B. First, let
us consider any e ∈ Q and f ∈ P . By definition of ExtM (B), there exists a circuit C of M with
C \ {e} ⊆ B and e = min(C). By definition of IntN (B), there exists a cocircuit D of N with
D \ {f} ⊆ E \ B and f = min(D). By construction, we have C ∩D ⊆ {e, f}. Let us prove that
C ∩D = ∅. Otherwise, by properties of a matroid perspective (no circuit of M and cocircuit of N
intersect in exactly one element), we must have e 6= f and C ∩D = {e, f} . In this case, we have
e ≤ f by properties of e, and f ≤ e by properties of f , hence e = f , a contradiction. So C ∩D = ∅.
This conclusion is true for any choice of e and f , so we have in addition C ∩P = ∅ and D ∩Q = ∅.
Now, let us place in M . Since B is independent in M , we have rM (B) = |B|. Moreover, we
have that B \ P is independent in M . For e ∈ Q and a circuit C of M as above, we have shown
that C ∩ P = ∅, hence C \ {e} ⊆ B \ P , hence e belongs to the closure of B \ P in M . This is
true for any e ∈ Q, so A = B \ P ∪ Q is contained in the closure of B \ P in M . So we have
rM (A) = rM (B \ P ). Since P ⊆ B and B \ P is independent, we finally have rM (A) = |B| − |P | .
Now, let us place in N . Since B is spanning in N , we have rN (B) = r(N). For f ∈ P and a
cocircuit D of N as above, we have D \ {f} ⊆ E \ B, hence B \ {f} spans the hyperplane E \D
of N (flat with rank r(N)− 1). Moreover, we have shown that D ∩Q = ∅, that is: Q is contained
in this hyperplane E \D of N . All this is true for any f ∈ P , so let us consider the intersection
of the associated hyperplanes E \D when f ranges P . We get that the flat spanned by B \ P has
rank r(N)− |P | and that Q is contained in this flat. So we have shown that rN (A) = r(N)− |P |.
Finally, we have rM (A)− rN (A) = |B|− |P |− (r(N)−|P |) = |B|− r(N) = rM (B)− rN (B).
Now, let us consider the main theorem below. This general Tutte polynomial expansion for-
mula, known for matroids from [GT90] and generalized to matroid perspectives in [LV13], contains
a lot of formulas by suitable variable choices, see [GT90, LV13]. Notably, a charm of this formula
is that it contains the two formulas in three variable previously given: the first (in terms of rank
function) by using the variables (1, x− 1, 1, y − 1, z), the second (in terms of activities for indepen-
dent/spanning subsets) by using the variables (x, 0, y, 0, z). We give below a short natural proof,
7Precisely: [LV13, Lemma 4.6] actually follows from [LV13, Prop. 4.4] as written in [LV13] but only once
the argument of Proposition 11 is established, ensuring that, in the statement of [LV13, Lemma 4.6], we have
rcdM,M′(A) = rcdM,M′(B), so that the parameter k makes sense and is correctly handled, .
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highlighting how this formula is the enumerative counterpart of the fundamental structural parti-
tion into intervals addressed above. The proof in [LV13] is in terms of expressions of derivatives
of the Tutte polynomial, which is indirectly equivalent by means of Taylor’s theorem, but which is
not combinatorially striking the same way.
Theorem 12 ([LV13]). Let M → N be a matroid perspective on a linearly ordered set E. We have
t(M,N ;x+ u, y + v, z) =
∑
A⊆E
x|IntN (A)| u|PN (A)| y|ExtM (A)| v|QM (A)| zr(M)−r(N)−
(
rM (A)−rN (A)
)
Proof. For A ⊆ E, let us denote rcdM,N (A) = r(M)− r(N)−
(
rM (A)− rN (A)
)
. By the expression
of t(M ;x+ u, y + v) recalled above, we have
t(M,N ;x+ u, y + v, z) =
∑
B⊆E
B independant in M
and spanning in N
(x+ u)|IntN (B)| (y + v)|ExtM (B)| zrcdM,N (B).
By the binomial formula, this expression equals∑
B⊆E
B independant in M
and spanning in N
( ∑
A′⊆IntN (B)
x|A
′| u|IntN (B)\A
′|
) ( ∑
A′′⊆ExtM (B)
y|ExtM (B)\A
′′| v|A
′′|
)
zrcdM,N (B).
Since IntN (B) ⊆ B and ExtM (B) ⊆ E \ B, we have IntN (B) ∩ ExtM (B) = ∅. So, one has
a bijection between pairs (A′, A′′) involved in the above expression and subsets A = A′ ⊎ A′′ of
IntN (B) ⊎ ExtM (B), hence this expression equals∑
B⊆E
B independant in M
and spanning in N
( ∑
A⊆IntN (B)⊎ExtM (B)
x|IntN (B)∩A| u|IntN (B)\A| y|ExtM (B)\A| v|ExtM (B)∩A|
)
zrcdM,N (B).
Since
(
B \ IntN (B)
)
∩
(
IntN (B)⊎ExtM (B)
)
= ∅, the mapping A 7→ A ∪
(
B \ IntN (B)
)
yields
an isomorphism between the two boolean intervals [∅, IntN (B)⊎ExtM (B)] and [B \ IntN (B), B ∪
ExtM (B)], which does not change the sets IntN (B)∩A, IntN (B)\A, ExtM (B)\A, and ExtM (B)∩A.
So the above expression can be equivalently written∑
B⊆E
B independant in M
and spanning in N
( ∑
A∈
[
B\IntN (B),
B∪ExtM (B)
]
x|IntN (B)∩A| u|IntN (B)\A| y|ExtM (B)\A| v|ExtM (B)∩A|
)
zrcdM,N (B).
By Proposition 11, we have rcdM,N (B) = rcdM,N (A) for B independent in M and spanning in N
and for A ∈ [B \ IntN (B), B ∪ ExtM (B)]. Hence the above expression equals∑
B⊆E
B independant in M
and spanning in N
∑
A∈
[
B\IntN (B),
B∪ExtM (B)
]
x|IntN (B)∩A| u|IntN (B)\A| y|ExtM (B)\A| v|ExtM (B)∩A| zrcdM,N (A).
Since 2E is the disjoint union of intervals [B \ IntM (B), B ∪ExtM (B)] for B independent in M and
spanning in N (as recalled above), this expression equals
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∑
A⊆E
x|IntN (B)∩A| u|IntN (B)\A| y|ExtM (B)\A| v|ExtM (B)∩A| zrcdM,N (A).
Finally, replacing the exponents as recalled above, this expression equals the required one.
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