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Abstract 
Frequent pattern mining is a basic problem as well as an important task in data mining and knowledge discovery. But 
however, frequent patterns in large scale datasets is an extremely time consuming task. So, in order to reduce the time 
the fuzzy concept was introduced in order to discretize the dataset in the range of 0 to 1. The Particle Swarm 
Optimizing (PSO) algorithm was basically developed from the social behavior of various animals likes bird flocking 
and fish schooling etc. In the existing versions of the local PSO algorithm with different neighborhood structures and 
the multi swarm PSOs, the swarms are predefined or dynamically adjusted according to the distance. Due to this the 
freedom of sub-swarms is limited. But in dynamic multi-swarm particle swarm optimizer (DMS-PSO) the 
neighborhood structure is dynamic and randomized. In this paper, a fuzzy data set has been used and various frequent 
pattern mining techniques like Apriori, Vertical data format and Frequent Pattern (FP) growth were implemented. Out 
of various frequent pattern mining techniques it was clear that FP growth method yields the better results on a fuzzy 
dataset. The frequent patterns obtained were considered as the set of initial population or particles. For the selection 
criteria, we have considered the mean squared residue (MSR) score rather using the threshold value. It has been 
observed that DMS-PSO based fuzzy FP growth technique finds the best individual frequent patterns as compared to 
the traditional PSO based fuzzy FP growth and also the runtime of the first was much better than the latter. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of C3IT 
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1. Introduction 
Data mining has recently attracted tremendous amount of attention in the database research. Frequent 
pattern mining plays an important role in data mining research areas, especially in the real time data 
mining research because of its wide applicability in industry areas, including process control, production 
data mining and control rule mining, and many other important real time data mining tasks. Frequent 
patterns discovered are basically useful to discover association rules which not only reveal associations 
between genes and environments to identify gene regulation pathways but also help to uncover gene 
networks. But discovering frequent patterns in large scale is always a time consuming work. So in order 
to reduce the time factor the dataset was discretized in the fuzzy environment in the range of 0 to 1.  
Fuzzy set theory proposed by Zadeh [1] was used to deal with cognitive uncertainty, including vagueness 
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and ambiguity [2]. PSO, proposed by Eberhart and Kennedy [3] is a global optimization evolutionary 
algorithm that originates from the imitation of food-looking of birds. Except the local PSO variants, some 
variants that use multi-swarm [4], subpopulations [5] can also be regarded as the local PSO variants if we 
view the sub-groups as special neighborhood structures. In the existing local versions of PSO with 
different neighborhood structures and the multi-swarm PSOs, the swarms are predefined or dynamically 
adjusted according to the distance. Hence, the freedom of sub-swarms is limited. The dynamic multi-
swarm particle swarm optimizer was constructed based on the local version of PSO with a new 
neighborhood topology. PSO with small neighborhoods performs better on complex problems. Hence, to 
slow down convergence speed and to increase diversity to achieve better results on multimodal problems, 
in the DMS-PSO, small neighborhoods are used. The population is divided into small sized swarms. Each 
sub-swarm uses its own members to search for better regions in the search space. 
In this paper, fuzzy FP- growth frequent pattern mining technique (fuzzifying the original data matrix 
in the range of 0 to 1) and an evolutionary algorithm called dynamic multi swarm particle swarm 
optimizer (DMS-PSO) has been implemented to discover some of the best individual patterns with lower 
mean squared residue score (which is considered as a selection criterion for the patterns). A comparison is 
shown between the various evolutionary algorithms like traditional PSO and genetic algorithm (GA), 
along with some of the frequent pattern mining techniques like Apriori and vertical data format. The 
layout of the paper is as follows: section 2 deals with related work based on DMS-PSO. Section 3 gives 
the work plan model, section 4 describes the experimental evaluation and result analysis and finally 
section 5 gives the conclusion and future directions. 
2. Related Work 
Shi Zheng Zhao et al. [6] proposed a model of hybridized DMS-PSO and a sub-regional harmony 
(SHS) search to obtain the DMS-PSO-SHS and also modified multi-trajectory search (MTS) algorithm 
applied frequently on several selected solutions. It was found that effective diversity maintaining 
properties of the dynamic multiple swarms in the DMS-PSO without crossover operation and strong 
exploitative properties of the HS with multi-parent crossover operation strengthened the overall search 
behaviour of the DMS-PSO-SHS. Liang et al. [7] proposed a DMS-PSO with local search for solving the 
CEC 2008 large scale global optimization problem. Here the population of the DMS-PSO was divided 
into many small sub swarms and these sub swarms were regrouped frequently to exchange the 
information among all the particles. By combining the exploration and the exploitation together the 
neighbourhood structure gave better performance on complex problems. Liang et al. [8] proposed a Tree 
Search DMS-PSO (TS-DMS-PSO) in sensor network for the detection of bragg wavelengths of the 
sensors. The results of the simulation depicted that TS-DMS-PSO accurately determined the bragg 
wavelengths of the sensors, when the spectrums of the FBGs were partially or completely overlapped.  
3. Proposed Model 
     Fig 1 depicts the proposed model and shows the generalized model relating to the fuzzification of the 
dataset, implementing various frequent pattern mining techniques to generate the patterns, using the MSR 
error as an evaluation criteria and then basic DMS-PSO algorithm has been used. 
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Fig. 1.  Proposed work plan model 
4. Experimental Analysis and Evaluation 
The experimental evaluation is divided into five different phases: 
Phase I: Fuzzification of the dataset: Here, the gene expression dataset was considered and the Gaussian 
membership method was used to fuzzify the dataset as shown below in fig 2 (Gaussian membership is 
shown in (1)). 
Y=exp ^ (-(x- mean))^ 2 / 2* variance              (1) 
C1 C2 C3
G1 3245 2341 5643 
G2 3456 2134 6789 
G3 8764 7650 7845 
Fig. 2. Example of a data matrix and the fuzzified matrix set of 3 genes and 3 conditions 
Phase II: Division of the fuzzified dataset into high and low categorization: The fuzzified dataset obtained 
was divided and categorized as low and high. The low and high categorization indicate the under 
expressed genes and over expressed genes. 
Phase III: Implementation of frequent pattern mining algorithms: There are various frequent pattern 
mining techniques like apriori, vertical data format and FP using which we have generated the frequent 
patterns [9]. These frequent patterns generated will be used as the initial population in the DMS- PSO 
algorithm. 
Phase IV: Mean Squared Residue Score: The mean squared residue score was calculated as the selection 
criteria rather than any other input threshold value. This is quite an important phase in the entire 
experimental process for finding the best individual clusters. 
Phase V: Implementation of Dynamic Multi- Swarm Particle Swarm Optimizer (DMS- PSO): This 
particular phase is again subdivided into various necessary stages. 
(a) Small Sized Swarms – We divide the frequent patterns (i.e. the populations) into small sized 
swarms. Each swarm uses its own members to search for better area in the search space. Here, 
no. of swarms (n) = 30, each swarm population (ns) = 3 and the regrouping period (R) =100.
(b) Randomly Regrouping Schedule – Maximum information exchange among the patterns are 
allowed in order to enhance the diversity of the pattern. Randomly regrouping schedule makes 
the patterns which have dynamic changing neighbor structure. Fig 3 shows those p patterns 
which are restructured randomly. 
C1 C2 C3
G1 0.5467 0.4673 0.3465 
G2 0.6543 0.3452 0.2341 
G3 0.1342 0.4231 0.2389 
Gene Expression Data Fuzzification of the 
dataset
Dividing data into High and Low 
Implementation of Frequent 
pattern mining algorithm for 
finding patterns 
Calculation of Mean Squared 
Residue for the frequent patterns 
Start DMS-PSO 
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  Fig. 3. Randomized regrouping schedule for patterns  p
(c) Evaluation – The fitness function can be evaluated as: 
fitness (fp) = (fp. mean residue score) / (no. of fp)            (2)
where, fp is the frequent patterns generated for fuzzy dataset.    
(d) Updating the pbest – After calculating the fitness values the pbest is updated. The updation of 
pbest only takes place when the patterns or the particles are in the ranges.  
(e) Stopping Criterion – The above process will continue (i.e. the whole population is regrouped 
into new sub swarm, the new sub swarm begin then search and then again the pbest is updated) 
till the number of iterations or CPU time are met, and then stop. 
The results obtained after implementing the above DMS-PSO based Fuzzy FP growth algorithm yields 
much better desired result as compared to the PSO based fuzzy FP growth algorithm [9] as shown in table 
1 and fig 4.  
Table 1. Comparison based on the parameters mentioned 
Algorithm Average 
Mean
Squared 
Residue 
No. of 
Frequent 
patterns 
generated 
Runti
me
(milli
secon
ds) 
PSO based 
Fuzzy FP 
growth 
139.90 520 2865 
DMS-PSO 
based 
Fuzzy FP 
growth 
138.05 549 2687 
Fig. 4. Graphical results of the comparison of the two algorithms 
Table 2 and fig 5 shows comparison for the apriori algorithms, vertical data format, FP growth, PSO 
based FP growth using the fuzzy dataset including the DMS-PSO based fuzzy FP growth. It has been 
found that out of all the above mentioned algorithms the DMS-PSO based fuzzy FP growth performs 
better because instead of just keeping the best position found so far all the best positions reached for a 
particle are recorded to improve the global search and a local search mechanism is also added. 
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Table 2. Comparison of algorithms with proposed DMS-PSO method 
   
Fig.5. Results of the five algorithms obtained 
5. Conclusion 
This paper presents the use of DMS-PSO over a fuzzy dataset for frequent pattern mining. The 
performance of the DMS-PSO was found to be much better as compared to the traditional PSO as the 
lower the mean squared residue the large the volume of frequent patterns are always preserved. This 
particular case was proved in case of DMS-PSO. 
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Algorithm Average Mean 
Squared Residue 
No. of Frequent 
patterns generated 
Runtime 
(milliseconds) 
Fuzzy Apriori algorithm 205.01 323 3455 
Fuzzy Vertical data 
format
174.20 365 3233 
Fuzzy FP- growth 159.80 415 3010 
PSO based Fuzzy FP 
growth
139.90 520 2865 
DMS-PSO based Fuzzy 
FP growth 
138.05 549 2687 
