Abstract-In this paper, we prove that the problem of maximizing data throughput by adaptive modulation and power control while meeting packet error requirements is NP-complete. A heuristic algorithm for integrated link adaptation and power control is, thus, proposed to achieve specified error rates and to improve overall throughput for real-time applications in broadband wireless packet networks. The algorithm divides terminals into groups according to their signal path gains and periodically adapts transmissions based on the required error rates, actual error statistics, and average transmission power of each terminal group. Transmission power is adjusted by an enhanced Kalman-filter method to ensure successful reception. Extensive simulation results reveal that the algorithm consistently delivers the specified error performance and attempts to maximize network throughput for a wide range of parameter settings.
coding levels according to the channel and interference conditions in order to improve data throughput. When the channel condition is poor, a low modulation level (i.e., few data bits per symbol) and/or heavy coding should be used in a packet transmission to enable correct signal detection. On the other hand, if the channel situations are favorable, high modulation level and/or light coding can be used to increase data rate.
Due to unreliable radio links, it is challenging to ensure quality-of-service (QoS) in terms of packet error rate (PER) in the wireless networks. For real-time services such as Internet protocol (IP) voice, music and video, stringent delay requirements severely limits or even precludes retransmission of lost packets. Thus, tight delay requirements often translate into stringent requirements for PER. As a result, in order to support such real-time services, it is important to design the wireless networks such that the required QoS can be delivered to users.
Evidently, link adaptation is helpful in delivering QoS. Specifically, when the channel condition is poor, transmitters can lower modulation levels to decrease the requirements of signal-to-interference-plus-noise ratio (SINR) for correct signal detection. Lowering SINR requirements increases the probability of successful reception, thus, helping to meet the PER objective. However, especially for interference-limited systems with sufficient traffic load, adapting even to the lowest modulation level may not always guarantee meeting the specified PER. In this case, increasing transmission power can improve signal strength and, thus, the SINR at the receivers. Hence, one can view power control as performing an active role in delivering the expected PER to users, while adaptive modulation plays a passive (or reactive) role. As discussed further below, the complementary roles of power control and link adaptation give us a very efficient approach to providing the required QoS to users. With this understanding, a key design problem for a wireless packet network like the EDGE system is: how to maximize the overall network throughput over the choice of modulation and coding levels and transmission power, subject to meeting given PER requirements. Here, we propose and analyze an integrated algorithm of link adaptation and power control for the problem.
Our recent work [13] (and early results in [12] ) on integrated power control and link adaptation, represents our initial attempts in solving the problem. In particular, the proposed algorithm in [13] chooses the modulation and power level according to a power-stability criterion (to maintain stable transmission power in a long run). In this work, we find that the use of the stability criterion is actually unnecessary, when link adaptation and power control operation is based on the measured PER at the receivers and their requirements, provided that a feasible setting of modulation and power levels exists to support the required PER in the network under consideration. This is because monitoring and controlling PER performance by the link adaptation and power control implicitly force transmission power to fall within a given dynamic range. The algorithm proposed here is based on monitoring PER performance.
Let us briefly review other work on power control and link adaptation. Power control has been widely studied to combat interference in wireless networks; see, e.g., [17] , [19] , and [21] . Recently, [9] proposes a Kalman-filter method for power control in packet-switched time-division multiple-access (TDMA) networks. An enhanced version of the Kalman-filter method is used to control transmission power here. Much work on link adaptation by adaptive modulation has been done for fading channels; see for example [1] and [7] . For cellular systems, [14] proposes iterative algorithms to maximize the overall network throughput by adaptive modulation and power control. Unfortunately, the formulation in [14] does not consider the PER requirements (constraints). Evidently, it is difficult to extend the algorithms for real-time services with specific PER requirements. In [3] and [15] , new adaptation schemes are proposed to improve overall data throughput for nonreal-time data services. However, the use of link adaptation to deliver the specified PER for real-time multimedia applications is an open issue, which is the topic to be addressed in this paper. Further, we examine how power control, which is not considered in [3] and [15] , is integrated with link adaptation for performance improvement. This paper is organized as follows. We first present the operations and power control for the wireless networks under consideration in Section II. In Section III, we prove that the problem of maximizing network throughput while meeting the given PER requirements is NP-complete. That is, no efficient algorithm for the problem exists. Then, a new algorithm for integrated link adaptation and power control based on monitoring PER performance is proposed in Section IV. In Section V, we study the performance of the proposed algorithm by simulation. Finally, Section VI is our conclusion.
II. NETWORK OPERATIONS AND POWER CONTROL
Consider a packet-switched TDMA network with data rates up to several megabits per second, link lengths (or cell radius) typically less than 10 km and operating frequency in the range of 1-5 GHz. Assume that each data message (e.g., an email) is divided into a number of packets, each of which can be transmitted in one time slot. When a transmitter (either a mobile terminal or a base station) sends a message, all its packets are transmitted in successive time slots. (For example, such corresponds to transmission in the same time slot of the consecutive TDMA frames [16] in the GSM/EDGE system providing single time-slot service.) Similar to the EDGE system, the network under consideration allows transmitters to choose one of combinations of modulation and coding levels for transmission in each time slot, according to the link-adaptation algorithm in use. In this study, the key effect of using different modulation and coding levels is a change of SINR requirement for correct data reception. Thus, for brevity, we refer to the adaptation of modulation and coding levels simply as adaptive modulation here. Further, although the algorithm to be proposed is applicable to both uplink (from terminal to base station) and downlink (from base station to terminal), our discussion will focus on the up-link transmission.
An enhanced Kalman-filter method is used to control transmission power. Using this method, each terminal continuously measures the interference power for its assigned radio channel, regardless of whether or not the base station associated with the terminal is transmitting data and whether or not the data being transmitted is intended for the terminal. The measurements are fed into a Kalman filter to predict future interference power. Let and denote the predicted interference power for slot in mW and dBm, respectively. The time and measurement update equations for the Kalman filter for interference predictions are
where and are the a priori and a posteriori estimate of interference power in dBm for slot , and are the a priori and a posteriori estimate-error variance, is the Kalman gain, is the measured interference power (i.e., actual interference plus measurement error) and and are the variance for the process noise (i.e., change of interference power of one slot relative to the previous one) and the interference measurement noise (or error), respectively. Based on measurements up to slot , in (1) gives the predicted interference power for slot . Let be the average interference measurements over frames prior to slot . Thus (6) We can estimate by
Note that in (7) is an estimate of the sum of the variances for the interference power and measurement noise because the measurement in (6) is the sum of the actual interference power and measurement error. However, since the fluctuation of interference power can reach tens of decibels, which is much higher than typical measurement errors, (7) represents a good estimate for . It is also worth noting that depends on the actual error characteristics of interference measurements. To illustrate our ideas without considering details of the measurement error characteristics, we assume for simplicity in this paper that is given by (8) where is a given constant between zero and one. This range is appropriate because as mentioned before, in (7) includes the measurement-error variance. For a given , we effectively consider the corresponding value for the variance of measurement errors.
The predicted interference in (1) is used to control transmission power for slot (9) where is the SINR target for the chosen modulation level, is the interference-plus-noise power (mW) in slot predicted by the Kalman filter, is an error margin (to be discussed below), and is the estimated path gain between the transmitting terminal in slot and its base station.
The error margin is obtained by tracking the accuracy of interference power predicted by (1) . Precisely, let (a random variable in decibels) be the error of the Kalman-filter prediction and the error for slot be (10) where and are the measured and predicted interference power in dBm for slot , respectively. Based on the s, we approximate the cumulative probability function (CDF) for . Toward this end, let there be intervals of prediction error and the range of the th interval be , as shown in Fig. 1 . To cover the full range of possible errors, one may need to set and . For each time slot 0 and each 1 to , compute if (11) where is the approximate probability of 1 based on the error sequence up to slot with 1 for all 1 to initially and is a properly chosen parameter between zero and one.
To provide a physical interpretation for (11), let us assume 1 1 where is a positive integer. Without loss of generality, we consider the probability for (i.e., the probability mass associated with the first error interval) based on prediction errors 's in a sliding window of last slots. Furthermore, suppose that for all 1 to . As a result, (11) yields 1, since 1 initially. Now, becomes available for slot 1. If , then 1 1 according to (11) . The interpretation of this is that among the for 2 to 1, only is greater than . So, by definition of , 1 , which is identical to that by (11) . On the other hand, if , (11) yields 1, which is also consistent with the probability definition. In essence, given that the prediction errors become available one at a time, (11) uses an exponential-smoothing technique to handle prediction errors over a sliding window of time slots and to approximate the CDF for .
Let be a specified th percentile (e.g., for 90th percentile, 0.9) of based on the error statistics up to slot . We approximate where is the smallest from one to 1 such that . For the example in Fig. 1 , the 90th percentile for based on statistics up to slot is approximated by as 0.9 and 0.9. Let and be the linear-scale equivalent of and , respectively. The corresponding percentile of interference power in mW is the product of , predicted by (1) and . Accordingly, the transmission power for slot is determined by (9) .
We note that actually represents an error margin, which depends on the accuracy of the interference prediction by the Kalman filter and the specified confidence probability . Nevertheless, the error margin is chosen dynamically and appropriately with a goal of delivering the SINR target regardless of the actual message length and control delay (see [9] and [10] ). It is also worth noting that the power control requires periodic exchange of control information between the receiver and the transmitter; see e.g., [4] .
III. PROBLEM COMPLEXITY
In this section, we prove that a simple form of the problem of maximizing network throughput subject to meeting a given PER requirement posed in Section I is NP-complete [8] . More precisely, let the system have terminals in different co-channel sectors concurrently transmitting packets to their base stations (i.e., having radio links) at each time slot. The modulation level and power for link at a given slot are denoted by and , respectively. Let there be modulation levels, indexed by one to and discrete levels of transmission power, denoted by real numbers for 1 to . As a result, for each link , and . In general, one can represent the data rate and the required SINR detection threshold associated with each modulation level as nonlinear functions of the level index. However, we show below that even if the functions are linear, the optimization problem is already difficult to solve. Specifically, the data rate and the detection threshold for link are assumed to be and , respectively, where and are proportionality constants. Let and . Using this notation, the problem of maximizing the overall throughput for each time slot is (12) subject to for all to (13) where is the path gain from the transmitter of link to the receiver of link and is the receiver noise power. We note that the above SINR constraints in (13) are used to represent the PER requirement for the chosen modulation level. Further, the throughput is maximized for each time slot. For the packetswitching networks under consideration, the values of 's in (13) and, thus, the optimal and change from one time slot to another. However, the optimization in (12) is also valid for circuit-switching wireless networks where these quantities are independent of time.
Theorem 1: The problem of maximizing the overall throughput in (12) (12) becomes a nonlinear zero-one integer programming problem. Now, we apply the technique in [2] to linearize the problem by introducing new variables to replace the cross-product terms. Then, the proof is completed by using the fact that the resultant, linear integer programming is NP-complete [8, p. 245] .
As the optimization is NP-complete, efficient algorithms are unlikely to exist. Thus, we devise a heuristic approach in the following with a primary goal of delivering the specified PER, while attempting to maximize the network throughput as a secondary objective.
IV. INTEGRATED LINK ADAPTATION AND POWER CONTROL
There are two key factors for efficient link-adaptation schemes. First, to maximize the network throughput, it is desirable to have a link-adaptation technique that adapts quickly to changes of radio conditions. On the other hand, to guarantee the required PER, it is advantageous to adapt the link according to the actual error performance (where packet error can be identified by use of cyclic-redundancy code). Since error statistics require a long time to accumulate, especially for meeting stringent PER requirements, link adaptation based on per-user error performance will be too slow in responding to changes of channel conditions. As a compromise, we propose to divide all terminals in each co-channel sector into groups and to perform link adaptation on a per-terminal-group basis according to the error performance of each group. This way, by monitoring the error performance of all traffic associated with a terminal group, the statistics collection time can be shortened significantly, thus, enabling quick link adaptation to improve data throughput while meeting the error requirements. 
A. Terminal Grouping by Signal Path Gains
The quality of a radio link between a terminal and its associated base station can typically be characterized by three parameters: the signal path gain (including shadow fading) and signal transmission and interference power. In the wireless packet networks, both transmission and interference power change constantly. In our view, signal path gain is the most intrinsic parameter for link quality. So, we propose to use the signal path gain as a criterion for the terminal grouping. Terminals of the same group are expected to have similar link quality.
Another supporting reason for using signal path gain as the grouping criterion is that signal and interference path gains are almost uncorrelated. To illustrate our idea, consider the cellular layout and channel assignment of frequency reuse factor of two in Fig. 2 [20] , where 2,000 terminals are randomly populated at fixed locations in each cell. With typical radio propagation assumptions (see Section V for details), Fig. 3 shows the relationship between the signal path gain (shadowing included) from a terminal to its associated base station and the sum of path gains from the terminal to all other co-channel base stations, which receive interference from the terminal for uplink transmission. The sum of interfering path gains reflects the potential impacts of interference caused by the terminal. It is found that the signal path gain and the sum of interfering path gains have a very small correlation coefficient of 0.018. Such uncorrelated relationship is desirable for our purposes. Otherwise, if it were a strong positive correlation, the link adaptation based on such a terminal group basis would make unstable changes of modulation level.
One way to perform the terminal grouping is to determine the range of the signal path gain for a given network. Then, the range is divided into several (not necessarily uniform) regions, according to a given set of region parameters. Terminals with corresponding signal path gain in each region form a group. To speed up the collection of error statistics uniformly for various terminal groups, it is desirable to have a roughly equal number of terminals in each group, based on an assumption that each terminal has similar traffic load characteristics. As a natural candidate, the number of terminal groups can be chosen to be equal to the number of modulation levels in the system such that each group may be transmitting or receiving at a distinct modulation level. Of course, the number of groups should be selected based on the number of active terminals; too few terminals per group will defeat the purpose of terminal grouping in terms of shortening the statistics collection time.
It is worth noting that depending on mobility, a given terminal may belong to different terminal groups in a dynamic way. Each terminal periodically estimates its signal path gain (e.g., by use of the control channel for handoff purposes in GSM system [16] ). One approach to reducing unnecessary group reassignment is to feed the periodic estimates of signal path gain for each terminal into a low-pass filter. Then, comparing the "smoothed" signal-path gain against the region parameters determines the affiliated terminal group for the terminal. Based on this method, unless a terminal is extremely mobile, the smoothed quantity provides a reasonable representation of the signal-path gain.
B. Adaptation Algorithm by Terminal Grouping
The new algorithm for link adaptation and power control for uplink transmissions is outlined as follows (while similar operations apply to downlink). 1) For each co-channel sector, its base station continuously collects the error statistics and computes the PER for every packet transmissions from terminals of each group. In addition, it keeps track of the average transmission power of the packet transmissions, regardless of their modulation levels, for each terminal group. 2) This step is taken every time after packets have been transmitted by terminals of the same group. If is higher than the required value , adjust the modulation level down by one level for the next packet transmissions by terminals in the group. The purpose of stepping down the modulation level is to lower the required SINR for correct reception, thus, improving the PER when needed. Further, if is less than a given threshold (e.g., 15 dBm), step up the modulation level by one level for the next transmissions from the terminal group. The idea there is to utilize unused power to increase data rate, if possible. 3) To achieve the PER requirement, the enhanced Kalmanfilter power control in Section II is used to adjust the transmission power for each time slot according to (9) to achieve the SINR target for the adapted modulation level. 4) Due to different fading conditions for various terminals, using the same for a given modulation level in (9) may not necessarily guarantee the required PER performance for each terminal in the same group. To ensure that, each terminal is allowed to use slightly different values of as follows. Each modulation level has a nominal SINR target and each terminal maintains an adjustment parameter, denoted by and in dB and linear scale, respectively. Initially, each terminal sets 0 and 1. Each terminal monitors its PER for every packets transmitted by the terminal. If the updated PER fails to meet the required , is increased by a prespecified, fixed quantity (e.g., 0.5 dB). Otherwise, is decreased by the same quantity, unless is zero. Then, for the next packet transmissions by the terminal, the linear-scale equivalent is used to obtain the SINR target for the chosen modulation level by substituting into (9) for power control. (The same is applicable to determining for any modulation level chosen for the terminal.) The key idea here is to slightly increase the SINR target by dB for achieving the required error performance for individual terminals. The choice of in Step 1 should be large enough to ensure statistical significance of the measured error rate relatively to a given PER requirement . A reasonable choice is to set to be 10 or 20 times of 1 . For example, when 0.02, choose 500 or 1,000 to ensure the accuracy of the measured PER performance.
It is worth noting that Step 2 steps down the modulation level due to unsatisfactory PER performance and moves it up in case of under-utilized power. In special cases, it is possible that the PER does not meet the required performance and the average transmission power is also below the threshold . We expect that such is probably due to the fact that the Kalman filter cannot predict interference-plus-noise power accurately enough. Since the power control in (9) includes the error margin , which possibly changes from one time to the next, slight increase in because of the inaccurate predictions (thus, using a small fraction of unused power) may be enough to meet the PER requirement. Thus, the modulation level remains unchanged in
Step 2 for those cases, with a hope that the PER becomes satisfactory for the next packet transmissions by power control. We also remark that the dynamic adjustment for according to the measured and required packet error rate in Step 4 is similar to the outer-loop power control for code-division multipleaccess (CDMA) systems [11] .
V. PERFORMANCE STUDY

A. Simulation Model
We use computer simulation to study the performance of the proposed algorithm for link adaptation and power control based on the terminal grouping, which is referred to as the terminalgrouping method below. The cell layout and interleaved channel assignment (ICA) with a frequency reuse factor of two [20] in Fig. 2 is simulated. In this ICA scheme, there are four sets of channels and sectors with the same label in the figure share the same channel set. Each cell is divided into four sectors, each of which is served by a base station antenna at the center of the cell. The beamwidth of each base station antenna is 60 , while terminals have omnidirectional antennas. Each radio link between a terminal and its base station is characterized by a path-loss model with an exponent of four and lognormal shadow fading with a standard deviation of 8 dB. Fast fading is not considered in this study. Cell radius is assumed to be 1 Km and the path loss at 100 m from the cell center is 70 dB. Thermal noise power at the receiver is fixed and equal to 110 dBm. Each sector is populated with 500 terminals randomly and each of them selects the base station that provides the strongest signal power. Terminals are assumed to remain stationary throughout the simulation. For convenience, terminals in all cells are assumed to be synchronized at the slot boundary for transmission. Furthermore, unless stated otherwise, we assume 100% traffic load in this study; that is, there are always terminals ready for transmission in each co-channel sector. Message length is assumed to have a discrete form of Pareto distribution [9] with average length denoted by . More precisely, each time a terminal transmits a message, , the number of slots used in the message transmission, is characterized by the following cumulative distribution function for and (14) where and are given parameters. Then, the probability that a message consists of packets is given by 1 for and the average message length is (15) Since the Pareto distribution has an infinite variance if 2, such values should be avoided. Otherwise, our simulation cannot reach a steady state and results will not have statistical significance. Thus, to guarantee finite variance, for a given , we set 2 to ensure 2, where is the smallest integer greater than or equal to . Using this value, can be solved from (15) for the given . Remark that 2 may make effects of traffic burstiness somewhat less evident. However, our results below show that system performance strongly depends on . For a fixed , impacts of variation in and require further study.
The enhanced Kalman-filter method is used to control transmission power for each time slot in each co-channel sector in Fig. 2 . For tracking the CDF of the prediction error , in (11) is set to be 0.999 (approximately equal to tracking the error over a sliding window of 1,000 slots) and the number of error intervals is 100. For a given PER requirement , the th percentile of the prediction error with 1 is used in determining the error margin for adjusting power in (9) . For example, when 0.02, is the 98th percentile of the prediction error. In any event, transmission power is limited between 0-30 dBm. The average power threshold, , for determining stepping up the modulation level in Step 2 of the algorithm is 15 dBm. As illustrative examples, and in (6) and (8) are set to be 30 and 0.5, respectively. The model also assumes that interference power in one time slot can be measured and used to determine the power for the next slot.
We assume that the system has six modulation levels. The SINR detection requirements and the corresponding data throughput for each modulation level are given in Table I . For example, for a packet transmission using modulation level 1, if the SINR at the receiver is greater than 10 dB, the packet is received successfully and the associated data throughput is 22.8 kb/s. Naturally, the SINR requirements are also used as the targets for various modulation levels to control power in (1). For simplicity, slow adjustment of SINR targets for individual terminals in Step 4 of the algorithm is not considered in the simulation. Parameters in Table I are actually adapted  from Table III and estimated from Fig. 20 of [5] . With six modulation levels, all 500 terminals in each sector are divided into six groups of equal size according to their signal path gain. Initially, the group with the weakest to the strongest signal path gain uses modulation level 1 to 6 for transmission, respectively. Then, according to the algorithm, the modulation level is readapted every 1,000 packets transmitted by each terminal group. For each parameter setting, the simulation model was run for 0.4 million time slots and performance results presented below were obtained for the middle cell in Fig. 2 .
B. Performance Results and Discussions
To set up a basis for comparison, we consider a simple link-adaptation scheme without power control (PC) that chooses the modulation level according to the SINR measurement of the previous time slot. Specifically, the scheme compares the SINR measurement with the detection requirements in Table I . For example, when the measurement lies between 12-16 dB, modulation level 2 is used for transmission in the next time slot. Every sector makes such selection for its transmitting terminal independently. This SINR scheme is referred to as Case 1 in Table II . Cases 2-4 are identical to Case 1, except that the enhanced Kalman method is now used to control transmission power according to the various . To help us understand the algorithm characteristics, Cases 5-7 correspond to the link-adaptation method by terminal grouping without power control, while Cases 8-10 represent our proposed algorithm. Table II presents the throughput, the PER for packets transmitted at different modulation levels and the overall PER averaged over all levels for these cases.
First of all, we observe from the table that when power control is not used, Cases 1 and 5-7 for both the SINR and terminal-grouping methods cannot control the PER effectively. For the SINR method, it is so because the previous SINR measurements may not accurately predict SINR performance in future time slots because of the burstiness of packet transmission in the wireless packet environment. As a result, the chosen modulation level may not lead to successful packet reception as the radio conditions can change drastically in time. As for Cases 5-7, the terminal-grouping method adapts the modulation level according to the requirement . However, the scheme is not effective in delivering the PER performance because the link adaptation takes place only periodically and the radio conditions can vary significantly from one time slot to another during the adaptation period.
As the results for Cases 2-4 show, the SINR scheme with the enhanced Kalman power control is still not quite effective in achieving the specified error performance because SINR measurements may not accurately reflect future link quality. In contrast, according to the specified PER requirement , the proposed algorithm adapts transmissions at appropriate modulation levels and adjusts transmission power to meet the SINR detection threshold. Consequently, as shown in Table II , the PER performance for Cases 8-10 generally comes very close to the PER target . One can observe that the PER for transmission at modulation level 1 in Case 8 is noticeably higher than the required 2% PER. This reveals that the radio conditions may not support the very stringent PER performance for a very small fraction of terminals. In any event, the overall PER of 2.7% is very close to the target of 2% in that case. As expected, when becomes stringent, the throughput is reduced in Cases 8-10.
We also compare the performance of the terminal-grouping method with that reported in [12] . The latter algorithm chooses modulation level and transmission power according to a powerstability criterion to maintain stable transmission power in a long run. As mentioned earlier, such use of the stability criterion is unnecessary as the new algorithm monitors and operates based on the measured PER. To show a comparison between their performance, we include results for Method D in Table II of [12] as Case 11 in Table II here. Despite differences in the link-adaptation algorithms, the error performance for Case 11 is very similar to that of Case 8. However, our new algorithm yields about 10% more throughput than the one in [12] . Furthermore, our extensive testing shows that the new algorithm is more robust in delivering desirable performance for a wide range of settings than the previous one.
It is important to point out that the ability to control the PER to meet the specified targets by the proposed algorithm comes at a price of reduced throughput. In fact, this represents an interesting tradeoff between maximizing throughput and controlling PER performance. To illustrate this, Fig. 4 (a) and 4(b) portray the overall PER and throughput for all cases reported in Table II . One can see from the figures that the SINR method in Cases 1-3 yields relatively high throughput than other cases, while the PER for Cases 1-3 is also higher than that of other cases. Although Cases 5-7 provide similar PER in Fig. 4(a) , their throughput is low relative to other cases, as shown in Fig. 4(b) . On the other hand, for Cases 8-10, which correspond to the proposed terminal-grouping method with required PER of 0.02, 0.05, and 0.1, respectively, the measured PER comes very close to the PER requirement without reducing their throughput to the level of Cases 5-7.
Table III presents the probability distribution of the modulation levels for actual packet transmission for the proposed algorithm for various target PER. For example, for terminal group 4, the probability of packet transmission using modulation level 4 is 0.178, 0.338, and 0.454 for the target PER of 5%, 10%, and 15%, respectively. This confirms the expected operations of the proposed algorithm because for less stringent PER requirement, the algorithm will tend to step up the modulation level for transmission.
Finally, we study the packet error and throughput performance of the proposed algorithm with partial traffic loading. For a given loading, after a terminal completes a message transmission, its associated sector remains idle for a random number of time slots before a next terminal in the sector is allowed to start a new message transmission. The duration of an idle period is geometrically distributed and its average is determined according to the average message length and the traffic loading. Table IV presents the measured PER of the proposed algorithm for various target (required) PER, traffic load conditions and average of 5, 10, and 20 packets per message (denoted by 5, 10, and 20). We observe that the proposed algorithm indeed can deliver the required PER Figs. 5-7 show the corresponding throughput performance as a function of target PER for 5, 10, and 20, respectively. It is interesting to note for these figures that for a given value, the throughput generally increases as traffic load decreases. This is a very desirable feature because the power control in the proposed algorithm will detect reduced interference power when traffic load decreases, thus, lowering the transmission power needed to yield the SINR target in (9) . In turn, comparing the average transmission power with a fixed threshold by Step 2 of the algorithm in Section IV-B will likely step up the modulation level for transmission, which results into increased data throughput.
Second, Figs. 5-7 reveal that for a given traffic load and value, the throughput does not always improve as the target PER is increased (relaxed). Evidently, for very stringent PER requirement, the algorithm will force most of the transmissions using the more robust modulation, which yields a low throughput. On the other hand, when the required PER is too high, the algorithm tends to allow too many packets transmitted using high modulation levels, which can result into unsuccessful reception and lowered throughput. For a given traffic load and message length characteristics, there appears to be an "optimal" target PER that can maximize the network throughput.
VI. CONCLUSION
The problem of maximizing data throughput by adaptive modulation/coding and power control while meeting requirements of PER has been shown to be NP-complete. A heuristic algorithm for integrated link adaptation and power control has been proposed to achieve specified error rates while improving overall throughput for real-time applications in broadband wireless networks. The algorithm divides terminals into groups according to their signal path gains and adapts the transmissions based on the required error rates, actual error statistics, and the average transmission power of each terminal group. Transmission power is adjusted by an enhanced Kalman-filter method to ensure correct reception.
The performance of the proposed algorithm has been studied by computer simulation. Our results reveals that the algorithm delivers the required error performance and attempts to improve network throughput at the same time. It can take advantage of reduced interference for decreased traffic load to further improve throughput by transmitting at high modulation levels. Extensive testing shows that the algorithm is very robust and efficient. By having various packet error requirements, the algorithm is applicable to real-time multimedia services. The new algorithm can also serve as a useful tool for achieving a desirable tradeoff among throughput, PER and coverage in the networks.
