ABSTRACT Automatic seizure detection has been often treated as a classification problem that aims at determining the label of electroencephalogram (EEG) signals by computer science, as the EEG monitoring is a helpful adjunct to the diagnosis of epilepsy. In most existing work, the traditional signal energy of the EEG has been applied for classification, since the energy pattern of epileptic seizures differs from that of non-seizures. Although they are effective, the accuracy either heavily depends on additional information besides energy or is limited by the shortcoming of energy-based features. To address this issue, the proposed approach achieves the classification based on the instantaneous energy of the EEG signals instead. The proposed approach first measures the instantaneous energy related to changes in the EEG signals. Then, energy behavior over time is characterized by instantaneous energy-based features from different aspects. Finally, the classification is carried out on the features to produce output labels. By processing instantaneous energy, the information of energy evolution is involved. As such, the accuracy is improved without bringing in extra information besides energy, or complicated transformation. In multi-class problems, the proposed approach has obtained promising results for identifying the ictal EEG, which indicates the tremendous potential of the proposed approach for epileptic seizure detection.
I. INTRODUCTION
Epilepsy is the disorder of the brain with a neurological condition characterized by recurrent seizures. It affects millions of people worldwide and entails a burden on seizure-related disability, mortality, comorbidities, stigma, and costs [1] . An epileptic seizure (ictal activity) is a clinical manifestation presumed to result from an abnormal and excessive discharge of a set of neurons in the brain. The clinical manifestation consists of sudden and transitory abnormal phenomena, which may include alterations of consciousness, motor, sensory, autonomic, or psychic events, perceived by the patient or an observer [2] . Detecting epileptic seizure as it occurs is necessary for the diagnosis and treatment.
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When the epileptic seizure occurs, the excessive or hypersynchronous discharge of a large number of neurons could be recorded by electroencephalography (EEG). It records the electric activities of neurons in the brain by placing extracranial electrodes on the scalp (sEEG) or implanting intracranial electrodes onto neocortex (iEEG). The scalp EEG is a helpful adjunct to the diagnosis of seizure disorders. The current gold standard is the visual analysis of synchronized video and electroencephalogram (V-EEG) by experienced neurologists. It is tedious, expensive and impractical to have a person continually observes every patient and every EEG being monitored. It is also tiredness and the inter-observer variability is high when experts review a 24-h continuous EEG recording. Hence, intelligent automatic techniques are urgent to be developed for epileptic seizure detection.
Many studies on automated seizure detection have been reported over the years. Signal morphological analysis [3] , spectral analysis [4] , time-frequency analysis [5] and nonlinear dynamics [6] are involved in this field of research successfully. Inspired by signal heuristics defined from the observation of seizures and non-seizures, some investigators introduce new techniques to describe EEG series, such as graphs [7] and features learned from neural networks [8] . These methods are proposed from different perspectives to reveal the characteristics of seizures. The energy in EEG shows the excellent potential in tracking seizure generation because it is sensitive to waveforms such as seizures like bursts of epileptic activity. Changes in EEG waveforms, which are commonly recognized by clinical epileptologists, have been associated with seizures. Also, energy-based measures are not difficult to relate to raw data, are understandable and easily implemented. Energy patterns could provide essential clues to identify seizures [9] . Thus, in the study of epileptic seizure detection, some researchers have also employed signal energy for seizure detection. Khan and Gotman [10] extracted energy, the relative amplitude, and coefficient of variation in selected bands by wavelet decomposition as features to identify seizures. Omerhodzic et al. [11] calculated signal energy in five frequency bands as the energy distribution feature. In other work [12] , [13] , researchers used energy along with entropy and standard deviation in different frequency ranges. Liu et al. [14] extracted relative energy, relative amplitude, coefficient of variation, and fluctuation index from the selected three wavelet scales as features. Yoo et al. [15] used the energy of the signal segments in sub-bands as features. Fergus et al. [16] selected signal energy and other nonlinear features on sub-frequency bands as feature sets. Tessy et al. [17] extracted two features in the time domain, namely energy and line length of signals. Baldominos et al. [18] used energy ratios resulting from the division of the energy in a small window and the energy in a much larger window. Göksu [19] extracted energy and entropies as feature vectors in the time-frequency domain.
These work in literature had achieved reasonable results in identifying seizures and showed that signal energy is useful for seizure detection. Prior energy-based studies can be grouped into three categories. The approach under the first category makes a classification decision by comparing the value of energy with a threshold [10] . Following the second category, the scheme takes energy to form the feature set, then puts it in the classifier for signal classification [11] , [15] , [18] . The second category uses modern classifiers and compares favorably with the first category in terms of accuracy. In the third category, the scheme augments extra types of features besides energy, such as entropy and standard deviation, for the classifier [12] , [13] , [16] , [17] , [19] . However, all three categories speak about the 'energy' as the usual tendency in the traditional signal processing literature. They take the sum or the average of the magnitude squares of the signal as representing the energy. An alternative representation also used takes the time-frequency transformation of that same signal segment, then assumes the magnitude squares of the frequency samples in the transform domain as representing the energy in the frequency components. On the one hand, the energy in their studies is not time-sensitive for rapid changes in EEG, which are known to be nonlinear and nonstationary [20] . Thus, those energy-based features could not reflect the nonlinear and nonstationary character of energy in seizures effectively.
On the other hand, those energy-based methods ignore the contribution of detailed frequency components in the physiologic expenditure of energy for seizure generation. Seizures are a continuous nonlinear energy change process [21] . Clinical findings indicate that energy consumption increases during seizures. The abnormal synchronized discharge of a large number of neurons requires a great consumption of bio-energy in the brain. Thus, the body has to increase the energy supply to maintain energy consumption caused by seizures [22] . Notice for example that a unit 2 Hz normal EEG signal is said to have the same energy as a unit 14 Hz ictal signal. However, in the signal generation process, the energy required by the body to generate a signal of 20 Hz is greater than that of 2 Hz. Teager's algorithm proposed by Kaiser could be a measure of this energy. Differing from traditional energy measure, Teager operator including both amplitude and frequency performs better at measuring this energy in EEG analysis [23] - [25] . Zaveri et al. [26] compared the energy sample mean of the signal over a period with a baseline to detect a seizure by Teager operator. Kamath [27] calculated mean nonlinear energy as a feature by Teager operator and a sliding window, then compared the value with a threshold for classification. Although they proposed nonlinear energy-based methods for seizure detection, the classification accuracy heavily depends on the threshold parameter. Besides, using one feature in classification is less complex but could not describe the energy evolution of seizures adequately.
To overcome the limitation in the methods mentioned above, this study proposes a new seizure detection method by processing the instantaneous energy of EEG instead. Since epileptic seizure is a continuous nonlinear energy change process, there are significant differences in energy behavior over time between ictal and other activities. The goal of this study becomes to classify EEG signals by labeling the energy of EEG. As such, the automatic seizure identification task can be treated as a classification problem of energy. With the proposed approach, we could avoid the major limitations in the above schemes, such as energy lacking time sensitivity, and energy-based features with the shortcoming in characterizing the energy pattern of seizures.
The proposed approach for identifying ictal signals is framed as four main components illustrated in Fig. 1 . First, to remove artifacts and obtain the signal in the frequency range of neuronal activities, we apply the Butterworth filter to the raw EEG signal in the preprocessing. Second, signal morphological changes in the time domain are usually visual and intuitive during epileptic seizures [28] . There are also relevant changes in the frequency domain. To bring out the signal energy variation hidden in different frequency ranges, we split the preprocessed signal into EEG segments by wavelet decomposition and employ the envelope-derivative operator (EDO) to each segment to measure the instantaneous energy. The EDO is a newly-developed instantaneous energy measure. While traditional measure ignores the contribution of detailed frequency components in physiological system expenditure of energy, the EDO is a measure to compensate for this issue, which is a frequency-weighted energy operator. Although Teager energy operator is frequently used, its output could be negative and oscillatory, which needs postprocessing and limits the applicability. Compared with it, the EDO has the merit of being non-negative. It shows a better performance in EEG analysis [29] . Third, to characterize the energy changes over time, we extract features from the instantaneous energy of EEG segments from different aspects. Forth, the feature sets are fed into the classifier to produce output labels. With the proposed approach, the energy is more sensitive to EEG changes. Features of the energy could be more useful to describe the energy evolution of seizures, which enables us to identify seizures from the perspective of energy.
To evaluate the performance of the proposed approach, we conduct ten classification problems, which cover many clinical circumstances in seizure detection. To exam the significance of the features for separating classes, the Kruskal-Wallis test is applied to the extracted features. For evaluating the efficiency of the features, we use feature subsets with different amounts of features to feed the classifier. Feature subsets are selected by applying maximum relevance and minimum redundancy (mRMR) [30] , which shows the remarkable efficiency of feature selection in the EEG analysis [31] , [32] . For verifying the validity and applicability of the features, we employ five types of classifiers in the classification respectively. Cross-validation is conducted to guarantee the reliability of classification results by the proposed approach. The rest of the paper is structured as follows. In section II, the database employed in this work is briefly introduced; the methodology of data preprocessing, measuring instantaneous energy of EEG, instantaneous energy-based feature extraction, feature selection, and classifiers are then presented. section III is the statistical analysis and classification results in classification problems. The performance comparison between the proposed approach and previous studies is discussed in section IV. Finally, the paper is concluded in section V.
II. MATERIALS AND METHODS

A. EEG DATASET
The EEG database in this study is obtained from the University of Bonn [33] , which has been widely used in the research field of seizures detection. It composes five sets denoted as Z, O, S, F, and N. Each set consists of 100 single-channel EEG time series of 23.6s duration. They are recorded with a standardized electrode placement scheme. These signals are selected and cut out from continuous multi-channel EEG recordings after visual inspection for artifacts resulting from muscle activity or eye movements. The dataset for the normal group are sets Z and O from surface EEG recordings that were carried out on five healthy volunteers in an awake state with eyes open (Z) and eyes closed (O), respectively. For epileptic EEG, the dataset is sets S, F, and N from intracranial EEG recordings that are originated from five epilepsy patients. Set S contains only seizure signals measured during the seizure ictal activity. Sets F and N contain only signals recorded during the interictal activity. Set F is collected from the seizure generating area. Set N is recorded from the hippocampal formation of the opposite hemisphere of the brain. All EEG signals are recorded with the same 128-channel amplifier system, use an average common reference and are digitized at a sampling rate of 173.61 Hz and 12-bit analogto-digital conversion. Table 1 gives a broad overview of the database and Fig. 2 shows an example of five different EEG sets. 
B. DATA PREPROCESSING
Before analysis or classification occurs, raw EEG signals need to be preprocessed. The preprocessing often uses filters to remove artifacts as signals contain unwanted noise due to eye blinks and muscular activities in actual records. Powerline artifacts residing between 50-60 Hz also need to be removed. Since most brain activities occur between 3-29 Hz, there is little use of higher frequency in epileptic seizure detection [34] . In the EEG preprocessing, Blanco et al. [35] used an upper cut-off frequency of 40 Hz. The raw EEG signals used in this study have the spectral band-with of the acquisition system, which is 0.5 Hz to 85 Hz. As Butterworth IIR filter offers good transition band characteristics at low coefficient orders and can be implemented efficiently [36] , we apply it for obtaining signals which cover the frequency range of neuronal activities as well as seizure attacks. The order of the filter is 6 and the cut-off frequency is set to 40 Hz in this work.
C. MEASURING INSTANTANEOUS ENERGY OF EEG
Changes in EEG waveforms usually have been associated with seizures. Signal energy shows enormous potential in tracking seizure generation since it is sensitive to waveforms such as seizures like bursts of epileptic activity. Also, the energy evolution in EEG could provide clues to identify seizures, which is a continuous nonlinear energy change process. When seizures occur, the signal morphological changes are usually visual and intuitive. There are also relevant changes hidden in the frequency domain. To bring out the signal energy variation related to EEG changes hidden in different frequency ranges, we split the preprocessed signal into EEG segments by wavelet decomposition and employ the envelope-derivative operator to each segment to measure the instantaneous energy.
1) SIGNAL DECOMPOSITION
The characteristics of the time series hidden in sub-bands can be revealed by the wavelet transform, which is a useful timefrequency analysis tool to decompose a signal at multiple resolutions in biomedical signals processing [37] . It is computed by decomposing a signal onto a set of elementary functions called wavelets. Wavelets are got by the translation and dilation of a single original wavelet called mother wavelet. In this study, the stationary wavelet transform (SWT) is employed, which is a type of discrete wavelet transform with translation invariance, making it better than the discrete wavelet transform (DWT) in preserving the original signal time information during signal processing [38] . In mother wavelet selection, several wavelet families are available for signal characterization. Depending on the type of bio-signal, an appropriate selection can help improve the performance during the signal process. In this paper, Coif 1 is used since it has a better performance in wavelet families for EEG signal classification [13] .
As international clinical federation described, EEG in the ictal pattern could be divided morphologically into spikes, sharp waves, spike-and-slow-wave complexes (or polyspikeand-slow-wave complexes). These waveforms lie in different frequency bands with approximate frequency ranges given by greater than 14 Hz, 5-13 Hz, and 3-5 Hz, respectively. More detailed definitions of them are explained in the manuscript [39] .
To bring out the difference between ictal and other activities hidden in different frequency ranges, four-level SWT is applied to the preprocessed EEG signal to decomposes them into approximation and detail coefficients. The detail coefficients D 4 represents frequency range 2.5-5 Hz, which covers the frequency range of spike-and-slow-wave complexes. The detail coefficients D 3 represents the frequency range 5-10 Hz, which covers the majority of the frequency range of sharp waves. The detail coefficients D 2 and D 1 represent frequency ranges 10-20 Hz and 20-40 Hz , respectively, which covers the majority of the frequency range of spikes. By inverse transform of detail coefficients D 4 -D 1 , we can get EEG segments into which the EEG signal is split. Therefore, the EEG segments contain the information associated with the changes in EEG hidden in different frequency ranges. They will be measured by the envelope-derivative operator in the following to reveal the differences in instantaneous energy between ictal and other activities.
2) MEASURE OF INSTANTANEOUS ENERGY
For continuous-time signal x (t), the squared amplitude of the signal, that is |x(t)| 2 , or the envelope of the signal in (1) is the conventional measure of signal energy.
where H [.] represents the Hilbert transform. The measure of energy only includes signal amplitude information. For example, S [A cos(ω 0 t + ϕ)] = A 2 . However, measures that include both amplitude and frequency perform better at assessing the energy [25] , [29] , making them more sensitive in EEG signal analysis.
The envelope-derivative operator (EDO) is a new measure of energy that uses the envelope of the derivative of the signal [29] . It includes signal frequency contribution to the energy. The operator is defined as follows
whereẋ(t) = dx(t) dt.
As aforementioned, for
For the amplitude-modulated signal described as x(t) = A exp(rt) cos(ω 0 t + ϕ), where there is no spectral overlap between exp(rt) and cos(ω 0 t + ϕ), theṅ
Hence the operator has ability to track the time-varying amplitude of signal.
For a frequency-modulated signal
Assume that there is no spectral overlap between the instantaneous frequency ω 0 + f (t) and cos [ϕ (t)], the operator can track the instantaneous frequency of the signal. The output of the EDO reflects both the amplitude and frequency of the signal. It is better than traditional methods that including the contribution of detailed frequency components in the physiologic system expenditure of energy. Compared with frequently used Teager energy operator, the output of the EDO is non-negative and gets rid of post-processing in the application. In this work, we apply the EDO to EEG segments to measure the instantaneous energy related to EEG. Fig. 3 shows an example of EEG segments and their instantaneous energy of five different EEG groups. As demonstrated in figures, the instantaneous energy is time-varying, which is sensitive to changes in the EEG series. The difference between groups is relatively more visible in instantaneous energy than that in the EEG series, suggesting that the instantaneous energy of EEG has the potential to separate different EEG groups.
D. INSTANTANEOUS ENERGY-BASED FEATURES
The automatic seizure identification task is treated as a classification problem of the energy in this work. To characterize the energy changes over time, we extract features from instantaneous energy in EEG segments from different aspects. The feature sets consist of entropy, parameters in the time, frequency and time-frequency(TF) domain. 
1) ENTROPY
The epileptic seizure is a nonstationary and nonlinear process [40] , which can be described by the entropy [41] . VOLUME 7, 2019 High entropy means the data with a broad, flat probability distribution. Low entropy implies the data with a narrow and peaked distribution. Since entropy is not only a statistical tool for EEG analysis but also reflects the intra-cortical information flow effectively [42] , we apply three entropies to describe the instantaneous energy.
(a) Spectral entropy (SEN) [6] is the normalized form of Shannon entropy. It is expressed as
where [43] is given by
where α > 0, α = 1. The REN differs from the SEN in the lower frequency band. In the higher frequency band, they are not dissimilar. It is particularly helpful in the analysis of EEG. In this study, the value of is chosen for discriminating EEG seizure from EEG background.
(c) Approximate entropy (APEN) is used to quantify the regularity or predictability of a time series [6] . Unlike Shannon's entropy, it includes the temporal order of points in a time sequence and hence is widely applied to measure of randomness or regularity. For calculating the APEN of a time series, First, y i ,i = 1, . . . , N is to construct the state vectors in the embedding space of R m by using the method of delays,
where τ is time delay, 1 ≤ i ≤ N − (m − 1) τ , and m denotes the embedding dimension. Next, the correlation integral is defined for each i as follows:
where θ (x) = 1 for x > 0, otherwise θ (x) = 0, r is the vector comparison distance, and d (x (i) , x (j)) is a distance measure defined as
Finally, for the fixed m, r and τ , APEN is given by
For this study, τ is set to 1,m is chosen as 2, and r is set to 0.15 times the standard deviation of the signal.
2) TEMPORAL FEATURE
In the time domain, we take the coefficient of variation (CV) to describe the variability of the instantaneous energy. The variability of the EEG series can be reflected by the coefficient of variation (CV) [44] . It is a normalized measure of the variance by defining as the ratio of the standard deviation to the mean [41] . The time-domain representation is given by
where σ (t) and m (t) are the standard deviation and the mean of the data in time-domain respectively.
3) SPECTRAL FEATURE
Spectral features are utilized to discriminate between classes of signals with different distributions of signal energy in the frequency aspect. In feature extraction, we use spectral flux and spectral flatness to described the instantaneous energy. Spectral flux is to describe the change rate of the spectral content of the instantaneous energy. Spectral flatness is to reflect the degree of randomness of the energy distribution.
(a) Spectral flux be estimated by taking the sum of the absolute difference of the Fourier transforms (FTs) of two adjacent segments of a signal [45] , as the following formula:
where z r is the FT of the rth spectral frame of the temporal signal and M is the length of z r [k] . Since the difference of energy change exists between the seizure and EEG background signals, the spectral flux is extracted in this work.
(b) Spectral flatness [44] is calculated as the geometric mean of the FT of a signal normalized by its arithmetic mean as follows:
where z x [k] is the Fourier transform of the analytic associate z [n] of a real signal x(n), and M is the length of z x [k]. we use spectral flatness in detecting seizures because of the energy concentration of seizure, while EEG background signals have a uniformly distributed energy.
4) TIME-FREQUENCY FEATURE
Time-frequency distributions (TFDs) offer additional information about nonstationary signals, which cannot be got from either t-domain or f-domain representations. In this study, new TF features are applied to characterize the instantaneous energy in the TF plane. TF stand mean and TF coefficient of variance can reflect the average value and fluctuation range of the instantaneous energy, respectively. Besides, TF Shannon entropy and TF flux are also extracted to characterize the changes in instantaneous energy under different brain activities in the TF domain. During the procedure of feature extraction, the Extended Modified B-Distribution is selected as recommended and its better performance in seizure detection [44] .
(a) TF standard mean (TFm) can be calculated by extending the standard mean of the t-domain representation of a signal x [n] given by m (t) = 1 N n x [n] to the TF domain as: 
where σ (t,f ) is the TF standard deviation by extending the t-domain representation to the TF domain as:
(c) TF Shannon entropy (TFSEN) extends the spectral entropy, by replacing FT by TFD in (4) and 1D summation by a 2D one. It is expressed as:
where
, it is strictly valid for TFDs that do not assume negative and zero values, such as the spectrogram (SPEC). The TF Renyi entropy (TFREN) and its normalized version are generally used for quadratic TFDs because such TFDs can locally assume negative values which limit the application of Shannon entropy [45] . In this study, the normalized TFREN is used since it performs well in EEG seizure detection [46] . It is given by:
where α is an odd integer and α > 2. In this work, α is chosen as 3 as recommended in [47] .
(d) TF flux (TFSF) can be extracted by the extension of the spectral flux, measuring the rate of change of signal energy along both t and f axes. It is represented as:
where l and m are predetermined values which depend on the change rate of signal energy in the TF plane. Both l and m can be set to any values satisfied the range l ∈ [1,
. In this study, l and m are selected as 1.
By extracting the aforementioned features from the instantaneous energy, the ten features for each EEG segment are SEN, REN, APEN, CV, SF, FL, TFm, TFCV, TFREN, and TFSF.
E. FEATURE SELECTION BASED ON MINIMAL-REDUNDACY-MAXIMAL-RELEVANCE CRITERION (mRMR)
To evaluate the efficiency of instantaneous energy-based features for the classification, we select different amounts of features to form the feature subsets as the input of classifiers. Computation complexity and classification quality can be affected by the feature selection process. The selected features with sufficient information are necessary for determining the input class correctly. In this paper, the minimalredundancy-maximal-relevance criterion (mRMR) is adopted to select features from the raw feature set to form the subsets.
The mRMR method is based on the mutual information difference criterion [30] . Compared with other feature reduction methods, the mRMR based-feature selection has been shown to give the best results for the classification using EEG [31] , [32] .
A superior feature is the one with the best tradeoff between maximum relevance and minimum redundancy. By relevance to the class target and redundancy with other features, the features in the set are to be ranked in descending order. In quantifying both relevance and redundancy, mutual information is defined as:
where x,y are two vectors, p (x, y) is their joint probabilistic distribution, p (x) and p (y) are the marginal probabilities. Mutual information is a tool to measure how much one vector is related to another. If two feature vectors have similar probabilistic distribution, then their mutual information is close to zero. If one vector strongly differs from the other, their mutual information is large. Let F denote the initial feature set, while S denotes the already-selected feature set with m features. The to-beselected feature set with k features is assumed as T. The relevance between the feature f i in T and the class c can be quantified by:
The redundancy of the feature f i in T with all other selected features in S can be calculated by:
To obtain the feature f i in T with maximum relevance to the class and minimum redundancy with selected features, it would satisfy the mRMR criteria given by:
Selecting the most characterizing features of the observed data for the target class is critical to minimize the classification error. Therefore, the feature set with maximum relevance to the class can characterize the class optimally, which is vital for classification. Also, the feature set with minimum VOLUME 7, 2019 redundancy within them implies that the features are mutually maximally dissimilar, which helps reduce computation complexity.
For a feature set with N features, the feature evaluation will be executed N rounds. In the first round, the redundancy is 0 because S is null, therefore the feature with the maximum relevance to target c is selected. After the N evaluations, applying the mRMR criteria, the following filtered feature set S can be obtained by non-null features:
The better the feature, the earlier it will be selected and noted with the smaller index.
F. CLASSIFICATION
The classification is carried out on feature sets to produce output labels. Five types of classifiers (LDA, SVM, KNN, BT, BPNN) are employed for classification respectively, verifying the effectiveness and applicability of the extracted features. The following are brief retrospections of the classifiers and the evaluation of their performance by cross-validation.
1) CLASSIFIER
(a) LDA is one of the classification methods widely used in statistics and machine learning. It aims to separate the data representing the different classes with a hyperplane defined by a linear discriminant function. On the hyperplane, the distances among vectors of the same class are minimal, and the distance of different class centers is maximum. In this way, LDA offers more class separability and draws a decision region between the given classes [48] .
(b) SVM is one of the machine learning techniques. For nonlinear problems, SVM applies kernel functions to project nonlinear separable samples onto another higher-dimensional space, then locates the optimal separating hyperplane in the projection space. The hyperplane maximizes the distance between the hyperplane and the nearest points from each class that is called support vectors. Radial basis functions (RBF) as kernel functions are reported to have better performance in the EEG analysis [49] . The penalty parameter set to 5 is preferred for EEG classification. For data with two classes, one learner is trained for each pair of classes. For the data with three and five classes, three and ten learners are trained for distinguishing one class from all others, respectively.
(c) KNN represents one of the most intuitive and simplest statistical discrimination techniques for classification. It is a non-parametric method, whose performance depends on the set of labeled objects, a distance metric, and the number of the nearest neighbors (k). Distance-weighted KNN is the widely used weighting scheme [50] , which assigns weights to neighbors as per distance calculated. The weight coefficient is the reciprocal of the squared distance. Thereby, the nearest neighbors are weighted more heavily. In our experiments, the distance metric is generated by Euclidean distance, and k is set from 1 to 10. The result with k =7 outperforms so that this work selects it as the value of k.
(d) Bagged trees (BT) is one of the ensemble learning algorithms in active research, showing high efficiency in the classification with mainly decision trees as their base classifiers [51] . Bagging and random split selection are used to obtain the BT. It is robust to noise, does not overfit, and offers possibilities for the explanation. Changing the number of learners in BT can help improve the model. Many learners can produce high accuracy but are time-consuming to fit. In our experiments, the number of classifiers is set from 20 to 100. BT with 30 classifiers is preferred from experimental results. The decision trees are used as the base classifiers in this work.
(e) BPNN is one of the most popular artificial neural network algorithms inspired by the structure and function of biological neural networks [52] . BPNN is a multi-level network that is arranged in three layers: the input layer, hidden layer, and output layer. By using inverse push learning algorithm in BPNN, its weights are adjusted, mean-square classification error is reduced gradually, and finally, the mean square error is minimized between the actual and target outputs. This work applies a single-hidden-layer BPNN where the number of neurons in the hidden layer is set to 20.
2) K-FOLD CROSS-VALIDATION
Cross-validation [53] is a kind of model validation techniques to guarantee the reliability of experiment results by the proposed method. It partitions data into subsets such that the analysis is initially performed on a single subset, while the other subsets are retained for confirming and validating the initial analysis. The initial subset of data is called the training set; the other subsets are called validation or testing sets. In the k-fold cross-validation, the sample data is divided into k (the number of subsets) subsets. One of the subsets is used for analyzing, and the other k-1 subsets are used for validating. In an attempt to reduce error, several rounds of cross-validation are performed using different divisions. The final performance is evaluated based on the previous results of each round. The most significant advantage of k-fold crossvalidation is that it can avoid overfitting caused by the small amount of original data. Moreover, it also improves the generalization ability and the precision of models. This study conducts 10-fold cross-validation in the experiment.
3) PERFORMANCE EVALUATION
Three typical statistical indexes widely used to evaluate the performance of classifier are sensitivity (Sen), specificity (Spe), and accuracy (Acc) [12] - [15] , which is defined as follows: (25) where TP represents the true positive. It equals the number of segments recognized as a positive category both by the algorithm and the neurologist. TN is the true negative, denoting the number of segments classified as negative category both by the algorithm and the EEG experts. FP represents false positive. It equals the number of segments whose actual labels are positive but are classified as the negative label by the proposed method. FN conducts the false negative. It equals the number of segments whose true labels are negative but are classified as the positive label by the algorithm.
III. RESULTS
To evaluate the performance of the proposed method, this work considers ten classification problems, which covers clinical circumstances as much as the existing studies. For examining the significance of instantaneous energy-based features for separating groups, we apply the Kruskal-Wallis test. Ten features are extracted from the instantaneous energy of each EEG segment. Therefore, 40 features are obtained to form the raw feature set for the EEG signal. To evaluate the capacity of instantaneous energy-based for classification, we run classifiers on feature subsets with different amounts of features selected from the raw feature set. Moreover, different classifiers are employed to verify the applicability of instantaneous energy-based features.
A. CLASSIFICATION TASK
We conduct the classification tasks related to multi-class problems as listed in Table 2 . Tasks 1-7 deal with binary classification, whereas tasks 8-10 are multi-class problems with three classes and five classes, respectively. Each task represents a specific scenario. Tasks 1-3 are related to classifying ictal and normal. The set S denotes the ictal class, while sets Z and O represent for normal classes under two different status. Tasks 4-6 consider data only from epileptic patients, where set S is also the ictal class, sets F and N represent interictal classes recorded from two different brain zones respectively. Task 7 is linked with the detection of seizures and non-seizure records, where the set S is the seizure class that is also known as the ictal class, and the remaining sets are put together to form non-seizure class. Tasks 8 and 9 are related to the detection of ictal, interictal, and normal records, where these three sets and their combination are grouped as three classes respectively. Task 10 is related to the detection of ictal, interictal from different brain zones, and normal data in two different status, where these five sets are grouped as ictal, interictal collected from the hippocampal region, interictal recorded from the epileptogenic zone, normal with eyes open, and normal with eyes closed, respectively.
B. STATISTICAL VALIDATION ON INSTANTANEOUS ENERGY-BASED FEATURES
To examine the significance of instantaneous energy-based features for separating groups, we apply the statistical analysis to the features from different classes. Ten features are extracted from the instantaneous energy of each EEG segment as described in section II. Table 3 displays the statistics (mean ± standard deviation) of instantaneous energy-based features of the EEG segment at the sub-band of 20-40 Hz in five different classes. As seen, in set S, the features SF, FL, TFm, and TFSF fluctuate drastically, resulting in a prodigious standard deviation, while SEN and TFSEN go slowly, which are reflected by a minimum standard deviation. In set S, REN is much larger, and APEN is smaller than them in the remaining sets. Also, we find that the distribution of the two coefficients of variance, CV and TFCV, are different from each other. The statistics of features imply the possibility of carrying on the classification tasks.
To further test the validity of the features in separating groups, we execute the Kruskal-Wallis test on the normalized features. It is a well-known non-parametric significance test which compares the medians between two or more samples to determine if they originate from the same distribution [54] . Compared with one-way ANOVA, there is no need to assume that the groups have normal (Gaussian) distributions with the same variances. Also, changes in a small portion of the data does not affect the performance of the Kruskal-Wallis test. Fig. 4 illustrates the boxplots of test results for instantaneous energy-based features of the EEG segment at the sub-band of 20-40 Hz in five different classes. Test results in Fig. 4(b) shows that the distribution of the values of REN in group S is dissimilar with that in group O. It is suitable for separating S class from O class. Other subfigures in Fig. 4 show that the distribution of the value of the remaining features is different among the five groups. It indicates that these features are discriminant features. For each feature, its validity to differentiate groups is confirmed by the value of p approximately equal to 0 in the test result. Note that small p-value (<0.01) suggests that at least one sample median is significantly dissimilar from the others. As displayed in Fig. 4 , the values of all features are significantly different among the five groups. We also test the features of the EEG segment at other sub-bands. The results illustrate the great statistical significance of these features between different groups. Therefore, the test results further indicate that the features extracted in our work can separate multi-classes.
C. CLASSIFICATION PERFORMANCE
Through the results of the above validation, instantaneous energy-based features are shown to be significant in separating different classes. There are 40 extracted features related to the characteristics of instantaneous energy behavior of the EEG signal. The classification is carried out on the features to produce labels. For evaluating the capacity of the features in the proposed approach for classification, we run the classifier on feature sets with different amounts of features, which are 40 features, top 20 features, top 10 features, and top 5 features selected as described in Section II. To verify the applicability of the extracted features in the proposed method, we employ different five classifiers respectively, including LDA, SVM, VOLUME 7, 2019 KNN, BT, and BPNN. When we carry out ten classification tasks, 10-fold cross-validation is used to guarantee the reliability of experimental results. It divides the dataset into ten groups, then uses each group in turn as the test dataset in cross-validation, making the remaining groups as the training dataset. Table 4 -8 and Fig. 5-9 show the classification results and the AUC values for five classifiers running on feature sets with different amounts of the extracted features. By five classifiers with the same features under the same task, the satisfying results are in bold. Receiver operating characteristics (ROC) curve is adopted to determine a cut-off value for a clinical test, which offers intuitive access to the whole spectrum of sensitivities and specificities [41] . Sensitivity and 1-specificity are set as x-axis and y-axis respectively in the ROC. The area under ROC curve (AUC) reflects the ability of the model to correctly classify those with and without the disease, which is regarded as an index of diagnostic accuracy. Larger AUC values indicate better performance of the proposed approach in diagnosis. Table 4 and Fig. 5 are the results of task 1-3 for identifying ictal and normal groups. As shown in Table 4 , the highest accuracy obtained by the proposed approach is 100%. When the number of features decreases from 40 to 5, although the classification accuracy tends to descend overall, the proposed method with the minimum number of features also achieves average sensitivity of 99.6%, the specificity of 100%, and the accuracy of 99.67% in three tasks. It suggests the efficiency of the proposed method. In Fig. 5 , AUC values of the proposed approach with five classifiers are greater than 0.93, where the value with BT is the largest in all conditions. From Table 4 , for five different classifiers, employing BPNN and BT classifiers VOLUME 7, 2019 TABLE 5. Classification results for five classifiers on using instantaneous energy-based features in identifying ictal and interictal groups. Classification task 4: ictal (Set S) vs interictal (Set F, epileptogenic zone), classification task 5: ictal (Set S) vs interictal (Set N, hippocampal region), classification task 6: ictal (Set S) vs interictal (Set N, F). have a higher classification accuracy than employing other three classifiers. For the problem of separating ictal and normal groups, BPNN and BT classifiers are preferred by the proposed approach in overall performance. Table 5 and Fig. 6 are the results of task 4-6 for identifying ictal and interictal groups. The proposed method using BPNN classifier outperforms with the highest sensitivity of 100%, the specificity of 100%, and the accuracy of 100%. When the number of features decreases from 40 to 5, there is a little variation in the obtained results. By the proposed method with the minimum number of features, the classification accuracy is higher than 99.5%. The AUC values of the proposed approach with five classifiers are greater than 0.93. From the results shown in Table 5 and Fig. 6 , in the classification problems of ictal and interictal groups, the proposed method with BPNN classifier obtains a promising result.
The classification performance of task 7 for identifying seizure and non-seizure groups has been shown in Table 6 and Fig. 7 . In Table 6 , the highest classification parameters obtained is 100%. When the number of features decreases from 40 to 5, the acquired results are similar. By the proposed method with the minimum number of features, the accuracy is greater than 99.2%. Both BT and BPNN classifiers employed by the proposed method are able to get favorable classification results. Fig.7 shows the BT classifier has the largest AUC values in all conditions. From Table 6 and Fig. 7 , in identifying seizure and non-seizure groups, the results show the efficiency of the proposed approach likewise, and BT classifier is preferred. Table 7 and Fig. 8 are results of task 8 and 9 for identifying ictal, interictal and normal groups. The highest accuracy of 99.7% is achieved in three-class classification, where the sensitivity of ictal group is 100%. Likewise, when the number of features decreases from 40 to 5, there is a little variation of performance in the obtained results. By the proposed method with the minimum number of features, the average accuracy is 97.8% in the three-class problem. AUC values of the proposed approach with five classifiers are higher than 0.95. From Table 7 and Fig. 8 , in the three-class problem, the results show the efficiency of the proposed approach and the BPNN classifier is preferred based on the overall performance. Table 8 and Fig. 9 show the results of task 10 related to five-class classification problems. From Table 8 , the highest accuracy of 99.8% is achieved in the five-class classification. The results show that the accuracy tends to descend when the number of features decreases from 40 to 5, but the difference of the obtained accuracies is within 2.1%. By the proposed method with the minimum number of features and the BPNN classifier, high accuracy of 97.7% is achieved, where the sensitivity and specificity of the ictal group is 97% and 99.9%, respectively. In Fig. 9 , AUC values of the proposed approach with five classifiers are all greater than 0.96. Also, there is a little variation of AUC value obtained by the proposed method with different classifiers. From Table 8 and Fig. 9 , the overall classification performance of the proposed method with the BPNN classifier is much better. In the five-class classification, the results demonstrate the efficiency of the proposed method.
As shown in the above experiment results, although the classification accuracy tends to descend as the number of features reduces, overall classification performance is favorable by the proposed method. In binary and multi-class classification problems, an average accuracy of 99.82% obtained in the whole experiment of this study indicates the validity of our proposed method for identifying ictal EEG.
IV. DISCUSSION
Seizures are a continuous nonlinear energy change process. Since the energy behavior over time of ictal EEG differs from that of other EEGs, in this paper, the identification of epileptic seizures is achieved based on the instantaneous energy behavior of EEG. The proposed approach first measures the instantaneous energy related to changes in EEG segments. Then the energy behavior over time is characterized by instantaneous energy-based features from different aspects. Finally, the classification is carried out on the features to produce labels. The multi-class problems associated with clinical circumstances of seizures detection have been conducted in the experiment. The results indicate the effectiveness of the proposed method for identifying seizures. The following points are highlighted based on the findings in this work.
(1) Instantaneous energy behavior of EEG has excellent potentials to identify ictal EEG. It involves the information of energy evolution of seizures and could provide clues to seizures identification. Also, energy-based measures are not difficult to relate to raw data and are relatively understandable. (2) To measure instantaneous energy, we employ the envelope derivative operator in this study. Unlike traditional energy measures, the output of this operator is more sensitive to changes in EEG waveforms. It reflects the contribution of detailed frequency components in the physiologic expenditure of energy for EEG generation. Besides, the output is nonnegative, which avoids the post-processing in other nonlinear energy-measures for the application.
(3) When instantaneous energy is being measured, the instantaneous energy is time-varying, which is sensitive to changes in EEG. The combination of wavelet decomposition and the envelope derivative operator makes the inter-class difference relatively more evident in instantaneous energy than that in the EEG series. As such, it is able to differentiate ictal groups and other groups by processing the instantaneous energy of EEG.
(4) These instantaneous energy-based features include temporal features, spectral features, time-frequency features, and entropy related to nonlinear dynamics. These extracted features are applicable to describe the energy pattern from different aspects. Experiment results show the high capacity of them to separate different EEG categories.
(5) This work not only conducts ten classification tasks about multi-class classification problems but also employs different amounts of instantaneous energy-based features ranked by the mRMR in the experiment. The high accuracies maintained by the minimum number of features validate the effectiveness of the proposed method.
(6) The validation of the proposed approach in this study is performed on the Bonn database, which has been widely used in the research field of seizures detection. Sets Z and O are obtained from scalp EEG of healthy subjects. Sets S, N and F come from intracranial recordings of patients. Intracranial recordings have the clear advantage of presenting more distinguishable EEG patterns, with more significant fluctuations in waveforms than scalp EEGs. Although the variance in waveforms between the two recording techniques could contribute to the accuracy achieved in the normal (Set Z, O) and ictal (Set S) classification combinations, the accuracy obtained in the interictal (Set N, F) and ictal (Set S) classification combinations demonstrates the validity of proposed method. Besides, as shown in Table 4 and Fig. 4 , the statistical results of instantaneous energy-based features show the big difference between Set Z (normal with eyes open) and Set O (normal with eyes closed). It suggests that the tremendous potential of the proposed method to differentiate those groups.
(7) The performance of the proposed approach and comparison results shown in Table 9 , indicates the promising results of the proposed approach in seizure detection. Considering the limitation of the database used in this work, we will further evaluate the proposed method on other more extensive databases in the future, which could reflect reallife conditions. Also, we will explore how to introduce more characteristics of seizures to enhance the performance further.
We also compare the performance of the proposed approach with some existing methods for epileptic seizure detection based on the same database, as shown in Table 9 . Based on the comparisons, for tasks S vs Z, S vs O, S vs {Z, O}, S vs N, S vs {N, F} and S vs {Z, O, N, F}, our proposed approach performs as well as other methods. For the task S vs Z vs O vs N vs F, the result of our method has a relatively larger increase than other methods. For task S vs F, the result of our method has increased by 6.7% compared with Riaz's work [60] . Riaz extracts temporal and spectral features based on EMD decomposition for classification purpose. The accuracy obtained from our work with 2.7% increase is better than that from Diykh's work [58] . Diykh maps the statistical features of the EEG series into complex networks and used the features of networks to classification. The application based on instantaneous energy in our work contributes to a better performance than theirs. At the same time, our method achieves a similar accuracy with Hassan's method [61] . Hassan introduces tunable-Q factor wavelet decomposition (TQWT) and spectral features for seizure detection. His work suggests that spectral features in the TQWT domain can characterize normal and epileptic EEG signals quite well, which inspires us to explore the combination of his features and us for improving our method further.
For task S vs Z vs F, our method has increased the accuracy by 3.7% compared with Murugavel's method [62] , where they use linear statistical and nonlinear features based on WT. The result of our work is better than those by Zhang et al. [55] and Mohammadpoory et al. [63] . Zhang extracts hybrid features based on LMD for classification. Zeynab is inspired by graphs and use features based on weighted visibility graph to detect seizures. We notice that the accuracy by Qiu et al. [57] is a little higher than ours. They learn the features from denoising sparse autoencoder networks and feeds them into the classifier. Although their method performs well in this scenario, the physical meaning of features learned from networks is unclear. Compared with them, energy-based features of our method are easy to relate to raw data and are relatively more understandable. In addition, the result of our method is better than that of Qiu's method in the task S vs Z vs O vs N vs F.
For task S vs {Z, O} vs {N, F}, the result of our method has increased by 16.1% compared with Riaz's work [60] , where Riaz classifies three groups based on temporal and spectral changes in EEG. The accuracy obtained by our method is also higher than that by Zhang and Hassan's methods [55] , [61] in the three-class classification. Besides, the result in our work is comparable with that in Göksu's work [19] . In Gö ksu's method, the combination of traditional energy and entropy in sub-bands leads to a promising result, which encourages us to enhance the classification performance by introducing the nonlinear dynamics to our method in the following work.
Also, signal energy is used by some of the methods [13] , [17] , [19] , [27] listed in Table 9 . Kamath [27] uses mean Teager energy as a feature to detect seizures. Gandhi et al. [13] , Tessy et al. [17] and Göksu [19] calculate the energy and other features to classification. Based on the comparison results with them, the proposed method by processing the instantaneous energy of EEG signals performs better overall.
V. CONCLUSION AND FUTURE WORK
In this study, the identification of epileptic seizures is achieved by characterizing the instantaneous energy behavior of EEG. The proposed approach first measures the instantaneous energy related to changes in EEG, then characterizes the energy behavior over time by instantaneous energy-based features. At last, the features are fed into the classifier to produce labels. By processing instantaneous energy, the information of the energy evolution of seizures can be involved, which provide important clues to identify seizures. As such, epileptic seizures are recognized without bringing in extra information besides energy, or complicated transformation. Also, the proposed approach based on instantaneous energy is easy to relate to raw data and understandable. The experiment results show that the proposed approach obtains high classification accuracies in multi-class problems, indicating that this approach has tremendous potential for identifying seizures. This study can make a preparation work for the application of intelligent automatic techniques in epilepsy diagnosis. In future work, we will explore more characteristics of seizures and introduce them to the proposed approach for enhancing the performance further. Besides, we will continue to experiment on larger and more practical databases to further evaluate the proposed approach. Another research direction is towards exploring the method for seizure prediction based on this study. 
