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We demonstrate that the two degenerate energy levels in spin-orbit coupled trapped Bose gases,
coupled by a quenched Zeeman field, can be used for angular momentum Josephson effect. In a
static quenched field, we can realize a Josephson oscillation with period ranging from millisecond
to hundreds of milliseconds. Moreover, by a driven Zeeman field, we realize a new Josephson
oscillation, in which the population imbalance may have the same expression as the current in the
directed current (dc) Josephson effect. When the dynamics of condensate can not follow up the
modulation frequency, it enters the self-trapping regime. This new dynamics is understood from the
time dependent evolution of the constant-energy trajectory in phase space. This model has several
salient advantages as compared with the previous ones. The condensates are isolated from their
excitations by a finite gap, thus can greatly suppress the damping effect induced by thermal atoms
and Bogoliubov excitations. The oscillation period can be tuned by several order of magnitudes
without influencing other parameters. In experiments, the dynamics can be mapped out from spin
and momentum spaces, thus is not limited by the spatial resolution in absorption imaging. This
system can serve as a promising platform for of matter wave interferometry and quantum metrology.
Josephson effect [1–3], as a fundamental phenomenon
in quantum mechanics, has been widely explored in su-
perconductors [4–6], Helium superfluids [7, 8], Bose-
Einstein condensate (BEC) [9–11], exciton polariton
[12, 13] and even Fermi gases [14]. This phenomenon
has been used to construct the superconducting quan-
tum interference device (SQUID) [15–18], which is sen-
sitive enough in measurement of weak quantities, such
as magnetic field, temperature and noise, in precision
measurement [17, 19]. In recent years, this device even
serves as a basic building block for quantum computation
[20–22]. The Josephson effect generally works in two dif-
ferent modes. In the alternating current (ac) mode, a si-
nusoidal current across the barrier can be observed, with
frequency proportional to the bias over it. This mode can
be used for terahertz emission [23, 24]. In contrast, in the
directed current (dc) mode, constant current and Shapiro
steps [25, 26] can be realized by an oscillating bias. These
novel dynamics were first predicted with ultracold atoms
in [27, 28] and verified using two weakly coupled conden-
sates [9–11, 29] (known as external Josephson effect) and
hyperfine levels [30, 31] (internal Josephson effect). This
nonlinear dynamics can also be realized using momentum
[32, 33] and vortices [34].
This dynamics in ultracold atoms (in a weak trap) is
damped from the thermal atoms or Bogoliubov excita-
tions [35, 36]. By taking these contributions into ac-
count, the Josephson oscillator is mapped to a damped
pendulum [10] or Langevin equation [36], in which the
damping effect may become significant even when only a
small fraction of atoms are excited (for example 20% at
T = 0.5Tc) [10]. In this work, we consider the dynamics
of condensates between two isolated condensates realized
by spin-orbit coupled Bose gases in a trap, in which the
FIG. 1. (a) Single particle energy levels labeled by |m,n〉,
where m is the angular momentum and n (n = 1, 2, 3, · · · ) is
the nth eigenvalues in ascending order. (b) The single particle
spectra as a function of α in a trap with ω = 2pi ·318 Hz. Each
line is twofold degenerate from Kramers’ degeneracy.
degeneracy of the lowest two levels are ensured by time-
reversal (TR) symmetry. We investigate the dynamics of
the system with a quenched Zeeman field. In a constant
field, it realizes the ac Josephson effect with period to be
tuned in a wide range. By periodically driving this Zee-
man field, we realize a new type of Josephson oscillation,
with population imbalance the same as the current in dc
Josephson effect. With the increasing of modulating fre-
quency, it enters the self-trapping regime. This new dy-
namics is understood from the time-dependent constant-
energy trajectory of the effective Hamiltonian in phase
space. This model has some salient advantages as com-
pared with the previous one, from the suppressed ther-
mal effect, measurement in spin and momentum space
and wide tunability of period. We expect this system
to be a useful platform for matter wave interferometry
[37, 38] and quantum metrology [39].
We start from the following single particle model in a
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2FIG. 2. Evolution of the density profile in (top) real space and
(bottom) momentum space at t = 0, T/4, T/2, T, 4T with a
quenched in-plane Zeeman field. In experiments, this Joseph-
son dynamics can be revealed from the spin space and momen-
tum space. Parameters used in simulation are: ω = 2pi · 318
Hz, hx = 2pi · 80 Hz, αJ = 0.9 and T = pi/(αJhx) = 7.3 ms.
cylinder trap (~ = 1) [40],
H0 = p
2
2M
+ α(pxσy − pyσx) + Mω
2r2
2
, (1)
where r = (x, y), p = (px, py), M is the mass of the ul-
tracold atom, α is the Rashba spin-orbit coupling (SOC)
strength [40–49], and σx,y are Pauli matrices acting on
the hyperfine states labeled by σ =↑, ↓. In this work, the
trapping (angular) frequency should be strong enough,
typically of the order of few hundreds Hz, which is com-
parable with the typical temperature in BEC [50, 51]), to
suppress the thermal effect from the excited bands. The
interaction between the atoms can be written as [52–54]
VI = 1
2
∫
d2r(g↑↑nˆ2↑ + g↓↓nˆ
2
↓ + 2g↑↓nˆ↑nˆ↓), (2)
where nˆσ(r) = ψ
†
σ(r)ψσ(r). We can define gσσ′ =
4piaσσ′/m with aσσ′ being the s-wave scattering lengths
between the component(s) σ and σ′. Furthermore, we
assume gσσ = g and g↑↓ = g12 and c12 = g12/g.
The total Hamiltonian for this model can be written as
H = H0 + VI, and the dynamics of each component is
determined by the Heisenberg equation iψ˙σ = [ψσ,H].
We can study the single particle spectra in the polar
coordinate, then the single particle wave function can be
written as H0ψm = λmψm, where [55, 56],
ψm =
(
ψ↑,m(r)
ψ↓,m(r)
)
=
1√
2pi
(
ψ↑(r)
ψ↓(r)eiθ
)
eimθ. (3)
We point out that the essential physics here does not re-
lies on this isotropic symmetry. The SOC carries a unit
angular momentum, thus couples the two components
with different angular momenta m and m+1. We expand
the radial wave function using a two-dimensional har-
monic basis Rk,m(r) = Nk,mρ
|m|L|m|k (ρ2)e−ρ
2/2, where
k = 0, 1, 2, · · · , m = 0,±1,±2, · · · , and L|m|k (ρ2) is
the Laguerre function, ρ = r/a0, a0 =
√
1/(Mω) is
the characteristic length of the harmonic potential and
Nk,m = 1/a0
√
2k!/(k + |m|)! is the normalized constant.
The orthonormal condition is
∫
R∗k,m(r)Rk′,m′(r)dr =
δk,k′δm,m′ . Then we have
ψ↑(r) =
∑
k
akRk,m(r), ψ↓(r) =
∑
k
bkRk,m+1(r), (4)
and ak and bk are determined by the following equation(B A†
A C
)(
a
b
)
= 
(
a
b
)
, (5)
where (a, b)T = (a1, a2, · · · , akc , b1, b2, · · · , bkc)T , and
kc is the cutoff of radial quantum number k, Ak,k′ =
i αa0 (
√
k +m+ 1δk,k′ +
√
k + 1δk,k′+1) for m ≥ 0 and
Ak,k′ = i αa0 ( 1√k−mδk,k′ + 1√(k+1−m)(k−m)δk,k′+1) for m <
0, Bk,k′ = (2k + |m| + 1)ωδk,k′ , Ck,k′ = (2k + |m + 1| +
1)ωδk,k′ . Without SOC, the two diagonal terms yield the
spectra (2k + |m| + 1)ω and (2k + |m + 1| + 1)ω, with
separation ω. In Fig. 1, we label these levels as |m,n〉
by solving the above secular equation, with n = 1, 2, · · ·
being the levels in ascending order for a given m.
We see that the lowest two states | − 1, 1〉 and |0, 1〉
carry angular momenta m = −1 and 0, respectively,
with degeneracy in energy ensured by TR symmetry
T = iσyK, where K is the conjugate operator [56, 57].
The energy splitting between the ground state and first
excited state is roughly determined by the trapping fre-
quency ω even with SOC (see Fig. 1 (b)), thus in a
typical trap with weak interaction all atoms should be
condensed at the lowest two levels. In free space, it is al-
ready clear that the transition from the plane wave phase
to the stripe phase is determined by c12 = 1, which can
be qualitatively changed by the trap potential [56].
The major motivation of this work is to use these two
isolated levels for atomic devices in matter wave inter-
ferometry and quantum metrology. We are noticed that
these two levels could be coupled by an external Zee-
man field, which plays the same role as tunneling be-
tween two weakly coupled condensates in a double well
potential [9–11, 58–60]. This field may also be used to
introduce a chemical potential difference between the two
condensates. During the analysis of the dynamics in the
quenched Zeeman field in following, special concern will
be payed to what extend various Josephson dynamics can
be realized using the experimental accessible parameters.
Let us first consider the dynamics from simulation
based on Gross-Pitaevskii equation (GPE), as shown in
Fig. 2, which in principle has taken all bands into ac-
count. In this result, we have used a trap frequency
3FIG. 3. Josephson oscillation with a quenched in-plane Zee-
man field in a trap with frequency ω = 2pi · 318 Hz. The
quenched Zeeman fields are hx = 2pi ·80, 2pi ·127, 2pi · 160 Hz,
respectively, from (a) to (c). In (a) - (c) the blue solid line and
red dashed line are simulated results using GPE and Joseph-
son equation (set z0 = 1). (d) Excited states occupation in
(c). Other parameters are: gN = 1200 Hz, g12N = 1600 Hz
and α = 500 Hz, which yields Λ = V12 − 2V = 180 Hz.
ω = 2pi ·318 Hz, which is comparable to that used in [61–
64] and is much smaller than the transverse frequency in
one dimensional system [65, 66]. We focus on the region
when initially only one of the state is occupied, which
corresponds to the physics of plane phase in free space
(c12 < 1). We study the dynamics up on a quenched
in-plane Zeeman field (hx = 2pi · 80 Hz). In real space,
the initial two components have totally different densities
due to different angular momenta. After one full period
T = 7.33 ms, these two density profiles exchange their
structure. We find that this dynamics can persist for
a long time. It is necessary to point out that this pe-
riod is already much shorter than the Josephson period
demonstrated in previous literature, which ranges from
25 to 50 ms based on weakly coupled condensates [9–11].
The similar oscillation can also be found in momentum
space, which also oscillates between two different density
profiles with different angular momenta. This result can
be used as smoking gun evidence for angular momentum
Josephson effect (see below).
We can understand this dynamics in terms of Joseph-
son oscillation. Let us expand the wave function using
the lowest two energy levels (two-mode approximation),
ψ(r) = ϕ−1(r)a1 + ϕ0(r)a2, (6)
where a1,2 are annihilate operators for |−1, 1〉, and |0, 1〉,
respectively. We obtain an effective Hamiltonian as,
Heff =
∑
i=1,2
ia
†
iai +
∑
i
Vini(ni − 1) + V12n1n2, (7)
FIG. 4. Josephson effect with a driven in-plane Zeeman field.
In (a) hx = 2pi ·80 Hz, ω2 = 2pi ·32 Hz; and (b) hx = 2pi ·40 Hz,
ω2 = 2pi·127 Hz. The blue solid line, red dashed line and black
dot dashed line are results from GPE, Josephson equation and
Eq. 10, respectively. See Fig. 3 for other parameters.
where ε1 = ε2 is the single particle energy, ni = a
†
iai and
V1 = V2 ≡ V is ensured by TR symmetry [67]. We focus
on region V12 > 2V , thus only one level is occupied.
We consider the quenched Zeeman field, which couple
these two levels by
HJ =
∫ (
ϕ∗−1,↑ ϕ
∗
−1,↓
)
hxσx
(
ϕ0,↑
ϕ0,↓
)
dr = Ja†1a2, (8)
where J = hx ·
∫
ϕ∗↑,−1(r)ϕ↓,0(r)dr = αJhx, with αJ de-
pends strongly on the trap frequency (the phase in J is
absorbed into the bosonic operator). For ω ∼ 2pi · 80 Hz,
αJ ∼ 0.75, while for ω = 2pi · 318 Hz, αJ ' 0.9. The
dynamical period is then determined by T = pi/αJhx
(see Fig. 2). We may also define δm = hx〈m|σx|m〉
as the first-order energy shift, and by TR symmetry,
δ−1 = −δ0. In case of in-plane Zeeman field, δm =
0; while for Zeeman field along z direction, it can be
nonzero. With this quenched field, the dynamics of con-
densate is given by ia˙1 = (2V nˆ1 + V12nˆ2)a1 + Ja2 and
ia˙2 = (2V nˆ2 + V12nˆ1)a2 + Ja1. Then following the
particle-phase representation ai =
√
Nie
iθi , we obtain
the following Josephson equation [9, 58–60]
z˙ = −2J
√
1− z2 sin θ, θ˙ = Λz + 2Jz√
1− z2 cos θ, (9)
where θ = θ2 − θ1 is the phase difference between the
condensates, and z = (N↑ − N↓)/(N↑ + N↓) is the pop-
ulation imbalance and Λ = V12 − 2V . The solution
can be well approximated by z(t) = cos(2Jt) and θ '
−pisign(cos(2Jt)), thus the period is given by T = pi/J .
We characterize the dynamics using the population im-
balance z in Fig. 3. When hx  ω, perfect sinusoidal
dynamics by the above approximated solution can be ob-
served. However, with the increasing of hx, the excited
bands are also occupied (see η = hx/ω ∼ 50% in Fig. 3
(d)). Empirically we find that when η ≤ 30%, the sinu-
soidal dynamics can be regarded as excellent within 5%
uncertainty. This bound can be further improved by in-
creasing the trap frequency, which suppresses the excited
4FIG. 5. Evolution of the condensate in one full period for Fig.
4 (a). From (a) to (f), t = 0 ∼ 8 ms, 8 ∼ 12 ms, 12 ∼ 19
ms, 19 ∼ 23 ms, 23 ∼ 25 ms, and 25 ∼ 38 ms. The inflection
points in (b) is t = 7.8 ms and (d) is t = 23.4 ms. The density
profiles in momentum space are given at t = 4.2, 7.8, 11.5,
19.6, 23.4, 31.6 ms from (a) to (f).
states occupation. For this reason, the period T can be
tuned in a wide range by controlling the quenched field.
This model can also be used to explore the dc Joseph-
son effect [9, 27, 68–70] by applying a modulating chem-
ical potential realized with a Zeeman field along z di-
rection. Here we are more interested in a new type of
nonlinear Josephson effect that has never been explored
in previous literature. Let us apply an oscillating in-
plane Zeeman field by assuming J = J(t) in Eq. 9. This
model has an interesting limit, which can be solved ex-
actly. In the case of small amplitude oscillation (|θ|  1
and |z|  1), we may linearize the above Josephson equa-
tions and obtain two new linear differential equations:
dz
dt = −2J(t)θ and dθdt = 2J(t)z, yielding{
z(t) = z0 cos(Θ)− θ0 sin(Θ),
θ(t) = θ0 cos(Θ)− z0 sin(Θ),
(10)
where Θ =
∫ t
0
J(t′)dt′ and z(0) = z0 and θ(0) = θ0
are the corresponding initial conditions. In experiments,
these two initial conditions can be completely determined
by direct measuring the time dependent population im-
balance z(t). We are mainly interested in the coupling of
the form J(t) = J0 + J cos(ω2t), in which case it is inter-
esting to find that the dynamics of z(t) is the same as the
current (I ∝ z˙) in the standard dc Josephson effect by
modulating of chemical potential [71]. As a result, in fre-
quency domain, this dynamics exhibits multiple frequen-
cies as ±2J0 + nω2, with n ∈ Z, which can be extracted
from the dynamics of z(t) by performing a Fourier trans-
formation. Throughout this work, we only consider the
simplest case with J0 = 0. The numerical results are
presented in Fig. 4. In the case with small oscillation
frequency, the dynamics will exhibit some strong non-
sinusoidal dynamics. With the increasing of ω2 in region
that J  ω2 < ω [72] when the dynamics of condensate
can not follow up the modulation potential, we realize
a self-trapping phase. We need to emphasize that the
mechanism for this self-trapping phase is different from
that in previous literature, which is induced by large in-
teraction diference Λ [9, 27]. These results demonstrate
the validity of the approximated solution in Eq. 10 in a
much wider range of parameter. More intriguing nonlin-
ear dynamics can be realized by engineering of J(t).
We can understand this dynamics from the effective
Hamiltonian perspective in phase space, which reads as
H =
1
2
Λ(1− z2) + 2J cos(ω2t)
√
1− z2 cos θ. (11)
During the evolution of z and θ, the constant-energy pro-
file of the Hamiltonian in phase space also changes. The
dynamics in a full period for Fig. 4 (a) is presented in Fig.
5, in which the condensate should evolve almost in the
constant-energy trajectory. During the evolution of the
condensate, the sudden change of constant-energy pat-
tern in the phase space will lead to the inflection points
observed at t = 7.8 ms (see Fig. 5 (b)) and t = 23.4 ms
(see Fig. 5 (d) - (e)). In this case, let J = 2pi · 71.6 Hz
(αJ = 0.9), and ω2 = 2pi · 32 Hz, z0 = 1, we find that the
two inflection points are determined by cos(ω2t) = 0, i.e.,
ω2t = pi/2 and 3pi/2, which yields the above two values.
At these inflection points, the density profiles in momen-
tum space for both spin components will have identical
structure (see Fig. 5), which is the same as T/4 in Fig.
2 (b). The inflection points disappear when 2J/ω2 < pi.
This non-sinusoidal dynamics represents the distinctive
feature of ultracold atoms, because in solid materials the
tunneling is determined by the parameters of the barrier,
thus can not be modulated in experiments.
Finally, several remarks are in order. (I) This model
has some salient advantages as compared with the previ-
ous systems. These condensates are separated from the
excitations by a finite gap, which can be made to be com-
parable with the BEC temperature, thus can suppress the
damping effect induced by the thermal atoms. In this
case, the oscillation period can be tuned by several order
of magnitudes, from millisecond [73] to one hundreds of
milliseconds, without influencing the other parameters.
This kind of tunability is challenging to be realized using
a double-well potential. In experiments, these dynam-
ics can be visualized from measurement in spin and mo-
mentum spaces, thus is not limited by resolution during
absorption imaging. (II) The similar physics can be real-
ized by considering various structures. In a cigar-shaped
BEC or a condensate with one dimensional SOC, this
5model will be reduced to momentum space Josephson ef-
fect [32, 33]. In a toroidal potential, this angular momen-
tum Josephson effect can be used as sensor for rotation
[10, 34]. (III) These two levels can also be used to realize
the nonlinear Lipkin-Meshkov-Glick model in the form
H = h·Jˆ+KJˆ2z [74–77], where h = h(t) is the driven Zee-
man field and Jˆx = (a
†
1a2+a
†
2a1)/2, Jˆy = (a
†
1a2−a†2a1)/2i
and Jˆz = (a
†
1a1 − a†2a2)/2 in Schwinger representation
[58, 78], for squeezed state in quantum metrology [39].
To conclude we show that the two degenerate levels
in the spin-orbit coupled Bose gases in a trap can be
used for searching of angular momentum Josephson dy-
namics. This platform has several advantages as com-
pared with the previous ones, such as suppressed damp-
ing effect, much wider tunable period and measurement
in spin and momentum spaces. We demonstrate this ef-
fect using experimental accessible parameters. Our re-
sults show that this system can be used as a appealing
platform for matter wave interferometry and quantum
metrology. Interesting applications based on these two
levels are promising, such as squeezed condensate and
entangled Schro¨dinger cat state, in AMO physics.
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