Abstract -This paper describes a client-server architecture for the remote control of instrumentation over the Internet network. The proposed solution allows multi-user, multi-instruments sessions to be obtained by means of a queuing process and provides instrument locking capability. Client applications can be easily developed by using conventional high-level programming languages or well-assessed virtual instrumentation frameworks. Performance tests are reported, which show the low overhead due to network operations with respect to the direct control of the instruments.
I. INTRODUCTION
The increasing use of programmable instruments has determined great modifications in the operating procedures commonly adopted for the solution of practical measurement problems. Before the availability of programmable instrumentation, the user was required to set-up the test system by connecting the device under analysis to proper instruments; then, he had to choose the best excitation signals and to configure the instruments by interacting with their front panel. The results were obtained by reading the instrument displays, sometimes after some further simple calculations made by hand. Nowadays, this operating scheme is outdated and often cannot be applied. In fact, many intelligent instruments are not provided with a front panel; moreover, modern tests are performed firstly by writing a suitable program for the computer which controls the instruments, and then by running that program with the Device Under Test (DUT) connected to the test station. Moreover, in the last few years a rapid growth of fast and reliable communication networks has allowed an easy interchange of information and commands both between computers connected to local networks and between far sites of wide area networks (WAN), such as the Internet. Thus, network services and programmable instrumentation now permit the development of measurement laboratories which can be distributed on a wide geographical area and simultaneously accessed by several users variously located in the territory. Such a kind of distributed measurement laboratory can satisfy two main requirements.
The first one consists in an easy and efficient use of expensive or complex instrumentation systems. Typical examples are the anechoic chambers used for electromagnetic compatibility (EMC) experiments, or the complex instruments that are used to test the integrated circuit wafers during the design of new devices. The remote access to the measurement systems permits the interaction between designers or application engineers and instrumentation without the need to physically move people or bulk instrumentation, thus increasing the speed of the development process and also improving the interaction between the experts in the field. One should note that also the rental of costly measurement services is possible in a rather simple way, because only the target device need to be moved, while a better exploitation of valuable instrumentation can be achieved. A second advantage coming from the availability of a remote instrumentation is the possibility of arranging distributed measurement systems which are both controlled from a single position and able to perform complex measurements strictly related to the site where instrumentation is located. An important example is the control of environmental parameters where scientists or government agents have to perform several measurements in many locations distributed on the earth. In this last example more users possibly would like to perform their own measurements by sharing the instruments with the others in order to gather different data or compare different post-processing analysis techniques. This paper presents a technique for the remote control of far instrumentation in a multiple-user multiple-laboratory environment. Such a technique has been developed under a common project that involves the University of Padova and the Polytechnic of Torino, which are far located in the east and western part of Italy.
The proposed technique is based on a client -server architecture that is described in section 11. With the described method many users can simultaneously share far-located instruments which are physically connected to a remote server. This paper also shows that client programs can be easily built by using a set of library functions provided with the developed environment. Section I11 reports meaningful examples of end-user applications. The examples show that measurement problems can be solved in a remote-controlled environment with a moderate overhead due to network operation.
CLIENT-SERVER ARCHITECTURE

A. The ? T I -I 1 solution
Techniques for the remote access to instrumentation have already been proposed in the literature. One interesting proposal comes from the VXI Consortium, which has designed a powerful extension to the IEEE-488 bus [ l ] referred to as VXI-1 1 specification. Such an extension allows remote hosts and an instrument controller to communicate over a network to perform measurements as if the instruments were connected directly to the clients. The VXI-11 specification relies on the TCP/IP communication protocol and therefore is suitable for use on both local area networks and on the Internet, thus effectively addressing long distance connection problems too. The proposal appears as a natural extension of IEEE-488 protocol by means of a solution which makes use of a technique referred to as Remote Procedure Call (RPC). According to the RPC technique, the server computer, which is connected physically to the instruments, makes available a set of remotely callable procedures the are able to perform all standard IEEE-488 activities (addressing, read, write, status polling, etc.). The client or 'far' computer asks for a procedure to be executed and receives the results. Software solutions exist that can be used to easily embed the RPC approach in already designed applications under different operating systems (WindowsTM, UNIX,. . .). This approach therefore allows splitting the measurement operations between the computers, thus representing a rather interesting and self-contained solution, but has a major drawback when employed in a multi-user environment. The IEEE-488 was designed for a scenario where a single user has a complete control over all the available instrumentation, while the very nature of a multi-user approach implies the simultaneous access of different entities to the same instruments.
The VXI-11 specifies a locking mechanism to address this problem. Each resource (i.e. each instrument) can be "locked" by a user so that any other request of access to the same resource is denied until the locking expires. This approach actually prevents abnormal operations, but has a limited flexibility. In fact, a user that cannot gain access to a measurement subsystem due to a pending lock operation is not able to obtain any information concerning the duration of the lock or about the number of other clients potentially able to access the same resource. Another drawback of the VXI-1 1 proposal is connected to the intrinsic nature of RPC protocol, which sometimes leads to connection problems when it is used in a wide area network that contains firewalls and routers that are not specifically configured to deal with RPC itself.
B. A multi-user multi-instrument proposal
This section describes a simple proposal that has developed to address both the RPC limitations and the problems connected to a multi-user concurrent access. The technique consists in a communication protocol and a set of procedures for the interconnection in a wide area network of a measurement system controlled by a "server" computer, with more concurrently-operating far "client" computers possibly running different operating systems. The problems of establishing an interconnection between the different computing environments and operating systems has been solved by adopting a message based protocol, which is based on the well-accepted TCPAP suite. In fact, this choice removes the problems connected to the physical location of the RPC server. Moreover, by employing specific TCP 'ports' for the message interchange, one can solve most of the limits, which are introduced by the presence of firewall hosts. The other limit of the VXI-11 proposal is addressed by establishing a queue of the client requests and allowing the clients to query both the queue status and the server actual load. The block diagram of the proposed solution is shown in Fig.  1 , where a Client and a Server are reported. Both client and server computers run programs which are logically split into two layers. One layer in both client and server sides deals with the network interconnection while the other layer deals with the instrument management and user interface:
The Client Application (CA) contains the procedures that are related to the user interface as well as to the measurement request and processing. This is the program part that would be required if the measurement session were carried out by means of instruments directly connected to the client computer. The CA can be either a specifically designed program written by means of any general purpose programming language (such as Basic, C, or Fortran), or an application developed inside an object oriented environment for measurement applications such as LabVievTM or HP-VEETM. The Measurement Client (MC) contains the procedures that are related to the network management: server contact and log-in, data flow control and recovery from network related problems. The communication between the MC and the CA can be designed according to the different operating system opportunities such as Dynamic Data Exchange in Windows or pipes in UNIX. The Measurement Server (MS) contains the networkrelated procedures on the server side and the queuing management. It accepts the connection requests from the clients and processes their messages according to the kind of request: the messages regarding the queue and server status are acknowledged immediately, while all the requests regarding a measurement operation are queued and dispatched to the Instrument Manager as soon as possible. The Instrument Manager (IM) contains the procedures related to the instrument management. It can be designed to operate by means of IEEE-488 boards as well as with serial ports and can be used to remotely manage acquisition boards and other daughter boards. The development of the MC and MS modules, which have to deal with network issues, requires a considerable skill and the knowledge of several network-related topics. The choice of splitting both client and server into two layers that are operated by different software modules allows the MC and MS to be developed independently from the user and instrument interfaces.
C. Interconnection protocol
The interconnection protocol relies on messages composed of a header and a body. All the messages have to pass trough the MC and MS and the headers are used to efficiently identify the modules that have to process the message body. The
This allows both a simple program development and an efficient use of the network bandwidth. The messages directed to the IM have been classified into two categories, which have been referred to as 'instrument' and 'experiment'. The instrument messages refer to operations that have to be performed on a single instrument and are the natural extension of the IEEE-488 messages as in the VXI-11 solution.
The experiment messages refer to more complex environments where a more complex measurement, involving several instruments, can be set-up with a single encoded message. Each experiment requires a procedure in the IM capable of decoding the message, set-up the instruments and encode back the response. The experiment procedures have to be designed by the end user of the experiment and need to be installed in the IM by the server manager. This extension, though not as simple and flexible as the brute instrument driving, has been designed to permit both a substantial reduction of the network traffic and an efficient instrument use where complex measurement procedures are required.
I11 EXPERIMENTAL RESULTS
Experiments have been performed both to investigate the degree of difficulty and skillful required to port existing applications in the remote environment and in order to test the environment performance in term of measurement throughput. The porting has been carried out on programs currently in use for training and research in the author's laboratories [ 2 ] . In all tests the computer that hosted the server was running Windows 95TM or Windows NTTM, while some clients where tested in the UNIX environment too. The IM was written in VisualBasicTM and both Hewlett Packard and National Instruments IEEE-488 boards were used on different computers. The IM was designed to provide basic <send> to instrument and <receive> from instrument capabilities and to manage an 'experiment' involving the contemporaneous use of different instruments. In all cases the modifications which were required to port existing programs were rather limited since that real-time constraints had not to be satisfied. Programs that were originally developed in VisualBasicTM or VisualPM required only the addition of some instructions in order to establish and close the network connections and the substitution of the calls to the interface-related functions to the corresponding network functions. Even simpler modifications were required when LabViewTM programs were considered. In this case, most of network overhead is handled by some library functions that should be installed overwriting the vendor supplied ones. The modifications which were required to port the existing applications was then limited to the addition of some new global variables which are required to handle the necessary network information. A specific test was written in order to understand the performances of network controlled instrumentation system. The test was designed to investigate the overhead due to network connection and the effect of a concurrent access. A LabViewTM program was written that remotely interact with a waveform generator (Hewlett-Packard HP8904A) and a sampling oscilloscope (Hewlett-Packard HP54501), being the first directly connected to an input channel of the latter, The test consisted of a simple remote measurement session, which was repeated 500 times. Each session was composed of four steps: 1) request of the exclusive use of instruments to the server (lock), 2) set-up the waveform generator and the oscilloscope in order to generate a sinewave and to measure its peak-to-peak value, 3) reading of the measurement results Fig. 3 . Time interval required to a client to make a remote measurement as a function of the number of measurement sessions performed (a), and corresponding PDF (b).
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from the server, 4) release of the instruments (unlock). Three time-intervals were determined by using the real time clock of the local computer during each session: the time required for obtaining the exclusive use of the instruments (Tl<,&) ; the time required to remotely set-up the instruments and obtain the measurement results from server (Tmea,); the time elapsed from the request of connection to the server up to the instant in which the connections is eventually closed (Tcclnn), The tests were performed with both client and server connected to the same the Local Area Network which is used in the faculty. The first run was performed by activating one client only: the results are reported in Fig. 2 and 3 , where the Tlf,Lk, and T,,, indices are plotted as a function of the actual measurement session executed, together with the corresponding Probability Density Function (PDF). Fig. 2 shows that the time required to obtain an exclusive use of the instruments from server (Tack) is rather low, spanning in the range of 0.15 s to 0.35 s. The variability is mainly due to the obvious lack of synchronization between client and server activities, as well as to network dependent parameters such as the data traffic. Fig. 3 shows that the measurement time T,,,,, , exhibits a lower variability; in fact, its standard deviation is approximately equal to 0.06 s. Notice that T,,,,, includes the time required by the instrument to perform the measurements and some overhead due to the transmission over the network of the commands and of the measurement results. A second test was carried out by activating two clients (Client 1 and Client 2) that simultaneously interacted with the server. Client 1 performed 700 measurements while Client 2 performed 500 measurements and started after Client 1 had already performed 100 measurements. have more or less the same spread around the mean value. In fact, once the exclusive use of the instruments is granted to a client, the measurement time does not depend on the activity of the other clients as far as the server efficiently updates the queue of requests. On the other hand, T,,,, depends on the activity of all the clients that are simultaneously accessing the instruments. This explains the larger variability associated to T,,,, itself, highlighted by the corresponding PDF. For comparison, the measurement procedure above described has been performed in a "local" environment, i.e. by directly using the CA to control the instruments by means of a computer provided with a IEEE 488 interface. The time intervals Tm,,,v which was required for accomplishing single measurements (Fig.7) have a mean value of about 0.8s, which is lower than the mean T,,,,,,s for a remote client (about 2 s see Fig. 2 ). The difference is due to the intrinsic overhead imposed by the remote controlled environment driven in 'instrument' mode. In this operational mode the client has to wait an 'operation completed' message before posting a new command so that the synchronization between client and server is assured. This penalty is often negligible when using instruments that take a long time to complete the measurement procedure, but can become important with complex devices requiring a lengthy set-up. In this case the 'experiment' approach can be employed that nearly eliminates the overhead by encoding all the requests in a single network packet. delay due to the queue management.
IV. CONCLUSIONS
The remote instrumentation control is becoming popular since the networks have become reliable and worldwide diffused and almost every new instrument embeds programmable capabilities. Several proposals have been developed by different vendors to address the instrument remote control issues even though most solutions have been designed as simply 'extensions of the cable' which is used to connect computer and instruments. This paper presents a proposal that primarily takes the multiuser problems into account. A queue mechanism has been added to remote environment along with the possibility for each client to query the server actual load. The communication between server and clients can be obtained either at instrument level or by means of encoded requests to greatly reduce the network imposed overhead. Preliminary tests have been performed to estimate such an overhead that has been found to be reasonably low: about 0.2s are required for the initial instrument locking and a
