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investigated. Schmidt [1, 2] proposed a multivariable and classic linear control for the linearized longitudinal model of the vehicles developed by Chavez and Schmidt [3, 4] . Later, some similar works have also been presented in [5] [6] [7] . However, to guarantee a desirable control performance, these control schemes developed based on a linearized model are always designed by combining the gain scheduling technique, which inevitably requires massive texting and offline analysis. To remedy this, extensive efforts have been devoted to developing control algorithms directly for nonlinear models of AHVs. For instance, in [8] , a state-feedback controller was designed by incorporating feedback linearization and disturbance observer-based control. Wu et al. [9] proposed a robust backstepping control approach for a flexible AHV in the presence of aerodynamic uncertainties. Liu et al. [10] presented an output feedback controller by means of the immersion and invariance technique to provide asymptotically stable estimates of the unmeasurable states. However, it is notable that the control schemes in [8] [9] [10] do not fully consider the input nonlinearities of input saturation and dead-zone simultaneously.
From a practical viewpoint, the aerodynamic control surfaces of AHVs are always subject to input saturation [11] and dead-zone [12] due to their physical properties. These two inevitable constraints, as dominant input nonlinearities, often limit system performance severely, and may result in undesirable inaccuracy or lead to instability. With this in mind, the control design of AHVs with explicit consideration of these input nonlinearities has attracted a great interest over the past years. Xu et al. [13] proposed fault-tolerant control algorithms for tracking control of AHVs, in which command filters were introduced to deal with input saturation issue. Almost simultaneously, a similar result was presented in [14] . Later, inspired by [15] , an auxiliary system was constructed in [16] to systematically account for the non-symmetric input saturation constraint. Recently, Bu et al. [17] developed a novel auxiliary system which was integrated in the adaptive neural control scheme to handle the physical constraint on actuator.
Zhou et al. [18] introduced a mean-value theorem to overcome the obstacle generated from input saturation by combining adaptive backstepping control method. Regarding the dead-zone issue, Xu [19] incorporated the Nussbaum gain into the robust adaptive neural control to account for dead-zone nonlinearity. Despite the recent progress, it is noticed that most of the aforementioned works are focused on either input saturation or dead-zone separately. Actually, these two kinds of input nonlinearities always occur simultaneously, which poses significant challenges for the control design of AHVs. At present, some researches on integrating dead-zone with saturation have been presented in [20] [21] [22] for the nonlinear systems, under the assumption that the parameters of dead-zone are known. Yet, this assumption is not always satisfied in practice, thus making these control schemes not applicable to our work. In view of this, it is necessary to further explore new methodologies for the control design of AHVs with dead-zone and saturation nonlinearities. On the other hand, due to the characteristics of the AHVs, the dynamic model is also subject to aerodynamic uncertainties [23, 24] and flexible modes [25] in practice, which may lead to control performance degradation. Hence, the development of tracking control schemes that are not only robust against aerodynamic uncertainties and flexible modes, but also able to handle input saturation and dead-zone nonlinearities is an imperative to achieve high precision tracking control of AHVs.
Motivated by the above observation, an adaptive control scheme is proposed for AHVs in the presence of input nonlinearities, aerodynamic uncertainties and flexible modes. Specifically, by viewing aerodynamic uncertainties and flexible modes integrally as lumped disturbances, an adaptive backstepping controller and a dynamic inverse controller are designed for the altitude subsystem and the velocity subsystem, respectively. Then, nonlinear disturbance observers (NDO) separated from the controllers design are constructed for each subsystem to estimate the lumped disturbances. Aiming at the altitude subsystem, dynamic surface control (DSC) technique is introduced to eliminate the problem of "explosion of terms" inherent in traditional backstepping approaches, which greatly reduces the computational burden and simplifies the controller structure. Moreover, a modified smooth inverse structure is proposed to compensate the dead-zone effects. By employing this smooth inverse, only slopes of dead-zone are required to be estimated, thus leading to a reduction of the computational burden.
An input nonlinear pre-compensator is constructed to handle input saturation and dead-zone nonlinearities, which significantly simplifies the control design for the altitude subsystem. Based on this pre-compensator, an auxiliary system is designed to address the input saturation issue.
The rest of this paper is organized as follows. Section II presents the vehicle model, while Section III presents an input nonlinear pre-compensator for the input nonlinearities. The derivation of the control scheme is presented in Section IV. Then, the closed-loop stability analysis is given in Section V and followed by Section VI in which numerical simulations are performed to validate the effectiveness of the proposed control scheme. Finally, this paper is concluded in Section VII.
. Model Description

A. Vehicle Model
The flexible model of the longitudinal dynamics of AHVs used in this study is developed by Fiorentini et al. [25] , and can be formulated as 2 cos sin sin sin cos 2 , 1 , 2 , 3 T y V h .
To facilitate the control design, a simplified model has been derived in [26] for control design and analysis, which retains the relevant dynamic characteristics of the simulation model. The approximations of lift, drag, thrust, pitching moment, and generalized forces are given as follows:
[ ]
where
In contrast to [26] , the lift, drag, thrust, and moment coefficients presented above depend explicitly on the flexible modes. To facilitate the design, the dynamic equations of the AHVs are transformed into a strict feedback form. Without loss of generality, the aerodynamic uncertainties and flexible modes are regarded as lumped disturbances. As a result, the strict feedback equations are expressed as
and V d , Q d and d are lumped disturbances including aerodynamic uncertainties and flexible modes.
B. Input Nonlinearities
In this paper, input nonlinearity ( ) e v encompasses non-symmetric saturation and dead-zone. That is, 
in which To facilitate the control law derivation and stability analysis, the following assumptions are made.
Assumption 1 [9] , [27] 
. Input Nonlinear Pre-Compensator Design
According to the definition of input nonlinearities in (6), the nonlinear characteristics of the actuator are relatively complex and are difficult to directly deal with. With this in mind, in this section, an input nonlinear pre-compensator will be constructed to address these nonlinearities issue, as shown in Fig. 2 .
Remark 1:
The constraint values, i.e., will be illustrated in the subsequent analysis, and the inverse structure of dead-zone will also be presented. 
Fig. 2 Input nonlinear pre-compensator structure
By simple transformation, the actual control input ( ) e v can be depicted as
where 
Invoking Assumption 3, it is easy to deduce that ( ) d t is bounded. To facilitate the subsequent control design, we define a new variable, i.e., ( ) ( ) ( ) u t a t v t , which can be further described as
Inspired by [29] , the smooth inverse structure of ( ) u t can be proposed as follows:
where l and r are smooth continuous functions defined as As is unknown and is unavailable, we define an auxiliary control input ( )
where ˆ denotes estimation of , i.e., as shown in [29, 30] . However, in contrast to these existing methods, only l m and r m are required to be estimated, thus significantly reducing the computational burden.
Then, the corresponding control input ( ) v t is given by
The resulting error between u and d u is
Through straightforward and equivalent derivation, we obtain
In view of (12) and (13), the bound of ( ) n d t can be obtained as where we have used that 1 v v e e . Note that the upper bound of ( ) n d t is a function with respect to the parameters of dead-zone. Based on the preceding manipulation, the actual control input ( ) e v can be presented as , in pre-compensator structure a challenging problem. Given this, the detailed procedure for selecting these constraint values is presented as follows according to (7) and (15 v t m , thereby meeting the saturation constraint of the actual input ( ) e v . Note that the selection procedure for the case of ( ) 0 v t is similar with the above discussion, thus it is omitted here.
. Nonlinear Controller Design
The starting point is to divide the vehicle model into two functional subsystems, i.e., velocity subsystem and altitude subsystem for (4) . Then, the corresponding controllers are elaborately designed for these two subsystems. More specifically, the DSC technique is employed for the altitude subsystem subject to dead-zone and input saturation. Applying the nonlinear dynamic inversion technique, a robust controller is designed for the velocity subsystem.
A. Controller Design for the Velocity Subsystem
According to (4), the dynamics of velocity tracking error, i.e.
where ref V is the reference signal possessing a bounded first-order derivative. To dispose of the lumped
where ˆV d is the estimation of V d and V l is the NDO gain, which is determined by
Defining the estimation error as
To simplify the design procedure, we borrow a conclusion from [31] without proof, that is, the estimation error V e is bounded, and it is bounded by
In practical terms, due to the physical limitation, the engine could not always provide sufficient thrust to maintain the favorable tracking performance when the control input becomes saturated. To address this issue, we introduce an auxiliary system to generate certain compensating signal for weakening the negative effects caused by saturation constraint. The auxiliary system can be described as [32] ( )
where c is the nominal control law and k is a positive definite design parameter. Defining
as the modified velocity tracking error, the derivative of V z can be calculated as
Consider a quadratic form
Its derivative is given by
In accordance with (22)- (24), by applying nonlinear dynamic inversion technique, the nominal control input c is designed as
Note that the value of V g is nonzero owing to Assumption 1. Substituting (27) into (26), we can obtain
where V k is a positive gain parameter.
B. Controller Design for the Altitude Subsystem
From (4), the altitude tracking error is defined as
where ref h is the reference signal, which has the bounded derivative. For the cruising phase, the flight path angle is close to zero, which implies sin . Given this, the flight path angle command can be selected as
where h k is a positive constant. If the flight path angle accurately tracks the desired reference signal d , then it follows from (29) and (30) that
which apparently guarantees that h h converges to zero. Therefore, the altitude subsystem controller can be designed to steer to track the desired reference signal d to accomplish the altitude tracking mission.
Step 1: In the beginning, the dynamics of the FPA tracking error can be expressed as
Recalling (4), the first-order derivative of the tracking error is computed as
To ensure the completion of the following control design, another NDO is designed, similar to (21) , to estimate the lumped disturbance d . In view of the conclusion in [31] , the estimation error i.e., Since the function of g is nonzero according to Assumption 1, to derive 0 0 , the following virtual control signal is chosen as:
Obviously, the derivative of the virtual control signal will become increasingly complicated as the system order increases. To remedy this, we introduce the dynamic surface control [33] , capable of eliminating the problem of "explosion of terms" inherent in backstepping control. Let the virtual control signal, i.e., c , pass through a first-order filter to generate d and its derivative d d as Step 2: By simple calculation, we can get the time derivative of the AOA tracking error as
The estimation of d is expressed as d , which has been derived in Step 1. Similarly, the virtual control law c Q can be designed as 
Taking the time derivative of L and substituting (42) yield
Step 3: The first-order derivative of Q Q can be computed as
Recalling the expression of ( ) e v in (19), equation (45) can be rewritten as
To handle input saturation, another auxiliary system is constructed as follows: 
Finally, the nominal control input is designed as
where D is the estimation of D and Q k is a positive constant. Notice that Q g is nonzero in the cruising phase. For the uncertain parameters D and , the adaptive laws are chosen as
where D , D l , and l are positive constants, which are designed by projectors later. 0 D and 0 are also design parameters, which can be chosen to be zero when one does not obtain precisely prior knowledge on them. Proj( ) ) in (50) denotes the projection operator that is used here to modulate the estimations within the admissible ranges. The projection has the following form:
Define a quadratic form as
. From (48)- (50) and (52), the first-order derivative of Q L can be calculated as x at the next step, respectively. As a result, the explosion of complexity problem is successfully avoided and the controller constructed is significantly simplified.
Remark 6:
By constructing the input nonlinear pre-compensator illustrated in Fig. 2 , the input saturation can be dealt with through some common control approaches used for saturated systems, thus enhancing the flexibility in accounting for input nonlinearities and simplifying the control design.
. Stability Analysis
The goal pursued in this section is to evaluate the stability properties of the resulting closed-loop system. To investigate system stability, we begin with introducing the following Lyapunov candidate
Differentiating L and using (28), (38), (44) and (53) lead to Then, in accordance with the definition of first-order filters, we have
Substituting (56) and (57) into (55) 
For the above consequence, we have the following useful properties:
Employing Young's inequality and incorporating (59) into (58), the derivative of L can be further computed as
where is an arbitrarily small positive constant. M is defined as
Theorem 1:
Consider the AHV (4) with uncertain lumped disturbances and input nonlinearities described by (6) satisfying Assumptions 2 and 3. Under the control laws (27) and (49) 
L p is an invariant set. Furthermore, integrating (62) and through straightforward calculations, we
Next, in accordance with (25) , (32), (54) and (63), we obtain
As a consequence, V z and are uniformly ultimately bounded. Meanwhile, the tracking errors can converge to an arbitrarily small neighborhood around zero with the appropriate choice of the control parameters.
Remark 7:
The procedure for choosing the control law gains can be summarized as the following steps:
Step 1: Choose the time constants and Q according to the equation (61) and they should be chosen small values. The NDO gains, i.e., v l , Q l and l , should be set no more than one third of the frequency of the first vibration mode 1 to avoid exciting the flexible dynamics.
Step 2: Choose the control law gains i k , , , i V Q , according to the equation (61), while they shouldn't be selected too large due to the bounded control input. Therefore, one should balance the tracking performance and the control input to select appropriate values.
Step 3: The positive parameters D , D l , and l should be chosen and modulated in accordance with the magnitude of relevant variables.
. Simulation Results
In this section, simulation results are presented to illustrate the effectiveness of the proposed scheme. Table 1 . The detailed coefficients of the system can be acquired in [25] . Based on the engineering experience, To verify the proposed controllers more effectively, simulation results are divided into the following two representative cases:
A. Simulation for the AHV Without Input Constraint
Simulation on the longitudinal model of AHVs with no input constraint is presented first to test the good tracking performance of the proposed controller. The performance of the modified smooth inverse structure (noted as SIS) proposed in this paper is compared to the traditional smooth dead-zone inverse structure (noted as SDIS) in [29] and the conventional backstepping control (noted as CBC) scheme without handling the dead-zone. The control parameters used in the subsequent simulations were judiciously selected by trial and error for achieving a good tracking performance. The main control parameters of the three control schemes are presented in Table 2 .
Simulation results under the aforementioned three control schemes are presented in Figs. 3 and 4. To be specific, the tracking errors of altitude and velocity are shown in Fig. 3 . As shown in Fig. 3(a) , it can be seen that the tracking errors of altitude under both SIS and SDIS schemes exhibit a good convergence trend to a small neighborhood around zero in the presence of dead-zone, aerodynamic uncertainties and flexible modes, whereas the tracking error under CBC scheme is unsatisfactory due to the large steady error. Meanwhile, from Fig. 3 , it is obvious that the SIS scheme shows better tracking performance in terms of the magnitude of tracking errors when compared to SDIS scheme. Furthermore, as illustrated in Remark 2, there exist fewer uncertain parameters to be estimated under the SIS scheme, which also embodies the superiority of the proposed control scheme. In addition, control inputs under these control schemes are demonstrated in Fig. 4 . By inspecting these figures, we may notice that the control inputs e are smooth and bounded, but the upper bound of 20 is exceeded by all algorithms. In view of this, the input constraint should be further explicitly considered during the design procedure. 
B. Simulation for the AHV With Input Constraint and Dead-Zone
In this scenario, a severe case in which the actuator of the elevator not only suffers from dead-zone but also input constraint is considered. For comparison, in addition to the proposed controller (noted as SIS), the control scheme employed in [20] is also presented here, in which the input saturation and dead-zone , guarantee that the elevator deflection always ranges within its bound, as shown in Fig. 7 . Moreover, Fig. 11 records other significant states of the AHVs, that is, AOA, FPA, and pitch rate. It can be seen that all these states are within the admissible ranges illustrated in Table 1 , and they are almost coincident with corresponding virtual control signals.
Estimation results of the NDOs are given in Fig. 12 Summarizing all of the simulation cases, it is noticed that the proposed scheme accomplishes the expected mission successfully, despite the presence of input nonlinearities, aerodynamic uncertainties and flexible modes, and shows superior performance compared to other schemes. Moreover, the flexibility in selecting control parameters can be used to obtain the desired performance while satisfying the constraints on the control magnitude.
VII. Conclusion
This paper has investigated the longitudinal flight control problem of AHVs with input nonlinearities, aerodynamic uncertainties and flexible modes. An adaptive backstepping controller and a dynamic inverse controller have been designed for the altitude subsystem and velocity subsystem, respectively.
The proposed dynamic surface control scheme is free of the problem of "explosion of terms", thus significantly reducing the computational burden. In particular, a modified smooth inverse has been developed in this work. The utilization of this modified inverse not only compensates dead-zone effects but also relieves the computational burden. As another highlight of this paper, an input nonlinear pre-compensator has been proposed to handle input saturation and dead-zone. As such, this pre-compensator also simplifies the control design for the altitude subsystem subject to these two types of input nonlinearities. The simulations results have illustrated the effectiveness of the proposed control scheme. In view of the input nonlinearities, one would focus on the integration of hysteresis and saturation based on the adaptive backstepping control to obtain the preferable control performances in the future work.
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