Data science is historically a complex field, not only because of the huge amount of data and its variety of formats, but also because the necessity of collaboration between several specialists to retrieve valuable information. In this context, we created Bio-DIA, an online software to build data science workflow process focused in the integration of data and algorithms. Bio-DIA also facilitates the reusability of information/results obtained in previous process without the need of specific skills from the computer science field. The software was created with Angular at the front-end, Django at the back-end together with Spark to handle and process a variety of big data formats. The workflow/project is specified through XML file. Bio-DIA application facilitated the collaboration among users, allowing researcher ś groups to share data, scripts and information.
Introduction
A data science process relies on a sequence of steps (pipeline) in which data is explored, integrated, analyzed, and processed (modeled, classified, etc) , producing results that support (or not) to a given question/hypothesis. Several scientific fields are considered data-intensive, including biomedical sciences (Holzinger, Dehmer, and Jurisica 2014) , an area where data science processes deals with a huge volume of data, coming from numerous sources and in distinct formats and levels of complexity. These issues have become a problem in biomedical research as well. Data from different formats and origins, such as symptoms, medical record information, clinical and laboratory data, medical images, genetic information, electrophysiological data, etc. tend to be poorly structured and mainly treated individually; as a result, studies usually are unable to integrate them and find possible relations.
To execute a given data science process in biomedical sciences, a group of professionals is usually composed by members from different areas (ex: biologists, mathematicians, computational scientists, statisticians, among others). They must collaborate to accomplish their goals and among other responsibilities, they must also decide or chose, within a vast domain of computer environments, languages and frameworks that are suitable for their necessities. This decision usually is taken based on individual knowledge or preference, that most of the time, it is not the best for the group or the tasks to be executed. Moreover, building upon previous computational experiment is almost mandatory in a collaborative environment. Research teams from all over the globe share source codes, data, and results in order to continue developing new projects. Therefore, reusability and reproducibility compose the essential building blocks in this type of scientific enterprise.
Under the described scenario, some issues are important to carry out a collaborative project, including: (1) data integration, (2) algorithms integration and (3) reusability.
This study proposes a web-based tool to facilitate the construction of data science process pipelines, called Bio-DIA, which combine big data exploration, integration and analyses. The results obtained by the built pipelines can be reused to replicate studies, facilitating the testing of new hypothesis and questions. This platform will facilitate the data, script and knowledge sharing among the scientific community.
We studied several software that work based on the three major points just mentioned. We found four software: Splunk, Galaxy, Kepler, and Knime. All of them have basically the same purpose, to built a data science process, focusing on data integration and analysis. Below a brief summary of these software.
Splunk (Stearley, Corwell, and Lord 2010) is an online platform that can connect with all type of data: sensors, structure data, NoSQL; through the use of Hadoop´s ecosystem. However, a subscription is required to use all features available in Splunk and the free version is very limited for big data analysis because they provide only 500MB for data storage.
Galaxy (Goecks, Nekrutenko, and Taylor 2010) is an open-source tool that was built for biomedical research. Any user can build new features to fill some personal need and it is also possible to use common functions like sort, select, join, or even specific functions, like the ones for Next Generation Sequencing (NGS). The major problem with Galaxy is the lack of documentation since any user can build new features, which makes the management of the system quite complex.
Kepler (Ludäscher et al. 2006 ) is an open-source Multi-platform desktop application, whose main goal is the creation of data science workflows to the research community in general. It is an open-source application, allowing the creation of your own modules (BioKepler (Altintas 2011) is an example). As KEPLER is an offline tool, the collaboration among researchers is more difficult.
Knime (Beisken et al. 2013) is also an open-source desktop tool (available off and online) with the objective to find, organize and mine data. The tool is built using Hadoop and Spark and contains more than 1500 modules and plenty of examples for starters. The desktop version is free to use, allowing the creation of personal features.
Bio-DIA was compared with these tools and some advantages were noticed: (1) totally free to use if compared with Splunk and Knime; (2) the use of xml to built data science process simplify the way to manipulate and share information/results if compared with the steep learning curve needed to used Galaxy; (3) since Bio-DIA is an online tool, only an internet browser is needed to executed data science process, without the necessity to install any additional software in the local machine, as Kepler does.
Basic Structure of the Application
Bio-DIA is a web-based tool whose main goal is to provide an efficient platform for the integration of data and algorithms. Its front-end was developed using Angular 4, and the back-end uses Python programing language with Django framework as well as Spark. The use of Angular and Django allowed software scalability without loss of performance; and Spark permitted Bio-DIA to have a good scalability in the hardware side, being also capable to work with multiple types of data ( Figure 1 ).
The BIO-DIA application is able to read and process (Selection, Projection, Filters, etc) several structured data types such as: text formatted files (tsv, cvs) and tables in databases (MySQL and PostgreSQL). The application is also able to load and run scripts (source codes) from different programming languages, such as Python, R, Perl and Shell.
Bio-DIA uses XML format to specify a data science workflow. The users are able to create a XML file (a "project" from now on) defining the workflow steps using several tags, such as: <data>, <select> and <save> to load, process and save data, respectively; the <algorithm> tag allows the loading and execution of scripts (see Supplemental Section 1: Tags and attributes definition and description). The data saved for a project can be used in another project using the tag <sub_project> (Supplementary Section 6: Figure S9 ).
Scripts usually need parameters to customize their execution. Using two embedded tags in the <algorithm> tags, Bio-DIA is able to send parameters to the script in two different ways. The first one is by using the <value> tag (Supplementary Figure S8, line 7) , which is used to pass static values like numbers, strings or list of them (e.g.: a,b,c or 1,2,3); the second one is the <inter_data> tag (Supplementary Figure   S8 , line 6) used to reference data that was previously crated/generated in the current project. This is done through the value of the id typo, defined usually in the tags <data>, <select> or <sub_project>. This tag structure creates a standard scripting interface that allows a different code to be suitable for use by different researchers without them having to know computer coding.
A script executed inside a Bio-DIA project usually reads/writes (input/output) data or files. In order to control these events, Bio-DIA automatically add four (4) hidden parameters to decide where the data will be read or written. Therefore, the scripts have access to these parameters, which are named as:
DIR, ID, XMLID and PROJECT; and they are sent in this order (more details, see Supplementary Section 2).
Bio-DIA was tested under a model HP Proliant DL386-G6 (AMD Opteron 243 with 12 cores) server, with 32 GB of RAM, and hard-disk space of 292GB.
Figure 1:
Bio-DIA architecture and technologies. The front-end was developed with Angular. A simple xmleditor was developed, allowing the user to create and submit his XML projects. For more details about the user interface, see Supplementary Section 5. After the XML is created, the front-end will send the xml file to the back-end (server) to be processed. In case the project requires any data, script or other project, Bio-DIA will carry out its execution. Once the project is finished, outputs are usually generated for further analysis. All the back-end was developed under Python/Django framework and Spark libraries as big data processing.
Results
In this section, we present 3' projects in order to verify the results of Bio-DIA software according with the original pipeline executed. Although it could be use data from any science field, we focused on case studies applied to Bioinformatics field. First, we will present 2 projects that are usually very used on the Bioinformatics field, and finally we reproduce a previous work published by our group in (Silva et al 2015) , that also used the two pipelines previously mentioned. We checked all the uploading, processing and writing events, comparing the results of the original code source.
Case 01: Identifying conflicting genes names (Gene identifiers standardization)
This case was built to address the inconsistency regarding the gene identification (id) value in different databases, such as id conversions between Entrez , Ensembl (Flicek et al. 2013 ), HUGO Symbol (Eyre et al. 2006 ) and RefSeq . The project was created to confer and identify values discrepancy, which can be a time-consuming activity, delaying significantly the projects during data integration and cross-database analysis. This bottleneck is often related to a large data volume and data version, producing false associations and possible misinterpretations. Nowadays, several tools are available to solve this problem, like MyGene (Xin et al. 2015) and Biomart (Durinck et al. 2005) . In this context, we illustrate a protocol to bypass this problem using Bio-DIA XML syntax (Figure 2) which a python script algorithm takes two external inputs: a list of gene identifiers (geneList.tsv), and the subset of columns to produces a TSV file (Output). A local database file is consulted by the script to show the distinct ID types (such as: HUGO Symbol, Ensembl Gene, Transcript RefSeq, and NCBI Entrez) from the selected inputs (geneList.tsv). The red box delimited shows an internal input that the script will be able to access. (B) XML script to execute the pipeline shown in A. Line 2, using <data> tag, is in charge to load the gene list input (geneList.tsv file seem in A). Line 3 defines a python-type scrip named "gene_id_mapping.py". From line 4 to 7 are defined the parameters for the algorithm. The first parameter (line 5), is the gene list that is referenced by the 'data1' which was previously defined in line 2 as id. The second parameter (line 6), passed as values, is the subset columns.
Case 02: Genes related with a tumor and platform
In the present case, the goal of the task is to search and retrieve a specific list of genes from TCGA (https://tcga-data.nci.nih.gov), an external database that stores data from roughly eleven thousand patients comprising 32 tumor types. The R script gets 3 parameters: the list of desired genes, the tumor name (in this case GBM), and the type of the filter (platform) that is 'mrna' in the present case. The output is a text file containing 5 columns (sample, gbm_tcga_rna_seq_v2_mrna, gbm_tcga_mrna, gbm_tcga_mrna_U133 and gene name), and their names will change according to the parameters passed.
A workflow and the corresponding XML file of this case are shown in Figure 3 . with the TCGA external database and retrieve a filtered list with the genes related with the tumor GBM(Glioblastoma) and mrna as platform. The red box is just delimiting the R algorithm context, which is in charge to connect and access TCGA. (B) XML script to execute the pipeline shown in A. The line 1 defines the project tag and its attributes (name and public, see Supplementary Section 1). The line 2 uses a <data> tag to load the gene list file (db_name = "geneList.tsv"). From lines 3-10 the R script is executed with three parameters (from lines 4 to 7): lines 5,6 and 8, through <value> tag, the 'GENOMICS', 'GBM' and 'MRNA_EXPRESSION' are passed as string values respectively; in line 7, through <inter_data> tag, the data1 is passed, which is pointing to the list of genes referenced by the id created in line 2.
Case 3: Cancer/testis (CT) project
The CT study was published by our group in (da Silva et al. 2017) , in which the integration of gene expression and clinical data guided us to detect some CT genes that are associated to prognosis in different types of cancer. This study executed a genome-wide screen for CT genes using data from several databases; hence, we reproduced the original pipeline ( Figure 4A It starts accessing 3 databases using <data> tags (lines 2, 3 and 4 for HBM, GTEX and HPA databases respectively). In line 5, a script shell, named "copy_protein_code.sh", is called using <algorithm> tag. This script is in charge to copy to the Bio-DIA folder (defined by DIR parameter) a list of genes from the human genome that are validated by the NCBI, making possible to get only protein-coding genes from these 3 databases. Subsequently (from line 6-26), a Perl source code, named "expression_anaysis.pl", is called 3 times to filter the databases. Each call has three parameters: the database (using <inter_data> tag), the tissue and the cutoff. The last two arguments, both are passed by values (using <value> tag). The last step, an R source code is called with 3 parameters, which are the second output of each perl algorithm previous executed (using <inter_data> algo_perl_1::2</inter_data>). (C) XML script lines that reproduce the second project so-called CTs_2. Through the <sub_project> tag (Line 2) and its attribute output, BIO-DIA is able to load the specific output 7 (listGeneName.txt) from the project already executed, CTs. Then, a python script (case1) is executed, receiving the <sub_project id='sub1'> and the parameters -s for subset columns and the '-m' for the mapping type. After that, a new script is executed 'expression_table.py', receiving as parameter the first output generated(geneList) by the previous script 'gene_id_expression.py', and the second parameter '-n' passing the tumor name (BLCA). The next script on line 17 -30 is used the case 2, getting Genomics and Clinical data from the tumor (SKCM), finally, the algorithm in line 31, is receiving as parameters the data collected by the scripts(algo_r_1 and algo_r_2) with these outputs, it will be possible to make plots to check what genes are helping the patients to live longer. [DOI:10.1126/science.1260419]. Normalized transcript level in each tissue was converted to a proportional score (transcript level in a tissue divided by the sum of levels in all tissues), and a threshold of at least 0.9 was used to select genes preferentially or exclusively expressed in testis (additionally, a more restrict threshold of 0.99 was performed).
In the next step from the pipeline, RNA-Seq data from TCGA with 6,221 tumor samples and 15 tumor types were used to identify genes significantly expressed in a given tumor, considering them as putative CT gene if it had a level of expression (cutoff threshold of RSEM >1) in at least 10% or 15% of all informative samples for a given tumor. Finally, the integration of gene expression, abundance of CD8+ cells infiltration and clinical data led us to identify dozens of CT genes associated with either good or poor prognosis observing the survival curve.
Conclusions
We implemented an application to help the scientific community to overcome issues related with data/algorithm integration and replicability; with the main goal to provide a web-based tool to improve scientific collaboration. The Bio-DIA project/pipelines, specified by XML, intent to make easier the access to big data with different types of formats, execute algorithms (scripts) developed in different languages (R, python, Shell, and Perl) and reuse/share these results among projects.
Bio-DIA can be accessed via public site at https://ucrania.imd.ufrn.br/biodia-app/. We developed a simple graphic user interface (GUI), providing the necessary functionalities to manage (create, retrieve, edit, remove and execute) the projects and their results. More details and explanation of the GUI can be found in Supplementary Section 5. In further versions, a new GUI will be available to manage and automatically generate projects by only dragging-and-dropping graphic shapes, icons and their connections. Thus, knowledge of XML will no longer be required to use Bio-DIA, making its use even simpler for a heterogeneous data science team.
