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Solvability of dissipative second order left-invariant
differential operators on the Heisenberg group
Detlef Mu¨ller
Abstract
We prove local solvability for large classes of operators of the form
L =
2n∑
j,k=1
ajkVjVk + iαU,
where the Vj are left-invariant vector fields on the Heisenberg group satisfying the
commutation relations [Vj, Vj+n] = U for 1 ≤ j ≤ n, and where A = (ajk) is a
complex symmetric matrix with semi-definite real part. Our results widely extend
all of the results for the case of non-real, semi-definite matrices A known to date,
in particular those obtained recently jointly with F. Ricci under Sjo¨strand’s cone
condition. They are achieved by showing that an integration by parts argument,
which had been applied in different forms in previous articles, ultimately allows for
a reduction to the case of operators L whose associated Hamiltonian has a purely
real spectrum. Various examples are given in order to indicate the potential scope
of this approach and to illuminate some further conditions that will be introduced
in the article. 1
1 Introduction
Consider the standard basis of left-invariant vector fields on the Heisenberg group Hn,
with coordinates (x, y, u) ∈ Rn × Rn × R:
Xj = ∂xj −
1
2
yj∂u , j = 1, · · · , n ,
Yj = ∂yj +
1
2
xj∂u , j = 1, · · · , n ,(1.1)
U = ∂u.
We also write V1, . . . , V2n for X1, . . . , Xn, Y1, . . . , Yn (in this order), and, consistently,
v = (x, y) ∈ R2n.
Given a 2n× 2n complex symmetric matrix A = (ajk), set
(1.2) LA =
2n∑
j,k=1
ajkVjVk ,
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and, for α ∈ C,
LA,α = LA + iαU .(1.3)
These operators can be characterized as the second order left-invariant differential opera-
tors on Hn which are homogeneous of degree 2 under the automorphic dilations (v, u) 7→
(δv, δ2u).
It is the goal of this article to devise large classes of operators LA,α with non-real
coefficient matrices A that are locally solvable, extending and unifying in this way results
from previous articles, including [3], [9], [10] and [11]. The case of real coefficients had
been treated in a complete way in [13], see also [15]. For background information on the
problem of local solvability for such operators and further references, see [14], [11].
In order to motivate the conditions on the coefficient matrix A that we shall impose,
let me point out that there are various indications that, at least in ”generic” situations of
sufficiently high dimension, local solvability of LA,α will only occur if the principal symbol
pA satisfies a sign condition, i.e if there exists some θ ∈ R such that Re (e
iθpA) ≥ 0
(see e.g. [10], [8] and the examples to follow). We know of locally solvable operators
LA,α which do not satisfy a sign condition (see [7], [8]), but these examples effectively
only occur in low dimensions. For θ = 0 (which we may then assume without loss of
generality), the sign condition means that LA,α is a dissipative differential operator, or,
equivalently, that ReA ≥ 0. The latter condition is what we shall assume throughout the
paper. This condition is considerably weaker than Sjo¨strand’s cone condition (see [17]),
which was imposed in [11] and which for the operators (1.3) just means that there is a
constant C > 0 such that |ImA| ≤ C ReA.
The operators LA,α have double characteristics, and for such operators it is known
that it is not only the principal symbol that governs local solvability, but that also the
subprincipal symbol in combination with the Hamiltonian mappings associated with dou-
bly characteristic points plays an important role. Due to the translation invariance of our
operators and the symplectic structure that is inherent in the Heisenberg group law, these
Hamiltonians are essentially encoded in the Hamiltonian S ∈ sp(n,C), associated to the
coefficient matrix A by the relation S := −AJ (see e.g. [14]). Here, J denotes the matrix
J :=
(
0 In
−In 0
)
. In order to emphasize the central role played by S, we shall therefore
also denote LA,α by LS,α.
One of our main results, Theorem 2.1, states that, under a further, natural condition,
the question of local solvability of the operators LS,α can essentially be reduced to the
case where the Hamiltonian S has only real eigenvalues.
This is achieved by showing that an integration by parts technic, which had been
introduced by R. Beals and P.C. Greiner in [1] and since then been applied in modified
ways in various subsequent articles, e.g. in [11], when viewed in the right way, ultimately
allows to show that LS,α is locally solvable, provided that LSr ,β is locally solvable for
particular values of β. Here, Sr is the ”part” of S comprising all Jordan blocks associated
with real eigenvalues.
In combination with some partial results for the case of real eigenvalues, this theorem
allows to widely extend all the results known to date for operators LA,α with non-real
coefficient matrices A (see Theorems 2.5, 2.7). Moreover, we believe that our proofs have
become simplier compared e.g. to [11], because of the new structural insights given by
Theorem 2.1.
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The article is organized as follows. Section 2 contains the basic notation, which is
mostly taken from [11], and the statements of the main results. Moreover, we present
various examples which help to illustrate some additional conditions imposed in our the-
orems.
The preparatory material on the algebraic properties of symplectic transformations
needed in the proofs of our main results is collected in Section 3.
Section 4 is devoted to the discussion of examples, including those mentioned in Sec-
tion 2.
In Section 5, following some line of thoughts in [1], we derive explicit formulas for
the one-parameter semigroups {etLA,α}t>0. Since LA,α is assumed to be dissipative, these
semigroups do exist, at least as linear contractions on L2(Hn). For the case where ReA
is strictly positive definite, such formulas had been established in [11] by means of the
oscillator semigroup, introduced by R. Howe in [6]. Starting from formula (5.10) in The-
orem 5.2, [11], we extend its range of validity to arbitrary matrices A with ReA ≥ 0, by
adapting some limit arguments from [5] to the setting of twisted convolution operators.
We should like to mention that the main result in this section, Theorem 5.5, could also be
derived directly from Theorem 4.3 in [5] by means of the Weyl transform, which relates
twisted convolution operators to pseudo-differential operators in the Weyl calculus. We
prefer to present our approach, nevertheless, since we believe that the approach through
the oscillator semigroup is somewhat simpler than in [5] and [1].
We also study the analytic extension of our formulas to the case of arbitrary complex
matrices A and complex time parameter t. This will be useful in the proof of Theorem
2.1, which will be given Section 6, in that it allows to use complex symplectic changes of
coordinates in some situations.
Finally, in Section 7, we prove some partial results on the case where S has purely real
spectrum, which in combination with results from [13] lead to Theorem 2.5. Moreover, in
Proposition 7.3, we shall prove by means of a representation theoretic criterion from [8]
that the operators from Example 2.6 are always locally solvable. This result shows that
the simple minded approach used in Proposition 7.1 is rather limited, and that new ideas
will be need in order to obtain a better understanding of the case where S has purely real
spectrum.
2 Statement of the main results
In order to emphasize the symplectic structure on R2n which is implicit in (1.1), and at
the same time to provide a coordinate-free approach, we shall adopt the notation from [11]
and work within the setting of an arbitrary 2n-dimensional real vector space V , endowed
with a symplectic form σ. The extension of σ to a complex symplectic form on V C, the
complexification of V , will also be denoted by σ.
If Q is a complex-valued symmetric form on V , we shall often view it as a symmetric
bilinear form on V C, and shall denote by Q(v) the quadratic form Q(v, v). Q and σ
determine a linear endomorphism S of V C by imposing that
σ(v, Sw) = Q(v, w).
Then, S ∈ sp(V C, σ), i.e.
(2.4) σ(Sv, w) + σ(v, Sw) = 0.
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S is called the Hamilton map of V . Clearly, S is real, i.e. S ∈ sp(V, σ), if Q is real.
If T : U → W is a linear homomorphism of real or complex vector spaces, we shall
denote by tT : W ∗ → U∗ the transposed homomorphisms between the dual spaces W ∗
and U∗ of W and U , respectively, i.e.
( tTw∗)(u) = w∗(Tu), u ∈ U,w∗ ∈ W ∗.
As usually, we shall identify the bi-dual W ∗∗ with W .
If Q is any bilinear form on V (respectively V C), there is a unique linear map Q : V →
V ∗ (respectively Q : V C → (V C)∗) such that
(2.5) (Qv)(w) = Q(v, w),
and Q is a linear isomorphism if and only if Q is non-degenerate. In particular, the map
J : V C → (V C)∗, given by
(2.6) (J v)(w) = σ(w, v),
is a linear isomorphism, which restricts to a linear isomorphisms from V to V ∗, also
denoted by J . We have tJ = −J , so that (2.4) can be read as
(2.7) J S + tSJ = 0.
Moreover, if the form Q in (2.5) is symmetric, then tQ = Q and Q = J S.
By composition with J , bilinear forms on V can be transported to V ∗, e.g. we put
σ∗(J v,Jw) := σ(v, w), Q∗(J v,Jw) := Q(v, w).
In analogy with (2.5) and (2.6), we obtain maps from V ∗ to V (respectively from (V C)∗
to V C) which satisfy the following identities:
(2.8) J ∗ = −J −1, Q = tJQ∗J = −JQ∗J , S∗ = J SJ −1 = − tS.
The canonical model of a symplectic vector space isR2n, with symplectic form σ(v, w) =
tvJw =: 〈v, w〉, where
J :=
(
0 In
−In 0
)
.
Identifying also the dual space with R2n (via the canonical inner product on R2n), we
have J v = Jv. Moreover, of course (R2n)C = C2n.
If a general symmetric form Q is given by Q(v, w) = tvAw, where A is a symmetric
matrix, we have the following formulas:
(2.9) Qv = Av, Sv = −JAv, S∗v = −AJv.
These formulas apply whenever we introduce coordinates on V adapted to a symplectic
basis of V , i.e. to a basis X1, . . . , Xn, Y1, . . . , Yn such that
σ(Xj , Xk) = σ(Yj, Yk) = 0, σ(Xj , Yk) = δjk
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for every j, k. Observe that in V ∗, the dual of a symplectic basis is symplectic with respect
to σ∗. The Heisenberg group HV built on V is V × R, endowed with the product
(v, u)(v′, u′) := (v + v′, u+ u′ +
1
2
σ(v, v′).
Its Lie algebra hV is generated by the left-invariant vector fields
Xv = ∂v +
1
2
σ(·, v)∂u, v ∈ V.
The Lie brackets are given by [Xv, Xw] = σ(v, w)U , with U := ∂u.
We regard the formal expression (1.2) defining the operator LA as an element of
the symmetric tensor product S2(V C) (with V C = C2n), hence as a complex symmetric
bilinear form Q∗ on (V C)∗. With this notation, the Hamilton map S∗ of Q∗ is
(2.10) S∗v = −JAv,
and the Hamilton map of the corresponding form Q on V C is
(2.11) Sv = −AJv.
Since the solvability of LA,α is closely connected to the spectral properties of the associated
Hamilton map, we shall also write
LA =: LS, LA,α =: LS,α.
We remark that [LS1 , LS2 ] = −2 L[S1,S2]U . The following structure theory for elements
S ∈ sp(V C, σ) will be important (see e.g. [5], [11]).
If specS ⊂ C denotes the spectrum of S, then −λ ∈ specS whenever λ ∈ specS.
Moreover, if Vλ denotes the generalized eigenspace of S belonging to the eigenvalue λ,
then
(2.12) σ(Vλ, Vµ) = 0, if λ+ µ 6= 0.
In particular, Vλ and V−λ are isotropic subspaces with respect to the symplectic form σ,
and Vλ ⊕ V−λ is a symplectic subspace of V
C, if λ 6= 0, while V0 is symplectic too. We
thus obtain a decomposition of V C as a direct sum of symplectic subspaces which are
σ-orthogonal:
(2.13) V C = V0 ⊕
⊕∑
λ6=0
Vλ ⊕ V−λ.
Here, the summation takes place over a suitable subset of specS. Notice that the decom-
position above is also orthogonal with respect to the symmetric form Q(v, w) = σ(v, Sw),
since the spaces Vλ are S-invariant. (2.13) induces an orthogonal decomposition
(2.14) V C = Vr ⊕ Vi,
where Vr :=
⊕∑
λ∈R∩specS
Vλ and Vi :=
⊕∑
µ∈(C\R)∩spec S
Vµ. Correspondingly, S decomposes as
(2.15) S = Sr + Si,
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where we have put Sr(u + w) := S(u), Si(u + w) := S(w), if u ∈ Vr and w ∈ Vi. Then
also Sr and Si are in sp(V
C, σ), and Sr respectively Si corresponds to the Jordan blocks
of S associated with real eigenvalues respectively non-real eigenvalues.
Next, S can be uniquely decomposed as S = D +N such that D is semisimple, N is
nilpotent and DN = ND. The endomorphisms D and N in this Jordan decomposition
of S are polynomials in S, and it is known from general Lie theory that D,N ∈ sp(V C, σ)
(see e.g. [2]).
This can also be seen directly. For this purpose, we may assume without loss of
generality that V C = Vλ ⊕ Vλ, for some λ 6= 0 (the case V
C = V0 is obvious). Then, if
vλ, wλ are in Vλ and v−λ, w−λ in V−λ, we have
σ(D(vλ + v−λ), wλ + w−λ) = σ(λvλ − λv−λ, wλ + w−λ)
= σ(vλ, λw−λ) + σ(v−λ,−λwλ)
= −σ(vλ + v−λ, D(wλ + w−λ)).
Applying the Jordan decomposition to Sr, we can uniquely write
(2.16) Sr = Dr +Nr,
with Dr semisimple, Nr nilpotent and DrNr = NrDr.
Our first main result is a reduction theorem, which allows in many cases to reduce the
question of local solvability of LS,α to essentially the same question for the operator LSr,β,
for particular values of β ∈ C. Its proof is based on an integration by parts argument,
variants of which had already been used in [1] as well as in several subsequent articles,
e.g. in [9], [11]. We believe that our approach reveals more clearly and conceptually the
potential range of validity of such technics of integration by parts, by showing that they
allow a reduction to the study of the operators LSr ,β.
A main obstruction to applying this technic is the fact that the spaces Vλ ⊕ V−λ, for
λ ∈ R \ {0}, are in general not invariant under complex conjugation. This had already
been observed by L. Ho¨rmander [5], who gave an example for the related case λ = 0, and
we shall give further examples in Section 4.
We shall therefore mostly work under the following hypothesis:
(R) Vλ ⊕ V−λ is invariant under complex conjugation, for every λ ∈ R \ {0}.
We write
specSi = {±ω1, . . . ,±ωn1} ⊂ C \ R,
where the eigenvalues ±ωj are listed with their multiplicities, and where
(2.17) νj := Imωj > 0, j = 1, . . . , n1.
We also put
ν :=
n1∑
j=1
νj, νmin := min
j=1,...,n1
νj .
Theorem 2.1 Assume that ReQS ≥ 0, that Si 6= 0 (i.e. ν > 0), and that condition (R)
is satisfied. Then, the following holds:
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(i) LS + iαU is locally solvable (and even admits a tempered fundamental solution), if
|Reα| < ν.
(ii) If M > 0, and if |Reα| < M , then LS + iαU is locally solvable, provided that
LSr+i(α±
n1∑
j=1
(2kj+1)iωj)U is locally solvable, for every n1-tupel (k1, . . . , kn1) ∈ N
n1
such that
n1∑
j=1
(2kj + 1)νj < M .
In view of Theorem 2.1, it thus becomes a major task to understand local solvability
when S has purely real spectrum.
There are various indications that, at least in sufficiently high dimensions, LS,α may
not be locally solvable, unless S satisfies the following sign condition:
(2.18) Re (eiθQS) ≥ 0 for some θ ∈ R
(see e.g. [8], and also the examples to follow). We shall therefore assume that (2.18) holds
for Sr, and even that, without loss of generality, ReQSr ≥ 0. The following proposition
gives a sufficient condition for this to hold.
Proposition 2.2 Assume that property (R) is satisfied and that N2r = 0, where Nr de-
notes the nilpotent part in the Jordan decomposition of Sr. Then ReQS ≥ 0 implies
ReQSr ≥ 0.
Consider the following examples, which shed some more light on the conditions in
Proposition 2.5.
Example 2.3 On H3, consider
LS := Y
2
1 +X
2
3 + 2X3Y1 + Y
2
3 + 2i(X1Y2 −X2Y1 − Y2Y3).
It is clear that ReQS ≥ 0. However, we will show in Section 4 that neither ReQSr ≥ 0,
nor ReQSi ≥ 0, even though Nr is 2-step nilpotent. Even worse, by Ho¨rmander’s criterion
(H), one checks that LSr + F und also LSi + F are not locally solvable, for every first
order differential operator F with smooth coefficients. This shows that Proposition 2.2
fails to be true without property (R), and that the entire approach in Theorem 2.1 will
in general break down, if (R) is not satisfied. Theorem 2.1 (i) remains nevertheless valid
in this example, i.e. LS + iαU is locally solvable for |Reα| < 1 (see Remark 6.3 following
Proposition 6.1).We do not know what happens if |Reα| ≥ 1.
Example 2.4 On H3, consider
LS := X
2
2 +X
2
3 + Y
2
3 + 2i(X1Y2 + bX2Y3), b ∈ R \ {0}.
Again, we have ReQS ≥ 0. We shall see that Sr = Nr is nilpotent of step 4 in this
example, and that ReQSr ≥ 0 is not satisfied (not even (2.18)). Again, Ho¨rmander’s
condition (H) is satisfied by LSr , so that LSr + F is not locally solvable, for every first
order term F . Notice that in this example property (R) does hold, since Sr = Nr, which
shows that the conclusion of Proposition 2.5 will in general not hold, if Nr is nilpotent of
step higher than 2, even under property (R).
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In our study of LSr , we shall therefore restrict ourselves to the case where N
2
r = 0.
Let us thus assume, for a moment, that specS ⊂ R, i.e. S = Sr, and that N
2 = 0,
where S = D + N is the Jordan decomposition of S. We write D = D1 + iD2, where
D1 = ReD, D2 = ImD. If we assume that D satisfies the following hypothesis
(C) [D1, D2] = 0,
then we can discuss local solvability of LS+iαU in a complete way, even without assuming
(R), by means of certain a priori estimates and the results in [13].
Theorem 2.5 Assume that S 6= 0 has purely real spectrum, ReQS ≥ 0, N
2 = 0, and
that property (C) is satisfied. Then the following holds true:
(i) If ReS 6= 0 or Reα 6= 0, then LS + iαU is locally solvable.
(ii) If ReS = 0, Reα = 0 and N 6= 0, then LS + iαU is locally solvable.
(iii) If ReS = 0, Reα = 0 and N = 0 then, after applying a suitable automorphism of
Hn leaving the center fixed, LS takes the form
(2.19) LS =
n∑
j=1
iλj(X
2
j + Y
2
j ),
with λ1, . . . , λn ∈ R. In particular, specS = {±λ1, . . . ,±λn}. Then LS + iαU is
locally solvable if and only if there are constants C > 0 and M ∈ N, such that
(2.20) |α±
n∑
j=1
(2kj + 1)iλj| ≥ C(1 + |k|)
−M ,
for every k = (k1, . . . , kn) ∈ N
n.
Consider the following example.
Example 2.6 On H2, let
LS := (m+ c1)Y
2
1 + (m− c1)Y
2
2 + 2c2Y1Y2 + 2i(X1Y2 −X2Y1),
where we assume that c21 + c
2
2 6= 0. It is easy to see that for m ≥
√
c21 + c
2
2 one has
ReQS ≥ 0. Moreover, we shall show that D and N are given by the block matrices
D =
(
iJ 0
C iJ
)
, N =
(
0 0
mI 0
)
,
where J =
(
0 1
−1 0
)
, C =
(
c1 c2
c2 −c1
)
and I =
(
1 0
0 1
)
, and that D2 = I, so that N2 = 0
and specS = {−1, 1}. One checks immediately that property (C) is not satisfied in this
example. Nevertheless, we shall prove in Section 7, Proposition 7.3, by means of some
explicit computations based on the group Fourier transform on H2, that LS + iαU is
locally solvable, for every α ∈ C.
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This example indicates that condition (C) may not be necessary in Theorem 2.5. We
shall further comment on Example 2.6 in Section 4.
The conditions in Theorem 2.5 are of course rather restrictive, but at present we do
not know of any approach which would allow to discuss much wider classes of operators
LS + iαU , with α ∈ C and specS ⊂ R, ReQS ≥ 0, even if S is nilpotent. A first, useful
step towards a better understanding of such operators might be a classification of normal
forms of matrices S satisfying S2 = 0, along the lines of [16].
Nevertheless, Theorem 2.5 in combination with Theorem 2.1 immediately gives the
subsequent theorem. It contains and widely extends, in combination with Theorem 2.5,
all of the positive results on local solvability which have been obtained hitherto under
the sign condition (2.18) in the “non-real” case (but for the discussion of the exceptional
values arizing in (ii)).
Theorem 2.7 Let S ∈ sp(n,C) be such that ReQS ≥ 0. Assume further that S has at
least one non-real eigenvalue and satisfies property (R), and that N2r = 0 and ReDr =
0, where Sr = Dr + Nr is the Jordan decomposition of Sr. Let ω1, . . . , ωn1 be as in
Theorem 2.1. Then the following holds:
(i) LS + iαU is locally solvable for every α ∈ C, provided Sr 6= 0.
(ii) If Sr = 0, then LS + iαU is locally solvable for all values of α in C \ ES, where ES
is the following set of exceptional values:
ES := {±
n1∑
j=1
(2kj + 1)iωj : k1, . . . , kn1 ∈ N}.
Remarks 2.8 (a) Assume that LS satisfies the cone condition in the sense of Sjo¨strand
and Ho¨rmander, i.e. there exists a constant C > 0, such that
(2.21) |ImQS(v)| ≤ C|ReQS(v)| ∀v ∈ R
2n.
Then it is known that S has at most one real eigenvalue, namely 0, that Sr = Nr is 2-step
nilpotent, and that Sr = 0 if and only if ker S is symplectic (see [11], Lemma 3.6).
Thus, Theorem 2.7 contains Theorem 2.2 in [11], except for the proof of non-solvability
for the exceptional values α ∈ ES, in case that Sr = 0.
(b) In the presence of property (R), the seemingly stronger condition ReDr = 0 is in fact
equivalent to the condition (C) for Sr, i.e. [ReDr, ImDr] = 0 (see Corollary 3.7).
3 On the algebraic structure of S
Let S ∈ sp(V C, σ) be the Hamilton map associated to the quadratic form Q on V , which
consequently we sometimes will also denote by QS. Our general assumption is that
(3.1) ReQ ≥ 0 on V.
This condition is equivalent to the following condition on the C-linear extension of Q to
V C × V C :
(3.2) ReQ(z, z) ≥ 0 ∀z ∈ V C.
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Here, complex conjugation in V C is meant with respect to the real form V of V C, i.e. for
z = v + iw ∈ V C we set z := v − iw.
In the sequel, we shall often indicate the real part of a linear map or form by an index
1, the imaginary part by an index 2. For instance,
S = S1 + iS2, Q = Q1 + iQ2.
The following proposition is due to Ho¨rmander ([5], Proposition 4.4).
Proposition 3.1 Assume that Q1 = ReQ ≥ 0. Then the following hold true for every
real eigenvalue λ of S:
(3.3) Ker (S − λ) = Ker (S + λ);
(3.4) S1Ker (S ± λ) = 0.
In particular, Ker (S − λ) ⊕ Ker (S + λ), 0 6= λ ∈ R, is the complexification of its
intersection with V , and so is KerS.
In [5] Ho¨rmander gives an example which shows that the space Vλ + V−λ, λ ∈ R, is in
general not self-conjugate, namely for the case λ = 0. We remark that our Example 2.3
presents a corresponding example for the case λ = 1. The following result is obvious.
Lemma 3.2 Assume that λ ∈ R \ 0, and that Vλ ⊕ V−λ is self-conjugate. Then V
R
λ :=
V ∩(Vλ⊕V−λ) is an S1 and S2-invariant real subspace of V such that Vλ⊕V−λ = V
R
λ +iV
R
λ ,
and ReQ ≥ 0 on V Rλ , if (3.1) holds. In particular, ReQ ≥ 0 on
∑
λ∈R\{0}
V Rλ , if S satisfies
condition (R).
Lemma 3.3 Assume that condition (3.1) holds. Then ReQSr ≥ 0 if and only if S(Vr) ⊂
Vr.
Proof. We have ReQS1 ≥ 0 if and only if
Re σ(v, Srv) ≥ 0 ∀v ∈ V
C.
Let v = u+ w, u ∈ Vr, w ∈ Vi. Then
Re σ(v, Srv) = Re σ(u+ w, Su) = ReQS(u, u) + Reσ(w, Su).
This is non-negative for every v ∈ V C if and only if Reσ(w, Su) = 0 for every u ∈
Vr, w ∈ Vi. Since Vr and Vi are complex vector spaces, this means that σ(w, z) = 0
or, equivalently, σ(w, z) = 0 for every w ∈ Vi and z ∈ S(Vr). Vi being the orthogonal
complement of Vr (w.r. to σ), the latter condition is equivalent to S(Vr) ⊂ Vr.
Q.E.D.
We can now easily prove Proposition 2.2. Since Vr = V0 ⊕
∑
λ∈R\{0}
(Vλ ⊕ V−λ), where
each of the occuring subspaces is S-invariant, and where Vλ ⊕ V−λ is self-conjugate for
λ 6= 0 (because of property (R)), we only have to show that S(V0) ⊂ V0, in order to
apply Lemma 3.3. But, S(V0) = Nr(V0) ⊂ KerNr ∩ Vr = KerS, and KerS = KerS by
Proposition 3.1, so that S(V0) ⊂ KerS ⊂ V0, which completes the proof.
Q.E.D.
The form ReQNr is always semi-definite, if N
2
r = 0, as the following result shows.
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Lemma 3.4 If N2r = 0, then (3.1) implies ReQNr ≥ 0 (even without property (R)).
Proof. Decompose v ∈ V C as v = w +
∑
λ∈R∩specS
vλ, where w ∈ Vi and vλ ∈ Vλ. Then
Nrv =
∑
λ
(S − λ)vλ, where (S − λ)vλ ∈ Ker (S − λ), since N
2
r = 0. By Proposition 3.1,
we have then (S − λ)vλ ∈ Ker (S + λ) ⊂ V−λ, so that
σ(v,Nrv) = σ(w +
∑
µ
vµ,
∑
λ
(S − λ)vλ)
=
∑
λ,µ
σ(vµ, (S − λ)vλ) =
∑
λ
σ(vλ, (S − λ)vλ),
since σ(Vr, Vi) = 0. Moreover, Re σ(vλ, (S − λ)vλ) = Reσ(vλ, Svλ), since Re σ(z, z) = 0 ∀z ∈
V C. We thus obtain
Re σ(vλ, (S − λ)vλ) = Reσ(vλ, Svλ) = ReQS(vλ, vλ) ≥ 0,
and then
ReQNr(v, v) = ReQNr(v, v) = Re σ(v,Nrv) = Re (v,Nrv) ≥ 0.
Q.E.D.
From now on, we assume that specS ⊂ R, i.e. S = Sr and N = Nr, and that N
2 = 0.
By Lemma 3.4, this implies ReQN ≥ 0. We put
W := N1(V ) +N2(V ) = {Re (Nz) : z ∈ V
C},
if N = N1 + iN2, and
K :=W⊥ = {v ∈ V : σ(v, w) = 0 ∀w ∈ W}.
Proposition 3.5 If specS ⊂ R,ReQS ≥ 0 and N
2 = 0, then W is an isotropic subspace
of V , and K = KerN1 ∩KerN2 ⊃W .
Moreover, S1(K) = 0, S2(K) ⊂ K, S2(W ) ⊂W , so that in particular also
D1(K) = 0, D2(K) ⊂ K and D2(W ) ⊂W .
Finally
(3.5) KC =
∑
λ∈specS
KerSλ
and
(3.6) W =
∑
λ∈specS,λ≥0
Wλ,
where Wλ := W ∩ (Ker (S − λ) + Ker (S + λ)).
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Proof. Since N2 = (N1 + iN2)
2 = 0, we have
(3.7) N21 = N
2
2 and N1N2 +N2N1 = 0.
Denote by V 1µ the generalized eigenspace of N1 corresponding to µ ∈ specN1 ⊂ C. (3.7)
implies that N2(V
1
µ ) ⊂ V
1
−µ. Moreover, since QN1 ≥ 0, all eigenvalues µ of N1 are purely
imaginary. Indeed, if N1v = µv, v 6= 0 and µ 6= 0, then QN1(v, v) 6= 0 (since otherwise
N1v = 0), and QN1(v, v) = σ(v,N1v) = µσ(v, v), where σ(v, v) ∈ iR. This implies µ ∈ iR.
Thus, either µ = 0, or µ = iν, ν ∈ R \ {0}. We shall exclude the second possibility.
Namely, if ν ∈ R \ {0}, then V 1iν ⊕V
1
−iν is an N1 and N2-invariant symplectic subspace
of V C, obviously also invariant under complex conjugation. Thus V 1iν ⊕ V
1
−iν is the com-
plexification of its intersection with V . We may therefore, for a moment, restrict ourselves
to the latter subspace and assume that V C = V 1iν ⊕ V
1
−iν . But, since QN1 ≥ 0, we then
have in fact QN1 > 0, which means that QN satisfies the cone-condition. Consequently,
by [5], Lemma 3.2, (see also [11], Lemma 3.1), kerN = 0, a contradiction.
We have shown that N1 has the only eigenvalue 0, and since QN1 ≥ 0, by the
classification of normal forms of quadratic forms on symplectic vector spaces (see e.g.
[5],Theorem 3.1], we have N21 = 0. By (3.7), then also N
2
2 = 0.
We will show that indeed
(3.8) N21 = N
2
2 = N1N2 = N2N1 = 0.
By (3.7), for v ∈ V we have
QN1(N2v,N2v) = σ(N2v,N1N2v)
= −σ(N2, v, N2N1v) = σ(N
2
2v,N1v) = 0,
which implies that N1(N2v) = 0, since QN1 ≥ 0. Consequently, N1N2 = 0, hence also
N2N1 = 0.
(3.8) shows that W = N1(V )+N2(V ) is an isotropic subspace of V which is contained
in KerN1 ∩KerN2. But one sees easily that KerN1 ∩KerN2 = W
⊥ = K.
Let us decompose V C =
∑⊕
λ Vλ, where summation is over all λ ∈ specS ⊂ R, and
let v =
∑
λ
vλ ∈ V
C, with vλ ∈ Vλ. In order to prove (3.5), we observe that K
C =
KerN ∩KerN , and that v ∈ KerN if and only if vλ ∈ Ker (S − λ) for every λ ∈ specS,
i.e. KerN =
∑
λ
Ker (S−λ). By (3.3), this space is self-conjugate, so that KerN = KerN ,
which shows (3.5). From (3.5) and (3.4) we obtain S1(K) = 0.
Next, for vλ ∈ Vλ, we have Dvλ = λvλ, hence
(3.9) Nvλ = (S − λ)vλ ∈ Ker (S − λ).
Together with (3.3), this implies
S(Nvλ +Nvλ) = λ(Nvλ −Nvλ),
so that S(Re (Nvλ)) = iλIm (Nvλ). Consequently, S2(Re (Nvλ)) = λIm (Nvλ) ∈ W ,
which shows that W is S2-invariant. Since S2 ∈ sp(V, σ), this implies that also K = W
⊥
is S2-invariant.
Finally, (3.6) is an immediate consequence of (3.9) and (3.3).
Q.E.D.
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Corollary 3.6 Under the hypotheses of Proposition 3.5, we have S21 = 0 and [S1, S2] =
[D1, D2].
Proof. Since S1(K) = 0, i.e. K ⊂ KerS1, we have S1(V ) = (KerS1)
⊥ ⊂ K⊥ = W ⊂ K,
so that
(3.10) S1(K) = 0, S1(V ) ⊂W.
This implies in particular S21 = 0, and since N1(K) = 0, N2(V ) ⊂W , also
(3.11) D1(K) = 0, D1(V ) ⊂W.
Consequently, D21 = 0 and NjD1 = D1Nj = 0, for j = 1, 2. Moreover, [D,N ] = 0 implies
[D1, N1] = [D2, N2] and [D1, N2] = −[D2, N1], so that in fact 0 = [D1, N1] = [D2, N2] and
0 = [D1, N2] = −[D2, N1]. Since also [N1, N2] = 0, we find that [S1, S2] = [D1, D2].
Q.E.D.
Corollary 3.7 Assume that S satisfies the hypotheses of Proposition 3.5 as well as prop-
erty (R). Then [D1, D2] = 0 if and only if D1 = 0.
Proof. One implication being trivial, we assume that [D1, D2] = 0. Because of (R),
we can decompose V as V =
⊕∑
λ6=0
(Vλ ⊕ V−λ) ∩ V ⊕ V0 ∩ V , where all subspaces in this
decomposition are S1- and S2-invariant, symplectic and pairwise orthogonal. We may
therefore reduce ourselves to one of these spaces, i.e. we may assume that specS =
{−λ, λ}, for some λ ∈ R. The case λ = 0 being trivial, let λ 6= 0. Then, D2 = λ2I, hence
D21 −D
2
2 = λ
2I, D1D2 +D2D1 = 0.
But, from (3.11), we know that D21 = 0, and since D1D2 = D2D1, we thus find that
D1D2 = D2D1 = 0 and D
2
2 = −λ
2I. This implies D1 = 0.
Q.E.D.
We conclude this section with a result, which shows that the only way that ReQD can
be semi-definite is that D1 = 0.
Lemma 3.8 Let D = D1+iD2 ∈ sp(V
C, σ) be such that D is semisimple and specD ⊂ R.
Then ReQD is semi-definite if and only if D1 = 0.
Proof. Let QD = Q1 + iQ2. We first observe that if Q1 is semi-definite, i.e. if Q1 ≥ 0 or
−Q1 ≥ 0, then Q1(z, z) = 0 implies that Q1(w, z) = 0 for every w ∈ V
C, that is, D1z = 0.
Next, if 0 6= v ∈ Vλ, we have Dv = λv, hence Q1(v, v) = λRe σ(v, v) = 0, so that
D1v = 0. We have thus shown that D1 vanishes on every eigenspace Vλ of D, hence
D1 = 0.
Inversely, if D1 = 0, then clearly ReQD = 0 is semi-definite.
Q.E.D.
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4 Examples.
Before we turn to the proofs of our main theorems, we shall discuss some examples,
including the ones from Section 2, in order to illustrate the conditions we imposed in our
algebraic results of Section 3.
Our first example demonstrates that the conditions in Theorem 2.7 are weaker than
the cone condition.
Example 4.1 On H2, consider
LS := X
2
1 +X
2
2 + i(X2Y2 + Y2X2).
Obviously, LS does not satisfy the cone condition. But, S = −AJ has one Jordan
block
(
0 0
1 0
)
, and one block
(
i 0
0 −i
)
, since SY1 = −X1, SX1 = 0, and SX2 = iX2,
S(Y2 −
i
2
X2) = −i(Y2 −
i
2
X2). Thus, Sr = Nr 6= 0 and N
2
r = 0.
Example 2.3 The operator in this example can be written as
LS = 2i(X1Y2 − (X2 + iX3)Y1) + Y
2
1 + Y
2
2 +X
2
3 + (Y3 − iY2)
2.
Observe that X˜1 := X1, X˜2 := X2 + iX3, X˜3 := X3, Y˜1 := Y1, Y˜2 := Y2, Y˜3 := Y3 − iY2 is a
complex symplectic basis of C6, and that LS can be written
LS = 2i(X˜1Y˜2 − X˜2Y˜1) + Y˜
2
1 + Y˜
2
2 + X˜
2
3 + Y˜
2
3 .
The matrix S˜ corresponding to the new basis is thus given by
S˜ = −

0 iJ
−iJ I 0
0
1 0
0 1
 ·

0 I
−I 0 0
0
0 1
−1 0
 =

iJ 0
I iJ 0
0
0 −1
1 0
 ,
with respect to the blocks of symplectic coordinates corresponding to X˜1, X˜2, Y˜1, Y˜2 and
X˜3, Y˜3. Here, J =
(
0 1
−1 0
)
and I =
(
1 0
0 1
)
. The first block of S˜ has eigenvalues ±1,
the second ±i, hence the first corresponds to Sr and the second to Si. We thus find that
LS = LSr + LSi , with
LSr = 2i(X1Y2 − (X2 + iX3)Y1) + Y
2
1 + Y
2
2
= Y 21 + Y
2
2 + 2X3Y1 + 2i(X1Y2 −X2Y1)
and
LSi = X
2
3 + (Y3 − iY2)
2 = X23 + Y
2
3 − Y
2
2 − 2iY2Y3.
This shows that we have ReQS ≥ 0, but neither ReQSr ≥ 0 nor ReQSi ≥ 0, even though
Nr is obviously 2-step nilpotent.
In order to see that LSr and LSi satisfy Ho¨rmander’s condition (H), observe that for
S ′, S ′′ ∈ sp(n,R), the Poisson bracket of the principal symbols of LS′ and LS′′ corresponds
to the principal symbol of the commutator [LS′ , LS′′ ].
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And,
[LReSr , LIm Sr ] = [Y
2
1 + Y
2
2 + 2X3Y1, X1Y2 −X2Y1] = −2X3Y2U,
so that, at the origin, for the operator (LR + first order term), the condition (H) reduces
to solving the system
η21 + η
2
2 + 2ξ3η1 = 0, ξ1η2 − ξ2η1 = 0, ξ3η2 6= 0.
One solution is given by ξ1 = ξ2 = ξ3 = 1, η1 = η2 = η3 = −1.
Similarly, since [X23 + Y
2
3 − Y
2
2 , Y2Y3] = 2X3Y2U , condition (H) for the operator LSi
reduces to solving the system
ξ23 + η
2
3 − η
2
2 = 0, η2η3 = 0, ξ3η2 6= 0.
A solution is given whenever η3 = 0 and ξ3 = η2 = 1.
Example 2.4 For b ∈ R \ {0}, consider on H3 the operator
LS := X
2
2 +X
2
3 + Y
2
3 + 2i(X1Y2 + bX2Y3).
Then, clearly ReA ≥ 0, and S = −AJ is given by
S =

0 0 i 0
1 0 0 ib
1 0 0 0
0 0 0 0
i 0 0 0
0 ib 0 1
 ·
(
0 −I
I 0
)
=

0 i 0 0
0 0 ib −1
0 0 0 −1
0 0 0 0
0 −i 0 0
1 0 −ib 0
 .
Then, with respect to the new, complex symplectic basis
X˜1 := Y1 − bY3, X˜2 := −b
2X1 + bX3 − iY2, Y˜1 := −X1, Y˜2 := −iX2
X˜3 := X3 + bX1 − bX2 + iY3, Y˜3 :=
i
2
(X3 + bX1 + bX2 − iY3),
S is represented by the block matrix
S˜ =
 M 0
0
−i 0
0 i
 ,
where
M :=

0 0 0 0
1 0 0 0
−b2 0 0 −1
0 −(b2 + 1) 0 0
 .
One checks easily that M is 4-step nilpotent, hence conjugate to the matrix
0
1 0
1 0
1 0
 .
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Consequently, Sr = Nr is 4-step nilpotent, and with respect to our complex basis, Sr is
represented by the matrix S˜r =
(
M 0
0 0
)
, and S˜i by
 0 0
0
−i 0
0 i
. Since
M ·
(
0 I
−I 0
)
=

0 0 0 0
0 0 1 0
0 1 −b2 0
0 0 0 −(b2 + 1)
 and (−i 00 i
)(
0 1
−1 0
)
=
(
0 −i
−i 0
)
, we
thus find that
LSr = 2X˜2Y˜1 − b
2Y˜ 21 − (b
2 + 1)Y˜ 22 = b
2X21 + (b
2 + 1)X22 − 2bX1X3 + 2iX1Y2
and
LSi = −2iX˜3Y˜3 = (X3 + bX1)
2 − b2X22 + Y
2
3 + 2ibX2Y3.
Clearly, neither is QReSr ≥ 0, nor QReSi ≥ 0. And, arguing similarly as in the previous
example, condition (H) for (LSr + first order term) reduces to solving the system
b2ξ21 + (b
2 + 1)ξ22 − 2bξ1ξ3 = 0, ξ1η2 = 0, ξ1ξ2 6= 0.
A solution is given by ξ1 = ξ2 = 1, ξ3 = (2b
2 + 1)/(2b), ηj = 0, j = 1, 2, 3.
In a similar way, one checks that also LSi satisfies condition (H).
The last two examples show that one can neither dispense with the condition (R), nor
with the condition that Nr be nilpotent of step at most two, in Proposition 2.2.
We remark that Example 2.4 is, in a way, of minimal dimension, if one wants to show
the latter statement. More precisely, it is of minimal possible dimension, if one requires
the nilpotent part Nr to consist of just one Jordan block. This can easily be seen from
the classification of normal forms of elements in sp(n,C) (see e.g. [5], Theorem 2.1),
which reveals that nilpotent elements in sp(n,C) consisting of just one Jordan block are
nilpotent of even step.
Example 2.6 On H2, consider
LS := (m+ c1)Y
2
1 + (m− c1)Y
2
2 + 2c2Y1Y2 + 2i(X1Y2 −X2Y1).
We assume that c1, c2 and m are real, that c
2
1 + c
2
2 6= 0 and m ≥
√
c21 + c
2
2. Then A is
given by
A =

0 0 0 i
0 0 −i 0
0 −i m+ c1 c2
i 0 c2 m− c1
 ,
and one verifies readily that ReA ≥ 0, since m ≥
√
c21 + c
2
2. Moreover, S = D+N , where
D and N are the block matrices
D =
(
iJ 0
C iJ
)
, N =
(
0 0
mI 0
)
,
with J :=
(
0 1
−1 0
)
and C :=
(
c1 c2
c2 −c1
)
.
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One computes that D2 = I, since CJ + JC = 0. This implies that D is conjugate to
the matrix
(
I 0
0 −I
)
, hence semi-simple. Moreover, N is 2-step nilpotent and commutes
with D, so that S = D+N is the Jordan decomposition of S. Clearly, specS = {−1, 1}.
But,
ReQD(v) =
tv
(
0 0
0 C
)
v, v ∈ R2 × R2,
and detC = −(c21 + c
2
2) < 0, so that ReQC is an indefinite quadratic form. This is in
agreement with Lemma 3.8, since D is not purely imaginary.
Remark 4.2 In the study in [13] of operators LS with real matrices S ∈ sp(n,R) whose
spectrum is purely real, it had been most useful to apply the Jordan decomposition
S = D+N of S in order to factorize Γµt,S = Γ
µ
t,D×µ Γ
µ
t,N . As the previous example shows,
there is no hope of extending this approach to the complex coefficient case, since ReQD
may not be positive semi-definite, so that Γµt,D may not be tempered.
5 Twisted convolution and Gaussians
generated by L˜µS.
Assume that S ∈ sp(n,C) is such that ReQS ≥ 0. It is our main goal in this section
to determine the semigroup generated by the operator |U |−1LS. Our results present a
generalization of corresponding results in [12],[13], [11], and are directly related to those
in [5] by means of the Weyl transform. Instead of transferring the result from [5], Theorem
4.3, by means of the inverse Weyl transform, we prefer, however, to give a direct argument,
based on [11], Theorem 5.2 and ideas from [5] and [6].
We shall work in the setting of an arbitrary real symplectic vector space (V, σ) of
dimension 2n. Given two suitable functions ϕ and ψ on V and µ ∈ R× := R \ {0}, we
define the µ-twisted convolution of ϕ and ψ as
ϕ×µ ψ(v) :=
∫
V
ϕ(v − v′)ψ(v′)e−πiµσ(v,v
′) dv′,
where dv′ stands for the volume form σ∧(n).
If f is a suitable function on HV , we denote by
fµ(v) :=
∫ ∞
−∞
f(v, u)e−2πiµudu
the partial Fourier transform of f in the central variable u at µ ∈ R.
For µ 6= 0, we have
(5.1) (f ∗ g)µ(v) = fµ ×µ g
µ(v).
Moreover, if A is any left-invariant differential operator on HV , then there exists a differ-
ential operator A˜µ on V such that
(5.2) (Af)µ = A˜µfµ.
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Explicitly, if (x, y) ∈ Rn × Rn are coordinates on V associated with a symplectic basis
{Xj, Yj}, then
X˜µj ϕ = (∂xj − πiµyj)ϕ = ϕ×µ (∂xjδ0),
Y˜ µj ϕ = (∂yj + πiµxj)ϕ = ϕ×µ (∂yjδ0)(5.3)
U˜µϕ = 2πiµϕ,
and consequently,
(5.4) L˜µS = L˜
µ
A =
∑
j,k
ajkV˜
µ
j V˜
µ
k
is obtained from LA by replacing each Vj in (1.2) by V˜
µ
j . We remark that, for twisted
convolutions with ∂wδ0 on the left, there are analogous formulas:
(∂xjδ0)×µ ϕ = (∂xj + πiµyj)ϕ,(5.5)
(∂yjδ0)×µ ϕ = (∂yj − πiµxj)ϕ.
On V , we define the (adapted) Fourier transform by
fˆ(w) :=
∫
V
f(v)e−2πiσ(w,v)dv, w ∈ V.
Observe that then
ˆˆ
f = f and
∫
fg =
∫
fˆ gˆ, for suitable functions f and g on V .
Consider an arbitrary quadratic form Q on V C, with associated Hamilton map S ∈
sp(V C, σ). Once we have fixed a symplectic basis {Xj , Yj} of V , we may identify S with
a 2n × 2n-matrix. If ±λ1, . . . ,±λm are the non-zero eigenvalues of S, then det(cosS) =∏m
j=1 cos
2 λj, so that the square root
(5.6)
√
det(cosS) :=
m∏
j=1
cos λj
is well-defined. Observe that this expression is invariant under all permutations of the
roots of the characteristic polynomial det(S − λI), hence an entire function of the ele-
mentary symmetric functions, which are polynomials in (the coefficients of) S.
Thus, as already observed in [5],
√
det(cosS), given by (5.6), is a well-defined analytic
function of S ∈ sp(V C, σ).
We shall always consider TS := L˜
µ
S as the maximal operator defined by the differential
operator (5.4) on L2(V ); its domain dom(TS) consists of all functions f ∈ L
2(V ) such
that L˜µSf , defined in the distributional sense, is in L
2(V ).
Lemma 5.1 L˜µS is a closed operator. It is the closure of its restriction to S(V ).
The proof of Lemma 5.1 will be based on the following well-known observation, which
follows easily from the formulas (5.3) and (5.5) (compare also [6]).
Lemma 5.2 For w ∈ V , denote by ∂w the directional derivative ∂wf(v) =
d
dt
|t=0 f(v +
tw), and put εw := ∂wδ0. Then, the topology in S(V ) is induced by the semi-norms
||εw1 ×µ · · · ×µ εwN ×µ f ×µ εw1 ×µ · · · ×µ εwN ||,
where w1, . . . , wN , w
′
1, . . . , w
′
N are arbitrary elements of V .
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Proof of Lemma 5.1. The continuity of L˜µS on D
′(V ) implies the closedness of the
operator TS.
Next, observe that if f ∈ L2(V ) and ϕ, ψ ∈ S(V ), then it follows readily from
Lemma 5.2 that ϕ×µ f ×µ ψ ∈ S(V ).
Choose a Dirac family {ϕε} in D(V ) such that ϕε(v) = ε
−2nϕ(ε−1v), and assume that
f ∈ dom(TS). Then fε := ϕε ×µ f ×µ ϕε ∈ S(V ), and clearly fε → f in L
2(V ) as ε→ 0.
Moreover,
L˜µSfε = ϕε ×µ f ×µ (L˜
µ
Sϕε),
by the left-invariance of LS. And, straight-forward computations based on (5.3) – (5.4)
and the symmetry of LS shows that
f ×µ (L˜
µ
Sϕε)− (L˜
µ
Sf)×µ ϕε = f ×µ ηε,
where ηε(v) = ε
−2nη(ε−1v), η ∈ D(v) and
∫
η dv = 0. This implies
lim
ε→0
L˜µSfε = lim
ε→0
ϕε ×µ (L˜
µ
Sf)×µ ϕε = L˜
µ
Sf
in L2(V ), and thus {fε}ε converges in the graph norm to f.
Q.E.D.
Next, obviously the formal adjoint operator of L˜µS is given by L˜
µ
S
. In view of Lemma 5.1,
we thus have (L˜µS)
∗ = L˜µ
S
for the adjoint.
Lemma 5.3 Assume that ReQS ≥ 0. Then the operator L˜
µ
A = L˜
µ
S and its adjoint are
dissipative, hence it generates a contraction semigroup exp(tL˜µS), t ≥ 0, on L
2(V ).
Proof. Clearly, for f ∈ S(V ), we have
Re (L˜µAf, f) = −Re
∑
j,k
ajk(V˜
µ
j f, V˜
µ
k f)
= −Re
∫
V
ajkgj(v)gk(v) dv
= −
∫
V
ReQS(gj(v), gk(v)) dv ≤ 0,
if we set gj := V˜
µ
j f . This inequality remains true for arbitrary f ∈ dom(L˜
µ
A), by
Lemma 5.1, hence L˜µS is dissipative, and the same is true of the adjoint operator L˜
µ
S
,
since ReQS = ReQS. But then L˜
µ
S generates a contraction semigroup (cf. [18]).
Q.E.D.
For the case where ReQS > 0, an explicit formula for the semigroup exp(
t
|µ|
L˜µS) has
been given in [11], Theorem 5.2:
Theorem 5.4 If ReQS > 0, then for f ∈ L
2(V )
(5.7) exp(
t
|µ|
L˜µS)f = f ×µ Γ
µ
t,S, t ≥ 0,
where, for t > 0, Γµt,S is a Schwartz function whose Fourier transform is given by
(5.8) Γ̂µt,S(w) =
1√
det(cos 2πtS)
e−
2pi
|µ|
σ(w,tan(2πtS)w).
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This result can be extended to the semi-definite case.
Theorem 5.5 Denote by sp+(V C, σ) the cone of all elements S ∈ sp(V C, σ) such that
ReQS ≥ 0. Then the mapping S 7→ exp(L˜
µ
S)f is continuous from sp
+(V C, σ) to L2(V )
(respectively to S(V )), if f ∈ L2(V ) (respectively if f ∈ S(V )), and, for S ∈ sp+(V C)
the mapping t 7→ exp(tL˜µS)f is smooth from R+ to S(V ), for every f ∈ S(V ). Moreover,
for t ≥ 0, the operator exp( t
|µ|
L˜µS) is given by (5.7), where Γ
µ
t,S is a tempered distribu-
tion depending continuously on S, whose Fourier transform is given by (5.8) whenever
det(cos(2πtS) 6= 0.
Proof. In order to simplify the notation, let us assume µ = 1. We then write A˜ instead
of A˜1, if A is a left-invariant differential operator on HV , and ϕ× ψ instead of ϕ×1 ψ.
It is evident from Theorem 5.4 that, if ReQS > 0 and f ∈ S(V ), then f(t) = exp(tL˜S)f
is a C∞-function of t and S with values in S(V ), when t ≥ 0.
If w = (w1, . . . , wN), w
′ = (w′1, . . . , w
′
N) ∈ V
N , we put fw,w′ := εw1 × · · · × εwN × f ×
εw1 × · · · × εw′N .
Then
(5.9)
d
dt
fw,w′ = εw1 × · · · × εwN × (L˜Sf)× εw′1 × · · · × εw′N .
But, L˜S commutes with twisted convolutions on the left. Moreover, if W ∈ V is regarded
as a left-invariant vector field on HV , then for j = 1, . . . , 2n we have WVj = VjW +
σ(W,Vj)U. This implies
WVjVk = VjVkW + σ(W,Vk)VjU + σ(W,Vj)VkU,
hence, by some easy computation,
WLS = LSW + 2σ(W,
∑
j,k
ajkVk)VjU
= LSW + 2S(W )U.
Taking the partial Fourier transform in the central variable, we obtain
(L˜Sf)× εW = W˜ (L˜Sf) = L˜S(W˜f) + 4πiS˜(W )f,
i.e.
(5.10) (L˜Sf)× εW = L˜S(f × εW ) + 4πif × εS(W ).
Applying this repeatedly to (5.9), we get
(5.11)
d
dt
fw,w′ = L˜Sfw,w′ + 4πi
N∑
j=1
fw,(w′
1
,...,S(w′j),...,w
′
N
).
Since L˜S is dissipative, we conclude that
d
dt
∑
w,w′∈{V1,...,V2n}N
||fw,w′||
2
2 = 2
∑
w,w′∈{V1,...,V2n}N
Re
(
dfw,w′
dt
, fw,w′
)
≤ CN,S
∑
w,w′∈{V1,...,V2n}N
||fw,w′||
2,
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hence
(5.12) ||f(t)||2(N) :=
∑
w,w′∈{V1,...,V2n}N
||fw,w′||
2 ≤ etCN,S ||f(0)||(N),
where CN,S ≤ CN(1+ ||S||). Notice that, by Lemma 5.2, the semi-norms || · ||(N), N ∈ N,
induce the topology on S(V ).
Next, assume that ReQS ≥ 0 and ReQS′ > 0, and put h(t) := exp(tL˜S)f−exp(tL˜S′)f ,
where f ∈ S(V ). Then
d
dt
||h(t)||2
= 2Re (L˜S exp(tL˜S)f − L˜S′ exp(tL˜S′)f, h(t))
= 2Re (L˜Sh(t), h(t)) + 2Re (L˜S−S′, exp(tL˜S′)f, h(t))
≤ 2C||S − S ′|| || exp(tL˜S′)f ||(N)||h(t)||,
for some n ∈ N and C > 0. Thus, because of (5.12),
d
dt
||h(t)|| ≤ C||S − S ′||etCN,S′ ||f ||(N),
hence, if we assume without loss of generality that CN,S′ ≥ 1,
(5.13) ||h(t)|| ≤ C||S − S ′||(etCN,S′ − 1)||f ||(N).
From (5.13) one deduces that exp(tL˜S)f is continuous as a function of S with values in
L2(V ), first, for f ∈ S(V ), but then also for arbitrary f ∈ L2(V ), by the contraction
property. Once this is shown, it follows easily with the aid of (5.12) that exp(tL˜S)f is
also continuous as a function of S with values in S(V ), given f ∈ S(V ). In particular,
if S = limS ′, with ReQS′ > 0, then Γ
1
t,S′, given by (5.8), converges in S
′(V ) towards a
tempered distribution Γ1t,S, so that (5.7) holds true for arbitrary S ∈ sp
+(V C, σ).
Moreover, the dominated convergence theorem shows that also formula (5.8) remains
valid whenever det(cos 2πtS) 6= 0. Clearly, also the mapping S 7→ Γ1t,S ∈ S
′(V ) is
continuous.
Finally, since
S(V ) ⊂ dom(L˜kS) for every k ∈ N,
it follows easily from (5.9) and (5.12) that the mapping t 7→ exp(tL˜S)f is smooth from
R+ to S(V ) if f ∈ S(V ).
Q.E.D.
Observe that Theorem 5.5 implies that
(5.14) Reσ(w, tan(2πtS)w) ≥ 0 ∀w ∈ V, t ≥ 0,
whenever det(cos 2πtS) 6= 0.
In the coordinates v = (x, y) ∈ Rn × Rn, the symplectic Fourier transform can be
written as
fˆ(w) =
∫
f(v)e−2πi
twJv dv,
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and one computes that (∂vjf)
∧(w) = −2πi(Jw)j fˆ(w), ((Jv)jf)
∧(w) = − 1
2πi
∂wj fˆ(w).
This shows that (V˜ µj f)
∧ = Vˆ µj fˆ , where explicitly
(5.15) Vˆ µj =
µ
2
∂wj − (2πi)(Jw)j, j = 1, . . . , 2n.
Of course, (L˜µSf)
∧ =: LˆµS fˆ , where
(5.16) LˆµS =
∑
j,k
ajkVˆ
µ
j Vˆ
µ
k .
If ReQS ≥ 0, then it follows from Theorem 5.5 that |µ|
∂
∂t
Γµt,S = L˜
µ
SΓ
µ
t,S in the sense
of distributions. Taking Fourier transforms, it is clear by (5.8) that the corresponding
formula for the Fourier transforms will also hold pointwise, i.e.
(5.17) |µ|
∂
∂t
Γ̂µt,S(w) = L˜
µ
SΓ̂
µ
t,S(w) ∀w ∈ V,
whenever det(cos 2πtS) 6= 0.
For arbitrary S ∈ sp(V C, σ), and complex t ∈ C, w ∈ V C, let us define Γ̂µt,S(w) by
formula (5.8), whenever det(cos 2πtS) 6= 0. Observe that Γ̂µt,S may not be tempered, if
S 6∈ sp+(V C, σ) or t 6∈ R+. By analytic extension, formula (5.17) then remains valid, i.e.
(5.18) |µ|
∂
∂t
Γ̂µt,S(w) = L˜
µ
SΓ̂
µ
t,S(w) ∀w ∈ V
C, t ∈ C, S ∈ sp(V C, σ),
whenever det(cos 2πtS) 6= 0, if we denote by ∂
∂t
and ∂wj the complex derivatives with
respect to t ∈ C and the complex variable wj in (5.15), respectively.
This allows us to introduce complex symplectic changes of coordinates. Let T =
(Tjk) ∈ Sp (n,C) be an arbitrary symplectic matrix, and introduce new symplectic coor-
dinates
z = Tw ∈ C2n, w ∈ R2n.
Since tTJT = J , we have
Jw = tT (Jz),
hence
Vˆ µj =
µ
2
∑
k
Tkj∂zk − 2πi
∑
k
Tkj(Jz)k,
when acting on holomorphic functions (such as Γ̂µt,S). Putting, in analogy with (5.15),
Zk :=
µ
2
∂zk − 2πi(Jz)k, k = 1, . . . 2n,
we get
(5.19) Vˆ µj =
∑
k
TkjZk.
Assume now that we have a splitting of the (complex) symplectic coordinates in two
blocks, z′ = (z1, . . . , zq; zn+1, . . . zn+q) and z
′′ = (zq+1, . . . , zn; zn+q, . . . , z2n), where 1 ≤
q < n. Then, the following lemma is obvious.
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Lemma 5.6 Let f(z) = f1(z
′)f2(z
′′), where f1 and f2 are holomorphic functions. Then,
for k ∈ {1, . . . , q} ∪ {n+ 1, . . . , n+ q}, Zkf1 is again a function of z
′, and
Zkf(z) = (Zkf1)(z
′)f2(z
′′).
For S ∈ sp(V C, σ), denote again by S = Sr + Si the decomposition given by (2.12).
Proposition 5.7 Assume that det cos(2πtS) 6= 0. Then
(5.20) Γ̂µt,S(w) = Γ̂
µ
t,Sr
(w)Γ̂µt,Si(w),
and
LˆµSr Γ̂
µ
t,S(w) = (Lˆ
µ
Sr
Γ̂µt,Sr)(w)Γ̂
µ
t,Si
(w) = |µ|(∂tΓ̂
µ
t,Sr
)(w)Γ̂µt,Si(w),(5.21)
if t ∈ C, w ∈ V C.
Proof. Choosing real symplectic coordinates, we may assume that w ∈ R2n. Since Sr
and Si correspond to different sets of Jordan blocks of S, we can choose T ∈ Sp (n,C)
such that
S˜ := TST−1 =
(
S˜r 0
0 S˜i
)
with respect to suitable blocks z′ and z′′ of complex symplectic coordinates, say z′ ∈
R2q, z′′ ∈ R2(n−q), where
TSrT
−1 =
(
S˜r 0
0 0
)
, TSiT
−1 =
(
0 0
0 S˜i
)
.
In the new coordinates z = Tw, Γ̂µt,S has the form
Γ̂µt,S =
1√
det(cos 2πtS)
e
− 2pi
|µ|
tz·J tan(2πtS˜)·z
(5.22)
= Γ̂µ
t,S˜r
(z′)Γ̂µ
t,S˜i
(z′′),
which proves (5.20). Moreover,
LˆµSr =
∑
j,k
bjkVˆ
µ
j Vˆ
µ
k ,
where B = (bjk) = SrJ , hence by (5.19),
LˆµSr =
∑
j,k
∑
l,m
bjkTljZlTmkZm
=
∑
l,m
(TB tT )lmZlZm =
∑
l,m
(
(TSrT
−1)J
)
lm
ZlZm.
Putting C := S˜rJ , which is an 2q × 2q-matrix, we find that
LˆµSr =
2q∑
j,k=1
CjkZjZk.
Formulas (5.21) are now a consequence of (5.22), Lemma 5.6 and (5.18)
Q.E.D.
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6 Reduction to Hamiltonians with purely
real spectrum
In this section, we shall prove Theorem 2.1. So, assume that ReQS ≥ 0 and Si 6= 0, and
that (R) holds. We begin with the case where |Reα| < ν. The following proposition will
imply Theorem 2.1 (i).
Proposition 6.1 For f ∈ S(HV ), the integral
(6.1) 〈Kα, f〉 := −
∫ −∞
−∞
∫ +∞
0
e−2παt sgnµ〈Γµt,S, f
−µ〉 dt
dµ
|µ|
converges absolutely and defines a tempered distribution Kα for |Reα| < ν. Moreover,
Kα is a fundamental solution for LS,α, i.e. LS,αKα = δ0.
Here, Γµt,S ∈ S
′(V ) is given by Theorem 5.5.
Proof. Recall that S = Sr + Si, where
specSi = {±ω1, . . . ,±ωn1} ⊂ C \ R
and νj = Imωj > 0, j = 1, . . . , n1. Also, ν =
n1∑
j=1
νj , νmin = min
j=1,...,n1
νj . Let
specSr \ {0} = {±λ1, . . . ,±λn2},
where λk > 0, k = 1, . . . , n2. Then, by Theorem 5.5,
(6.2) Γ̂µt
2pi
,S
(w) =
1√
det(cos tS)
e−
2pi
|µ|
σ(w,tan(tS)w),
whenever
(6.3)
√
det(cos tS) =
n2∏
k=1
cos(tλk)
n1∏
j=1
cos(tωj) 6= 0.
Thus, potential singularities in (6.2) arize when tλk =
π
2
+ ℓπ for some k ∈ {1, . . . , n2}
and ℓ ∈ Z. By means of partial Fourier transforms, we shall show that these points are
in fact not singular, if we consider t 7→ Γ̂µt
2pi
,S
as a family of distributions.
For any subset I ⊂ {1, . . . , nr}, denote by VI ⊂ V the real subspace
VI :=
⊕∑
k∈I
Vλk ⊕ V−λk .
Then VI and V
⊥
I are S1 and S2-invariant symplectic subspaces. If we choose real symplectic
coordinates w′ for VI and w
′′ for V ⊥I , then S will be represented by a block matrix
S =
(
SI 0
0 SI⊥
)
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with respect to the coordinates (w′, w′′) for V , and similarly as in Section 5 we find that
(6.4) Γ̂µt,S(w
′, w′′) = Γ̂µt,SI (w
′)Γ̂µt,S
I⊥
(w′′),
where
(6.5) Γ̂µt
2pi
,SI
(w′) =
1∏
k∈I cos(tλk)
e−
2pi
|µ|
σ(w′,tan(tSI )w
′),
(6.6) Γ̂µt
2pi
,S
I⊥
(w′′) =
1∏
k 6∈I cos(tλk)
∏
j cos(tωj)
e−
2pi
|µ|
σ(w′′,tan(tS
I⊥
)w′′).
From (6.5) one computes that
(6.7) Γµt
2pi
,SI
(v′) =
c|µ||I|∏
k∈I sin(tλk)
e−
pi
2
|µ|σ(v′,cot(tSI )v
′),
where c is a constant of modulus 1 (see e.g. [5], Theorem 7.6.1). This identity holds,
unless tλk = ℓπ for some k ∈ I and ℓ ∈ Z. Observe also that all exponentials in (6.5) –
(6.7) are bounded by 1.
Lemma 6.2 There exist a constant C > 0 and a Schwartz norm || · ||S on S(V ), such
that, for every 0 ≤ δ ≤ 1,
(6.8)
∣∣∣〈Γµt
2pi
,S
, ϕ〉
∣∣∣ |≤ C |µ|δn2(1 + |µ|n2)1−δn2∏
k=1
| sin(tλj)|δ
n1∏
j=1
|(cos(tωj)|
||ϕ||S , ∀t ≥ 0,
for every ϕ ∈ S(V ).
Proof. Given t ≥ 0, define a subset I = It of {1, . . . , n2} as follows:
k ∈ {1, . . . , n2} belongs to I if and only if there exists an ℓ ∈ Z such that |tλk−
π
2
−ℓπ| ≤ π
4
.
Then, for k ∈ I we have | sin(tλk)| ≥ cos
π
4
> 0, and if k 6∈ I, then | cos(tλk)| ≥ cos
π
4
.
Since
〈Γµt,S, ϕ〉 = 〈Γ̂
µ
t,S, ϕˆ〉 = 〈Γ̂
µ
t,SI
⊗ Γ̂µt,S
I⊥
, ϕˆ〉(6.9)
= 〈Γµt,SI ⊗ Γ̂
µ
t,S
I⊥
, ϕˆI〉,
where ϕˆI denotes the partial Fouriertransform in v′, the formulas (6.6) and (6.7) therefore
imply ∣∣〈Γµt,S, ϕ〉∣∣ ≤ C|µ||I|∏
j | cos(tωj)|
||ϕˆI ||1.
This gives (6.8) for δ = 0.
On the other hand, choosing I = {1, . . . , n2}, we have∣∣∣〈Γµt
2pi
,S
, ϕ〉
∣∣∣ ≤ C |µ|n2∏n2
k=1 | sin(tλk)|
∏n1
j=1 | cos(tωj)|
||ϕ||S,
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which is the case δ = 1, and (6.8) follows immediately from these extreme cases by
interpolation.
Q.E.D.
Observe next that for t > 0
(6.10)
1
cos(tωj)
=
2eitωj
1 + e2itωj
= 2
∞∑
m=0
(−1)me(2m+1)itωj ,
which implies
(6.11)
1∏
j
| cos tωj |
= O(e−tν), t ≥ 0.
The integral in (6.1) can thus be estimated in modulus by
C
∞∫
−∞
∞∫
0
e−2π(ν−|Reα|)t
n2∏
j=1
| sin(tλj)|δ
dt|µ|δn2−1(1 + |µ|n2)1−δ||f−µ||S dµ,
which is convergent if we choose δ > 0 sufficiently small, provided that |Reα| < ν. One
also checks easily that LS,αKα = δ0 (compare the proof of Theorem 6.1 in [11]). This
completes the proof of Proposition 6.1.
Q.E.D.
Remark 6.3 If we argue in a similar way in Example 2.3, by choosing, for a given t > 0,
either the expression for Γ̂µt,S or for Γ
µ
t,S in order to carry out the estimations, we find
that the statement of Proposition 6.1 remains true for Example 2.3. This shows that
Proposition 6.1 may be true even when property (R) is not satisfied.
In order to prove Theorem 2.1(ii), let us put
R := LSr , Rβ := LSr + iβU, β ∈ C.
Assume that β1, . . . , βN are analytic functions of α, and set, for |Reα| < ν,
(6.12) KNα := URβN (α) . . . Rβ1(α)Kα ∈ S
′(HV ).
Lemma 6.4 Assume that β1, . . . , βN have been chosen in such a way that the family of
tempered distributions KNα extends analytically from the strip |Reα| < ν to the wider
strip |Reα| < M . Then LS,α is locally solvable for |Reα| < M , provided the operators
Rβj(α), j = 1, . . . , N , are locally solvable.
Proof. As [S, Sr] = 0, all operators LS,α, R±βj and U commute. Thus, if |Reα| < ν,
LS,αK
N
α = URβN . . . Rβ1LS,αKα(6.13)
= URβN . . . Rβ1δ0,
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where the βj have to be evaluated at α. By analyticity, this identity remains valid for
|Reα| < M .
Since U,Rβ1(α), . . . , RβN (α) are locally solvable, this implies local solvability of LS,α
(compare the proof of Lemma 7.4 in [11]).
Q.E.D.
Let us examine when the family of distributions KNα , |Reα| < ν, can be extended ana-
lytically to a wider strip. By (6.1)
(6.14) 〈KNα , f〉 = −2πi
∫ +∞
−∞
∫ +∞
0
e−2παt sgnµ〈R˜µβN . . . R˜
µ
β1
Γµt,S, f
−µ〉 dt sgnµ dµ.
We decompose the integration in µ into
∫ +∞
0
dµ and
∫ 0
−∞
dµ, and denote the corresponding
contributions by 〈K+α , f〉 and 〈K
−
α , f〉, respectively. In the sequel, we shall only regard
K+α , since the discussion of K
−
α is similar. So, assume that µ > 0. Observe that
(6.15) 〈K+α , f〉 = −2πi
∫ +∞
0
∫ +∞
0
e−2παt〈RˆµβN . . . Rˆ
µ
β1
Γ̂µt,S, f̂
−µ〉 dt dµ.
Moreover, by Proposition 5.7,
e−2παt〈RˆµβN . . . Rˆ
µ
β1
Γ̂µt,S, ϕ〉
= e−2παt〈RˆµβN . . . Rˆ
µ
β2
[(LˆµSr − 2πβ1µ)Γ̂
µ
t,Sr
]Γ̂µt,Si, ϕ〉
= µ〈RˆµβN . . . Rˆ
µ
β2
[∂t(e
−2πβ1tΓ̂µt,Sr)][e
2π(β1−α)tΓ̂µt,Si], ϕ〉,
hence
e−2παt〈RˆµβN . . . Rˆ
µ
β1
Γ̂µt,S, f̂
−µ〉(6.16)
= µ
d
dt
〈RˆµβN . . . Rˆ
µ
β2
e−2παtΓ̂µt,S, f̂
−µ〉
−µe−2πβ1t〈RˆµβN . . . Rˆ
µ
β2
(Γ̂µt,Sr ∂t[e
2π(β1−α)tΓ̂µt,Si]), f̂
−µ〉.
Inserting this into (6.15) and integrating by parts (observe that all expressions are smooth
in t ≥ 0, by Theorem 5.5), we obtain
〈K+α , f〉 = 2πi
∫ +∞
0
〈RˆµβN . . . Rˆ
µ
β2
1, f̂−µ〉µ dµ
+ 2πi
∫ +∞
0
∫ +∞
0
e−2πβ1t
〈
RˆµβN . . . Rˆ
µ
β2
(Γ̂µt,Sr ∂t[e
2π(β1−α)tΓ̂µt,Si ]), f̂
−µ
〉
dtµ dµ.(6.17)
Notice that the boundary term at t = +∞ vanishes, because of (6.8) and (6.11), since
|Reα| < ν.
Now, fix some number M > ν, and denote by
ϕ(t) :=
1√
det cos(tSi)
=
1
n1∏
j=1
cos(tωj)
.
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By (6.10), ϕ(t) has the series expansion
ϕ(t) = 2n1
∑
m∈Nn1
(−1)|m|eit
∑
j(2mj+1)ωj , t > 0.
We truncate this series to those m for which
∑
j(2mj + 1)νj < M , so that, for t > 0,
ϕ(t) = 2n1
∑
∑
j(2mj+1)νj<M
eit
∑
j(2mj+1)ωj +O(e−Mt).(6.18)
Observe that Γ̂µt,S := Γ̂
µ
t,Sr
Γ̂µt,Si, where
(6.19) Γ̂µt
2pi
,Si
(w) = ϕ(t)e−
2pi
|µ|
σ(w,tan(tSi)w).
According to (6.18), we split ϕ(t) into a finite sum of terms, and correspondingly the
integral (6.15) into a finite sum of integrals.
Arguing as in the proof of Proposition 6.1, the integral containing the remainder term
is absolutely convergent for |Reα| < M and depends analytically on α in this region.
We then only have to discuss the other terms, and to this end, we imagine that ϕ(t)
in (6.19) has been replaced by
(6.20) ϕ˜(t) = eit
∑
j(2mj+1)ωj ,
for some m ∈ Nn1 such that
∑
j(2mj + 1)νj < M , i.e. that Γ̂
µ
t
2pi
,Si
has been replaced in
(6.16) by ϕ˜(t)e−
2pi
|µ|
Qt , where
Qt(w) := σ(w, tan(tSi)w).
We choose, with m as in (6.20),
(6.21) β1 := α−
∑
i
(2mj + 1)iωj .
Then Re β1 = Reα−
∑
j(2mj + 1)νj, and
e(β1−α)tϕ˜(t)e−
2pi
µ
Qt = e−
2pi
µ
Qt.
The next lemma can be proved along the same lines as Lemma 6.3 in [11].
Lemma 6.5 There exist quadratic forms Qjk on V such that
Qt(w) = σ(w, tan(tSi)w) =
n1∑
j=1
ℓ∑
k=0
tk tan(k)(ωjt)Qjk(w),
where tan(k) is the k-th derivative of the tangent function and ℓ + 1 is the dimension of
the largest Jordan block of Si.
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We now obtain
∂Qt
∂t
(w) =
n1∑
j=1
ℓ∑
k=0
tk tan(k+1)(ωjt)Q˜jk(w),
for some other quadratic forms Q˜jk. Since
∂t(e
− 2pi
µ
Qt(w)) = −
2π
µ
∂Qt
∂t
(w)e−
2pi
µ
Qt(w),
the second term in (6.16) then decomposes as a finite sum of terms of the form
c
∫ +∞
0
∫ +∞
0
e−2πβ1t tan(k+1)(2πωj0t)t
k
·
〈
RˆµβN . . . Rˆ
µ
β2
(
Q˜j0kΓ̂
µ
t,Sr
e−
2pi
µ
Qt
)
, f̂−µ
〉
dt dµ.(6.22)
It is now important to make the following observation:
If we choose complex symplectic coordinates z′ and z′′ corresponding to Jordan blocks
of Sr and Si, respectively, as in the proof of Proposition 5.7, then Γ̂
µ
t,Sr
depends only on
z′, Qt and Q˜jk on z
′′, and Rˆµβj = LSr − 2πβjµ on z
′. Therefore,〈
RˆµβN . . . Rˆ
µ
β2
(Q˜j0kΓ̂
µ
t,Sr
e−
2pi
µ
Qt), f̂−µ
〉
=
1
ϕ(2πt)
〈
Q˜j0lRˆ
µ
βN
. . . Rˆµβ3([(Lˆ
µ
Sr
− 2πβ2µ)Γ̂
µ
t,Sr
]Γ̂µt,Si), f̂
−µ
〉
.
Moreover,
(6.23) tan(ωjt) = i− 2i
∞∑
p=0
(−1)pe2i(p+1)ωj t, t > 0,
so that
tan(k+1)(ωjt) = −2i
∞∑
p=0
(−1)p(2i(p+ 1))k+1e2i(p+1)ωjt.
This shows that
(6.24) cos(ωj0t) tan
(k+1)(ωj0t) =
∞∑
p=0
ape
it(2p+1)ωj0 t, t > 0
and then
e−2πβ1t
1
ϕ(2πt)
tan(k+1)(2πωj0t) = e
−2π(α−2iωj0 t)
∑
q∈Nn
bqe
2πit 2qjωjt,
where the latter series converges locally absolutely and uniformly for t > 0.
If we truncate this series in a similar way as before, such that the remainder term is
analytic in |Reα| < M , and put everything together, we see that each term (6.22) can be
further decomposed into terms which, except for the remainder term, are of the form
c
∫ +∞
0
∫ +∞
0
e−2π(α−
∑
j 2qj iωj)t tk
·
〈
Q˜j0kRˆ
µ
βN
. . . Rˆµβ3([Rˆ
µ
β2
Γ̂µt,Sr ]Γ̂
µ
t,Si
, f̂−µ
〉
dt dµ,(6.25)
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where q = (q1, . . . , qn1) ∈ N
n1 and qj0 ≥ 1, i.e. |q| ≥ 1.
By Lemma 6.2, this integral converges absolutely for Reα > −(ν + 2νj0 +
∑
j 2qjνj)
and not only for Reα > −ν. Thus, the contribution to KNα given by the integration
over µ > 0 has been extended as an analytic family of distributions from Reα > −ν to
Reα > −ν − 2νmin.
We can at this point iterate the argument above, in order to extend K+α to the domain
Reα > −M . If one compares (6.25) with (6.15), one finds that the only new features
are the presence of the quadratic forms Q˜j,k and the powers t
k of t. The factors Q˜j,k are
harmless, since they only depend on z′′, so that the multiplication with Q˜j,k commutes
with each of the operators Rˆµβj .
As for powers tk of t, observe that
tk(Rˆµβ2)
k+1Γ̂µt,Sr(6.26)
= µ e2πβ2t
∂
∂t
[
k∑
j=0
(−1)j
k!
(k − j)!
(tRˆµβ2)
k−j(e−2πβjtΓ̂µt,Sr)
]
,(6.27)
which follows easily from
µ e2πβ2t
∂
∂t
(
e−2πβ2tΓ̂µt,Sr
)
= Rˆµβ2Γ̂
µ
t,Sr
.
Choosing βj = β2 for j = 2, . . . , k + 2, we may then take (6.24) as a substitute for
the latter identity in order to perform the integration by parts argument. Choosing β2
appropriately, again of the form
β2 = α−
∑
j
(2m′j + 1)iωj,
we find that, except for some trivial remainder terms, K+α can be written as a finite sum
of terms like those in (6.23), only with Q˜j0,k replaced by some polynomial in z
′′ of higher
degree, and this time with |q| ≥ 2.
We can proceed in this way, and find that in the k-th iteration, the βℓ’s which have to
be chosen are of the form
βℓ = α−
∑
j
(2mj + 1)iωj,
with
∑
j(2mj + 1)νj < M (otherwise, no further integration by parts will be needed).
This is true for K+α .
In the discussion of K−α , one finds in a similar way that the βℓ’s will be of the form
α+
∑
j(2mj +1)iωj, again with
∑
j(2mj +1)νj < M . Consequently, by Lemma 6.4, LS,α
is locally solvable, provided LSr + i(α ±
∑
j(2kj + 1)iωj)U is locally solvable whenever∑
j(2kj + 1)νj < M .
This implies Theorem 2.1 (ii) and completes the proof of Theorem 2.1.
7 Partial results on the case of Hamiltonians with
real spectrum
Our main goal in this section will be to give a proof of Theorem 2.5. Observe that this
theorem, in combination with Theorem 2.1 and Proposition 2.2, immediately also implies
Theorem 2.7
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Let us thus assume that S 6= 0 has purely real spectrum, that ReQS ≥ 0, N
2 = 0
and that property (C) is satisfied. Then, by Corollary 3.6, we have [S1, S2] = 0, hence
[LS1 , LS2 ] = −2L[S1,S2]U = 0. If we write α = a+ ib, with a, b real, we therefore obtain
LS + iαU = A+ iB,
where A := LS1 + iaU and B := LS2 + ibU are formally self-adjoint and commute.
Proposition 7.1 Assume that A and B are left-invariant differential operators on a Lie
group G which are formally self-adjoint on C∞0 (C1) ⊂ L
2(G, dg), where dg denotes a
right-invariant Haar measure on G. If A and B commute, then A+ iB is locally solvable,
provided either A or B is locally solvable.
Proof. It is well-known (compare [4], Lemma 6.1.2) that a differential operator L with
smooth coefficients on Rd is locally solvable at x0 if and only if there exist an open
neighborhood U of x0 and constants k ∈ N, C ≥ 0 such that
(7.1) ||ϕ||(−k) ≤ C||L
∗ϕ||(k) ∀ϕ ∈ C
∞
0 (U).
Here, || · ||(ℓ) denotes the Sobolev norm of order ℓ. If L is a left-invariant differential
operator on G, then the characterization of local solvability given by (7.1) remains true,
if we assume that U is taken so small that it can be covered by a single chart, and if we
then define the Sobolev norms by means of the local coordinates, with Lebesgue measure
replaced by Haar measure. For given k ∈ N, we can then find an elliptic right-invariant
differential operator Q on G such that ||ψ||(k) ≤ ||Qψ||, ψ ∈ C
∞
0 (U), hence (7.1) is
equivalent to
(7.2) ||ϕ||(−k) ≤ C||Q(L
∗ϕ)||, ∀ϕ ∈ C∞0 (U).
Notice that QL∗ = L∗Q, since L∗ is left-invariant and Q is right-invariant. Assume now
that A and B satisfy the hypotheses of Proposition 7.1, and suppose for instance that A
is locally solvable. Then ||A± iB)ψ||2 = ||Aψ||2 + ||Bψ||2 for every ψ ∈ C∞0 (G), and we
may assume that (7.2) is satisfied for L = A. This implies
||ϕ||(−k) ≤ C||A(Qϕ)|| ≤ C||(A− iB)(Qϕ)||
= C||Q((A+ iB)∗ϕ)||, ∀ϕ ∈ C∞0 (U),
and consequently also A+ iB is locally solvable.
Q.E.D.
Proof of Theorem 2.5. Consider A = LS1+ iaU . As S
2
1 = 0, by Corollary 3.6, the main
theorem in [13] shows that A is locally solvable, unless S1 = 0 and a = 0. This implies
Theorem 2.5(i), in view of Proposition 7.1.
We have thus reduced ourselves to the case where A = 0, i.e. where LS + iαU =
LS2 + ibU. But, LS2 is a real-coefficient operator, and so the remaining cases (ii), (iii) in
Theorem 2.5 are immediate consequences of [13].
Q.E.D.
It is perhaps interesting to observe the following corollary to Proposition 3.5, which
in the case D = 0 opens up a different approach to Theorem 2.5.
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Proposition 7.2 Assume that S2 = 0 and ReQS ≥ 0. Then we can select a symplectic
basis X1, . . . , Xn, Y1, . . . , Yn of V such that LS =
∑m
j,k=1 bjkYjYk for some m ≤ n and
bjk ∈ C.
Proof. Define the subspacesW andK as in Proposition 3.5, and choose a basis Y1, . . . , Ym
of the isotropic subspace W . Pick X1 ∈ V such that σ(X1, Yj) = δ1,j , j = 1, . . . , m, and
then X2 such that σ(X2, Y2) = 1 and X2⊥ span{X1, Y1, Y3, . . . , Ym}, and continue in this
way to select Xj ’s. In them-th step, this means that we pick Xm such that σ(Xm, Ym) = 1
andXm⊥ span{X1, . . . , Xm−1, Y1, . . . , Ym−1}. Then U := span{X1, . . . , Xm} is an isotropic
subspace too, and W and U are in duality with respect to σ. In particular, U ∩W⊥ = 0,
and
V = U ⊕W ⊕H = U ⊕K,
where H := (W ⊕ U)⊥ ⊂ K is a symplectic subspace. Moreover, since Sj = Nj , j = 1, 2,
by the definition of W and K we have
Sj(U) ⊂W, Sj(K) = 0, j = 1, 2.
Choose a symplectic basis Xm+1, . . . , Xn, Ym+1, . . . , Yn of H . Then, with respect to the
sets of basis elements X1, . . . , Xm, Y1, . . . , Ym and Xm+1, . . . , Xn, Ym+1, . . . , Yn, the linear
mapping S = S1 + iS2 is represented by a block matrix of the form
S =

0 0 0 0
B 0 0 0
0 0 0 0
0 0 0 0
 ,
hence A = S

0 I 0 0
−I 0 0 0
0 0 0 I
0 0 −I 0
 by A =

0 0 0 0
0 B 0 0
0 0 0 0
0 0 0 0
.
This implies the proposition.
Q.E.D.
Observe that, in suitable coordinates, the operator LS + iαU , with S as in Propo-
sition 7.2, is a constant coefficient operator, hence locally solvable, by the Malgrange-
Ehrenpreis theorem.
An example which cannot be treated by means of Proposition 7.1 is the operator LS
from Example 2.6. Nevertheless, as mentioned in Section 2, the following proposition
holds true.
Proposition 7.3 Assume that 0 <
√
c21 + c
2
2 ≤ m. Then the operator LS + iαU , with LS
given as in Example 2.6, is locally solvable for every α ∈ C, even though property (C) is
not satisfied.
Proof. The proof will be based on the representation theoretic criterion given by Theorem
4.1 in [8]. Adapting the notation from [8], denote for µ ∈ R \ {0} by πµ the Schro¨dinger
representation of H2 on L
2(R2), with parameter µ. For its differential, we have
dπµ(Xj) =
∂
∂xj
, dπµ(Yj) = iµxj, (j = 1, 2), dπµ(U) = iµ,
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if we denote the coordinates in R2 by x = (x1, x2). Putting L := LS + iαU , then
−dπµ(L)(7.3)
= µ2((m+ c1)x
2
1 + (m− c1)x
2
2 + 2c2x1x2) + 2µ(x2∂x1 − x1∂x2)− αµ.
Introducing polar coordinates x1 = r cos θ, x2 = r sin θ, r ≥ 0, we obtain
(7.4) dπµ(L) = µ[2∂θ + α− µr
2q(θ)],
where q(θ) := m+ c1 cos(2θ) + c2 sin(2θ). Observe that q ≥ 0, since m ≥
√
c21 + c
2
2.
For θ0 fixed, we put
Qθ0(θ) :=
θ∫
θ0
q(θ) dθ = m(θ − θ0) + ψ(θ − ψ(θ0),
where ψ(θ) := c1
2
sin(2θ)− c2
2
cos(2θ). Notice that
(7.5) Qθ0(θ) ≥ 0, if θ ≥ θ0,
and that ψ is 2π-periodic. Define F µθ0(r, θ) to be the 2π-periodic extension of F˜
µ
θ0
(r, θ)
given by
(7.6) F˜ µθ0(r, θ) := e
−α
2
(θ−θ0)e
1
2
µr2Qθ0 (θ), θ0 ≤ θ < θ0 + 2π.
Then one checks easily that, in the sense of (2π-periodic) distributions,
dπµ(L)[h(r)F µθ0(r, θ)]
= 2µh(r)[F µθ0(r, θ0)− F
µ
θ0
(r, θ0 + 2π)]δθ0(θ)
= 2µh(r) [1− e−πα+πµr
2m]δθ0(θ).
Notice that for v = (r0 cos θ0, r0 sin θ0) 6= 0, we have δv(x) =
1
r0
δr0(r)δθ0(θ). Therefore, if
we put
(7.7) Hµ(x, v) :=
F µθ0(r0, θ)
2µr0[1− e−πα+πµr
2
0
m]
δr0(r),
we have Hµ(·, v) ∈ S
′(R2), for a.e. v, and dπµ(L)Hµ(·, v) = δ(v−·). Write Hµ = Gµδr0(r),
and α = a + ib, a, b ∈ R. We claim that
(7.8) Gµ(x, v) =
{
gµ(x,v)
µr0
, if b 6∈ 2Z,
gµ(x,v)
µr0(a−µmr20)
, if b ∈ 2Z,
where
(7.9) ||gµ||∞ ≤ Cα,
with Cα independent of µ.
Indeed, if µ < 0, then |F µθ0 | ≤ Cα, since Qθ0 ≥ 0 by (7.5). Moreover, if b 6∈ 2Z,
then |1 − e−πα+πµr
2
0
m| is bounded from below, and if b ∈ 2Z, then 1 − e−πα+πµr
2
0
m =
1− e−π(a−µmr
2
0
), and (7.8), (7.9) follow immediately.
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On the other hand, if µ > 0, then for µr20m >> 1 we have
|µr0Gµ(x, v)| ≤ Cαe
µ
2
r2
0
Qθ0(θ)−πµr
2
0
m.
Moreover, Qθ0(θ) ≤ Qθ0(θ0 + 2π) = 2πm, and thus |µr0Gµ(x, v)| ≤ Cα. Finally, the case
where µr20m ≤ C is easy, and again we obtain (7.8), (7.9).
(7.8) shows that singularities may arize, if b ∈ 2Z, and even if b 6∈ 2Z, it turns out
that some negative powers of µ may arize in a later step of the proof. For given N ∈ N,
we therefore define
GNµ (x, v) :=
{
(iµ)NGµ(x, v), if b 6∈ 2Z,
(iµ)N(iµa− iµ2mr20), if b ∈ 2Z,
and HNµ = G
N
µ δr0(r). Then
dπµ(L)H
N
µ (·, v) = (iµ)
N(iµa− iµ2m|v|2)σδ(v − ·)(7.10)
= dπµ(U
N (aU + im(Y 21 + Y
2
2 ))
σ)δ(v − ·),
where σ := 0, if b 6∈ 2Z, and σ = 1, if b ∈ 2Z. For ϕ ∈ C∞0 (R
2×R2), it then follows easily
from (7.8) that the mapping v 7→ 〈HNµ (·, v), ϕ(·, v)〉, which, in polar coordinates, is given
by ∫ 2π
0
GNµ ((r0, θ), (r0, θ0))ϕ((r0, θ), (r0, θ0)) r0 dθ,
is integrable with respect to v and defines a tempered distribution HNµ , namely
〈HNµ , ϕ〉
:=
∫
〈HNµ (·, v), ϕ(·, v)〉dv =
∫ +∞
0
∫ 2π
0
∫ 2π
0
GNµ ((r0, θ), (r0, θ0))ϕ((r0, θ)) dθ dθ0r
2
0 dr,
for every µ 6= 0. We set H˜Nµ (x, η) := H
N
µ (
η
µ
+ x
2
, η
µ
− x
2
), where the change of variables is
to be understood in the sense of distributions, i.e.
〈H˜Nµ , ϕ〉 = 〈H
N
µ , ϕ(u− v,
µ
2
(u+ v))〉|µ|2.
Observe that, by (7.8), (7.9), we can find a continuous Schwartz norm || · ||S on S(R
2×R2)
and M ∈ N such that
|〈HNµ , ψ〉| ≤ |µ|
N(|µ|M + |µ|−M)||ψ||S, ψ ∈ S,
for every N . This shows that
〈H˜N , f〉 :=
∫
R\{0}
〈H˜Nµ , ψ(·, µ)〉 dµ, f ∈ S(R
2 × R2 × R)
defines a tempered distribution on R2 ×R2 ×R, provided we choose N sufficiently large.
But then the HNµ satisfy the hypothesis of [8], Theorem 4.1, except for condition (i) in
this theorem, which has to be replaced by (7.10). The proof of Theorem 4.1 in [8] then
still applies and shows that there is a tempered distribution KN ∈ S ′(H2) such that
LKN = cUN (aU + im(Y 21 + Y
2
2 ))
σδ0,
for a suitable constant c 6= 0.
Since the operator UN (aU + im(Y 21 + Y
2
2 ))
σ is locally solvable, this implies local solv-
ability of L (compare e.g. the proof of Lemma 7.4 in [11]).
Q.E.D.
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