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Tematika naloge:
Modeli strojnega učenja z visoko napovedno točnostjo so tipično ljudem ne-
razumljivi. Za razlago njihovega delovanja uporabljamo posebne metode raz-
lage. Ena uspešneǰsih takšnih metod je algoritem SHAP, ki s perturbacijami
vhodnih vrednosti in lokalnimi modeli učinkovito odkriva skupine atributov,
ki najbolj vplivajo na napovedi posameznih primerov. Dobljene skupine atri-
butov človeku niso razumljive, če jih ne poveže s svojim predznanjem o dani
problemski domeni. Za posamezne domene, kjer obstaja predznanje v strojno
berljivi obliki, želimo postopek razlage avtomatsko povezati s predznanjem
in na ta način izbolǰsati razumljivost razlag. Poskusite povezati razlago algo-
ritma SHAP na nekaj bioloških problemih z biološkim predznanjem v javnih
bazah znanja. Izdelajte metodologijo za iskanje potencialnih interakcij v me-
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dnost SHAP
VR order vrstni red
XGBoost Extreme Gradient Boosting ekstremni gradientni boo-
sting
SIGNOR SIGnaling Network Open Re-
source
prosto dostopna baza ka-
vzalnih interakcij
BioGRID The Biological General Repo-




Naslov: Razlaga napovedi strojnega učenja z biološkim predznanjem
Avtor: Klara Drofenik
Za naključne gozdove, nevronske mreže in ostale kompleksneǰse modele
strojnega učenja je težko povedati, zakaj so podali dano napoved. Težavo
rešujejo algoritmi, ki poskušajo razložiti vpliv atributov na napoved ciljne
spremenljivke. Eden takšnih je algoritem SHAP, ki glede na vrednost atri-
buta poda oceno, kako ta vpliva na napoved modela. Naš cilj je preveriti,
kako se razlage SHAP ujemajo s predznanjem.
Na več podatkovnih množicah proteinov smo zgradili napovedne modele
z metodo XGBoost in ga razložili z algoritmom SHAP. Preverili smo, ali med
proteini, ki so pomembni za napovedi modela, obstajajo raziskane interakcije,
s pomočjo katerih bi lahko preverili uspešnost algoritma SHAP za iskanje
interakcij. Rezultati so se razlikovali glede števila najdenih interakcij za
različne učne množice in baze znanja. Naša raziskava nakazuje potencialno
uporabnost algoritma SHAP za iskanje interakcij.
Ključne besede: metoda razlage SHAP, razlaga napovednih modelov, bi-
ološko predznanje, napovedni model XGBoost.

Abstract
Title: Explanation of machine learning predictions using biological back-
ground knowledge
Author: Klara Drofenik
Decisions of complex machine learning algorithms such as random forest and
neural networks are difficult to explain. This problem can be addressed
with perturbation-based algorithms, such as SHAP, which assigns credit for
prediction to individual attribute values.
Our goal was to check if the output of SHAP matches the background
knowledge. We used the XGBoost model on several data sets, where at-
tributes are proteins, and explained the model with SHAP algorithm. We
checked if there are known biological interactions between proteins, which
SHAP marks as important. The method could turn SHAP into interaction
discovery algorithm. Obtained numbers of interactions differ based on the
chosen data set and knowledge base. Our research hints at potential useful-
ness of explanation algorithm for finding interactions.





Najpogosteje uporabljeni in najbolǰsi napovedni modeli strojnega učenja de-
lujejo kot črne škatle. To pomeni, da njihovih napovedi ne znamo razložiti z
zgrajenim modelom in učnimi podatki. Za razlago napovedi obstajajo algo-
ritmi, ki skušajo razložiti, kako posamezne vhodne spremenljivke vplivajo na
napoved našega modela. Eden najuspešneǰsih takšnih algoritmov je SHAP
[12].
Ponavadi skušamo napovedi napovednih modelov interpretirati na podlagi
vhodnih podatkov. V naši raziskavi smo naredili korak naprej in s pomočjo
predhodnega znanja poskušali ugotoviti, ali so razlage smiselne in se ujemajo
s predznanjem. Cilj naloge je, da s pomočjo algoritma SHAP preverimo, ali
se razlage napovedi ujemajo s predznanjem. V primeru, da se ujemajo, bi to
pomenilo, da lahko razlage metode SHAP uporabimo za iskanje še neznanih
interakcij med atributi pri danem problemu. V primeru neujemanje bi to
lahko pomenilo, da smo našli potencialo nove interakcije. Druga možnost
je, da so atributi neodvisni med sabo in slučajno naenkrat vplivajo na ciljno
spremenljivko.
Raziskave smo se lotili tako, da smo z algoritmom SHAP našli pare atri-
butov, ki naenkrat prispevajo k napovedi modela in za njih preverili, ali
obstaja zabeležena interakcija v kateri od baz raziskanih bioloških interakcij.




Diplomsko delo je sestavljeno iz šestih poglavij. V poglavju 2 so predsta-
vljeni napovedni modeli in metoda razlage napovednih modelov. V poglavju
3 opǐsemo postopek potrjevanja potencialnih interakcij v bazah znanja. V
poglavju 4 so opisane podatkovne množice in baze znanja, ki smo jih upora-
bljali. V poglavju 5 predstavimo rezultate. Za konec v poglavju 6 povzamemo
ugotovitve in podamo predloge za nadaljnje delo.
Poglavje 2
Ozadje
V tem poglavju predstavimo napovedna modela XGBoost in naključe gozdove
ter metodo za razlago napovedi SHAP.
2.1 Algoritem XGBoost
Algoritem XGBoost [5] je uspešen in mnogokrat zmaguje na tekmovalnih na-
logah strojnega učenja. XGBoost je kratica za Extreme Gradient Boosting in
se uporablja za probleme strojnega učenja, kjer imamo za vhodne podatke x
znano ciljno spremenljivko y. XGBoost je ansambelski algoritem, ki združuje
napovedi več preprostih odločitvenih dreves. Komponente algoritma si bomo
podrobneje pogledali v nadaljevanju.
2.1.1 Odločitvena drevesa
Odločitveno drevo je enostaven napovedni model, ki na vsakem koraku pre-
veri vrednost ene od spremenljivk podatkovne množice in glede na to razdeli
učne primere na več podmnožic. Poglejmo si to na preprostem primeru, ko
imamo podatke o živalih. Za vsako žival vemo, ali ima perje, ali lahko leti
in ali ima plavut. Iz podatkov bi lahko zgradili odločitveno drevo, ki bi
bilo podobno kot na sliki 2.1. Notranja vozlǐsča testirajo vrednosti spremen-
ljivk, pot od korena do lista predstavlja klasifikacijsko pravilo, po katerem se
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Slika 2.1: Primer odločitvenega drevesa.
izračuna napoved, ki je shranjena v listu drevesa.
2.1.2 Boosting
Boosting je ena izmed ansambelskih metod, ki iz več šibkeǰsih modelov zgradi
močneǰsi model. Gre za iterativno metodo, kjer v i-ti iteraciji dodelimo
večjo težo tistim učnim primerom, ki jim je model, naučen v iteraciji i − 1,
napovedal napačen razred. Pravilno napovedanim primerov zmanǰsamo težo.
Ojačana drevesa (oziroma Boosted Trees), opisana v [2], minimizirajo
funkcijo izgube, ki je vsota napovedne napake na učni množici L(θ) in regu-
larizacijskega člena Ω(θ), kjer je θ terica izbranih parametrov. Regulariza-
cijski člen preprečuje preprileganje tako, da nadzoruje kompleksnost modela,
člen napovedne napake pa pripomore k bolǰsi točnosti modela. Na sliki 2.2
vidimo, zakaj sta oba člena funkcije izgube pomembna.
Napaka na učni množici L(θ) je seštevek napak vseh primerov v učni
množici l(yi, ŷi), kjer je yi ciljna spremenljivka in ŷi napovedana ciljna spre-
menljivka za i ∈ {1, . . . , n}, regularizacijski člen Ω(θ) pa je seštevek regula-
rizacij vseh dreves fk, za k ∈ {1, ..., K}. Torej velja formula
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Slika 2.2: Prikaz različnih modelov [2]. Levo zgoraj vidimo učne podatke.
Desno zgoraj vidimo, da je naš model natančen, a se zelo prilega podatkom.
Levo spodaj vidimo model, ki je enostaven, a nenatančen. Spodaj desno
vidimo primer dobrega modela, ki se ne pretirano prilega učnim podatkom
in je točen.
2.1.3 XGBoost - eXtreme Gradient Boosting
Gradient Boosting [8] je tehnika strojnega učenja, ki zgradi napovedni model
iz več šibkeǰsih napovednih modelov (velikokrat odločitvenih dreves). Gra-
dient boosting poskuša minimizirati funkcijo izgube z gradientnim spustom.
Funkcija izgube ocenjuje, kako dober je naš napovedni model. Gradientni
spust uporablja prve odvode pri iskanju smeri največjega spusta, torej smeri,
v kateri je padanje vrednosti funkcije izgube najhitreǰse.
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XGBoost za razliko od Gradient Boostinga uporablja druge parcialne
odvode in tako dobi več informacij, kako priti do minimuma funkcije izgube.
Ker algoritem lahko paraleliziramo, je zelo hiter.
XGBoost definira regularizacijski člen [2] kot







kjer je T število listov, ω = (ω1, . . . , ωT ) ∈ RT vektor vrednosti v listih, q
funkcija, ki pripǐse vsakemu primeru pripadajoč list in f odločitveno drevo,
kjer je f(x) := ωq(x). Parametra γ in λ uravnavata, kako velik poudarek
damo na vsak člen.
Algoritem XGBoost ima v Pythonu metodo za izrisovanje plot importance,
ki izrǐse pomembnost atributov za dan model. Vrednost za dan atribut pred-
stavlja število vozlǐsč, kjer je bil atribut uporabljen v testu za razvejanje dre-
vesa. Če uporabljamo ansambelske algoritme, ki gradijo odločitvena drevesa,
lahko uporabimo atribut feature importances , ki vrne tabelo enake dolžine,
kot je število atributov v učni množici. Tabela za vsak atribut vsebuje nje-
govo oceno pomembnosti v modelu, ki je izračunana na podlagi povprečnega
zmanǰsanja nečistoče v vozlǐsčih, ocene vseh atributov se seštejejo v 1.
2.2 Naključni gozdovi
Algoritem naključnih gozdov [4] zgradi več različnih dreves in napoved poda
na podlagi večinskega glasovanja. Vsako drevo se gradi na naključni pod-
množici učnih primerov na podlagi naključno izbrane podmnožice atributov.
To pripomore k temu, da so si drevesa med seboj različna. Naključni gozdovi
so večinoma bolǰsi napovedni model od odločitvenih dreves.
2.3 Metoda za razlago napovedi - SHAP
Večina uspešnih algoritmov za strojno učenje se obnaša kot črna škatla. To
pomeni, da ne znamo razložiti, kako smo prǐsli do dobljenih napovedi. Takšna
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algoritma sta tudi XGBoost in naključni gozdovi. Primer lahko razložljivega
algoritma so odločitvena drevesa, kjer lahko s potjo od korena do lista drevesa
za vsak primer povemo, zakaj ga je algoritem tako napovedal.
Ker so algoritmi, ki se obnašajo kot črne škatle, ponavadi najbolj uspešni
pri napovedih, so se pojavili algoritmi, ki razložijo njihove napovedi. Eden
takšnih je SHAP (SHapley Additive exPlanations - Shapleyjeve aditivne raz-
lage) [12], ki za razlago uporabi Shapleyjeve vrednosti iz teorije iger.
Algoritem SHAP za dan primer razloži, zakaj je model podal takšno na-
poved. Za regresijske probleme, kjer napovedujemo številčno vrednost, je
napoved modela za primer i enaka vsoti SHAP vrednosti vseh atributov pri-
mera i. Algoritem SHAP za vsako napoved pove, koliko in kako glede na
povprečno vrednost ciljne spremenljivke vpliva vrednost posameznega atri-
buta. V naši raziskavi uporabimo algoritem SHAP tako, da atribute, ki
nastopajo skupaj v razlagah, smatramo kot kandidate za interakcije. Pre-
verimo, ali ti kandidati nastopajo v obstoječih bazah znanja. Na primer za
biološke probleme algoritem SHAP tako izlušči kandidate za interakcije, kjer




Za vsako podatkovno množico smo zgradili XGBoost model in na njem upo-
rabili algoritem SHAP, s katerim smo poiskali potencialne pare za interakcije.
Nato smo preverili, ali so ti pari v bazi znanja. Natančneje, za vsak primer
smo vzeli SHAP razlago razreda, ki ga napove algoritem strojnega učenja in
na teh vrednostih iskali pare proteinov, ki naenkrat pripomorejo k razlagi.
Algoritem SHAP uporabimo za podatkovno množico z n primeri, m atri-
buti in c1, . . . , cl razredi napovedne ciljne spremenljivke. V matriki A = (ai,j)
naj predstavlja element ai,j vrednost j-tega atributa primera i. Potem je
SHAP(A) = (B1, . . . , Bl), kjer je Bk matrika velikosti n × m in element
(Bk)i,j predstavlja pomembnost vrednosti atributa j za razred ck za primer
i.
Za dan primer in atribut SHAP izračuna, kako vrednost atributa pri-
pomore k napovedi vsakega razreda. Dobimo l vrednosti in jih shranimo
na pripadajoča mesta. Velja, da bo za razred, ki ga napove model za dani
primer, vsota vrednosti SHAP čez vse stolpce tega razreda največja.





ramo matriko C velikosti n×m, kjer je i-ta vrstica enaka i-ti vrstici matrike
Bki . Matriko C bomo uporabljali v vseh nadaljnjih korakih.
Ponazorimo to na primeru. V tabeli 3.1 imamo podatke o košarkaših.
Imamo n = 3 igralce (0, 1 in 2), m = 4 atribute (teža, vǐsina, število skokov,
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število asistenc) in l = 3 razrede, ki predstavljajo igralno pozicijo (c1 =C
(center), c2 =PF (krilni center), c3 =PG (organizator)).
ID igralca teža vǐsina število skokov število asistenc igralna pozicija
0 81 185 4 9 PG
1 131 224 8 1 C
2 100 201 4 1 PF
Tabela 3.1: Izmǐsljen primer, kjer želimo napovedati igralno pozicijo pri
košarki glede na težo, vǐsino, število skokov in število asistenc na tekmo.
Z algoritmom naključnih gozdov smo zgradili napovedni model in na njem
uporabili SHAP algoritem. V našem primeru je
A =

81 185 4 9
131 224 8 1
100 201 4 1
 .
Dobljene SHAP vrednosti so vidne v matrikah BC , BPF in BPG. SHAP
vrednosti prvega igralca so zapisane v prvih vrsticah vseh treh matrik. V




0 −0.22222222 0 −0.11111111
0 0.11111111 0 0.22222222




−0.11111111 0.22222222 0 0
0.22222222 −0.11111111 0 0




0.11111111 0 0 0.11111111
−0.22222222 0 0 −0.22222222
−0.22222222 0 0 −0.22222222

Vidimo, da če je število asistenc enako 1, to pozitivno vpliva na napoved
razreda C in negativno vpliva na napoved razreda PG. Obratno, če je število
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asistenc enako 9, to negativno vpliva na napoved razreda C in pozitivno na
razred PG. To vidimo v zadnjem stolpcu prve in zadnje matrike.
Če seštejemo SHAP vrednosti po vrsticah in primerjamo seštevek vseh
prvih vrstic, vidimo, da je največji seštevek v tretji matriki, kar pomeni, da
bi naš model napovedal tretji razred, torej razred PG, za igralca z ID 0.
V našem primeru bi za prvi primer ohranili SHAP vrednosti tretjega
razreda, torej PG, za drugi primer SHAP vrednosti razreda C in za tretji
primer SHAP vrednosti razreda PF. Te vrednosti zapǐsemo v matriko
C =

0.11111111 0 0 0.11111111
0 0.11111111 0 0.22222222
−0.22222222 0 0 −0.22222222
 .
To ni edina možnost za konstrukcijo matrike C, lahko bi, na primer, sešteli
absolutne vrednosti SHAP vseh razredov. Tako bi za vsak primer upoštevali
vrednosti SHAP vseh razredov in ne le enega razreda kot v opisanem primeru.
Za vsako podatkovno množico iz poglavja 4 smo zgradili napovedni model
in nato s pomočjo vrednosti SHAP poskusili najti pare proteinov, ki za enega
ali več primerov močno pripomorejo k napovedi. To smo naredili tako, da
smo izpisali interakcije iz baze znanja, kjer sta oba proteina imela naenkrat
neničelno vrednost SHAP. Torej sta proteina, med katerima je bila zabeležena
interakcija, oba naenkrat pomembno pripomogla k napovedi, če sodimo po
SHAP vrednosti.
Odstranili smo interakcije, kjer vsaj eden izmed proteinov ni nastopal
kot atribut v podatkovni množici. Nato smo za vsak protein izračunali pov-
prečno absolutno SHAP vrednost (tj. povprečje absolutnih vrednosti SHAP
za vsak atribut posebej). Zavrgli smo interakcije, kjer oba proteina nista
imela naenkrat neničelne SHAP vrednosti ter interakcije proteina samega s
seboj.
Za lažje opisovanje rezultatov definirajmo nekaj pojmov. Iskanim parom
bomo rekli dobri. V rezultatih bomo podali, koliko dobrih parov smo našli
za vsako množico.
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Definicija 1 Paru proteinov, ki imata za vsaj en primer naenkrat neničelno
SHAP vrednost in je v dani bazi znanja zabeležena interakcija med njima,
rečemo dober par.
Definicijo dobrega para bi lahko razširili na terice dobrih atributov, ali
pa bi iskali pare, ki imajo naenkrat vrednost SHAP večjo od α, za izbran
pozitiven α. Mi smo se omejili na pare, saj imamo bazo interakcij med pari
proteinov.
Iskanje dobrih parov smo implementirali tako, da smo šli čez celo bazo
znanja in za vsako vpisano interakcijo preverili, ali oba proteina nastopata
kot atributa v naši bazi. V tem primeru smo najprej preverili, ali imata
proteina neničelni povprečni absolutni SHAP vrednosti. Na koncu smo za
vse pare, ki so imeli neničelne povprečne absolutne SHAP vrednosti preverili,
če imata oba proteina naenkrat za vsaj en primer neničelno vrednost SHAP.
Definicija 2 Povprečno absolutno SHAP vrednost proteina defini-
ramo kot povprečje absolutnih vrednosti SHAP čez vse primere. Za j-ti pro-






Opomba 1 Za par proteinov rečemo, da imata naenkrat neničelno vre-
dnost SHAP, če obstaja primer, za katerega imata oba proteina neničelno
vrednost SHAP. Torej, j-ti in k-ti protein imata naenkrat neničelno SHAP
vrednost če: ∃i, da velja Cij 6= 0 in Cik 6= 0.
Poglavje 4
Baze podatkov
Pri delu smo uporabljali 9 različnih podatkovnih množic za učenje in 2
različni bazi znanja. Na učnih množicah zgradimo napovedne modele, baze
znanja pa uporabimo za preverjanje interakcij.
4.1 Učne množice
Uporabili smo učne množice, katerih atributi so proteini. V tabeli 4.1 lahko
vidimo koliko primerov in koliko atributov ima posamezna učna množica.
učna množica število atributov število primerov
Breast A 1213 98
Breast B 1213 49
DLBCL A 661 141
DLBCL B 661 180
DLBCL C 3795 58
DLBCL D 3795 129
Multi A 5565 103
Multi B 5565 32
TCGA 20531 801
Tabela 4.1: Statistika učnih množic.
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Podatkovno množico TCGA (The Cancer Genome Atlas) [7] je zbral Na-
tional Cancer Institute [10]. Ciljna spremenljivka te množice ima 5 različnih
vrednosti, ki predstavljajo 5 različnih vrst tumorja.
Ostale podatkovne množice smo izbrali na podlagi dela Hoshida in sode-
lavcev [9] ter imajo 3 ali 4 različne razrede za ciljno spremenljivko. V članku
so iskali pogoste podtipe bolezni za neodvisne podatkovne množice in opisali
novo nenadzorovano metodo za njihovo iskanje. To metodo so preizkusili na
podatkovnih množicah, ki smo jih uporabljali tudi mi.
4.2 Bazi znanja
Obe uporabljeni bazi znanja vsebujeta empirično potrjene relacije med bi-
ološkimi entitetami. Pri obeh bazah je za nekatere pare proteinov več vnosov,
torej se lahko en par proteinov večkrat pojavi v bazi znanja. Bazi smo pre-
nesli s spleta, ju shranili v Python tabelo ter iskali po njej.
V bazi znanja SIGNOR (the SIGnaling Network Open Resource) [11] so
shranjene binarne kavzalne relacije med biološkimi entitetami, ki so dobro
raziskane in opisane v znanstveni literaturi. Baza vsebuje več kot 11000
ročno vnešenih kavzalnih relacij med proteini, ki jim je dodana informacija,
kje se lahko prebere več glede eksperimentalnih dokazov o relaciji.
BioGRID [13] je baza biomedicinskih interakcij, ki ima, za razliko od baze
SIGNOR, proteine shranjene z UniProt identifikatorji namesto imena gena,
ki ga zapisuje dani protein. UniProt identifikator je unikaten indikator pro-
teina v bazi UniProt [6], ki je javno dostopna baza proteinskih zaporedij.
Pred uporabo te baze znanja smo morali spremeniti imena iz UniProt iden-
tifikatorjev v imena genov. Preslikava [6], ki smo jo uporabljali za prevod
imen, ni vsebovala prevodov vseh proteinov.
Poglavje 5
Rezultati
V tem poglavju predstavimo rezultate. Začnemo s številom dobljenih dobrih
parov v različnih množicah in z različnimi bazami. Nato sledi primerjava po-
membnosti atributov glede na SHAP in dva druga algoritma za pomembnost
atributov, vgrajena v XGBoost. Primerjali smo deleže najdenih parov glede
na različne pogoje pri metodi SHAP. Za učne množice smo poiskali najbolǰse
parametre in dobljene rezultate primerjali s prvotno dobljenimi rezultati.
5.1 Število dobljenih dobrih parov
Najprej smo pognali algoritme na vseh množicah s standardnimi parametri.
Število različnih dobrih parov, ki jih je vrnil algoritem, je vidno v tabeli 5.1.
Za učni množici Multi B in TCGA nismo našli nobenega dobrega para.
Vidimo, da je število najdenih dobrih parov v bazi BioGRID vedno večje
od števila najdenih dobrih parov v bazi SIGNOR. To je pričakovano, saj ima
baza BioGRID več zabeleženih interakcij kot baza SIGNOR.
Na slikah 5.2 in 5.1 vidimo interakcije, ki jih algoritem vrne za učno
množico DLBCL C in za obe bazi znanja. Vidimo, da nam SIGNOR vrne le
eno interakcijo, ki je tudi v BioGRID bazi. Z BioGRID bazo dobimo 9 inte-
rakcij, od tega so le trije različni dobri pari. Te rezultate skušamo biološko
interpretirati v razdelku 5.5.
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ime baze SIGNOR BioGRID
vse različne neničelne v bazi vse različne neničelne v bazi
DLBCL A 19 8 18 231 88 19 45 605
DLBCL B 12 9 22 231 165 37 75 605
DLBCL C 1 1 6 3282 9 3 13 9175
DLBCL D 21 15 36 3282 38 16 64 9175
Breast A 0 0 2 282 16 6 13 653
Breast B 0 0 3 282 12 4 9 653
Multi A 0 0 0 4658 6 3 3 14220
Multi B 0 0 0 4658 0 0 0 14220
TCGA 0 0 2 11274 0 0 5 44984
Tabela 5.1: V stolpcih ’vse’ in ’različne’ je zapisano število parov protei-
nov, ki imajo naenkrat neničelni SHAP in med katerimi obstaja zabeležena
interakcija v bazi znanja SIGNOR oziroma BioGRID. Stolpec ’vse’ vsebuje
število najdenih interakcij, kjer se lahko en par proteinov pojavi v več inte-
rakcijah, stolpec ’različne’ pa predstavlja število različnih parov proteinov,
za katere smo našli (vsaj eno) interakcijo v bazi znanja. Stolpec ’neničelne’
predstavlja število parov proteinov z interakcijo v bazi, kjer imata oba pro-
teina neničelni SHAP, brez pogoja, da se to zgodi za isti primer. Stolpec
’v bazi’ pa predstavlja za koliko različnih parov smo našli interakcijo v naši
bazi, ne glede na SHAP vrednost proteinov. Stolpca ’neničelnih’ in ’v bazi’
torej oba štejeta število različnih interakcij, ki smo jih našli.
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Slika 5.1: Dobljene interakcije z bazo BioGRID in učno množico DLBCL C.
Slika 5.2: Dobljena interakcija z bazo SIGNOR in učno množico DLBCL C.
5.2 Ujemanje vrednosti SHAP in ocen kako-
vosti atributov
Ker smo pričakovali večje število najdenih dobrih parov, smo preverili kako
uspešen je SHAP pri iskanju pomembnih atributov na množici TCGA, v pri-
merjavi z algoritmoma model.feature importances in plot importance(model),
ki ju lahko uporabimo pri XGBoost algoritmu.
Primerjavo lahko vidimo v tabeli 5.2. Tabela je urejena glede na vre-
dnost, ki smo jo dobili z algoritmom plot importance za dan protein. Stolpec
PI predstavlja vrednost, ki jo je vrnil algoritem plot importance. Stolpec VR
SHAP predstavlja vrstni red proteinov urejenih po povprečni absolutni SHAP
vrednosti. Številko 1 je dobil protein, ki je imel to vrednost največjo. Pov-
prečna absolutna SHAP vrednost za vsak protein je v stolpcu PA SHAP. Vre-
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ime proteina PI VR SHAP PA SHAP VR FI FI
ACPP 70 1 0.749 5 0.068
SFTPB 46 2 0.519 3 0.095
TRPS1 34 3 0.489 2 0.116
PAX8 28 4 0.441 1 0.161
HNF1B 25 5 0.280 7 0.047
CDX1 23 7 0.209 4 0.084
TCF21 23 6 0.268 6 0.058
SFTA3 22 10 0.144 18 0.007
FXYD2 21 8 0.167 11 0.014
GPA33 21 9 0.155 8 0.047
NOX1 19 12 0.104 12 0.012
C14orf105 14 11 0.108 16 0.007
GATA3 9 13 0.054 115 0.0004
SFTPC 9 15 0.047 49 0.003
HKDC1 8 30 0.004 19 0.006
Tabela 5.2: Primerjava pomembnosti glede na algoritem SHAP,
plot importance(model) in model.feature importances .
dnost, dobljena z model.feature importances , je zapisana v zadnjem stolpcu,
ki je poimenovan FI. Zaporedne številke, če proteine uredimo glede na stol-
pec FI, pa so zapisane v stolpcu VR FI. Kot lahko vidimo, se vrstni red glede
na SHAP dokaj dobro ujema z vrstnim redom glede na plot importance.
Korelacija stolpcev PA SHAP in PI je 0.95, korelacija stolpcev PA SHAP
in FI pa 0.74, kar nakazuje, da se razlaga SHAP ujema z vgrajenimi funkci-
jami pomembnosti atributov.
5.3 Računanje relevantnih deležev
Smiselnost naših rezultatov smo preverili z računanjem statistik interakcij,
kot na primer delež parov, ki jih SHAP ne identificira, a se pojavijo v bazi
in delež naključnih neničelnih parov, ki se pojavijo v bazi znanja. Rezultati




, kjer je S1 število dobrih parov proteinov, I1 pa je
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množica baza znanja D1 D2 D3 D4
DLBCL A SIGNOR 0.0011349 0.0011556 0.0009069 0.0010590
BioGRID 0.0026954 0.0028891 0.0025324 0.0027736
DLBCL B SIGNOR 0.0007369 0.0008888 0.0012225 0.0010590
BioGRID 0.0030296 0.0030299 0.0026436 0.0027736
Breast A SIGNOR 0.0000000 0.0001654 0.0003806 0.0003836
BioGRID 0.0011171 0.0010753 0.0008063 0.0008883
Breast B SIGNOR 0.0000000 0.0005391 0.0004014 0.0003836
BioGRID 0.0021930 0.0016173 0.0008315 0.0008883
Tabela 5.3: Tabela, ki prikazuje deleže parov, katerih interakcije najdemo v
bazah znanja, glede na SHAP vrednost proteina.
število vseh parov proteinov, ki imajo naenkrat neničelno vrednost SHAP.
Torej nam D1 pove, kolikšen delež vseh parov proteinov, ki imajo naenkrat
neničelen SHAP, se pojavi v naši bazi znanja.
Razmerje D2 predstavlja delež naključnih neničelnih parov, ki se poja-
vljajo v bazi znanja. Izračunali smo ga kot: D2 :=
S2
I2
, kjer je S2 število
vseh parov proteinov, ki imajo neničelni SHAP in je interakcija med prote-
inoma zavedena v bazi znanja; I2 :=
m(m−1)
2
, kjer je m število atributov v




, kjer je S3 število vseh parov, za katere je najdena




, kjer je k število atributov v podatkovni množici, ki imajo SHAP
vrednost enako nič. Torej D3 predstavlja razmerje vseh ničelnih parov, za
katere najdemo interakcijo v bazi znanja, glede na vse pare proteinov, kjer
imata oba proteina ničelno SHAP vrednost.
Delež D4 predstavlja delež parov, za katere obstaja interakcija v bazi
znanja med vsemi možnimi pari iz atributov podatkovne množice in ga
izračunamo kot D4 :=
S4
I4
, kjer je S4 število vseh parov proteinov, kjer oba
nastopata kot atributa v podatkovni množici in je interakcija med njima za-
beležena v bazi znanja. I4 :=
l(l−1)
2
, kjer je l število atributov v učni množici.
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DLBCL A SIGNOR 0.982 1.251 1.072 1.274
BioGRID 0.933 1.064 0.972 1.141
DLBCL B SIGNOR 0.829 0.603 0.696 0.727
BioGRID 1.000 1.146 1.092 1.146
Breast A SIGNOR 0.000 0.000 0.000 0.435
BioGRID 1.039 1.385 1.258 1.334
Breast B SIGNOR 0.000 0.000 0.000 1.343
BioGRID 1.356 2.637 2.469 1.945
Tabela 5.4: Razmerja deležov prikazanih v 5.3.
Kot lahko vidimo v tabeli 5.3, so si izračunana razmerja dokaj podobna
za določeno podatkovno množico, kar namiguje, da baze znanja nimajo ve-
liko interakcij za naključne proteine. Iz deleža D4, ki je podoben D1, lahko
vidimo, da je že brez upoštevanja vrednosti SHAP število najdenih parov
dokaj majhno. Zanimivo je, da je v bazi BioGRID več kot dvakrat toliko
najdenih parov kot v SIGNORu, če gledamo vse proteine, ne glede na SHAP
vrednosti.
Za lažjo berljivost smo izračunali še razmerja med deležem D1 in ostalimi
deleži in to zapisali v tabelo 5.4. Vidimo, da je večina razmerij okoli 1. Pri
Breast A in Breast B so razmerja za SIGNOR enaka nič, ker nismo našli
nobenega dobrega para. Presenetljivo je, da za Breast B pri bazi BioGRID
najdemo veliko več parov, kot bi pričakovali glede na prekrivnost naših atri-
butov z bazo znanja. Da je D2
D3
več kot 1, nam pove, da je večji delež parov z
neničelno SHAP vrednostjo v bazi znanja kot delež ničelnih SHAP vredno-
sti. Za Breast A vidimo, da smo imeli smolo s proteini, ki so dobili SHAP
neničelne vrednosti, saj jih je v bazi res le malo.
Na podlagi tega preizkusa vidimo, da se delež najdenih parov sklada s
pričakovanim deležem glede na izbrano bazo. Algoritem SHAP ne vpliva
bistveno na pričakovan delež najdenih parov v bazi. Ta podatek sicer ne
pove ničesar o tem, ali so rezultati koristni in praktično relavantni.
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5.4 Rezultati z izbranimi parametri
Za vsako učno množico posebej smo izbrali najbolǰse parametre za algori-
tem XGBoost glede na klasifikacijsko točnost. Število šibkih modelov smo
nastavili na 140. Iskanje najbolǰsih parametrov smo izvedli za maksimalno
globino (md), najmanǰse število primerov v vozlǐsču, da še naprej delimo
učno množico (mcw) in parameter gama, ki uravnava velikost izbolǰsanja, da
delimo vozlǐsče (g). Nato smo pognali model z dobljenimi parametri dvakrat.
Poskus 1 smo pognali s hitrostjo učenja 0.1 in zgrajenimi 140 modeli, poskus
2 pa s hitrostjo učenja 0.01 in 500 zgrajenimi modeli. Hitrost učenja nam
predstavlja, kako zelo upoštevamo na novo dodana drevesa, oziroma kakšen
vpliv imajo. Če imamo manǰso hitrost učenja, vsako drevo malo vpliva na
končno napoved in bomo zgradili več dreves. Pri visoki hitrosti učenja bodo
nova drevesa bolj vplivala na napoved, torej se bo napoved hitreje spremi-
njala.
Parametre smo iskali na celi učni množici z metodo GridSearchCV, ki
optimizira dane vrednosti iskanega parametra s prečnim preverjanjem, kar
pomeni, da zgradi več modelov na podmnožicah učnih podatkov, kjer za
validacijsko množico vedno vzamemo druge primere.
Rezultati se močno razlikujejo glede na izbrane učne množice, smo pa tudi
za TCGA in Multi B sedaj našli vsaj en dober par. Med seboj najbolj različni
so bili rezultati za podatkovne množice DLBCL A, DLBCL C, Multi A, ki
so predstavljeni v tabeli 5.5. Prvoten poskus je tisti, pri katerem smo model
zgradili na prednastavljenih parametrih (tabela 5.1). Poskusa 1 in 2 sta
zgrajena na parametrih, ki smo jih prilagodili za našo podatkovno množico,
a imata različno hitrost učenja in število šibkih modelov, ki smo jih zgradili.
Za vsako bazo znanja smo v tej tabeli v stolpcu ’vse’ zapisali, koliko je bilo
najdenih vseh interakcij med proteini, ki so imeli naenkrat neničelni SHAP, v
stolpcu ’različne’ pa smo zapisali število različnih parov naenkrat neničelnih
proteinov, za katere smo našli relacijo v bazi znanja.
Pri podatkovni množici DLBCL A smo z izbranimi parametri dobili zelo
podobne rezultate kot pri prvotnem poskusu. Zanimivo je, da so modeli
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ime podatkovne množice poskus baza SIGNOR baza BioGRID
vse različne vse različne
začetni 19 8 88 19
DLBCL A 1 12 6 120 20
2 20 9 109 17
začetni 1 1 9 3
DLBCL C 1 0 0 18 5
2 18 13 240 44
začetni 0 0 6 3
Multi A 1 0 0 3 1
2 7 7 32 12
Tabela 5.5: Rezultati z izbranimi parametri za podatkovne množice
DLBCL A, DLBCL C, Multi A.
našli različne dobre pare proteinov. Na tej množici so modeli z bazo znanja
BIOGRID našli 19, 20, oziroma 17 različnih dobrih parov, a so ti pari imeli
različno število vnešenih interakcij, kar pomeni, da so se najdeni dobri pari
razlikovali med seboj glede na izbrane parametre.
Pri podatkovni množici DLBCL C je zanimivo, da je poskus 2 našel
mnogo več dobrih parov v obeh bazah znanja. Poskus 1 je v SIGNOR bazi
našel manj, v bazi BioGRID pa več dobrih parov proteinov.
Pri podatkovni množici Multi A je poskus 1 v obeh bazah našel manj
dobrih parov kot začetni poskus, medtem ko je poskus 2 vedno našel več
dobrih parov.
V dodatek smo vključili dve tabeli parov proteinov, ki smo jih našli z
različnimi poskusi za dve izbrani podatkovni množici.
5.5 Razlaga dobljenih interakcij
Za učno množico DLBCL C smo poskusili dobljene interakcije biološko inter-
pretirati s pomočjo eksperta. Interpretiramo rezultate, ki smo jih prikazali
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na slikah 5.1 in 5.2.
V izvorni študiji DLBCL C dobljena kavzalna interakcija med EZH2 ter
AKT1 (fosforilacija, PMID: 16224021) ne vključuje nobenega od desetih
najpogosteje uporabljenih genov v modelih, grajenih v izvorni publikaciji.
Gen EZH2 (Histone-lysine N-methyltransferase EZH2) [1] kodira del pro-
teinskega kompleksa s pomembno vlogo v transkripcijski regulaciji preko
metilacije, vpliva pa na diferenciacijo matičnih celic. Gen AKT1 (RAC-
alpha serine/threonine-protein kinase) [3] je odgovoren za nastanek encima
(kinaze), kar pojasni anotacijo najdene interakcije (fosforilacija). Kinaza
AKT1 je vključena tako v procesu celične rasti kot tudi diferenciacije. Oba
gena sta glede na njun opis (ter predhodne publikacije) pomembna faktorja
v zgodnjih fazah celičnega razvoja, kar je v kontekstu množic DLBCL (študij
podtipov limfomov). V izvorni publikaciji so avtorji študirali vplive posame-
znih genov, niso pa se dotaknili potencialnih interakcij. Naveden primer tako
nakazuje potencialne aplikacije razvite metodologije, saj poleg identifikacije
interakcij omogoča tudi naleganje obstoječega znanja o kavzalnosti interakcij
(SIGNOR). Obstoječa inerakcija dveh genov predhodno asociiranih s pro-
cesi, ključnimi med drugim tudi za nastanek limfomov v izvorni publikaciji,
ni bila navedena ter tako lahko predstavlja novo kandidatno interakcijo, po-
tencialno prav tako relevantno za diferenciacijo med tipi limfom. Hipotezo
o relevantnosti najdene interakcije v danem problemu bi lahko v nadaljnjih
študijah empirično testirali s sistematičnim vzorčenjem izražanja obeh genov
z ozirom na tip limfom, kot tudi z merjenjem fosforilacije med proteinoma.
Dejstvo, da sta oba proteina ključna pri večini zgodnjih procesov, prav
tako relevantnih pri nastanku raznovrstnih tumorjev, je vsekakor zanimivo.
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Poglavje 6
Ugotovitve in nadaljne delo
V diplomski nalogi smo poskusili preveriti, ali so razlage napovednega mo-
dela z algoritmom SHAP biološko smiselne in ali bi z njimi lahko odkrivali
interakcije med atributi. Pri tem smo uporabljali dve različni bazi znanja
in devet različnih učnih množic. Na podatkovnih množicah smo zgradili
XGBoost napovedne modele in na njih z algoritmom SHAP iskali potenci-
alne interakcije.
Ugotovili smo, da se vrednosti SHAP ujemajo z ostalimi ocenami kako-
vosti atributov. Izkazalo se je, da algoritem SHAP ne vpliva bistveno na
delež najdenih parov v bazi. Število najdenih dobrih parov se razlikuje glede
na uporabljeno podatkovno množico in bazo znanja. Za izbrano podatkovno
množico se najdeni pari z različnimi poskusi razlikujejo med seboj. Za eno
od domen smo s pomočjo biologa za v bazi potrjene interakcije našli bi-
ološko interpretacijo. Sklenemo lahko, da je naš pristop smiselen, vendar s
trenutnimi biološkimi bazami znanja, ki ne vsebujejo mnogo interakcij, av-
tomatsko potrjevanje še ni mogoče. Predlagano metodologijo bi bilo zato
smiselno preizkusiti še na drugih področjih.
V nadaljnjem delu bi lahko namesto baz znanja SIGNOR in BioGRID
uporabili večjo bazo znanja, čeprav te baze vsebujejo interakcije, ki so manj
raziskane. Če bi bilo tam preveč interakcij, bi lahko iskanje omejili tako, da




Delo bi lahko nadaljevali tudi tako, da bi namesto uporabe algoritma
SHAP izbrali nekaj najpomembneǰsih atributov in potem izračunali vpliv
vrednosti parov atributov na našo napoved.
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Dodatek A
Dodatne tabele
Tabeli A.1 in A.2 prikazujeta, katere pare smo našli s katerim poskusom iz
poglavja 5 in ali se pari, ki smo jih našli z različnima bazama, skladajo.
ID A ID B 1 BioGRID 2 SIGNOR 2 BioGRID
P14635 P61024 3
P07948 P15941 2
O00198 P10415 1 3








Tabela A.1: Tabela najdenih parov proteinov za podatkovno množico Bre-
ast A, za poskusa 1 in 2 ter bazi znanja SIGNOR in BioGRID. ID A in ID
B sta UniProtID-ja. V poskusu 1 z bazo znanja SIGNOR in v obeh začetnih
poskusih nismo našli nobene interakcije. Vpisane številke predstavljajo, ko-
liko interakcij med danima proteinoma smo našli. Ničel zaradi preglednosti
nismo pisali. Vidimo, da so v tem primeru vsi dobri pari, najdeni v drugem
poskusu z bazo SIGNOR, najdeni tudi v drugem poskusu z BioGRID bazo,
a je za vsak par več vpisanih interakcij.
29
30 Klara Drofenik
ID A ID B 1 SIGNOR 1 BioGRID 2 SIGNOR 2 BioGRID
P07288 P10275 1 2
O15392 P04637 2




















Tabela A.2: Tabela najdenih parov proteinov za podatkovno množico
Multi A, za poskusa 1 in 2 ter bazi znanja SIGNOR in BioGRID. ID A
in ID B sta UniProt identifikatorja. V obeh začetnih poskusih nismo našli
nobene interakcije. Vpisane številke predstavljajo, koliko interakcij med da-
nima proteinoma smo našli. Ničel zaradi preglednosti nismo pisali. Vidimo,
da v tem primeru večina interakcij najdenih v bazi SIGNOR ni najdena tudi
v bazi BioGRID.
