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Inequalities and tail bounds for elementary symmetric
polynomials with applications
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Abstract
We study the extent of independence needed to approximate the product of bounded
random variables in expectation, a natural question that has applications in pseudoran-
domness and min-wise independent hashing.
For random variables whose absolute value is bounded by 1, we give an error bound of
the form σΩ(k) where k is the amount of independence and σ2 is the total variance of the
sum. Previously known bounds only applied in more restricted settings, and were quani-
tively weaker. We use this to give a simpler and more modular analysis of a construction
of min-wise independent hash functions and pseudorandom generators for combinatorial
rectangles due to Gopalan et al., which also slightly improves their seed-length.
Our proof relies on a new analytic inequality for the elementary symmetric polynomi-
als Sk(x) for x ∈ Rn which we believe to be of independent interest. We show that if
|Sk(x)|, |Sk+1(x)| are small relative to |Sk−1(x)| for some k > 0 then |Sℓ(x)| is also small
for all ℓ > k. From these, we derive tail bounds for the elementary symmetric polynomials
when the inputs are only k-wise independent.
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1 Introduction
The power of independence in probability and randomized algorithms stems from the fact that
it lets us control expectations of products of random variables. If X1, . . . ,Xn are independent
random variables, then E[
∏n
i=1Xi] =
∏n
i=1 µi where µi are their respective means. However,
there are numerous settings in computer science, where true independence either does not
hold, or is too expensive (in terms of memory or randomness). Motivated by this, we explore
settings when approximate versions of the product rule for expectations hold even with limited
independence. Concretely, let X1, . . . ,Xn be random variables lying in the range [−1, 1], with
mean µi and variance σ
2
i repectively. We are interested in the smallest k = k(δ) such that
whenever the Xis are drawn from a k-wise independent distribution D, it holds that∣∣∣∣∣ED[
n∏
i=1
Xi]−
n∏
i=1
µi
∣∣∣∣∣ ≤ δ. (1)
As stated, we cannot hope to make do even with k = n − 1. Consider the case where
each Xi is a random {±1} bit. If Xn =
∏
i≤n−1Xi, the resulting distribution is (n − 1)-wise
independent, but E[
∏
iXi] = 1, whereas it is 0 with true independence. So, clearly, we need
some additional assumptions about the random variables.
The main message of this paper is that small total variance is sufficient to ensure that the
product rule holds approximately even under k-wise independence.
Theorem 1. Let X1, . . . ,Xn be random variables each distributed in the range [−1, 1], with
mean µi and variance σ
2
i repectively. Let σ
2 =
∑
i σ
2
i . There exist constants c1 > 1 and
1 > c2 > 0 such that under any k-wise independent distribution D,∣∣∣∣∣ED[
n∏
i=1
Xi]−
n∏
i=1
µi
∣∣∣∣∣ ≤ (c1σ)c2k. (2)
Specifically, if σ < 1/(2c1) then k = O(log(1/δ)/ log(1/σ))-wise independence suffices for
Equation (1).
An important restriction that naturally arises is positivity, where each Xi lies in the interval
[0, 1]. This setting of parameters (positive variables, small total variance) is important for the
applications considered in this paper: pseudorandom generators for combinatorial rectangles
[EGL+98, LLSZ97] and min-wise independent permutations [BCFM00]. The former is an
important problem in the theory of unconditional pseudorandomness which has been studied
intensively [EGL+98, LLSZ97, SSZZ99, ASWZ96, Lu02, GMR+12]. Min-wise independent
hashing was introduced by Broder et al. [BCFM00] motivated by similarity estimation, and
further studied by [Ind99, BCM98, SSZZ99]. [SSZZ99] showed that PRGs for rectangles give
min-wise independent hash functions.
The results of [EGL+98, Ind99] tell us that under k-wise independence, positivity and
boundedness, the LHS of Equation (1) is bounded by exp(−Ω(k)), hence k = O(log(1/δ))
suffices for error δ. In contrast, we have seen that such a bound cannot hold in the [−1, 1] case.
However, once the variance is smaller than some constant, our bound beats this bound even
in the [0, 1] setting. Concretely, when σ2 < n−ε for some ε > 0, our result says that O(1)-wise
independence suffices for inverse polynomial error in Equation (1), as opposed to O(log(n))-
wise independence. This improvement is crucial in analyzing PRGs and hash functions in
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the polynomially small error regime. A recent result of [GMR+12] achieves near-logarithmic
seed-length for both these problems, even in the regime of inverse polynomial error. Their
construction is simple, but its analysis is not. Using our results, we give a modular analysis of
the pseudorandom generator construction for rectangles of [GMR+12], using the viewpoint of
hash functions.
Our analysis is simpler and perhaps more intuitive. It also improves the seed-length of the
construction, getting the dependence on the dimension n down to O(log log(n)) as opposed to
O(log(n)), which (nearly) matches a lower bound due to [LLSZ97]. Given the basic nature
of the question, we feel our results might find other applications. Very recently, [GKM15]
constructed the first pseudorandom generators with near-logrithmic seed-length for several
classes of functions including halfspaces, modular tests and combinatorial shapes. The key
technical ingredient of their work is a generalization of Theorem 1 to the setting where each
Xi takes values in the unit complex disc.
The main technical ingredient in our work is a new analytic inequality about symmetric
polynomials in real variables which we believe is independently interesting. The k’th symmetric
polynomial in a = (a1, a2, . . . , an) is defined as
Sk(a) =
∑
T⊆[n]:|T |=k
∏
i∈T
ai (3)
(we let S0(a) = 1). We show that for any real vector a, if |Sk(a)|, |Sk+1(a)| are small relative
to |Sk−1(a)| for some k > 0, then |Sℓ(a)| is also small for all ℓ > k. This strengthens and
generalzies a result of [GMR+12] for the case k = 1.
We give an overview of the new inequality, its use in the derivation of bounds under limited
independence, and finally the application of these bounds to the construction of pseudorandom
generators and hash functions.
1.1 An inequality for elementary symmetric polynomials
The elementary polynomials appear as coefficients of a univariate polynomial with real roots,
since
∏
i∈[n](ξ + ai) =
∑n
k=0 ξ
kSn−k(a). Symmetric polynomials have been well studied in
mathematics, dating back to classical results of Newton and Maclaurin (see [Ste04] for a
survey). This work focuses on their growth rates. Specifically, we study how local information
on Sk(a) for two consecutive values of k implies global information for all larger values of k.
It is easy to see that symmetric polynomials over the real numbers have the following
property:
Fact A. Over the real numbers, if S1(b) = S2(b) = 0 then b = 0.
This is equivalent to saying that if p(ξ) is a real univariate polynomial of degree n with n
nonzero roots and p′(0) = p′′(0) = 0 then p ≡ 0. This does not hold over all fields, for example,
the polynomial p(ξ) = ξ3 + 1 has three nonzero complex roots and p′(0) = p′′(0) = 0.
A robust version of Fact A was recently proved in [GMR+12]: For every a ∈ Rn and k ∈ [n],
|Sk(a)| ≤
(
S21(a) + 2|S2(a)|
)k/2
. (4)
That is, if S1(a), S2(a) are small in absolute value, then so is everything that follows. We
provide an essentially optimal bound.
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Theorem 2. For every a ∈ Rn and k ∈ [n],
|Sk(a)| ≤
(
6e(S21 (a) + |S2(a)|)1/2
k1/2
)k
.
The parameters promised by Theorem 2 are tight up to an exponential in k which is often
too small to matter (we do not attempt to optimise the constants). For example, if ai = (−1)i
for all i ∈ [n] then |S1(a)| ≤ 1 and |S2(a)| ≤ n+ 1 but Sk(a) is roughly (n/k)k/2.
A more general statement than Fact A actually holds (see Appendix A for a proof).
Fact B. Over the reals, if Sk(a) = Sk+1(a) = 0 for k > 0 then Sℓ(a) = 0 for all ℓ ≥ k.
We prove a robust version of this fact as well: A twice-in-a-row bound on the increase of
the symmetric functions implies a bound on what follows.
Theorem 3. For every a ∈ Rn, if Sk(a) 6= 0 and∣∣∣∣
(
k + 1
k
)
Sk+1(a)
Sk(a)
∣∣∣∣ ≤ C and
∣∣∣∣
(
k + 2
k
)
Sk+2(a)
Sk(a)
∣∣∣∣ ≤ C2
then for every 1 ≤ h ≤ n− k,
∣∣∣∣
(
k + h
k
)
Sk+h(a)
Sk(a)
∣∣∣∣ ≤
(
6eC
h1/2
)h
.
Theorem 3 is proved by reduction to Theorem 2. The proof of Theorem 2 is analytic and
uses the method of Lagrange multipliers, and is different from that of [GMR+12] which relied
on the Newton-Girrard identities. The argument is quite general, and similar bounds may be
obtained for functions that are recursively defined. The proof can be found in Section 2.
Stronger bounds are known when the inputs are nonnegative. When ai ≥ 0 for all i ∈ [n],
the classical Maclaurin inequalities [Ste04] imply that Sk(a) ≤ (e/k)k(S1(a))k. In contrast,
when we do not assume non-negativity, one cannot hope for such bounds to hold under the
assumption that |S1(a)| or any single |Sk(a)| is small (cf. the alternating signs example above).
1.2 Expectations of products under limited independence
We return to the question alluded to earlier about how much independence is required for
the approximate product rule of expectation. This question arises in the context of min-wise
hashing [Ind99], PRGs for combinatorial rectangles [EGL+98, GMR+12], read-once DNFs
[GMR+12] and more.
One could derive bounds of similar shape to ours using the work of [GMR+12], but with
much stronger assumptions on the variables. More precisely, one would require E[X2ki ] ≤
(2k)2kσ2ki for all i ∈ [n], and get an error bound of roughly kO(k)(
∑
i σ
2
i )
Ω(k). These stronger
assumptions limit the settings where their bound can be applied (biased variables typically do
not have good moment bounds), and ensuring these conditions hold led to tedious case analysis
in analyzing their PRG construction.
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We briefly outline our approach. We start from the results of [EGL+98, Ind99] who give
an error bound of exp(−k). To prove this, they consider random variables Yi = 1−Xi, so that
n∏
i=1
Xi =
n∏
i=1
(1− Yi) =
n∑
j=0
(−1)jSj(Y1, . . . , Yn). (5)
By inclusion-exclusion/Bonferroni inequalities, the series on the right gives alternating upper
and lower bounds, and the error incurred by truncating to k terms is bounded by Sk(Y ). So
we can bound the expected error by E[Sk(Y )] for which k-wise independence suffices.
Our approach replaces inclusion-exclusion by a Taylor-series style expansion about the
mean, as in [GMR+12]. Let us assume µi 6= 0 and let Xi = µi(1 + Zi). Thus,
n∏
i=1
Xi =
n∏
i=1
µi(1 + Zi) =
n∏
i=1
µi

 n∑
j=0
Sj(Z)

 . (6)
If this series were alternating, then we would only need to bound E[|Sk(Z)|], which is easy.
However, this need not be true since Z may have negative entries (even if we start with
Xis all positive). So, to argue that the first k terms are a good approximation, we need to
bound the tail
∑
ℓ≥k Sℓ(Z). At first, this seems problematic, since this involves high degree
polynomials, and it seems hard to get their expectations right assuming just k-wise indepen-
dence1. Even though we cannot bound E[Sℓ(Z)] under k-wise independence once ℓ ≫ k, we
use our new inequalities for symmetric polynomials to get strong tail bounds on them. This
lets us show that truncating Equation (6) after k terms gives error roughly O(σck), and thus
k = O(log(1/δ)/ log(1/σ) suffices for error δ. We next describe these tail bounds in detail.
We assume the following setup: Z = (Z1, . . . , Zn) is a vector of real valued random variables
where Zi has mean 0 and variance σ
2
i , and σ
2 =
∑
i σ
2
i < 1. Let U denote the distribution
where the coordinates of Z are independent. One can show that EZ∈U [|Sℓ(Z)|] ≤ σℓ/
√
ℓ! and
hence by Markov’s inequality (see Corollary 10) when t > 1 and tσ ≤ 1/2,
Pr
Z∈U
[
n∑
ℓ=k
|Sℓ(Z)| ≥ 2(tσ)k
]
≤ 2t−2k. (7)
Although k-wise independence does not suffice to bound E[Sℓ(Z)] for ℓ≫ k, we use Theo-
rem 3 to show that a similar tail bound holds under limited independence.
Theorem 4. Let D denote a distribution over Z = (Z1, . . . , Zn) as above where the Zis are
(2k + 2)-wise independent. For t > 0 and2 16etσ ≤ 1,
Pr
X∈D
[
n∑
ℓ=k
|Sℓ(Z)| ≥ 2(6etσ)k
]
≤ 2t−2k. (8)
Typically proofs of tail bounds under limited independence proceed by bounding the ex-
pectation of some suitable low-degree polynomial. The proof of Theorem 4 does not follow this
route. In Section 3.1, we give an example of Zis and a (2k + 2)-wise independent distribution
on where E[|Sℓ(Z)|] for ℓ ∈ {2k + 3, . . . , n − 2k − 3} is much larger than under the uniform
distribution. The same example also shows that our tail bounds are close to tight.
1We formally show this in Section 3.1.
2A weaker but more technical assumption on t, σ, k suffices, see Equation (24).
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1.3 Applications to pseudorandom generators and hash functions
A hash function is a map h : [n]→ [m]. Let U denote the family of all hash functions h : [n]→
[m]. Let H ⊆ U be a family of hash functions. For S ⊆ [n], let minh(S) = minx∈S h(x). The
notion of min-wise independent hashing was introduced by Broder et al. [BCFM00] motivated
by similarity estimation, and independently by Mulmuley [Mul96] motivated by computational
geometry. The following generalization was introduced by Broder et al. [BCM98]:
Definition 5. We say that H : [n] → [m] is approximately ℓ-minima-wise independent with
error ε if for every S ⊆ [n] and for every sequence T = (t1, . . . , tℓ) of ℓ distinct elements of S,∣∣∣∣ Prh∈H[h(t1) < · · · < h(tℓ) < minh(S \ T )]− Prh∈U[h(t1) < · · · < h(tℓ) < minh(S \ T )]
∣∣∣∣ ≤ ε.
Combinatorial rectangles are a well-studied class of tests in pseudorandomness [EGL+98,
LLSZ97, SSZZ99, ASWZ96, Lu02, GMR+12]. In addition to being a natural class of statistical
tests, constructing generators for them with optimal seeds (up to constant factors) will improve
on Nisan’s generator for logspace [ASWZ96], a long-standing open problem in derandomization.
Definition 6. A combinatorial rectangle is a function f : [m]n → {0, 1} which is specified by n
co-ordinate functions fi : [m] → {0, 1} as f(x1, . . . , xn) =
∏
i∈m fi(xi). A map G : {0, 1}r →
[m]n is a PRG for combinatorial rectangles with error ε if for every combinatorial rectangle
f : [m]n → {0, 1}, ∣∣Ex∈{0,1}r [f(G(x))] − Ex∈[m]n[f(x)]∣∣ ≤ ε.
A generator G : {0, 1}r → [m]n can naturally be thought of as a collection of 2r hash
functions, one for each seed. For y ∈ {0, 1}r , let G(y) = (x1, . . . , xn). The corresponding
hash function is given by gy(i) = xi. The corresponding hash functions have the property
that the probability that they fool all test functions given by combinatorial rectangles. Saks
et al. [SSZZ99] showed that this suffices for ℓ-minima-wise independence. They state their
result for ℓ = 1, but their proof extends to all ℓ (see appendix A). Constructions of PRGs
for rectangles and min-wise hash functions that achieve seed-length O(log(mn) log(1/ε)) were
given by [EGL+98] and [Ind99] respectively using limited independence. The first construction
GMR to achieve seed-length O˜(log(mn/ε)) was given recently by [GMR+12]. We use our results
to give an anlysis of their generator which we believe is simpler and more intutitive, which also
improves the seed-length, to (nearly) match the lower bound from [LLSZ97].
We take the view of GMR as a collection of hash functions g : [n]→ [m], based on iterative
applications of an alphabet squaring step. We describe the generator formally in Section 5. We
start by observing that fooling rectangles is easy when m is small; O(log(1/δ))-wise independ-
nce suffices, and this requires O(log(1/δ) log(m)) = O(log(1/δ)) random bits for m = O(1).
The key insight in [GMR+12] is that gradually increasing the alphabet is also easy (in that
it requires only logarithmic randomness). Assume that we have a hash function g0 : [n]→ [m]
and from it, we define g1 : [n] → [m2]. To do this, we pick a function g′1 : [n] × [m] →
[m2] and set g1(i) = g
′
1(i, g0(i)). The key observation is that it suffices to pick g
′
1 using
only O(log(1/δ)/ log(m))-wise independence (rather than the O(log(1/δ))-wise independence
needed for one shot).
To see why this is so, fix subsets Si ⊂ [m2] for each co-ordinate and pretend that g0 is truly
random. One can show that Prg0 [g1(i) ∈ Si] is a random variable over the choice of g′1 with
variance 1/poly(m). Since we are interested in
∏
i Prg0 [g1(i) ∈ Si], which is the product of n
small variance random variables, Theorem 1 says it suffices to use limited independence3.
Theorem 7. Let GMR be the family of hash functions from [n] to [m] defined in Section 5.1
with error parameter δ > 0. The seed length is at most O((log log(n)+log(m/δ)) log log(m/δ)).
Then, for every S1, . . . , Sn ⊆ [m],∣∣∣∣ Prg∈GMR[∀ i ∈ [n] g(i) ∈ Si]− Prh∈U[∀ i ∈ [n] h(i) ∈ Si]
∣∣∣∣ ≤ δ.
This improves the [GMR+12] bound in the dependence on n and δ (their bound was
O(log(mn/δ) log log(m)+log(1/δ) log log(1/δ) log log log(1/δ))). In particular, the dependence
on n reduces from log(n) to log log(n)4. [LLSZ97] showed a lower bound of Ω(log(m) +
log(1/ε) + log log(n)) even for hitting sets, so our bound is tight upto the log log(m/δ) factor.
While [LLSZ97] constructed hitting-set generators for rectangles with near-optimal seedlength,
we are unaware of previous constructions of pseudorandom generators for rectangles where the
dependence of the seedlength on n is o(log(n)).
Combining this with Theorem 19, we get the following corollary.
Corollary 8. For every ℓ, there is a family of approximately ℓ-minima-wise independent hash
functions with error ε and seed length at most O((log log(n) + log(mℓ/ε))(log log(mℓ/ε))).
1.4 Subsequent work
Very recently, Gopalan, Kane and Meka [GKM15] constructed the first pseudorandom gen-
erators with seed-length O((log(n/δ) log log(n/δ)2) for several classes of functions including
halfspaces, modular tests and combinatorial shapes. The key technical ingredient of their
work is a generalization of Theorem 1 to the setting where the Xis are complex valued ran-
dom variables lying in the unit disc. Their proof however is very different from ours, and in
particular it does not imply the inequalities and tail bounds for symmetric polynomials that
are proved here.
Organization: We present the proofs of our inequalities for symmetric polynomials in Sec-
tion 2 and tail bounds for symmetric polynomials in Section 3. We use these bounds to prove
Theorem 1 on products of low-variance variables in Section 4 and to analyze the [GMR+12]
generator in Section 5.
2 Inequalities for symmetric polynomials
Proof of Theorem 2. It will be convenient to use
E2(a) =
∑
i∈[n]
a2i .
3To optimize the seed-length, we actually use almost k-wise independence rather than exact k-wise indepen-
dence. So the analysis does not use Theorem 1 as a black-box, but rather it directly uses Theorem 4.
4The reason log log(n) seedlength is possible is because every rectangle can be ε-approximated by one that
depends only on O(m log(1/ε)) co-ordinates. Hence the number of functions to fool grows polynomially in n,
rather than exponentially.
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By Newton’s identity, E2 = S
2
1 − 2S2 so for all a ∈ Rn,
S21(a) + E2(a) ≤ 2(S21 (a) + |S2(a)|).
It therefore suffices to prove that for all a ∈ Rn and k ∈ [n],
S2k(a) ≤
(16e2(S21(a) + E2(a)))
k
kk
.
We prove this by induction. For k ∈ {1, 2}, it indeed holds. Let k > 2. Our goal will be upper
bounding the maximum of the projectively defined5 function
φk(a) =
S2k(a)
(S21(a) + E2(a))
k
under the constraint that S1(a) is fixed. Since φk is projectively defined, its supremum is
attained in the (compact) unit sphere, and is therefore a maximum. Choose a 6= 0 to be a
point that achieves the maximum of φk. We assume, without loss of generality, that S1(a) is
non-negative (if S1(a) < 0, consider −a instead of a). There are two cases to consider:
The first case is that for all i ∈ [n],
ai ≤ 2k
1/2(S21(a) +E2(a))
1/2
n
. (9)
In this case we do not need the induction hypothesis and can in fact replace each ai by its
absolute value. Let P ⊆ [n] be the set of i ∈ [n] so that ai ≥ 0. Then by Equation (9),∑
i∈P
|ai| ≤ 2k1/2(S21(a) + E2(a))1/2.
Note that
S1(a) =
∑
i∈P
|ai| −
∑
i 6∈P
|ai| ≥ 0.
Hence ∑
i 6∈P
|ai| ≤
∑
i∈P
|ai| ≤ 2k1/2(S21(a) + E2(a))1/2.
Overall we have ∑
i∈[n]
|ai| ≤ 4k1/2(S21(a) + E2(a))1/2.
We then bound
|Sk(a1, . . . , an)| ≤ Sk(|a1|, . . . , |an|)
≤
( e
k
)k∑
i∈[n]
|ai|


k
By the Maclaurin identities
≤
(
4e√
k
)k
(S21(a) + E2(a))
k/2.
5That is, for every a 6= 0 in Rn and c 6= 0 in R, we have φk(ca) = φk(a).
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The second case is that there exists i0 ∈ [n] so that
ai0 >
2k1/2(S21(a) + E2(a))
1/2
n
. (10)
In this case we use induction and Lagrange multipliers. For simplicity of notation, for a function
F on Rn denote
F (−i) = F (a1, a2, . . . , ai−1, ai+1, . . . , an)
for i ∈ [n]. So, for every δ ∈ Rn so that ∑i δi = 0 we have φk(a + δ) ≤ φk(a). Hence6, for all
δ so that
∑
i δi = 0,
φk(a) ≥
S2k(a+ δ)
(S21(a+ δ) + E2(a+ δ))
k
≥ (Sk(a) +
∑
i δiSk−1(−i) +O(δ2))2
(S21(a) + E2(a) + 2
∑
i aiδi +O(δ
2))k
≥ S
2
k(a) + 2Sk(a)
∑
i δiSk−1(−i) +O(δ2)
(S21(a) + E2(a))
k + 2k(S21 (a) + E2(a))
k−1
∑
i aiδi +O(δ
2)
.
Hence, for all δ close enough to zero so that
∑
i δi = 0,
S2k(a)
(S21(a) +E2(a))
k
≥ S
2
k(a) + 2Sk(a)
∑
i δiSk−1(−i) +O(δ2)
(S21(a) + E2(a))
k + 2k(S21(a) + E2(a))
k−1
∑
i aiδi +O(δ
2)
,
or ∑
i
δi
(
aiSk(a)k − (S21(a) + E2(a))Sk−1(−i)
) ≥ 0. (11)
For the above inequality to hold for all such δ, it must be that there is λ so that for all i ∈ [n],
aiSk(a)k − (S21(a) +E2(a))Sk−1(−i) = λ.
To see why this is true, set λi = aiSk(a)k− (S21(a)+E2(a))Sk−1(−i) . We now have λ1, . . . , λn
so that ∑
i
λiδi ≥ 0 (12)
for every δ1, . . . , δn of sufficiently small norm where
∑
i δi = 0. We claim that this implies that
in fact λi = λ for every i. To see this, assume for contradiction that λ1 6= λ2 and |λ1| > |λ2|.
Set
δ1 = −µλ1, δ2 = µλ1, δ3 = δ4 = . . . = δn = 0
for µ > 0 sufficiently small. It follows that
∑
i δi = 0 and
∑
i λiδi = µ(λ1λ2 − λ21) < 0 so
Equation (12) is violated.
Sum over i to get
λn = S1(a)Sk(a)k − (S21(a) + E2(a))(n − (k − 1))Sk−1(a).
6Here and below, O(δ2) means of absolute value at most C · ‖δ‖∞ for C = C(n, k) ≥ 0.
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Thus, for all i ∈ [n],
aiSk(a)k − (S21(a) + E2(a))Sk−1(−i)
=
1
n
(
S1(a)Sk(a)k − (S21(a) + E2(a))(n − (k − 1))Sk−1(a)
)
,
or
Sk(a)k
(
ai − S1(a)
n
)
= (S21(a) + E2(a))(Sk−1(−i)− Sk−1(a)) +
(k − 1)
n
(S21(a) + E2(a))Sk−1(a)).
This specifically holds for i0, so using (10) we have∣∣∣Sk(a)kai0
2
∣∣∣
<
∣∣∣∣Sk(a)k
(
ai0 −
S1(a)
n
)∣∣∣∣
≤ ∣∣(S21(a) + E2(a))ai0Sk−2(−i0)∣∣+
∣∣∣∣ (k − 1)(S21 (a) + E2(a))Sk−1(a)n
∣∣∣∣ ,
or
|Sk(a)| (13)
≤
∣∣∣∣2(S21(a) + E2(a))Sk−2(−i0)k
∣∣∣∣+
∣∣∣∣2(k − 1)(S21(a) + E2(a))Sk−1(a)nkai0
∣∣∣∣
<
∣∣∣∣2(S21(a) + E2(a))Sk−2(−i0)k
∣∣∣∣+
∣∣∣∣∣(S
2
1(a) + E2(a))
1/2Sk−1(a)
k1/2
∣∣∣∣∣ .
To apply induction we need to bound S21(−i0) + E2(−i0) from above. Since
S21(a) + E2(a)− S21(−i0)−E2(−i0) = a2i0 + 2ai0S1(−i0) + a2i0
= 2ai0S1(a) ≥ 0.
we have the bound
S21(−i0) +E2(−i0) ≤ S21(a) + E2(a).
Finally, by induction and (13),
|Sk(a)| ≤ 2(S
2
1(a) + E2(a))
k
(16e2(S21(−i0) + E2(−i0)))(k−2)/2
(k − 2)(k−2)/2
+
(S21(a) +E2(a))
1/2
k1/2
(16e2(S21(a) + E2(a)))
(k−1)/2
(k − 1)(k−1)/2
≤ (16e
2(S21(a) + E2(a)))
k/2
kk/2
(
2
16e2
(
1− 2k
)(k−2)/2 + 1
4e
(
1− 1k
)(k−1)/2
)
<
(16e2(S21(a) + E2(a)))
k/2
kk/2
.
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Proof of Theorem 3. The proof is by reduction to Theorem 2. Assume a1, . . . , am are nonzero
and am+1, . . . , an are zero. Denote a
′ = (a1, . . . , am) and notice that for all
7 k ∈ [n],
Sk(a) = Sk(a
′).
Write
p(ξ) =
∏
i∈[m]
(ξai + 1) =
m∑
k=0
ξkSk(a).
Derive k times to get
p(k)(ξ) = Sk(a)k!
((
m
k
)
Sm(a)
Sk(a)
ξm−k +
(
m− 1
k
)
Sm−1(a)
Sk(a)
ξm−k−1 + . . .
. . .+
(
k + 1
k
)
Sk+1(a)
Sk(a)
ξ + 1
)
.
Since p has m real roots, p(k) has m−k real roots. Since p(k)(0) 6= 0, there is b ∈ Rm−k so that
p(k)(ξ) = Sk(a)k!
∏
i∈[m−k]
(ξbi + 1).
For all h ∈ [m− k],
Sh(b) =
(
k + h
k
)
Sk+h(a)
Sk(a)
.
By assumption,
|S1(b)| ≤ C and |S2(b)| ≤ C2.
Theorem 2 implies
|Sh(b)| =
∣∣∣∣
(
k + h
k
)
Sk+h(a)
Sk(a)
∣∣∣∣ ≤ (6eC)hhh/2 .
3 Tail bounds under limited independence
In this section we work with the following setup: Let X = (X1, . . . ,Xn) be a vector of real
valued random variables so that E[Xi] = 0 for all i ∈ [n]. Denote σ2i = Var[Xi] and
σ2 =
∑
i∈[n]
σ2i .
The goal is proving a tail bound on the behaviour of the symmetric functions under limited
independence.
We start by obtaining tail estimates, under full independence. Let U denote the distribution
over X = (X1, . . . ,Xn) where X1, . . . ,Xn are independent.
Lemma 9. EX∈U [S
2
ℓ (X)] ≤ σ
2ℓ
ℓ! .
7For k > m we have Sk(a) = 0 so there is nothing to prove.
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Proof. Since the expectation of Xi is zero for all i ∈ [n],
E[S2ℓ (X)] =
∑
T,T ′⊂[n]:|T |=|T ′|=ℓ
E
[∏
t∈T
Xt
∏
t′∈T ′
Xt′
]
=
∑
T⊂[n]:|T |=ℓ
E
[∏
t∈T
X2t
]
=
∑
T⊂[n]:|T |=ℓ
∏
t∈T
σ2t
≤ 1
ℓ!

∑
i∈[n]
σ2i


ℓ
=
σ2ℓ
ℓ!
.
Corollary 10. For t > 0 and ℓ ∈ [n], by Markov’s inequality,
Pr
X∈U

|Sℓ(X)| ≥
(
e1/2tσ
ℓ1/2
)ℓ
≥ (tσ)
ℓ
√
ℓ!

 ≤ 1
t2ℓ
. (14)
If 2e1/2tσ ≤ k1/2 then by the union bound
Pr
X∈U

 n∑
ℓ=k
|Sℓ(X)| ≥ 2
(
e1/2tσ
k1/2
)k ≤ 1
t2k − t2(k−1) . (15)
We now consider limited independence.
Lemma 11. Let D denote a distribution over X = (X1, . . . ,Xn) where X1, . . . ,Xn are (2k+2)-
wise independent. Let t ≥ 1. Except with D-probability at most 2t−2k, the following bounds
hold for all ℓ ∈ {k, . . . , n}:
|Sℓ(X)| ≤ (6etσ)ℓ
(
k
ℓ
)ℓ/2
. (16)
Proof. In the following the underlying probability distribution over X is D. By Lemma 9, for
i ∈ {k, k + 1},
E[S2i (X)] ≤
σ2i
i!
.
Hence by Markov’s inequality,
Pr
[
|Si(X)| ≥ (tσ)
i
√
i!
]
≤ t−2i.
From now on, condition on the event that
|Sk(X)| ≤ (tσ)
k
√
k!
and |Sk+1(X)| ≤ (tσ)
k+1√
(k + 1)!
, (17)
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which occurs with probability at least 1− 2t−2k. Fix x = (x1, . . . , xn) such that Equation (17)
holds.
We claim that there must exist k0 ∈ {0, . . . , k − 1} for which the following bounds hold:
|Sk0(x)| ≥
(tσ)k0√
k0!
, (18)
|Sk0+1(x)| ≤
(tσ)k0+1√
(k0 + 1)!
, (19)
|Sk0+2(x)| ≤
(tσ)k0+2√
(k0 + 2)!
. (20)
To see this, mark point j ∈ {0, . . . , k + 1} as high if
|Sj(x)| ≥ (tσ)
j
√
j!
and low if
|Sj(x)| ≤ (tσ)
j
√
j!
.
A point is marked both high and low if equality holds. Observe that 0 is marked high (and
low) since S0(x) = 1 and k and k + 1 are marked low by Equation (17). This implies the
existence of a triple k0, k0 + 1, k0 + 2 where the first point is high and the next two are low.
Let γ > 0 be the smallest number so that the following inequalities hold:
|Sk0+1(x)| ≤ |Sk0(x)|
γ√
k0 + 1
, (21)
|Sk0+2(x)| ≤ |Sk0(x)|
γ2√
(k0 + 1)(k0 + 2)
. (22)
By definition, one of Equations (21) and (22) holds with equality so
|Sk0(x)| = max
{
|Sk0+1(x)|
√
k0 + 1
γ
,
|Sk0+2(x)|
√
(k0 + 1)(k0 + 2)
γ2
}
.
Observe further that γ ≤ tσ by Equations (18), (19) and (20). Combining this with the bounds
in Equations (19) and (20)
|Sk0(x)| ≤ max
{
(tσ)k0+1
γ
√
k0!
,
(tσ)k0+2
γ2
√
k0!
}
=
(tσ)k0+2
γ2
√
k0!
. (23)
Equations (21) and (22) let us apply Theorem 3 with C = γ
√
k0 + 1 and h ≥ 3 to get∣∣∣∣Sk0+h(x)Sk0(x)
∣∣∣∣ ≤ (6eγ)h (k0 + 1)h/2hh/2(k0+hk0 ) .
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Bounding |Sk0 | by Equation (23), we get
|Sk0+h(x)| ≤ (6eγ)h
(k0 + 1)
h/2
hh/2
(
k0+h
k0
) (tσ)k0+2
γ2
√
k0!
≤ (6etσ)k0+h (k0 + 1)
h/2
hh/2
√
k0!
(
k0+h
h
) .
Since (
k0 + h
h
)
≥ max
{(
k0 + h
k0
)k0
,
(
k0 + h
h
)h}
≥ (k0 + h)
(k0+h)/2
k
k0/2
0 h
h/2
,
we have
(k0 + 1)
h/2
hh/2
√
k0!
(k0+h
h
) ≤ (k0 + 1
h
)h/2 kk0/20 hh/2
(k0 + h)(k0+h)/2
≤
(
k0 + 1
k0 + h
)(k0+h)/2
.
Therefore, denoting ℓ = k0 + h, since k0 + 1 ≤ k,
|Sℓ(x)| ≤ (6etσ)ℓ
(
k
ℓ
)ℓ/2
.
Proof of Theorem 4. As in Lemma 11, fix x = (x1, . . . , xn) such that Equation (17) holds (the
random vector X has this property with D-probability at least 1 − 2t−2k). By the proof of
lemma, since by assumption 6etσ < 1/2,
n∑
ℓ=k
|Sℓ(x)| ≤ (tσ)
k
k!
+
(tσ)k+1√
(k + 1)!
+
n∑
ℓ=k+2
(6etσ)ℓ
(
k
ℓ
)ℓ/2
≤ 2(6etσ)k . (24)
3.1 On the tightness of the tail bounds
We conclude by showing that (2k+2)-wise independence is insufficient to fool |Sℓ| for ℓ > 2k+2
in expectation. We use a modification of a simple proof due to Noga Alon of the Ω(nk/2)
lower bound on the support size of a k-wise independent distribution on {−1, 1}n, which was
communicated to us by Raghu Meka.
For this section, let X1, . . . ,Xn be so that each Xi is uniform over {−1, 1}. Thus σ2 =∑
i Var[Xi] = n. By Lemma 9, we have
EX∈U [|Sℓ(X)|] ≤
(
EX∈U [S
2
ℓ (X)]
)1/2 ≤ nℓ/2√
ℓ!
. (25)
In contrast we have the following:
Lemma 12. There is a (2k + 2)-wise independent distribution on X = (X1,X2, . . . ,Xn) in
{−1, 1}n such that for every ℓ ∈ [n],
Pr
X∈D
[
|Sℓ(X)| ≥
(
n
ℓ
)]
≥ 1
3nk+1
.
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Specifically,
EX∈D[|Sℓ(X)|] ≥
(n
ℓ
)
3nk+1
. (26)
Proof. Let D be a (2k + 2)-wise independent distribution on {−1, 1}n that is uniform over a
set D of size 2(n+1)k+1 ≤ 3nk+1. Such distributions are known to exist [ABI86]. Further, by
translating the support by some fixed vector if needed, we may assume that (1, 1, . . . , 1) ∈ D.
It is easy to see that every such translate also induces a (2k+2)-wise independent distribution.
The claim holds since Sℓ(1, . . . , 1) =
(
n
ℓ
)
.
When e.g. k = O(log n), which is often the case of interest, for 2k + 3 ≤ ℓ ≤ n − (2k +
3), the RHS of (26) is much larger than the bound guaranteed by Equation (25). The tail
bound provided by Lemma 11 can not therefore be extended to a satisfactory bound on the
expectation. Furthermore, applying Lemma 11 with
t =
1
6e
√
n
ℓk
implies that for any (2k + 2)-wise independent distribution,
Pr
[
|Sℓ(X)| ≥
(
n
ℓ
)]
≤ Pr
[
|Sℓ(X)| ≥ (6et
√
n)ℓ
(
k
ℓ
)ℓ/2]
≤ 2
(
36e2kℓ
n
)k
.
When kℓ = o(n), this is at most O(n−k+o(1)). Comparing this to the bound given in Lemma 12,
we see that the bound provided by Lemma 11 is nearly tight.
4 Limited independence fools products of bounded variables
In this section we work with the following setup. We have n random variables X1, . . . ,Xn each
distributed in the interval [−1, 1]. Let µi and σ2i denote the mean and variance of Xi, and
let σ2 =
∑n
i=1 σ
2
i . We will typically use U to denote the distribution where the Xis are fully
independent, and D to denote distributions with limited independence.
Theorem 13. There exist constants c, c′ > 0 such that under any ck-wise independent distri-
bution D, ∣∣∣∣∣ED[
n∏
i=1
Xi]−
n∏
i=1
µi
∣∣∣∣∣ ≤ (c′σ)k. (27)
Proof. Define H ⊂ [n] to be the set of indices such that |µi| ≤
√
σ. Note that if H ≥ 2k, then
we are done since if c ≥ 2, then∣∣∣∣∣ED[
∏
i∈H
Xi]
∣∣∣∣∣ =
∏
i∈H
|µi| ≤
√
σ
2k ≤ σk
Further, since the variables are bounded in [−1, 1], we have∣∣∣∣∣
∏
i∈n
Xi
∣∣∣∣∣ ≤
∣∣∣∣∣
∏
i∈H
Xi
∣∣∣∣∣
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hence ∣∣∣∣∣∣ED[
∏
i∈[n]
Xi]
∣∣∣∣∣∣ ≤
∣∣∣∣∣ED[
∏
i∈H
Xi]
∣∣∣∣∣ ≤ σk.
The same bound also holds under U , hence∣∣∣∣∣∣ED[
∏
i∈[n]
Xi]− EU [
∏
i∈[n]
Xi]
∣∣∣∣∣∣ ≤ 2σk.
So now assume that |H| ≤ 2k. Let T = H \ [n]. Even after conditioning on the outcome of
variables in H, the resulting distribution on T is (c − 2)k = c′′k-wise independent. Since the
product of variables in H has absolute value at most 1, it suffices to show that for a c′′k-wise
independent distribution D, ∣∣∣∣∣ED[
∏
i∈T
Xi]− EU [
∏
i∈T
Xi]
∣∣∣∣∣ ≤ 2σk.
For ease of notation, we shall assume that T = [m] for some m ≤ n. We may assume that
m > c′′k else there is nothing to prove.
Let us write Xi = µi(1 + Zi), so that Zi has mean 0 and variance σ
2
i /µ
2
i . We write
∏
i∈[m]
Xi =
∏
i∈[m]
µi(1 + Zi) =
∏
i∈[m]
µi

∑
ℓ≤m
Sℓ(Z1, . . . , Zm)


. Let us define the functions
P (Z) =
∏
i∈[m]
µi(1 + Zi)
P ′(Z) =
∏
i∈[m]
∑
ℓ≤4k
Sℓ(Z1, . . . , Zm).
We will prove the following claim.
Claim 14. For a c′′k-wise independent distribution D,∣∣ED[P (Z)]− ED[P ′(Z)]∣∣ ≤ (c′σ)k/2.
We first show how to finish the proof of Theorem 13 with this claim. We have
|ED[P (Z)]− EU [P (Z)]| ≤
∣∣ED[P (Z)]− ED[P ′(Z)]∣∣+ ∣∣EU [P (Z)]− EU [P ′(Z)]∣∣
+
∣∣ED[P ′(Z)]− EU [P ′(Z)]∣∣
The first two are bounded by (c′σk)/2 by the claim, and the last is 0 since c′′k-wise independence
fools degree 4k polynomials for c′′ > 4.
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Proof of Claim 14. Recall that the Xis for i ∈ [m] have expectation µi where |µi| ≥
√
σ. We
let Xi = µi(1 + Zi), where Zi has mean 0 and variance σ¯
2
i where
σ¯2i =
σ2i
µ2i
≤ σ
2
i
σ
.
Hence the total variance of the Zis can be bounded by
σ¯2 ≤
∑
i∈T
σ2i
σ
≤ σ.
Writing Z = (Z1, . . . , Zm) we have
P (Z)− P ′(Z) =
m∑
ℓ=4k+1
|Sℓ(Z)|.
Let G denote the event that |P (Z) − P ′(Z)| ≤ 2(6e√σ¯)4k. Letting t = 1/√σ¯ and applying
Theorem 4, for c′′ > 8k + 2
ED[1(¬G)] ≤ 2t−8k = 2σ¯4k. (28)
Since E[Zi] = 0 for all i it follows that under c
′′k-wise independence,
E[Pk(Z1, . . . , Zn)
2] ≤
4k∑
i=0
E[Si(Z1, . . . , Zn)
2] ≤
4k∑
i=0
σ¯2i
i!
≤ 2. (29)
We now write
E[P (Z)− P ′(Z)] = E[(P (Z)− P ′(Z))1(G)] + E[(P (Z)− P ′(Z))1(¬G)].
Equation (37) implies
|E[(P (Z)− P ′(Z))1(G)]| ≤ 2(6e√σ¯)4k.
For the second term,
|E[(P (Z)− P ′(Z))1(¬G)]| ≤ |E[P (Z)1(¬G)]| + |E[P ′(Z)1(¬G)]|
Note that 0 ≤ P (Z) ≤ 1. Also note that E[Pk(Z)2] ≤ 2 by Equation (29). So we can bound
the RHS using Holder’s inequalities by
|E[1(¬G)]|+ |E[Pk(A)2]1/2 · E[1(¬G)]1/2| ≤ σ¯4k +
√
2σ¯2k ≤ 2σ¯2k.
Hence overall we have
E[P (Z)− P ′(Z)] = 2(6e√σ¯)4k + 2σ¯2k ≤ (c′σ)k/2
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5 Analyzing the [GMR+12] generator
Gopalan et al. [GMR+12] proposed and analyzed a PRG for combinatorial rectangles, which we
denote by GMR. In this section, we provide a different analysis of their construction, which is
based on our results concerning the symmetric polynomials. Our analysis is simpler and follows
the intuition that products of low variance events are easy to fool using limited independence.
It also improves one their seedlength in the dependence on n, δ (see the discussion following
Theorem 7).
Let U denote the uniform distribution on [m]n, and let D be a distribution on [m]n. For
x ∈ [m]n and K ⊆ [n], let xK = (xi : i ∈ K). We sometimes abuse notation and write xK
instead of the probability distribution of xK . We denote by dTV the total variation distance.
Definition 15. A distribution D on [m]n is (k, ε)-wise independent if for every K ⊆ [n] of size
k, and x ∈ D, y ∈ U , we have dTV (xK , yK) ≤ ε.
Such distributions can be generated using seed length O(log log(n) + k log(m) + log(1/ε))
when m is a power of 2 using standard constructions [NN93]. We can also assume that every
co-ordinate is uniformly random in [m]. See the appendix for details.
(by adding the string (a, a, . . . , a) modulo m, where a ∈ [m] is uniformly random).
Being (k, ε)-wise independent is equivalent to saying that for every K ⊆ [n] of size k and
every f : [m]k → {0, 1},
|Ex∈D[f(xK)]− Ey∈U [f(yK)]| ≤ ε.
The following more general property holds. Let P be a real linear combination of combinatorial
rectangles,
P =
∑
S⊆[n]
cSfS ,
where fS(x) =
∏
i∈S fi(xi). Let L1(P ) =
∑
S |cS |. The degree of P is the maximum size of S
for which cS 6= 0. It follows that if D is (k, ε)-wise independent and P has degree at most k
then
|Ex∈D[P (x)]− Ex∈U [P (x)]| ≤ L1(P )ε.
5.1 The generator
We use an alternate view of GMR as a collection of hash functions g : [n]→ [m]. The generator
GMR is based on iterative applications of an alphabet increasing step. The first alphabet m0
is chosen to be large enough, and at each step t > 1 the size of the alphabet mt is squared
mt = m
2
t−1. There is a constant C > 0 so that the following holds. Denote by δ the error
parameter of the generator. Let T ≤ C log log(m) be the first integer so that mT ≥ m. Let
δ′ = δ/T .
1. Base Case: Let m0 ≥ C log(1/δ) be a power of 2. Sample g0 : [n] → [m0] using a
(k0, ε0)-wise independent distribution on [m0]
n with
k0 = C log(1/δ
′), ε0 = δ
′ ·m−Ck00 . (30)
This requires seed length O(log log(n) + log(log log(m)/δ) log log(log log(m)/δ)).
17
2. Squaring the alphabet: Pick g′t : [mt−1]× [n]→ [mt] using a (kt, εt)-wise independent
distribution over [mt]
mt−1×n with
kt = max
{
C
log(1/δ′)
log(mt)
, 2
}
, εt ≤ m−Cktt .
Define a hash function gt : [n]→ [mt] as
gt(i) = g
′
t(gt−1(i), i).
This requires seed length O(log log(n) + log(mt) + log(log log(m)/δ)).
5.2 Analyzing the generator
We first analyze the base case using the inclusion-exclusion approach of [EGL+98]. We need
to extend their analysis to the setting where the co-ordinates are only approximately k-wise
independent.
Lemma 16. Let D be a (k, ε)-wise independent distribution on [m]n with k odd. Then,∣∣∣∣ Prg∈D[∀ i ∈ [n] g(i) ∈ Si]− Prh∈U[∀ i ∈ [n] h(i) ∈ Si]
∣∣∣∣ ≤ εmk + exp(−Ω(k)).
Proof. Let pi = |Si|/m, and qi = 1− pi. Observe that
Pr
h
[∀ i ∈ [n] h(i) ∈ Si] =
n∏
i=1
pi =
n∏
i=1
(1− qi) ≤ exp
(
−
n∑
i=1
qi
)
. (31)
We consider two cases based on
∑
i qi.
Case 1: When
∑
i qi ≤ k/(2e). Since every non-zero qi is at least 1/m, there can be at
most mk/(2e) indices i so that qi > 0. For i so that qi = 0, we have Si = [m], so we can drop
such indices and assume n ≤ mk/(2e). By Bonferroni inequality, since k is odd,∣∣∣∣∣∣Prg [∀ i ∈ [n] g(i) ∈ Si]−
k−1∑
j=0
(−1)j
∑
J⊆[n]:|J |=j
Pr
g
[∀ i ∈ J g(i) 6∈ Si]
∣∣∣∣∣∣
≤
∑
J⊆[n]:|J |=k
Pr
g
[∀ i ∈ J g(i) 6∈ Si].
A similar bound holds for h. The (k, ε)-wise independence thus implies∣∣∣∣Prg [∀ i ∈ [n] g(i) ∈ Si]− Prh [∀ i ∈ [n] h(i) ∈ Si]
∣∣∣∣
≤ ε(en/k)k + 2
∑
J⊆[n]:|J |=k
Pr
h
[∀ i ∈ J h(i) 6∈ Si].
The second term is twice Sk(q1, . . . , qn), which we can bound by Maclaurin’s identity as
Sk(q1, . . . , qn) ≤ (e/k)k
(
n∑
i=1
qi
)k
≤ 2−k.
18
Finally, since n ≤ mk/(2e),∣∣∣∣Prg [∀ i ∈ [n] g(i) ∈ Si]− Prh [∀ i ∈ [n] h(i) ∈ Si]− Si]
∣∣∣∣ ≤ ε(m/2)k + 2−k+1.
Case 2: When
∑
i qi > k/2e. Once again, we drop indices i so that qi = 0. Consider the
largest n′ such that
k/2e− 1 ≤
n′∑
i=1
qi ≤ k/2e.
Repeating the argument from Case 1 for this n′,∣∣∣∣Prg [∀ i ∈ [n′] g(i) ∈ Si]− Prh [∀ i ∈ [n′] h(i) ∈ Si]
∣∣∣∣ ≤ ε(m/2)k + 2−k+1.
Similarly to Equation (31),
Pr
h
[∀ i ∈ [n′] h(i) ∈ Si] ≤ e−k/2e+1.
Since
Pr
g
[∀ i ∈ [n] g(i) ∈ Si] ≤ Pr
g
[∀ i ∈ [n′] g(i) ∈ Si],
we have ∣∣∣∣Prg [∀ i ∈ [n] g(i) ∈ Si] ≤ Prh [∀ i ∈ [n] h(i) ∈ Si]
∣∣∣∣ ≤ ε(m/2)k + exp(−Ω(k)).
To analyze the iterative steps, we use the following lemma:
Lemma 17. There is C > 0 so that the following holds for δ > 0 small enough. Assume
k > 1, ℓ ≥ log(1/δ), ℓ ≥ k, ℓ−k ≤ δC , ε ≤ (mℓ)−Ck.
Let D be a (k, ε)-wise independent distribution on g′ : [ℓ]× [n]→ [m] so that for every (a, i) ∈
[ℓ]× [n] the distribution of g′(a, i) is uniform on [m]. Then,∣∣∣∣ Prg′∈D,x∈[ℓ]n[∀ i ∈ [n] g′(xi, i) ∈ Si]− Prh∈[m]n[∀ i ∈ [n] h(i) ∈ Si]
∣∣∣∣ ≤ δ.
Proof. Given g′, x, let g : [n] → [m] be defined by g(i) = g′(xi, i). We can similarly pick h
in two steps: pick h′ : [ℓ] × [n] → [m] uniformly at random, pick x ∈ [ℓ]n independently and
uniformly at random, and then let h(i) = h′(xi, i).
For every i ∈ [n], since each xi is uniform over [ℓ], for every fixed g′, we have
Pr
x
[g(i) ∈ Si] = 1
ℓ
ℓ∑
a=1
1(g′(a, i) ∈ Si).
19
So, for every fixed g′,
Pr
x
[∀ i ∈ n g(i) ∈ Si] =
n∏
i=1
Pr
x
[g(i) ∈ Si] =
n∏
i=1
1
ℓ
ℓ∑
a=1
1(g′(a, i) ∈ Si). (32)
A similar equation holds for h.
Let pi = |Si|/m and qi = 1 − pi. Partition [n] into a head H = {i : pi < ℓ−0.1} and a
tail T = {i : pi ≥ ℓ−0.1}. Standard arguments (see e.g. [GMR+12, Theorem 4.1]) imply that
if (k, ε)-wise independence fools both ∀ i ∈ H g(i) ∈ Si and ∀ i ∈ T g(i) ∈ Si with error δ
then (O(k), εO(1))-wise independence fools their intersection with error O(δ). So it suffices to
consider each of them separately.
Fooling the Head: If |H| ≤ k,
Pr
x
[∀ i ∈ H g(i) ∈ Si] =
∏
i∈H
1
ℓ
ℓ∑
a=1
1(g′(a, i) ∈ Si)
is a degree k polynomial with L1-norm bounded by 1. Hence,∣∣∣Eg′ [Pr
x
[∀ i ∈ H g(i) ∈ Si]]− Eh′ [Pr
x
[∀ i ∈ H h(i) ∈ Si]]
∣∣∣ ≤ ε ≤ δ. (33)
If |H| ≥ k, we show that the probabilities are small which means that they are close.
Indeed, let H ′ be the first k indices in H. First,
Pr
h
[∀ i ∈ H ′ h(i) ∈ Si] =
∏
i∈H′
Pr[h(i) ∈ Si] ≤ ℓ−0.1k ≤ δ.
Second, Equation (33) implies
Pr
g
[∀ i ∈ H ′ g(i) ∈ Si] ≤ ℓ−0.1k + ε ≤ δ.
Fooling the Tail: We may assume that qi ≥ 1/m and pi > 0 for all i ∈ T , since otherwise
Si is trivial and we can drop such an index. As in the proof of Lemma 16, by restricting to a
subset if necessary, we can also assume that∑
i∈T
qi ≤ C log(1/δ). (34)
For simplicity of notation, we denote |T | by n. Therefore, n ≤ Cm log(1/δ).
Let
Y (a, i) = 1(g′(a, i)) − pi.
Since g′(a, i) is uniform over Si,
E[Y (a, i)] = 0, Var[Y (a, i)] = qipi.
Write
Pr
x
[∀ i ∈ T g(i) ∈ Si] =
∏
i∈T
(
pi +
1
ℓ
ℓ∑
a=1
Y (a, i)
)
.
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Define new random variables
Ai =
1
ℓpi
ℓ∑
a=1
Y (a, i).
so that
Pr
x
[∀ i ∈ T g(i) ∈ Si] =
n∏
i=1
pi(1 +Ai) =
n∏
i=1
pi ·
(
n∑
i=0
Si(A1, . . . , An)
)
. (35)
For k ≤ n, define
Pk(A) =
n∏
i=1
pi ·
(
k∑
i=0
Si(A1, . . . , An)
)
.
We will show that Pk(A) is a good approximation to Pn(A) under (O(k), ε
O(1))-wise indepen-
dence, hence under both D and U .
Claim 18. Both |ED[Pn(A)− Pk(A)]| and |EU [Pn(A)− Pk(A)]| are at most O(ℓ−0.2k).
The claim completes the proof:
|ED[Pn(A)]− EU [Pn(A)]| ≤ |ED[Pn(A)]− ED[Pk(A)]|+ |ED[Pk(A)]− EU [Pk(A)]|
+ |EU [Pn(A)]− EU [Pk(A)]|.
Bound the first and third terms by O(ℓ−0.2k) using the claim. Bound the second term as
follows. Since k > 1, for all i,
Var[Ai] =
1
ℓ2p2i
ℓ∑
a=1
Var[Y (a, i)] =
qi
ℓpi
≤ qi
ℓ0.9
,
L1(Ai) ≤ 1
ℓpi
ℓ∑
a=1
L1(Y (a, i)) ≤ 2
pi
≤ ℓ.
Plugging in the bounds from Equations (34):
n∑
i=1
Var[Ai] ≤ C log(1/δ)
ℓ0.9
≤ 1
ℓ0.6
,
n∑
i=1
L1(Ai) ≤ Cm log(1/δ)ℓ ≤ mℓO(1),
L1(Sk(A1, . . . , An)) ≤
(
n∑
i=1
L1(Ai)
)k
≤ mkℓO(k).
Thus,
|ED[Pk(A)]− EU [Pk(A)]| ≤ εL1(Pk) ≤ εℓO(k) = O(ℓ−k).
Overall, ∣∣∣Pr
g
[∀ i ∈ T g(i) ∈ Si]− Pr
h
[∀ i ∈ T h(i) ∈ Si]
∣∣∣
= |ED[Pn(A)]− EU [Pn(A)]| ≤ O(ℓ−0.2k) ≤ δ.
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Proof of Claim 18. We argue for D, the same argument holds for U . Write
|Pn(A)− Pk(A)| ≤
n∏
i=1
pi ·
∣∣∣∣∣
n∑
i=k+1
Si(A1, . . . , An)
∣∣∣∣∣ .
If A1, . . . , An are (O(k), 0)-wise independent, then, by Lemma 9,
E[Sk(A1, . . . , An)
2] =
(
∑
i Var[Ai])
k
k!
≤ ℓ
−0.6k
k!
.
Hence, under (O(k), ε)-wise independence,
E[Sk(A1, . . . , An)
2] ≤ ℓ
−0.6k
k!
+ εL1(Sk) ≤ ℓ
−0.5k
k!
. (36)
We now repeat the proof of Lemma 11 with σ2 = ℓ−0.5 and t = ℓ0.2. The event G defined as
G =
{
|Sk(A)| ≤ ℓ
−0.05k
√
k!
and |Sk+1(A)| ≤ ℓ
−0.05(k+1)√
(k + 1)!
}
occurs with probability at least 1− 2ℓ−0.4k. As in the proof of Theorem 4, conditioned on G,
|Pn(A) − Pk(A)| ≤
n∑
i=k
|Si(A)| ≤ 2(6eℓ−0.05)k. (37)
Since E[Ai] = 0 for all i and L1(Sk) ≤ ℓO(k), by Equation (36), it follows that under (O(k), ε)-
wise independence,
E[Pk(A1, . . . , An)
2] ≤
k∑
i=0
E[Si(A1, . . . , An)
2] + εℓO(k) = O(1). (38)
Denote by ¬G the complement of G. Write
E[Pn(A)− Pk(A)] = E[(Pn(A)− Pk(A))1(G)] + E[(Pn(A)− Pk(A))1(¬G)].
Equation (37) implies
|E[(Pn(A)− Pk(A))1(G)]| ≤ 2(20ℓ−0.25)k.
It remains to bound the second term. Bound
|E[(Pn(A)− Pk(A))1(¬G)]| ≤ |E[Pn(A)1(¬G)]| + |E[Pk(A)1(¬G)]|
Note that 0 ≤ Pn(A) ≤ 1 since it is the probability of an event. Also note that E[Pk(A)2] =
O(1) by Equation (38). So we can bound the RHS using Holder’s inequalities by
|E[1(¬G)]| + |E[Pk(A)2]1/2 · E[1(¬G)]1/2| ≤ O((E[1(¬G)])1/2) = O(ℓ−0.2k).
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We are ready to prove the main theorem of this section.
Proof. The proof uses an hybrid argument. The GMR generator chooses g0 : [n] → [m0], and
then g′1, . . . , g
′
T where g
′
t = [mt−1]× [n]→ [mt] has error δ′ = δ/T and defines
gt(i) = g
′
t(gt−1(i), i).
Let h0, h
′
1, . . . , h
′
t be truly random hash functions with similar domains and ranges. For 0 ≤
t, l ≤ T , define the hybrid family Glt = {f lt : [m]→ [n]} as follows: for t = 0 and every l,
f l0 = h0,
and for t > 0 and every l,
f lt(i) =
{
g′t(f
l
t−1(i), i) for l < t,
h′t(f
l
t−1(i), i) for t ≤ l.
For every l, let Gl = GlT . Thus, G0 = GMR and GT = U . We will show by induction on l ≥ 1
that ∣∣∣∣ Pr
f l∈Gl
[∀ i ∈ [n] f l(i) ∈ Si]− Pr
f l−1∈Gl−1
[∀ i ∈ [n] f l−1(i) ∈ Si]
∣∣∣∣ ≤ δ′.
The desired bound then follows by the triangle inequality.
In the base case when l = 1, couple G0 and G1 by picking the same g′1, . . . , g′T , and use
them to define the function f ′ : [m1]× [n]→ [m] so that
f0(i) = f ′(g0(i), i), f
1(i) = f ′(h0(i), i).
For i ∈ [n], define
S′i = {a ∈ [m1] : f ′(a, i) ∈ Si}.
Thus,∣∣∣ Pr
f1∈G1
[∀ i ∈ [n] f1(i) ∈ Si]− Pr
f0∈G0
[∀ i ∈ [n] f0(i) ∈ Si]
∣∣∣
=
∣∣∣∣Prh0 [∀ i ∈ [n] h0(i) ∈ S′i]− Prg0 [∀ i ∈ [n] g0(i) ∈ S′i]
∣∣∣∣ ≤ δ′,
by applying Lemma 16 with k = O(log(1/δ′)) and ε = δ′ ·m−O(k)0 .
For the inductive case l > 1, couple Gl and Gl−1 by picking the same g′l+1, . . . , g′T , and pick
x ∈ [ml−1]n uniformly at random. There is a function f ′ : [ml]× [n]→ [m] so that
f l(i) = f ′(h′l(xi, i), i), f
l−1(i) = f ′(g′l(xi, i), i).
As before, define
Si = {a ∈ [ml] : f ′(a, i) ∈ Si}.
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Hence,∣∣∣ Pr
f l∈Gl
[∀ i ∈ [n] f l(i) ∈ Si]− Pr
f l−1∈Gl−1
[∀ i ∈ [n] f l−1(i) ∈ Si]
∣∣∣
=
∣∣∣ Pr
hl,x
[∀ i ∈ [n] h′l(xi, i) ∈ S′i]− Prgl,x[∀ i ∈ [n] g
′
l(xi, i) ∈ S′i]
∣∣∣ ≤ δ,
by Lemma 17 with
kl−1 > 1, ml−1 ≥ log(1/δ′)C , ml−1 ≥ kl−1, m−kl−1 ≤ δ′C , εl−1 ≤ (mlml−1)−Ck.
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A Missing Proofs
We give the proof of Fact B which states that over the reals, if Sk(a) = Sk+1(a) = 0 for k > 0
then Sℓ(a) = 0 for all ℓ ≥ k.
For a univariate polynomial p(ξ) and a root y ∈ R of p, denote by mult(p, y) the multiplicity
of the root y in p. We use the following property of polynomials p(ξ) with real roots [PS76],
which can be proved using the interlacing of the zeroes of p(ξ) and p′(ξ): If mult(p′, y) ≥ 2
then mult(p, y) ≥ mult(p′, y) + 1.
Proof of Fact B. Let
p(ξ) =
∏
i∈[n]
(ξ + bi) =
n∑
k=0
ξkSn−k(b).
Consider p(n−k−1)(ξ) which is the (n − k − 1)th derivative of p(ξ). Since Sk(b) = Sk+1(b) = 0
for k > 0, it follows that ξ2 divides p(n−k−1)(ξ) and hence mult(p(n−k−1), 0) ≥ 2. Applying the
above fact n− k − 1 times, we get mult(p, 0) ≥ n− k + 1 so Sn(b) = . . . = Sk(b) = 0.
The next Theorem is a routine extension of the result of [SSZZ99] to large ℓ.
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Theorem 19. [SSZZ99] Let G : {0, 1}r → [m]n be a PRG for combinatorial rectangles with
error ε. The resulting family {gy : y ∈ {0, 1}r} of hash functions is approximately ℓ-minima-
wise independent with error at most ε
(m
ℓ
)
.
Proof of Theorem 19. Fix S ⊆ [n] and a sequence T = (t1, . . . , tℓ) of ℓ distinct elements from
S. The event
g(t1) < · · · < g(tℓ) < min g(S \ T )
can be viewed as the disjoint union of
(m
ℓ
)
events by fixing the set A = {a1 < . . . < aℓ} that
T maps to. The indicator 1A of the event
g(t1) = a1, . . . , g(tℓ) = aℓ, g(S \ T ) > aℓ
is a combinatorial rectangle: Define
fi(xi) = 1 for i 6∈ S
fi(xi) = 1(xi = aj) for i = tj ∈ T
fi(xi) = 1(xi > aℓ) for i ∈ S \ T
and
fA(x1, . . . , xn) = ∧
i∈[n]
fi(xi).
Since g(i) = xi, it follows that 1A(g) = fA(x). Further, choosing h ∈ U is equivalent to
choosing x ∈ [m]n uniformly at random. Hence,
Pr
g∈G
[g(t1) < · · · < g(tℓ) < min g(S \ T )]
=
∑
A
Ey∈{0,1}r [fA(G(y))]
=
∑
A
(Eh∈U [1A(h)] ± ε)
= Pr
h∈U
[h(t1) < · · · < h(tℓ) < minh(S \ T )]±
(
m
ℓ
)
ε.
Finally we discuss how to generate the (k, ε)-wise independent distributions on [m]n with
seed length O(log log(n)+k log(m)+log(1/ε)). We claim that it suffices to take a k′ = k log(m)-
wise ε-independent string of length n′ = n log(m). Naor and Naor [NN93] showed that such
distributions can be generated using seed-length O(log log(n) + k log(m) + log(1/ε)). We can
also assume that every co-ordinate is uniformly random in [m] by adding the string (a, . . . , a)
where a ∈ [m] is chosen randomly.
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