Abstract. This paper provides a call-by-name and a call-by-value calculus, both of which have a Curry-Howard correspondence to the minimal normal logic K. The calculi are extensions of the λµ-calculi, and their semantics are given by CPS transformations into a calculus corresponding to the intuitionistic fragment of K. The duality between call-by-name and call-by-value with modalities is investigated in our calculi.
Introduction
Modal logics have a long history since logics with strict implications, and are now widely accepted both theoretically and practically. Especially, studies of modal logics by Kripke semantics [18] are quite active and a large number of results exist, for example, [7] is a textbook about such studies. Since Kripke semantics concern only provability, equality on proofs is less studied on modal logics compared with traditional logics.
It is well-known that the intuitionistic propositional logic exactly corresponds to the simply typed λ-calculus: formulae as types and proofs as terms. Such a correspondence is called a Curry-Howard correspondence after Howard's work [15] . A Curry-Howard correspondence enables us to study equality on proofs computationally. Though the correspondence can be extended to higher-order and predicate logics as shown in [3] , we investigate only propositional logics in this paper. The aim of this study is to give a proper calculus that have a CurryHoward correspondence to the modal logic K. Through a Curry-Howard correspondence, any type system can be regarded as a logic by forgetting terms. In this sense, modal logics are contributing to practical studies for programming languages, e.g., staged computations [8] and information flow analysis [23] . Since K is known as a minimal modal logic, this paper focuses on K rather than S4.
Before defining a calculus for K, we consider the intuitionistic fragment of K, which is called IK in this paper. In Section 2, the calculus for IK is defined as a refinement of Bellin et al.'s calculus [4] rather than Martini and Masini's [22] . Our calculus is sound and complete for the categorical semantics given in [4] . The study [19] about simply typed λ-calculus and cartesian closed categories is a typical study of categorical semantics. Categorical semantics of modal logics are studied by Bierman and de Paiva, and Bellin et al. in [6] and [4] . Their semantics are based on studies about semantics of linear logics (e.g., [29] and [5] ) since the exponential of the linear logic [12] is a kind of S4 modality.
Notations
We introduce notations specific to this paper.
-The symbol "≡" denotes the α-equivalence.
-We may omit superscripted and subscripted types if they are trivial. 
, where θ is λ or µ. -We write "¬τ " for "τ → ⊥".
Calculus for Intuitionistic Normal Modal Logic
In this section, we study the intuitionistic modal logic IK. Intuitionism of a diamond modality is not trivial, for example, [33] gives an account of it, but this section focuses on the box fragment of IK. We call also this fragment itself IK in this paper. A diamond modality is investigated in a classical logic after the next section.
It is well-known that the λ-calculus with conjunctions and disjunctions exactly corresponds to the intuitionistic propositional logic. Therefore, we extend Table 1 . Typing rules of λ2-calculus Note that all free variables of M are covered by − → x when the term box − → x be − → N in M is typable. It means that each box encloses a proof.
Since the λ2-calculus has essentially the same syntax as the calculus defined in [4] , we can show that our calculus corresponds to the intuitionistic modal logic.
Let IK be an intuitionistic Hilbert system with the axiom 2(σ → τ ) → 2σ → 2τ and the box inference rule. The λ2-calculus can be regarded as a natural deduction by forgetting terms. It is shown as follows that our logic is equivalent to IK with respect to provability. The box inference rule of IK is simulated by 
and the distributivity is realized by the judgment
in our logic. Conversely, IK simulates our typing rule as
We can also show more directly that our logic corresponds to the sequent calculus formulation of IK proposed in [35] . According to the above encoding, it is not trivial whether an exchange rule commutes with a box operation. Therefore, we distinguish such symmetricity from other axioms although it is common to consider proofs up to exchanges.
Definition 2. In a λ2-theory, 2 is symmetric if the equation
Our axiomatization is justified logically via the Curry-Howard correspondence: the equation
says that a trivial boxed proof can be removed, and the equation
says that adjacent boxes can be combined into one box. In addition, Abe characterizes the λ2-calculus by a standard translation into the intuitionistic predicate logic in [1] . Computational meaning of the λ2-calculus is shown as follows.
We consider categorical models of IK along the line of [4] . Because Kripke semantics cover provability but not proofs themselves, they are not suitable for our aim. Since our calculus is an extension of the simply typed λ-calculus, a model of the λ2-calculus should be a cartesian closed category with finite coproducts. ( [19] provides a deep analysis of the λ-calculus and cartesian closed categories.) In addition, the λ2-calculus requires a modality. Roughly speaking, the modality behaves like a functor and is characterized by the axiom 2σ
Assuming that this axiom is parametric, the modality is just a monoidal endofunctor with respect to cartesian products. (Fundamental properties of monoidal categories are found in [20] .) Hence, a model of IK is naturally considered a cartesian closed category with a lax monoidal endofunctor with respect to cartesian products.
An interpretation is given in the usual manner: a type is interpreted as an object and a judgment is interpreted as a morphism. 
where
Theorem 3. The λ2-calculus is sound and complete for the class of bicartesian closed categories with monoidal endofunctors. The λ2-calculus with symmetric 2 is sound and complete for the class of bicartesian closed categories with symmetric monoidal endofunctors.
Proof. The soundness is shown by induction as usual. The former box axiom holds because a functor preserves identities. The latter box axiom holds because of the naturality of m. The completeness is shown by construction of the term model. The functor conditions are derived from the former box axiom and a special case of the latter axiom. A natural transformation is given by λx.(box y 1 , y 2 be π 1 x, π 2 x in y 1 , y 2 ) and its properties follow from the latter box axiom.
In fact, the term model in the above proof is an initial model, so we can get a result about internal languages in addition. Because of the space limitation, we omit a discussion about the category of λ2-theories along the line of [19] . The notion of equivalence on categories with monoidal endofunctors follows [21] .
Definition 4. The internal language of a bicartesian closed category C with a monoidal endofunctor is a λ2-theory whose type constants consist of objects of C and whose constants consist of morphisms of C such that the canonical interpretation is sound and complete.
Proposition 5. A bicartesian closed category with a monoidal endofunctor is equivalent to the term model of its internal language.
One might expect a monoidal endofunctor to be strong, i.e., to preserve products, but it can be reminded of the intuitionistic modal logic IS4. A model of the box fragment of IS4 is a cartesian closed category with a monoidal comonad as mentioned by Bierman and de Paiva in [6] . Here, a monoidal comonad is a lax monoidal functor but not a strong monoidal functor in general. If the modality of IK is required to be strong monoidal, a model of IS4 cannot be a model of IK. Therefore, we do not require the modality to be strong monoidal. Nevertheless it is possible to consider a strong monoidal functor in our calculus.
Definition 6. In a λ2-theory, 2 is strong if the equations
The soundness and completeness of the λ2-calculus with strong 2 are proved in the same way as Theorem 3.
Theorem 7. The λ2-calculus with strong (resp. strong symmetric) 2 is sound and complete for the class of bicartesian closed categories with strong (resp. strong symmetric) monoidal functors.
It is also possible to define the linear version of the λ2-calculus if we restrict occurrence of every free variable to only once. Because in fact the proof of Theorem 3 does not depend on properties of cartesian products, also the linear calculus enjoys the theorem: the linear λ2-calculus is sound and complete for the class of monoidal closed categories with monoidal endofunctors.
Remark 8. This paper is overall motivated by equality on proofs and does not address reductions, but the author proposes a reduction system for the implication fragment of the λ2-calculus in [17] . The strong normalizability, the confluency, and the subformula property of the calculus has been proved in [17] . Table 3 . Typing rules of λµ2-calculus
Call-by-Name Calculus for Normal Modal Logic
We have defined a calculus for the intuitionistic modal logic in the previous section. This section provides a calculus corresponding to the classical normal modal logic K. Our calculus is defined as an extension of Selinger's version [30] of the λµ-calculus, which has a Curry-Howard correspondence to the classical logic. τ . By the same reason as in the intuitionistic case, it can be seen that the λµ2-calculus corresponds to the classical modal logic K with respect to provability. 
Unlike the intuitionistic case, call-by-name classical disjunctions are not coproducts. (Our formulation of disjunctions is based on Selinger's [30] , but it is possible to define the calculus along the line of [28] .) Instead of case functions and injections, we use the syntax sugar
These abbreviations are applied to also the call-by-value λµ2-calculus given in the next section.
Remark 10.
In the definition of the CPS transformation, the cases of abstractions and applications depend on the types, but such dependency is not essential for the semantics. It is just a technical requirement for the syntactic duality shown in Section 5.
The equality is defined by the CPS transformation, so it is not trivial which kind of equation holds. We show some equations which hold in the λµ2-calculus but do not hold in the ordinary λµ-calculus. (Of course, equations that hold in the ordinary λµ-calculus hold in the λµ2-calculus.) Proposition 11. The following equations hold in the call-by-name λµ2-calculus.
The fact, that the λµ2-calculus satisfies box axioms of the λ2-calculus, means that the modality in the λµ2-calculus is a monoidal functor.
Remark 12. 2 is neither symmetric nor strong in the λµ2-calculus even if 2 is symmetric and strong in the target of the CPS transformation.
Though the λµ2-calculus does not have a diamond modality primitively, we can define a construct for a diamond modality. Let 3τ be ¬2¬τ . Define syntax sugar by
for terms M and − → N such that M : ¬τ | a 1 : σ 1 , . . . , a n : σ n and Γ N j : 2 , which means distributivity of 3 to ∨, is inherited by the term
where we write just [a] for λx.
[a]x. It is remarkable that the family of these terms is not a natural transformation. One can find more properties of 3 through the duality.
In a similar way, we can consider another modality 2 τ ≡ ¬¬2¬¬τ and
for terms M and − → N such that
Because ¬¬τ is not isomorphic to τ in general in the classical logic, 2 τ is not isomorphic to 2τ in the λµ2-calculus. However, 2 acts like 2; the following is a formal description of this fact. 
Call-by-Value Calculus for Normal Modal Logic
In this section, we provide a call-by-value calculus which is dual to the call-byname λµ2-calculus. A formal statement of the duality is given in the next section. The call-by-value calculus is an extension of Selinger's call-by-value version [30] of the λµ-calculus, and hence an extension of the λ c -calculus [24] . Since the call-by-value λµ2-calculus has the same syntax as the call-by-name, it is trivial that the call-by-value calculus Curry-Howard corresponds to K.
For an axiomatization of the call-by-value calculus, we need to define the set of values. Values V and evaluation contexts E are defined by Table 5 . CBV CPS transformation
and we use also W as a meta-variable for values. In addition, we use the syntax sugar [31] . In our definition, there is a value that has a redex exterior to abstractions, but it is not serious because we are not focusing on reductions. Our notion of values is based on semantical effect-freeness: a value is interpreted to a form λk. kV . There is room for improvement if we consider not an equality but a reduction system or other semantics. Commutativity between µ abstractions and boxed applications is derived from the first equation:
Proposition 15. The following equations hold in the call-by-value
where the last two lines hold by the ordinary call-by-value equality. Unlike the call-by-name case, Proposition 15 means that 2 in the call-by-value calculus is monoidal only on values. We define the diamond structure 3τ and dia − → a be − → N in M in the call-byvalue λµ2-calculus as just the same syntax sugar as in the call-by-name. Such syntax is used for the duality in the next section.
Remark 16. For the duality, we adopt a complex transformation as semantics:
holds. If we ignore the duality, we can reduce the transformation such that
holds. It can be proved that this simpler translation gives the same equality as the original one. Table 6 . Transformation from CBV to CBN Table 7 . Transformation from CBN to CBV
5 Duality between Call-by-Name and Call-by-Value
It is known that there exists a duality between call-by-name and call-by-value in languages with control operators, e.g., [10] and [30] . In this section, we observe such duality on the λµ2-calculus. Since our calculi are extensions of Selinger's λµ-calculi, we show the duality along the line of [30] . For readability of the duality, we use meta-variables a and x for variables and control variables of the call-by-name λµ2-calculus, respectively. Table 6 gives the transformation from the call-by-value to the call-by-name λµ2-calculus. Other cases than the box case are omitted in the table because they are essentially the same as Selinger's [30] . It is shown that the call-by-value CPS transformation coincides with the call-by-name one via this transformation.
Theorem 17. For any type τ and any term M of the call-by-value λµ2-calcu-
Proof. By induction.
On the other hand, a transformation from the call-by-name to the call-byvalue can not be defined totally. We just define the transformation from the 3 fragment of the call-by-name λµ2-calculus to the call-by-value λµ2-calculus by Proof. By induction.
It follows from Theorem 17 and 18 that the call-by-value λµ2-calculus and the 3 fragment of the call-by-name λµ2-calculus are in bijective correspondence in some sense. Moreover,
holds. Hence, there exists a bijective correspondence between the 2 fragment of the call-by-name λµ2-calculus and the 3 fragment of the call-by-value λµ2-calculus. By Theorem 13 in Section 3, we can conclude that the call-by-name λµ2-calculus and the 3 fragment of the call-by-value λµ2-calculus are in bijective correspondence.
Extensions
We add type-indexed families of constants {ε σ : 2σ → σ} and {δ σ : 2σ → 22σ} with the axioms 
nz))))).
Unfortunately, 2 is not a comonad in the call-by-name calculus because ε(box x be N in M ) = n M {εN /x} in general. On the other hand, in the call-by-value calculus, the equations ε(box x be N in M ) = v let x be εN in M δ(box x be N in M ) = v box y be δN in box x be y in M δ(δM ) = v box x be δM in δx ε(δM ) = v box x be δM in εx = v M hold, and hence 2 is a comonad (but not a monoidal comonad). Through the duality, one can conclude that 3 is a monad in the call-by-name calculus.
In [6] , Bierman and de Paiva propose a monad as a model of 3 in IS4. Our semantics matches their observation. An S4 extension of the dual calculus [34] along the line of dual context calculi (e.g., [2] ) is provided in [32] by Shan. Since the λµ-calculus has a bijective correspondence to the dual calculus, the λµ2-calulus remains to be formalized in the dual calculus and to be compared with Shan's calculus.
