ABSTRACT. The origin of New World anthropoids has received renewed attention since the advent of molecular dating methods that relax the assumption of a strict molecular clock. However, the studies conducted to date have estimated the time of the separation of New World and Old World anthropoids at values as different as 70 and 22 Ma. With the aim of investigating the source of the discrepancies in the inferred ages, we have compared the performance of mitochondrial and nuclear markers in two pairs of datasets. We show that in the larger genomic samples, the dates of the separation of New and Old World anthropoids estimated from nuclear and mitochondrial data are significantly different.
INTRODUCTION
One of the long-standing issues in primatology is the evolutionary circumstances surrounding the origin of the New World anthropoids (NWA) (Fleagle, 1998) . This issue is fundamentally associated with the conspicuous geographical distribution of anthropoid species. In the New World, all endemic primate fauna are anthropoids of the Parvorder Platyrrhini (Wilson and Reeder, 2005) , a monophyletic group from which the first fossil found, Branisella boliviana, dates back to the Oligocene, ca. 27 Ma (Takai and Anaya, 1996) . Because the fossil record of early anthropoids is older than the age of Branisella (Williams et al., 2010) , the origin of NWA should not be a biogeographical problem, except that the early fossils of anthropoids were found in Africa and Asia, while early platyrrhines were found exclusively in South America, and were formed when that continent was an isolated landmass. Therefore, the circumstances that allowed the ancestors of the NWA to reach South America, an isolated island-continent, during the Eocene and Oligocene, remain unclear (Hoffstetter, 1974; de Oliveira et al., 2008) .
In an attempt to clarify this issue, several authors have applied molecular dating techniques to estimate the timing of the genetic separation of New and Old World anthropoids (OWA, Parvorder Catarrhini) (Schrago and Russo, 2003; Opazo et al., 2006; Poux et al., 2006; Schrago, 2007) . The rationale of these studies is that, because the NWA are monophyletic, the age of the NWA/OWA genetic separation might be a good indicator of the time at which the ancestral Platyrrhini stock arrived in South America. However, estimates of the time of the Platyrrhini/Catarrhini split vary greatly among studies (Glazko and Nei, 2003; Yang and Yoder, 2003; Kullberg et al., 2006; Steiper and Young, 2006; Babb et al., 2010) , placing the age of the separation as early as the late Cretaceous, ca. 70 Ma (Arnason et al., 2000) , or as late as the early Miocene, 22.6 Ma (Poux and Douzery, 2004) . Even with the exclusion of outliers, this interval is too large to permit any meaningful evaluation of the biogeographic scenarios of NWA origins.
Evidently, this discrepancy may be caused by several factors, such as the molecular dating method applied (classical clock vs. Bayesian relaxed methods), the calibration information used (internal vs. external calibrations, punctual vs. probabilistic calibrations), and the number and choice of genes used in the analysis. The number of possible combinations of the above criteria is large and, to complicate matters further, the reasons for the differences between estimates may be multifactorial. Thus, approaches such as those implemented by Hedges et al. (2006) , who used the mean value of several estimates for a given divergence, are justified. The rough average of several chronological estimates, however, cannot be used to determine which factor(s) is responsible for the observed parametric variance.
Dating the Platyrrhini/Catarrhini split
In this sense, it is interesting to note that the oldest estimates for the Platyrrhini/Catarrhini separation were obtained using mitochondrial genes (Arnason et al., 2000; Arnason and Janke, 2002; Yang and Yoder, 2003; Yoder and Yang, 2004) , while younger estimates were inferred from nuclear data (Nei and Glazko, 2002; Poux and Douzery, 2004) . This motivated us to investigate whether the source of the molecular marker (mitochondrial or nuclear) would influence the estimate of the age of the New World and Old World primate divergence. Our hypothesis is that when genomic datasets are investigated, estimates may converge to the same parametric value because of the larger sample sizes. In fact, when genomic datasets are considered under the same set of calibration information and methods, a significant difference is found, and nuclear genes date the NWA/OWA split at younger ages than mitochondrial genes. These results indicate that large data sets of nuclear and mitochondrial genes produce statistically significant different estimates for the date of this split. However, because of the large time-rate cross-correlation, the estimates obtained from the large nuclear data set were not reproducible, even if additional calibration information is provided. Therefore, this difference between nuclear and mitochondrial data is explained by the failure of the relaxed molecular clock to decompose branch lengths in absolute rates and times when the length of the sequences studied is very large (>1 million nucleotide sites). Thus, we recommend that the efficacy of the time-rate decomposition should be verified when reporting timescales calculated using phylogenomic datasets.
MATERIAL AND METHODS

Datasets and alignment
Two nuclear datasets and two mitochondrial datasets with varying taxonomic sampling were assembled for this study. The first pair of datasets, henceforth referred to as the small datasets, consist of a nuclear dataset and a mitochondrial dataset with the same taxonomic composition of 34 terminals each, and containing, as far as possible, the same species. When sequence information was not available for both markers in one species, we sampled another phylogenetically close species. For instance, Microcebus was sampled in the nuclear dataset and Lemur was used in the mitochondrial analysis; both are Lemuriformes primates. Similarly, Otolemur (nuclear) was paired with Galago (mitochondrial), another Loriformes. The Sciuridae are represented by the genus Spermophilus in the nuclear dataset and Sciurus in the mitochondrial dataset. Finally, Dipodomys and Jaculus represent the Sciurognathi in the nuclear and mitochondrial datasets, respectively (Figure 1a and b) . The small mitochondrial dataset consists of 13 protein-coding genes, concatenated to yield an 11,763-bp supermatrix. The small nuclear dataset consists of 15 protein coding genes selected from the OrthoMam database (Ranwez et al., 2007) . The 15 genes were selected with the goal of obtaining a dataset of nuclear markers with heterogeneous evolutionary rates. The small nuclear alignment consists of 50,928 nucleotides (Table 1) .
The second pair of datasets, henceforth referred to as the large datasets, was assembled to achieve the maximum amount of data for divergence time inference. In the nuclear dataset, we selected all orthologous genes available for the primates in the OrthoMam database for which the molecular clock hypothesis was not rejected by the likelihood ratio test (LRT ; Felsenstein, 1988) . This consists of 1102 out of 5730 genes. LRT was performed with the baseml program in the PAML 4.4 package (Yang, 2007) . Bos was used as an outgroup because its inclusion increased the number of orthologous genes that failed to reject the strict clock hypothesis. Therefore, we expect this to be an ideal assembly of genes for divergence time inference. The final supermatrix composed of "clock-like" genes is 1,075,872-bp long (Figure 2a) . The nuclear genes used in the large dataset are listed in the supplementary material (Table 1SM ). Because the number of mitochondrial coding genes (13) could not be increased, we sampled mitochondrial genomes from all mammalian genera available in NCBI, for 179 sequences ( Figure 2b ). The accession numbers for the mitochondrial genomes of the species used in the analysis are available at www.ncbi.nlm.nih.gov/sites/genome. 
Divergence time analysis
Divergence time analyses were conducted in BEAST 1.6.2 (Drummond and Rambaut, 2007) under the Bayesian paradigm, using the uncorrelated lognormal model as the evolutionary (*) Relative evolutionary rate was calculated according the procedure of Criscuolo et al. (2006) .
Dating the Platyrrhini/Catarrhini split rate prior (Drummond et al., 2006 ). The GTR+G+I model of nucleotide substitution was used in every analysis. Posterior distributions of parameters were obtained via the Markov chain Monte Carlo (MCMC) method. In every analysis, Markov chains were run for 30,000,000 generations and sampled every 1000th cycle, yielding 30,000 samples from which 10% was discarded as burn-in. 
MCMC output analysis
Chain convergence was monitored by calculating the effective sample size (ESS), which was >500 in all samples, and by implementing the Heidelberger and Welch test (1983) in the CODA package (Plummer et al., 2006) of the R programming environment (www.rproject.org). Relaxed molecular clock methods, as implemented in BEAST, aim to decompose branch lengths and independently estimate absolute substitution rates and divergence times. Thus, to check for a strong correlation between divergence times and mean substitution rates (the meanRate parameter of BEAST) that would indicate that decomposition was not efficiently achieved, we estimated the cross-correlation between rates and times also using the CODA package. As a means of comparing the behavior of the estimates for the Platyrrhini/Catarrhini divergence with another primate split, we also studied the date of the separation of humans and chimps. The Homo/Pan divergence is a standard calibration node within primates, having occurred between 10 and 6.5 Ma (Benton and Donoghue, 2007) . The significance of the difference between the posterior distributions of the divergence time estimates was evaluated using the approach described in Loss-Oliveira et al. (2012) . The rationale for this approach is that, in a Bayesian framework, if two posterior distributions are statistically equivalent, the distribution of the difference, D, between the pair of parametric values from each distribution collected during MCMC should include zero within the 95% highest probability density (HPD) interval.
Calibration information
Two calibration schemes were adopted in this study. In the first scheme, the calibration data chosen were based exclusively on the fossil record, following Benton and Donoghue (2007) , and were applied to the nodes highlighted in Figures 1 and 2 . All calibrations were modeled by normal distributions in which the mean was set at the average between the minimum and maximum values suggested by Benton and Donoghue (2007) ; the standard deviation was set such that the 95% highest probability density (HPD) interval of the distribution was delimited by these minimum and maximum values ( Table 2) . It is important to note that in the first pair, exactly the same calibration information was applied in the nuclear and mitochondrial datasets, whereas in the larger dataset (which maximized the information for divergence time estimation), although the calibration and taxonomic compositions were different, we expected that the parameters would be estimated with reduced variance as a consequence of increased sample size (Casella and Berger, 2002) .
A second calibration scheme was applied exclusively to the large datasets in order to investigate whether the difference found between nuclear and mitochondrial estimates was robust to the calibrations used. We adopted five additional prior calibrations for primate divergences that were mostly borrowed from dos Reis et al. (2012) . The new calibrations used were the split between the Gorilla and Homo/Pan, the Pongo divergence, the Lemuriformes/ Loriformes separation, the Strepsrrhini/Haplorrhini split and, finally, the Platyrrhini/Catarrhini divergence (Table 3 ). In this second calibration scheme, divergence time analyses were run 10 times independently. Therefore, we have also measured the extent of the convergence of the MCMC runs.
RESULTS
Under the first calibration scheme, analyses of the pair of small datasets (with identical calibration and taxonomic compositions) resulted in posterior distributions that dated the age of the Platyrrihini/Catarrhini divergence at 38.6 Ma using nuclear genes (95% HPD Table 2 . Calibration information used as divergence time priors.
(*) As displayed in Figures 1 and 2 .
Dating the Platyrrhini/Catarrhini split interval: 26.9-50.7 Ma) and at 50.1 Ma using mitochondrial genes (95% HPD interval: 36.8-64.9 Ma) ( Table 4 ). The standard deviations of the posterior distributions of divergence times were large (6.6 Ma for the nuclear and 7.4 Ma for the mitochondrial datasets), resulting in an overlap of 13.9 Ma between 95% HPD intervals (Figure 3a) . The posterior distributions of the age of the split using the small sets of nuclear and mitochondrial genes were statistically equivalent. The 95% HPD interval of the distribution of the difference between the samples collected during MCMC included zero, varying from -7.4 Ma to 29.3 Ma. NWA/OWA 38.6 ± 6.6 38.6 ± 1.6 43.1 ± 10.3 50.1 ± 7.4 53.1 ± 3.4 48.8 ± 0.6 Homo/Pan 7.9 ± 0.9 6.9 ± 0.3 8.1 ± 1.8 8.1 ± 0.9 8.1 ± 0.9 7.6 ± 0.1 Table 4 . Divergence time estimates of the Platyrrhini/Catarrhini separation and the human/chimp split. In the large datasets, the NWA/OWA separation was estimated to have taken place at 38.6 Ma (95% HPD interval: 36.0-41.8 Ma) by the nuclear data and at 53.1 Ma (95% HPD interval: 47.0-60.3 Ma) by the mitochondrial data (Figure 3a) . The standard deviations of the posterior distributions were considerably reduced (1.6 Ma for nuclear and 3.4 Ma for mitochondrial genes); consequently, there was no overlap between the 95% HPD intervals.
All divergence time estimates were different from their priors in the first calibration scheme. The prior distributions of the Platyrrhini/Catarrhini divergence times were similar among the datasets studied (Figure 3b) , with means varying from 35.2 Ma (mitochondrial, large sample size) to 40.3 Ma (nuclear, large sample size). The standard deviation of the prior distributions also varied little, from 6.1 Ma (mitochondrial, large sample size) to 11.3 (nuclear, large sample size).
The age of the Homo/Pan divergence was dated at 7.9 ± 0.9 Ma and 8.1 ± 0.9 Ma by the small datasets composed of nuclear and mitochondrial genes, respectively. When large genomic datasets were used, the split was inferred at 6.9 ± 0.3 Ma for the nuclear and 8.1 ± 0.9 Ma for the mitochondrial dataset. Thus, the large nuclear dataset also dated the age of the human/chimp separation at a younger value.
The cross-correlation between the age of the Platyrrhini/Catarrhini split and the mean substitution rate was estimated to be -0.05 in the nuclear dataset and -0.41 in the small mitochondrial dataset (Table 5 ). The analysis of large datasets resulted in rate-time cross-correlations of -0.31 (mitochondrial) and -0.96 (nuclear). The Homo/Pan divergence followed the same trend: the cross-correlation between rate and time was inferred at -0.05 for the small nuclear set and -0.06 for both the small and large mitochondrial datasets. The rate-time crosscorrelation was also high in the large nuclear dataset (-0.89).
When additional calibration priors were used in the large data set (the second calibration scheme), the average age of the basal anthropoid node across the 10 independent runs was 48.8 ± 0.6 Ma in the mitochondrial data set (Figure 4) , while the average age of the human/chimp divergence across the replicates was 7.6 ± 0.1 Ma (Table 4 ). In the nuclear data set, the average age of the Platyrrhini/Catarrhini split across the independent runs was 43.1 ± 10.3 Ma. For the Homo/Pan divergence, the average was 8.1 ± 1.8 Ma. The average cross-correlations between times and rates among replicates in the mitochondrial data set was -0.10 ± 0.1 (NWP divergence) and -0.02 ± 0.1 (Homo/Pan split). In the nuclear data, the average values were -0.82 ± 0.2 and -0.67 ± 0.3 for the basal anthropoid and human/chimp separations respectively (Table 5) .
Therefore, the additional calibration priors reduced, on average, the difference between the ages of the Platyrrhini/Catarrhini separation from the large mitochondrial and nuclear data sets. Figure 4 illustrates that, while mitochondrial runs converged to the same posterior distribution, the independent runs of the large nuclear data set have not reached the same posterior density. Actually, the nuclear runs yielded the oldest and the youngest estimates of the NWA/OWA split. Thus, MCMC runs of the large nuclear alignment have not converged. Table 5 . Cross-correlations between mean evolutionary rate and divergence times. Dating the Platyrrhini/Catarrhini split
DISCUSSION
The Bayesian estimates of the age of the genetic separation of NWA and OWA inferred from nuclear and mitochondrial data were significantly different when using large phylogenomic sample sizes that increased the alignment length or taxonomic sampling under the first scheme of calibration information. Mitochondrial and nuclear estimates consistently shifted to different age values with reduced variance (Figure 3a) . As the prior distribution of the date of the Platyrrhini/Catarrhini separation inferred from the mitochondrial dataset was indistinguishable from that of the nuclear dataset (Figure 3b ), the shift of the posterior distributions could only be driven by the likelihood of the data.
However, under the first calibration scheme, the inferred age of the Homo/Pan separation was also younger in the large nuclear dataset. The concomitant shifts in the estimates of the human/chimp and Platyrrhini/Catarrhini divergences in the large nuclear analysis demonstrated that, in this dataset, time parameters were correlated because evolutionary rates and times were not independently estimated. The strong cross-correlation is readily observed in plots of the joint marginal posterior distributions of the mean substitution rates and the ages of the Platyrrhini/Catarrhini and Homo/Pan splits ( Figure 5) .
If times and rates were not effectively decomposed, we expect that independent runs of the analysis will be unable to reach a stable value. This is exactly what was found in the analysis of the nuclear data set with additional calibration priors (Figure 4) . Therefore, our results showed that, even using additional calibration priors, the ineffective decomposition of the evolutionary distance in absolute times and rates severely affected divergence time estimation using the large nuclear alignment.
It is worth mentioning that cross-correlation between time and rate parameters is gen- erally reduced by the adoption of informative calibration priors (Rannala and Yang, 2003) .
Here, the use of additional calibration information did reduce the difference between the large mitochondrial and large nuclear data sets, indicating that the gap between mitochondrial and nuclear estimates observed in the large nuclear analysis under the first calibration scheme was likely an artifact. Nevertheless, in contrast with the large mitochondrial data set, the 10 independent MCMC runs of the large nuclear data set were unable to reach a stable value for the NWA/OWA separation. Figure 5 . Parametric values collected during the MCMC run for the mean absolute evolutionary rate (in substitutions/site/Ma), the age of the Homo/Pan divergence and the age of the NWA/OWA separation under the first calibration scheme. Points were plotted in three-dimensional space to represent the joint posterior distribution of the estimates. Lines connecting points were drawn to show the complete MCMC walk-through parametric space. Notice the strong cross-correlation in B., the large nuclear dataset. A. Small nuclear dataset, B. large nuclear dataset, C. small mitochondrial dataset, and D. large mitochondrial dataset.
Independent of the calibration scheme adopted, the large nuclear data set resulted in high values of time-rate cross-correlations. Thus, both schemes of calibration priors were unable to inform the posterior distribution of parameters. Bayesian inference is roughly the product of the data likelihood and the prior distribution. Calibration information is entered as prior distribution of the absolute age of the nodes (Thorne et al., 1998; Thorne and Kishino, 2002) . Data likelihood is calculated using Felsenstein's (1981) algorithm, which uses branch lengths as parameters and not absolute rates and times independently (Yang, 2006) . When the sample size is large, the error associated with the likelihood estimate is small. Consequently, the data likelihood predominates the posterior distribution of the parameter when the variance of the prior is large (Gilks et al., 1995) . The small error associated with the maximum likelihood estimation is illustrated in Figures 3 and 4 , in which the posterior density is narrowly distributed around the means in the large nuclear data set.
As the number of studies using large datasets to estimate primate divergence times is increasing (Steiper and Young, 2006; Chatterjee et al., 2009; Perelman et al., 2011) , the issue reported in this study should be considered carefully. When alignments are large, we recommend that rate-time cross-correlations should be calculated, and that the analysis should be run as many independent times as possible. The usual measures of MCMC convergence, such as effective sample size and chain autocorrelation, are insufficient to verify the quality of chronological estimates in relaxed clock analysis. For instance, under the first calibration scheme, the effective sample sizes for the ages of the Platyrrhini/Catarrhini and Homo/Pan splits in the large nuclear dataset were 787.5 and 1085.1, respectively. Additionally, the autocorrelations of the Markov chains were very small for both parameters (0.05 and 0.06, respectively).
The impossibility of independent estimation of times and rates in the large nuclear data sets makes the age estimates obtained from the small datasets mostly suited for comparative purposes. Moreover, these datasets rendered posterior distributions that were statistically identical. Therefore, we may affirm that the Platyrrhini/Catarrhini split may have occurred as recently as 26.9 Ma or as long ago as 64.9 Ma. The range encompasses the minimum value of the 95% HPD interval from the posterior distribution of the small nuclear set, and the maximum value of the 95% HPD interval of the posterior from the small mitochondrial set, with mean age estimated at 44.3 Ma, which is very close to estimates from recent multi-locus studies. For instance, Steiper and Young (2009 ), Chatterjee et al. (2009 ), and Perelman et al. (2011 dated the split at 44.2 Ma, 43 Ma and 43.5 Ma, respectively. Note, also, that the use of additional calibration priors estimated the age of the NWA/OWA separation, on average, at the middle to late Eocene epoch, corroborating the recent dating analyses.
In conclusion, we have demonstrated that using the same calibration information, nuclear and mitochondrial markers yield different estimates of the Platyrrhini/Catarrhini separation. However, this difference should be interpreted statistically. When small datasets were used, this difference was not significant. When larger genomic datasets were used, however, the estimates from nuclear genes consistently placed the NWA/OWA split significantly later than did mitochondrial estimates. However, the strong cross-correlation between absolute divergence times and the mean evolutionary rate suggests that the relaxed molecular clock was incapable of decomposing branch lengths in absolute evolutionary rates and divergence times. The inability to perform independent estimations of times and rates also persisted when the large nuclear data set was analyzed adopting additional calibration information. Although the average difference between the nuclear and mitochondrial data sets was reduced, the independent runs of the large nuclear data set did not reach stable parametric values.
