I. Introduction
Due to the development of the high-throughput sequencing technology, the data in various biology database has been increasing at an unprecedented speed, which challenges the speed and ability of biologists and computational scientists in analyzing these data. Because most of the specific functions of a cell are carried out by the membrane protein, prediction of membrane protein types has become a vitally important subject in molecular and cellular biology. Although the types of a membrane protein can be determined by various biochemical experiments, it is both time-consuming and costly if the determination is based on the experiment approach alone. In view of this, it is highly desirable to develop an automated method to expedite the determination pace.
Membrane proteins are generally classified into the following five types: (1) type I membrane protein, (2) type II membrane protein, (3) multipass transmembrane proteins, (4) lipid chain-anchored membrane proteins, and (5) GPI-anchored membrane proteins (Fig.1) . The function of a membrane protein is closely related to which type it belongs to. Thus, a fast and efficient method for predicting the type of a membrane protein will significantly speed up the process of function determination for newly found membrane protein. In a pioneer study, based on the amino-acid-composition, the covariant discriminant algorithm was introduced by Chou and Elrod (Chou and Elrod 1999) to predict the types of membrane proteins. By definition, the conventional amino acid composition is a vector of 20 components each representing the occurrence frequency of one of the 20 native amino acids (Chou 1995; Nakashima and others 1986; Zhou 1998) . Accordingly, using the amino acid composition to represent a sample of protein will miss all the sequence-order and sequence-length effect. In order to cope with this problem, a new concept, the so-called "pseudo-amino-acid-composition", was proposed by Chou (Chou 2001) . The pseudo-amino-acid-composition can bear the main feature of amino acid composition, but meanwhile it can also incorporate some sequence order effects.
Stimulated by its success in improving prediction quality, here we would like to introduce a different approach to formulate the pseudo amino acid composition.
Meanwhile, SVM (Support Vector Machine) has been recently widely used in bioinformatics. But its performance is greatly limited by the uneven sizes of the subsets in the training dataset. The classification results based on SVM are undesirably biased toward the class with more samples in the corresponding subset. In other words, the larger the size of a subset, the smaller the classification error; whereas the smaller the size of a subset, the larger the classification error. In the dataset constructed by Chou and Elrod (Chou and Elrod 1999) , the training subsets are quite uneven. To solve this problem, we are to use the weighted -Support Vector Machine (υ -SVM) to cope with this problem.
The present paper was devoted to combine the concept of pseudo-amino acid composition and υ -SVM to develop a new predictor for predicting the membrane protein types. The conventional amino-acid-composition is defined as 20 discrete numbers each representing the occurrence frequency of one of the 20 native amino acids (Chou 1995; Chou and Zhang 1994; Nakashima and others 1986; Zhou 1998) . Compared with the conventional amino-acid-composition, the pseudo-acid-composition is a vector with 20+λ discrete components (Chou 2001) and hence may be viewed as a point in a 
II. Pseudo-Amino-Acid-Composition and Discrete Fourier Transform
where the first 20 components are the same as in the conventional amino acid 
In the above equation, L denotes the length of the protein, i τ is called the ith-rank of coupling factor that harbours the ith sequence-order correlation factor. An illustration to show how these factors are associated with the sequence order effect is given in Fig.2 .
The coupling factor , i j J in eq.3 is defined as a function of the amino acids R i and R j , such as the physicochemical distance (Chou 2000; Schneider and Wrede 1994) from R i to R j , or some combinations of several biochemical quantities related to i R and j R (Chou 2001; Chou 2002) . Thus, i τ can be rewritten as
As we can see from Fig.2 , the sequence-order effect of a protein can be, to some extent, reflected through a set of discrete numbers τ 1 , τ 2 , τ 3 , …, τ m , as defined by eq.4.
Such information is very useful in analysis of proteins with a set of discrete numbers.
Accordingly, the first 20 components of eq.1 reflect the effect of the amino acid composition, while the components from 20+1 to 20+λ reflect some sequence-order effects. A set of 20+λ components as formulated by eqs.1-2 is called the pseudo amino acid composition for protein P. Using such a name is because it still has the main feature of amino acid composition, but on the other hand, it contains the information beyond the conventional amino acid composition. The pseudo amino acid composition thus defined has the following advantages: compared with the 210-D pair-coupled amino acid composition (Chou 1999 ) and the 400-D first-order coupled amino acid composition (Liu and Chou 1999 ) that contain the sequence order effect only for a very short range (i.e., within two adjacent amino acid residues along a chain), the pseudo amino acid composition incorporate much more sequence effects, i.e., those not only for the short range but for the medium range and long range as well, as indicated by a series of sequence-coupling factors with different tiers of correlation (see Fig.2 and eqs.2-4).
Therefore, the prediction quality can be significantly improved by using the pseudo amino acid composition to represent the sample of a protein. For detailed formulation and application of the pseudo amino acid composition, the readers are referred to two recent papers (Chou 2001; Chou and Cai 2003 ).
Below we shall use the technique of spectral analysis to formulate the pseudo amino acid composition. As show in eq.1, the sequence of a protein is composed of a series of characters, it is hard for a computer to process because each element in the sequence is a lingual symbol rather than numerical value. To cope with this situation, each individual amino acid in the protein sequence has to be coded in a numerical way;
i.e., expressed in terms of f(R i ) of eq.4. As is well known, the hydrophilic value of an amino acid is a very important physicochemical property that has crucial effects on the folding of a protein as well as its function, particularly for membrane proteins. In view of this, we choose the hydrophilic value of R i for (R ) i f . Since a coded protein sequence can be treated as a stationary random process, many technologies in statistical signal processing can be used to characterize the sequence-order effects of a protein sequence.
In statistical signal processing, the correlation, covariance sequence and spectral density function are the three basic statistical quantities of discrete random signals. The true cross-correlation sequence is a statistical quantity defined as
where n x and n y are stationary random processes, n −∞ < < +∞ , and {} E is the expected value operator. The covariance sequence is the mean-removed cross-correlation sequence
The autocorrelation and autocovariance are their special cases as defined as follows
In practise, one must estimate these sequences, because it is possible to access only a finite segment of the infinite-length random process. For example, the autocorrelation sequence is estimated as follows
where we assume ( ) x n are indexed from 1 to L.
Comparing eq.9, and eqs.3 and 4, we can see that the sequence-order correlation factors m τ defined by Chou (Chou 2001) are virtually autocorrelation sequence of the coded protein sequence. Thu all the powerful tools in statistical signal analysis can be used to incorporate sequence-order effects. The goal of spectral analysis is to describe the distribution (over frequency) of the power contained in a signal, based on a finite set of data. The power spectrum of a stationary random process n x is mathematically related to the correlation sequence by the discrete-time Fourier transform. In terms of physical frequency f ( e.q., in hertz), as given by
where f is the sampling frequency. And thus the power spectral density (PSD) of the stationary signal n x are defined as ( ) ( ) .
For real signals, the average power of a signal over a particular frequency and
can be found by integrating the PSD over that band:
From the above expression, it can be seen that ( ) xx P f represents the power content of a signal in an infinitesimal frequency band, which is why we call it the power spectral density. The energy of ( ) xx P f is calculated by the following equation
where Re 
In the protein is likely to be a multi-pass trans-membrane protein (Fig.1) .
III. WEIGHTED SUPPORT VECTOR MACHINES
Instead of the covariant discriminant algorithm that is a combination of the Mahalanobis distance (Mahalanobis 1936; Pillai 1985 ) and Chou's invariance theorem we adopt its specific form, the weightedυ -SVM, and apply it to the problem of prediction of membrane protein types.
υ -SVM
The basic idea of applying SVMs to pattern classification can be outlined as follows. First, map the input vectors into a feature space (possible with a higher dimension), either linearly or non-linearly, which is relevant to the selection of the kernel function. Then, within the feature space, seek an optimised linear division; i.e., construct a hyper-plane which can separate the entire samples to two classes (this can be extended to multi-classes) with the least errors and maximal margin. The SVMs training process always seeks a global optimised solution and avoids over-fitting, so it has the ability to deal with a large number of features. A complete description to the theory of SVMs for pattern recognition is given in the book by Vapnik (Vapnik 1998) .
Given a set of l samples, i.e., a series of input vectors
( 1, ..., ),
where i x can be regarded as the th i protein or vector defined in the 40-D pseudo amino acid space according to eqs.14-15, and d is a Euclidean space with d dimensions.
Since the multi-class identification problem can always be converted into two-class identification problem, without loss of the generality the formulation below is given for the two-class case only. Suppose the output derived from the learning machine is expressed by { 1, 1} ( 1, ..., ), 
The decision function is 1 ( ) sign( ( , ) ).
To calculate the b and ρ of the above equation, we need to select the same number of samples ( 0 S > is the number of samples) from the two datasets. Suppose S + is the number of samples from the positive training dataset and S − is from the negative training dataset. According to the Karush-Kuhn-Tucker (KKT) conditions (Cristianini and ShaweTaylor 2000; Karush 1939 ), the condition in eq.17
and i ξ =0.
Thus, with some deductions, we obtain the formulations to calculate the b and ρ
In C -SVM, the only adjustable parameter is the constant C , which influences its performance greatly. However, because there is no natural interpretation of this parameter, it is hard to adjust it. In υ -SVM, the parameter C is replaced by υ . In this parameterization (eq.18), υ places a lower bound on the sum of the i α , which causes the linear term to be dropped from the objective function. Another connection between these two algorithms is that the increase of parameter C leads to the decrease of the number of support vectors in C -SVM , while the decrease of υ leads to less number of support vectors.
Weighted υ -SVM
υ -SVM's performance is also impaired when the training sets with uneven class sizes are used. We propose the weighted υ -SVM to solve this problem. The primal problem of weighted υ -SVM is given by 
i.e., 
In the weighted υ -SVM, by weighting the samples in small class, the classification accuracy of small class can be improved. Meanwhile, eliminating the bias toward the large class, the prediction accuracy of large class is reduced slightly. Such method can be applied directly into the prediction of membrane protein types where the training sets of 5 classes are highly uneven.
In this paper, we use the "one-against-one" approach (Knerr and others 1990) in which ( 1)/2 k k − classifiers are constructed and each one trains data from two different classes. k is the number of classes and in this paper k is 5. During the training stage, we first calculate the ratio of different sample size according to eq.42, and then assign different weights to the training samples of different classes as described in the next section. In classification we use a voting strategy: each binary classification is considered to be a voting where votes can be cast for all data points-in the end point is designated to be in a class with maximum number of votes.
IV. Results and Discussion
Using the dataset constructed by Chou & Elrod (Chou and Elrod 1999) , we test our approach to demonstrate its feasibility. The dataset contains 2,059 membrane protein sequences. There are 435 type I transmembrane proteins, 152 type II transmembrane proteins, 1,311 multi-pass transmembrane proteins, 51 lipid-chain anchored membrane proteins, and 110 GPI anchored membrane proteins (Fig.1) . Chou & Elrod classified the 2,059 into five groups and the names of these proteins are given in Table 1 of (Chou and Elrod 1999) . After being trained, the hyper-plane was built in the feature space and thus the output can be obtained. The prediction quality was examined by three methods (Chou and Zhang 1995) , the re-substitution test, the jackknife test, and independent dataset test, as explained below.
Re-substitution Test. The so-called re-substitution test is designed to examine the self-consistency of an identification method (Cai 2001; Zhou 1998; Zhou and AssaMunt 2001; Zhou and Doctor 2003) . When the re-substitution test is performed for the current classifier, the type of each membrane protein in a data set is in turn predicted using the rule parameters derived from the same training data a set. In Table 1 , the success rate for the 2,059 membrane proteins is listed, from which the overall success rate is 99.85%, which shows that after being trained, the weighted υ -SVM has captured the complicated relationship between the pseudo amino acid composition and the types of membrane proteins. Considering the rule parameters derived from the training data set has harboring the information of the query protein latter plugged back into the test, the resubstitution test tends to underestimate the error and enhance the success rate for the same proteins are both used to train the classifier and test themselves. Therefore, the success rate obtained gives some sort of optimistic estimation (Cai 2001; Chou and Zhang 1994; Zhou 1998; Zhou and Assa-Munt 2001; Zhou and Doctor 2003) . However, the re-substitution test is definitely necessary because any algorithm whose selfconsistency performance is poor can not be deemed as a good one. Namely, the re-substitution test is necessary but not sufficient for evaluating a classifier. Hence, a crossvalidation test for an independent testing data set is recommended because it can reflect the generalization of a classifier in practical application. This is very useful when checking the validity of a training data base: whether it contains sufficient information to reflect all the important features concerned so as to yield a high success rate in application. The results of re-substitution test obtained for the 2,059 membrane proteins are given in Table 1 and Table 2 .
Jackknife Test. The independent data set test, sub-sampling test and jackknife test are the three most common methods for cross-validation in statistical prediction.
Among these three, the jackknife is regarded as the most objective and effective one; see, e.g., (Chou and Zhang 1995) for a comprehensive discussion about this, and (Mardia and others 1979) for the mathematical principle. During jackknifing, each membrane protein in the dataset is in turn taken out and all the rule-parameters are calculated based on the remaining proteins. In other words, the type of each membrane is predicted using the rule-parameter derived from all the other membrane proteins except for the one which is being identified. During the process of jackknifing both the training data set and testing data set are actually open, and a protein will in turn move from one to the other. The results of jackknife test thus obtained for the 2,059 membrane proteins are also given in Table 1 and Table 2 .
Independent Dataset Test. Furthermore, predictions were also conducted for the 2,625 independent membrane proteins based on the rule-parameter derived from the 2,059 proteins in the training dataset. The 2,625 independent proteins were also taken from (Chou and Elrod 1999) , Of the 2,625 proteins, 478 are type I transmembrane proteins, 180 type II transmembrane proteins, 1,867 multi-pass transmembrane proteins, 14 lipid-chain anchored membrane proteins, and 86 GPI anchored membrane proteins.
The predicted results are also listed in Table 1 and Table 2 .
From Table 1 , we may draw the following conclusions.
(1) The success predictions obtained by the pseudo-amino acid composition approach, are significantly higher than those obtained by the other approaches. (2) A comparison between the current approach and all the other approaches indicates that the success rate by the former are about 6% higher than those by the latter in the self-consistency test and 3% higher in independent dataset test. The only setback is its jackknife result is about 3.7% lower than the functional-domain approach (Cai and others 2003b) , but higher than all other methods.
It should be pointed out that it is not enough to only compare the overall success rate. To make an in-depth comparison, one should look into the success rate for each type. In order to illustrate the weightedυ -SVM's ability to compensate for the bias caused by the imbalance of the dataset, the comparison with its original form was done as listed in Table 2 , from which the following facts can be observed.
(1) For class 4, which is with the smallest size, the success rate by the weighted υ -SVM is about 31% higher than that by the υ -SVM by the self-consistency test, and about 51% higher by the independent dataset test. For the jackknife test, the weightedυ -SVM also outperformed improved at the cost of slightly reducing the success rates for large size classes. This is rational because the samples in small class are treated as more important, i.e., assigning a larger coefficient for the data in the small class to improve its prediction accuracy.
Meanwhile, the importance is that the overall success rates were enhanced.
V. Conclusion
The above results have indicated that the types of membrane proteins are predictable with considerable accuracy. The development in statistical prediction of protein attributes generally consists of two aspects: constructing a training dataset and formulating a prediction algorithm. The latter also consists of two aspects; i.e., how to define a protein and how to operate the prediction. The process in expressing a protein from the 20-D amino-acid-composition space (Chou and Zhang 1993; Chou 1995; Nakashima and others 1986; Zhou 1998) , to the (20+ λ )-D pseudo amino acid composition space (Chou 2001) , to the 2005-D functional-domain-composition space (Cai and others 2003b; Chou and Cai 2002) reflects the development in representing a protein sample. In this paper, the technique of signal spectrum analysis was introduced to represent a protein via the pseudo amino acid composition (Chou 2001) to incorporate the sequence order information. The process from introducing the simple geometry distance algorithm (Nakashima and Nishikawa 1994) , to the Mahalanobis distance algorithm (Chou 1995; Chou and Zhang 1994) , to the covariant discriminant algorithm (Chou and Elrod 1999; Pan and others 2003; Zhou and Doctor 2003) , and to the current weighted υ -SVM algorithm reflects the development in operating algorithms. The weighted υ -SVM algorithm is particularly useful in solving the problem caused by uneven sizes of the subsets in the training dataset, or dealing with the case where the classification accuracy is focused on the small subset. Conducted for the 2,625 independent membrane proteins based on the rule parameters derived from the 2,059 membrane proteins. The data of the 2,625 independent proteins were taken from Chou and Elrod (Chou and Elrod 1999) . 
