Network Coding is a relatively new forwarding paradigm where intermediate nodes perform a store, code, and forward operation on incoming packets. Traditional forwarding approaches, which employed a store and forward operation, have not been able to approach the limit of the max-flow min-cut throughput wherein sources transmitting information over bottleneck links have to compete for access to these links. With Network Coding, multiple sources are now able to transmit packets over bottleneck links simultaneously, achieving the max-flow min-cut throughput and increasing network capacity. While the majority of the contemporary literature has focused on the performance of Network Coding from a capacity perspective, the aim of this research has taken a new direction focusing on two Quality of Service metrics, e.g., Packet Delivery Ratio (PDR) and Latency, in conjunction with Network Coding protocols in Mobile Ad Hoc Networks (MANETs). Simulations are performed on static and mobile environments to determine a Quality of Service baseline comparison between Network Coding protocols and traditional ad hoc routing protocols. The results show that the Random Linear Network Coding protocol has the lowest Latency and Dynamic Source Routing protocol has the highest PDR in the static scenarios, and show that the Random Linear Network Coding protocol has the best cumulative performance for both PDR and Latency in the mobile scenarios.
Introduction
Broadcasting is a linear transmission mechanism, including multimedia traffic, in real time. Several types of multimedia devices, such as computers and mobile devices, are used as receivers to gain access to one broadcasted traffic flow at a time per channel with pre-scheduled start and end times. The digital multimedia broadcasting standards support high definition television, multiple standard definition television program streams, and private data applications, such as multimedia pager data burst, audio streaming, video streaming, etc.
With the explosion of Internet traffic seen over the past two decades, coupled with the ever increasing need to access critical data at any location, wireless networks have emerged as a means of effectively communicating in an on-demand fashion from nearly any location. This new communications paradigm presents challenges not seen in the traditional wire line networks due to the nature of the wireless medium in which users must share access to: 1) frequencies, or 2) time-slots controlled by the media access control (MAC) model used for layer 2 of the network stack or the data link layer.
As wire line and wireless networks scale and evolve to support more users, Internet Service Providers (ISPs) are interested in knowing and predicting Quality of Service (QoS) metrics such as Throughput, Delay, and Reliability, as this knowledge can be used to define value propositions for consumers and increase revenue.
Network Coding (NC) has emerged as a promising paradigm that has the potential to increase the capacity of a network. First proposed by Ahlswede et al. [1] for wire line networks, current research has presented a new focus where Network Coding is slowly being integrated into the wireless domain. While there is growing evidence for the impact of NC routing protocols on the throughput for both wired and wireless networks, other equally important aspects for QoS, e.g., delay and reliability, remain largely understudied. Further, there are various NC schemes and different routing protocols for MANETs. The effect of those NC schemes on different routing protocols needs to be investigated to better understand the impact on QoS, which could provide practically useful information for ISPs.
As the popularity of multimedia video and the number of mobile units increase rapidly (from 19.4 million in 2010 to projected 198.2 million in 2016 [2] ), more emphasis is placed by ISPs to guarantee an expected level of service or QoS. Furthermore, multimedia applications, such as video and voice over IP (VoIP), require low Latency and largely in sequence for packet transmissions to ensure that the quality of experience (QoE) is preserved on the receiving end. A well defined QoS solution for these media can guarantee that the user experience is not degraded.
While there exists limited support for QoS in some infrastructure modes of wireless communication, the need for QoS support for MANETs becomes critical due to changing link properties, mobility, power consumption, and route maintenance [3] .
Due to the added benefit that NC protocols provide, we are motivated to investigate the effect that NC protocols have on selected QoS metrics for various routing protocols used in MANETs. It is both theoretically and practically important to understand the impact that NC protocols have on QoS for MANETs. The NC protocols that have been investigated in this study include: XOR, Reed Solomon (RS), and Random Linear Network Coding (RLNC). Ad hoc routing protocols, see Section 3.1, try to address the QoS and QoE issue in different ways, based on a packet-forwarding paradigm. Therefore, a comparison between these ad hoc protocols, NC protocols, and a combination of routing and NC protocols will aid in understanding the impact that NC has on the QoS for MANETs.
Not many studies have been reported in the literature on the effect of NC on QoS metrics for MANETs. Moreover, three different mobility models also have been used for the investigation: Random Waypoint, Reference Point Group, and Manhattan Grid. Thus, the main contribution of this paper is a systematic investigation of the potential benefits of several NC techniques by comparing them with various routing protocols for MANETs coupled with those three different mobility models. A number of simulations have been performed using NS2 to compare the QoS results for various techniques or a combination of techniques.
The rest of the paper is organized as follows. Section 2 introduces the protocols used in this paper. Section 3 describes the simulation environment and simulation results for various scenarios. Finally, in Section 4, we conclude the paper and suggest some possible lines for future research.
Background
Originally Network Coding theory was developed in the context of wire line networks where multicast packets traveling through a network were combined using techniques, such as: 1) XOR, 2) Reed Solomon, or 3) Random Linear Network Coding.
XOR Network Coding
Traditional transmission over a wired or wireless medium could be described as consisting of the following parts. Using the topology shown in Figure 1 [4] , node 1 sends information 1 S to node 2, who then forwards this information to node 3. Node 3 then transmits 3 S to node 2 who forwards the information to node 1 taking a total of 4 time slots.
For XOR NC, if nodes 1 and 3 wish to exchange information it could be performed via the following: 1) node 1 transmits 1 S to node 2, 2) node 3 transmits 3 S to node 2, 3) node 2 performs a coding operation on the information and transmits 2 S to both nodes 1 and 3, taking a total of 3 time slots as seen in Figure 2 [4] . The received information is then decoded at the edges, an operation that is based on the type of Network Coding employed in the original coding operation. For example, consider an XOR coding scheme based on the topology shown in Figure 1(b) . The relay upon receiving the packets from nodes 1 and 3, XORs both packets together, transmitting the new XOR' packet such as:
where ⊕ denotes the bit-wise exclusive OR over the entire length of the frame [4] . Each receiver, upon receiving this XOR'ed packet will extract the information intended to be sent to it via XORing the received packet with its own packet originally sent to the relay. For example, node 1 will be intent upon receiving 3 S so it will perform the operation:
Reed Solomon (RS) Network Coding
In a telecommunications medium, errors occur randomly due to signal attenuation, interference, cross talk, and other factors. Recovering from these errors has lead to a large area of theory referred to as Channel Coding or Forward Error Correction (FEC) coding. In this communications paradigm, the sender encodes its transmission using an Error Correcting Code (ECC), adding redundant data to the original symbol. The redundant data is subsequently used at the receiver to recover from a limited number of random bit errors. Two subcategories of FEC codes are 1) block codes, and 2) convolution codes. Block codes operate on fixed blocks of data, while convolution codes operate on bit streams of arbitrary length. Block codes operate on fixed length data segments k , by adding redundant parity information bits, producing a new data segment of n bits in length. Reed Solomon (RS) codes were first introduced in the seminal work [5] , which is used for block codes. The authors of [6] created a novel NC technique using RS coding. In this work, the authors applied RS coding to groups of packets received from multiple sources. The authors exploited the fact that in order for neighbors to receive a batch of n packets, they need only to receive k (k < n) packets provided that they also have n k − native packets stored locally. With n k − packets already retained locally, the node can decode the rest of the missing packets. For more detail the reader is referred to [7] .
Random Linear Network Coding (RLNC)
The derivation of Network Coding technique is important and well-explained in the literature, but most researchers do not explain how to incorporate the capacity gain of Network Coding in practical network systems. Given the results from Network Coding theory, we know that there may exist a finite field q F for which we can choose linear coefficients { } k α that will allow us to encode packets together so that multiple sources may achieve the broadcast capacity of an arbitrary network simultaneously. However, how large should the finite field q F be in practice, and since we are choosing coefficients for the linear combinations and form them in matrices how can we ensure that all matrices j A are full rank? A proof for an appropriate field size is presented in [8] - [10] .
The choice of linear codes presents a problem in that one would need complete knowledge of the connected network graph to ensure that all matrices j A are full rank. However, if the coefficients are chosen randomly at every node (as is the case in Random Linear Network Coding) then there exists no need for any centralized control architecture. The issue that would then become apparent is what is the probability of choosing linear codes at random so that all j A are full rank, a scenario necessary for no decoding errors in the network? From [9] it was shown that the matrices j A will be full rank with a high probability of 0.996. With the knowledge of appropriate field sizes as well as a distributed coding scheme that can be employed independently throughout the network, the task now is to take the Network Coding theory and apply it to packet transmissions. Each packet could be considered as a symbol in regards to the classical Network Coding theory. And any receiver can recover (with a high probability) from any received packets using RLNC [10] . The additional overhead of RLNC for each packet due to extra header information containing the global encoding vectors is relatively small [10] . However, the advantages of RLNC are that it provides a distributed protocol in which each receiver can decode packets without any knowledge of network topology and receivers can decode information in the presence of node or link failures [10] .
Packets related to the same set or source vectors 1 , , h x x  are usually transmitted sequentially over the same network edge. Furthermore, the number of packets traveling on an edge related to the same set of source vectors varies over time due to packet loss and network congestion. Therefore, synchronization of packets related to the same set of source vectors becomes an important issue.
Chou et al. [10] proposed a buffering model to deal with the synchronization issue. Packets related to the same set of h source vectors 1 , , h x x  are part of the same generation and h is called the generation size. All packets of the same generation have the same generation number in the packet header while different generations will use a subsequently different generation number in their headers. Using a buffer, each node can then store incoming packets sorted by the generation number. When there exists a transmission opportunity, a node can generate a new packet based on linear combinations of received packets (held in its buffer) from the same generation [10] .
When a destination indicates that it has enough linear combinations to decode the current generation, source nodes empty that generation from their buffer and continue creating linear combinations of packets consisting of the next generation. The next section of this report will discuss the NC techniques that have been developed to date.
Performance Metrics and Simulation Results
Current research NC has focused on the systemic capacity problem: how to increase capacity (add more users/traffic to the network) without changing the infrastructure (adding more physical resources). It has been shown that NC can increase the amount of information transmitted per unit time [1] [11] [12] , thereby increasing capacity.
While it is easier to evaluate static topologies, MANETs have an implicit quality that is not taken into consideration in these simulations and studies-mobility. A challenging addition to this research extends the current state-of-the-art, focusing not on capacity but on the generalized QoS for MANETs, and the impact that mobility can have on NC protocols in MANETs. The following sections discuss the routing protocols under study, mobility models used, and QoS metrics used for evaluation.
Research Methods

Routing Protocols
Disseminating information through a network requires a path from a source to the desired destination. This path is created by intermediate nodes via a routing protocol. Different routing protocols may create different paths through the network, each path having its own unique performance and QoS attributes such as throughput, delay, and reliability.
A first set of routing protocols were taken from the vast literature on routing in MANETs. Unlike the fixed infrastructure, implicit qualities of MANETs, such as mobility, require more dynamic route selection algorithms and therefore employ their own unique routing protocols. The following will provide a description of the ad hoc routing protocols under study.
• Ad hoc On-Demand Distance Vector (AODV): AODV [13] is a unicast routing protocol designed for the dynamic nature of ad hoc networks. Nodes route information through the network using messages such as route request (RREQ), route reply (RREP), and route errors (RERR). When a route to a new destination is needed the sender will broadcast RREQ throughout the network to identify the path to destination. The route is made available by unicasting RREP back to the sender. Each node in the network will store a routing table containing the reverse path towards the nodes originating the RREP messages. To accommodate for the dynamic nature of the ad hoc network, RERR messages are used to notify other nodes when a link is no longer active between 2 nodes.
• Dynamic Source Routing (DSR): In DSR [14] , if a sender does not have an existing route to its desired destination it will use route discovery to find a route. The route discovery is a broadcast message to all neighboring nodes, accumulating a route record along the way. When the destination receives the route discovery it will send a route reply message containing a copy of the accumulated route record, using the reverse path (i.e., the reverse of the accumulated route record). Route Maintenance is used to detect broken links in the network.
• Optimized Link-State Routing (OLSR): Each node using OLSR [15] selects a subset of neighboring nodes to be multipoint relay (MPRs) and only MPRs are responsible for disseminating control traffic through the network. This has the effect of limiting the overhead of broadcasting control traffic through the network. All nodes in the network will periodically transmit HELLO messages to their immediate neighbors for link sensing. Active links will be placed in a local link set. Based on the partial topology knowledge (which needs to be updated periodically), nodes can determine the shortest path to all reachable destinations.
• Partial Dominant Pruning (PDP): PDP [16] is a broadcast protocol that employs the Dominant Pruning (DP) algorithm to reduce the number of broadcast messages coding the network. Unlike the traditional blind flooding, where nodes simply rebroadcast all received information, DP identifies a minimum set of 1-hop neighbor to reach all as yet unreached 2-hop neighbors. PDP is a further optimization of DP that uses fewer forwarding nodes to disseminate the information through the network. PDP makes selections for each data packet to be forwarded, based on its current knowledge of the local topology, including which 2-hop neighbors already received the data packet.
• Simplified Multicast Forwarding (SMF): SMF [17] is another broadcast protocol. Similar to PDP, the goal of SMF is to only have a subset of the network perform the broadcast process, thereby reducing the congestion and overhead required to disseminate a packet from source to destination. A reduced relay set is constructed which is a subset of all possible routers. In other words, SMF separates packet forwarding periodically selects a subset of nodes to act as forwarders. That reduces the cost of making the same selection multiple times, but also takes away the possibility of considering which 2-hop neighbors received a packet already.
A second set of routing protocols employ the concept of Network Coding as explained above. Various NC protocols have been engineered in the contemporary literature. Most fall into three categories:
• XOR: Various XOR NC protocols have been proposed in the literature [18] [19] . This research uses XOR NC implemented over PDP and SMF protocols as described in [19] .
• Reed Solomon: The RS NC protocol implemented over PDP and SMF [19] has been adopted.
• RLNC: Various RLNC implementations have been found in the literature [10] [20] . This research uses the RLNC protocol found in [20] .
Mobility Models
With wireless ad hoc networks, nodes are free to move about within a radius of another access point or node. Thus for simulation, one can define node coordinates manually throughout the simulation time or use an external tool to create movement scenarios. Various mobility models have been discussed for ad hoc networks [13] [21] .
Since the goal of this research is to study the impact of mobility within the ad hoc network, the following list provides a brief description of the mobility models used.
• Random Waypoint: The Random Waypoint mobility model is one of the most popular models in the literature. Nodes are initially distributed randomly throughput the simulation area. Each node then waits a random amount of pause time before deciding to move. One a node has decided to move, it will select a random destination in the simulation area and a speed that is uniformly distributed between [minspeed, maxspeed]. Once at the destination, the node will again pause for a random amount of time before repeating another random movement to a new destination with a new speed [13] .
• Reference Point Group Mobility: In Reference Point Group Mobility [13] , mobile nodes travel in one or more groups in the simulation area. The movement of each group of nodes is defined by a group motion vector GM that describes the movement of the group center. Individual nodes randomly move about their own predefined reference points RP(t). As time progresses from t to t + 1, an individual node will follow a movement vector RM that is calculated based on the current node RP(t) and the new node reference point RP(t + 1) that is based on the new group center at time t + 1.
• Manhattan Grid Mobility: Another type of mobility is one with a geographic restriction in which nodes must follow a specific path or choose from a set of paths in the simulation area. Examples of these are the Freeway Model in which nodes have a set path or highway through the simulation area, or the Manhattan Grid [21] model used to simulate city streets. In Manhattan Grid, nodes will initially be placed randomly on one of the streets or alleys in the simulation area. Each node will remain stationary for a random amount of time (or pause time). After that time has expired, nodes will randomly select a destination from the existing set of streets or alleys and then follow the shortest path from source to destination.
QoS Metrics
In the contemporary literature most comparisons between protocol performances are based on capacity or throughput. This metric measure how much information can pass through a network in a given unit of time. To complement the existing literature, this research will focus on two QoS metrics detailed below. Packet Delivery Ratio (PDR): PDR describes QoS metric and will be calculated using Equation (3) . Here R is the number of received packets and T is the number of transmitted packets.
With a simulation consisting of more than one sending and receiving node this can be calculated as shown in Equation (4) . Here N is the total number of nodes in the network and s is the number of source nodes sending traffic in the network. 
This will yield a ratio between 0 and 1. A value of 1 meant that every packet that is sent in the network also gets received and there is no information loss. A value of zero indicates that all packets that are sent are lost and never reach their intended recipient.
Latency: Latency, as shown in Equation (5), is a measure of the amount of time it takes for a packet to be transmitted from source to destination and for a single packet can be expressed as:
In the case of a broadcast packet, this can be generalized to multiple receivers as shown in Equation (6) where N is the number of receiving nodes. 
Mobility Model Metrics
Characteristics of a mobility model can be calculated to provide certain quantitative descriptions of the mobility. These metrics include averaged statistics defined in [22] unless cited otherwise.
• Relative Mobility: The speed at which nodes move with respect to all other nodes in the network and is calculated according to [12] .
• Average Node Degree: The number of nodes that each node is connected to averaged throughout the simulation time.
• Average Number of Partitions: The average number of partitions for the network throughout the simulation time. A value of 1 indicates that the network is connected at all times. A value greater than 1 indicates that this is not the case.
• Degree of Separation: The likelihood that two randomly chosen nodes are connected at a randomly chosen point in time throughout the simulation.
• Average Link Duration: The duration that links stay active throughout the simulation times.
• Standard Deviation of Average Link Duration: The standard deviation of the previous metric.
• Total Number of Links: The total number of links generated throughout the simulation time.
Simulation Design
This section provides the simulation setup and the results obtained in more detail.
Simulation Results
The main research objective was to evaluate the performance of both ad hoc routing and Network Coding routing protocols in the presence of mobility. Simulations were performed in NS2 using mobility files created in Bonnmotion [23] that control each node's movement. Three different mobility scenarios were studied; 1) Random Waypoint, 2) Manhattan Grid, and 3) Reference Point Group Mobility. For each scenario, 100 mobility files were created for each chosen velocity of [0, 2, 4, 6, ⋅⋅⋅, 16, 18, 20] m/s. One or multiple nodes are evenly distributed in the simulation area to act as broadcast sources to other nodes. In case of AODV/DSR/OLSR which are not broadcast protocols, source nodes have up to N connections where each connection represents a link between the source and a neighbor node. This makes AODV/DSR/OLSR to behave like broadcast protocols.
PDR and Latency were determined for each of the 100 simulations for all three mobility scenarios, for each routing protocol and then averaged. We also calculated the 95% confidence intervals to determine whether any observed performance differences are statistically significant. The 802.11 MAC layer was used for all wireless communications throughout these simulations. The important global NS2 parameters can be seen in Table 1.  Table 2 shows the ten protocols under study and the abbreviations used on the figures.
Simulation Setup
This section contains the results of the simulations performed in NS2 for studying the PDR and Latency in MANETs. Different simulations were carried out in both static scenarios and mobile scenarios with three mobility models and velocities ranging from 2 to 20 m/s.
Static Scenarios are a baseline scenario in which all the nodes of the network are stationary throughout the simulation time. A total of 40 nodes were placed in a simulation area of 1000 m × 1000 m. All simulations were 200 seconds in length with Constant Bit Rate (CBR) traffic starting at the 20 second mark. The average PDR and Latency metrics can be seen in Table 3 and Table 4 , respectively, along with the lower and upper bounds of the 95% confidence interval. From the perspective of PDR, it appeared that since all routes were static that the main differentiating factor in protocol performance was the protocols' ability to quickly establish routes to the desti- nation, low protocol overhead and low collision rates. As a result, the performance of RLNC in terms of PDR is worse than that of the unicast ad hoc routing protocols. From the perspective of Latency, the best protocol is RLNC, but its standard deviation is second best behind OLSR. We can also see that with static routes the other two types of networking coding, XOR and RS, perform poorly. Three mobility scenarios were performed for velocities ranging from 2 to 20 m/s. The resulting data is averaged over 100 simulation iterations for the same scenario and velocity. The mobility scenarios included:
• Random Waypoint Simulations: The same NS2 parameters were used as in the static scenarios, except node mobility. For each routing protocol, 100 mobility files were created with Bonnmotion for each velocity between 2 to 20 m/s. The average PDR and Latency for the Random Waypoint simulations can be seen in Figure 3 and Figure 4 . Unlike the static simulations, here it can be seen that for PDR the protocols employing Network Coding perform better than protocols without Network Coding. Even the small change in routes introduced by mobility caused the performance of the unicast routing protocols to degrade as velocity increased.
• Manhattan Grid Simulations: As with Random Waypoint, the same NS2 parameters were used. When deciding upon the appropriate number of horizontal and vertical roads in the simulation area we chose 12 square blocks which is a good approximation of an average city layout in a one square kilometer simulation area. The PDR and Latency results are shown in Figure 5 and Figure 6 , respectively. It can be seen the best PDR performing protocol is DSR followed by XOR coding, RLNC, and then RS coding. For Latency, the best protocol is OLSR followed by RLNC and PDP/SMF with no coding. As with the Random Waypoint simulations, the XOR and RS coding protocols perform poorly.
• Reference Point Group Mobility Simulations: In this scenario, the number of groups in the simulation area was chosen to be 1 and the same NS2 parameters were used. The PDR and Latency results are presented in Figure 7 and Figure 8 , respectively. Here it can be seen that in terms of PDR all protocols perform between 0.94 -0.99. The worst performing protocol is actually RLNC at 0.94. In terms of Latency, the best performing protocols are DSR and OLSR followed by PDP/SMF with no coding, then RLNC.
• For both static and mobile scenarios, Bonnmotion was used to calculate averaged statistics for each mobility scenario used. These metrics were calculated to aid in the understanding of the characteristics of each mobility scenario and how that impacts the routing protocol performance. These metrics can be seen in Table 5 . Each value in the table represents an average over the 100 movement scenarios created for that mobility model and velocity. An explanation on the meaning of each column can be found in [23] . Note that there are two Link Duration columns representing two separate and distinctly unique statistics.
Research Summary
With most of the literature focusing on throughput for a routing protocols performance, this novel research has presented simulation results from the QoS perspective. Some interesting results were observed.
• RLNC: For RLNC, for mobile scenarios with low relative mobility and low Node Degree (such as a static scenario), RLNC achieves very low PDR when compared to all other protocols. RLNC provided the best PDR results in the Manhattan Grid scenarios. In fact, as the velocity of the nodes increased the PDR actually improved as seen in Figure 4 . This characteristic was not seen in any other protocol. RLNC performs well in terms of Latency regardless of the movement scenario used. On the whole, for the mobile scenarios RLNC had the best cumulative performance for both PDR and Latency.
• XOR NC: For the static scenarios, XOR NC was only marginally better than OLSR in terms of PDR and had the worst performance for Latency. For the mobile scenarios, XOR NC had one of the best PDR results across all mobility scenarios but suffered from poor Latency across all mobile scenarios. The main reason is that there is a delay until the receiving node decides to encode the packet, as this node builds up a buffer to increase the chances of packets being coded together, i.e., increasing the coding opportunities. This may take a significant amount of time.
• RS NC: The performance of the RS coding was very similar to that of the XOR coding. For the mobile scenarios, RS NC achieved good PDR results and poor Latency across all mobile scenarios. Similar to XOR NC, this is also likely a function of the encoding process.
• Ad Hoc Protocols: There did not appear to be any one particular routing protocol that could effectively achieve both QoS parameters. The best protocol overall was shown to be DSR from a PDR perspective and OLSR for Latency. Whereas for NC, RLNC was a consistent performer across both metrics for all mobility scenarios.
• Protocol Independent Mobility Metrics: From [24] , the authors did posit that there were certain protocol independent metrics, such as average link duration and relative mobility that could account for the performance of an ad hoc routing protocol when in a mobile scenario. Their conclusion was that there does exist a high degree of correlation between the Average Degree of Spatial Dependence, Average Relative Speed, Average Link Duration, and the protocol performance metrics of packet delivery ratio and routing overhead. The mobility pattern influenced the connectivity which in turn influenced the protocol performance [24] . When comparing the throughput of ad hoc routing protocols for the mobility models of Random Waypoint to that of a Reference Point Group Mobility model, we found that for the same relative speed, nodes in the group mobility models had a higher Average Spatial Dependence, which lead to a higher link duration, fewer dropped packets and thus higher PDR. This relationship also appears in this research as shown in Table 5 . For the ad hoc protocols, their average performance does increase when the relative mobility is low and the average node degree is high. However this characteristic effect was not as pronounced for RLNC. While its PDR performance did improve for high average node degree and low relative mobility as seen in the RPGM simulations, it also exhibited high performance for the Manhattan Grid simulations which were characterized by high relative mobility and low average node degree.
