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Résumé
La complexité croissante des applications ac-
tuelles favorise le développement de systèmes
multi-agents auto-organisateurs possédant des
propriétés self-? . Ces systèmes autonomes pré-
sentent des capacités intéressantes permettant
la gestion de la dynamique endogène et exo-
gène des applications étudiées. De nouveaux
critères doivent être étudiés afin de caractéri-
ser et évaluer l’apport de ces propriétés self-? et
leur influence sur les performances du système.
Dans cet article, différentes catégories regrou-
pant les principaux critères d’évaluation sont
décrites afin de guider l’évaluation de ce type
de systèmes depuis les phases de conception jus-
qu’aux phases d’exécution : évaluation du sys-
tème en cours de fonctionnement, caractéris-
tiques intrinsèques et méthodologie de concep-
tion.
Mots-clés : Système self-? , caractérisation,
évaluation empirique, comparaison
Abstract
In the last few years, the growing complexity
of current applications has led to design
self-organizing multi-agents systems presenting
self-? properties. Those systems behave autono-
mously and must handle the dynamics coming
from exogenous or endogenous changes. New or
updated characterization and evaluation crite-
ria are required for analyzing the contribution
of self-? properties and system performances.
This paper aims at guiding the evaluation of
this kind of systems from the design phase all
the way to the execution results by providing
sets of main criteria : evaluation of the system
at run-time, intrinsic characterization and de-
velopment methodologie.
Keywords: Self-? systems, characterization, em-
pirical evaluation, comparison
1 Introduction
La complexité croissante des logiciels favorise
la conception de systèmes multi-agents auto-
organisateurs présentant des propriétés self-? .
Ces systèmes se composent d’un ensemble
d’agents autonomes et interagissants, condui-
sant à l’émergence du comportement collectif.
Grâce à leurs propriétés self-? , ces systèmes
sont capables d’auto-adaptation et gèrent les dy-
namiques dues aux changements endogènes et
exogènes [34, 1]. Parmi ces propriétés, nous dis-
tinguons :
• l’auto-organisation : processus par lequel un
système change, lors de son exécution, son
organisation sans aucune intervention externe
[9]. L’auto-configuration permettant au sys-
tème de devenir conforme aux besoins de
l’application, en est un exemple ;
• l’auto-stabilisation ou homéostasie : pro-
priété assurant l’atteinte d’un état stable par
le système [35] ;
• l’auto-réparation : mécanisme permettant la
détection et la réparation des erreurs ;
• l’auto-régulation : mécanisme permettant
l’ajustement autonome des paramètres.
Télécommunications, économie, bio-
informatique sont autant de domaines fortement
dynamiques avec l’apparition d’événements
imprévus. Les systèmes classiques supportent
difficilement ces caractérisques mais, contraire-
ment aux systèmes self-? , des preuves formelles
concernant leur performance existent. De plus,
le fonctionnement de systèmes classiques peut
être validé avant même leur déploiement dans
des environnements réels. De manière générale,
les systèmes classiques sont fonctionnellement
adéquats (ils réalisent ce pour quoi ils ont
été conçus). Les questions qui se posent à
nous sont : comment peut-on mettre en avant
les systèmes self-? par rapport aux systèmes
classiques sachant leur indéterminisme ? Ou,
comment les propriétés self-? garantissent-elles
un bon fonctionnement malgré les perturba-
tions ? Comment prouve-t-on l’adéquation
fonctionnelle de ces systèmes ? Puisqu’aucune
preuve formelle n’existe pour ce type de sys-
tème [14, 13, 19], cet article se concentre sur
l’évaluation empirique qui est primordiale pour
notre communauté. Le but étant de souligner les
avantages et les caractéristiques des systèmes
self-? par rapport aux autres systèmes.
Les rares études et évaluations des systèmes
self-? se basent sur un nombre réduit de critères
tels que le temps et la charge de communication.
Malgré leur importance, ces critères restent in-
suffisants pour refléter la spécificité de ces sys-
tèmes. D’autres critères comme l’homéostasie,
le degré de décentralisation, la complexité, etc.
sont plus appropriés et doivent être considérés.
L’objectif de cet article est de recueillir et ana-
lyser les critères essentiels d’évaluation de ces
systèmes auto-adaptatifs.
Étant donnée leur diversité, de nouvelles mé-
thodes de caractérisation et d’évaluation sont
nécessaires pour étudier leur performance et
analyser la contribution des propriétés self-? .
Dans ces systèmes, deux types de comporte-
ments sont à distinguer : le comportement no-
minal (N ) représentant le fonctionnement nor-
mal du système et le comportement self-? (S)
permettant la gestion de la dynamique. Cet ar-
ticle traite de l’évaluation de ce type de sys-
tème depuis les phases de conception jusqu’à
leur exécution, en séparant, quand c’est pos-
sible, le comportement nominal du comporte-
ment self-? .
Dans ce qui suit, nous avons classé les critères
identifiés en trois parties : la première concerne
l’évaluation du système en cours de fonctionne-
ment, la deuxième étudie ses caractéristiques in-
trinsèques et la troisième considère la méthodo-
logie de conception. Pour chaque critère, nous
donnons une définition et nous fournissons un
moyen pour le mesurer. Concernant les compa-
raisons, nous analysons un ensemble de courbes
illustrant des comportements typiques des sys-
tèmes self-? .
2 Évaluation du fonctionnement du
système
Afin de valider le bon fonctionnement d’un sys-
tème, différentes questions sont à étudier : est-ce
que le système est capable de résoudre le pro-
blème pour lequel il est conçu ? Est-ce que le
système s’auto-adapte ? Est-ce que les proprié-
tés self-? implémentées sont suffisantes pour ga-
rantir la robustesse du système ? etc. Pour y
répondre, nous considérons les résultats finaux
ainsi que le comportement du système en cours
d’exécution. Les résultats permettent d’évaluer
les performances du système, mais détecter la
fin d’une exécution d’un système auto-adaptatif
reste difficile. Ces systèmes sont conçus pour
s’adapter continuellement à leur environnement
et ne jamais s’arrêter. De plus, la nature distri-
buée de la résolution rend cette détection impos-
sible par le système lui-même, même si un état
stable est atteint. Pour cela, des agents observa-
teurs détectant l’atteinte d’états stables et l’arrêt
peuvent être envisagés.
2.1 Performances
Dans cette section, nous présentons les cri-
tères d’évaluation concernant les performances
du système. Les résultats concernant différentes
exécutions du système pour un scénario donné
sont étudiés. Nous considérons les six critères
suivants : le temps, la charge de communication,
l’indéterminisme, la précision / qualité, la pro-
gression et l’utilisation de la mémoire.
Temps. Différentes mesures ont été définies
pour étudier ce critère. [29] utilise le nombre
d’opérations atomiques réalisées comme par
exemple, le nombre de contraintes vérifiées
dans un problème de satisfaction de contraintes.
D’autres auteurs mesurent le temps CPU [8,
20, 28] du début de l’exécution jusqu’à la fin.
Mais dans ce cas, les caractéristiques des ma-
chines utilisées doivent être prises en compte.
[10] introduit des ordres de grandeur permettant
d’unifier le temps CPU de différentes machines.
D’autres études [8, 25] considèrent le nombre
de cycles nécessaires aux agents pour atteindre
une solution. Une autre définition consiste à
mesurer le temps des opérations les plus coû-
teuses. De notre point de vue, le nombre de
cycles nécessaires aux agents pour atteindre une
solution est le moyen le plus approprié et fa-
cile pour mesurer le temps. En effet, mesurer le
temps CPU doit prendre en compte les caracté-
ristiques non seulement des machines mais aussi
des plateformes de simulation utilisées. Comp-
ter le nombre d’opérations atomiques et mesu-
rer le temps mis par les opérations les plus coû-
teuses, quant à eux, doivent considérer l’asyn-
chronisme de résolution entre les agents [29].
Le temps d’exécution fut l’un des premiers cri-
tères à être utilisé pour l’évaluation des sys-
tèmes. Au début des systèmes distribués, le di-
lemme était de savoir si le système passait plus
de temps à communiquer qu’à traiter les don-
nées. Avec les systèmes self-? , ce dilemme se
traduit en la séparation entre le temps de tra-
vail et d’auto-adaptation. Ainsi, nous proposons
quand ceci est possible, de distinguer deux types
de temps : NTs et STa. NTs mesure le temps
d’exécution du comportement nominal du sys-
tème. STa mesure le temps mis par le système
pour s’auto-adapter aux changements de l’en-
vironnement. Par exemple, dans un serveur de
mail possédant des propriétés d’auto-réparation,
nous pouvons séparer le temps où le serveur
exécute son comportement nominal (traitement
des messages envoyés et reçus) et le temps où il
demande de l’aide suite à une surcharge. Quand
cette distinction n’est pas possible, nous pro-
posons d’évaluer la moyenne des différences
du temps d’exécution MTDns du système avec
deux scenarii, un sans perturbations et un avec
perturbations. Les problèmes de satisfaction de
contraintes sont un exemple où cette sépara-
tion est difficile [37]. Certains considèrent que
le temps passé par l’agent pour affecter sa va-
riable est le NTs alors que d’autres le consi-
dèrent comme étant le STa.
Charge de communication. Dans les systèmes
multi-agents, les agents communiquent et in-
teragissent afin d’atteindre collectivement une
solution ou afin de s’organiser pour résoudre
un problème donné. Étudier la charge de com-
munication permet de déterminer la capacité
du réseau, en environnement réel. Il permet de
connaître la charge du réseau et ainsi éviter de
le surcharger. Le nombre de messages échan-
gés est un bon moyen pour mesurer ce critère. Il
peut être divisé en deux catégories : le nombre
de messages NCLs pour les phases de résolu-
tion nominales et le nombre de message SCLa
pour les phases d’auto-adaptation. Par exemple,
dans un serveur de mail possédant des proprié-
tés d’auto-réparation, nous pouvons distinguer
entre les messages d’envoi et de réception de
mail, et les messages de demandes d’aide quand
le serveur est surchargé. Le nombre de messages
échangés est fortement lié au degré de décen-
tralisation au sein du système. En général, plus
le degré de décentralisation est élevé, plus les
agents on besoin d’échanger de messages. Alors
que dans les systèmes centralisés, très peu de
messages sont nécessaires. Pour cela, ces deux
critères (nombre de messages, degré de décen-
tralisation) doivent être étudiés ensemble. Mal-
heureusement, très peu d’études les combinent.
D’autres paramètres sont aussi intéressants pour
évaluer les charges de communications [4], tels
que la taille des messages et leur complexité. Ils
permettent de mesurer précisément la charge du
réseau et d’évaluer le temps nécessaire pour les
agents pour comprendre et traiter ces messages.
Précision / qualité. Ce critère permet d’étudier
l’adéquation fonctionnelle d’un système donné.
Un système fonctionnellement adéquat est dé-
fini comme étant un système utile [32]. Une me-
sure appropriée pour ce critère est la distance
entre la solution obtenue et la solution opti-
male δ(Scur, Sopt). Mais un problème majeur se
pose : comment peut-on déterminer cette solu-
tion optimale ? Dans certains cas, cette solution
est connue pour certains scenarii ou peut être fa-
cilement calculée, mais dans le cas général, elle
est inconnue. Afin d’y remédier, certains auteurs
utilisent des benchmarks bien connus et com-
parent leurs solutions avec les meilleures solu-
tions connues. La qualité de l’auto-adaptation
peut être soulignée par l’utilisation de différents
scenarii présentant des degrés différents de dy-
namiques – le but étant de montrer la capacité du
système à maintenir un niveau de qualité élevé.
Indéterminisme. Au sein des systèmes multi-
agents auto-organisateurs, les informations sont
distribuées entre les agents qui possèdent cha-
cun une vision locale de leur environnement.
Ces caractéristiques intéressantes pour le traite-
ment des problèmes complexes, rendent la réso-
lution non déterministe. Pour un scénario donné,
la solution peut différer d’une exécution à une
autre, ce qui soulève le problème de l’exécution
d’une série de simulations [16]. Étudier ce non
déterminisme en mesurant la distance entre ces
différentes solutions renseigne sur la stabilité du
système, et facilite sa comparaison avec les ap-
proches exactes de résolution. Des mesures de
tendance centrale telles la moyenne ou la mé-
diane et des mesures de dispersion telles l’écart-
moyen ou la variance sont généralement utili-
sées [7].
Progression. Ce critère, noté NPs, permet de
savoir comment le système étudié atteint une
solution. Pour cela, nous mesurons le pourcen-
tage du but atteint à chaque étape. Le progrès
concerne l’activité du système. Aucune connais-
sance de la solution optimale n’est requise. Par
exemple, dans [8], le progrès est mesuré comme
étant le nombre total de conteneur usinés à la fin
de chaque étape. Ce critère doit être étudié tout
au long de l’exécution sous forme de courbes
représentant l’activité du système. Ces courbes
auront des formes spécifiques (linéaire, expo-
nentielle, logarithmique) (cf. section 5). Mais
comment l’auto-adaptation influence cette pro-
gression : est-ce qu’elle la maintient ou l’amé-
liore (situation idéale), la ralentit, voire la di-
minue. La progression SPa concernant l’auto-
adaptation suite à une perturbation peut être éva-
luée de la même façon que le NPs.
Utilisation de la mémoire. Un autre critère
de performance consiste à mesurer le taux de
mémoire utilisée par chaque agent pour les
phases de résolution NMs et les phases d’auto-
adaptation SMa. Ce critère influence directe-
ment la complexité algorithmique (cf. section
3.1). Par exemple, la complexité algorithmique
d’un système où chaque agent doit traiter les in-
formations provenant de tous les autres agents,
est plus élevée que celle d’un système où chaque
agent doit traiter les informations provenant
d’un voisinage réduit. Le déploiement du sys-
tème dans un environnement réel est aussi af-
fecté par ce critère. C’est le cas des applications
d’intelligence ambiante où des appareils ayant
des capacités réduites de mémoire doivent être
utilisés.
2.2 Homéostasie & Robustesse
Une des principales caractéristiques des sys-
tèmes multi-agents ayant des propriétés self-? ,
est leur capacité à maintenir leur fonctionne-
ment dans des environnements hautement dyna-
mique. En d’autres termes, ces systèmes pos-
sèdent des capacités de robustesse et d’ho-
méostasie ou auto-stabilisation. La première
concerne leur aptitude à maintenir leur compor-
tement quand des perturbations se produisent
[34]. La deuxième, quant à elle, est la capacité
du système à retrouver, une fois perturbé, son
comportement normal. [35] définit l’homéosta-
sie comme étant la capacité à revenir dans un
état idéal dans lequel le système est au maxi-
mum de ses performances. L’étude de ces deux
critères permet de comprendre comment le sys-
tème gère les changements dynamiques de son
environnement et ainsi valider son adéquation
fonctionnelle pour la résolution du problème.
Robustesse. Les problèmes complexes pré-
sentent un taux élevé de dynamique car des évé-
nements se produisent à des étapes différentes et
sont souvent imprévisibles. Un système robuste
est un système capable de maintenir un compor-
tement stable malgré les perturbations. Pour me-
surer ce critère, on peut étudier :
• si le système maintient son adéquation fonc-
tionnelle sous perturbations (∆Q ≺ ) ;
• si la différence entre le nouvel état (solution)
atteint par le système et son ancien état est
minimale ;
• si les changements intervenus au sein du sys-
tème pour atteindre ce nouvel état sont mini-
maux.
Temps d’adaptation. Ce critère mesure le
temps nécessaire pour le système pour retrouver
un état stable après l’apparition d’une pertur-
bation. En mesurant le temps (cf. section 2.1),
nous avons introduit STa le temps mis par le
système pour s’auto-adapter tout au long de
son exécution. Ici, nous définissons le temps
STAlc nécessaire pour la prise en compte d’un
type de changement dynamique. Le nombre
d’étapes dont les agents ont besoin pour revenir
à un état de fonctionnement normal est un
moyen de mesure approprié pour ce genre de
critères. Deux niveaux sont à distinguer : le
niveau local et le niveau global. Le premier
considère le nombre de cycles de vie de chaque
agent. Il permet d’examiner l’auto-adaptation
des agents. Pour le deuxième, c’est le nombre
d’étapes nécessaires au système pour retrouver
son comportement normal qui est mesuré. Il
permet d’étudier l’auto-adaptation du système
global (cf. figure 3).
Mesure pour l’évaluation du fonctionne-
ment du système
• Le temps pour l’auto-adaptation STa, le
temps de résolution NTs, le temps d’adap-
tation STAlc ou la moyenne des diffé-
rences de temps entre différents degrés de
perturbations MTDns.• Le nombre de messages pour la résolu-
tion NCLs et celui pour l’auto-adaptation
SCLs.• La qualité de la solution (δ(Scur, Sopt))
ainsi que le degré d’indéterminisme de ré-
solution.
• La progression de la résolutionNPs et celle
de l’auto-adaptation SPa.• Le taux de mémoire utilisée pour les phases
de résolution NMs et de celle utilisée pour
les phases d’auto-adaptation SMa .• Le niveau de robustesse du système (∆Q ≺
).
3 Caractéristiques intrinsèques du
système
Les critères présentés ci-dessus ne peuvent être
mesurés que pendant ou après l’exécution du
système. De ce fait, un nombre limité de sce-
narii ou de situations peuvent être envisagés.
Malgré leur importance, ces critères ne garan-
tissent pas les qualités du système pour toutes
les situations et tout au long de son existence.
Le but de cette section est de compléter la pré-
cédente en définissant et discutant comme cri-
tères d’évaluation certaines caractéristiques des
systèmes self-? . Ces critères peuvent être étu-
diés sans exécuter le système. Connaissant la
nature du système et son fonctionnement, nous
pouvons déduire des informations concernant sa
complexité algorithmique, son taux de décentra-
lisation, ses algorithmes locaux ou l’influence
du nombre d’agents ainsi que leur besoin cal-
culatoire. Ceci permet une première évaluation
et comparaison de ces systèmes.
3.1 Complexité algorithmique
Dès les premiers systèmes informatiques1 [15],
les concepteurs ont cherché à mesurer le temps
et la mémoire nécessaire à leur programme ou
algorithme. Généralement, il est facile de pré-
voir l’exécution d’un algorithme classique dans
un scénario du pire-cas et en étendant ses en-
trées à un problème réel, nous pourrons prédire
l’échec de l’algorithme à fournir une réponse
en un temps convenable. Ce problème d’exten-
sibilité a été largement étudié durant les qua-
rante dernières années et un cadre théorique2 et
formel a été développé [36]. Avec ces études,
les notions bien connues mais difficiles à maî-
triser d’ordre de complexité et de NP-difficile
furent introduites. L’idée principale étant l’aveu
de l’existence de problèmes impossibles à ré-
soudre en un temps polynomial. Dans cet ar-
ticle, nous ne nous intéressons pas à la théorie
de complexité, mais la question relative à l’éva-
luation des systèmes self-? qui est : comment
peut-on dire que notre système est efficace en
n’analysant que son code ? Dans le cas des sys-
tèmes ayant un contrôle global, les outils d’éva-
luation des algorithmes classiques peuvent être
appliqués. Ceci est un avantage intéressant pour
l’évaluation, mais un inconvénient majeur pour
les systèmes s’attaquant à des problèmes avec
des niveaux élevés de complexité.
3.2 Décentralisation et résolution locale
La plupart des systèmes self-? conçus pour la ré-
solution des problèmes présentant des niveaux
de complexité réelle, utilise la distribution du
calcul, la décentralisation du contrôle et des
mécanismes simples et locaux d’exploration de
l’espace de recherche. Sachant qu’un seul chan-
gement local (aussi minime soit-il) peut avoir
une répercussion non-linéaire au sein du sys-
tème, comment peut-on calculer la complexité
algorithmique du système dans son intégralité ?
Des travaux sur la théorie de complexité des al-
gorithmes de recherche locale existent [31] . Ils
1http ://people.cs.uchicago.edu/ fortnow/papers/history.pdf
2http ://www.math.upenn.edu/ wilf/AlgComp3.html
définissent la classe des recherches locales en
temps polynomial (PLS : Polynomial Time Lo-
cal Search) mais présentent des limites strictes.
Complexité algorithmique locale. Ce critère
consiste à analyser la complexité algorithmique
des comportements locaux de chaque agent, ou
parties du système. Malgré sa simplicité, il per-
met déjà de disqualifier les algorithmes locaux
nécessitant beaucoup de calculs.
Décentralisation. La complexité algorithmique
peut être complétée par l’étude d’un ratio entre
la décentralisation et le taux de calcul local né-
cessaire. D’un côté, un système ne présentant
pas un degré de décentralisation approprié au
problème traité, peut appartenir à la classe des
problèmes NP-complets. D’un autre côté, dans
un système présentant un degré important de
décentralisation mais un haut niveau de com-
plexité du calcul local, chaque décision locale
peut devenir NP-difficile. En résumé, de com-
bien d’agents a-t-on besoin ? Quel devrait être
leur degré de distribution et leur simplicité ?
Avec combien d’agents, un agent devrait inter-
agir ? Ces deux critères doivent être étudiés si-
multanément. Si l’on prend par exemple, un al-
gorithme local sélectionnant aléatoirement une
action pour un agent, la complexité algorith-
mique est très faible, mais le système résul-
tant est très basique. Par contre, ce critère peut
être utilisé pour filtrer les algorithmes ayant une
complexité très élevée. Par exemple, un algo-
rithme où un agent doit vérifier les propriétés de
tous les autres agents et de plus, prédire l’effet
de son action après n étapes, est une approche
naïve.
Effet des actions locales. Un autre critère inté-
ressant à étudier est l’effet d’une action locale
sur le reste du système. Les systèmes self-? qui
en général sont des systèmes complexes, sont
sujets à l’effet papillon bien connu au sein des
systèmes utilisant des mécanismes gossip ou la
propagation dans les réseaux de neurones [22].
Ce critère peut être étudié en examinant les
stratégies de recherche de chaque agent. Est-
ce qu’un agent diffuse (broadcast) systémati-
quement ces informations et ces besoins à tous
les autres agents du système ? Ou procède-t-il
par sélection des agents les plus appropriés ?
Par exemple, les heuristiques de type mincon-
flict [30] essaient de choisir, à chaque étape, la
décision ayant un effet minimal, réduisant ainsi
la complexité globale.
Connaissance initiale et acquise. Certains al-
gorithmes requièrent un ensemble d’informa-
tions avant même le lancement de l’exécution.
Par exemple, dans différentes métaheuristiques
comme les approches ACO ou PSO, une ana-
lyse préliminaire de l’espace de solutions doit
être effectuée afin de fournir les bons paramètres
tels le nombre d’agents ou la probabilité de dis-
tribution caractérisant leur comportement [12].
D’autres algorithmes ont besoin d’acquérir des
informations durant leur activité afin d’être effi-
cace. L’étude de ce critère nous permet de dis-
tinguer ces deux types d’algorithmes et nous
renseigne sur leur déploiement (les algorithmes
appartenant à la deuxième catégorie étant plus
difficiles à déployer).
Influence du nombre d’agents. Le nombre
d’agents au sein d’un système affecte consi-
dérablement l’efficacité de ce dernier. C’est
un critère important pour assurer l’optimalité
de l’organisation, comme pas exemple, dans
le déploiement d’agents satellites coûteux [3].
Plus intéressant pour les systèmes self-? , ce
critère permet d’étudier le passage à l’échelle
d’un système pouvant évoluer tout au long
de son exécution. Il peut être mesuré lors du
fonctionnement du système mais aussi en ana-
lysant comment ce dernier est construit : est-il
facile d’introduire de nouveaux agents (système
ouvert) ? Les tâches des agents peuvent-elles
être facilement déléguées à d’autres agents ?
Existe-t-il des capacités d’auto-organisation
étendues ? etc.
Critères de complexité locale et de décen-
tralisation
• Calculer la complexité locale des processus
de décision.
• Évaluer le degré de décentralisation.
• Étudier l’effet d’une action d’un agent
donné sur le reste du système.
• Évaluer la difficulté de fournir des connais-
sances initiales au système et d’en acquérir
de nouvelles tout au long de son exécution.
• Analyser le passage à l’échelle de ces sys-
tèmes.
4 Caractérisation de la méthodolo-
gie de développement
Un autre point à analyser avant l’implémenta-
tion d’un système self-? est sa méthode de dé-
veloppement. Plus précisément, le processus à
suivre ainsi que les concepts à manipuler tout
au long des phases de développement (ana-
lyse, conception, implémentation, etc.). En ef-
fet, les différentes approches de conception ne
sont pas équivalentes de ce point de vue. Les
critères permettant d’étudier une méthode sont
plus qualitatifs que quantitatifs, mais sont utiles
pour les prochains développements basés sur la
même approche. Parmi eux, nous distinguons
les phases dédiées aux systèmes self-? , à sa-
voir : l’identification des agents, la distribution,
la généricité et la flexibilité.
Analyse et identification des agents auto-
nomes. Durant les phases d’analyse, plusieurs
éléments sont à prendre en compte, ce qui ac-
centue la difficulté des tâches à réaliser. Dans
certains cas, le développement est simple et di-
rect, alors que dans d’autres, des efforts sup-
plémentaires sont à fournir et des connais-
sances d’experts sont requises. Prenons comme
exemple la résolution dans le cadre des pro-
blèmes de satisfaction de contraintes (CSP).
Pour développer un solveur distribué de CSP
utilisant le Ditributed Breakout (DBA) [21] ou
ERA [24], il suffit de traduire le problème à
résoudre dans le cadre formel choisi. Sachant
que les décisions prises à ce stade influencent
directement les performances du systèmes (cf.
section 2.1), cette traduction peut être difficile.
Mais la spécification du problème mènera di-
rectement à une topologie bien spécifique (i.e
les groupes de voisins sont formés en se basant
sur le type de contraintes). Dans ce cas, l’ana-
lyse est simple. Si nous prenons le cas des ap-
proches ACO [11] ou PSO [23], la traduction
d’un problème donné se base aussi sur un cadre
formel particulier, mais requiert un certain de-
gré d’expertise pour le développement des sol-
veurs des sous-problèmes (i.e fourmis ou par-
ticules) et plus particulièrement, pour la défini-
tion de l’ensemble des paramètres. La concep-
tion de système self-? devient alors un problème
de réglage et d’ajustement de paramètres où si-
mulation et analyse sont requises en plus de la
modélisation. Ce type de méthodologie est ap-
pelé living design dans [2].
D’autres types d’approches n’utilisent pas de
cadre formel ou semi-formel pour la résolution
des problèmes. Nous prenons l’exemple de la
théorie des AMAS (Adaptive Multi-Agent Sys-
tems) [33] où l’on se focalise sur les proprié-
tés et comportements des agents (i.e coopé-
ration). Dans cette théorie, le concepteur doit
identifier les entités à agentifier pour construire
son système self-? . D’autres approches néces-
sitent aussi cet effort d’analyse. Nous citons
les approches bio-inspirés [27] où les concep-
teurs doivent identifier les agents [6] (guêpe,
araignée, etc.), les mécanismes de coordina-
tion (taux d’évaporation des phéromones, taux
d’oubli, etc.) et leur sémantique (que représente
chaque phéromone) [32].
Un autre critère à étudier est également la sim-
plicité du système à développer. Généralement,
les algorithmes sont faciles à implémenter mais
les mécanismes de coordination ou les compor-
tements coopératifs sont plus difficiles à mettre
en place.
Facilité de déploiement et de distribution.
Le déploiement et la distribution d’un système
donné dépendent fortement des paradigmes uti-
lisés pour son développement. Les approches
basées sur la stigmergie tel ACO, requièrent le
développement d’environnement spécifique ca-
pable de gérer le dépôt de phéromones et leur
mise à jour. Pour cela, des efforts supplémen-
taires sont nécessaires pour le déploiement de
tel système. Notons l’existence de plusieurs en-
vironnements distribués répondant à ces besoins
comme les intergiciels tuple spaces tels Linda
[17] ou plus récemment SwarmLinda [5] ou
l’intergiciel TOTA [26] pour les applications
pervasives.
Les approches non basées sur la stigmergie mais
sur la communication directe, nécessitent, elles
aussi, l’utilisation de frameworks dédiés. Par
exemple, le déploiement de DBA [21] requiert
l’installation et la configuration d’un intergiciel
multi-agent comme Jade3 ou MAY4. Il requiert
également le développement des entités en tant
qu’agents et l’utilisation de librairies dédiées.
À part cette tâche technique, le développement
des agents reste facile à réaliser surtout lorsque
les algorithmes existants sont clairement définis
comme dans [37].
Généricité. Les approches de développement
des systèmes self-? présentent différents degrés
de généricité. Ce degré s’exprime par l’effort
nécessaire pour adapter une approche à la réso-
lution d’un problème particulier. Par exemple,
les approches CSP distribués tel que DBA ou
ACO sont complètement génériques, dans le
sens où elles fournissent un solveur distribué
pour tout problème exprimé sous forme d’un
CSP. Cependant, certains paramètres restent
à fixer comme le temps pour DBA , la pro-
babilité de distribution des comportements
dans ERA, ou l’ensemble des phéromones
et les paramètres globaux pour ACO. Ceci
est l’inconvénient majeur de ces approches
métaheuristiques difficilement flexibles et réuti-
lisables pour des problèmes dérivés.
3http://jade.tilab.com/
4http://www.irit.fr/MAY,774
Critères pour l’évaluation de la méthodolo-
gie de développement
• Combien d’effort est requis pour adapter le
concept général à un problème donné ?
• Combien d’effort est requis pour la dis-
tribution de la résolution sur un ensemble
d’agents ?
• Quel est l’effort de déploiement nécessaire ?
• Pour quel type de problème cette méthode
peut être utilisée ?
• Quel est la difficulté pour faire évoluer un
système en lui ajoutant par exemple, de nou-
velles contraintes ?
5 Discussion
La caractérisation et l’évaluation d’un système
fournissent un ensemble de valeurs qualita-
tives et quantitatives permettant non seulement
d’évaluer le système mais aussi de le compa-
rer avec d’autres systèmes pour souligner ses li-
mites et ses avantages. Dans cette section, nous
proposons un ensemble de moyens facilitant
cette comparaison, et nous présentons un panel
de comportements typiques associés aux pro-
cessus d’auto-adaptation.
5.1 Évaluation comparative
L’évaluation des performances d’un système
permet de montrer ses points forts et faibles par
rapport à d’autres systèmes. Les critères présen-
tés dans les sections 2, 3 et 4 peuvent être uti-
lisés pour établir la comparaison entre plusieurs
systèmes.
L’interdépendance de ces différents critères fait
qu’une vue multi-objectif est plus appropriée
pour leur comparaison. Cette vue ne peut pas
être réduite à une seule dimension les combi-
nant, à cause de leur sensibilité au contexte.
Ces critères dépendent du domaine et des exi-
gences initiales. Par conséquent, nous propo-
sons un radar graphique pour valider l’adéqua-
tion fonctionnelle d’un système self-? . Un sys-
tème "‘idéal"’ surpassant tous les autres sys-
tèmes se situerait donc, au centre de ce radar.
Mais les systèmes actuellement développés res-
semblent à ce que l’on peut voir dans la figure 1
où un système est meilleur pour une dimension
(un critère) et non pour une autre.
5.2 Analyses
Cette vue multi-objectif permet d’avoir une vi-









FIG. 1 – Un radar graphique pour la comparai-
son de systèmes self-?
est aussi intéressant de regarder en détail cha-
cun des critères séparément. Dans ce qui suit,
nous présentons un ensemble de courbes repré-
sentant des comparaisons entre différents sys-
tèmes. Chaque courbe représente un comporte-
ment typique du système pour un critère donné.
Système non adaptatif




FIG. 2 – Modes de convergence vers une solu-
tion
Un premier critère à étudier est l’amélioration
de la qualité de la solution au cours du temps
C=δ(Scur, Sopt) (cf. section 2.2). Nous diffé-
rencions les systèmes non-adaptatifs des auto-
adaptatifs. Les premiers n’étant pas capables
de prendre en compte les changements, n’amé-
liorent pas leur solution. Pour les deuxièmes,
nous distinguons trois types de réponses (cf. fi-
gure 2 :
• la ligne diagonale quand le système améliore
sa solution proportionnellement au temps ;
• la courbe du bas représentant le meilleur cas
où le système est capable de s’adapter rapide-
ment et atteindre une bonne solution ;
• la courbe du haut représentant un système
ayant besoin de beaucoup de temps avant de
s’adapter et de trouver une bonne solution.
De la même façon, cette figure peut être utilisée
pour analyser la réponse du système à un type
de changement dynamique particulier (l’événe-
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FIG. 3 – Modes d’adaptation aux changements
Dans la figure 3, nous illustrons la réponse
d’un ensemble de système à différents types de
perturbations. Considérons comme critère C la
qualité de la solution. Nous pouvons voir qu’au
début de l’exécution, les trois systèmes étudiés
commencent par améliorer leur solution. Quand
la première perturbation apparaît, la distance
entre la solution courante et la solution optimale
croît considérablement pour chacun d’eux. Pour
le système non adaptatif, la qualité de la solu-
tion diminue de plus en plus avec chaque nou-
velle perturbation. Alors qu’un système auto-
adaptatif est capable d’améliorer sa solution et
de revenir dans un état stable.
Une autre information présentée par ces courbes
est le temps d’adaptation STAlc ((cf. section
2.2). Un système auto-adaptatif est capable de
revenir dans un état optimal plus ou moins rapi-
dement (cf. courbe pleine et courbe en pointillés
de la figure).
Un autre critère pouvant être examiné est la ro-
bustesse du système. Par exemple, dans la figure
3, le système représenté par la courbe pleine est
plus robuste que celui représenté par la courbe
en pointillés. Sa réaction aux perturbations est
plus faible, plus particulièrement si on considère
la perturbation P3. Ceci permet d’illustrer éga-
lement la capacité de certains systèmes self-? à
apprendre comment s’adapter face à un certains
types de perturbations, et ainsi améliorer leur ré-
action et répondre plus efficacement lorsque ce
type de perturbations survient.
Un dernier critère illustré par ces courbes est le
nombre de messages SCLa utilisés pour l’adap-
tation. Un système non adaptatif maintient le
même nombre de messages malgré les perturba-
tions (dans notre cas, il est égal à zéro et est re-
présenté par l’axe des x). Dans un système auto-
adaptatif, le nombre de messages croît suite aux
perturbations et diminue au fur et à mesure que
le système s’adapte. Le fait que le système re-
présenté par la courbe pleine ait besoin de moins
de messages que celui représenté par la courbe
en pointillés, peut s’expliquer par le degré de
décentralisation au sein de chacun des systèmes
(cf. section 3.2).
5.3 Systèmes self-? vs. Systèmes classiques
Une limite très importante apparaît lorsque nous
essayons de montrer le bon fonctionnement
d’un système self-? . Elle provient de la diffé-
rence majeure entre ces systèmes et les systèmes
classiques : leur capacité à changer, s’adapter et
évoluer. La complexité algorithmique et la dé-
centralisation peuvent toutes deux changer com-
plètement quand le système est sujet à d’impor-
tantes modifications dans sa structure, sa façon
de traiter les informations, ses communications,
etc. L’unique moyen de mesure sera de stopper
le système, de prendre un cliché (snapshot) et
d’étudier sa complexité algorithmique et sa dis-
tribution à un moment bien précis. Ces diffé-
rents clichés pris régulièrement constituent en
eux-mêmes un nouveau critère : est-ce que le
système évolue comme un cancer ou reste-t-il
fonctionnel ? Est-ce que le système se simplifie
lui-même s’il en a besoin ?
Notons aussi que cette différence présente éga-
lement leur principale force. Quand la résolu-
tion d’un problème nécessite une classe d’al-
gorithmes complexes, les systèmes self-? sont
capables de simplifier l’espace de recherche
et aboutir à des états bien spécifiques. Pour
certains critères, ceci peut représenter un sys-
tème optimal. C’est le cas des applications
auto-adaptatives capables de construire d’une
manière autonome des modèles adaptés pour
les systèmes complexes (phénomènes naturels,
l’activité humaine) [18].
6 Conclusion
Tout au long de cet article, nous avons présenté
un ensemble de critères permettant l’évaluation
des systèmes multi-agents auto-organisateurs
présentant des propriétés self-? . Nous propo-
sons de les observer et analyser selon trois
points de vue :(i) évaluer le fonctionnement
du système et sa réaction aux changements en-
dogènes et exogènes, (ii) étudier les proprié-
tés intrinsèques du système en se focalisant sur
la décentralisation et ses propriétés locales, et
(iii) caractériser la méthodologie de développe-
ment depuis les phases de conception jusqu’aux
phases de déploiement. Une fois mesurés, ces
critères doivent être analysés d’un point de vue
global. Cependant, regrouper des critères assez
différents n’est pas trivial. Pour cela, une vue
multi-objective est plus appropriée. Ce point a
été discuté en illustrant un ensemble de critères
par des graphes théoriques.
Ce travail est un premier pas pour évaluer les
systèmes self-? , et pour mettre en avant les
conséquences de leur comportement, et spécia-
lement leur capacité d’auto-adaptation non pré-
sente dans les systèmes classiques. Néanmoins,
nous sommes conscients qu’une validation for-
melle est fondamentale pour promouvoir ces
systèmes dans l’industrie. Actuellement, nous
ne sommes pas capables de prouver le compor-
tement complet de ces systèmes. Pour cela, nous
pensons qu’une voie de recherche à poursuivre
serait d’associer la simulation et les preuves for-
melles classiques.
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