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I. Introduction
The advances in circuit integration now make 
possible the use of very powerful personal com-
puters. These machines allow us to deal with some 
combinational problems that a few years ago re-
quired too long running times and were consid-
ered impractical. In this paper we show the best 
predictive results obtained with the kNN (k Near-
est Neighbor) method1) targeting two medical data 
sets of the UCI (University of California at Irvine) 
repository2, 3). Both are breast cancer datasets. The 
database of the university of Coimbra is one creat-
ed to develop a prediction model of breast cancer, 
based on data and parameters gathered in routine 
blood analysis4). The second database is one used 
for medical diagnosis applied to breast cytology5). 
In the following section we detail these two 
datasets and how we used them for prediction of 
breast cancer. 
In section III we describe how we used the 
kNN method for prediction and the results ob-
tained. Section IV details the conclusions and 
some topics for further research.
II. Breast cancer datasets
The two datasets used in this work are related 
to breast cancer in women. The first one and one 
of the newest in the UCI repository was donated 
by a research group of the Faculty of Medicine of 
the University of Coimbra (abbreviated CBCD). 
They first used this dataset in [6].
The second dataset was donated by Dr. Wil-
liam H. Wolberg of the University of Wisconsin 
during three years from 1989 to 1991 (abbreviated 
WOBCD).
1. Coimbra dataset
The Coimbra dataset has data of 116 patients. 
Of the 116 patients, 62 women have breast can-
cer and 52 are healthy ones. Each patient datum 
includes age (years), BMI (kg/m2), glucose (mg/
dL), insulin (µU/mL), HOMA, Leptin (ng/mL), 
Adiponectin (µg/mL), Resistin (ng/mL), MCP-1 
(pg/dL) and label (1 = healthy, 2 = with breast can-
cer). The nine features that can be used as predic-
tors were collected by the same research physician 
and during the first consultation. The blood related 
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data was gathered in routine blood analysis.
2. Wisconsin breast cancer diagnosis dataset
The dataset available at the UCI reposito-
ry contains data of 699 patients. We removed 16 
instances due to missing values. Each instance 
contains 9 features. These are clump thickness, 
uniformity of cell size, uniformity of cell shape, 
marginal adhesion, single epithelial cell size, bare 
nuclei, bland chromatin, normal nucleoli, and mi-
toses. It is a well-known dataset and is used fre-
quently in data mining related research7).
III. Evaluation of the best combination 
of features using kNN
The kNN method is a well-known classifica-
tion method in the area of machine learning, it is 
easy to implement and has good accuracy. It has 
been used for diagnosis and prognosis of several 
diseases8–13).  
1. On the use of the kNN method
We used an in-house implementation of the 
kNN method that allows us to set many different 
parameters of it. We evaluated all the 511 combi-
nations of features of the Coimbra and Wiscon-
sin datasets. We evaluated all them using a kind 
of ten-fold cross validation. We run ten times the 
kNN method with the same setting to obtain the 
average accuracy with each combination. Our 
implementation uses six different metrics (dis-
tances). We used the Euclidean, Manhattan, Che-
byshev, Sorensen, Canberra, and Mahalanobis dis-
tances. In our evaluations the kNN method uses 
nine different sizes of all the available data as data 
used for prediction. It uses 10%, 20%, 30%, …, 
90% of all data to predict if a patient has breast 
cancer or not (a total of nine sizes). We also make 
the kNN do the prediction for all the possible val-
ues of k (the number of data (neighbors) close 
to the data we want to classify). We also prepro-
cessed the data in two ways. The first one uses the 
minimum and maximum values of each feature to 
standardize the data (we call it normalization and 
show it in some figures and tables as ‘nor’). The 
second one uses the mean value and standard de-
viation of each feature to standardize the data (we 
call it standardization and point to it as ‘std’). To 
differentiate the UCI data from these two ones we 
abbreviate it as ‘raw’. 
2. Results for the Coimbra dataset
The results obtained running each setting us-
ing the kNN method gave us the top ten combina-
tions given in Figure 1. The features used by kNN 
are shown in this figure on the right side. When 
a feature is used it is signaled by a one and zero 
otherwise. The combination that gave us the best 
average accuracy of 91.67% used age, BMI, glu-
cose, Resistin, and MCP-1.
To obtain a more accurate value of the average 
accuracy that we can expect using kNN, we evalu-
ated the first five combinations shown in Figure 1 
running them 100 times. The corresponding aver-
age accuracy results are shown in Figure 2.
We can note that the best combination of fea-
tures (best 1, first one of Figure 1) has the smallest 
Fig. 1 Best 10 combinations for CBCD.
Fig. 2 Best 5 combinations results: CBCD.
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average accuracy. One more characteristic that is 
worth to notice is that all other combinations (best 
2 ~ best 5) do use Resistin, but do not use (the last 
feature) MCP-1. Moreover, the combination with 
the highest average accuracy uses almost the same 
features reported in [4]. 
3. Results for the Wisconsin dataset
The results obtained with the Wisconsin data-
set are shown in Figure 3. The top five combina-
tions gave us the best average accuracy of 98.68% 
when running each one for 10 times with each 
possible setting. 
To obtain more accurate values of the average 
accuracy, we evaluated the first five combinations 
running them 100 times. The corresponding aver-
age accuracy results are shown in Figure 4.
The combination of features with the highest 
average accuracy was the fourth one of Figure 
3. It used the clump thickness, uniformity of cell 
size, uniformity of cell shape, marginal adhesion, 
bare nuclei, and normal nucleoli.
IV. Conclusions
The evaluation of all possible combinations of 
the features in the Coimbra data set gave, as best 
combination, one that uses almost the same fea-
tures found to be the best in [4]. The best combi-
nation of [4] uses age, BMI, glucose, and Resistin. 
Our best combination adds to them leptin. This 
could hint that one more possible good (or best) 
combination is the one found by us. Additional 
work would be needed to confirm it.
Regarding the Wisconsin dataset we found 
that using clump thickness, uniformity of cell size, 
uniformity of cell shape, marginal adhesion, bare 
nuclei, and normal nucleoli would give a high av-
erage accuracy. The combination that we found 
is better than the one of [12] that used the clump 
thickness, single epithelial cell size, the bare nu-
clei, the bland chromatin, and the mitoses values 
and gave a best average accuracy of 97.4%.
We can see from the above results that the data 
must be processed for both datasets. The data of 
the Coimbra dataset must be standardized and the 
Wisconsin dataset must be normalized to obtain 
the best results. The best metric (distance) for both 
datasets seems to be the Manhattan distance.
Having found that the results of combinations, 
that are not the best when evaluating them for a 
running of 10 trials, could surpass the best one, it 
would be worth to evaluate the remaining best 10 
combinations (best 6 ~ best 10) of Figure 3 for the 
Wisconsin dataset.
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