How to deal with nonignorable response is often a challenging problem encountered in statistical analysis with missing data. Parametric model assumption for the response mechanism is often made and there is no way to validate the model assumption with missing data. We consider a semiparametric response model that relaxes the parametric model assumption in the response mechanism. Two types of efficient estimators, profile maximum likelihood estimator and profile calibration estimator, are proposed and their asymptotic properties are investigated. Two extensive simulation studies are used to compare with some existing methods. We present an application of our method using Korean Labor and Income Panel Survey data.
Introduction
Statistical analysis with missing data is an area under extensive research in recent years. To analyze partially missing data, the first step is to understand the response mechanism that causes missingness in the data. If the missingness for the study variable is conditionally independent of that variable, conditional on the other auxiliary variables, the response mechanism is called missing at random or ignorable, in the sense of Rubin (1976) . Otherwise, the response mechanism is called missing not at random or nonignorable.
It is more challenging to handle nonignorable nonresponse because the assumed response model cannot be verified from the observed study variables only and the response model may not be identifiable. Some identification assumptions are often made for the response model for the sake of making a valid inference from the incomplete data. Furthermore, the parametric model approach is known to be sensitive to the failure of the assumed parametric model (Kenward, 1998) . To obtain a robust result, it is desirable to make the weakest possible model assumptions on the response mechanism. Kim and Shao (2013) contains a comprehensive review of the methods for parameter estimation under nonignorable nonresponse.
Instead of making parametric model assumptions for the response mechanism, we consider a semiparametric response model which allows more flexibility for the response mechanism. The semiparametric response model was first considered in Kim and Yu (2011) , but the proposed method requires a validation sample for estimating model parameters. Shao and Wang (2016) also considered the same semiparametric model and proposed a parameter estimation method based on a calibration approach (Kott and Chang, 2008) .
The proposed method of Shao and Wang (2016) is not necessarily efficient.
We consider more efficient parameter estimation methods under the same semiparametric response model.
We consider the following goals to meet in this paper. First of all, by taking the profile maximum likelihood estimation and profile calibration approach, we propose more efficient estimators under the semiparametric response model than the previous proposed estimator in Shao and Wang (2016) . Next, we also propose a more efficient estimator for mean functional than the inverse probability weighted estimator used in Shao and Wang (2016) . However, the proposed method can be computationally heavy as it involves another nonparametric estimator for the outcome model in addition to the nonparametric part in the response model. To solve this problem, we propose an approach using a parametric working model for the outcome model in the same spirit of the generalized estimating equation (Liang and Zeger, 1986 ). Under such approach, when the working model is well-specified, the asymptotic variance form is not changed compared with an estimator when using a nonparametric model for the outcome model. Additionally, even when the working model is mis-specified, the estimators for the response probability and mean functional are still consistent.
The paper is organized as follows. In Section 2, the basic setup and the model are introduced. In Section 3, the proposed method for estimating the parameters in the semiparametric response model is presented. In Section 4, estimation of mean functional using the proposed method is discussed. In Section 5, results from two extensive simulation studies are presented. In Section 6, we present an application of the proposed method using Korean Labor and Income Panel Survey data. Some concluding remarks are made in Section 7.
Basic setup
Let (X, Y ) be a vector of random variables from F , completely unspecified, and Y is subject to missingness. We are interested in estimating µ = E(Y ) from the n independent observations of (x i , δ i , δ i y i ), i = 1, · · · , n, where δ i is the response indicator function of y i , that is, δ i = 1 if y i is observed and δ i = 0 otherwise. If the response mechanism is ignorable in the sense that
then parameter estimation in the model f (y | x) can be made without an explicit model assumption for the response mechanism. If assumption (1) is believed to be unrealistic, then we often make a strong model assumption on
for some known function π(·) ∈ (0, 1] with unknown parameter φ. For example, the logistic regression model
can be used in the response model (2). Estimating the model parameter in (2) is challenging because the model can be non-identifiable. A sufficient condition for model identification is to assume that x = (x 1 , x 2 ) and x 2 is conditionally independent of δ given (x 1 , y). Variable x 2 is called nonresponse instrumental variable (Wang et al., 2014) .
Under the correct specification of the parametric response model and instrumental variable assumption, several methods are available for estimating the parameter φ. There are mainly four approaches: (1) maximum likelihood estimation approach (Riddles et al., 2016; , (2) calibration approach based on Generalized Method of Moments (Chang and Kott, 2008; Shao and Wang, 2016; , (3) empirical likelihood approach (Qin et al., 2002; Tang et al., 2014) , (4) pesudo likelihood approach (Tang et al., 2003; Zhao and Shao, 2015) . Note that (2) and (3) are essentially the same (Morikawa and Kim, 2018; Qin, 2017) . Elaborating on the first and the second approaches, we propose estimation methods under the following semiparametric response model, which is a more general class than the parametric response model. The semiparametric response model is represented as
where g(·) is completely unspecified. This model was firstly introduced in Kim and Yu (2011) .
There are two things to note about this model. First, this is a more flexible model compared with commonly used parametric logistic models such as (3). Secondly, it is also viewed as a natural extension of the nonparametric response model in the ignorable case (Hirano et al., 2003) by fixing γ = 0.
Although this semiparametric response model has the above good properties, it was required that γ is either known or estimable from a validation sample. Shao and Wang (2016) introduced an estimation method without using a validation sample by assuming the existence of x 2 in x = (x 1 , x 2 ), which is the nonresponse instrumental variable. Under this assumption, g(x) becomes a function of x 1 . We also assume this assumption for handling the identification problem of γ.
Estimation under semiparametric response model
Under the semiparametric response model (4) and nonresponse instrumental variable assumption, we propose new methods for estimating g(x 1 ) and γ.
We denote the true g(x 1 ) as g * (x 1 ) and the true γ as γ * for clarity. We also write the evaluating function of γ and g at γ * and g * as ·| γ * and ·| g * .
Under the semiparametric response model in (4), we can obtain
which leads to
For fixed γ, we can use nonparametric methods to estimate exp{g γ (x 1 )}.
More specifically, when the sample space is continuous, we can use a Kernel regression estimator
where K h is a kernel with bandwidth h.
When the sample space is discrete, we can use
, where I(·) denotes an indicator function. For the convenience of notation, whether the sample space is continuous or not, we denote them as
Then, as discussed in Shao and Wang (2016) , the profile response probability is obtained:
Using the above profile response probability, we take two approaches for the estimation of γ: (1) maximum likelihood estimation approach, (2) calibration approach. In both cases, the idea is to use π p (x) in the objective function, which is considered to be suitable when g(x 1 ) is known, in the same spirit of the profile likelihood approach in Murphy and Van Der Vaart (2000) . Note that once γ is estimated, we can use π p (x i , y i ;γ) as the estimated profile response probability. Here, we first explain the maximum likelihood estimation approach and the calibration approach later.
Maximum likelihood estimation approach
To compute the maximum likelihood estimator in the missing data setting, we usually take two directions: (1) maximizing observed likelihood, (2) solving mean score equation. We start with the second direction. In appendix, we
show that the estimator derived from the second perspective can also be interpreted from the first perspective.
When g(x 1 ) is known, the observed score equation is
where E 0 [·] denotes the expectation with respect to the distribution of y given x among δ = 0. By replacing g(x 1 ) withĝ γ (x) and E 0 [πy | x i ] with a nonparametric estimator, the estimatorγ p−score is defined as the solution to
This is based on the following relationship (Kim and Yu, 2011) :
where e(x, y) is any function of (x, y).
We now derive asymptotic results of the estimator obtained from (5).
By imposing technical conditions, we can ensure consistency by following Theorem 5.11 in van der Vaart (2002) . For detail, see appendix. We obtain the following lemma as a first step. This lemma is also important in the next subsection for developing a new estimator from the calibration approach.
Lemma 3.1 We define the right hand side of (5) as t(w). Under certain conditions, we have
Based on this lemma, we obtain the following result.
Theorem 1 The asymptotic variance ofγ
1 where
In practice, the estimatorγ p−score is unstable because of the double use of kernel estimators. Instead of using a kernel estimator for the calculation of the conditional expectation E 0 (πy | x i ), one can also use a model f (y | x, δ = 1; β) for a density y given x and δ = 1 and apply fractional imputation (Kim, 2011) . We can replace the conditional expectation term in (5) with
where
is a s-size sample obtained from the conditional density f (y | x, δ = 1;β) andβ is the maximum likelihood estimator based on the observed samples. Throughout our work, we call the conditional distribution of Y given X and δ = 1 as an outcome distribution and f (y | x, δ = 1; β) as a working parametric model. To avoid confusion, we write the estimator using this working parametric model asγ pw−score .
Calibration approach
Here, we consider the calibration approach (Chang and Kott, 2008) . Based on this approach, when X 2 is a discrete random variable taking values from 1 to l, Shao and Wang (2016) introduced an estimator from the following moment conditions
where v(x 2 ) = (I(x 2 = 1), · · · , I(x 2 = l)) ⊤ , using Generalized Method of Moments (Hansen, 1982) .
Although this estimator does not require a validation sample for estimating γ, its performance is unstable because of the poor choice of v(x 2i ) in the the moment condition. We consider a broader class of estimators based on the following moment conditions:
where m(x; γ) is a function vector of x including parameter γ. We call this estimatorγ p−gmm .
Here, the problem is how to choose the control variable m(x; γ) in (7). We can easily deduce that the efficiency will increase as we increase the dimension of m(x; γ). However, for the current problem, the response probability π p includes a kernel estimator; thus, the calibration estimator (7) from using a high-dimensional m(x; γ) is computationally heavy. Thus, we suggest two one-dimensional moment conditions by deriving an asymptotic result of the estimator based on (7).
The asymptotic result of the calibration estimator from (7) is given in the following theorem.
Theorem 2 The asymptotic variance of the estimatorγ p−gmm is
There are two things to note. First, when g(x 1 ) is known, the term
Second, a consistent estimator for the asymptotic variance, which can be used to construct a confidence interval, is derived asÂ
denotes an estimated response probability.
Based on the result of Theorem 2, two choices of one-dimensional m(x; φ)
can be suggested. The first choice is the function appearing in Lemma 3.1.
This function is derived by maximum likelihood estimation; thus, we can expect a good performance. Specifically, the estimatorγ p−ca1 is defined as the solution to (7) using
which is an approximation of the term in Lemma 3.1.
The second choice of m(x; γ) is
We call the estimator from this m(x; γ) asγ p−ca2 . This is an approximation
is known. This result is already known in other literature from different perspectives (Rotnitzky and Robins, 1997; . We derive this result from a more direct approach.
Lemma 3.2 When g(x 1 ) is known, the asymptotic variance is minimized
Although g(x 1 ) is unknown in practice and the optimality does not hold in general, we can still consider this function as a good candidate of m(x; γ).
Finally, we derive asymptotic results of two estimators.
Theorem 3
The asymptotic variance of the estimatorγ p−ca1 is the same
We can see that the asymptotic variance ofγ p−score andγ p−ca1 are the same.
This result is natural because m(X) derived from the asymptotic analysis ofγ p−score is directly used for the construction of the estimatorγ p−ca1 . As for the comparison betweenγ p−ca1 andγ p−ca2 , it is difficult to say which one is superior theoretically. In § 5, we experimentally confirm that the two estimators perform similarly. In addition, the asymptotic variances can be estimated likeγ p−gmm . However, in the case ofγ p−ca2 , it might be difficult to estimate practically because of triply nested expectations.
To avoid using kernels twice, we can use a parametric model for the density of Y given X and δ = 1 to calculate the conditional expectation.
As in the previous section, write the estimators using f (y | x, δ = 1;β) aŝ γ pw−ca1 andγ pw−ca2 . For these estimators, the following asymptotic property holds. This result is similar to the property of generalized estimating equation (Liang and Zeger, 1986) . is mis-specified,γ pw−ca1 andγ pw−ca2 are √ n-consistent.
Note thatγ pw−score has a different asymptotic property compared witĥ γ pw−ca1 andγ pw−ca2 . When the parametric model is well-specified, the form of the asymptotic variance ofγ p−score will be changed from that of Theorem 1. In addition, when the parametric model is mis-specified,γ p−score is not consistent anymore. Therefore,γ pw−ca1 is considered to be more robust than γ pw−score although asymptotic variances ofγ p−ca1 andγ p−score are the same.
Betweenγ pw−ca1 andγ pw−ca2 , it is difficult to say which one is superior theoretically in terms of statistical efficiency. We can state thatγ pw−ca2 is computationally superior toγ pw−ca1 because if the parametric working model belongs to an exponential family, the function m(x; γ) can be calculated analytically without relying on Monte Carlo integration .
Estimation of mean functional
We have discussed estimation of γ so far. Here, we discuss estimation for the mean functional µ ≡ E(Y ). We can consider the following three estimators:
The estimatorμ ipw was used in Wang et al. (2014) . However, if we consider the original motivation of the semiparametric response model first introduced in Kim and Yu (2011) , it will be natural to use the estimatorμ mp .
The estimatorμ db is introduced using the analogy of doubly robust estimator in the ignorable case (Robins et al., 1994) . Note that this estimator is different from other doubly robust form estimators in the nonignorable case (Miao and Tchetgen Tchetgen, 2016; .
Whenγ is a √ n-consistent estimator, the following asymptotic result can be established.
Theorem 4 Under certain regularity conditions, for estimatorsμ ipw ,μ mp
andμ db , we havê
There are three things to note. First, we can see that the asymptotic variances ofμ mp andμ db are the same. This result makes sense if you consider the ignorable case, which has been well established in literature (Rotnitzky and Vansteelandt, 2014) . Second, the asymptotic variance of estimatorsμ mp andμ db are generally smaller than that ofμ ipw because the estimators use more information in the conditional expectation ofμ mp and µ db . Third, the asymptotic variance can be estimated by taking the variance in the expression of Theorem 4.
We can also use the working parametric model for calculating the conditional expectation for E 0 (Y | X). We write the estimators asμ w−mp and µ w−db . We have the following properties. This suggests that when the parametric outcome model is used,μ w−db is considered to be superior toμ w−mp because even if this model is misspecified,μ w−db is consistent, whileμ w−mp is not generally consistent. It is related to a doubly robust form estimators in nonignorable nonresponse cases (Miao et al., 2015; Miao and Tchetgen Tchetgen, 2016) although our estimatorμ w−db has a different form. They proposed doubly robust estimators in the sense that it is consistent even if the underlying baseline response model (g(x 1 )) or outcome model (f (y | x, δ = 1)) is mis-specified under the correct assumption of an odds ratio model (exp(γY )). In our setup, the response model g(x 1 ) is nonparamaetric, and therefore cannot be mis-specified. Our proposed estimatorμ w−db is robust in the sense that the estimator is consistent under the correct assumption of the odds ratio model even if the outcome model is mis-specified.
Simulation Study
We conducted two simulation studies to compare the performance of the estimators for γ and µ. For the estimators of γ, we comparedγ p−gmm ,γ p−score , γ p−ca1 andγ p−ca2 orγ p−gmm ,γ pw−score ,γ pw−ca1 andγ pw−ca2 . Note that the estimatorγ p−gmm with m(x) = x corresponds to a baseline estimator proposed in Wang et al. (2014) . In the estimatorγ p−gmm , we adopt x 1 as m(X). For the estimation of mean functional µ, we compared three estimators:μ ipw , µ mp andμ db orμ ipw ,μ w−mp andμ w−db . We consider simulations under three conditions: (1) X and Y are discrete, (2) Y and X 2 are continuous and X 1 is discrete, and (3) X and Y are continuous. For the case of (3), see next section. In all cases, the parameter values under the missing data models were chosen so that the overall missing rate was about 30%. replicated 500 times with two sample sizes; 1000 and 4000. Here, as all the variables are discrete, we use a nonparametric model for y given x and δ = 1.
The result for the estimation of γ and µ are presented in Table 1 and   Table 2 respectively. First, we can see that our proposed estimators perform better than the baseline estimatorγ p−gmm in terms of mean square errors.
Next, it is seen thatμ mp andμ db are superior toμ ipw in terms of efficiency, which is consistent with our theory in Theorem 4. Finally, it is confirmed that when the sample size is large (n = 4000), mean square errors ofγ p−score andγ p−ca1 are almost the same. This matches to theoretical results in § 3.
It is also seen that mean square errors ofγ p−ca1 andγ p−ca2 are almost the same. Let X 1 be a binary random variable, whose distribution is described above, and X 2 be an uniform distribution U[−1, 1]. As for the random variable Y , we make an assumption for the conditional distribution of Y given X and δ = 1, and also π(X, Y ) = P (δ = 1|X, Y ). Note that the distribution of We used a well-specified parametric outcome model to assist with the calculation of the conditional expectation and comparedγ p−gmm , γ pw−score ,γ pw−ca1 andγ pw−ca2 . Note that the estimator for exp − g(x 1 ) is still constructed from an empirical distribution without using a kernel estimator. For the calculation of the condition expectation term based on Monte Carlo integration, which appears in the objective function ofγ pw−score , γ pw−ca1 andγ pw−ca2 , we obtain 500 samples from the auxiliary distribution f (y | x, δ = 1;β). However, in the case ofγ pw−ca2 , actually, we can perform calculation analytically because f (y | x, δ = 1; β) is a normal distribution . We write the estimator relying on Monte Carlo integration asγ pw−ca2−s and the other that does not rely on Monte Carlo integration asγ pw−ca2−a . The simulation is replicated 500 times with sample size 2000 and 4000.
The result is reported in Table 3 and 4. There are five things to note. First, it is seen that all of the proposed estimators are superior to the baseline estimatorγ p−gmm . Secondly, whetherγ p−ca1 orγ p−ca2 is better depends on the true distribution. Thirdly, the mean square error ofγ p−score is smaller than that ofγ p−ca1 andγ p−ca2 . However, as noted earlier,γ p−score is not a consistent estimator when the working model is mis-specified. Fourth, by comparing two estimatorγ p−ca2−s andγ p−ca2−a , we can see the variance increases negligibly due to Monte Carlo integration. Finally, it is seen that µ mp andμ db are superior toμ ipw in terms of mean square errors.
Coverage probability
We further examined the confidence intervals of γ and µ under the setting § 5.1 with n = 4000. As an estimator for µ, we adoptedμ mp . We nonpara- and § 4. Note that our method for constructing confidence intervals does not rely on bootstrapping unlike Shao and Wang (2016) because there is no guarantee that bootstrapping would work. The result is reported in Table 5 with the appropriate coverage rate.
Numerical illustration
We apply our method to the Korean Labor and Income Panel Survey data, which was used in several papers (Kim, 2011; Shao and Wang, 2016; . These data include n = 2506 Korean residents and four variables: the response variable y is income (10 6 Korean Won) in the year, x 1 : income in the previous year, x 2 : gender, x 3 : age, x 4 : education level, where x 1 and y are continuous variables, and x 2 has two categories, x 3 has three categories, and x 4 has two categories.
We made an artificial incomplete dataset by assuming the two response models; M1: π = 1/{1 + exp(−1.3 − 0.3 √ x 1 − 0.2x 1 + 0.6y)} and M2: π = 1/{1 + exp(−1.2 − 0.5x 1 + 0.6y)}. Thus, under the assumption of π = 1/{1 + exp(−g(x 1 ) + γy)}, we estimate γ and µ and their confidence interval according toγ p−gmm ,γ pw−ca1 andγ pw−ca2 . As forγ p−gmm , we used x 2 , x 3 , x 4 as nonresponse instrumental variables. For the estimation of µ, we used µ w−db . We used the bandwidth when regressing δ on X 1 based on cross validation using the np R package (Hayfield and Racine, 2008) .
Note that the true mean income was 1.85, which is calculated using the complete data. We reported an estimated value and confidence interval of µ for each case in Table 6 . We can see thatγ p−ca1 ,γ p−ca2 are superior tô γ p−gmm .
Discussion
We have developed several methods doing parameter estimation for the semiparametric response model. To summarize, we have the following practical suggestions. When the instrumental variables are discrete, we recommend using calibration estimatorsγ p−ca1 orγ p−ca2 for the estimation of γ by plugging in a nonparametric estimator in the conditional expectation term and then, estimating µ using the doubly robust form estimatorμ db . When the instrumental variables are continuous, we recommend usingγ pw−ca2 for the estimation of γ and usingμ w−db for the estimation of µ with the aid of parametric working outcome model.
For future research, the following directions will be considered. The first is how to choose instrumental variables practically from available covariates.
One can consider the following three step procedure: (a) making several models as in our work assuming each covariate is an instrumental variable, 
A Proof of results
To derive asymptotic results, we assume the following conditions to use Lemma 8.11 in Newey and Mcfadden (1994) and Theorem 6.18. in van der Vaart (2002) . Essentially, it requires three types of conditions: (1) stochastic equicontinuity, (2) the objective function can be linearized with respect to nonparametric components (this also includes a convergence rate condition of nonparametric estimators), and (3) uniform convergence of the differentiation of estimating equation with respect to a parameter of interests. For simplicity, we write down required conditions for Theorem 1 when the sample space of X is continuous. For other theorems and results where X is discrete, we can add conditions similarly.
We define δ π(x,y;g,γ)
− 1 h(x; γ) as φ(w; g, γ). We denote the true g(x 1 ) as g * (x 1 ) and the true γ as γ * . For the norm of functional space including g(x 1 ), we introduce a norm · in a Hölder space.
(C1): The response probability is uniformly bounded below from zero. (C7): As h → 0, n 1−2/v h/ log n → ∞, n 1/2 h 1+2k / log n → ∞ and
(C8): 0 = E{φ(w; g γ , γ)} has a unique solution with respect to γ in the interior of Γ. (This condition is needed for consistency. In that sense, it overlaps the condition below. )
. This is discussed in Section C.
(C10): The class of functions {φ(w; g, γ) : |γ − γ * | < δ, g − g * < δ} is a Donsker class for some δ > 0.
(C11): The map γ → E{φ(w; γ, g γ )} is differentiable at γ * , uniformly in γ in a neighborhood of γ * with nonsigular derivative matrices.
A.1 Proof of Theorem 2
We have:
where the residual term Rm(w) is equal to
From the assumptions (C1)-(C8), we have
Thus,
From the theory of U-statistics (van der Vaart, 1998), we have
From the first line to the second line, we use the fact E(ζ ij |w i ) = 0 and the order of the bias term of the nonparametric estimator is o p (n −1/2 ). By plugging the above Rm(w) in (8) , we have
Therefore, the asymptotic variance is calculated as A −1 BA −1 :
Note that from the first line to the second line, the calibration condition is used. From the second line to the third line, we used
A.2 Proof of Theorem 3
We can replace the conditional expectation including the nonparametric component with the expectation as follows because of the calibration condition.
This type of reasoning is already known in the literature. For example, see
Chapter 10.2 in Tsiatis (2006) and page 408 in van der Vaart (2002) . Thus, we obtain
If we substituteĝ γ (x 1 ) in the conditional expectation with a linearlized estimator as in the proof of Theorem 2.1, the expression (9) is equal to
Then, as in the proof of Theorem 1, the above term is equal to
Then, the asymptotic variance is obtained as A −1 BA −1 :
From the second line to the third line, we use
A.3 Proof of Lemma 3.1 and Theorem 1
We have
From the first line to the second line, we use a result in the proof of . This concludes the proof of Lemma 3.1. For the rest of the proof, we leave it to the proof of Theorem 3.
A.4 Proof of Lemma 3.2
When g(x 1 ) is known, the asymptotic variance is written as n −1 A −1 BA −1 :
We can use the Cauchy Schwartz inequality for the expectation:
The equality holds when m(X; γ) | γ * is a proportional to
This concludes the proof.
A.5 Proof of Lemma 3.3
For the former statement, we can prove similarly as in Theorem 3. For the latter statement, it is proved because estimators are reduced to the form of γ p−gmm when the outcome model is misspecified.
A.6 Proof of Theorem 4
First, we show the asymptotic form ofμ ipw . Although a similar result is obtained in Wang et al. (2014) , our result is slightly different. The difference is that E(y | x 1 , δ = 0), which appear in the terms of B 1 and B 2 , is E(y | x 1 ) in their result.
The estimator can be expanded as:
As in the proof of Theorem 2.1, the term J 2 is
From the first line to the second line, we have used a calibration condition.
From the third line to the fourth line, we have used a delta method. Similarly, from the delta method, the term J 3 is
Organizing the above result, we obtain
From Slutsky's theorem, we have
Next, we show the asymptotic form ofμ mp . From Theorem 1 in Kim (2011), the following is yielded:
From the second line to the third line, we use the delta method. In addition, we have Slutsky's theorem concludes the proof. Next, we show the result ofμ db . The estimatorμ db is expanded asμ mp : This concludes the proof.
B Interpretation ofγ p−score from the perspective of maximizing observed likelihood By maximizing E{l(W ;ĝ γ , γ) | W obs }, where l(W ;ĝ γ , γ) denotes a fulllikelihood, we can derive the following EM-type iterative estimator.
• E-step: calculate an approximation of an expected log-likelihood
δ i log π(x 1i , y i ;ĝ γ , γ) + (1 − δ i )hγ t (x i ; γ), where hγ t (x; γ) =Ẽ {δ exp(γ t Y ) log(1 − π(X, Y ;ĝ γ , γ)) | x} E{δ exp(γ t Y ) | x} .
.
• M-step: maximize the above function with respect to γ. Update the value asγ t+1 .
• By iterating E-step and M-step, we define the converge point as an estimatorγ p−mle .
The estimatorγ p−mle is essentially equal toγ p−score because of the following reason. The estimatorγ p−score solves the equation E{∇ γ log l(W ;ĝ γ , γ) | W obs } = 0. It can be converted into an EM-style method. From this viewpoint, when Y mis is imputed by W |W obs in the E-step, solving the score equation ∇ γ log l(W ;ĝ γ , γ) = 0 inγ p−score is equivalent to maximizing the c omplete-data profile log-likelihood log l(W ;ĝ γ , γ) with respect to γ inγ p−mle .
C Consistency of estimators
For simplicity, we discuss the consistency of the estimatorγ p−gmm based on the expression (7). For the consistency of other estimators, we can prove similarly. We definê m(w; γ) = δ π p (x, y; γ) − 1 h(x; γ), m(w; γ) = δ π(x, y; g γ , γ) − 1 h(x; γ). and (3) there exists a point γ * ∈ Γ such that inf |γ−γ * |>δ E{m(w; γ)} > E{m(w; γ)}| γ * = 0 for every δ > 0.
