Let L be a J-subspace lattice. A subalgebra of AlgL is called a standard subalgebra if it contains all finite rank operators in AlgL. In this paper, a characterization of Jordan isomorphisms between standard subalgebras of J-subspace lattice algebras is given. This result can apply to atomic Boolean subspace lattice algebras and pentagon subspace lattice algebras, respectively.
Introduction and preliminaries
In this paper, all algebras and vector spaces will be over F, where F is either the real field R or the complex field C. Given a Banach space X with topological dual X * , by B(X) we mean the algebra of all bounded linear operators on X. The terms operator on X and subspace of X will mean 'bounded linear map of X into itself' and 'norm closed linear manifold of X', respectively. For A ∈ B(X), denote by A * the adjoint of A, and by I the identity operator on X. For x ∈ X and f ∈ X * , the operator x ⊗ f is defined by y → f (y)x for y ∈ X. For any non-empty subset L ⊆ X, L ⊥ denotes its annihilator, that is, L ⊥ = {f ∈ X * : f (x) = 0 for all x ∈ L}. A family L of subspaces of X is a subspace lattice on X if it contains (0) and X, and is complete in the sense that it is closed under the operations ∨ and ∩. For a subspace lattice L of X, the associated subspace lattice algebra AlgL is the set of operators on X leaving every subspace in L invariant, that is, AlgL = {A ∈ B(X) : Ax ∈ L for every x ∈ L and for every L ∈ L}.
Obviously, AlgL is a unital weakly closed operator algebra. A subalgebra of AlgL is called a standard subalgebra if it contains all finite rank operators in AlgL.
The class of J-subspace lattices was defined in [14] and subsequently discussed in [9, 10] . Given a subspace lattice L on a Banach space X, put
then we call L a J-subspace lattice on X. The simplest example of a J-subspace lattice is any pentagon subspace lattice
See [5, 7] for further discussion of pentagon subspace lattices. Another important element of the class of J-subspace lattices is the atomic Boolean subspace lattice. It follows from [10, Theorem 2.1] that every commutative J-subspace lattice on a Hilbert space is an atomic Boolean subspace lattice. However, most J-subspace lattices on a Hilbert space are non-commutative. Therefore, J-subspace lattices as well J-subspace lattice algebras deserve some attention. In the previous paper [12] , we studied algebraic isomorphisms and Jordan derivations of J-subspace lattice algebras. Here we turn our attention to Jordan isomorphisms. A linear map φ from an algebra A to an algebra B is called a Jordan homomorphism if φ(A 2 ) = φ(A) 2 for every A ∈ A. As usual, a bijective Jordan homomorphism is called a Jordan isomorphism. The study of Jordan homomorphisms between rings was initiated by Ancocha in connection with problems arising in projective geometry. Since then, Jordan homomorphisms between rings have been investigated in a series of papers (see [2] and its references). Some results will be made of use in the present paper. The utility of the study of Jordan isomorphisms of Banach algebras was noted by Kadison [4] in the study of isometries of C * -algebras. In fact, it is often found that an isometry between Banach algebras can be written as in the form = Uφ, where φ is a Jordan homomorphism and U is a suitable unitary element [1, 13, 15] . In [4] , Kadison proved that a Jordan * -isomorphism from a von Neumann algebra onto another can be decomposed into the sum of a * -isomorphism and a * -anti-isomorphism by a central projection. This result was extended by Palacios [13] . In [15] , Solel showed that every Jordan isomorphism of CSL algebras (on a Hilbert space), whose restriction to the diagonal of the algebra is a self-adjoint map, is the sum of an isomorphism and an anti-isomorphism. It follows that such Jordan isomorphism of nest algebras on a Hilbert space is either an isomorphism or an anti-isomorphism. In [11] , we extended this result. More precisely, we proved that every Jordan isomorphism between nest algebras on a Hilbert space is either an isomorphism or an anti-isomorphism. In this paper, we will give a characterization of Jordan isomorphisms between standard subalgebra of J-subspace lattice algebras.
For a subspace lattice L, the relevance of J(L) is due to the following lemma which is crucial to what follows. Lemma 1.1 [8] (see also [6] ). If L is a subspace lattice on X, then the rank one operator x ⊗ f ∈ AlgL if and only if there exists some K ∈ J(L) such that x ∈ K, and f ∈ K ⊥ − , where
From this we can see that if L is a J-subspace lattice then AlgL is rich in rank one operators. Furthermore, finite rank operators in a J-subspace lattice algebra have nice properties. Lemma 1.2. Let L be a J-subspace lattice on a Banach space and A be a standard subalgebra of AlgL. Let P ∈ A be an idempotent. If P has rank greater than one, then there are two non-zero idempotents P 1 and P 2 in A such that P = P 1 + P 2 .
Proof. Suppose that
It is not difficult to verify that such P 1 and P 2 are as required.
The next lemmas are taken form [12] . To state them, we need some notation and definitions. It will be convenience to write x = {λx : λ ∈ F} for a vector and use J(L) to denote the (not necessarily closed) linear span of ∪{K : K ∈ J(L)} for a subspace lattice L. In general, for a set S of vectors, S denotes the linear manifold spanned by S. Given a subspace lattice L, by F(L) we denote the algebra of all finite rank operators in AlgL. If K ∈ J(L), then we write
Recall that an algebra A is called a locally matrix algebra if for any finite subset of A there exists a matrix unit system {e ij } n i,j =1 ⊂ A, n 2, such that this finite set is contained in the algebra {e ij } n i,j =1 , see [3] . Finally we give some comments on a J-subspace lattice (algebra). Let L be a J-subspace lattice, and let K, E ∈ J(L) with K / = E. From the definition of the operation − , we can see
Main result and proofs
Our main result reads as follows. For the proof of Theorem 2.1, we need some lemmas in which notation in the statement of Theorem 2.1 will be kept. The following lemma can be found in [3] .
Lemma 2.2. For any
A, B ∈ A 1 , we have that (i) φ(AB + BA) = φ(A)φ(B) + φ(B)φ(A); (ii) φ(ABA) = φ(A)φ(B)φ(A).
Lemma 2.3. The map φ preserves rank one operators.
Proof. First we show that φ preserves idempotents of rank one. Let P be an idempotent of rank one in A 1 . If φ(P ) has rank greater than one, then by Lemma 1.2 there are two non-zero idempotents Q 1 and Q 2 in A 2 such that φ(P ) = Q 1 + Q 2 . There-
, that is, P is a sum of two idempotents φ −1 (Q 1 ) and φ −1 (Q 2 ). It follows that one of φ −1 (Q 1 ) and φ −1 (Q 2 ) is zero. Hence one of Q 1 and Q 2 is zero. Thus we get a contradiction.
Now by the linearity, we only consider the rank one operators of type x ⊗ f with f (x) = 0. Let K ∈ J(L 1 ) and suppose that non-zero vectors x ∈ K and f ∈ K ⊥ − such that f (x) = 0. Since K ∨ K − = X 1 , there is y ∈ K such that f (y) = 1. By the preceding result we can suppose that φ(
Therefore, one of Az and A * g is zero.
Hence from the equations
we see that A is of rank one.
Lemma 2.4. Let K be an arbitrary element in J(L 1 ). Then the restriction of φ to F(K) is either multiplicative or anti-multiplicative.
Proof. Let us use φ 1 to denote the restriction of φ to F(K). Then φ 1 is a Jordan homomorphism. We distinguish two cases. 
where ϕ is a homomorphism from F(K) into A 2 and ψ is an anti-homomorphism from
is an idempotent of rank one by Lemma 2.3. Moreover, by (2.1),
Consequently, ψ = 0 and then φ 1 = ϕ is multiplicative.
Now assume that ϕ(x
Consequently, ϕ = 0 and then φ 1 = ψ is anti-multiplicative.
In what follows, for every K ∈ J(L 1 ), it will be assumed that x K ∈ K and f K ∈ K ⊥ − with f K (x K ) = 1 have been fixed.
Lemma 2.5. There is a bijection
Now we want to prove φ(
If the restriction of φ to F(K) is multiplicative, from the equations
Conversely, for every y ⊗ g ∈ F 1 ( K), from the equation
This equation together with the injectivity of φ immediately yields that the map K → K is injective. Finally we prove that the map K → K is surjective. Let M be an arbitrary element in J(L 2 ). Take y 1 ∈ M and g 1 ∈ M ⊥ − with g 1 (y 1 ) = 1. Applying Lemma 2.3 to
Since φ is either multiplicative or anti-multiplicative, it follows from the equation 
and
Proof. By Lemma 2.5, there are
Then T K and S K are both linear.
Thus we have that 
Proof. With x K , f K , y K and g K as in the proof of Lemma 2.5, define
Then T K and S K are as required.
We can now prove our main result.
Proof of Theorem 2.1. Let
Let A ∈ A 1 , K ∈ J m and x ∈ K. By Lemma 2.6, for every f ∈ K ⊥ − we have that
It follows that
Hence for all A, B ∈ A 1 and x ∈ K, we have that
Hence, by the continuity and linearity,
Now let K ∈ J a and f ∈ K ⊥ − . Then for every x ∈ K, by Lemma 2.7 we have that
Hence by the linearity and continuity,
There remains to prove that φ is bounded under the assumption that both A 1 and A 2 are both closed. By the closed graph theorem, it suffices to prove that φ is a closed operator from A 1 into A 2 . Let A n , A be in A 1 and B in A 2 such that A n → A and φ(A n ) → B. We want to prove that φ(A) = B. It suffices to prove that φ(A)y = By for every y ∈ L and every L ∈ J(L 2 ) since J(L 2 ) is dense in X 2 .
Let K be in J(L 1 ) and y in K. We want to prove that φ(A)y = By. Let g ∈ ( K) ⊥ − . Then y ⊗ g ∈ F 1 ( K). By Lemma 2.5, there is x ⊗ f ∈ F 1 (K) such that φ(x ⊗ f ) = y ⊗ g.
First we suppose that K ∈ J m . Then Eqs. (2.2) and (2.3) are both used in seeing that the equations
hold true. Now suppose that K ∈ J a . Then Eqs. (2.4) and (2.5) are both used in seeing the equations 
