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ABSTRACT 
 
Supervised classification can be applied for short-term predictions of hydrological events in cases where 
the label of the event rather than its magnitude is crucial, as in the case of early flood warning systems. To 
be effective, these warning systems must be able to forecast floods accurately and to provide estimates early 
enough. Following the approach of transforming hydrological sensor data into a phase space using time-
delay embedding, an attempt was made to improve the performance of the models and to increase the lead-
time of reliable predictions. For this, the available set of attributes supplied by stream and rain gauges was 
extended by derivatives. In addition, imbalanced data techniques were applied at the data preprocessing 
step. The computational experiments were conducted on various data sets, lead-times, and years with 
different hydrological characteristics. The results show that especially derivatives of water level data 
improve model performance, increasingly when added for only one or two hours before the prediction time. 
In addition to that, the imbalanced data techniques allowed for overall improved prediction of floods at the 
cost of slight increase of misclassification of low-flow events. 
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1 INTRODUCTION 
Machine learning as part of Artificial Intelligence is not only an area for scientific research (Breiman, 2001; 
ASCE, 2000 a; ASCE, 2000 b; Sebastiani, 2002) but also part of our daily lives. Modern spam filters such 
as used by Gmail apply machine learning techniques to detect spam emails while considering the personal 
preferences and characteristics of each user (Gmail, 2015). Financial institutions manage to determine 
whether a transaction is fraudulent or not without manually reviewing each of the millions of transactions 
that are made every day. The data analytics company FICO, for example, uses Neural Networks that assess 
whether a transaction is a fraud based on information such as transaction amount, transaction frequency, 
and transaction location (FICO, 2018). 
Another area that machine learning has proven to be a viable technique for is the prediction of floods. 
Floods are one of the most severe natural catastrophes globally, causing both the loss of human life and 
economic damage. According to the Centre for Research on the Epidemiology of Disasters (CRED), floods 
caused an average of 5918 deaths and affected an average of 85,139,395 people each year between the years 
of 2005 and 2014. This ranks flood as the fourth highest disaster with regards to the cause of death and the 
highest for affecting human life. In addition to that, the CRED marked floods, such as the one in China in 
1998 (caused $43 billion of damage) and the flood in Thailand in 2011 (caused $42 billion of damage), as 
disasters with the largest economic impact between 1980 and 2015 (CRED, 2016).  
Flash floods are a severe form of floods with more than 5000 deaths annually and a mortality rate that is 4 
times greater than any other type of flood (Jonkman, 2005). In the United States in 2016, 86 out of the 126 
flood casualties were caused by flash floods accounting for about 68% of all flood casualties (National 
Weather Service, 2016). The American Meteorological Society defines flash floods as flooding caused by 
rapidly rising water level as a result of intense rainfall over a small area or because of moderate to intense 
rainfall over highly saturated or impervious land surfaces (AMS, 2000). Hapuarachchi et al. (2011) state 
that flash floods are mostly caused by excessive rainfall. Kelsch (2001) specifies the draining area for flash 
flood endangered regions as only a few hundred square kilometers. With the increasing intensity of rainfall 
in parts of the world and the increasing urbanization, Hapuarachchi et al. (2011) argue that flash floods will 
affect larger parts of the population. They generally occur within minutes to several hours of the rainfall 
event. This rapid onset limits the opportunity for an effective response and entails additional challenges for 
the prediction of flash floods. Another complicating factor is that for many of the small catchments not 
much information about the physical characteristics of the watershed is available. This limits the application 
of physically based models that require this information in form of parameters. 
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Early warning systems are part of an effective Flood Risk Management, which helps to improve the flood 
preparedness and, as a result, reduce the risk and impact of such. According to Plate (2002), a warning 
system must be able to forecast floods accurately and provide estimates early enough to mitigate the risk 
effectively. The United Nations (2004) agree that both forecast timing and accuracy are central for 
measuring the effectiveness of early warning systems and call early warning systems a cornerstone of 
disaster reduction. The most crucial information that operational flood early warning systems need to 
provide is whether a flood will occur at a specific location of interest. This enables officials to respond to 
hydrological events in an efficient fashion. Rather than predicting the actual magnitude of hydrological 
characteristics, each event can then be assigned a class label indicating whether it was a ‘high’ flow (flood) 
or ‘low’ flow (no-flood) event. This calls for the application of supervised machine learning algorithms 
and, specifically, classification algorithms. Predictions should be made as early as possible while ensuring 
at least 80% accuracy when predicting a flood. The model must be able to produce reliable predictions with 
input from only a few hydrological and meteorological sensors. This accounts for the limitation that small 
watersheds, prone to flash floods, are often poorly gauged. 
How machine learning is applied depends on the problem to address. In the case of rainfall-runoff modeling 
the following considerations must be taken into account. The underlying processes are highly complex and 
exhibit nonlinear dynamics as they are influenced by many natural and anthropogenic factors such as soil 
moisture, land use, watershed geomorphology, evaporation, infiltration, distribution, and duration of the 
rainfall. The data collected by hydrological and meteorological sensors such as stream gauges or rainfall 
gauges can be represented as a time series. The subsequent elements of this time series are dependent on 
some preceding ones because earlier events may affect later events. Heavy rainfall, for example, causes a 
later rise in water level. A rise in water level at an upstream location will eventually travel downstream 
affecting the sensor results at the downstream locations. Another characteristic of data sets used for rainfall-
runoff modeling is that they are often imbalanced. This means that there is only a small percentage of 
records representing the event that needs to be predicted, like a flood or draught, compared to the total 
number of records. Missing such an event like a flood can have serious consequences, while declaring a 
non-flood event as a flood event is less severe. Of course, too many of these false positives can cause the 
population to lose trust in the flood forecasting system, so the accurate prediction of non-flood events must 
not be ignored. As a result of the characteristics mentioned above, rainfall-runoff modeling shares many 
common issues with other application areas of machine learning. In the financial sector, machine learning 
is used for the characterization and prediction of complex, nonstationary time series events from the 
financial domain such as finding a trading-edge or stock market predictions (Povinelli, 2001). Machine 
learning can be used in the healthcare sector, for longer-term follow-up diagnosis, to determine if and when 
a transplant patient’s body starts rejecting the new organ and to determine when to start a treatment with 
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immunosuppressive drugs. Another application area are cases in which patients have been admitted to the 
hospital following an accident and are monitored for organ failures (Lin et al., 2008). 
This study presents the findings of two approaches to improve the methodology for the application of 
classification machine learning algorithms to hydrological predictions. The first approach is to extend the 
list of potential variables by adding derivatives of water level and rainfall magnitudes. Based on knowledge 
from the hydrological domain, the assumption is that, along with magnitudes of water level and rainfall, 
their rates of change over time also carry important information about current and future hydrological 
conditions at an investigated watershed. Rainfall-runoff processes display nonlinear dynamics. As a result, 
actual magnitudes observed at discrete moments are not sufficient to describe the necessary details of the 
underlying hydrological processes. The rate of change in magnitude, however, adds information that allows 
modelling this relationship. The rate of change in a process is mathematically described as the derivative 
of a variable. However, in the case of hydrological predictions, data of continuous processes such as rainfall 
or water level are available in the discrete form of a time series. As a result, an approximation using finite 
differences between the magnitude of one timestamp and that of the previous timestamp was implemented. 
These approximations use the smallest possible timestep, corresponding to the observation time interval 
and are further referred to as deltas. The effects of adding those deltas on the prediction ability of generated 
models are investigated for different lead-times and classification algorithms using exploratory 
computations. For the second approach, different imbalanced data preprocessing techniques, in the form of 
over-sampling and under-sampling techniques, are applied on data sets with and without the deltas and the 
same lead-times and algorithms. The results of those techniques are evaluated compared to each other and 
to the baseline. The investigations are conducted as a case study on a small stream – Spring Creek, Ontario, 
Canada. The results show that deltas can improve single classifier and classifier ensemble performance and 
allow extending the lead-time for hydrological predictions. The applied over-sampling and under-sampling 
techniques show that they can increase the ability of the classifier or classifier ensemble to identify flood 
events but introduce a higher rate of false alarms. 
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2 LITERATURE REVIEW 
The chapter covers the theoretical background used for this research as well as its practical applications 
where appropriate. It first discusses the theories and methods used for machine learning in the context of 
hydrology and then generic machine learning topics such as classification algorithms, variable selection, 
and techniques for imbalanced data sets. 
 
2.1 MACHINE LEARNING IN HYDROLOGY 
Determining the relationship between rainfall and runoff for a watershed is an important problem that many 
hydrologists and engineers face. Although many watersheds have been gauged in the past to provide 
detailed records of stream flow and other information, hydrologists and engineers are often confronted with 
situations where little to no information is available (ASCE, 2000 b). As a result, over the past 60 years, 
the nonlinear relationship between rainfall and streamflow has received considerable attention from the 
academic world, leading to mathematical and computer-based models that range from complex physically 
based models to black-box representations (Young, 2003). 
 
2.1.1 CLASSIFICATION OF RAINFALL-RUNOFF MODELS 
Physically based models determine the relationship between rainfall and runoff based on the physical 
representation of the watershed using several physical parameters such as the digital elevation model 
(DEM), land-use, soil maps, and soil characteristics.  
Lumped models treat the basin as one uniform entity, not accounting for the differences between the 
different areas of the watershed. This means that the model input and the model parameters are only 
considered on a global basin level. As a result, the limitation of the lumped models is their coarse resolution. 
However, lumped models are still used in operational flood forecasting systems due to their simplicity, 
computational efficiency, and lower data requirements (Hapuarachchi et al., 2011). Examples of these 
lumped hydrological models are the Stanford watershed model, a pioneer work by Crawford and Linsley 
(1966), and the HBV model by Bergström (1976) developed for Scandinavian catchments.  
Due to the increased amount of data available, spatially distributed models, which are the result of the effort 
to overcome the limitations of the lumped models, gained popularity. While semi-distributed models divide 
the basin into sub-basins, fully distributed models discretize the basin in small units typically in grid form. 
Ciarapica and Todini (2002), for example, advanced the original TOPKAPI model that uses 
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evapotranspiration, snowmelt, soil water, surface water and channel water (Todini, 1995) into a distributed 
model and then added interception, infiltration, percolation, groundwater flow, and lake/reservoir routing. 
As a result, the new model requires input from 25 hydrological parameters. The huge computational effort 
of their model did not allow for any real-time application, but this will be part of their ongoing research 
(Liu et al., 2005). These distributed hydrological models overall provide better performance than the 
lumped models and can better utilize distributed rainfall input as well as represent the catchment's physical 
characteristics (Hapuarachchi et al., 2011). Figure 1 shows a schematic representation of the three 
physically based models to demonstrate their differences. The grids are drawn for demonstration purposes 
only and do not represent the actual divisions of a watershed into compartments. 
 
Figure 1: Types of physically based models 
Data-driven modeling techniques use statistical relationships obtained from rainfall and river flow data to 
generate flow forecasts (ASCE 2000 a; ASCE 2000 b; Eagleson, 1972). These techniques have been 
expanded with the application of stochastic and data-mining algorithms resulting in black-box models. 
Black-box models try to find a relationship between historical inputs such as rainfall or temperature, and 
outputs such as watershed runoff or water level (ASCE, 2000 a). They produce a transfer function which 
can be applied on the input data to receive the desired hydrological output information (Erechtchoukova et 
al., 2016). 
Artificial Neural Networks (ANNs) are a mature black-box model approach to hydrological problems. Their 
application to streamflow predictions has been heavily researched (Aqil et al., 2007; Hu et al., 2001) 
resulting in the ASCE Task Committee on Application of ANNs in Hydrology to create standards and 
frameworks on how to use ANNs in hydrology (ASCE 2000 a; ASCE 2000 b). Over the last few years, 
they evolved into various hybrid schemes such as Bayesian ANNs (Humphrey et al., 2016), neuro-fuzzy 
systems (Nayak et al., 2005), and deep learning tools (Li et al., 2016). Other common techniques used for 
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rainfall-runoff modeling are regression methods such as the M5 algorithm used by Solomatine and Dulal 
(2003) and genetic programming. Genetic programming is an evolutionary computing method that creates 
a structured representation of the rainfall-runoff system that can be understood by humans and offers 
additional information about the relationship between rainfall and runoff that would otherwise not be visible 
(Savic et al., 1999; Whigham & Crapper, 1999). For the black-box models depending on whether regression 
or classification algorithms are being used, the model will then either return the magnitude of the 
hydrological characteristics such as the water level or the class of the hydrological event such as whether a 
flood event or a non-flood event occurred. 
The advantage of black-box models over physically based models is that they do not require extensive 
information about the characteristics of the watershed in the form of hydrological parameters. Obtaining 
these hydrological parameters can be a long and expensive process. On top of that, once the characteristics 
of the watershed change, for example when a new road is built next to the river, the physically based model 
might not function anymore, and the parameters need to be collected again. The data-driven models, on the 
other hand, require a larger amount of data. However, the data they require are often easy to acquire using 
hydrological sensors (e.g. rain gauge) or is already available (e.g. meteorological information). This gives 
them the ability to perform better in cases were the underlying complex system is poorly understood, noise 
is present, or the input is incomplete or ambiguous (Tokar & Johnson, 1999). Nevertheless, data-driven 
models also hold disadvantages. For instance, a large set of historical data are necessary to train the black-
box model, so that its predictions are accurate enough. Physically based distributed hydrological models on 
the other hand mostly use parameters that have physical interpretation and therefore can be calibrated on 
relatively short records (Hapuarachchi et al., 2011). Another disadvantage of black-box models is as 
identified by the ASCE Committee the lack of physical concepts and relationships (ASCE, 2000 a). 
Research is undertaken in how to combine both physically based and data-driven models to obtain the 
advantages of both while mitigating the disadvantages. These hybrid models are aiming to represent the 
physical characteristics of the catchment as well as spatial variations while realizing the ability of nonlinear 
mapping and pattern recognition (Corzo Perez, 2009; Chen & Adams, 2006). An example of this research 
is the rainfall-runoff forecasting procedure developed for the Apennines Mountains in Italy. This model 
achieved optimal results by using short-term rainfall forecasts obtained by ANNs from past rainfall 
magnitudes as the only input information. The short-term rainfall forecast is then routed through a 
physically based rainfall-runoff model to predict flooding (Toth et al., 2000). Another example is the 
research conducted by Chen and Adams (2006) that integrated ANNs with three different types of 
conceptual models. In this case, the catchment is divided into three sub-catchments. For each of them, the 
conceptual semi-distributed model is being applied and generates the runoff for the specific sub-catchment. 
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This results in three outflow outputs, which are then used as the inputs for the Artificial Neural Network 
that combines and weights them into a final output. 
To find the best model for a given watershed, data availability, the complexity of the underlying 
hydrological processes, temporal scales, spatial scales, and the required output of the model must be taken 
into consideration. 
 
2.1.2 RELATED WORK 
This study aims to complement the wider on-going research to improve flood predictions generated by a 
classification algorithm trained on a phase space reconstructed from observation data. 
The research conducted by Damle and Yalcin (2007) uses time series data transformed into a phase space. 
However, the predictions were based on daily discharge magnitudes and an unsupervised clustering 
algorithm was used to predict the flood and non-flood events. Segretier et. al. (2012; 2013) aim to find a 
transformation of the observation data that provides better prediction results. They do so by applying an 
evolutionary algorithm that searches for the best set of predictive variables and their derivatives. Later, the 
algorithm searches for the best classifier juries that classify the tuples using the majority vote. Furquim et 
al. (2014) applied machine learning to signals generated by wireless sensor networks, seeking to issue real-
time flash flood alerts and 5-, 10- and 15-minute forecasts. Instead of simply dividing tuples into flood and 
no-flood events, they use the five class labels high increase, low increase, stable, low decrease, and high 
decrease. 
The sensors producing the data sets for rainfall-runoff predictions can have significant uncertainty 
associated with them. Rainfall gauges contain uncertainty in their calibration, and in their tipping 
mechanism. They are a point measurement and assume a uniform distribution of rainfall in the respective 
area (McCulloch et al. 2008; Han et al. 2002). Habib et al. (2001) measure the sampling errors of tipping-
bucket rain gauge at several time scales and found significant errors if the measurements are based on time 
scales less than 10 to 15 minutes. Because of these shortcomings, research is being conducted that aims to 
mitigate sensor uncertainty. McCulloch et al. (2008) researches the application of the Linguistic Decision 
Tree Induction Algorithm (LID3) to real-time flood forecasting. The model uses station water level and 
rainfall gauge measurements. They argue that both measurements have significant uncertainty associated 
with them. That is why instead of using the actual measured values they are labeled as high, normal, and 
low while at any point in time a measurement can have an association with two labels. The LID3 is applied 
to those linguistic labels. To ensure good performance over time they update the LID3 using an error-based 
approach and extend the domain of target focal elements. Han et al. (2002) use a fuzzy decision tree for 
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stream flow modeling. The trees are learned from data using the MA-ID3 algorithm, which allows using 
fuzzy attributes and class values for decision trees and provides a framework for representing linguistic 
rules. The data are first transformed into fuzzy sets. For rainfall, for example, the rainfall values are split 
up into five overlapping fuzzy sets described by labels such as very low, low, medium, high, and very high. 
The fuzzy ID3 algorithm is used to create a decision tree based on the fuzzy sets. Even though the MA-ID3 
algorithm does not return results that are as good as the Neural Network benchmark, it allows to gain insight 
into the hydrological processes which is not possible with the Neural Network modeling approach. In the 
case of Han et al. (2002), the fuzzy decision tree showed that the rainfall values of four or five days before 
the prediction time were considered as more informative for the prediction than the more recent ones. 
Using classifier ensembles is another area of machine learning that is being investigated to see if it can 
improve the prediction results of black-box rainfall-runoff models. The reasoning behind this is that 
combining multiple classifiers can reduce the generalization error and build a model that is more robust and 
returns better predictions than a single classifier. However, each classifier in the ensemble must have an 
error rate that is better than random guessing and the classifiers must be diverse, so they disagree with their 
prediction on the same tuples (Dietterich, 2000; Hansen & Salamon, 1990). Erechtchoukova et al. (2016) 
use synchronized time series precipitation and water level data transformed into a phase space based on a 
time delay embedded technique. This allowed for flood predictions using data from the recent past. An 
ensemble of five inducers was selected that determine the final class label by majority vote. This research 
resulted in a model that was able to generate 45-minutes and 60-minutes flood predictions with a Precision 
of more than 80%. 
 
2.1.3 SCALING AND SYNCHRONIZATION OF HYDROLOGICAL DATA SETS 
Depending on the nature of an observed hydrological parameter, the used sensor, and the responsible 
organization, the variables available for the rainfall-runoff modeling could be collected with different time 
granularities. In this case, scaling is used to synchronize the different variables of the data set. 
Hydrological data sets can be described using the process scale, observation scale, and modeling scale. The 
process scale describes the lifetime (duration) of an intermittent process such as a flood, the period (cycle) 
of a periodic process such as snowmelt and the correlation length (integral scale) for a stochastic process 
displaying some sort of correlation. The observation scale describes the temporal extent: how long samples 
were recorded for or the finite number of samples, the resolution between samples describing the time 
between measurements, and the time constant of a sample showing the duration of a measuring process 
resulting in a single measurement. 
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Figure 2 shows three alternative definitions of the observation scale in space and time, according to Blöschl 
and Sivapalan (1995). 
 
Figure 2: Observation scale 
The modeling scale is only partly related to the hydrological process and depends on the hydrological model 
applied. Ideally, processes should be observed at the scale they occur, so the observation scale should be 
the same as the process scale. However, this is not always feasible because often only small-scale point 
samples are available and the same data sets are being used for different applications. In this case, scaling 
is necessary to bridge the gap between the process scale and modeling scale. In hydrology, upscaling is the 
process of transferring from a given scale to a larger scale while downscaling is the process of transferring 
from a given scale to a smaller scale (Blöschl & Sivapalan, 1995). 
 
2.1.4 TIME-DELAY EMBEDDING 
To account for the dynamic nature of the underlying hydrological processes, the classification algorithms 
can be applied on a phase space, reconstructed from the collected time series using time-delay embedding. 
A reconstructed phase space is a Q-dimensional metric space in which a time series is unfolded. It is a 
vector space for the system so that specifying a point in this space specifies the state of the system at any 
given moment. In this case, it specifies the state of a sensor at a certain timestamp t (Povinelli & Feng, 
2003; Damle & Yalcin, 2007). According to Takens (1980), the phase space is homeomorphic to the state 
space that generated the time series if Q is large enough. The Takens’ Theorem guarantees that the dynamics 
of the reconstructed phase space are topologically identical to the true dynamics of the system if the 
embedding is performed correctly (Povinelli & Feng, 2003). The following section shows how to create a 
phase space using the time-delay embedding technique. 
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Hydrological data collected from an observation site k can be represented as a time series: 
𝑌𝑘 =  {𝑦𝑘,𝑡 , 𝑡 = 1, … , 𝑁} (1) 
A reconstructed phase space can be created from this collected data using the time-delay embedding, which 
extracts R successive observations from the same observation site to create an element of this phase space: 
𝑥𝑘,𝑡 =  (𝑦𝑘,𝑡−(𝑅−1)𝜏, 𝑦𝑘,𝑡−(𝑅−2)𝜏, … , 𝑦𝑘,𝑡−2𝜏, 𝑦𝑘,𝑡−𝜏, 𝑦𝑘,𝑡) (2) 
with τ being the time interval between the measurements (resolution) (Povinelli & Feng, 2003; Abarbanel, 
2012; Erechtchoukova et al., 2016). As the occurrences of floods depend on several factors, the time-delay 
embedding approach was extended following Erechtchoukova et al. (2016) to contain measurements from 
multiple observation sites. This creates an element of a phase space that is constructed by concatenation of 
tuples 𝑥𝑘,𝑡 , 𝑘 = 1, … , 𝑀: 
𝑧𝑡 = (𝑦1,𝑡−(𝑅−1)𝜏, … , 𝑦1,𝑡, 𝑦2,𝑡−(𝑅−1)𝜏, … , 𝑦2,𝑡 , … , 𝑦𝑀,𝑡−(𝑅−1)𝜏, … , 𝑦𝑀,𝑡) (3) 
with the M-th observation site being the cross section of interest. 
To provide a class label that allows the classification algorithms to connect a temporal pattern from past 
and present with a future event, an event characterization function is being used. This event characterization 
function represents the class of the future event for the present time index. What event characterization 
function to use is defined a priori and addresses the specific goal of the investigated problem (Povinelli & 
Feng, 2003). For the investigated problem, the event characterization function is used to differentiate 
between high flow (flood) and low flow (no-flood) events. Whether a high flow or low flow event occurs 
is determined by the observed magnitude at the cross-section of interest with an empirically derived 
threshold value Hthresh. 
𝑓𝑘(𝑥𝑘,𝑡) = {
′ℎ𝑖𝑔ℎ′, 𝑦𝑘,𝑡 ≥ 𝐻𝑡ℎ𝑟𝑒𝑠ℎ  
′𝑙𝑜𝑤′, 𝑦𝑘,𝑡 < 𝐻𝑡ℎ𝑟𝑒𝑠ℎ
 (4) 
The augmented phase space follows from the definition of the phase space and the event characterization 
function. It is a Q+1-dimensional space resulting from the phase space being extended by the class label. 
The goal is to predict the event with a specified lead-time that can be defined as 𝑖 ∗ 𝜏 with 𝑖 being the 
number of time steps that correspond the to the specified lead-time.  
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Therefore, the class labels can be assigned as follows: 
𝑠𝑡 = (𝑧𝑡 , 𝑓(𝑦𝑀,𝑡+𝑖∗𝜏)) (5) 
with st being an element of the augmented phase space. This augmented phase space now forms a set of 
samples, which can be divided into a training set, to develop the classification model, and into the testing 
set, to evaluate the model’s performance (Povinelli & Feng, 2003; Erechtchoukova et al., 2016). 
The concepts of time-delay embedding, and augmented phase space have not only been used for 
hydrological predictions (Erechtchoukova et al., 2016; Damle & Yalcin, 2007) but also for other areas such 
as the prediction of metal droplets from a welder (Povinelli & Feng, 2003) and for characterizing and 
predicting complex, nonstationary time series events from the financial domain such as finding a trading-
edge and stock market predictions (Povinelli, 2001). 
 
2.2 CLASSIFICATION ALGORITHMS 
Multiple different classification algorithms were used for the experiments. They differ from the splitting 
criteria they use, whether it is a univariate or multivariate splitting criterion, and how they are being pruned 
and optimized. Based on the ‘no free lunch theorem’ it can be expected that each algorithm will perform 
differently on the same data set and that there is not one algorithm that will outperform all other algorithms 
consistently even on data sets of the same problem domain and that if one algorithm performs well on a 
certain class of problems it might not perform well on other problems (Wolpert, 1996). 
Ross Quinlan proposed the C4.5 algorithm in 1993 as an extension of the ID3 algorithm. C4.5 is a 
classification algorithm that creates a top-down classification tree using the ‘divide and conquer’ approach. 
It uses univariant splitting criteria and chooses at each non-leaf node of the tree one attribute that splits the 
data set into two subsets while maximizing the information gain creating a binary tree. Subsequent pruning 
is used to mitigate tree overfitting (Quinlan, 1993). J48, the Weka implementation of the C4.5 classification 
algorithm, was used for the experiments in this study (Weka, 2016 a). 
Breiman et al. (1984) created the CART algorithm, which also uses univariant splitting criteria. It is a 
decision tree algorithm that uses a binary split based on the Gini index meaning that the attribute is chosen 
for the split that provides the lowest Gini index and as a result creates the purest class for each leaf of the 
tree (Breiman et al, 1984). SimpleCart is the Weka implementation of the CART algorithm that uses 
minimal cost-complexity pruning and was used for this study (Weka, 2017 a). 
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The Reduced Error Pruning Tree (REPTree) creates multiple decision or regression trees in different 
iterations. At the beginning of the model preparation, REPTree sorts the values of numeric attributes once. 
Each tree is built using one attribute only for the split and information gain as the splitting criteria resulting 
in a binary split. After all trees have been created, it selects the best tree. REPTree uses reduced error 
pruning with back fitting. During reduced error pruning for each non-leaf subtree, the algorithm checks if 
replacing the subtree with a leaf node would result in the same or fewer errors. If this is the case, this leaf-
node replaces the subtree. Otherwise, the subtree remains. This process is repeated until further pruning 
would increase the error rate (Witten & Frank, 2000; Quinlan, 1987). 
Random Forest is a classifier consisting of a collection of decision trees. Each of these single decision trees 
is based on random vectors that are identically distributed amongst them causing each decision tree to vary 
from the others. Each tree is grown on only a subset of the training set with the tuples selected at random 
with replacement. For each split, the tree can only choose from a subset of all variables that are selected at 
random. In addition to that, no pruning is used causing the tree to be as large as possible. Then each decision 
tree casts a vote for the most popular class for a specific input tuple and the class with the majority of the 
votes is chosen as the final output (Breiman, 2001). Weka’s implementation of Random Forest, which is 
based on the implementation by Leo Breiman, was used for this study (Weka, 2016 b).  
NBTree is a hybrid algorithm with a similar structure as a decision tree but each leaf node contains a Naive-
Bayes categorizer instead of a single class label. The Naive-Bayes categorizer uses Bayes rule to compute 
the probability of each class. To decide if and how to split a node the data are discretized and the accuracy 
of the estimate using Naive-Bayes at the node is calculated using 5-fold cross-validation. The overall utility 
of the split is then the weighted sum of the utility of the node where the weight is proportional to the number 
of instances that go down to that node. The NBTree classifier is, therefore, trying to estimate whether the 
generalization accuracy of Naive Bayes at each leaf is higher than a single Naive Bayes classifier at the 
current node. A split will only be initiated if the split results in a relative error reduction that is greater than 
5% and if there are at least 30 instances in the node (Kohavi, 1996). 
The ripple down rule learner, Ridor, first generates a default rule in Weka and after that creates exceptions 
for the default rule with the least error rate. Then it creates the best exceptions for each existing exception 
and repeats the process until pure (Weka, 2017 b). The exceptions are created using the ripple-down 
approach. Ripple-down rules form a decision tree which differs from standard decision trees in that 
compound clauses are used to determine branching, making Ridor a multivariate inducer. Another 
difference is that each rule clause does not need to exhaustively cover all cases, making it possible for a 
tuple to be classified at an interior node and not just at the root node as with decision trees. However, 
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similarly to standard decision trees, only one decision node is activated for each case (Gaines & Compton, 
1995). 
JRip is the result of the effort of Cohen (1995) to improve the Ridor algorithm further. It consists of three 
phases. The first phase is the growing phase in which conditions are greedily added to the rule until the rule 
achieves 100% accuracy. While doing that, the algorithm tries every possible value of each attribute and 
then selects the condition providing the highest information gain. In the next phase, the pruning phase, each 
rule is being incrementally pruned. After the first two phases have been repeated, resulting in an initial 
ruleset, the last phase, the optimization phase, is used to create a final rule-set with the shortest description 
length (Cohen, 1995; Weka, 2017 c). 
 
2.3 VARIABLE SELECTION 
In cases where a large number of variables are available, variable selection is used to decrease the risk of 
overfitting, provide faster and more cost-efficient predictors, and to improve data understanding (Guyon & 
Elisseeff, 2003). How to select the relevant variables and eliminate the irrelevant variables is a central 
problem in machine learning and has been researched for many years (Blum & Langley, 1997). Over the 
past years, the number of variables available for machine learning problems has increased calling for new 
techniques (Guyon & Elisseeff, 2003). 
Machine learning algorithms respond differently when facing many variables that are not necessary to 
predict the output correctly. Top-down decision tree algorithms such as the C4.5 and the CART algorithm 
are known to degrade in performance when faced with many irrelevant variables due to the way they build 
and prune the decision tree. Other algorithms such as the Naïve-Bayes are more robust towards irrelevant 
variables but degrade in performance when introducing correlated variables (Kohavi & John, 1997; Langley 
et al., 1992). One of the problems of variable selection is closely related to the bias-variance dilemma. This 
dilemma describes the trade-off between the bias, which are errors resulting from wrong assumptions of 
the classifier also known as underfitting, and the variance, which are errors due to fluctuations in the training 
set also known as overfitting. These two types of errors are then the two components of the estimation error 
(German et al., 1992). In the context of variable selection, this means that there is a trade-off between 
estimating based on more variables (bias reduction) and correctly estimating these parameters (variance 
reduction). The second problem is that finding the actual best hypothesis rather than the best estimate adds 
computational complexity and is NP-hard. Therefore, to find the optimal subset of variables for a specific 
classification algorithm requires to consider its heuristics, biases, and trade-offs (Kohavi & John, 1997). 
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As the core of variable selection is to find and select relevant features, the definition of relevance becomes 
important. Blum and Langley (1997) and Kohavi and John (1997) discuss the different definition of 
relevance in the context of variable selection as well as the difference between relevance and usefulness. 
They both agree that there are multiple definitions of relevance depending on what the variables are relevant 
to. One definition, for instance, is defining variables that are relevant to the target, which is the class label 
in the case of classification: 
 “A feature xi is relevant to a target concept c if there exists a pair of examples A and B in the instance space 
such that A and B differ only in their assignment to xi and c(A) ≠ c(B).” (Blum & Langley, 1997). 
While this definition allows for the theoretical analyses of classifiers or other machine learning algorithms 
it has practical drawbacks. If the classifier, for example, is limited to a certain sample set it might not be 
able to determine whether a certain feature is relevant using the definition above (Blum & Langley, 1997). 
With respect to the practical nature of this case study as well as the fact that the data set is limited to two 
years of data, the following definition of relevance, which Blum and Langley (1997) name incremental 
usefulness, will be used in the context of this study: 
“Given a sample of data S, a learning algorithm L, and a feature set A, feature xi is incrementally useful to 
L with respect to A if the accuracy of the hypothesis that L produces using the feature set {xi}∪ A is better 
than the accuracy achieved using just the feature set A.” (Blum & Langley, 1997) 
Both, Kohavi and John (1997) along with Blum and Langley (1997), differentiate between strong and weak 
relevance. A feature is strongly relevant if it cannot be removed from the feature set without causing a 
decrease in model performance. On the other hand, a feature is weakly relevant if it is not strongly relevant 
but there is a subset of features that show better model performance with this feature than without. If a 
feature is neither strongly nor weakly relevant, the feature is irrelevant. As a result, strongly relevant 
features must be included in the feature set while weakly relevant features are optional and irrelevant 
features should be discarded (Kohavi & John, 1997; Blum & Langley, 1997).  
While the above is true for the optimal Bayes classifier, machine learning algorithms that are trained on 
actual data sets do not have access to the underlying distribution of the data set and often use a restricted 
hypothesis space and cannot utilize all available features. This makes them suboptimal compared to the 
optimal Bayes classifier. As a result, relevance alone no longer determines whether to keep a variable but 
whether the variable is in the optimal feature subset. As Kohavi and John (1997) explain in their review 
article, the relevance of a variable does not imply its optimality and vice versa.  
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Variable selection can be represented as a heuristic search. During this search, each state in the search space 
represents a subset of possible variables. Figure 3 shows an example of such search space according to 
Blum and Langley (1997) with each state in the space specifying the attributes to use. 
 
Figure 3: Variable selection as a heuristic search 
The nature of the search is determined by the starting point of the search, the organization of the search, the 
strategy used to evaluate alternative subsets of variables and the stopping criteria (Blum & Langley, 1997). 
Methods for variable subset selection can be divided into filters, wrappers, and embedded methods. The 
filter approach uses the variable selection as a preprocessing step (Kohavi & John, 1997) and, as a result, 
computes the evaluation measure for the variable selection directly from data without considering the 
predictor architecture that will later be applied to the created subset (Reunanen, 2003). For that reason, 
Taormina and Chau (2015) title this approach the model-free approach. Figure 4 shows a schematic 
overview of the filter approach according to Kohavi and John (1997). 
 
 
Figure 4: The filter approach for feature subset selection 
The relevance of the input variables is estimated through statistical measures. The FOCUS algorithm is just 
one of multiple filter algorithms. It scans all available variables and selects a subset where there are no 
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examples in the subset that agree on all the features but have a different class label (Almuallim & Dietterich, 
1991). The Relief algorithm (Kira & Rendell, 1992) estimates the relevance of a feature by randomly 
sampling instances from the training set and then calculating the difference between a selected instance and 
the two nearest instances of the same and the opposite classes. If the value of a variable shows differences 
between the selected instance and its two nearest instances while sharing the same class, then the relief 
score decreases for this variable. If a difference is observed and the class of the selected instance differs 
from the class of the two nearest instances, then the relief score increases.  
The filter approach usually shows good generalization capabilities, as they are independent of the chosen 
data-driven model. As training a model is not necessary to find the variable subset for this approach, filters 
show high computational efficiency and consider the physical underlying processes of the problem they are 
applied to (Taormina & Chau, 2015). Their disadvantage is that they ignore the effect of the selected feature 
subset on the performance of the induction algorithms (Kohavi & John, 1997; Taormina & Chau, 2015). 
This disadvantage is addressed in the wrapper and embedded approach that is also known as model-based 
approaches (Taormina & Chau, 2015). 
Using the wrapper approach (John et al., 1994), the feature subset selection is performed using the induction 
algorithm as a black box. It conducts a search in the space of available variables using the induction 
algorithms as part of the evaluation function to find a good subset. For the search, a state space, an initial 
space, a termination condition, and a search engine are required (Kohavi & John, 1997). Figure 5 shows a 
schematic overview of the wrapper approach according to Kohavi and John (1997). 
 
Figure 5: The wrapper approach for feature subset selection 
If the number of available features is small enough, an exhaustive search can be done with good 
performance. However, the problem of finding the optimal subset of variables is still NP-hard (Amaldi & 
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Kann, 1998), quickly increasing in computational cost when the variable space increases. Therefore, 
research is conducted to find efficient search strategies without sacrificing model performance also in the 
context of rainfall-runoff modeling (Taormina & Chau, 2015; Maier & Dandy, 2000; Maier et al., 2010). 
Embedded methods select variables during the training step and are usually specific to the machine learning 
algorithms (Guyon & Elisseeff, 2003). Figure 6 shows a schematic overview of the embedded approach. 
 
Figure 6: The embedded approach for feature subset selection 
In the case of C4.5, for example, an information gain measure is used during the training step to select the 
relevant features (Martinez & Fuentes, 2005). The Random Forest framework mostly uses the mean of the 
error of the randomly permuted trees as the score of importance. In the case of classification, this is based 
on the misclassification rate (Genuer, Poggi & Tuleau-Malot, 2010). Embedded methods are understood to 
be more computationally efficient than wrappers as they purely focus on the development of a single final 
model. However, the search they perform to find the optimal subset has a higher complexity, which might 
outweigh the increased computational efficiency (Taormina & Chau, 2015).  
Rather than choosing just one of the variable selection methods above, another approach is to combine 
them. One approach is to use a wrapper or embedded method with a linear inducer as a filter and then to 
train a more complex non-linear inducer on the resulting subset (Guyon & Elisseeff, 2003). One example 
of this approach is described in the paper of Bi et al. (2003). 
Identifying the subset of variables that allows to fully model a hydrological process is a difficult task. Maier 
and Dandy (2000) as well as Maier et al. (2010) identify this as one of the most important steps in the 
development of an Artificial Neural Network for hydrological predictions including rainfall-runoff 
modeling. However, this applies as well to classification algorithms. The research conducted by 
Erechtchoukova et al. (2016) shows how the selection of sensors contributing to the data set used for the 
flood prediction task can have a high impact on the resulting classifier performance. 
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2.4 IMBALANCED DATA SETS 
In an imbalanced data set classes are not represented equally. The data set contains only a small percentage 
of tuples representing the event of interest, compared to the number of tuples representing the remaining 
classes. Imbalanced data often cause bad performance as the classifier is trained more towards the majority 
class favoring this class over the minority class. In the case of decision trees, for example, each minority 
class tuple in the data set will eventually be represented by one branch of the tree and as a result, the area 
of the tree representing this class will be arbitrarily small. Tuples in an imbalanced data set can be classified 
into roughly four categories – class label noise, borderline tuples, redundant tuples, and safe examples. 
Class label noise tuples are of the majority class, close to one or many tuples of the minority class in many 
cases even the nearest neighbor. They can cause tuples of the minority class to be misclassified. Borderline 
tuples are tuples close to the boundary between the different classes. They are unreliable as even small 
noise can send the tuple to either side of the border. Redundant tuples are tuples mostly of the majority 
class that do not contribute to the correct fitting of the classifier as their part can be taken over by other 
tuples close to them. Tuples that fall into the safe examples category do not belong in any of the other 
classes and are worth keeping for the classification task (Kubat & Matwin, 1997). Figure 7 shows how the 
tuples of the four categories are located within the feature space according to Kubat and Matwin (1997). 
 
Figure 7: Tuples in an imbalanced data set 
Working with imbalanced data sets rises two questions. How to achieve good prediction results and how to 
measure the performance of the prediction. The following sections aim to answer these two questions. 
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2.4.1 PREPROCESSING STRATEGIES FOR IMBALANCED DATA SETS 
Working with imbalanced data sets has been researched for all kinds of application areas. As a result, there 
are multiple approaches to dealing with imbalanced data. These approaches can be divided into the 
categories over-sampling and under-sampling. Over-sampling increases the number of tuples of the 
minority class in the training set and under-sampling decreases the number of tuples of the majority class 
in the training set (Batista et al., 2004).  
One over-sampling technique is random over-sampling. This is a non-heuristic method that randomly 
replicates tuples from the minority class with the goal to balance the class distribution. The advantage of 
random over-sampling is that it is relatively easy to implement. However, overfitting is likely to occur as it 
uses the exact copy of the tuples (Batista et al., 2004). SMOTE, the Synthetic Minority Oversampling 
Technique, on the other hand, creates new tuples of the minority class by interpolating between several 
minority class tuples that are in close proximity. This approach addresses the issue of overfitting as new 
tuples are generated instead of replicating existing ones (Chawla et al., 2002). Another positive effect is 
that the decision boundaries for the minority class are spread further into the majority class space (Batista 
et al., 2004). 
Random under-sampling is a non-heuristic method for under-sampling that randomly removes tuples from 
the majority class with the goal to balance the class distribution. The advantage of random under-sampling 
is, like random over-sampling, the easy implementation. Yet, randomly discarding tuples could cause tuples 
to be removed that are essential for the training process (Batista et al., 2004). The goal of the Condensed 
Nearest Neighbor Rule approach is to reduce the training set to a subset so that the classifier built from this 
subset can achieve results that are very close to the results from the full training set. This is achieved by 
eliminating the redundant tuples from the majority class that are distant from the decision border and being 
less relevant for the learning of the classifier (Hart, 1968). A shortcoming of this approach is that it contains 
random sampling to find a sufficient subset. This random sampling results in the retention of unnecessary 
samples but also the occasional retention of internal samples rather than samples that are close to the 
borderline (Tomek, 1976). Ivan Tomek (1976) introduced Tomek links as a modification of the Condensed 
Nearest Neighbor Rule to address its shortcomings. A Tomek link exists if there are two tuples from 
different classes that do not have any other tuple from their own class that is closer to them. In this case, 
these tuples are either noise or borderline tuples. The tuple of the majority class for each Tomek link is then 
removed. As a result, samples are no longer chosen randomly as with the Condensed Nearest Neighbor 
Rule but based on whether they are part of a Tomek link or not, making sure that mostly borderline samples 
are chosen. 
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There are also approaches that combine multiple of the above methods such as the one-sided selection 
approach, which first uses Tomek links to remove noise and borderline tuples followed by the Condensed 
Nearest Neighbor Rule, which removes all tuples that are distant from the border, and therefore not as 
relevant (Batista et al., 2004). 
Saffarpour et al. (2015) investigated the issue of imbalanced data in the context of flood prediction. The 
data set used contained hourly data collected at the Spring Creek watershed from one rainfall sensor and 
one water level sensor for the years 2008, 2011, 2012, and 2013. Predictions were generated by an ensemble 
of the five classifiers C4.5, CART, REPTree, NNge, and JRip. The authors implemented three data 
preprocessing approaches to address the issue of imbalanced data. For the first approach, Saffarpour et al. 
(2015) maintained all low flow tuples of a year and oversampled the existing high flow tuples for the same 
year. For the second approach, they used a wet year with the highest number of high flow tuples as the 
training set for the other years. For the third approach, they again maintained the low flow tuples of each 
year and then combined the high flow tuples of all available years and added them to the training set for 
that year. They found the third approach to return the best prediction results except for the year 2012, which 
was the only dry year available. Their rational is that this is due to the difference in the flood patterns of 
wet and dry years so that the floods in the dry year cannot be well detected by classifiers that were mostly 
trained on high flow events from wet years. The study demonstrated that the traditional over-sampling 
approach did not produce sufficient results and the hydrological differences between floods in wet and dry 
years need to be considered when choosing imbalanced data strategies. 
 
2.4.2 EVALUATING MODEL PERFORMANCE ON IMBALANCED DATA SETS 
The most common way for evaluating classifier performance is to use the confusion matrix as shown in 
Figure 8 (Han et al., 2011). 
 
Figure 8: Confusion matrix 
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Within the confusion matrix, P (Positives) represent the tuples of the class for which the model performance 
is being analyzed while N (Negatives) represent the tuples that do not belong to this class. Therefore, TP 
(True Positives) represent the number of positive tuples that have been correctly classified as such. FP 
(False Positives) are the negative tuples that have been incorrectly classified as positive. TN (True 
Negatives) are then all negative tuples that have been correctly classified as negative, while FN (False 
Negatives) are positive tuples that have been incorrectly classified as negative. P’ are all tuples that have 
been classified as positive and N’ are all tuples that have been classified as negative independently from 
their actual class.  
With the help of the confusion matrix, it is possible to extract multiple simple numerical performance 
measures. However, when evaluating classification performance on imbalanced data sets, it is essential to 
choose the correct performance measurement as the use of an inappropriate measurement might lead to 
misleading conclusions. The following section covers the most common performance measures and 
evaluates them for their practicality on imbalanced data sets. 
Accuracy/recognition rate is the proportion of tuples that are correctly classified. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁
𝑃 + 𝑁
 (6) 
Error rate/misclassification rate is the proportion of tuples that are incorrectly classified. Also known as 
re-substitution error when used on the training set instead of the test set (Sebastiani, 2002). 
𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =
𝐹𝑃 + 𝐹𝑁
𝑃 + 𝑁
 (7) 
Accuracy and error rate are highly impacted by class imbalance as they are strongly favoring the majority 
class. In a data set where the majority class takes up 99% of all tuples an accuracy of 99% could simply 
mean that all tuples are classified with the majority class and as a result, all tuples of the minority class are 
mislabeled. The same principle applied to the error rate (Batista et al., 2004). As a result, accuracy is not 
sufficient to measure the performance of a model with an imbalanced distribution of the class. In this case 
additional measures such as sensitivity and specificity can be used as an alternative (Rokach & Maimon, 
2014). 
Recall/completeness/sensitivity/true positive rate measures how well the model can recognize positive 
sample. It is defined as the proportion of positive tuples that are labeled as positive. A perfect Recall score 
of 1 means that every positive tuple was labeled correctly as positive (Rokach & Maimon, 2014; Sebastiani, 
2002). 
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃
𝑃
 (8) 
Specificity/ true negative recognition rate measures how well the model can recognize negative samples. 
It is defined as the proportion of negative tuples that are correctly classified (Rokach & Maimon, 2014; 
Sebastiani, 2002). 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁
𝑁
 (9) 
Precision/exactness is the proportion of tuples labeled as positive that are actually positive. A Perfect 
precision score of 1 means that every tuple that has been labeled as positive was indeed a positive tuple 
(Rokach & Maimon, 2014; Sebastiani, 2002). 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 (10) 
It is possible to combine multiple simple numerical performance measures into more complex numerical 
performance measures. 
F-Measure: In many cases model performance shows a trade-off between Precision and Recall. Increasing 
one of the measures often leads to a decrease in the other one. The F-Measure combines both measurements 
into a single value using the harmonic mean (Rokach & Maimon, 2014). 
𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (11) 
A high F-Measure ensures that both Recall and Precision are high. However, a low F-Measure does not 
necessarily show whether Precision or Recall is the limiting factor. 
Evaluating the expected performance of a classifier in the context of limited resources requires cost-benefit 
considerations. In some cases, the limitation could be known to exist, but the size might not be known in 
advance. For these cases a performance measurement is needed that allows to evaluate the model 
performance while considering the cost-benefit trade-off (Rokach & Maimon, 2014). 
Relative Operating Characteristics Curve (ROC Curve): Classifiers can be biased towards the majority 
class. Correctly classifying the tuples of the minority class can often be improved at the cost of correctly 
classifying the tuples of the majority class. The ROC curve displays this trade-off. It measures the false 
positive rate on the horizontal axis and the true positive rate on the vertical axis. The ROC curve shows 
how the true positive rate increases along the false positive rate (Swets, 1988; Kubat & Matwin, 1997). 
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Figure 9 shows an example of the ROC curve for a classifier compared to the random guessing referencing 
line. 
 
Figure 9: ROC curve 
Area Under Curve (AUC): Using continuous measures like ROC curves can only answer the question of 
which model is best if the curve for one model is above the curves for all other model over the entire chart 
space. In practise, one model might outperform the others in certain areas but might show lower 
performance in others. If a complete order of model performance needs to be obtained the area under the 
ROC curve can be used. The bigger the AUC the better is the model performance (Rokach & Maimon, 
2014).  
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3 CASE STUDY 
The following chapter explains the characteristics of the watershed used for this study as well as the results 
of the preliminary data analysis. 
 
3.1 WATERSHED CHARACTERISTICS 
The experiments were performed based on data sets collected from the Spring Creek watershed in the 
Greater Toronto Area, Ontario, Canada. The Spring Creek is one of two tributaries of the Etobicoke Creek. 
It joins the Etobicoke Creek approximately 13.5 km upstream of Lake Ontario within the Toronto 
International Airport lands. The Spring Creek is over 23 km long and stretches through a watershed area of 
around 50 km2. The main branch of the Spring Creek is relatively steep (TRCA 2006). The Spring Creek 
has 70 sub-catchments with an average catchment size of 71 hectare (MMM Group, 2013). Most of its 
watershed is completely urbanized which creates a highly impervious surface. As a result, heavy rainfalls 
generate quick runoff responses in very short periods, often even less than an hour. This leads to water 
inundation and flash flood events that occur from April and lasting until December (TRCA 2006). 
The data used for the experiments consisted of two data sets, one for 2013 and one for 2014 (both April to 
December), and was collected by the Toronto and Region Conservation Authority (TRCA). The TRCA is 
one of 36 Conservation Authorities in Ontario that works with municipalities and other partners to look 
after the watersheds of the Toronto region and its Lake Ontario waterfront (TRCA, 2018 b). Each data set 
includes measurements from two observation sites at the Spring Creek watershed that measure the water 
level (Spring Creek North and Spring Creek South). These sites will be identified as sensor WN and WS. 
In addition to that, the data sets contained data from two observation sites that measure precipitation (Heart 
Lake and Mississauga Works Yard) which will be identified as RN and RS. Water level measurements were 
collected on a 15-minute interval while precipitation was collected on a 5-minute interval. Only in 2013 
and 2014 data are available from all 4 sensors, limiting the experiments to those two years. 
The TRCA defined observation site Spring Creek South to be the cross-section of interest for the flood 
prediction. 
Figure 10 shows the Spring Creek Watershed and the observation sites managed by the TRCA. 
Furthermore, it indicates the observation sites used for this study (TRCA, 2018 a).   
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Figure 10: Spring Creek watershed 
 
3.2 PRELIMINARY ANALYSIS 
Between April 9th and December 3rd 2013, the Spring Creek received a total rainfall of 806.40 mm at sensor 
RN and 715.40 mm at sensor RS. Monthly rainfall in 2013 shows a median (only including full months 
May to November) of 99 mm for sensor RN and 80 mm for sensor RS. Monthly rainfall ranges from 33.40 
mm in November to 184.20 mm in July at sensor RN and from 34.00 mm to 189.00 mm at sensor RS for 
the respective months. Figure 11 shows the rainfall by month for both sensors and their median. 
Between April 24th and December 1st 2014, Spring Creek experienced a total rainfall of 544.60 mm at sensor 
RN and 501.80 mm at sensor RS. Monthly rainfall in 2014 shows a median (only including full months 
May to November) of 62.40 mm for sensor RN and 57.80 mm for sensor RS. Monthly rainfall ranges from 
30.80 mm in August to 124.60 mm in September at sensor RN and from 33.20 mm to 118.00 mm at sensor 
RS for the respective months. Figure 12 shows the rainfall by month for both sensors and their median. 
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Figure 11: Rainfall analysis 2013 
 
Figure 12: Rainfall analysis 2014 
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Monthly rainfall does not follow a periodical recurrence and usually spikes between the months of June 
and September. 
Daily rainfall intensity in 2013 ranges from 0 mm to 20.40 mm for sensor RN and from 0 mm to 15.60 mm 
for sensor RS. In 2014 rainfall intensity ranges from 0 mm to 13.20 mm for sensor RN and from 0 mm to 
13.60 mm for sensor RS. Based on this analysis, 2013 can be considered a wet year and 2014 a dry year. 
Water level distribution in 2013 and 2014 is positively skewed. The median water level in 2013 was 209.51 
cm for sensor WN and 172.14 cm for sensor WS. In 2014, the median water level was 209.48 cm for WN 
and 172.15 cm for WS. In 2013, the water level ranged from 172.16 cm to 212.18 cm for sensor WN and 
172.11 cm to 174.60 cm for sensor WS. In 2014 the water level ranged from 209.43 cm to 210.07 cm for 
sensor WN and 172.10 cm to 173.75 cm for sensor WS. Instantaneous water discharge at sensor WS ranges 
from 0.1 m3/s to 29 m3/s in 2013 and 0.05 m3/s to 9 m3/s in 2014. Based on this analysis, 2013 can be 
considered a wet year and 2014 a dry year. 
When analysing the dependencies between rainfall and water level it becomes apparent that extensive 
rainfall takes about 2 to 3 hours until the water level rises, and the flooding occurs. This analysis was 
conducted by visualizing the water level and rainfall values leading up to the flood events. Figures 13 and 
14 present two examples of this visual analysis. 
 
Figure 13: Flood example 2013 
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Figure 14: Flood example 2014 
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4 DATA PREPROCESSING 
Data Preprocessing was performed in seven steps as outlined by Figure 15 using Excel as well as R (The R 
Foundation, 2018). 
 
Figure 15: Preprocessing steps 
 
Step 1: Cleaning 
First, the data sets were cleaned by removing some of the rainfall records had a value of -999.99 indicating 
a missing value. During this process, less than 1% of all records had to be removed. 
 
Step 2: Consolidation and upscaling 
Data were provided in the time series form. As the data for the water level were measured on a 15-minute 
interval while the data for precipitation were measured on a 5-minute interval, the water level interval 
determined the lowest granularity for the prediction of the events. Classification algorithms can be applied 
on heterogenous data. Thus, it is possible to build a data set using both water level data and precipitation 
data at the granularity at which they were measured without synchronizing them. Erechtchoukova and 
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Khaiter (2017) studied the effect of data granularity on model performance. The results have shown that, 
model performance for lead times of 45 minutes and more increases when precipitation data are aggregated 
to 15-minute intervals compared to when unaggregated precipitation data are used. Further upscaling of the 
observation data would cause the prediction of the beginning of an event to become less accurate. Therefore, 
upscaling increases the total uncertainty of the hydrological prediction and must be considered carefully. 
Previous studies on the Spring Creek river have shown that flashy responses to water discharged into the 
watershed are typical. Often the water level rises quickly within less than half an hour. Hence, data sets of 
a 15-minute granularity were deemed the most suitable for the investigated watershed. As a result, only the 
precipitation data were upscaled to a 15-minute interval according to the hydrological characteristics of the 
tipping bucket rain gauges used for data collection. Then data from all sensors were synchronized and 
consolidated (Erechtchoukova & Khaiter, 2017). 
 
Step 3: Adding the delta 
So far, only the total precipitation and average water level had been used as part of the time series following 
the methodology of Erechtchoukova et al. (2016). For this study, delta derivatives, or simply deltas were 
added for attributes from all sensors including precipitation and water level. Deltas were computed as the 
difference between the water level or precipitation value of one timestamp to the previous one. The 
reasoning behind this is that the delta allows the model to consider the magnitude of the increase or decrease 
of the water level or rainfall and not just the actual value at time t. A delta attribute was added for each 
timestamp at each sensor. The delta of hydrological data collected from an observation site can then be 
represented as the following time series: 
∆𝑘,𝑡= {(𝑦𝑘,𝑡 − 𝑦𝑘,𝑡−1), 𝑘 = 1, … , 𝑀, 𝑡 = 1, … , 𝑁} (12) 
with yk,t being the value measured at time t by observation site k and M being the total number of 
observations that are included in the time series.   
 
Step 4: Creating the phase space 
With this extended time series, a phase space was reconstructed using the time-delay embedding technique 
from multiple observation sites as explained in chapter 2.1.4.  
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An element of this phase space can be described as below: 
𝑧𝑡 =
(𝑦1,𝑡−(𝑅−1)𝜏, ∆1,𝑡−(𝑅−1)𝜏, … , 𝑦1,𝑡 , ∆1,𝑡, 𝑦2,𝑡−(𝑅−1)𝜏, ∆2,𝑡−(𝑅−1)𝜏, … , 𝑦2,𝑡 , ∆2,𝑡, … ,
𝑦𝑀,𝑡−(𝑅−1)𝜏, ∆𝑀,𝑡−(𝑅−1)𝜏, … , 𝑦𝑀,𝑡 , ∆𝑀,𝑡)
  
(13) 
with yk,t being the measured value by sensor k at time t, R being the number of successive observations in 
the time-delay window, and τ the time interval between measurements. k = 1,…,M indicates the observation 
site with the Mth observation site being the cross-section of interest. Creating the phase space over a large 
window size (number of consecutive observations at different points in time) can add redundancy and noise. 
This can degrade the performance of the model and increase the computation time. Selecting a window size 
that is too small could leave out important information for the prediction, again decreasing the performance 
(Galka, 2000). Based on a previous analysis of the flood events, showing that extensive rainfall takes around 
2 to 3 hours until the water level rises, the window size was set to 3 hours before the prediction time. This 
also ensures that for each lead-time the number of successive observations used in the phase space is the 
same keeping this independent variable static throughout all experiments. 
 
Step 5: Event characterization function 
The following event characterization function was used to assign the class label. 
𝑓𝑊𝑆(𝑥𝑊𝑆,0) = {
′ℎ𝑖𝑔ℎ′, 𝑦𝑊𝑆,0 ≥ 172.75𝑐𝑚 
′𝑙𝑜𝑤′, 𝑦𝑊𝑆,0 < 172.75𝑐𝑚
 (14) 
This function was applied to the water level value of sensor WS at time t. The threshold was 172.75 cm and 
provided by the TRCA, which monitors the hydrological conditions on Spring Creek watershed. After the 
event characterization function was applied, it became apparent that 2013 had 388 flood events and 22,365 
non-flood events while 2014 had 171 flood events and 20,992 non-flood events. Therefore, flood events 
made up 1.7 % of all events in 2013 and 0.8% in 2014. Figure 16 shows the distribution of flood events 
across the months comparing 2013 and 2014, not showing any sessional recurrences. 
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Figure 16: Monthly distribution of flood events 
 
Step 6: Construction of training and testing set 
To run the experiments, a training set is needed to train the model and a testing set to check how well the 
model is performing. Previous experiments conducted by Saffarpour et al. (2015) showed that training the 
classifiers on a wet year does not return good results when these classifiers are then applied to a dry year. 
These findings were confirmed during preliminary experiments, which used the 2013 data set as the training 
set and the 2014 data set as the testing set. In addition to that fewer high-flow tuples were present in the 
2014 data set. Thus, the decision was made to enhance model performance by combining data from both 
years into the training and testing set. This allowed accounting for the different hydrological characteristics 
of wet years and dry years. It also allowed the predictors to be trained on a higher number of tuples than 
before. To prevent underfitting, most of the tuples should be used to train the model allowing it to see 
enough data so that it can extract all important underlying patterns and generalize to unseen data. For the 
experiments, the training sets contained 70% of the tuples and the testing sets contained 30% of the tuples. 
At the same time the training set contained 70% of all flood events while the testing set contained 30% of 
all flood events. As a result, the ratio of flood event tuples to no flood event tuples stayed constant. Using 
a combination of 2013 and 2014 tuples also allowed for the creation of multiple variations of training and 
testing sets. To get a better estimate on the generalization error of the inducers, five different testing and 
training sets were created each using the holdout method as implemented in the createDataPartition function 
as part of the caret package for R (Kuhn, 2017). For each training and testing set, the function was called 
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with a different seed ensuring that all data sets are different. It is understood that five different data sets are 
not enough to provide a valid statistical representation of the generalization error.  
 
Step 7: Imbalanced data techniques 
At this step, two different techniques to handle imbalanced data sets were applied. SMOTE was used to 
address the issue with the traditional over-sampling approach, where existing tuples are added multiple 
times to the training set, as identified by Saffarpour et al. (2015). As SMOTE creates new tuples from both 
2013 and 2014 data sets, the new high flow tuples contain the hydrological pattern of both wet and dry 
years. This aims to improve the prediction of flood events in both wet and dry years. Previous research 
conducted on the Spring Creek watershed as well as the baseline experiments described in later chapters 
showed that misclassification occurs mostly as tuples approach the threshold for the event characterization 
function and are located at the border between high and low flow events. Tomek links were chosen to 
remove the no flood tuples too close to flood tuples so that the classifiers favor the flood class at this border. 
This is aligned with the nature of flood prediction where correctly predicting a flood is assigned higher 
importance than issuing false positives. In addition to applying each technique individually, experiments 
were also conducted on data sets using a combination of both techniques to determine if these two methods 
complement each other or if they should be used separately.  
For the SMOTE technique, one new minority class tuple was created for each already existing one in the 
training set. This resulted in 392 new flood event instances and a total of 784 instances in the training set, 
about 2.6% of all training set instances. The ratio of one actual ‘flood’ tuple to one synthetic ‘flood’ tuple 
was selected to make sure that there would not be more synthetic instances than actual recorded ‘flood’ 
instances but still enough to impact the overall class distribution. Further research could investigate how 
this ratio affects the overall performance and if there is an ideal ratio. The new tuples were created using 
the SMOTE approach as introduced by Chawla et al. (2002) and then added to the training set. For this, the 
ubSMOTE function available from the unbalanced package in R was used. This function takes a data set 
and generates the synthetic flood event tuples. (Pozzolo et al., 2015).  
For the Tomek links technique, first all Tomek links, as defined by Ivan Tomek (1976), were identified in 
the training set. Then the tuples of the majority class that are part of a Tomek link were removed. Tomek 
links were identified and removed using the ubTomek function available from the unbalanced package in 
R. This function takes a data set, finds the Tomek links within this data set and removes the no flood tuple 
of each found Tomek link (Pozzolo et al., 2015). When applied to the data sets containing all deltas the 
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algorithm found and removed between 157 and 176 instances of the majority class. When applied to the 
baseline data sets, the algorithm found and removed between 97 and 127 instances of the majority class. 
Finally, both techniques were combined by applying the Tomek links techniques followed by the SMOTE 
technique. 
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5 EXPERIMENTS 
Experiments were conducted using the Weka Experimenter (Hall et al., 2009) with seven inducers, five 
decision trees (J48, NBTree, Random Forest, SimpleCart, REPTree), and two rule-based classifiers (JRip, 
Ridor), as well as one classifier ensemble consisting of J48, SimpleCart, ReportTree, JRip and Ridor, 
combined using majority vote. Experiments conducted on these inducers showed how the applied 
techniques and modifications to the data sets affect the results of different inducers while the experiments 
conducted with the ensemble allows for more generic and robust insights. Each experiment was conducted 
with a lead-time of 15, 30, 45, and 60 minutes. To accommodate for the imbalance of the data set as well 
as the fact that misclassifying a no-flood event is not as dangerous as misclassifying a flood event, the 
Precision and Recall for flood events were defined as the main indicators of model performance. Both 
Precision and Recall allow evaluating prediction of high-flow events as opposed to other measures 
reflecting estimates of the generalization error averaged over two classes. Recall represents how well the 
model can identify the flood events which is the most important ability of a flood warning system. However, 
the false alarm rate, represented by Precision, should not be neglected to ensure public support of the 
system. That is why the Precision was analyzed alongside Recall for the experiments. Even though both 
measures are often combined into the F-Measure, this does limit the ability to see which of the two measures 
caused an increase or decrease. Therefore, the decision was made to mostly compare both measures 
separately but to consult the F-Measure in cases where a more consolidated view on the model performance 
is needed. 
One round of initial baseline experiments was conducted without additional delta attributes or applied 
imbalanced data techniques. During the second round of experiments, delta attributes were added to the 
training and testing set over the full window size once for all attributes, once just for the rainfall attributes 
and once just for the water level attributes. These experiments assessed how the different types of deltas 
affect the prediction results. The experiments demonstrated that while delta attributes do have the ability to 
improve model performance, especially with higher lead-times deltas can introduce noise and lower model 
performance. Therefore, the third round of experiments was performed adding delta attributes only over the 
first or first two hours of the time series to select the variables, which carry more information than the 
others. For the imbalanced data experiments, the fourth round of experiments was performed on the training 
sets after removing the Tomek links to see how this affects model performance. Tomek links were removed 
once from the baseline training sets and once from the training sets containing all deltas over the full 
window size. This aims to show if this preprocessing technique affects prediction results differently when 
delta attributes are added. As removing Tomek links is a form of under-sampling for the fifth round of 
experiments, the SMOTE algorithm was used to add additional synthetic tuples of the minority class to the 
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training set. This round of experiments was implemented to see how this type of over-sampling affects 
model performance. SMOTE tuples were added once to the baseline training sets and once to the training 
sets containing all deltas over the full window size to see if the effect is different if delta attributes are 
introduced. To see how a combination of both techniques affect the results, a sixth round of experiments 
investigated the impact of both techniques combined on model performance.  
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6 RESULTS 
The chapter presents and analyzes the results of all conducted experiments. The results of the baseline 
experiments are described. These results are compared to the delta and imbalanced data experiments. 
 
6.1 BASELINE EXPERIMENTS 
Figure 17 shows the Precision and Recall results for the ensemble over the different lead-times for data set 
3. The ensemble baseline results for all data sets can be found in the Appendix A. 
 
Figure 17: Baseline precision and recall for ensemble (data set 3) 
The baseline results for the classifier ensemble show that both Precision and Recall decrease with increasing 
lead-time. Overall, across all data sets the decrease is in an almost linear fashion with some exceptions. It 
is also visible that overall Recall decreases at a higher rate than Precision. For data set 1, Precision decreases 
from 0.96 for 15 minutes lead-time to 0.87 for 60 minutes lead-time while Recall starts similar to Precision 
with 0.95 for 15 minutes lead-time but then drops to 0.75 for a lead-time of 60 minutes. The results of the 
other data sets support this statement. 
The results of the single classifiers were considered as well. Figure 18 shows these results for data set 3. 
The results for all data sets can be found in Appendix B. 
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Figure 18: Baseline precision and recall for single classifier (data set 3) 
When comparing the different classifiers, Random Forest achieves the highest Precision for all lead-times 
and shows consistent Precision with increasing lead-times. Recall results on the other hand decrease 
significantly for longer lead-times showing that Random Forest favors the majority class with increasing 
uncertainty. REPTree shows a similar trade-off between Precision and Recall especially for longer lead-
times and data sets 3 and 4. For the other data sets, REPTree shows a more balanced behavior between 
Precision and Recall. JRip shows consistently across all data sets and lead-times one of the highest Recall 
results as the only classifier that achieves a Recall of higher than 0.83 for 60 minutes lead-time. However, 
it achieves these high Recall results by favoring the minority class, which is reflected in its Precision results 
causing a high number of false alarms, especially for longer lead-times. J48, NBTree, and SimpleCart show 
results that are more balanced between Precision and Recall and both performance measurements decrease 
evenly for increasing lead-times. Ridor shows inconsistent results to whether it favors the majority or 
minority class but a drop in Precision is closely related to an increase in Recall and vice versa. For data set 
4, for example, Ridor achieves a Recall of 0.93 for 30 minutes lead-time and then drops to 0.59 for 45 
minutes lead-time. After that, Ridor, achieves a Recall of 0.83 for 60 minutes lead-time. At the same time, 
Ridor shows only a Precision of 0.8 for 30 minutes lead-time, increases to a result of 0.86 for 45 minutes 
lead-time, and then drops to 0.67 for 60 minutes lead-time. 
In order to see what variables the classifiers selected and their importance, the decision trees and rules were 
inspected. For the baseline experiments, the classifiers assign the highest relevance to the water level sensor 
WS at the earliest available timestamp. This is expected as the value of WS at time t determines the class 
label. The water level sensor WN is not included as often as WS especially for the shorter lead-times but 
appears more often for longer lead-times. Based on the inspected decision trees and rules, rainfall variables 
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seem to be as relevant to the prediction as the water level variables. However, while water level variables 
seem more relevant closer to the actual event, the rainfall variables are selected from timestamps further 
away from the time of the event. It is also apparent that the number of rules and their complexity as well as 
the number of leaf nodes and the tree size increase with increasing lead-times. Figure 19 shows the rule-set 
defined by the JRip classifier for data set 3 and a lead-time of 15 minutes while Figure 20 shows the rule-
set for a lead-time of 60 minutes. 
 
Figure 19: JRip rules baseline 15 mins lead (data set 3) 
 
(WS(t-15) >= 172.721) and (WS(t-15) >= 172.804) => Class=High (461.0/13.0)  
(WS(t-15) >= 172.7102) and (RN(t-75) >= 0.4) and (WS(t-15) >= 172.76822) => Class=High (21.0/0.0) 
(WS(t-15) >= 172.656) and (WS(t-15) >= 172.74296) and (RS(t-150) <= 0.2) and (WS(t-105) <= 172.81618) 
and (WS(t-180) >= 172.77216) => Class=High (18.0/1.0) 
(WS(t-15) >= 172.656) and (WS(t-45) <= 172.59279) and (WS(t-30) <= 172.56016) => Class=High (21.0/2.0) 
(WS(t-15) >= 172.68333) and (WS(t-15) >= 172.7627) and (RN(t-150) <= 0.6) and (WS(t-30) <= 172.88149) 
=> Class=High (21.0/3.0) 
(RS(t-60) >= 1.2) and (WS(t-15) >= 172.46) and (RS(t-60) >= 2.2) and (WN(t-15) >= 209.5381) => Class=High 
(9.0/1.0) 
(WS(t-15) >= 172.68333) and (WS(t-75) <= 172.52421) and (RN(t-15) >= 0.2) => Class=High (11.0/0.0) 
(WS(t-15) >= 172.63886) and (WS(t-30) <= 172.6397) and (WS(t-15) >= 172.721) => Class=High (4.0/0.0) 
(RS(t-60) >= 1) and (RS(t-45) >= 7.2) => Class=High (6.0/2.0) 
(WS(t-15) >= 172.63886) and (RS(t-75) >= 0.8) and (RN(t-150) <= 0.2) and (RN(t-135) >= 0.2) => Class=High 
(5.0/1.0) 
(RS(t-60) >= 1.6) and (RN(t-180) >= 0.6) => Class=High (2.0/0.0) 
 => Class=Low (43335.0/3.0) 
Number of Rules : 12 
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Figure 20: JRip rules baseline 60 mins lead (data set 3) 
 
(WS(t-60) >= 172.656) and (WS(t-60) >= 172.814) and (RS(t-120) >= 0.6) => Class=High (194.0/7.0) 
(WS(t-60) >= 172.65616) and (WS(t-60) >= 172.76817) and (WN(t-225) >= 209.67742) and (WN(t-75) >= 
209.92887) and (WS(t-60) >= 172.83375) => Class=High (54.0/0.0) 
(WS(t-60) >= 172.57523) and (RN(t-120) >= 0.6) and (RN(t-75) >= 0.4) and (RN(t-120) >= 1.2) => Class=High 
(34.0/0.0) 
(WS(t-60) >= 172.588) and (WS(t-60) >= 172.74723) and (RS(t-195) <= 0.2) and (WN(t-195) >= 209.71209) and 
(WN(t-135) <= 209.78143) => Class=High (29.0/0.0) 
(WS(t-60) >= 172.47728) and (WS(t-60) >= 172.74723) and (WS(t-60) >= 173.0798) and (WN(t-225) >= 209.509) 
=> Class=High (36.0/3.0) 
(RS(t-75) >= 0.4) and (RS(t-90) >= 1.2) and (RS(t-60) >= 1) and (RN(t-135) >= 0.4) => Class=High (30.0/1.0) 
(WS(t-60) >= 172.42499) and (RN(t-90) >= 0.4) and (RN(t-135) >= 0.8) and (WS(t-60) >= 172.814) => 
Class=High (7.0/0.0) 
(WS(t-60) >= 172.42499) and (RS(t-75) >= 0.6) and (RS(t-105) >= 1.2) and (RN(t-105) >= 0.6) => Class=High 
(15.0/0.0) 
(WS(t-60) >= 172.6302) and (RS(t-105) >= 0.4) and (RN(t-75) >= 0.4) and (WN(t-90) >= 209.635) => Class=High 
(13.0/3.0) 
(WS(t-60) >= 172.42499) and (WS(t-60) >= 172.74723) and (WN(t-60) >= 209.86307) and (RN(t-165) >= 0.4) 
=> Class=High (15.0/2.0) 
(WS(t-60) >= 172.42649) and (RS(t-90) >= 0.8) and (RS(t-90) >= 2) and (WN(t-60) >= 209.5176) and (WS(t-
60) >= 172.46299) => Class=High (11.0/0.0) 
(WS(t-60) >= 172.3937) and (RN(t-90) >= 0.6) and (RN(t-105) >= 1) and (WN(t-60) <= 209.5349) => Class=High 
(9.0/2.0) 
(WS(t-60) >= 172.42499) and (WS(t-60) >= 172.8517) and (RS(t-180) <= 0) and (WN(t-135) >= 209.78439) => 
Class=High (12.0/3.0) 
(RS(t-75) >= 1) and (RS(t-60) >= 3.2) and (RN(t-75) >= 1.4) => Class=High (12.0/0.0) 
(RN(t-120) >= 0.4) and (RS(t-75) >= 1) and (RS(t-105) >= 1.2) => Class=High (10.0/3.0) 
(WS(t-60) >= 172.42499) and (RN(t-120) >= 0.6) and (WN(t-60) >= 209.64842) and (RN(t-90) >= 0.6) => 
Class=High (11.0/2.0) 
(RS(t-60) >= 0.4) and (RS(t-60) >= 2.2) and (WS(t-60) >= 172.2121) => Class=High (22.0/9.0) 
(WS(t-60) >= 172.6192) and (WS(t-75) <= 172.6152) and (WS(t-60) >= 172.677) => Class=High (10.0/3.0) 
(RN(t-120) >= 0.4) and (RN(t-120) >= 1.4) and (WN(t-90) >= 209.5349) and (WN(t-150) <= 209.539) => 
Class=High (9.0/3.0) 
(WS(t-60) >= 172.43639) and (WS(t-60) >= 172.6152) and (WS(t-225) >= 172.89684) and (WS(t-165) <= 
172.91077) and (WN(t-60) >= 209.77646) and (WN(t-105) <= 210.03572) => Class=High (9.0/1.0) 
(RN(t-105) >= 0.6) and (RN(t-120) >= 2.8) and (RS(t-105) >= 1.2) => Class=High (4.0/0.0) 
(WS(t-60) >= 172.38199) and (RN(t-90) >= 2) => Class=High (6.0/2.0) 
(RS(t-90) >= 1) and (RN(t-105) >= 3.2) => Class=High (8.0/2.0) 
(WS(t-60) >= 172.43639) and (WS(t-60) >= 172.80918) and (WS(t-135) <= 172.205) and (RN(t-135) <= 0) => 
Class=High (8.0/2.0) 
(RN(t-60) >= 0.2) and (RS(t-75) >= 4.4) => Class=High (4.0/0.0) 
(RN(t-60) >= 0.2) and (RN(t-60) >= 4.8) and (WS(t-60) >= 172.1954) => Class=High (6.0/2.0) 
(WS(t-60) >= 172.63886) and (RS(t-210) >= 5.4) and (WS(t-90) <= 173.2354) => Class=High (3.0/0.0) 
(WN(t-60) >= 209.72) and (WN(t-105) <= 209.72189) and (WN(t-135) >= 209.71) => Class=High (8.0/3.0) 
Class=Low (43325.0/23.0) 
Number of Rules : 29 
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To see where the misclassifications occur the misclassified tuples were recorded. Figure 21 displays a 
histogram indicating the water level value at the cross-section of interest for all misclassified tuples in the 
baseline experiments. 
 
Figure 21: Baseline misclassification histogram 
The results of this analysis show clearly that tuples are mostly misclassified as they approach the threshold 
for the event characterization function, which was 172.75 cm for this case study. The histogram is normally 
distributed, which also shows that an equal number of misclassifications occur above and below the 
threshold.  
 
6.2 DELTA EXPERIMENTS 
The following sections describe all experiments conducted using deltas. The results of adding deltas over 
the full window size are stated. Then the results for only partially added deltas are outlined. 
 
6.2.1 DELTA OVER FULL WINDOW SIZE 
Figure 22 shows the Precision and Recall results for the ensemble over the different lead-times for data set 
3 after adding water level deltas, rainfall deltas and a combination of both (termed all deltas). The full 
results for all data sets can be found in the Appendix C. 
When comparing the ensemble results from the baseline experiments with the results after deltas were added 
it is visible that adding deltas does affect the model performance. Considering all data sets, the results show 
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that especially all deltas or just the water level deltas have a positive effect on model performance while 
rain deltas can decrease model performance going below the baseline for both Precision and Recall. 
 
Figure 22: Full window size delta precision and recall for ensemble (data set 3) 
All data sets confirm that the ensemble shows very robust results on data sets with and without deltas. 
However, in some cases, adding deltas was able to impact model performance to a great extend, e.g. the 
results for data set 5. Adding all deltas to the data set increases Precision from 0.88 to 0.93 and Recall from 
0.81 to 0.86 for 30 minutes lead-time. For a lead-time of 60 minutes, water level deltas boost Recall from 
0.67 to 0.75 while only showing a drop in Precision from 0.89 to 0.87.  
The results also show that the positive effect is greatest for the lead-times of 30 and 45 minutes. The reason 
for this could be that for a 15 minutes lead-time not much uncertainty is present so that the classifiers do 
not require the additional delta information to correctly predict the events. For a lead-time of 60 minutes, 
deltas could introduce additional noise that decreases the model performance. 
When looking at single classifier performance, adding deltas over the full window size shows the results as 
presented by Figure 23 for data set 3. The results for all data sets can be found in Appendix D. 
Often an improvement in Recall comes at the cost of a decline in Precision and vice versa. However, the 
results show that through adding deltas it is possible to improve Recall without lowering Precision at the 
same time. SimpleCart, JRip, and J48 show the biggest improvements in both Precision and Recall after 
adding deltas. SimpleCart shows the greatest improvement with only water level deltas but also 
improvements when using all deltas. The improvement is visible for all lead-times and both Precision and 
Recall, however it is more consistent and apparent in the Recall results. 
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Figure 23: Full window size delta precision and recall for single classifier (data set 3) 
For data set 5, both all deltas and water level deltas show the same Recall as the baseline for 15 minutes 
but then exceed the baseline for lead-times greater than 30 minutes by between 1.2% and 14%. Figure 24 
shows the Precision and Recall results obtained by SimpleCart for the baseline and full water level delta 
experiments as a scatter plot for all data sets and lead-times. It shows improved Recall after water level 
deltas were added over the full window size especially for the longer lead-times. Adding water level deltas 
allows to achieve a Recall of 0.8 for longer lead-times which would allow to issue flood warnings earlier 
while still accomplishing the necessary accuracy. 
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Figure 24: SimpleCart results for baseline and full water level deltas and all data sets 
JRip shows improvements like SimpleCart in a sense that it achieves the best Precision and Recall results 
when using water level deltas, but still shows improvements when using all deltas. For data set 3, JRip 
exceeds the baseline Precision of 0.69 for 60 minutes lead-time with 0.78 when using water level deltas. 
However, unlike SimpleCart this increase in Precision often causes a drop in Recall and vice versa. For 
data set 5, JRip shows a Precision of 0.74 for the baseline and with water level deltas a result of 0.81, but a 
drop in Recall. When equally combining Precision and Recall, the F-Measure still shows mostly 
improvements for all deltas and water level deltas. For data set 3, water level delta shows a higher F-
Measure than the baseline for all lead-times.  
J48 also shows improvements for Precision and Recall when using all deltas or just the water level deltas 
for all lead-times. While the improvement is not as consistent across the different lead-times and data sets 
as for SimpleCart and JRip, it still has potential to boost Precision and Recall with a high magnitude. For 
data set 2, water level deltas show better Recall results than the baseline for all lead-times with an 
improvement of between 1% and 8.5 %.  
Precision stays consistently at a high level for Random Forest whether deltas were added to the data sets or 
not. However, especially full water level deltas boost Recall performance across all data sets and lead-
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times. For data set 5, water level deltas allow for higher Recall results than the baseline for all lead-times 
with the highest increase for the lead-time of 45 minutes. Here water level deltas show a Recall of 0.77 with 
a baseline of 0.72. This is an increase of 6.9 % while at the same time Precision also increases by 2.2 % 
from 0.92 to 0.94. 
For REPTree, Precision results are inconsistent with whether adding deltas improves the performance. For 
Recall, overall water level deltas and all deltas seem to improve performance. In the case of data set 3, 
water level deltas achieve better results than the baseline for all lead-times except 30 minutes. For 45 
minutes lead-time, Recall even improves from the baseline of 0.65 to 0.8 with added water level deltas. 
This is an increase of 23.1% while Precision increases at the same time by 4.9% from 0.81 to 0.85.  
Ridor does overall improve Precision magnitude at the cost of decline in Recall when adding deltas. 
Especially for the longer lead-times, the added deltas cause Ridor to favor the majority class more, which 
causes high Precision results but low Recall. For data set 3 and a lead-time of 60 minutes, the baseline 
shows a Precision of 0.69. With all deltas or water level deltas the Precision reaches 0.8. However, at the 
same time Recall drops from the baseline of 0.74 to 0.68 for both all deltas and just water level deltas. 
For some data sets, NBTree does benefit strongly especially from all deltas but also only water level deltas. 
For data set 2, all deltas show higher Precision results than the baseline except for the 15 minutes lead-time 
with the biggest increase of 9.3 % from 0.75 to 0.82 for the 60 minutes lead-time. Data sets 1 and 5 show 
similar results, the other data sets, however, do not confirm this trend and therefore leave the overall effect 
of adding deltas for NBTree on Precision results inconclusive.  NBTree also shows improved Recall results 
mostly with all deltas however not for all data sets. Recall drops when deltas are added especially for a 
lead-time of 60 minutes.  
Throughout the delta experiments, the constructed rule-sets and decision trees were analyzed so that they 
could be compared to the rule-sets and decision trees of the baseline. Figure 25 shows the rule-set defined 
by the JRip classifier for data set 3 and a lead-time of 15 minutes when all deltas were available, while 
Figure 26 shows the rule-set created for a lead-time of 60 minutes. 
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Figure 25: JRip rules for full all deltas and 15 mins lead (data set 3) 
 
 
Figure 26: JRip rules for full all deltas and 60 mins lead (data set 3) 
(WS(t-15) >= 172.74296) and (WS(t-15) >= 172.85114) => Class=High (394.0/5.0) 
(WS(t-15) >= 172.7102) and (WS(t-15) >= 172.76619) and (WSDELTA(t-15) >= -0.0185) => Class=High 
(93.0/3.0) 
(WS(t-15) >= 172.656) and (WSDELTA(t-15) >= 0.043) => Class=High (51.0/13.0) 
(WS(t-15) >= 172.7102) and (RNDELTA(t-135) >= 0) and (WS(t-15) >= 172.77886) and (WSDELTA(t-60) <= 0.021) 
=> Class=High (15.0/1.0) 
(WS(t-15) >= 172.69236) and (WSDELTA(t-15) >= 0.0005) and (WNDELTA(t-165) >= 0.00294) => Class=High 
(5.0/0.0) 
(WS(t-15) >= 172.46) and (RS(t-60) >= 2.6) => Class=High (9.0/3.0) 
(WS(t-15) >= 172.75923) and (WN(t-15) >= 209.9018) => Class=High (8.0/1.0) 
 => Class=Low (43339.0/10.0) 
Number of Rules : 8 
 
(WS(t-60) >= 172.6622) and (WS(t-60) >= 172.90734) and (RS(t-120) >= 0.6) => Class=High (152.0/2.0) 
(WS(t-60) >= 172.58287) and (WS(t-60) >= 172.79015) and (WN(t-225) >= 209.5937) and (WN(t-105) >= 
209.9338) => Class=High (73.0/3.0) 
(WS(t-60) >= 172.5865) and (WSDELTA(t-60) >= 0.00101) and (RN(t-105) >= 0.6) and (RN(t-120) >= 1.2) => 
Class=High (52.0/3.0) 
(WS(t-60) >= 172.45137) and (WS(t-60) >= 172.7232) and (RN(t-90) >= 0.4) => Class=High (70.0/21.0) 
(WS(t-60) >= 172.42499) and (WS(t-60) >= 172.7498) and (WN(t-195) >= 209.71209) and (WSDELTA(t-60) >= -
0.00699) => Class=High (44.0/8.0) 
(RS(t-75) >= 0.6) and (RS(t-90) >= 1.2) and (WSDELTA(t-60) >= 0.004) => Class=High (65.0/14.0) 
(WS(t-60) >= 172.42649) and (RN(t-75) >= 0.6) and (WSDELTA(t-60) >= 0.04899) => Class=High (23.0/4.0) 
(WS(t-60) >= 172.38199) and (WS(t-60) >= 172.80918) and (WN(t-195) >= 209.721) and (WSDELTA(t-60) >= -
0.0405) => Class=High (21.0/2.0) 
(WS(t-60) >= 172.3937) and (WNDELTA(t-60) >= 0.00594) and (WSDELTA(t-60) >= 0.068) and (RNDELTA(t-135) 
>= 0) and (WNDELTA(t-165) >= -0.00106) => Class=High (13.0/3.0) 
(RS(t-60) >= 0.6) and (RS(t-60) >= 2.2) and (RN(t-75) >= 2.2) => Class=High (18.0/4.0) 
(WS(t-60) >= 172.495) and (WS(t-60) >= 173.14811) => Class=High (25.0/10.0) 
(WS(t-60) >= 172.38199) and (RS(t-75) >= 0.8) and (WNDELTA(t-195) >= 0.00401) and (WSDELTA(t-60) >= -
0.022) => Class=High (10.0/2.0) 
(WS(t-60) >= 172.399) and (WS(t-60) >= 172.66885) and (WSDELTA(t-150) <= -0.0215) and (WSDELTA(t-225) 
<= 0.0175) and (WS(t-210) >= 172.87983) => Class=High (12.0/3.0) 
(RN(t-105) >= 0.4) and (RS(t-105) >= 1.2) and (RNDELTA(t-120) >= 0.8) and (RS(t-150) >= 0.2) => Class=High 
(9.0/1.0) 
(RS(t-60) >= 0.8) and (RS(t-60) >= 3.2) and (RNDELTA(t-105) <= -0.2) => Class=High (4.0/0.0) 
(RN(t-105) >= 0.6) and (RS(t-90) >= 1) and (RNDELTA(t-90) <= -1.6) => Class=High (12.0/5.0) 
(RN(t-75) >= 0.2) and (RN(t-90) >= 0.8) and (RS(t-75) >= 2.6) => Class=High (6.0/1.0) 
(WS(t-60) >= 172.42499) and (RSDELTA(t-60) >= 2.2) => Class=High (4.0/1.0) 
(WSDELTA(t-60) >= 0.0015) and (WS(t-120) >= 172.44697) and (WS(t-210) <= 172.46088) and (WS(t-210) >= 
172.43132) => Class=High (8.0/2.0) 
(RN(t-120) >= 0.4) and (WS(t-60) >= 172.6485) and (RN(t-75) >= 0.8) => Class=High (4.0/0.0) 
 => Class=Low (43289.0/23.0) 
Number of Rules : 21 
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Both rules, as well as the other rule-sets and decision trees analyzed, confirm that delta variables are heavily 
used by the classification algorithms. Especially water level deltas at the cross-section of interest are 
selected which is in line with the results obtained from the baseline. For the shorter lead-times, rain deltas 
are not as important but become more important and more present in the rule-sets and decision trees with 
increasing lead-times.  
 
6.2.2 DELTA OVER PARTIAL WINDOW SIZE 
Instead of adding deltas over the full window size, deltas were added only over the first or first two 
preceding hours. Figure 27 shows the Precision and Recall results for the ensemble over the different lead-
times for data set 3. Each chart shows the results for the baseline and the deltas added over the full window 
size compared to the same deltas added only over the first or first two hours. The respective results for all 
data sets can be found in Appendix E. 
 
Figure 27: Partial window size all delta precision and recall for ensemble (data set 3) 
Adding all deltas only for the first or first two hours clearly outperforms adding all deltas over the full 
window size. The difference is especially apparent in the Recall results where the partial delta results, unlike 
the full window size deltas, stay above the baseline for all lead-times. Adding all deltas only partially seems 
to negate the drop of performance that occurs towards longer lead-times when using deltas added over the 
full window size. For data set 5 and a lead-time of 60 minutes, adding all deltas over just the first two hours 
achieves a Recall of 0.74 exceeding the baseline of 0.67 and all deltas over the full window size with a 
Recall of 0.71. Another example of how partial deltas prevent a performance drop for larger lead-times is 
data set 1. While adding full deltas exceeded the baseline for a lead-time of 30 and 45 minutes, it fell below 
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the baseline for a lead-time of 60 minutes. Adding all deltas over only the first two hours, however, 
improves the Recall of the baseline for this lead-time by 5.3% from 0.75 to 0.79. 
Adding only rain deltas, while improving model performance for some data sets and lead-times, does not 
seem to offer an overall improvement. Adding rain deltas only partially does not change this behavior as 
indicated in Figure 28 even though adding rain deltas only over the first 2 hours does improve both Precision 
and Recall performance compared to adding it over the full window size. 
 
Figure 28: Partial window size rain delta precision and recall for ensemble (data set 3) 
Data set 3 shows that rain deltas added over the first two hours outperform deltas added over the full window 
size for both Precision and Recall over all lead-times. In this case, the rain deltas over the first two hours 
show even higher Recall and Precision results than the baseline for some lead-times. The other data sets do 
show similar tendencies however not with the same consistency as data set 3.  
Adding only water level deltas over the first or first two hours achieves results for data set 3 as presented 
by Figure 29. The results for the partial water level deltas show patterns that are similar to the results 
obtained from the partial all deltas. For data set 3, adding water level deltas over only the first two hours 
improves both Precision but also Recall results compared to the baseline and compared to adding the water 
level deltas over the full window size. Especially the Recall results show a great improvement as the water 
level deltas over the first two hours show consistently better results than the baseline over all lead-times. 
For a lead-time of 60 minutes, it allows a Recall of over 0.8 which is the threshold defined by the TRCA 
for operational flood management systems. 
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Figure 29: Partial window size water level delta precision and recall for ensemble (data set 3) 
While the water level deltas over only the first hour also show promising results, the improvements are at 
a lower magnitude. The other data sets confirm this trend. For a lead-time of 30 and 45 minutes the water 
level deltas over the first two hours achieve the best results while for the other lead-times stay near the full 
window size water level deltas. 
This section discusses the results of the individual classifiers. All partial delta results for these classifiers 
can be found in tabular form in Appendix F. The single classifier results show that adding all deltas over 
the first or first two hours does improve the model performance especially for Recall and a lead-time of 60 
minutes, preventing the drop of performance that the full window size deltas are experiencing. Adding only 
rain deltas over the first or first two hours can improve Precision and Recall performance mostly for the 45 
minutes lead-time. The results still stay below the baseline for most classifiers, lead-times, and data sets. 
This again shows that rain deltas on their own rather contain noise than useful information to the underlying 
hydrological processes. However, they show improved results when combined with the water level deltas. 
Adding water level deltas only over the first or first two hours shows better improvements on the Recall 
results than on the Precision results. The biggest improvement is visible for Recall and water level deltas 
for a lead-time of 60 minutes. Although the overall results do not necessarily show an improvement 
compared to the full water level deltas for all lead-times they still stay above the baseline.  
In the following section, the effect of adding partial deltas is analyzed for every single classifier. Figure 30 
shows the Precision and Recall results for the different variations of all deltas for data set 3. 
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Figure 30: Partial window size all delta precision and recall for single classifiers (data set 3) 
Both JRip and SimpleCart show clear improvements for both Precision and Recall when adding all deltas 
only over the first and first two hours. For data set 3, when applying JRip on all deltas over the full window 
size, Recall stays above the baseline for a lead-times of 15 and 30 minutes but falls below the baseline 
starting with a lead-time of 45 minutes. With the partial all deltas, both Precision and Recall increase and 
Recall for example stays above the baseline for all lead-times except 60 minutes. For a lead-time of 45 
minutes for example Recall increases from the baseline of 0.84 to 0.90 for deltas over the first two hours. 
SimpleCart shows similar results. For data set 5 and a lead-time of 60 minutes, all deltas over the full 
window size achieve a Precision of 0.78 compared to the baseline of 0.8. Deltas only over the first two 
hours improve the baseline by 3% while also achieving the highest Recall of 0.74 compared to the baseline 
of 0.66 and the full window size results of 0.69. Noticeable is that partial deltas are especially improving 
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SimpleCart’s Recall for the longer lead-times of 45 and 60 minutes. For data set 4, using partial deltas 
allows Recall to stay on or above the baseline for all lead-times. With the full window size deltas, this was 
not the case for a lead-time of 45 minutes. For this lead-time, partial deltas improved Recall from 0.75 to 
0.83, which is an increase of more than 10%.  
 
Figure 31: SimpleCart results for baseline, full and partial all deltas and all data sets 
Figure 31 clearly supports the statement that partial all deltas improve performance for SimpleCart. They 
allow higher Recall results for longer lead-times even beyond the improvements already achieved by using 
all deltas over the full window size.  
For REPTree and NBTree, partial deltas especially improve results for longer lead-times of 45 and 60 
minutes. For NBTree, the drop in performance previously discussed for data set 3 and a lead-time of 60 
minutes decreased using partial deltas. Where before all deltas over the full window size achieved a 
Precision of 0.72 that stayed below the baseline of 0.81, the partial deltas achieve a Recall of 0.79 and are 
significantly closer to the baseline. This allows the deltas over the first hour to stay above the baseline for 
all lead-times but 60 minutes, while staying near the baseline results for 60 minutes lead-time and at the 
same time showing a higher Recall for this lead-time. As a result, deltas over the first hour show a higher 
F-Measure than the baseline and the same F-Measure for 60 minutes lead-time. For REPTree adding only 
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partial deltas does not allow Precision to go over the baseline in cases where the deltas over the full window 
size did not. On the other hand, partial all deltas improve Recall especially for the lead-time of 60 minutes. 
All deltas over the first hour consistently across all data sets shows Recall results above or on the baseline 
for 60 minutes lead-time while all deltas over the full window size showed lower or the same Recall results. 
Like REPTree, Random Forest’s Precision does not benefit from partial all deltas and mostly shows best 
results with all deltas over the full window size. However, Random Forest’s Recall magnitudes increase 
after adding deltas only partially. Using all deltas over the first or first two hours causes Recall results to 
stay above the baseline for almost all data sets and lead-times consistently. With all deltas over the full 
window size, data set 3 shows lower Recall results than the baseline. With partial deltas, Recall is above 
the full deltas for all lead-times, but 30 minutes. The other data sets confirm these findings. As a result, 
Random Forest shows consistently better F-Measure results than the baseline except for the lead-time of 45 
and 60 minutes of data set 2 and for the lead-time of 45 minutes of data set 4. 
For J48, partial deltas can improve Recall, however, not to the same extent as shown by the other classifiers 
mentioned above. Recall seems to improve especially for the longer lead-times. For data set 3, the lead-
time of 15 minutes shows best results for all deltas over the full window size with a Recall of 0.93 and the 
partial deltas tie with the baseline at 0.91. For 30 minutes lead-time, all delta variations tie at 0.89 while the 
baseline achieves a Recall of 0.82. For 45 and 60 minutes, the partial deltas achieve a Recall of 0.75, which 
is above the baseline of 0.69 and the full window size deltas results of 0.74. Ridor does not show any 
improvement for Recall or Precision and displays similar inconsistent results as when using all deltas over 
the full window size. 
The same analysis as for partial all deltas was conducted for partial rainfall deltas. Figure 32 shows the 
results of this analysis on data set 3. Even though partial rain deltas do not achieve the same Precision and 
Recall results as all deltas or just the water level deltas, for the classifiers J48 and REPTree they show 
prediction improvements compared to adding rain deltas over the full window size. For REPTree, for 
example, rain deltas over the first hour show the biggest improvements. Mostly Recall increases, but not 
enough to achieve results above the baseline. For data set 4 and a lead-time of 15 and 30 minutes, all rain 
delta variations show the same Recall as the baseline. For a lead-time of 45 and 60 minutes, rain deltas over 
the first hour show the highest Recall results with 0.78 and 0.72 compared to the baseline of 0.77 and 0.69 
and the full window size results of 0.78 and 0.69. For JRip, NBTree, Random Forest, and SimpleCart neither 
Precision nor Recall results improve when adding rain deltas only over the first or first two hours of the 
window size. 
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Figure 32: Partial window size rain delta precision and recall for single classifiers (data set 3) 
Overall, partial water level deltas similar to all deltas do have the ability to improve prediction results for 
the single classification algorithms. Figure 33 shows the Precision and Recall results for the different 
variations of water level deltas for data set 3. Similar to the partial all delta results, JRip shows 
improvements when adding water level deltas only over the first and first two hours compared to the full 
window size. The improvement is greater for water level deltas over the first two hours for both Precision 
and Recall but water level deltas over the first hour improve performance as well. For data set 1, the F-
Measure for the full water level deltas is below the baseline for all lead-times. When adding deltas only 
partially over the first two hours it stays above the baseline for all lead-times with the biggest improvement 
for lead-time 30 mins and 45 mins of 2.3%. 
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Figure 33: Partial window size water level delta precision and recall for single classifiers (data set 3) 
Like the partial all delta results, SimpleCart does improve both Precision and Recall performance through 
the use of both variations of partial water level deltas. However, the improvements have a lower magnitude 
than the ones experienced when using all deltas. For data set 1 and a lead-time of 60 minutes, water level 
deltas over the first two hours achieve a Recall of 0.75 improving the baseline of 0.69 as well as the full 
window results of 0.71, while also achieving the highest F-Measure results. Figure 34 shows the Precision 
and Recall results for SimpleCart comparing the baseline with the full water level deltas and the water level 
deltas over the first two hours. Figure 34 confirms the previous analysis and shows that water level deltas 
over the first two hours improve especially Recall performance for longer lead-times. 
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Figure 34: SimpleCart results for baseline, full and partial water level deltas and all data sets 
Random Forest shows a similar trend for partial water level deltas than it does for partial all deltas as 
described earlier. While Precision stays constant, Recall shows a clear improvement for the longer lead-
times compared to the full window size water level deltas. Adding deltas over the first and first two hours 
show similar improvements. For data set 1, Recall for full water level delta was below the baseline for 15 
and 60 minutes lead-times. With both partial water level deltas, Recall stays above baseline for all lead-
times. For 45 minutes, Recall improves from the baseline of 0.72 and the full water level delta results of 
0.75 to 0.77 for water level deltas over the first two hours. 
Unlike for the all delta experiments, Ridor does show improved performance when adding water level deltas 
only over the first or first two hours. Especially water level deltas over the first hour improves the Recall 
results increasingly with increasing lead-time. Yet, this also causes a decrease in Precision in some cases. 
For data set 1, water level deltas over the first hour show the best F-Measure results across all lead-time. 
The highest improvement is achieved over a lead-time of 60 minutes where water level deltas over the first 
hour achieve an F-Measure of 0.77 with a baseline of 0.74 and the full water level deltas at 0.72. This is the 
result of an increased Recall while keeping the Precision close to the baseline. For the lead-time of 60 
minutes, water level deltas over the first hour show a Recall of 0.78, which is an improvement of 25.8% to 
the full water level deltas and 13% to the baseline. 
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While partial water level deltas show some improved performance for NBTree, the results are inconsistent 
over the different data sets and lead-times. For data set 3 and a lead-time of 60 minutes, NBTree using 
water level deltas over the full window size achieves a Recall of 0.74, which is below the baseline of 0.75. 
Water level deltas over the first hour achieves a Recall of 0.79. For a lead-time of 45 minutes in contrast, 
water level deltas over the first hour achieve the lowest Recall of 0.77 with a baseline of 0.8.  
For both REPTree and J48, partial water level deltas neither increase nor decrease the model performance. 
 
6.3 INFORMATION GAIN AND RELIEF ALGORITHM FOR VARIABLE SELECTION 
To support the results of the exploratory computations, two filter approaches for subset selection, 
Information Gain and Relief, were applied. Both approaches were readily available from the R package mlr 
using the generateFilterValuesData function (Bischl, 2018). Information Gain is a common measure for 
variable relevance that is either applied using the filter approach or embedded in classification algorithms 
such as J48 and JRip. The Relief algorithm has successfully been applied to variable selection problems in 
different areas (Gore & Govindaraju, 2013; Koutanaei et al., 2015). Both Information Gain and Relief 
results support the assumption that the delta variables supply relevant information for the prediction task.  
For both Information Gain and Relief water level variables from the cross-section of interest, sensor WS, 
achieve the highest results within 60 minutes before the actual event. The closer they are to the actual event, 
the higher is their relevance. As a result, the measured water level values 15 minutes before the event show 
the highest results with an Information Gain of 0.0615 and a Relief value of 0.1911. Close to the results of 
the actual water level values are the results of the deltas derived from the same location and time stamps. 
For Information Gain deltas from sensor WS 30 minutes before the event achieve the sixth highest results 
with 0.0355. For Relief, deltas from sensor WS and 15 minutes before the event achieve the third highest 
results of 0.1174. Both filter methods also agree that water level deltas from sensor WS have a higher 
importance than variables from sensor WN. While Information Gain shows moderate to low results for 
variables from WN, Relief clearly identifies this location to be the one producing the lowest ranking 
variables overall for all time stamps and both actual water level values and their deltas.  
Both methods also agree that rainfall variables and their deltas are lower ranked than the water level 
variables and deltas from the cross-section of interest at location WS. It is also apparent that rainfall 
variables and their deltas show bigger Information Gain and Relief values from 45 minutes to 2 hours before 
the actual event. Before and after this period they show lower results. The rainfall variable with the highest 
Information Gain was measured at the location RS, 105 minutes before the event, with an overall rank of 
19 and an Information Gain of 0.0251. At the same time, the rainfall variable with the lowest Information 
57 
 
Gain was measured 15 minutes before the event at sensor RN. This can be explained by the fact that the 
result of a heavy rainfall at location RN must first flow south before it can result in a flood event at location 
WS which takes longer than 15 minutes. Relief supports these findings with the highest-ranking rainfall 
variable measured at location RS, 45 minutes before the event, with a rank of 7 and a Relief value of 0.0735. 
The lowest-ranking rainfall variable was measured at the same location, 240 minutes before the event, with 
a Relief value of 0.0013. In this case, heavy rainfalls cause the flash floods to occur less than 240 minutes 
before the event so that earlier rainfall measurements are not relevant. For both Information Gain and Relief, 
rainfall variables from both locations achieve similar results. For both locations, the derived delta variables 
show lower Information Gain and Relief values compared to the actual rainfall values. For Information 
Gain, the highest rainfall delta variable is from location RS, 90 minutes before the event, with a rank of 38 
and an Information Gain of 0.0214. For Relief, the highest-ranking rainfall delta variable is at location RN, 
45 minutes before the event, at a rank of 26 and a Relief value of 0.0307.  
The overall findings that water level deltas achieve higher Information Gain and Relief results than rainfall 
deltas support the earlier findings that showed a better model performance when water level deltas were 
added than rainfall deltas. Furthermore, the results show that water level deltas achieve highest Information 
Gain and Relief values closest to the actual event and decrease in relevance the further they are in the past. 
This supports the findings of the partial delta experiments that showed an improvement in model 
performance when water level deltas were only added over the beginning of the window size closest to the 
event. It also explains why doing the same with rainfall deltas did not result in a similar increase as rainfall 
deltas show highest Information Gain and Relief towards the middle of the window size between 45 minutes 
and 2 hours before the event. Especially for the short lead-times, this means that many of the non-relevant 
rainfall deltas closer to the event could have introduced noise, affecting model performance. The complete 
Information Gain and Relief results can be found in Appendix J and K respectively. 
 
6.4 IMBALANCED DATA EXPERIMENTS 
This chapter presents the results of the imbalanced data experiments. All experiments were conducted on 
data sets containing no deltas (baseline) and all deltas. The reason for this is to see if the methods applied 
cause different results on data sets containing delta variables and on those who do not. The previous 
experiments have shown that the combination of water level and rainfall deltas provides important 
information about the underlying hydrological processes. Therefore, the decision was made to use all deltas 
for the imbalanced data experiments. The following results show that in both cases the applied methods 
affect model performance in a similar way. Even though future experiments could include applying the 
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methods to data sets with only water level deltas, the results are not expected to vary from the results 
retrieved so far. 
Figures 35 and 36 show the impact of the SMOTE and Tomek links technique on the ensemble results as 
well as the results for both techniques combined. While Figure 35 shows the results on the baseline data 
sets, Figure 36 shows the results on the data sets containing all deltas over the full window size. The 
ensemble results for all data sets are listed in Appendix G. 
 
Figure 35: Precision and recall for imbalanced data techniques on baseline (data set 3) 
 
 
Figure 36: Precision and recall for imbalanced data techniques on full all deltas (data set 3) 
59 
 
Both figures show clearly that applying the SMOTE or Tomek links techniques cause an increase in Recall 
at the cost of a decline in Precision. Across all data sets, combining both methods shows the highest Recall 
improvement as well as the lowest Precision decline. Comparing the SMOTE and Tomek links techniques 
they achieve similar results and there is no clear winner over the different lead-times and data sets. Both 
SMOTE and Tomek links, therefore, cause the classifier to favor the minority class, which explains the 
drop in Precision and the increase in Recall. Furthermore, there is no difference between the effect of Tomek 
links and SMOTE on the data sets without any deltas and the data sets that contained all deltas over the full 
window size. 
The results of the single classifiers show clearly that applying the Tomek links and SMOTE methods have 
the same effect on the single classifier than they have on the ensemble. It also seems that the longer the 
lead-time, the higher is the increase in Recall and the decrease in Precision. Overall SMOTE shows slightly 
better Recall and Precision results than Tomek links. 
To see how the different classification algorithms react to the applied techniques, the figures 37 and 38 
show the results for the single classifier on data set 3. Figure 37 shows the affect on the baseline and Figure 
38 on data sets using all deltas over the full window size. The results for the remaining data sets can be 
found in Appendix H for the baseline results and in Appendix I for the all delta results. 
Most classification algorithms react to the SMOTE and Tomek links method in a similar way. JRip, 
NBTree, Random Forest, REPTree and SimpleCart show improved Recall at the cost of decreased Precision 
across all data sets and lead-times. 
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Figure 37: Baseline precision and recall for single classifiers after applying imbalanced data techniques (data set 3) 
Overall, SMOTE provides better results than Tomek links when comparing the F-Measure. However, for 
specific classifiers, this changes depending on the lead-time, data set, and whether no deltas or all deltas 
are being used. Therefore, there is no clear winner for a single classifier. REPTree shows the biggest impact 
for both techniques with the highest increase in Recall but also the highest decrease in Precision. For data 
set 3 and a lead-time of 60 minutes, REPTree shows a Recall of 0.81 when applying SMOTE on the all 
deltas data set compared to the initial all delta result of 0.64. This equals an increase in Precision of 26.6%. 
On the other side, Precision decreases from 0.79 to 0.75 by 5%. For JRip and the same data set and lead-
time, SMOTE increases Recall by 7.8% from 0.77 to 0.83 while also increasing Precision from 0.7 to 0.72 
by 2.9%. For NBTree SMOTE increases Recall by 4% from 0.75 to 0.78 while increasing Precision from 
0.72 to 0.77 by 6.9%. 
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Figure 38: All deltas precision and recall for single classifiers after applying imbalanced data techniques (data set 3) 
For SimpleCart SMOTE increases Recall by 5.3% from 0.75 to 0.79 and but decreases Precision from 0.76 
to 0.69 by 10.1%. Figure 39 shows how applying the SMOTE and Tomek links techniques affects the 
prediction results for SimpleCart. It confirms the positive effect on SimpleCart’s Recall when using 
SMOTE and Tomek links for all lead-times. This allows even predictions on a lead-time of 60 minutes to 
be close to or above the TRCA threshold of 0.8.   
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Figure 39: SimpleCart results for all deltas and after applying SMOTE and Tomek links on all data sets 
For Random Forest, Precision declines when using Tomek links or SMOTE. However, the Precision results 
stay above 0.8 for all lead-times. Using Tomek links, SMOTE or both combined shows higher Recall results 
than the baseline or the all delta results across all data sets and lead-times. With a few exceptions, SMOTE 
shows higher Recall than Tomek links. For data set 3 and using all deltas, SMOTE allows Recall results to 
stay above the 0.8 threshold for all lead-times while at the same time keeping Precision above 0.9. As a 
result, Random Forest shows the same F-Measure with and without SMOTE for lead-times of 15 and 30 
minutes on the all deltas data sets. For the lead-times of 45 and 60 minutes, however, using SMOTE 
increases the F-Measure especially for the lead-time of 60 minutes from 0.82 to 0.86 by 4.9%.  
For most lead-times and data sets, J48 shows similar behavior to the classification algorithms mentioned 
previously. However, in some cases, using SMOTE decreases Recall and increases Precision instead. For 
data set 3 and all deltas, J48 shows lower Recall with SMOTE than without for all lead-times while it shows 
the highest Precision results. While J48 shows a behavior that is not consistent with the other classification 
algorithms for only some of the data sets and lead-times, Ridor shows completely dissimilar results. In the 
case of Ridor, results vary highly from one lead-time to another. For data set 3 and all deltas, using no 
imbalanced data technique allows for the best Precision results for all lead-times except 30 minutes. For 
the lead-time of 30 minutes, SMOTE and Tomek links suddenly show Precision results that are 10.3% to 
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15.4% higher than when no technique is used. The Recall results show the reversed pattern so that for a 
lead-time of 30 minutes using no technique returns Recall results that are 6.8% to 19.2% higher than when 
using Tomek links or SMOTE. Other data sets show similar inconsistent behavior.   
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7 CONCLUSIONS 
While the results of the experiments were obtained on data collected at Spring Creek watershed, given that, 
hydrological processes exhibit common dynamics in highly urbanized watersheds, the findings allowed to 
propose a framework useful for short-term flash flood predictions at small urbanized watersheds. The 
framework relies on data collected by a flood monitoring network providing water level and rainfall 
measurements from multiple observation sites. The framework is an extension of the framework proposed 
by Erechtchoukova et al. (2016).  Figure 40 outlines the steps of the framework which are then explained 
in more detail. 
 
Figure 40: Framework for short-term flash flood prediction at small urbanized watersheds 
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Step 1: Data input 
The framework issues data collected by a flood monitoring network on water level and rainfall. Data are 
obtained using stream and rain gauges installed on multiple observation sites. 
 
Step 2: Preliminary analysis 
Before the data can be transformed into a phase space, the hydrological processes of the watershed must be 
analyzed. This can be done using a visual or computational approach. The goal of this preliminary analysis 
is to understand the relationship between different observation sites and between observed rainfall and 
water level. The data analysis should answer the following questions: 
• Which period before the flood contains relevant information? 
• How long does it take for a change at an upstream location to affect the cross-section of interest? 
• What is the temporal scope of a flood event? 
The answers to those questions will determine the data granularity for the phase space, the attempted lead-
times, and the overall window size. 
 
Step 3: Adding deltas  
Deltas must be added to the consolidated time series containing data for all observation sites and over the 
full window size.  
 
Step 4: Creating the augmented phase space 
First, the phase space is reconstructed with the added deltas using the time-delay embedding approach for 
multiple observation sites. After the phase space has been reconstructed, the event characterization function 
is applied based on a threshold for the cross-section of interest that is based on historic events retrieved 
during the preliminary analysis. This results in an augmented phase space. 
 
 
 
66 
 
Step 5: Division into training set and testing set 
The augmented phase space must be separated into a training and testing set. Both training and testing set 
should contain tuples from hydrological wet and dry years. To get a better estimate of the generalization 
error, multiple training and testing sets should be created by splitting the tuples differently into the two sets. 
The distribution of high to low flow events should remain constant for each set and should reflect the overall 
distribution of the collected data. 
 
Step 6: Computational experiments for feature selection 
This step involves computational experiments to determine which observation sites and deltas should be 
added and over what extent of the window size. The computational experiments can follow the examples 
of this study where different combinations of variables are added to the phase space and the resulting model 
performance is observed using Precision and Recall. Which variables are added and removed from the 
phase space should be guided using knowledge of the hydrological domain to ensure that the final set of 
variables chosen for the prediction task reflects the underlying hydrological processes. Additionally, the 
experiments should be conducted using multiple classification algorithms or ensembles because, according 
to the ‘no free lunch theorem’, the same classifier performs differently on different data sets and different 
classifiers perform differently on the same data set. The goal of this step is to obtain a data set that can be 
used to train the inducers while optimizing model performance. 
 
Step 7: Applying imbalanced data techniques (optional) 
If it is necessary to further boost Recall results for the flood prediction, imbalanced data techniques such as 
SMOTE and Tomek links can be applied. As this generally comes with a decrease of Precision, the decision 
to apply an imbalanced data technique should be considered carefully. 
 
Step 8: Classifier/ensemble selection 
Based on the results of the computational experiments, one or multiple classifiers combined into an 
ensemble must be chosen for the prediction task. This and previous studies have shown that classifier 
ensembles allow for more robust results. Although for some data sets and lead-times used during this study, 
single classifiers were able to achieve better prediction results than the ensemble, using ensembles showed 
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overall higher and more stable results across all lead-times and data sets. Consequently, the 
recommendation for this framework is to use a classifier ensemble for the prediction task. 
 
The results of the experiments conducted show that data preprocessing techniques which transform the 
original data sets can improve performance of the models developed by training classification algorithms 
on the corresponding phase spaces. When adding derivatives, it is essential to choose the most informative 
ones and to avoid the others that introduce noise. Another reason to select the most important variables is 
that additional variables increase the size of the data sets and, hence, increase training and prediction time.  
The results have shown that in the context of hydrological modeling, the importance of a variable depends 
highly on the type of information that is measured, as well as the location of the sensors in respect to the 
cross-section of interest, the lead-time of the prediction, and the position within the prediction window. For 
the Spring Creek, Ontario, Canada, the results indicate that the changes in water level provide more 
information, resulting in an increase in model performance, compared to changes in rainfall. Based on the 
outcome of the applied filter methods for variable selection, water level changes carry more information at 
the cross-section of interest than at upstream locations. This is supported by the knowledge from the 
hydrology domain. The experiments showed that adding variables over only part of the prediction window 
size has the potential to increase model performance as well. The reasoning behind this lies in the 
characteristic of the underlying processes leading to the hydrological event. Changes at an upstream 
location such as heavy rainfall or an increase in water level will affect downstream locations with a certain 
delay. As a result, data collected from upstream locations will likely not contain important information for 
time stamps too close to the actual event. Another factor to consider is the time frame prior the actual 
hydrological event since the corresponding variable may carry important information. In the case of the 
Spring Creek, flash floods occur within three hours a heavy rainfall event, with the greatest changes in 
rainfall and water level usually occurring even closer to the flood. This was also reflected in the experiment 
results that showed that adding changes in water level only over the first or first two hours of the data set 
shows better results than adding the deltas over the full window size. This is especially the case for longer 
prediction lead-times of 45 and 60 minutes and allows mitigating the drop in performance that is visible for 
these lead-times when deltas are added over the full window size. 
Experiments were conducted both using an ensemble of classifiers and single classifiers. As expected, the 
ensemble showed more robust results while the results of single classifiers showed a higher spread between 
the results for the different lead-times and data sets. How the single classifiers reacted to the added deltas 
also varied from one to the other. SimpleCart, JRip, and J48 showed the highest improvements after adding 
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the delta variables for both Precision and Recall while Random Forest showed the most consistent results 
across all experiments. Precision mostly stayed at the same high level but Recall results improved with 
added deltas. RepTree and NBTree initially showed a drop in Precision and Recall when deltas were added 
for longer lead-times. This drop was mitigated by adding the deltas only over the first and first two hours. 
Ridor showed the most inconsistent results across all experiments with the highest spread. There was no 
obvious pattern visible and results varied highly from one lead-time to another or across the different data 
sets.  
 Overall, the addition of water level deltas or in combination with rainfall deltas showed an improvement 
of about 5% to 9% in the prediction of both floods and low-flow events. Applying Tomek links SMOTE 
overall increased the model performance of floods at the cost of an increase of misclassification of low-
flow events. 
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Appendix C: Full Window Size Delta Ensemble Experiments Result Table 
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Appendix I: Imbalanced Data Experiments All Delta Single Classifier Results Table
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Appendix J: Information Gain For All Variables 
 
Location Information Gain 
WS t-15 0.061523 
WS t-30 0.053865 
WS t-45 0.046884 
WS t-60 0.040668 
WS t-75 0.035853 
WS DELTA t30 0.035544 
WS DELTA t15 0.035008 
WS DELTA t45 0.034182 
WS DELTA t60 0.032938 
WS t-90 0.031643 
WN t-15 0.030974 
WS DELTA t-75 0.030058 
WN t-30 0.028768 
WS t-105 0.028272 
WS DELTA t-90 0.02787 
WN t-45 0.026628 
WS DELTA t-105 0.025993 
WS t-120 0.0253 
RS t-105 0.025149 
RS t-120 0.025137 
RN t-120 0.024676 
WN t-60 0.02457 
WN DELTA t-45 0.024293 
RN t-135 0.024292 
WN DELTA t-60 0.024227 
WS DELTA t-120 0.024 
RS t-90 0.023901 
RN t-105 0.023887 
RS t-135 0.023788 
WN DELTA t-30 0.02343 
WS t-135 0.02297 
WN DELTA t-75 0.022781 
WN t-75 0.022753 
RN t-90 0.022019 
RS t-75 0.021839 
RS t-150 0.021568 
WN DELTA t-15 0.021499 
RS DELTA t-90 0.021485 
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RN t-150 0.021485 
WS DELTA t-135 0.021479 
RS DELTA t-105 0.021413 
WN DELTA t-90 0.021181 
WS t-150 0.020972 
WN t-90 0.020944 
RN DELTA t-120 0.020805 
RS DELTA t-120 0.020768 
RN DELTA t-105 0.020452 
RS t-165 0.019887 
RS DELTA t-75 0.019842 
WN t-105 0.01977 
RN DELTA t-90 0.019691 
WS DELTA t-150 0.019682 
RN DELTA t-135 0.01959 
RN t-165 0.019516 
RN t-75 0.019412 
WN DELTA t-105 0.019394 
WS t-165 0.019306 
RS DELTA t-135 0.019273 
RS t-60 0.018974 
WS t-180 0.0183 
WN t-120 0.018296 
RN DELTA t-75 0.018284 
RS DELTA t-150 0.018183 
WS DELTA t-165 0.018002 
RS t-180 0.017999 
RN t-180 0.017746 
RS DELTA t-60 0.017739 
WN DELTA t-120 0.017726 
WN t-135 0.01734 
RN DELTA t-150 0.017328 
WS t-195 0.016962 
RS DELTA t-165 0.016877 
WS DELTA t-180 0.016559 
RS t-195 0.016557 
RN t-60 0.016548 
WN t-150 0.016437 
WS t-210 0.016224 
RN t-195 0.016051 
WN t-165 0.015913 
RN DELTA t-165 0.015741 
RN DELTA t-60 0.015653 
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WS t-225 0.015627 
WN DELTA t-135 0.015546 
RS t-45 0.015427 
RS DELTA t-180 0.015388 
WN t-180 0.015351 
WS DELTA t-195 0.015296 
WS t-240 0.015239 
RS DELTA t-45 0.015042 
RS t-210 0.014897 
WN t-195 0.014664 
RN t-210 0.014529 
RS DELTA t-195 0.01443 
RN DELTA t-180 0.014393 
WN t-210 0.014264 
WS DELTA t-210 0.014247 
WN t-240 0.013903 
WN t-225 0.013884 
RN t-45 0.013749 
RS t-225 0.013524 
RN DELTA t-195 0.013516 
WN DELTA t-150 0.013473 
RN DELTA t-45 0.013404 
RN t-225 0.013158 
RS DELTA t-30 0.013117 
WS DELTA t-225 0.012994 
RS DELTA t-210 0.012827 
RS t-30 0.012565 
RS t-240 0.012321 
WS DELTA t-240 0.01207 
WN DELTA t-165 0.011993 
RN DELTA t-210 0.01184 
RN t-30 0.011496 
RN t-240 0.011431 
RS DELTA t-225 0.011297 
WN DELTA t-180 0.011221 
RN DELTA t-30 0.011186 
RS DELTA t-15 0.011071 
RN DELTA t-225 0.01078 
RS DELTA t-240 0.010345 
WN DELTA t-195 0.010235 
RS t-15 0.01022 
RN DELTA t-240 0.009911 
RN DELTA t-15 0.009776 
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WN DELTA t-210 0.009645 
RN t-15 0.009608 
WN DELTA t-225 0.009096 
WN DELTA t-240 0.00891 
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Appendix K: Relief Values For All Variables 
 
Location Relief 
WS t-15 0.191089 
WS t-30 0.1416 
WS DELTA t-15 0.117419 
WS t-45 0.105496 
WS DELTA t-45 0.095591 
WS DELTA t-30 0.086372 
RN t-45 0.073529 
WS t-60 0.066004 
RS t-60 0.057436 
WS t-75 0.053825 
RS t-105 0.049744 
RN t-60 0.04902 
RS t-120 0.045641 
RS t-75 0.04359 
WS t-90 0.040941 
RS t-45 0.040769 
WS t-105 0.03775 
RN t-75 0.037255 
RS t-90 0.037179 
RN t-105 0.036667 
RN t-30 0.036471 
RS t-165 0.035641 
WS t-120 0.033799 
WS DELTA t-75 0.032758 
WS DELTA t-60 0.0324 
RN DELTA t-45 0.030658 
WS t-135 0.030552 
RS DELTA t-60 0.030303 
RS DELTA t-150 0.030101 
RS DELTA t-165 0.029899 
RN t-15 0.02902 
RS DELTA t-30 0.028485 
WS t-150 0.028116 
RN DELTA t-30 0.0275 
WS t-195 0.027329 
WS t-165 0.02732 
WS t-180 0.02723 
WS t-210 0.026935 
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WS t-225 0.026333 
WS t-240 0.025905 
RS t-135 0.025897 
RN t-120 0.025294 
RS t-30 0.025128 
RN DELTA t-60 0.023684 
RN t-90 0.022549 
RS DELTA t-45 0.020808 
RN t-135 0.020588 
RN DELTA t-75 0.0175 
RS t-150 0.017436 
RS t-15 0.017179 
RS DELTA t-120 0.015556 
RN DELTA t-15 0.015526 
RN t-210 0.014902 
RS DELTA t-180 0.013535 
RN t-150 0.013333 
RS t-225 0.012821 
RN t-165 0.011961 
RN t-195 0.011373 
RS DELTA t-135 0.010707 
RS t-195 0.010256 
RS t-240 0.010256 
RS DELTA t-15 0.009899 
RS DELTA t-90 0.009899 
WS DELTA t-105 0.00981 
RN DELTA t-90 0.009474 
RN t-180 0.009216 
WS DELTA t-90 0.008839 
WS DELTA t-120 0.008453 
WS DELTA t-135 0.008347 
RS DELTA t-105 0.008081 
RS DELTA t-210 0.008081 
RN DELTA t-135 0.008026 
RN DELTA t-120 0.007895 
RS t-210 0.007692 
RN DELTA t-105 0.007632 
RS t-180 0.006923 
RN DELTA t-150 0.006184 
RN DELTA t-180 0.006184 
RN DELTA t-210 0.006053 
RN t-225 0.005882 
RN t-240 0.005882 
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RN DELTA t-225 0.005263 
RS DELTA t-75 0.005051 
RN DELTA t-195 0.005 
WS DELTA t-150 0.004053 
RN DELTA t-165 0.003421 
WN t-15 0.0024 
WN t-30 0.00226 
WN t-45 0.002092 
RS DELTA t-195 0.00202 
RS DELTA t-225 0.00202 
RS DELTA t-240 0.00202 
WN t-60 0.001896 
WN t-75 0.001635 
WN t-90 0.001497 
WN t-105 0.001465 
WN t-120 0.001436 
WN t-135 0.00141 
WN t-150 0.001391 
WN t-240 0.001372 
WN t-210 0.001368 
WN t-225 0.001364 
WN t-195 0.001364 
WN t-165 0.001363 
WS DELTA t-210 0.001349 
WN t-180 0.001343 
RN DELTA t-240 0.001316 
WS DELTA t-195 0.000939 
WS DELTA t-165 0.000938 
WS DELTA t-225 0.000874 
WS DELTA t-180 0.000611 
WS DELTA t-240 0.0004 
WN DELTA t-75 0.000131 
WN DELTA t-60 0.000126 
WN DELTA t-45 7.66E-05 
WN DELTA t-30 6.85E-05 
WN DELTA t-15 6.58E-05 
WN DELTA t-90 6.34E-05 
WN DELTA t-105 4.48E-05 
WN DELTA t-120 1.86E-05 
WN DELTA t-150 1.14E-05 
WN DELTA t-240 1.07E-05 
WN DELTA t-210 5.39E-06 
WN DELTA t-135 3.44E-06 
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WN DELTA t-180 3.93E-07 
WN DELTA t-225 -2.43E-07 
WN DELTA t-165 -1.21E-06 
WN DELTA t-195 -6.85E-06 
 
