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1. INTRODUCTION 
In this paper we consider linear differential systems of the form 
w’(z) = A(x) w(z). (1.1) 
Here w(z) is the column vector (W,(Z),..., w,(z)) and A(z) is the n x n matrix 
(a&))~, where the 112 analytic functions ai&z) are regular in a simply 
connected domain D, cc) # D. We investigate the behavior of the solution 
vectors w(z) with respect to their length (j zu(s)[j and with respect to their 
direction. 
It may happen that for each (nontrivial) solution w(z), 
g; II w(4ll = f-(W) > 0, 
and 
sup /I zu(z)il = R(w) < co. 
.zED 
U-2) 
If, moreover, also 
R(w) -=l<<, ““,P I 
then we shall say that the solutions of the system (1.1) are of bounded norm 
Y&O in D. Equation (1.3) is equivalent to 
(1.4) 
where now the supremum is taken over all solutions w(z) of (1.1) and over all 
pairs of points in D. Here 11 w/I may be any vector norm, but the most 
elementary geometrical interpretation is obtained for the euclidean norm 
II w II2 = EL I WK I > 2 lj2. w(z) is then considered to be a vector in complex 
n-dimensional euclidean space C” or, equivalently, in real 2n-dimensional 
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euclidean space R2PZ, and the solutions of the system (1.1) are of bounded 
norm ratio if each solution w(x) remains in a spherical shell with positive 
radii r(M) and R(w) such that sup,(R(w)/r(w)) < 00. 
In P , or lizVZ 3 the angle between two nonzero vectors w = (wr ,..., wo,) 
and ZZ = (tir ,..., 7z’,j, wk = uk + iv, , zf& = I, + iV2 , 15 = I,..., n, is given 
by 
Re(w, $?I> 
arc cos II w II2 II c II2 * 
Here (w: ~5) is the inner product x:‘,“=, w,&; hence 
It may happen that for each solution w(x) 
W44, zu(d) sup arc cos 11 w(x1)~12 1 w(xe)l[, = a(W) < 7i* 11 .Z ED (1.5) 
If, moreover, also 
sup “(W) = CL < ?T, U-6) 
2” 
then we shall say that the solutions of the system (1.1) are of bounded direction 
clznnge in D. Equation (1.6) is equivalent to 
where the supremum is taken over all solutions w(x) of (1 .l) and over all pairs 
of points in D. The validity of (1.7) implies that each solution w(x) remains 
in a cone in R”” whose semiangle at the vertex w = 0 is at most Al; any line 
defined by w(x), for arbitrary z in D, may serve as axis of such a cone. Con- 
versely, if each solution w(x) remains in a cone, with axis dependent on the 
solution, but such that the semiangle at the vertex is at most 42, then (1.7) 
holds. The case a = 42, which is of special interest, was considered by 
Nehari [7]. He called the system (1.1) subortlzogonal in D if, for all solutions 
W(Z) and for all pairs of points in D, Re(w(z,), w(zs)) > 0. 
The supremum of the norm ratio and the supremum of the direction change, 
taken over al1 solutions of the system (I. 1) and over all pairs of points in D, 
depend only on the matrix A(x) and on the domain D. It seems thus natural 
to search for relations between the norm 1) A(z)\\ and these suprema. For 
a given vector norm /I zu 11, we consider always the induced matrix norm 
11 A (1 = SUP~+~((( Au II/Ii w II), (A = (a&, w = (zur ,..., ~0~~)). The euclidean 
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vector norm I] w jja induces the spectral norm jl A ;[s = P(AA*). (Here 
A* = (g& and h(AA*) is the maximal characteristic value of AA*.) In 
Theorem 2, we apply also the supremum norm /I w ljco = rnax,G,gn 1 wlc ] and 
the corresponding induced maximal-row norm 11 A I/= = max,~:i~~ cb, j aik 1. 
The components w&) of the solution vector w(z) and the elements a&z) 
of the matrix A(x) are analytic functions regular in the domain D. It thus 
follows that the norms (/ w(x)il and II A(x)!1 are continuous subharmonic 
functions in D [lo]. For the proof of the last theorem (Theorem 4) we need 
more; namely, that these norms are of class PL. We thus conclude this paper 
with the definition of this class and some remarks on it. We use some of the 
material given in [IO] and [12], and we also rely on some of Nehari’s methods 
of [7], but we have tried to keep this paper self contained. 
2. SYSTEMS WITH SOLUTIONS OF BOUNDED NORM RATIO 
THEOREM 1. Let the analyticfunetion ailc(z), i, k = l,..., n, be regular in 
a simply connected domain D not containing x = oz. Let I’ be the boundary of D 
and set A(z) = (a&z)); . Let the matrix norm 11 A II be induced by the vector 
norm ( j w ; [ and assume that 
s ;/ A(x)]/ / dx ’ = 2k, k > 0. (2-l) r 
Then, fbr every nontrivial solution w(x) of the system 
w’(z) = A(x) w(x), (1.1) 
and for every pair of points .zl and x2 in D, the inequality 
II 4~2)ll < ek 
/I W(~l>ll (2.2) 
holds. 
Proof (cf.[lO]). We first let D be the unit disk. We thus assume that A(z) 
is of class Hr in ) z / < 1. Equation (2.1) is in this case the assumption 
5 s 2n I( A(reie)ll de = 2k. 0 
We note that I(r) = sr jj A(regZ)jI do, 0 < Y < 1, is, as integral mean of the 
subharmonic function [I A(x)/l, a nondecreasing function of r; hence, 
s 2s 11 A(reiO)ll Y d6’ < 2k, O<r<l. (2.4) 0 
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Let x1 and zg be given points in the unit disk and let p, 0 < p < 1, be such 
thatjzij <p,i=1,2.Letx=$(<)b e a linear transformation of the disk 
1 z 1 < p onto itself. The system (1.1) transforms into the system 
where 
and 
w’(S) = B(S) f-40, (2.5) 
4) = 4wx=+4), (2.5’) 
W) = $‘(1) 4K)). (2.5”) 
j z j = p is transformed onto j { j = p and (2.5”) and (2.4) imply 
We assume now that the mapping x = $([) of i x / < p onto 1 c [ < p was 
so chosen that <r = +“(z+) = r, 5, = ~$-t(za) = -Y, 0 < T < p. As 
j’isiSr [[ B([)j[ 1 d[ 1 < 2R, it follows that at least for one of the semicircles 
j 5 1 = I’, connecting & and 5, , we have 
Let now 
be the matrix differential equation which corresponds to the vector differential 
equation (2.5) and let 9(t) = (w&J);” be its fundamental solution satisfying 
Q(L) = I=(%,): * (2.7’) 
By the Peano-Baker method of solution, we obtain 
where the integra1 from & to 5, is taken along the above semicircle and the 
other integrals, from & to [, etc., are taken along arcs of this semicircle. 
(2.8) yields 
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For every induced matrix norm (1 A 11, we have jj 111 = 1. We also note that 
jiy II fYOli /c:ll W’)li I 4 I I 4 I = $ (icy II Wi I 4 i)‘, 
and similar equalities hold for the following terms of (2.9). This and (2.6) give 
11 Q((,)ll < 1 + k + ;; + -.- = ek. (2.10) 
By (2.3, (2.7), and (2.7’) we have 
43 = Q(5) 4-l;) 
for any vector solution w(c) of (2.5); in particular 
w(i,) = Q(L) w(&). 
Using now that the matrix norm was induced by the vector norm and 
Eq. (2.10), we obtain 
We thus proved that 
and, as z”i = d(LJ, i = 1, 2, we obtain by (2.5’) the desired inequality (2.2) 
and we thus proved the theorem for the unit disk. 
For the general case, let D be a domain in the z-plane and let x = #([) be 
the mapping function from 1 5 1 < 1 onto D. The system (1.1) (z E D) 
transforms into the system (2.5) (I % 1 < I), and Eqs. (2.5”) and (2.5’) show 
that both the assumption and the conclusion of the theorem are invariant 
under this mapping. The validity of the theorem for the unit disk implies thus 
its validity for an arbitrary simply connected domain D. In this general case, 
the integral in Eq. (2.1) has to be interpreted as the limit, for Y -+ 1, of 
integrals taken along the level lines r, , 0 < P < 1, of the function 5 = d-‘(z). 
Theorem 1 is sharp. For ezwy vector norm and the corresponding induced 
matrix normY for every simply connected domain D, co 6 D, for evuy k and E, 
0 < E < k, azdfoT every pair of points zl and zg in D, there exists a system (1. l), 
satisfying Eq. (2. l), such that for all its nontrivial solutions zu(.z) the equality 
holds. 
m = ef,.--E 
!I W(%)ll 
(2.2’) 
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We first prove this statement in a special case. Let k and E be given, 
0 < E < k, set .zl = -(k - .5)/2, x, = (k - ~)/2, and let r be an ellipse 
of length 2k containing x, and x2 in its interior D. Let the order n of the 
system be given, n > 1, and set A(Z) = I = (S,,); , so that the system (1.1) 
becomes zo’(z) = zu(z), (w(x) = (z~r(x),..., m,,(x))). The solutions of this 
system are m(z) = e%(O), which, for every vector norm, gives (1 ZU(Z)\~ := 
1 ez 1 I] w(O)l]. This and the choice of the points z, and za yield Eq. (2.2’). As 
jj I j! = 1, Eq. (2.1) holds for the ellipse r of length 2k. The validity of the 
sharpness statement in the general case (arbitrary domain D and arbitrary 
pair of points in 0) follows from the special case by conformal mapping. 
Let the elements aik(z), i, k = I,..., n, of the matrix A(a) be regular in 
1 x 1 < 1. Then the inequality 
holds for any matrix norm and any x, / z j < 1~ Indeed, choose z0 , 1 x0 / < Ii 
and set 
Setting 5 = 0, and using that // B(c)\/ is subharmonic, we obtain 
and we thus proved (2.11) f or matrices which are regular in the closed disk. 
Keeping z. fixed, mapping 1 z I < p, (I z. I < p < l), onto 1 5 j < p such 
that x0 maps into 5 = 0, and sending p to 1, we see that (2.11) remains valid 
for matrices of class Hr in I z / < 1. 
Simple examples show that the boundedness of the norm ratio of the solutions 
of (1.1) (for one given norm and hence, by the equivalence of all vector norms, 
for all norms) does not imply that A( z isof class H,in jz/ <I.&t for ) 
these systems, with solutions of bounded norm ratio, the weaker implication 
holds: (1 - j z 1”) jj A(z)]\ is, f or all matrix norms, bounded in 12: / < 1 
By the equivalence of all matrix norms, it s&ices to prove this for one specific 
norm. We now are going to establish the inequality 
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in two cases: for the euclidean norm 11 w 11s and the induced spectral norm 
II A II2 > and for the supremum norm ]I w Ijrn and the induced maximal-row norm 
II A Ilm - 
THEOREM 2. Let the analytic function a&), i, k = I,..., n, be regular 
in the unit disk j x 1 < 1 and set A(x) = (a&))~ . Assume that there exists a 
constant 1,l > 1, such that for every nontrivial solution w(z) of the system (1.1) 
andfor every pair of points z, and zf , ] xti ) < 1, k = 1, 2, 
(2.14) 
Then 
holds fey evuy z, ) 2: 1 < 1. Similarly, if 
(2.14’) 
hclds for every solution and every pair of points, then 
holds for every z, I x 1 < 1. 
Proof. Let a, be a given point, 1 z, 1 < 1, and let w(s) be an arbitrary 
solution of (1.1). It follows from the assumption (2.14) that 
II w(4ll2 G 1 II 44llz 5 lz[< 1. (2.16) 
By a theorem of Peschl and Erwe, on regular vectors bounded in the unit 
disk [S, Satz 91, (2.16) implies 
Setting z = .si we obtain 
This and Eq. (1.1) yield 
(2.17) 
(2.18) 
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As the vector w(zJ may be chosen arbitrarily, thus defining the solution w(x) 
by its value at zr , (2.18) gives 
As this holds for every z, , 1 zr j < 1, we thus proved the first part of the 
theorem. (Cf. the proof of Theorem 4.2 in [7].) 
To prove the second part, we use the well known inequality 
for analytic functions f(x) which are regular and bounded in j ,z j < 1. We 
apply this to the n components z+(z) of a bounded solution ZD(.Z) of (1.1): 
I eL’kY4l < 
This gives 
jl w’(z)~~m < y* , IN”1 < 1, 







We do not claim that Theorem 2 is sharp. Indeed, it seems reasonable to 
expect that the correct bounds for /I A(.z)//, and )I ~Q.z)\\~ tend to 0 as I decreases 
to 1. Moreover, the equality sign can occur in Eq. (2.17) for regular vectors 
W(Z) only at points x at which these vectors vanish [8], and this cannot happen 
for nontrivial solutions of differential systems. But, at least, the bounds in 
Eqs. (2.15) and (2.15’) are, for large l, of the right order as functions of Z, and 
the right-hand side of these inequalities cannot be replaced by any expression 
of the form c/(1 - / z 12)-r with c < 112. Explicitly, we have the following 
statement with respect to the first half of the theorem. For every Z, I > 1, 
505/16/1-x2 
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for everypoint z*, 1 x* 1 < 1, andfor every n, n 3 2, there exh-ts a system (1.1) 
of order n in 1 z 1 < 1, such that assumption (2.14) is satis$ed and that 
It will be enough to prove this for x * = 0 (see Eqs. (2.5)-(2.5”) and (2.12)), 
and our example will be very simple. The matrix A(a) has only one nonzero 
element, namely a positive constant in an off-diagonal position. We consider 
first the case n = 2: A = (a&, azl = a > 0, a,, = a,, = az2 = 0. The 
general solution eu(x) = (w&), w&z)) of the corresponding differential 
system is given by 
WI@) = Cl, zu2(z) = cla,z + c, . (2.20) 
If c, = 0, then w(x) is constant; hence to find sup(]j w(z.&J~~ w(zr)/lJ over 
all solutions and all pairs of points, it suffices to consider solutions w(z) of the 
form 
q(z) = 1, w2(z) = a2 + c. (2.21) 
For given a, a > 0, we thus have to find a value c = c’ + ic” and two points 
z, = xk + iyk , 1 X, 1 < 1, R = 1,2, such that 
(1 + I a2 + c wz = [l + (ax2 + c’)~ + (ay, + c”)~]~/~ 
(1 $- 1 az, + c 12)lj2 [l + (ax1 + c’)~ -j- (ayl + c”)*]~/~ 
(2.22) 
becomes maximal. 
To find this maximum, let (x, y, t) be the coordinates of R3 and consider the 
points 
PI = (ax1 + c’, ay, + cc, O), 
P2 = (ax, + c’, ay, + c~, 0), (2.23) 
Q = (0, 0, 1). 
The expression given by Eq. (2.22) is thus the ratio of the lengths 
1 P2Q //I PIQ I, and we have to maximize this ratio over all triangles P,P,Q 
having two vertices, PI and P2 , in the plane t = 0, with / PIP2 1 < 2a, and 
having ,Q = (0, 0, 1) as third vertex. We claim that for all these triangles 
’ “’ ’ < a + (1 + a2)lf2, Em’ (2.24) 
and that equality is obtained only if I PIP2 I = 2n and if the segment PIP2 
lies on a line through the origin and has its midpoint at the distance (1 + a2)lj2 
from the origin. (In complex notation this is the case c = (1 + a2)lj2 eie, 
zl = eie, x2 = -fP.) 
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To prove (2.24), let PI and P, be two points in the plane t = 0 with 
j PIP2 / = 2b, 0 < b < a, and let L! be the plane defined by PI, Pz and 0. 
We introduce rectangular Cartesian coordinates E, 71 into 21 such that 
Pl = (h O), 
P2 = (4, O), (2.25) 
s = (&q>, ?1 3 1. 
It is easily seen that, to obtain the maximum of 1 P.& I/\ P& j under these 
conditions (0 < b < a, 7 >, l), we have to choose b = a and then, by 
similarity, 7 = 1. It follows now by elementary calculus, and also by a 
beautiful geometrical argument using the circles of Apollonius [3, p. 89, 
exercise 21, that under these restricted conditions the maximum is obtained 
for E = (1 + #la and the value of this maximum is a + (1 + a2)l12. Setting 
I = u + (1 + @i’L, we see that Eq. (2.14) holds for this system, and as 
we proved the italicized statement for systems of order n = 2. 
To prove it also for n > 2, we use, similarly, the constant matrix A = (a& 
with a,, = a > 0 as the only nonzero element. zu(x) = (w&r>,..., W,(Z)) is 
given by 
zc’l(4 = Cl > w2(x) = C~UZ + c, ) zuB(Z) = CL: ) k = 3 ,...) n, (2.20’) 
and it suffices again to consider solutions of the form 
zu&z) = 1, zo,(z) = ax + c* , 42) = c7i , h = 3 )...) n. (2.21’) 
We now have to find the maximum of 
(1 + j ax, + ca 1s + x;=a I Ck I”)“” 
(1 + I ax1 + cz I2 + c;=z I Ck 12Y2 ’
and this expression can become maximal only if ca = ... = c,~ = 0 and the 
argument continues as before. 
By the same example we obtain a similar statement with respect to the 
second half of Theorem 2. For every I, 1 > 1, for every point xx, j Z* ( < 1, 
and for every n, n > 2, there exists a system (1.1) of order n in [ x / < 1, such 
that assumption (2.14’) is satisfied and that 
(2.19’) 
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We prove this again for x * = 0 and assume first that ?L = 2; we choose 
A as before and it is again sufficient to consider solutions of the form 
Q+(z) = 1, w&) = ax + c. (2.21) 
Here a, a > 0, is given, and, as ( ax + cei@ 1= 1 use-i* + c I, we may 
assume c > 0. a > 0, c > 0 and the assumption a + c < 1 imply 
/ m + c 1 < 1 for / x ) ,< 1 and it follows that 11 ZULUS = 1 for every x, 
1x1 <1.Wethusassumeu>O,c~Oandu+~> l.Then 
If, in addition, c - a < 1 then rninizlsl 1 uz + c 1 < 1 and therefore 
II 44llm b II WC-1)lL = 1, I%/ < 1. (2.27) 




On the other hand, if a > 0, c 3 0, (a + c > l), and c > a + 1, then 
II W(~Jllm > II w(-1>lL = c - 4 /%I d 1, 
and we obtain in this case 
II ~~u(~?)Ilcc < a + c . 
Ii ~+h>llsr c-u 
f(c) = (a + c)/(c - ) bt a 0 ains its maximum in [a + 1, co) at c 




zz holds for all solutions w(z) and all pairs of points. Setting now 1 = 
we see that Eq. (2.14’) holds for this system, and as 
(I A Ilrn = a = $(Z - l), 
2a+ 1, 
we proved the statement for systems of order n == 2. 
For n > 2, we use the same n x n matrix as before and we again consider 





WI(Z) = 1, w*(z) = uz + c2 > Wk(4 = Ck , k = 3,..., n. (2.21’) 
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Set max3$LGn j ck j = m. Clearly (2.29) holds for all solutions (2.21’) satisfying 
.m < 1. On the other hand, the maximum norm ratio for all solutions w(x) of 
the form (2.21’) with fixed m, m > 1, equals the maximum norm ratio 
1’ v(a&/j\ zI(~.r)l\~ for all v(x) = (zlr(z), z&z)) satisfying 
(2.21”) 
Hence, 
holds for these solutions zu(z) with given m, m > 1, and (2.29) is thus valid 
for all solutions w(z) of the system of order n, .E > 2. 
3. SYSTEMS WITIJ. SOLUTIONS OF BOUNDED DIRECTION CHANGE 
THEOREM 3. Let the analytic fzuzctions ai,:( i, k = I,..., 11, be regular in 
a simplry connected domain D not containing z = CQ. Let r be the bouzzdary of D 
and set A(x) = (a&)); . Assume that 
Then, for every nontrivial solution w(x) of the system (1.1) and for eaery pair 
ofpoints z1 and x2 in D, the inequality 
(3.2) 
holds. 
Proof. We first let D be the unit disk and we proceed as in the beginning 
of the proof of Theorem 1. We may thus assume that xr = r, Ed = -7, 
0 <r < 1,andthat 
where the integra1 is taken along the upper semicircle, of radius Y, connecting 
z’1 to .zz . Let now W(Z) be a given solution of (1.1) and denote 
zo(rei’) = a(t) = (q(t),..., v,(t)), 0 .< t <n; (3.4) 
hence 
v’(t) = ireitzo’(reit), o<t<x. (3.5) 
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v(t) describes, for 0 < t < T, a curve C in Rzn (cf. [12]). The projection C 
of C on the unit sphere is given by 
v(t) f?(t) = - 
II v(tN2 ' 
O,<t,<%-, 
and 
We now set 




and obtain, by Eqs. (3.4) to (3.7), (1.1) and (3.3), 
d s ” I/ A(x)lj, j dz [ < k. (3.8) 21 
Z(C) is the length of the curve C lying on the unit sphere and having the end 
points v(0) = w(xJl/ w(z1)i12 and v(n) == w(z&/l w(~a)l(~; hence 
This and (3.8) give (3.2) an d we thus proved the theorem for the unit disk. 
Its validity in the general case follows by conformal mapping. 
Theorem 3 is sharp. For evevy simply connected domain D, 00 # D, for every k 
and E, 0 < E < k < T, for every pair of points .zl and ZQ in D, and for every n, 
n > 1, there exists a system (1.1) of order n, satisfying Eq. (3.1), such that for 
all its nontrivial solutions w(z) the equality 
arc cos 
Re(4.4 w(%)) _ k _ E 
II W(~,)llz II 4%Jll, - 
(3.2’) 
holds 
This follows by a slight modification of the example used to show the 
sharpness of Theorem 1. Let r again be an ellipse of length 2k containing the 
points z, = -(k - l )/2 and xg -5 (k - ~)/2 in its interior D and set now 
A(z) = il = i(S,J; . The system (1.1) becomes w’(z) = iw(z), w(z) = 
(=42’),..., wJz.)), and its solutions are w(z) = eizw(0). This proves Eq. (3.2’) 
for the above pair of points and the validity of the sharpness statement in the 
general case follows by conformal mapping. 
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We remark that the case K = 7~12 of Theorem 3, i.e., the case of sub- 
orthogonality, was proved by Nehari. He also showed that the constant n in 
his condition 
implying suborthogonality of the system in D, is the best possible [7, 
Theorem 2.11. For results on suborthogonal real systems, and for relations 
between nonoscillation, disconjugacy and suborthogonality of real systems see 
Nehari’s papers [5] and [6]. We also remark that, according to Theorem 1 
and Theorem 3, the size of the boundary integral jr I( A(z)\\ j dz j provides 
quantitative geometric restrictions for the solution vectors. For a different 
geometric restriction by this integral see [ll, Theorem 11. 
Our next theorem gives the expected necessary condition for systems with 
solutions of bounded direction change. 
THEOREM 4. Let the analytic fumtiom aik(z), i, k = l,..., n, be reglclar ifz 
the z&t disk 1 x 1 < 1 and set A(,s) = (a&z)): . Assume that there exists a 
co&ant 01, 0 < a < ~12, such that for every nontrivial so&ion w(z) of the 




holdsfor every z, ] x 1 < 1. 
Proof (cf. [7]). Let zu(x) b e an arbitrary vector solution of (1 .I) having the 
power series expansion 
w(.zj = a, + a,x + ..- (3.11) 
inlz! <1.(3.9)impliesthatforanytandz,It( <1,jz[ <I, 
Re(w(tz), z~(Ez)) > ( cos a) II f0(tx)lj, lj zu(tz)!i., . (3.12) 
Keeping t, j t j < 1, fixed, we obtain by integration over j z 1 =: 1 
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it follows that 
holds for 1 t 1 < 1. 
On the other hand, we note that for each fixed t, 1 t ( < 1, the norms 
II w(t4112 and II w(Wl12 are functions of class PL in 1 x 1 < 1; the same holds 
therefore for their product Ij w(tx)& 11 zu(&)[[a , which is thus, a fortiori, 
subharmonic in 1 x 1 < 1. (See [2,9] an d remarks at the end of this paper). 
Hence, 
1 
ZF s (z,=l IIW(Wll2 II wWll2 I Liz I b II w(O)1122 = II a0 Iii * (3.15) 
Substituting (3.14) and (3.15) into (3.13), and using also that 0 < 01 ,< z-/2, 
we obtain 
Re(~oll.sllit2k) > (~~~411~oII~. 
It follows that the function 
s(t) = II a0 II”2 (1 - cos a) + /I a, 11; t2 + *.- 
is regular in j t 1 < 1 and satisfies there Reg(t) 3 0. By a classical result this 
implies 
lIu,ll~ <2/1u,I/~(l -cosa) = ( 2~luo~12sin~)z. 
By (3.11) this may be written as 
II w’ml2 < 2 II 74w.r s$ - 
Using Eq. (1. l), we obtain 
II 40) w(W2 < 2 II w(O)ll, sin 4 . (3.16) 
As the vector W(O) may be chosen arbitrarily, thus defining the solution w(z) 
of (l.l), (3.16) gives 
II 4O)ll2 < 2 sin; > 
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and we thus proved Eq. (3.10) f or z = 0. Its validity for general x, j x / < 1, 
follows by conformal mapping. We remark that our proof is a generalization 
of Nehari’s proof for the case 01 = z-12, i.e., for the case of suborthogonality 
[7, Theorem 4.21. 
The restriction of the angle 0: in the assumption (3.9) of this theorem to 
the interval [0,7r/2] seems to be artificial and there may exist a function 
h(a), h(ol) > 0, defined for [0, v), such that (3.9) would imply [( &d(Z)jjs < 
Jz(o~)(l - 1 z \“)-r for 0 < 01 < 7. Such an hypothetical function h(a) would 
have to satisfy lim,,, h(a) = 00, as Eq. (3.9) is in the case 01 = rr a tautology. 
Theorem 4 is thus, probably, not sharp; but, similar to the italicized statement 
after Theorem 2, we have now the following result. For every a, 0 < oc < T, 
j&tbr every point z?‘, 1 z* j < 1, andfov every B, n 3 2, there exists a system (1.1) 
of order n in ] x j < 1, such that assumption (3.9) is satisfied alid that 
tan ff,l2 
II -&“)ll, = 1 _ , ,.p 12 * (3.17) 
It again suffices to prove (3.17) for z * = 0 and we use the former example. 
So we first suppose n = 2 and define A = (aiL)2 by a,, = a > 0; an = a,, = 
aa& = 0. The general solution of the corresponding system is given by (2.20) 
and, to find the maximum of the angle +(w(zJ, zu(z+)) for all solutions and al1 
pairs of points, it will again be enough to consider the one parameter family 
of solutions ~$2) given by 
44 = 1, z+(z) = ax + c. (2.21) 
For given a, a > 0, we have thus to find a value c = c’ + ic” and two points 
zR = xx: + iyk , / xk j < 1, k = 1,2, such that 
= 1 + (axi + c’)(axa + c’) -!- (ayr + c”)(aYs + c”) 
[l + (axI + c’)$ + (ayl + cV)2]1i2 [l + (ax2 + c’)2 $ (ay2 + cb)71i2 
(3.18) 
becomes minimal. 
To find this minimum, let again (x, ~7, t) be the coordinates of Ra and 
consider the points PI , P2 and Q given by Eq. (2.23). Let 01 = +PlQP2, 
then the value of cos OL is given by the expression in Eq. (3.18). To minimize 
this expression thus means to maximize the angle a: over all triangles PIPzQ 
having two vertices, PI and Pz , in the plane t = 0, with 1 PIP2 / < 2a, and 
having Q = (0, 0, 1) as third vertex. It is easily seen (again by introducing 
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coordinates f, 7 into the plane 17 so that (2.25) holds) that for all these 
triangles 
ta+a (3.19) 
holds and that equality is obtained only for isosceles triangles with base 
( PIP2 1 = 2a and height 1. The maximal angle (II* satisfies 
cl* 
tan2 = a, (3.19’) 
and we have 
(3.9') 
for all solution w(x) and all pairs of points in .I 2 1 < 1. As )I A /Is = a = 
tan(&/2), we proved our statement for systems of order n = 2 and the case 
n > 2 is easily reduced to this case. (To minimize cos a, one has to choose 
ck = 0, k = 3 ,..., n in Eq. (2.21’).) 
We conclude with the definition of functions of class PL and some remarks 
on them [2, 91. A function p(x, y)(=p(x), z = x + iy) is of class PL in a 
domain D if (i) p(~, y) is continuous, (ii) p(~, y) > 0, and (iii) logp(x, y) is 
subharmonic in the part of D where p(~, y) > 0. To show that if the analytic 
functions w,(x), K = l,..., n, are regular in a domain D, then any vector norm 
II 44ll (e4 = (~&)YV %W) is of class PL, we use the following sufficient 
(and necessary) condition. A nonnegative continuous function p(~, y) is 
of class PL if (and only if) eaZ++Bv p(x, y) is subharmonic for every choice of the 
constants 01, p. Set a = 01- i/3 and let the disk j z - x0 / < r, 0 < Y < 00, 
be in D. Cauchy’s integral formula gives 
eazWzo) = -& jo2’ [exp(a(x, + re”“))] w(xO + reiB) &I. 
Taking norms on both sides, we obtain 
which shows that eaz+fig !I w(x)j] is subharmonic in D and hence proves that 
]I w(~)jj is of class PL. Similarly, it follows that if the elements ai,&) of a 
matrix A(z) = (a,%(~)); are regular analytic functions in D, then any matrix 
norm (even any generalized matrix norm) (1 A(Z)\\ is of class PL. (Cf. [lo, 
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Lemma 21.) In the proof of Theorem 4, we used that the product of two 
functions of class PL is again a function of this class and that every function 
of class PL is subharmonic. 
One of the most striking results for this class of functions (which does not 
hold for subharmonic functions in general and even not for harmonic 
functions) is the validity of the theorem of FejCr and Riesz proved by 
Beckenbach [l]. It follows that if the matrix A(x) is of class HI in / x ! < 1, 
then 
and the integrals in our proofs taken along semicircles (in Eqs. (2.6) and (3.3)) 
may thus be replaced by integrals along diameters. (See also [lo, pp. 560-5615) 
Finally, we wish to point out that the statement about jj w(z)[[ and // A(,$[[ 
being functions of class PL is only a special case of the following, known, 
statement. Let the function X(Z) be defined in a domain D of the x-plane and 
let its values x belong to a Banach space. If the function X(Z) is analytic in D, 
then 11 x(z)II is of class PL in D [4, p. 51. 
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