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Re´sume´
On montre que pour calculer les constantes optimales associe´es a` diverses ine´galite´s fonction-
nelles en dimension 1, il suffit de conside´rer des fonctions monotones. On s’inte´resse aux contextes
discrets et continus (ainsi qu’aux liens qu’ils entretiennent), dans lesquels on e´tudie les ine´galite´s
de Poincare´, de Sobolev logarithmique et diverses variantes obtenues par modifications des termes
d’entropie et d’e´nergie.
Mots cle´s : ine´galite´ de Poincare´, ine´galite´ de Sobolev logarithmique (modifie´e), monotonicite´
de fonctions extre´males, diffusions re´elles, processus de vie et de mort.
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1 Introduction et re´sultat
Soient µ et ν respectivement une probabilite´ et une mesure (positive) sur R muni de sa tribu
bore´lienne. On s’inte´resse a` la constante de Sobolev logarithmique associe´e qui est de´finie par (en
adoptant la convention usuelle 0 · ∞ = 0)
C(µ, ν) B sup
f∈C
Ent(f2, µ)
ν[(f ′)2]
∈ R¯+ (1)
ou` C est l’ensemble des fonctions absolument continues f sur R dont la de´rive´e faible a e´te´ note´e
f ′ ci-dessus. Rappelons que de manie`re ge´ne´rale, l’entropie d’une fonction mesurable et positive f
par rapport a` une probabilite´ µ est donne´e par
Ent(f, µ) B
{
µ[f ln(f)]− µ[f ] ln(µ[f ]) , si f ln(f) est µ-inte´grable
+∞ , sinon
et que cette quantite´ appartient a` R¯+, comme conse´quence imme´diate de l’ine´galite´ de Jensen,
relativement a` l’application convexe R+ 3 x 7→ x ln(x) ∈ R.
Le but de ce papier est de montrer que la de´finition pre´ce´dente de C(µ, ν) n’est pas modifie´e si
l’on se restreint aux fonctions monotones, ou encore, de manie`re e´quivalente, si l’on y remplace C
par son sous-coˆne D forme´ des fonctions f telles que f ′ soit p.p. positif.
De prime abord, cette proprie´te´ peut sembler tout a` fait anodine, pourtant on verra dans un
article ulte´rieur qu’elle est tre`s utile pour mieux appre´hender les relations existant entre ine´galite´s
de Hardy et celles de Sobolev logarithmiques (voir dans cette direction le travail fondateur de
Bobkov et Go¨tze [3] puis les ame´liorations dues a` Barthe et Roberto [2]). En particulier, elle
permettra d’e´tendre aux ine´galite´s de Sobolev logarithmiques la possibilite´ de calculs exacts exhibe´e
dans [10] (sous des hypothe`ses approprie´es d’asymptoticite´ et techniques de syme´trie). Une autre
motivation concerne les ine´galite´s de Sobolev logarithmiques modifie´es (discre`tes comme celles
conside´re´es par Wu [17] ou continues au sens de Gentil, Guillin et Miclo [9]), car nous avons
l’espoir qu’une variante de la proprie´te´ de monotonicite´ pre´ce´dente permettra finalement de leur
appliquer des ine´galite´s de Hardy.
Mais revenons a` notre objectif actuel et meˆme plutoˆt a` une version discre`te du re´sultat recherche´.
Pour N ∈ N∗ donne´, soit le segment discret E B {0, 1, ..., N}, muni donc de sa structure de graphe
(non-oriente´) line´aire usuelle. Notons A B {{l, l+1} : 0 ≤ l < N} l’ensemble de ses areˆtes. Posons
e´galement C l’ensemble des fonctions de´finies sur E. Si f ∈ C, sa de´rive´e discre`te f ′ est de´finie sur
A par
∀ 0 ≤ l < N, f ′({l, l + 1}) B f(l + 1)− f(l)
Par ailleurs, soient µ et ν respectivement une probabilite´ sur E et une mesure sur A. Ces notations
nous permettent de re´interpre´ter (1) dans ce contexte et comme ci-dessus, notre taˆche principale
sera de montrer que
C(µ, ν) = sup
f∈D
Ent(f2, µ)
ν[(f ′)2]
∈ R¯+ (2)
ou` D est le sous-coˆne de C forme´ des fonctions admettant une de´rive´e positive.
En fait, il existe des passerelles entre les contextes continu et discret qui permettent de passer
d’un re´sultat a` l’autre. Ainsi nous commencerons par e´tudier la situation discre`te, plus imme´diate
a` traiter et illustrative de la de´marche emprunte´e, puis nous en de´duirons les proprie´te´s analogues
dans le cas continu. Il est aussi possible de retranscrire directement la preuve, quitte a` prendre
quelques pre´cautions sur lesquelles nous reviendons plus loin.
Par ailleurs, signalons que pour la constante de Poincare´, les re´sultats correspondants ont de´ja`
e´te´ obtenus, dans le cas discret par Chen (dans la preuve du the´ore`me 3.2 de [6]) et dans un contexte
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continu par Chen et Wang (proposition 6.4 de [5], voir aussi la fin de la preuve du the´ore`me 1.1
de Chen [7]), pour des diffusions assez re´gulie`res. Leur me´thode repose en partie sur l’e´quation
satisfaite par une fonction maximisante (qui est alors un vecteur propre associe´ au trou spectral).
Mais il n’est pas clair qu’elle puisse s’adapter aux ine´galite´s de Sobolev logarithmiques, ni meˆme,
dans le cas de la constante de Poincare´, aux situations irre´gulie`res envisage´es ci-dessus (voir par
exemple l’hypothe`se de continuite´ ne´cessite´e par la seconde partie du the´ore`me 1.3 de Chen [7]),
ce qui nous a fait pre´fe´rer une approche diffe´rente. En particulier, nous n’envisagerons pas a priori
le proble`me de l’existence d’une fonction minimisante dans le cas continu (qui est crucial pour
l’approche de Chen et Wang [5, 7]). D’ailleurs, peut-eˆtre est-il pre´fe´rable d’aborder cette question
a posteriori, une fois que l’on s’est restreint a` ne conside´rer que des fonctions croissantes, pour
le traitement de situations relativement re´gulie`res, on renvoie aussi a` la dernie`re remarque de la
section 4.
Le plan de l’article est le suivant : dans la section suivante on s’inte´ressera aux proprie´te´s de
monotonicite´ correspondantes pour le trou spectral, qu’il est ne´cessaire d’envisager d’abord pour
traiter les cas ou` il n’existe pas de fonction extre´male dans les ine´galite´s de Sobolev logarithmiques
pre´ce´dentes. Les situations ou` elle existe seront ensuite e´tudie´es dans la section 3, ceci toujours dans
le cadre discret. Puis ces conside´rations seront e´tendues au cas continu dans la section 4, par deux
passages diffe´rents. Enfin une dernie`re section sera consacre´e a` diverses extensions, correspondant
a` des modifications de l’entropie et de l’e´nergie.
2 Trou spectral
Nous nous plac¸ons ici dans le cadre discret de´crit pre´ce´demment et nous conside´rons l’inverse
du trou spectral (encore appele´ constante de Poincare´) associe´ a` µ et ν, de´fini par
A(µ, ν) B sup
f∈C
Var(f, µ)
ν[(f ′)2]
∈ R¯+ (3)
ou` rappelons que de manie`re ge´ne´rale, la variance d’une fonction mesurable f par rapport a` une
probabilite´ µ est de´finie par
Var(f, µ) =
∫
(f(y)− f(x))2 µ(dx)µ(dy) ∈ R¯+
Son inte´reˆt pour nous provient du the´ore`me 2.2.3 pre´sente´ par Saloff-Coste dans son cours [16], qui
adapte un re´sultat duˆ a` Rothaus [12, 13, 14] dans le cas continu (pour un contexte plus ge´ne´ral
que notre restriction a` la dimension 1) : de deux choses l’une ; soit C(µ, ν) = A(µ, ν)/2, soit il
existe une fonction f ∈ C telle que C(µ, ν) = Ent(f 2, µ)/ν[(f ′)2]. Cette alternative se montre en
conside´rant une suite maximisante dans (1). Ainsi, dans la perspective de l’objectif pre´sente´ dans
l’introduction, il est utile et instructif de commencer par conside´rer son analogue pour le trou
spectral :
Proposition 1 On ne change pas la de´finition (3) en y remplac¸ant C par D, c’est-a`-dire en ne
conside´rant que des fonctions monotones.
Mais tout d’abord, remarquons que le supremum apparaissant dans (3) est toujours atteint. Pour
s’en convaincre distinguons deux situations.
a) Le cas non-de´ge´ne´re´ ou` pour tout a ∈ A, on a ν(a) > 0. Puisque les expressions Var(f, µ) et
ν[(f ′)2] sont invariantes par l’addition a` la fonction f d’une constante et qu’elles sont homoge`nes
d’ordre 2, on peut se restreindre dans (3) a` ne conside´rer que des fonctions f qui ve´rifient f(0) = 0
et ν[(f ′)2] = 1. Soit maintenant une suite (fn)n∈N maximisante pour (3) et satisfaisant ces deux
conditions. Il est clair que notre hypothe`se sur ν assure que la suite (fn)n∈N est borne´e dans R
1+N .
On peut donc en extraire une sous-suite convergeant vers une fonction f . Cette limite ve´rifie aussi
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ν[(f ′)2] = 1 et on en de´duit e´videmment que A(µ, ν) = Var(f, µ)/ν[(f ′)2], d’ou` l’existence d’une
fonction extre´male pour (3).
b) S’il existe {i, i+ 1} ∈ A tel que ν({i, i+ 1}) = 0, on conside`re deux sous-cas :
b1) Si µ({0, ..., i}) > 0 et µ({i + 1, ..., N}) > 0, soit f =   {i+1,...,N}, on a Var(f, µ) > 0 et
ν[(f ′)2] = 0, d’ou` C(µ, ν) = +∞ et f est extre´male.
b2) Sinon, l’une des deux quantite´s µ({0, ..., i}) ou µ({i + 1, ..., N}) est nulle et on peut
restreindre le proble`me a` celui des deux segments {0, ..., i} ou {i+1, ..., N} qui est de masse 1. Par
ite´ration, on se rame`ne ensuite a` l’un des deux cas pre´ce´dents.
Notons que dans l’alternative (b1) ci-dessus, la proposition 1 est montre´e, on peut donc de´sormais
faire l’hypothe`se que ν > 0 sur A. Cette observation est aussi valide pour la constante de Sobolev
logarithmique et elle permet d’ailleurs de se retrouver presque sous l’hypothe`se d’irre´ductibilite´
du the´ore`me 2.2.3 de Saloff-Coste [16], si ce n’e´tait qu’a priori µ n’a pas e´te´ suppose´ strictement
positif sur E. Ne´anmoins, remarquons qu’il est toujours possible de se ramener a` cette situation :
notons 0 ≤ x0 < x2 < · · · < xn ≤ N les e´le´ments de E auxquels µ donne un poids strictement
positif. Soient y0, y1, ..., yn des valeurs re´elles donne´es, conside´rons le sous-espace affine de C forme´
des fonctions f telles que pour tout 0 ≤ i ≤ n, f(xi) = yi, puis cherchons a` y minimiser ν[(f ′)2].
Ceci nous ame`ne a` trouver, pour 0 ≤ i < n fixe´, les fonctions g sur {xi, xi + 1, ..., xi+1} qui mi-
nimisent
∑
xi≤x<xi+1
ν({x, x + 1})(g′({x, x + 1}))2 tout en ve´rifiant les contraintes g(xi) = yi et
g(xi+1) = yi+1. Par une application simple du cas d’e´galite´ dans l’ine´galite´ de Cauchy-Schwarz, ce
proble`me d’optimisation admet la solution unique suivante :
∀ xi ≤ x ≤ xi+1, g(x) = yi +
 ∑
xi≤y<xi+1
1
ν({y, y + 1})
−1 ∑
xi≤y<x
yi+1 − yi
ν({y, y + 1}) (4)
Ainsi en posant
∀ 0 ≤ i ≤ n, µ˜(i) B µ(xi)
∀ 0 ≤ i < n, ν˜({i, i+ 1}) B
 ∑
xi≤y<xi+1
1
ν({y, y + 1})
−1
on se rame`nerait a` une situation ou` la probabilite´ sous-jacente est strictement positive partout,
de plus a` l’aide de (4) on passe facilement des fonctions maximisantes pour l’un des proble`mes
a` celles de l’autre. Ceci permettrait e´galement de justifier comple`tement le rappel pre´ce´dant la
proposition 1.
D’autre part, on e´cartera aussi le cas trivial ou` µ est une masse de Dirac, ceci nous assurant que
A(µ, ν) > 0.
Il est a` pre´sent possible d’eˆtre un peu plus pre´cis sur les fonctions maximisantes dans (3) :
Lemme 2 Soit f une fonction re´alisant le maximum dans (3). Sous l’hypothe`se que ν > 0 sur A
et que µ n’est pas une masse de Dirac, toute autre fonction maximisante est de la forme af + b
 
avec a ∈ R∗ et b ∈ R.
Preuve :
Clairement toute fonction de la forme af+b
 
avec a ∈ R∗ et b ∈ R est bien e´galement maximisante
dans (3) si f l’est.
Re´ciproquement, soit g une fonction maximisante dans (3), quitte a` lui retrancher µ[g], on peut
supposer que µ[g] = 0. En effectuant un calcul variationnel autour de g (c’est-a`-dire en conside´rant
g+ ²h, avec ² ∈ R et h ∈ C quelconque, et en de´veloppant au premier ordre quand ²→ 0 le rapport
Var(g + ²h, µ)/ν[(g′ + ²h′)2]), on obtient aise´ment que g ve´rifie
∀ i ∈ E, A(µ, ν)[ν({i, i+ 1})(g(i)− g(i+ 1)) + ν({i− 1, i})(g(i)− g(i− 1))] = µ(i)g(i)
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avec les conventions que ν({−1, 0}) = 0 = ν({N,N + 1}).
Or, du fait que A(µ, ν) > 0 et ν > 0 sur A, ces e´quations permettent a` partir de g(0) de calculer
re´cursivement g(1), g(2) jusqu’a` g(N). Notons que g(0) 6= 0, sinon nous aboutirions a` g ≡ 0, ce qui
serait en contradiction avec A(µ, ν) > 0. Ainsi g est uniquement de´termine´ par le fait d’eˆtre une
fonction maximisante de (3) et de ve´rifier µ[g] = 0 et g(0) = 1. Ce qui peut aussi se re´crire sous la
forme e´nonce´e dans le lemme pre´ce´dent.
¥
Un maximisant f pour (3) e´tant fixe´, notre manie`re de montrer qu’il est monotone va eˆtre la
suivante : en supposant par l’absurde qu’il ne l’est pas, on va trouver une de´composition de f en
f˜ + f̂ , avec f˜ (et par conse´quent f̂) n’appartenant pas a` Vect(
 
, f), telle que
Var(f, µ) = Var(f˜ , µ) + Var(f̂ , µ)
ν[(f ′)2] ≥ ν[(f˜ ′)2] + ν[(f̂ ′)2]
Evidemment ces deux relations impliquent que f˜ et f̂ sont e´galement des maximisants pour (3),
d’ou` la contradiction voulue puisque f˜ et f̂ ne sont pas de la forme requise par le lemme 2.
Soit donc de´sormais f une fonction maximisante pour (3) et non-monotone.
On dira que i ∈ E est un maximum local de f si pour tout j ∈ E ve´rifiant f(j) > f(i), le segment
Ji, jK (qui de´signe l’ensemble des points de E compris entre i et j) contient un e´le´ment k tel que
f(k) < f(i). Par de´finition, un minimum local de f sera un maximum local de −f .
Construisons maintenant f˜ par un de´coupage a` une ligne de niveau particulie`re. Quitte a` changer
f en −f , on peut supposer que f admet un maximum local i dans J1, N − 1K tel qu’il existe un
minimum local dans J0, iK et un dans Ji,NK. Parmi de tels maxima locaux choisissons celui (ou l’un
de ceux) qui est de hauteur minimale relativement a` f et appelons-le i0. Notons i1 (respectivement
i−1) le plus proche minimum local a` droite (resp. a` gauche) de i0. Quitte a` renverser l’ordre de
J0, NK, on peut supposer que f(i−1) ≤ f(i1). On notera e´galement i2 B max{y ≥ i1 : ∀ i1 ≤ x ≤
y, f(x) = f(i1)}.
Pour s ∈ [f(i1), f(i0)], soit Ss B Jas, bsK le segment discret dont les bornes sont de´finies par
as B min{x ∈ Ji−1, i0K : f(x) ≥ s}
bs B min{x ∈ Ji2, NK : f(x) ≥ s} − 1
(avec la convention que bs = N si ce dernier ensemble est vide).
De par nos choix, notamment la proprie´te´ de minimalite´ de i0, on ve´rifie aise´ment que pour tout
s ∈ [f(i1), f(i0)], f est croissante (sous-entendu au sens large) sur Jas, i0K, de´croissante sur Ji0, i2K
et croissante sur Ji2, bs + 1K (le lecteur est fortement encourage´ a` faire un dessin).
Toujours pour s ∈ [f(i1), f(i0)], posons pour tout x ∈ E,
f˜s(x) = f(x)
 
Scs(x) + s
 
Ss(x)
f̂s(x) = (f(x)− s)   Ss(x)
On a bien fs = f˜s + f̂s et on obtiendra la de´composition voulue graˆce aux deux lemmes suivants.
Lemme 3 Pour tout s ∈]f(i1), f(i0)[, on a
ν[(f ′)2] ≥ ν[(f˜ ′s)2] + ν[(f̂ ′s)2]
Preuve :
On calcule imme´diatement que
ν[(f ′)2] = ν[(f˜ ′s + f̂
′
s)
2]
= ν[(f˜ ′s)
2] + ν[(f̂ ′s)
2] + 2ν[f˜ ′sf̂
′
s]
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puis que
ν[f˜ ′sf̂
′
s] = ν({as − 1, as})(s− f(as − 1))(f(as)− s) + ν({bs, bs + 1})(f(bs + 1)− s)(s− f(bs))
(toujours avec la convention que ν({N,N + 1}) = 0). Or du fait que s ∈]f(i1), f(i0)[, il apparaˆıt
que f(i−1) ≤ f(as − 1) < s ≤ f(as) ≤ f(i0) et f(i2) ≤ f(bs) < s ≤ f(bs + 1), ce qui permet de
constater que ν[f˜ ′sf̂
′
s] ≥ 0, d’ou` l’ine´galite´ annonce´e.
¥
Lemme 4 Il existe s0 ∈]f(i1), f(i0)[, tel que
Var(f, µ) = Var(f˜s, µ) + Var(f̂s, µ)
Preuve :
La diffe´rence entre les membres de gauche et de droite ci-dessus n’est autre que deux fois la
covariance de f˜s et de f̂s sous µ, laquelle vaut
µ[(f˜s − µ[f˜s])(f̂s − µ[f̂s])] = µ[(f˜s − µ[f˜s])f̂s]
= (s− µ[f˜s])µ[(f − s)   Ss ] (5)
Il suffit donc de trouver s ∈]f(i1), f(i0)[ tel que µ[(f − s)   Ss ] = 0. Notons i3 B bf(i0) + 1, du
fait de la croissance de f sur Ji−1, i0K et sur Ji2, i3K, on se convainc facilement que l’application
Ψ : [f(i1), f(i0)] 3 s 7→ µ[(f − s)   Ss ] est continue. Or la configuration de f sur Ji−1, i3K implique
que Ψ(f(i1)) > 0 et Ψ(f(i0)) < 0, d’ou` l’existence de s0 ∈]f(i1), f(i0)[ tel que Ψ(s0) = 0.
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Notons f˜ = f˜s0 et f̂ = f̂s0 , ou` s0 a e´te´ choisi comme dans le lemme pre´ce´dent. Pour terminer la
preuve de la proposition 1, il reste a` voir que f˜ 6∈ Vect(f,   ). Pour cela notons que i1 n’est plus un
minimum local pour f˜ (pour cette fonction on peut se laisser “descendre” de i1 a` i−1 et pourtant
f˜(i1) = s0 > f(i1) ≥ f(i−1) = f˜(i−1)), et il en de´coule que f˜ ne peut pas s’e´crire sous la forme
af + b
 
avec a > 0 et b ∈ R. Par ailleurs, les ine´galite´s f˜(i−1) < f˜(i0) et f(i−1) < f(i0) montrent
aussi que f˜ ne peut pas s’e´crire sous la forme af + b
 
avec a ≤ 0 et b ∈ R. D’ou` en fin de compte
le re´sultat attendu.
3 Partage de l’entropie
Notre but ici est de montrer (2) dans la situation discre`te. D’apre`s les re´sultats de la section
pre´ce´dente, il suffit de conside´rer le cas ou` il existe un maximisant f (non constant) pour (1).
Globalement notre de´marche de preuve va eˆtre similaire a` celle de la section pre´ce´dente, dont on
reprendra la plupart des notations.
Tout d’abord, remarquons que l’on peut de´sormais supposer f ≥ 0, quitte a` remplacer f par
|f |, car on a ν[(|f |′)2] ≤ ν[(f ′)2]. Faisons maintenant l’hypothe`se (a` invalider) que f n’est pas
monotone. Deux possibilite´s apparaissent : soit f admet un maximum local i dans J1, N − 1K tel
qu’il existe un minimum local dans J0, iK et un dans Ji,NK, soit ceci est ve´rifie´ par −f . Dans ce qui
suit nous conside´rerons seulement le premier cas, le second se traiterait d’une manie`re tre`s proche
et est laisse´ au lecteur (il faut alors travailler avec la fonction a` valeurs ne´gatives −f).
On de´finit i−1, i0, i1, i2 et i3, puis pour s ∈ [f(i1), f(i0)], Ss, f˜s et f̂s comme dans la section 2.
Notre principale taˆche va consister a` “partager” l’entropie :
Lemme 5 Il existe s1 ∈]f(i1), f(i0)[, tel que
Ent(f2, µ) = Ent(f˜2s1 , µ) + Ent((s+ f̂s1)
2, µ)
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Preuve :
On commence par remarquer que pour tout s ∈ [f(i1), f(i0)] et toute fonction F : R+ → R, on a
µ[F (f)] = µ[F (f˜s)] + µ[F (s+ f̂s)]− F (s) (6)
En effet, par de´finition, on peut effectuer le de´veloppement suivant :
µ[F (f)] = µ[
 
ScsF (f˜s)] + µ[
 
SsF (s+ f̂s)]
= µ[F (f˜s)]− µ[   SsF (s)] + µ[F (s+ f̂s)]− µ[
 
ScsF (s)]
= µ[F (f˜s)] + µ[F (s+ f̂s)]− F (s)
Notamment en appliquant ceci avec la fonction F : R+ 3 u 7→ u2 ln(u2), il ressort que
Ent(f2, µ)− Ent(f˜2s1 , µ)− Ent((s+ f̂s1)2, µ) = ϕ(y′s) + ϕ(x′s)− ϕ(y)− ϕ(xs)
avec ϕ l’application convexe de´finie par
ϕ : R+ 3 u 7→ u ln(u)
et
y′s = µ[f˜
2
s ]
x′s = µ[(s+ f̂s)
2]
y = µ[f2]
xs = s
2
En ayant a` nouveau recours a` (6), mais avec F la fonction e´le´vation au carre´, il apparaˆıt que
xs+y = x
′
s+y
′
s, c’est-a`-dire que les segments [xs, y] et [x
′
s, y
′
s] ont meˆme milieu. Ainsi par convexite´
de ϕ, l’ine´galite´ ϕ(xs) + ϕ(y) ≥ ϕ(x′s) + ϕ(y′s) est e´quivalente a` |y − xs| ≥ |y′s − x′s|. Ou encore, si
l’on trouve un s1 ∈]f(i1), f(i0)[, tel que |y − xs| = |y′s − x′s|, alors l’e´galite´ annonce´e dans le lemme
pre´ce´dent sera re´alise´e (la convexite´ de ϕ est meˆme inutile pour cela). Or on calcule (toujours graˆce
a` (6) avec F la fonction carre´) que
y′s − x′s = µ[f˜2s ]− µ[(s+ f̂s)2]
= µ[f2] + s2 − 2µ[(s+ f̂s)2]
= µ[f2]− s2 − 2µ[f̂2s ]− 4sµ[f̂s]
= y − xs − 2µ[f̂s(f̂s + 2s)]
Il suffit donc de trouver s ∈]f(i1), f(i0)[ tel que µ[f̂s(f̂s + 2s)] = 0. Mais f̂s + 2s est une fonction
positive alors que f̂s est positive pour s = f(i1) et ne´gative pour s = f(i0). D’ou` le re´sultat voulu
par continuite´ de l’application [f(i1), f(i0)] 3 s 7→ µ[f̂s(f̂s + 2s)] et du fait que l’on se convainc
sans difficulte´ qu’elle est non nulle aux bords.
¥
Par ailleurs, d’apre`s le lemme 3, on a pour tout s ∈]f(i1), f(i0)[,
ν[(f ′)2] ≥ ν[(f˜ ′s)2] + ν[(f̂ ′s)2]
= ν[(f˜ ′s)
2] + ν[((s+ f̂s)
′)2]
En reprenant les notations et la preuve de ce lemme, on peut meˆme eˆtre un peu plus pre´cis :
l’e´galite´ n’est possible que si pour toute areˆte a ∈ A, f˜ ′s(a)f̂ ′s(a) = 0, ce qui implique notamment
que f(as) = s. Ainsi pour s ∈]f(i1), f(i0)[, le segment discret Ss contient au moins trois points
distincts, as, i0 et i1.
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Or de ce qui pre´ce`de on de´duit que f˜s1 et s1 + f̂s1 sont aussi des fonctions maximisantes pour (1)
et que ne´cessairement
ν[(f ′)2] = ν[(f˜ ′s1)
2] + ν[((s1 + f̂s1)
′)2]
puisque sinon on aurait
Ent(f2, µ)
ν[(f ′)2]
<
Ent(f˜2s1 , µ) + Ent((s+ f̂s1)
2, µ)
ν[(f˜ ′s1)
2] + ν[((s1 + f̂s1)
′)2]
≤ max
(
Ent(f˜2s1 , µ)
ν[(f˜ ′s1)
2]
,
Ent((s+ f̂s1)
2, µ)
ν[((s1 + f̂s1)
′)2]
)
(la premie`re ine´galite´ utilise que par construction Ent(f 2, µ) > 0). Il existe donc trois points
conse´cutifs (de Ss1) ou` f˜s1 prend la meˆme valeur (en l’occurrence s1) et nous allons maintenant
ve´rifier que ceci n’est pas possible, plus pre´cise´ment que ceci impliquerait que f˜s1 est constant, ce
qui n’est pas juste (car f˜s1(i−1) < f˜s1(i0)). En effet, un calcul variationnel autour d’une fonction
maximisante f montre que cette fonction doit ve´rifier pour tout i ∈ E (avec les conventions
usuelles),
C(µ, ν)[ν({i, i+ 1})(f(i)− f(i+ 1)) + ν({i− 1, i})(f(i)− f(i− 1))] = µ(i)f(i) ln
(
f2(i)
µ[f2]
)
Rappelons que l’on s’est ramene´ a` la situation ou` µ, ν et C(µ, ν) sont strictement positifs (voir la
discussion pre´ce´dant le lemme 2), ainsi si f prend une meˆme valeur v en trois points conse´cutifs
y−1, y et y+1, avec 0 < y < N , alors l’e´quation pre´ce´dente en i = y impose que v ln(v2/µ[f2]) = 0,
c’est-a`-dire v = 0 ou v =
√
µ[f2]. En appliquant alors plutoˆt l’e´quation ci-dessus en i = y + 1, on
obtient f(y+2) = f(y+1), du moins si y ≤ N − 2. De meˆme pour i = y− 1, f(y− 2) = v si y ≥ 2.
On peut ainsi propager l’e´galite´ f(i) = v de proche en proche pour aboutir a` la conclusion que f
est constamment e´gal a` v.
Ces arguments terminent la de´monstration de (2) en remplac¸ant le recours au lemme 2. Car s’il
reste vrai que la connaissance de µ[f 2] et de f(0) de´termine une fonction f maximisante de (1), de
par la structure line´aire du graphe E (toujours a` µ et ν donne´s et ve´rifiant C(µ, ν) > 0 et ν > 0 sur
A, comme on s’est ramene´ a` les supposer dans la section pre´ce´dente), par contre ceci n’implique plus
le lemme 2 a` cause de la non affinite´ en f(i) du terme µ(i)f(i) ln(f 2(i)/µ[f2]) ci-dessus. Ce lemme
est d’ailleurs toujours faux dans le contexte des ine´galite´s de Sobolev logarithmiques. Soit en effet
a` nouveau f une fonction a` valeurs positives maximisant (1). En perturbant f par une fonction
constante et en effectuant un calcul variationnel, on obtient qu’elle ve´rifie µ[f ln(f/µ[f 2])] = 0.
Posons F (t) = µ[(f + t) ln((f + t)/µ[(f + t)2])] pour tout t ≥ 0. En de´rivant deux fois cette
expression sur R∗+, on obtient
F ′′(t) = 2
∫
1
f + t
dµ− 2 µ[f + t]
µ[(f + t)2]
(
2− µ[f + t]
2
µ[(f + t)2]
)
En utilisant l’ine´galite´ de Jensen µ[1/(f + t)] ≥ 1/µ[f + t] et le fait que l’application [0, 1] 3 x 7→
x(2 − x) est borne´e par 1, il ressort que F ′′ est strictement positif sur R∗+ si f n’est pas µ-p.s.
constant (conside´rer le cas d’e´galite´ dans l’ine´galite´ de Jensen). Ainsi, il peut exister au plus deux
t ≥ 0 tels que F (t) = 0.
Remarque 6 L’ine´galite´ µ[f̂f(i1)(f̂f(i1) +2f(i1))] > 0 ne permet pas de de´duire que Ent(f
2, µ) <
Ent(f˜2f(i1), µ) + Ent((f(i1) + f̂f(i1))
2, µ), ceci n’e´tant ve´rifie´ que sous des conditions particulie`res
sur les signes respectifs de y′f(i1)−x′f(i1) et y−xf(i1) (une observation similaire vaut en s = f(i0)).
Le fait que y′s − x′s et y − xs peuvent changer de signe quand s parcourt [f(i1), f(i0)] (le cas le
plus geˆnant e´tant quand ceci intervient justement au moment ou` µ[f̂s(f̂s + 2s)] s’annule) joue le
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meˆme roˆle parasite que le facteur s − µ[f˜s] qui e´tait apparu en (5). A priori, nous ne sommes
donc pas suˆrs que l’on puisse trouver un s ∈ [f(i1), f(i0)] tel que l’une des deux fonctions f˜s
ou s + f̂s soit “strictement plus maximisante” que f . Par contre dans le cas du trou spectral,
on pouvait tout de meˆme aboutir a` cette conclusion, en utilisant de plus le fait que l’application
[f(i1), f(i0)] 3 s 7→ s− µ[f˜s] est croissante (plus pre´cise´ment, une analyse comple´mentaire fournit
aise´ment que [f(i1), f(i0)] 3 s 7→ s− µ[f˜s] est croissante).
¤
4 Situation continue
Nous revenons donc au premier cadre conside´re´ dans l’introduction. Nous ne traiterons que le
cas de la constante de Sobolev logarithmique, car celui de la constante de Poincare´ s’effectuerait
de manie`re tre`s similaire. Comme de´ja` indique´, nous allons ramener la situation continue a` la
discre`te, ce qui permet de donner a` la preuve une petite inclinaison probabiliste. Nous envisagerons
e´galement l’autre possibilite´ consistant a` adapter les preuves pre´ce´dentes et qui ame`ne a` poursuivre
l’analyse des fonctions (presque) minimisantes. Mais quelle que soit l’alternative choisie, le de´but
de la de´monstration semble passer par une premie`re e´tape de re´gularisation.
Pour M > 0, soit C[−M,M ] (respectivement D[−M,M ]) le sous-ensemble de C (resp. de D) forme´
des fonctions absolument continues dont la de´rive´e faible s’annule p.p. sur ]−∞,−M ]∪ [M,+∞[.
On pose e´galement
C[−M,M ](µ, ν) B sup
f∈C[−M,M ]
Ent(f2, µ)
ν[(f ′)2]
D[−M,M ](µ, ν) B sup
f∈D[−M,M ]
Ent(f2, µ)
ν[(f ′)2]
On se convainc sans difficulte´ que ces deux quantite´s sont croissantes en M > 0 et qu’elles
convergent pour M grand, respectivement vers C(µ, ν) et
D(µ, ν) B sup
f∈D
Ent(f2, µ)
ν[(f ′)2]
∈ R¯+
Notons ν[−M,M ] la restriction de ν a` [−M,M ] (c’est-a`-dire nulle en dehors de cet intervalle) et
µ[−M,M ] la probabilite´ obtenue en rabattant sur les extre´mite´s −M et M la masse se trouvant en
dehors de [−M,M ], i.e. de´finie par
µ[−M,M ](B) B µ(B∩]−M,M [) + µ(]−∞,M ])δ−M (B) + µ([M,+∞[)δM (B)
pour tout bore´lien B de R. L’inte´reˆt de ces deux mesures est que C[−M,M ](µ, ν) =
C(µ[−M,M ], ν[−M,M ]) et D[−M,M ](µ, ν) = D(µ[−M,M ], ν[−M,M ]), ainsi les convergences pre´ce´dentes
permettent de se restreindre au cas ou` µ et ν sont a` support dans le compact [−M,M ],M > 0 e´tant
dore´navant fixe´. On se contentera aussi de ne conside´rer que des fonctions de´finies sur [−M,M ].
Notons λ la restriction de la mesure de Lebesgue a` [−M,M ] et par abus de language, on appellera
aussi ν la de´rive´e de Radon-Nikodym de ν par rapport a` λ (celle-ci existe sans restriction sur
ν, quitte a` lui permettre de prendre la valeur +∞, voir par exemple [10]). Puisque les de´rive´es
faibles ne sont de´finies que p.p., il est bien connu que C(µ, ν) (ou D(µ, ν)) n’est pas modifie´ si ν
est remplace´ par la mesure admettant ν comme densite´ par rapport a` λ, ce que nous supposerons
de´sormais fait. On se rame`ne ensuite a` faire l’hypothe`se que la fonction ν est minore´e par une
constante strictement positive p.p. En effet, ceci de´coule du fait que pour tout f ∈ C, on a
lim
η→0+
Ent(f2, µ)∫
(f ′)2 (η ∧ ν)dλ =
Ent(f2, µ)
ν[(f ′)2]
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et que cette convergence a lieu en croissant. Ainsi par une proprie´te´ d’e´change de suprema, l’e´galite´
voulue est pre´serve´e par ce passage a` la limite. Ainsi dans ce qui suit η > 0 sera fixe´ de sorte que
ν ≥ η partout sur [−M,M ], i.e. on a choisi une version de ν ve´rifiant ceci, mais attention, ν peut
encore prendre la valeur +∞ (on aura remarque´ que l’ope´ration correspondante de majoration de
ν serait plus de´licate a` obtenir).
La proce´dure suivante consiste a` modifier µ et est un peu moins imme´diate, on a besoin d’une
pre´paration ge´ne´rale :
Lemme 7 Soit µ une probabilite´ sur un espace mesurable, sur lequel on se donne aussi f, g deux
fonctions mesurables. On suppose qu’en norme uniforme on a ‖g − f‖∞ ≤ ² ≤ 1 et que l’oscillation
de f (i.e. osc(f) B sup f − inf f) est majore´e par a, ou` ², a sont des re´els positifs. Il existe alors
un nombre b(a) ≥ 0 ne de´pendant que de a tel que∣∣Ent(g2, µ)− Ent(f2, µ)∣∣ ≤ b(a)²
Preuve :
Notons que |f | et |g| ve´rifient les meˆmes hypothe`ses que f et g, ainsi on n’introduit pas de restriction
supple´mentaire en supposant de plus que f et g sont a` valeurs positives.
On distingue ensuite deux situations, suivant que µ[f ] est “grand” ou “petit”. Commenc¸ons
par traiter le cas ou` µ[f ] ≤ 2 + 2a. Ceci nous assure que f est majore´ par 2 + 3a et g par 3 + 3a.
Or sur l’intervalle [0, 3+3a], l’application t 7→ t2 ln(t2) admet une de´rive´e borne´e par une quantite´
finie b1(a), ce qui implique que∣∣µ[g2 ln(g2)]− µ[f2 ln(f2)]∣∣ ≤ µ[∣∣g2 ln(g2)− f2 ln(f2)∣∣]
≤ b1(a)µ[|g − f |]
≤ b1(a)²
De meˆme en utilisant l’ine´galite´ en norme dans L2(µ),
∣∣∣√µ[g2]−√µ[f2]∣∣∣ ≤ √µ[(g − f)2], on
obtient ∣∣µ[g2] ln(µ[g2])− µ[f2] ln(µ[f2])∣∣ ≤ b1(a)²
d’ou` en fin de compte l’ine´galite´ voulue sur la diffe´rence entre entropies avec b(a) = 2b1(a).
Inte´ressons-nous maintenant au cas ou` µ[f ] > 2 + 2a. Il semble plus commode de conside´rer
alors l’application R+ 3 t 7→ t ln(t). En effectuant un de´veloppement avec reste au premier ordre,
centre´ en µ[f2], on trouve un θ ∈ [0, 1] tel que
µ[g2] ln(µ[g2]) = µ[f2] ln(µ[f2]) + (1 + ln[µ[f2] + θ(µ[g2]− µ[f2])])(µ[g2]− µ[f2])
En effectuant la meˆme ope´ration ponctuellement, on obtient plutoˆt une fonction mesurable θ˜ a`
valeurs dans [0, 1] telle que l’on ait partout,
g2 ln(g2) = f2 ln(f2) + (1 + ln(f2 + θ˜(g2 − f2))(g2 − f2)
En inte´grant ceci par rapport a` µ et en tenant compte de l’e´galite´ pre´ce´dente, il apparaˆıt que
Ent(g2, µ)− Ent(f2, µ) = µ
[
(ln(f2 + θ˜(g2 − f2))− ln[µ[f2] + θ(µ[g2]− µ[f2])])(g2 − f2)
]
(7)
Cependant, observons que
f2 + θ˜(g2 − f2) ≥ f2 ∧ g2
≥ (µ[f ]− osc(f)− 1)2
≥ (µ[f ]− a− 1)2
≥ µ[f ]
2
4
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et de meˆme
µ[f2] + θ(µ[g2]− µ[f2]) ≥ µ[f ]
2
4
On obtient ainsi l’ine´galite´ ponctuelle∣∣∣ln(f2 + θ˜(g2 − f2))− ln(µ[f2] + θ(µ[g2]− µ[f2]))∣∣∣
≤ 4µ[f ]−2
∣∣∣f2 + θ˜(g2 − f2)− µ[f2]− θ(µ[g2]− µ[f2])∣∣∣
Etudions la dernie`re valeur absolue, que l’on peut majorer par
(f +
√
µ[f2])
∣∣∣f −√µ[f2]∣∣∣+ (f + g) |f − g|+ (√µ[g2] +√µ[f2]) ∣∣∣√µ[g2]−√µ[f2]∣∣∣
≤ 2(µ[f ] + a)a+ (2µ[f ] + 2a+ 1)²+ (2µ[f ] + 2a+ 1)²
≤ (2µ[f ] + 2a+ 1)(a+ 2)
Par ailleurs, on a comme ci-dessus,∣∣g2 − f2∣∣ ≤ (2µ[f ] + 2a+ 1)²
d’ou` en revenant a` (7), il apparaˆıt que
∣∣Ent(g2, µ)− Ent(f2, µ)∣∣ ≤ 4(a+ 2)(2µ[f ] + 2a+ 1)2
µ[f ]2
²
et dans ce cas le lemme est ve´rifie´ avec b(a) = b2(a), ou`
b2(a) B sup
t≥2+2a
4
(a+ 2)(2t+ 2a+ 1)2
t2
< +∞
¥
Utilisons ce re´sultat technique pour mesurer l’influence de certaines modifications de µ sur C(µ, ν).
Plus pre´cise´ment, pour n ∈ N∗ fixe´, posons pour tout 0 ≤ i ≤ n, xn,i B −M+i2M/n et introduisons
la probabilite´
µn B
∑
0≤i≤n
µ([xn,i, xn,i+1[)δxn,i
avec la convention que xn,n+1 = +∞.
Lemme 8 En reprenant les notations du lemme pre´ce´dent, on a pour tout n ∈ N∗,
|C(µn, ν)− C(µ, ν)| ≤ b(
√
2M)
√
2M
n
Preuve :
Notons C(ν) l’ensemble des fonctions absolument continues f ve´rifiant ν[(f ′)2] = 1, de sorte que
C(µ, ν) = sup
f∈C(ν)
Ent(f2, µ)
et on dispose d’une formule similaire pour C(µn, ν). Pour se convaincre de la borne qui nous
inte´resse, il suffit donc de voir que pour tout f ∈ C(ν), on a
∣∣Ent(f2, µn)− Ent(f2, µ)∣∣ ≤ b(√2M)√2M
n
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Pour ceci, re´crivons Ent(f 2, µn) sous la forme Ent(f
2
n, µ) ou` fn est la fonction qui pour tout
0 ≤ i ≤ n, vaut f(xn,i) sur [xn,i, xn,i+1[. Il nous reste a` e´valuer osc(f) et ‖fn − f‖∞ pour pouvoir
appliquer le lemme 7. Mais ces estimations, et par conse´quence le re´sultat voulu, de´coulent aise´ment
de l’application suivante de l’ine´galite´ de Cauchy-Schwarz :
∀ x, y ∈ [−M,M ], |f(y)− f(x)| =
∣∣∣∣∣
∫
[x,y]
f ′ dλ
∣∣∣∣∣
≤
√∫
[x,y]
(f ′)2 dν
√∫
[x,y]
1
ν
dλ
≤ η−1/2
√
|y − x|
cette dernie`re majoration e´tant valable pour toute fonction f appartenant a` C(ν).
¥
Evidemment, la preuve ci-dessus montre aussi que
|D(µn, ν)−D(µ, ν)| ≤ b(
√
2M)
√
2M
n
ainsi pour se convaincre de l’e´galite´ C(µ, ν) = D(µ, ν), il suffit de voir que pour tout n ∈ N∗,
C(µn, ν) = D(µn, ν). Mais ce proble`me se re´duit au contexte discret. En effet, comme avant le
lemme 2, les valeurs de f(xn,i) e´tant fixe´es, on est confronte´ a` la minimisation, pour tout 0 ≤ i < n
donne´, de la quantite´
∫ xn,i+1
xn,i
(f ′)2 νdλ. Il s’agit la` d’un proble`me d’optimisation simple a` re´soudre,
la valeur minimale est (∫ xn,i+1
xn,i
1
ν
dλ
)−1
(f(xn,i+1)− f(xn,i))2
et est atteinte pour une fonction monotone sur le segment [xn,i, xn,i+1]. On est donc ramene´ au
proble`me discret sur n+1 points associe´ a` la probabilite´ µ˜n et a` la mesure ν˜n de´finies respectivement
par
∀ 0 ≤ i ≤ n, µ˜n(i) B µn(xn,i)
∀ 0 ≤ i < n, ν˜n({i, i+ 1}) B
(∫ xn,i+1
xn,i
1
ν
dλ
)−1
Les sections 2 et 3 nous permettent alors de conclure.
Dans une perspective peut-eˆtre plus analyste, remarquons que les lemmes 7 et 8 permettraient
aussi de re´gulariser µ, que l’on pourrait supposer admettre une densite´ de classe C∞ par rapport
a` λ.
Mentionnons a` pre´sent une approche alternative, s’inspirant directement de la me´thode des
sections 2 et 3. A priori deux proble`mes se posent dans cette perspective : d’une part l’existence
d’une fonction minimisante (meˆme pour la constante de Poincare´) et d’autre part le fait que meˆme
si elle existe, l’ensemble de ses minima et maxima globaux peut avoir une infinite´ de composantes
connexes (c’est-a`-dire qu’elle oscille une infinite´ de fois, ce qui est geˆnant pour nous, voir les
conside´rations qui pre´ce`dent le lemme 3). Pour les contourner, on peut proce´der comme suit. On
se replace dans le contexte d’avant le lemme 7.
Commenc¸ons par e´tendre au cas continu la notion de minimum et maximum locaux introduite
dans la section 2, en y remplac¸ant les segments discrets par des continus. Pour f ∈ C, on de´signera
par M(f) l’ensemble des minima et maxima locaux de f . Pour p ∈ N∗, on note Cp l’ensemble
des fonctions f ∈ C qui sont telles que M(f) admet au plus p composantes connexes. Ainsi on
ve´rifie que C1 (respectivement C2) est l’ensemble des fonctions constantes (resp. monotones). On
pose aussi C∞ B ∪p∈N∗Cp, pour lequel on a le re´sultat pre´liminaire suivant :
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Lemme 9 On a
C(µ, ν) = sup
f∈C∞
Ent(f2, µ)
ν[(f ′)2]
Preuve :
Soit F l’ensemble des fonctions mesurables g : [−M,M ]→ R appartenant a` L1([−M,M ], λ) pour
lesquelles on peut trouver n ∈ N∗ et −M = x0 < x1 < · · · < xn =M tels que pour tout 0 ≤ i < n,
g est de signe constant sur ]xi, xi+1[ (0 e´tant conside´re´ a` la fois de signes ne´gatif et positif). Ainsi
C∞ n’est autre que l’ensemble des primitives d’e´le´ments de F .
Il suffit alors de ve´rifier que {g ∈ F : ν[g2] ≤ 1} est dense au sens L2(ν) dans la boule unite´ de cet
espace. En effet, soit f ∈ C avec ν[(f ′)2] = 1. D’apre`s la proprie´te´ pre´ce´dente, il existe une suite
(gn)n∈N d’e´le´ments de F convergeant vers f ′. Posons pour tout n ∈ N,
∀ x ∈ [−M,M ], Gn(x) = f(−M) +
∫ x
−M
gn(y) dy
Du fait de la minoration ν ≥ η, on a clairement que les Gn convergent uniforme´ment vers f pour
n grand. Et puisque osc(f) < +∞, une application du lemme 7 montre que
lim
n→∞
Ent(G2n, µ) = Ent(f
2, µ)
d’ou` l’e´galite´ annonce´e dans le lemme.
Pour la densite´ pre´ce´dente, soit g ∈ L2(ν) avec ν[g2] = 1. Pour n ∈ N, posons
gn B g
 
{ν≤n,|g|≤n}
Par convergence domine´e, la suite (gn)n∈N converge dans L
2(ν) vers g. Cependant, pour n ∈ N
fixe´, la mesure (ν ∧ n)dλ est re´gulie`re (au sens des proprie´te´s d’approximations interne et externe
des bore´liens, voir par exemple le livre de Rudin [15]), on peut donc trouver une suite (g˜n,m)m∈N
de F telle que
lim
m→∞
∫
(g˜n,m − gn)2 (ν ∧ n)dλ = 0
Ainsi en posant pour tout m ∈ N, ĝn,m B g˜n,m   {ν≤n,|g|≤n}, qui reste un e´le´ment de F , on a aussi
lim
m→∞
∫
(ĝn,m − gn)2 dν = 0
ce qui termine la de´monstration de la densite´ voulue.
¥
On en de´duit que
C(µ, ν) = lim
p→∞
sup
f∈Cp
Ent(f2, µ)
ν[(f ′)2]
Cependant soient p ≥ 3 et f ∈ Cp \ C2, on peut appliquer a` cette fonction les conside´rations de la
section pre´ce´dente et construire f˜ ∈ Cp−1 et f̂ ∈ C4 tels que
ν[(f ′)2] = ν[(f˜ ′)2] + ν[(f̂ ′)2]
Ent(f2, µ) = Ent(f˜2, µ) + Ent(f̂2, µ)
Soyons un peu plus pre´cis. Pour g ∈ C, on dit qu’une composante connexe de M(g) est interne
si elle ne contient ni −M ni M . On notera M˜(g) la re´union des composantes connexes internes
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de M(g). On introduit ensuite un ensemble C3 ⊂ Ĉ4 ⊂ C4 en imposant que Ĉ4 ∩ (C4 \ C3) est
forme´ des fonctions g ∈ C4 \ C3 telles que minM˜(g) g ≤ g(−M), g(M) ≤ maxM˜(g) g. L’inte´reˆt de
cet ensemble Ĉ4 sera double pour nous : d’une part dans la construction ci-dessus on a f̂ ∈ Ĉ4 et
d’autre part si g ∈ Ĉ4 \ C2 alors le g˜ obtenu par la proce´dure pre´ce´dente est monotone.
Cependant le seul fait que f̂ ∈ C4 montrait de´ja` que pour tout p ≥ 5, on a
sup
f∈Cp
Ent(f2, µ)
ν[(f ′)2]
= sup
f∈Cp−1
Ent(f2, µ)
ν[(f ′)2]
et par re´currence on aboutit au fait que cette quantite´ n’est autre que supf∈C4 Ent(f
2, µ)/ν[(f ′)2].
De manie`re plus de´taille´e, les observations pre´ce´dentes impliquent meˆme que
C(µ, ν) = sup
f∈Ĉ4
Ent(f2, µ)
ν[(f ′)2]
Soit donc (fn)n∈N une suite d’e´le´ments de Ĉ4 ve´rifiant ν[(f ′n)2] = 1 pour tout n ∈ N et C(µ, ν) =
limn→∞ Ent(f
2
n, µ). On peut distinguer deux situations : soit on peut extraire de (fn)n∈N une sous-
suite (qui sera toujours note´e de la meˆme manie`re) telle que (fn(0))n∈N converge dans R, soit
on a lim infn→∞ |fn(0)| = +∞. Ce dernier cas correspond a` l’e´galite´ C(µ, ν) = A(µ, ν)/2 dont le
traitement revient a` celui de la constante de Poincare´ qui est laisse´ au lecteur. On se place donc
de´sormais dans la premie`re situation e´voque´e ci-dessus. Par compacite´ faible de la boule unite´ de
L
2(ν), on peut extraire une sous-suite de (fn)n∈N, telle que la suite (f
′
n)n∈N converge faiblement
dans L2(ν). Associe´e a` la convergence de (fn(0))n∈N, cette convergence faible implique que la suite
(fn)n∈N converge simplement sur [−M,M ] vers une fonction f qui admet une de´rive´e faible f ′
ve´rifiant ν[(f ′)2] ≤ 1 (de par la semi-continuite´ infe´rieure de la norme pour la topologie faible).
Cependant, l’uniforme continuite´ des fn pour n ∈ N (provenant de la majoration de leur coefficient
de Ho¨lder d’ordre 1/2 par η−1/2), nous assure, via le the´ore`me d’Ascoli, que la convergence des fn
vers f est en fait uniforme sur le compact [−M,M ]. Notamment on obtient
Ent(f2, µ) = lim
n→∞
Ent(f2n, µ) = C(µ, ν)
Ecartons la situation triviale ou` C(µ, ν) = 0 (qui correspond aux cas ou` µ est une masse de Dirac
ou ν = +∞ p.p. sur l’enveloppe convexe du support de µ), on obtient alors
Ent(f2, µ)
ν[(f ′)2]
≥ C(µ, ν)
avec ine´galite´ stricte si 0 ≤ ν[(f ′)2] < 1, d’ou` ne´cessairement ν[(f ′)2] = 1. Ainsi f est une fonction
maximisante pour (1), qui plus est appartient a` Ĉ4, comme l’on s’en convainc facilement (quitte a`
extraire une sous-suite, on peut exiger que le nombre (compris entre 0 et 2) de composantes connexes
internes est le meˆme pour chacune des fn et qu’il existe un point en chacune de ces composantes
qui converge dans [−M,M ] pour n grand, ce qui permet de voir a posteriori que f ∈ Ĉ4). Si f
n’est pas de´ja` monotone, appliquons lui a` nouveau la proce´dure de la section pre´ce´dente pour
construire f˜ et f̂ . Puisque f est maximisante, ces deux fonctions doivent l’eˆtre e´galement, or vu
l’appartenance de f a` Ĉ4, f˜ est ne´cessairement monotone. Ces arguments permettent donc de
conclure que C(µ, ν) = D(µ, ν).
Remarque 10 Cette dernie`re de´monstration s’appuie donc partiellement sur l’existence d’une
fonction maximisante pour (1), mais contrairement a` l’approche de Chen et Wang [5, 7] (dans le
cas de la constante de Poincare´), nous n’avons pas cherche´ a` exploiter l’e´quation qu’elle satisfait.
Plus ge´ne´ralement, soit S(µ) l’enveloppe convexe du support de µ et notons [s−, s+] sa fermeture
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dans la droite re´elle acheve´e R t {−∞,+∞}. En de´signant toujours par ν la densite´ de ν par
rapport a` λ, faisons l’hypothe`se que ∫
S(µ)
1
ν
dλ < +∞
On peut alors montrer qu’il existe une fonction maximisante pour (1) si C(µ, ν) > A(µ, ν)/2 (mais
ces deux conditions ne sont pas ne´cessaires, comme on peut s’en convaincre en conside´rant pour µ
et ν la distribution gaussienne standard). En effet, fixons o ∈ S(µ) et de´finissons
∀ x ∈ S(µ), F (x) B
∫ x
o
1
ν(y)
dy
Par la condition pre´ce´dente, F est prolongeable de manie`re continue sur [s−, s+]. Conside´rons en-
suite une fonction absolument continue f dont la de´rive´e faible ve´rifie
∫
(f ′)2 dν ≤ 1. En appliquant
comme pre´ce´demment une ine´galite´ de Cauchy-Schwarz, on obtient que
∀ x, y ∈ S(µ), |f(y)− f(x)| ≤
√
|F (y)− F (x)|
et il en de´coule par le crite`re de Cauchy que f est aussi prolongeable de manie`re continue sur
[s−, s+]. Il est alors possible de reprendre les arguments pre´ce´dents sur ce compact (en tenant
compte du fait que pour tout segment I ⊂ [s−, s+], ν−1   I ∈ L2(S(µ), ν), ceci permettant d’obtenir
un convergence simple a` partir de la compacite´ faible de la boule unite´ de L2(S(µ), ν)), pour voir
qu’en dehors du cas d’e´galite´ C(µ, ν) = A(µ, ν)/2, il existe une fonction f maximisante pour (1) (et
puisque l’on sait que l’on peut se contenter de conside´rer des fonctions monotones, on peut meˆme
remplacer le the´ore`me d’Ascoli par l’un de ceux de Dini). En effectuant un calcul variationnel
autour de cette fonction, on se rend compte qu’elle satisfait deux conditions :∫
S(µ)
f ln
(
f2
µ[f2]
)
dµ = 0
et p.p. en x ∈ S(µ),
C(µ, ν)ν(x)f ′(x) =
∫
[s−,x]
f ln
(
f2
µ[f2]
)
dµ (8)
Evidemment si l’on suppose de plus la fonction ν absolument continue et µ absolument continue
par rapport a` λ, on en de´duit par une diffe´rentiation supple´mentaire une e´quation du second ordre
(non-line´aire en le terme d’ordre 0) satisfaite par f .
Enfin si encore de plus [s−, s+] ⊂ R, ν(s−) > 0 et ν(s+) > 0, l’e´quation (8) permet de re´cupe´rer
une condition de Neumann pour f : f ′(s−) = f
′(s+) = 0.
¤
5 Extensions
Nous pre´sentons ici quelques ge´ne´ralisations des re´sultats pre´ce´dents, correspondant a` des mo-
difications des quantite´s intervenant dans (1).
Commenc¸ons par modifier le terme d’e´nergie, il s’agit de l’extension la plus naturelle pour nous,
car elle correspond a` des ine´galite´s de Sobolev logarithmiques modifie´es qui semblent inte´ressantes
(voir Wu [17] et Gentil, Guillin et Miclo [9]).
On conside`re d’abord la situation discre`te pour laquelle on veut remplacer ν[(f ′)2] par
Eν(f2, ln(f2)) B
∑
{l,l+1}∈A
ν({l, l + 1})[f2(l + 1)− f2(l)][ln(f2(l + 1))− ln(f2(l))]
pour tout f ∈ C, notons que cette quantite´ reste homoge`ne d’ordre 2.
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Proposition 11 Plac¸ons-nous dans le cas ou` E = Z, pour lequel on ge´ne´ralise les notations
introduites pre´ce´demment. On a
sup
f∈C
Ent(f2, µ)
Eν(f2, ln(f2)) = supf∈D
Ent(f2, µ)
Eν(f2, ln(f2))
On notera de´sormais E(µ, ν) le membre de gauche de l’e´galite´ ci-dessus. Le fait de conside´rer Z n’ap-
porte pas de difficulte´ supple´mentaire, car comme dans la section 4, on se rame`ne imme´diatement
a` ne conside´rer que la situation finie ou` E = {0, ..., N} avec N ∈ N∗, quitte a` rabattre de la masse
sur les extre´mite´s et a` translater le segment obtenu. Toutefois, profitons-en pour signaler l’exemple
non fini le plus ce´le`bre pour lequel la constante pre´ce´dente est finie. Il s’agit des lois de Poisson sur
N : soit α > 0 et prenons
∀ l ∈ N, µ({l}) B α
l
l!
exp(−α)
ν({l, l + 1}) B µ({l})
Il est alors connu (cf. par exemple la section 1.6 du livre [1] de Ane´, Blache`re, Chafa¨ı, Fouge`res,
Gentil, Malrieu, Roberto et Scheffer) que E(µ, ν) vaut α.
Pour se convaincre de la proposition 11, il faut re´inspecter la preuve des sections 2 et 3 en trois
points.
• Comme dans le cas de l’ine´galite´ de Sobolev logarithmique, on retombe a` une constante mul-
tiplicative pre`s sur le proble`me de l’estimation de la constante de Poincare´ s’il existe une suite
minimisante (fn)n∈N ve´rifiant
∀ n ∈ N, Eν(f2n, ln(f2n)) = 1
lim
n→∞
|fn(0)| = +∞
En effet, il est bien connu (voir par exemple le lemme 2.6.6 du livre de Ane´ et al. [1]) que
∀ f ∈ C, Eν(f2, ln(f2)) ≥ 4ν[(f ′)2]
ainsi la premie`re condition ci-dessus assure que les oscillations des fn sont borne´es en n ∈ N
(on se sera au pre´alable ramene´ a` la situation ν > 0). Cette observation permet d’effectuer des
de´veloppements limite´s montrant l’e´quivalent suivant pour n grand :
Ent(f2n, µ)
Eν(f2n, ln(f2n))
∼ Var(fn, µ)
8ν[(f ′n)
2]
duquel on de´duit aise´ment que
sup
f∈C
Ent(f2, µ)
Eν(f2, ln(f2)) =
A(µ, ν)
8
= sup
f∈D
Ent(f2, µ)
Eν(f2, ln(f2))
Il suffit donc de conside´rer les situations ou` il existe une suite minimisante (fn)n∈N ve´rifiant
∀ n ∈ N, Eν(f2n, ln(f2n)) = 1
lim sup
n→∞
|fn(0)| < ∞
auxquels cas on peut extraire une sous-suite convergeant vers un maximisant pour le supremum
qui nous inte´resse.
• Notons f ce maximisant, on se convainc sans difficulte´ qu’il ne peut pas s’annuler, du moins dans
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les situations pertinentes ou` E(µ, ν) > 0. En effectuant ensuite un calcul variationnel autour de f ,
on obtient qu’il ve´rifie l’e´quation suivante pour tout i ∈ E,
µ(i)f(i) ln
(
f2(i)
µ[f2]
)
= E(µ, ν)
[
f(i)[ν({i, i+ 1})(ln(f 2(i))− ln(f2(i+ 1)))
+ν({i− 1, i})(ln(f 2(i))− ln(f2(i− 1)))]
+
ν({i, i+ 1})(f2(i)− f2(i+ 1)) + ν({i− 1, i})(f 2(i)− f2(i− 1))
f(i)
]
(comme d’habitude, ν({−1, 0}) = 0 = ν({N,N +1}), les termes f(−1) et f(N +1) n’apparaissent
donc jamais). Si µ ne s’annule pas, la forme de cette e´quation permet de lui appliquer les arguments
de la fin de la section 3, tirant parti du fait qu’une fonction maximisante pour E(µ, ν) ne peut
prendre la meˆme valeur sur trois points conse´cutifs, sauf a` eˆtre constante (ce qui ne convient pas
non plus). Remarquons aussi que contrairement aux sections 2 et 3, cette e´quation ne permet pas
de calculer f re´cursivement a` partir de la valeur de f(0) et de µ[f 2], car le membre de droite n’est
pas injectif en tant que fonction de f(i + 1) (pour 0 ≤ i < N), seulement en tant que fonction
de f2(i+ 1). Mais ceci e´tait pre´visible, puisque le signe des fonctions ne joue vraiment aucun roˆle
dans les quantite´s que nous conside´rons ici. Restent a` traiter les cas ou` µ s’annule en certains
points (inte´rieurs), que l’on ne peut plus effacer comme avant le lemme 2. Le plus simple est de
contourner l’argument des trois points conse´cutifs de meˆme valeur en adaptant la seconde preuve
de la section pre´ce´dente (en classant les fonctions selon le nombre de segments maximum inclus
dans leur ensemble d’extrema locaux), ce qui est relativement imme´diat.
• La dernie`re ve´rification, qui est aussi la plus importante, concerne la validite´ de la modification
du lemme 3, c’est-a`-dire, avec ses notations, a-t-on que tout s ∈]f(i1), f(i0)[,
Eν(f2, ln(f2)) ≥ Eν((f˜ ′s)2, ln((f˜ ′s)2)) + Eν((f̂ ′s)2, ln((f̂ ′s)2)) (9)
ceci pour toute fonction f de signe constant (situation a` laquelle on se sera ramene´). Cette question
revient a` se demander si pour tous 0 ≤ x ≤ y ≤ z, on a
ϕx,z(y) ≤ (z − x)(ln(z)− ln(x)) (10)
ou` ϕx,z est la fonction de´finie par
∀ y ∈ [x, z], ϕx,z(y) B (y − x)(ln(y)− ln(x)) + (z − y)(ln(z)− ln(y))
Or en de´rivant deux fois cette fonction, il apparaˆıt qu’elle est strictement convexe et (10) est alors
une conse´quence du fait que ϕx,z(x) = ϕx,z(z) = (z−x)(ln(z)− ln(x)). Il en de´coule aussi que l’on
ne peut avoir e´galite´ dans (9) que si pour toute areˆte a ∈ A, f˜ ′s(a)f̂ ′s(a) = 0.
Le reste des arguments de la section 3 est valable sans modification, puisqu’ils ne font intervenir
que l’entropie. La proposition 11 s’ensuit.
Inte´ressons-nous maintenant a` des ine´galite´s de Sobolev logarithmiques modifie´es dans un cadre
continu. Soit H : R+ → R+ une fonction convexe telle que H(0) = 0 et H ′(0) = 1 (en fait outre ces
deux e´galite´s, nous n’utiliserons ici que la borne x ≤ H(x) valide pour tout x ≥ 0). Nous voulons
remplacer le terme d’e´nergie par la quantite´ homoge`ne d’ordre 2 suivante :
∀ f ∈ C, EH,ν(f) B
∫
H
((
f ′
f
)2)
f2 dν
ou` l’on convient qu’en les points ou` f s’annule, l’inte´grant vaut (f ′)2. Les conditions mises sur H
impliquent ainsi que
∀ f ∈ C, EH,ν(f) ≥ ν[(f ′)2] (11)
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Posons pour µ et ν, une probabilite´ et une mesure sur R,
F (µ, ν) B sup
f∈C
Ent(f2, µ)
EH,ν(f) ∈ R¯+
Comme d’habitude, on cherche a` de´montrer l’e´galite´
F (µ, ν) = sup
f∈D
Ent(f2, µ)
EH,ν(f) (12)
Au vu de la seconde preuve de la section pre´ce´dente, le seul point non imme´diat concerne les cas
qui se re´duisaient a` celui de la constante de Poincare´. Apre`s s’eˆtre ramene´ a` supposer que µ est a`
support dans [−M,M ] et que ν ≥ η, avec M,η > 0, il nous faut en effet voir que si (fn)n∈N est
une suite maximisante pour F (µ, ν) telle que
∀ n ∈ N, EH,ν(f) = 1
lim
n→∞
|fn(0)| = +∞
alors F (µ, ν) = A(µ, ν)/2. Mais a` nouveau une telle suite ve´rifiera ν[(f ′)2] ≤ 1 pour tout n ∈ N, et
les fn seront d’oscillations borne´es, ce qui permet d’obtenir pour n grand l’e´quivalent
Ent(f2n, µ) ∼
Var(fn, µ)
2
Quitte a` extraire une sous-suite (d’abord par relative compacite´ des f ′n dans L
2(ν), puis en ap-
pliquant le the´ore`me d’Ascoli), on peut supposer que les fn convergent uniforme´ment vers f ∈ C,
avec ν[(f ′)2] ≤ 1, d’ou`
F (µ, ν) = lim
n→∞
Ent(f2n, µ)
= lim
n→∞
Var(fn, µ)
2
=
Var(f, µ)
2
≤ Var(f, µ)
2ν[(f ′)2]
≤ A(µ, ν)
2
Cependant l’ine´galite´ dans l’autre sens est toujours vraie. En effet, notons tout d’abord que l’on
peut se contenter dans le supremum de´finissant A(µ, ν) de ne conside´rer que des fonctions dont
la de´rive´e faible est essentiellement borne´e au sens de la mesure de Lebesgue sur [−M,M ]. Ceci
provient du fait qu’il suffit de prendre en compte les fonctions ve´rifiant ν[(f ′)2] < +∞, ce qui
permet d’approcher de manie`re traditionnelle de telles fonctions. Soit f ∈ C avec f ≥ 0 et f ′
borne´e. Conside´rons pour n ∈ N, fn B n+ f . La fonction f e´tant a` oscillation finie, pour n grand
on a Ent(f2n, µ) ∼ Var(fn, µ)/2 = Var(f, µ)/2. D’autre part par convergence domine´e, on a, puisque
H ′(0) = 1,
lim
n→∞
EH,ν(fn) = lim
n→∞
∫
H
(
(f ′)2
(n+ f)2
)
(n+ f)2 dν
=
∫
(f ′)2 dν
Il en de´coule que
Var(f, µ)
2ν[(f ′)2]
≤ F (µ, ν)
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puis l’ine´galite´ voulue, en passant au supremum sur de telles fonctions f .
Des re´sultats similaires sont valables si l’on remplace C par D. Il suffit donc de s’inte´resser aux cas
des suites (fn)n∈N maximisantes pour F (µ, ν) ve´rifiant EH,ν(fn) = 1 pour tout n ∈ N et telles que
limn→∞ fn(0) existe dans R. Mais dans cette situation, les arguments de la seconde preuve de la
section 4 s’adaptent sans difficulte´ (on aura note´ que pour toute fonction f ∈ C que l’on de´compose
en f˜ + f̂ , avec f˜ , f̂ ∈ C et telles que p.p. f˜ ′f̂ ′ = 0, on a trivialement EH,ν(f) = EH,ν(f˜) + EH,ν(f̂)).
Remarque 12 On peut se demander s’il existe un lien entre les ine´galite´s de Sobolev logarith-
miques modifie´es discre`tes et les continues comme ci-dessus. Pour essayer de le faire apparaˆıtre, re-
prenons la proce´dure d’approximation utilise´e dans la premie`re preuve de la section 4. On conside`re
donc une probabilite´ µ de la forme
∑
0≤n≤N µ(n)δn. La constante F (µ, ν) peut alors se re´crire
sup
f∈C
Ent(f2, µ)
EJ(f) (13)
avec pour tout f ∈ C dans le contexte discret,
EJ(f) B
∑
0≤n<N
Jn,n+1(f(n), f(n+ 1))
et ou` les applications (Jn,n+1)0≤n<N sont de´finies sur R
2 par
∀ 0 ≤ n < N, ∀ x, y ∈ R, Jn,n+1(x, y) B inf
g∈C([n,n+1]) :
g(n)=x, g(n+1)=y
∫ n+1
n
H
((
g′
g
)2)
g2 νdλ
Evidemment, on ne change pas le supremum (13) si l’on s’y restreint a` des fonctions monotones,
puisque ce proble`me “discret” peut s’interpre´ter dans le contexte continu pour lequel on vient
de ve´rifier cette proprie´te´. Mais on pourrait certainement aussi le montrer directement, notons
en particulier que pour tout 0 ≤ n < N et tous re´els x ≤ y ≤ z, on a bien Jn,n+1(x, z) ≥
Jn,n+1(x, y) + Jn,n+1(y, z) (il suffit de couper toute fonction allant de x a` z en la somme de sa
restriction qui va de x a` y puis y stationne et sa diffe´rence d’avec celle-ci).
Ceci nous ame`ne a` nous interroger sur la possibilite´ de re´crire Eν sous la forme d’un EJ , pour un
choix approprie´ de la mesure ν continue (la discre`te e´tant donne´e) et de la fonction H.
¤
Nous cherchons ensuite a` changer le terme d’entropie dans (1), ce qui conduit a` des ine´galite´s de
Sobolev logarithmiques modifie´es en un autre sens (voir par exemple Chafa¨ı [4]). Ceci nous fournira
l’occasion de tester les limites des arguments de la section 3. Nous nous contenterons de traiter
le cas discret avec l’e´nergie usuelle donne´e par la forme quadratique C 3 f 7→ ν[(f ′)2], bien que
l’on imagine que des conside´rations similaires aux pre´ce´dentes permettraient d’e´tendre ce qui suit
a` la situation continue ou aux e´nergies modifie´es comme ci-dessus. Soit ϕ : R+ → R une fonction
convexe, de classe C3 sur ]0,+∞[. L’entropie modifie´e correspondante est la fonctionnelle qui a`
toute application f ∈ C, f ≥ 0, associe la quantite´ (positive par l’ine´galite´ de Jensen)
Eϕ[f ] = µ[ϕ(f)]− ϕ(µ[f ])
Malheureusement l’expression Eϕ(f
2) n’est plus homoge`ne d’ordre 2 en f (sauf a` eˆtre proportion-
nelle a` l’entropie usuelle en f 2). Pour arranger ce de´faut, nous aurons besoin de deux hypothe`ses
supple´mentaires. Posons ψ l’application de´finie par
∀ x > 0, ψ(x) B xϕ′(x)− ϕ(x)
On dit que ψ est asymptotiquement concave s’il existe R > 0 tel que la fonction ψ est en-dessous
de ses tangentes s’appuyant en des points plus grands que R :
∀ y ≥ R, ∀ x > 0, ψ(x) ≤ ψ(y) + ψ′(y)(y − x)
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Ceci implique notamment que ψ est concave sur [R,+∞[ (ce qui n’est pas suffisant, mais il suffit
de ve´rifier en plus que limx→+∞ ψ(x) − xψ′(x) = +∞). On supposera premie`rement que ψ est
asymptotiquement concave. La seconde hypothe`se consiste en l’existence d’une constante η > 0
telle que pour tout 0 < x < η, on ait ϕ′′(x) + xϕ′′′(x) > 0 (si ϕ est C3 sur R+, il suffit pour cela
que ϕ′′(0) > 0, plus ge´ne´ralement, si l’on ne veut meˆme pas supposer ϕ de classe C3 sur R∗+, on
peut voir qu’il suffirait de supposer l’application x 7→ xϕ′′(x) croissante sur un intervalle ]0, η[).
Un exemple de fonction ϕ satisfaisant ces conditions est R+ 3 x 7→ x ln(ln(e+ x)).
Remarquons que
∀ x > 0, ψ′(x) = xϕ′′(x) ≥ 0
et que cette quantite´ de´croˆıt pour x ≥ R, elle admet donc une limite L ≥ 0 en +∞. Ainsi pour x
grand, ϕ′′(x) ≤ (1+L)/x, ce qui montre qu’a` un facteur pre`s, ϕ(x) est domine´ par x ln(x). L’entropie
usuelle est en quelque sorte un majorant des entropies modifie´es que nous allons conside´rer ici.
Pour µ une probabilite´ sur E = {0, ..., N} et ν une mesure sur l’ensemble A des areˆtes corres-
pondant, on s’inte´resse a` la quantite´
G(µ, ν) B sup
f∈C
Eϕ(f
2)
ν[(f ′)2]
et notre objectif re´current est de ve´rifier que
G(µ, ν) = sup
f∈D
Eϕ(f
2)
ν[(f ′)2]
(14)
La principale contrarie´te´ provient de la non homoge´ne´ite´ de Eϕ, qui a priori nous interdit de ne
conside´rer que des suites maximisantes pour G(µ, ν) a` e´nergie majore´e et minore´e par une constante
strictement positive. Pour y reme´dier, remarquons qu’il n’y a ici aucune obstruction a` supposer µ
et ν strictement positives sur E. Cette proprie´te´ nous assure de l’existence d’une constante b1 > 0
telle que
∀ g ∈ C, ν[(g′)2] = 1 ⇒ µ[g2] ≥ b1
Fixons une fonction g ve´rifiant ν[(g′)2] = 1 et conside´rons la fonction
F : R∗+ 3 t 7→ Eϕ[tg2]/t (15)
On calcule que sa de´rive´e est donne´e par
∀ t > 0, F ′(t) = t−2(µ[ψ(tg2)]− ψ(tµ[g2]))
Ainsi par notre hypothe`se d’asymptotique concavite´ sur ψ, F est de´croissant sur [R/b1,+∞[. Ceci
montre que
G(µ, ν) = sup
f∈C : ν[(f ′)2]≤R/b1
Eϕ(f
2)
ν[(f ′)2]
ce qui nous permet de ne conside´rer que des suites maximisantes (fn)n∈N ve´rifiant ν[(f
′
n)
2] ≤ R/b1
pour tout n ∈ N. On peut e´galement supposer que ces fonctions fn, pour n ∈ N, sont positives.
Ecrivons fn =
√
tngn, avec tn > 0 (on e´carte les cas triviaux ou` tn = 0) et gn ∈ C ve´rifiant
ν[(g′n)
2] = 1. A une extraction de sous-suite pre`s, on se rame`ne a` la situation ou` les suites (tn)n∈N
et (fn(0))n∈N convergent respectivement dans [0, R/b1] et R¯+. Distinguons plusieurs cas :
• si limn→∞ tn = 0, ve´rifions qu’alors on peut se ramener a` supposer limn→∞ fn(0) > 0. En effet,
notre seconde hypothe`se sur ψ assure que si g ∈ C, g > 0, la fonction F de´finie en (15) est croissante
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sur ]0, η/max g2]. Ceci s’obtient en effectuant un de´veloppement du second ordre avec reste : pour
t > 0 fixe´, il existe une fonction θt : E →]0, tmax g2[ telle que
ψ(tg2) = ψ(tµ[g2]) + ψ′(tµ[g2])t(g2 − µ[g2]) + ψ
′′(θt)
2
t2(g2 − µ[g2])2
En inte´grant cette e´galite´ par rapport a` µ, il apparaˆıt que F ′(t) est positif de`s que tmax g2 6 η.
Par ailleurs, il existe une constante b2 > 0 telle que si g ve´rifie ν[(g
′)2] = 1, alors osc(g) 6 b2 et
donc si g est de plus positive, max g2 6 (g(0) + b2)
2. En conse´quence, si on construit une nouvelle
suite (t˜n)n∈N en posant
∀ n ∈ N, t˜n B
{
tn , si tn(gn(0) + b2)
2 > η
η/(gn(0) + b2)
2 , sinon
la suite (f˜n)n∈N de´finie par f˜n B t˜ngn, pour tout n ∈ N, reste maximisante pour G(µ, ν). On
conside`re de´sormais cette suite que l’on renomme (fn)n∈N. On a alors
∀ n ∈ N, tn(gn(0) + b2)2 > η
c’est-a`-dire f2n(0) + 2b2
√
tnfn(0) + b
2
2tn > η, ce qui interdit la convergence limn→∞ fn(0) = 0.
On peut maintenant effectuer un de´veloppement du second ordre avec reste pour Eϕ(f
2
n) : il existe
une nouvelle fonction θn a` valeurs dans [fn(0)−
√
tnb2, fn(0) +
√
tnb2] telle que
Eϕ(f
2
n) = µ
[
ϕ′′(θn)(f
2
n − µ[f2n])2
]
/2
Envisageons d’abord le cas ou` l B limn→∞ fn(0) est fini. Puisque l > 0, on a uniforme´ment sur E,
lim
n→∞
ϕ′′(θn)(fn +
√
µ[f2n])
2/2 = 2l2ϕ′′(l2)
Si l2ϕ′′(l2) > 0, on en de´duit pour n grand l’e´quivalent
Eϕ(f
2
n) ∼ 2l2ϕ′′(l2)µ[(fn −
√
µ[f2n])
2]
6 2l2ϕ′′(l2)Var(fn, µ)
d’ou`
lim
n→∞
Eϕ(f
2
n)
ν[(f ′n)
2]
6 2l2ϕ′′(l2) lim sup
n→∞
Var(fn, µ)
ν[(f ′n)
2]
6 2l2ϕ′′(l2)A(µ, ν)
De meˆme on obtient
lim
n→∞
Eϕ(f
2
n)
ν[(f ′n)
2]
= 0
si l2ϕ′′(l2) = 0. Il apparaˆıt ainsi que l’on a toujours
G(µ, ν) 6 sup
l>0
2l2ϕ′′(l2)A(µ, ν)
= sup
l>η
2l2ϕ′′(l2)A(µ, ν)
cette dernie`re e´galite´ provenant de la croissance de l’application x 7→ xϕ′′(x) sur ]0, η]. Re´ciproque-
ment, l’ine´galite´ G(µ, ν) > supl>η 2l
2ϕ′′(l2)A(µ, ν) est satisfaite en toutes circonstances : il suffit
de conside´rer dans le supremum de´finissant G(µ, ν), pour tout l > η donne´, des fonctions de
la forme l + ²f , avec f ∈ C et ² > 0 que l’on fait tendre vers 0. Ce qui pre´ce`de vaut aussi si
21
limn→∞ fn(0) = +∞, en utilisant l’existence et la finitude de L = limx→+∞ xϕ′′(x). Dans tous les
cas, la convergence limn→∞ tn = 0 entraˆıne donc l’e´galite´ G(µ, ν) = supl>η2 2lϕ
′′(l)A(µ, ν). On a
alors aussi
sup
f∈D
Eϕ(f
2)
ν[(f ′)2]
=
(
sup
l>η2
2lϕ′′(l)
)
sup
f∈D
Var(f, µ)
ν[(f ′)2]
=
(
sup
l>η2
2lϕ′′(l)
)
A(µ, ν)
d’ou` l’identite´ voulue (14).
• Si limn→∞ tn ∈ ]0, R/b1], on retrouve un cadre plus classique, et comme nous l’avons de´ja` fait
plusieurs fois, on distingue deux sous-cas.
- si limn→∞ fn(0) = +∞, la bornitude des oscillations des fn en n ∈ N et la convergence
limt→+∞ xϕ
′′(x) = L permet a` nouveau d’effectuer un de´veloppement du second ordre avec reste,
pour obtenir en n grand l’e´quivalent
Eϕ(f
2
n) ∼
L
2
Var(fn, µ)
si L > 0. Par contre si L = 0, il ressort plutoˆt que
Eϕ(f
2
n) ¿ Var(fn, µ)
Puisque A(µ, ν) < +∞, cette dernie`re possibilite´ implique que l’on est dans une situation triviale
ou` G(µ, ν) = 0. Si L > 0, on obtient aussi G(µ, ν) = LA(µ, ν)/2. Ce qui nous rame`ne au cas de
l’ine´galite´ de Poincare´.
- si limn→∞ fn(0) existe dans R, on montre facilement l’existence d’une fonction minimisante. Mais
la de´monstration du lemme 5 s’adapte imme´diatement a` cette situation, vu la forme de l’entropie
modifie´e Eϕ. Le plus rapide pour conclure ensuite a` la validite´ de (14) est d’adapter la seconde
preuve de la section 4.
Remarque 13 Il serait tre`s inte´ressant de savoir si les conside´rations pre´sente´es ici peuvent
s’e´tendre a` la situation des arbres (nous pensons que cela permettrait de mieux comprendre les
bornes de type Hardy correspondantes pour la constante de Poincare´ ou de Sobolev logarithmique,
voir Evans, Harris et Pick [8] et [11]). Conside´rons par exemple le cas discret. Fixons une feuille
o de l’arbre, ce qui permet de le munir d’un ordre partiel, en donnant a` o le statut de racine (on
convient que y ≥ x si x se trouve sur l’unique chemin ne se recoupant pas allant de o a` y). On
de´finit ensuite D(o) comme l’ensemble des fonctions monotones pour cet ordre partiel.
Nous nous demandons si comme pre´ce´demment, il suffit de conside´rer de telles fonctions dans
les ine´galite´s de Poincare´ ou de Sobolev logarithmiques (modifie´es). Il s’agira d’eˆtre prudent, car
meˆme dans le cas de l’ine´galite´ de Poincare´, une fonction maximisante ne sera pas ne´cessairement
un e´le´ment de D(o), ni meˆme n’appartiendra a` l’un de ces ensembles quand o parcourt toutes les
feuilles. Conside´rons ainsi l’arbre forme´ d’un point central (de masse 1/4 pour µ) relie´ a` quatre
feuilles (toutes de masse 1/8 pour µ). Prenons pour ν la mesure donnant un poids 1 a` chacune des
quatre areˆtes. On ve´rifie qu’a` une constante additive pre`s, les fonctions maximisantes sont celles qui
s’annulent sur le point central et dont la somme des valeurs sur les feuilles vaut aussi 0 (ces dernie`res
correspondent a` l’espace propre associe´ au trou spectral sous-jacent). Elles n’appartiennent donc
pas toutes a` ∪o∈OD(o) (contrairement au cas de l’arbre a` trois branches), ou` O est l’ensemble des
quatre feuilles. Par contre pour tout o ∈ O fixe´, on peut trouver une fonction maximisante dans
D(o).
¤
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