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ABSTRACT
This work reports the development of a Man Machine Interface based on speech recognition. The system must
recognize spoken commands, and execute the desired tasks, without manual interventions of operators. The
range of applications goes from the execution of commands in an industrial plant’s control room, to navigation
and interaction in virtual environments. Results are reported for isolated word recognition, the isolated words
corresponding to the spoken commands. For the pre-processing stage, relevant parameters are extracted from
the speech signals, using the cepstral analysis technique, that are used for isolated word recognition, and
corresponds to the inputs of an artificial neural network, that performs recognition tasks.
1. INTRODUCTION
Man Machine Interfaces based on speech recognition can improve operational routines, since
tasks may be executed without manual interventions of operators. There is a wide range of
applications of such systems, from the execution of commands in an industrial plant’s control
room, to navigation and interaction in virtual environments.
In this work, four commands have been used for isolated word recognition: "acima",
"abaixo", "direita" and "esquerda", Portuguese words for: "up", "down", "right" and "left",
respectively.
Speech recognition involves a pre-processing stage, in which relevant parameters have to be
extracted from the speech signals, and used for pattern recognition. This task has been
performed using cepstral analysis, a well-known technique used both for isolated-word and
for speaker recognition purposes. The relevant parameters, cepstral coefficients, are used as
inputs to an artificial neural network that performs recognition tasks.
2. PROCESSING OF SPEECH SIGNALS
2.1. Segmentation
The vocal tract can be considered a stationary system for time intervals approximately
between 10 and 40 ms [1]. Then, speech signals have to be divided first in short segments,
within this range, before any further signal processing.
Blank spaces before and after spoken words do not contain any useful information, and thus
have been eliminated from the speech signal in this work, following the approach reported in
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[2], given its simplicity and effectiveness. Only short-time energy information is used,
computed for each segment, defined as:
where:
• s: is the speech signal, in discrete time domain n,
• E: is short-time energy, for each segment m,
• N: is the number of samples in each segment.
A rectangular window has been used, with 20 ms duration, without superposition of adjacent
segments. Figure 1 shows an example of speech signal for the locution "acima", while Fig. 2
shows its computed short-time energy, for all segments.
Figure 1. Speech signal for locution "acima".
Figure 2. Short-time energy for locution "acima".
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Segments with energies below 1 % of the maximum energy in the locution have been
eliminated.
2.2. Parameter Extraction
For cepstral analysis, the use of rectangular window results in abrupt variations at segments’
ends, introducing spurious high frequencies. Then, Hamming window has been adopted, to
smooth signal at segments’ ends. Information loss has been compensated by a superposition
of 75 % between adjacent segments, with a total of 120 segments.
As long as, in this work, parameters are input to an artificial neural network, the number of
segments must be constant. Besides this, the spoken word length, after blank elimination, is
variable. Then, a window with adaptive length has been adopted, as reported in [3]. Thus, a
fixed number of adaptive windows can cover the whole (variable) length of the word.
Cepstral analysis, as applied to speech signal processing, is briefly explained in the following.
It is used for deconvolution of the excitation signal u(n), with the vocal tract impulse
response ( )nhˆ . The later contains information about the spoken word, as well as about the
speaker, and thus can be used for pattern recognition purposes. For speech signals, the use of
real cepstrum is sufficient. Cepstral analysis performs deconvolution of the speech signal, by
applying the following steps, for each segment:
• Fourier Transform (magnitude),
• Logarithm of the Fourier Transform,
• Inverse Fourier Transform,
• Liftering in the cepstral domain.
The deconvolution is detailed in Eq. (2):
( ) ( ){ } ( ) ( ){ } ( ) ( )kckceHeUIDFTeSIDFTkc HUjωjωjωS ˆˆlogloglog +=+== (2)
where:
• ( )jωeS : Fourier Transform of the speech signal (for each segment),
• ( )jωeU : Fourier Transform of excitation,
• ( )jωeHˆ : Fourier Transform of vocal tract impulse response,
• ( )kcS : Cepstrum of the speech signal,
• ( )kcU : Cepstrum of excitation,
• ( )kcHˆ : Cepstrum of vocal tract impulse response,
• IDFT : Inverse Discrete Fourier transform.
Thus, the excitation and the vocal tract impulse response, formerly convoluted, become
additive. Additionally, coefficients ( )kcHˆ  concentrate in lower quefrencies, while coefficients
( )kcU  concentrate in higher ones [3]; exception for the first coefficient (index zero), which is
part of the excitation [4]. Thus, it is possible to extract the vocal tract impulse response
through a low-pass liftering in the quefrency domain. In this work, 12 cepstral coefficients
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have been extracted, as it is a typical number in similar techniques, such as linear predictive
coding (LPC) technique. The DFT is performed with 512-point FFT, with zero-padding.
2.3. Pattern Recognition
For this step, an artificial neural network [5] has been used, as described in the following:
• Feed-forward back-propagation neural network,
• Three layers: input layer, hidden layer and output layer, the last two with sigmoidal non-
linear activation function.
The inputs correspond to the cepstral coefficients for all segments. As long as 120 segments
have been used, each one with 12 cepstral coefficients, the neural network input’s dimension
resulted 1440. The number of outputs corresponds to the number of commands to be
identified, in this case four, and the hidden layer has been set to 187 neurons. Results are
shown in the next section.
3. RESULTS
Spoken commands have been recorded in the following way:
• A universe of four speakers has been considered in this first work,
• Each speaker has recorded, many times, each of the four commands already mentioned.
Thus, the complete data contains records of all four commands, spoken by all four speakers,
many repetitions of each command. This data has been sorted into three sets: training, test
and validation sets, with the following percentages: 70 % for training, and 15 % for test and
15 % for validation sets. The test set is used to avoid overtraining, while validation one is
used to verify neural network’s generalization capability. The sorting aims to assign to each
set, data corresponding to all four commands, and to all four speakers, so the neural network
can be trained, tested and validated for a more general information.
Table 1a and Table 1b show neural network’s performance for the validation data set, while
Table 2a and Table 2b show results for the test data set. Commands "abaixo", "acima",
"direita" and "esquerda", are represented by "C1", "C2", "C3" and "C4", respectively.
Table 1a. Results for validation data set.
Desired outputs Actual outputs
C1 C2 C3 C4 C1 C2 C3 C4
1 0 0 0 0.993787 0.093789 0.190655 0
1 0 0 0 0.856958 0.051491 0.098181 0.447898
1 0 0 0 0.971785 0 0.18834 0.210627
1 0 0 0 1 0 0 0.513327
1 0 0 0 0.972453 0 0 0.226166
0 1 0 0 0 0.759732 0.065483 0
0 1 0 0 0 0.850423 0 0
0 0 1 0 0.009139 0.231809 0.264204 0
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Table 1b. Results for validation data set (continued).
0 0 1 0 0 0 0.714916 0.185912
0 0 1 0 0 0 0.810875 0.07209
0 0 0 1 0 0 0.07837 1
0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 0.730365
0 0 0 1 0 0.015004 0.076821 0.921378
0 0 1 0 0 0.036012 0.986411 0.183953
0 0 0 1 0 0 0.175193 0.922909
1 0 0 0 1 0 0 0.102289
0 1 0 0 0 1 0 0.134824
0 0 1 0 0.086702 0.146146 0.79823 0.035219
0 0 1 0 0 0.035443 0.876442 0.319351
1 0 0 0 1 0.160665 0.02948 0
1 0 0 0 1 0 0.052995 0
0 0 1 0 0.026809 0 1 0.052781
0 0 1 0 0.037334 0 1 0
0 0 1 0 0 0 0.999491 0.023369
0 0 0 1 0.045213 0 0 1
Table 2. Results for test data set.
Desired outputs Actual outputs
C1 C2 C3 C4 C1 C2 C3 C4
1 0 0 0 0.908805 0 0.078555 0
1 0 0 0 1 0.077061 0 0.067706
0 1 0 0 0 0.982088 0 0
0 1 0 0 0 1 0 0.188277
0 0 1 0 0.063464 0 0.512572 0.220332
0 0 1 0 0.192168 0 0.61476 0.030474
0 0 1 0 0 0.118288 0.911985 0.112232
0 0 0 1 0.004041 0 0.047082 0.781381
0 0 0 1 0 0 0.048695 0.952201
1 0 0 0 0.88125 0.040296 0.071579 0.025161
0 1 0 0 9.59E-05 0.638531 0.196255 0
0 1 0 0 0.134635 0.779713 0 0
0 0 1 0 0 0.083125 0.761442 0
0 0 0 1 0 0.021612 0.294693 1
0 0 0 1 0 0 0.016211 1
0 0 0 1 0 0.084402 0.066101 0.592593
0 1 0 0 0.033442 0.895954 0 0
0 1 0 0 0 0.94737 0 0
0 1 0 0 0.047789 0.910425 0 0.104964
0 0 1 0 0.018622 0 0.873061 0.153087
0 0 1 0 0.018332 0 0.895765 0.162628
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Table 2. Results for test data set (continued).
0 0 1 0 0 0.241774 0.991409 0
0 0 0 1 0 0 0.053508 1
0 0 0 1 0 0.036555 0.226021 1
0 0 0 1 0 0.229024 0.264163 0.813907
0 0 0 1 0.04035 0 0.107756 0.759386
Considering the neural network overall response corresponds to the winner output neuron,
this first results are encouraging, since it has given right responses for all data in both the
validation and the test sets. For some samples, the neural network has given responses in
which more than one output neuron have almost the same value, the most important case in
sample 8 of Table 1a. But even though, the right neuron has been the winner.
3. CONCLUSIONS
In this first approach, the proposed system has given right responses for samples not used for
training, as the ones from the test set, and mainly from the validation set.
The neural network used currently is a standard feed-forward backpropagation network.
Improvements can be made in the choice of both the topology and the training strategy of the
neural network, to achieve more precise results. Further, the technique used for pre-
processing could have some variations, as in the length or degree of superposition of the
segments, or using other parameter extraction technique, as LPC, LPC-Cepstral, Mel-
Cepstral, or a combination of different parameters to improve relevant extraction of
information.
As long as cepstral parameters contain information about the vocal tract impulse response,
this system can be easily adapted for the speaker recognition task, by changing the desired
outputs from commands to speakers.
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