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C´ılem te´to diplomove´ pra´ce je prˇedevsˇ´ım d˚ukladneˇ zmapovat a zanalyzovat Open Source
prostrˇedky pro rozkla´da´n´ı za´teˇzˇe a rˇesˇen´ı vysoke´ dostupnosti, se zameˇrˇen´ım na oblasti u´loh
ve ktery´ch jsou Open Source rˇesˇen´ı typicky nasazova´na. Teˇmito oblastmi jsou prˇedevsˇ´ım
rˇesˇen´ı s´ıt’ove´ infrastruktury (routery, loadbalancery), obecneˇ s´ıt’ove´ a internetove´ sluzˇby a
paraleln´ı filesyste´my. Dalˇs´ı cˇa´st´ı te´to pra´ce je analy´za na´vrhu, realizace a pla´n˚u dalˇs´ıho roz-
voje jednoho prudce se rozv´ıjej´ıc´ıho internetove´ho projektu. Du˚sledkem takto dynamicke´ho
rozvoje je nutnost rˇesˇen´ı sˇka´lovatelnosti prakticky na vsˇech vrstva´ch. Posledn´ı cˇa´st te´to
pra´ce pak prˇedstavuje vy´konnostn´ı rozbor jednotlivy´ch typ˚u loadbalancingu v projektu
Linux Virtual Server.
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Abstract
The goal of this master thesis is to analyse Open Source resources for loadbalancing and high
availability, with aim on areas of its typical usage. These areas are particularly solutions
of network infrastructure (routers, loadbalancers), generally network and internet services
and parallel filesystems. Next part of this thesis is analysis of design, implementation and
plans of subsequent advancement of an fast growing Internet project. The effect of this
growth is necessity of solving scalability on all levels. The last part is performance analysis
of individual loadbalancing methods in the Linux Virtual Server project.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Snem kazˇde´ho administra´tora je spravovat takovy´ syste´m, u ktere´ho se nemus´ı oba´vat
vy´padku cˇi poruchy jednoho z jeho cˇlen˚u, ktery´ by meˇl za na´sledek at’ uzˇ cˇa´stecˇnou ne-
funkcˇnost, nebo nefunkcˇnost syste´mu jako celku. Dalˇs´ım typicky´m ”snem“ je neomezena´
sˇka´lovatelnost syste´mu, kdy prˇi nedostatku zdroj˚u datovy´ch, vy´pocˇetn´ıch cˇi prˇenosovy´ch
nen´ı proble´m rozsˇ´ıˇrit syste´m o dalˇs´ı hardware a t´ım zdroje syste´mu navy´sˇit. Za´rovenˇ je
veˇtsˇinou nutne´ zachovat transparentnost cele´ho syste´mu v˚ucˇi uzˇivatel˚um.
Jak jsem jizˇ naznacˇil takove´to pozˇadavky na syste´m jsou sp´ıˇse nedosazˇitelny´m idea´lem
nezˇ rea´lny´m c´ılem, nehledeˇ na cˇastou protich˚udnost rˇesˇen´ı teˇchto d´ılcˇ´ıch pozˇadavk˚u. Je
vsˇak v lidske´ prˇirozenosti proble´my prˇekona´vat, proto dnes pojmy jako Load balancing,
High availability, nebo Fault-tolerant system jsou naplnˇova´ny v mnoha podoba´ch a imple-
mentac´ıch softwarovy´ch i hardwarovy´ch prostrˇedk˚u.
V dnesˇn´ı dobeˇ jizˇ nen´ı trˇeba dokazovat, zˇe si Open Source Software vydobyl mı´sto nejen
tam, kde jsou hlavn´ım krite´riem n´ızke´ porˇizovac´ı na´klady, ale i v rozsa´hlejˇs´ıch syste´mech,
kde jizˇ rozhoduj´ı o nasazene´ technologii prˇedevsˇ´ım vy´sˇe zmı´neˇne´ pozˇadavky na sˇka´lovatelnost,
odolnost v˚ucˇi vy´padk˚um a transparentnost jejich pouzˇit´ı v˚ucˇi uzˇivateli. C´ılem te´to diplo-
move´ pra´ce je prˇedevsˇ´ım d˚ukladneˇ zmapovat a zanalyzovat Open Source prostrˇedky pro
rozkla´da´n´ı za´teˇzˇe a rˇesˇen´ı vysoke´ dostupnosti, se zameˇrˇen´ım na oblasti u´loh ve ktery´ch
jsou Open Source rˇesˇen´ı typicky nasazova´na. Teˇmito oblastmi jsou prˇedevsˇ´ım rˇesˇen´ı s´ıt’ove´
infrastruktury (routery, loadbalancery), obecneˇ s´ıt’ove´ a internetove´ sluzˇby a paraleln´ı file-
syste´my. Dalˇs´ı cˇa´st´ı te´to pra´ce je analy´za na´vrhu, realizace a pla´n˚u dalˇs´ıho rozvoje jednoho
prudce se rozv´ıjej´ıc´ıho internetove´ho projektu. Du˚sledkem takto dynamicke´ho rozvoje je
nutnost rˇesˇen´ı sˇka´lovatelnosti prakticky na vsˇech vrstva´ch. Posledn´ı cˇa´st te´to pra´ce pak
prˇedstavuje vy´konnostn´ı rozbor jednotlivy´ch typ˚u loadbalancingu v projektu Linux Virtual





Dostupnost (Availability) ma´ v´ıce vy´znamu˚ a zp˚usob˚u jej´ıho vyja´drˇen´ı v za´vislosti na oblasti
pouzˇit´ı. Pro nasˇi potrˇebu se spokoj´ıme s poloforma´ln´ım vyja´drˇen´ım[1]:
Dostupnost je definova´na jako procentua´ln´ı vyja´drˇen´ı provozuschopnosti a komunikacˇn´ı
operability syste´mu ve chv´ıli, kdy je na neˇj vznesen pozˇadavek.









Na prvn´ı cˇa´st vztahu 2.1 je trˇeba nahl´ızˇet spra´vny´m zp˚usobem, naprˇ´ıklad uvazˇujme
syste´m, ktery´ po urcˇitou dobu1 pracuje bez vy´padku, jeho klienti jsou vsˇak prˇipojeni prˇes
s´ıt’ ktera´ v tuto dobu zaznamena´ vy´padek. Z pohledu administra´tora dane´ho syste´mu se
syste´m jev´ı jako 100% dostupny´, z pohledu jeho klient˚u to jizˇ pravda nen´ı. Je tedy vzˇdy
trˇeba zva´zˇit v jake´m meˇrˇ´ıtku syste´m posuzujeme, tomuto vy´pocˇet dostupnosti prˇizp˚usobit
a zahrnout vsˇechny relevantn´ı zdroje vy´padk˚u.
Vy´robci a provozovatele´ syste´mu˚ s oblibou pouzˇ´ıvaj´ı pro popis dostupnosti svy´ch rˇesˇen´ı
takzvany´ dev´ıtkovy´ syste´m. Cˇasty´m, avsˇak veˇtsˇinou teˇzˇko dosazˇitelny´m c´ılem, je peˇtidev´ıtkova´
dostupnost, ta prˇedstavuje dostupnost 99,999% po dobu jednoho roku, cozˇ odpov´ıda´ 5:15 [mm:ss]
nedostupnosti za rok. V tabulce 2.1, jsou uvedeny uzˇ´ıvane´ typy dostupnosti a jim od-
pov´ıdaj´ıc´ı prˇ´ıpustne´ cˇasy nedostupnosti.
1vzhledem ke ktere´ posuzujeme dostupnost tohoto syste´mu
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Tabulka 2.1: Dev´ıtkovy´ syste´m, jeho cˇasove´ vycˇ´ıslen´ı.
2.2 Spolehlivost
Forma´ln´ı definice spolehlivosti (Reliability[2]), R(t) je pravdeˇpodobnost, zˇe syste´m bude
schopen neprˇetrzˇiteˇ po dobu t, plnit funkci ke ktere´ byl navrzˇen. Naprˇ´ıklad syste´m se
spolehlivost´ı 0,9999 pro jeden rok, ma´ pravdeˇpodobnost 99,99%, zˇe bude fungovat po dobu
jednoho roku bez poruch.
Spolehlivost je pouze jeden z mnoha faktor˚u ovlivnˇuj´ıc´ıch dostupnost, naprˇ´ıklad 99,99%
spolehlivost neznamena´ 99,99% dostupnost. Spolehlivost prˇedstavuje schopnost syste´mu
fungovat bez prˇerusˇen´ı, zat´ım co dostupnost prˇedstavuje schopnost syste´mu poskytovat
svy´m klient˚um urcˇitou sluzˇbu. Tedy spolehlivost poskytuje metriku cˇetnosti poruch urcˇite´
komponenty, cˇi syste´mu jako celku, dostupnost vyjadrˇuje efekt nefunkcˇnosti syste´mu zp˚usobeny´
poruchou.
2.2.1 MTBF
Jednou z beˇzˇneˇ uzˇ´ıvany´ch metrik spolehlivosti je strˇedn´ı cˇas mezi poruchami (MTBF 2),
cozˇ je pr˚umeˇrny´ cˇasovy´ interval3 mezi dveˇma po sobeˇ jdouc´ımi poruchami. Spolehlivost se
zvysˇuje, pokud se za´rovenˇ zvysˇuje i MTBF.
Hardwarova´ MTBF – Prˇedstavuje strˇedn´ı cˇas mezi poruchami hardwarove´ komponenty.
Aby tato porucha nutneˇ neprˇedstavovala i vy´padek syste´mu, pouzˇ´ıva´ se zpravidla
hardwarova´ redundance a hardware s detekc´ı/korekc´ı chyb.4
Syste´mova´ MTBF – Prˇedstavuje strˇedn´ı cˇas mezi poruchami syste´mu. Poruchou syste´mu
rozumı´me vy´padek sluzˇby poskytovane´ uzˇivatel˚um, ktery´ lze odstranit pouze opravou
syste´mu. Redundance hardwarovy´ch komponent zvysˇuje syste´movou MTBF prˇesto, zˇe
MTBF jednotlivy´ch komponent z˚usta´va´ stejna´. Protozˇe porucha redundantn´ı kom-
ponenty syste´mu nutneˇ neznamena´ poruchu syste´mu, celkova´ MTBF syste´mu tak
vzr˚usta´. Nicme´neˇ zvy´sˇeny´ pocˇet komponent v syste´mu znamena´ zvy´sˇenou pravdeˇpodobnost
poruchy neˇktere´ z teˇchto komponent. Prˇi hardwarove´m na´vrhu syste´mu bychom se
meˇli op´ırat o statistickou analy´zu abychom byli schopni zjistit skutecˇny´ prˇ´ınos spo-
lehlivosti prˇi pouzˇit´ı redundance.
2Mean Time Between Failures
3veˇtsˇinou v hodina´ch
4naprˇ´ıklad diskova´ RAID pole; ECC pameˇti
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MTBI 5 – Prˇedstavuje docˇasny´ syste´movy´ vy´padek, u ktere´ho nen´ı trˇeba oprava pro ob-
noven´ı funkcˇnosti. S t´ımto typem vy´padku se zpravidla setka´va´me u syste´mu˚ jejichzˇ
soucˇa´st´ı je ASR(Automatic System Recovery), zpravidla jde o automaticke´ zotaven´ı
syste´mu po detekci vadne´ho hardware.
MTTR 6 – Prˇedstavuje strˇedn´ı cˇas do opravy. Je to jedna z nejcˇasteˇji uzˇ´ıvany´ch metrik
udrzˇovatelnosti. Predikce udrzˇovatelnosti pomoc´ı MTTR, analyzuje potrˇebny´ cˇas k
opraveˇ a obnoveˇ funkcˇnosti syste´mu po jeho porusˇe.
Zde bych se opeˇt vra´til k vyja´drˇen´ı dostupnosti ve vztahu 2.1, konkre´tneˇ k jeho druhe´
cˇa´sti. Vystupuj´ı zde dva cˇleny, MTBF a MTTR. Pokud chceme neˇjaky´m zp˚usobem zvy´sˇit
dostupnost syste´mu ma´me k dispozici pra´veˇ 2 mozˇnosti, zvy´sˇit MTBF nebo(a za´rovenˇ)
sn´ızˇit MTTR. Jake´ tedy ma´me mozˇnosti pro prvn´ı prˇ´ıpad - zvysˇova´n´ı MTBF? Mozˇnost´ı je
v´ıce, zminˇme tedy ty hlavn´ı:
• Volba kvalitn´ıch komponent s vysokou MTBF.
• Snizˇova´n´ı pocˇtu komponent syste´mu, tedy i jeho komplexnosti.
• Redundance komponent.
• . . .
V druhe´m prˇ´ıpadeˇ, snizˇova´n´ı MTTR se radeˇji rovnou zamysl´ıme nad specia´ln´ım prˇ´ıpadem
kdy MTTR = 0. Jde o situaci kdy jsme schopni jakoukoliv poruchu opravit za chodu
syste´mu bez vlivu na jeho funkcˇnost. Toto prˇedpokla´da´ dokonalou, nekonecˇneˇ rychlou a
spolehlivou detekci chyb v syste´mu, za´rovenˇ jsou prˇedpokladem mechanismy automaticke´ho
(autonomn´ıho) zotaven´ı z chyby, opeˇt v nekonecˇneˇ kra´tke´m cˇase. Jak je jisteˇ c´ıtit z pouzˇity´ch
vy´raz˚u o nekonecˇnu a dokonalosti, jde pouze o teoreticky´ idea´ln´ı stav, jemuzˇ se snazˇ´ıme
prˇibl´ızˇit. Jaky´m zp˚usobem a prostrˇedky se o to snazˇ´ıme bude prˇedmeˇtem znacˇne´ cˇa´sti te´to
diplomove´ pra´ce, nebot’ se jedna´ o za´kladn´ı mysˇlenku Vysoke´ Dostupnosti a Clusterova´n´ı
jako prostrˇedku k jej´ımu dosazˇen´ı.
2.2.2 Failure rate
Cˇetnost poruch je jednou z dalˇs´ıch metrik pouzˇ´ıvany´ch k posuzova´n´ı spolehlivosti. Je defi-





Pro oba typy MTBF7 existuje odpov´ıdaj´ıc´ı Failure Rate. Pro veˇtsˇinu elektronicky´ch
soucˇa´stek plat´ı, zˇe jejich Failure Rate resp. MTBF po dobu jejich zˇivotnosti nen´ı konstantn´ı,
sche´ma vy´voje te´to cˇasove´ za´vislosti je pro veˇtsˇinu elektronicky´ch komponent shodny´. Na
obra´zku 2.1 je zna´zorneˇn zˇivotn´ı cyklus komponenty a odpov´ıdaj´ıc´ı cˇetnost poruch pro
dane´ sta´rˇ´ı komponenty. Na pocˇa´tku zˇivotn´ıho cyklu komponenty je obdob´ı, kdy je poru-
chovost zvy´sˇena´, prˇ´ıcˇinou jsou zpravidla skryte´ vady z vy´roby neodhalene´ vy´stupn´ı kont-
rolou. Proto je beˇzˇnou prax´ı komponenty do d˚ulezˇity´ch syste´mu˚ nechat odpov´ıdaj´ıc´ı dobu
5Mean Time Between Interruptions
6Mean Time To Repair
7Hardwarova´ MTBF; Syste´mova´ MTBF
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”zahorˇet“. Da´le na´sleduje obdob´ı kdy je cˇetnost poruch te´meˇrˇ konstantn´ı, cozˇ odpov´ıda´
efektivn´ı zˇivotnosti komponenty. Na´sleduje obdob´ı konce zˇivotnosti nebo opotrˇeben´ı, kdy
se opeˇt cˇetnost poruch zvysˇuje.
Obra´zek 2.1: Zˇivotn´ı cyklus komponenty
2.3 Fault-tolerant system
Techniky odolnosti proti porucha´m se obecneˇ snazˇ´ı zamezit tomu, aby chyby na n´ızke´ u´rovni
zp˚usobily vy´padek syste´mu.Syste´m odolny´ proti porucha´m je tedy takovy´ syste´m, ktery´ prˇi
porusˇe ktere´koliv sve´ komponenty doka´zˇe pokracˇovat ve sve´ cˇinnosti, at’ uzˇ plnohodnotneˇ,
nebo v omezene´m provozu. Za´kladn´ı pozˇadavky na Fault-tolerant system lze specifikovat
takto:
• Zˇa´dna´ komponenta v syste´mu nesmı´ svou poruchou zp˚usobit vy´padek syste´mu.
• Oprava jake´koliv komponenty mus´ı by´t proveditelna´ za chodu.
• Syste´m mus´ı by´t schopen detekovat vadnou komponentu a izolovat j´ı od zbytku
syste´mu.
• Syste´m mus´ı by´t schopen zamezit propagaci chyb z vadne´ komponenty do syste´mu.
• Mus´ı byt dostupne´ mechanismy zotaven´ı po chybeˇ.
Prˇ´ınosy syste´mu˚ odolny´ch proti porucha´m jsou evidentn´ı, existuje vsˇak mnoho d˚uvod˚u, procˇ
jejich nasazen´ı mu˚zˇe by´t problematicke´, prˇ´ıpadneˇ zcela nevhodne´, cˇi nemozˇne´. Zminˇme tedy
ty hlavn´ı:
• Zrˇejmeˇ prvn´ı veˇc´ı ktera´ na´s napadne je cena. Cena je mnohem vysˇsˇ´ı hned z neˇkolika
d˚uvod˚u, vysˇsˇ´ı pocˇet komponent (redundance), vysˇsˇ´ı cena komponent (fault-tolerant
komponenty) , kromeˇ komponent ktere´ jsou jaky´msi HW backendem sluzˇby kterou
syste´m poskytuje, je zde jesˇteˇ mnoho specia´ln´ıch komponent, ktere´ se staraj´ı pra´veˇ o
fault-tolerant chova´n´ı syste´mu (diagnosticke´, replikacˇni, maskovac´ı,... obvody). Kromeˇ
na´sobneˇ vysˇsˇ´ıch porˇizovac´ıch na´klad˚u se zde vsˇak objevuj´ı zvy´sˇene´ na´klady spojene´ s
jeho provozem, veˇtsˇ´ı energeticka´ na´rocˇnost a s t´ım spojene´ veˇtsˇ´ı na´roky na chlazen´ı.
Fyzicky jde o veˇtsˇ´ı zarˇ´ızen´ı, jsou zde tedy vysˇsˇ´ı prostorove´ na´roky. Dı´ky mnohem
vysˇsˇ´ı slozˇitosti syste´mu jsou take´ vysˇsˇ´ı na´roky na jeho obsluhu.
7
• Stozˇitost testova´n´ı - testovat komplexneˇjˇs´ı syste´m je vzˇdy slozˇiteˇjˇs´ı, kromeˇ toho exis-
tuj´ı situace, kdy nelze zarucˇit zˇe redundantn´ı komponenta nahrazuj´ıc´ı porouchanou
bude fungovat po dostatecˇneˇ dlouhou dobu potrˇebnou pro opravu, prˇ´ıpadneˇ, zˇe v˚ubec
bude fungovat.
• Celkoveˇ slozˇitost syste´mu je vysˇsˇ´ı, cozˇ sebou nese r˚uzna´ negativa:
– vysˇsˇ´ı na´chylnost k chyba´m v na´vrhu
– vysˇsˇ´ı pocˇet komponent vede k cˇasteˇjˇs´ım porucha´m
– veˇtsˇ´ı pravdeˇpodobnost chyby obsluhy
– slozˇitost konfigurace a spra´vy
– . . .
• Fault-tolerant syste´m sva´d´ı k laxnosti prˇi rˇesˇen´ı poruch.
2.4 High Aviability
Vysoka´ dostupnost je sp´ıˇse marketingovy´ nezˇ technicky´ termı´n. Syste´my oznacˇene´ jako Vy-
soce Dostupne´ zpravidla splnˇuj´ı trˇ´ı a v´ıce “dev´ıtkovou“ dostupnost (viz. tabulka 2.1). Oproti
Fault-tolerant syste´mu˚m, kde metrikou jejich kvality je kontinuita poskytovane´ sluzˇby, HA
syste´my posuzujeme z hlediska dostupnosti, tedy nedostupnost u HA syste´mu˚ nemus´ı zna-
menat vadu syste´mu pokud jde o tak kra´tke´, vy´padky zˇe celkovy´ ”Downtime“neprˇesa´hne
hranici urcˇenou trˇ´ıdou dostupnosti, do ktere´ dany´ HA syste´m patrˇ´ı.
2.5 Load Balancing
Load Balancing je technika rozkla´da´n´ı za´teˇzˇe mezi v´ıce server˚u za u´cˇelem dosazˇen´ı vysˇsˇ´ıho
vy´konu, nizˇsˇ´ıch latenc´ı cˇi sn´ızˇen´ı cˇasu nutne´ho k vy´pocˇtu. ”Loadbalancer“je zarˇ´ızen´ı, ktere´
toto rozkla´da´n´ı za´teˇzˇe prova´d´ı, mu˚zˇe se jednat jak o cˇisteˇ hardwarove´ zarˇ´ızen´ı, tak o softwa-
rovou implementaci beˇzˇ´ıc´ı na beˇzˇne´m operacˇn´ım syste´mu. Loadbalancer zpravidla obsahuje
neˇkolik algoritmu˚, podle ktery´ch rozhoduje o prˇideˇlova´n´ı prˇ´ıchoz´ıch dotaz˚u. Nejbeˇzˇneˇjˇs´ı
jsou tyto:
• Round-robin – prˇiˇrazuje dotazy tak, jak prˇicha´zej´ı, postupneˇ a dokola
• Nejrychlejˇs´ı odpoveˇd’ – dotaz je prˇiˇrazen serveru s momenta´lneˇ nejnizˇsˇ´ımi latencemi
• Nejme´neˇ konex´ı – dotaz je prˇiˇrazen serveru s nejmensˇ´ım pocˇtem nava´zany´ch spojen´ı
• a jejich va´hove´ varianty, kdy algoritmus zohlednˇuje explicitneˇ zadanou vy´konnost
backend server˚u
Load balancing je mozˇne´ prova´deˇt na mnoha vrstva´ch syste´mu, naprˇ´ıklad uvazˇme situ-
aci kdy nadna´rodn´ı spolecˇnost pomoc´ı DNS rozkla´da´ pozˇadavky na sve´ webservery v da-
tovy´ch centrech na jednotlivy´ch kontinentech. Da´le v kazˇde´m datacentru je prˇedrˇazena
reverzn´ı webcache, ktera´ kromeˇ cachova´n´ı jesˇteˇ deˇl´ı pozˇadavky na staticka´ a dynamicka´
data, pozˇadavky na staticka´ data pos´ıla´ na k tomu urcˇeny´ webserver, pozˇadavky na dyna-
micka´ data pos´ıla´ prˇes loadbalancer na webserverovou farmu, kde beˇzˇ´ı aplikacˇn´ı cˇa´st webu
spolecˇnosti. Aplikace na webserverove´ farmeˇ prˇi operac´ıch nad databa´z´ı deˇl´ı sve´ dotazy na
cˇtec´ı a za´pisove´, za´pisove´ pos´ıla´ na master SQL server, cˇtec´ı operace opeˇt prˇes loadbalancer





Jednou z kl´ıcˇovy´ch technik HA syste´mu˚ je prˇeb´ıra´n´ı IP konfigurace, zpravidla se jedna´ o kon-
figuraci virtua´ln´ıho rozhran´ı, ktera´ cestuje po uzlech clustreru v za´vislosti na momenta´ln´ım
stavu a dostupnosti jednotlivy´ch server˚u. Na protokolu VRRP1 uka´zˇi za´kladn´ı principy a
mozˇnosti a nast´ın´ım mozˇne´ proble´my. Da´le uvedu pouzˇ´ıvane´ otevrˇene´ implementace, at’ uzˇ
prˇ´ımo tohoto protokolu, jeho odvozenin, cˇi ideoveˇ odliˇsny´ch rˇesˇen´ı.
3.1.1 VRRP
V s´ıt´ıch kde je podstatna´ vysoka´ dostupnost, prˇ´ıpadneˇ v s´ıt´ıch kde nema´me vliv na jej´ı
kompletn´ı architekturu (internet, komunitn´ı s´ıteˇ), je pravidlem redundance linek, router˚u
a switch˚u. Obecneˇ se uplatnˇuje princip, zˇe z bodu A do bodu B existuje neˇkolik navza´jem
neza´visly´ch cest, ktere´ v prˇ´ıpadeˇ vy´padku jedne´ z nich nahrad´ı jej´ı funkci. Toto je mozˇne´
prˇedevsˇ´ım d´ıky protokol˚um dynamicke´ho routova´n´ı, jako je RIP2, OSPF3 a BGP4. U kon-
covy´ch bod˚u s´ıteˇ vsˇak tento prˇ´ıstup nen´ı vhodny´ z neˇkolika d˚uvod˚u. Prˇipojovat kazˇdou
koncovou stanici duplicitn´ım spojen´ım je znacˇneˇ neekonomicke´, nehledeˇ na nezanedba-
telny´ na´r˚ust kabela´zˇe. Dalˇs´ım d˚uvodem mu˚zˇe by´t neu´meˇrneˇ zvy´sˇena´ slozˇitost routovac´ıho
prostrˇed´ı s´ıteˇ a vy´pocˇetn´ı/s´ıt’ova´ rezˇie, kterou dynamicke´ routovac´ı protokoly prˇina´sˇej´ı.
VRRP je internetovy´ protokol ktery´ je popsa´n v RFC3768, je zalozˇen na konceptu
prˇevzate´m z proprieta´rn´ıho protokolu HSRP5 firmy CISCO. C´ılem tohoto protokolu je
poskytnout na´stroj pro zvy´sˇen´ı dostupnosti vy´choz´ı bra´ny (default gateway) loka´ln´ı s´ıteˇ.
VRRP zava´d´ı koncept ”virtua´ln´ıho routeru“, cozˇ je vrstva abstrakce nad fyzicky´mi routery
na ktery´ch VRRP beˇzˇ´ı. RFC zava´d´ı neˇkolik pojmu˚, ktere´ strucˇneˇ vysveˇtl´ım[4]:
VRRP router Router na ktere´m beˇzˇ´ı jedna cˇi v´ıce instanc´ı VRRP protokolu
Virtual router Abstraktn´ı objekt prˇedstavuj´ıc´ı vy´choz´ı bra´nu loka´ln´ı s´ıteˇ, sesta´va´ z VRID
a VRRIP
Virtual router ID VRID numericky´ identifika´tor (1-255) Virtua´ln´ıho routeru, na dane´m
segmentu s´ıteˇ mus´ı by´t unika´tn´ı
1Virtual Router Redundancy Protokol http://tools.ietf.org/html/rfc3768
2Routing Information Protocol http://tools.ietf.org/html/rfc2453
3Open Shortest Path First http://tools.ietf.org/html/rfc4750
4Border Gateway Protocol http://www.faqs.org/rfcs/rfc1771.html
5Hot Standby Router Protocol http://www.faqs.org/rfcs/rfc2281.html
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Virtual router IP VRIP IP adresa Virtua´ln´ıho routeru
Virtual MAC address VMAC Virtua´ln´ı router nevyuzˇ´ıva´ MAC adresu rozhran´ı routeru,
ale virtua´ln´ı MAC adresu, ktera´ se odvozuje od VRID
Master Instance VRRP ktera´ vykona´va´ routova´n´ı pro dany´ Virtua´ln´ı router, v jednom
okamzˇiku pro jedno VRID mu˚zˇe existovat vzˇdy jen jediny´ Master
Backup Instance VRRP ktera´ nen´ı ve stavu Master ale je prˇipravena jeho funkci prˇevz´ıt,
pro dane´ VRID jich mu˚zˇe by´t libovolny´ pocˇet
Priority Numericka´ hodnota (1-254) ohodnocuj´ıc´ı kazˇdou instanci VRRP, podle n´ı se
urcˇuje prˇi vy´padku Master instance jej´ı na´hrada z rˇad Backu instanc´ı. Cˇ´ım vysˇsˇ´ı
cˇ´ıslo, t´ım vysˇsˇ´ı priorita
Owner Pokud se shoduje na neˇktere´m z router˚u VRIP a adresa fyzicke´ho rozhran´ı, je
instance VRRP na tomto stroji oznacˇena jako Owner s prioritou 255, pokud tento
stroj beˇzˇ´ı je vzˇdy ve stavu Master
Nyn´ı na prˇ´ıkladu vysveˇtl´ım funkci protokolu. Na obra´zku 3.1 je zna´zorneˇna nejjed-
nodusˇsˇ´ı mozˇna´ konfigurace dvou router˚u vyuzˇ´ıvaj´ıc´ıch VRRP a poskytuj´ıc´ıch sluzˇbu vy´choz´ı













Klienti LAN 192.168.20.0/24 default GW 192.168.20.1
Obra´zek 3.1: Jednoduchy´ prˇ´ıklad VRRP
Pokud je instance VRRP ve stavu Master, odes´ıla´ multicastove´ pakety na registrovanou
adresu multicastove´ skupiny VRRP (224.0.0.18), cˇ´ımzˇ oznamuje ostatn´ım instanc´ım VRRP
se shodny´m VRID, zˇe je pro tuto skupinu Mastrem a byla mu prˇideˇlena urcˇita´ priorita.
10
Toto ma´ 2 d˚uvody:
1. Pokud je spusˇteˇna instance s vysˇsˇ´ı prioritou, mu˚zˇe tato instance vyvolat volbu nove´ho
Mastera a prˇevz´ıt jeho funkci.
2. Instance ve stavu Backup nasloucha´ teˇmto zpra´va´m a pokud po urcˇitou dobu tuto
zpra´vu neobdrzˇ´ı vyvola´ volbu nove´ho Mastera, protozˇe je pravdeˇpodobne´, zˇe sta´vaj´ıc´ı
Master prˇestal plnit svou funkci.
Na obra´zku 3.1 je router A ve stavu Master cozˇ je implikac´ı jedne´ z na´sleduj´ıc´ıch podmı´nek.
• Router A ma´ vysˇsˇ´ı prioritu nezˇ router B
• Router A je Owner (vlastn´ı VRIP), cozˇ mu prˇiˇrazuje prioritu 255
• Pokud maj´ı oba routery stejnou prioritu, router A ma´ vysˇsˇ´ı IP adresu.
V nasˇem prˇ´ıpadeˇ jsme nastavili prioritu routeru A na 250 a routeru B na 10. Pokud bychom
tyto priority nenastavili, meˇly by oba routery prioritu 100 a router B by se stal Mastrem
protozˇe ma´ vysˇsˇ´ı IP adresu nezˇ router A.
Pa´d routeru Pokud Router A ”spadne“, router B se to dozv´ı tak, zˇe mu prˇestanou chodit
multicast pakety od routeru A. Normou je da´n interval po ktery´ maj´ı backup routery cˇekat
na zpra´vu od Master routeru. Tento inerval kazˇdy´ backup router pocˇ´ıta´ na´sledovneˇ:
Master Down Interval = (3 ∗Advertisement Interval) (3.1)
kde Advertisement Interval je interval odes´ıla´n´ı multicast paket˚u Mastrem a Skew time je
hodnota odvozena´ z priority routeru, zava´d´ı se z d˚uvodu omezen´ı race condition prˇechod˚u





Restart routeru Po obnoven´ı funkce routeru A mohou nastat 2 prˇ´ıpady v za´vislosti na
konfiguraci:
1. Pokud je router A zkonfigurova´n tak, aby po startu prˇesˇel do stavu Master, ihned
inicializuje novou volbu rozesla´n´ım zpra´vy jako Master. Router B pote´, co tuto zpra´vu
obdrzˇ´ı, prˇecha´z´ı do stavu Backup. V RFC je toto mozˇne´ pouze v jedine´m prˇ´ıpadeˇ, a
to tehdy, je-li router A Owner (vlastn´ı VRIP). Ve veˇtsˇineˇ open source implementac´ı
se vsˇak toto nedodrzˇuje a je mozˇne´ explicitneˇ stanovit zda router po startu prˇejde do
stavu Master, cˇi nikoliv, neza´visle na tom jestli je router vlastn´ıkem VRIP.
2. Pokud je router A zkonfigurova´n tak, aby po startu prˇesˇel do stavu Backup, prˇejde
do stavu Backup a cˇeka´ na prvn´ı zpra´vu od momenta´ln´ıho Mastera (router B). Ve
chv´ıli, kdy tuto zpra´vu obdrzˇ´ı, tak vzhledem k tomu, zˇe ma´ vysˇsˇ´ı prioritu nezˇ router
B, vyvola´ novou volbu. Po te´to volbeˇ prˇecha´z´ı router A do stavu Master a router B
do stavu Backup.
V obou prˇ´ıpadech oznamuje router B routeru A zˇe prˇesˇel do stavu Backup t´ım zˇe rozesˇle
zpra´vu s prioritou nula (0). Pote´ co router A tuto zpra´vu obdrzˇ´ı, v´ı, zˇe jizˇ mu˚zˇe bezpecˇneˇ
prˇej´ıt do stavu Master.
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VRRP a Load Sharing Jedna z omezuj´ıc´ıch vlastnost´ı VRRP je, zˇe v jednom okamzˇiku
mu˚zˇe provoz jednoho VRID routovat pouze jeden stroj. Tam kde nen´ı potrˇeba vyuzˇ´ıt
potencia´l druhe´ho stroje, ktery´ v tomto prˇ´ıpadeˇ pouze necˇinneˇ cˇeka´ na vy´padek stroje
prvn´ıho, nemus´ı toto omezen´ı znamenat proble´m. Jsou vsˇak situace, kdy takove´to ply´tva´n´ı
zdroji proble´mem je. Jeho rˇesˇen´ım mu˚zˇe by´t prˇida´n´ı dalˇs´ıho VRID pro stejnou loka´ln´ı s´ıt’
viz. Obr.3.2 a rozdeˇlen´ı klient˚u s´ıteˇ na dveˇ skupiny, kde kazˇda´ skupina ma´ vlastn´ı vy´choz´ı
bra´nu, odpov´ıdaj´ıc´ı jednotlivy´m VRIP.
Internet
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VRID 1: Priority 10
VRID 2: Priority 250
192.168.20.3
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Obra´zek 3.2: VRRP Load Sharing
Toto rozdeˇlen´ı stanic do dvou skupin je sice lehce proveditelne´, naprˇ´ıklad tak, zˇe licha´
stanice bude mı´t vy´choz´ı bra´nu nastavenou na VRIP1, a kazˇda´ suda´ stanice na VRIP2,
obna´sˇ´ı vsˇak nezˇa´douc´ı diferenciaci konfigurac´ı. Tato rozd´ılnost konfigurac´ı na´m mu˚zˇe vadit
zpravidla pokud pouzˇ´ıva´me klonova´n´ı stanic prˇ´ıpadneˇ na´stroje pro centra´ln´ı zpra´vu konfi-
gurac´ı. Je mnohem efektivneˇjˇs´ı, pokud tento model pouzˇijeme ve chv´ıli, kdy routery obslu-
huj´ı neˇkolik loka´ln´ıch s´ıt´ı. Rozdeˇlen´ı na skupiny pouzˇ´ıvaj´ıc´ı rozd´ılne´ vy´choz´ı bra´ny je pote´
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Obra´zek 3.3: VRRP Load Sharing subnet grouping
VRRP na vneˇjˇs´ım rozhran´ı routeru Ve vsˇech prˇedchoz´ıch prˇ´ıpadech jsme uvazˇovali
IP failover pouze z pohledu vnitrˇn´ı s´ıteˇ. Dostupnost s´ıteˇ z vneˇjˇs´ıho sveˇta byla zamy´sˇlena
pomoc´ı dynamicky´ch routovac´ıch protokol˚u, prˇ´ıpadneˇ nebyla zamy´sˇlena do teˇchto detail˚u.
Dynamicke´ routovac´ı protokoly, jako rˇesˇen´ı prˇi nedostupnosti jednoho z router˚u, je jen
jednou mozˇnost´ı, druhou mozˇnost´ı je nasadit VRRP i na vneˇjˇs´ım rozhran´ı routeru viz.
(Obr. 3.4). Toto rˇesˇen´ı prˇina´sˇ´ı omezen´ı v tom, zˇe vneˇjˇs´ı rozhran´ı obou router˚u mus´ı by´t
zapojeny do stejne´ pods´ıteˇ. Tento model nasazen´ı VRRP prˇ´ımo nezapada´ do konceptu
zamy´sˇlene´ho v RFC, kde se proble´m nedostupnosti jednoho z router˚u rˇesˇ´ı pouze ze strany
loka´ln´ı s´ıteˇ, kdezˇto prˇi te´to konfiguraci se bl´ızˇ´ıme sp´ıˇse nasazen´ı obecne´ho IP failover rˇesˇen´ı,
kde se nemus´ı jednat pra´veˇ o routery ale obecneˇ o jakoukoliv sluzˇbu vyuzˇ´ıvaj´ıc´ı IP protokol.
Pokud VRRP nasad´ıme na obeˇ rozhran´ı router˚u vyvsta´va´ proble´m se synchronizac´ı teˇchto
dvou VRID tak aby nedocha´zelo ke krˇ´ızˇove´ nedostupnosti vneˇjˇs´ı s´ıteˇ viz (Obr. 3.4), kdy
nefunkcˇnost jednoho rozhran´ı routeru mus´ı zp˚usobit prˇechod vsˇech rozhran´ı na dane´m stroji
do stavu Backup. Toto vsˇak RFC nikterak nerˇesˇ´ı, a proto jednotlive´ implementace se s t´ımto
proble´mem vyporˇa´da´vaj´ı r˚uzny´m zp˚usobem, prˇ´ıpadneˇ ho nerˇesˇ´ı v˚ubec. Nutno zmı´nit, zˇe
tento proble´m se samozrˇejmeˇ vyskytuje i tehdy, kdyzˇ na vneˇjˇs´ıch rozhran´ıch beˇzˇ´ı neˇktery´
z dynamicky´ch routovac´ıch protokol˚u, i v tomto prˇ´ıpadeˇ je z pochopitelny´ch d˚uvod˚u nutne´
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Obra´zek 3.4: VRRP na vneˇjˇs´ım rozhran´ı, seskupova´n´ı rozhran´ı
3.1.2 Dostupne´ implementace
Zde bych se ra´d pozastavil nad dostupny´mi implementacemi, at’ uzˇ prˇ´ımo protokolu VRRP,
jeho odvozenin, i nad implementacemi IP failover, ktere´ s VRRP nemaj´ı nic spolecˇne´ho.
Prˇedevsˇ´ım bych zmı´nil hlavn´ı rozd´ıly, vy´hody, nevy´hody a stav vy´voje.
Vrrpd Pod t´ımto na´zvem je mozˇne´ nale´zt v´ıce projekt˚u. Veˇtsˇina z nich stav´ı na imple-
mentaci Jeroma Etienne6, jej´ı vy´voj se vsˇak zastavil v roce 2000. Zde se zmı´n´ım o projektu,
ktery´ v rozsˇ´ıˇren´ı te´to implementace dosˇel nejda´le, jedna´ se o projekt hostovany´ na sour-
ceforge.net7, jeho vy´voj se po dvou letech take´ zastavil. Tato implementace byla vyv´ıjena
pouze pro linux, a funguje pouze na ethernetu, oproti RFC je prˇida´no rˇesˇen´ı proble´mu
krˇ´ızˇove´ nedostupnosti viz. (Obr. 3.4), toto nen´ı rˇesˇeno prˇ´ımo synchronizac´ı stav˚u vneˇjˇs´ıho
a vnitrˇn´ıho rozhran´ı, ale u´pravou priority rozhran´ı prˇi detekci proble´mu na rozhran´ıch za-
hrnuty´ch do monitoringu danou instanc´ı Vrrpd. Protozˇe na linuxu nen´ı mozˇne´ prˇiˇradit
jednomu s´ıt’ove´mu rozhran´ı v´ıce MAC adres, nen´ı mozˇne´ prˇi dodrzˇen´ı RFC na jednom
rozhran´ı provozovat v´ıce instanc´ı VRRP. Ve Vrrpd lze toto obej´ıt vypnut´ım podpory pro
virtua´ln´ı MAC adresu, t´ım je pote´ mozˇne´ vyuzˇ´ıt konfigurace pro rozlozˇen´ı za´teˇzˇe viz (Obr.
3.2).
Tento projekt, acˇ se jizˇ da´le nevyv´ıj´ı, poskytuje pomeˇrneˇ dobrˇe zvla´dnutou funkcˇnost
VRRP protokolu. Dalˇs´ım jeho pozitivem mu˚zˇe by´t fakt, zˇe jde o software beˇzˇneˇ dostupny´
prˇes bal´ıcˇkovac´ı syste´my veˇtsˇiny distribuc´ı. Ota´zkou ale je, jak dlouho se zde udrzˇ´ı vzhledem




Carp Common Address Redundancy Protocol8, jde o protokol, ktery´ byl vytvorˇen vy´voja´rˇi
OpenBSD jako reakce na licencˇn´ı nesrovnalosti okolo protokolu VRRP. Funkcˇneˇ je CARP
zcela ekvivalentn´ı protokolu VRRP, implementacˇneˇ je vsˇak postaven na vlastn´ı idei. Oproti
implementac´ım VRRP jizˇ obsahuje podporu IPv6, za´rovenˇ je oproti VRRP navrhnut s
d˚urazem na vysokou bezpecˇnost, da´le je mozˇne´ CARP vyuzˇ´ıt pro loadbalancing. CARP rˇesˇ´ı
proble´m synchronizace vnitrˇn´ıch a vneˇjˇs´ıch rozhran´ı pouze v prˇ´ıpadeˇ, zˇe na obou rozhran´ıch
beˇzˇ´ı CARP preempt mo´du. Pak pokud jedno z rozhran´ı vypadne, docha´z´ı na druhe´m roz-
hran´ı k u´praveˇ priority, a t´ım ke konzistentn´ımu prˇechodu stav˚u Master→ Backup na obou
rozhran´ıch. Pokud vsˇak na neˇktere´m z rozhran´ı CARP nebeˇzˇ´ı, a za´rovenˇ je toto rozhran´ı
podstatne´ pro spra´vnou funkcˇnost routeru, je trˇeba pouzˇ´ıt neˇjaky´ extern´ı mechanizmus,
jako naprˇ´ıklad IFSTATED9, ktery´ se o tuto synchronizaci postara´.
CARP existuje jako port pro vsˇechny BSD klony. Pokud rˇesˇ´ıme proble´m redundance
routeru na teˇchto platforma´ch, je CARP jasnou volbou.
Ucarp Userspace CARP 10, Port CARP protokolu do userspace de´mona, hlavn´ı vy´hodou
je podpora mnoha platforem jako Linux, OpenBSD, NetBSD, MacOSX. Tato multiplat-
formnost je doc´ılena prˇedevsˇ´ım oddeˇlen´ım te´ cˇa´sti ko´du, ktera´ se stara´ o prˇenastaven´ı IP
konfigurace prˇi prˇechodech mezi stavy, do shell skript˚u, ktere´ de´mon vola´ ve chv´ıli, kdy k
teˇmto prˇechod˚um docha´z´ı. Tyto skripty pak rˇesˇ´ı nekompatibilitu konfigurace IP pro jednot-
live´ platormy, za´rovenˇ je zde prostor pro rˇesˇen´ı synchronizace vneˇjˇs´ıch a vnitrˇn´ıch rozhran´ı,
ktere´ samotny´ de´mon nerˇesˇ´ı.
Ucarp je sta´le aktivneˇ vyv´ıjen a je soucˇa´st´ı veˇtsˇiny linuxovy´ch distribuc´ı. Jeho hlavn´ı
vy´hodou je mozˇnost pouzˇit´ı na mnoha Unixovy´ch platforma´ch.
Keepalived Keepalived11 je projekt poskytuj´ıc´ı robustn´ı failover backend pro LVS12 load
balancing. Tento projekt bude da´le popsa´n v sekci ”Nadstavby nad IP failover“, zde bych
pouze zmı´nil jednu jeho cˇa´st, kterou je pra´veˇ implementace protokolu VRRP kterou obsa-
huje.
VRRP implementace v Keepalived p˚uvodneˇ vycha´z´ı z projektu Jeroma Etienne.13 Ale-
xandre Cassen prˇida´n´ım neˇkolika vlastnost´ı vytvorˇil stejnojmenny´ software14, tento vsˇak
sa´m oznacˇil za experimenta´ln´ı, uzˇitecˇny´ pouze pro oveˇrˇen´ı funkcˇnosti na´vrhu. Na´sledneˇ se
tento ko´d stal za´kladem implementace VRRP v Keepalived, a da´le je aktivneˇ vyv´ıjen v
ra´mci tohoto projektu.
Aby byla schopna´ implementace VRRP v Keepalived provozovat v´ıce instanc´ı na jed-
nom rozhran´ı, neimplementuje VMAC, protozˇe linuxovy´ kernel neumozˇnˇuje aby jedno s´ıt’ove´
rozhran´ı meˇlo v´ıce MAC adres. Pro synchronizaci vnitrˇn´ıch a vneˇjˇs´ıch rozhran´ı (Obr.3.4)
Keepalived poskytuje funkci tzv. ”sync grouping“. Vzhledem k tomu, zˇe Keepalived nen´ı
pouze implementac´ı VRRP, ale komplexn´ım failover rˇesˇen´ım, je mozˇne´ zapojit do rozhodo-
vac´ıho procesu o prˇesunech jednotlivy´ch VRID vlastn´ı kontroln´ı skripty, ktere´ v za´vislosti na
sve´m na´vratove´m ko´du ovlivnˇuj´ı prioritu virtua´ln´ıho routeru. Lze si naprˇ´ıklad prˇedstavit,









tem monitorovat naprˇ´ıklad dostupnost stroje v peeringu teˇchto provider˚u. Pokud dojde k
vy´padku v s´ıti providera prˇes ktere´ho je prˇipojen Master, skript toto zaznamena´, Keepali-
ved sn´ızˇ´ı prioritu tohoto stroje a dojde k prˇesunu sluzˇby na druhy´ router. Pokud by na´mi
testovany´ stroj v peeringu nebyl dostupny´ ani prˇes jednoho z provider˚u, dojde ke sn´ızˇen´ı
priority u obou router˚u, a k prˇesunu sluzˇby nedojde.
T´ımto prˇ´ıkladem jsem chteˇl naznacˇit limity protokol˚u jako je VRRP nebo CARP, kde
se rozhodova´n´ı o prˇesunu sluzˇby zakla´da´ pouze na vza´jemne´ dostupnosti stroj˚u zapojeny´ch
v ra´mci teˇchto protokol˚u.
Heartbeat Heartbeat je za´kladn´ı soucˇa´st´ı projektu Linux-HA.15 Jednou z jeho funkc´ı je
i detekce ”mrtvy´ch uzl˚u“ a migrace sluzˇeb (IP adresa je cha´pa´na jako sluzˇba), cozˇ spolecˇneˇ
prˇedstavuje IP failover rˇesˇen´ı. Linux-HA je jedn´ım z nejpouzˇ´ıvaneˇjˇs´ıch projekt˚u v souvislosti
s HA na Linuxu. Da´le bude popsa´n v sekci ”Nadstavby nad IP failover“.
Failover sluzˇeb, tedy i IP failover vyuzˇ´ıva´ komunikaci mezi jednotlivy´mi uzly clusteru,
kdy na za´kladeˇ te´to komunikace je rozhodova´no o stavu jednotlivy´ch uzl˚u a o migraci sluzˇeb
v ra´mci clusteru. Za´kladn´ı 3 druhy zpra´v, ktery´mi instance Heartbeatu komunikuj´ı mezi
sebou jsou:
Status message Neˇkdy nazy´vany´ jako ”heartbeat“, je paket vys´ılany´ broadcastem, mul-
ticastem nebo unicastem, jeho funkc´ı je pravidelneˇ potvrzovat ostatn´ım stroj˚um v
clusteru svou funkcˇnost.
Cluster transition message Tato zpra´va je vysla´na vzˇdy, kdyzˇ ma´ doj´ıt k prˇesunu sluzˇby
mezi stroji. Zˇadatel (ten ktery´ sluzˇbu prˇej´ıma´) nejdrˇ´ıve pos´ıla´ zˇa´dost o uvolneˇn´ı sluzˇby,
ve chv´ıli, kdy je sluzˇba uvolneˇna je zˇadateli zasla´na odpoveˇd’, a ten prˇesun sluzˇby
dokoncˇuje.
Retransmission request Heartbeat kazˇdy´ Status massage opatrˇuje sekvencˇn´ım cˇ´ıslem,
pokud neˇktery´ z uzl˚u clusteru zaznamena´ nesrovnalost v teˇchto sekvencˇn´ıch cˇ´ıslech
prˇicha´zej´ıc´ıch paket˚u, zazˇa´da´ t´ımto typem zpra´vy o opeˇtovne´ zasla´n´ı.
3.2 Stateful Firewall Failover
Jednou z oblast´ı, kde Open Source operacˇn´ı syste´my jako Linux a xxxBSD maj´ı nepo-
piratelny´ u´speˇch, je pouzˇit´ı v s´ıt’ove´ infrastrukturˇe jako routery a firewally. U router˚u a
stateless firewall˚u je situace rˇesˇen´ı vysoke´ dostupnosti pomeˇrneˇ jednoducha´, vzhledem k
tomu zˇe u teˇchto typ˚u zarˇ´ızen´ı nedocha´z´ı k rˇ´ızen´ı provozu na za´kladeˇ stav˚u spojen´ı ktere´
skrz neˇ procha´z´ı, stacˇ´ı neˇjaky´m zp˚usobem zabezpecˇit synchronizaci momenta´ln´ıho nasta-
ven´ı routeru/firewallu, prˇ´ıpadneˇ filtrovac´ıch pravidel. Pro failover routeru, cˇi firewallu, pak
stacˇ´ı pouzˇ´ıt neˇktery´ z vy´sˇe uva´deˇny´ch prostrˇedk˚u jako VRRP, CARP nebo Heartbeat.
U stateful firewall˚u je situace poneˇkud slozˇiteˇjˇs´ı. Stavovy´ firewall na jedne´ straneˇ prˇina´sˇ´ı
znacˇny´ prˇ´ınos v mozˇnosti filtrace a rˇ´ızen´ı provozu na za´kladeˇ stav˚u spojen´ı, ktera´ prˇes
neˇj procha´zej´ı. Je tak naprˇ´ıklad jednodusˇe mozˇne´ povolit prˇ´ıchoz´ı provoz do loka´ln´ı s´ıteˇ
pouze pro spojen´ı, ktera´ byla iniciova´na zevnitrˇ (z loka´ln´ı s´ıteˇ do s´ıteˇ vneˇjˇs´ı). Na straneˇ
druhe´ se zde objevuje neˇkolik proble´mu˚. Connection tracking znamena´ zvy´sˇenou vy´pocˇetn´ı
za´teˇzˇ pro dany´ firewall, kromeˇ hlavicˇek paket˚u mu˚zˇe by´t nutne´ analyzovat datovou cˇa´st
15The High Availability Linux Project http://www.linux-ha.org/Heartbeat
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azˇ po aplikacˇn´ı vrstvu, za´rovenˇ zde vyvsta´va´ nutnost udrzˇova´n´ı tabulky jednotlivy´ch spo-
jen´ı v operacˇn´ı pameˇti, cozˇ jednak zvysˇuje pameˇt’ove´ na´roky, v druhe´ rˇadeˇ takova´to data
znemozˇnˇuj´ı jednoduchy´ failover tak jak je to mozˇne´ u stateless firewall˚u. Takovy´to failover
je sice mozˇny´, ale prˇicha´z´ıme t´ım pra´veˇ o data stav˚u spojen´ı, d˚usledkem je zpravidla ztra´ta
v te´ chv´ıli aktivn´ıch spojen´ı.
Rˇesˇen´ım je synchronizace teˇchto stavovy´ch dat mezi aktivn´ım a stand-by firewallem.
Jako prvn´ı mneˇ zna´my´ Open Source operacˇn´ı syste´m, ve ktere´m se funkce takove´to syn-
chronizace objevila, je OpenBSD, kde ve verzi 3.3 spatrˇil sveˇtlo sveˇta pfsync.16 Prˇiblizˇneˇ
o rok pozdeˇji se objevil ve FreeBSD 5.3, kam byl z OpenBSD portova´n. Na Linuxu je
stav o pozna´n´ı horsˇ´ı. Prvn´ım pokusem byl projekt Netfilter-HA17, ten vsˇak nebyl dokoncˇen
a v dnesˇn´ı dobeˇ se jizˇ nevyv´ıj´ı. Dalˇs´ı projekt ktery´ se danou problematiku snazˇ´ı rˇesˇit je
Conntrack-tools,18jde o pomeˇrneˇ mlady´ projekt, jeho vy´voj za posledn´ı rok vsˇak vypada´
velmi slibneˇ a naplnˇuje mne pocitem, zˇe i pro linuxovou platformu bude k dispozici velmi
silny´ na´stroj pro connection tracking synchronizaci.
3.2.1 pfsync
Pfsync je protokol pouzˇ´ıvany´ Packet Filterem (pf19) pro rˇ´ızen´ı a synchronizaci stavovy´ch
tabulek spojen´ı mezi firewally. Standardneˇ jsou zmeˇny stav˚u v teˇchto tabulka´ch rozes´ıla´ny
pomoc´ı multicastu prˇes synchronizacˇn´ı rozhran´ı. Konkre´tneˇ je vyuzˇit IP protokol 240 a
muticastova´ skupina 224.0.0.240. Je mozˇne´ t´ımto zp˚usobem spojovat stavove´ tabulky i
neˇkolika stroj˚u. Ve chv´ıli kdy je nastaveno synchronizacˇn´ı rozhran´ı, zacˇ´ına´ dany´ stroj vys´ılat
zmeˇny ve vlastn´ı tabulce stav˚u, a za´rovenˇ prˇ´ıj´ıma´ multicasty od jiny´ch stroj˚u a zacˇlenˇuje
je do vlastn´ı tabulky. Vzhledem k tomu, zˇe samotny´ protokol neobsahuje zˇa´dnou podporu
autentizace nebo sˇifrova´n´ı, je doporucˇova´no pouzˇit´ı vyhrazene´ linky pro tuto synchronizaci.
Cozˇ lze rˇesˇit naprˇ´ıklad krˇ´ızˇeny´m UTP kabelem, dalˇs´ı mozˇnost´ı je pouzˇit´ı IPSec.
3.2.2 Netfilter-HA
Kl´ıcˇovou cˇa´st´ı projektu je jaderny´ modul ct sync, ktery´ implementuje synchronizaci stav˚u
spojen´ı v ra´mci netfilteru. Byl vyv´ıjen na ja´drˇe 2.4.26, ke ktere´mu kromeˇ samotne´ho modulu
ct sync je trˇeba prˇidat neˇkolik patch˚u ktere´ upravuj´ı rˇadu veˇc´ı v ra´mci net´ıfilteru, a dalˇs´ı
cˇa´sti do neˇj prˇida´vaj´ı. Samotna´ replikace se skla´da´ ze dvou krok˚u, nejprve je trˇeba oznacˇit
spojen´ı ktera´ si prˇejeme synchronizovat, data o takto oznacˇeny´ch spojen´ıch pote´ ct sync
odes´ıla´ prˇes rozhran´ı, ktere´ mu nastav´ıme prˇi zaveden´ı modulu. Nastaven´ı mu˚zˇe vypadat
naprˇ´ıklad takto:
# insmod ct_sync cmarkbit=30 syncdev=eth1 state=slave id=1
# iptables -t mangle -A PREROUTING -m state --state NEW \
> -j CONNMARK --set-mark 0x40000000/0x40000000
Prˇep´ına´n´ı mezi stavy master/slave se po zaveden´ı modulu ct sync prova´d´ı pomoc´ı rozhran´ı
v /proc. Prˇ´ıklad prˇepnut´ı do stavu Master:






Jak jizˇ bylo rˇecˇeno nebyl tento projekt nikdy dotazˇen do stavu, kdy by jej bylo mozˇne´
pouzˇ´ıt v produkcˇn´ım prostrˇed´ı a dnes se jizˇ da´le nevyv´ıj´ı.
3.2.3 Conntrack-tools
Narozd´ıl od Netfilter-HA jsou Conntrack-tools user space rozhran´ım pro tabulku connection
trackingu udrzˇovanou v ja´drˇe OS. Conntrack-tools se skla´daj´ı ze dvou cˇa´st´ı:
conntrackd De´mon zabezpecˇuj´ıc´ı komunikaci mezi jednotlivy´mi stroji a synchronizaci ta-
bulek spojen´ı.
conntrack Je CLI (comand line interface) umozˇ˚uj´ıc´ı prˇida´va´n´ı, maza´n´ı a modifikaci jed-
notlivy´ch za´znamu˚ v tabulce spojen´ı. Za´rovenˇ umozˇnˇuje vypsa´n´ı te´to tabulky, a to
jako plaintext nebo XML.
Pro komunikaci s ja´drem OS pouzˇ´ıvaj´ı netlink,20 konkre´tneˇ netlink netfilter, conntrackd
za´rovenˇ vyuzˇ´ıva´ sluzˇeb Connection tracking events pro odchyta´va´n´ı uda´lost´ı v tabulce spo-
jen´ı. Funkce de´mona conntrackd je shodna´ pro vsˇechny stroje, pro aktivn´ı i pro ty ve stavu
stand-by. De´mon implementuje dveˇ cache tabulky, intern´ı a extern´ı. Intern´ı cache je plneˇna
daty o spojen´ıch, ktere´ de´mon z´ıska´va´ odchyta´va´n´ım uda´lost´ı zas´ılany´ch ja´drem OS prˇes
connection tracking events. Jedna´ se tak vlastneˇ o loka´ln´ı kopii conntrack tabulky ja´dra
s t´ım rozd´ılem, zˇe cache tabulka de´mona neobsahuje data o spojen´ıch, ktera´ v konfigu-
raci oznacˇ´ıme za nepotrˇebna´. Tato intern´ı cache je da´le distribuova´na pomoc´ı multicastu
ostatn´ım stroj˚um. Extern´ı cache tabulka slouzˇ´ı jako u´lozˇiˇsteˇ dat prˇijaty´ch v ra´mci multicast
komunikace, jde tedy o vzda´lenou kopii conntrack tabulky aktivn´ıho stroje. Pro multicas-
tovou synchronizaci jsou k dispozici dva zp˚usoby:
Persistent Kazˇda´ zmeˇna v intern´ı cache se ihned propaguje ostatn´ım stroj˚um, v pravi-
delny´ch intervalech se tabulka prˇena´sˇ´ı cela´. Pravidelny´m prˇenosem cele´ tabulky se
rˇesˇ´ı resynchronizace noveˇ zacˇleneˇne´ho stroje, za´rovenˇ je zde vysˇsˇ´ı garance toho, zˇe si
tabulky na jednotlivy´ch stroj´ıch navza´jem odpov´ıdaj´ı.
NACK V tomto mo´du stroj prˇi zacˇleneˇn´ı pozˇa´da´ o resynchronizaci, da´le se prˇena´sˇ´ı pouze
zmeˇny. Mu˚zˇe se tak sta´t, zˇe po urcˇite´ dobeˇ si tabulky vza´jemneˇ zcela neodpov´ıdaj´ı,
vy´hodou vsˇak je mnohem nizˇsˇ´ı servisn´ı provoz.
Ve chv´ıli, kdy dojde k vy´padku aktivn´ıho stroje, a d˚usledkem toho k failoveru na stand-by
stroj, je trˇeba prove´st zaveden´ı dat z extern´ı cache tabulky de´mona do conntrack tabulky
ja´dra OS. O toto se zpravidla stara´ pomoc´ı skriptu software, ktery´ rˇ´ıd´ı a prova´d´ı failover
(Keepalived, Heartbeat. . . ).
Vzhledem k tomu, zˇe mezi funkc´ı de´mona na aktivn´ım a stand-by stroji nen´ı zˇa´dny´
rozd´ıl a za´rovenˇ se jejich funkce nikterak neovlivnˇuj´ı, je mozˇne´ takto doc´ılit konfigurace
Activ/Activ (viz. Obr. 3.3).
Acˇ je tento projekt sta´le ve sta´diu vy´voje, jeho funkcionalita jizˇ obsahuje vsˇechny pod-




3.3 Nadstavby nad IP failover
Nadstavbou je zde mysˇlen neˇjaky´ syste´m nebo sada na´stroj˚u, umozˇnˇuj´ıc´ı spra´vu, monito-
ring a migraci sluzˇeb v ra´mci clusteru. Zmı´n´ım zde rˇesˇen´ı prima´rneˇ zameˇrˇena´ na vysokou
dostupnost prˇi rozkla´da´n´ı za´teˇzˇe pomoc´ı LVS21 (Keepalived), kromeˇ teˇchto dvou projekt˚u
se zde zameˇrˇ´ım na projekt Linux-HA22.
3.3.1 Keepalived
Hlavn´ım c´ılem toho projektu je poskytnut´ı robustn´ıho za´zemı´ pro loadbalancery zalozˇene´
na Linux Virtual Server. Jeho funkci lze rozdeˇlit do dvou skupin:
• Kontrola a failover loadbalanceru (VRRP).
• Kontrola funkce backend server˚u a jejich dynamicke´ zacˇlenˇova´n´ı/odstranˇova´n´ı ze sku-
piny aktivn´ıch server˚u na za´kladeˇ jejich stavu.
Keepalived je kompletneˇ napsa´n v C, prˇi jeho vy´voji byl kladen d˚uraz na modula´rnost
jednotlivy´ch funkcˇn´ıch cˇa´st´ı. De´mon prˇi spusˇteˇn´ı rozdeˇluje svou cˇinnost do trˇ´ı proces˚u.
Minimalisticky´ hlavn´ı proces slouzˇ´ı pro spusˇten´ı dvou synovsky´ch proces˚u, jejich na´sledny´
monitoring a prˇ´ıpadny´ restart. Jeden z teˇchto proces˚u je instanc´ı VRRP a stara´ se o failover
loadbalanceru. Druhy´ proces implementuje kontrolu stavu sluzˇeb backend server˚u a s t´ım
spojene´ akce zmeˇn konfigurace LVS. Na obra´zku 3.5 je zna´zorneˇn design implementace
de´mona Keepalived, da´le uvedu popis jeho hlavn´ıch cˇa´st´ı.
Obra´zek 3.5: Keepalived software design; Zdroj http://www.keepalived.org
Scheduler - I/O Multiplexer Keepalived nepouzˇ´ıva´ POSIXova´ vla´kna, mı´sto toho im-
plementuje vlastn´ı abstrakcˇn´ı vrstvu vla´ken optimalizovanou pro s´ıt’ovy´ provoz.
21Linux Virtual Server http://www.linuxvirtualserver.org/
22The High Availability Linux Project http://www.linux-ha.org
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Core components Prˇedstavuje skupinu knihoven vytvorˇeny´ch za u´cˇelem maxima´ln´ı mozˇne´
modula´rnosti a za´rovenˇ minimalizace duplicit v ko´du. Tyto knihovny poskytuj´ı naprˇ´ıklad
funkce: parsova´n´ı html, cˇasovacˇ, forma´tova´n´ı rˇeteˇzc˚u, s´ıt’ove´ operace, management
proces˚u, n´ızkou´rovnˇove´ operace nad TCP,. . .
WatchDog Hlavn´ı proces monitoruje funkci svy´ch synovsky´ch proces˚u pomoc´ı zas´ıla´n´ı
zpra´v prˇes Unix domain socket. Pokud se mu od monitorovane´ho procesu nedostane
odpoveˇd’, pouzˇije sysV signa´l ktery´m proveˇrˇ´ı, zda je dany´ proces zˇivy´, a zrestartuje
ho.
Checkers Jedna z hlavn´ıch cˇinnost´ı de´mona. Odpov´ıda´ za kontroly funkcˇnosti sluzˇeb bac-
kend server˚u. Vy´sledek testu mu˚zˇe mı´t za na´sledek odebra´n´ı backend serveru, resp.
jeho zarˇazen´ı zpeˇt do skupiny aktivn´ıch server˚u.
VRRP Stack Druhou hlavn´ı cˇinnost´ı je kontrola funkcˇnosti loadbalanceru a jeho prˇ´ıpadny´
failover, pokud dojde k vy´padku. Tato cˇa´st ko´du beˇzˇ´ı jako samostatny´ proces moni-
torovany´ svy´m rodicˇem a mu˚zˇe by´t spusˇteˇn samostatneˇ bez aktivace soucˇa´st´ı pro
podporu LVS.
SMTP Pokud dojde k vy´padk˚um, at’ uzˇ na u´rovni VRRP, nebo sluzˇeb backend server˚u,
je mozˇne´ pomoc´ı vestaveˇne´ho SMTP klienta odeslat zpra´vu spra´vc˚um syste´mu.
IPVS wrapper Pokud neˇktera´ z kontrol sluzˇeb backend server˚u skoncˇila s vy´sledkem,
ktery´ vyzˇaduje u´pravu pravidel IPVS (konfiguracˇn´ı pravidla jaderne´ho ko´du LVS),
jsou tyto zmeˇny prova´deˇny pra´veˇ pomoc´ı IPVS wraperu, ktery´ pomoc´ı knihovny
libipvs do ja´dra pozˇadovane´ zmeˇny propaguje.
Keepalived prˇedstavuje velmi zdarˇily´ projekt, s jistou nadsa´zkou je mozˇne´ prohla´sit,
zˇe realizace LVS loadbalanceru ve failover konfiguraci se prˇi pouzˇit´ı keepalived redukuje
na editaci jednoho konfiguracˇn´ıho souboru. Stejne´ funkcˇnosti by bylo mozˇne´ dosa´hnout
naprˇ´ıklad pomoc´ı projektu Linux-HA, jednalo by se vsˇak o rˇa´doveˇ slozˇiteˇjˇs´ı operaci.
3.3.2 The High Availability Linux Project
Linux-HA je jedn´ım z nejpouzˇ´ıvaneˇjˇs´ıch Open Source na´stroj˚u pro rˇesˇen´ı vysoke´ dostup-
nosti. Jeho vy´voj vede Alan Robertson23, jako zameˇstnanec IBM Linux Technology Center.
Prima´rn´ı vy´vojovou platformou je Linux, jde vsˇak o vysoce prˇenositelny´ software, a proto
je ho mozˇne´ provozovat i na FreeBSD, OpenBSD a Solarisu. Mezi hlavn´ı vlastnosti projektu
parˇ´ı:
• Nen´ı omezen pocˇet uzl˚u v clusteru, projekt je vhodny´ pro clustery o mnoha uzlech i
pro nejjednodusˇsˇ´ı clustery o dvou uzlech.
• Monitorova´n´ı sluzˇeb; Prˇi vy´padku mu˚zˇe by´t sluzˇba automaticky restartova´na, nebo
odmigrova´na na jiny´ uzel.
• Fencing; Technika znemozˇneˇn´ı prˇ´ıstupu vadne´ho uzlu ke zdroj˚um vyzˇaduj´ıc´ım exklu-
zivn´ı vlastnictv´ı.
• Propracovany´ management zdroj˚u, jejich za´vislost´ı a omezen´ı.
23http://www.linux-ha.org/AlanRobertson
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• Cˇasova´ pravidla umozˇnˇuj´ı r˚uzne´ politiky v za´vislosti na cˇase.
• Pro veˇtsˇinu beˇzˇneˇ pouzˇ´ıvany´ch sluzˇeb (Apache, DB2, Oracle, PostgreSQL, . . . ) jsou
jizˇ prˇedprˇipravene´ management skripty.
• Graficke´ rozhran´ı pro monitoring a spra´vu clusteru.
Nejzna´meˇjˇs´ı komponentou projektu je Heartbeat, beˇzˇneˇ se zameˇnˇuje na´zev projektu s na´zvem
te´to komponenty, pokud se tedy neˇkde hovorˇ´ı o Heartbeatu, je trˇeba z kontextu vytusˇit zda
je t´ım mysˇlen cely´ projekt, nebo pouze jedna jeho komponenta. V kontextu tohoto projektu
jsou sluzˇby a vlastneˇ cokoliv, co je spravova´no v ra´mci clusteru (IP adresy, filesyste´my, ko-
munikacˇn´ı linky, sluzˇby), oznacˇova´ny jako zdroje, ktere´ je mozˇne´ dle definovany´ch pravidel
a omezen´ı prˇesouvat po uzlech clusteru. Na obra´zku 3.6 je blokove´ sche´ma komponent
projektu, ktere´ se pokus´ım strucˇneˇ popsat a nast´ınit jejich funkci a interakci.
Obra´zek 3.6: Architektura Linux-HA; Zdroj: http://www.linux-ha.org
heartbeat komunikacˇn´ı modul, zajiˇst’uje sluzˇby intra-cluster komunikace, prˇenos konfi-
guracˇn´ıch dotaz˚u, informace a testova´n´ı dostupnosti uzl˚u clusteru, sluzˇbu skupinove´
na´lezˇitosti
CRM Cluster Resource Manager je mozkem cele´ho syste´mu, spravuje zdroje, rozhoduje
o jejich umı´steˇn´ı v ra´mci clusteru, pla´nuje jaky´m zp˚usobem prˇej´ıt z momenta´ln´ıho
stavu do stavu pozˇadovane´ho. Vsˇechny ostatn´ı komponenty s CRM spolupracuj´ı.
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PE CRM Policy Engine vytva´rˇ´ı graf prˇechod˚u z aktua´ln´ıho stavu do vyzˇadovane´ho
stavu urcˇene´ho konfigurac´ı, zohlednˇuje aktua´ln´ı stav, umı´steˇn´ı jednotlivy´ch zdroj˚u
a stav uzl˚u clusteru.
TE CRM Transition Engine prova´d´ı graf prˇechod˚u vytvorˇeny´ PE, komunikac´ı s LRM
jednotlivy´ch uzl˚u se snazˇ´ı prove´st vsˇechny akce z tabulky prˇedepsany´ch operac´ı
nutny´ch pro prˇechod do nove´ho stavu.
CIB Cluster Information Base je automaticky replikovane´ u´lozˇiˇsteˇ informac´ı do-
stupny´ch CRM jako jsou stavy uzl˚u a zdroj˚u, lokace funkcˇn´ıch zdroj˚u, konfi-
gurace, za´vislosti a omezen´ı.
CCM Consensus Cluster Membership poskytuje sluzˇbu vyhodnocuj´ıc´ı na´lezˇitost uzl˚u do
skupiny vza´jemeˇ propojeny´ch uzl˚u (kde kazˇdy´ uzel slysˇ´ı zpra´vy od vsˇech ostatn´ıch
uzl˚u ve skupineˇ).
LRM Local Resource Manager prˇeb´ıra´ pokyny od CRM a prova´d´ı spousˇteˇn´ı, zastavova´n´ı
a monitoring zdroj˚u na uzlu kde je spusˇteˇn.
Stonith Daemon je de´mon implementuj´ıc´ı sluzˇbu restartu uzl˚u clusteru.
logd non-blocking logging daemon mu˚zˇe logovat prˇes syslog nebo do souboru.
apphbd Application Heartbeat Daemon, implementuje cˇasovy´ watchdog pro aplikace schopne´
poskytovat pravidelne´ informace o sve´m stavu.
Recovery Manager navazuje na apphbd, kde ve chv´ıli, kdy aplikace prˇestane komuni-
kovat nebo se necˇekaneˇ ukoncˇ´ı, prova´d´ı akce k na´praveˇ tohoto stavu (zabit´ı, restart
aplikace).
Vy´vojovy´ cyklus clusteru se mu˚zˇe vyv´ıjet naprˇ´ıklad na´sledovneˇ:
1. Vesˇkera´ komunikace prob´ıha´ prˇes modul heartbeatu, ten kromeˇ toho zajiˇst’uje sle-
dova´n´ı vy´padk˚u v komunikaci s ostatn´ımi uzly.
2. Zmeˇny v dostupnosti ostatn´ıch uzl˚u postupuje heartbeat da´le do CCM, ten na za´kladeˇ
takove´hoto podneˇtu inicializuje proceduru stanoven´ı na´lezˇitosti uzl˚u do clusteru.
3. Ve chv´ıli kdy je tato procedura uspeˇsˇneˇ dokoncˇena prˇeda´ CCM informaci o aktua´ln´ım
cˇlenstv´ı uzl˚u v clusteru CRM a CIB.
4. Ve chv´ıli kdy se CIB aktualizuje, jsou na toto upozorneˇny vsˇechny komponenty, ktere´
ji vyuzˇ´ıvaj´ı.
5. Pote´, co CRM zjist´ı zmeˇnu v CIB, inicializuje PE.
6. PE na za´kladeˇ novy´ch dat v CIB se rozhodne, zda je trˇeba prove´st neˇjake´ zmeˇny,
pokud ano, vytvorˇ´ı graf prˇechodu do nove´ho stavu a prˇeda´ ho CRM.
7. CRM tento graf prˇeda´ TE.
8. TE prˇes CRM kontaktuje jednotlive´ LRM s akcemi z grafu prˇechodu.
9. Vzˇdy, kdyzˇ je jednotliva´ akce ukoncˇena, nebo vyprsˇ´ı jej´ı cˇasovy´ limit, je to ozna´meno
TE.
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10. TE pokracˇuje v plneˇn´ı akc´ı z grafu prˇechod˚u azˇ do jeho dokoncˇen´ı.
11. Po u´speˇsˇne´m dokoncˇen´ı vsˇech akc´ı TE toto hla´s´ı CRM.
Na prvn´ı pohled by se mohlo zda´t, zˇe rˇ´ızen´ı HA syste´mu je celkem jednoducha´ za´lezˇitost,
kde stacˇ´ı prˇi vy´padku sluzˇbu zrestartovat, prˇ´ıpadneˇ ji neˇkam prˇemigrovat. Na druhy´ pohled
se objevuj´ı proble´my, jejichzˇ rˇesˇen´ı urcˇuje kvalitu dane´ho HA syste´mu. Jedn´ım z teˇchto
proble´mu˚ je tzv. Split-Brain a mozˇne´ metody jeho rˇesˇen´ı jsou Fencing a Quorum.
Split-Brain je proble´m vyply´vaj´ıc´ı z nemozˇnosti rozpozna´n´ı vadne´ho komunikacˇn´ıho
kana´lu od vy´padku stroje se ktery´m prˇes tento kana´l komunikujeme. Vznika´ tak situace,
kdy nejsme schopni s jistotou tvrdit, zda je proteˇjˇs´ı strana nazˇivu nebo ne. Takova´to situace
je u clusteru velmi neprˇ´ıjemna´, protozˇe migrace sluzˇeb se zpravidla zakla´da´ na informaci
o tom, zˇe uzel na ktere´m se sluzˇba nacha´zela je nedostupny´. Pokud pomineme nesˇkodnou
variantu kdy je proteˇjˇs´ı strana skutecˇneˇ mimo provoz, vznika´ stav, ve ktere´m se dva stroje
snazˇ´ı provozovat totozˇnou sluzˇbu neza´visle na sobeˇ (Split-Brain). Pokud jde o sluzˇbu, ktera´
vyzˇaduje exkluzivn´ı prˇ´ıstup k neˇktere´mu zdroji clusteru, je vysoce pravdeˇpodobne´, zˇe se
zacˇnou d´ıt sˇpatne´ veˇci. Jako prˇ´ıklad je mozˇne´ si prˇedstavit cluster o dvou uzlech, ktere´ mezi
sebou sd´ılej´ı prˇes Fibre Channel diskove´ pole. Pokud prˇestane fungovat komunikacˇn´ı kana´l
mezi teˇmito dveˇma uzly, inicializuje do te´ doby neaktivn´ı uzel prˇevzet´ı sluzˇby. Ve chv´ıli, kdy
tento uzel prˇipoj´ı, v te´ dobeˇ pouzˇ´ıvany´ svazek, a zacˇne na neˇj zapisovat, dojde na tomto
svazku k destrukci dat. Prˇedej´ıt neˇcˇemu takove´mu je mozˇne´ pokud si doka´zˇeme s jistotou
odpoveˇdeˇt na ota´zku: ”Je druha´ strana skutecˇneˇ mrtva´?“ resp. ”Nebude jizˇ druha´ strana
zapisovat na sd´ıleny´ svazek?“ Metoda kterou lze na tyto ota´zky odpoveˇdeˇt je Fencing.
Fencing prˇedstavuje mysˇlenku vybudova´n´ı ohra´dky (fencing) okolo vadne´ho uzlu tak, aby
nemohl da´le prˇistupovat ke zdroj˚um, ke ktery´m potrˇebujeme exkluzivn´ı prˇ´ıstup. Rˇesˇen´ım
nasˇeho proble´mu s hleda´n´ım odpoveˇdi tedy nen´ı hleda´n´ı skutecˇne´ a spra´vne´ odpoveˇdi, ale
prˇizp˚usoben´ı reality nasˇim potrˇeba´m.
Existuj´ı vza´sadeˇ dva typy fencingu:
Resource fencing pokud v´ıme jake´ zdroje vadny´ uzel vyuzˇ´ıval, ktere´ z nich potrˇebujeme
od tohoto uzlu ”odstrˇihnout“ a ma´me prostrˇedky, jak toto zajistit, jedna´ se o fencing
zdroje. Prˇ´ıkladem mu˚zˇe by´t, kdyzˇ jsme schopni nastavit zaka´za´n´ı prˇ´ıstupu na portu
rˇadicˇe sd´ılene´ho pole.
Node fencing na´silneˇjˇs´ı metodou je fencing cele´ho uzlu, kdy znemozˇn´ıme prˇ´ıstup k jake´mukoliv
zdroji. Beˇzˇnou metodou je hardwarovy´ reset stroje, prˇ´ıpadneˇ jeho vypnut´ı, acˇ se
jedna´ o rˇesˇen´ı ne zcela elegantn´ı, rozhodneˇ je efektivn´ı. Tato technika se nazy´va´ STO-
NITH24.
Fencing mu˚zˇe by´t spolehlivou technikou pouze pokud se nespole´ha´me na spolupra´ci s
vadny´m uzlem, ale jsme schopni pozˇadovany´ch opatrˇen´ı doc´ılit neza´visle na neˇm.
Nyn´ı si jizˇ doka´zˇeme odpoveˇdeˇt na ota´zku jestli je druha´ strana nazˇivu, vyvsta´va´ vsˇak
dalˇs´ı proble´m. Obeˇ strany si mysl´ı, zˇe druha´ strana je mimo provoz a je trˇeba ji blokovat
(fencing), t´ımto zp˚usobem bychom se nejsp´ıˇse dostali do nekonecˇne´ smycˇky restart˚u, proto
je trˇeba neˇjaky´m zp˚usobem bez komunikace mezi takto oddeˇleny´mi uzly clusteru vybrat
jeden ktery´ bude da´le pokracˇovat.
24Shoot The Other Node In The Head
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Quorum je mechanizmus rozhodnut´ı o prˇisouzen´ı privilegi´ı pro dalˇs´ı provoz sluzˇeb na jed-
nom z uzl˚u clusteru. Nejbeˇzˇneˇjˇs´ı metodou je prosta´ majorita hlas˚u. Tento zp˚usob pomeˇrneˇ
dobrˇe funguje u cluster˚u s vysˇsˇ´ım pocˇtem uzl˚u, v nasˇem prˇ´ıpadeˇ, kdy jsou uzly jen dva, je
tato metoda nepouzˇitelna´. V nasˇem prˇ´ıpadeˇ je mozˇne´ pouzˇ´ıt quorum disk, cozˇ prˇedstavuje
extern´ı SCSI zarˇ´ızen´ı, ktere´ umozˇnˇuje prˇ´ıstup pouze na jednom portu v jednom okamzˇiku.
Dalˇs´ı alternativou je Quorum server. Tyto prostrˇedky vsˇak nesmı´ slouzˇit jako prima´rn´ı roz-
hodovac´ı mechanizmus, ale pouze jako rozhodcˇ´ı, pokud maj´ı obeˇ strany stejny´ pomeˇr hlas˚u,
jinak se tyto prostrˇedky sta´vaj´ı novy´m Single Point Of Failure.
Projekt Linux-HA lze bez va´ha´n´ı oznacˇit za vyspeˇly´ na´stroj pro vysoce dostupne´ syste´my.
Zde nast´ıneˇne´ proble´my rˇesˇ´ı bezezbytku, dalˇs´ı jeho prˇednost´ı je vlastn´ı testovac´ı syste´m,
ktery´m lze proveˇrˇit mozˇne´ proble´my prˇi na´vrhu a realizaci syste´mu˚. V neposledn´ı rˇadeˇ se
jedna´ o aktivneˇ vyv´ıjeny´ projekt se silny´m za´zemı´m a kvalitn´ım veden´ım.
3.4 Cluster wide storage / Storage replication
Te´meˇrˇ kazˇda´ aplikace dnes pracuje s daty, pokud chceme u aplikac´ı doc´ılit vysoke´ do-
stupnosti, mus´ıme nejprve zajistit vysokou dostupnost dat nad ktery´mi tyto aplikace pra-
cuj´ı. Rˇesˇen´ı je sˇiroka´ sˇka´la v za´vislosti na pozˇadavc´ıch aplikace, technicke´m rˇesˇen´ı clusteru
na ktere´m aplikace beˇzˇ´ı nebo pozˇadavc´ıch na konzistenci dat. Pokud nebudeme uvazˇovat
prˇ´ıpady, kdy jsme schopni konzistenci v rozumne´ mı´ˇre zarucˇit cˇisteˇ administrativneˇ prˇ´ıpadneˇ
pomoc´ı beˇzˇny´ch na´stroj˚u (rsync, scp, atp.), rozdeˇluj´ı se pouzˇ´ıvane´ techniky na dveˇ skupiny.
Prvn´ı z nich je c´ılena´ prˇedevsˇ´ım do oblasti vysoke´ dostupnosti, jej´ı princip spocˇ´ıva´ ve sd´ılen´ı
datove´ho u´lozˇiˇsteˇ na u´rovni blokove´ho zarˇ´ızen´ı. Druhou technikou jsou paraleln´ı filesyste´my,
ktere´ samy o sobeˇ prˇedstavuj´ı homogenn´ı vysoce dostupne´ syste´my a kromeˇ sd´ılen´ı dat mezi
uzly clusteru se snazˇ´ı rˇesˇit prˇedevsˇ´ım vy´konostn´ı a datovou sˇka´lovatelnost.
3.4.1 Sd´ılene´ me´dium / n´ızkou´rovnˇova´ replikace
Pro sd´ılen´ı blokove´ho zarˇ´ızen´ı (extern´ı Raid pole, SAN, DAS) jsou dnes pouzˇ´ıva´ny prˇedevsˇ´ım
technologie a protokoly jako Fibre Channel, SCSI, iSCSI. Pro operacˇn´ı syste´m se takove´to
zarˇ´ızen´ı jev´ı zcela transparentneˇ jako loka´ln´ı SCSI disk. Podpora dvou za´rovenˇ prˇipojeny´ch
syste´mu˚ je rˇesˇena v rezˇii dane´ho zarˇ´ızen´ı, nikterak ale nerˇesˇ´ı kolize IO operac´ı teˇchto
dvou syste´mu˚ prˇipojeny´ch k jednomu LUN25. Jsou tedy dveˇ mozˇnosti jaky´m zp˚usobem je
mozˇne´ provozovat dva syste´my prˇipojene´ k jednomu LUN tak, aby si navza´jem nerozb´ıjely
filesyste´m na sd´ılene´m zarˇ´ızen´ı. Prvn´ı mozˇnost´ı je cluster v konfiguraci Activ/Stand-by
(viz. Obr.3.7), kde filesyste´m na dane´m zarˇ´ızen´ı je vzˇdy prˇipojen pouze na jednom z uzl˚u.
Pokud zarˇ´ızen´ı podporuje SCSI reservation je mozˇne´ tuto vlastnost vyuzˇ´ıt pro Fencing
Stand-by uzlu. Oproti metoda´m jako je STONITH jde o mnohem elegantneˇjˇs´ı rˇesˇen´ı situac´ı
jako je Split-Brain.
Druhou mozˇnost´ı je prˇipojen´ı filesyste´mu na obou uzlech za´rovenˇ, prˇedpokladem ovsˇem
je pouzˇit´ı takove´ho filesyste´mu, ktery´ neˇco takove´ho umozˇnˇuje. Vı´ce o teˇchto filesyste´mech
v sekci Sd´ılene´ Filesyste´my.
Nen´ı nutne´ zd˚uraznˇovat, zˇe tyto technologie jsou pomeˇrneˇ drahe´ a pokud maj´ı splnˇovat
pozˇadavky na vysokou dostupnost (online vzda´lena´ replikace, multipath atp.), zpravidla se






Obra´zek 3.7: Sd´ılene´ blokove´ zarˇ´ızen´ı prˇes Fibre Channel/SCSI/iSCSI
jsou vsˇak situace, kdy jde o ”kano´n na vrabce”a v teˇchto prˇ´ıpadech je dobre´ sezna´mit se s
alternativami. Jednou z nich je DRBD26.
DRBD je zjednodusˇeneˇ s´ıt’ovy´ RAID1. Implementac´ı je virtua´ln´ı blokove´ zarˇ´ızen´ı, ktere´





Obra´zek 3.8: Replikace DRBD
DRBD zarˇ´ızen´ı mu˚zˇe by´t na kazˇde´m uzlu ve stavu Prima´rn´ı nebo Sekunda´rn´ı27, k za´pisu
mus´ı docha´zet na prima´rn´ım zarˇ´ızen´ı, to provede za´pis na podrˇ´ızene´m fyzicke´m blokove´m
zarˇ´ızeni (/dev/sdX atp.), zˇa´dost o za´pis odesˇle na druhy´ uzel, kde se za´pis take´ provede.
Pokud dojde k vy´padku prima´rn´ıho uzlu, mu˚zˇe doj´ıt k failoveru na sekunda´rn´ı uzel.
Ten ma´ aktua´ln´ı data, prˇepne se do prima´rn´ıho rezˇimu a aplikace mu˚zˇe pokracˇovat tam,
kde skoncˇila. Pote´, co se p˚uvodn´ı prima´rn´ı uzel zotav´ı, mus´ı doj´ıt k synchronizaci dat,
synchronizova´na jsou pouze data, ktera´ se zmeˇnila, tato synchronizace prob´ıha´ na pozad´ı.
Asi nejcˇasteˇji provozovanou konfigurac´ı je Activ/Stand-by (Obr.3.8), kdy vsˇechny ak-
tivn´ı sluzˇby beˇzˇ´ı pouze na jednom uzlu a druhy´ uzel necˇinneˇ cˇeka´ na vy´padek prvn´ıho
uzlu.
Dalˇs´ı mozˇnost´ı je dvojita´ Activ/Stand-by viz. konfigurace Obr.3.9, kdy je trˇeba zkon-
figurovat minima´lneˇ dveˇ DRBD zarˇ´ızen´ı, prˇicˇemzˇ kazˇdy´ uzel bude mı´t minima´lneˇ jedno
26http://www.drbd.org
27od verze 8.0 je podporova´na konfigurace Primarn´ı-Prima´rn´ı
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zarˇ´ızen´ı v prima´rn´ım stavu. Lze tak na kazˇde´m uzlu provozovat neˇjakou skupinu sluzˇeb,
ktera´ je datoveˇ neza´visla´ na skupineˇ sluzˇeb beˇzˇ´ıc´ıch na druhe´m uzlu. Naprˇ´ıklad na jednom
serveru pobeˇzˇ´ı web a mail server a na druhe´m DNS a LDAP server, kazˇda´ z teˇchto skupin
bude mı´t vlastn´ı DRBD zarˇ´ızen´ı. Tato konfigurace skry´va´ riziko v mozˇnosti prˇet´ızˇen´ı prˇi
failoveru sluzˇeb. Aby prˇi failoveru k prˇet´ızˇen´ı nedocha´zelo, mus´ı se zat´ızˇen´ı server˚u stabilneˇ











Dalˇs´ı mozˇnost´ı jak je mozˇne´ DRBD pouzˇ´ıt, je Activ/Activ (Obr.3.10). Takova´ konfi-
gurace vyzˇaduje nasazen´ı sd´ılene´ho filesyste´mu, za´rovenˇ zde take´ plat´ı riziko prˇet´ızˇen´ı prˇi
failoveru sluzˇeb. V dnesˇn´ı dobeˇ neexistuje mnoho aplikac´ı ktere´ by doka´zaly fungovat ve
v´ıce instanc´ıch nad stejny´m datovy´m prostorem. Otev´ıra´ se zde ale prostor pro specia´ln´ı
pouzˇit´ı, ktere´ by jinak fungovat nemohlo. Naprˇ´ıklad je t´ımto zp˚usobem mozˇne´ provozovat
live migraci XENovsky´ch dome´n, nebo vytvorˇit multipath iSCSI target.
Projekt DRBD prˇedstavuje urcˇiteˇ zaj´ımavou alternativu sd´ıleny´ch datovy´ch zarˇ´ızen´ı,
teˇzˇko jim mu˚zˇe konkurovat naprˇ´ıklad v rychlosti nebo latenc´ıch IO operac´ı, ale tam kde tyto
parametry nejsou na prvn´ım mı´steˇ doka´zˇe nab´ıdnout kvalitn´ı rˇesˇen´ı za nejlepsˇ´ı mozˇnou cenu
(zadarmo). Momenta´lneˇ projekt obsahuje modul do linuxove´ho ja´dra a userspace na´stroje
pro spra´vu. Jako jeden z hlavn´ıch c´ıl˚u projektu je protlacˇen´ı do vanila ja´dra, na cˇemzˇ
vy´voja´rˇi intenzivneˇ pracuj´ı.
Podobne´ funkcionality jako ma´ DRBD lze doc´ılit i kombinac´ı NBD28 a MD29, jde vsˇak
o slozˇiteˇjˇs´ı operaci, kdy je trˇeba ve vlastn´ı rezˇii rˇesˇit naprˇ´ıklad resynchronizaci. Kladem
tohoto rˇesˇen´ı oproti DRBD je naprˇ´ıklad to, zˇe vsˇe potrˇebne´ se jizˇ nacha´z´ı ve vanila ja´drˇe.
3.4.2 Sd´ılene´ Filesyste´my
Pokud potrˇebujeme sd´ılet mezi uzly clusteru blokove´ zarˇ´ızen´ı, je trˇeba aby na neˇm byl file-




Linuxu pouzˇ´ıva´ny prˇedevsˇ´ım GFS30, ktery´ z´ıskal Redhat od spolecˇnosti Sistina Software a
uvolnil ho pod GPL licenc´ı, a OCFS31 ktery´ vyv´ıj´ı Oracle take´ pod GPL licenc´ı. Oba file-
syste´my jsou jizˇ delˇs´ı dobu ve vanila ja´drˇe. Za´kladn´ım rozd´ılem oproti beˇzˇny´m filesyste´mu˚m
je distribuovany´ Lock manager, ktery´ umozˇnˇuje jednotlivy´m uzl˚um koordinovat IO operace
nad sd´ıleny´m blokovy´m zarˇ´ızen´ım.
3.4.3 Paraleln´ı (distribuovane´) Filesyste´my
Distribuovany´ filesyste´m lze definovat jako s´ıt’ovy´ filesyste´m ktery´ se rozkla´da´ prˇes neˇkolik
uzl˚u/u´lozˇiˇst’, kde kazˇdy´ z nich obsahuje pouze cˇa´st z cele´ho filesyste´mu. Hlavn´ım d˚uvodem
pro pouzˇit´ı distribuovany´ch filesyste´mu˚ je jejich sˇka´lovatelnost, kterou prˇekona´vaj´ı omezen´ı
klasicky´ch storage rˇesˇen´ı. Zameˇrˇuj´ı se na sˇka´lovatelnost kapacitn´ı, vy´konnostn´ı, sˇka´lovatelnost
mozˇne´ho pocˇtu prˇipojeny´ch klient˚u atp.. Da´le se zde zameˇrˇ´ım na architekturu a vlastnosti
dvou, dle me´ho na´zoru nejzaj´ımaveˇjˇs´ıch Open Source projekt˚u. Prvn´ım bude Lustre32,
druhy´m GlusterFS33. Podoba jejich na´zv˚u, a proble´m, ktery´ rˇesˇ´ı, je v´ıceme´neˇ to jedine´, co
tyto projekty spojuje. Kazˇdy´ z nich poskytuje odliˇsny´ pohled na veˇc, rˇesˇ´ı vsˇe po sve´m a
nab´ızej´ı odliˇsne´ vlastnosti.
Lustre Tento projekt byl doneda´vna vyv´ıjen pod krˇ´ıdly spolecˇnosti Cluster File Sys-
tems Inc.. V rˇ´ıjnu letosˇn´ıho roku dokoncˇil Sun Microsystems akvizici te´to spolecˇnosti a
spolu s t´ım i te´to technologie. Jedna´ se o vyspeˇle´, cˇasem a komercˇn´ım nasazen´ım proveˇrˇene´
rˇesˇen´ı, naprˇ´ıklad 14 z top-30 superpocˇ´ıtacˇ˚u pouzˇ´ıva´ tento filesyste´m. Lustre podporuje azˇ
desetitis´ıce klient˚u, petabyty prostoru a propustnost ve stovka´ch GB/s.
Projekt jako takovy´ se skla´da´ ze trˇ´ı cˇa´st´ı:
• Patchovane´ linuxove´ ja´dro, zmeˇny oproti standardn´ımu ja´dru vyzˇaduje prˇedevsˇ´ım
serverova´ cˇa´st lustre, za´rovenˇ zmeˇny prˇina´sˇ´ı vy´konnostn´ı vy´hody.
• Jaderny´ modul ktery´ implementuje lustre klienta a server.
• Userspace na´stroje pro ovla´da´n´ı filesyste´mu.
Lustre filesyste´m se skla´da´ ze cˇtyrˇ funkcˇn´ıch jednotek (viz. Obr.3.11).
MGS Management Server, nejedna´ se prˇ´ımo o soucˇa´st filesyste´mu ale o jednotku posky-
tuj´ıc´ı konfiguracˇn´ı informace vsˇem ostatn´ım cˇa´stem Lustre. MGS umozˇnˇuje prova´deˇt
live u´pravy konfigurace.
MDT Metadata Target je datove´ u´lozˇiˇsteˇ pro metadata jednoho filesyste´mu. Metadata
Server (MDS) je server, na ktere´m je jeden nebo v´ıce MDT. MDT obsahuje souborovou
hierarchii (namespace) a atributy soubor˚u, jako pra´va a odkazy na datove´ objekty
ulozˇene´ v OST.
OST Object Storage Target prˇedstavuje u´lozˇiˇsteˇ datovy´ch objekt˚u ze ktery´ch se skla´daj´ı







Lustre klienti prˇedstavuj´ı rozhran´ı mezi linuxovy´m VFS a Lustre servery. Vsˇichni klienti
vid´ı prˇipojeny´ filesyste´m jako celistvy´, koherentn´ı a synchronizovany´ prostor umozˇnˇuj´ıc´ı
soubeˇzˇne´ cˇten´ı a za´pis nad jedn´ım souborem.
Klienti a servery spolu komunikuj´ı pomoc´ı s´ıt’ove´ho API (LNET), ktere´ odstinˇuje rozd´ıly
mezi r˚uzny´mi transportn´ımi technologiemi (podporovane´ jsou naprˇ. Ethernet, InfiniBand,
Myrinet. . . ). Jednotlive´ soubory jsou pomoc´ı stripingu rozdeˇlova´ny do jednotlivy´ch OST,
t´ım je mozˇne´ sˇka´lovat propustnost a IO za´teˇzˇ zvy´sˇen´ım pocˇtu OST/OSS, za´rovenˇ tak nen´ı
omezena maxima´ln´ı velikost souboru velikost´ı samotne´ho OST.
Obra´zek 3.11: Architektura LUSTRE; zdroj www.lustre.org
Vysoka´ dostupnost a failover je u Lustre podmı´neˇna pouzˇit´ım sd´ılene´ho datove´ho u´lozˇiˇsteˇ
(SAN atp.), Lustre sa´m osobeˇ zˇa´dny´ failover mechanizmus neimplementuje, spole´ha´ se na
dostupna´ rˇesˇen´ı typu Heartbeat. Typicky se pouzˇ´ıva´ konfigurace MDS Aktiv/Stand-by,
OSS Aktiv/Aktiv, kde kazˇdy´ z OSS poskytuje jinou skupinu OST, a prˇi vy´padku jednoho
z OSS, druhy´ OSS jeho OST prˇeb´ıra´.
Existuj´ı dva zp˚usoby chova´n´ı nava´zany´ch spojen´ı (transakc´ı) prˇi vy´padku, Failout a
Failover. V prvn´ım prˇ´ıpadeˇ prˇi vy´padku serveru transakce na klientu timeoutuje a aplikace
vid´ı chybu EIO. V druhe´m prˇ´ıpadeˇ (standardn´ı nastaven´ı) klient po zotaven´ı nebo failoveru
serveru danou transakci dokoncˇ´ı. Data jsou zapisova´na synchronneˇ a po zotaven´ı klient
pouze zopakuje nekomitnute´ transakce. Dı´ky tomu je mozˇne´ prova´deˇt naprˇ´ıklad upgrade a
u´drzˇbu bez ovlivneˇn´ı operac´ı klient˚u.
Lustre je c´ılen do segmentu vy´pocˇetn´ıch cluster˚u a podobny´ch enterprise rˇesˇen´ı, cozˇ je
zna´t na jeho koncepci. Jednou z neprˇ´ıjemnost´ı je nutnost drzˇet se verz´ı ja´dra, pro ktere´
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existuje patch. Sˇance, zˇe by se Lustre neˇkdy dostal do hlavn´ı veˇtve linuxove´ho ja´dra, je
celkem miziva´, vzhledem ke zmeˇna´m, ktere´ jsou pro jeho funkci nutne´.
GlusterFS Zacˇa´tek vy´voje tohoto projektu se datuje do roku 2006, prˇesto se objevuj´ı
zpra´vy (hlavneˇ beˇhem posledn´ıho p˚ul roku) o jeho u´speˇsˇny´ch produkcˇn´ıch nasazen´ıch.
GlusterFS je kompletneˇ implementova´n v uzˇivatelske´m prostoru. Pro beˇh serverove´ cˇa´sti
je trˇeba POSIXovy´ operacˇn´ı syste´m, klientska´ cˇa´st vyzˇaduje podporu FUSE34 v ja´drˇe (Li-
nux, FreeBSD, OpenSolaris). Kromeˇ provozu prˇes TCP/IP podporuje GlusterFS propojen´ı
pomoc´ı InfiniBand. Cely´ koncept GlusterFS je postaven na mysˇlence tzv. transla´tor˚u a
jejich rˇeteˇzen´ı. Kromeˇ transla´tor˚u klienta a serveru jsou prakticky vsˇechny vlastnosti a
rozsˇ´ıˇren´ı implementova´ny pomoc´ı transla´tor˚u. Transla´tory jsou pro klienta a server shodne´
a je mozˇne´ je aktivovat na obou strana´ch.
Obra´zek 3.12: Schema modula´rn´ıho usporˇa´da´n´ı GlusterFS; zdroj: www.gluster.org
Transla´tory se deˇl´ı do neˇkolika skupin podle sve´ho zameˇrˇen´ı:
Vy´konnostn´ı transla´tory – do te´to skupiny patrˇ´ı transla´tory ktere´ se neˇjaky´m zp˚usobem
snazˇ´ı zvy´sˇit vy´kon GlusterFS, jako Read Ahead Translator, Write Behind Translator,
Threaded I/O Translator, IO-Cache Translator.
Clusterovac´ı transla´tory – implementuj´ı vlastnosti spojene´ s pozˇadavky na paraleln´ı
filesyste´my
• AFR Automatic File Replication Translator implementuje replikaci obsahu svazku
na te´meˇrˇ libovolny´ pocˇet uzl˚u, lze prˇirovnat k s´ıt’ove´mu RAID-1.
34Filesystem in Userspace http://fuse.sourceforge.net/
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• Stripe, tento transla´tor umozˇnˇuje sˇka´lovat vy´konnost a rusˇ´ı omezen´ı maxima´ln´ı
velikosti souboru vyply´vaj´ıc´ı z kapacity filesyste´mu jednotlive´ho uzlu.
• Unify je transla´tor spojuj´ıc´ı neˇkolik svazk˚u/transla´tor˚u do jednoho velike´ho fi-
lesyste´mu, lze v neˇm definovat jaky´ pla´novacˇ chceme pro takto vznikly´ svazek
pouzˇ´ıt, k dispozici jsou: ALU (Adaptive Least Usage), NUFA (Non-Uniform Fi-
lesystem Access) , Random, Round-Robin, Switch.
Lad´ıc´ı transla´tory
Transla´tory u´lozˇiˇsteˇ – GlusterFS za´vis´ı prˇi operac´ıch nad blokovy´m zarˇ´ızen´ım na loka´ln´ıch
filesyste´mech jako EXT3 nebo XFS, k teˇm se prˇipojuje pomoc´ı Posix transla´toru.
Protokolove´ transla´tory – do te´to skupiny patrˇ´ı transla´tor klienta a serveru.
Specia´ln´ı funkce – do te´to skupiny patrˇ´ı naprˇ´ıklad transla´tory: filter (filtrova´n´ı dle jme´na
nebo atribut˚u soubor˚u), posix-locks, trash (implementuje funkci odpadkove´ho kosˇe).
Dı´ky te´to modula´rnosti je mozˇne´ doc´ılit konfigurac´ı maxima´lneˇ prˇizp˚usobeny´ch nasˇim
potrˇeba´m. Lze dosa´hnout chova´n´ı obdobne´ JBOD, RAID-1, RAID-0, RAID-10 a 01. Pla´nova´n´ı
IO je mozˇne´ na dvou u´rovn´ıch, na u´rovni soubor˚u (Unify transla´tor), a na u´rovni blok˚u
(Stripe transla´tor). Jejich kombinac´ı lze z´ıskat svazek, na ktere´m jsou neˇktere´ soubory stri-
pova´ny a ostatn´ı jsou po uzlech rozkla´da´ny cele´. Dalˇs´ım zaj´ımavy´m prˇ´ıkladem adaptivity
GlusterFS je pouzˇit´ı AFR. Zrˇejmeˇ nejjednodusˇsˇ´ım a nejprˇ´ımocˇarˇejˇs´ım pouzˇit´ım AFR je na
straneˇ klienta, kde prˇes neˇj spoj´ıme svazky dvou uzl˚u. Klient tak bude vesˇkere´ za´pisove´
operace duplikovat na tyto dva uzly, neprˇ´ıjemne´ ale je, zˇe se t´ım zvysˇujeme za´teˇzˇ klienta a
zdvojna´sobuje se mnozˇstv´ı dat prˇena´sˇeny´ch mezi klientem a servery. Pokud AFR pouzˇijeme
na straneˇ serveru je mozˇne´ tuto synchronizaci prˇene´st na vyhrazenou s´ıt’ propojuj´ıc´ı pouze
servery, zvy´sˇ´ı se tak propustnost s´ıteˇ mezi servery a klienty, za´rovenˇ se odlehcˇ´ı klient˚um.
Negativem te´to konfigurace je zvy´sˇen´ı latence, d´ıky prodlouzˇen´ı rˇeteˇzu transla´tor˚u.
Tento projekt prˇicha´z´ı s origina´ln´ım rˇesˇen´ım, jeho vy´voj je velmi rychly´ a nove´ funkce a
vylepsˇen´ı prˇiby´vaj´ı te´meˇrˇ kazˇdy´ ty´den. Odva´zˇ´ım se tvrdit, zˇe tento projekt prˇina´sˇ´ı rˇesˇen´ı pro
mnoho prˇ´ıpad˚u, pro ktere´ doneda´vna paraleln´ı filesyste´my nebyly vhodne´. Jeden z d˚uvod˚u
procˇ GlusterFS vznikl, byla prˇ´ıliˇsna´ slozˇitost zprovozneˇn´ı neˇktere´ho v te´ dobeˇ dostupne´ho





Dobrˇe funguj´ıc´ı rozkla´da´n´ı za´teˇzˇe je jednou z podmı´nek pro uspokojivy´ provoz te´meˇrˇ
jake´hokoliv clusteru. Rozkla´da´n´ı za´teˇzˇe je mozˇne´ prova´deˇt na mnoha vrstva´ch a rozlicˇny´m
zp˚usobem, zde bych se chteˇl zameˇrˇit na rozkla´da´n´ı za´teˇzˇe u internetovy´ch sluzˇeb, nebo
obecneˇji u sluzˇeb funguj´ıc´ıch nad TCP/IP protokoly.
4.1 Linux Virtual Server
Zacˇa´tek vy´voje tohoto projektu saha´ do dob vy´voje Linuxove´ho ja´dra rˇady 2.0 a 2.2
(1998/1999), standardn´ı soucˇa´st´ı vanila ja´dra se sta´va´ v roce 2004. Linux Virtual Ser-
ver (LVS) implementuje v ra´mci linuxove´ho ja´dra prˇep´ınacˇ na 4 vrstveˇ (ISO/OSI), ten
umozˇnˇuje rozkla´dat TCP a UDP spojen´ı mezi neˇkolik Real (Backend) server˚u.
Terminologie:
Director – stroj na ktere´m beˇzˇ´ı LVS, ktery´ prˇ´ıma´ spojen´ı od klient˚u a prˇeda´va´ je Real
server˚um
Real Server – jeden z aplikacˇn´ıch server˚u farmy, beˇzˇ´ı na neˇm sluzˇba kterou se snazˇ´ıme
rozkla´dat
Virtual IP (VIP) – virtua´ln´ı IP adresa pod kterou je dana´ sluzˇba prezentova´na klient˚um,
vlastn´ı ji Director
Real server IP (RIP) – IP adresa Realserveru
Rozkla´da´n´ı za´teˇzˇe v LVS funguje na principu multiplexingu TCP spojen´ı/UDP da-
tagramu˚ mezi neˇkolik Real server˚u. Ve chv´ıli kdy prˇijde do Directoru paket inicializuj´ıc´ı
nove´ TCP spojen´ı, nebo UDP stream, je mu dle pla´novac´ıho algoritmu prˇiˇrazen jeden z
Real server˚u,na ktery´ je paket da´le prˇeposla´n. Dalˇs´ı pakety na´lezˇ´ıc´ı tomuto spojen´ı/streamu
jsou na´sledneˇ odes´ıla´ny vzˇdy na jemu prˇiˇrazeny´ stroj, cˇ´ımzˇ je zarucˇena integrita spojen´ı.
Virtua´ln´ı sluzˇba kterou Director spravuje mu˚zˇe by´t urcˇena dveˇma zp˚usoby. Trojic´ı IP
adresa, port a protokol nebo oznacˇen´ım paket˚u pomoc´ı iptables. Trojice u´daj˚u v prvn´ım
prˇ´ıpadeˇ odpov´ıda´ c´ıli, na ktere´m klient ocˇeka´va´ sluzˇbu, ke ktere´ se chce prˇipojit. Druhy´
prˇ´ıpad se vyuzˇ´ıva´ pro seskupova´n´ı v´ıce virtua´ln´ıch sluzˇeb do jedne´ virtua´ln´ı sluzˇby, zaprve´ z
d˚uvodu zjednodusˇen´ı konfigurace prˇi vysoke´m pocˇtu virtua´ln´ıch sluzˇeb, zadruhe´ z d˚uvodu
persistence r˚uzny´ch sluzˇeb (naprˇ. aby klient vyuzˇ´ıvaj´ıc´ı http i https byl obslouzˇen vzˇdy
stejny´m serverem pro oba potokoly).
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Algoritmy, ktere´ rozhoduj´ı o rozdeˇlen´ı spojen´ı mezi Real servery, jsou implementova´ny
jako jaderne´ moduly aby pro implementaci dalˇs´ıch algoritmu˚ nebylo trˇeba zasahovat do
ja´dra LVS.
K dispozici je nyn´ı teˇchto neˇkolik algoritmu˚:
Round-Robin – rozdeˇluje spojen´ı rovnomeˇrneˇ mezi Real servery.
Weighted Round-Robin – rozdeˇluje spojen´ı proporciona´lneˇ dle nastavene´ va´hy (vy´konnosti)
Real server˚u
Least-Connection – prˇideˇluje v´ıce spojen´ı teˇm server˚um ktere´ maj´ı me´neˇ aktivn´ıch spo-
jen´ı
Weighted Least-Connection – stejny´ jako Least-Connection, nav´ıc je bra´na v potaz
vy´konnost jednotlivy´ch server˚u
Locality-Based Least-Connection – pouzˇ´ıva´ se pro loadbalancing c´ılovy´ch adres (pouzˇ´ıva´
se u cache cluster˚u), pro jednu c´ılovou IP adresu je prˇiˇrazen vzˇdy stejny´ Real server,
pokud je prˇet´ızˇeny´ nebo nedostupny´, je spojen´ı prˇiˇrazeno serveru s nejmensˇ´ım pocˇtem
aktivn´ıch spojen´ı a dalˇs´ı pozˇadavky pro danou IP adresu jsou pos´ıla´ny tomuto serveru
Locality-Based Least-Connection with Replication – chova´ se podobneˇ jako prˇedchoz´ı
algoritmus s t´ım rozd´ılem, zˇe pro kazˇdou c´ılovou adresu je vedena skupina Real ser-
ver˚u. Nove´ spojen´ı je prˇiˇrazeno tomu serveru ze skupiny na´lezˇ´ıc´ı dane´ c´ılove´ adrese,
ktery´ ma´ nejme´neˇ aktivn´ıch spojen´ı. Pokud jsou vsˇechny servery v dane´ skupineˇ
prˇet´ızˇene´, je do te´to skupiny prˇiˇrazen nejme´neˇ zat´ızˇeny´ server z clusteru. Pokud nen´ı
do skupiny po urcˇitou dobu prˇida´n novy´ server, je z n´ı vyloucˇen nejzat´ızˇeneˇjˇs´ı server.
Destination Hashing – spojen´ı jsou prˇiˇrazova´na na za´kladeˇ staticke´ hash tabulky kde je
kl´ıcˇem c´ılova´ adresa
Source Hashing – spojen´ı jsou prˇiˇrazova´na na za´kladeˇ staticke´ hash tabulky kde je kl´ıcˇem
zdrojova´ adresa
Shortest Expected Delay – spojen´ı jsou prˇiˇrazena serveru s nejnizˇsˇ´ım ocˇeka´vany´m zpozˇdeˇn´ım,
ocˇeka´vane´ zpozˇdeˇn´ı se stanovuje z va´hy (vy´konnosti) serveru a pocˇtu aktivn´ıch dane´ho
serveru
Never Queue – tento algoritmus pracuje ve dvou rezˇimech. Pokud je neˇktery´ server volny´,
je mu prˇiˇrazeno spojen´ı i v prˇ´ıpadeˇ, zˇe existuje server, u ktere´ho je nizˇsˇ´ı ocˇeka´vane´
zpozˇdeˇn´ı. Pokud nen´ı zˇa´dny´ server volny´, je spojen´ı prˇiˇrazeno dle algoritmu Shortest
Expected Delay.
Kromeˇ loadbalancingu je v LVS mysˇleno na vysokou dostupnost samotne´ho loadbalan-
ceru, v ra´mci neˇj je implementova´n de´mon pro synchronizaci stavovy´ch dat procha´zej´ıc´ıch
spojen´ı. De´mon pro synchronizaci s backup loadbalacery vyuzˇ´ıva´ UDP multicast.
LVS ma´ trˇi r˚uzne´ zp˚usoby jaky´mi mu˚zˇe prˇepos´ılat pakety jednotlivy´ch spojen´ı: Network
Address Translation (NAT), IP-IP tuneling, Direct Routing.
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4.1.1 LVS NAT
Ve chv´ıli kdy se klient pokus´ı nava´zat spojen´ı se sluzˇbou kterou zasˇtit’uje LVS, prˇijde na
Director paket s c´ılovou adresou odpov´ıdaj´ıci VIP. Director zjist´ı zda IP adresa, port a
protokol odpov´ıdaj´ı virtua´ln´ı sluzˇbeˇ kterou poskytuje. Pokud ano, rozhodne dle zavedene´ho
pla´novac´ıho algoritmu, ktere´mu Real serveru bude toto spojen´ı prˇiˇrazeno a zavede jej do sve´
tabulky spojen´ı. Pote´ je v paketu prˇepsa´na c´ılova´ IP adresa a port na hodnoty odpov´ıdaj´ıc´ı
zvolene´mu Real serveru a paket je mu prˇeposla´n. Pokud prˇ´ıchoz´ı paket patrˇ´ı tomuto spojen´ı,
je dle tabulky nalezen odpov´ıdaj´ıc´ı Real server, paket prˇepsa´n a prˇeposla´n. Pakety ktere´
vrac´ı Real server jsou na Directoru opeˇt prˇepsa´ny tak, aby zdrojova´ adresa odpov´ıdala VIP.











Obra´zek 4.1: LVS NAT
4.1.2 LVS IP Tunneling
Nevy´hodou pouzˇit´ı NAT v LVS je, zˇe pakety od Real server˚u zpeˇt ke klientovi mus´ı proj´ıt
Director, t´ım se mu˚zˇe sta´t sa´m loadbalancer u´zky´m hrdlem. Dalˇs´ı dveˇ techniky, IP Tuneling
a Direct Routing t´ımto proble´mem netrp´ı, odpoveˇdi klient˚um u nich mohou odcha´zet jinou
cestou, nezˇ prˇes Director, skrz ktery´ prˇiˇsly.
Zp˚usob zpracova´n´ı nove´ho spojen´ı na Directoru je shodny´ jako u NAT, azˇ do chv´ıle,
kdy ma´ Director paket prˇeposlat. Zde paket nikterak neprˇepisuje, ale zapouzdrˇ´ı ho do IP
datagramu a odes´ıla´ c´ılove´mu Rael Serveru. Ten takto zapouzdrˇeny´ paket rozbal´ı a zpracuje.
Podmı´nkou je schopnost operacˇn´ıho syste´mu vyuzˇ´ıvat IP tuneling a mozˇnost nastaven´ı VIP
na non-arp nebo skryte´m rozhran´ı. Odpoveˇdi klient˚um Realserver odes´ıla´ prˇ´ımo, bez u´cˇasti
loadbalanceru.
Vy´hodou IP tunelingu oproti Direct routing je mozˇnost umı´steˇn´ı Real server˚u mimo
loka´ln´ı ethernetovy´ segmet, mohou se dokonce nacha´zet i v geograficky rozd´ılny´ch mı´stech.
Na druhou stranu tam, kde nema´me potrˇebu servery rozmist’ovat oddeˇleneˇ, poda´va´ Direct
Routing vysˇsˇ´ı vy´kony.
4.1.3 LVS Direct Routing
Podobneˇ jako u IP Tunelingu, je zpracova´n´ı prˇ´ıchoz´ıho spojen´ı shodne´ s procedudou u NAT
metody azˇ do chv´ıle, kdy ma´ Director paket prˇeposlat da´le. Nedocha´z´ı ani k prˇepisova´n´ı IP
adresy ani k zapouzdrˇen´ı, ale k prˇenastaven´ı MAC adresy ra´mce na MAC adresu c´ılove´ho












Obra´zek 4.2: LVS IP tunneling
za´rovenˇ je nutne´ aby Real servery meˇly mozˇnost nastaven´ı VIP na non-arp, nebo skryte´m
rozhran´ı, protozˇe nen´ı mozˇne´ na jednom segmentu s´ıteˇ provozovat neˇkolik zarˇ´ızen´ı se stejnou
IP adresou. T´ım zˇe Real servery nebudou navenek ohlasˇovat vlastnictv´ı VIP adresy se toto











Obra´zek 4.3: LVS Direct Routing
4.2 Load Balancing pomoc´ı DNS
DNS loadbalancing spocˇ´ıva´ v prˇ´ıdeˇlen´ı neˇkolika IP adres jednomu dome´nove´mu jme´nu,
veˇtsˇina DNS server˚u s takovouto konfigurac´ı vrac´ı kazˇde´mu klientovi vzˇdy postupneˇ jednu
z teˇchto IP adres. T´ım se doc´ıl´ı rozlozˇen´ı dotaz˚u od jednotlivy´ch klient˚u na r˚uzne´ servery.
Loadbalancing pomoc´ı DNS se pouzˇ´ıva´ v za´sadeˇ ve dvou prˇ´ıpadech.
• V prˇ´ıpadeˇ, zˇe potrˇebujeme rozlozˇit za´teˇzˇ na neˇkolik stroj˚u a potrˇebujeme to udeˇlat
rychle, bez dalˇs´ıch za´sah˚u do infrastruktury a nasazova´n´ı jake´koliv dalˇs´ı technolo-
gie. Veˇtsˇinou se ale jedna´ pouze o prˇedstupenˇ plnohodnotne´ho loadbalancingu po-
moc´ı neˇktere´ jine´ techniky, protozˇe tento zp˚usob neposkytuje te´meˇrˇ zˇa´dnou kont-
rolu nad rozdeˇlova´n´ım pra´ce jednotlivy´m server˚um. Za´rovenˇ je nemozˇne´ dynamicke´
zacˇlenˇova´n´ı/odstranˇova´n´ı server˚u do/z clusteru v za´vislosti na jejich prˇet´ızˇen´ı nebo
stavu.
• Druhy´ prˇ´ıpad kdy se DNS loadbalancing nasazuje je naopak v prˇ´ıpadech, kdy nara´zˇ´ıme
na technicke´ limity pouzˇite´ techniky, nebo potrˇebujeme za´teˇzˇ rozlozˇit efektivneˇji
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(naprˇ´ıklad geograficky). Naprˇ´ıklad, pokud ma´me cluster poskytuj´ıc´ı neˇjakou sluzˇbu
pro klienty z cele´ho sveˇta a provoz tohoto clusteru prˇekrocˇ´ı kapacitu maxima´ln´ı mozˇne´
konektivity (naprˇ. 1Gbit), je mozˇne´ postavit druhy´ cluster prˇipojeny´ dalˇs´ı 1Gbit lin-
kou a za´teˇzˇ mezi nimi rozdeˇlit pra´veˇ pomoc´ı DNS. Druhou mozˇnost´ı je rozdeˇlit cluster
na neˇkolik mensˇ´ıch a ty na´sledneˇ umı´stit kazˇdy´ na jeden kontinent, za´teˇzˇ mezi nimi
pote´ rˇ´ıdit pomoc´ı DNS, kde se DNS server bude rozhodovat o odpoveˇdi kterou odesˇle
na za´kladeˇ geograficke´ lokace zdroje dotazu.
Prvn´ı prˇ´ıpad je rˇesˇitelny´ standartn´ımi prostrˇedky (DNS server, /etc/hosts . . . ). Druhy´
prˇ´ıpad jizˇ nen´ı jednodusˇe rˇesˇitelny´ pomoc´ı Open Source prostrˇedk˚u, protozˇe chyb´ı imple-
mentace DNS serveru, ktery´ by obsahoval podobnou rozhodovac´ı logiku. Jediny´ na´znak
mozˇne´ho rˇesˇen´ı je v DNS serveru Bind, kde pomoc´ı ACL je mozˇne´ nadefinovat rozd´ılne´
zo´nove´ za´znamy pro r˚uzne´ klientske´ s´ıteˇ cˇi IP adresy. Pokud si vsˇak uveˇdomı´me, jaky´ typ
spolecˇnosti je schopen takovouto techniku vyuzˇ´ıt, je sp´ıˇse pravdeˇpodobne´ doprogramova´n´ı
te´to vlastnosti do sta´vaj´ıc´ıho Open Source DNS serveru vlastn´ımi silami, nebo pronajmut´ı
te´to sluzˇby od neˇktere´ spolecˇnosti, ktera´ se na to specializuje.
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Kapitola 5
HA a LB na aplikacˇn´ı vrstveˇ
Loadbalancing na u´rovni s´ıt’ovy´ch spojen´ı je ideoveˇ pomeˇrneˇ jednoduchy´ a lze s n´ım dosa´hnout
propustnosti na hranic´ıch mozˇnost´ı s´ıt’ove´ho HW. Tento zp˚usob vsˇak nen´ı mozˇne´ pouzˇ´ıt
ve chv´ıli, kdy za´teˇzˇ (dotazy) potrˇebujeme rozkla´dat na za´kladeˇ informac´ı dostupny´ch azˇ
ve vysˇsˇ´ıch vrstva´ch, typicky v 7 vrstveˇ (HTTP, FTP, SQL, . . . ). V takovy´ch prˇ´ıpadech
je trˇeba implementovat rˇesˇen´ı prˇ´ımo pro protokol dane´ aplikace. T´ım se sice vzda´va´me
obecne´ pouzˇitelnosti, ale naopak z´ıska´va´me prˇ´ıstup k architekturˇe dane´ aplikace a je tak
mozˇne´ kromeˇ samotne´ho loadbalancingu a vysoke´ dostupnosti implementovat funkce s
”prˇidanou hodnotou“, typicky se jedna´ o funkce, ktere´ maj´ı za c´ıl odlehcˇit, zrychlit, nebo
zabezpecˇit pra´ci backend server˚u. Mezi nejbeˇzˇneˇjˇs´ı takto implementovane´ funkce patrˇ´ı kom-
prese, sˇifrova´n´ı, cachova´n´ı a filtrace.
V te´to kapitole se budu veˇnovat dveˇma te´mat˚um o ktery´ch si mysl´ım, zˇe v dane´ pro-
blematice prˇevysˇuj´ı vsˇechny ostatn´ı. Prvn´ı z nich je pouzˇit´ı reverzn´ı proxy jako webovy´
loadbalancer/akcelera´tor. Druhy´m je replikace a clustrova´n´ı relacˇn´ıch databa´z´ı, konkre´tneˇ
MySQL a PostgreSQL.
5.1 HTTP reverzn´ı proxy
Du˚vod˚u pro nasazen´ı reverzn´ı proxy prˇed farmu web server˚u mu˚zˇe by´t neˇkolik. Mezi hlavn´ı
patrneˇ patrˇ´ı mozˇnost ovlivnˇovat vy´beˇr c´ılove´ho serveru na za´kladeˇ URL nebo jine´ informace
dostupne´ v ra´mci HTTP protokolu, mozˇnost modifikovat dotazy, cachovat obsah poskyto-
vany´ backend servery, SSL/TLS oﬄoading atp.. Nejcˇasteˇji se reverzn´ı proxy nasazuje v
prˇ´ıpadech, kdy aplikacˇn´ı server ma´ vysˇsˇ´ı pameˇt’ove´ na´roky, ktere´ vzr˚ustaj´ı spolu s pocˇtem
prˇipojeny´ch klient˚u a server nen´ı schopen efektivneˇ obslouzˇit veˇtsˇ´ı pocˇet paraleln´ıch spo-
jen´ı. Reverzn´ı proxy je zpravidla navrhova´na s d˚urazem na minimalisticke´ pameˇt’ove´ na´roky
nemeˇn´ıc´ı se prˇ´ıliˇs s pocˇtem prˇipojeny´ch klient˚u, da´le je kladen d˚uraz na minimalizaci rezˇie
prˇi obsluze velke´ho pocˇtu paraleln´ıch spojen´ı. Dı´ky teˇmto vlastnostem je mozˇne´ odst´ınit
backend servery od za´teˇzˇe vyply´vaj´ıc´ı z prˇ´ıme´ komunikace s klienty, kde proxy server od
backend serveru odpoveˇd’ dosta´va´ maxima´ln´ı mozˇnou rychlost´ı, kterou umozˇnˇuje backend
server a komunikacˇn´ı linka mezi n´ım a proxy. Nedocha´z´ı tak k prostoj˚um u proces˚u ser-
veru zp˚usobeny´ch pomalou komunikac´ı s klienty. Tato rezˇie se prˇena´sˇ´ı na proxy, ktera´ je
pro tento druh za´teˇzˇe optimalizovana´. Pokud reverzn´ı proxy implementuje cachova´n´ı, SSL
oﬄoading, nebo podobnou funkcˇnost, mluv´ıme pak o webove´m akcelera´toru. Ten doka´zˇe
prˇebrat cˇa´st pra´ce backend server˚u, a tu vykona´vat zpravidla efektivneˇji nezˇ samotny´ bac-
kend server. Hlavn´ım vy´konnostn´ım parametrem reverzn´ı proxy je maxima´ln´ı pocˇet pa-
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ralelneˇ drzˇeny´ch spojen´ı, prˇi ktere´m jesˇteˇ nedocha´z´ı k vy´razne´mu na´r˚ustu zpozˇdeˇn´ı prˇi
odbaven´ı dotaz˚u. Dalˇs´ım parametrem je maxima´ln´ı propustnost pro urcˇite´ velikosti do-
taz˚u, u cachuj´ıc´ıch reverzn´ıch proxy je vy´znamna´ take´ propustnost cachovany´ch objekt˚u.
U webovy´ch projekt˚u s vysokou za´teˇzˇ´ı prˇina´sˇ´ı reverzn´ı proxy zpravidla mozˇnost zapnut´ı
persistentn´ıch spojen´ı (keepalive) mezi proxy a klienty, cozˇ pro neˇ prˇedstavuje vy´hodu v
mozˇnosti nacˇ´ıtat v´ıce objekt˚u v ra´mci jednoho TCP spojen´ı. Odpada´ t´ım rezˇie spojena´ s
navazova´n´ım a ukoncˇova´n´ım TCP spojen´ı, zpravidla se na straneˇ klienta projev´ı zvy´sˇenou
rychlost´ı nacˇ´ıta´n´ı obsahu, za´rovenˇ zde ale vyvsta´va´ pozˇadavek, aby proxy doka´zala efek-
tivneˇ drzˇet vysoky´ pocˇet paralelneˇ otevrˇeny´ch spojen´ı bez vy´razne´ho zpomalen´ı odbavova´n´ı
dotaz˚u.
5.1.1 Apache modproxy
Apache je zrˇejmeˇ nejpouzˇ´ıvaneˇjˇs´ı Open Source webserver, jeho soucˇa´st´ı jsou moduly (mod proxy,
mod cache), ktere´ umozˇnˇuj´ı pouzˇ´ıt Apache jako reverzn´ı proxy. Vy´hodou Apache je jeho
konfigurovatelnost d´ıky ktere´ je mozˇne´ prˇizp˚usobit ho te´meˇrˇ pro jaky´koliv u´kol. Rozsa´hlost
a komplexnost Apache ale mu˚zˇe by´t cha´pa´na negativneˇ. Pro software funguj´ıc´ı jako re-
verzn´ı proxy je nespornou vy´hodou, pokud je jeho ko´d kompaktn´ı a lehce auditovatelny´,
cozˇ Apache rozhodneˇ nesplnˇuje. Za´rovenˇ slozˇitost jeho konfigurace oproti jednou´cˇelove´mu
proxy serveru je vysˇsˇ´ı.
Propustnost´ı se rˇesˇen´ı pomoc´ı Apache mu˚zˇe srovna´vat s ostatn´ımi zde uvedeny´mi pro-
jekty, za´sadn´ı proble´m vsˇak nasta´va´ ve chv´ıli, kdy potrˇebujeme paralelneˇ drzˇet mnoho
otevrˇeny´ch spojen´ı (1000 a v´ıce). Projevuje se zde architektura Apache, kdy kazˇde´ spojen´ı
ma´ vyhrazen jeden proces/thread, teoreticky´m rˇesˇen´ım by mohlo by´t pouzˇit´ı event MPM1,
ten je ale dostupny´ azˇ od verze Apache 2.2 a je sta´le v experimenta´ln´ım stavu. Schopnost
sledovat stavy backend server˚u a rozdeˇlovat dotazy na jejich za´kladeˇ je mozˇne´ azˇ od verze
2.2.
5.1.2 Squid
Squid je zrˇejmeˇ nejpouzˇ´ıvaneˇjˇs´ı cachovac´ı proxy server, jeho korˇeny sahaj´ı do doby vzniku
www. Funkce reverzn´ı proxy byla do projektu prˇida´na azˇ v pr˚ubeˇhu doby. Tyto dveˇ skutecˇnosti
jsou cˇasto Squidu vyty´ka´ny, jeho architektura je omezena dobou vzniku tohoto projektu,
nen´ı naprˇ´ıklad mozˇne´ vyuzˇ´ıt vy´hod multiprocesoru. Dalˇs´ı neprˇ´ıjemnost´ı je, zˇe pro reverzn´ı
proxy nen´ı implementova´n mechanizmus dohledu nad stavem backend server˚u a jejich
vy´padky mus´ı by´t rˇesˇeny jiny´m zp˚usobem.
Pokud odhle´dneme od architekturn´ı zastaralosti, Squid je stabiln´ı a rozsˇ´ıˇrene´ rˇesˇen´ı se
solidn´ım vy´konem, sˇirokou konfigurovatelnost´ı a velmi dobrou dokumentac´ı.
5.1.3 Pound
Pound je oproti prˇedchoz´ım jen a pouze reverzn´ı proxy, neimplementuje vlastn´ı webser-
ver ani cachova´n´ı, zameˇrˇuje se na minimalizaci vlastn´ı rezˇie, bezpecˇnost a jednoduchost
konfigurace. Mezi jeho funkce patrˇ´ı: Loadbalancing s rˇesˇen´ım dostupnosti backend server˚u,
mozˇnost zachova´n´ı perzistence spojen´ı na za´kladeˇ adresy klienta, jeho autentizace, para-
metru URL, podle cookie, nebo http hlavicˇky.Da´le je mozˇne´ vyuzˇ´ıt SSL oﬄoading.
1http://httpd.apache.org/docs/2.2/mod/event.html
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Pound poskytuje jizˇ neˇkolik let stabiln´ı rˇesˇen´ı, jeho vy´voj je sta´le aktivn´ı. Nesnazˇ´ı se vsˇak
prˇ´ıliˇs rozsˇiˇrovat funkcˇnost, sp´ıˇse udrzˇovat stabilitu sta´vaj´ıc´ıho ko´du s obcˇasny´m vylepsˇen´ım
funkcˇnosti.
5.1.4 Varnish
Varnish2 je webovy´ akcelera´tor, jeho vy´voj zacˇal v roce 2006 a ke konci te´hozˇ roku byla
uvolneˇna prvn´ı stabiln´ı verze. Za´kladn´ım principem tohoto projektu je modern´ı design s
c´ılem maxima´ln´ıho vy´konu a propustnosti. Hlavn´ı funkcˇn´ı cˇa´st´ı je cachova´n´ı ktere´ oproti
Squidu neimplementuje vlastn´ı spra´vu pameˇti pro prˇesuny objekt˚u mezi RAM a diskem, v
tomto ohledu Varnish spole´ha´ vy´hradneˇ na operacˇn´ı syste´m a jeho management virtua´ln´ı
pameˇt’i3. Mezi zajimave´ funkce patrˇ´ı naprˇ´ıklad mozˇnost extern´ıho zneplatneˇn´ı objekt˚u nebo
prefetching objekt˚u u ktery´ch se bl´ızˇ´ı doba expirace.
Prˇesto zˇe jde o velmi mlady´ projekt a jeho vy´voj je pomeˇrneˇ dynamicky´, architekturneˇ
i kvalitou ko´du je na velmi vysoke´ u´rovni. Webove´ stra´nky projektu uva´d´ı, zˇe vy´konnostn´ı
rozd´ıl oproti Squidu se mu˚zˇe pohybovat mezi 10ti azˇ 20ti na´sobkem. Projekt celkem rychle




Replikace v MySQL je dostupna´ jizˇ od verze 3.23, jde o sˇiroce pouzˇ´ıvanou techniku, asi
nejcˇasteˇjˇs´ım d˚uvodem jej´ıho nasazen´ı je snaha o sˇka´lova´n´ı vy´konnosti. Prˇi replikaci se ser-
very deˇl´ı na Master a Slave servery, kde na Master server jsou smeˇrova´ny vsˇechny za´pisove´
operace, ty Master prova´d´ı a za´rovenˇ vytva´rˇ´ı jejich bina´rn´ı log. Slave servery se prˇipojuj´ı k
Master serveru a podle bina´rn´ıho logu za´pisovy´ch operac´ı prova´d´ı za´pisy na vlastn´ı da-
taba´zi. Slave servery mohou poskytovat jen cˇtec´ı operace a za´rovenˇ mus´ı by´t schopny
prova´deˇt stejny´ pocˇet za´pisovy´ch operac´ı jako Master. Proto MySQL replikace prˇina´sˇ´ı
zvy´sˇenou vy´konnost pouze u takovy´ch aplikac´ı, kde prˇevla´daj´ı cˇtec´ı operace. Z pomeˇru
cˇtec´ıch a za´pisovy´ch operac´ı lze stanovit efektivn´ı pocˇet Slave server˚u, nad ktery´ se jizˇ
celkova´ vy´konnost nezvysˇuje.
Du˚vod˚u pro nasazen´ı replikace ale existuje v´ıce, nezˇ jen zvy´sˇen´ı vy´konu, prˇedevsˇ´ım je
mozˇne´ vyuzˇ´ıt t´ımto zp˚usobem z´ıskane´ redundance dat. Replikace se proto pouzˇ´ıva´ naprˇ´ıklad
jako rˇesˇen´ı ”Disaster Recovery“, kde se replika databa´ze mu˚zˇe nacha´zet na geograficky jine´m
mı´steˇ. Replikace nevyzˇaduje aby Slave server byl neusta´le prˇipojen ke sve´mu Masteru, pouze
je nutne´ synchronizovat tak cˇasto, aby na Masteru jesˇteˇ existoval bina´rn´ı log se vsˇemi daty
od posledn´ı synchronizace. Dı´ky tomu je mozˇne´ replikaci pouzˇ´ıvat i prˇes ne zcela spolehliva´
me´dia jako je internet nebo lze replikaci obecneˇ vyuzˇ´ıt jako efektivn´ı zp˚usob za´lohova´n´ı.
Rozkla´da´n´ı dotaz˚u mezi jednotlive´ servery mus´ı by´t rˇesˇeno mimo MySQL, stejneˇ tak
rozliˇsova´n´ı mezi cˇtec´ımi a za´pisovy´mi operacemi je nutne´ rˇesˇit externeˇ. Klasicky´m rˇesˇen´ım
deˇlen´ı dotaz˚u na cˇtec´ı a za´pisove´ je v ra´mci aplikace, kde pro oba typy dotaz˚u ma´me
zvla´sˇtn´ı spojen´ı do databa´ze. Rozkla´da´n´ı cˇtec´ıch dotaz˚u je mozˇne´ rˇesˇit mnoha zp˚usoby,
od rˇesˇen´ı v ra´mci aplikace prˇes DNS round-robin, po s´ıt’ove´ loadbalancery, jako je Linux




Obra´zek 5.1: Typicke´ vyzˇit´ı MySQL replikace
d˚uvodu nemu˚zˇeme modifikovat nasˇ´ı aplikaci tak, aby byla schopna´ sama rozliˇsovat cˇtec´ı
a za´pisove´ operace, mu˚zˇeme pouzˇ´ıt rˇesˇen´ı jako je MySQL Proxy4 nebo SQL Relay.5 Tyto
projekty poskytuj´ı sluzˇbu loadbalancingu a connection poolingu, za´rovenˇ se snazˇ´ı urcˇity´m
zp˚usobem rˇesˇit deˇlen´ı cˇtec´ıch a za´pisovy´ch operac´ı. Nasazen´ı teˇchto proxy vsˇak mus´ı by´t
dobrˇe promysˇleno, mohou se sta´t u´zky´m hrdlem mezi aplikac´ı a databa´z´ı, za´rovenˇ mohou
by´t ”Sinlge Point Of Failure“.
Failover, stejneˇ jako loadbalancing MySQL nikterak nerˇesˇ´ı a mus´ı by´t rˇesˇen externeˇ.
Je mozˇne´ prˇi vy´padku naprˇ´ıklad uvazˇovat o povy´sˇen´ı jednoho ze Slave server˚u na Master,
prˇitom je potrˇeba zajistit splneˇn´ı neˇkolika pozˇadavk˚u, prˇedevsˇ´ım je trˇeba zjistit, ktery´ ze
Slave server˚u je v replikaci nejda´le, ten povy´sˇit na Master. Da´le je trˇeba zajistit napojen´ı
zbyly´ch Slave server˚u na nove´ho Mastera, zajistit propagaci zmeˇny Mastera klient˚um. Je
nutne´, aby stary´ Master po sve´m zotaven´ı neprˇebral funkci Mastera zpeˇt, nejdrˇ´ıve je nutne´
synchronizovat data s aktua´ln´ım Master serverem, cozˇ zpravidla znamena´ rucˇn´ı za´sah. Mno-
hem jednodusˇsˇ´ı situace je, pokud pouzˇijeme konfiguraci se dveˇma master servery, ktere´ se
mezi sebou replikuj´ı, t´ım se zjednodusˇuje failover ze strany klient˚u, ktery´ je mozˇne´ rˇesˇit
s´ıt’ovy´m loadbalancerem. Da´le odpada´ hleda´n´ı na´stupce vypadnuvsˇ´ıho Mastera, za´rovenˇ
miz´ı proble´m s resynchronizac´ı po zotaven´ı, o tu se postara´ replikace v˚ucˇi druhe´mu Mas-
ter serveru. Zrˇejmeˇ nejpr˚uhledneˇjˇs´ı rˇesˇen´ı failoveru Master serveru je prˇi pouzˇit´ı sd´ılene´ho
me´dia (SAN, DRBD,. . . ), pro data databa´ze a konfiguraci Activ/Stand-by, pomoc´ı neˇjake´ho
HA rˇesˇen´ı jako je Heartbeat.
Replikace mezi Master databa´z´ı a Slave servery je asynchronn´ı, nikterak nen´ı zarucˇeno
zda budou Slave servery v urcˇite´m cˇasove´m bodeˇ vza´jemneˇ obsahovat shodna´ data ani nen´ı
zarucˇen stav replikace v˚ucˇi Master databa´zi. Slave servery, zvla´sˇteˇ prˇi vysoke´m zat´ızˇen´ı,
mohou ”zaostat“ ve zpracova´n´ı bina´rn´ıho logsouboru, z cˇehozˇ plyne mozˇna´ nekonzistence
mezi jednotlivy´mi servery. Je d˚ulezˇite´, aby si te´to skutecˇnosti byl programa´tor veˇdom, a
spolusouvisej´ıc´ı operace prova´deˇl vzˇdy v ra´mci jednoho spojen´ı.
5.2.2 PostgreSQL Slony-I
Slony-I6 je Master - Slave asynchronn´ı replikacˇn´ı syste´m podporuj´ıc´ı hierarchicke´ napo-





de´mona zajiˇst’uj´ıc´ıho komunikaci mezi stroji a samotnou replikaci, uzˇivatelske´ho rozhran´ı
pro ovla´da´n´ı replikace a cˇa´st nacha´zej´ıc´ı se v databa´zi (v jej´ı datove´ cˇa´sti) podp˚urne´ ta-
bulky, triggery atp.. Replikace se nastavuje na u´rovni tabulek a sekvenc´ı, kde neˇkolik teˇchto
objekt˚u tvorˇ´ı tzv. Set , pro ktery´ se definuje replikacˇn´ı sche´ma. Jednotlive´ stroje v clusteru
mohou mı´t funkce Origin, Provider, Subscriber, prˇicˇemzˇ Origin je Master server nebo take´
Master Provider - zdroj vsˇech replikacˇn´ıch zmeˇn, Subscriber odpov´ıda´ Slave serveru. Protozˇe
je mozˇne´ hierarchicke´ napojen´ı, mu˚zˇe by´t Subscriber za´rovenˇ i Provider. Dı´ky tomu, zˇe je
replikace definova´na pro skupiny tabulek a sekvenc´ı, je mozˇne´, aby jednotlive´ stroje v clus-
teru vystupovaly v r˚uzny´ch rol´ıch pro jednotlive´ sestavy (Sets). Replikace je zalozˇena na
triggerech, ktere´ prˇi zmeˇneˇ v tabulka´ch nebo sekvenc´ıch vygeneruj´ı uda´lost, ta je odchycena
replikacˇn´ım de´monem a dle replikacˇn´ıho sche´matu propagova´na na Subscribery.
Slony neposkytuje zˇa´dnou infrastrukturu pro loadbalancing, sledova´n´ı stavu jednot-
livy´ch server˚u nebo automaticky´ failover. Tyto funkce stejne´ jako u replikace MySQL mus´ı
by´t rˇesˇeny externeˇ. Failover sa´m osobeˇ je ve Slony implementova´n. Spocˇ´ıva´ v prˇedefinova´n´ı
replikacˇn´ıho sche´matu. Pro loadbalancing je mozˇne´ pouzˇ´ıt neˇktere´ z proxy rˇesˇen´ı, jako je
Pgpool,7 nebo SQL Relay8.
Slony je zrˇejmeˇ jediny´ skutecˇneˇ pouzˇ´ıvany´ projekt pro replikaci PostgreSQL, jeho vy´voj
je stabiln´ı a drzˇ´ı krok s vyda´va´n´ım novy´ch verz´ı PostgreSQL. Pokud bych meˇl porovnat
snadnost implementace Slony-I a MySQL replikace, rozhodneˇ v´ıteˇz´ı MySQL.
5.3 SQL clustrova´n´ı
5.3.1 MySQL Cluster
Obra´zek 5.2: Architektura MySQL Clusteru; zdroj: dev.mysql.com
MySQL Cluster9 prˇedstavuje technologii poskytuj´ıc´ı komplexn´ı clusterove´ rˇesˇen´ı navrzˇene´





vyuzˇit´ım komoditn´ıch technologi´ı a architekturou ”shared nothing“. Srdcem clusterove´ho
rˇesˇen´ı je Storage Engine NDB10, ktery´ poskytuje redundantn´ı a sˇka´lovatelne´ u´lozˇiˇsteˇ dat
databa´ze.
Cluster se deˇl´ı na trˇi cˇa´sti(viz. Obr.5.2):
Management node Prˇedstavuje rˇ´ıd´ıc´ı proces (pojem node zde prˇedstavuje sp´ıˇse proces
s urcˇitou funkc´ı nezˇ pocˇ´ıtacˇ na ktere´m beˇzˇ´ı) poskytuj´ıc´ı ostatn´ım nod˚um clusteru
konfiguraci, staraj´ıc´ı se o spusˇteˇn´ı, zastaven´ı clusteru, prova´deˇn´ı za´loh a podobne´
cˇinnosti.
Data node Odpov´ıda´ instanci NDB, stara´ se o ukla´da´n´ı dat.
SQL node Prˇedstavuje proces prˇistupuj´ıc´ı a operuj´ıc´ı nad daty clusteru. Prakticky se
jedna´ o instanci mysql serveru vyuzˇ´ıvaj´ıc´ı Storage Engine NDB.
Oproti Mysql Replikaci, ktera´ prova´d´ı asynchronn´ı replikaci, Mysql Cluster s vyuzˇit´ım
dvoufa´zove´ho commitu implementuje replikaci synchronn´ı.T´ım je zarucˇeno, zˇe po commit-
nut´ı transakce jsou na vsˇech stroj´ıch shodna´ data. Data v NDB tabulka´ch jsou automa-
ticky rozdeˇlena prˇes vsˇechny Data nody, cˇehozˇ je doc´ıleno pomoc´ı hasˇovac´ıho algoritmu nad
prima´rn´ımi kl´ıcˇi tabulek. Pro koncove´ho uzˇivatele je tato funkce zcela transparentn´ı. Pocˇet
Data nod˚u tak prˇ´ımo ovlivnˇuje vy´kon clusteru. Za´rovenˇ jsou data udrzˇova´na redundantneˇ,
stupenˇ te´to redundance je konfigurovatelny´, typicky´ stupenˇ redundance je 2. Vesˇkera´ data
na Data nodech jsou drzˇena v pameˇti, pozˇadavky na jej´ı velikost lze stanovit prˇiblizˇneˇ
takto:
(Velikost databa´ze * Stupenˇ redundance) / Pocˇet Data nod˚u
Ukla´da´n´ı dat na disk Data nod˚u je prova´deˇno asynchronneˇ pomoc´ı checkpoint˚u a transakcˇn´ıho
logu, to je mozˇne´ pra´veˇ d´ıky synchronn´ı replikaci.
MySQL Cluster bezesporu poskytuje kvalitn´ı HA syste´m, u ktere´ho redundanci jednot-
livy´ch komponent ma´me zcela ve svy´ch rukou a mu˚zˇeme tak vy´sledne´ rˇesˇen´ı prˇizp˚usobit
nasˇim potrˇeba´m, at’ uzˇ vy´konnostn´ım, nebo pozˇadavk˚um na vysokou dostupnost. Bohuzˇel
jsou zde i neˇktera´ omezen´ı, ktera´ toto rˇesˇen´ı ma´, veˇtsˇina z nich vyply´va´ z omezen´ı NDB,
mezi neˇ naprˇ´ıklad patrˇ´ı:
• Vesˇkera´ data jsou drzˇena v pameˇti, od verze MySQL 5.1 bude mozˇne´ data kromeˇ
index˚u drzˇet na disku mı´sto v pameˇti.
• Nen´ı mozˇne´ pouzˇ´ıt fulltext vyhleda´va´n´ı.
• Nen´ı implementova´na referencˇn´ı integrita.
• Oddeˇlen´ı transakc´ı je mozˇne´ pouze na u´rovni READ COMMITTED (naprˇ´ıklad InnoDB
poskytuje tyto u´rovneˇ oddeˇlen´ı: READ UNCOMMITTED; READ COMMITTED;
REPEATABLE READ; SERIALIZABLE).
• Database autodiscovery je implementova´na azˇ od verze 5.1 (pokud ma´me v clusteru
v´ıce SQL nod˚u, a na jednom z nich vytvorˇ´ıme databa´zi, ostatn´ı k n´ı nebudou mı´t
prˇ´ıstup dokud na nich nespust´ıme CREATE DATABASE jmeno databaze).
• Zamyka´n´ı tabulek funguje pouze na SQL nodu, kde byl za´mek vyvola´n.
10Network Database http://dev.mysql.com/doc/refman/5.0/en/storage-engines.html
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• . . .
MySQL Cluster mu˚zˇe by´t skveˇle´ rˇesˇen´ı pro aplikace, ktere´ jsou od pocˇa´tku vytva´rˇeny s
veˇdomı´m omezen´ı ktera´ zde jsou. Pro aplikace, ktere´ byly vyv´ıjeny s beˇzˇny´m Mysql serverem
a na´sledneˇ rˇesˇ´ı proble´m sˇka´lovatelnosti a vysoke´ dostupnosti, mu˚zˇe by´t prˇechod na Mysql
Cluster azˇ prˇ´ıliˇs bolestivy´ a za´sahy do sta´vaj´ıc´ı aplikace prˇ´ıliˇs rozsa´hle´, v teˇchto prˇ´ıpadech
je zpravidla vhodneˇjˇs´ı pouzˇ´ıt MySQL replikaci.
5.3.2 PGCluster
PGCluster11 je synchronn´ı multi-master replikacˇn´ı syste´m pro PostgreSQL. Projekt se
skla´da´ z upravene´ verze PostgreSQL a vlastn´ıch server˚u pro loadbalancing a replikaci,
konkre´tneˇ cluster na ba´zi PGCluster obsahuje trˇi stavebn´ı bloky:
• Loadbalancer, ktery´ se stara´ o rozkla´da´n´ı dotaz˚u mezi databa´zove´ servery a o vycˇleneˇn´ı
nefunkcˇn´ıch DB server˚u z clusteru.
• Databa´zove´ servery prova´deˇj´ı loadbalancerem prˇideˇlene´ dotazy.
• Replikacˇn´ı servery zprostrˇedkova´vaj´ı replikaci za´pisovy´ch operac´ı mezi DB servery.
Obra´zek 5.3: Architektura PGClusteru; zdroj : odyssi.blogspot.com
Dı´ky synchronn´ı replikaci nedocha´z´ı ke zpozˇdeˇn´ı mezi za´pisy na jednotlive´ DB servery,
transakce je potvrzena vzˇdy azˇ po zapsa´n´ı dat na vsˇechny DB servery v clusteru. Loadbalan-
cing je u PGClusteru oproti MySQL clusteru soucˇa´st´ı rˇesˇen´ı a nen´ı trˇeba pouzˇ´ıt extern´ıch
rˇesˇen´ı jako je LVS nebo PGPool. Failover vzhledem k tomu zˇe jde o multi-master syste´m
spocˇ´ıva´ pouze ve vycˇleneˇn´ı vadne´ho serveru z clusteru, cozˇ je soucˇa´st´ı rˇesˇen´ı jak na straneˇ
loadbalanceru, tak na straneˇ replikacˇn´ıho serveru.
Vy´voj projektu celkem spolehliveˇ reaguje na nove´ verze PostgreSQL, je zde ale proble´m
vyply´vaj´ıc´ı z male´ rozsˇ´ıˇrenosti tohoto projektu. Pokud se budeme snazˇit o konfiguraci,
11http://pgfoundry.org/projects/pgcluster/
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ktera´ je shodna´ nebo podobna´ konfiguraci provozovanou neˇktery´m z vy´voja´rˇ˚u, ma´me vyso-
kou pravdeˇpodobnost, zˇe vy´sledek bude fungovat, pokud se ovsˇem pokus´ıme o konfiguraci
niky´m neproveˇrˇenou ma´me, naopak vysokou pravdeˇpodobnost, zˇe stra´v´ıme mnoho cˇasu
odlad’ova´n´ım chyb a vy´sledek rozhodneˇ nen´ı zarucˇen. Dalˇs´ı proble´m vyply´va´ z architektury
multi-master se synchronn´ı replikac´ı a je j´ım vy´kon. Pokud cluster zpracova´va´ jen cˇtec´ı
dotazy na´sob´ı se vy´kon pocˇtem DB server˚u, stacˇ´ı ovsˇem male´ procento za´pisovy´ch operac´ı
a vy´kon pada´ na u´rovenˇ jednoho DB serveru. S vysˇsˇ´ım pocˇtem server˚u a zvysˇuj´ıc´ım se
pomeˇrem za´pisovy´ch operac´ı se propad jesˇteˇ prohlubuje.
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Kapitola 6
Analy´za na´vrhu a sta´vaj´ıc´ıho stavu
projektu zˇivy´ch sportovn´ıch
vy´sledk˚u
V te´to kapitole se budu zaby´vat histori´ı projektu od jeho pocˇa´tku azˇ po soucˇasnost.
Prˇedevsˇ´ım se zameˇrˇ´ım na popis vy´choz´ı situace pro na´vrh rˇesˇen´ı, samotny´ na´vrh vcˇetneˇ
uvazˇovany´ch, ale zavrzˇeny´ch variant rˇesˇen´ı. Kromeˇ samotne´ implementace zmı´n´ım proble´my
vyply´vaj´ıc´ı ze vzr˚ustaj´ıc´ıho provozu a jejich rˇesˇen´ı. Nakonec zhodnot´ım soucˇasny´ stav s
ohledem na dosazˇenou vy´konnost, splneˇn´ı prˇedpoklad˚u a pozˇadavk˚u vzneseny´ch prˇed, a v
ra´mci zpracova´n´ı na´vrhu.Da´le budu hodnotit vzhledem k dalˇs´ımu rozvoji tohoto projektu.
6.1 Vy´choz´ı podmı´nky, pozˇadavky na na´vrh rˇesˇen´ı
Jde o webovy´ projekt specializuj´ıc´ı se na poskytova´n´ı vy´sledk˚u sportovn´ıch utka´n´ı v rea´lne´m
cˇase. Vysoke´ na´roky tohoto projektu na servery a infrastrukturu, na ktere´ beˇzˇ´ı, vyply´vaj´ı
ze snahy poskytovat tuto sluzˇbu (stavy utka´n´ı), s co mozˇna´ nejmensˇ´ım zpozˇdeˇn´ım oproti
skutecˇne´mu vy´voji jednotlivy´ch utka´n´ı. Z pohledu uzˇivatel˚u je tato minimalizace zpozˇdeˇn´ı
realizova´na automatickou aktualizac´ı ra´mu (iframe) s tabulkami vy´sledk˚u sledovany´ch za´pas˚u
ve webove´m prohl´ızˇecˇi. Typicky´ uzˇivatel si po prˇ´ıchodu na stra´nky projektu vybere utka´n´ı,
ktera´ ho zaj´ımaj´ı, sestav´ı si z nich vlastn´ı vy´sledkovou tabulku, a pote´ jizˇ jen sleduje zmeˇny
te´to stra´nky, zpravidla do konce vsˇech j´ım sledovany´ch utka´n´ı. Pokud budeme uvazˇovat
na´vsˇteˇvu o de´lce trva´n´ı fotbalove´ho za´pasu (90 minut) a automatickou aktualizaci po 20
vterˇina´ch, prˇedstavuje na´vsˇteˇva jednoho uzˇivatele prˇiblizˇneˇ 300 dotaz˚u. Takove´ cˇ´ıslo je sice
pomeˇrneˇ vysoke´, ale nikterak za´vratneˇ, hlavneˇ s ohledem na rozlozˇen´ı teˇchto dotaz˚u do
delˇs´ıho cˇasove´ho u´seku (90 min.). Faktorem, ktery´ zp˚usobuje vy´konnostn´ı na´rocˇnost, je
cˇasova´ kumulace prˇ´ıstup˚u uzˇivatel˚u. Tato kumulace se projevuje hned v neˇkolika cˇasovy´ch
rovina´ch:
• Vzr˚ustaj´ıc´ı a snizˇuj´ıc´ı se na´vsˇteˇvnost odpov´ıda´ sezo´na´m v jednotlivy´ch sportech,
nejvysˇsˇ´ı na´vsˇteˇvnost je v pr˚ubeˇhu jara a podzimu, kdy prob´ıhaj´ı souteˇzˇe ve vsˇech
hlavn´ıch sportech.
• Stejny´m zp˚usobem na´vsˇteˇvnost kop´ıruje pocˇet utka´n´ı v jednotlivy´ch dnech v ty´dnu,
kde nejexponovaneˇjˇs´ımi dny jsou v´ıkendove´.
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• Posledn´ım faktorem kumulace je rozlozˇen´ı za´pas˚u ve dni. Vy´konnostn´ı sˇpicˇky jsou zde
dosahova´ny v odpoledn´ıch azˇ vecˇern´ıch hodina´ch.
Kromeˇ te´to cˇasove´ kumulace prˇ´ıstup˚u je zde jesˇteˇ fakt neusta´le se zveˇtsˇuj´ıc´ı komunity
uzˇivatel˚u, ktery´ prˇedstavuje dalˇs´ı pozˇadavek na vy´kon a sˇka´lovatelnost tohoto projektu.
Tento projekt vznikl prˇiblizˇneˇ prˇed dveˇma roky (zima 2006), pro sv˚uj beˇh vyuzˇ´ıva´ klasic-
kou kombinaci Linux, Apache, MySQL, PHP. Od pocˇa´tku byl tento projekt velmi ambicio´zn´ı
a prˇedpokla´dal se prudky´ r˚ust na´vsˇteˇvnosti, proto byl umı´steˇn na vyhrazeny´ server v kon-
figuraci P4 3GHz, 4GB RAM. Na´r˚ust na´vsˇteˇvnosti byl vsˇak tak vy´razny´, zˇe byla evidentn´ı
nutnost nasazen´ı takove´ho rˇesˇen´ı, ktere´ doka´zˇe takovy´to r˚ust absorbovat. Po prˇiblizˇneˇ trˇech
azˇ cˇtyrˇech meˇs´ıc´ıch narazil server, na ktere´m projekt fungoval, na sve´ vy´konostn´ı hranice
(cca 200-250 dotaz˚u za vterˇinu, 10Mbit/s). Bylo to v dobeˇ prˇed zacˇa´tkem letn´ıch pra´zdnin,
kdy koncˇ´ı veˇtsˇina souteˇzˇ´ı a na´sleduje klidneˇjˇs´ı letn´ı obdob´ı, kdy na´vsˇteˇvnost da´le neroste.
Letn´ı pra´zdniny se tak staly pomyslnou lh˚utou pro na´vrh a implementaci rˇesˇen´ı, ktere´ prˇi
takove´mto r˚ustu na´vsˇteˇvnosti obstoj´ı. Pozˇadavky na nove´ rˇesˇen´ı se daj´ı shrnout do neˇkolika
bod˚u:
• Vy´sledny´ syste´m mus´ı by´t sˇka´lovatelny´ takovy´m zp˚usobem, aby nebyla nutna´ zmeˇna
architektury nove´ho rˇesˇen´ı po dobu prˇiblizˇneˇ jednoho a p˚ul, azˇ dvou let. Sˇka´lovatelnost
minima´ln´ıho rˇesˇen´ı by meˇla by´t alesponˇ desetina´sobna´.
• Ru˚st vy´konu celku by meˇl by´t linea´rneˇ za´visly´ na pocˇtu vy´pocˇetn´ıch jednotek (ser-
ver˚u), nejle´pe by meˇl by´t roven soucˇtu vy´konnosti teˇchto jednotek.
• Prˇi zvysˇova´n´ı pocˇtu server˚u nesmı´ za´rovenˇ r˚ust slozˇitost administrace syste´mu jako
celku.
• Pro vy´voja´rˇe projektu mus´ı nove´ rˇesˇen´ı prˇedstavovat zcela transparentn´ı na´hradu za
jedno serverove´ rˇesˇen´ı.
Posledn´ı pozˇadavek vycha´z´ı prˇedevsˇ´ım z nedostatku cˇasu na za´sahy do aplikace a z prakticky
nulovy´ch zkusˇenost´ı vy´voja´rˇ˚u s vy´vojem a provozem aplikac´ı v distribuovane´m prostrˇed´ı.
Dalˇs´ım aspektem, ktery´ bylo vhodne´ zohlednit v na´vrhu, byly technologie v te´ dobeˇ pouzˇ´ıvane´
ve firmeˇ, ktera´ meˇla vy´sledny´ syste´m provozovat.
6.2 Na´vrh rˇesˇen´ı a jeho implementace
Na´vrh nove´ho rˇesˇen´ı je mozˇne´ rozdeˇlit do trˇ´ı oblast´ı. Prvn´ı z nich je na´vrh za´kladn´ı
vy´pocˇetn´ı jednotky (webserveru), dalˇs´ı oblast´ı je rˇesˇen´ı loadbalancingu a vysoke´ dostup-
nosti. Posledn´ı oblast´ı jsou podp˚urne´ technologie nutne´ jednak pro samotnou funkci web-
serverove´ farmy, a zadruhe´ technologie pro spra´vu a monitoring.
Za´kladn´ı vy´pocˇetn´ı jednotka umozˇnˇuj´ıc´ı sˇka´lova´n´ı vy´konu cele´ho syste´mu je v tomto
prˇ´ıpadeˇ webserver. Jeho na´vrhu bylo nutne´ veˇnovat velikou pozornost, prˇedevsˇ´ım jeho ma-
xima´ln´ı unifikaci a odstraneˇn´ı nebo osˇetrˇen´ı vsˇech cˇa´st´ı syste´mu, ktere´ by znemozˇnˇovaly
hromadnou administraci. Z technologicke´ho hlediska byla volba celkem jasna´ a odv´ıjela se
od technologi´ı jizˇ v te´ dobeˇ pouzˇ´ıvany´ch. Konkre´tneˇ OS: Debian GNU/Linux, da´le vlastn´ı
Apache, Mod PHP a eAccelerator. Hardwaroveˇ jsou tyto stroje navrzˇeny prˇedevsˇ´ım s ohle-
dem na maxima´ln´ı pomeˇr cena/vy´kon, a to v oblasti nizˇsˇ´ı cenove´ hladiny. Za´meˇrneˇ nebylo
pocˇ´ıta´no s HW, ktery´ by tyto stroje prodrazˇoval jako ECC RAM, druhy´ disk pro zapojen´ı
do RAID, hotswap atp.. Du˚vodem bylo odst´ıneˇn´ı vy´padk˚u jednotlivy´ch stroj˚u na u´rovni
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loadbalanceru, nebylo tedy trˇeba takovy´mto zp˚usobem zvysˇovat spolehlivost jednotlivy´ch
stroj˚u a pen´ıze bylo efektivneˇjˇs´ı investovat naprˇ´ıklad do rychlejˇs´ıch CPU.
Aplikace pro sv˚uj beˇh vyuzˇ´ıva´ MySQL databa´ze. Vzhledem k tomu, zˇe obecneˇ sˇka´lovatelnost
databa´zovy´ch syste´mu˚ je rˇa´doveˇ nizˇsˇ´ı a obt´ızˇneˇjˇs´ı, byl na´vrh MySQL backendu prak-
ticky opacˇny´ oproti webserver˚um. Pocˇa´tecˇn´ı rˇesˇen´ı bylo navrzˇeno jako vy´konny´ jedno-
serverovy´ syste´m. Hardware pro tento server byl volen s d˚urazem na maxima´ln´ı spolehlivost
a vy´konnost, cena tohoto serveru prˇiblizˇneˇ odpov´ıdala peˇtina´sobku ceny jednoho webser-
veru. Prˇedpokla´dal jsem, zˇe tento stroj doka´zˇe zvla´dnout za´teˇzˇ od peˇti azˇ osmi webserver˚u.
Od pocˇa´tku bylo jasne´, zˇe i tato cˇa´st syste´mu cˇasem naraz´ı na vy´konnostn´ı strop a bude
nutne´ rˇesˇit jej´ı sˇka´lovatelnost. Ve fa´zi, ve ktere´ se projekt nacha´zel, vsˇak nemeˇlo vy´znam o
takove´m rˇesˇen´ı uvazˇovat.
Za´sadn´ım rozhodnut´ım byla volba technologie pro rozkla´da´n´ı za´teˇzˇe mezi webservery.
Rˇesˇen´ı na ba´zi DNS bylo zavrzˇeno hned na zacˇa´tku, hned z neˇkolika d˚uvod˚u. DNS round ro-
bin neposkytuje prakticky zˇa´dnou kontrolu nad rozlozˇen´ım za´teˇzˇe mezi jednotlive´ servery.
Statisticky bychom sice meˇli dosahovat cˇisteˇ pomeˇrne´ho rozlozˇen´ı klient˚u na jednotlive´
servery, v praxi vsˇak mohou nastat situace, kdy se tak nedeˇje a nema´me zˇa´dny´ na´stroj,
ktery´m bychom si pozˇadovane´ chova´n´ı vynutili. Prˇ´ıcˇinou takovy´chto negativn´ıch projev˚u
mohou by´t naprˇ´ıklad sˇpatneˇ nakonfigurovane´ cachovac´ı DNS/HTTP-proxy servery veliky´ch
provider˚u. Kromeˇ nemozˇnosti zcela zarucˇit pomeˇrne´ rozlozˇen´ı za´teˇzˇe na jednotlive´ servery
je zde prakticky nulova´ mozˇnost ovlivnit rozlozˇen´ı za´teˇzˇe na za´kladeˇ vy´konnosti, nebo mo-
menta´ln´ıho zat´ızˇen´ı jednotlivy´ch server˚u. Jako dalˇs´ı nepominutelne´ negativum tohoto rˇesˇen´ı
je minima´ln´ı mozˇnost rˇesˇen´ı vy´padk˚u jednotlivy´ch server˚u.
Dalˇs´ı mozˇnost´ı jak rˇesˇit rozkla´da´n´ı za´teˇzˇe, bylo pomoc´ı reverzn´ı HTTP-proxy. Pro nasˇe
u´cˇely se nejle´pe hodil Pound1. Uspokojiveˇ rˇesˇ´ı rozkla´da´n´ı za´teˇzˇe mezi servery, za´rovenˇ rˇesˇ´ı
i dostupnost jednotlivy´ch backend server˚u. Kromeˇ teˇchto nutny´ch vlastnost´ı by toto rˇesˇen´ı
prˇina´sˇelo pomeˇrneˇ mocny´ na´stroj pro filtraci dotaz˚u, rˇesˇen´ı persistence na u´rovni HTTP
protokolu a SSL oﬄoading. Prˇi zbeˇzˇne´m meˇrˇen´ı propustnosti se uka´zala pomeˇrneˇ slaba´
sˇka´lovatelnost tohoto rˇesˇen´ı. Loadbalancer, ktery´ hardwarovou konfigurac´ı odpov´ıdal konfi-
guraci backend webserver˚u, zvla´dal zpracova´vat provoz prˇiblizˇneˇ pro 3 azˇ 4 backend servery.
Takove´ rˇesˇen´ı by pouze odsunulo nutnost hledat jine´ rˇesˇen´ı, kde by mı´sto proble´mu loadba-
lancingu webserver˚u nastal proble´m s loadbalancingem proxyserver˚u. Nezanedbatelna´ je
take´ rezˇie, kterou toto rˇesˇen´ı prˇina´sˇ´ı, ta se da´ ospravedlnit prˇidany´mi funkcemi nad HTTP
protokolem. V nasˇem prˇ´ıpadeˇ vsˇak neexistoval explicitn´ı pozˇadavek neˇktere´ z teˇchto funkc´ı,
proto lze tuto rezˇii oznacˇit jako za´pornou vlastnost.
Konecˇna´ volba padla na Linux Virtual Server. Jako Layer-4 switch implementovany´ v
ra´mci Linuxove´ho ja´dra nab´ız´ı d´ıky svy´m minima´ln´ım vy´pocˇetn´ım a pameˇt’ovy´m na´rok˚um
maxima´ln´ı mozˇnou propustnost, kterou je mozˇne´ pomoc´ı softwarove´ho rˇesˇen´ı dosa´hnout
(na tomto operacˇn´ım syste´mu). To, zˇe tento loadbalancer pracuje na 4. vrstveˇ, prˇedstavuje
za´rovenˇ klady i za´pory. Mezi klady patrˇ´ı prˇedevsˇ´ım vysoka´ propustnost, n´ızke´ vy´pocˇetn´ı a
pameˇt’ove´ na´roky, mozˇnost pouzˇit´ı pro jakoukoliv sluzˇbu v ra´mci TCP a UDP protokol˚u.
Hlavn´ı nevy´hodou je prˇedevsˇ´ım tato univerza´lnost, ze ktere´ vyply´va´ absence jaky´chkoliv
funkc´ı na u´rovni jednotlivy´ch L7 protokol˚u. Vzhledem k minima´ln´ım hardwarovy´m na´rok˚um
tohoto rˇesˇen´ı byl LVS loadbalancer nasazen na bra´neˇ/firewallu, ktera´ kromeˇ webserverove´
farmy propojuje s internetem jesˇteˇ neˇkolik neza´visly´ch projekt˚u. Protozˇe LVS se nacha´z´ı na
vy´choz´ı bra´neˇ webserver˚u, bylo nutne´ pouzˇ´ıt u LVS metodu NAT viz. Obr.4.1. Pro spra´vu
1http://www.apsis.ch/pound/
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konfigurace LVS a rˇesˇen´ı dostupnosti jednotlivy´ch backend server˚u byl pouzˇit Ldirector.
Tento daemon je soucˇa´st´ı projektu Linux-HA, prˇida´va´ do neˇj podporu pra´veˇ pro Linux
Virtual Server spolu s mechanismy kontrol backend server˚u a jejich dynamickou spra´vu v
ra´mci clusteru.
Obra´zek 6.1: Architektura realizace clusteru.
Pro prvotn´ı nasazen´ı nebylo, z d˚uvodu zvy´sˇeny´ch financˇn´ıch na´klad˚u a prodlouzˇen´ı
doby implementace, uvazˇova´no o failover rˇesˇen´ı samotne´ho loadbalanceru. Za´rovenˇ ale
bylo nutne´ zajistit efektivn´ı na´hradu tohoto stroje pokud, by dosˇlo k jeho porusˇe. Roz-
hodl jsem se k tomuto u´cˇelu vyuzˇ´ıt jeden z uzl˚u farmy. Oba stroje jsou do s´ıteˇ zapo-
jeny totozˇny´m zp˚usobem (viz. Obr.6.2), cˇ´ımzˇ je eliminova´na nutnost fyzicke´ manipulace
se zapojen´ım prˇi na´hradeˇ hlavn´ı GW/LVS. Synchronizace na´hradn´ıho syste´mu s hlavn´ım
Obra´zek 6.2: Zapojen´ı za´lozˇn´ıho loadbalanceru
je prova´d’eˇna jednou denneˇ pomoc´ı dump/restore na vyhrazeny´ diskovy´ odd´ıl. Nahrazen´ı
funkce hlavn´ı GW/LVS na´hradn´ım uzlem tedy spocˇ´ıva´ v restartova´n´ı za´lozˇn´ıho uzlu s root
filesyste´mem nasmeˇrovany´m pra´veˇ na tento vyhrazeny´ diskovy´ odd´ıl. Dodnes nebylo nutne´
tohoto opatrˇen´ı vyuzˇ´ıt nouzoveˇ, bylo vsˇak u´speˇsˇneˇ vyuzˇito prˇi steˇhova´n´ı farmy do nove´ho
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racku k bezvy´padkove´mu prˇepnut´ı.
Data, nad ktery´mi farma operuje nejsou prˇ´ıliˇs cˇasto meˇneˇna a webservery samotne´ z
loka´ln´ıho filesyste´mu pouze cˇtou. Dı´ky tomu nebylo nutne´ implementovat pro synchronizaci
a distribuci dat neˇjake´ slozˇite´ rˇesˇen´ı. Tato distribuce je tak rˇesˇena pomoc´ı automaticke´
synchronizace FTP prostoru prˇ´ıstupne´ho vy´voja´rˇ˚um projektu s filesyste´my jednotlivy´ch
uzl˚u farmy. Samotna´ synchronizace je prova´deˇna pomoc´ı rsync.
Podobny´m zp˚usobem jako data jsou synchronizova´ny i konfigurace a software, ktery´
nepocha´z´ı ze zdroj˚u distribuce (vlastn´ı skripty, Apache, PHP atd.). Pro u´cˇely hromadne´
spra´vy uzl˚u je pouzˇ´ıva´n wraper nad ssh a neˇkolik skript˚u, ktere´ tento wraper vyuzˇ´ıvaj´ı.
Typicky´ administra´torsky´ u´kon se skla´da´ z proveden´ı konkre´tn´ı akce na jednom z uzl˚u
a na´sledne´m spusˇteˇn´ı skriptu ktery´ zmeˇny zpropaguje na vsˇechny ostatn´ı uzly. Jedn´ım z
proble´mu˚, ktery´ znemozˇnˇoval hromadnou administraci uzl˚u, byla konfigurace virtualhost˚u
Apache. Vzhledem k tomu, zˇe LVS je pouzˇito v mo´du NAT, je nutne´ Apache nava´zat na
rozhran´ı, ktere´ ma´ na kazˇde´m z uzl˚u jinou IP adresu (192.168.1.X). Konfigurace virtu-
alhost˚u, ve ktery´ch se tato IP adresa vyskytuje, je t´ımto pro kazˇdy´ uzel unika´tn´ı. Rˇesˇen´ım
bylo vyuzˇit´ı m4 makroprocesoru. Je tak mozˇne´ nahradit deklaraci IP adresy promeˇnnou,
kterou na kazˇde´m uzlu loka´lneˇ m4 nahrad´ı konkre´tn´ı IP adresou.
Dalˇs´ı cˇa´st´ı syste´mu, kterou bylo trˇeba prˇizp˚usobit clustrove´mu prostrˇed´ı, je logova´n´ı, a
to jednak samotne´ho syste´mu, a zadruhe´ logova´n´ı Apache. Pro obeˇ tyto cˇa´sti bylo zpocˇa´tku
u´speˇsˇneˇ pouzˇito klasicke´ rˇesˇen´ı se vzda´leny´m logova´n´ım na centra´ln´ı logovac´ı server pomoc´ı
syslogu. V prˇ´ıpadeˇ logova´n´ı dotaz˚u Apache vsˇak toto rˇesˇen´ı nedoka´zalo prˇekrocˇit hranici
2000 dotaz˚u za vterˇinu, a vsˇe nad tuto hranici bylo tiˇse zahozeno. Prvn´ı smeˇr, ktery´m jsem
se vydal prˇi rˇesˇen´ı tohoto proble´mu, bylo hleda´n´ı jine´, vy´konneˇjˇs´ı implementace syslogu.
Vy´sledkem byl vsˇak prˇekvapivy´ za´veˇr, zˇe 2000 zalogovany´ch zpra´v za vterˇinu je pomeˇrneˇ
slusˇny´ vy´sledek, a acˇkoliv je mozˇne´ naj´ıt o neˇco vy´koneˇjˇs´ı implementaci, jej´ı vy´konnostn´ı
strop bude maxima´lneˇ o des´ıtky procent vysˇsˇ´ı. V tomto prˇ´ıpadeˇ ale potrˇebujeme rˇesˇen´ı
s propustnost´ı o stovky procent vysˇsˇ´ı. Ke slovu tak prˇiˇsla tvorba vlastn´ı jednou´cˇelove´
klient-server logovac´ı aplikace. V soucˇasne´ dobeˇ ve sˇpicˇka´ch touto logovac´ı aplikac´ı prote´ka´
prˇiblizˇneˇ 15 Mbit/s cozˇ odpov´ıda´ 6000 zalogovany´ch zpra´v za vterˇinu. Tento provoz na
logovac´ım serveru generuje oproti syslogu prakticky neznatelne´ zat´ızˇen´ı.
6.3 Soucˇasny´ stav
V soucˇasne´ dobeˇ se farma skla´da´ z 11 webserver˚u a jednoho MySQL serveru.
• Ve sˇpicˇka´ch farma vyrˇ´ıd´ı:
– 6 000 dotaz˚u za vterˇinu
– provoz dosahuje 220 Mbit/s
– loadbalancer zpracuje 80 000 paket˚u za vterˇinu
– MySQL vyrˇ´ıd´ı 3 000 dotaz˚u za vterˇinu cozˇ odpov´ıda´ datove´mu provozu okolo
50 Mbit/s
• za jeden den Apache zaloguje prˇez 30 GB dat
• za jeden den farma vygeneruje provoz o objemu azˇ 1 TB
• za jeden meˇs´ıc farma vygeneruje provoz o objemu prˇilizˇneˇ 15 TB
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Prˇiblizˇneˇ kazˇde´ho p˚ul roku se provoz zdvojna´sobuje, a zat´ım nic nenasveˇdcˇuje tomu,
zˇe by se meˇl tento trend meˇnit. Do dnesˇn´ıho dne sˇka´lova´n´ı tohoto projektu prˇedstavovalo
v za´sadeˇ jen zvy´sˇen´ı pocˇtu webserver˚u. Zacˇ´ınaj´ı se ale objevovat signa´ly, ktere´ naznacˇuj´ı
bl´ızˇ´ıc´ı se hranice sta´vaj´ıc´ıho rˇesˇen´ı. Za´rovenˇ s r˚ustem projektu se meˇn´ı u´hel pohledu a
kriteria hodnocen´ı jednotlivy´ch cˇa´st´ı syste´mu.
Prvn´ım signa´lem, ktery´ naznacˇil vy´konostn´ı limity LVS loadbalanceru, bylo prˇekrocˇen´ı
200 Mbit/s, kdy se zacˇalo projevovat prˇet´ızˇen´ı syste´mu. Prˇi zkouma´n´ı prˇ´ıcˇin prˇet´ızˇen´ı jsem
zjistil nevhodne´ automaticke´ nastaven´ı obsluhy prˇerusˇen´ı s´ıt’ovy´ch karet, kdy prˇerusˇen´ı od
obou obsluhoval pouze jeden procesor. Po nastaven´ı afinity prˇerusˇen´ı tak, aby kazˇda´ s´ıt’ova´
karta meˇla vyhrazen vlastn´ı procesor, se vy´konostn´ı strop zvedl. Mu˚j osobn´ı odhad je, zˇe
prˇi tomto nastaven´ı farma zvla´dne 9-11 tis´ıc dotaz˚u za vterˇinu.
Dı´ky skveˇle´ pra´ci vy´voja´rˇ˚u projektu a jejich nekonecˇny´m optimalizac´ım bylo mozˇne´
dodnes projekt provozovat pouze na jednom MySQL serveru. Ten je vsˇak jizˇ na hranici
svy´ch mozˇnost´ı a v soucˇasne´ dobeˇ se jizˇ pracuje na implementaci Mysql replikace. Tato
metoda byla zcela jasnou volbou, v´ıce nezˇ 95% dotaz˚u je cˇtec´ıch, MySQL replikace je
proveˇrˇene´ a pro sˇka´lova´n´ı cˇtec´ıch operac´ı velmi vy´konne´ rˇesˇen´ı.
S na´r˚ustem pocˇtu uzl˚u zacˇ´ına´ by´t distribuce dat pomoc´ı rsync pomeˇrneˇ neohrabana´ a
pomala´.




Mozˇnosti dalˇs´ıho rozvoje projektu
V te´to kapitole se budu zaby´vat mozˇnostmi dalˇs´ıho rozvoje projektu, prˇedevsˇ´ım z pohledu
odstraneˇn´ı sta´vaj´ıc´ıch vy´konnostn´ıch omezen´ı, zlepsˇen´ı funkcˇn´ıch vlastnost´ı a zajiˇsteˇn´ı dlou-
hodobe´ sˇka´lovatelnosti. Uvedu zde mysˇlenky, ktere´ jsou jizˇ ve sta´diu implementace, za´rovenˇ
nast´ın´ım mozˇnosti, ktere´ jsou prozat´ım jen ve formeˇ na´vrhu rˇesˇen´ı. Celkove´ sche´ma vsˇech
navrhovany´ch zmeˇn a vylepsˇen´ı je v prˇ´ıloze 2.
7.1 Linux Virtual Server
Kl´ıcˇovou technologi´ı ktera´ v soucˇasne´ dobeˇ zajiˇst’uje sˇka´lovatelnost je LVS loadbalancer
ktery´ rozdeˇluje pozˇadavky mezi jednotlive´ webservery. Soucˇasne´ rˇesˇen´ı ma´ sta´le vy´konnostn´ı
rezervy, avsˇak prˇi zachova´n´ı sta´vaj´ıc´ıho r˚ustu projektu je mozˇne´ ocˇeka´vat dosazˇen´ı teˇchto
limit˚u beˇhem maxima´lneˇ jednoho roku. Je tedy namı´steˇ uvazˇovat o u´prava´ch a zmeˇna´ch
sta´vaj´ıc´ıho rˇesˇen´ı.
Omezen´ı vyply´vaj´ı prˇedevsˇ´ım z rozhodnut´ı nasadit LVS loadbalancer na gateway, dalˇs´ı
omezuj´ıc´ı faktor je, zˇe tato gateway je spolecˇna´ jesˇteˇ pro dalˇs´ı projekty. V dobeˇ na´vrhu
p˚uvodn´ıho rˇesˇen´ı byla tato varianta vy´hodna´ prˇedevsˇ´ım z pohledu efektivn´ıho vyuzˇit´ı in-
frastruktury a celkove´ho zjednodusˇen´ı. V soucˇasne´ dobeˇ jizˇ oddeˇlen´ı infrastruktury webser-
verove´ farmy od ostatn´ıch projekt˚u neprˇedstavuje zbytecˇne´ ply´tva´n´ı prostrˇedky a z hlediska
budouc´ı sˇka´lovatelnosti je nevyhnutelne´.
Zdroje u´zky´ch mı´st s propustnosti LVS jsou prˇedevsˇ´ım tuto dva:
• LVS je vzhledem k umı´steˇn´ı na bra´neˇ pouzˇit v mo´du NAT, cˇ´ımzˇ vesˇkery´ provoz, jak
prˇ´ıchoz´ı tak odchoz´ı, mus´ı proj´ıt prˇes loadbalancer. Teoreticky tak vznika´ hranice
1 Gbit/s kterou t´ımto rˇesˇen´ım nelze prˇekrocˇit.
• Hranice 1 Gbit/s, je pouze hypoteticka´ a v soucˇasne´m rˇesˇen´ı nedosazˇitelna´. Tato
hranice je da´le snizˇova´na t´ım, zˇe gateway prova´d´ı filtraci provozu a connection trac-
king pro ostatn´ı projekty. Obra´zek o konkre´tn´ıch dopadech kombinace teˇchto dvou
technologi´ı si lze udeˇlat z dat nameˇrˇeny´ch a prezentovany´ch v dalˇs´ı kapitole Tes-
tova´n´ı propustnosti Linux Virtual Server. Hlavn´ım d˚uvodem je duplicita connection
trackingu LVS a Netfilteru, prˇicˇemzˇ tato funkce je v LVS implementova´na mnohem
efektivneˇji.
Nove´ rˇesˇen´ı by tato u´zka´ mı´sta meˇlo rˇesˇit. Evidentneˇ je nutne´ oddeˇlit infrastrukturu farmy
od ostatn´ıch projekt˚u. Za´rovenˇ je trˇeba oddeˇlit funkce bra´ny, LVS loadbalanceru a filtrace
provozu. Nab´ız´ı se tedy pouzˇit´ı LVS v mo´du Direct Routing (viz. Obr.4.3), kde loadbalancer
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zpracova´va´ pouze prˇ´ıchoz´ı povoz. Odchoz´ı provoz z webserver˚u je odes´ıla´n prˇ´ımo bez u´cˇasti
loadbalanceru pomoc´ı bra´ny, ktera´ mu˚zˇe by´t pro kazˇdy´ z webserver˚u jina´. Prˇ´ıchoz´ı provoz
je tak sta´le limitova´n teoretickou hranic´ı 1 Gbit, prˇ´ıchoz´ı provoz se skla´da´ prˇedevsˇ´ım z
HTTP dotaz˚u, ktere´ jsou datoveˇ pomeˇrneˇ male´, a tato hranice tedy neprˇedstavuje proble´m.
Odchoz´ı provoz je mozˇne´ sˇka´lovat zvysˇova´n´ım pocˇtu bran, prˇes ktere´ webservery vracej´ı
sve´ odpoveˇdi. Filtraci provozu je mozˇne´ prˇesunout prˇ´ımo azˇ na webservery a eliminovat tak
u´zke´ mı´sto na bra´neˇ vstupn´ıho provozu.
Za´rovenˇ je vhodne´ uvazˇovat o failover rˇesˇen´ıch u vstupn´ı bra´ny a loadbalanceru, do-
stupnost vy´stupn´ıch bran je mozˇne´ rˇesˇit prˇ´ımo na webserverech.
Obra´zek 7.1: Na´vrh rˇesˇen´ı LVS
7.2 MySQL replikace
MySQL replikace prˇina´sˇ´ı pomeˇrneˇ jednoduche´ a vy´konne´ rˇesˇen´ı sˇka´lova´n´ı vy´konu cˇtec´ıch
operac´ı , je zde ale neˇkolik bod˚u, u ktery´ch je dobre´ se pozastavit.
Pro rozdeˇlen´ı cˇtec´ıch a za´pisovy´ch operac´ı je vza´sadeˇ mozˇne´ pouzˇ´ıt dveˇ metody. Prvn´ı
z nich je vyuzˇit´ı neˇktere´ho z proxy rˇesˇen´ı, jako je SQL Relay, nebo MySQL Proxy, ta
vsˇak maj´ı jista´ omezen´ı. Prˇedevsˇ´ım se nasazen´ım takove´to technologie zvysˇuje slozˇitost cel-
kove´ho rˇesˇen´ı, nezanedbatelne´ jsou take´ hardwarove´ na´roky na jejich provoz. Za´rovenˇ se
toto rˇesˇen´ı mu˚zˇe samo o sobeˇ sta´t u´zky´m hrdlem, nehledeˇ na nutnost rˇesˇen´ı redundance.
Dle me´ho na´zoru, pokud ma´me tu mozˇnost, tak je vzˇdy lepsˇ´ım rˇesˇen´ım zahrnout logiku
rozdeˇlova´n´ı cˇtec´ıch a za´pisovy´ch operac´ı prˇ´ımo do aplikace, ktera´ databa´zi vyuzˇ´ıva´. Co si
ovsˇem v aplikaci mu˚zˇeme usˇetrˇit, je rozkla´da´n´ı za´teˇzˇe mezi jednotlive´ repliky a detekce
jejich dostupnosti. V tomto ohledu se lze s vy´hodou spolehnout na LVS, a neˇkterou z jeho
nadstaveb, jako je Ldirector. Nasazen´ı LVS zde nutneˇ nemus´ı znamenat dodatecˇne´ hardwa-
rove´ na´roky, je mozˇne´ si naprˇ´ıklad prˇedstavit, zˇe Master replika bude za´rovenˇ poskytovat
sluzˇbu LVS pro sve´ Slave repliky. Vy´konnostn´ı dopad na Master repliku by prˇi omezene´m
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pocˇtu Slave replik byl, dle me´ho na´zoru, zanedbatelny´.
Obra´zek 7.2: MySQL replikace, LVS rozkla´da´n´ı cˇtec´ıch operac´ı.
7.3 Akcelerace HTTP
Prˇi prvotn´ım na´vrhu bylo uvazˇova´no o pouzˇit´ı reverzn´ı HTTP proxy pro rozkla´da´n´ı za´teˇzˇe,
v te´ dobeˇ ovsˇem nebylo k dispozici rˇesˇen´ı, ktere´ by funkcˇneˇ, prˇ´ıpadneˇ vy´konnostneˇ dostacˇovalo
pozˇadavk˚um zada´n´ı. V soucˇasnosti vsˇak zacˇ´ına´ by´t tato technologie opeˇt zaj´ımava´, nikoliv
z d˚uvodu rozkla´da´n´ı za´teˇzˇe, ale pro jej´ı dalˇs´ı vlastnosti.
Prˇedevsˇ´ım ve vy´konnostn´ıch sˇpicˇka´ch se projevuje vliv pomaly´ch klient˚u, kdy ma´ Apache
blokovane´ procesy do doby nezˇ klient odebere vesˇkera´ data. Negativneˇ se toto mu˚zˇe proje-
vit tak, zˇe Apache ma´ spusˇteˇno maxima´ln´ı pocˇet proces˚u, a prˇesto nen´ı procesor vyt´ızˇen
na 100%. Neefektivneˇ vysoky´ pocˇet spusˇteˇny´ch, a za´rovenˇ aktivn´ıch proces˚u, prˇedstavuje
mnoho prˇep´ına´n´ı mezi kontexty, cˇ´ımzˇ je da´le snizˇova´na celkova´ vy´konnost syste´mu. Obecneˇ
je toto jeden z hlavn´ıch d˚uvod˚u pro nasazova´n´ı reverzn´ıch HTTP proxy.
Jednou z metod pro doc´ılen´ı vysoke´ propustnosti webove´ aplikace prˇedstavuje cachova´n´ı.
Zpravidla se uplatnˇuje na vsˇech vrstva´ch aplikace a souvisej´ıc´ıch technologi´ıch. Reverzn´ı
proxy zde prˇedstavuje rˇesˇen´ı pro cachova´n´ı HTTP dotaz˚u. V nasˇem prˇ´ıpadeˇ se od HTTP
cachova´n´ı daj´ı ocˇeka´vat znacˇne´ prˇ´ınosy i prˇi minima´ln´ım TTL cachovany´ch objekt˚u ( TTL
vy´sledkovy´ch tabulek se mu˚zˇe pohybovat maxima´lneˇ v jednotka´ch vterˇin ).
Pro cachovac´ı reverzn´ı proxy ma´me na vy´beˇr prakticky jen dveˇ mozˇnosti Squid a Var-
nish. Prˇedevsˇ´ım vy´konnostn´ı prˇedpoklady meˇ vedou k preferenci projektu Varnish. Ani je-
den z teˇchto projekt˚u nedisponuje v soucˇasne´ dobeˇ uspokojivy´m rˇesˇen´ım rozkla´da´n´ı za´teˇzˇe
mezi backend servery. Podobneˇ, jako u MySQL replikace, je mozˇne´ k tomuto u´cˇelu s vy´hodou
vyuzˇ´ıt LVS. Podobneˇ, jako u MySQL, je mozˇne´ i zde zkombinovat reverzn´ı proxy a LVS
(viz. Obr.7.3). Za´teˇzˇ LVS zde jizˇ nebude nijak extre´mn´ı, jednak z celkove´ho pocˇtu dotaz˚u
bude dany´ stroj zpracova´vat jen pomeˇrnou cˇa´st odpov´ıdaj´ıc´ı rozdeˇlen´ı mezi proxy servery.
Tento pocˇet dotaz˚u je da´le sn´ızˇen o dotazy zodpoveˇzene´ proxy serverem z cache.
Kromeˇ prˇedpokla´dany´ch vy´konnostn´ıch prˇ´ınos˚u jsou zde take´ negativa. Patrneˇ hlavn´ım
negativem je znacˇne´ zvy´sˇen´ı slozˇitosti rˇesˇen´ı. A to jak z hlediska infrastruktury, tak z
hlediska vy´voje aplikace. Dalˇs´ım proble´mem je logova´n´ı. Je trˇeba zajistit kompatibilitu
logu proxyserver˚u se sta´vaj´ıc´ım syste´mem zpracova´n´ı statistik, ty jsou pro komercˇn´ı projekt
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hlavn´ım na´strojem pro prodej reklamy, ktera´ ho zˇiv´ı. Jednou z funkc´ı kterou na´m Varnish
znemozˇn´ı, je persistence, v nasˇem prˇ´ıpadeˇ sice nen´ı potrˇeba, je ovsˇem nutne´ tento fakt mı´t
na pameˇti.
Obra´zek 7.3: Akcelerace HTTP; kombinace proxy a LVS
7.4 Nasazen´ı distribuovane´ho filesyste´mu pro sd´ılen´ı dat
Distribuce a synchronizace dat poskytovany´ch webservery je v soucˇasne´ dobeˇ rˇesˇena po-
moc´ı rsync. Kromeˇ pomeˇrneˇ jednoduche´ho a prˇ´ımocˇare´ho nasazen´ı prˇina´sˇ´ı tento zp˚usob
vy´hody ve zvy´sˇene´ redundanci dat a nesnizˇuj´ıc´ım se vy´konu s rostouc´ım pocˇtem webser-
ver˚u. Za´rovenˇ ale s prˇiby´vaj´ıc´ım pocˇtem webserver˚u naby´vaj´ı na vy´znamu nevy´hody tohoto
rˇesˇen´ı. Prˇedevsˇ´ım je tu nutnost explicitn´ıho rˇ´ızen´ı synchronizace. Synchronizace samotna´
zp˚usobuje prodlevy mezi konzistentn´ımi stavy vsˇech kopi´ı. Se zvysˇuj´ıc´ım se pocˇtem webser-
ver˚u se tyto prodlevy prodluzˇuj´ı, prˇi synchronizaci veˇtsˇ´ıho mnozˇstv´ı dat se mu˚zˇe takova´to
prodleva pohybovat i v rˇa´dech minut. Za´rovenˇ je zde proble´m s rozsˇiˇrova´n´ım kapacity
sta´vaj´ıc´ıch server˚u.
Pro data, ktera´ je nutne´ mezi webservery sd´ılet, jako jsou naprˇ´ıklad PHP-sessions, log
soubory aplikace atp., je dnes vyuzˇ´ıva´no NFS. To vsˇak vna´sˇ´ı do syste´mu ”Single Point Of
Failure“za´rovenˇ vy´konnostn´ı sˇka´lovatelnost NFS je prˇinejmensˇ´ım problematicka´.
Doneda´vna byla odpoveˇd´ı na tyto proble´my bud’ rˇesˇen´ı extre´mneˇ draha´ nebo rˇesˇen´ı,
ktera´ se nedoka´zˇ´ı s teˇmito proble´my vyporˇa´dat bezezbytku. S projektem GlusterFS1 se zde
objevil distribuovany´ filesyste´m s vlastnostmi, ktere´ doka´zˇ´ı na tyto proble´my odpoveˇdeˇt.
Za´rovenˇ jeho pouzˇit´ı je natolik jednoduche´ a nekomplikovane´, zˇe prˇ´ıprava a realizace nasa-
zen´ı neprˇedstavuje cˇasoveˇ na´rocˇnou operaci jak je tomu zpravidla u jiny´ch distribuovany´ch
filesyste´mu˚.
V nasˇem prˇ´ıpadeˇ GlusterFS prˇina´sˇ´ı vy´hody prˇedevsˇ´ım svou snadnou sˇka´lovatelnost´ı a
vestaveˇnou datovou i failover redundanc´ı. Vzhledem k n´ızke´mu pocˇtu za´pisovy´ch operac´ı,
1http://www.gluster.org/docs/index.php/GlusterFS
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ktere´ je nutne´ t´ımto zabezpecˇit je zrˇejmeˇ nejvhodneˇjˇs´ı zp˚usob implementace pomoc´ı AFR
transla´toru na klientske´ straneˇ GlusterFS. Cˇtec´ı operace je mozˇne´ rozlozˇit mezi jednotlive´
servery cˇ´ımzˇ je zarucˇena vy´konnostn´ı sˇka´lovatelnost. Za´pisove´ operace klient prova´d´ı x-
kra´t dle pocˇtu pozˇadovany´ch replik, n´ızky´ pocˇet teˇchto operac´ı tak neprˇedstavuje zvla´sˇtn´ı
vy´konnostn´ı pozˇadavky. Pokud by se v budoucnu situace s pocˇtem za´pisovy´ch operac´ı
zmeˇnila, je mozˇne´ i toto rˇesˇit rozsˇ´ıˇren´ım o dalˇs´ı sadu replik, nad kterou pouzˇit´ım Unify
transla´toru rozlozˇ´ıme ukla´dana´ data, a t´ım i za´teˇzˇ. Vy´padky jednotlivy´ch server˚u a syn-
chronizaci dat po obnoveˇ funkce zde transparentneˇ zajist´ı AFR transla´tor.
Obra´zek 7.4: Vyuzˇit´ı GlusterFS na webserverove´ farmeˇ
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Kapitola 8
Testova´n´ı kl´ıcˇovy´ch technologi´ı pro
rozvoj projektu
V te´to kapitole se budu veˇnovat experiment˚um prova´deˇny´m za u´cˇelem zjiˇsteˇn´ı vy´konnostn´ıch
parametr˚u a stavu soucˇasne´ implementace vybrany´ch technologi´ı. Vybra´ny byly ty, u ktery´ch
se pla´nuje nasazen´ı, nebo u nich je trˇeba prove´st zmeˇny pro zajiˇsteˇn´ı udrzˇitelnosti rozvoje
projektu. Data z provedeny´ch test˚u prˇedstavuj´ı chova´n´ı teˇchto technologi´ı na konkre´tn´ım
hardware v urcˇite´m konkre´tn´ım zapojen´ı za laboratorn´ıch podmı´nek. Z´ıskane´ vy´sledky tedy
nelze bra´t jako absolutn´ı a urcˇuj´ıc´ı pro jake´koliv jine´ prostrˇed´ı,ale poslouzˇ´ı sp´ıˇse k osveˇtlen´ı
chova´n´ı a za´vislost´ı dany´ch technologi´ı.
8.1 Linux Virtual Server
Linux Virtual server je pro tento projekt zcela kl´ıcˇovou technologi´ı. Proto je nutne´ mı´t
alesponˇ prˇiblizˇnou prˇedstavu o vy´konnostn´ıch limitech jeho jednotlivy´ch typ˚u na dnes
pouzˇ´ıvane´m hardware a o chova´n´ı syste´mu pod extre´mn´ı za´teˇzˇ´ı. Za´rovenˇ je trˇeba z´ıskat
prˇehled o vlivu dalˇs´ıch komponent OS typicky kombinovany´ch s touto technologi´ı. Na
webovy´ch stra´nka´ch projektu LVS byly uverˇejneˇny testy podobne´ho zameˇrˇen´ı, ale d´ıky je-
jich sta´rˇ´ı(veˇtsˇina provedena okolo roku 2000/2001) je jejich vypov´ıdac´ı hodnota pro dnesˇn´ı
prˇ´ıpady prakticky nulova´.
Prˇi prˇ´ıpraveˇ meˇrˇen´ı bylo trˇeba se rozhodnout jaky´m zp˚usobem testovat. Zda pouzˇ´ıt
prˇ´ıstup ”synteticke´ho testu“ pro c´ılene´ otestova´n´ı konkre´tn´ı vlastnosti syste´mu, nebo zda si
vybrat neˇkterou z typicky pouzˇ´ıvany´ch s´ıt’ovy´ch sluzˇeb a jej´ım provozem se snazˇit simulovat
r˚uzne´ druhy za´teˇzˇe. Zvolil jsem prvn´ı z teˇchto variant a to z neˇkolika d˚uvod˚u. Prˇedevsˇ´ım prˇi
testova´n´ı pomoc´ı konkre´tn´ı sluzˇby je prˇinejmensˇ´ım slozˇite´ otestovat urcˇitou vlastnost LVS,
lze vsˇak dobrˇe zmapovat chova´n´ı te´to konkre´tn´ı sluzˇby ve spojen´ı s LVS. Takove´ meˇrˇen´ı
vsˇak ztra´c´ı smysl pro posouzen´ı chova´n´ı jake´koliv jine´ sluzˇby a pra´veˇ to by meˇlo by´t c´ılem
teˇchto meˇrˇen´ı - z´ıskat prˇehled o chova´n´ı a vlastnostech LVS v takove´m rozsahu abychom byli
schopni alesponˇ prˇiblizˇneˇ odhadnout vy´konnost prˇi konkre´tn´ım nasazen´ı. Dalˇs´ım d˚uvodem,
procˇ jsem se rozhodl netestovat pomoc´ı konkre´tn´ı sluzˇby, je extre´mn´ı na´rocˇnost na vy´pocˇetn´ı
vy´kon a infrastrukturu potrˇebnou k takove´mu testova´n´ı.
Prima´rn´ım testovany´m parametrem LVS je propustnost paket˚u v za´vislosti na dalˇs´ıch
velicˇina´ch. Jako hlavn´ı testovac´ı na´stroj jsem pouzˇil Testlvs.1 Jde o aplikaci urcˇenou prˇ´ımo
pro testova´n´ı propustnosit LVS. Jej´ı funkce spocˇ´ıva´ v generova´n´ı SYN paket˚u s c´ılovou
1http://www.ssi.bg/˜ja/#testlvs
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adresou a portem nastavenou na virtua´ln´ı sluzˇbu poskytovanou LVS. Pro testova´n´ı lze
nastavit typ protokolu (TCP,UDP), velikost paketu, pocˇet zdrojovy´ch adres ktere´ aplikace
v paketech podvrhne atd.. Testova´no tedy bylo:
• Za´vislost propustnosti paket˚u na jejich velikosti.
• Vliv pocˇtu klient˚u (zdrojovy´ch IP adres).
• Vliv synchronizace stav˚u spojen´ı s Backup LVS.
• Propustnost paket˚u jednotlivy´ch typ˚u LVS ( Direct Routing; IP Tunneling; NAT).
• Vliv Netfilteru a Connection trackingu na propustnost paket˚u.
Testova´n´ı prob´ıhalo na 4 stroj´ıch se shodny´m hardware: CPU C2D 2,6GHz; 2GB RAM;
on-board GigE s´ıt’ova´ karta Intel (ICH9)(podrobneˇji viz. Prˇ´ıloha 1) vsˇe propojeno 8 por-
tovy´m GigE switchem. Operacˇn´ı syste´m Debian GNU/Linux 4.0; ja´dro 2.6.23 modula´rn´ı,
vlastn´ı kompilace; ovladacˇe s´ıt’ove´ karty e10002 ve verzi 2.6.12, modul pouzˇit bez jaky´chkoliv
parametr˚u.
Pu˚vodn´ım za´meˇrem bylo pouzˇ´ıt 2 s´ıt’ove´ karty ve stroji, ktery´ realizoval funkci LVS,
aby se zapojen´ı co mozˇna´ nejv´ıce bl´ızˇilo situaci kdy je LVS nasazen na bra´neˇ (viz. Obr.8.1).
Po zapojen´ı jsem provedl u´vodn´ı testy a zjistil, zˇe druha´ s´ıt’ova´ karta (PCI 32bit,33MHz)
nen´ı schopna prˇena´sˇet v´ıce nezˇ prˇiblizˇneˇ 60MB/s. Pokud jsem generoval provoz na on-board
s´ıt’ove´ karteˇ dosa´hl jsem bez proble´mu˚ na plnou rychlost GigE linky. Ve chv´ıli, kdy jsem
generoval provoz na obou s´ıt’ovy´ch karta´ch, jejich propustnost spadla prˇiblizˇneˇ na polovinu.
Po prˇenastaven´ı maxima´ln´ı cˇetnosti prˇerusˇen´ı prˇ´ıdavne´ s´ıt’ove´ karty se sice propustnost
lehce zvedla ale pro dalˇs´ı testova´n´ı jsem se rozhodl tuto kartu nepouzˇ´ıt. Vy´sledky by byly
jej´ım vy´konem zkresleny. Zapojen´ı jsem proto prˇeusporˇa´dal tak, aby LVS vyuzˇ´ıvalo pouze
s´ıt’ovou kartu na za´kladn´ı desce (viz. Obr.8.2).
Obra´zek 8.1: Pla´novane´ zapojen´ı
2http://sourceforge.net/projects/e1000/
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Obra´zek 8.2: Skutecˇne´ zapojen´ı
Jako prvn´ı jsem meˇrˇil cˇistou propustnost IP Forwardingu. Prˇedevsˇ´ım jde o referencˇn´ı
data, v˚ucˇi ktery´m lze na´sledneˇ vyhodnocovat meˇrˇen´ı provedena´ na LVS. Prˇi tomto meˇrˇen´ı
byly odstraneˇny vsˇechny moduly souvisej´ıc´ı s LVS i Netfilter, to proto abychom z´ıskali
data pokud mozˇno neovlivneˇna´ technologiemi, ktere´ na´sledneˇ budeme testovat. V prˇedchoz´ı
veˇteˇ jsem se nevyja´drˇil prˇesneˇ, moduly nebyly ”odstraneˇny“, ale po rebootu nebyly v˚ubec
zavedeny. Jak bude prˇedvedeno u posledn´ı skupiny test˚u, i toto ma´ sv˚uj vy´znam a vy´sledky
jsou t´ımto ovlivneˇny.
Obra´zek 8.3: Porovna´n´ı propustnosti Forwadingu a LVS - DR
Na prvn´ım grafu(Obr.8.3) je zna´zorneˇno srovna´n´ı propustnosti IP Forwardingu s LVS
v mo´du Direct Routing pro r˚uzne´ velikosti paket˚u. Rozd´ıl v propustnosti pro male´ pakety
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(okolo 70B) se pohybuje mezi 10 a 20 procenty. Tento rozd´ıl prˇedstavuje rezˇii kterou LVS-
DR prˇida´va´ ke zpracova´n´ı forwardovany´ch paket˚u. Z grafu je patrne´, zˇe jizˇ prˇi velikosti
paket˚u okolo 150B prˇesta´va´me by´t omezeni vy´pocˇetn´ım vy´konem, ale zacˇ´ına´ se projevovat
bl´ızˇ´ıc´ı se hranice datove´ propustnosti s´ıt’ove´ linky. Proto se prˇi testova´n´ı dalˇs´ıch vlastnost´ı
a za´vislost´ı pohybujeme pra´veˇ v oblasti paket˚u o velikosti 70B, t´ım by meˇlo by´t zarucˇeno
zˇe testujeme chova´n´ı LVS a ne prˇ´ımo hardwaru na ktere´m beˇzˇ´ı.
Obra´zek 8.4: Porovna´n´ı propustnosti jednotlivy´ch typ˚u LVS
Na dalˇs´ım grafu(Obr.8.4) se dosta´va´me k jednomu z hlavn´ıch za´meˇr˚u tohoto testova´n´ı
a t´ım je promeˇrˇen´ı vy´konnosti jednotlivy´ch typ˚u LVS. Graf obsahuje na jednu stranu
data, ktera´ se dala prˇedpokla´dat a na stranu druhou obsahuje data pomeˇrneˇ prˇekvapiva´.
Ocˇeka´vany´mi vy´sledky ma´m na mysli vy´konnostn´ı propad IP Tunelingu, kde je jasny´ zdroj
dalˇs´ı rezˇie - enkapsulace IP datagramu˚. Prˇekvapive´ pro mne bylo zjiˇsteˇn´ı, zˇe Direct Routing
dosahuje totozˇny´ch vy´sledk˚u jako NAT. Graf by t´ımto navozoval pocit, zˇe tyto dva mo´dy
LVS jsou zcela srovnatelne´ a je mozˇne´ od nich v rea´lne´m nasazen´ı ocˇeka´vat srovnatelne´
vy´sledky. Je zde ovsˇem neˇkolik ale. Prvn´ım z nich je to, zˇe u NAT mus´ı by´t loadbalancer
za´rovenˇ vstupn´ı i vy´stupn´ı bra´nou backend server˚u, t´ım propustnost pada´ na polovinu.
Typicky je prˇ´ıchoz´ı provoz na´sobneˇ mensˇ´ı nezˇ provoz odchoz´ı, mu˚zˇe tak lehce doj´ıt k situ-
aci, kdy odchoz´ı linka loadbalanceru je jizˇ plneˇ saturova´na, prˇitom ale prˇ´ıchoz´ı provoz pro
LVS neznamena´ vy´konnostn´ı maximum. Da´lˇs´ı ale vyply´va´ ze spojen´ı loadbalancer - bra´na.
Tato kombinace zpravidla nav´ıc zahrnuje filtrova´n´ı provozu, cozˇ jak bude prezentova´no u
posledn´ı skupiny test˚u, prˇedstavuje dalˇs´ı sn´ızˇen´ı propustnosti LVS.
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Obra´zek 8.5: Za´vislost propustnosti LVS na pocˇtu klient˚u
Dalˇs´ım testem bylo urcˇen´ı vlivu pocˇtu klient˚u (unika´tn´ıch IP) na propustnost LVS. Zde
se dal opeˇt prˇedpokla´dat pokles propustnosti s rostouc´ım pocˇtem klient˚u. Osobneˇ meˇ vsˇak
prˇekvapilo jak strmy´ tento propad, prˇedevsˇ´ım v prvn´ı polovineˇ krˇivky,je. Prˇedpokla´da´m zˇe
tento propad souvis´ı s velikost´ı hash tabulky spojen´ı a velikost´ı cache procesoru, respektive
s klesaj´ıc´ı hitrate te´to cache prˇi zveˇtsˇuj´ıc´ı se tabulce spojen´ı. Za´rovenˇ prˇedpokla´da´m, zˇe
v rea´lne´m nasazen´ı propad nebude tak dramaticky´. V rea´lne´m provozu nema´ kazˇdy´ paket
zcela na´hodnou zdrojovou adresu, tak jak tomu bylo v tomto testu. Pakety z jedne´ adresy
zpravidla prˇicha´zej´ı v urcˇity´ch kvantech, cˇ´ımzˇ se hitrate cache procesoru opeˇt zvysˇuje.
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Obra´zek 8.6: Vliv synchronizace stav˚u spojen´ı na propustnost LVS
Tento graf prˇedstavuje vliv synchronizace stav˚u spojen´ı na propustnost LVS. Opeˇt je
zde lehce prˇekvapivy´ za´veˇr a to, zˇe vliv tato funkce nema´ zˇa´dny´. Rozd´ıly v nameˇrˇeny´ch
datech jsou pouze v ra´mci chyby meˇrˇen´ı. Zapojen´ı v te´to konfiguraci jsem vyuzˇil alesponˇ k
oveˇrˇen´ı funkcˇnosti te´to vlastnosti prˇi failoveru serveru. Zde se ovsˇem zˇa´dne´ prˇekvapen´ı ne-
konalo a vsˇe fungovalo jak meˇlo. Po prˇevzet´ı IP konfigurace klienti pokracˇovali ve spojen´ıch
nava´zany´ch prˇed failoverem.
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Obra´zek 8.7: Vliv Netfilteru na propustnost VLS
Posledn´ı skupina test˚u si klade za c´ıl ozrˇejmit vliv Netfilteru na propustnost LVS, nebo
routeru bez LVS. Z Netfilteru jsem se prˇedevsˇ´ım zameˇrˇil na connection tracking, ktery´ je
jeho soucˇa´st´ı a do jiste´ mı´ry duplikuje cˇinost LVS. Meˇrˇen´ı prob´ıhalo na´sleduj´ıc´ım zp˚usobem.
Postup byl shodny´ pro meˇrˇen´ı LVS i samotne´ho IP Forwardingu. Po rebootu stroje byly
postupneˇ prova´deˇny na´sleduj´ıc´ı kroky, prˇed kazˇdy´m z nich byla zmeˇrˇena propustnost.
1. Po rebootu byla zmeˇrˇena propustnost syste´mu bez zavedeny´ch modul˚u Netfilteru,
prˇ´ıpadneˇ i LVS.
2. Dalˇs´ım krokem bylo zaveden´ı modulu nf conntrack.
3. Vytvorˇen´ı pravidla v iptables vyuzˇ´ıvaj´ıc´ıho connection tracking. Konkre´tneˇ:
iptables -I FORWARD -m state --state NEW -j ACCEPT
4. Zaveden´ı pravidla, ktere´ vyloucˇ´ı pakety patrˇ´ıc´ı testu propustnosti z na´sledne´ho zpra-
cova´n´ı Netfilterem: iptables -t raw -I PREROUTING -s 10.0.0.0/8 -j NOTRACK
5. Vymaza´n´ı vsˇech vytvorˇeny´ch pravidel.
6. Odstraneˇn´ı vsˇech modul˚u na´lezˇ´ıc´ıch netfilteru z ja´dra.
Propustnost se meˇn´ı celkem dle prˇedpoklad˚u, propad po zaveden´ı modul˚u, dalˇs´ı propad
po vytvorˇen´ı pravidel, zvy´sˇen´ı propustnosti po vytorˇen´ı ”zkratky“pro pakety. Zaj´ımave´
ovsˇem je, zˇe neˇktere´ z teˇchto krok˚u maj´ı nevratny´ charakter. Naprˇ´ıklad propustnost v bodeˇ
1. by meˇla odpov´ıdat propustnosti v bodeˇ 6., stejneˇ tak i v bodech 2. a 5. by meˇla by´t
propustnost shodna´.
Z nameˇrˇeny´ch dat lze odvodit na´sleduj´ıc´ı hypote´zy:
Netfilter a connection tracking se o neˇco me´neˇ negativneˇ projevuje na routeru bez LVS.
Pokud potrˇebujeme extre´mneˇ vy´kony´ loadbalancer je nutne´ filtraci provozu prova´deˇt mimo neˇj.
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Pokud na loadbalanceru filtraci prova´deˇt mus´ıme, je vhodne´ zva´zˇit nutnost pouzˇit´ı con-
nection trackingu. Za´rovenˇ je vhodne´ vyloucˇit provoz urcˇeny´ pro LVS ze zpracova´n´ı Netfil-
terem.
8.2 Distribuovane´ filesyste´my - GlusterFS
Prˇ´ınosy, ktere´ by prˇedstavovalo nasazen´ı distribuovane´ho filesyste´mu, konkre´tneˇ GlusterFS,
byly vysveˇtleny v minule´ kapitole. GlusterFS odboura´va´ trˇi za´kladn´ı proble´my ktere´ se
beˇzˇneˇ vyskytuj´ı u ostatn´ıch distribuovany´ch filesyste´mu˚:
• Pro provoz serveru ani klient˚u nen´ı trˇeba upravovat linuxove´ ja´dro (podpora FUSE
je v neˇm jizˇ pomeˇrneˇ dlouho).
• Aplikace vyuzˇ´ıvaj´ıc´ı tento filesyste´m nen´ı trˇeba prˇekompilovat se zvla´sˇtn´ımi knihov-
nami, cˇi jakkoliv jinak upravovat.
• Tento filesyste´m je POSIXovy´.
Kazˇda´ z teˇchto vy´hod prˇedstavuje v nejednom prˇ´ıpadeˇ pomyslnou hranici, ktera´ rozliˇsuje
rˇesˇen´ı kde prˇevla´daj´ı klady od rˇesˇen´ı, ktere´ se nevyplat´ı nasazovat.
Na rozd´ıl od prˇedchoz´ıho experimentu, zde nen´ı c´ılem proveˇrˇovat vy´konnost cˇi sˇka´lovatelnost
tohoto filesyste´mu. T´ım se jizˇ zaby´vali jin´ı a jejich za´veˇry lze nale´zt na stra´nka´ch projektu.3
Jako c´ıl tohoto experimentu jsem si stanovil posouzen´ı rea´lne´ nasaditelnosti tohoto projektu
do produkcˇn´ıho prostrˇed´ı. Hodnotit budu od instalace prˇes konfiguraci a beˇh azˇ po chova´n´ı
prˇi vy´padc´ıch a jiny´ch nestandardn´ıch uda´lostech.
Testovac´ı hardware je shodny´ s hardwarem pouzˇity´m pro testova´n´ı LVS, 2 GlusterFS
servery a 2 jejich klienti. Pouzˇity´ software byl na´sleduj´ıc´ı: linuxove´ ja´dro 2.6.23; FUSE 2.7;
GlusterFS 1.3.7.
Nejsnadneˇjˇs´ı cˇa´st´ı zprovoznˇova´n´ı GlusterFS je bezesporu instalace, ktera´ prˇedstavuje
klasicky´ postup ./configure; make; make install;, pro kompilaci nen´ı v syste´mu trˇeba
nic zvla´sˇtn´ıho (FUSE, flex, bison).Dalˇs´ım krokem je konfigurace. Zde GlusterFS da´va´ ve-
liky´ prostor pro vlastn´ı invenci, variabilita konfigurac´ı je skutecˇneˇ nezmeˇrna´. Ja´ jsem se
prˇidrzˇel dvou konfigurac´ı ktere´ jsou na webu projektu zverˇejneˇny jako vzorove´. Protozˇe je-
den z hlavn´ıch c´ıl˚u experimentu bylo otestova´n´ı chova´n´ı prˇi simulovany´ch vy´padc´ıch, byly
obeˇ konfigurace rˇesˇen´ım replikace dat. Jedna na straneˇ klienta (viz. Obr.8.8), druha´ na
straneˇ serveru s vyhrazenou replikacˇn´ı s´ıt´ı (viz. Obr.8.9). Zde bych se zastavil nad proble´my
s konfigurac´ı. Prˇi zprovoznˇova´n´ı teˇchto dvou konfigurac´ı jsem narazil na rˇadu proble´mu˚
vyply´vaj´ıc´ıch z pomeˇrneˇ n´ızke´ho veˇku projektu a jeho rychle´ho rozvoje. Naprˇ´ıklad na
neˇkolika mı´stech v dokumentaci jsem narazil na nekonzistentn´ı definice parametr˚u transla´tor˚u.
Pravdeˇpodobneˇ nesˇlo o chyby, ale pouze o zmeˇny v syntaxi prˇ´ıpadneˇ ve funkcˇnosti mezi
jednotlivy´mi verzemi GlusterFS. Bohuzˇel dohledat spra´vne´ definice pro konkre´tn´ı verzi
nen´ı zcela jednoduche´. Uvedu jeden konkre´tn´ı prˇ´ıklad. Pro vyuzˇit´ı AFR na straneˇ klienta
je na webu projektu popsa´n postup i s konkre´tn´ı konfigurac´ı. V definici transla´toru AFR
vsˇak chyb´ı parametr option replicate *:2. Tento parametr jizˇ nebude potrˇeba od verz´ı
vysˇsˇ´ıch nezˇ 1.3.7, zˇa´dna´ takova´ verze vsˇak zat´ım nebyla vyda´na. Proble´m je v tom, zˇe
svazek s takovouto definic´ı se pomeˇrneˇ necˇekaneˇ korektneˇ sestav´ı, je mozˇne´ jej pouzˇ´ıvat a
data se replikuj´ı. Ve chv´ıli, kdy jeden ze server˚u odpoj´ıme, nen´ı jizˇ mozˇne´ zarˇadit jej zpeˇt
a prove´st synchronizaci. Logova´n´ı sice nemlcˇ´ı ale na chybu konfigurace nic neukazuje a pro
3http://www.gluster.org/docs/index.php/GlusterFS#GlusterFS Benchmarks
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vyrˇesˇen´ı proble´mu je trˇeba znacˇne´ da´vky intuice. Po doplneˇn´ı chybeˇj´ıc´ıho parametru jizˇ vsˇe
fungovalo dle prˇedpoklad˚u.
Obra´zek 8.8: GlusterFS AFR na straneˇ klienta
Prvn´ı testovana´ konfigurace je zrˇejmeˇ nejjednodusˇsˇ´ım mozˇny´m pouzˇit´ım AFR. O distri-
buci a synchronizaci dat mezi replikami se stara´ sa´m klient. Vsˇechny za´pisove´ operace jsou
paralelneˇ zas´ıla´ny na vsˇechny zu´cˇastneˇne´ servery. Prˇi testova´n´ı vy´padk˚u se syste´m choval dle
ocˇeka´va´n´ı, detekoval nedostupnost dane´ho serveru a pokud zrovna prova´deˇl cˇtec´ı operace z
tohoto serveru, tak po vyprsˇen´ı spojen´ı operaci dokoncˇil ze serveru druhe´ho. Doba tohoto
timeoutu je prˇiblizˇneˇ 2 minuty (standardn´ı doba vyprsˇen´ı TCP spojen´ı), tuto hodnotu je
mozˇne´ prˇenastavit v client transla´toru pomoc´ı parametru option transport-timeout X.
Pokud klient prova´deˇl v dobeˇ vy´padku za´pisove´ operace, tak je dokoncˇil jen na dostupne´m
serveru. Po opeˇtovne´m zprovozneˇn´ı serveru jsou data synchronizova´na, ne vsˇak automa-
ticky ale prˇi prvn´ım prˇecˇten´ı. Synchronizaci server˚u si lze vynutit naprˇ´ıklad takto:
$find /mnt/glusterfs -type f -exec head -c 1 {} \; >/dev/null
Automaticka´ synchronizace je pla´nova´na od verze 1.4.
Druha´ konfigurace vycha´z´ı z tutoria´lu4, ktery´ se snazˇ´ı rˇesˇit na´sobny´ provoz mezi kli-
entem a servery prˇi pouzˇit´ı AFR na straneˇ klienta. Za´kladn´ı mysˇlenkou je prˇenesen´ı AFR
na servery a provoz synchronizace po vyhrazene´ s´ıti. Vyvsta´va´ zde ovsˇem proble´m s do-
stupnost´ı prˇ´ıpojne´ho bodu (mount point), ve chv´ıli kdy spadne spojen´ı se serverem ke
ktere´mu je klient prˇipojen prˇesta´va´ prˇipojeny´ svazek fungovat azˇ do doby, kdy se spojen´ı
obnov´ı. Tento proble´m je mozˇne´ rˇesˇit pomoc´ı DNS round robin, kdy klient po rozpadu
spojen´ı periodicky resolvuje dome´nove´ jme´no serveru a pokousˇ´ı se prˇipojit azˇ do chv´ıle,
kdy se mu to podarˇ´ı. Ve verzi 1.4 je pla´nova´n High Availability transla´tor, ktery´ bude toto
rˇesˇit. Prˇi testova´n´ı chova´n´ı prˇi vy´padc´ıch jsem narazil na proble´m, ktery´ se mi nepodarˇilo
vyrˇesˇit. Prˇi zabit´ı jednoho z proces˚u serveru se syste´m choval korektneˇ, klient prˇipojeny´
na druhy´ server mohl da´le pokracˇovat ve vyuzˇ´ıva´n´ı svazku, po opeˇtovne´m spusˇteˇn´ı pro-
cesu serveru se obnovila jeho funkce a synchronizovala se zmeˇneˇna´ data. Pokud jsem ale
jeden ze server˚u odpojil od s´ıteˇ, nebo vypnul, prˇestal fungovat i druhy´ server s chybovy´m
hla´sˇen´ım o rozpadu rˇeteˇzu transla´tor˚u. Dalˇs´ım nemily´m prˇekvapen´ım u te´to konfigurace byl
4http://www.gluster.org/docs/index.php/GlusterFS High Availability Storage with GlusterFS
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Obra´zek 8.9: GlusterFS AFR na straneˇ serveru
slaby´ vy´kon. Je mozˇne´, zˇe pouzˇit´ı Infiniband pro replikacˇn´ı s´ıt’ by vy´kon zlepsˇilo, prˇi pouzˇit´ı
gigabitove´ho ethernetu vsˇak byly neˇktere´ operace nad filesyste´mem prakticky nepouzˇitelne´.
Po nejasnostech s konfigurac´ı ve chv´ıli, kdy jsem jizˇ zarucˇeneˇ provozoval spra´vneˇ na-
konfigurovany´ filesyste´m, jsem jizˇ nenarazil na zˇa´dny´ proble´m a syste´m se choval zcela
stabilneˇ. Vy´kon prvn´ı z testovany´ch konfigurac´ı byl pomeˇrneˇ dobry´, vy´konnostn´ı propad
oproti vy´konu loka´ln´ıho filesyste´mu byl srovnatelny´ s propadem naprˇ´ıklad u NFS serveru.
Prˇekvapilo meˇ znacˇne´ zat´ızˇen´ı procesoru jak na serverech, tak na klientech. Celkoveˇ si
mysl´ım, zˇe tento filesyste´m je mozˇne´ provozovat v produkcˇn´ım prostrˇed´ı. Je vsˇak nutne´




Prvn´ım z c´ıl˚u te´to diplomove´ pra´ce bylo zmapova´n´ı a zhodnocen´ı Open Source rˇesˇen´ı z
oblasti vysoke´ dostupnosti, rozka´da´n´ı za´teˇzˇe a sˇka´lovatelnosti. V ra´mci te´to cˇa´sti me´ pra´ce
jsem se snazˇil o realisticky´ pohled na konkre´tn´ı proble´my z dany´ch oblast´ı a o posouzen´ı
mozˇnost´ı jejich rˇesˇen´ı pomoc´ı Open Source prostrˇedk˚u. Touto cˇa´st´ı jsem si vytvorˇil teore-
ticky´ a prˇehledovy´ za´klad veˇdomost´ı nutny´ch pro dalˇs´ı cˇa´sti pra´ce.
V dalˇs´ı cˇa´sti jsem se zaby´val hodnocen´ım na´vrhu, vy´voje a soucˇasne´ho stavu webove´ho
projektu, pro ktery´ jsem zajiˇst’oval na´vrh a realizaci technologi´ı, ktere´ tento projekt vyuzˇ´ıva´
pro sve´ fungova´n´ı. Na tuto cˇa´st me´ pra´ce jsem nava´zal na´vrhem dalˇs´ıho rozvoje te´to in-
frastruktury, prˇedevsˇ´ım se zameˇrˇen´ım na dlouhodobeˇ udrzˇitelnou sˇka´lovatelnost projektu a
zajiˇsteˇn´ı jeho bezvy´padkove´ho provozu.
V posledn´ı cˇa´sti diplomove´ pra´ce jsem provedl rozbor podstatny´ch vlastnost´ı technologi´ı
kl´ıcˇovy´ch pro rozvoj tohoto projektu.
V ra´mci cele´ diplomove´ pra´ce jsem se snazˇil o obecny´ na´hled na konkre´tn´ı rˇesˇene´
proble´my a to takovy´m zp˚usobem, aby byl vy´sledek obecneˇ uplatnitelny´ a vyuzˇitelny´.
Hlavn´ı prˇ´ınos te´to diplomove´ pra´ce vid´ım v rozboru konkre´tn´ıho prˇ´ıpadu s jasneˇ stano-
veny´mi vy´konnostn´ımi parametry a ve stanoven´ı vy´chodisek jednotlivy´ch proble´mu˚ ktere´
je nutne´ v ra´mci rozvoje takove´hoto projektu rˇesˇit.
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Prˇ´ıloha 1 Hardwarova´ konfigurace testovac´ıch stroj˚u
processor : 1
vendor_id : GenuineIntel
cpu family : 6
model : 15
model name : Intel(R) Core(TM)2 Duo CPU E6750 @ 2.66GHz
stepping : 11
cpu MHz : 2666.408
cache size : 4096 KB
physical id : 0
siblings : 2
core id : 1







cpuid level : 10
wp : yes
flags : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca cmov pat pse36 clflush
dts acpi mmx fxsr sse sse2 ss ht tm pbe nx lm constant_tsc arch_perfmon pebs bts pni monitor ds_cpl
vmx smx est tm2 ssse3 cx16 xtpr lahf_lm
bogomips : 5333.09
clflush size : 64
00:00.0 Host bridge: Intel Corporation 82G33/G31/P35/P31 Express DRAM Controller (rev 02)
00:01.0 PCI bridge: Intel Corporation 82G33/G31/P35/P31 Express PCI Express Root Port (rev 02)
00:03.0 Communication controller: Intel Corporation 82G33/G31/P35/P31 Express MEI Controller (rev 02)
00:19.0 Ethernet controller: Intel Corporation 82801I (ICH9 Family) Gigabit Ethernet Controller (rev 02)
00:1a.0 USB Controller: Intel Corporation 82801I (ICH9 Family) USB UHCI Controller #4 (rev 02)
00:1a.1 USB Controller: Intel Corporation 82801I (ICH9 Family) USB UHCI Controller #5 (rev 02)
00:1a.2 USB Controller: Intel Corporation 82801I (ICH9 Family) USB UHCI Controller #6 (rev 02)
00:1a.7 USB Controller: Intel Corporation 82801I (ICH9 Family) USB2 EHCI Controller #2 (rev 02)
00:1b.0 Audio device: Intel Corporation 82801I (ICH9 Family) HD Audio Controller (rev 02)
00:1c.0 PCI bridge: Intel Corporation 82801I (ICH9 Family) PCI Express Port 1 (rev 02)
00:1c.1 PCI bridge: Intel Corporation 82801I (ICH9 Family) PCI Express Port 2 (rev 02)
00:1c.2 PCI bridge: Intel Corporation 82801I (ICH9 Family) PCI Express Port 3 (rev 02)
00:1c.3 PCI bridge: Intel Corporation 82801I (ICH9 Family) PCI Express Port 4 (rev 02)
00:1c.4 PCI bridge: Intel Corporation 82801I (ICH9 Family) PCI Express Port 5 (rev 02)
00:1d.0 USB Controller: Intel Corporation 82801I (ICH9 Family) USB UHCI Controller #1 (rev 02)
00:1d.1 USB Controller: Intel Corporation 82801I (ICH9 Family) USB UHCI Controller #2 (rev 02)
00:1d.2 USB Controller: Intel Corporation 82801I (ICH9 Family) USB UHCI Controller #3 (rev 02)
00:1d.7 USB Controller: Intel Corporation 82801I (ICH9 Family) USB2 EHCI Controller #1 (rev 02)
00:1e.0 PCI bridge: Intel Corporation 82801 PCI Bridge (rev 92)
00:1f.0 ISA bridge: Intel Corporation 82801IH (ICH9DH) LPC Interface Controller (rev 02)
00:1f.2 IDE interface: Intel Corporation 82801IR/IO/IH (ICH9R/DO/DH) 4 port SATA IDE Controller (rev 02)
00:1f.3 SMBus: Intel Corporation 82801I (ICH9 Family) SMBus Controller (rev 02)
00:1f.5 IDE interface: Intel Corporation 82801I (ICH9 Family) 2 port SATA IDE Controller (rev 02)
01:00.0 VGA compatible controller: nVidia Corporation G70 [GeForce 7300 GT] (rev a1)
03:00.0 IDE interface: Marvell Technology Group Ltd. 88SE6101 single-port PATA133 interface (rev b2)
07:01.0 Ethernet controller: Intel Corporation 82543GC Gigabit Ethernet Controller (Copper) (rev 02)
07:03.0 FireWire (IEEE 1394): Texas Instruments TSB43AB22/A IEEE-1394a-2000 Controller (PHY/Link)
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Prˇ´ıloha 2 Celkove´ sche´ma navrhovane´ho zapojen´ı
Obra´zek 9.1: Celkove´ navrhovane´ sche´ma zapojen´ı
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