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Abstract
We present one stable mergesort algorithm, called AdaptiveShiversSort, that exploits the existence
of monotonic runs for sorting efficiently partially sorted data. We also prove that, although this
algorithm is simple to implement, its computational cost, in number of comparisons performed,
is optimal up to a small additive linear term.
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1 Introduction
This article is focused on the study a stable merge sort algorithm, called AdaptiveShiversSort,
which is a variant of the algorithms ShiversSort and AugmentedShiversSort, respectively in-
troduced by Shivers [9] and by Buss and Knop [3].
Like ShiversSort, AugmentedShiversSort and the most well-known TimSort algorithm,
AdaptiveShiversSort is a sorting algorithm based on splitting arrays into monotonic runs,
which are then merged together.
Plain greedy algorithms are already very efficient for splitting the array into a minimal
number of monotonic runs, and there exist a wealth of merging algorithms, i.e., of algorithms
designed for merging two sorted arrays into one sorted array. Hence, our description of the
algorithm AdaptiveShiversSort itself mainly focuses on its merging strategy, i.e., the order in
which monotonic runs are to be merged.
S = ( 12, 10, 7, 5︸ ︷︷ ︸
first run
, 7, 10, 14, 25, 36︸ ︷︷ ︸
second run
, 3, 5, 11, 14, 15, 21, 22︸ ︷︷ ︸
third run
, 20, 15, 10, 8, 5, 1︸ ︷︷ ︸
fourth run
)
Figure 1 A sequence and its run decomposition computed by a greedy algorithm: for each
run, the first two elements determine if it is increasing or decreasing, then it continues with the
maximum number of consecutive elements that preserves the monotonicity.
The idea of starting with a decomposition of the array into monotonic runs already
appears in Knuth’s NaturalMergeSort [5], where increasing runs are sorted using the same
mechanism as in MergeSort. Other merging strategies combined with decomposition into
runs appear in the literature, such as the MinimalSort of [10] (see also [2] for other con-
siderations on the same topic), the well-known TimSort, which was implemented in several
popular programming langugages, and the most recent PeekSort and PowerSort of [7]. All
of them have nice properties: they run in O(n log n) and even O(n + n log ρ), where ρ is
the number of runs, which is optimal in the model of sorting by comparisons [6], using the
classical counting argument for lower bounds.
Some of them even adapt to the run lengths, and not only to the number of runs: if the
array consists of ρ runs of lengths r1, . . . , rρ, then they run in O(n+nH), where H is defined
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as H = H(r1/n, . . . , rρ/n) and H(x1, . . . , xρ) = −
∑ρ
i=1 xi log2(xi) is the binary Shannon
entropy. Since H 6 log2(ρ), this finer upper bound is once again optimal.
However, the question of evaluating the multiplicative constant hidden in the O notation
needs to be addressed too. Therefore, we settle for the following cost model. Since naive
merging algorithms approximately require m + n element comparisons and element moves
for merging two arrays of lengths m and n, and since m+ n element moves may be needed
in the worst case (for any values of m and n), we measure below the complexity in terms
of merge cost [1, 3, 4, 7]: the cost of merging two runs of lengths m and n is defined as
m+n, and we identify the complexity of AdaptiveShiversSort with the sum of the cost of the
mergings processed during an execution of the algorithm.
In that context, the result of [6] can also be refined [2, 7]: in the the model of sorting
by comparisons, at least nH + O(n) comparisons are required in the worst case. The two
sorting algorithms PeekSort and PowerSort designed by Munro and Wild [7] match exactly
this lower bound, since their merge cost (which does not take into account the cost of
identifying monotonic runs of the array) is at most nH + 2n. This places them among the
very best sorting algorithms in their own category.
However, both algorithms require knowing beforehand the total length of the array to be
sorted. Consequently, neither of them falls into the class of k-aware stable sorting algorithm
described by Buss and Knop [3] for any integer k, nor are they adapted for merging streams
of data on the fly.
In what follows, we introduce, describe and analyse the worst-case merge cost of the
algorithm AdaptiveShiversSort, which turns out to be at most nH + O(n). In addition,
AdaptiveShiversSort has the advantage of having a structure that is very similar to that
of TimSort, which means that switching from one algorithm to the other might be essentially
costless in practice.
The algorithm AdaptiveShiversSort is a parameterised algorithm: before sorting an array
or a stream of data, we should first choose an integer parameter c for the algorithm. Hence,
specific parameter values yield specific properties, which we also investigate.
First, choosing c = 1 yields what we call 1 -AdaptiveShiversSort. In spite of its asymp-
totically optimal worst-case merge cost, and unlike the algorithms PeekSort and PowerSort,
this algorithm is 3-aware in the sense of Buss and Knop, and therefore is quite adapted to
stream sorting.
On the other hand, choosing c based on the length of the array to be sorted yields an-
other variant of AdaptiveShiversSort, which we call LengthAdaptiveShiversSort. Like PeekSort
and PowerSort, having to know the input length beforehand disqualifies LengthAdaptiveShiv-
ersSort for being used on streams or being a k-aware algorithm, but it allows matching the
upper bound of nH+ 2n.
This article is structured as follows. First, in Section 2, we provide a short description
of AdaptiveShiversSort. In Sections 3 and 4, prove the above-mentioned upper bound on
the merge cost of AdaptiveShiversSort. Then, in Section 5, we study lower bound on the
merge cost of any algorithm based on merging runs (even in the best case), and we intro-
duce and study the LengthAdaptiveShiversSort algorithm. Finally, in Section 6, we focus on
implementation details that might prove convenient in practice.
2 Algorithm description
Algorithm 1 depicts AdaptiveShiversSort, which is a parameterised algorithm: in addition to
the array to sort, this algorithm also requires a positive integer c as parameter.
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In what follows, the value of the parameter c will be considered as fixed once and for
all. In subsequent sections, we will consider most specifically two choices for the parameter
c, by either setting c = 1 or by setting c = n + 1, where n is the length of the input
to be sorted. We respectively call 1 -AdaptiveShiversSort and LengthAdaptiveShiversSort the
algorithms obtained with these two parameter choices.
Algorithm 1: AdaptiveShiversSort
Input: An array to A to sort, integer parameter c
Result: The array A is sorted into a single run, which remains on the stack.
Note: At any time, we denote the height of the stack S by h and its ith top-most run (for
1 6 i 6 h) by Ri. The length of Ri is denoted by ri, and we set ℓi = ⌊log2(ri/c)⌋.
1 runs ← the run decomposition of A
2 S ← an empty stack
3 while runs 6= ∅ do // main loop of AdaptiveShiversSort
4 remove a run R from runs and push R onto S // #1
5 while true do
6 if h > 3 and ℓ1 > ℓ3 then merge the runs R2 and R3 // #2
7 else if h > 3 and ℓ2 > ℓ3 then merge the runs R2 and R3 // #3
8 else if h > 2 and ℓ1 > ℓ2 then merge the runs R1 and R2 // #4
9 else break
10 while h 6= 1 do merge the runs R1 and R2
Like its counterparts ShiversSort, AugmentedShiversSort and TimSort, the algorithm Adap-
tiveShiversSort is based on discovering monotonic runs and on maintaining a stack of such
runs, which may be merged or pushed onto the stack according to whether the conditions of
cases #1 to #4 apply. In particular, since these conditions only refer to the values of ℓ1, ℓ2
and ℓ3, and since only the runs R1, R2 and R3 may be merged, this algorithm falls within
the class of 3-aware stable sorting algorithms such as described by Buss and Knop [3] as
soon as the choice of c is independent of the input. This is the case of 1 -AdaptiveShiversSort,
but not of other variants such as LengthAdaptiveShiversSort.
Note that the algorithm ShiversSort itself is obtained from 1 -AdaptiveShiversSort by delet-
ing lines 6 and 7 (i.e., the cases #2 and #3), and that AugmentedShiversSort is obtained by
just deleting the line 7 (i.e., the case #3) and replacing the condition ℓ1 > ℓ3 of line 6 by
the condition r1 > r3.
3 Worst-case merge cost analysis
As mentioned in Section 2, AdaptiveShiversSort enjoys excellent worst-case upper bounds in
terms of merge cost, as outlined by the result below.
◮ Theorem 1. The merge cost of AdaptiveShiversSort is bounded above by n (H +∆), where
∆ = 24/5− log2(5) ≈ 2.478.
The remainder of this section is devoted to proving the following weaker variant of
Theorem 1, which already provides us with a n (H + 3) upper bound. The actual proof of
Theorem 1 is postponed to Section 4, where a more detailed complexity analysis will be
performed.
◮ Proposition 2. For every value of the parameter c, the merge cost of AdaptiveShiversSort
is bounded above by n(H+3−{log2(n/c)})−ρ−1, where {x} = x−⌊x⌋ denotes the fractional
part of the real number x.
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In what follows, the value of the parameter c is fixed once and for all. Then, we denote by
r the length of a run R, by ℓ the integer ⌊log2(r/c)⌋ and by λ the real number {log2(r/c)} =
log2(r/c)− ℓ. We adpat readily these notations when the name of the run considered varies,
e.g., we note by r′ the length of the run R′, by ℓ′ the integer ⌊log2(r
′/c)⌋ and by λ′ the real
number {log2(r
′/c)}. In particular, we will commonly denote the stack by (R1, . . . , Rh),
where Rk is the k
th top-most run of the stack. The length of Rk is then denoted by rk, and
we set ℓk = ⌊log2(rk/c)⌋.
With this notation in mind, we first prove two auxiliary results.
◮ Lemma 3. When two runs R and R′ are merged into a single run R′′, we have ℓ′′ 6
max{ℓ, ℓ′}+ 1.
Proof. Without loss of generality, we assume that r 6 r′. In that case, it comes that
2ℓ
′′
c 6 r′′ = r + r′ 6 2r′ < 2× 2ℓ
′+1c = 2ℓ
′+2c, and therefore that ℓ′′ 6 ℓ′ + 1. ◭
◮ Lemma 4. At any time during the execution of the algorithm, if the stack of runs is
S = (R1, . . . , Rh), we have:
ℓ2 6 ℓ3 < ℓ4 < . . . < ℓh. (1)
Proof. The proof is done by induction. First, if h 6 2, there is nothing to prove: this case
occurs, in particular, when the algorithm starts.
We prove now that, if the inequalities of (1) hold at some point, they still hold after
an update on the stack, triggered by any of the cases #1 to #4. This is done by a case
analysis, denoting by S = (R1, . . . , Rh) the stack before the update and by S = (R1, . . . , Rh)
the stack after the update:
If the case #1 just occured, then a new run R1 was just pushed onto the stack; we
have h = h + 1, and Ri = Ri−1 for all i > 2. Since (1) holds in S, we already have
ℓ4 < ℓ5 < . . . < ℓh. Moreover, since Case #1 occured, none of the conditions for
trigerring the cases #2 to #4 holds in S. This means that ℓ1 < ℓ2 < ℓ3 or, equivalently,
that ℓ2 < ℓ3 < ℓ4, which shows that (1) holds in S.
If one of the cases #2 to #4 just occured, then h = h−1, Ri = Ri+1 for all i > 3, and R2
is either equal to R3 (in case #4) or to the result of the merge between the runs R2 and
R3 (in cases #2 and #3). Thanks to Lemma 3, this means that either ℓ2 = ℓ3 (in case
#4) or that ℓ2 6 max{ℓ2, ℓ3} + 1 = ℓ3 + 1. Moreover, since (1) holds in S, we already
have ℓ3 < ℓ3 < ℓ4 < . . . < ℓh. It follows that ℓ2 6 ℓ3 + 1 6 ℓ3, which shows that (1) also
holds in S. ◭
Before going further in the proof of Proposition 2, we first need to classify run merges in
several classes. When merging two runs R and R′ into one bigger run R′′, we say that the
merging of R is expanding if ℓ′′ > ℓ + 1, and is non-expanding otherwise. Hence, we refer
below to the merging of R with R′ and to the merging of R′ with R as if these were two
separate objects. In particular, the merge cost is itself split in two parts: one part, for a
cost of r, is assigned to the merging of R, and the other part, for a cost of r′, is assigned to
the merging of R′.
Then, note that, if ℓ 6 ℓ′, the merging of R with R′ is necessarily expanding. Conse-
quently, when two runs R and R′ are merged, either the merge of R or of R′ is expanding.
In particular, if ℓ = ℓ′, then both merges of R and of R′ must be expanding. Hence, we say
that the merge between R and R′ is intrinsically expanding if ℓ = ℓ′.
◮ Lemma 5. The total cost of expanding merges is at most n(H− {log2(n/c)}) + Λ, where
Λ is defined as Λ =
∑ρ
i=1 riλi.
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Proof. While the algorithm is performed, the elements of a run R of initial length r may
take part to at most
⌊log2(n/c)⌋− ℓ = (log2(n/c)−{log2(n/c)})− (log2(r/c)−λ) = log2(n/r)+λ−{log2(n/c)}
expanding merges. Consequently, if the array is initially split into runs of lengths r1, . . . , rρ,
the total cost of expanding merges is at most
ρ∑
i=1
ri (log2(n/ri) + λi − {log2(n/c)}) = n(H− {log2(n/c)}) + Λ.
◭
It remains to prove that the total cost of non-expanding merges is at most 3n− Λ − ρ.
This requires further splitting sequences of merges based on the case that triggered these
merges. Hence, when discussing the various merges that may arise, we also call #k-merge
every merge triggered by a case #k.
Now, we define the starting sequence of a runR as the (possibly empty) maximal sequence
of consecutive #2-merges that follows immediately the push of R onto the stack. We call
middle sequence of R the maximal sequence of consecutive #2- and #3-merges that follows
the starting sequence of R, critical merge of R the #4-merge that immediately follows the
middle sequence of R, and ending sequence of R the maximal sequence of consecutive merges
that follows the critical merge of R and precedes the next run push. If the middle sequence
of R is followed by a push run (or by exiting the main loop of 1 -AdaptiveShiversSort), then
the critical merge of R simply does not exist, and the ending sequence of R is then defined
as the empty sequence.
Below, we also call non-expanding cost of a sequence of merges the total cost of the
non-expanding merges included in this sequence. Before looking more closely at the non-
expanding cost of the starting, middle and ending sequences, we first prove invariants similar
to that of Lemma 4.
◮ Lemma 6. Every middle sequence consists only of #3-merges, and every ending sequence
consists only of #4-merges.
Proof. Let Mmid be a middle sequence. By construction, it can contain #2-merges and
#3-merges only. Hence, we just need to prove that it cannot contain #2-merges, i.e., that
ℓ1 < ℓ3 at any time during the sequence (including just before it starts). This statement is
proved by induction.
First, the sequence starts with a #3-merge, which means precisely that ℓ1 < ℓ3 just
before it starts. Then, we prove that, if the inequality ℓ1 < ℓ3 holds at some point, it still
holds after a #3-merge. Indeed, let us denote by S = (R1, . . . , Rh) the stack before the
merge and by S = (R1, . . . , Rh) the stack after the merge.
We have R3 = R4 and R1 = R1. Hence, it follows from Lemma 4 that ℓ1 = ℓ1 < ℓ3 <
ℓ4 = ℓ3, which proves that Mmid consists only of #3-merges.
Similarly, let Mend be an ending sequence. This time, we need to prove that it cannot
contain #2-merges or #3-merges, i.e., that ℓ1 < ℓ3 and ℓ2 < ℓ3 at any time during the
sequence. We also proceed by induction. First, if Mend is non-empty, then the critical
merge of R exists, and it is a #4-merge. This means that ℓ1 < ℓ3 and ℓ2 < ℓ3 just before
that merge occurs.
Then, we prove that, if the inequalities ℓ1 < ℓ3 and ℓ2 < ℓ3 hold at some point, they
still hold after a #4-merge. Indeed, let us denote again by S and S the stacks before
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and after the merge. We have R3 = R4, R2 = R3, and R1 is the result of the merges
of R1 and R2. Moreover, the S cannot satisfy the conditions for Cases #2 or #3, which
means that ℓ1 < ℓ3 and ℓ2 < ℓ3. Hence, and due to Lemmas 3 and 4, it follows that
ℓ1 6 max{ℓ1, ℓ2}+ 1 6 ℓ3 < ℓ4 = ℓ3 and that ℓ2 = ℓ3 < ℓ4 = ℓ3. ◭
◮ Lemma 7. Every middle or ending sequence contains intrinsically expanding merges only.
Proof. Let m be a merge of the middle or ending sequence of a run R, and let S =
(R1, . . . , Rh) be the stack just before the merge occurs:
If m belongs to the middle sequence of R, then Lemma 6 proves that it is a #3-merge,
between the runs R2 and R3, such that ℓ2 6 ℓ3 (because of Lemma 4) and ℓ3 6 ℓ2
(because it is a #3-merge). Consequently, this merge is intrinsically expanding.
If m belongs to the ending sequence of R, then Lemma 6 proves that it is a #4-merge,
between the runs R1 and R2, such that ℓ1 6 ℓ2 (because of Lemma 8) and ℓ2 6 ℓ1
(because it is a #4-merge). Consequently, this merge is also intrinsically expanding. ◭
◮ Lemma 8. At any time during an ending sequence, we have ℓ1 6 ℓ2.
Proof. Lemma 6 states that the ending sequence consists only of #4-merges. Hence, we
just need to prove that the inequality ℓ1 6 ℓ2 must hold after any #4-merge.
Indeed, let S = (R1, . . . , Rh) the stack before the merge and by S = (R1, . . . , Rh) the
stack after the merge: we have R2 = R3, and R1 is the result of the merges of R1 and R2.
Moreover, since the conditions for Cases #2 and #3 are not satisfied by S, we have ℓ1 < ℓ3
and ℓ2 < ℓ3. It follows from Lemma 3 that ℓ1 6 max{ℓ1, ℓ2}+ 1 6 ℓ3 = ℓ2. ◭
◮ Lemma 9. For all real numbers x such that 0 6 x 6 1, we have 21−x 6 2− x.
Proof. Every function of the form x 7→ exp(tx), where t is a fixed real parameter, is convex.
Therefore, the function f : x 7→ 21−x − (2 − x) is convex too. It follows, for all x ∈ [0, 1],
that f(x) 6 max{f(0), f(1)} = 0, which completes the proof. ◭
With the help of these auxiliary results, we may now prove the following statement,
whose proof is also the most technical one in this section.
◮ Lemma 10. The total non-expanding cost of the critical merge (if it exists) and of the
starting, middle and ending sequences of a run R is at most (2− λ)r − 1.
Proof. Let S = (R,R2, . . . , Rh) be the stack just after the run R has been pushed, and let
k be the largest integer such that ℓk 6 ℓ. We will respectively denote by Mstart, Mmid and
Mend the starting, middle and ending sequences of R, and by Mcr the critical merge of R.
The starting sequence Mstart consists in merging the run R2 with R3, then merging the
resulting run successively with R4, R5, . . . , Rk. Due to Lemma 4, the non-expanding merges
ofMstart involve at most once each of the runs R3, . . . , Rk, when these are first merged. Let
k′ be the largest integer, if any, such that the first merge of Rk′ is non-expanding, and let R
∗
be the run into which Rk′ is merged. Then, all runs R2, . . . , Rk′ are merged into that run,
and thus the non-expanding cost ofMstart is at most r3+ . . .+rk′−1+rk′ = r
∗−r2 6 r
∗−1.
Since ⌊log2(r
∗/c)⌋ = ℓk′ 6 ℓ, it even follows that r
∗ < 2ℓ+1c = 21−λr, and therefore the
non-expanding cost of Mstart is at most 2
1−λr − 1.
Then, Lemma 7 ensures that the sequences Mmid and Mend contain expanding merges
only, hence their non-expanding cost is 0.
Finally, assume that the critical merge Mcr exists and is non-expanding, and let also
S = (R1, . . . , Rh) be the stack just before it occurs. Note that R1 = R. Then, it must
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be the case that ℓ = ℓ1 > ℓ2. Moreover, if the starting sequence Mstart had a non-zero
non-expanding cost, then the above-defined run R∗ turns out to be entirely contained in the
run R2. It follows that r + r
∗ 6 r + r2 < 2
ℓ+1c = 21−λr.
Let us gather the above results. First, the starting sequenceMstart has a non-expanding
cost r∗ − 1 6 21−λr − 1. Then, the non-expanding costs of both sequences Mmid and
Mend are equal to 0. Finally, if the merge Mcr is well-defined and non-expanding, its
non-expanding cost is exactly r, and we also have r + r∗ − 1 6 21−λr − 1.
Hence, in all cases, it the total non-expanding cost of the sequences Mstart, Mmid and
Mend and of Mcr is at most 2
1−λr − 1. Using Lemma 9 completes the proof. ◭
We may now conclude with the proof of our main result.
Proof of Proposition 2. Lemma 5 states that the total cost of expanding merges is at most
nH + Λ. Then, Lemma 10 states that the total non-expanding cost of the critical merge
and of the starting, middle and ending sequences of a given run R is at most (2 − λ)r − 1.
Hence, and taking all runs into account, the total non-expanding cost of these sequences is
at most 2n− Λ− ρ.
It remains to take care of the non-expanding cost of the runs merged in line 10 of
Algorithm 1. The merges performed in line 10 are the same merges as those that would
occur in the starting sequence of an additional (fictitious) run of length n that we would have
appended to our array. Performing the analysis of Lemma 10 in that special case proves
that the total non-expanding cost of these merges is at most n−1. This completes the proof
of Proposition 2. ◭
4 A refined worst-case merge cost analysis
We focus now on proving Theorem 1. Like the proof of Proposition 2, the proof we draw
below relies on Lemmas 3 and on proofs on invariants and on the dynamics of the algorithm,
which are provided in Lemmas 4, 6 and 8.
However, since we look for a finer upper bound on the total merge cost of the algorithm,
we will forget the distinction between expanding and non-expanding merge costs, although
we will reuse the notion of intrinsically expanding merge. Instead, we shall rely on the
following notion of potential or a run, which will allow a precise evaluation or the merge
costs.
◮ Definition 11. Let Φ : [0, 1] 7→ R be the function defined by Φ : x 7→ max{(2−5x)/3, 1/2−
x, 0}. Let also R be a run of length r, and let ℓ ∈ Z and r• ∈ [0, 1) be defined by the relation
r = 2ℓ(1 + r•)c. We define the potential of the run R as the real number
Pot(R) =
{
2ℓΦ(r•) c− ℓ r if R is in the stack;
2ℓ+1 c− ℓ r if R has not yet been pushed onto the stack.
At each step of the algorithm, some runs have been put into the stack, and may even
result from the merging of previous runs. Other runs may not have been discovered yet, and
therefore have not yet been pushed onto the stack. Hence, we define the global potential of
that step as as the sum of the individual potentials of the runs, which may or may not have
been put onto the stack.
A first case where the variation of global potential fits well merge costs is the case where
two runs of similar lengths are merged with each other.
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◮ Lemma 12. Consider some intrinsically expanding merge between two runs R and R′,
during an execution of the algorithm. Let Potbefore and Potafter be the respective global
potentials before and after the merge, and let mc be the cost of that merge. It holds that
Potbefore > Potafter + mc.
Proof. Since our merge is intrinsically expanding, it means that ℓ = ℓ′ Let R′′ be the run
obtained by merging R and R′. Observe that r′′ = r+ r′ = 2ℓ(2 + r• + r
′
•)c = 2
ℓ′′(1 + r′′• )c,
where ℓ′′ = ℓ+ 1 and r′′• = (r• + r
′
•)/2.
Since Φ is a maximum of affine functions, it is itself convex, hence 2Φ(r′′• ) 6 Φ(r•)+Φ(r
′
•).
It follows that
Potbefore −Potafter = (2
ℓΦ(r•) c− ℓ r) + (2
ℓ′ Φ(r′•) c− ℓ
′ r′)− (2ℓ
′′
Φ(r′′• ) c− ℓ
′′ r′′)
= 2ℓ (Φ(r•) + Φ(r
′
•)− 2Φ(r
′′
• )) c+ (r + r
′) > r + r′ = mc.
◭
Unfortunately, not all merges are covered by Lemma 12. Yet, Lemmas 4, 6 and 8 provide
us with a description of the dynamics of AdaptiveShiversSort, which will allow us to deal with
all other stack modifications due to cases #1 to #4.
Indeed, and although variations of global potential might not be a proper estimation of
the cost of single merges, we can still cluster merges into groups whose total cost is well
approached by variations of global potential. These groups are the following variant of
starting, middle and ending sequences.
◮ Definition 13. We call cluster sequence of a run R the sequence of merges formed of those
merges that belong to the starting sequence of R and of the critical merge of R (if it exists).
Note, although this might not sound a priori obvious, that the cluster sequence of a run
R is formed of consecutive merges only. This is a consequence of the following result, which
refines Lemma 6.
◮ Lemma 14. If the middle sequence of a run R is non-empty, then the critical merge of R
does not exist, and the ending sequence of R is empty.
Proof. We just need to prove that no #4-merge can follow a #3-merge. Indeed, let m
be a #3-merge. We denote by S = (R1, . . . , Rh) the stack before m occurs and by S =
(R1, . . . , Rh) the stack after m occurred.
Since m is a #3-merge, it must be the case that ℓ1 < ℓ3 6 ℓ2. Then, we have r1 = r1
and r2 = r2 + r3 > r2, and therefore ℓ2 > ℓ2 > ℓ1 = ℓ1. Hence, no #4-merge can follow the
merge m. ◭
Before going further, we mention one technical lemma that will be useful in subsequent
computations.
◮ Lemma 15. For all real numbers x such that 0 6 x 6 1, we have 1 > x+2Φ(x/2)−Φ(x) >
x+Φ(x).
Proof. First, since the function Φ is non-increasing, the inequality x + 2Φ(x/2) − Φ(x) >
x + Φ(x) is immediate. Moreover, Φ is affine on each of the intervals [0, 1/4], [1/4, 1/2]
and [1/2, 1], and therefore so is the function f : x 7→ x + 2Φ(x/2) − Φ(x). It follows
that f(x) 6 max{f(0), f(1/4), f(1/2), f(1)} = 1 whenever 0 6 x 6 1, which means that
1 > x+ 2Φ(x/2)− Φ(x). ◭
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◮ Lemma 16. Consider some run R that is to be pushed onto the stack, and let Mcluster be
the cluster sequence of R. Let Potbefore and Potafter be the respective global potentials just
before Mcluster starts and just after it ends. Let also mc be the total merge cost of Mcluster.
It holds that Potbefore > Potafter + mc.
Proof. Let S = (R1, . . . , Rh) and S
′ = (R′1, . . . , R
′
h′) be the respective stacks obtained just
before pushing R and just after the cluster sequence of R ends. Let also k = max{i |
2 6 i 6 h and ℓi 6 ℓ}, or k = 1 if ℓ < ℓ3. For the sake of convenience, we further set
∆Pot = Potbefore −Potafter.
Note, due to Lemma 4, that ℓk > ℓi+(k− i) for all i 6 k, and therefore that, at the end
of the starting sequence of R, all runs R1, . . . , Rk were merged into a single run R such that
r = r1 + . . .+ rk and ℓk 6 ℓ 6 ℓk + 1.
Unfortunately, we shall now distinguish four cases, depending on whether the critical
merge Mcr of R exists and, if it does, whether ℓ = ℓk and whether Mcr is expanding for R.
1. If Mcr does not exist, then mc =
∑k
i=1(k + 1 − i)ri − r1. Furthemore, we know that
r′1 = r, that r
′
2 = r and that r
′
j = rj+k−2 for all j > 3. Moreover, in that case, we know
that ℓ′2 > ℓ
′
1 = ℓ > ℓk. If follows that ℓ
′
2 = ℓ+ 1 and therefore that ℓ
′
2 > ℓi + (k + 1− i)
for all i 6 k. Thus, we observe that
∆Pot = 2
ℓ+1 c− 2ℓΦ(r•) c− 2
ℓ′
2 Φ(r′2•) c+
∑k
i=1
(
(ℓ′2 − ℓi)ri + 2
ℓi Φ(ri•) c
)
> 2ℓ+1 c− 2ℓΦ(r•) c− 2
ℓ+1Φ(r′2•) c+
∑k
i=1(k + 1− i)ri
> mc + 2ℓ (2− Φ(r•)− 2Φ(r
′
2•)) c
> mc since Φ(x) 6 2/3 whenever 0 6 x 6 1.
2. If Mcr exists, then mc = r +
∑k
i=1(k + 2 − i)ri − r1, and we know that r
′
1 = r + r and
that r′j = rj+k−1 for all j > 2. If, furthermore, Mcr is non-expanding for R, then this
means that ℓ′1 = ℓ > ℓ+ 1. Thus, we also observe that
∆Pot = (ℓ
′
1 − ℓ)r + 2
ℓ+1 c− 2ℓ
′
1 Φ(r′1•) c+
∑k
i=1
(
(ℓ′1 − ℓi)ri + 2
ℓi Φ(ri•) c
)
> 2ℓ+1 c− 2ℓΦ(r′1•) c+
∑k
i=1(k + 1− i)ri
> mc + 2ℓ (1− Φ(r′1•)− r
′
1•) c
> mc thanks to Lemma 15.
3. If Mcr exists and ℓ = ℓk, then ℓ = ℓ and ℓ
′
1 = ℓ + 1. In that case, it also holds that
rk• 6 r• and that r• 6 r• + r• = 2r
′
1•. Hence, since Φ is decreasing, we know that
Φ(r′1•) 6 Φ(r•/2). In that case, it follows that
∆Pot = (ℓ
′
1 − ℓ)r + 2
ℓ+1 c− 2ℓ
′
1 Φ(r′1•) c+
∑k
i=1
(
(ℓ′1 − ℓi)ri + 2
ℓi Φ(ri•) c
)
> r + 2ℓ+1 c− 2ℓ+1Φ(r′1•) c+ 2
ℓΦ(rk•) c+
∑k
i=1(k + 1− i)ri
> mc− r′1 + r + 2
ℓ+1 c− 2ℓ+1Φ(r′1•) c+ 2
ℓ Φ(rk•) c
> mc + 2ℓ (1− r• +Φ(r•)− 2Φ(r•/2)) c
> mc thanks to Lemma 15.
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4. If mc exists, is expanding for R, and ℓ > ℓk, then ℓ
′
1 > ℓ+ 1 > ℓk + 2, hence we observe
that
∆Pot = (ℓ
′
1 − ℓ)r + 2
ℓ+1 c− 2ℓ
′
1 Φ(r′1•) c+
∑k
i=1
(
(ℓ′1 − ℓi)ri + 2
ℓi Φ(ri•) c
)
> r + 2ℓ+1 c− 2ℓ+1Φ(r′1•) c+
∑k
i=1(k + 2− i)ri
> mc + 2ℓ+1 (1− Φ(r′1•)) c
> mc since Φ(x) 6 2/3 whenever 0 6 x 6 1.
◭
Throughout the main loop of AdaptiveShiversSort, every merge belongs either to a cluster
sequence or to a middle or ending sequence. In the latter cases, that merge is intrinsically
expanding. Therefore, Lemmas 12 and 16 prove that the total merge cost of the main loop
is bounded from above by the variation of global potential between the beginning and the
end of that main loop.
Hence, it remains to study merges that occur in line 10 of Algorithm 1. This is the object
of the next result.
◮ Lemma 17. Let Potbefore and Potafter be the respective global potentials just before line 10
starts and just after it ends. Let also mc be the total cost of the merges taking place in line 10.
It holds that Potbefore + n > Potafter + mc, where n is the length of the array to be sorted.
Proof. Let S = (R1, . . . , Rh) and S
′ = (R′1) be the respective stacks obtained just before
and just after line 10. Once again, let also ∆Pot = Potbefore −Potafter.
Lemma 4 proves that ℓh > ℓi + (h− i) for all i 6 h, and therefore that ℓh +1 > ℓ
′
1 > ℓh.
Furthermore, we know that r′1 = n = r1 + . . .+ rh and that mc =
∑h
i=1(h+ 1− i)ri − r1.
This time, we shall distinguish two cases, depending on whether ℓh = ℓ
′
1.
1. If ℓ′1 = ℓh + 1, and since Φ(x) 6 2/3 for all x, we observe that
∆Pot + n = r
′
1 − 2
ℓ′
1 Φ(r′1•) c+
∑k
i=1
(
(ℓ′1 − ℓi)ri + 2
ℓi Φ(ri•) c
)
> r′1 − 2
ℓ′
1 Φ(r′1•) c+
∑k
i=1(h+ 1− i)ri
> mc + 2ℓ
′
1 (1 + r′1• − Φ(r
′
1•)) c
> mc.
2. If ℓ′1 = ℓh, then rh• 6 r
′
1•, and therefore Φ(rh•) > Φ(r
′
1•). Thus, we observe that
∆Pot + n = r
′
1 − 2
ℓ′
1 Φ(r′1•) c+
∑k
i=1
(
(ℓ′1 − ℓi)ri + 2
ℓi Φ(ri•) c
)
> r′1 − 2
ℓ′
1 Φ(r′1•) c+ 2
ℓh Φ(rh•) c+
∑k
i=1(h− i)ri
> mc + r′1 −
∑k
i=1ri + 2
ℓ′
1 (Φ(rh•)− Φ(r
′
1•)) c
> mc.
◭
Before concluding this section, we shall first prove another technical lemma.
◮ Lemma 18. For all real numbers x such that 0 6 x 6 1, we have
log2(1 + x) + Φ(x)/(1 + x) > log2(5)− 9/5.
Proof. Let f(x) = log2(1 + x) + Φ(x)/(1 + x). Since Φ is affine on each of the intervals
[0, 1/4], [1/4, 1/2] and [1/2, 1], we treat these intervals separately.
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1. If 0 6 x 6 1/4, then Φ(x) = (2− 5x)/3, hence
(1 + x)2f ′(x) = (1 + x) log2(e)− 7/3 6 5/4 log2(e)− 7/3 ≈ −0.5,
and therefore f(x) > f(5/4) = log2(5)− 9/5.
2. If 1/4 6 x 6 1/2, then Φ(x) = 1/2− x, hence
(1 + x)2f ′(x) = (1 + x) log2(e)− 3/2 > 5/4 log2(e)− 3/2 ≈ 0.3,
and therefore f(x) > f(5/4) = log2(5)− 9/5 too.
3. If 1/2 6 x 6 1, then Φ(x) = 0, hence f(x) = log2(1 + x) > f(1/2) > log2(5)− 9/5.
◭
Like in Section 3, we may now conclude with the proof of Theorem 1.
Proof of Theorem 1. Let Potstart and Potend be the respective global potentials when the
algorithm starts and when it ends, and let mc be the total merge cost of AdaptiveShiversSort.
The potential of a run R that has not yet been pushed onto the stack is
Pot(R) = 2ℓ+1 c− ℓ r
= (2/(1 + r•)− log2(r/c) + log2(1 + r•)) r
> (2− log2(r/c)) r by applying Lemma 9 to x = log2(1 + r•).
Hence, it the array to be sorted consists of ρ runs of lengths r1, . . . , rρ, we have
Potstart =
∑ρ
i=12ri − ri log2(ri/c)
= (2− log2(n/c))n−
∑ρ
i=1ri log2(ri/n)
= (2− log2(n/c) +H)n.
Moreover, if we let ℓˆ ∈ Z and n• ∈ [0, 1) such that n = 2
ℓˆ(1 + n•)c, then
Potend = 2
ℓˆΦ(n•) c− ℓˆn = (Φ(n•)/(1 + n•)− ℓˆ)n.
Hence, it follows from Lemmas 12, 16 and 17 that
mc 6 Potstart −Potend + n
6 (3− log2(n/c) +H+ ℓˆ− Φ(n•)/(1 + n•))n
6 (3 +H− log2(1 + n•)− Φ(n•)/(1 + n•))n
6 (H + 24/5− log2(5))n thanks to Lemma 18.
◭
5 Best-case and worst-case merge costs
In the introduction, we mentioned several points which suggest that, in some cases, Adap-
tiveShiversSort may be more suitable than PowerSort. However, the worst-case merge cost of
PowerSort is only of n(H + 2), whereas the above analysis only proves that the merge cost
of AdaptiveShiversSort is bounded above by (nH + ∆). Hence, in cases where H is small,
PowerSort might be the best option. Furthermore, in other cases than the worst case, we do
have little information on the relative costs of AdaptiveShiversSort and of PowerSort.
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We address the above problems as follows. First, we refine slightly the analysis of [6, 2, 7]
to derive lower bounds on the best-case merge cost of any policy for merging runs. Then,
we prove that the worst-case merge cost of PowerSort is actually optimal. Finally, we
study LengthAdaptiveShiversSort, which is the special case of AdaptiveShiversSort obtained by
setting c = n+1, as mentioned in Section 2; there, we prove that LengthAdaptiveShiversSort
also matches the worst-case optimal merge cost of PowerSort.
5.1 Best-case merge cost
In this section, we address the following problem. Consider two integers n and ρ, and a
sequence r = (r1, . . . , rρ) of run lengths that sum up to n = r1+ . . .+ rρ. Let also Sr be the
set of sequences whose entries form a permutation of the set {1, 2, . . . , n} and which can be
decompose into ρ increasing runs of respective lengths r1, . . . , rρ. What is the best merge
cost of any merging strategy on sequences sampled from Sr?
A first result is given by Lemma 19 below, which is a slight refinement of results from [6,
2, 7], and which paves the way towards Proposition 20.
◮ Lemma 19. Let A be a sorting algorithm based on comparing elements pairwise. Let also
the integers n and ρ, the sequence r and the set Sr be defined as above. The average number
of comparisons performed by algorithm A, when working on sequences sampled uniformly at
random from the set Sr, is at least n(H− Ξ)− (ρ− 1), where Ξ = e log2(e)/8 ≈ 0.49.
Proof. For any sequence s ∈ Sr, let op(s) be the number of comparisons performed by
algorithm A when sorting s. Let also 〈op〉 =
∑
s∈Sr
op(s)/|Sr| be the average number of
comparisons performed by A. Looking at the decision tree formed by the outputs of these
comparisons, and since the function x 7→ 2−x is convex, it comes that
|Sr|2
−〈op〉
6
∑
s∈Sr
2−op(s) 6 1.
It remains to evaluate |Sr|. First, it follows from the definition of Sr that |Sr| =
n!/
∏ρ
i=1 ri!, and Stirling approximation [8] further states that 2k
ke−k 6 k! 6 kk+1/2e1−k
for all k > 1. Then, consider the function f : x 7→ x (log2(n/x)/2 + log2(e)− 1). Since
f ′(x) = log2(en/(4x))/2 > 0 if and only if x 6 en/4, we know that f(ρ) 6 f(en/4) =
en log2(e)/8. Hence, it follows from the concavity of the function x 7→ log2(x) and from the
fact that r1 + . . .+ rρ = n that
〈op〉 > log2 (|Sr|) > nH+ 1−
∑ρ
i=1 (log2(ri)/2 + log2(e))
> nH+ 1− ρ (log2(n/ρ)/2 + log2(e)) = nH− (ρ− 1)− f(ρ)
> n(H− e log2(e)/8)− (ρ− 1).
◭
◮ Proposition 20. The merge cost of any merging strategy is at least n(H− Ξ).
Proof. Let S be a merging strategy, which does not need to be deterministic, and let mc
be its merge cost, in the best case. Of course, always merging runs in the same order as in
that best case yields a strategy whose merge cost is always mc. Hence, we assume from now
on that the merge cost mc is the same for all executions of S.
Let also A be the sorting algorithm obtained by following the strategy S and using a
naive merging procedure, with m + n − 1 element comparisons, when merging two runs of
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lengths m and n. Observe that, when sorting any sequence s chosen from Sr, the algorithm
S requires exactly mc − (ρ − 1) element comparisons. It follows from Lemma 19 that
mc > 〈op〉+ (ρ− 1) > n(H− Ξ). ◭
Note here that the lower bound that we found matches quite well the worst-case merge
costs of both PowerSort and AdaptiveShiversSort. In particular, and independently of the
sequence to be sorted, the merge cost of PowerSort (respectively, AdaptiveShiversSort) lies
between n(H− Ξ) and n(H+ 2) (respectively, n(H+∆)).
This shows, among others, that both PowerSort and AdaptiveShiversSort are very close
to optimal when H is large. When H is small, however, the respective performances of
PowerSort and AdaptiveShiversSort are still worth investigating. In particular, and given the
tiny margin of freedom between these lower and upper bounds, it becomes meaningful to
check whether our upper bounds are indeed optimal.
5.2 Optimality of worst-case merge costs
In this Section, we prove that the worst-case merge cost of PowerSort is optimal, whereas
the worst-case merge cost of AdaptiveShiversSort is not optimal, with the following precise
meaning.
◮ Proposition 21. Let S be a merging strategy. Assume that there exist real constants α
and β such that the merge cost of S can be bounded above by n(αH + β). Then, we have
α > 1 and β > 2.
Proof. First, Proposition 20 proves, by considering arbitrarily large values of H, that α > 1.
Second, let n > 3 be some integer, and consider the sequence of run lengths r = (1, n−
2, 1). For every sequence s ∈ Sr, we have nH = 2 log2(n) + (n − 2) log2 (1 + 2/(n− 2)) 6
2 log2(n) + 2. However, every merging strategy has a merge cost 2n− 1 when merging the
runs of s. Hence, by considering arbitrarily large values of n, it follows that β > 2. ◭
Note that Proposition 21 indeed proves that the worst-case merge cost of PowerSort is
optimal, since it matches the upper bound of n(αH + β) with α = 1 and β = 2. Address-
ing the optimality of the worst-case merge cost of AdaptiveShiversSort requires considering
another example.
◮ Proposition 22. Let c be a fixed parameter value, and let β be a real constant such that
the merge cost of AdaptiveShiversSort can be bounded above by n(H + β) when n is large
enough. Then, we have β > ∆.
Proof. Let k > 2 some integer. Consider the sequence of run lengths r = (1, 2k+1c −
4, 1, 2kc, 1, 2k+1c, 1). For every sequence s ∈ Sr, we have n = 5 · 2
kc and
nH =
∑7
i=1 log2(n/ri) ri
= 4 log2(n) + log2(n/r2) r2 + log2(5)n/5 + log2(5/2) 2n/5
= n (log2(5)/5 + 4 log2(5/2)/5 + o(1))
= n (log2(5)− 4/5 + o(1)) .
On the other hand, the merge cost of AdaptiveShiversSort is equal to mc = 4n − 9 =
n (4 + o(1)). Since mc 6 n(H+β), it follows that β > 4−(log2(5)−4/5) = 24/5−log2(5). ◭
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5.3 Improving the worst-case merge cost of AdaptiveShiversSort
As mentioned in the previous section, when c is fixed a priori, and in particular when we
set c = 1, the worst-case merge time of AdaptiveShiversSort is not optimal. This is not
very surprising since, unlike PowerSort, the algorithm AdaptiveShiversSort cannot take into
account the total length of the input until that end is indeed reached. Hence, an option
is to consider variants of AdaptiveShiversSort that may use the input length when starting
processing a sequence.
Such a variant is LengthAdaptiveShiversSort, where the parameter value is set to the
length of the array to be sorted, plus one. In other words, when sorting an array of length
n, LengthAdaptiveShiversSort is nothing but the algorithm (n+ 1) -AdaptiveShiversSort.
Then, Proposition 2 leads directly to the following result.
◮ Proposition 23. The merge cost of LengthAdaptiveShiversSort is bounded above by n(H+2).
Proof. Proposition 2 states that LengthAdaptiveShiversSort has a merge cost mc 6 n(H +
3− {log2(n/(n+ 1))})− ρ− 1. Since
{log2(n/(n+ 1))} = log2(n/(n+ 1))− ⌊log2(n/(n+ 1))⌋ = 1− log2(1 + 1/n) > 1− 2/n,
it follows that mc 6 n(H+ 2)− ρ+ 1 6 n(H + 2). ◭
6 Implementation details
Here, and based on the above study, we focus on several implementation details of Adap-
tiveShiversSort.
6.1 Splitting loops of lines 5 to 9
This first remark follows directly from the classification of merges in starting, middle and
ending sequences and from Lemma 6. It suggests replacing the loop that runs from lines 5
to 9 with three successive loops, thereby obtaining Algorithm 2, which is equivalent to
Algorithm 1.
Algorithm 2: AdaptiveShiversSort – Alternative version
Input: An array to A to sort, parameter c
Result: The array A is sorted into a single run, which remains on the stack.
Note: At any time, we denote the height of the stack S by h and its ith top-most run (for
1 6 i 6 h) by Ri. The length of Ri is denoted by ri, and we set ℓi = ⌊log2(ri/c)⌋.
1 runs ← the run decomposition of A
2 S ← an empty stack
3 while runs 6= ∅ do // main loop of AdaptiveShiversSort
4 remove a run r from runs and push r onto S // #1
5 while h > 3 and ℓ1 > ℓ3 do merge the runs R2 and R3 // #2
6 while h > 3 and ℓ2 > ℓ3 do merge the runs R2 and R3 // #3
7 while h > 2 and ℓ1 > ℓ2 do merge the runs R1 and R2 // #4
8 while h 6= 1 do merge the runs R1 and R2
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6.2 Stack size
This second remark is a side effect of Lemma 4, thanks to which we can derive the following
upper bound on the size of the stack maintained throughout the algorithm. This upper
bound has obvious consequences on real-world implementations of AdaptiveShiversSort, since
the stack size may be evaluated a priori from the knowledge of (an upper bound on) n, which
allows simulating the stack on a fixed-size array. Note that, when the value n is known, one
should always prefer LengthAdaptiveShiversSort to other variants of AdaptiveShiversSort.
◮ Proposition 24. At any time during the execution of AdaptiveShiversSort, the stack size
is at most ⌈log2(n)⌉+ 1.
Proof. An immediate consequence of Lemma 4 is that ℓi > ℓ3 + (i − 3), and thus that
ri > 2
i−3, for all i > 3. It follows that n > r1 + . . .+ rh > 2 +
∑h
i=3 2
i−3 = 2h−2 + 1. This
implies that h < log2(n) + 2, which proves Proposition 24. ◭
6.3 Comparing integers ℓ and ℓ′
This third remark is low-level oriented: having to store the values ℓi or to recompute them
on the fly whenever needed, from the formula ℓi = ⌊log2(ri)⌋, might be bothersome. Fortu-
nately, given three integers r, r′ and c, checking whether ℓ > ℓ′ is made very easy by the
use of boolean integer operations, such as the bitwise xor function.
Algorithm 3: Comparing ℓ and ℓ′
Input: Integers r, r′ and c
Result: true if ⌊log
2
(r/c)⌋ > ⌊log
2
(r′/c)⌋, and false otherwise.
1 if r > r′ then
2 return true
3 else if r > c then // impossible in LengthAdaptiveShiversSort
4 q ← ⌊r/c⌋
5 q′ ← ⌊r′/c⌋
6 return q > (q xor q′)
7 else // impossible in 1 -AdaptiveShiversSort
8 q ← ⌊(c− 1)/r⌋
9 q′ ← ⌊(c− 1)/r′⌋
10 return q′ > (q xor q′)
◮ Lemma 25. Let x and y be two real numbers such that x > y > 1. Let also xˆ = ⌊x⌋ and
yˆ = ⌊y⌋. It holds that ⌊log2(y)⌋ > ⌊log2(x)⌋ if and only if xˆ > (xˆ xor yˆ).
Proof. Let ℓx = ⌊log2(x)⌋ and ℓy = ⌊log2(y)⌋. Since x > y > 1, we know that ℓx > ℓy > 0.
Then, since 2ℓx 6 x < 2ℓx+1, we also know that 2ℓx 6 xˆ < 2ℓx+1, which means that xˆ is a
(ℓx + 1)-bit integer. Similarly, yˆ is a (ℓy + 1)-bit integer.
Hence, if ℓx = ℓy, the integer xˆ xor yˆ uses at most ℓx bits, because its (ℓx +1)
th bit is a
0, and therefore xˆ > (xˆ xor yˆ) in that case. On the contrary, if ℓx < ℓy, then xˆ xor yˆ uses
ℓy + 1 bits, and thus xˆ < (xˆ xor yˆ) in that case. ◭
◮ Proposition 26. When given positive integers r, r′ and c as input, Algorithm 3 returns
true if ℓ > ℓ′, and false otherwise.
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Proof. Let ℓ = ⌊log2(r/c)⌋ and ℓ
′ = ⌊log2(r
′/c)⌋. First, if r > r′, it is certain that ℓ > ℓ′.
Hence, we assume that r < r′, and therefore that ℓ 6 ℓ′. If r′ > r > c, then Lemma 25
proves that ℓ > ℓ′ if and only if q > (q xor q′). Then, if r′ > c > r, we have q > 1 and
q′ = 0, hence q′ < (q xor q′). Hence, it remains to treat the case where c > r′ > r.
In that case, we have q = ⌊(c − 1)/r⌋ and q′ = ⌊(c − 1)/r′⌋. Let ℓ• = ⌊log2(q)⌋ and
ℓ′• = ⌊log2(q
′)⌋. Since c − 1 > r, we have q > 1. It follows that 2ℓ• 6 q 6 2ℓ•+1 − 1, and
therefore that 2ℓ• 6 q 6 (c−1)/r < q+1 6 2ℓ•+1. This proves that 2ℓ•r 6 c−1 6 2ℓ•+1r−1,
which implies that 2ℓ• < c/r 6 2ℓ•+1 or, equivalently, that 2−ℓ•−1 6 r/c < 2−ℓ• . We
conclude from the latter inequality that ℓ = −ℓ• − 1.
We prove similarly that ℓ′ = −ℓ′•−1. This means that ℓ > ℓ
′ if and only if ℓ′• > ℓ•. Then,
since (c−1)/r > (c−1)/r′ > 1, Lemma 25 proves that ℓ′• > ℓ• if and only if q
′ > (q xor q′).
This completes the proof. ◭
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