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Stochastic Control under Partial Information
Abstract
In this thesis, we consider the problem of continuous-time stochastic control
with full and partial information and quadratic costs. Under some assump-
tions we reduce the problem of controlling a general di↵usion process into
controlling a piecewise linear system, called the Linearized system. The Lin-
earized system is defined with respect to a time-partition of the fixed horizon
[0, T ]. We initially prove that the cost functional associated with the Lin-
earized system converges to the cost functional of the original system as the
mesh of the partition goes to 0. This in turn implies that an optimal con-
trol for the approximating system is also ✏-optimal for the original system.
Hence we center our analysis at obtaining the optimal control for the Lin-
earized system. To this end, we present two methodologies : the Perturbation
method and the Policy Improvement method. In the first method, by impos-
ing boundedness assumptions on the coe cients of the controlled di↵usion,
we construct the optimal control in each subinterval of the partition based
on the framework of the so-called Linear Quadratic Regulator problem. In
the second method we construct the optimal control in each subinterval of
the partition by using a criterion under which, by starting from an arbitrary
control and an associated cost, we eventually obtain, after consecutive steps,
the control which minimises the cost functional of the Linearized system.
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Notations and Abbreviations
Constants
The constants used in this thesis are of the form {Ci}68i=1. The numbering
begins from Section (1.2).
Norms
Let Rn be the n-dimensional Euclidean space. For a = (a1, · · · , an), b =
(b1, · · · , bn) 2 Rn, we denote by · the dot product and | · | the Euclidean
norm,
a · b =
nX
i=1
aibi, |a| = pa · a.
Let Rn⇥d be the space of real-valued n⇥dmatrices. For µ = {µi,j}1in,1jd 2
Rn⇥d, denote by µ0 = {µj,i}1jd,1in the transpose matrix of µ in Rd⇥n. For
a square matrix M = {Mi,j}1in,1jn 2 Rn⇥n, define the trace of the ma-
trix,
Tr(M) =
X
1in
Mii
and the matrix norm in Rn⇥d by,
|µ| =
⇣
Tr(µµ0)
⌘ 1
2
In this thesis, for the sake of simplicity, we will use the same notation for the
Euclidean norm of Rn with the matrix norm of Rn⇥d.
Functions
1
C i(Rn), i = 1, 2, is the space of the real-valued continuous functions f on
Rn with continuous derivatives up to order i, i = 1, 2. Denote 1-st order
derivative by Dxf and the 2-nd order derivative by Dxxf .
C1,2([0, T ]⇥Rn), is the space of real-valued functions f on [0, T ]⇥Rn whose
partial derivatives @f@t ,
@f
@xi
, @f
2
@xixj
, 1  i, j  n, exist and are continuous on
[0, T ].
C0([0, T ] ⇥ Rn), is the space of all real-valued continuous functions f on
[0, T ]⇥ Rn.
2
1
Introduction
1.1 An Overview of the Main Results
The problem of Stochastic Control is a classic problem in the field of Stochas-
tic Analysis and has a wide range of real time applications (see, for example,
[1], [2], [3]). In this thesis, we study the control of stochastic systems with
full or partial information. A controlled stochastic system is usually modelled
(see, for example, [4]) by di↵usions of the form,
dXs = g(Xs, us)dt+ µ(Xs)dWs, s   t (1.1.1)
Xt = x (1.1.2)
where the control u is a stochastic process and W is a Brownian motion
defined on an appropriate probability space. The objective of the stochastic
control problem is to drive the above system with a control process u⇤ chosen
from a preselected admissible class of control processes, denoted by Uad,
which will minimize a chosen cost functional, denoted by J(t, x, u). A classic
example of a cost functional is the quadratic cost functional, which will be
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the cost we will be working with throughout the following sections. More
precisely, the cost functional of interest will be of the form,
J(t, x, u) = E
hZ T
t
(X
0
sQsXs + u
0
sRsus)dt+X
0
TFTXT
i
. (1.1.3)
Define the so-called value function,
⇢(t, x) = infu(·)2Uad J(t, x, u(·)). (1.1.4)
Then, the objective is to find u⇤ 2 Uad (if it exists) such that,
⇢(t, x) = J(t, x, u⇤(·)). (1.1.5)
It is worth mentioning that the framework presented in this thesis might be
possibly extended to controlled systems with di↵usion coe cient µ depending
both on the state and the control. However, this is not straightforward,
especially in the case of partially observable systems and requires further
investigation.
In Section (2.2) we study the problem in which the drift coe cient g is linear
for (x, u) and µ is a function depending on time. This problem, known
in the bibliography as the Linear Quadratic Regulator problem, has been
extensively analysed by many authors, in particular Alain Bensoussan in [5]
and M. H. A. Davis in [6]. In this case, we will see that there exists an
optimal control process minimizing (1.1.3) which is a linear function of the
state. Motivated by this fact, we solve the problem of controlling a non-linear
system subject to the quadratic cost, (1.1.3), by reducing it to the problem
of controlling a piece-wise linear (given initial parameters) system, called the
Linearized system and denoted by XN .
Given an appropriate sequence of partitions, {PN}N2N, PN = {tNk }N 1k=1 of
the fixed finite horizon, [t, T ] and provided that the coe cients of the evolu-
tion equation for X are su cienty smooth, we define the Linearized system
in each subinterval [tNk , t
N
k+1] of [t, T ] by considering a first-order Taylor ap-
4
proximation for the drift function g over the point (XN
tNk
, utNk ) and by keeping
the di↵usion term µ constant given the initial condition XN
tNk
. In other words,
for s 2 [tNk , tNk+1], the Linearized system is defined as,
XNs = X
N
tk
+
+
Z s
tk
⇣
g(XNtk , utk) +Dxg(X
N
tk
, utk)(X
N
r  XNtk )+
+Dug(X
N
tk
, utk)(ur   utk)
⌘
dr +
Z s
tk
µ(XNtk )dWs, (1.1.6)
XNt = x (1.1.7)
where we substitute tNk with tk for simplicity. Further details about the
structure and the properties of the Linearized System can be provided in
Section (2.3).
In parallel to the linearized system we define the associated quadratic cost
functional,
JN(t, x, u) = E
hZ T
t
(XNs
0
Q(s)XNs + u
0
sR(s)us)ds+X
N
T
0
F (T )XNT
i
(1.1.8)
and the value function,
⇢N(t, x) = inf
u(·)2Ut,xad
JN(t, x, u(·)). (1.1.9)
The fundamental result of Chapter 2 is presented in Section (2.4) and con-
cerns the fact that for any admissible control, u 2 Uad, the cost functional
associated with the Linearized system, JN(t, x, u) converges to the cost func-
tional of the original system, (1.1.3), as the mesh of the partition PN tends
to 0. It is also proved that the value function associated with the Linearized
system, ⇢N(t, x) converges to the value function ⇢(t, x) of the original system
(1.1.1), as the mesh of the partition PN tends to 0. These two convergence
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results imply that for any level of error, say ✏ > 0 there exists a partition
which in turn identifies a unique Linearized system, for which the associated
value function is ✏-close to the value function of the original system. There-
fore, the optimal control for the reference Linearized system can be used to
drive the original system, with cost which is ✏-close to its optimal cost.
The above results can be established by following two di↵erent approaches.
In the first approach, which is presented in Section (2.4.1), we impose an ad-
ditional condition on the set of admissible controls. In particular we consider
admissible controls that satisfy the Lipschitz-like property,
E
⇥|ur   us|p⇤  C8|r   s| p2 , p   2, r, s 2 [t, T ]. (1.1.10)
Under this additional assumption we prove for any choice of admissible con-
trol u the following results :
• supr2[t,T ] E[|Xr|p]  C9(t, T, p), p   2.
• E[|Xr  Xs|p]  C16(t, T, p)(r  s)p +C17(t, T, p)(r  s) p2 , p   2, r, s 2
[t, T ].
• supr2[t,T ] E[|XNr |p]  C19(t, T, p), p   2.
• E|XNr  XNs |p  C29(t, T, p)(r  s)p+ C¯30(t, T, p)(r  s)
p
2 , p   2, r, s 2
[t, T ].
• supr2[t,T ] E|Xr  XNr |p  C32(t, T,N, p) 2 O
h
(T tN )
p
2
i
as N !1.
• |J(t, x, u)  JN(t, x, u)|  C38(t, T,N) 2 O
h
(T tN )
1
2
i
as N !1.
• |⇢N(t, x)  ⇢(t, x)|  C¯38(t, T,N) 2 O
h
(T tN )
1
2
i
as N !1.
It is therefore apparent in the first approach that we can obtain an explicit
bound of convergence for JN(t, x, u) and ⇢N(t, x). This allows us to choose
for any level of error, ✏ a partition PN for which the assosicated optimal cost
6
of the Linearized ststem ⇢N(t, x) is ✏-close to the optimal cost ⇢(t, x) of the
original system.
On the other hand, in the second approach we do not impose the admissibility
condition (1.1.10) but we assume that the set of control values is convex and
compact. Under this assumption, we still achieve a convergence result for
JN(t, x, u), ⇢N(t, x) but the actual rate of convergence is not known. In
particular we show that,
• |J(t, x, u)  JN(t, x, u)|! 0, as N !1.
• |⇢N(t, x)  ⇢(t, x)|! 0, as N !1.
This practically means that for any level of error ✏ > 0, there exists a su -
ciently large N and an associated partition PN for which the optimal cost,
⇢N(t, x) of the corresponding Linearized system lies within the ✏-range of the
optimal cost ⇢(t, x).
Based on the above convergence results, we naturally consider the Linearized
system, (1.1.6), as the system of interest and we proceed, in Chapter 3,
to the construction of an optimal control which minimises the associated
cost functional (1.1.8). Motivated by the properties of the Linear Quadratic
Regulator problem, we present in Section (3.1) a constructive method called
the Perturbation Method. For this method, we assume that the di↵usion
coe cients of the original system (1.1.1) satisfy the boundedness conditions,
A     Dxg(x, u)  A+  , B      Dug(x, u)  B +  , (1.1.11)
      g(x, u) Dxg(x, u)x Dug(x, u)u   +  ,       µ(x)   +  ,
(1.1.12)
for some   > 0. Under these conditions, we consider a version of the
Linearized system with constant coe cients in each subinterval [tk 1, tk],
k = 1, · · · , N   1, denoted by X¯N which satisfies the linear SDE,
7
dX¯Nt = {AX¯Nt +But +  }dt+ dWt (1.1.13)
X¯Ntk 1 = xtk 1 . (1.1.14)
We call this system, Perturbed Linearized system and we show that the op-
timal control is a linear function of the state in each subinterval [tk 1, tk],
k = 1, · · · , N   1 of the partition. That is, it is of the form,
u⇤,N,L(t, x) = 12R
 1
t B
0(2⇤k 11 (t)x+ ⇤
k 1
2 (t)), k = 1, · · · , N   1. (1.1.15)
with ⇤k1, ⇤
k
2 being deterministic functions.
The proof is based on the Dynamic Programming Principle, a classic principle
appearing in control problems, established by Richard Bellman in [7]. Denote
by ⇢¯N the value function associated with the Perturbed Linearized system.
Then this principle is characterised by the algebraic equation,
⇢¯N(t, x) = inf
u(·)2Uad
E{
Z tk
t
(X¯Ns
0
Q(s)X¯Ns + u
0
sR(s)us)dt+ ⇢¯
N(tk, X¯
N
tk
)}
(1.1.16)
The essence of (1.1.16) is that if the value function is known at some point
tk 2 PN , we can compute the value function and the optimal control at any
point prior to tk. Hence by following a backward inductive argument we
begin from the last subinterval [tN 1, T ] and eventually compute the optimal
control in each subinterval [tk 1, tk] k = 1, · · · , N   1 of the partition. The
key point in this inductive process, is that the value function at the endpoint
of each subinterval [tk 1, tk], is a quadratic function of the state. This allows
us to directly use the results obtained from solving the problem of the Linear
Quadratic Regulator. It still remains an open problem to identify the ap-
propriate perturbation of the Linearized system for which the optimal cost
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is su ciently close to the cost (1.1.8).
In Section (3.2) we provide an explicit methodology for the construction
of the optimal control for the Linearized system. This method which is
known in the literature as the Policy Improvement (or Policy iteration) has
been extensively used in the case of discrete control problems with infinite
horizons (see, for example, [8], [9]). In continuous-time the papers of Ni
and Fang in 2013, [10] and of Jacka and Mijatovic in 2015, [11] ,are the only
reference points so far. Ni and Fang have established the Policy Improvement
algorithm for controlled a ne systems, i.e systems with drift and di↵usion
coe cents of the form,
g(x, u) = a(x) + b(x)u (1.1.17)
and infinite-horizon quadratic costs. On the other hand, Jacka and Mija-
tovic prove that the Policy Iteration algorithm works for general controlled
di↵usions and cost functionals, but under very strong assumptions. In this
thesis, we use some of these assumptions but it is within the scope of my
future research to replace them by more relaxed ones. The innovative part
of my work is that we can explicitly construct the optimal control for the
Linearized system by merging the ideas of Policy Improvement and Dynamic
Programming Principle.
In this Section, for the sake of completeness we enrich the notation and intro-
duce the concept of the parametrised Linearized system and the associated
parametrised value function. In particular, given a partition PN of the fixed
finite horizon [0, T ] and known parametric values x¯k, u¯k characterising the
Linearised system and the control at time tk, we define for t 2 [tk, tk+1] the
parametrised Linearized system via the linear SDE of the form,
dX tk,x¯k,u¯k,ut = {AtkX tk,x¯k,u¯k,ut +Btkut +  tk}dt+ tkdWt (1.1.18)
X tk,x¯k,u¯k,utk = x¯k. (1.1.19)
where Atk , Btk , tk , tk are functions of the initial parameters x¯k, u¯k. With
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regards to the notation, we denote by X t,x,x¯k,u¯k,us the stochastic state of the
Linearized system at time s 2 [t, T ] which starts at time t from the initial
state x. The parameters x¯k, u¯k refer to the values used for the Taylor expan-
sion of the drift function g of the original system (1.1.1), over the interval
[tk, tk+1]. In a similar manner we define the parametrised cost functional,
Ju(t, x, x¯k, u¯k) = E
hZ T
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ d(X
t,x,x¯k,u¯k,u
T )
i
(1.1.20)
and the associated parametrised value function,
⇢(t, x, x¯k, u¯k) = inf
u2U [t,T ]
Ju(t, x, x¯k, u¯k). (1.1.21)
Obviously, under the new notation, the objection in Section (3.2) is to find
the optimal control which minimises,
⇢(0, x0, x0, u¯0) = inf
u2U(t,T ]
Ju(0, x0, x0, u¯0). (1.1.22)
The methodology for the construction of the optimal control is organised in
three consecutive parts. Initially, we establish the Dynamic Programming
Principle for the parametrised Linearized system which allows us to reduce
the problem of obtaining the optimal control in the entire interval [0, T]
into a chain of sub-problems of obtaining the optimal control in each dis-
tinct subiterval [tk, tk+1], k = 0, · · · , N   1. In particular we show that the
parametrised value function, (1.1.21), satisfies
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⇢(t, x, x¯k, u¯k) = inf
u2U(t,T ]
E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds +
+ ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
,
(1.1.23)
for any t 2 [tk, tk+1], k = 0, · · · , N   1, x 2 Rn and initial values, x¯k, u¯k.
Roughly speaking, the principle above implies that in order to obtain the
optimal control over an interval (t, T ], for some t 2 [tk, tk+1], it su ces to
obtain the control over the interval (t, tk+1], given that the optimal control
(and the associated parametrised value function) is known over the interval
(tk+1, T ]. This fact initiates an inductive procedure : by starting from the last
subinterval (tN 1, T ] and obtaining the optimal control and the parametrised
value function, we repeat this process in the preceding subintervals (tk, tk+1],
k = N   2, N   1, · · · , 0. Hence, the optimal control for the entire interval
[0, T ] will be characterised by the optimal controls, as obtained from the
solution of the local-minimisation problem in each subinterval (tk, tk+1], k =
0, · · ·N   1. After having established the Dynamic programming principle,
(1.1.23), we define the local-cost functional for the parametrised Linearized
system,
J¯u(t, x, x¯k, u¯k) = E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds +
+ ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
. (1.1.24)
and set as a primary objective to determine the admissible control function
u satisfying (1.1.10) and minimising (1.1.24). The value function at tk+1,
⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1) is not a quadratic function of the state
X t,x,x¯k,u¯k,utk+1 and that is the actual hindrance towards using the techniques
discussed in Section (3.1) for the Perturbed system. We will instead follow
an iterative proceedure, known as the Policy Iteration algorithm, in which,
by starting from an arbitrary admissible control u1 and an associated cost
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functional J¯u1 we obtain a sequence of controls {um}m 1 with associated cost
functionals {J¯um}m 1 that satisfy,
• J¯um+1(t, x, x¯k, u¯k)  J¯um(t, x, x¯k, u¯k), 8(t, x) 2 (tk, tk+1]⇥ Rn,m 2 N.
• J¯um(t, x, x¯k, u¯k) # ⇢(t, x, x¯k, u¯k),m!1, 8(t, x) 2 (tk, tk+1]⇥ Rn
In addition, we make the assumption that the Policy Iteration Algorithm
terminates after a finite number of steps and there exists a control process
um
⇤
which attains the optimal cost. It is within the scope of future research
to verify under which conditions this assumption can be meaningful.
A significant subclass of Stochastic Control problems is the one where the
state of the system (1.1.1) is not observable, but there is access to partial
information. The partial information is modelled in mathematical terms by
a process usually denoted by Y , which is linked to the process X via a non
linear relation. Usually in the literature, (see, for example, [12], [13]) the
process Y , known as the observation process, is typically of the form,
dYt = h(Xt)dt+ dbt, (1.1.25)
Y0 = 0, (1.1.26)
where h is an appropriate function of the unobservable state X and b is a
Brownian motion which represents the measurement error. The objective in
this particular problem is to find the control process which is adapted to the
filtration generated by the observation process, Y t and minimises the cost
functional (1.1.3). However the demand that the control is Y t-adapted cre-
ates automatically an ambiguity, simply because the observation process Y
depends on X via (1.1.25) and X depends on u which depends Y . Hence
there is a mutual dependence between Y and u, due to this requirement.
Bensoussan develops in [14] a framework to rule out this ambiguity by ex-
tending the definition of the problem. The fundamental idea of this extension
is that we consider a measure P under which Y is a Brownian motion. Then,
given a fixed admissible control u 2 Y t, we perform an appropriate change
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of probability measure so that under the new measure, denoted by Pu the
observation process Y has stochastic behaviour given by (1.1.25). For the
sake of being rigorous, the objective in this setting is to minimise the cost
functional,
J(t, x, u) = Eu
hZ T
t
(X
0
sQsXs + u
0
sRsus)dt+X
0
TFTXT
i
. (1.1.27)
over all admissible controls u and their associated measures Pu (where Eu is
the expectation taken under Pu). We will see that the cost functional can
also be expressed with respect to the reference measure P and this expression
will be used for the derivation of the convergence results in Section (4.5).
In Section (4.1) we introduce the framework of stochastic filtering theory
and present the fundamental concepts and tools which will be used in the
following sections. In Section (4.2), we define the actual problem of stochastic
control under partial information under the assumption that the observation
process is a linear function of the unobservable system (1.1.1). In Section
(4.3) we prove that the stochastic control problem under partial information
is equivalent to a stochastic control problem with full information of the
state of the system. In this reformulated version, the state of the system is
modelled by an infinite dimensional measure valued process, denoted by ⇡ut
and characterised by the Kushner-Stratonovich equation,
⇡ut ( ) = ⇡
u
0 ( ) +
Z t
0
⇡us (A
u )ds +
+
Z t
0
 
⇡us ( h
0)  ⇡us (h0)⇡us ( )
  
dYs  
Z
Rn
h(x)⇡us (dx)ds
 
, (1.1.28)
where,
(Au )(x) = g(x, u)Dx (x) +
1
2
Tr
 
µ(x)µ(x)0D2x (x)
 
(1.1.29)
with   2 C2(Rn). The operator Au is known as the di↵usion generator
of (1.1.1). In the following part of the section, we illustrate how we can
reformulate the problem of the Linear Quadratic Regulator under partial
information into a problem in which state space is the conditional mean of
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the unobservable state X given the information provided by the observation
process Y t up to time t, denoted by Xˆt. We then prove that the optimal
control is a linear function of the state. In other words, we have,
uˆt =  R 1t B0t(⇧tXˆt + rt), (1.1.30)
where Rt, Bt,⇧t, rt are deterministic functions with explicit form.
In Section (4.4) we introduce the partially observed version of the Linearized
system with stochastic dynamics identical to (1.1.18) and also define its cost
functional and the associated value function, both under the reference mea-
sure P and the control dependent measure Pu. Naturally then, we proceed in
Section (4.5) to the validation of the convergence results, that were proved in
Chapter 2 (Section 2.4), in the framework of partial information. We prove
in a similar manner that the value function ⇢N of the partially observable
Linearized system converges to the value function of the original partially
observable system, ⇢, as the mesh of the partition PN goes to infinity. As in
Section 2.4, we establish the results by following the two di↵erent approaches
depending on the additional conditions imposed on the set of the admissible
controls. In particular, under the first approach, in which the admissible
controls satisfy the Lipschitz-like condition (1.1.10) a bound of convergence
is obtained which has the same order with the bound obtained in the case of
full information.
Based on the convergence results, by choosing a su ciently large N 2 N and
a partition PN we can essentially consider the partially observable Linearized
system, XN as reference system and seek for an optimal control which min-
imises its cost functional. Then, the same control will drive the unobservable
original system (1.1.1) with cost, ✏-close to its optimal cost. The fact that
the drift of the Linearized system is linear for the control and the state and
that the observation process, Y is a linear function of the state, gives us the
flexibility to reformulate the problem of controlling the partially observabled
Linearized system into a problem with full information where the state is its
conditional mean given the information provided by the observation process
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Y t up to time t. This enables us to apply similar techniques to those devel-
oped in Chapter 4, in order to construct the optimal control for the partially
observed Linearized system.
In Section (5.1), by following the ideas discussed in Section (3.1), we proceed
to the construction of an optimal control for the partially observed Perturbed
Linearized System (POPL). The problem of controlling the POPL system
and its associated cost is reformulated into the problem of controlling its
conditional mean, denoted by ˆ¯XNt , which satisfies the so-called Kalman-Bucy
SDE,
d ˆ¯XNt = {A ˆ¯XNt +But +  }dt+  ¯N 1s H 0sdI¯us . (1.1.31)
with I be a Yt-adapted Brownian motion, called the innovation process and
 ¯ be the conditional covariance of the POPL system which is the solution
of a deterministic Riccati di↵erential equation. The cost functional of the
POPL is also written in terms of its conditional mean as,
J¯N(t, x, u) = E¯u,N,L
hZ T
t
⇣
( ˆ¯XNs )
0Qs ˆ¯XNs + u
0
sRsus
⌘
ds+ ( ˆ¯XNT )
0FT ˆ¯XNT
i
+Gt, (1.1.32)
where G is a deterministic function and E¯u,N,L represents the expectation
taken under the measure that the observation process has law given by
(1.1.25). We can therefore use the Dynamic Programming principle and
a similar inductive argument, as in Section (3.1), to show that the optimal
control for t 2 [tk 1, tk] is linear function of the conditional mean and satis-
fies,
u⇤,N,Lt =  R 1t B0(⇧k 1t ˆ¯XNt + rk 1t )
(1.1.33)
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where r, R,⇧ are deterministic function, to be computed explicitely.
In Section (5.2) we present a complete construction for the optimal control of
the partially observable Linearized system. Even though, the methodology
we develop, inherits the fundamental tools used in Section (3.2), there are
several technical points occurring in the framework of partial information
and are successfully addressed throughout the Section.
We define for t 2 [tk, tk+1], any admissible control u and initial parameter
x¯k, u¯k,  ¯k the partially observable version of the parametrised Linearized sys-
tem with stochastic evolution given by (1.1.18). The objective is to minimise
the associated parametrised cost functional,
Ju(t, x, x¯k, u¯k) = E
hZ T
t
⇣u,N,Ls f(s,X
t,x,x¯k,u¯k,u
s , us)ds+ ⇣
u,N,L
T d(X
t,x,x¯k,u¯k,u
T )
i
(1.1.34)
under the reference measure P with respect to which the observation Y is a
Brownian motion. The process ⇣u,N,Ls is the control-dependent (also depends
on the parametrised Linearized system) Radon-Nikodym derivative inducing
the new control-dependent measure P u,N,L under which the process Y has
law given by (1.1.25). As in the case of the POPL system, in Section (5.1),
we are willing to reformulate the problem with partial information into a
problem with full information. The key observation is that the process,
%t,x,x¯k,u¯k, ¯k,us ( ) = E
⇥
⇣u,N,Ls  (X
t,x,x¯k,u¯k,u
s ) | Yt
⇤
, (1.1.35)
(with   be any bounded borel function), which is the unnormalised con-
ditional distribution of the parametrised Linearized system and is defined
in Section (4.1.1), has a representation as a density which is function of
the conditional mean of the parametrised Linearized system, denoted by
Xˆ t,x,x¯k,u¯k, ¯k,us . The index  ¯k is a deterministic matrix which used as an
initial parameter and refers to the covariance matrix of the parametrised
Linearized system at the beginning of the subinterval (tk, tk+1]. With that
said, the cost functional (1.1.34) can implicitly be written in terms of the
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conditional mean under the form,
Jˆu(t, x, x¯k, u¯k,  ¯k) = E
hZ T
t
%t,x,x¯k,u¯k, ¯k,us (f(s, ·, us))ds+ %t,x,x¯k,u¯k, ¯k,uT (d(·))
i
(1.1.36)
In parallel, the conditional mean of the parametrised Linearized system, fol-
lows the linear Kalman-Bucy equation,
dXˆ t,x,x¯k,u¯k, ¯k,us =
 
AtkXˆ
t,x,x¯k,u¯k, ¯k,u
s +Btkus +  tk
 
ds +
+ sH
0
s
n
dYs  HsXˆ t,x,x¯k,u¯k, ¯k,us ds
o
(1.1.37)
Xˆ t,x,x¯k,u¯k, ¯k,ut = x (1.1.38)
with  s being a conditional covariance of the parametrised Linearised system
given the information of the observation process, Y . Therefore the original
problem has been reduced into the problem of controlling the fully observable
system (1.1.37) subject to the cost functional (1.1.36). In particular, given
the class of admissible controls over the interval [t, T ], denoted by U [t, T ] the
objective is to determine the parametrised value function,
⇢ˆ(t, x, x¯k, u¯k,  ¯k) = infu2U [t,T ] Jˆu(t, x, x¯k, u¯k,  ¯k) (1.1.39)
and the associated optimal control. From that point onwards, we follow
exactly the same steps as we did in Section (3.2). We initially validate
the Dynamic Programming principle, (1.1.23), for the parametrised value
function (1.1.39), which allows us to reduce the problem of obtaining the
optimal control in the entire interval [0, T], into a chain of local-control
problems in each subinterval (tk, tk+1]. We finally obtain the optimal control
in each subinterval (tk, tk+1] by using the Policy Iteration criterion.
17
1.2 Assumptions
In this Section, we present two assumptions that will be extensively used in
Sections, (2.4), (4.5) and are necessary to establish the proof for the conver-
gence of the Linearized optimal cost ⇢N to the optimal cost of the non-linear
system, ⇢. In particular, we assume that,
Assumption I
The drift, (x, u) ! g(x, u) of the non-linear system, (1.1.1) is Lipschitz in
both variables x, u and the di↵usion of the system x ! µ(x) is Lipschitz in
the variable x. That is, there exist positive constants, C1, C2, such that, for
any choice of (x, y), (x⇤, y⇤) 2 Rn ⇥ U ,
|g(x, y)  g(x⇤, y⇤)|  C1(|x  x⇤|  |y   y⇤|). (1.2.1)
|µ(x)  µ(x⇤)|  C2|x  x⇤|. (1.2.2)
Assumption II
The drift coe cient g of the original system (1.1.1) is di↵erentiable with
uniformly bounded Jacobians Dxg, Dug. In particular there exists a positive
constant, C3, such that,
max
(
sup
(x,u)2Rn⇥U
Dxg(x, u), sup
(x,u)2Rn⇥U
Dug(x, u)
)
 C3. (1.2.3)
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2
Stochastic Control under Full
Information
2.1 Framework and Classical Results
In this Section, we provide the mathematical background for the analysis of
stochastic controlled systems modelled by di↵usions of the form,
dXs = g(Xs, us)dt+ µ(Xs)dWs, s   t (2.1.1)
Xt = x. (2.1.2)
Let (⌦,F , {Ft}t 0 ,P) be a probability space where the filtration {Ft}t 0 is
complete and right continuous. In (2.1.1), W = {Wt,Ft}t 0 is an Ft-adapted
d-dimensional Brownian motion, the set U ⇢ Rn, x is an arbitrary vector in
Rn and g : Rn ⇥ U ! Rn and µ : Rn ⇥ U ! Rn⇥d are measurable functions
satisfying a Lipschitz condition uniform over u in U , i.e 9C4   0 : 8x, y 2
Rn, 8u 2 U ,
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|g(x, u)  g(y, u)|+ |µ(x, u)  µ(y, u)|  C4|x  y|. (2.1.3)
The control u = {us}s 0 is a progressively measurable process valued in U .
Define by Uad the set of control processes u such that,
E
hZ T
t
(|g(0, us)|2 + |µ(0, us)|2)ds
i
<1. (2.1.4)
Therefore (2.1.3), (2.1.4) ensure for any choice of u 2 Uad existence and
uniqueness of a strong Ft-adapted solution to (2.1.1) starting at x at time
s = t, denoted by X t,x = {X t,xs , s 2 [t, T ]}. For a comprehensive introduction
to the theory of stochastic di↵erential equations, we refer the reader to the
book of Karatzas and Shreve, [15].
Let f : [0, T ] ⇥ Rn ⇥ U ! R and d : Rn ! R be two measurable functions.
Suppose also that d is lower-bounded or that d satisfies
|d(x)|  C5(1 + |x|2), 8x 2 Rn, (2.1.5)
for some constant C5 independent of x.
For (t, x) 2 [0, T ]⇥Rn, we denote U t,xad the subset of controls in Uad satisfying,
E
hZ T
t
|f(s,X t,xs , us)|ds
i
<1 (2.1.6)
and assume it is not empty.
Definition 2.1.1. Define the gain function,
J(t, x, u) = E
hZ T
t
f(s,X t,xs , us)ds+ d(X
t,x
T )
i
(2.1.7)
The stochastic control problem is the problem of maximizing the gain function
over all admissible control processes u 2 U t,xad . To this end define the value
function,
⇢(t, x) = sup
u2Ut,xad
J(t, x, u) (2.1.8)
Given any initial position (t, x) 2 [0, T ] ⇥ Rn we say that a control uˆ is
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optimal if ⇢(t, x) = J(t, x, uˆ).
Lemma 2.1.1. (Dynamic Programming Principle)
For (t, x) 2 [0, T ]⇥ Rn and ✓ be any stopping time in [t, T ] we have that,
⇢(t, x) = sup
u2Ut,xad
E
hZ ✓
t
f(s,X t,xs , us)ds+ ⇢(✓, X
t,x
✓ )
i
(2.1.9)
Proof. (See, for example, [16], p.41).
Theorem 2.1.1. (Hamilton Jacobi Bellman equation)
Let the value function ⇢(·, ·) 2 C1,2([0, T ]⇥Rn). Then, for (t, x) 2 [0, T ]⇥Rn,
it satisfies the nonlinear PDE,
  @⇢
@t
(t, x)  sup
u02U
{Lu0⇢(t, x) + f(t, x, u0)} = 0 (2.1.10)
where Lu0 is the di↵usion generator of (2.1.1), (defined as in (1.1.29) ),
driven by the constant control us = u0, 8s 2 [0, T ].
Proof. (See, for example, [16], p.43).
Note that in the equation above the supremum is taken over all values u0 in
U ⇢ Rn. The proof of the theorem implies that an optimal control process
uˆ necessary satisfies,
sup
u02U
{Lu0⇢(t, x) + f(t, x, u0)} = Luˆ⇢(t, x) + f(t, x, uˆ) (2.1.11)
Theorem 2.1.2. (Verification theorem)
Let w be a function in C1,2([0, T ) ⇥ Rn) \ C0([0, T ] ⇥ Rn) and satisfying a
quadratic growth condition, i.e. there exists a constant C6 such that,
|w(t, x)|  C6(1 + |x|2), 8(t, x) 2 [0, T ]⇥ Rn.
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(i) Suppose that
 @w
@t
(t, x)  sup
u02U
{Lu0w(t, x) + f(t, x, u0)}   0, 8(t, x) 2 [0, T ]⇥ Rn.
(2.1.12)
w(T, x)   d(x), x 2 Rn (2.1.13)
Then, w   ⇢, on [0, T ]⇥ Rn.
(ii) Suppose further that w(T, ·) = d, and there exists a measurable function
uˆ(t, x), (t, x) 2 [0, T )⇥ Rn, valued in U such that,
 @w
@t
(t, x)  sup
u02U
{Lu0w(t, x) + f(t, x, u0)} =
=  @w
@t
(t, x)  Luˆ(t,x)w(t, x) + f(t, x, uˆ(t, x)) = 0. (2.1.14)
and the SDE
dXs = g(Xs, uˆ(s,Xs))ds+ µ(Xs, uˆ(s,Xs))dWs.
Xt = x
admits a unique solution, denoted by Xˆ t,xs , and the process {uˆ(s, Xˆ t,xs )}s2[t,T ]
lies in U t,xad . Then,
w = ⇢, on [0, T ]⇥ Rn. (2.1.15)
and the control, s! uˆ(s, Xˆ t,xs ), is optimal.
Proof. (See, for example, [16], p.47).
2.2 The Stochastic Linear Quadratic Regulator
In this section, we present the problem of the Stochastic Linear Quadratic
Regulator which is characterised by a controlled linear SDE and an associated
quadratic cost functional. We obtain an expression for the optimal control
that will be of use in Chapter 3.
Consider the controlled linear SDE,
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dXs = (AsXs +Bsus +  s)ds+ sdWs (2.2.1)
Xt = x (2.2.2)
where the functions of time A, B,  ,   are bounded. The objective in this
problem is to minimize the quadratic cost criterion,
J(t, x, u) = E
hZ T
t
(X
0
sQsXs + u
0
sRsus)dt+X
0
TFTXT + F˜
0
TXT
i
(2.2.3)
where Q is bounded, symmetric and non negative and R is bounded, symmet-
ric and uniformly positive definite. For the moment assume that the value
function (2.1.8) satisfies the conditions of the Verification Theorem (2.1.2)
and therefore satisfies the HJB equation,
@⇢
@t
(t, x) + inf
u2U
h
Dx⇢(t, x)
0(Atx+Btu+  t)+
+
1
2
Tr
 
 0tDxx⇢(t, x) t
 
+ x0Qtx+ u0Rtu
i
= 0 (2.2.4)
Assume that there exists a control uˆ(t, x) which satisfies (2.1.11). Then,
inf
u2U
(Dx⇢(t, x)
0Btu+ u0Rtu) = Dx⇢(t, x)0Btuˆ(t, x)+uˆ(t, x)0Rtuˆ(t, x). (2.2.5)
By completing the squares we have that,
Dx⇢(t, x)
0Btu+ u0Rtu = (u+
1
2
R 1t B
0
tDx⇢(t, x))
0Rt(u+
1
2
R 1t B
0
tDx⇢(t, x))  
  1
4
Dx⇢(t, x)BtR
 1
t B
0
tDx⇢(t, x).
Assuming that R is positive definite, we can see that the minimum is attained
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for,
uˆ(t, x) =
1
2
R 1t B
0
tDx⇢(t, x). (2.2.6)
so that the HJB equation takes the form,
@⇢
@t
(t, x) +
1
2
{tr( 0tDxx⇢(t, x) t)}+Dx⇢(t, x)0(Atx+  t) + x0Qtx  
  1
4
Dx⇢(t, x)BtR
 1
t B
0
tDx⇢(t, x) = 0.
⇢(T, x) = x0FTx+ F˜
0
Tx.
We make the assumption that the value function is a quadratic function of
the state and, in particular, that it is of the following form,
⇢(t, x) = x0⇤1(t)x+ ⇤2(t)0x+  (t). (2.2.7)
By a direct substitution to the HJB equation this implies that ⇤1,⇤2,  satisfy
the system of ordinary di↵erential equations,
0 = x0⇤˙1(t)x+ ⇤˙02(t)x+  ˙(t) + tr{ 0⇤1(t) }+ x0Qtx+
+ 2x0⇤01(t)Atx+ ⇤
0
2(t)Ax+ 2x
0⇤01(t) t + ⇤
0
2(t) t 
  x0⇤1(t)0BtR 1t B0t⇤1(t)x 
1
2
x0⇤1(t)0BtR 1t B
0
t⇤2(t) 
  1
2
⇤2(t)
0BtR 1t B
0
t⇤1(t)x 
1
4
⇤2(t)
0BtR 1t B
0
t⇤2(t),
which holds provided that ⇤1,⇤2,  satisfy the system of ordinary di↵erential
equations,
 ⇤˙1(t) = ⇤1(t)At + A0t⇤1(t) +Qt   ⇤1(t)0BtR 1t B0t⇤1(t). (2.2.8)
⇤1(T ) = FT . (2.2.9)
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 ⇤˙2(t) =
✓
A0t + 2⇤1(t)
0 t   1
2
(BtR
 1
t B
0
t⇤1(t))
0
◆
⇤2(t)  1
2
⇤1(t)
0BtR 1t B
0
t.
(2.2.10)
⇤2(T ) = F˜T . (2.2.11)
 ˙(t) =  tr{ 0t⇤1(t) t}  ⇤02(t) t  
1
4
⇤2(t)
0BtR 1t B
0
t⇤2(t). (2.2.12)
 (T ) = 0. (2.2.13)
The system (2.2.8) is a deterministic Riccati equation which also appears in
an associated filtering problem. Existence of a bounded solution is assured,
see, for example, [6], Theorem 5.1.1. Hence, existence of a solution for the
linear ODE, (2.2.10), (2.2.12) follows. Given (2.2.14) and (2.2.7), the optimal
control satisfies,
uˆ(t, x) =
1
2
R 1t B
0
t
⇣
2⇤1(t)x+ ⇤2(t)
⌘
. (2.2.14)
With this background in mind, we will study in the following sections how
to control a non-linear system with respect to a quadratic cost functional.
2.3 Controlled Non-Linear Systems with Quadratic Costs
In this Section, we present the problem of stochastic control for non-linear
controlled di↵usions subject to quadratic, for the state and the control, cost
functionals. Based on the form of the non-linear di↵usion, we introduce an
approximating system which we call, the Linearized system and also define
its associated cost functional.
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Consider now the non-linear controlled SDE,
dXs = g(Xs, us)dt+ µ(Xs)dWs, s 2 [t, T ] (2.3.1)
Xt = x, (2.3.2)
with the associated cost functional,
J(t, x, u) = E
hZ T
t
(X
0
sQ(s)Xs + u
0
sR(s)us)ds+X
0
TFTXT
i
(2.3.3)
Inspired by the results of the previous section, we will approximate the con-
trolled non linear system (2.3.1) by a piecewise linear controlled di↵usion and
will prove that its optimal cost converges to the optimal cost associated with
the original system. The admissible controls are progressively measurable
processes from the class,
Uad =
(
u 2 L2([t, T ]⇥ ⌦; dt⌦ dP ;U) | sup
s2[t,T ]
E|us|p <1
)
(2.3.4)
where U is a subset of Rk. For each admissible control Uad define,
C7 := C7(u) = sup
s2[t,T ]
E|us|p (2.3.5)
Define the value function of the non-linear system (2.3.1) by,
⇢(t, x) = inf
u(·)2Uad
J(t, x, u(·)). (2.3.6)
As before, we are looking for an admissible control, if it exists, that yields
the minimal cost. That is, we are looking for a control u⇤ 2 Uad such that:
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J(t, x, u⇤(·)) = ⇢(t, x). (2.3.7)
The Linearized system
Given a partition PN =
 
tN0 , t
N
1 , · · · , tNk
 
with tNk = t+(
T t
N )k, k = 0, · · · , N
of [t, T ] (in the following we write tk instead of tNk for simplicity) and any
control u 2 Uad we consider for s 2 (tk, tk+1] the linearized approximation of
the system (2.3.1),
XNs = X
N
tk
+
+
Z s
tk
⇣
g(XNtk , utk) +
@g
@x
(XNtk , utk)(X
N
r  XNtk )+
+
@g
@u
(XNtk , utk)(ur   utk)
⌘
dr +
Z s
tk
µ(XNtk )dWs (2.3.8)
XNt = x (2.3.9)
where Dxg and Dug represent the Jacobian matrix of g for x and u respec-
tively. For this scheme, we assume that the coe cient g is di↵erentiable with
uniformly bounded derivative over [t, T ].
Define the quadratic cost functional associated with the Linearized system
(2.3.8),
JN(t, x, u) = E
hZ T
t
(XNs
0
Q(s)XNs + u
0
sR(s)us)ds+X
N
T
0
F (T )XNT
i
(2.3.10)
and also,
⇢N(t, x) = inf
u(·)2Ut,xad
JN(t, x, u(·)). (2.3.11)
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2.4 Convergence Results
In the following, we will prove that the optimal cost for the linearized system,
(2.3.11) converges to the optimal cost of the original system, (2.3.6). This
can be done in two ways. For the first method we impose an additional
admissibility condition for the control processes. This allows us to calculate
explicitly the rate of convergence of the optimal cost. The second method
avoids the additional condition. In that case the rate of convergence is not
known. In both cases the convergence is established as it will be seen below.
The reader is encouraged to revisit the global assumptions, (1.2.1), (1.2.2)
and (1.2.3) defined in Section (1.2), as they will be used in the Lemmas and
Theorems below.
2.4.1 The First Approach
In this approach, for technical reasons related to the solvability of the prob-
lem we assume that the admissible control processes admit an additional
continuity condition. In particular, we assume that any u 2 Uad as defined
in (2.3.4), satisfies that for all r, s 2 [t, T ] and p   2,
E|ur   us|p  C8|r   s| p2 , (2.4.1)
where C8 := C8(u) and p are constants. For the sake of clarity, we denote
the new subclass of admissible controls by U¯ad.
Lemma 2.4.1. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2).
Then we have that for u 2 U¯ad:
sup
r2[t,T ]
E[|Xr|p]  C9, p   2. (2.4.2)
where C9 := C9(t, T, p, u) is a constant depending on the initial and terminal
time moment t and T respectively, the power p and the control u.
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Proof. The triangle inequality implies that,
E[|Xr|p] 1p  E[|Xt|p] 1p + E
h   Z r
t
g(Xs, us)ds
   pi 1p + Eh   Z r
t
µ(Xs)dWs
   pi 1p .
By Jensen’s inequality, (A.0.3), and recalling that u 2 U¯ad we have that,
E
h   Z r
t
g(Xs, us)ds
   pi 1p  Eh   Z r
t
(g(Xs, us)  g(0, us))ds
   pi 1p+
+ E
h   Z r
t
(g(0, us)  g(0, 0))ds
   pi 1p + Eh   Z r
t
g(0, 0)ds
   pi 1p
 |C1|(r   t)
p 1
p E
hZ r
t
|Xs|pds
i 1
p
+ |C1|(r   t)
p 1
p E
hZ r
t
|us|pds
i 1
p
+
+ (r   t)|g(0, 0)|
= C10E
hZ t
r
|Xs|pds
i 1
p
+ C11,
where
C10 := C10(t, r, p) = |C1|(r   t)
p 1
p , (2.4.3)
C11 := C11(t, r, p, u) = (r   t)
2p 1
p |C1|C7 + (r   t)|g(0, 0)|, (2.4.4)
C7 is the constant appearing from the admissibility condition (2.3.4) and C1
is the Lipschitz constant appearing in condition (1.2.1).
By using the Martingale Moment Inequality (MMI) (A.0.2) and Jensen’s
inequality we can see that,
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E
h   Z r
t
µ(Xs)dWs
   pi 1p  Eh    Z r
t
(µ(Xs)  µ(0))dWs
   pi 1p + Eh   Z r
t
µ(0)dWs
   pi 1p
 C12E
h
(
Z r
t
   µ(Xs)  µ(0)   2ds) p2 i 1p + C13Eh(Z r
t
|µ(0)|2ds) p2
i 1
p
 C12E
h
(r   t) p2 1
Z r
t
   µ(Xs)  µ(0)   pdsi 1p+
+ C13E
h
(
Z r
t
|µ(0)|2ds) p2
i 1
p
 C12C2(r   t)
p 2
2p E
hZ r
t
|Xs|pds
i 1
p
+ C13|µ(0)|(r   t) 12
= C14E
hZ r
t
|Xs|pds
i 1
p
+ C15,
where
C14 := C14(t, r, p) = C12C2(r   t)
p 2
2p , (2.4.5)
C15 := C15(t, r, p) = C13|µ(0)|(r   t) 12 , (2.4.6)
C12, C13 are constants occurring from the MMI and C2 is the Lipschitz con-
stant from (1.2.2).
Hence, by Ho¨lder’s inequality we have that,
E[|Xr|p] 
✓
(C11 + C15) + (C10 + C14)E[
Z r
t
|Xs|pds] 1p
◆p
 2p 1
✓
(C11 + C15)
p + (C10 + C14)
p
Z r
t
E|Xs|pds
◆
Note that C10, C11, C14, C15 are nonnegative, nondecreasing for r so we can
use the Gronwall’s inequality to deduce,
sup
r2[t,T ]
E[|Xr|p]  2p 1(C11 + C15)p exp 2p 1(C10 + C14)pT
:= C9.
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Lemma 2.4.2. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2).
Then we have that for u 2 U¯ad and for r, s 2 [t, T ],
E[|Xr  Xs|p]  C16(r   s)p + C17(r   s) p2 , (2.4.7)
where C16 := C16(t, T, p, u), C17 := C17(t, T, p, u) are constants depending on
the initial and terminal time moment t and T respectively, the power p, the
control u, but independent of r and s.
Proof. By using the Jensen’s inequality (A.0.3) and the MMI (A.0.2) we
have,
E[|Xr  Xs|p]  2p 1
⇣
E
h   Z r
s
g(Xz, uz)dz
   pi+ Eh   Z r
s
µ(Xz)dWz
   pi ⌘
 2p 1
⇣
(r   s)p 1E
hZ r
s
|g(Xz, uz)|pdz
i
+ C18E
h
(
Z r
s
|µ(Xz)|2dz) p2
i⌘
 2p 1
⇣
(r   s)p 1E
hZ r
s
|g(Xz, uz)|pdz
i
+
+ C18(r   s) p 22 E
hZ r
s
|µ(Xz)|pdz
i⌘
where C18 is the constant from inequality (A.0.2). We can see that,
E[
Z r
s
|g(Xz, uz)|pdz] =
= E
hZ r
s
   g(Xz, uz)  g(Xz, 0) + g(Xz, 0)  g(0, 0) + g(0, 0)   pdzi
 3p 1
⇣
E
hZ r
s
   g(Xz, uz)  g(Xz, 0)   pdzi+ EhZ r
s
   g(Xz, 0)  g(0, 0)   pdzi +
+ E
hZ r
s
|g(0, 0)|pdz
i⌘
 3p 1
⇣
Cp1E
hZ r
s
|uz|pdz
i
+ Cp1
Z r
s
E[|Xz|p]dz + (r   s)|g(0, 0)|p
⌘
 3p 1
⇣
Cp1C7 + C9C
p
1 + |g(0, 0)|p
⌘
(r   s),
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where C1 is the Lipschitz constant in (1.2.1), C7 is the constant in the ad-
missibility condition (2.3.4) and C9 the constant from Lemma (2.4.1). Also,
E
hZ r
s
|µ(Xz)|pdz
i
= E
hZ r
s
   µ(Xz)  µ(0) + µ(0)   pdzi
 2p 1
⇣
E
hZ r
s
   µ(Xz)  µ(0)   pdzi+ EhZ r
s
|µ(0)|pdz
i⌘
 2p 1
⇣
Cp2
Z r
s
E[|Xz|p]dz + (r   s)|µ(0)|p
⌘
 2p 1
⇣
Cp2C9(r   s) + (r   s)|µ(0)|p
⌘
 2p 1
⇣
Cp2C9 + |µ(0)|p
⌘
(r   s),
where C2 is the Lipschitz constant from (1.2.2). So combining the inequalites
above and for
C16 := 6
p 1
⇣
2p 1Cp1C7 + C9C
p
1 + |g(0, 0)|p
⌘
, (2.4.8)
C17 := 4
p 1C18(C
p
2C9 + |µ(0)|p) (2.4.9)
(2.4.7) becomes apparent.
Given the partition PN and s 2 [t, T ] define
[s]N = max{tNk 2 PN | tNk  s}. (2.4.10)
In the following we write [s] for [s]N for convenience.
Lemma 2.4.3. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2),
(1.2.3). Then, we have that for u 2 U¯ad:
sup
r2[t,T ]
E[|XNr |p]  C19, p   2, (2.4.11)
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where C19 := C19(t, T, p, u) is a constant depending on the initial and terminal
time moment t and T respectively, the power p, the control u, but independent
of N .
Proof. Under this notation we can rewrite the linearized system (2.3.8) as,
XNr = X
N
t +
+
Z r
t
⇣
g(XN[s], u[s]) +Dxg(X
N
[s], u[s])(X
N
s  XN[s])+
+Dug(X
N
[s], u[s])(us   u[s])
⌘
ds+
Z r
t
µ(XN[s])dWs (2.4.12)
XNt = x
By using Ho¨lder’s and Jensen’s inequality and the MMI, we have that,
E|XNr |p  3p 1
 
E|XNt |p+
+ E
   Z r
t
 
g(XN[s], u[s]) +Dxg(X
N
[s], u[s])(X
N
s  XN[s]) +
+Dug(X
N
[s], u[s])(us   u[s])
 
ds
   p + E   Z r
t
µ(XN[s])dWs
   p!
 3p 1
 
|x|p+
+ (r   t)p 1E
Z r
t
   g(XN[s], u[s]) +Dxg(XN[s], u[s])(XNs  XN[s]) +
Dug(X
N
[s], u[s])(us   u[s])
   pds+ C20Eh⇣Z r
t
|µ(X[s])N |2ds
⌘ p
2
i!
so that,
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E|XNr |p  3p 1
 
|x|p + (r   t)p 13p 1
⇣
E
Z r
t
|g(XN[s], u[s])|pds +
+ E
Z r
t
   Dxg(XN[s], u[s])(XNs  XN[s])   pds +
+ E
Z r
t
   Dug(XN[s], u[s])(us   u[s])   pds ⌘+
+ C20(r   t) p 22 E
hZ r
t
|µ(XN[s])|pds
i!
 3p 1
 
|x|p + (T   t)p 13p 1
⇣
E
Z T
t
|g(XN[s], u[s])|pds+
E
Z T
t
   Dxg(XN[s], u[s])(XNs  XN[s])   pds+
+ E
Z T
t
   Dug(XN[s], u[s])(us   u[s])   pds⌘ +
+ C20(T   t) p 22 E
hZ T
t
|µ(XN[s])|pds
i!
for all r 2 [t, T ] and p   2. C20 is the constant corresponding to the MMI
(A.0.2). Now, analysing the terms one by one we have,
34
E
Z T
t
|g(XN[s], u[s])|pds =
= E
Z T
t
   g(XN[s], u[s])  g(0, u[s]) + g(0, u[s])  g(0, 0) + g(0, 0)   pds
 3p 1
 
E
Z T
t
   g(XN[s], u[s])  g(0, u[s])   pds+
+ E
Z T
t
   g(0, u[s])  g(0, 0)   p + E Z T
t
|g(0, 0)|pds
!
 3p 1
 
Cp1E
Z T
t
|XN[s]|pds+ Cp1E
Z T
t
|u[s]|pds+ (T   t)|g(0, 0)|p
!
 3p 1
 
Cp1
Z T
t
sup
z2[t,s]
E|XNz |pds+ Cp1C7(T   t) + (T   t)|g(0, 0)|p
!
= C21
Z T
t
sup
z2[t,s]
E|XNz |pds+ C22,
where
C21 := C21(p) = 3
p 1Cp1 , (2.4.13)
C22 := C22(t, T, p, u) = 3
p 1(T   t)(Cp1C7 + |g(0, 0)|p), (2.4.14)
C1 is the Lipschitz constant in (1.2.1) and C7 is the constant in (2.3.4). Next
observe that,
E
Z T
t
   Dxg(XN[s], u[s])(XNs  XN[s])   pds  Cp32p Z T
t
sup
z2[t,s]
E|XNz |pds
= C23
Z T
t
sup
z2[t,s]
E|XNz |pds,
where C23 := C
p
32
p and C3 is the constant from the boundedness condition
(1.2.3).
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E
Z T
t
   Dug(XN[s], u[s])(us   u[s])   pds  Cp32p 1
 
E
Z T
t
|us|pds+ E
Z T
t
|u[s]|pds
!
 Cp32pC7(T   t) = C24(t, T, p) =: C24.
E
hZ T
t
|µ(XN[s])|pds
i
= E
hZ T
t
   µ(XN[s])  µ(0) + µ(0)   pdsi
 2p 1
⇢
E
hZ T
t
   µ(XN[s])  µ(0)   pdsi+ EhZ T
t
|µ(0)|pds
i 
 2p 1
⇢
Cp3
Z T
t
E|XN[s]|pds+ (T   t)|µ(0)|p
 
= C25
Z T
t
sup
z2[t,s]
E|XNz |pds+ C26,
where
C25 := C25(p) = 2
p 1|C2|p (2.4.15)
C26 := C26(t, T, p) = (T   t)|µ(0)|p. (2.4.16)
So we have that,
sup
r2[t,T ]
E|XNr |p  C27
Z T
0
sup
z2[t,s]
E|XNz |pds+ C28, (2.4.17)
where
C27 := C27(t, T, p) = 9
p 1(T   t)p 1(C21 + C23) + 3p 1D(T   t) p 22 C25.
(2.4.18)
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and
C28 := C28(t, T, p, u) = 9
p 1(T   t)p 1(C22 + C24) + 3p 1D(T   t) p 22 C26.
(2.4.19)
Hence, by Gronwall’s inequality and for,
C19 := C19(t, T, p, u) = C28e
TC27 , (2.4.20)
(2.4.11) follows.
Remark 2.4.1. In the following Lemma, we introduce the additional admis-
sibility condition for the control processes, (2.4.1).
Lemma 2.4.4. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2),
(1.2.3). Then, for a partition PN , u 2 U¯ad and r, s 2 [t, T ],
E|XNr  XNs |p  C29(r   s)p + C30(r   s)
p
2 (2.4.21)
where C29 := C29(t, T, p, u), C30 := C30(t, T, p, u) are constants depending on
the initial and terminal time moment t and T respectively, the power p, the
control u, but independent of N .
Proof. Given r, s   t we can see from (2.4.12) that,
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|XNr  XNs |p =
     
Z r
s
⇣
g(XN[z], u[z]) +Dxg(X
N
[z], u[z])(X
N
z  XN[z]) +
+Dug(X
N
[z], u[z])(uz   u[z])
⌘
dz +
Z r
s
µ(XN[z])dWz
     
p
.
 2p 1
      
Z r
s
⇣
g(XN[z], u[z]) +Dxg(X
N
[z], u[z])(X
N
z  XN[z]) +
+Dug(X
N
[z], u[z])(uz   u[z])
⌘
dz
     
p
+
   Z r
s
µ(XN[z])dWz
   p !.
By using the MMI, (A.0.2) we have
E|XNr  XNs |p 
 2p 1
 
E
"     
Z r
s
(g(XN[z], u[z]) +Dxg(X
N
[z], u[z])(X
N
z  XN[z]) +
+Dug(X
N
[z], u[z])(uz   u[z]))dz
     
p#
+ E
h   Z r
s
µ(XN[z])dWz
   pi !.
 2p 1
 
E
"     
Z r
s
(g(XN[z], u[z]) +Dxg(X
N
[z], u[z])(X
N
z  XN[z]) +
+Dug(X
N
[z], u[z])(uz   u[z]))dz
     
p#
+ C31E
h⇣ Z r
s
|µ(XN[z])|2dz
⌘ p
2
i !
,
where C31 is the constant referring to MMI. Hence,
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E|XNr  XNs |p 
 2p 1
 
(r   s)p 1 E
Z r
s
   g(XN[z], u[z]) +Dxg(XN[z], u[z])(XNz  XN[z]) +
+Dug(X
N
[z], u[z])(uz   u[z])
   pdz + C31(r   s) p 22 E Z r
s
|µ(XN[z])|pdz
!
 6p 1(r   s)p 1
 
E
Z r
s
   g(XN[z], u[z])   pdr +
+ E
Z r
s
   Dxg(XN[z], u[z])(XNz  XN[z])   pdz
+ E
Z r
s
   Dug(XN[z], u[z])(uz   u[z])   pdz
!
+
+ C312
p 1(r   s) p 22 E
Z r
s
|µ(XN[z])|pdz.
By using the previous Lemma and analyzing each term separately we can see
that,
E
Z r
s
   g(XN[z], u[z])   pdz =
= E
Z r
s
   g(XN[z], u[z])  g(0, u[z]) + g(0, u[z])  g(0, 0)  g(0, 0)   pdz
 3p 1
✓
E
Z r
s
   g(XN[z], u[z])  g(0, u[z])   pdz +
+ E
Z r
s
   g(0, u[z])  g(0, 0)   pdz + E Z r
s
|g(0, 0)|pdz
!
 3p 1
✓
E
Z r
s
   g(XN[z], u[z])  g(0, u[z])   pdz +
+ E
Z r
s
   g(0, u[z])  g(0, 0)  pdz + E Z r
s
|g(0, 0)|pdz
!
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 3p 1
✓
Cp1E
Z r
s
|XN[z]|pdz + Cp1E
Z r
s
|u[z]|pdr + E
Z r
s
|g(0, 0)|pdz
!
 3p 1
✓
Cp1C19 + C
p
1C7 + |g(0, 0)|p
!
(r   s),
where C1 is the Lipschitz constant in (1.2.1), C7 the constant in the admissi-
bility condition (2.3.4) and C19 is the constant in Lemma (2.4.3). Similarly,
E
Z r
s
   Dxg(XN[z], u[z])(XNz  XN[z])   pdz  Cp3E Z r
s
|(XNz  XN[z])|pdz
 Cp32pC19(r   s),
where C3 is the constant in (1.2.3). Then
E
Z r
s
   Dug(XN[z], u[z])(uz   u[z])   pdz  Cp3E Z r
s
|(uz   u[z])|pdz
 Cp3E
Z r
s
C8|z   [z]| p2dz
 Cp3C8(T   t)
p
2 (r   s),
where C8 is the constant in the additional admissibility condition (2.4.1).
E
Z r
s
|µ(XN[z])|pdz  E
Z r
s
|µ(XN[z])  µ(0)|pdz + E
Z r
s
|µ(0)|pdz
 Cp2E
Z r
s
|XN[z]|pdz + (r   s)|µ(0)|p
 (Cp2C19 + |µ(0)|p)(r   s),
where C2 is the Lipschitz constant in (1.2.2) and C19 the constant in Lemma
(2.4.3). By setting,
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C29 := C29(t, T, p, u) = 6
p 1
h⇣
Cp1C19 + C
p
1C7 + |g(0, 0)|p
⌘
+
+ Cp32
pC19 + C
p
3C8(T   t)
p
2
i
, (2.4.22)
C30 := C30(t, T, p, u) = 2
p 1C31C
p
2C19 + |µ(0)|p, (2.4.23)
(2.4.21) follows.
Theorem 2.4.1. Suppose that the drift coe cient g and the di↵usion co-
e cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1),
(1.2.2), (1.2.3). For the systems (2.3.1) and (2.3.8), a fixed time horizon T
and any admissible control u 2 U¯ad we have that,
sup
r2[t,T ]
E|Xr  XNr |p  C32. (2.4.24)
where for fixed N , C32 := C32(t, T,N, p, u) depends on the initial and ter-
minal time moment t and T respectively, the power p and the control u.
Additionally, C32(t, T,N, p, u) 2 O
h
(T tN )
p
2
i
as N !1.
Proof. From (2.3.1) and (2.4.12) we can see that,
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|Xr  XNr |p =
=
     
Z r
t
 
(g(Xz, uz)  g(XN[z], u[z])) Dxg(XN[z], u[z])(XNz  XN[z]) +
+Dug(X
N
[z], u[z])(uz   u[z])
!
dz +
Z r
t
(µ(Xz)  µ(XN[z]))dWz
     
p
.
 2p 1
      
Z r
t
 
(g(Xz, uz)  g(XN[z], u[z])) +Dxg(XN[z], u[z])(XNz  XN[z]) +
+Dug(X
N
[z], u[z])(uz   u[z])
!
dz
     
p
+
     
Z r
t
(µ(Xz)  µ(XN[z]))dWz
     
p !
.
Hence, we have that
E|Xr  XNr |p 
 2p 1
 
E
"     
Z r
t
((g(Xz, uz)  g(XN[z], u[z])) +
+Dxg(X
N
[z], u[z])(X
N
z  XN[z]) +Dug(XN[z], u[z])(uz   u[z]))dz
     
p#
+
+ E
"     
Z r
t
(µ(Xz)  µ(XN[z]))dWz
     
p# !
 2p 1
 
E
"     
Z r
t
(g(Xz, uz)  g(XN[z], u[z]) +
+Dxg(X
N
[z], u[z])(X
N
z  XN[z]) +Dug(XN[z], u[z])(uz   u[z]))dz
     
p#
+
+ C33E
h⇣ Z r
t
|µ(Xz)  µ(XN[z])|2dz
⌘ p
2
i !
42
 2p 1
 
(r   t)p 1 E
Z r
t
     g(Xz, uz)  g(XN[z], u[z]) +
+Dxg(X
N
[z], u[z])(X
N
z  XN[z]) +Dug(XN[z], u[z])(uz   u[z])
     
p
dz +
+ C33(r   t) p 22 E
Z r
t
   µ(Xz)  µ(XN[z])   pdz
!
 6p 1(r   t)p 1
 
E
Z r
t
   g(Xz, uz)  g(XN[z], u[z])   pdz +
+ E
Z r
t
   Dxg(XN[z], u[z])(XNz  XN[z])   pdz +
+ E
Z r
t
     Dug(XN[z], u[z])(uz   u[z])
     
p
dz
!
+
+ C332
p 1(r   t) p 22 E
Z r
t
   µ(Xz)  µ(XN[z])   pdz,
where C33 is the constant from MMI, (A.0.2). Hence,
E|Xr  XNr |p  6p 1(T   t)p 1
 
E
Z T
t
   g(Xz, uz)  g(XN[z], u[z])   pdr +
+ E
Z T
t
   Dxg(XN[z], u[z])(XNz  XN[z])   pdz +
+ E
Z T
t
   Dug(XN[z], u[z])(uz   u[z])   pdz
!
+
+ C332
p 1(T   t) p 22 E
Z T
t
   µ(Xz)  µ(XN[z])   pdz.
for all r 2 [t, T ] and p   2. Following similar manipulations as in Lemma (2.4.1)
and Lemma (2.4.4) we can see that,
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E
Z T
t
   g(Xz, uz)  g(XN[z], u[z])   pdz =
= E
Z T
t
   g(Xz, uz)  g(XNz , uz) +
+ g(XNz , uz)  g(XN[z], uz) + g(XN[z], uz)  g(XN[z], u[z])
   pdz
 3p 1
✓
E
Z T
t
   g(Xz, uz)  g(XNz , uz)   pdz +
+ E
Z T
t
   g(XNz , uz)  g(XN[z], uz)   pdz +
+ E
Z T
t
   g(XN[z], uz)  g(XN[z], uz)   pdz◆
 3p 1
✓
Cp1
Z T
t
E|Xz  XNz |pdz + Cp1
Z T
t
E|XNz  XN[z]|pdz +
+ Cp1E
Z T
t
|uz   u[z]|pdz
!
 3p 1Cp1
✓Z T
t
sup
s2[t,z]
E|Xs  XNs |pdz+
+ (T   t)
⇢
C29
⇣T   t
N
⌘p
+ C30
⇣T   t
N
⌘ p
2
 
+
+ 2pCp1C8(T   t)
⇣T   t
N
⌘ p
2
!
,
where C1 is the Lipschitz constant in (1.2.1), C8 is the constant in the ad-
missibility condition (2.4.1) and C29, C30 are the constants in Lemma (2.4.4).
Also
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E
Z T
t
   Dxg(XN[z], u[z])(XNz  XN[z])   pdz 
 Cp3E
Z T
t
|(XNz  XN[z])|pdz
 Cp3 (T   t)
⇢
C29
⇣T   t
N
⌘p
+ C30
⇣T   t
N
⌘ p
2
 
,
where C3 is the constant in (1.2.3).
E
Z T
t
   Dug(XN[z], u[z])(uz   u[z])   pdz  Cp3E Z T
t
|(uz   u[z])|pdz
 Cp3C8(T   t)
⇣T   t
N
⌘ p
2
,
where C8 is the constant in the admissibility condition (2.4.1). Also
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E
Z T
t
   µ(Xz)  µ(XN[z])   pdz =
= E
Z T
t
   µ(Xz)  µ(XNz ) + µ(XNz )  µ(XN[z])   pdz
 2p 1
 
E
Z T
t
   µ(Xz)  µ(XNz )   pdz +
+ E
Z T
t
   µ(XNz )  µ(XN[z])   pdz
!
 2p 1Cp2
 Z T
t
E
   Xz  XNz    pdz + Z T
t
E
   XNz  XN[z]   pdz
!
 2p 1Cp2
 Z T
t
sup
s2[t,z]
E|Xs  XNs |pdz +
+
Z T
t
n
C29(z   [z])p 1 + C30(z   [z]) p 22
o
dz
 2p 1Cp2
 Z T
t
sup
s2[t,z]
E|Xs  XNs |pdz +
+ (T   t)
⇢
C29
⇣T   t
N
⌘p
+ C30
⇣T   t
N
⌘ p
2
)
 !
,
with C2 be the constant in (1.2.2) and C29, C30 be the constants in Lemma
(2.4.4). So we have that,
sup
r2[t,T ]
E|Xr  XNr |p  C34
Z T
t
sup
s2[t,z]
E|Xs  XNs |pdz + C35, (2.4.25)
with C34, C35 defined as
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C34 := C34(t, T, p) = (18(T   t))p 1Cp1 + C3322(p 1)(T   t)
p 2
2 Cp1 . (2.4.26)
C35 := C35(t, T,N, p, u) = C36
⇣T   t
N
⌘p
+ C37
⇣T   t
N
⌘ p
2
, (2.4.27)
where
C36 := C36(t, T, p, u) = C292
p 1(T   t)
h
Cp19
p 1 + 3p 1Cp3 (T   t)p 1 +
+ Cp2C332
p 1(T   t) p 22
i
(2.4.28)
C37 := C37(t, T, p, u) = 6
p 1(T   t)p 1
h
3p 1Cp1 (T   t)(C30 + 2pC8) +
+ Cp3 (T   t)C30 + Cp3C8
i
+ C334
p 1(T   t) p2Cp2C30.
(2.4.29)
Hence by (2.4.25) and Gronwall’s inequality, set
C32 := C32(t, T,N, p, u) = C35e
C34(T t), (2.4.30)
and the (2.4.24) follows.
Theorem 2.4.2. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2),
(1.2.3). For the cost functionals (2.3.3), (2.3.10) and any control u 2 U¯ad,
|J(t, x, u)  JN(t, x, u)|  C38, (2.4.31)
where for fixed N , C38 := C38(t, T,N, u) is a constant which depends on the
initial and the terminal time moment t and T respectively and the control u.
Moreover, we have that C38(t, T,N, u) 2 O
h
(T tN )
1
2
i
as N !1.
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Proof.
|J(t, x, u)  JN(t, x, u)| 
   EhZ T
t
 
X
0
sQ(s)Xs  XNs
0
Q(s)XNs
 
ds +
+X
0
TF (T )XT  XNT
0
F (T )XNT
i   

Z T
t
E
h   X 0sQ(s)Xs  XNs 0Q(s)XNs    ids +
+ E
h   X 0TF (T )XT  XNT 0F (T )XNT    i

Z T
t
E
h   X 0sQ(s)Xs  X 0sQ(s)XNs     +
+
   X 0sQ(s)XNs  XNs 0Q(s)XNs    ids+
+ E
h   X 0TF (T )XT  X 0TF (T )XNT     +
+
   X 0TF (T )XNT  XNT 0F (T )XNT    i.
Hence,
|J(t, x, u)  JN(t, x, u)| 

Z T
t
E
h   X 0sQ(s)(Xs  XNs )   +    (X 0s  XNs 0)Q(s)XNs    ids +
+ E
h   X 0TF (T )(XT  XNT )   +    (X 0T  XNT 0)F (T )XNT    i

Z T
t
E
h
|Q(s)||Xs||Xs  XNs |+ |Q(s)||XNs ||Xs  XNs |
i
ds +
+ E
h
|F (T )||XT ||XT  XNT |+ |F (T )||XNT ||XT  XNT |
i
.
Using the Cauchy-Schwartz inequality and the boundedness of Q,F , we have
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that,
|J(t, x, u)  JN(t, x, u)| 

Z T
t
E
h
|Q(s)|(|Xs|+ |XNs |)|Xs  XNs |
i
ds+
+ E
h
|F (T )||XT ||XT  XNT |+ |F (T )||XNT ||XT  XNT |
i
 C39
Z T
t
⇢
E
h
(|Xs|+ |XNs |)2
i 1
2E
h
|Xs  XNs |2
i 1
2
 
ds+
+ C40
⇢
E
h
(|XT |+ |XNT |)2
i 1
2E
h
|XT  XNT |2
i 1
2
 
 C39
⇣
2C9(t, T, 2, u) + 2C19(t, T, 2, u)
⌘ 1
2
Z T
t
 
sup
z2[t,T ]
E|Xz  XNz |2
! 1
2
ds+
+ C40
⇣
2C9(t, T, 2, u) + 2C19(t, T, 2, u)
⌘ 1
2
 
sup
z2[t,T ]
E|Xz  XNz |2
! 1
2
= (C39(T   t) + C40)
⇣
2C9(t, T, 2, u) + 2C19(t, T, 2, u)
⌘ 1
2
C32(t, T,N, 2, u)
1
2
(2.4.32)
= C38(t, T,N, u) =: C38, (2.4.33)
where C32(t, T,N, p, u), p   2 is defined in Theorem (2.4.1), and C9(t, T, p, u),
C19(t, T, p, u), p   2, are defined in Lemma (2.4.1) and Lemma (2.4.3) re-
spectively. The constants C39, C40 represent the supremum norm of Q and
F respectively.
Theorem 2.4.3. Suppose that the drift coe cient g and the di↵usion co-
e cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1),
(1.2.2), (1.2.3). Then, the value functions (2.3.11), (2.3.6) satisfy,
|⇢N(t, x)  ⇢(t, x)|  C¯38 (2.4.34)
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with C¯38 := C¯38(t, T,N) 2 O
h
(T tN )
1
2
i
as N !1
Proof. Given the definition of the cost functionals (2.3.3), (2.3.10) we can
consider a sequence {un}1n=1 ⇢ U¯ad such that J(t, x, un)! ⇢(t, x), as n!1.
So we have that,
⇢(t, x) = lim
n!1
J(t, x, un)
  lim inf
n!1
⇣
JN(t, x, un)  C38(t, T,N, un)
⌘
  inf
u2Uad
JN(t, x, u)  lim inf
n!1
C38(t, T,N, un)
= ⇢N(t, x)  lim inf
n!1
C38(t, T,N, un). (2.4.35)
Similarly, consider a sequence { 0n}1n=1 ⇢ U t,xad such that JN(t, x,  0n) !
⇢N(t, x), as n!1.
⇢N(t, x) = lim
n!1
JN(t, x,  0n)
  lim inf
n!1
⇣
J(t, x,  0n)  C38(t, T,N,  0n)
⌘
  inf
u2Uad
J(t, x, u)  lim inf
n!1
C38(t, T,N,  
0
n)
= ⇢(t, x)  lim inf
n!1
C38(t, T,N,  
0
n). (2.4.36)
Define,
C¯38(t, T,N) = sup
(
lim inf
n!1
C38(t, T,N,  
0
n), lim infn!1
C38(t, T,N,  n)
)
,
(2.4.37)
by assuming that the limits exist and maintain the order O
h
(T tN )
1
2
i
as
N ! 1. Recall that for each admissible control u 2 Uad the bound
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C38(t, T,N,  n) is of order O
h
(T tN )
1
2
i
so the above assumption is reasonable
to impose. Hence from (2.4.35) and (2.4.36), (2.4.34) becomes clear.
Remark 2.4.2. The essence of Theorem (2.4.3) is that it allows us to con-
struct a control to drive the original system (2.3.1) such that the associated
cost (2.3.3), will be C¯38(t, T,N)-close to the optimal control. Particularly, for
given N, T, p and hence an error level C¯38(t, T,N) we will show in the follow-
ing section that there exists an optimal control u⇤,N,L for the linearized system
(2.3.8) under which, the associated optimal cost ⇢N will be C¯38(t, T,N)-close
to the optimal cost of the original system, ⇢. Also, Theorem (2.4.2) tells us
that if we drive the original system under the control u⇤,N,L then the associ-
ated cost will be C¯38(t, T,N)-close to the optimal cost. In other words,
|J(t, x, u⇤,N,L) ⇢(t, x)| 
 |J(t, x, u⇤,N,L)  ⇢N(t, x) + ⇢N(t, x)  ⇢(t, x)|
= |J(t, x, u⇤,N,L)  JN(t, x, u⇤,N,L) + ⇢N(t, x)  ⇢(t, x)|
 |J(t, x, u⇤,N,L)  JN(t, x, u⇤,N,L)|+ |⇢N(t, x)  ⇢(t, x)|
2 O
h
(
T   t
N
)
1
2
i
, as N !1.
2.4.2 The Second Approach
In this approach we do not make use of the additional admissibility condition
(2.4.1) but we assume that the set of control values, U is compact and convex.
Also assume that the drift of system (2.3.1) is bounded. The objective in this
approach is to obtain a result similar to Theorem (2.4.3). The only drawback
of this approach is that no convergence rate can be established.
To begin with, let W be the set of controls u 2 Uad, (2.3.4), which are step
processes, i.e there exists a finite sequence, {⌧j}rj=0, r 2 N, such that,
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u(t,!) = uj(!), t 2 [⌧j, ⌧j+1), (2.4.38)
where uj 2 U . Then,
Theorem 2.4.4. Let the set of control values U be convex and compact. For
the system (2.1.1), the associated functional (2.1.7) and W the set of control
processes defined above we have that,
⇢(t, x) = inf
u2Uad
J(t, x, u) = inf
u2W
J(t, x, u). (2.4.39)
Proof. See [[14], Section 1.4].
Therefore by Theorem (2.4.4) we also have that for the linearized system
(2.3.8), and the associated optimal cost (2.3.11),
⇢N(t, x) = inf
u2Uad
JN(t, x, u) = inf
u2W
JN(t, x, u). (2.4.40)
Consider again the partition PN =
 
tN0 , t
N
1 , · · · , tNk
 
of [t, T ] with,
tNk =
kT + (N   k)t
N
, k = 0, · · ·N (2.4.41)
and define WN be the subset of W corresponding to the splitting (2.4.41).
In other words, given the partition PN which is defined with respect to
the splitting (2.4.41) and a finite sequence {uk}N 1k=0 ⇢ U , WN is the set of
piecewise constant controls of the form,
u(t,!) = uk(!), t 2 [tNk , tNk+1), (2.4.42)
Theorem 2.4.5. Let the set of control values U be convex and compact.
Given the sets of control processes, W, WN and the cost functional (2.1.7),
we have that,
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⇢N(t, x) := inf
u2WN
J(t, x, u)! inf
u2W
J(t, x, u) =: ⇢(t, x), N !1. (2.4.43)
Proof. See [[14], Section 2.1].
Then, inspired by Theorem (2.4.5) we can assume that for
⇢NN(t, x) = inf
u2WN
JN(t, x, u) (2.4.44)
,
|⇢NN(t, x)  ⇢N(t, x)|! 0, N !1. (2.4.45)
where both in (2.4.43) and (2.4.45) the subscript N reflects to the class of
admissible controls WN . Hence by the triangle inequality we have that for
every N 2 N,
|⇢(t, x)  ⇢N(t, x)| = |⇢(t, x)  ⇢N(t, x) + ⇢N(t, x)  ⇢NN(t, x) +
+ ⇢NN(t, x)  ⇢N(t, x)|
 |⇢(t, x)  ⇢N(t, x)|+ |⇢N(t, x)  ⇢NN(t, x)| +
+ |⇢NN(t, x)  ⇢N(t, x)|. (2.4.46)
It is then becoming apparent that as in the first approach the goal is to con-
clude to the Theorem (2.4.3) and hence it is meaningful to control the term
|⇢N(t, x) ⇢NN(t, x)|. To this end we follow similar steps to the approach. We
can initially observe that Lemmas (2.4.1), (2.4.2) hold even for controls in
the class WN . The fundamental di↵erence is that the bounds obtained for
this approach are independent of the choice of the control. Slight modifica-
tions of lemmas (2.4.3), (2.4.4) and Theorem (2.4.1) are presented below in
which it is clear how the independence of the bounds from the control choice
is guaranteed.
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Lemma 2.4.5. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2),
(1.2.3). Then, for u 2WN :
sup
r2[t,T ]
E[|XNr |p]  C41, p   2, (2.4.47)
where C41 := C41(t, T, p) depends on the initial and terminal time moment t
and T respectively and the power p, but independent on u.
Proof. Given a control u 2WN (piecewise constant) we have that,
E|XNr |p  3p 1
 
E|XNt |p+
+ E|
Z r
t
⇣
g(XN[s], u[s]) +Dxg(X
N
[s], u[s])(X
N
s  XN[s])
+Dug(X
N
[s], u[s])(us   u[s])
⌘
ds|p + E|
Z r
t
µ(XN[s])dWs|p
!
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Hence using the Martingale moment inequality,
E|XNr |p  3p 1
 
|x|p + (r   t)p 1E
Z r
t
    g(XN[s], u[s]) +
+Dxg(X
N
[s], u[s])(X
N
s  XN[s])
    pds+ C42E[(Z r
t
|µ(XN[s])|2ds)
p
2 ]
!
 3p 1
 
|x|p + (r   t)p 12p 1
⇣
E
Z r
t
|g(XN[s], u[s])|pds +
+ E
Z r
t
|Dxg(XN[s], u[s])(XNs  XN[s])|pds
⌘
+
+ C42(r   t) p 22 E[
Z r
t
|µ(XN[s])|pds]
!
 3p 1
 
|x|p + (T   t)p 12p 1
⇣
E
Z T
t
|g(XN[s], u[s])|pds +
+ E
Z T
t
|Dxg(XN[s], u[s])(XNs  XN[s])|pds
⌘
+ C42(T   t) p 22 E[
Z T
t
|µ(XN[s])|pds]
!
for all t 2 [0, T ], p   2. C42 is a constant appearing from MMI, (A.0.2).
E
Z T
t
|g(XN[s], u[s])|pds = Cp43(T   t)
=: C44,
where C43 is the bound of the drift function g(x, u).
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E
Z T
t
|Dxg(XN[s], u[s])(XNs  XN[s])|pds  Cp32p
Z T
t
sup
z2[t,s]
E|XNz |pds
= C45
Z T
t
sup
z2[t,s]
E|XNz |pds,
where C45 := C45(p) = C
p
32
p and C3 is the constant in (1.2.3).
E[
Z T
t
|µ(XN[s])|pds] = E[
Z T
t
|µ(XN[s])  µ(0) + µ(0)|pds]
 2p 1
⇢
E[
Z T
t
|µ(XN[s])  µ(0)|p + E[
Z T
t
|µ(0)|pds
 
 2p 1
⇢
Cp2 [
Z T
t
E|XN[s]|p + (T   t)|µ(0)|p
 
= C46
Z T
t
sup
z2[t,s]
E|XNz |pds+ C47,
with
C46 := C46(p) = 2
p 1Cp2 , (2.4.48)
C47 := C47(t, T, p) = (T   t)|µ(0)|p, (2.4.49)
where C2 is the Lipschitz constant in (1.2.2). Hence we have that,
sup
r2[t,T ]
E|XNr |p  C48
Z T
t
sup
z2[t,s]
E|XNz |pds+ C49. (2.4.50)
In (2.4.50) the constants are given by
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C48 := C48(t, T,N, p) = 3
p 1
⇣
(T   t)p 12p 1C45 + C42(T   t) p 22 C46
⌘
,
(2.4.51)
C49 := C49(t, T,N, p) = 3
p 1
⇣
|x|p + (T   t)p 12p 1C44 + C42(T   t) p 22 C47
⌘
.
(2.4.52)
By setting,
C41 := C41(t, T, p) = C49e
(T t)C48 (2.4.53)
and Gronwall’s inequality we have (2.4.47).
Similarly we modify Lemma (2.4.4) by restricting to the control processes of
the class WN .
Lemma 2.4.6. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2),
(1.2.3). Given a partition PN of [t, T ], r, s 2 [t, T ] and u 2WN :
E|XNr  XNs |p  C50(r   s)p + C51(r   s)
p
2 , (2.4.54)
where C50 := C50(t, T, p), C50 := C50(t, T, p) are constants depending on the
initial and terminal time moment t and T respectively and the power p, but
independent on u.
Proof. Given r, s   t we can see from (2.4.12) that,
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E|XNr  XNs |p 
 2p 1
 
E
   Z r
s
⇣
g(XN[z], u[z]) +Dxg(X
N
[z], u[z])(X
N
z  XN[z])
⌘
dz
   p +
+ E
   Z r
s
µ(XN[z])dWz
   p !.
 2p 1
 
E
   Z r
s
⇣
g(XN[z], u[z]) +Dxg(X
N
[z], u[z])(X
N
z  XN[z])
⌘
dz
   p+
+ C52E
h⇣ Z r
s
|µ(XN[z])|2dz
⌘ p
2
i !
.
Hence,
E|XNr  XNs |p  2p 1
 
(r   s)p 1 E
Z r
s
     g(XN[z], u[z]) +
+Dxg(X
N
[z], u[z])(X
N
z  XN[z])
     
p
dz+
+ C52(r   s) p 22 E
Z r
s
|µ(XN[z])|pdz
!
 4p 1(r   s)p 1
 
E
Z r
s
     g(XN[z], u[z])
     
p
dr +
+ E
Z r
s
     Dxg(XN[z], u[z])(XNz  XN[z])
     
p
dz
!
+
+ C522
p 1(r   s) p 22 E
Z r
s
|µ(XN[z])|pdz,
where C52 is a constant from MMI, (A.0.2). Following the same ideas and
analyzing each term separately we can see that,
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E
Z r
s
     g(XN[z], u[z])
     
p
dz = C43(r   s),
where C43 is the bound of the drift. Similarly,
E
Z r
s
     Dxg(XN[z], u[z])(XNz  XN[z])
     
p
dz  Cp3E
Z r
s
|(XNz  XN[z])|pdz
 Cp32p 1C41(r   s),
where C3 is the constant in (1.2.3) and C41 the constant of Lemma (2.4.47).
Also
E
Z r
s
|µ(XN[z])|pdz  2p 1
⇣
E
Z r
s
|µ(XN[z])  µ(0)|pdz + E
Z r
s
|µ(0)|pdz
⌘
 2p 1
⇣
Cp2E
Z r
s
|XN[z]|pdz + (r   s)|µ(0)|p
⌘
 2p 1(Cp2C41 + |µ(0)|p)(r   s),
where C2 is the Lipschitz constant in (1.2.2) and C19 the constant from
Lemma (2.4.3). So for,
C50 := C50(t, T, p) = 4
p 1
⇣
C43 + C
p
32
pC41
⌘
, (2.4.55)
C51 := C51(t, T, p) = 4
p 1C52
 
Cp2C41 + |µ(0)|p
 
, (2.4.56)
(2.4.54) follows.
Theorem 2.4.6. Suppose that the drift coe cient g and the di↵usion co-
e cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1),
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(1.2.2), (1.2.3). For the systems (2.3.1) and (2.3.8), any fixed time horizon
T and any admissible control u 2WN :
sup
r2[t,T ]
E|Xr  XNr |p  C53, (2.4.57)
where for fixed N , C53 := C53(t, T,N, p) depends on the initial and ter-
minal time moment t and T respectively and the power p. Additionally,
C53(t, T,N, p) 2 O
h
(T tN )
p
2
i
as N !1.
Proof. From (2.3.1) and (2.4.12) we can see by using the MMI, (A.0.2) that,
E|Xr  XNr |p  2p 1
 
E
     
Z r
t
⇣
g(Xz, uz)  g(XN[z], u[z]) +
+Dxg(X
N
[z], u[z])(X
N
z  XN[z])
⌘
dz
     
p
+
+ E
     
Z r
t
(µ(Xz)  µ(XN[z]))dWz
     
p !
 2p 1
 
E
     
Z r
t
⇣
g(Xz, uz)  g(XN[z], u[z] +
+Dxg(X
N
[z], u[z])(X
N
z  XN[z])
⌘
dz
     
p
+
+ C54E
h⇢ Z r
t
|µ(Xz)  µ(XN[z])|2dz
  p
2 i !
Hence,
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E|Xr  XNr |p  2p 1
 
(r   t)p 1 E
Z r
t
     g(Xz, uz)  g(XN[z], u[z]) +
+Dxg(X
N
[z], u[z])(X
N
z  XN[z])
     
p
dz +
+ C54(r   t) p 22 E
Z r
t
|µ(Xz)  µ(XN[z])|pdz
!
 4p 1(r   t)p 1
 
E
Z r
t
     g(Xz, uz)  g(XN[z], u[z])
     
p
dr +
+ E
Z r
t
     Dxg(XN[z], u[z])(XNz  XN[z])
     
p
dz
!
+
+ C542
p 1(r   t) p 22 E
Z r
t
|µ(Xz)  µ(XN[z])|pdz
 4p 1(T   t)p 1
 
E
Z T
t
     g(Xz, uz)  g(XN[z], u[z])
     
p
dz +
+ E
Z T
t
     Dxg(XN[z], u[z])(XNz  XN[z])
     
p
dz
!
+
+ C542
p 1(T   t) p 22 E
Z T
t
|µ(Xz)  µ(XN[z])|pdz
for all r 2 [t, T ] and p   2. C54 is the constant appearing in MMI. Analyzing
the each term separately we can see that
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E
Z T
t
     g(Xz, ur)  g(XN[z], u[z])
     
p
dz =
= E
Z T
t
     g(Xz, uz)  g(XNz , uz) + g(XNz , uz)  
  g(XN[z], uz) + g(XN[z], uz)  g(XN[z], u[z])
     
p
dz
 3p 1
✓
E
Z T
t
     g(Xz, uz)  g(XNz , uz)
     
p
dz +
+ E
Z T
t
     g(XNz , uz)  g(XN[z], uz)
     
p
dz +
+ E
Z T
t
     g(XN[z], uz)  g(XN[z], uz)
     
p
dz
◆
so that
E
Z T
t
     g(Xz, uz)  g(XN[z], u[z])
     
p
dz 
 3p 1Cp1
✓Z T
t
E|Xz  XNz |pdz +
+ E
Z T
t
|XNz  XN[z]|pdz + E
Z T
t
|uz   u[z]|pdz
◆
 3p 1Cp1
✓Z T
t
sup
s2[t,z]
E|Xs  XNs |pdz+
+ (T   t)
⇢
C50(
T   t
N
)p + C51(
T   t
N
)
p
2
 ◆
,
where C1 is the Lipschitz constant in (1.2.1) and C50, C51 as in Lemma (2.4.6).
Also
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E
Z T
t
     Dxg(XN[z], u[z])(XNz  X[z]N)
     
p
dz 
 Cp3E
Z T
t
|(XNz  XN[z])|pdz
 Cp3 (T   t)
⇢
C50(
T   t
N
)p + C51(
T   t
N
)
p
2
 
and
E
Z T
t
|µ(Xz)  µ(XN[z])|pdz = (2.4.58)
= E
Z T
t
   µ(Xz)  µ(XNz ) + µ(XNz )  µ(XN[z])   pdz
 2p 1
 
E
Z T
t
|µ(Xz)  µ(XNz )|pdz + E
Z T
t
|µ(XNz )  µ(XN[z])|pdr
!
 2p 1Cp2
 Z T
t
E|Xz  XNz |pdz +
Z T
t
E|XNz  XN[z]|pdz
!
(2.4.59)
with C2 be the Lipschitz constant in (1.2.2). Therefore
E
Z T
t
|µ(Xz)  µ(XN[z])|pdz  2p 1Cp2
 Z T
t
sup
s2[t,z]
E|Xs  XNs |pdz +
+
Z T
t
⇣
C50(z   [z])p + C51(z   [z]) p2
⌘
dz
!
 2p 1Cp2
 Z T
t
sup
s2[t,z]
E|Xs  XNs |pdz +
+ (T   t)
⇣
C50(
T   t
N
)p + C51(
T   t
N
)
p
2
⌘!
with C50, C51 as in Lemma (2.4.6). So we have that
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sup
r2[t,T ]
E|Xr  XNr |p  C55
Z T
t
sup
s2[0,z]
E|Xs  XNs |pdz + C56 (2.4.60)
where
C55 := C55(t, T, p) = (12(T   t))p 1Cp1 + C5422(p 1)(T   t)
p 2
2 Cp2 . (2.4.61)
and
M2(t, T,N, p) = 4
p 1(T   t)p(3p 1Cp1 + Cp3 )
⇢
C50(
T   t
N
)p + C51(
T   t
N
)
p
2
 
+
+ C544
p 1(T   t) p2Cp2
⇢
C50(
T   t
N
)p + C51(
T   t
N
)
p
2
 
.
(2.4.62)
Hence by Gronwall’s inequality (2.4.57) follows.
After these alterations, it can be seen that for control processes u 2 WN
both Theorems, (2.4.2) and (2.4.3) hold. The proofs are identical and for the
sake of avoiding repetition, they will be omitted. To be more specific, it can
be established that
Theorem 2.4.7. Suppose that the drift coe cient g and the di↵usion coe -
cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1), (1.2.2),
(1.2.3). Then for the value functions, (2.4.43), (2.4.45) ) we have that
|⇢N   ⇢N,LN |  C¯38 (2.4.63)
with C¯38 := C¯38(t, T,N) as in Theorem (2.4.3).
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So we conclude to the following :
Theorem 2.4.8. Suppose that the drift coe cient g and the di↵usion co-
e cient µ of the controlled system (2.3.1) satisfy the conditions, (1.2.1),
(1.2.2), (1.2.3). Suppose further that the set of control values, U is convex
and compact. Then,
|⇢(t, x)  ⇢N(t, x)|! 0, N !1, (2.4.64)
Proof. By combining (2.4.63), (2.4.43), (2.4.45), (2.4.46), the result follows.
Remark 2.4.3. Suppose that an optimal control for the nonlinear system
(2.3.1) exists and let ⇢ be the associated optimal cost. Then the second ap-
proach allows us for a given approximation error, say ✏ > 0 to ensure (will
be shown in the following chapter) existence of a control process u⇤,N(✏), via
optimizing the linearized system (2.3.8). However, in comparison to the first
approach, we can’t be certain about the level of N(✏) so we need to consider a
su ciently ”large” one to make sure that the control u⇤,N(✏) drives the original
system close to its optimal cost.
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3
On the construction of the
approximating Optimal Control for
Fully Observable Systems
After having established the necessary convergence result (2.4.3), the goal is
to construct the optimal control for the linearized system (2.3.8) subject to
the associated cost functional (2.3.10). Based on the theory of the Linear
Quadratic Regulator which was presented in Section (2.2), the main idea for
the construction stems from the observation that in any subinterval [tNk 1, t
N
k ],
with respect to the partition PN , the systemXN has linear form (with respect
to the state and the control), given that the state of the system and the
control is known at the beginning of the interval.
Therefore, we are tempted to solve the problem ’locally’ by using the method-
ology developed for the LQR problem. The main obstruction occuring in this
line of thinking, concerns the fact that the coe cients of the linearized sys-
tem depend on the state and the control at the beginning of each subinterval,
whereas the coe cients of the linear system (2.2.1) depend on time only.
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3.1 The Perturbation Method for Fully Observable Systems
In order to overcome this obstruction, we will impose additional assumptions
on the coe cients of the original system, (2.3.1) and conduct the analysis
for perturbations of the linearized system, characterized by piecewise linear
SDE’s with constant coe cients. In this section, we develop the analysis
of a perturbation of XN , defined below as Perturbed Linearized System and
denoted by X¯N . We will prove that an optimal control for the Perturbed
Linearized System exists and has closed form. The problem of finding which
perturbation of the Linearized system the associated optimal cost approxi-
mates the optimal cost (2.3.10), remains subject of future research.
We begin by assuming that for all (x, u) 2 Rn ⇥ U , there exists a   > 0
A     Dxg(x, u)  A+  , B      Dug(x, u)  B +  , (3.1.1)
      g(x, u) Dxg(x, u)x Dug(x, u)u   +  ,       µ(x)   +  ,
(3.1.2)
where A,B, ,  are given constants.
Remark 3.1.1. If d, n = 1, an example of a drift function satisfying as-
sumption (3.1.1), (3.1.2) is,
g(x, u) = Ax+Bu+   cos(x). (3.1.3)
or any other bounded function with bounded derivative.
Under the assumptions above, consider the usual partition PN =
 
tNk
 N
k=0
of [0, T ] with tNk =
T
N k (in the following write tk instead of t
N
k ), t 2 [tk 1, tk]
with k = 1, · · ·N and assume that the random variable XNtk is known and
denoted by xtN 1 . Then over this interval, we define the Perturbed Linearized
System X¯Nt to be the linear SDE,
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dX¯Nt = {AX¯Nt +But +  }dt+ dWt (3.1.4)
X¯Ntk 1 = xtk 1 . (3.1.5)
Define also the associated cost functional,
J¯N(t, x, u) = E
hZ T
t
(X¯Ns
0
Q(s)X¯Ns + u
0
sR(s)us)dt+ X¯
N
T
0
F (T )X¯NT }
i
. (3.1.6)
and the value function,
⇢¯N(t, x) = inf
u(·)2Uad
J¯N(t, x, u). (3.1.7)
Then the dynamic programming principle ( Lemma 2.1.1 ) implies that for
any bounded stopping time ✓ 2 [t, T ],
⇢¯N(t, x) = inf
u(·)2Uad
E
hZ ✓
t
(X¯Ns
0
Q(s)X¯Ns + u
0
sR(s)us)dt+ ⇢¯
N(✓, X¯N
t,x
✓ )
i
.
(3.1.8)
By using an inductive argument, an optimal control will be constructed for
the perturbed Linearized system, X¯N . In particular, given the partition PN ,
consider the last subinterval [tN 1, tN = T ] (by setting tN 1 = (N   1) TN )
and assume that the random variable XNtN 1 is known and denoted by xtN 1 .
Then, the perturbed Linearized system X¯Nt satisfies,
dX¯Nt = {AX¯Nt +But +  }dt+ dWt (3.1.9)
X¯NtN 1 = xtN 1 . (3.1.10)
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and by using (2.2.7), we have that for t 2 [tN 1, T ]
⇢¯N(t, x) = x0⇤N 11 (t)x+ ⇤
N 1
2 (t)
0x+  N 1(t), (3.1.11)
where, ⇤N 11 (t), ⇤
N 1
2 (t),  
N 1(t) as in (2.2.8), (2.2.10) and (2.2.12) but with
terminal conditions,
⇤N 11 (T ) = FT , ⇤
N 1
2 (T ) = 0,  
N 1(T ) = 0. (3.1.12)
By (2.2.14) the optimal control for t 2 [tN 1, T ] has the form,
u⇤,N(t, x) =
1
2
R 1t B
0Dx⇢¯N(t, x)
=
1
2
R 1t B
0(2⇤N 11 (t)x+ ⇤
N 1
2 (t)). (3.1.13)
So, following an inductive backward iteration we can repeat similar steps to
calculate the optimal control in each subinterval [tk 1, tk], with k = 1, . . . N 
1 given that the optimal cost is quadratic for the state. In this way, we
eventually obtain the optimal control for the entire interval [0, T ].
In particular, consider the interval [tk 1, tk], 1  k  N   1. Suppose that
the value function is known at the point (tk, xtk) and is of the form,
⇢¯N(tk, xtk) = x
0
tk
⇤k1(tk)xtk + ⇤
k
2(tk)
0xtk +  
k(tk) (3.1.14)
where ⇤k1, ⇤
k
2 and  
k satisfy (2.2.8), (2.2.10) and (2.2.12) respectively, with
terminal conditions,
⇤k1(tk+1) = ⇤¯
k
1, ⇤
k
2(tk+1) = ⇤¯
k
2,  
k(tk+1) =  ¯
k (3.1.15)
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and ⇤¯k1, ⇤¯
k
2,  ¯
k are known constants (as they occur from the inductive ar-
gument). Therefore, by using the dynamic programing principle we can see
that for t 2 [tk 1, tk]
⇢¯N(t, x) = inf
u(·)2Uad
E{
Z tk
t
(X¯Ns
0
Q(s)X¯Ns + u
0
sR(s)us)dt+ ⇢¯
N(tk, X¯
N
tk
)}
= x
0
⇤k 11 (t)x+ ⇤
k 1
2 (t)
0x+  k 1(t), (3.1.16)
where ⇤k 11 , ⇤
k 1
2 and  
k 1 as in (2.2.8), (2.2.10) and (2.2.12) with terminal
conditions such that,
⇤k 11 (tk) = ⇤
k
1(tk), ⇤
k 1
2 (tk) = ⇤
k
2(tk),  
k 1(tk) =  k(tk). (3.1.17)
Condition (3.1.17) is a consistency condition and expresses the fact that the
optimal cost at tk as calculated from (3.1.16) agrees with the value assumed in
the first place within the inductive argument. Hence by (2.2.14) the optimal
control for the perturbed system has the following form in each subinterval
t 2 [tk 1, tk],
u⇤,N(t, x) =
1
2
R 1t B
0Dx⇢¯N(t, x)
=
1
2
R 1t B
0(2⇤k 11 (t)x+ ⇤
k 1
2 (t)), k = 1, · · · , N   1. (3.1.18)
So the control (3.1.18) drives the perturbed linearized system (2.3.8) in a way
that given any time moment t and initial state x the cost over the interval
[t, T ] is the least one. Also note that either by using the first or the second
approach the control u⇤,N(t, x) is admissible. In particular, the functions
⇤k1,⇤
k
2 are di↵erentiable with bounded derivatives so that the mapping t !
u⇤,N(t, x) is Lipschitz. Hence for the perturbed system the control (3.1.18)
is optimal.
As mentioned at the beginning of the section, it remains an open problem to
investigate whether there exists an appropriate perturbation of the Linearized
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system so that the associated optimal cost will be ✏-close to the optimal cost
of the Linearized system, (2.3.11). If so, given the convergence result (2.4.3),
it will also be ✏-close to the optimal cost of the original system, (2.3.6).
3.2 Policy Improvement Methodologies for Fully Observable
Systems
In this section an explicit methodology will be given for the construction
of an approximating optimal control associated with the linearized system.
Based on the fact that the remaining analysis concerns solely the linearized
system, we will for the sake of convenience simplify the notation XN and use
instead of X. We emphasise that X does not refer to the original system,
(2.3.1).
Consider again the usual partition PN and suppose that the linearized system
begins from an arbitrary parametrised state Xtk = x¯k with initial control
utk = u¯k at time tk. With these initial deterministically defined conditions as
identifiers to the linearized system, we have seen that the SDE characterizing
its stochastic evolution over the interval [tk, tk+1] satisfies,
dX tk,x¯k,u¯k,ut = {AtkX tk,x¯k,u¯k,ut +Btkut +  tk}dt+ tkdWt (3.2.1)
X tk,x¯k,u¯k,utk = x¯k. (3.2.2)
where,
Atk = Dxg(x¯k, u¯k),
Btk = Dug(x¯k, u¯k),
 tk = g(x¯k, u¯k) Dxg(x¯k, u¯k)x¯k  Dug(x¯k, u¯k)u¯k,
 tk = µ(x¯k)
and the superscript tk, x¯k, u¯k, u, is used to capture the initial conditions used
for the system at the beginning of the interval and also to reflect the depen-
dence of the system on the driving control. Define the parametrised class of
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controls,
U [t, T ] =
⇢
u 2 Uad | E
hZ T
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ d(X
t,x,x¯k,u¯k,u
T )
i
<1
 
(3.2.3)
and the stochastic running cost for the system at time t 2 [tk, tk+1] as,
Ju(t,X
tk,x¯k,u¯k,u
t (!), x¯k, u¯k) =
= E
hZ T
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ d(X
t,x,x¯k,u¯k,u
T ) |X tk,x¯k,u¯k,ut
i
(!)
(3.2.4)
so that,
Ju(t, x, x¯k, u¯k) = E
hZ T
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ d(X
t,x,x¯k,u¯k,u
T )
i
, (3.2.5)
where X t,x,x¯k,u¯k,us represents the random state of the u-controlled linearized
system at time s 2 [tk, T ], starting from x at time t, given also that the state
and the control at time tk is x¯k and u¯k (considered as deterministic parame-
ters) respectively. Also, it should be emphasised that the deterministic value
u¯k has no relation with the control u, i.e, it is not the value of the control
u at the beginning of the interval, but just an arbitrary value in the control
space. Then, naturally we define the parametrised value function,
⇢(t, x, x¯k, u¯k) = inf
u2U [t,T ]
Ju(t, x, x¯k, u¯k) (3.2.6)
Under this notation, it is then clear that the main goal is to determine,
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⇢(0, x0, x0, u¯0) = inf
u2U(0,T ]
Ju(0, x0, x0, u¯0). (3.2.7)
Then following the Dynamic Programming principle, (Lemma (2.1.1) ), we
can establish the following result :
Lemma 3.2.1. The parametrised value function, (3.2.6), satisfies,
⇢(t, x, x¯k, u¯k) = inf
u2U(t,T ]
E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds +
+ ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
. (3.2.8)
for any t 2 [tk, tk+1], k = 0, · · · , N   1, x 2 Rn and initial values, x¯k, u¯k.
Remark 3.2.1. In the quantity ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1) the
stochastic position X t,x,x¯k,u¯k,utk+1 appears twice but there is no ambiguity whatso-
ever. When placed as the second argument in the value function, it refers to
the actual stochastic position of the linearized system at time tk+1 whereas, as
a third argument, it characterises the stochastic position of the system which
is used for the taylor expansion of the drift of the original system over the
consecutive time interval [tk+1, tk+2].
Proof. Consider t 2 [tk, tk+1], u 2 U(t, T ] and the deterministic initial param-
eters x¯k, u¯k. By the definition of the linearized system and the uniqueness
of its path we have that for any tk+2  s  tk+2,
X t,x,x¯k,u¯k,us (!) = X
tk+1,X
t,x,x¯k,u¯k,u
tk+1
(!),X
t,x,x¯k,u¯k,u
tk+1
(!),utk+1 (!),u
s (!), a.s P. (3.2.9)
Then by the law of iterated conditional expectation we have that,
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Ju(t,x, x¯k, u¯k) =
= E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ Ju(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
  E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
So that,
⇢(t, x, x¯k, u¯k)   inf
u2U(t,T ]
E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds +
+ ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
.
For the converse of the statement, consider any ✏ > 0, ! 2 ⌦ and fix a control
u 2 U(t, T ]. By definition of the value function (3.2.6) there exists a control
u✏,! 2 U [tk+1, T ] such that,
Ju✏,!(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 ,utk+1) 
 ⇢(tk+1, X t,x,x¯k,u¯k,utk+1 , X t,x,x¯k,u¯k,utk+1 , utk+1) + ✏.
(3.2.10)
Then by the measurable selection theorem, [17], the concatenated control,
uˆs(!) =
8<:us(!) if s 2 (t, tk+1]u✏s(!) if s 2 (tk+1, T ] (3.2.11)
also lies in U(t, T ] and it is immediate that,
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⇢(t,x, x¯k, u¯k) 
 Juˆ(t, x, x¯k, u¯k)
= E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,uˆs , uˆs)ds+ Juˆ(tk+1, X
t,x,x¯k,u¯k,uˆ
tk+1 , X
t,x,x¯k,u¯k,uˆ
tk+1 , uˆtk+1)
i
= E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ Ju✏,!(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
 E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
+ ✏,
8✏ > 0. Hence (3.2.8) holds.
Remark 3.2.2. The importance of Lemma (3.2.1) lies in the fact that it al-
lows us to reduce the original problem of obtaining the optimal control over the
entire interval [0, T ] to a local control problem for each subinterval [tk, tk+1],
k = 0, · · ·N   1.
One can see equation (3.2.8) as,
⇢(t, x, x¯k, u¯k) = inf
u2U(t,T ]
E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds +
+ ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
(3.2.12)
= inf
u2U(t,tk+1]
E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds +
+ d¯(X t,x,x¯k,u¯k,utk+1 , utk+1)
i
, (3.2.13)
where d¯ could be thought as the local terminal cost for the subinterval
[tk, tk+1] and coincides with the parametrised value function at tk+1 under
the obvious relation,
d¯(X t,x,x¯k,u¯k,utk+1 , utk+1) = ⇢(tk+1, X
t,x,x¯k,u¯k,u
tk+1 , X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
It is then clear that by (3.2.8) that for (t, x) 2 (0, t1]⇥ Rn,
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⇢(t, x, x0, u¯0) = inf
u2U(0,t1]
E
hZ t1
0
f(s,X t,x,x¯k,u¯k,us , us)ds +
+ ⇢(t1, X
t,x,x0,u¯0,u
t1 , X
t,x,x0,u¯0,u
t1 , ut1)
i
. (3.2.14)
Hence, by having an expression for the parametric value function at t1,
⇢(t1, x¯1, x¯1, u¯1), It su ces to solve the local optimisation problem over the
interval [0, t1], and so on.
For the sake of formalism, define for any initial conditions x¯k, u¯k and u 2
U(t, tk+1] the local cost functional on [tk, tk+1] as,
J¯u(t, x, x¯k, u¯k) = E
hZ tk+1
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ d¯(X
t,x,x¯k,u¯k,u
tk+1 , utk+1)
i
(3.2.15)
Then the objective is to find a control driving the linearized system (3.2.1)
over the interval (tk, tk+1], such that the the local cost functional (3.2.15) is
minimised.
The key ingredient in solving the local-optimization problem is to derive the
form of the parametrised value function at each time tk 2 PN , k 2 0 · · ·N .
Starting from the last subinterval, for t 2 [tN 1, tN = T ], we aim at obtaining
the form of ⇢(t, x, x¯N 1, u¯N 1) and the associated optimal control by solving
the local control problem. Then, we proceed to the interval [tN 2, tN 1] and
in a similar manner we can obtain ⇢(t, x, x¯N 2, u¯N 2) and the optimal control
corresponding to this subiterval. It then becomes apparent that by following
a finite backward iteration we can compute the total optimal cost and the
optimal control over the entire interval [0, T ]. To this end, we will assume
that the parametric mapping (t, x) ! ⇢(t, x, x¯k, u¯k) is jointly continuous
along the corresponding closed subinterval [tk, tk+1], for each choice of initial
conditions x¯k, u¯k. Hence, from (3.2.14) we can conclude that,
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⇢(0, x0, x0, u¯0) = lim
(t,x)!(0,x0)
⇢(t, x, x0, u¯0). (3.2.16)
In the following, we will establish a methodology to solve the local minimisa-
tion problem, known as Policy Improvement (See, for example, [10], [11], [8]).
As mentioned above, by starting from the last subinterval and moving back-
wards we will obtain each time an approximate solution for the parametrised
value function and the associated optimal control. Hence, without loss of
generality we will assume that the terminal local cost functional d¯ of (3.2.15)
is known (in fact for the last subinterval is simply a quadratic function of
the state as in the previous sections) and concentrate on the analysis within
a subinterval [tk, tk+1] of [0, T ].
For any t 2 (tk, tk+1], any control u 2 U (the set of control values), and any
initial conditions x¯k, u¯k, consider the di↵usion generator of the linearized
system, defined as,
Au,x¯k,u¯kv(t, x) =
"
g(x¯k, u¯k) +
@g
@x
(x¯k, u¯k)(x  x¯k) +
+
@g
@u
(x¯k, u¯k)(u  utk)
#0
Dxv(t, x) +
1
2
Tr
⇥
µ(x¯k)µ(x¯k)
0D2xv(t, x)
⇤
,
(3.2.17)
where v 2 C1,2 on (tk, tk+1]⇥ Rn.
Lemma 3.2.2. The Poisson equation
Let x¯k, u¯k be initial parametric values for the subinterval [tk, tk+1], t 2 [tk, tk+1]
and u 2 U(t, tk+1]. Suppose also that the mapping (t, x) ! J¯(t, x, x¯k, u¯k, u)
is in the class C1,2 on Rn ⇥ [tk, tk+1]. Then the local cost functional (3.2.15)
satisfies,
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Aut,x¯k,u¯k J¯u(t, x, x¯k, u¯k) +
@
@t
J¯u(t, x, x¯k, u¯k) + f(t, x, ut) = 0. (3.2.18)
Proof. Let t, ✓ 2 (tk, tk+1] and u 2 U(t, T ]. The law of iterated conditional
expectation implies that,
J¯u(t, x, x¯k, u¯k) = E
hZ ✓
t
f(s,X t,x,x¯k,u¯k,us , us)ds+ J¯u(✓, X
t,x,x¯k,u¯k,u
✓ , x¯k, u¯k)
i
.
By continuity of the linearized system over the subinterval and the funda-
mental theorem of calculus it follows that,
lim
✓!t
1
✓   tE
⇥
J¯u(✓, X
t,x,x¯k,u¯k
✓ , x¯k, u¯k)  J¯u(t, x, x¯k, u¯k)
⇤
=  f(t, x, ut). (3.2.19)
On the other hand, since the function (t, x) ! J¯(t, x, x¯k, u¯k, u) belongs to
the class C1,2 on (tk, tk+1]⇥ Rn. Then Itoˆ’s Lemma, implies that,
J¯u(✓, X
t,x,x¯k,u¯k
✓ , x¯k, u¯k, u) J¯u(t, x, x¯k, u¯k) =
=
Z ✓
t
⇥ @
@t
J¯u(s,X
t,x,x¯k,u¯k,u
s , x¯k, u¯k)+
+ Aus,x¯k,u¯k J¯u(s,X
t,x,x¯k,u¯k,u
s , x¯k, u¯k)
⇤
ds+
+
Z ✓
t
DxJ¯u(s,X
t,x,x¯k,u¯k,u
s , x¯k, u¯k)
0µ(x¯k)dWs.
(3.2.20)
By combining (3.2.19), (3.2.20) and by using the martingale property of the
stochastic integral the result follows.
Before presenting the Policy Iteration methodology, recall from the previ-
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ous sections that in the local parametrised cost (3.2.15) the ”running” cost
functional f has quadratic form, i.e,
f(s,X t,x,x¯k,u¯k,us , us) = (X
t,x,x¯k,u¯k,u
s )
0QsX t,x,x¯k,u¯k,us + u
0
sRsus. (3.2.21)
and that is actually a key factor which will allow us to determine a closed
form for the approximating optimal control.
The Policy iteration Algorithm
Theorem 3.2.1. Let x¯k, u¯k be initial parametric values for the subinterval
[tk, tk+1], t 2 [tk, tk+1] and u 2 U(t, tk+1]. Suppose also that the mapping
(t, x)! J¯(t, x, x¯k, u¯k, u) is in the class C1,2 on Rn ⇥ [tk, tk+1]. Consider any
admissible control u1 2 U(t, tk+1]. Then, the local cost J¯(t, x, x¯k, u¯k, u1) is
simply a function of (t, x). For the running cost function f defined as in
(3.2.21) the policy K = K(t, x) given by,
K(t, x) =
8<:K¯(t, x, x¯k, u¯k), (t, x) 2 (t, tk+1)⇥ Rn.u˜, (t, x) 2 tk+1 ⇥ Rn. (3.2.22)
where,
K¯(t, x, x¯k, u¯k) =  1
2
R 1t Dug(x¯k, u¯k)
0DxJ¯u1(t, x, x¯k, u¯k), (t, x) 2 (t, tk+1)⇥ Rn
(3.2.23)
satisfies,
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AK¯(t,x,x¯k,u¯k),x¯k,u¯k J¯u1(t, x, x¯k,u¯k) + f(t, x, K¯(t, x, x¯k, u¯k)) =
= inf
u2U(t,tk+1)
 
Au,x¯k,u¯k J¯u1(t, x, x¯k, u¯k) + f(t, x, u)
 
(3.2.24)
and the random variable u˜ is defined as,
u˜ = argmin
u
E
⇥
⇢(tk+1, X
t,x,x¯k,u¯k,K¯
tk+1 , X
t,x,x¯k,u¯k,K¯
tk+1 , u)
⇤
(3.2.25)
for the control,
u2(t,!) = K(t,X tk,x¯k,u¯k,Kt ), (3.2.26)
we have that,
J¯u1(t, x, x¯k, u¯k)  J¯u2(t, x, x¯k, u¯k).
Remark 3.2.3. In the notation X t,x,x¯k,u¯k,K¯s , X
tk,x¯k,u¯k,K
s , the indices K, K¯ refer
to the Markov control processes K(r,Xr), K¯(r,Xr), r 2 [t, s] which drive the
linearized system over the interval [t, s]. Obviously, K¯ is the restriction of K
in [t, tk+1), by definition.
Proof. The fact that the control u2 satisfies (3.2.24) can be seen from the
Section (2.2). It is a simple result based on the fact that the linearized
system has linear form along the interval [tk, tk+1] and the running cost f ,
(3.2.21) is quadratic as a function of the control.
By Itoˆ’s Lemma we have that for t 2 [tk, tk+1], u2 defined as in (3.2.26) and
the associated linearized system X tk,x¯k,u¯k,u
2
t ,
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J¯u1(tk+1, X
t,x,x¯k,u¯k,u2
tk+1 ,x¯k, u¯k)  J¯u1(t, x, x¯k, u¯k) =
=
Z tk+1
t
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k)ds+
+
Z tk+1
t
DxJ¯u1(s,X
t,x,x¯k,u¯k,u2
s , x¯k, u¯k)
0 tkdWs.
Hence, by the definition of J¯ , (3.2.15) we have that
J¯u1(t, x,x¯k, u¯k) =
= J¯u1(tk+1, X
t,x,x¯k,u¯k,u2
tk+1 , x¯k, u¯k) 
 
Z tk+1
t
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k)ds 
 
Z tk+1
t
DxJ¯u1(s,X
t,x,x¯k,u¯k,u2
s , x¯k, u¯k)
0 tkdWs
= E
⇥
⇢(tk+1, X
t,x,x¯k,u¯k,u2
tk+1 , X
t,x,x¯k,u¯k,u2
tk+1 , u
1
tk+1
) |X t,x,x¯k,u¯k,u2tk+1
⇤ 
 
Z tk+1
t
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k)ds 
 
Z tk+1
t
DxJ¯u1(s,X
t,x,x¯k,u¯k,u2
s , x¯k, u¯k)
0 tkdWs. (3.2.27)
Also by definition of u2 in (3.2.25), the iterated law of conditional expectation
and the martingale property of the stochastic intergral, it can be seen that
J¯u1(t, x, x¯k, u¯k) = E
⇥
⇢(tk+1, X
t,x,x¯k,u¯k,u2
tk+1 , X
t,x,x¯k,u¯k,u2
tk+1 , u
1
tk+1
)
⇤ 
  E
hZ tk+1
t
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k)ds
i
  E⇥⇢(tk+1, X t,x,x¯k,u¯k,u2tk+1 , X t,x,x¯k,u¯k,u2tk+1 , u2tk+1)⇤ 
  E
hZ tk+1
t
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k)ds
i
(3.2.28)
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By using the Poisson equation (3.2.18) we have that,
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k) =
=
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k) 
    @
@t
J¯u1   Au1s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k) 
 X t,x,x¯k,u¯k,u2s 0QsX t,x,x¯k,u¯k,u2s   u1s 0Rsu1s
= (Btku
2
s)
0DxJ¯u1(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k) 
  (Btku1s)0DxJ¯u1(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k)+
+ u2s
0
Rsu
2
s   u1s 0Rsu1s  X t,x,x¯k,u¯k,u2s 0QsX t,x,x¯k,u¯k,u2s  
  u2s 0Rsu2s.
Hence, the definition of u2 via (3.2.23) implies that
  @
@t
J¯u1 + A
u2s,x¯k,u¯k J¯u1
 
(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k) =
=  ⇥X t,x,x¯k,u¯k,u2s 0QsX t,x,x¯k,u¯k,u2s + u2s 0Rsu2s⇤ 
+ (u2s   u1s)0B0tkDxJ¯u1(s,X t,x,x¯k,u¯k,u
2
s , x¯k, u¯k)+
+ u2s
0
Rsu
2
s   u1s 0Rsu1s
=  ⇥X t,x,x¯k,u¯k,u2s 0QsX t,x,x¯k,u¯k,u2s + u2s 0Rsu2s⇤ 
  (u2s   u1s)0Rs(u2s   u1s). (3.2.29)
Then, by (3.2.28), (3.2.29) and recalling that the matrix R is positive definite,
we have that
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J¯u1(t, x, x¯k, u¯k)   J¯u2(t, x, x¯k, u¯k)+
+ E
hZ tk+1
t
(u2s   u1s)0Rs(u2s   u1s)ds
i
  J¯u2(t, x, x¯k, u¯k)
Given an arbitrary initial control, u1 and the associated cost functional
J¯u1(t, x, x¯k, u¯k) consider the sequence of controls {um}m 1 and the associ-
ated sequence J¯um(t, x, x¯k, u¯k) of the consecutive improved cost functionals
that occur by applying the Policy Improvement criterion (Theorem 3.2.1).
Then, the following theorem provided by Jacka - Mijatovic in [11] shows
that under appropriate assumptions the above sequence of cost functionals
converges to the value function.
Theorem 3.2.2. Let x¯k, u¯k be initial parametric values for the subinterval
[tk, tk+1], t 2 [tk, tk+1] and u 2 U(t, tk+1]. Suppose also that the mapping
(t, x) ! J¯(t, x, x¯k, u¯k, u) is in the class C1,2 on Rn ⇥ [tk, tk+1]. Then under
the assumptions (4, 5) in, [11], we have that,
J¯um(t, x, x¯k, u¯k)! ⇢(t, x, x¯k, u¯k), 8(t, x) 2 (tk, tk+1]⇥ Rn.
Proof. See, theorem 2 in [11].
Therefore, by using the usual continuity argument we can obtain the para-
metric value function at tk,
⇢(tk, x¯k, x¯k, u¯k) = lim
(t,x)!(tk,x¯k)
⇢(t, x, x¯k, u¯k)
Furthermore, given that this criterion works, assume further that there exists
a fixed point along the iteration of improving the controls. In other words,
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assume that there exists a policy K⇤(t, x, x¯k, u¯k) and the associated control
process u⇤t for which the linearized system attains the optimal cost ⇢,
J¯u⇤(t, x, x¯k, u¯k) = ⇢(t, x, x¯k, u¯k), 8(t, x) 2 (tk, tk+1]⇥ Rn. (3.2.30)
Then, the optimal control u⇤t = K⇤(t,X tk,x¯k,u¯k,K
⇤
t , x¯k, u¯k) is obviously para-
metric with respect to the initial conditions x¯k, u¯k at tk.
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4
Stochastic control under partial
information
4.1 An Introduction to Stochastic Filtering and Particle Fil-
tering methods
4.1.1 The Filtering Problem
In this Section, we present the fundamental results of filtering theory (further
details can be found in [12]. We also include all necessary tools that will be
used in the following Sections.
Let (⌦,F ,P) be a probability space equipped with a filtration {Ft}t 0. On
this space we introduce the non-observable (signal) process {Xt}t 0 which is
Ft-adapted RCLL⇤ and valued on a state space (S,S) with S ⇢ Rn. Consider
also ⇡0 be a probability measure on (S,S) and the operator A 2 B (S)B(S),
⇤Here and else where RCLL refers to a Right Continuous Left Limited process
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where,
B (S) :=  f 2 RS | f is bounded 
and assume that X is the solution of the martingale problem, (A, ⇡0). The
operator A is known as the generator of the process X. In the literature the
signal process X is usually represented by a di↵usion of the form,
Xt = X0 +
Z t
0
g(Xs)ds+
Z t
0
µ(Xs)dWs, (4.1.1)
X0 = x0, (4.1.2)
where g : Rn ! Rn, µ : Rn ! Rn ⇥ Rd satisfy the Lipschitz conditions,
(1.2.1), (1.2.2) and W is a d-dimensional Brownian motion under P. Then
the generator associated with (4.1.1) is the second-order di↵erential operator
defined in (1.1.29). Define the observation process {Yt}t 0 with stochastic
dynamics as given by:
Yt = Y0 +
Z t
0
h(Xs)ds+ Vt, (4.1.3)
where Vt is an Ft-adapted m-dimensional Brownian motion independent ofW
and h : (S,S)! Rd is a measurable function such that the Riemann integral
above exists. Consider the filtration Yt =   (Ys, 0  s  t)[N associated to
the Y process, enlarged with the P-null sets of (⌦,F), denoted by N .
Consider now the probability measure-valued process (!, t) 7! ⇡!t , defined
as:
⇡!t (⇤) = P (Xt 2 ⇤ |Yt) , 8⇤ 2 S. (4.1.4)
Consider also the exponential martingale under P,
Zt = exp
✓
 
Z t
0
h(Xs)
>dYs   1
2
Z t
0
kh(Xs)k2 ds
◆
, t   0. (4.1.5)
and define the new measure eP by,
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eP(B) = Z
B
ZtP (d!), B 2 Ft. (4.1.6)
Then Girsanov’s theorem implies that the observation process Y becomes
a Brownian motion under eP, independent of X. The Kallianpur-Striebel
theorem (see e.g. [12], p.59 ) states that for every   2 B (S):
⇡t ( ) =
%t ( )
%t (1)
, t 2 [0,1) eP (P) -a.s., (4.1.7)
where %t is called the unnormalised conditional distribution of X and is
defined as
%t( ) = E
eP[ eZt  (Xt) |Yt], (4.1.8)
where   is any Borel bounded function and eZt is the Radon-Nikodym deriva-
tive of P with respect to eP on Ft,
eZt = exp✓Z t
0
h(Xs)
>dYs   1
2
Z t
0
kh(Xs)k2 ds
◆
, t   0. (4.1.9)
It is important for our purpose to mention that under appropriate conditions
the process ⇢t is a solution of the Zakai equation:
%t ( ) = ⇡0 ( ) +
Z t
0
%s (A ) ds+
Z t
0
%s( h
>)dYs, eP-a.s. 8t   0, (4.1.10)
where A is the infinitesimal generator corresponding to the process X as dis-
cussed above,   is any function in the domain of A and ⇡0 is the distribution
of X0, ⇡0 = P X 10 . In the following, we will choose Y0 = 0.
By applying the Kallianpur-Striebel formula (4.1.7), the Zakai equation (4.1.10)
and integration by parts we have that the conditional distribution of the sig-
nal ⇡ satisfies the Kushner-Stratonovich equation (See, for example, [12]),
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⇡t( ) = ⇡0( ) +
Z t
0
⇡s(A )ds+
+
Z t
0
{⇡s( h0)  ⇡s(h0)⇡s( )} (dYs   ⇡s(h)ds) (4.1.11)
= ⇡0( ) +
Z t
0
⇡s(A )ds+
+
Z t
0
{⇡s( h0)  ⇡s(h0)⇡s( )} dIs. (4.1.12)
where ⇡0 = Pu X 10 and the process,
Is = Ys  
Z s
0
⇡r(h)dr (4.1.13)
is the so called ”innovation” process which is a P-Brownian motion adapted
to the filtration Ys.
In addition, if (S,S) =  Rd,B(Rd)  and the unnormalised conditional distri-
bution of the signal %t has a density pzt with respect to the Lebesgue measure
then we can deduce from (4.1.10) the equation satisfied by the density of %t :
pzt (x) = p
z
0(x) +
Z t
0
A⇤pzs(x)ds+
Z t
0
h>(x)pzs(x)dYs, (4.1.14)
where A⇤ is the adjoint of A and pz0 is the density of ⇡0 with respect to
the Lebesgue measure and we assume that pz0 2 L2(Rd). By making use
of Kallianpur-Striebel formula (4.1.7) and the Zakai equation (4.1.14) above
and using integration by parts, one can obtain the equation satisfied by the
normalised density which is known as Kushner-Stratonovich equation. In
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other words we have that,
pt(x) =
pzt (x)
⇢(1)
(4.1.15)
= p0(x) +
Z t
0
A⇤ps(x)ds+
Z t
0
(h>(x)  ⇡s(h>)ps(x)(dYs   ⇡s(h))
(4.1.16)
= p0(x) +
Z t
0
A⇤ps(x)ds+
Z t
0
(h>(x)  ⇡s(h>)ps(x)dIs (4.1.17)
= p0(x) +
Z t
0
A⇤ps(x)ds+
Z t
0
 >s (x)dIs (4.1.18)
where ⇡t(h) =
R
S h(x)pt(x)dx,  t(x) = (h(x)   ⇡t(h))pt(x) and It, is the
innovation process (4.1.13).
4.1.2 Particle Filtering Methods
The main objective of the Filtering problem is to determine the measure
valued process ⇡t. Particle methods are well known e↵ective algorithms which
approximate the process ⇡t by linear combinations of Dirac measures of the
form,
X
ai(t) ui(t)
In particular, we can construct an approximating sequence of measure val-
ued processes ⇡nt which converge (in an appropriate sense) to the original
process ⇡t as n (the number of particles) tends to 1. In the following, we
will describe briefly the standard Monte Carlo method for approximating ⇡t.
It is worth mentioning though that more sophisticated particle methods are
also available (see [12], Chapter 9) ensuring improved rates of convergence.
The main idea of the method stems from the Kallianpur-Striebel formula
(4.1.7) which allows us to obtain a representation for the process ⇡t via the
corresponding representation for the unnormallised conditional distribution
of the signal X, %t. It therefore becomes apparent that the problem of ap-
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proximating ⇡t can be reduced to approximating the process %t, which as we
have seen, satisfies (4.1.8).
In order to approximate the process %t, we consider a su ciently large number
of independent realisations of the signal process X, denoted by uj(t), j =
1, ..., n, chosen such that they are independent of the observation process Y .
Then we compute the term  (uj(t)) eZt(uj), for each path uj ( eZt as in (4.1.9)
but with X replaced by uj ) and by averaging all terms we end up with the
desired approximation.
More precisely, we define the Yt-measurable processes aj(t), j = 1, ..., n cor-
responding to the independent realizations of the exponential eP-martingaleeZt, with respect to the paths uj(t),
aj(t) = exp
✓Z t
0
h(ujs)
>dYs   1
2
Z t
0
  h(ujs)  2 ds◆ , t   0. (4.1.19)
Using the pairs
n
(uj(t), aj(t))j
on
j=1
, we can define the measure-valued Monte
Carlo estimator for the process ⇢ :
%nt :=
1
n
nX
j=1
aj(t) uj(t), t   0. (4.1.20)
From (4.1.20), for any test function   we have,
%nt ( ) =
Z
S
 (x)%nt (dx) =
1
n
nX
j=1
aj(t) (uj(t)).
By normalizing %nt we obtain the estimator for the ⇡t process:
⇡nt =
%nt
%nt (1)
=
nX
j=1
aj(t)
0 uj(t), t   0, (4.1.21)
where aj(t)
0 = aj(t)/
Pn
k=1 ak(t) are the normalized versions of the {aj(t)}nj=1
processes.
Theorem 4.1.1. If EeP[ eZ2t ] <1 and EeP[% 2t (1)] <1, then for any bounded
Borel function  , we have
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EeP[|⇡t( )  ⇡nt ( )|]  K(t)pn k k, (4.1.22)
where K(t) =
q
EeP[ eZ2t ]EeP[% 2t (1)].
Proof. See, for example, [12].
More sophisticated particle filters exist, (see, for example, [12], Chapter 9),
but for our purpose it su ces to assume that there exist approximations for
⇡t and %t for which the rate of convergence is known and of similar form as
in (4.1.22).
4.2 Partially Observed Controlled Diffusions
In the previous chapters, the whole analysis was conducted under the assump-
tion that the dynamical system (2.3.1) could be observed. In this chapter,
as the title indicates, we do not have direct access to the system but we
can observe a process, denoted by Y which is linked to the process X via a
non-linear relation. Usually in the literature of stochastic filtering theory the
observation process Y admits the representation,
dYs = h(Xs)ds+ dbs, (4.2.1)
where the function h reflects the actual relation between X and Y and the
process b represents the measurement error which is a Brownian motion under
an appropriate measure. Then, naturally, the objective is to control the
partially observed system in order to attain an optimal cost of the form
(2.1.7).
The key point in this analysis is that an extra condition is imposed on the
class of the admissible controls according to which, the control processes have
to be adapted to the filtration generated by the observation process. This is
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a reasonable requirement which in other words demands that system is con-
trolled at each time moment t based on the available information provided by
Y up to this time. However this admissibility condition creates automatically
a conceptual ambiguity. In particular, under the measure that Y admits the
representation (4.2.1), it can be seen that the law of Y implicitly depends on
the control process via the law of X. Therefore we end up with a situation
that the control depends on the observation process Y and Y depends on the
control so that the admissibility condition raises an issue of well posedness
of the problem.
To solve this ambiguity we extend the definition of the problem as follows.
We consider (⌦,F ,P) to be a convenient probability space under which we
define,
i) W is a Wiener process valued in Rd.
ii) Y is a Wiener process valued in Rm and independent of W
Note that under the measure P the process Y is a Wiener process and has
no dependence on the control. Define,
F t =  (Wz, Yz, z  t)
Y t =  (Yz, z  t)
Define the set of the admissbile controls to be,
Uad =
(
u 2 LY2 (0, T ;Rk) | sup
s2[0,T ]
E|us|pds <1, u(s) 2 U, 8s 2 [0, T ] , a.e, a.s
)
,
(4.2.2)
where LY2 (0, T ;Rk) is the space of square integrable Y-adapted processes
(Note that Y t does not depend on the control ), U is a subset of Rk and C7
is the constant appearing in admissibility condition (2.3.4) . In particular,
LY2 (0, T ;Rk) is a subspace of L2((0, T )⇥ ⌦; dt⌦ dP ;Rk).
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Define for any admissible control u 2 Uad the state process X,
dXs = g(Xs, us)dt+ µ(Xs)dWs (4.2.3)
X0 = ⇠
where ⇠ 2 Rn and g, µ satisfy the conditions described in (2.1.1). The process
X is usually referred to as the ”signal” process. Obviously X is adapted to
F t and depends on the choice of the control u.
Consider the function h : Rn ! Rm to be bounded Borel and define for a
fixed control u 2 Uad,
⇣ut = exp
⇢Z t
0
h(Xs)dYs   1
2
Z t
0
|h(Xs)|2ds
 
(4.2.4)
d⇣ut = ⇣
u
t h(Xt)dYt (4.2.5)
⇣u0 = 1 (4.2.6)
Note that the dependence of the exponential process ⇣u on the control is
through the signal process X. Given ⇣u, we perform the change of probability
measure,
dP u
dP
|F t = ⇣ut (4.2.7)
and consider the process,
but = Yt  
Z t
0
h(Xs)ds. (4.2.8)
By Girsanov’s theorem we can assert that for this setting, bu is a Wiener
process. Moreover ⇠,W, bu remain mutually independent, ⇠,W keeping the
same probability laws. For the setting
 
⌦,F , {Ft}t 0 ,Pu
 
the process Y (·)
satisfies,
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dYt = h(Xt)dt+ db
u
t (4.2.9)
Y0 = 0 (4.2.10)
This framework corresponds to the modelling of the observation process Y
as a function of the state X, as described at the beginning of the chapter.
Following this formulation it becomes apparent that the measure under which
Y satisfies (4.2.1) depends on the preselected admissible control.
Define the cost functional associated with the signal process X, the choice
of the control u and the corresponding measure P u,
J(t, x, u) = Eu
hZ T
t
f(s,X t,xs , us)ds+ d(X
t,x
T )
i
, (4.2.11)
where X t,xs represents the state of the system at time s given that the state
at time t is x. The cost functional (4.2.11) can be also rewritten under the
reference measure P as,
J(t, x, u) = E
hZ T
t
⇣us f(s,X
t,x
s , us)ds+ ⇣
u
Td(X
t,x
T )
i
. (4.2.12)
Hence if there exists a control process which minimises the cost form (4.2.11)
it also minimises (4.2.12).
The objective in this problem is to find a control u⇤ (if it exists) for which
the corresponding controlled system (2.1.1) admits minimum cost (4.2.11) or
equivalently (4.2.12) .
J(t, x, u⇤) = inf
u2Uad
J(t, x, u) = ⇢(t, x). (4.2.13)
The rationale behind this extention of the problem is that under the reference
measure P, Y is a Brownian motion independent of X and independent of
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the choice of the control u.
4.3 An Equivalent Formulation of the Problem
Having defined the control problem with partial information in Section (4.2),
we proceed to a reformulation of the original problem into a control problem
with full information where the state is the infinite dimensional process ⇡t
defined in (4.1.4) and satisfies the Kushner-Stratonovich equation (4.1.11).
Given u 2 Uad consider the probability measure-valued process (!, t) 7! ⇡ut,!,
⇡ut,! (⇤) = Pu (Xt 2 ⇤ |Yt)! , 8⇤ 2 S. (4.3.1)
and consider the di↵usion generator Au of the signal processX (4.2.3), (which
depends on the control process u),
Au =
nX
i=1
gi
@
@xi
+
nX
i,j=1
ai,j
@2
@xi@xi
(4.3.2)
with aij =
1
2(µµ
0)ij. Over the following section, we write for simplicity ⇡ut
instead of ⇡ut,!. For any bounded Borel measurable,   denote,
⇡ut ( ) =
Z
Rn
 (x)⇡ut (dx)
Then, as in the non-controlled case, one can show (see, for example, [18])
that the process ⇡u, known as the filter, satisfies the so called Kushner -
Stratonovich equation,
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⇡ut ( ) = ⇡
u
0 ( ) +
Z t
0
⇡us (A
u )ds+
+
Z t
0
{⇡us ( h0)  ⇡us (h0)⇡us ( )} (dYs   ⇡us (h)ds) (4.3.3)
= ⇡u0 ( ) +
Z t
0
⇡us (A
u )ds+
+
Z t
0
{⇡us ( h0)  ⇡us (h0)⇡us ( )} dIus . (4.3.4)
where ⇡u0 = Pu X 10 and the process,
Ius = Ys  
Z s
0
⇡ur (h)dr (4.3.5)
is the innovation process which is (for Pu) a Brownian motion adapted to the
filtration Ys.
Proposition 4.3.1. The control process minimizes the cost functional (4.2.11)
subject to the partially observable system (4.2.3), (4.2.9) if and only if it
minizes the cost functional,
J⇡u(t, x, u) = Eu
hZ T
t
⇡us (f(·, us))ds+ ⇡uT (d)
i
(4.3.6)
= E
hZ T
t
⇣us ⇡
u
s (f(·, us))ds+ ⇣uT⇡uT (d)
i
(4.3.7)
subject to the system (4.3.3).
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Proof. By using the Fubini theorem,
Eu
hZ T
t
f(Xs, us)ds
i
=
Z T
t
Eu
h
f(Xs, us)
i
ds
=
Z T
t
Eu
h
Eu
h
f(Xs, us) | Ys
ii
ds
=
Z T
t
Eu
h
⇡us (f(·, us))
i
ds
= Eu
hZ T
t
⇡us (f(·, us))ds
i
.
Obviously a similar argument can be used for the term Eu (d(XT )).
In the light of (4.1.8), set
%us
 
f(·, us)
 
= EeP[ eZsf(Xs, us)|Ys], (4.3.8)
Corolary 4.3.1. The control process minimises the cost functional (4.2.11)
subject to the partially observable system (4.2.3), (4.2.9) if and only if it
minises the cost functional,
J%u(t, x, u) = E
hZ T
t
%us (f(·, us))ds+ %uT (d)
i
(4.3.9)
Proof. By using (4.3.8) and applying the iterated law of conditional expec-
tation on the equivalent definition of the cost functional, (4.2.12), the result
follows.
As we see the above proposition allows us to reduce the original problem to
a problem where the state is fully observable but it is infinite dimensional
with values in the space of measures. Also, it is worth noticing that the
reformulated problem can be seen both under the measure P where the filter
is driven by the observation process or under P u where the driving noise is the
innovation process. In the following section we will see how the results above
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apply to the case where the state space is linear, the observation process is
linear for the state and the cost function is quadratic for the state process
and the control.
Consider the case where the non observable system (4.2.3) is linear, i.e, it is
of the form
dXs = (AsXs +Bsus +  s)dt+ CsdWs (4.3.10)
X0 = ⇠ (4.3.11)
and the associated observation process Y is a linear function of X,
Ys =
Z s
0
(⇥rXr + ✓r)ds+ db
u
s , (4.3.12)
(4.3.13)
where ⇥s, ✓s are bounded.
Consider also the quadratic cost functional of the form,
J(t, x, u) = Eu{
Z T
t
(X
0
sQsXs + u
0
sRsus)dt+X
0
TFsXT}. (4.3.14)
Denote Xˆt = Eu[Xt|Y t] which in fact is the process ⇡ut as in (4.3.3) applied
on the identity function  (x) = x.
Theorem 4.3.1. Given an admissible control u 2 Uad, the process Xˆt satis-
fies the (4.3.3) -equivalent equation known as Kalman-Bucy equation,
dXˆs = (AsXˆs +Bsus +  s)ds+ s⇥
0
s
n
dYs   (⇥sXˆs + ✓s)ds
o
(4.3.15)
= (AsXˆs +Bsus +  s)ds+ s⇥
0
sdI
u
s (4.3.16)
Xˆ0 = ⇠ (4.3.17)
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where  is the conditional covariance matrix of the signal satisfying the de-
terministic forward Riccati equation,
d s
ds
= CsC
0
s + As s + sA
0
s   s⇥0s⇥s s. (4.3.18)
 t = 0. (4.3.19)
Proof. See, for example, [5].
By using the tower property the cost functional (4.3.14) takes the form,
J(t, x, u) = Eu
hZ T
t
(Xˆ
0
sQsXˆs + u
0
sRsus)ds+ Xˆ
0
TFT XˆT
i
+
+
Z T
t
tr(Qs s)ds+ tr(FTNT ) (4.3.20)
where the expectation unde the measure Pu is conditional to the fact that
the system (4.3.10) satisfies that at time t the state of the system is x. Note
that the last term in the cost functional is a function of t and it does not
contribute to the minimization which is made over all admissible controls u.
Hence the term which has to be minimized is almost identical with the cost
function (2.2.3) in the previous chapter. The only di↵erence is that the state
X is replaced by the conditional mean process Xˆ.
Theorem 4.3.2. The optimal control for the cost functional (4.3.20) satis-
fies,
uˆt =  R 1t B0t(⇧tXˆt + rt)
= KtXˆt + K˜t. (4.3.21)
where Kt =  R 1t B0t⇧t, K˜t =  R 1t B0trt, ⇧ satisfies the ’backward’ Riccati
equation,
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 d⇧t
dt
= ⇧tAt + A
0
t⇧t   ⇧tBtR 1B0t⇧t +Qt. (4.3.22)
⇧T = FT . (4.3.23)
and r is the solution of the linear equation,
 drt
dt
= (A
0
t   ⇧tBtR 1t Bt)rt + ⇧t t. (4.3.24)
r(T ) = 0. (4.3.25)
Proof. See, for example, [5].
Given the optimal control (4.3.21) the Kalman Filter equation (4.3.15) takes
the form,
dXˆs = (AsXˆs +Bs
n
 R 1s [B0s(⇧sXˆs + rs)]
o
+  s)ds+ s⇥
0
sdI
u
s
= (A˜sXˆs +  ˜s)ds+  ˜sdI
u
s . (4.3.26)
Xˆ0 = ⇠, (4.3.27)
where
A˜s = As   BsR 1s B0s⇧s. (4.3.28)
 ˜s =  s   BsR 1s B0srs. (4.3.29)
 ˜s =  s⇥
0
s. (4.3.30)
By using integration by parts, we have that,
Xˆs =  (s)
⇣
x+
Z s
t
 (z) 1 ˜zdz +
Z s
t
 (z) 1 ˜zdIuz
⌘
(4.3.31)
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where   is the Fundamental matrix corresponding to A˜. In the following
Lemma, we show that, given the optimal control uˆ, the value function is
quadratic for the state. This is a result that we will use in Section (5.1) for
the construction of an optimal control for the Perturbed Linearized system.
Lemma 4.3.1. For the optimal control uˆ, the corresponding optimal cost
(4.3.20) takes the form,
J(t, x, uˆ) = x0D1(t)x+D2(t)x+D3(t), (4.3.32)
where D1(t), D2(t), D3(t) are deterministic functions of time.
Proof. Given the optimal control uˆ defined in (4.3.21), we can see that,
J(t, x, uˆ) = Euˆ
hZ T
t
n
Xˆ
0
sQsXˆs + (KsXˆs + K˜s)
0
Rs(KsXˆs + K˜s)
o
ds +
+ Xˆ
0
TFT XˆT
i
+
Z T
t
tr(QsRs)ds+ tr(FTRT )
= Euˆ
hZ T
t
n
Xˆ
0
sMsXˆs + M˜sXˆs
o
ds+ Xˆ
0
TFT XˆT
i
+Gt. (4.3.33)
where,
Mt = Qt +KtRtK
0
t .
M˜t = (K
0
tRtK˜t)
0
+ K˜t)
0
RtKt.
Gt =
Z T
t
tr(QsRs)ds+
Z T
t
tr(QTRT ).
The goal is to show that the cost function (4.3.33) is quadratic for the state.
Given (4.3.31) we have that,
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Euˆ[Xˆ 0sMsXˆs] = x
0
 0sMs sx+ ( sx)
0Ms s
Z s
t
 (z) 1 ˜zdz+
+
⇣
 s
Z s
t
 (z) 1 ˜zdz
⌘0
Ms sx +
+
⇣
 s
Z s
t
 (z) 1 ˜zdz
⌘0
Ms s
Z s
t
 (z) 1 ˜zdz+
+ tr
⇣
 0sMs s
Z s
t
  1s  ˜z ˜
0
z( 
 1
s )
0dz
⌘
= x
0
 0sMs sx+ ⇤
M,t
s x+  
M,t
s . (4.3.34)
where,
⇤M,ts =
⇣
 0sMs s
Z s
t
 (z) 1 ˜zdz
⌘0
+ ( s
Z s
t
 (z) 1 ˜zdz)0Ms s
 M,ts = ( s
Z s
t
 (z) 1 ˜zdz)0Ms s
Z s
t
 (z) 1 ˜zdz+
+ tr
⇣
 0sMs s
Z s
t
  1s  ˜z ˜
0
z( 
 1
s )
0dz
⌘
.
By following the same argument we also have that,
Euˆ[Xˆ 0TFT XˆT ] = x
0
 0TFT Tx+ ⇤
F,t
T x+  
F,t
T . (4.3.35)
and hence the optimal cost is writen as follows,
J(t, x, uˆ) = x0
⇣Z T
t
 0sMs sds+  
0
TFT T
⌘
x +
+
⇣Z T
t
(⇤M,ts + M˜s)ds+ ⇤
F,t
T
⌘
x+
+
Z T
t
 M,ts ds+  
F,t
T + µt
= x0D1(t)x+D2(t)x+D3(t) (4.3.36)
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where,
D1(t) =
Z T
t
 0sMs sds+  
0
TFT T
D2(t) =
Z T
t
(⇤M,ts + M˜s)ds+ ⇤
F,t
T
D3(t) =
Z T
t
 M,ts ds+  
F,t
T +Gt (4.3.37)
4.4 A Partially Observed Non-Linear System with Quadratic
Cost
In the previous Section, we saw that for the linear partially observable system
(4.3.10), the optimal control is a linear function of its conditional expectation
given the information provided by the observation process. In this Section, we
extend the problem considering as signal a controlled di↵usion process with
drift and noise coe cients being arbitrary smooth functions. In addition, we
introduce the partially observable version of the Linearized system defined
in (2.3.8) and define its associated cost functional and value function. The
notation that is used in this section coincides with the notation that has been
used so far.
In particular, under the same probability space (⌦,F ,P) as discussed at the
beginning of the chapter, consider the partially observable controlled SDE,
dXt = g(Xt, ut)dt+ µ(Xt)dWt (4.4.1)
X0 = ⇠. (4.4.2)
and recall that under P, the observation process Y is a Brownian motion.
Then given a Y t-adapted control process, u 2 Uad , and the associated expo-
103
nential martingale ⇣ut , define the cost function,
J(t, x, u) = E
hZ T
t
⇣us (X
0
sQsXs + u
0
sRsus)dt+ ⇣
u
TX
0
TFTXT
i
(4.4.3)
where Q, R and F bounded with supremum norms C56, C57 and C58 respec-
tively. Consider the linear mapping h(t, x) = Htx, where H is also bounded
with supremum norm C59 . Then by performing the change of measure with
respect to the exponential martingale ⇣ut , we have that under the new mea-
sure Pu, Y has the form,
Yt =
Z t
0
HsXsds+ db
u
t . (4.4.4)
Y0 = 0. (4.4.5)
Recall that (4.4.3) can be expressed in terms of the Pu measure as,
J(t, x, u) = Eu
hZ T
t
(X
0
sQsXs + u
0
sRsus)dt+X
0
TFTXT
i
(4.4.6)
The objective is to find the control process which minimizes the quantity,
⇢(t, x) = inf
u2Uad
J(t, x, u) (4.4.7)
In the previous section we have seen that the problem of minimizing (4.4.3)
subject to the partially observed system (4.4.1) can be reduced to minimizing
(4.3.20) subject to the fully observed state (4.3.3) (by setting   = x), which
is the fully observed conditional mean of the signal X with respect to the
filtration Y t.
Following the framework developed in the previous chapter, we consider the
partition PN =
 
tN0 , t
N
1 , · · · , tNk
 
with
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tNk =
kT
N
, k = 0, · · · , N, (4.4.8)
of [0, T ] and define for s 2 [tk, tk+1], k = 0, · · · , N   1, the linearized system,
XNs = X
N
tk
+
+
Z s
tk
⇣
g(XNtk , utk) +Dxg(X
N
tk
, utk)(X
N
r  XNtk ) +
+Dug(X
N
tk
, utk)(ur   utk)
⌘
dr +
Z s
tk
µ(XNtk )dWs (4.4.9)
XNt = xtk . (4.4.10)
For a fixed control u 2 Uad define the exponential martingale,
⇣u,N,Lt = exp
⇢Z t
0
HsX
N
s dYs  
1
2
Z t
0
|HsXNs |2ds
 
(4.4.11)
the associated cost functional,
JN(t, x, u) = E
hZ T
t
⇣u,N,Ls
⇣
(XNs )
0QsXNs + u
0
sRsus
⌘
dt +
+ ⇣u,N,LT (X
N
T )
0FTXNT
i
. (4.4.12)
Define the new measure Pu,N,L which is absolutely continuous with respect
to P with Radon-Nikodym derivative the exponential martingale ⇣u,N,Lt . In
other words,
dP u,N,L
dP
|F t = ⇣u,N,Lt . (4.4.13)
Then under Pu,N,L, by using the Girsanov’s theore, the observation process
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admits the representation,
dYt = HtX
N
t dt+ db
u,N,L
t (4.4.14)
Y0 = 0 (4.4.15)
where bu,N,L is a Brownian motion. Also the cost functional (4.4.12) can be
writen as,
JN(t, x, u) = Eu,N,L
hZ T
t
⇣
(XNs )
0QsXNs +u
0
sRsus
⌘
dt+(XNT )
0FTXNT
i
. (4.4.16)
Define the optimal cost for the linearized system,
⇢N(t, x) = inf
u2Uad
JN(t, x, u). (4.4.17)
4.5 Convergence Results
Following the same line of reasoning as in Chapter 2, the main focus in this
section is to establish that the quantity ⇢N(t, x) can su ciently approximate
⇢(t, x) as N ! 1. In the context of the first approach, by imposing the
additional admissibility condition on the control processes, (2.4.1), we can
obtain a specific bound for the di↵erence of the two quantities which depends
on the maximum size of the chosen partition PN . On the other hand, as in
the first chapter such a bound on the rate of convergence cannot be obtained
by following the second approach. However, the simple convergence with no
rates will be established. We will initially proceed to our analysis by following
the first approach and for the sake of avoiding repetition we will sketch out the
necessary steps to establish convergence by following the second approach.
Recall that the analysis will be conducted under the global assumptions
(1.2.1), (1.2.2), and (1.2.3), discussed in Section (1.2).
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By establishing a convergence result similar to Theorem (2.4.3), we can es-
sentially solve the problem of finding the control, say uˆN , which minimizes
(4.4.16) subject to the dynamics of the linearized process XN . Then by driv-
ing the original partially observed system (4.4.1) with uˆN the corresponding
cost J(t, x, uˆN) will be essentially close to ⇢(t, x), which is the optimal cost.
4.5.1 The First Approach
Recall that, while following the first approach, the whole analysis is made for
control processes which satisfy the additional condition (2.4.1) and u 2 Uad.
We have denoted this subclass of Uad by U¯ad.
Lemma 4.5.1. Suppose that the drift coe cient g and the di↵usion coef-
ficient µ of the partially observable system (4.4.1) satisfy the conditions,
(1.2.1), (1.2.2), (1.2.3). Then, we have that for u 2 U¯ad,
E|⇣t   ⇣u,N,Lt |2  C60, (4.5.1)
where C60 := C60(T,N, u) 2 O[ TN ], as N !1.
Proof. By Itoˆ’s lemma we can see that ⇣t, ⇣
u,N,L
t satisfy,
d⇣t = ⇣tHtXtdYt, ⇣0 = 0. (4.5.2)
d⇣u,N,Lt = ⇣
u,N,L
t HtX
N
t dYt, ⇣
u,N,L
0 = 0. (4.5.3)
Hence, we have that under the reference measure P,
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E|⇣t   ⇣u,N,Lt |2 = E
hZ t
0
⇣
⇣r(HrXr  HrXNr ) + (⇣r   ⇣u,N,Lr )HrXNr
⌘
dYr
i2
= E
Z t
0
   ⇣r(HrXr  HrXNr ) + (⇣r   ⇣u,N,Lr )HrXNr    2dr
 p2
h
E
Z t
0
|⇣r(HrXr  HrXNr )|2dr +
+ E
Z t
0
|(⇣r   ⇣u,N,Lr )HrXNr |2dr
i
 p2C59
h
E
Z t
0
⇣2r |Xr  XNr )|2dr + E
Z t
0
(⇣r   ⇣u,N,Lr )2dr
i
 p2C59
h
(E
Z T
0
⇣4rdr)
1
2 (E
Z T
0
|Xr  XNr )|4dr)
1
2 +
+ E
Z t
0
(⇣r   ⇣u,N,Lr )2dr
i
,
where C59 is the supremum norm of H. So, by using (Theorem 2.4.1), we
have that,
E|⇣t   ⇣u,N,Lt |2  C61E
Z t
0
(⇣r   ⇣u,N,Lr )2dr + C62, (4.5.4)
where
C61 :=
p
2C59
C62 := C62(T,N, u) = C61T
1
2 (E
Z T
0
⇣4rdr)
1
2C32(0, T,N, 4, u)
1
2
with C32(0, T,N, 4, u) 2 O[( TN )2], as N !1, defined in Theorem (2.4.1). In
particular C62(T,N, u) 2 O[ TN ], as N !1.
Hence, by using Gronwall’s inequality and setting C60 := C62(T,N, u)eC61T ,
the result follows.
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Remark 4.5.1. By following the first approach, in order to establish the
following convergence results, we emphasise that admissible controls u 2 Uad
also satisfy condition (2.4.1). We denote the constrained admissible class by
U¯ad.
Theorem 4.5.1. Suppose that the drift coe cient g and the di↵usion coef-
ficient µ of the partially observable system (4.4.1) satisfy conditions (1.2.1),
(1.2.2), (1.2.3). Then, for the functionals (4.4.12 ), (4.4.3) and for any
control u 2 U¯ad we have that,
|J(t, x, u)  JN(t, x, u)|  C63, (4.5.5)
where C63 := C63(T,N, u) 2 O[( TN )
1
2 ], as N !1.
Proof.
|J(t, x, u)  JN(t, x, u)| =
=
     E(⇣T   ⇣u,N,LT )h
Z T
t
⇣
(XNs )
0QsXNs + u
0
sRsus
⌘
ds +
+ (XNT )
0FTXNT
i
+ E⇣T
hZ T
t
⇣
X 0sQsXs   (XNs )0QsXNs
⌘
ds  
 
⇣
X 0TFTXT   (XNT )0FTXNT
⌘i     
 E|⇣T   ⇣u,N,LT |
hZ T
t
⇣
|(XNs )0QsXNs |+ |u0sRsus|
⌘
ds+ |(XNT )0FTXNT |
i
+
+ E⇣T
hZ T
t
   X 0sQsXs   (XNs )0QsXNs    ds     X 0TFTXT   (XNT )0FTXNT    i
 C64
⇣
E|⇣T   ⇣u,N,LT |2
⌘ 1
2
+ C65(E⇣2T )
1
2 .
But, since Q, R, F are bounded then,
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C64 =
 
E
" Z T
t
⇣
|(XNs )0QsXNs |+ |u0sRsus|
⌘
ds+ |(XNT )0FTXNT |
!2#! 12
,
C65 =
 
E
h⇣Z T
t
C56(|Xs|+ |XNs |)|Xs  XNs |ds  
  C57(|XT |+ |XNT |)|XT  XNT |
⌘2i! 12
,
with C56, C57 be the supremum norm of Q and F respectively. Indeed, we
can see that,
E[|(XNs )0QsXNs |2] = E[(
nX
i,j=1
|Qi,js |(XNs )i(XNs )j|)2]
 C256nE[
nX
i,j=1
|(XNs )i(XNs )j|2]
 C256n
nX
i,j=1
E[((XNs )i)4]
1
2E[((XNs )i)4]
1
2
 C256n3( sup
r2[0,T ]
E|XNr |4)
1
2 < C256n
3C19(0, T, 4, u)
1
2 ,
where C19(0, T, 4, u) is a constant defined in Lemma (2.4.3). Given the ad-
missibility condition on the control process, (4.2.2) we can control the term
E[|u0sRsus|2] in a similar manner.
Also,
|X 0sQsXs   (XNs )0QsXNs | = C56(|Xs|+ |XNs |)|Xs  XNs |
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so that by using the Cauchy-Schwartz and Jensen’s inequality we have,
C65 =
 
E
h⇣Z T
t
C56
⇣
|Xs|+ |XNs |
⌘
|Xs  XNs |ds  
  C57
⇣
|XT |+ |XNT |
⌘
|XT  XNT |
⌘2i! 12

 
E
h⇣Z T
t
C56
⇣
|Xs|+ |XNs |
⌘
|Xs  XNs |ds
⌘2i! 12
+
+
 
E
"⇣
C57
⇣
|XT |+ |XNT |
⌘
|XT  XNT |
⌘2#! 12
 T 12C56
⇣Z T
t
E
h⇣
|Xs|+ |XNs |
⌘2|Xs  XNs |2ids⌘ 12 +
+ C57
⇣
E
h⇣
|XT |+ |XNT |
⌘2|XT  XNT |2i⌘ 12
(4.5.6)
so that,
C65  T 12C56
 Z T
t
⇣
sup
r2[0,T ]
E(|Xr|+ |XNr |)4
⌘ 1
2
⇣
sup
r2[0,T ]
E|Xs  XNs |4
⌘ 1
2
ds
! 1
2
+
+ C57
⇣
sup
r2[0,T ]
E(|Xr|+ |XNr |)4
⌘ 1
4
⇣
sup
r2[0,T ]
E|Xr  XNr |4
⌘ 1
4
 (T 14C56 + C57)
⇣
sup
r2[0,T ]
E(|Xr|+ |XNr |)4
⌘ 1
4
⇣
sup
r2[0,T ]
E|Xr  XNr |4
⌘ 1
4
= C66
⇣
sup
r2[0,T ]
E|Xr  XNr |4
⌘ 1
4 2 O[( T
N
)
1
2 ], N !1,
where,
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C66 := C66(T,N, u) = (T
1
4C56 + C57)
(
sup
r2[0,T ]
E(|Xr|+ |XNr |)4
) 1
4
.
Hence, by using Lemma (4.5.1) and Theorem (2.4.1) we can see that,
|J(t, x, u)  JN(t, x, u)|  C64
⇣
E|⇣T   ⇣u,N,LT |2
⌘ 1
2
+
+ (E⇣2T )
1
2C66
(
sup
r2[0,T ]
E|Xr  XNr |4
) 1
4
 C64C60(T,N, u) 12 + C67C32(0, T,N, 4, u) 14
=: C63(T,N, u) 2 O[( T
N
)
1
2 ], N !1,
where C67 = (E⇣2T )
1
2C66, C32(0, T,N, 4, u) is defined in Theorem (2.4.1) and
C60(T,N, u) defined in Lemma (4.5.1).
Theorem 4.5.2. Suppose that the drift coe cient g and the di↵usion coef-
ficient µ of the partially observable system (4.4.1) satisfy conditions (1.2.1),
(1.2.2), (1.2.3). Then, we have for any control u 2 U¯ad that,
|⇢(t, x)  ⇢N(t, x)|  C¯63 (4.5.7)
where C¯63 := C¯63(T,N) 2 O[( TN )
1
2 ], as N !1.
Proof. See Theorem (2.4.3).
4.5.2 The Second Approach
To establish the convergence results for the second approach it su ces to
restrict to the class of controls u 2 WN , as defined in the first chapter in
112
(2.4.42). In a similar manner we can see, regarding the steps followed in the
proof of (Theorem 4.5.1), that,
Theorem 4.5.3. Suppose that the drift coe cient g and the di↵usion co-
e cient µ of the partially observable system (4.4.1) satisfy the conditions,
(1.2.1), (1.2.2), (1.2.3). Then, we have for the functionals (4.4.12 ), (4.4.3)
and for any control u 2WN that,
|⇢(t, x)  ⇢N(t, x)|  C68(T,N) (4.5.8)
where C68 := C68(T,N) 2 O[( TN )
1
2 ], as N !1.
Hence,
Theorem 4.5.4. Suppose that the drift coe cient g and the di↵usion co-
e cient µ of the partially observable system (4.4.1) satisfy the conditions,
(1.2.1), (1.2.2), (1.2.3). Suppose further that the set of control values is
convex and compact. Then, by (4.5.8), (2.4.43), (2.4.45), (2.4.46) we have
that,
|⇢(t, x)  ⇢N(t, x)|! 0, N !1 (4.5.9)
Since the convergence has been established either in terms of Theorem (4.5.2)
or Theorem (4.5.4), we proceed in the next section to the construction of the
approximating optimal control. As we discussed above, it becomes then clear
that the initial objective of controlling the original partially observed system
(4.4.1) under the cost functional (4.4.3) has been reduced to controlling the
Linearized system (4.4.9) under the cost functional (4.4.12). The key point
in solving the later problem is the fact that the linearized system is piecewise
linear, with respect to the partition PN . Therefore, by reformulating the
problem as discussed in section (4.3), the Kushner-Stratonovich equation for
the Linearized system, is actually a piecewise Kalman-Bucy equation and the
corresponding cost functional (4.4.3) converts to a quadratic cost functional
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with respect to the conditional mean, XˆN . Hence, the optimal control can
be obtained in each subinterval.
It is important to understand that the framework developed in section (4.2),
allows under the reference measure P, the observation process Y to be a
Brownian motion independent of both the original and the linearized system,
(4.4.1) and (4.4.9) respectively.
Furthermore, for a fixed control u 2 Y t and under the ”real world” measure
Pu, Y ”observes” the behaviour of the hidden signal process X, and not
XN . The idea in this analysis is that we can see the linearized system XN
as an underlying partially observable system, and for the preselected fixed
control u 2 Y t we can see the process Y as an observation process of the
linearized system under the measure Pu,N,L. Interestingly then, under the
measure Pu,N,L, the linear nature of the filter equation of XN allows us to
apply the results established in section (4.3).
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5
On the construction of the
approximating Optimal Control for
Partially Observable Systems
In this Chapter, the goal is to construct the optimal control for the linearized
system (4.4.9) under the cost functional (4.4.12). It was explained in Chapter
3 that in each subinterval [tk 1, tk], k = 1, · · · , N with respect to the partition
PN , the system XN is linear for the state and the control, however the
coe cients of the system depend on the state and the control at the beginning
of the interval. Recall that in Section (4.3) the coe cients of the linear system
(4.3.10) depend on time only.
Following a similar argument as in Section (3.1), under the assumptions
(3.1.1) and (3.1.2), we intend in Section (5.1) to conduct the analysis on per-
turbations of the Linearized system. In particular, for illustration purposes
the analysis will be conducted for the Perturbed Linearized system, (3.1.4),
with the associated cost defined below and an optimal control will be ob-
tained. It is within the scope of my future research to design a perturbation
of the linearized system such that the corresponding optimal cost will con-
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verge to the optimal cost of the Linearized system, and hence by (4.5.2) to
the optimal cost of the original system, (4.4.1).
On the other hand, in the light of Section (3.2), we present a policy improve-
ment methodology to obtain the optimal control for the partially observ-
able Linearized system. We introduce the partially observable version of the
parametrised Linearized system and the associated parametrised cost func-
tional. This system has linear form in each subiterval (tk 1, tk], k = 1, · · · , N
(given initial parameters for the state and the control).
Based on the ideas developed in Section (4.3), we reformulate the problem of
controlling the parametrised Linearized system into the problem of control-
ling its fully observable conditional mean given the filtration of the observa-
tion process, Y . In particular, its conditional mean is a finite dimensional
process which satisfies the linear Kalman-Bucy equation. By rewriting the
cost functional of the parametrised Linearized system in terms of its condi-
tional mean, we can apply the same ideas developed in Section (3.2).
5.1 The Perturbation Method for Partially Observable Sys-
tems
For the Perturbed Linearized system, X¯N and a fixed control u 2 Uad define
the exponential martingale, ⇣¯u,Nt , the cost funtional, J¯
N(t, x, u), the measure
P¯ u,N , and the value function, ⇢¯N(t, x) similarly to (4.4.11), (4.4.12), (4.4.13)
and (4.4.17) respectively. Define also the conditional mean of X¯N given Y t
by ˆ¯XN . Then the cost functional associated to X¯N can be written in terms
of its conditional mean as,
J¯N(t, x, u) = E¯u,N
hZ T
t
⇣
( ˆ¯XNs )
0Qs ˆ¯XNs + u
0
sRsus
⌘
ds+ ( ˆ¯XNT )
0FT ˆ¯XNT
i
+
+
Z T
t
tr(Qs ¯s)ds+ tr(FT  ¯T ), (5.1.1)
where  ¯ is the associated conditional covariance matrix of the Perturbed
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Linearized system (given the filtration of the observation process). Hence
⇢¯N(t, x) =  ¯N(t, x) +Gt, (5.1.2)
where,
 ¯N(t, x) = inf
u2U t,xad
E¯u,N
hZ T
t
⇣
( ˆ¯XNs )
0Qs ˆ¯XNs + u
0
sRsus
⌘
ds+ ( ˆ¯XNT )
0FT ˆ¯XNT
i
(5.1.3)
and
Gt =
Z T
t
tr(Qs ¯s)ds+ tr(FT  ¯T ) (5.1.4)
Also by using the Dynamic Programming Principle (2.1.1) we have that for
any stopping time ✓ 2 [t, T ],
 ¯N(t, x) = inf
u2U t,xad
E¯u,N
hZ ✓
t
⇣
( ˆ¯XNs )
0Qs ˆ¯XNs + u
0
sRsus
⌘
ds+  N(✓, ( ˆ¯XN✓ )
t,x)
i
(5.1.5)
In a similar fashion to what was discussed in Section (3), given the partion of
[0, T ], PN as defined in (4.4.8). Begin from the last subinterval [tN 1, tN = T ]
(by setting k = N , tN 1 = (N 1) TN ) and assume that the conditional mean,
ˆ¯XNt is known and denoted by xtN 1 . Then over this interval,
ˆ¯XNt satisfies the
Kalman-Bucy equation with constant coe cients,
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d ˆ¯XNt = {A ˆ¯XNt +But +  }dt+  ¯N 1s H 0sdI¯us (5.1.6)
ˆ¯XNtN 1 = xtN 1 . (5.1.7)
where
dI¯us = dYs  Hs ˆ¯XNs dr, (5.1.8)
is a P¯ u,N -Brownian motion adapted to Y t and in analogy to (4.3.18),  ¯N 1
satisfies,
d ¯N 1s
ds
=   
0
+ A ¯N 1s +  ¯
N 1
s A
0    ¯N 1s H 0sHs ¯N 1s . (5.1.9)
Therefore, as in (4.3.21), for t 2 [tN 1, tN = T ], the optimal control has the
closed form,
u⇤,Nt =  R 1t B0(⇧N 1t ˆ¯XNt + rN 1t )
(5.1.10)
where, according to (4.3.22), (4.3.24),
 d⇧
N 1
t
dt
= ⇧N 1t A+ A
0
⇧N 1t   ⇧N 1t BR 1t B¯0tN 1⇧N 1t +Qt. (5.1.11)
⇧N 1T = FT . (5.1.12)
and
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 dr
N 1
t
dt
=
⇣
A
0   ⇧N 1t BR 1t B
⌘
rN 1t + ⇧
N 1
t  . (5.1.13)
rN 1T = 0. (5.1.14)
Also,
⇢¯N(t, x) = x0DN 11 (t)x+D
N 1
2 (t)x+D
N 1
3 (t) (5.1.15)
where,
 
DN 1i , i = 1, 2, 3
 
as in (4.3.37).
The quadratic nature of the optimal cost for the interval [tN 1, tN = T ],
allows us in the light of the Dynamic Programming Principle to construct
the optimal control by following a backward inductive argument as used in
section (3). In particular, consider the interval [tk 1, tk], 1  k  N   1 and
suppose that the state of the conditional mean ˆ¯XNtk 1 is known. Also suppose
that the optimal cost at the point (tk, xtk) is known and is of the form,
⇢¯N(tk, xtk) = x
0
tk
Dk1(tk)xtk +D
k
2(tk)
0xtk +D
k
3(tk) (5.1.16)
where Dk1 , D
k
2 and D
k
3 as in (4.3.37), with terminal conditions,
Dk1(tk+1) = D¯
k
1 , D
k
2(tk+1) = D¯
k
2 , D
k
3(tk+1) = D¯
k
3 (5.1.17)
and D¯k1 , D¯
k
2 , D¯
k
3 are known constants.
Therefore, (5.1.5) implies that for t 2 [tk 1, tk]
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⇢¯N(t, x) = inf
u(·)2Ut,xad
E¯u,N{
Z tk
t
(( ˆ¯XNs )
0
Q(s) ˆ¯XNs + u
0
sR(s)us)dt+ ⇢¯
N(tk, X¯
N
tk
)}
= x
0
Dk 11 (t)x+D
k 1
2 (t)
0x+Dk 13 (t) (5.1.18)
In (5.1.18), Dk 11 , D
k 1
2 andD
k 1
3 are as in (4.3.37), satisfying the consistency
terminal conditions,
Dk 11 (tk) = D
k
1(tk), D
k 1
2 (tk) = D
k
2(tk), D
k 1
3 (tk) = D
k
3(tk). (5.1.19)
Hence by (4.3.21) the optimal control for t 2 [tk 1, tk] takes the form,
u⇤,Nt =  R 1t B0(⇧k 1t ˆ¯XNt + rk 1t )
(5.1.20)
with,
 d⇧
k 1
t
dt
= ⇧k 1t A+ A
0
⇧k 1t   ⇧k 1t BR 1t B0⇧k 1t +Qt. (5.1.21)
⇧k 1T = D
k
1(tk). (5.1.22)
and,
 dr
k 1
t
dt
= (A
0   ⇧k 1t BR 1t B
⌘
rk 1t + ⇧
k 1
t  . (5.1.23)
rk 1T = D
k
2(tk). (5.1.24)
Therefore the control function u⇤,N as defined in (5.1.20), for all k = 1, · · · , N 
1 is the optimal one. Also, note that as in Chapter 3, the functions {Dki },
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i = 1, 2, 3 are di↵erentiable with bounded derivatives, so that the control
u⇤,N is Lipschitz and hence admissible.
5.2 Policy Improvement methodologies for Partially Observ-
able Systems
In this Section, we will use the methodological framework and the notational
conventions used in Section (3.2) and an explicit numerical scheme will be
constructed for the case of the partially observable Linearized system. Hence,
we will represent the linearized system by X (here it does not refer to the
non linear system (2.3.1) ) instead of XN and introduce again the concept of
the (partially observable) parametrised Linearized system and the associated
parametrised cost functional. It is also important to acknowledge that the
following analysis inherits the fundamental ideas discussed in section (4.4).
Consider the probability space (⌦,F ,P) under which the observation process
Y is a Brownian motion. Given the usual partition PN , for t 2 [tk, tk+1] and
initial parametric conditions x¯k 2 Rn, u¯k 2 U for the state of the linearized
system and the driving control, the controlled linearized system evolves ac-
cording to the linear stochastic di↵usion,
dX tk,x¯k,u¯k,ut = {AtkX tk,x¯k,u¯k,ut +Btkut +  tk}dt+ tkdWt (5.2.1)
X tk,x¯k,u¯k,utk = x¯k. (5.2.2)
where,
Atk = Dxg(x¯k, u¯k),
Btk = Dug(x¯k, u¯k),
 tk = g(x¯k, u¯k) Dxg(x¯k, u¯k)x¯k  Dug(x¯k, u¯k)u¯k,
 tk = µ(x¯k)
and X tk,x¯k,u¯k,ut notationally represents the stochastic position of the (non-
observable) linearized system at time t, starting from tk with initial param-
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eters x¯k, u¯k and controlled from tk to t by a control process u. Given the
class of the Y -adapted controls, Uad, defined in (4.2.2), define the class of
admissible controls over the interval [t, T ],
U [t, T ] =
 
u 2 Uad | E
Z T
t
⇣u,Ns f(s,X
t,x,x¯k,u¯k,u
s , us)ds +
+ ⇣u,NT d(X
t,x,x¯k,u¯k,u
T ) <1
!
, (5.2.3)
where for u 2 U [t, T ], ⇣u,Nt is the associated exponential martingale defined
in (4.4.11). Then, define the parametrised cost function for t 2 [tk, tk+1],
Ju(t, x, x¯k, u¯k) = E
hZ T
t
⇣u,Ns f(s,X
t,x,x¯k,u¯k,u
s , us)ds+ ⇣
u,N
T d(X
t,x,x¯k,u¯k,u
T )
i
(5.2.4)
satisfying,
Ju(t,X
tk,x¯k,u¯k,u
t (!), x¯k, u¯k) = E
hZ T
t
⇣u,Ns f(s,X
t,x,x¯k,u¯k,u
s , us)ds +
+ ⇣u,NT d(X
t,x,x¯k,u¯k,u
T ) |X tk,x¯k,u¯k,ut
i
(!)
(5.2.5)
where X t,x,x¯k,u¯k,us represents the state of the linearized system starting at
time t from the state x driven by the control u. The parametric values x¯k, u¯k
characterise the initial conditions used for the 1st order Taylor-linearisation
of the stochastic drift of the original system, g. Conditioning on the random
variable X tk,x¯k,u¯k,ut requires by default an initialisation of the values x¯k, u¯k for
the linearized system to be well defined.
Define also the parametric value function,
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⇢(t, x, x¯k, u¯k) = inf
u2U [t,T ]
Ju(t, x, x¯k, u¯k). (5.2.6)
Then it becomes apparent that the main objective is to determine,
⇢(0, x0, x0, u¯0) = inf
u2U [0,T ]
Ju(0, x0, x0, u¯0). (5.2.7)
The linear form of the linearized system (5.2.1) over the interval [tk, tk+1],
implies that its conditional mean (given the information of the observation
process, Y),
Xˆ t,x,x¯k,u¯k, ¯k,us = Eu,N
⇥
X t,x,x¯k,u¯k,us | Yt
⇤
,
satisfies the Kalman-Bucy equation,
dXˆ t,x,x¯k,u¯k, ¯k,us = (AtkXˆ
t,x,x¯k,u¯k, ¯k,u
s +Btkus +  tk)ds +
+ sH
0
s
n
dYs  HsXˆ t,x,x¯k,u¯k, ¯k,us ds
o
(5.2.8)
= (AtkXˆ
t,x,x¯k,u¯k, ¯k,u
s +Btkus +  s)ds+ sH
0
sdI
u
s (5.2.9)
Xˆ t,x,x¯k,u¯k, ¯k,ut = x (5.2.10)
where  is the n ⇥ n-dimentional conditional covariance matrix of the lin-
earized system,
 i,js = Eu,N
⇥
(X t,x,x¯k,u¯k,us )
i(X t,x,x¯k,u¯k,us )
j | Yt
⇤  
  Eu,N⇥(X t,x,x¯k,u¯k,us )i | Yt⇤Eu,N⇥(X t,x,x¯k,u¯k,us )j | Yt⇤, (5.2.11)
satisfying the deterministic forward Riccati equation,
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d s
ds
=  tk 
0
tk
+ Atk s + sA
0
tk
  sH 0sHs s. (5.2.12)
 tk =  ¯k (5.2.13)
and  ¯k is a deterministically defined matrix-parameter, associated to x¯k.
Given initial parametric conditions x¯k, u¯k,  ¯k, consider the unnormalised con-
ditional distribution of the signal,
%t,x,x¯k,u¯k, ¯k,us ( ) = E
⇥
⇣u,Ns  (X
t,x,x¯k,u¯k,u
s ) | Yt
⇤
, (5.2.14)
for any bounded borel function  . Then, it can be seen in ([12], Theorem 6.15)
or in ([19], 2.80) that the unnormalised distribution %t,x,x¯k,u¯k, ¯k,us , s 2 [t, tk+1],
has unique density with respect to the Lebesgue measure,
pt,x,x¯k,u¯k, ¯k,us (w) = exp
 12(  1s )(w   Xˆ t,x,x¯k,u¯k, ¯k,us )0(w   Xˆ t,x,x¯k,u¯k, ¯k,us )
(2⇡)n/2|Nt|1/2 Zˆ
t,x,x¯k,u¯k, ¯k,u
s
(5.2.15)
where,
Zˆt,x,x¯k,u¯k, ¯k,us = exp
 Z s
t
(HsXˆ
t,x,x¯k,u¯k, ¯k,u
s )
0dYs   1
2
Z ts
t
|HsXˆ t,x,x¯k,u¯k, ¯k,us |2ds
!
.
(5.2.16)
Therefore, by using the law of iterated conditional expectation, we can
rewrite the cost functional (5.2.4) as a functional of the conditional mean
which is a fully observable process. In particular,
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Jˆu(t, x, x¯k,u¯k,  ¯k) =
= E
hZ T
t
%t,x,x¯k,u¯k, ¯k,us (f(s, ·, us))ds+ %t,x,x¯k,u¯k, ¯k,uT (d(·))
i
(5.2.17)
= E
hZ T
t
< pt,x,x¯k,u¯k, ¯k,us , f(s, ·, us) > ds+ < pt,x,x¯k,u¯k, ¯k,us , d(·) >
i
,
(5.2.18)
where
< pt,x,x¯k,u¯k, ¯k,us , (x) >=
Z
Rn
pt,x,x¯k,u¯k, ¯k,us (w) (w)dw,
for any bounded Borel function  . Note that the term,
< pt,x,x¯k,u¯k, ¯k,us , f(s, ·, us) > is a function of the conditional mean and the
control. Hence, it is convenient to rewrite the functional (5.2.17) as
Jˆu(t, x, x¯k, u¯k,  ¯k) = E
hZ T
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))ds+ d˜(Xˆ
t,x,x¯k,u¯k, ¯k,u
T )
i
,
(5.2.19)
where,
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us)) =< p
t,x,x¯k,u¯k, ¯k,u
s , f(s, ·, us) >
d˜(Xˆ t,x,x¯k,u¯k, ¯k,uT ) =< p
t,x,x¯k,u¯k, ¯k,u
s , d(·) >
In this Section, we are solely solving the problem for a function, f which is
quadratic for x, u, i.e,
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f(s, x, u) = x0Qsx+ u0Rsu, (5.2.20)
where Q, R are bounded and symmetric. Therefore,
< pt,x,x¯k,u¯k, ¯k,us , f(s, ·, us) >=
Z
Rn
pt,x,x¯k,u¯k, ¯k,us (w)(w
0Qsw)dw +
+ u0sZˆ
t,x,x¯k,u¯k, ¯k,u
s Rsus (5.2.21)
so that f˜ is still quadratic for u.
Define also the associated parametrised value function,
⇢ˆ(t, x, x¯k, u¯k,  ¯k) = inf
u2U [t,T ]
Jˆu(t, x, x¯k, u¯k,  ¯k) (5.2.22)
which at time t is a function of the state of the conditional mean, x ( the
initial state of the linearized system and its conditional mean coincides at
time t). It is obvious that,
Jˆu(t, x, x¯k, u¯k,  ¯k) = Ju(t, x, x¯k, u¯k),
⇢ˆ(t, x, x¯k, u¯k,  ¯k) = ⇢(t, x, x¯k, u¯k).
Therefore, it becomes apparent that the problem of controlling the partially
observable system (5.2.1), is reformulated into a problem of controlling the
fully observable finite dimensional system (5.2.8). Naturally then, we are
willing to apply the methodology of Section 3.2 and establish a new policy
improvement criterion which will allow us to obtain the optimal control for
each subinterval (tk, tk+1].
Lemma 5.2.1. For t 2 [tk, tk+1], k = 0, · · · , N 1 and any initial parameters
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x¯k, u¯k,  ¯k, the parametrised value function (5.2.22) satisfies,
⇢ˆ(t, x, x¯k, u¯k,  ¯k) = inf
u2U(t,T ]
E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))ds +
+ ⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
= inf
u2U(t,tk+1]
E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))ds +
+ ⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
(5.2.23)
Proof. Consider t 2 [tk, tk+1], u 2 U(t, T ] and the associated to the interval
initial state x¯k, control u¯k and covariance matrix  ¯k. By definition of the
conditional mean via the Kalman-Bucy equation (5.2.8) and the uniqueness
of its paths we have that for any tk+2  s  tk+2,
Xˆ t,x,x¯k,u¯k, ¯k,us (!) = Xˆ
tk+1,Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1
(!),Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1
(!),utk+1(!), tk+1
,u
s (!), a.s P.
(5.2.24)
where  tk+1 is obtained by (5.2.12). By following a similar argument to that
used in the case of the fully observable system, by using the law of iterated
conditional expectation we have that for an arbitrary u 2 U [t, T ],
Jˆu(t, x, x¯k, u¯k,  ¯k) = E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))ds +
+ Jˆu(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
  E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))ds +
+ ⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
.
So that,
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⇢ˆ(t, x, x¯k, u¯k,  ¯k)   inf
u2U(t,T ]
E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))ds +
+ ⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
.
Conversely, for any ✏ > 0, ! 2 ⌦ and fixed a control u 2 U(t, T ], there exists
by the definition of the value function (5.2.6) a control u✏,! 2 U [tk+1, T ] such
that,
Jˆu✏,!(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1) 
 ⇢ˆ(tk+1, Xˆ t,x,x¯k,u¯k, ¯k,utk+1 , Xˆ t,x,x¯k,u¯k, ¯k,utk+1 , utk+1 , tk+1) + ✏.
(5.2.25)
Then by the measurable selection theorem, (see, for example, [17]), the con-
trol,
uˆs(!) =
8<:us(!) if s 2 (t, tk+1]u✏,!s if s 2 (tk+1, T ] (5.2.26)
also lies in U(t, T ] and therefore,
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⇢ˆ(t, x, x¯k, u¯k,  ¯k)  Jˆuˆ(t, x, x¯k, u¯k,  ¯k)
= E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,uˆs , uˆs)ds +
+ Jˆuˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,uˆ
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,uˆ
tk+1 , uˆtk+1 , tk+1)
i
= E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us)ds +
+ Jˆu✏,!(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
 E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us)ds +
+ ⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
+ ✏,
8✏ > 0. Hence (5.2.23) holds.
An immediate implication of the theorem above is that for (t, x) 2 (0, t1]⇥Rn,
⇢ˆ(t, x, x0, u¯0,  ¯0) = inf
u2U(t,t1]
E
hZ t1
0
f˜(s, Xˆ t,x,x¯0,u¯0, ¯0,us , us)ds +
+ ⇢ˆ(t1, Xˆ
t,x,x0,u¯0,N¯0,u
t1 , Xˆ
t,x,x0,u¯0, ¯0,u
t1 , utk+1 , tk+1)
i
(5.2.27)
so that by imposing a continuity assumption on the mapping,
(t, x)! ⇢ˆ(t, x, x0, u¯0,  ¯0), we can see that,
⇢ˆ(0, x0, x0, u¯0,  ¯0) = lim
(t,x)!(0,x0)
⇢ˆ(t, x, x0, u¯0,  ¯0) (5.2.28)
It is then clear by (5.2.27) that if the parametrised value function,
⇢ˆ(t1, x¯1, x¯1, u¯1,  ¯1) is known, then by solving the ”local”- control problem
we can calculate the optimal cost, ⇢(0, x0, x0, u¯0) and the associated opti-
mal control for the interval (0, t1]. To determine, ⇢ˆ(t1, x¯1, x¯1, u¯1,  ¯1), we
solve the corresponding local-optimisation problem in (t1, t2] when we know
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⇢ˆ(t2, x¯2, x¯2, u¯2,  ¯2) which in turn is computed in the interval (t2, t3]. Given
the fact that the terminal cost function at time T , d(·), is known, it is mean-
ingful to begin the analysis from the last subinterval (tN 1, tN ] and determine
the parametric value function ⇢ˆ(tN 1, x¯N 1, x¯N 1, u¯N 1,  ¯N 1) (by using the
usual continuity argument) and the associated optimal control. Then, via
equation (5.2.23) and by following a backward inductive argument we can,
in a similar manner, obtain an expression for all parametric value functions
⇢ˆ(tk, x¯k, x¯k, u¯k,  ¯k), k = 1, · · ·N   2 and the (parametrised) optimal controls
in each consecutive subinterval.
Without loss of generality the local-control problem will be solved for an
subinterval (tk, tk+1] of [0, T ] where the optimal control will be obtained sub-
ject to an arbitrary selection of initial parameters x¯k, u¯k,  ¯k. In particular,
consider again the system (5.2.1) with associated Kalman-Bucy equation
(5.2.8) and for u 2 U(tk, tk+1] define via (5.2.23) the local-cost functional,
Jˆu(t, x, x¯k, u¯k,  ¯k) = E
hZ tk+1
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us)ds +
+ ⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u
tk+1 , utk+1 , tk+1)
i
(5.2.29)
By using a Policy Improvement methodology we will obtain the optimal
control for the local-optimisation problem.
Lemma 5.2.2. The Poisson equation for the Partially Observable
system
Let x¯k, u¯k,  ¯k be initial parametric values for the subinterval [tk, tk+1], t 2
[tk, tk+1], u 2 U(t, tk+1] and Au,x¯k,u¯k, ¯k be the di↵usion generator of system
(5.2.8). Suppose also that the mapping (t, x) ! Jˆu(t, x, x¯k, u¯k,  ¯k) is in the
class C1,2 on Rn⇥ [tk, tk+1]. Then the local cost functional (5.2.29) satisfies,
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@@t
Jˆu(t, x, x¯k, u¯k,  ¯k) + A
us,x¯k,u¯k, ¯k Jˆu(t, x, x¯k, u¯k,  ¯k) + f˜(t, x, ut) = 0.
(5.2.30)
Proof. Let t, ✓ 2 (tk, tk+1] and u 2 U(t, T ]. The law of iterated conditional
expectation implies that,
Jˆu(t, x, x¯k, u¯k,  ¯k) = E
hZ ✓
t
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))ds +
+ Jˆu(✓, Xˆ
t,x,x¯k,u¯k, ¯k,u
✓ , x¯k, u¯k,  ¯k)
i
. (5.2.31)
By continuity of the linearized system over the subinterval and the funda-
mental theorem of calculus it turns out that,
lim
✓!t
1
✓   tE
⇥
Jˆu(✓, X
t,x,x¯k,u¯k, ¯k,u
✓ ,x¯k, u¯k,  ¯k)  Jˆu(t, x, x¯k, u¯k,  ¯k)
⇤
=
=  
Z ✓
t
E
⇥
f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,us , us))
⇤
ds
=  f˜(t, x, ut). (5.2.32)
On the other hand, assume that the function (s, y) ! Jˆu(s, y, x¯k, u¯k,  ¯k)
belongs to the class C1,2 on (tk, tk+1]⇥Rn. Then Ito’s Lemma, implies that,
Jˆu(✓, Xˆ
t,x,x¯k,u¯k, ¯k,u
✓ ,x¯k, u¯k,  ¯k)  Jˆu(t, x, x¯k, u¯k,  ¯k) =
=
Z ✓
t
h @
@t
Jˆu(s, Xˆ
t,x,x¯k,u¯k, ¯k,u
s , x¯k, u¯k,  ¯k)+
+ Aus,x¯k,u¯k, ¯k Jˆu(s, Xˆ
t,x,x¯k,u¯k, ¯k,u
s , x¯k, u¯k,  ¯k)
i
ds+
+
Z ✓
t
DxJˆu(s, Xˆ
t,x,x¯k,u¯k, ¯k,u
s , x¯k, u¯k,  ¯k)
0 sH 0sdYs
(5.2.33)
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By combining (5.2.32), (5.2.33) and by using the martingale property of the
stochastic integral the result follows.
The Policy iteration Algorithm for the Partially Observable system
Theorem 5.2.1. Suppose that the local parametrised cost functional (5.2.29)
satisfies the assumptions of Lemma (5.2.2) and consider any admissible con-
trol u1 2 U(t, tk+1]. Then for any given initial conditions x¯k, u¯k,  ¯k, the local
cost Jˆu1(t, x, x¯k, u¯k,  ¯k) is simply a function of (t, x). Given the running cost
function f defined in (5.2.17) and the exponential martingale Zˆ defined in
(5.2.2), the policy K = K(t, x, x¯k, u¯k,  ¯k) given by,
K(t, x, x¯k, u¯k,  ¯k) =
8<:K¯(t, x, x¯k, u¯k,  ¯k), (t, x) 2 (t, tk+1)⇥ Rn.u˜, (t, x) 2 tk+1 ⇥ Rn. (5.2.34)
where,
K¯(t, x, x¯k, u¯k,  ¯k) =  1
2
(ZˆtRt)
 1Dug(x¯k, u¯k)0DxJ¯u1(t, x, x¯k, u¯k), (5.2.35)
for (t, x) 2 (t, tk+1)⇥ Rn, satisfies,
AK¯,x¯k,u¯k, ¯k Jˆu1(t, x, x¯k, u¯k,  ¯k) + f˜(t, x, K¯(t, x, x¯k, u¯k,  ¯k)) =
= inf
u2U(t,tk+1)
n
Au,x¯k,u¯k Jˆu1(t, x, x¯k, u¯k,  ¯k) + f˜(t, x, u)
o
(5.2.36)
and the random variable u˜ is chosen such that,
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E
h
⇢ˆ(tk+1,Xˆ
t,x,x¯k,u¯k, ¯k,K¯
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,K¯
tk+1 , u
1
tk+1
, tk+1)
i
 
  E
h
⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,K¯
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,K¯
tk+1 , u˜, tk+1)
ii
(5.2.37)
Then, for the control u2(t,!) = K(t, Xˆ tk,x¯k,u¯k, ¯k,Kt , x¯k, u¯k,  ¯k)
Jˆu2(t, x, x¯k, u¯k,  ¯k)  Jˆu1(t, x, x¯k, u¯k,  ¯k)
In the notation Xˆ tk,x¯k,u¯k, ¯k,Ks , Xˆ
tk,x¯k,u¯k, ¯k,K¯
s , the superscripts K, K¯ refer to
the markov control processes K(r, Xˆr), K¯(r, Xˆr), r 2 [t, s] which drive the
corresponding systems over the interval [t, s]
Proof. Following a similar argument as in Theorem (3.2.1), we can see that
the control u2 satisfies (5.2.36), based on the fact that the parametrised
Kalman-Bucy equation for the conditional mean of the linearized system,
(5.2.8), is linear and the running cost f is quadratic as a function of the
control.
By Itoˆ’s Lemma we have that for t 2 [tk, tk+1], the improved control u2 and
the associated system Xˆ tk,x¯k,u¯k, ¯k,u
2
t ,
Jˆu1(tk+1,Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , x¯k, u¯k,  ¯k)  J¯u1(t, x, x¯k, u¯k,  ¯k) =
=
Z tk+1
t
  @
@t
Jˆu1 + A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k)ds+
+
Z tk+1
t
DxJˆu1(s, Xˆ
t,x,x¯k,u¯k, ¯k,u2
s , x¯k, u¯k,  ¯k)
0 sH
0
sdYs. (5.2.38)
Hence, by (5.2.29) and (5.2.38) it can be seen that,
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Jˆu1(t,x, x¯k, u¯k,  ¯k) =
= Jˆu1(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , x¯k, u¯k,  ¯k) 
 
Z tk+1
t
  @
@t
Jˆu1 + A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k)ds+
 
Z tk+1
t
DxJˆu1(s, Xˆ
t,x,x¯k,u¯k, ¯k,u2
s , x¯k, u¯k,  ¯k)
0 sH
0
sdYs
= E
h
⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , u
1
tk+1
, tk+1) | Xˆ t,x,x¯k,u¯k, ¯k,u
2
tk+1
i
 
 
Z tk+1
t
  @
@t
Jˆu1 + A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k)ds+
 
Z tk+1
t
DxJˆu1(s, Xˆ
t,x,x¯k,u¯k, ¯k,u2
s , x¯k, u¯k,  ¯k)
0 sH
0
sdYs. (5.2.39)
Also by definition of u2 in (5.2.37), the iterated law of conditional expectation
and the martingale property of the stochastic intergral, we have
Jˆu1(t, x,x¯k, u¯k,  ¯k) =
= E
h
⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , u
1
tk+1
, tk+1)
i
 
  E
hZ tk+1
t
  @
@t
Jˆu1 + A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k)ds
i
  E
h
⇢ˆ(tk+1, Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , Xˆ
t,x,x¯k,u¯k, ¯k,u2
tk+1 , u
2
tk+1
, tk+1)
i
 
  E
hZ tk+1
t
  @
@t
Jˆu1 + A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k)ds
i
.
(5.2.40)
By using the Poisson equation (5.2.30) we have that,
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  @
@t
Jˆu1+A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k) =
=
  @
@t
Jˆu1 + A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k) 
    @
@t
Jˆu1 + A
u1s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k) 
  f˜(s, Xˆ t,x,x¯k,u¯k, ¯k,u2s , u1s)
= (Btku
2
s)
0DxJˆu1(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k) 
  (Btku1s)0DxJˆu1(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k)+
+ u2s
0
Zˆu2s Rsu
2
s   u1s 0Zˆu2s Rsu1s 
 
Z
Rn
pt,x,x¯k,u¯k, ¯k,u
2
s (w)(w
0Qsw)dw 
  u2s 0Zˆu2s Rsu2s,
where Zˆu2s is the exponential martingale defined by Xˆ
t,x,x¯k,u¯k, ¯k,u2
s in (5.2.2).
Hence
  @
@t
Jˆu1+A
u2s,x¯k,u¯k, ¯k Jˆu1
 
(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k) =
=  
hZ
Rn
pt,x,x¯k,u¯k, ¯k,u
2
s (w)(w
0Qsw)dw + u2s
0
Zˆu2s Rsu
2
s
i
+
+ (u2s   u1s)0B0tkDxJˆu1(s, Xˆ t,x,x¯k,u¯k, ¯k,u
2
s , x¯k, u¯k,  ¯k)+
+ u2s
0
Zˆu2s Rsu
2
s   u1s 0Zˆu2s Rsu1s
=  
hZ
Rn
pt,x,x¯k,u¯k, ¯k,u
2
s (w)(w
0Qsw)dw + u2s
0
Zˆu2s Rsu
2
s
i
 
  (u2s   u1s)0Zˆu2s Rs(u2s   u1s). (5.2.41)
Recall that R is positive definite. Then, by combining (5.2.40), (5.2.41) we
have
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Jˆu1(t, x, x¯k, u¯k,  ¯k)   Jˆu2(t, x, x¯k, u¯k,  ¯k)+
+ E
hZ tk+1
t
(u2s   u1s)0Zˆu2s Rs(u2s   u1s)ds
i
  Jˆu2(t, x, x¯k, u¯k,  ¯k).
By having established the policy criterion above we can proceed, as in Section
(3.2), to obtain the optimal control in the subinterval [tk, tk+1], under the
assumption that there exists a fixed point for the iteration.
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6
Future Research Plan
My future research plans will concentrate in the following three directions.
Firstly, I will be looking at extending the analysis beyond the linear quadratic
framework. Similar to what is covered in the thesis, it may be possible to
look at general costs of the form (2.1.7) (not necessarily quadratic) and also
observation processes that are nonlinear in the signal component. The same
approach as the one adopted in this report might work: We can assume that
the more general problem is a small perturbation of the existing one.
In addition, there are few points in the methodologies discussed in Chapter 3
and Chapter 5 for the construction of the optimal control for the Linearized
system, that should be examined and improved further. In particular, in the
case of the perturbation method developed in Sections (3.1) and (5.1) it is
still an open problem to find an appropriate perturbation of the Linearized
system for which, the associated optimal cost approximates the optimal cost
(2.3.10). Also, it is important to investigate the behaviour of any arbitrary
perturbation of the Linearized system which satisfies the assumptions, (3.1.1)
, (3.1.2) when   ! 0. It is natural to expect that for a perturbation of the
Linearized system denoted by XN, , with associated cost functional denoted
by JN, ,
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|JN,    JN |! 0, as   ! 0. (6.0.1)
In the case of the policy improvement methodology developed in Sections
(3.2) , (5.2) it is within the scope of my future research to reexamine the
strong assumptions (4, 5) in, [11], used for the proof of theorem (3.2.2) and
replace them by weaker ones.
The second direction relies on the fact that the cost functional (4.3.6) of
the partially observed stochastic control problem is a function of the un-
normalised conditional distribution of the signal, (4.3.9). We know how to
obtain accurate approximations of %t by using the particle filter and therefore
we can construct an approximation of the infinite dimensional control system
for a large family of controls out of which we can extract the optimal one.
We could choose for example piecewise linear controls that belong to a finite
set dense in Uad.
Another direction concerns the resolution of the stochastic control problem
with partial observations using an extension of the recent work of Pham-
Kharroubi [[20]]. It is well know that the stochastic control problem with
full observation is equivalent to solving a Backward Stochastic Di↵erential
Equation problem [16]. In, [19], Pham and Kharroubi, have showed that the
equivalent to the stochastic control, BSDE problem, can be approximated
by an appropriate approximating sequence of BSDE’s with jumps. In this
direction, we aim to solve the same problem for an infinite dimension signal,
which in our case will be the unnormalised conditional expectation %t.
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A
Theorem A.0.1. (Ho¨lder inequality for vectors) .
Let p, q 2 (1,1) such that, 1p + 1q = 1. Then, for x = (x1, · · · , xn), y =
(y1, · · · , yn) 2 Rn,
nX
i=1
|xiyi| 
⇣ nX
i=1
|x|p
⌘ 1
p
⇣ nX
i=1
|y|1
⌘ 1
1
(A.0.1)
Theorem A.0.2. (Martingale moment inequality for stochastic in-
tegrals) .
Let a filtered probability space (⌦,F , {Ft}t 0 ,P). W = {Wt,Ft}t 0 be Ft-
adapted d-dimensional Brownian motion, X = {Xt,Ft}t 0 be a progressively
measurable process in Rn and µ : Rn ! Rn ⇥ Rd be measurable.
Suppose that,
E
hZ t
0
µ(Xs)
2ds
i
<1.
Then, for every stopping time T , we have that for every m, there exists a
constant Cm such that,
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E
h
|
Z T
0
µ(Xs)dWs|2m
i
 CmE
h⇣Z T
0
|µ(Xs)|2ds
⌘mi
(A.0.2)
Remark A.0.1. In the notation, | R T0 µ(Xs)dWs|2m, the norm | · | represents
the Euclidean norm of the vector in Rn,
Z T
0
µ(Xs)dWs =
0B@
Pd
j=1
R T
0 µ(Xs)
1,jdWsj
· · ·Pd
j=1
R T
0 µ(Xs)
n,jdWsj
1CA
whereas in the notation,
R T
0 |µ(Xs)|2ds, the norm represents the Euclidean
norm in the space Rn⇥d.
Theorem A.0.3. (Jensen inequality for integrals)
Let f : [a, b] ! R be a non-negative Lebesgue-integrable function. Then for
any real-valued convex function   we have that,
 
⇣Z b
a
f(x)dx
⌘
 1
b  a
Z b
a
 
 
(b  a)f(x) dx. (A.0.3)
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