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A B S T R A C T
Solid state physics can be approached from various angles and is naturally strongly
linked to materials research and therefore technological development that may arise. Ho-
wever, before reaching potential applications, it is of paramount importance to understand
the basic characteristics of solids and being able to interpret their features in terms of theo-
retical models to eventually master them. Spectroscopic techniques based on inelastic scat-
tering of photons, such as Raman, have been known for nearly a century and the recent
developments in optics and light sources bring them to the forefront of experimental tools
to investigate the elementary excitations at play in solids.
The present report summarizes the activities I have developed, since gaining my PhD,
in the field of light-matter interaction, and, more precisely, on modelling and interpreting
absorption and inelastic light scattering spectra on strongly correlated systems.
R É S U M É
La physique des solides peut être abordée sous divers angles, en particulier parce qu’elle
est intimement liée à la recherche sur les matériaux et donc aux aspects technologiques
qui peuvent en découler. Pour autant, avant d’aboutir aux applications, il est nécessaire
de comprendre les caractéristiques fonctionnelles fondamentales des solides et de savoir
les interpréter à l’aune de modèles établis pour finalement arriver à les maîtriser. Les
spectroscopies basées sur la diffusion inélastique de photons, telles que le Raman, sont
connues depuis près d’un siècle et les développements des optiques et des sources de
lumière les rendent de plus en plus présentes comme outils d’investigation en physique
de la matière condensée afin d’appréhender, par exemple, les excitations élémentaires au
sein des solides.
Les travaux résumés dans ce mémoire font le point sur les réflexions que j’ai pu me-
ner, depuis l’obtention de mon doctorat, dans le domaine de l’interaction lumière-matière,
et plus précisément concernant la modélisation et l’interprétation de spectres de d’ab-
sorption ou de diffusion inélastique de lumière sur des systèmes de fermions fortement
corrélés.
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P R É A M B U L E
Deux choix s’offraient à moi pour la rédaction de ce rapport : soit je donnais au lecteur
une vue globale de mes intérêts scientifiques à travers un rapide survol de l’ensemble de
mes activités et publications, soit j’effectuais un tri arbitraire en essayant de faire ressortir
une ligne conductrice d’une partie des études menées ces dernières années. Le titre de
ce rapport indique que j’ai opté pour la seconde solution. Cela implique, bien entendu,
qu’une partie importante de mes activités ne sera pas abordée dans ce mémoire : modèles
spin-orbitales, interactions dipolaires dans les systèmes magnétiques et nanomagnétiques,
couplage électron-phonon dans les cuprates.
Les travaux évoqués ici concernent donc tous l’interaction électron-photon et, plus pré-
cisément, une approche théorique des spectroscopies utilisant la lumière au sens large.
Ces études ont été réalisées depuis 2005 et ont déjà fait l’objet de publications dans des
revues internationales à comité de lecture. Aussi, je ne vise pas à faire une redite de ces re-
cherches mais à les mettre en perspective dans le contexte global qui est celui dans lequel
s’inscrit une partie de mes activités de recherche depuis l’obtention de mon doctorat.
Le lecteur intéressé par les détails techniques et les calculs se reportera donc aux publi-
cations qui sont listées ci-dessous.
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Lu, Z. X. Zhao, J. van den Brink, Z. Hussain, Z.-X. Shen, T. P. Devereaux, Evidence
for weak electronic correlations in Fe-pnictides, Phys. Rev. B 80, 014508 (2009)
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Sawatzky, Cu K-edge Resonant Inelastic X-Ray Scattering in Edge-Sharing Cuprates,
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Couture, M. Greven, I. Elfimov, G. A. Sawatzky, T. P. Devereaux, Unraveling the
Nature of Charge Excitations in La2CuO4 with Momentum-Resolved Cu K-Edge Reso-
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Marin, J. Mesot, B. Delley, L. Patthey, Momentum dispersive spin-excitations in Cu
L3-edge RIXS from Sr14Cu24O41, Phys. Rev. Lett. 103, 047401 (2009)
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Première partie
C O N T E X T E G É N É R A L

3
I N T R O D U C T I O N
Lumière et matière semblent de prime abord antagonistes : d’un point de vue corpuscu-
laire, la lumière est constituée de photons, particules de masse nulle, alors que la matière
qui nous entoure, quant à elle, est composée d’atomes ; eux-mêmes constitués de parti-
cules élémentaires ayant une masse.
Il est assez aisé, pour le profane, de se faire un idée de ce que peut être la recherche sur
la matière, ou plutôt sur les matériaux. En effet, le but ultime de la physique de la matière
condensée en général, et de la physique des solides en particulier, est de réaliser l’étude
des propriétés de la matière en vue d’applications potentielles. Ainsi, nous pouvons citer,
à titre d’exemple, les physiciens Bardeen, Shockley et Brattain dont les travaux en phy-
sique fondamentale sur les semi-conducteurs ont débouché, à la fin des années 1940, sur
la création du transistor [1, 2, 3] qui reste au centre des composants électroniques actuels,
et nous pourrions multiplier les exemples : cellule photovoltaïque, lasers à diode, disques
durs utilisant l’effet de magnétorésistance géante, ... Pourtant, il est aussi possible de consi-
dérer la physique des solides comme se divisant en différents grands domaines (synthèse
des matériaux, étude des propriétés structurales des solides, étude de leurs propriétés
fonctionnelles) qui, bien que connexes, revêtent chacun leur intérêt propre du point de
vue de la science fondamentale.
L’interaction entre la lumière et la matière joue alors un rôle essentiel à plusieurs ni-
veaux de l’étude des matériaux : des caractéristiques structurales (diffraction de rayons
X) aux propriétés électroniques dynamiques (expériences pompe-sonde) en passant par
l’étude des propriétés magnétiques statiques, la plupart des travaux de caractérisations
peut être menée en utilisant la lumière, et donc des photons, comme sonde.
L’objectif de ce rapport sera plus précisément de nous attacher à décrire les propriétés
électroniques au sens large de structures données soumises à la lumière, donc à un champ
électromagnétique. Le thème principal retenu ici est l’étude de l’interaction entre lumière
et matériaux magnétiques. Cependant, au-delà de ce sujet, nous aborderons également
des sujets voisins où nous évoquerons l’utilité de l’interaction lumière-matière pour, de
façon plus générale, sonder les propriétés électroniques des matériaux.
comment les photons se couplent aux fermions : étude des propriétés
électroniques
En 1895, Röntgen découvre un rayonnement jusqu’alors inconnu qu’il nommera pour
cette raison rayons X ; ce n’est qu’en 1912 que von Laue [4], Knipping et Friedrich se
serviront de cette découverte pour réaliser la première diffraction de rayons X sur un
solide cristallin de sulfure de zinc (ZnS) dont l’interprétation sera donnée un an plus tard
par Bragg père et fils [5] : il est désormais techniquement possible de déterminer, à l’échelle
de l’atome, la structure des solides cristallins. Dès lors, connaissant les caractéristiques
structurales d’un matériau, on peut en déduire, grâce à la mécanique quantique, et en
particulier à la théorie des bandes, ses propriétés électroniques.
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Mais est-il envisageable de sonder directement les propriétés électroniques de la matière
avec un rayonnement ?
Outre la diffusion de photons, plusieurs techniques permettent d’étudier les propriétés
fonctionnelles des solides. Nous pouvons évoquer sans avoir la prétention d’être exhaustif,
pour le magnétisme, la diffusion de neutrons, la Resonance Magnétique Nucléaire (RMN),
la spectroscopie de muons. Cependant, l’utilisation de sondes à base de photons se révèle
bien souvent complémentaire, voire essentielle lors de la caractérisation d’un matériau
aux propriétés électroniques nouvelles. En réalité, l’étude des propriétés des solides, et
notamment de leur spectre de phonons, par diffusion inélastique de la lumière est connue
depuis le début du XXe`me siècle et les travaux de Raman [6], mais ce n’est que dans
la seconde moitié du siècle, grâce aux améliorations techniques apportées aux sources
de lumière, qu’il devient possible d’étudier les excitations électroniques et magnétiques
locales.
Une des questions les plus pertinente relative à l’étude d’une structure magnétique,
ou d’un arrangement électronique est la suivante : a-t-on un ordre ? Si oui, quel est-il
et quelles sont les excitations de basse énergie qui en découlent ? En répondant à cette
interrogation, nous verrons que l’étude de leurs propriétés peut être conduite grâce à des
techniques de diffusion inélastique de la lumière, quelle que soit la longueur d’onde des
photons incidents, visibles ou rayons X.
La première partie, suivant directement cette introduction générale, vise à délimiter le
contour de notre étude et à en rappeler le contexte scientifique. Si notre objet principal est
la diffusion de photons par des cristaux, et en particulier les électrons de ces cristaux, nous
nous intéresserons particulièrement au cas des systèmes de fermions corrélés. Cette partie
sera donc constituée d’un rappel concernant le couplage d’un hamiltonien (purement for-
mel) décrivant un système de particules chargées à un champ électromagnétique extérieur.
Un cas particulier de diffusion élastique sera pour nous l’occasion de discuter brièvement
le cas de la diffraction de rayons X. Nous en viendrons alors à introduire un cas concret
de hamiltonien décrivant un système fortement corrélé : le modèle de Hubbard. Nous
décrirons comment le magnétisme peut naître de ce modèle, à travers des hamiltoniens
effectifs ou des traitements de type champ moyen. Le formalisme de la seconde quantifica-
tion grâce auquel le hamiltonien de Hubbard est décrit permet une construction élégante
de couplage électron-photon, dite substitution de Peierls, que nous présenterons en fin de
partie.
La seconde partie sera dédiée à la spectroscopie Raman dans les systèmes magnétiques.
La substitution de Peierls nous permettra de comprendre, dans une approche microsco-
pique, le processus de diffusion Raman magnétique dans les isolants de Mott. Nous re-
formulerons ici l’opérateur de diffusion comme un opérateur effectif à la Loudon-Fleury.
Partant de là, nous montrerons que, en complément à des techniques plus convention-
nelles comme la diffusion inélastique de neutrons, la spectroscopie Raman permet la dé-
tection d’ordres magnétiques exotiques. Nous discuterons à ce sujet le Raman sur réseaux
frustrés. Puis, nous présenterons l’utilité de la diffusion de lumière dans le cas de com-
posés de spins S = 1 pour lesquels le paramètre d’ordre pertinent n’est pas forcément
directement lié au spin. Cette partie se fermera sur une extension naturelle du Raman
que constitue la diffusion inélastique de rayons X. Nous verrons qu’il est possible dans ce
contexte d’étendre le concept d’opérateur effectif de diffusion à l’ensemble de la zone de
Brillouin.
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Aussi, l’utilisation de rayons X comme sonde implique qu’il est possible de se retrouver
au seuil d’absorption des atomes constituant les matériaux : nous avons alors affaire à une
résonance. La troisième partie s’attache à décrire ce type de spectroscopies : absorption de
rayons X (X-ray Absorption Spectroscopy (XAS)) ; émission de rayons X (X-ray Emission
Spectroscopy (XES)) ; ou une absorption suivie d’une émission, autrement dit une diffusion
inélastique de rayons X résonants (Resonating Inelastic X-ray Scattering (RIXS)).
En guise d’ouverture, la partie quatre nous permettra de présenter les techniques op-
tiques pompe-sonde qui constituent l’un de nos projets futurs. Les progrès des dernières
décennies dans la construction de lasers à impulsions ultra-courtes permettent de nos
jours de suivre l’évolution temporelle des processus électroniques à des échelles sub-
femtoseconde. Nous évoquerons les défis théoriques que cela engendre et détaillerons
l’étude que nous pensons réaliser dans un avenir proche.

4
PA RT I C U L E S C H A R G É E S D A N S U N C H A M P
É L E C T R O M A G N É T I Q U E
Nous nous intéressons ici à la formulation d’un Hamiltonien pour des particules char-
gées, comme des électrons, et portant des spins soumises à un champ électromagnétique
extérieur. Nous nous plaçons dans la jauge de Coulomb. Une fois les différents termes du
Hamiltonien introduits, nous étudions les ordres de grandeur liés à chacun de ces termes.
4.1 système d’électrons en interaction avec des photons : ordres de
grandeur
Nous considérons un système formé de N particules (ou électrons), de charge qi (e
pour des électrons), de masse m et de moment magnétique Mi, sans champ extérieur,
interagissant entre elles. De façon formelle, le Hamiltonien général régissant ce système
est donné par
Hmat. =
N
∑
i=1
p2i
2m
+V (r1, · · · , rN ) (1)
où le premier terme provient de l’énergie cinétique, alors que le second représente les
interactions inter-particules. 1 Le fait de plonger ce système dans un champ électroma-
gnétique extérieur implique d’introduire les champs vectoriels associés dans le problème.
Ainsi, en chaque point ri de l’espace, nous avons les champs transverses suivants
E (ri) = ∑
λ
iEωk
[
ak,λeλei(kλ·ri−ωkt) − a†k,λeλe−i(kλ·ri−ωkt)
]
B (ri) = ∑
λ
iBωk
[
ak,λ (κλ × eλ) ei(kλ·ri−ωkt) − a†k,λ (κλ × eλ) e−i(kλ·ri−ωkt)
]
A (ri) = ∑
λ
Aωk
[
ak,λeλei(kλ·ri−ωkt) + a†k,λeλe
−i(kλ·ri−ωkt)
]
(2)
étant entendu que l’indice λ désigne l’ensemble (kλ, eλ). Les opérateurs ak,λ et a†k,λ anni-
hilent et créent un photon d’énergie h¯ωk avec ωk = ck, et où eλ est le vecteur polarisation
tel que eλ · eλ = 1 et eλ · κλ = 0 , avec κλ = kλ/k, et les grandeurs Eωk , Bωk et Aωk sont
données par
Eωk = Aωkωk ; Bωk = Aωk
ωk
c
; et Aωk =
√
hc2
ωkV , (3)
1. Pour garder à la discussion son caractère simple et pédagogique, nous n’avons pas introduit dans le
hamiltonien de l’Eq. (1) de terme de couplage spin-orbite.
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où V représente le volume de la boîte de quantification du champ qui n’intervient qu’ici
et de façon purement formelle. La contribution au hamiltonien de ces champs transverses
est obtenue en effectuant
Hphot. = 12pi
∫ [
E (r)2 + c2B (r)2
]
dr
qui donne, en tenant compte des règles de commutation des opérateurs création et anni-
hilation
Hphot. =∑
λ
h¯ωk
(
a†k,λak,λ +
1
2
)
. (4)
En prenant en compte le potentiel vecteur A dans la partie cinétique de l’Eq. (1), il nous est
possible d’écrire le hamiltonien du système global constitué des charges et des photons. En
effet, il nous suffit de substituer chaque opérateur impulsion p par
(
p− qcA
)
et d’ajouter
les termes provenant des champs liés aux photons tel que celui donné dans l’Eq. (4). Nous
obtenons ainsi :
H =
N
∑
i=1
[
pi − qic A (ri)
]2
2m
+V (r1, · · · , rN )−
N
∑
i=1
Mi · B (ri) +∑
λ
h¯ωk
(
a†k,λak,λ +
1
2
)
, (5)
où l’opérateur Mi représente le moment magnétique associé au spin Si de la particule i,
de telle sorte que
Mi = gi
qi
2m
Si,
gi étant le facteur de Landé de la particule i.
Le Hamiltonien global peut donc finalement être décomposé en trois parties : une partie
ne comportant que des termes liés à la matière qui n’est autre queHmat. introduit dans l’Eq.
(1), une seconde partie qui provient purement des photons et qui est quant à elle donnée
par l’expression de Hphot. de l’Eq. (4) ; la troisième partie fait intervenir le couplage entre
la matière et la lumière, nous noterons ce terme HI , puisqu’il s’agit d’une interaction. Cet
Hamiltonien d’interaction peut lui-même être décomposé en trois parties : HI = HI1 +
HI2 +HIB, avec
HI1 = −
N
∑
i=1
qi/c
m
pi ·A (ri) ; HI2 =
N
∑
i=1
(qi/c)
2
2mi
A (ri)
2 ; HIB = −
N
∑
i=1
Mi · B (ri) . (6)
Notons que le couplage lumière-matière décrit ci-dessus fait intervenir d’une part HI1 et
HIB, pour lesquels les opérateurs a et a† interviennent seuls, et d’autre part HI2, qui lui,
contient des termes du type a†a. La conséquence de cette observation implique que, pour
un traitement perturbatif, les éléments de matrice liés à HI2 joueront un rôle dès l’ordre
un, alors que HI1 et HIB interviendront à l’ordre deux.
Le Hamiltonien d’interaction étant maintenant défini, il est intéressant d’établir une hié-
rarchie entre les trois termes qui le composent afin de déterminer quel sera le mécanisme
pertinent à étudier. L’évaluation des deux rapports HI2/HI1 et HI1B/HI1 donne
HI2HI1 '
qAp/m
p2/m ' HI1Hp
HIBHI1 '
qh¯B/m
qAp/m ' h¯kp
(7)
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Le second rapport de l’Eq. (7) correspond à celui de l’impulsion du photon incident (h¯k)
avec celui d’un électron du système. Ainsi, pour des photons de faible énergie (dans le
visible ou les rayons X mous) le rapport sera petit et nous voyons que nous pouvons
négliger l’effet du champ magnétique B induit par les photons incidents sur les spins du
système.
4.2 quelques mots sur la diffusion élastique de lumière – section effi-
cace et règle d’or de fermi
Comme nous l’avons déjà brièvement évoqué dans le chapitre précédent, la diffusion
des rayons X permet d’étudier la structure d’un cristal. Il s’agit en fait de diffusion élas-
tique de photons par le cristal, aussi appelée diffusion Thomson. Nous serons amenés,
dans les chapitres suivants à présenter des résultats concernant la diffusion inélastique ;
aussi, il est naturel, avant d’aborder ces sujets de rappeler les fondements microscopiques
de la diffusion élastique [7, 8].
La théorie de perturbation dépendant du temps permet d’obtenir la règle d’or de Fermi
qui donne le nombre de transitions par unité de temps ; en reprenant les notations du
paragraphe ci-dessus, nous pouvons en déduire les transitions dues au couplage avec les
photons au premier ordre
Γel =
2pi
h¯
∣∣〈Ψ f ∣∣HI2 |Ψ0〉∣∣2 δ (h¯ωk − h¯ωk′) , (8)
où l’opérateur HI2 ∝ a†a, annihile un photon incident de vecteur d’onde k et de pola-
risation eλ, puis en crée un sortant de vecteur d’onde k′ et de polarisation eλ′ . Comme
nous nous intéressons aux processus élastiques, donc laissant le système d’électrons dans
l’état fondamental, l’évaluation de l’Eq. (8) revient donc à calculer l’élément de matrice〈
Ψ f
∣∣HI2 |Ψ0〉 = 〈ψ0| 〈k′, eλ′ | HI2 |k, eλ〉 |ψ0〉. Où |ψ0〉 représente l’état fondamental pour
le système d’électrons alors que |k, eλ〉 correspond au système photonique. En utilisant
l’expression du potentiel-vecteur donnée par l’Eq. (2) et le hamiltonien d’interaction de
l’Eq. (6), nous obtenons
〈
Ψ f
∣∣HI2 |Ψ0〉 = 〈ψ0| 〈k′, eλ′ ∣∣HI2 |k, eλ〉 |ψ0〉 = hc2Vωk e
2
mc2
e∗λ′ · eλ∑
i
〈ψ0| eiq·ri |ψ0〉 . (9)
Nous avons fait ici apparaître explicitement la longueur de diffusion de Thomson 2 r0 =
e2/mc2 ' 2.8× 10−15m, et nous avons introduit le vecteur de diffusion q = k− k′. L’élé-
ment de matrice de l’Eq. (9) dépend du volume de quantification du champ, pour nous
affranchir de ce paramètre purement formel, il nous faut calculer non pas Γel , mais la sec-
tion efficace différentielle pour laquelle, un photon d’énergie comprise entre E et E + dE
est diffusé dans un angle solide compris entre Ω et Ω+ dΩ
d2σ
dΩdE
=
Γelργ (E)
c/V ; avec la densite´ de photons ργ (E) dE =
V
(2pi)3
E2
h¯3c3
dE.
2. Dans notre système d’unités, le pré-facteur 14pie0 est sous-entendu.
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Figure 1 – Schéma présentant la géométrie d’une expérience de diffusion avec les vecteurs d’onde
incidents et diffusés et les diverses polarisations possibles.
En effectuant l’intégration sur les énergies et en prenant en compte la distribution de Dirac
de l’Eq. (8), nous arrivons à la section efficace différentielle
dσ
dΩ
= r20
∣∣∣∣∣∑i 〈ψ0| eiq·ri |ψ0〉
∣∣∣∣∣
2
(e∗λ′ · eλ)2 . (10)
Sur la figure 1, nous présentons les différentes polarisations usuelles pour une expé-
rience de diffraction, sur la base de l’Eq. (10) nous notons que les polarisations croisées
σ → pi ou pi → σ donnent des sections efficaces nulles ; donc pour des photons non-
polarisés, il suffit de prendre la moyenne
dσ
dΩ
= r20
∣∣∣∣∣∑i 〈ψ0| eiq·ri |ψ0〉
∣∣∣∣∣
2
1+ cos2 2θ
2
= r20
1+ cos2 2θ
2
∫∫
drdr′eiq·r
′
ρe (r) ρe
(
r+ r′
)
;
où ρe (r) est la densité électronique au point r et où nous reconnaissons le facteur de
forme F dans l’expression |F (q)|2 = ∫∫ drdr′eiq·r′ρe (r) ρe (r+ r′).
Dans un solide cristallin, il est possible d’écrire la densité électronique en fonction de la
position des atomes ri par rapport aux nœuds du réseau Rmnp = ma+ nb+ pc
ρe (r) = ∑
m,n,p
Natomes
∑
i=1
ρi
(
r− ri −Rmnp
)
,
de sorte que le facteur de structure s’exprime finalement en fonction des vecteurs du
réseau réciproque Ghk` et du facteur de forme atomique f (Ghk`)
|F (Ghk`)|2 = | f (Ghk`)|2
∣∣∣∣∣Natomes∑i=1 exp (iGhk` · ri)
∣∣∣∣∣
2
. (11)
Comme cela est bien connu, nous retrouvons que, pour la diffusion élastique Thomson, la
section efficace dépend de la géométrie du réseau et que le terme en exp (iGhk` · ri) peut
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parfois valoir zéro pour des combinaisons particulières des indices de Miller h, k, et `. Il
s’agit des conditions d’extinction utilisées en cristallographie pour déterminer le réseau
de Bravais auquel appartient l’échantillon étudié.
Dans ce paragraphe, nous avons brièvement rappelé les bases de la diffusion élastique
de lumière permettant de déterminer les caractéristiques structurales d’un matériau. Nous
avons pour cela utilisé la règle d’or de Fermi de l’Eq. (8) donnant le couplage de la matière
aux photons et les transitions que nous pouvons en attendre à l’ordre 1. Si nous poussions
cette étude à l’ordre 2, il nous faudrait alors prendre en compte les termes HI1 et HIB de
l’Eq. (6) pour compléter la règle d’or de Fermi. Ceci nous conduirait alors, dans le cas où
les photons sont proches d’un seuil d’absorption du matériau, à l’analyse d’un autre type
de diffusion : la diffusion élastique résonante (Resonating Elastic X-ray Scattering (REXS)).
Nous devons alors noter que la technique REXS permet d’aller au-delà de la simple ca-
ractérisation structurale qu’est la diffraction. En effet, elle permet, par exemple, d’étudier
les mises en ordres magnétiques ou orbitales, et nous dirigeons le lecteur intéressé vers
des notes de cours détaillées [7] ou des articles plus techniques sur le sujet. Ainsi, dans le
cadre des vanadates, et plus précisément pour le composé V2O3, Fabrizio et collaborateurs
ont prédit qu’une mise en ordre orbitale pouvait être observée par REXS [9, 10], ce qui a
été confirmé expérimentalement [11]. Cette technique a maintenant fait ses preuves et est
utilisée pour d’autres composés, comme les manganites pour lesquelles les diagrammes
de phase sont riches et montrent une physique complexe avec une interaction importante
entre les degrés de liberté de spin et d’orbitale [12].
4.3 conclusion
Nous venons de rappeler dans ce chapitre les bases du couplage d’un système de
charges à un champ électromagnétique extérieur.
Volontairement, nous sommes pour l’instant restés dans un cadre purement formel et le
hamiltonien décrivant le système de charges n’a pas été décrit explicitement. Cependant,
nous avons tout de même pu apprécier la forme des différents termes de couplage électron-
photon du hamiltonien et évaluer leur importance relative pour des matériaux cristallins
standards. Le cas particulier de la diffusion élastique Thomson a été évoqué et a permis
d’introduire la règle d’or de Fermi qui sera utilisée pour le cas des diffusions inélastiques
que nous aborderons dans les prochaines parties de ce rapport.
Avant de passer à l’interaction lumière-matière dans les systèmes électroniques corrélés
qui forment le cœur de notre sujet, il nous faut tout d’abord introduire brièvement le mo-
dèle le plus courant décrivant ce type de systèmes. Le chapitre suivant est donc consacré
au modèle de Hubbard et à l’origine du magnétisme qui peut découler de celui-ci.

5
D U M O D È L E D E H U B B A R D A U M A G N É T I S M E
Il est évident, déjà à l’échelle atomique, que le magnétisme est une propriété intime-
ment liée aux électrons. Par-delà la théorie des bandes, un des modèles les plus simples
à comprendre, bien que la physique à laquelle il donne lieu soit complexe, concernant les
électrons dans les solides est le modèle de Hubbard à une bande. Il s’agit d’un modèle
prenant en compte les interactions électron-électron et donc les effets collectifs, ce qui per-
met d’appréhender des phénomènes non triviaux comme, par exemple la transition de
Mott métal-isolant.
Ce modèle très simple est constitué essentiellement de deux termes : un terme d’énergie
cinétique et un terme d’interaction coulombienne entre les N électrons du système.
Le premier terme, d’énergie cinétique est diagonal dans l’espace réciproque. Dans le
formalisme de la seconde quantification, où ci,σ correspond à l’annihilation d’un électron
de spin σ au site i, et où c†j,σ correspond à la création d’un électron de spin σ au site j, il
nous est possible d’écrire un terme de bande sous la forme :
HK = −t∑
〈i,j〉
∑
σ=↑,↓
c†i,σcj,σ, (12)
t étant l’intégrale de saut de l’électron entre les deux sites voisins i et j. Nous voyons qu’il
est possible de diagonaliser cet Hamiltonien en passant dans l’espace réciproque ; en effet,
en faisant une simple transformée de Fourier, nous obtenons :
HK = −t∑
k
∑
σ=↑,↓
eknk,σ ; avec nk,σ = c†k,σck,σ. (13)
Où ek est la dispersion, en cosinus des électrons.
Le second terme représente la répulsion coulombienne, notée U qui va être ressentie
par deux électrons, de spins opposés, se trouvant au même site ; ce terme est quant à lui
diagonal dans l’espace direct et s’écrit :
HU = U∑
j
nj,↑nj,↓. (14)
Il nous est éventuellement possible de placer notre système d’électrons dans un champ ma-
gnétique uniforme H, parallèle à l’axe de quantification de telle sorte que le hamiltonien
décrivant le système soit donné par :
H = HK +HU − gµBH2 ∑j
(
nj,↑ − nj,↓
)
, (15)
où g est le facteur gyromagnétique.
Nous appelons système fortement corrélé un système pour lequel les interactions (cor-
rélations) électroniques ne sont pas négligeables, dans ce cas nous avons donc U 6= 0 et
t 6= 0.
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5.1 observations générales
Nous pouvons en premier lieu formuler plusieurs remarques concernant le hamiltonien
décrit par l’Eq. (15) : il s’agit d’un modèle qui peut être affiné et dont il existe plusieurs va-
riations telles que les modèles multi-bandes. Le choix d’étudier un modèle multi-bandes
plutôt que celui présenté ici relève simplement de la physique que nous souhaitons étu-
dier ; le modèle à une bande pouvant en effet être vu comme un modèle effectif de la
version multi-bande, il est important de se demander si la physique observée est décrite
par notre choix de modèle. Par exemple, pour analyser la formation de singulets de type
Zhang-Rice dans les cuprates, où des paires d’électrons se forment, l’un des électrons sur
un site de cuivre, l’autre se délocalisant sur les ligants voisins, il est nécessaire d’utiliser
un modèle multi-bandes. Par contre, l’étude générale de la transition métal-isolant peut
se faire grâce à un modèle à une bande.
Nous ne souhaitons, dans ce chapitre, que faire une brève introduction aux modèles
utilisés pour décrire certains systèmes de fermions corrélés, et afin de garder une approche
simple, nous limiterons donc à dessein notre discussion au modèle à une bande de l’Eq.
(15).
Dans ce cadre, une rapide inspection combinée des Eqs. (12) & (14), nous donne un
cas simple pour définir la terminologie que nous allons utiliser plus loin. Dans le modèle
de Hubbard, il existe 4 états par site : |0〉, |↓〉, |↑〉 et |↑↓〉. Prenons le cas d’un système à
demi-remplissage : N électrons pour N sites.
Partant de la limite atomique, pour laquelle t = 0, nous voyons que les énergies propres
du hamiltonien sont E = 0, U, 2U, · · · , N2 U, à mesure que nous avons de plus en plus
de sites doublement occupés. L’état fondamental, représente un état pour lequel chaque
site est simplement occupé, de plus, puisque nous nous sommes placés dans la limite
atomique, notre système est isolant.
Avec le même remplissage, analysons maintenant la limite “tight-binding” (liaisons fortes),
pour laquelle U = 0 et t 6= 0. Nous obtenons cette fois-ci un système conducteur avec des
énergies propres du type Ek = −2t∑δ cos (k · δ) comme nous l’avons déjà évoqué plus
haut.
Plaçons nous maintenant dans le cas intermédiaire, dans la limite U  t, les niveaux ato-
miques discrets commencent alors à se mélanger, s’hybrider, et forment des sous-bandes
de Hubbard comme indiqué sur la figure 2. Si la largeur des bandes est faible, le système
demeure isolant : nous avons la présence d’un gap de Mott.
Nous avons vu que partant de la limite atomique, ou de la limite de liaisons fortes,
le spin des électrons n’intervient pas. Nous pouvons dès lors nous interroger quant à
l’origine microscopique du magnétisme à partir de ce modèle de fermions corrélés. Nous
allons voir, dans les paragraphes suivants que le magnétisme émerge naturellement du
modèle de Hubbard.
5.2 de hubbard à heisenberg
Nous allons maintenant chercher à expliquer les excitations de basses énergies qui
peuvent avoir lieu dans la sous-bande basse de Hubbard, nous allons voir qu’il s’agit
d’excitations magnétiques, ou liées au magnétisme. Plaçons nous de nouveau dans la lim-
ite U  t, nous avons donc un isolant de Mott, et nous pouvons alors traiter le terme
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Figure 2 – Schéma présentant la formation des sous-bandes de Hubbard : les niveaux atomiques
sont représentés en bleu, l’élargissement des bandes dû au terme cinétique est repré-
senté en rouge ; t est l’amplitude du terme de saut alors que z est la coordinence du
réseau. Le gap de Mott-Hubbard est la différence d’énergie entre la sous-bande haute
et la sous-bande basse.
cinétique HK comme une perturbation. Il est équivalent de considérer une transformation
canonique en récrivant
HK = T+ + T− + T0,
où les opérateurs T±connectent les sous-bandes entre elles. Le but de cette réécriture
étant, à terme, d’effectuer une rotation qui nous place dans la sous-bande basse. 1 Une
représentation graphique des opérateurs T±,0 est donnée en figure 3.
La rotation peut alors être écrite formellement à l’aide d’un opérateur S que nous ne
connaissons pas et que nous devrons construire pas-à-pas :
He f f = eiSHe−iS = H+ i [S ,H] + i
2
2
[S , [S ,H]] + ...
soit en développant
He f f = HU + T+ + T− + T0 + i [S ,HU ]
+i
[S , T+ + T− + T0]+ i22 [S , [S ,H]] + ...
Comme nous souhaitons analyser uniquement ce qui se passe dans la sous-bande basse
de Hubbard, il nous faut donc trouver, au plus bas ordre un opérateur S qui soit de telle
sorte que i [S ,HU ] = − (T+ + T−). Nous obtenons : S = − iU (T+ − T−), et nous avons
ainsi, à l’ordre t2/U
He f f = T0 +HU + 1U
[
T+, T−
]
.
En utilisant les opérateurs de spins définis par :
S+i = c
†
i↑ci↓
S−i = c
†
i↓ci↑
Szi =
c†i↑ci↑−c†i↓ci↓
2
le hamiltonien effectif s’écrit
He f f = −t ∑
〈i,j〉σ
[
(1− ni−σ) c†iσcjσ
(
1− nj−σ
)
+ h.c.
]
+
4t2
U ∑〈i,j〉
[
Si · Sj −
ninj
4
]
. (16)
1. L’obtention d’un hamiltonien effectif par cette méthode, et la discussion subtile de la présence ou non
de termes à trois corps est faite avec les détails techniques dans le livre de Patrik Fazekas [13].
26 du modèle de hubbard au magnétisme
Site i Site j Site i Site j
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Figure 3 – Représentation graphique des opérateurs connectant les sous-bandes de Hubbard :
deux sites voisins i et j sont schématisés par des cercles. T+ permet de passer de la
sous-bande basse à la sous-bande haute, alors que T− effectue l’opération inverse. T0
conserve la sous-bande dans laquelle nous nous trouvons.
1. Il s’agit du modèle t–J constitué d’un premier terme de saut corrélé et d’un second
terme purement magnétique d’échange entre spins proches voisins. Lorsque nous
nous plaçons à demi-remplissage, avec ni = nj = 1, le terme cinétique devient nul
à cause des la présence des projecteurs, et nous obtenons finalement le modèle de
Heisenberg :
HHeis. = J ∑
〈i,j〉
Si · Sj, avec J = 4t
2
U
. (17)
Ainsi que l’ont montré plusieurs auteurs comme MacDonald et al. [14] ou Delannoy
et al. [15] il est possible de pousser cette transformation unitaire systématique à des
ordres plus élevés, ce qui provoque dans le modèle effectif une renormalisation de
l’échange J ainsi que l’apparition de termes d’échanges à plus longue portée et à
plusieurs corps.
5.3 ferromagnétisme itinérant
La dérivation du modèle de Heisenberg, comme modèle effectif décrivant la physique
basse énergie du modèle de Hubbard nous a montré que le couplage entre deux spins
proches voisins est a priori antiferromagnétique puisque J = 4t
2
U > 0. L’origine microsco-
pique du ferromagnétisme est donc à chercher ailleurs. Nous allons, dans ce paragraphe
décrire l’origine microscopique du ferromagnétisme itinérant dans le cadre d’un modèle
à une bande.
5.3 ferromagnétisme itinérant 27
En réponse à un champ magnétique extérieur, comme indiqué dans l’Eq. (15), le sys-
tème, formé d’électrons va naturellement se polariser. Une étude en champ moyen du
hamiltonien de Hubbard, parfois appelée modèle de Stoner, explique l’origine d’un état
fondamental ferromagnétique.
Nous avons une aimantation qu’il est possible de définir avec les observables suivantes :
〈
nj,↑
〉
= n2 + m
〈
nj,↓
〉
= n2 −m
ce qui donne une énergie potentielle factorisée en U
(
n2
4 −m2
)
à laquelle doit s’ajouter
l’énergie provenant du terme de bande. En introduisant la densité d’électron à l’énergie e,
notée ρ (e), de telle sorte que∫ µ↑
0
ρ (e) de = n↑ ; et
∫ µ↓
0
ρ (e) de = n↓,
ainsi, nous avons m =
∫ µ↑
µ↓
ρ (e) de et ∂µ±∂m = ± 1ρ(µ±) , et nous pouvons écrire l’énergie totale
du système en fonction de l’aimantation m
E (m) =
∫ µ↑
0
eρ (e) de+
∫ µ↓
0
eρ (e) de+U
(
n2
4
−m2
)
− gµBHm.
De fait, il est plus utile de connaître la différence d’énergie par rapport au système non-
aimanté
∆E =
∫ µ↑
µ↓
eρ (e) de−Um2 − gµBHm,
pour un champ magnétique faible, nous assimilons la densité d’électron à la densité au
niveau de Fermi, ρ (e) ≈ ρ (eF),
∆E =
[
1
ρ (eF)
−U
]
m2 − gµBHm.
A champ nul, nous retrouvons immédiatement le critère de Stoner en minimisant cette
dernière expression
Uρ (eF) = 1. (18)
Pour des champs faibles, nous pouvons calculer la susceptibilité en fonction des interac-
tions électron-électron
χ =
χ0
1− ρ (eF)U ; avec χ0 =
g2µ2Bρ (eF)
2
. (19)
Nous voyons ainsi qu’une instabilité magnétique aura lieu lorsque les interactions élec-
troniques atteindront une valeur critique Uc pour laquelle un ordre ferromagnétique est
établi. Le critère de l’Eq. (18) nous donne Uc = 1/ρ (eF) ∼ 2zt la largeur de bande.
La réalité que nous venons de décrire à l’aide du modèle de Stoner n’est valable que
dans le cadre d’un ferromagnétisme itinérant faible, pour lequel la température de Curie
reste basse. D’autres mécanismes microscopiques à l’origine du ferromagnétisme peuvent
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bien entendu être traités, mais ils font appel à des modèles plus complexes que le ha-
miltonien de Hubbard à une bande. 2 Dans le cadre des manganites, par exemple, nous
pouvons mentionner le mécanisme dit de double échange [17, 18, 19] qui peut faire inter-
venir plusieurs jeux d’orbitales par site, et donc le spin de cœur associé aux électrons des
orbitales t2g. De la sorte, le couplage de Hund avec les spins de cœur peut favoriser un
échange ferromagnétique.
5.4 super-échange ferro- ou antiferromagnétique : règles de goodenough-
kanamori-anderson
Nous allons, dans ce paragraphe faire une incursion dans les modèles de Hubbard
multi-bandes. Le but étant de montrer, pour des spins localisés, qu’il est formellement
possible de comprendre l’origine ferromagnétique ou antiferromagnétique d’un terme
d’échange. Les critères de base permettant de savoir si une liaison va conduire à un cou-
plage ferro- ou antiferromagnétique ont été obtenus, dans la fin des années 1950 par Goo-
denough, Kanamori, Anderson (GKA) [20, 21, 22]. Nous notons toutefois que les études
menées dans ces papiers sont bien plus exhaustives (discussion en fonction de la valence
relative des cations, ...) que le simple résumé que nous proposons ici.
Prenons, pour notre démonstration, le cas de composés du type oxyde de cuivre tels
que peuvent être La2CuO4 ou CuGeO3. Dans ces deux cas, les sites de cuivre sont for-
mellement 3d9 et se trouvent dans un environnement tel que le champ cristallin favorise
l’occupation du trou par l’orbitale dx2−y2 . Cependant, la position relative des oxygènes
entre deux sites de cuivre voisins fait que nous sommes en présence de deux géométries :
pour le premier composé le lien Cu–O–Cu forme un angle de 180o, alors que pour le
second, l’angle est de 90o, comme indiqué sur la figure 4.
De façon générique, nous pouvons écrire un modèle de Hubbard multi-bandes H =
T + U , adapté aux deux cas dont le terme cinétique est de la forme
T = tpd∑
i,α
Pi,αp†α,σdi,σ + h.c., (20)
alors que le terme potentiel, inclut l’énergie coulombienne ainsi que l’énergie sur site
U = Udd∑
i
(
d†i,↑di,↑d
†
i,↓di,↓
)
+Upp ∑
α=x,y
(
p†α,↑pα,↑p
†
α,↓pα,↓
)
+ ed∑
σ,i
d†i,σdi,σ + ep∑
σ,α
p†α,σpα,σ.
(21)
Les indices i désignent les sites de cuivre, l’indice α fait référence aux orbitales px ou py de
l’oxygène ; le facteur Pi,α dans le terme de saut de l’Eq. (20) peut valoir ±1 ou 0, selon la
phase donnée par le saut d’un site de cuivre vers l’orbitale du ligand. Par exemple, dans
le cas d’un angle de 180o, nous avons Pi,y = 0 puisque le saut de l’orbitale dx2−y2 vers
l’orbitale py, comme indiqué dans la Fig. 4 est interdit par symétrie, alors que P1,x = +1
et P2,x = −1 à cause du changement relatif de phase. Dans le cas d’un angle à 90o, pour
la même raison de symétrie que précédemment, nous avons P1,y = P2,x = 0 ; d’autre part,
P1,x = P2,y = 1.
En ce qui concerne la partie potentielle de l’Eq. (21), nous prenons arbitrairement ed = 0,
le seul paramètre pertinent, la différence d’énergie sur site ∆ = ep − ed > 0 est appelée
2. Nous mettons à part le ferromagnétisme de Nagaoka qui, bien qu’exact et à ce titre fondateur, reste
purement théorique car restreint uniquement à la limite U → ∞ [16].
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Figure 4 – Géométries à 180o (haut) et à 90o (bas) pour un système constitué de deux sites de
cuivre représentés par des orbitales dx2−y2 et un ligand pontant représenté par les orbi-
tales px et py.
énergie de transfert de charge. Ce paramètre, ainsi que la répulsion coulombienne Udd
jouent un rôle fondamental pour déterminer, par exemple, le type de phase isolante à
laquelle nous avons affaire. Zaanen, Sawatzky et Allen ont établi un diagramme (voir
figure 5) listant les différentes phases dans cet espace de paramètres [23] : la phase A
correspond à un isolant de Mott-Hubbard, tandis que la phase B, à température nulle,
donnera des isolants de transfert de charge. Dans un matériau isolant tel qu’un oxyde de
métal de transition, l’ordre de grandeur de ∆ est de quelques eV tout au plus. Puisque
nous nous intéressons dans ce paragraphe au cas de spins localisés, nous restreindrons
donc notre étude aux phases isolantes.
D’autre part, nous avons omis un terme dans l’Eq. (21), puisque nous considérons un
jeu de deux orbitales (px et py) sur le site d’oxygène, nous devrions ajouter le couplage
de Hund 3 JH sur ce site correspondant à un échange ferromagnétique intra-atomique.
Celui-ci prend la forme suivante :
HHund = −JH ∑
α,α′ ,σ,σ′
(1− δα,α′)
[
δσ,σ′nα,σnα′ ,σ′ + (1− δσ,σ′) p†α,σpα,σ′ p†α′ ,σ′ pα′ ,σ
]
. (22)
Dans la limite d’une répulsion coulombienne Udd très importante 4 sur les sites de cuivre
et, en traitant le terme cinétique en perturbation tpd  ∆ au quatrième ordre, nous obte-
nons un échange effectif entre deux sites de cuivre voisins.
Pour une liaison Cu–O–Cu à 180o, le couplage de Hund n’est pas pertinent et nous
avons
Jeff.180o ∝
t4pd
∆2
(
2∆+Upp
) > 0. (23)
3. Le couplage de Hund entre deux orbitales a et b s’écrit JH =
∫∫
drdr′ϕ∗a (r) ϕ∗b (r
′) e2|r−r′ | ϕb (r) ϕa (r
′).
4. De façon à pouvoir négliger la double occupation sur ces sites.
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Figure 5 – Diagramme de phase établi par Zaanen, Sawatzky et Allen [23] en fonction de l’énergie
de transfert de charge et de la répulsion coulombienne.
Dans le cas d’une liaison Cu–O–Cu à 90o, chaque trou saute sur l’oxygène et ressent le
couplage de Hund, la symétrie empêchant chaque trou de poursuivre son chemin vers le
prochain site de cuivre, les trous reviennent sur leur site de cuivre originel. Il résulte de
ce processus un échange effectif ferromagnétique de la forme
Jeff.90o ∝ −JH
t4pd
∆2
(
2∆+Upp
)2 < 0. (24)
A travers cet exemple simple, nous avons vu que, pour des spins localisés, nous pouvons
appréhender les mécanismes microscopiques de base conduisant à un échange effectif
ferromagnétique ou antiferromagnétique. Nous notons toutefois que l’exemple donné ici
demeure un cas d’école : la règle de GKA donnant un échange ferromagnétique pour une
liaison avec angle de 90o et antiferromagnétique pour un angle de 180o, peut en effet être
violée si nous considérons, par exemple, un jeu d’orbitales sur chaque site de métal de
transition [24]. D’autre part, une variation même minime de l’angle autour de 90o peut
avoir des conséquences drastiques. En effet, en s’écartant de cet angle, l’argument de
symétrie donnant une amplitude de saut nulle pour certaines orbitales ne tient plus, les
orbitales du ligand peuvent s’hybrider de part et d’autre avec les orbitales du métal de
transition, contribuant à un échange effectif antiferromagnétique.
5.5 en résumé
Ce chapitre a été l’occasion de rappeler au lecteur le hamiltonien de Hubbard à une
bande et l’origine du magnétisme dans ce modèle. A travers une transformation canonique
nous avons montré comment passer du modèle de Hubbard au modèle effectif d’Heisen-
berg dont le couplage est, dans ce cas, antiferromagnétique. L’origine du ferromagnétisme
a pu être aperçue de deux façons différentes : grâce à l’approche champ-moyen du modèle
de Stoner pour le ferromagnétisme itinérant, mais aussi par le mécanisme microscopique
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GKA qui nous a donné l’occasion d’évoquer les modèles multi-bandes qui seront réutilisés
plus tard.
Maintenant que les modèles les plus conventionnels de fermions corrélés sont posés,
nous allons nous tourner, dans le prochain chapitre, vers le couplage du modèle de Hub-
bard aux photons et étudier la substitution de Peierls.

6
P H O T O N S D E B A S S E S É N E R G I E S : T R A N S I T I O N S I N T E R - S I T E S E T
S U B S T I T U T I O N D E P E I E R L S
Le couplage d’un système d’électrons aux photons peut induire des transitions électro-
niques intra et inter-site ; dans cette partie nous nous intéressons dans un premier temps
à des photons dont l’énergie est susceptible de provoquer des transitions inter-sites. La
subsitution de Peierls permet dans ce cas de décrire la création d’un courant entre dif-
férents sites. Nous allons montrer que l’électron acquiert une phase lorsqu’il se couple
aux photons, ce qui se traduit par un terme cinétique supplémentaire dans un modèle de
Hubbard.
Dans le contexte des isolants de Mott, pour lesquels la répulsion coulombienne est
importante, il est bien connu que le fondamental et les premiers états excités peuvent être
étudiés à travers un modèle effectif de spins où le degré de liberté lié à la charge est gelé.
Passer d’un modèle de type Hubbard à un modèle effectif de type Heisenberg (où Kugel-
Khomskii si un degré de liberté orbital est conservé) revient à faire, comme nous l’avons
rappelé au paragraphe 5.2, une transformation canonique, ou, de façon équivalente, à
prendre le terme cinétique comme une perturbation.
De la même manière, lorsqu’un isolant de Mott est couplé aux photons, le terme ciné-
tique supplémentaire peut également être traité comme une perturbation. Il devient alors
possible d’exprimer l’opérateur de diffusion de la lumière (opérateur courant) sous forme
d’un opérateur effectif de spins comme cela a été réalisé par Shastry et Shraiman au début
des années 1990 dans le cadre des cuprates [25, 26].
6.1 substitution de peierls
Si nous considérons un Hamiltonien général H (r,p) dépendant de la position r et
de l’impulsion p, alors, le couplage au potentiel vecteur A (r, t) peut être réalisé par la
transformation
H (r,p) → H (r,p+ ecA (r, t)) =
exp
[− ieh¯c ∫ r A (`, t) · d`]H (r,p) exp [ ieh¯c ∫ r A (`, t) · d`] (25)
où nous avons utilisé [r,p] = ih¯. Dans le formalisme de la seconde quantification, pour
un problème à une bande, cette transformation revient donc à associer une phase aux
opérateurs de création (c†) et d’annihilation (c). Nous pouvons résumer la transformation
ainsi :
c†iσ → c†iσ exp
[ ie
h¯c
∫ ri A (`, t) · d`]
ciσ → ciσ exp
[− ieh¯c ∫ ri A (`, t) · d`]
où l’indice i représente le site et l’indice σ le spin. Si nous utilisons cette transformation
dans un modèle de Hubbard à une seule bande comme ci-dessous
HHub = HK +HU = −t ∑
〈i,j〉,σ
(
c†iσcjσ + h.c.
)
+U∑
i
ni↑ni↓, (26)
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avec niσ = c†iσciσ, nous constatons que seul le terme cinétiqueHK est affecté par le couplage
aux photons :
HK = −t ∑
〈i,j〉,σ
{
exp
[
ie
h¯c
∫ ri
rj
A (`, t) · d`
]
c†iσcjσ + h.c.
}
. (27)
En supposant que le potentiel vecteur A (`, t) ne varie que faiblement entre deux sites
voisins situés en ri et rj, nous avons
∫ ri
rj
A (`, t) · d` = (ri − rj) · A (ri, t), de sorte qu’un
développement de l’Eq.(27) donne
HK = −t ∑
〈i,j〉,σ
{[
1+
ie
h¯c
(
ri − rj
) ·A (ri, t)] c†iσcjσ + h.c.} .
Pour fixer les idées, limitons nous à un potentiel vecteur homogène sur tous les sites
considérés et plaçons ce modèle sur un réseau carré de paramètre de maille a, de telle
sorte que nous puissions noter ri − rj = aδij, alors nous avons
HK = −t ∑
〈i,j〉,σ
(
c†iσcjσ + h.c.
)
− t iea
h¯c ∑〈i,j〉,σ
δij ·A (t)
(
c†iσcjσ − h.c.
)
.
Alors que le premier terme demeure le terme cinétique usuel du modèle de Hubbard,
nous remarquons que le couplage aux photons fait apparaître un second terme qui a la
forme d’un courant entre les sites i et j :
HI1 = −t ieah¯c ∑〈i,j〉,σ
δij ·A (t)
(
c†iσcjσ − h.c.
)
. (28)
Ce terme correspond à celui introduit dans le hamiltonien d’interaction lumière-matière
de l’Eq. (6) : il s’agit d’un terme linéaire en terme d’opérateur création/annihilation de
photon. Il est à remarquer que le courant induit par la lumière dépend de la projection du
potentiel vecteur sur le lien considéré, nous voyons ainsi que connaître la polarisation de
la lumière est essentielle à la bonne compréhension de l’excitation créée par le photon sur
le matériau.
6.2 polarisation de la lumière
Comme nous l’avons brièvement évoqué en fin de paragraphe précédent, la polarisation
de la lumière joue un rôle prépondérant dans les expériences de diffusion de photons. En
effet, si, comme nous l’avons vu pour la diffusion élastique au paragraphe 4.2, le terme
HI2 ne contribue pas à la section efficace de l’Eq. (8) lorsque les polarisations sont croisées,
il n’en va pas de même pour les autres termes qui, à plus hauts ordres, vont contribuer
quelle que soit la polarisation. Il est donc essentiel de pouvoir comprendre le rôle de la
polarisation et, éventuellement, classer les processus en fonction de la géométrie adoptée
pour l’expérience de diffusion. Ce sont en réalité les états couplés à HI1 et leurs caracté-
ristiques telles que leurs symétries ou nombres quantiques qui permettent de classer les
états qui contribuent à la diffusion et ceux qui n’y contribuent pas.
Généralement, les processus de diffusion sont référencés en utilisant des arguments is-
sus de la théorie des groupes. En effet, il est clair que le terme de courant donné en Eq. (28)
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FIG. 1. (Color online) Polarization geometries for the incident
and scattered photons. The present decomposition refers to the
scattering sectors at second order in the derivation. Higher-order terms
will mix the sectors as indicated in Table I of Ref. 27.
and ! ≡ t/(U − ωi),we found
OB1g = 4t!
( 1
2 + 2!2
)(Py − Px)− 2t!3(P2y − P2x),
OA1g = 4t!
( 1
2 + 6!2
)(Py + Px)− 2t!3(P2y + P2x)
− 8t!3(Px+y + Px−y) + 32t!3(Qx,y,x+y +Qy,x,x+y
−Qx+y,x,y), OB2g = 0,
OA′1g = 4t!(1 + 8!2)Px + 16t!3Py
− 4t!3P2x − 8t!3(Px+y + Px−y)
+ 32t!3(Qx,y,x+y +Qy,x,x+y −Qx+y,x,y). (3)
In Appendix A, we discuss the differences between this
operator and the result of Refs. 27 and 29 after rewriting it
following the symmetry-based decomposition used in this
reference. To test the validity of our operators, we have
also compared on small clusters the Raman spectra of the
original single-band Hubbard model with those obtained with
the effective operators, with the conclusion that the spectra
obtained with our operators agree much better.
3. Two-band case: results for S = 1
The general procedure is similar to the one of the
single-band case, but starting from the two-band Hamiltonian
described in Sec. II A. There are two main differences between
this case and the single-band case.
First, in the one-band case, the only excited states that
were considered were the terms with two particles on one site,
inducing a Coulomb repulsion U . These terms will still be
present in the two-band case, but other terms where only the
Hund’s coupling is not satisfied will also be present. At fourth
order, this leads to resonances at different incoming energies.
Moreover, since spin-1 live in a three-dimensional space,
there are eight nontrivial Hermitian operators acting on site
(instead of three in the spin-1/2 case). We thus expect new
types of operator to appear, as, for example, the biquadratic
coupling (Si · Sj )2.
To express the Raman operator in this case, we take the
same definition for Pα and Qα,β,δ as for spin-1/2 and we
introduce in addition the operators Rα ≡∑r (Sr · Sr+α)2 and
Tα,β ≡∑r (Sr · Sr+α)(Sr+α · Sr+β). To fourth order in pertur-
bation theory, the resulting operators for B1g and A1g read
OB1g = Bh(Px − Py) + Bb(Rx −Ry)
+Bh2(Pi+2x − Pi+2y) + B3(Tx,2x − Ty,2y),
OA1g = Ah(Px + Py) + Ab(Rx +Ry)
+Ad (Px+y + Px−y)
+Ah2(P2x + P2y) + A3(Tx,2x + Ty,2y)
+A3d (Tx,x+y + Tx,x−y + Ty,x+y + T−y,x−y)
+Ap(Qx,x+y,y +Qy,x,x+y −Qx+y,x,y). (4)
The different coefficients are functions of the different param-
eters of the initial Hamiltonian, Eq. (2). They are given in
Appendix B.
C. Relevant limits and geometries
One of the major advantages of Raman scattering lies
in the possibility of using light polarization to select and
characterize the excitation that one is willing to investigate.
As the derivation remains very systematic, so far, we have
taken care of all the different polarizations. At second order,
only A1g and B1g geometries have nonvanishing operators.
Therefore, in the rest of the paper, we will mainly focus our
attention on these two cases.
In addition to the usual decomposition due to the incoming
and outgoing polarizations, one should also be aware of the
information that can be accessed through a suitable choice
of the incoming photon energy. The Raman operators and
the associated prefactors of Appendix B lead to many terms.
However, since all the prefactors depend on the incoming
photon energy, it is possible to adjust ωin to get close to
a resonance and highlight specific terms of the scattering
operators.
In the limit h¯ωin . U + 2JH ∼ U , the second-order pro-
cesses will be dominant, and the other terms can be neglected.
Therefore, in this case, we can restrict ourselves to the
Fleury-Loudon Raman operator:
h¯ωin ∼ U ⇒
{OA1g ∝ ∑r (Sr · Sr+x + Sr · Sr+y),
OB1g ∝ ∑r (Sr · Sr+x − Sr · Sr+y).
Another interesting limit occurs when h¯ωin ∼ 4U . In this
case, we will favor processes where there is an intermediate
state with four electrons at the same site. Such processes occur
at fourth order if they involve only two sites. Moreover, as they
can change the local spin by !S = 2, they have to be related
to the operator (Si · Sj )2. This explanation is confirmed by the
exact coefficient of the Raman operator given in Appendix B.
So, in this limit, we can consider that the Raman operator
reduces to
h¯ωin ∼ 4U ⇒
{OA1g ∝ ∑r (Sr · Sr+x)2 + (Sr · Sr+y)2,
OB1g ∝ ∑r (Sr · Sr+x)2 − (Sr · Sr+y)2.
So, in two different limits, the Raman operator can be written
in a quite simple way for the B1g and the A1g geometries.
The next section will be devoted to an investigation of the
Raman spectra calculated from these four operators in different
situations.
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Figure 6 – Géométries de diffusions Raman A1g et B1g pour le réseau carré.
va, par exemple, connecter l’état fondamental |ψ0〉, à u état |ψi〉 ayant un fluctuation de
densité de charge dont la symé ri sera gouvernée par la po arisation. La réponse obtenue
par une expérience de diffusion est alors liée aux éléments de matrices 〈ψi| HI1 |ψ0〉. Il est
possible de décomposer ces éléments de matrices selon les représentations irréductibles
des groupes ponctuels de symétrie de l’échantillon [27, 28, 26, 29].
Pour le cas du réseau carré que nous reverrons par la suite, nous donnons en figure 6,
les deux principales géométries que nous discuterons. Il s’agit des géométries notées A1g
et B1g, les flèches sur la figure représentant les polarisations entrantes et sortantes. Une
étude complète et systématique est donnée dans le tableau I de la référence [25].
6.3 pour conclure
La substitution de Peierls décrite dans ce chapitre consiste en la génération d’un terme
de courant inter-sites induit par le couplage aux photons. Nous avons montré que la
polarisation de la lumière apparaît explicitement dans ce terme de courant via la projection
du vecteur polarisation sur le lien entre les sites considérés. Ainsi, nous avons vu que le
courant induit par les photons provoque des modifications de la densité charge dans des
directions particulières déterminées par la polarisation. Il est donc essentiel de pouvoir
décomposer ces excitations sur la base de leurs symétries pour les classer. A cette fin,
nous avons mentionné deux géométries de diffusions couramment utilisées en Raman.
Plus généralement, l’ensemble de cette partie nous a permis, à travers l’exemple des
modèles de Hubbard et Heisenberg, de donner une définition des systèmes de fermions
corrélés, d’aborder les mécanismes microscopiques à l’origine du magnétisme, et finale-
ment, d’introduire un couplage de ces modèles aux photons.
La partie suivante va reprendre les modèles de Hubbard et Heisenberg, ainsi que la
substitution de Peierls, afin d’étudier plus avant les excitations magnétiques et leur ca-
ractérisation par spectroscopie Raman. Nous verrons en particulier que le Raman, utilisé
depuis près d’un siècle, peut se révéler être une technique de premier plan pour l’investi-
gation de systèmes magnétiques non conventionnels.

Deuxième partie
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7.1 processus raman
La diffusion Raman est un processus faisant intervenir deux photons : un photon en-
trant dans le matériau à sonder, et, un photon sortant de ce matériau. Les caractéristiques
des photons – énergie (h¯ωin, h¯ωout), vecteurs d’ondes (kin,kout), polarisation (ein, eout) –
sont connues ou déterminées expérimentalement. La différence entre les caractéristiques
entrantes et sortantes, comme par exemple la perte d’énergie Raman h¯Ω = h¯ (ωin −ωout),
permet alors de déduire les excitations qui ont été produites au sein du matériau, et donc
ses propriétés physiques.
Bien entendu, l’interprétation du spectre Raman ne peut se faire que sur la base d’un
modèle qui est supposé, a priori, être suffisant pour décrire la physique du système étudié.
Lorsque nous avons affaire à un isolant de Mott, dont les excitations de basses énergies
sont des excitations magnétiques, donc contenues dans la sous-bande basse de Hubbard,
il est possible d’écrire l’opérateur de diffusion Raman comme un opérateur effectif de
spins. En effet, de façon générale, l’écriture de la règle d’or de Fermi donne un nombre de
transitions par unité de temps qui est proportionnel à :
I = 2pi∑
f
∣∣〈Ψ f |O|Ψ0〉∣∣2 δ (E0 − E f + h¯Ω) ,
où nous avons ici la possibilité de considérer les processus inélastiques (h¯Ω 6= 0), perti-
nents pour le Raman, pour lesquels les états finals
∣∣Ψ f 〉 sont différents de l’état fondamen-
tal |Ψ0〉. L’effet du couplage du hamiltonien aux photons fait que nous pouvons récrire la
règle d’or de Fermi en faisant intervenir les différents termes du hamiltonien d’interaction
introduit à l’Eq. (6) :
I = 2pi∑
f
∣∣∣∣∣〈Ψ f |HI2|Ψ0〉+∑n
(〈
Ψ f
∣∣HI1 +HIB |Ψn〉 〈Ψn| HI1 +HIB |Ψ0〉
En − E0 − h¯ωin
+
〈
Ψ f
∣∣HI1 +HIB |Ψn〉 〈Ψn| HI1 +HIB |Ψ0〉
En − E0 + h¯ωout
)∣∣∣∣∣
2
δ
(
E0 − E f + h¯Ω
)
,
(29)
où En est l’énergie de l’état intermédiaire |Ψn〉. Il est à remarquer que le premier terme de
l’Eq. (29) contribue dès le premier ordre puisque HI2 ∝ a†a, alors que le second terme pro-
vient nécessairement du second ordre puisque, à l’ordre 1, nous avons
〈
Ψ f
∣∣(a† + a)∣∣Ψ0〉 =
0 ; le premier terme sera donc dit non-résonant, alors que le second est, quant à lui, réso-
nant. Selon l’énergie du photon incident, il est donc possible de faire en sorte que le terme
résonant domine.
Pour fixer les idées, prenons le modèle de Hubbard à une bande de l’Eq. (26), à demi-
remplissage, sur réseau carré et dans la limite U  t, de telle sorte que nous avons un
isolant de Mott. A l’ordre zéro en t, le fondamental est décrit en ayant chaque site simple-
ment occupé, peut importe l’arrangement magnétique. A l’ordre deux, le fondamental, et
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ses excitations de basses énergies sont dans la sous-bande basse de Hubbard, et peuvent
être décrits par un hamiltonien effectif d’Heisenberg
Heff. = 4t
2
U ∑〈i,j〉
Si · Sj, (30)
pour lequel le fondamental est un ordre de type Néel à deux sous-réseaux. Lorsque nous
couplons ce système aux photons, nous voyons que l’ajout d’un terme de courant entre
deux sites voisins i et j, comme celui de l’Eq. (28) implique nécessairement un état |Ψn〉
de la sous-bande haute avec un site doublement occupé, donc d’énergie En − E0 = U, à
l’ordre 0. Nous avons vu que, pour des photons se trouvant dans le domaine du visible,
nous avons HIB/HI1  1, de plus, le vecteur d’onde associé à un photon visible kin,out
est tel que kin,out/kBZ  1, où kBZ représente la taille typique de la zone de Brillouin.
La diffusion Raman se pratiquant dans le domaine du visible, elle ne vise donc qu’à
sonder la physique au centre de la zone de Brillouin. Notons toutefois que l’investigation
d’excitations électroniques à travers la zone de Brillouin peut parfois être réalisée, grâce à
un couplage aux phonons par exemple. Donc, proche de la résonance, l’intensité Raman
est donnée essentiellement par I = 2pi∑ f
∣∣〈Ψ f |Oeff.|Ψ0〉∣∣2 δ (E0 − E f + h¯Ω), avec
Oeff. =∑
n
HI1 |Ψn〉 〈Ψn| HI1
[
1
En − E0 − h¯ωin +
1
En − E0 + h¯ωout
]
.
La réécriture de l’opérateur ∑nHI1 |Ψn〉 〈Ψn| HI1, en utilisant la relation de fermeture nous
permet finalement d’arriver à un opérateur effectif qui est de la forme :
Oeff. ∝∑
i
αijSi · Si+δij
(
ein · δij
) (
eout · δij
) [ 1
U − h¯ωin +
1
U + h¯ωout
]
, (31)
pour lequel la dépendance en fonction des polarisations entrante et sortante est explicite,
et où αij dépend des paramètres de saut tij le long du lien i − j considéré. Nous remar-
quons d’autre part, qu’à la résonance, le terme 1U−h¯ωin peut diverger ; en réalité, nous
devons prendre en compte le fait que l’état intermédiaire doublement occupé est un état
instable de temps de vie fini. Pour pallier ce problème, il est possible d’ajouter une partie
imaginaire au dénominateur (iΓn), où Γn = 1/τn est l’inverse du temps de vie.
L’opérateur effectif de l’Eq. (31) est l’opérateur de diffusion de Fleury et Loudon [30, 31],
la dérivation de cet opérateur à cet ordre ne fait intervenir que deux sites. Dans sa forme
globale, il ne dépend donc pas du réseau comme nous l’avons montré dans le cadre d’une
étude sur le réseau triangulaire [32]. Par contre, des différences marquantes apparaissent
aux ordres supérieurs en fonction du réseau étudié, dans les termes d’échanges cycliques
par exemple.
Il est à noter que cette dérivation microscopique, faite à l’origine par Shastry et Shrai-
man, pouvait faire apparaître des termes chiraux du type Si ·
(
Sj × Sk
)
à l’ordre t3/U2.
Une redérivation systématique que nous avons faite dans un autre contexte dans le papier
de Michaud et al. [33] montre que ces termes ne sont pas présents (au moins à cet ordre) ;
ceci semble confirmer une étude indépendante menée par Ko et collaborateurs [34].
7.2 excitations bi-magnons
L’écriture de l’opérateur effectif de l’Eq. (31) fait intervenir explicitement des opérateurs
de spin et permet donc de se rendre compte directement qu’il est possible de détecter,
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Figure 7 – Densité d’états bi-magnons (sans interaction magnon-magnon), pour un système de
spins S = 1/2 sur réseau carré. Au centre de la zone de Brillouin, la densité d’état la
plus importante se trouve à une énergie de 8JS = 4J.
grâce à la diffusion inélastique de lumière, des excitations magnétiques. De plus, les règles
de sélection pour les transitions optiques imposent, dans la limite du système que nous
étudions, la conservation du spin total ; cela implique que les processus de diffusion ne
peuvent donc pas faire intervenir un seul magnon. L’opérateur Loudon-Fleury donne en
effet une réponse caractéristique pour les excitations bi-magnons.
Il ressort donc que les spectres de diffusion inélastique de lumière sur des systèmes
magnétiques permettent un accès direct aux spectres de magnons. Reprenons en effet le
cas d’un matériau antiferromagnétique sur réseau carré décrit par le hamiltonien (30), le
spectre de magnon peut être calculé, par ondes de spins, selon la procédure habituelle en
faisant des transformations de Holstein-Primakoff puis de Bogoliubov et donne :
Ek = h¯ωk = 4JS
√
1− 1
2
[
cos (kxa) + cos
(
kya
)]2,
de cette expression nous pouvons déduire ce que serait une densité d’états bi-magnons,
sans interaction magnon-magnon, à vecteur d’onde q, c’est-à-dire, en ayant un magnon
de vecteur d’onde k et le second à k′ = k+ q. La densité bi-magnon est donnée par :
n0 (q,ω) =
1
N ∑
k
δ (h¯ (Ω−ωk −ωk+q)) ,
qui peut être tracée le long des lignes de hautes symétries de la zone de Brillouin comme
indiqué sur la figure 7. De cette figure, il paraît évident que, si l’on ne prend pas en compte
les interactions magnon-magnon, la réponse Raman se fera pour une énergie h¯Ω = 8JS,
soit h¯Ω = 4J pour un système de spins S = 1/2. Nous voyons d’autre part sur cette
figure que, contrairement à l’Inelastic Neutron Scattering (INS) qui peut aussi sonder les
excitations bi-magnons (Appendice A), le Raman va plutôt sonder le haut du continuum
bi-magnon.
En réalité, les interactions magnon-magnon jouent un rôle important (surtout pour S =
1/2), il faut aller au-delà des ondes de spin linéaires pour en tenir compte dans les calculs,
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Figure 8 – Spectre Raman du composé La2CuO4 avec une polarisation B1g pour des lasers de
différentes longueurs d’onde. Tiré de Lyons et al.[37].
c’est ce qui a été fait par Canali et Girvin [35] ou Chubukov et Frenkel [36]. La prise
en compte des interactions magnon-magnon entraîne alors un amollissement du pic de
réponse Raman à h¯Ω ∼ 2.8J qui est comparable avec les observations expérimentales. A
titre d’exemple historique, le spectre Raman mesuré par Lyons et al. [37] pour La2CuO4
est donné en figure 8 : il est possible de déduire la valeur de l’échange J pour ce composé
à partir de la position du pic bi-magnons bien marqué à ∼ 3000 cm−1 ; ce qui donne
J ' 130 meV et qui est en accord avec les autres mesures effectuées sur ce composé.
8
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8.1 caractérisation conventionnelle d’ordres magnétiques : les neu-
trons
Depuis les travaux fondateurs de Brockhouse et de Shull [38], la caractérisation d’un
ordre magnétique utilise habituellement la diffusion de neutrons : les neutrons portant un
spin, ils se couplent directement au magnétisme. Un ordre magnétique conventionnel, du
type Néel, peut ainsi être détecté par diffusion élastique de neutrons, comme indiqué, à
titre d’exemple historique, sur la figure 9. Comme nous pouvons le constater pour MnO,
dont la température de Néel est de 120 K, le cliché de diffraction de neutron au-dessus
de cette température n’indique que des pics relatifs à la structure cristallographique du
composé, alors que pour T = 80 K, nous voyons d’autres pics apparaître, ceux-ci cor-
respondent à la structure antiferromagnétique de type Néel. La diffusion inélastique de
neutrons (INS), quant à elle, est l’outil de choix et de précision pour déterminer les exci-
tations magnétiques dans les systèmes fortement corrélés. La section efficace de diffusion
pour les neutrons est donnée par
d2σ
dΩdE
∼
∣∣∣∣∣〈ψ f ∣∣∑i Sieiq·ri |ψ0〉
∣∣∣∣∣
2
, (32)
où Si est l’opérateur de spin au site i. Il est donc possible de mesurer avec précision la
dispersion du spectre de magnons à travers la zone de Brillouin.
Pour nous rendre compte de la précision de cette sonde, prenons l’exemple du composé
Cu(DCOO)2 · 4D2O donné par Christensen et collaborateurs [39]. Il s’agit d’un isolant
dont les sites de cuivre forment un réseau carré, de telle sorte que nous avons des spins
S = 1/2 localisés sur réseau carré. Christensen et al. ont effectué des mesures d’INS sur
ce composé (voir figure 10) et ont observé des déviations par rapport au spectre auquel
nous pourrions nous attendre si nous avions un modèle de Heisenberg sur réseau carré.
Si tel était le cas, nous aurions un état fondamental de Néel à deux sous-réseaux dont le
spectre d’excitation serait qualitativement et quantitativement bien décrit par une théorie
d’onde de spins. En effet, ce modèle est connu pour n’avoir que très peu de corrections
quantiques, et une théorie d’ondes de spins à partir du fondamental classique de Néel
donne de bonnes comparaisons avec l’expérience. Ce n’est pas le cas ici, en particulier à
(pi, 0), où la précision de la mesure nous permet de constater une déviation. Christensen
et collaborateurs attribuent cet écart à des corrections quantiques de courte portée prove-
nant d’un état de liens de valences résonants (Resonating Valence Bond State (RVB)) [40].
En essence, ils cherchent à montrer que l’état de Néel, qui n’est pas un état propre du
hamiltonien de Heisenberg, doit s’habiller d’une partie purement quantique, comme la
formation de singulets, pour pouvoir interpréter leurs résultats expérimentaux. En réalité,
une physique de type RVB ne peut pas être appréhendée dans le simple cadre d’un modèle
de Heisenberg sur réseau carré avec des interactions limitées aux proches voisins. Il faut
se rappeler, comme nous l’avons montré dans la partie précédente, que le modèle de Hei-
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Figure 9 – Gauche : structure cristallographique de MnO sur laquelle les atomes Mn sont repré-
sentés avec leur spin. Droite : spectres de diffusion élastique de neutrons en dessus et
en dessous de la température de Néel. Tiré de Shull et al. [38]
the Ising limit (25) (blue lines), and Quantum Monte Carlo
computations (26) (blue squares).
Fig. 3e shows the momentum-dependent spin-wave intensity. At
first sight, the main feature is the divergence as the magnetic zone
center (!, !) is approached, which is in agreement with classical
spin-wave calculations (13). By normalizing to the classical predic-
tions for the intensity, we bring out very clearly a spectacular result
of our experiments (Fig. 3f), namely that along with the relatively
modest dispersion of the spin waves along the zone boundary, there
is a much stronger intensity anomaly, actually removing 54(15)% of
the classically predicted mode intensity at (!, 0). Thus, there are
very large quantum corrections to the wavefunctions when we look
at short distances, a result completely at odds with the standard
notion of a momentum-independent renormalization (15). Note
that to lowest order in spin-wave theory, next-nearest-neighbor
interactions do not lead to any intensity variation along the zone
boundary. The intensity anomaly has a half-width in momentum
space along the X-M direction of 0.1 Å!1, implying that the
underlying physical phenomenon has a length scale of 10 Å, or
roughly twice the nearest-neighbor Cu-Cu distance. In addition, the
wavefunction corrections involve spin correlationswithwavevectors
of type (!, 0). Such corrections at this wavevector are exactly what
might naively be expected for anRVB state where nearest-neighbor
valence bonds entangle spins along the edges of the square lat-
tice—as already occurs for the quantum plaquette in Fig. 1b—but
not along the diagonals. This intuitive argument is supported by
calculations of mode softening and intensity reduction at the (!,
0)-type points—reproduced by the green lines in Fig. 3 c–f—for a
variational state mixing RVB and Ne´el order (27, 28). While the
variational calculation exaggerates the qualitative features that we
have found, most notably yielding a deeper spin-wave energy
minimum at (!, 0), a recent QuantumMonte Carlo study (26) gives
zone boundary dispersion and intensity suppression in good agree-
ment with the values found in our experiment.
The ground-state wavefunction !"# of the two-dimensional
S $ 1/2 Heisenberg antiferromagnet can be viewed as the sum
of the Ne´el state !N# and correction terms that are responsible
for the reduction of the ordered moment. In a spin-wave
description, these would be a series of single and multiple spin
flips that in turn can be expressed as the Fourier transforms of
single- and multiple-magnon excitations. In a neutron scattering
experiment, the application of the operator SQ to such correction
terms leads to additional continuum scattering, usually called
Fig. 2. Imaging the single-magnon excitations. (a) Spin-wave dispersion
surface %"q $ 2Jeff(1 ! #q2)1/2 for the S $ 1/2, square lattice Heisenberg
antiferromagnet as predicted by linear spin-wave theory (13, 15), which
assumes a classically ordered (Ne´el-type) ground state. Here #q $ (cos(Qx) &
cos(Qy))/2 and Jeff $ 1.18J is an effective exchange interaction, renormalized
by the nonclassical contributions to the ground state (15). The color scale
indicates the expected intensities Iq that by Eq. 1 are proportional to squared
matrix elements connecting thegroundandexcited states. In linear spin-wave
theory (13) Iq ' ((1! #q)/(1& #q))1/2. (b) Data produced by averaging over four
equivalent Brillouin zones. The raw data were obtained from the 16 m2
detector bank of the MAPS spectrometer at ISIS, Rutherford Appleton Labo-
ratory with the two-dimensional Cu layers of CFTD aligned perpendicular to
an incident neutronbeamwith Ei$36.25meV. The false color scale represents
the measured neutron scattering cross-section in constant energy slices (as
indicated by the shaded plane in a) through the dispersion surface. (c and d)
Constant energy slices measured at 8–10 meV and 14–15 meV, plotted with
the horizontal x and y axes labeled in the reciprocal space of CFTD where (1,
0, L) and (0, 1, L) correspond to (!, !), as indicated by the diagonal axes in c.
The out-of-plane component to the scattering vector is determined by the
kinematical constraints and was L $ 1.25 and L $ 2.0 in c and d, respectively.
Dashed blue squares in d show the location of reciprocal space points equiv-
alent to (!, 0). (e and f ) Simulation of the scattering expected in linear
spin-wave theory in the energy ranges shown in c and d. The calculations
include resolution convolution as well as a dipolar factor in the cross-section
formagnetic scattering of neutrons (21) that leads to an intensitymodulation
depending on the angle between the scattering vectorQ and the direction of
the ordered Cu moments. The dashed red lines in a, b, and e indicate the
magnetic Brillouin zone boundary.
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Fig. 3. Summary of fitting the single-magnon excitations. (a and b) Constant
wavevector cuts at the high-symmetry points (!/2, !/2) and (!, 0) of the
magnetic Brillouin zone boundary (Fig. 2a). By fitting the data, the position
(red arrows) and intensity of the spin excitation is extracted, allowing the
dispersion relation and corresponding intensity variation along the main
symmetry directions of the two-dimensional Brillouin zone (indicated by solid
lines in the Inset in e) to be derived. (c) Full dispersion relation for the
dominant single-magnon excitations. (d) Dispersion divided by the linear
spin-wave prediction (Fig. 2a) with J $ 6.19 meV. (e) Intensity of the spin
excitations along the samemomentum space path as in c. ( f) Intensity divided
by the linear spin-wave prediction that best describes the data between (!, !)
and (2!, 0). Red, blue, and green lines in c–f indicate the dispersions and
intensities predicted by linear spin-wave theory (13, 15), series expansion
techniques (25), and flux phase RVB (27), respectively. The solid blue squares
are results of a Quantum Monte Carlo computation (26) of the excitation
spectra at (!/2,!/2) and (!, 0). Note that hadwe chosen to employ a nonlinear
background model in a and b, we would have obtained slightly larger statis-
tical errors on the zone boundary intensities, but the significant spectral
weight anomaly at (!, 0) would remain, as proven unambiguously by its
presence in the lower resolution polarized data shown in Fig. 6.
15266 ! www.pnas.org"cgi"doi"10.1073"pnas.0703293104 Christensen et al.
Figure 10 – Haut : relation de dispersion pour un magnon à travers la zone de Brillouin (carrée) du
composé Cu(DCOO)2 · 4D2O. Les cercles correspondent aux mesures expérimentales
INS. Bas : intensité des excitations de spin à travers la zone de Brillouin. Les courbes
en rouge, bleu et vert représentent les calculs obtenus par, respectivement, théorie
d’ondes de spin linéaire, développement en séries, et approche de type RVB. Tiré de
Christensen et al. [39]
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Figure 11 – Exemple de frustration géométrique. Gauche : quel état (↑ ou ↓) doit prendre le troi-
sième spin ? Droite : les deux façons, classique et purement quantique, de remédier à
ce dilemme.
senberg peut être vu comme un modèle effectif tiré du modèle de Hubbard, dans la limite
U/t  1. Dans le cas où le rapport U/t n’est pas trop important, la transformation cano-
nique doit être poussée à plus hauts ordres et des termes supplémentaires apparaissent
[14, 15] auxquels ces fluctuations quantiques peuvent être imputées. 1
Dans ce paragraphe, nous avons donc montré que la diffusion de neutrons permet en
principe de détecter un ordre magnétique et les excitations qui en découlent. Nous allons
voir dans les paragraphes suivants que la diffusion inélastique de lumière est un outil
complémentaire qui permet, grâce au fait que les photons sont aisément polarisables, de
réaliser des caractérisations similaires dans des cas où les neutrons sont inefficaces ou in-
adaptés, ce qui peut être le cas lorsque les échantillons sont trop petits et la section efficace
des neutrons trop faible, ou bien, comme nous le verrons plus tard, lorsque l’observable
〈S〉 n’est pas pertinente.
8.2 spectroscopie raman sur réseaux frustrés
8.2.1 Frustration magnétique
Le terme de frustration magnétique a été introduit par Gérard Toulouse qui souhai-
tait faire une analogie avec la frustration en psychologie. Le principe de base est en effet
similaire : il n’est pas toujours possible de satisfaire tous les éléments d’une assemblée,
certains devant faire des concessions s’en trouvent frustrés. Ainsi, dans le domaine du ma-
gnétisme, certaines configurations géométriques peuvent conduire à ce type de situation.
Prenons, l’exemple de trois spins situés aux sommets d’un triangle équilatéral (voir figure
11), chaque spin ayant une interaction antiferromagnétique avec ses deux voisins, s’il est
possible de placer les deux premiers spins anti-parallèles, le troisième ne satisfera alors
pas une des deux interactions avec ses voisins.
Il existe deux façons de contourner le problème : ne satisfaire totalement aucun des
liens, cela donne lieu à une solution classique dans laquelle les spins s’orientent avec un
1. Des approches numériques systématiques (du type Continuous Unitary Transformation ou CUT)
peuvent être employées pour la dérivation et l’étude de ces hamiltoniens effectifs [41].
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angle de 120o les uns par rapport aux autres ; ou, une solution purement quantique, pour
laquelle un lien est privilégié et sur lequel un singulet de spins est formé (lien de valence),
le dernier spin étant indifféremment ↑ ou ↓ puisque la solution est dégénérée. De fait,
pour être état propre du Hamiltonien de Heisenberg quantique, la seconde solution doit
être, comme indiqué sur la figure 11, une superposition d’états où le lien de valence prend
différentes positions.
Quelle que soit la solution choisie, nous voyons, à travers cet exemple simple, que la
physique induite par la frustration va multiplier les effets collectifs et que des états plus
complexes que le simple état de Néel à deux sous-réseaux vont pouvoir émerger. C’est
ainsi que l’idée d’Anderson d’un état RVB, état propre du modèle de Heisenberg, sur le
réseau triangulaire va naître [40]. Il s’agissait en fait à l’origine d’un hommage rendu à
Linus Pauling pour sa description de la molécule de benzène où un type de résonance
électronique a lieu pour former la liaison chimique [42] : d’où le nom de liens de valence
pour les singulets de spins.
8.2.2 Le réseau triangulaire
L’hypothèse d’un état RVB émise par Anderson pour le modèle de Heisenberg de spins
S = 1/2 sur réseau triangulaire, et dont Fazekas et Anderson ont étudié la stabilité au
niveau champ moyen [43], a été depuis écartée. En effet, diverses études analytiques ou
numériques, parmi lesquelles nous pouvons citer des ondes de spins [44] ou des diago-
nalisation exactes [45], ont montré que l’état fondamental est un état de type Néel à trois
sous-réseaux proche du fondamental classique.
Cependant, alors que les ondes de spins linéaires décrivent bien le spectre d’excitations
pour le modèle de Heisenberg sur réseau carré, ce n’est pas le cas, quantitativement par-
lant pour le réseau triangulaire : il faut aller au-delà de cette approche basique et prendre
en compte des corrections d’ordres supérieurs. Ainsi, Zheng et collaborateurs [46] ont
montré, par des développements en séries que le spectre de magnon peut sensiblement
dévier de celui obtenu par ondes de spins linéaires créant des minima de type roton en
bord de zone de Brillouin pouvant être interprétés comme des paires de spinons (voir
figure 12). Des analyses en ondes de spins incluant les premières corrections en 1/S ont
confirmé les observations de Zheng [47, 48], puis Chernyshev et Zhitomirsky ont montré
en détails les différences marquantes que le modèle de Heisenberg sur réseau triangulaire
peut avoir en comparaison du même modèle sur réseau carré, comme principalement la
durée de vie finie des excitations à T = 0 K due aux interactions magnon-magnon [49].
Ayant en vue ces particularités du modèle de Heisenberg sur réseau triangulaire, nous
pouvons nous demander quelle serait la signature de son comportement dans un spectre
Raman : est-il possible, grâce à la diffusion inélastique de lumière, de détecter un amollis-
sement dans le spectre de magnons ?
Pour répondre à cette question, il faut avant tout reprendre le calcul d’un opérateur de
diffusion effectif à la Loudon-Fleury tel que nous avons pu le montrer dans le chapitre
7, en prenant en compte la géométrie du réseau triangulaire ainsi que les différentes
polarisations entrantes et sortantes qui peuvent être choisies. Nous avons effectué ce travail
[32] pour un réseau triangulaire anisotrope de façon à pouvoir, comme l’ont fait Zheng et
collaborateurs, interpoler entre les réseaux carré et triangulaire. Dans le cas général, nous
avons montré que l’opérateur effectif, reste bien entendu de la forme ∑i αijSi · Sj , avec un
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for λ = 1, discussed in the following, are obtained from
standard series extrapolation methods.
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FIG. 1: Excitation spectrum for the TLM (J1 = J2) along the
path ABCOAQD shown in Fig. 4. The high-energy spectrum
is strongly renormalized downwards compared to the LSWT
prediction (full line). Note the “roton” minima at B and D
and the flat dispersion in the middle parts of CO and OQ.
Square lattice model.—Several numerical studies [5,
6, 7, 8] have reported deviations from SWT for high-
energy excitations in the SLM. While 1st order SWT
(i.e., LSWT) and 2nd order SWT predict no dispersion
along (π− x, x), 3rd order SWT finds a weak dispersion,
with the energy at (π, 0) ∼ 2% lower than at (π/2,π/2)
[8, 13, 14]. In contrast, the most recent Quantum Monte
Carlo (QMC) [7] and series expansion [8] studies find
the energy at (π, 0) to be ∼ 9% lower. These deviations
from SWT have been interpreted [6, 15, 16] in terms of
a resonating valence-bond (RVB) picture, in which the
ground state is described as a π-flux phase [17] modi-
fied by correlations producing long-range Ne´el order [15],
and the Goldstone modes (magnons) are bound states of
a particle and a hole spinon [15, 16]. The magnon dis-
persion, calculated using a random phase approximation
(RPA), has local minima at (π, 0) [15, 16] (in qualitative
agreement with the series/QMC results), the locations of
which are intimately related to the fact that the spinon
dispersion has minima at (π/2,π/2) [15, 17].
Frustrated square lattice model.—The Ne´el phase per-
sists up to J1/J2 = (J1/J2)c & 0.7, after which the
system enters a dimerized phase [9]. As the frustra-
tion J1/J2 is increased towards (J1/J2)c, the local mini-
mum at (π, 0) becomes more pronounced (see Fig. 3); for
J1/J2 = 0.7 the energy diﬀerence between (π/2,π/2) and
(π, 0) has increased to ∼ 31%. In contrast, LSWT pre-
dicts no energy diﬀerence [18]. These results lend further
support to the RVB/flux-phase picture. The locations of
the Bragg vectors, roton minima, and spinon minima in
the Ne´el phase are shown in Fig. 2(b).
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FIG. 2: (a) Exchange constants J1 and J2 for the S = 1/2
HAFM on the anisotropic triangular lattice. The model can
also be viewed as a square lattice with an extra exchange along
one diagonal. (b) Brillouin zone for the frustrated SLM, in
standard square lattice notation (the frustrating J1 bonds are
taken to lie along the +45◦ directions in real space). The exci-
tation spectra in Fig. 3 are plotted along the bold path. Also
shown are the locations of the Bragg vectors (filled squares)
and the local “roton” minima (filled circles) in the S = 1
dispersion, and the global minima of the S = 1/2 spinon dis-
persion (open squares) in the Ne´el phase. Note that the 90◦
rotation invariance present for J1 = 0 is lost for J1 > 0.
FIG. 3: Excitation spectra in the Ne´el phase. As J1/J2
is increased, the local “roton” minimum at (π, 0) becomes
more pronounced, and the energy diﬀerence between (π, 0)
and (π/2, π/2), which LSWT predicts to be zero, increases.
Triangular lattice model.—Next, we consider the TLM
(J1 = J2), whose ground state has 120
◦ ordering be-
tween neighboring spins [19]. Fig. 1 shows the excita-
tion spectrum plotted along the path ABCOQD in Fig.
4. While the low-energy spectrum near the (magnetic)
Bragg vectors looks conventional, the high-energy part
of the excitation spectrum shows several anomalous fea-
tures which both qualitatively and quantitatively diﬀer
strongly from LSWT: (i) At high energies the spectrum
Figure 12 – Dispersion de magnons obtenue par développement en séries pour un modèle de
Heisenberg sur réseau triangulaire anisotrope ; J1/J2 = 0 correspond au réseau carré,
alors que la limite J1/J2 = 1 est le réseau triangulaire. Tiré de Zheng et al. [46]. Le
minimum de type roton est bien marqué en (pi, 0) à mesure que la frustration est
augmentée.
préfacteur dépendant de la polarisation de la lumière, mais que les trois sites j (voisins
de i) interviennent. Ceci est logique p isque le courant, qui est induit par les photons,
va, pour une polarisation quelco que, connecter tous les sites proches voisins puisque les
liens ne sont pas orthogona x entre ux, contrairement au cas du réseau carré.
En dehors du cas général, certain s polarisations particulières nous offrent la possibilité
de comparer directement avec le réseau carré comme nous le montrons en figure 13. Dans
ce cas, nous avons les opérateurs de diffusion suivants
OLF
( 5pi
6 ,−pi6
)
∝ ∑
i
J1 [Si · Si+e1 + Si · Si+e3 ]
OLF
( 5pi
6 ,
pi
3
)
∝ ∑
i
J1 [Si · Si+e1 − Si · Si+e3 ]
(33)
pour lesquels nous reconnaissons, dans le cas où J2 = 0, 2 les opérateurs de Loudon-Fleury
usuels sur réseau carré pour les polarisations respectives A1g et B1g.
Notons toutefois une différence majeure entre l’opérateur effectif de la première ligne
de l’Eq. (33) et l’opérateur Loudon-Fleury usuel sur réseau carré pour la polarisation A1g,
dans le cas où J2 6= 0. Si leur forme est identique, il ne faut pas oublier que les hamiltoniens
de Heisenberg effectifs auxquels l’un et l’autre sont rattachés sont différents : le couplage
J2 fait que, dans le cas triangulaire, le hamiltonien ne commute pas avec l’opérateur de
diffusion et donne une réponse Raman non nulle.
Pour ce qui concerne l’opérateur de la seconde ligne (de type B1g), pour J2 = 0, la
simulation numérique de la réponse Raman présentée en figure 13 donne le même spectre
2. Les opérateurs effectifs de l’Eq. (33) ne dépendent pas explicitement du couplage J2 ; cependant, ce
couplage est important car il caractérise le hamiltonien du système sous-jacent, et donc les états propres sur
lesquels les opérateurs OLF agissent.
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Figure 13 – Haut : définition de la géométrie du réseau et des polarisations entrantes et sortantes.
Bas : intensité Raman obtenue par diagonalisation exacte sur un cluster de 16 sites.
que celui obtenu sur réseau carré par Sandvik et collaborateurs [50]. De plus, nous savons
que la polarisation B1g permet de se coupler aux excitations électroniques dans la direction
(pi, 0), c’est précisément en ce point que le minimum de roton, dû aux interactions multi-
magnon, est observé en figure 12. Nous voyons le même effet dans les spectres Raman de
notre simulation de la figure 13 : à mesure que le rapport J2/J1 augmente, et donc que la
frustration s’accentue, nous observons un amollissement du pic bi-magnon.
L’étude simple faite ici, avec des simulations numériques légères, n’avait pour but que
de démontrer que la signature principale d’un spectre Raman sur réseau frustré réside
essentiellement dans l’amollissement du poids spectral vers les basses énergies. Ceci est
somme toute assez logique dans le sens où la frustration conduit généralement à peupler
davantage le bas du spectre avec de nouveaux états.
Depuis, des études plus quantitatives, basées sur des théories d’onde de spin, ont été
réalisées par Perkins et collaborateurs [51, 52], et ont, entre autres, confirmé l’effet de
l’amollissement lié au minimum de la dispersion de magnon en (pi, 0). D’autre part, une
étude expérimentale récente sur le composé α− SrCr2O4 pour lequel des spins S = 3/2
se trouvent sur réseau triangulaire semble mesurer cet effet [53].
8.2.3 Quelques mots sur le cas du réseau kagomé
Nous avons vu que, le modèle d’Heisenberg sur réseau triangulaire, bien que frustré
et ayant de ce fait un spectre d’excitations plus complexe que le même modèle sur ré-
seau carré, conserve un état fondamental quasi-classique du type Néel à 3 sous-réseaux.
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Figure 14 – Tours d’états d’Anderson pour le modèle de Heisenberg sur réseaux triangulaire
(gauche) et kagomé (droite). Calcul effectué pour des clusters de 27 sites . Tiré de
Lecheminant et collaborateurs [54].
Il semble donc qu’il faille frustrer davantage le réseau pour espérer trouver un état fonda-
mental plus exotique du type RVB.
Le réseau kagomé, réseau triangulaire de triangles, est davantage frustré que le réseau
triangulaire en ce sens qu’il est possible de définir une dégénérescence macroscopique de
l’état fondamental classique. De plus, une étude par diagonalisations exactes faite par Le-
cheminant et collaborateurs a montré que la nature de l’état fondamental et ses excitations
est différente de ce que nous avons sur réseau triangulaire [54]. En effet, contrairement au
modèle de Heisenberg sur réseau triangulaire où la symétrie SU(2) est brisée, ce n’est
pas le cas pour le réseau kagomé. Lecheminant et al. ont montré ce point en calculant les
tours d’états d’Anderson pour chacun des modèles. Dans le cas où un état de type Néel,
brisant la symétrie SU(2), est le fondamental, alors, il est possible de calculer l’énergie du
fondamental E0 (S) dans chaque secteur S. Par exemple, pour un état à deux sous-réseaux,
nous avons
E0 (S) = − J2 (N + 4) +
4J
N
S (S + 1) . (34)
Pour notre discussion, il faut retenir de cette dernière expression que si nous avons un état
quasi-classique, alors E0 (S) ∝ S (S + 1). Lecheminant et al. ont donc calculé les énergies
propres par secteur S pour le modèle de Heisenberg sur réseaux triangulaire et kagomé.
Leur résultat est donné en figure 14. Nous voyons que, pour le cas triangulaire, nous
avons effectivement un comportement similaire à celui donné par l’Eq. (34) avec des états
d’excitations bien séparés, qui est la signature d’un état de Néel. Par contre, ce n’est pas
le cas pour le réseau kagomé où les états candidats à la formation de la tour d’états
d’Anderson se mélangent avec les autres états du continuum d’excitation. Il semble dans
ce cas que la symétrie SU(2) ne soit pas brisée et que nous ayons affaire à un fondamental
purement quantique.
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3
The closure of the hierarchy is done in such a way as
to use two-point correlation functions, ⟨Si ·Sj⟩ as decou-
pling parameters instead of the local magnetizations ⟨Si⟩
that are assumed to vanish in the system. This involves
writing down the equation of motion to second-order in
the time-derivative. The closed equation of motion then
contains c-numbers that are the Fourier components of
⟨Si · Sj⟩. These numbers are unknown and must be de-
termined self-consistently using sum-rules. This is simi-
lar to the Kondo-Yamaji decoupling in one-dimensional
systems [27], and can be viewed as a random phase ap-
proximation. For the Kagome´ lattice with no broken
symmetry, the self-consistent parameters were previously
determined [28, 29]. In addition, we can construct a phe-
nomenological theory of a VBC that breaks the spatial
symmetries, simply by imposing an ad hoc modulation
of the ⟨Si · Sj⟩ over the previous parameters. For both
systems, the equations of motion are solved numerically
in the reciprocal space and the Raman cross-section (1)
is extracted at k = 0 (the system contains up to 2700
sites).
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FIG. 1: (color online). Magnetic Raman cross-section of the
Kagome´ lattice calculated within RPA, assuming a spin-liquid
ground-state. The response does not depend on the orienta-
tion of the incoming and outgoing photon polarizations, eˆin
or eˆout. Each individual delta function is slightly broadened
with a Lorentzian.
In Fig. 1, we give the result of the RPA calculation
of S(ω, eˆin, eˆout) for the Kagome´ lattice, assuming that
⟨Si ·Sj⟩ do not break the crystal symmetries (we replace
the δ functions in Eq. (1) by Lorentzians). We find that
the spectrum consists of several peaks, the intensity of
which decreases strongly when the energy increases. The
main intensity is in fact quite concentrated in a single
mode at about 0.8J . The result is fully in agreement
with the group theory arguments given above: (i) all
Raman-active modes are twice degenerate, so their wave-
functions can be labelled with the IR E, (ii) we have
rotated the photon polarizations eˆin and eˆout and have
found that the intensities in Fig. 1 do not change at all.
By comparing with preliminary exact results of the dimer
dynamical response of small clusters [30], we believe that
the response in the single peak at ω ∼ 0.8J can in fact
be broadened. This would be interesting as an indication
that the present simple excitation is coupled to other low-
energy singlet modes and would decay accordingly. Of
course, the present approach has neglected this eﬀect in
closing the hierarchy of higher-order Green’s functions.
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FIG. 2: (color online). Magnetic Raman cross-section of the
Kagome´ lattice with weak broken-symmetry, within RPA.
The ground-state is supposed to be the valence bond crys-
tal depicted in the inset, that breaks the rotation symmetry
(the correlations are assumed to be stronger on horizontal
bonds). Diﬀerent curves correspond to diﬀerent orientations
of the polarization vector eˆin(∥ eˆout).
Furthermore, we now choose a VBC ground-state with
a spontaneous broken symmetry in the two-point corre-
lation functions. For simple illustration, we impose the
same weak perturbation of slightly stronger ⟨Si · Sj⟩ on
all horizontal bonds (30 % stronger in the following cal-
culation) (see inset of Fig. 2). Since the equation of mo-
tion within RPA breaks the C3v symmetry, the two-fold
degeneracy of the E-states is lifted and we have pairs
of peaks. The intensities now display strong orientation
dependence when ein ∥ eout is rotated in the plane, as
shown by the diﬀerent curves in Fig. 2. The intensities of
the two peaks change mainly like cos2 2θ (θin = θout = θ)
for one component and sin2 2θ for the other with dif-
ferent prefactors as long as the order-parameter is non-
zero. If the peaks cannot be resolved experimentally, the
cross-section measures the sum of the two intensities that
therefore reduces to A(ω0) + E(ω0) cos 4θ, in agreement
with the general argument given above. It should be em-
phasized that even if the symmetry is weakly broken, the
sum still displays a weak characteristic oscillation, the
amplitude of which gives access to the order-parameter
of the broken symmetry state [31]. We have shown this
on the simplest example of a VBC, but we believe this
will remain true for more complicated superstructures
3
The closure of the hierarchy is done in such a way as
to use two-point correlation functions, ⟨Si ·Sj⟩ as decou-
pling parameters instead of the local magnetizations ⟨Si⟩
that are assumed to vanish in the system. This involves
writing down the equation of motion to second-order in
the time-derivative. The closed equation of motion then
contains c-numbers that are the Fourier components of
⟨Si · Sj⟩. These numbers are unknown and must be de-
termined self-consistently using sum-rules. This is simi-
lar to the Kondo-Yamaji decoupling in one-dimensional
systems [27], and can be viewed as a random phase ap-
proximation. For the Kagome´ lattice with no broken
symmetry, the self-consistent parameters were previously
determined [28, 29]. In addition, we can construct a phe-
nomenological theory of a VBC that breaks the spatial
symmetries, simply by imposing an ad hoc modulation
of the ⟨Si · Sj⟩ over the previous parameters. For both
systems, the equations of motion are solved numerically
in the reciprocal space and the Raman cross-section (1)
is extracted at k = 0 (the system contains up to 2700
sites).
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FIG. 1: (color online). Magnetic Raman cross-section of the
Kagome´ lattice calculated within RPA, assuming a spin-liquid
ground-state. The response does not depend on the orienta-
tion of the incoming and outgoing photon polarizations, eˆin
or eˆout. Each individual delta function is slightly broadened
with a Lorentzian.
In Fig. 1, we give the result of the RPA calculation
of S(ω, eˆin, eˆout) for the Kagome´ lattice, assuming that
⟨Si ·Sj⟩ do not break the crystal symmetries (we replace
the δ functions in Eq. (1) by Lorentzians). We find that
the spectrum consists of several peaks, the intensity of
which decreases strongly when the energy increases. The
main intensity is in fact quite concentrated in a single
mode at about 0.8J . The result is fully in agreement
with the group theory arguments given above: (i) all
Raman-active modes are twice degenerate, so their wave-
functions can be labelled with the IR E, (ii) we have
rotated the photon polarizations eˆin and eˆout and have
found that the intensities in Fig. 1 do not change at all.
By comparing with preliminary exact results of the dimer
dynamical response of small clusters [30], we believe that
the response in the single peak at ω ∼ 0.8J can in fact
be broadened. This would be interesting as an indication
that the present simple excitation is coupled to other low-
energy singlet modes and would decay accordingly. Of
course, the present approach has neglected this eﬀect in
closing the hierarchy of higher-order Green’s functions.
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FIG. 2: (color online). Magnetic Raman cross-section of the
Kagome´ lattice with weak broken-symmetry, within RPA.
The ground-state is supposed to be the valence bond crys-
tal depicted in the inset, that breaks the rotation symmetry
(the correlations are assumed to be stronger on horizontal
bonds). Diﬀerent curves correspond to diﬀerent orientations
of the polarization vector eˆin(∥ eˆout).
Furthermore, we now choose a VBC ground-state with
a spontaneous broken symmetry in the two-point corre-
lation functio s. For simple illustration, we impose the
same weak perturbation of lightly strong r ⟨Si · Sj⟩ on
all horizontal bonds (30 % stronger in the f llowing cal-
culation) (see inset of Fig. 2). Since the equation f mo-
tion within RPA breaks the C3v symmetry, the two-fold
degeneracy of the E-states is lifted and we have pairs
of peaks. The intensities now display strong orientation
dependence when ein ∥ eout is rotated in the plane, as
shown by the diﬀerent curves in Fig. 2. The intensities of
the two peaks change mainly like cos2 2θ (θin = θout = θ)
for one component and sin2 2θ for the other with dif-
ferent prefactors as long as the order-parameter is non-
zero. If the peaks cannot be resolved experimentally, the
cross-section measures the sum of the two intensities that
therefore reduces to A(ω0) + E(ω0) cos 4θ, in agreement
with the general argument given above. It should be em-
phasized that even if the symmetry is weakly broken, the
sum still displays a weak characteristic oscillation, the
amplitude of which gives access to the order-parameter
of the broken symmetry state [31]. We have shown this
on the simplest example of a VBC, but we believe this
will remain true for more complicated superstructures
Figure 15 – Gauche : spectre Raman calculé en supposant un état fo dament l liquide de spins.
Droite : spectre am n calculé en prenant pour état fondamental un état de type VBS.
Tiré de Cépas et collaborateurs [57].
En réalité, l’état fondamental du modèle de Heisenberg S = 1/2 sur réseau kagomé
est toujours sujet à controverses : deux hypothèses se font face. La première est celle
d’un liquide de spins sans brisur de symétrie comme l pro s par exemple Ran t al.
[55], alors que la seconde, dont les tenants sont Si gh et Hu e, suggère u état du typ
Valence Bond Solid (VBS) pour lequel la symétrie SU(2) est conservée mais la symétrie de
translation est brisée [56].
Cépas, Haerter t Lhuillier ont montré que le cas pouvait être tranché par diffusion
Raman [57]. En effet, dans le cas d’u liquide de s ins, le spectre Raman doit être indé-
pendant de la polarisation puisqu’aucune symétrie de translation ou rotatio n’est brisée.
Par contre, un état VBS tel que celui suggéré par Singh et Huse dont le fondamental et les
ét ts excités brisent la symétrie de translation doit avoir un s ctre Raman dépendant d
la polarisatio . Part nt de cette considération, Cépas et al. o t c lculé les spectres Raman
correspo dant aux deux hypothèses en faisant tourner la polarisati n (voir figure 15) et
ont effectivement observé le comportement prévu. Notons que les mesures expérimen-
tal s, effectuées s r des composés kagomé S = 1/2, n sont pour l’inst nt pas concluantes
[58].
8.3 systèmes de spins S = 1 et spectroscopie ra an
Motivation physique
La spectroscopie Raman peut s’avérer très utile dans le cas de composés de spins S = 1
décrits par des modèles contenant non seulement le terme d’échange d’Heisenberg, mais
également un échange biquadratique en
(
Si ·Sj
)2.
D’un point de vue fondamental, l’échange biquadratique revêt son propre intérêt dans
le fait qu’il peut servir à projeter une solution exacte, comme nous le montrons dans
l’Appendice B. Mais, au-delà de cette approche purement formelle, il existe des origines
microscopiques aux termes du type
(
Si·Sj
)2 dans les hamiltoniens effectifs qui sont des
descendants de modèles de type Hubbard. A l’origine les termes biquadratiques ont été
introduits pour prendre en compte le phénomène de magnétostriction [59, 60]. Il a aussi
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was 7 T, a field at which the magnetization M
remains proportional to B. No difference was
found between field-cooled and zero field-cooled
data. Susceptibility above 150 K followed the
Curie-Weiss law: cj1(T ) 0 (T j qW)/C, and
the Curie constant C corresponds to an effec-
tive moment of 2.81(3) Bohr magnetons (mB),
consistent with spin-1 (S 0 1) Ni2þ. TheWeiss
temperature, qW 0 j80(2) K, indicates strong
AF interactions. However, in a field of 7 T, no
sharp magnetic anomaly or field hysteresis
was observed down to 1.8 K. Instead, the sus-
ceptibility smoothly increased on cooling and
passed through a shallow and broad maxi-
mum at T È 10 K before approaching a finite
low-T limit. These data exclude the possibility
of a conventional spin-gap system in which
the susceptibility vanishes exponentially at low
temperatures.
Specific heat data, CP(T ), also showed no
evidence of a phase transition for fields
between 0 T and 7 T and temperatures from
175 K down to 0.35 K (Fig. 2B, inset). These
data indicate a disordered low-temperature
state without conventional AF order. We
probed the density of states for spin excitations
through the magnetic specific heat CM(T ) after
subtraction of the lattice contribution (15).
CM(T ) (Fig. 2B) exhibited an unusual double-
peak structure. One peak was broad and
centered around T 0 kqWk, below which the
susceptibility was suppressed compared to the
one expected from the high-temperature Curie-
Weiss law (Fig. 2A). The lower temperature
peak featured a prominent rounded maximum
at Tpeak , 10 K, where c(T ) also showed a
broad maximum. The entropy SM, obtained
through integration of CM/T (Fig. 2B), corre-
spondingly had a plateau at SM ,
1/3Rln3 be-
fore high-T saturation at SM , Rln3, where R
is the gas constant. This indicates high de-
generacy of low-energy states because of mag-
netic frustration and is similar to predictions for
the spin-1/2 antiferromagnet on the Kagom2
lattice of corner-sharing triangles (16).
The specific heat exhibited power-law be-
havior at low temperatures (Fig. 3). The data
between 0.35 and 4.0 K are well fitted by a
power law CM 0 AT
a, where A is a constant
and a is 2.001(5) (Fig. 3A). Quadratic temper-
ature dependence through one decade indicates
the presence of gapless and linearly dispersive
modes in two dimensions. A gapless spectrum
is furthermore consistent with a finite value of
the susceptibility in the low-T limit. If the low-
T specific heat peak were associated with AF
ordering of individual S 0 1 spins, it would be
suppressed under a magnetic field of kBTpeak/
gmBÈ 7 T, where kB is the Boltzmann constant
and g is the g factor. Instead, the specific heat
was unaffected by fields up to 7 T, indicating
that the low-T peak reflects short-range corre-
lations among composite degrees of freedom
that do not directly couple to a uniform field
(17). It follows that the linearly dispersive
excitations implied by CMº T
2 are collective
modes of moment-free spin clusters. Likewise,
the specific heat peak at high T È kqWk and
the concomitant suppression of the suscepti-
bility compared to the one expected from high-
temperature Curie-Weiss law are attributable to
the formation of incoherent moment-free spin
clusters. Similar thermodynamic properties have
been reported for the Kagom2-related antifer-
romagnets, SrCr9pGa12j9pO19 (10, 17), and
for deuteronium jarosite (11).
Although no susceptibility anomaly was ob-
served at 7 T, weak field dependence and
hysteresis was observed at low fields for temper-
atures below a freezing temperature Tf 0 8.5 K
(Fig. 3B). Previous work indicates that minute
levels of quenched disorder can induce spin
freezing in geometrically frustrated magnets
(2). However, the bifurcation of c(T ) in
NiGa2S4 is distinct from previous observations
in frustrated magnets in that it involves only a
small component of the whole susceptibility
Fig. 2. Temperature depen-
dence of the susceptibility
and specific heat of poly-
crystalline NiGa2S4. (A) The
susceptibility c (circles, left
axis) and inverse suscepti-
bility cj1 (diamonds, right
axis), measured at 7 T with
a superconducting quan-
tum interference device
(SQUID) magnetometer
(Quantum Design, model
MPMS-XL). The solid line
is the Curie-Weiss fit. emu,
electromagnetic unit. (B)
The magnetic part of the
specific heat divided by
temperature CM/T (left ax-
is) at zero field (blue open
circles) and at 7 T (red solid
circles) and the entropy SM
(right axis) at 0 T (green
line) and at 7 T (black line).
The horizontal line indicates
SM 0 Rln3. Inset: CP/T for
NiGa2S4 at 0 T (blue open
circles) and 7 T (red solid
circles) and its lattice part
CL/T [black solid line (15)].
Fig. 3. Magnetic field de-
pendence of the specific
heat and susceptibility of
NiGa2S4. (A) The magnetic
part of the specific heat CM
under different fields versus
temperature in full logarith-
mic scale. Inset: CM/T versus
temperature under zero
field for NiGa2S4 and the
sample with nominal dop-
ing of excess 5% sulfur,
NiGa2S4.2. The solid lines
show the T2 dependence
of CM. (B) The susceptibility
c under different fields.
Inset: The low-temperature
part of c for NiGa2S4 and
NiGa2S4.2 at 0.01 T. Both
field-cooled (solid circles)
and zero field-cooled (open
circles) data are shown.
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Figure – Gauche : structure du composé NiGa2S4. Droite : (A) mesure de chaleur spécifique
pour différents champs, en insert CM/T en fonction de T. (B) Mesures de susceptibilité
magnétique en fonction de la température sous différents champs, en insert partie
basse température field-cooled (cercles pleins) et zero-field-cooled (cercles vides). Tiré
de Nakatsuji et collaborateurs [63].
été montré, dans le cadre de composés vanadates, où des modèles de Hubbard généralisés
impliquent des orbitales quasi-dégénérées, qu’un modèle effectif au quatrième ordre en
t/U fait apparaître un couplage biquadratique [61]. Pour autant, bien que le terme
(
Si·Sj
)2
soit au quatrième ordre en perturbation, il n’est pas nécessairement négligeable comme
cela a été mentionné dans une étude ab initio concernant les nickelates [62].
De fait, le comportement magnétique d’un composé au nickel semble particulièrement
étrange et pourrait être lié à la présence de termes bilinéaires dans le hamiltonien décri-
vant sa physique ; il s’agit de NiGa2S4, un composé lamellaire, dans lequel les ions Ni2+
forment un réseau triangulaire (voir figure 16). L’étude menée par Nakatsuji et collabo-
rateurs [63], et en particulier les mesures de chaleur spécifique CM et de susceptibilité
magnétique χ suggère un comportement exotique : aucune singularité n’a été détectée
dans la mesure de CM jusqu’à une température T ∼ 0.3 K et le comportement CM ∝ T2
indique un spectre non-gappé, ce qui est cohérent avec le plateau observé pour la suscepti-
bilité à basses températures. De plus, les mesures de neutrons n’ont pas fait apparaître de
pic de Bragg associé à un ordre magnétique. La conclusion de cette étude expérimentale
est que nous pouvons établir l’absence d’ordre magnétique à longue distance. Pour inter-
préter ces résultats, Tsunetsugu et Arikawa ont fait l’hypothèse que le composé NiGa2S4
faisait l’objet d’un ordre nématique [64]. Dans ce cas, les composantes liées à l’opérateur
de spin ne sont pas les observables pertinentes puisque nous aurions : 〈Sα〉 = 0 mais〈
(Sα)2
〉
6= 0 (avec α = x, y, z). Nous comprenons dès lors pourquoi il n’est pas possible
d’avoir de pic de Bragg magnétique associé à cette mise en ordre. L’observable pertinente
n’est effectivement pas le spin ou ses composantes mais un tenseur de rang 2 faisant in-
52 détection d’ordres magnétiques exotiques
Site i Site j
orbitale a
orbitale b{ taa
Coulomb U ab
Hund J H
Couplage de
Site i Site j
{ orbitale aorbitale b
Cout global ~U
Site i Site j
orbitale a
orbitale b{
Cout global ~4U
Figure 17 – Représentation graphique du hamiltonien de l’Eq. (36) et de deux de ses états excités.
tervenir les composantes Sα à un ordre plus élevé ; il s’agit de l’opérateur quadrupolaire
Q : 3
Q =

(Sx)2 − (Sy)2
1√
3
[
2 (Sz)2 − (Sx)2 − (Sy)2
]
SxSy + SySx
SySz + SzSy
SzSx + SxSz

. (35)
Nous nous retrouvons donc face à un problème : comme les observables liées directement
aux spins 〈Sα〉 sont nulles, la technique la plus conventionnelle de diffusion de neutrons
décrite au paragraphe 8.1 s’avère inutile puisque les neutrons se couplent directement
au spin. Il nous faut donc trouver une technique capable de se coupler à l’opérateur Q.
Comme nous l’avons vu, le couplage des photons au spin se fait indirectement via la
charge, nous allons ici montrer qu’une dérivation similaire à celle de Shastry et Shraiman
pour les spins S = 1/2 va conduire, pour un système de spins S = 1, à l’expression d’un
opérateur de diffusion effectif faisant intervenir l’observable pertinente.
Ces travaux ont été réalisés en collaboration avec Frédéric Mila, dans le cadre de la thèse
de doctorat de Frédéric Michaud [66].
Modèle effectif – Opérateur effectif S = 1
Pour simplifier et montrer la faisabilité de notre démarche nous nous plaçons sur un
réseau carré d’ions Ni2+ (3d8) placés dans des environnements octaédriques de façon à
avoir la levée partielle de dégénérescence pour les orbitales 3d en t62ge
2
g. Les orbitales eg,
habituellement appelées dx2−y2 et d3z2−r2 sont notées pour simplifier orbitales a et b. Le
couplage de Hund sur ces deux orbitales assure que nous avons un spin S = 1 sur site.
Nous avons finalement un modèle de Hubbard généralisé
HHb = ∑ tijm,m′c†imσcjm′σ + 12 ∑Umm′nimσnim′σ′
+ 12∑ JH
(
nimσnim′σ + c†imσcimσ′c
†
im′σ′cim′σ
)
+ 14 ∑ JHc
†
im′σ′c
†
im′σcimσ′cimσ
(36)
où les indices m et m′ font référence aux orbitales, σ et σ′ au spin et i et j aux sites. Cet
hamiltonien peut être représenté graphiquement sur deux sites dans son état fondamental
et pour ses états excités comme indiqué en figure 17.
3. Une introduction très pédagogique aux opérateurs quadrupolaires et aux ordres quadrupolaires est
donnée dans la thèse de Toth [65].
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En se limitant à la symétrie cubique avec le jeu de paramètres suivants : Uaa = Ubb
et U = Uaa − 2JH, nous obtenons, après une transformation canonique similaire à celle
décrite au paragraphe 5.2, le modèle effectif suivant
He f f = ∑
〈i,j〉
[
J(2+4)1
(
Si · Sj
)
+ J(4)Biq
(
Si · Sj
)2]
+ ∑
〈〈i,j〉〉
J(4)nn
(
Si · Sj
)
+ ∑
〈i,j,k〉
J(4)3
[(
Si · Sj
) (
Sj · Sk
)
+ h.c.
] (37)
pour lequel les spins sont des spins S = 1, et où les couplages J(i)λ s’expriment en fonction
des paramètres microscopiques du modèle de Hubbard de l’Eq. (36). 4 Avant de déve-
lopper la partie concernant la dérivation d’un opérateur de diffusion de photons, deux
remarques doivent être faites sur le hamiltonien donné par l’Eq. (37) :
— La première ligne, correspondant à un couplage aux proches voisins, fait clairement
apparaître les termes bilinéaires-biquadratiques susceptibles de donner lieu à un
ordre nématique, autrement dit, quadrupolaire.
— Le second terme de la deuxième ligne correspond à un couplage à trois corps, dont
l’amplitude est similaire (ordre 4) à celle des couplages biquadratiques et seconds
voisins. Ce type de couplage à trois corps a également été détecté grâce à des calculs
ab initio [62].
— D’autre part, pour le choix de paramètres particuliers JBiq = Jnn = 0 et
J3
J1
= 14S(S+1)−2 ,
en dimension 1, il est tout à fait exceptionnel de remarquer que le hamiltonien com-
porte une solution exacte et est une généralisation du point de Majumdar-Ghosh
avec un fondamental dimérisé. Cet aspect a été détaillé dans la publication de Mi-
chaud et collaborateurs [67] mais ne sera pas abordée dans le cadre de ce rapport.
Comme nous sommes intéressés essentiellement par la signature d’un ordre quadrupo-
laire dans un spectre Raman, nous allons limiter le hamiltonien de l’Eq. (37) à une région
de l’espace des paramètres susceptibles de fournir soit un état fondamental quadrupo-
laire, soit un état fondamental magnétique conventionnel. Ainsi, nous nous limitons au
hamiltonien effectif suivant
H (θ) = ∑
〈i,j〉
[
cos θ
(
Si · Sj
)
+ sin θ
(
Si · Sj
)2] , (38)
dont nous donnons le diagramme de phases sur réseau carré en figure 18, obtenu par
Oitmaa et Hamer par développement en séries [68].
Le modèle effectif étant maintenant posé, nous pouvons nous intéresser à la dérivation
d’un opérateur de diffusion effectif. Pour ce faire, nous procédons exactement comme
dans le cas du modèle de Hubbard à une bande et nous effectuons le couplage des fer-
mions aux photons grâce à la substitution de Peierls décrite au chapitre 6. Pour obtenir
les opérateurs de diffusions effectifs, il nous faut alors lister les états excités possibles
pour trouver les résonances, contrairement au cas du modèle de Hubbard à une bande,
il existe ici différents états excités, dont les deux représentés en figure 17. Ces deux états
excités seront accessibles pour des photons incidents d’énergies différentes h¯ωin ∼ U et
h¯ωin ∼ 4U, donnant lieu à des résonances différentes et donc à des opérateurs effectifs
4. Pour alléger la discussion les formes explicites des couplages ne sont pas données ici, mais le lecteur
pourra les consulter dans l’article de Michaud, Vernay et Mila [33].
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Figure 18 – Diagramme de phases du modèle bilinéaire-biquadratique sur réseau carré tiré de
Oitmaa et Hamer [68]. J = cos θ et K = sin θ, les ordres antiferro-quadrupolaire (AFQ)
ou ferro-quadrupolaire (FQ) sont en vert ; les ordres magnétiques conventionnels sont :
ferromagnétique (FM), antiferromagnétique de type Néel à deux sous-réseaux (AFM)
ou à trois sous-réseaux (AFM3).
différents. Dans le cas où la résonance à lieu au voisinage de h¯ωin ∼ U, nous retrouvons,
pour les termes dominants du développement, les opérateurs de Fleury-Loudon usuels
OFLA1g ∝∑
i
(
Si · Si+x + Si · Si+y
)
OFLB1g ∝∑
i
(
Si · Si+x − Si · Si+y
) (39)
Par contre, pour des photons d’énergie, h¯ωin ∼ 4U, nous avons une partie résonante
dominante qui est composée de termes biquadratiques

OBiqA1g ∝∑
i
[
(Si · Si+x)2 +
(
Si · Si+y
)2]
OBiqB1g ∝∑
i
[
(Si · Si+x)2 −
(
Si · Si+y
)2] (40)
Résultats principaux
A partir des opérateurs donnés dans les Eqs. (39) et (40), nous constatons qu’il nous est
possible, en changeant l’énergie du photon incident de sonder : soit un ordre magnétique
conventionnel avec les opérateurs à la Fleury-Loudon, soit un ordre du type quadrupolaire
avec les opérateurs OBiq. Nous voyons, en effet, qu’il est possible de réexprimer (Si · Sj)2
en fonction d’opérateurs quadrupolaires du type Q de l’Eq. (35) et d’opérateurs S :
2
(
Si · Sj
)2
= Qi ·Qj − Si · Sj +Cte. (41)
Il nous faut donc évaluer le signal Raman pour différents cas :
I ∝∑
f
∣∣〈Ψ f (θ) |Oeff.|Ψ0 (θ)〉∣∣2 δ (E0 − E f + h¯Ω) ,
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Figure 19 – Simulations de spectres Raman pour une phase magnétique (spectres du haut) et une
phase nématique, ou ferro-quadrupolaire, (spectres du bas). Les figures de la colonne
de gauche sont calculées à partir d’opérateurs Fleury-Loudon OFL , celles de la co-
lonne de droite pour une autre résonance, avec les opérateurs OBiq. Les courbes bleues
correspondent à une polarisation A1g, les rouges à B1g.
où les états propres
∣∣Ψ0, f (θ)〉 dépendent de la phase dans laquelle nous nous plaçons
pour le hamiltonien de l’Eq. (38), et où l’opérateur effectif Oeff. peut prendre l’une des
formes données dans les Eqs. (39) et (40).
En prenant le hamiltonien H (θ) de l’Eq. (38) avec θ = 0, nous avons le modèle de Hei-
senberg sur réseau carré, et sommes dans une phase de type Néel à deux sous-réseaux. Les
opérateursOFLA1g etOFLB1g , vont donc donner respectivement un signal nul (car
[
OFLA1g ,H (0)
]
=
0), et un pic bi-magnon aux alentours de ∼ 7JS comme prédit par les ondes de spins. C’est
ce qui est observé dans le panneau en haut à gauche de la figure 19, où nous avons repré-
senté des simulations de spectres Raman obtenues par diagonalisations exactes pour des
clusters de 16 sites.
Dans cette même phase antiferromagnétique, les spectres obtenues pour les opérateurs
OBiq donnent tous deux une réponse finie, et nous retrouvons, dans le cas d’une polari-
sation B1g, le pic bi-magnon provenant de la partie Si · Sj dans la décomposition de l’Eq.
(41).
56 détection d’ordres magnétiques exotiques
Il est plus intéressant de nous tourner vers une phase où l’un des états fondamen-
taux est nématique, dit également ferro-quadrupolaire, ce qui correspond par exemple
à H (θ = −pi/2). Quelle que soit l’énergie du photon incident, nous observons dans ce
cas un pic bien marqué à plus basse énergie ∼ 5J pour la polarisation B1g. Par contre,
ce pic disparaît en polarisation A1g si h¯ωin ≈ 4U puisque, dans ce cas, nous avons[
OBiqA1g ,H (−pi/2)
]
= 0.
Ce pic à ∼ 5J, plus mou qu’un pic bi-magnon est la signature d’un ordre nématique.
Il peut être compris par une approche du type flavour-wave développée par Papanicolaou
[69], il s’agit en fait d’une généralisation des ondes de spins aux quadrupôles décrivant
des excitations quadrupolaires autour d’un minimum.
8.4 conclusion du chapitre
Ce chapitre a été l’occasion de montrer que la diffusion inélastique de lumière permet,
grâce à la polarisation des photons ou le contrôle de l’énergie des photons incidents, de
caractériser des phases magnétiques (au sens large) exotiques. En effet, dans le cadre
du magnétisme frustré, nous avons vu, que le spectre d’excitations subtil du modèle de
Heisenberg sur réseau triangulaire peut être, en partie analysé à l’aide de spectroscopie
Raman. De même, nous avons rappelé que le débat quant à la nature de l’état fondamental
du modèle de Heisenberg sur réseau kagomé, peut être tranché grâce au Raman.
Enfin, dans le cas d’un système de spins 1, susceptible de réaliser un ordre nématique
non-magnétique, que les neutrons ne peuvent que difficilement caractériser, nous avons
vu que la diffusion inélastique de lumière donne un spectre caractéristique avec des pics
à basse énergie.
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9.1 objectif
Les chapitres précédents ont été l’occasion de discuter de la diffusion inélastique de lu-
mière visible pour caractériser des excitations magnétiques. L’utilisation de lumière visible
pour la diffusion Raman implique, pour la plupart des solides cristallins, que la sonde ne
peut étudier que le centre de la zone de Brillouin. Bien sûr, comme nous l’avons men-
tionné dans le paragraphe concernant le spectre bi-magnon du modèle de Heisenberg sur
réseau triangulaire, la polarisation joue un rôle primordial, et permet de se coupler aux
excitations électroniques dans des directions spécifiques. Cependant, pour ce qui concerne
le spectre bi-magnon lui-même, nous n’avons d’informations que pour le point Γ = (0, 0).
Or, il s’avère qu’il est parfois nécessaire d’avoir toute la dispersion à travers la zone
de Brillouin pour bien appréhender un phénomène physique. Prenons l’exemple du pic
bi-magnon dans les cuprates isolants : grâce à l’approche microscopique de Shastry et
Shraiman [25], et aux calculs d’ondes de spins [35, 36], la physique sous-jacente est bien
comprise. Par contre, si nous essayons de suivre l’évolution de ce pic en fonction du
dopage, comme cela a été fait par Sugai et collaborateurs [70], nous observons systémati-
quement (voir figure 20) un amollissement. Comme nous mesurons a priori des excitations
magnétiques locales, il demeure dans ce cas difficile d’avoir une interprétation si nous ne
bénéficions pas d’autres informations expérimentales.
Il serait donc utile de pouvoir imaginer une expérience similaire permettant l’investiga-
tion de la zone de Brillouin en entier.
9.2 présentation
Comme noté plus haut, la spectroscopie Raman est réalisée expérimentalement avec
de la lumière visible ; ainsi, durant la procédure de dérivation de l’opérateur de diffu-
sion effectif de Loudon-Fleury, nous avons pris ce fait expérimental en compte en faisant
exp [i (kout − kin) · r] ' 1, puisque le module du vecteur d’onde associé à la lumière vi-
sible est faible devant la taille typique de la zone de Brillouin.
Alors que les lignes de lumière dans les synchrotrons gagnent en précision, nous pou-
vons nous demander ce qu’il advient de la dérivation de l’opérateur effectif faite plus haut
lorsque ce sont des rayons X qui sont diffusés sur l’échantillon. Nous ne pouvons dans
ce cas plus négliger la dépendance en q = kout − kin : les photons cèdent une impulsion
h¯q au système électronique et il devient alors possible d’étudier le spectre d’excitation
bi-magnons à travers la zone de Brillouin.
Pour préciser notre idée, reprenons d’une part l’exemple de l’oxyde de cuivre La2CuO4,
dont le paramètre de maille est a ' 5.4 oA, soit une taille typique pour la zone de Brillouin
de k ' 1.1 oA
−1
. D’autre part, évaluons la norme du vecteur d’onde associé à un photon
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Figure 20 – Pic bi-magnon mesuré pour différents cuprates. Pour chaque composé, l’évolution du
pic bi-magnon est suivie en fonction du dopage : de la phase isolante de Mott en haut,
à la phase supraconductrice. Tiré de Sugai et al. [70]
situé dans le domaine des rayons X mous, comme par exemple ceux du seuil d’absorption
L3 du cuivre EL3−Cu ' 930eV, nous avons qL ' 0.47
o
A
−1
; nous pouvons faire de même
avec un photon visible, de longueur d’onde (rouge) λrouge = 632nm (soit une énergie de
1.96eV), et nous obtenons qrouge ' 10−3
o
A
−1
. Il est clair, au vu de cet exemple, qu’il existe
une différence majeure entre le visible et les rayons X : le vecteur d’onde associé est dans
un cas limité au centre de la zone de Brillouin, alors que dans l’autre cas, sa projection est
comparable à la taille de la zone de Brillouin.
La prise en compte de cet effet, lié à la longueur d’onde des photons incidents, amène
naturellement à une dérivation microscopique d’un opérateur de diffusion effectif à la
façon de Shastry et Shraiman pour le Raman usuel. Comme nous l’avons montré [71], il
découle de cette dérivation, un opérateur effectif qui reste de la forme Si · Sj, mais dont
le préfacteur dépend non seulement de la polarisation, mais également de la projection
du vecteur q sur le lien i− j. Le calcul du spectre résultant peut alors se faire soit numé-
riquement (par diagonalisations exactes par exemple), soit analytiquement par ondes de
spins.
Des travaux théoriques similaires et indépendants menés par Donkov et Chubukov [72],
ainsi que par Ament et van den Brink [73, 74], ont montré un accord global entre les dif-
férents résultats pour ce qui concerne la dispersion de l’excitation bi-magnons à travers
la zone de Brillouin. Notons toutefois que l’approche prise par van den Brink est sen-
siblement différente de celle que nous (ou Donkov et Chubukov) avons adoptée : alors
que l’opérateur effectif que nous analysons peut être compris comme une simple géné-
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ralisation de l’opérateur Loudon-Fleury, van den Brink considère que le photon incident
est proche d’un seuil d’absorption pour le matériau sondé et regarde donc l’effet de la
création d’un trou de cœur sur les bandes 3d. En ce sens, l’approche de van den Brink se
place plutôt dans le cadre d’une diffusion inélastique de rayons X résonants [75] que nous
discuterons plus avant dans la partie suivante.
9.3 résultats principaux et comparaison avec l’expérience
Nous nous replaçons dans le contexte des cuprates décrits par un modèle de Hubbard
à une bande sur réseau carré, comme celui de l’Eq. (26), et nous calculons un opérateur
de diffusion effectif pour la phase isolante, dans le cas où les photons incidents sont des
rayons X. La redérivation de cet opérateur effectif de diffusion, en prenant cette fois-ci
en compte le transfert de vecteur d’onde q entre les photons et les électrons, donne un
opérateur très proche de celui de Loudon-Fleury, mais avec un préfacteur dépendant de
q. Nous obtenons
OA1g ,B1g (q) = −8t2
(
1
U + h¯ωout
+
1
U − h¯ωin
)
∑
i,δ
PA1g ,B1g (δ) Si · Si+δ cos
(
q · ri + q · δ2
)
,
où PA1g ,B1g (δ) = 1 si δ = aex et 1, ou -1 si δ = aey pour, respectivement les polarisations
A1g ou B1g.
A partir de cet opérateur, il est possible de calculer le spectre bi-magnon à travers la
zone de Brillouin. Ceci a été fait par deux méthodes différentes : ondes de spins, avec un
traitement RPA pour prendre en compte la renormalisation due aux interactions magnon-
magnon. La dispersion obtenue par ce calcul est représentée dans la partie gauche de la
figure 21, alors que la partie droite indique le résultat expérimental d’une expérience de
diffusion de rayons X effectuée par Ellis et collaborateurs sur La2CuO4. Le résultat de
notre calcul RPA, et notamment la tendance observée pour la dispersion a été contrôlée
sur la base d’expériences de diagonalisations exactes sur des clusters de tailles finies.
Pour ce qui concerne nos résultats, nous retrouvons un pic bi-magnon bien marqué
à ∼ 3J pour le centre de la zone de Brillouin qui correspond au pic vu en Raman. La
comparaison avec les mesures expérimentales est globalement satisfaisante, d’autant plus
qu’il faut remarquer deux points :
— L’absence de réponse en coin de zone (pi,pi) est une conséquence directe de notre
modèle effectif de Heisenberg avec échange uniquement aux premiers voisins. L’in-
clusion d’autres termes dans notre modèle donnerait une réponse non-nulle pour ce
point.
— Expérimentalement, la polarisation de la lumière entrante est assurée en sortie de la
ligne de lumière du synchrotron. En revanche, la lumière sortante une fois diffusée
sur l’échantillon n’est pas polarisée. Strictement parlant, nous ne sommes donc pas
en présence d’une polarisation B1g pour laquelle le calcul a été réalisé.
9.4 conclusion du chapitre
En utilisant le formalisme de Shastry et Shraiman pour des rayons X, nous avons montré
qu’il est possible de traquer une excitation électronique au travers de la zone de Brillouin
par diffusion inélastique de lumière. Cependant, cette approche simple ne prend pas en
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in Appendix A. Polarization could be another possible
explanation, since in the horizontal scattering case, the
incoming polarization has a non-zero a-axis component,
and the outgoing photon has a reduced c-axis compo-
nent, when compared to the vertical scattering geometry.
However, a more likely reason for this discrepancy is the
momentum resolution eﬀect. The momentum resolution
at q=(π,π) in the horizontal scattering experiment
extended ∼20% towards (π 0), while the q-resolution
in vertical scattering extended only ∼6% towards (π
0) (the resolution is shown as the horizontal error bars
in Fig. 3). The lower momentum resolution means
that the data obtained at nominal q=(π,π) contains
significant contributions from the neighboring q, giving
rise to non-zero intensity. When the intensity is a
rapidly varying function of q, such as may be the case
near q=(π,π),58 full resolution deconvolution would
be required to describe our intensity observations
quantitatively. Because of the higher q-resolution, and
a background-subtraction which removes non-resonant
scattering contributions, we are more confident in the
vertical scattering result at q=(π,π).
The measured spectra were each fit to a Lorentzian
plus constant background, shown by the solid lines in
Fig. 2(b)-(c). The resultant peak positions are plotted
in Fig. 3(a). In Fig. 3(b), we plot the spectral weight,
calculated by multiplying the Lorentzian peak width
and intensity parameters together. The spectral weights
in Fig. 3(b) are scaled such that the spectral weight at
q=(π, 0) is set to unity. Since there is no observable
Lorentzian peak at q=(0 0), the spectral weight there
was set to zero (and no error-bars were assigned to those
zero points).
Motivated by the original observation of the 500 meV
mode, there have been a number of recent theoretical
calculations54–59 for the dispersion of the two-magnon
peak in a Heisenberg antiferromagnet. Nagao and
Igarashi57 and the van den Brink group54,58,59 explicitly
included a core-hole interaction in their cross-section
in order to account for the eﬀects of the intermediate
state in the RIXS process. Donkov et al.56 and Vernay
et al.55 calculated a generalized momentum-dependent
Raman response for both A1g and B1g scattering
configuratations, without including core-hole eﬀects.
A comparison of the theoretical calculations and the
experimental data is provided in Fig. 3. Since the
lineshapes of the calculated spectra are typically not
Lorentzian, we chose to compare the first moment of the
computed spectra, which is likely to be a more robust
feature of the theoretical calculations. For clarity, we
include only the latest calculation from the van den
Brink group,59 and only the A1g geometry results from
Refs. 55 and 56. Although we cannot make a direct link
between the scattering geometries of RIXS and Raman
spectroscopies due to the fundamental diﬀerences in
the processes, the B1g mode has high intensity and
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FIG. 3: (Color Online) (a) Dispersion relation of the two-
magnon excitation obtained from two separate measurements
as described in the figure legend, and the lines represent the-
oretical dispersions calculated by Ament et. al.59, Donkov
et al.56 (A1g - with and without final-state magnon-magnon
interaction included in the calculation, as shown by the dash-
dotted and vertical dashed lines respectively), Vernay et al.55
(A1g), and Nagao et al.
57 The energy scale is normalized by
the magnetic exchange constant J (≈145 meV). Here we sup-
pose that 3.5J corresponds to 500 meV. The horizontal er-
ror bars span the q-resolution. (b) Spectral weight of the
background-subtracted data, defined as the product of the
Lorentzian peak intensity and linewidths; this does not in-
clude constant background, so that the spectral weight at
zone center is zero. The weights are normalized by the weight
at q=(π, 0). Same legend as in (a), two available theoretical
calculations by Ament et al. and Donkov et al. are plotted.
energy at q=0, which we do not observe in any our
RIXS data, so we compare only to the A1g calculations.
The theoretical energies, originally given in units of
J , are multiplied by the value of J to compare with
the experiment. The value of J used here is 143 meV,
so as to give 3.5J=500 meV. Given the considerable
diﬀerences between the Raman scattering and RIXS
processes, one should compare these results with caution.
Fig. 3(a) shows reasonable agreement between the
various theoretical dispersion calculations and the
experiment, especially the RIXS-specific calculations.
Discrepancies include the fact that when interactions are
included in the calculation of Donkov and Chubukov,56
the predicted energies are systematically lower than the
observed values. As pointed out by these authors, it
is possible that the random-phase-approximation-type
analysis overestimated the eﬀect of the interactions.
The calculated spectral weights are plotted for two of
the theoretical calculations56,59 in Fig. 3(b). A main
point of agreement between these calculations and
the experiment is the suppression of intensity at the
Figure 21 – Gauche : calcul par onde de spins de la dispersion du pic bi-magnon dans la zone de
Brillouin avec la polarisation B1g. Tiré de Vernay et al. [71]. Droite : dispersion du pic bi-
magnon mesurée par iffusion inélastique de rayons X pour La2CuO4 et comparaison
avec les différents calculs (les points indiqué Ver ay et al. correspondent à un calcul
de diagonalisation exacte). Tiré de Ellis et al. [76]
compte l’un des aspects essentiels liés aux rayons X. En effet, si l’énergie du photon in-
cident est suffisante, les électrons de cœur vont se coupler aux photons et effectuer des
transitions électroniques intra-site. Nou aurons alors affaire à une absorption de rayons
X (XAS), qui après relaxation peut être suivie d’une émission (XES). Ce processus, qui t ut
comme le Raman est un processus à deux photons, mais pour lequel nous faisons inter-
veni la résonance d’un espèce a mique donnée, est la diffusion inélastique d rayons
X résonants (RIXS). Nous allons présenter, dans la partie suivante, une partie de la théorie
associée à cette technique pour les systèmes de fermions corrélés.
Troisième partie
D I F F U S I O N I N É L A S T I Q U E D E S R AY O N S X R É S O N A N T S
( R I X S )
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10.1 intérêt des rayons x
La partie précédente, concernant principalement la diffusion de lumière visible, s’ou-
vrait sur un chapitre montrant la complémentarité que peut apporter les rayons X, no-
tamment grâce à une longueur d’onde plus importante, pour suivre une excitation dans
toute la zone de Brillouin. Ce n’est pas l’unique intérêt lié à ces photons de haute éner-
gie. En effet, pour les métaux de transition, les seuils d’absorption K (1s → np) ou L
(2p → nd) de la lumière consistant à promouvoir un électron de cœur vers un niveau
électronique inoccupé nécessitent tous des photons d’énergies compatibles avec les rayons
X. Ceci implique qu’en se plaçant à une énergie de photon X bien définie, proche d’un
seuil d’absorption pour un élément donné, il est possible de sonder spécifiquement cet
élément et la physique l’impliquant. Par anglicisme, les sondes utilisant les rayons X sont
donc dites element specific.
Nous voyons ainsi, qu’une part importante de la physique liée à la diffusion de rayons
X fait appel à la physique à l’échelle atomique bien connue [77] avant de déboucher sur
l’étude des excitations collectives. Il est de fait important de comprendre, en premier lieu,
quelles sont les transitions électroniques autorisées et donc les mécanismes d’absorption
et d’émission donnant lieu à des excitations locales avant de nous tourner vers une phy-
sique plus complexe. Dans la suite de ce chapitre, nous rappelons donc dans un premier
paragraphe l’origine des règles de sélections optiques, puis nous décrivons les excitations
multiplets qui peuvent être observées par diffusion inélastique de rayons X résonants. Un
exemple concernant les pnictures de fer viendra ensuite illustrer notre propos et nous
conclurons.
10.2 approximation dipolaire – transitions optiques
Absorption et règles de sélection
L’absorption de rayons X (XAS) est un processus à un photon : le spectre est obtenu
lorsqu’un photon incident est absorbé par un matériau, donnant lieu à la transition d’un
électron de cœur vers un état excité. Le spectre XAS est obtenu en évaluant la règle d’or
de Fermi
IXAS (ω) ∝ |〈ψi| O |ψ0〉|2 δ (h¯ω+ E0 − Ei) , (42)
où (|ψ0〉 , E0) fait référence à l’état fondamental et son énergie propre et (|ψi〉 , Ei) à l’état fi-
nal, h¯ω étant l’énergie du photon incident. L’opérateur O assure la transition électronique,
et est essentiellement donné par le hamiltonien de couplage électron-photon HI1 de l’Eq.
(6). Ainsi, nous avons O ∝ eλ · peik·r, eλ étant le vecteur polarisation de la lumière.
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L’approximation dipolaire électrique consiste à se placer dans la limite k · r  1 et à
tronquer le développement de l’exponentielle : eik·r ∼ 1. De la sorte, l’opérateur O peut
être récrit sous la forme suivante
O ∝ eλ · p ∝ eλ · [r,H] ∝ eλ · r. (43)
Comme nous allons développer les fonctions d’ondes |ψ0,i〉 sur la base des harmoniques
sphériques, il est plus utile, dans l’évaluation des éléments de matrice de l’Eq. (42), d’ex-
primer l’opérateur O sur la base des Ym1 : O ∝ r
(
e1Y11 + e0Y
0
1 + e−1Y
−1
1
)
.
Nous arrivons finalement au calcul d’éléments de matrice de la forme
〈ψi| O |ψ0〉 ∝
1
∑
j=−1
〈
Ymi`i
∣∣∣Y j1 ∣∣∣Ym f` f 〉 , (44)
qui sont des coefficients de Gaunt. Les relations d’orthogonalité entre les harmoniques
sphériques imposent ainsi les règles de sélection pour les transitions optiques, dans le
cadre de l’approximation dipolaire
∆` = ±1, ∆s = 0 ∆J = 0,±1. (45)
De fait, la partie concernant le spin (∆s = 0) n’est pas explicitement issue de l’Eq. (44)
puisque seule la partie orbitale est prise en compte dans notre calcul. Une approche plus
systématique, faisant naturellement intervenir le couplage spin-orbite, tirée de Uldry, Ver-
nay et Delley [78], est brièvement présentée ci-dessous à travers l’évaluation des structures
multiplets.
10.3 excitations locales – multiplets
Comme nous l’avons déjà brièvement mentionné, une absorption de rayons X concerne
en premier lieu les électrons de cœur des atomes constituant la matière. Le processus est
donc avant tout localisé sur les sites atomiques (ioniques) des matériaux sondés. Cette
approximation, ou limitation à l’analyse des excitations locales, étant posée, il nous reste
à comprendre le type de spectres auxquels nous pouvons nous attendre.
Reprenons l’exemple d’une absorption de rayons X par un ion, comme au paragraphe
ci-dessus : en comparaison de l’état fondamental, la transition électronique induite par
l’absorption du photon laisse derrière elle un trou dans un des niveaux de cœur et un
électron excédentaire dans un niveau excité. A priori, cela implique qu’au moins une des
sous-couches électroniques de l’ion considéré n’est que partiellement remplie : cette sous-
couche est dite ouverte. Tant que toutes les orbitales d’une même sous-couche sont totale-
ment remplies ou totalement vides, la sous-couche est symétrique et ses orbitales sont dé-
générées. Par contre, lorsqu’une sous-couche est ouverte, les interactions électrostatique et
spin-orbite vont lever cette dégénérescence et former une structure de multiplet atomique.
Pour comprendre l’apparition de ces multiplets, il faut partir des solutions de l’équation
de Dirac donnant les états propres électroniques . De nombreux codes, quasiment tous
exclusivement basés sur le code de Cowan [77] et ses évolutions [79], peuvent simuler
des spectres d’absorption et donc calculer les multiplets atomiques ; il faut néanmoins
remarquer que ceux-ci résolvent l’équation de Schrödinger et nécessitent donc l’ajout ad
hoc du couplage spin-orbite avec un paramètre ajustable. Afin de prendre en compte le
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Figure 22 – Levée de dégénérescence et formation de multiplet pour des éléments en p2. L’effet
du couplage spin-orbite est clairement mis en évidence lorsque Z augmente.
couplage spin-orbite de façon naturelle et explicite, et non comme une perturbation, il
devient nécessaire de baser notre calcul sur la résolution de l’équation de Dirac que nous
rappelons dans l’Appendice C.
Pour comprendre les notations et l’utilité de notre approche, prenons l’exemple le plus
simple : des éléments dont la structure électronique se termine en p2 tels que le silicium
(Si), le germanium (Ge), l’étain (Sn) ou le plomb (Pb). Les interactions électron-électron
dans la dernière sous-couche, ainsi que le couplage spin-orbite font que les trois orbitales p
ne sont plus dégénérées. Nous avons en fait 15 états électroniques possibles dont certains
sont, pour des raison de symétrie dégénérés en termes. Les termes sont représentés par
un chiffre correspondant à leur état de spin et une lettre correspondant à leur moment
orbital : nous les notons de façon formelle 2s+1L.
Si, nous prenons une approche dite LS, dans laquelle nous négligeons dans un pre-
mier temps le couplage spin-orbite, la répulsion coulombienne lève la dégénérescence en
termes : il faut coupler les degrés de libertés d’orbitales et de spins, et nous obtenons
L = L1 + L2 avec L = S, P, D et S = S1 + S2 avec S = 0, 1 pour le spin. Puis, en prenant
en compte le principe d’exclusion de Pauli, nous pouvons écarter les états interdits, par
exemple, un état avec ML = 2 (i. e. L = D) ne peut avoir que Ms = 0, ainsi seul le terme
1D, de dégénérescence 1× (2× 2+ 1) = 5, est présent. En poussant ce raisonnement plus
avant, nous trouvons les termes 3P et 1S de dégénérescence respectives 9 et 1. De plus,
si nous utilisons la première règle de Hund visant à maximiser le spin, nous trouvons
que 3P est le fondamental. Ce résultat est clairement obtenu en figure 22 dans le cas du
silicium puisque le couplage spin-orbite est quasi-nul et donc L et S sont presque de bons
nombres quantiques. Pour les éléments plus lourds que Si, comme par exemple Sn, il faut
alors prendre en compte le couplage spin-orbite qui lève la dégénérescence davantage en
une structure multiplet. Le bon nombre quantique est alors J = L + S et les états sont
notés de façon générique 2s+1LJ .
Si ce type de raisonnement reste relativement simple pour une structure multiplet telle
que celle obtenue à partir de p2, il est clair que la méthode devient vite lourde, et que,
grâce à la puissance de calcul des ordinateurs actuels, il est plus facile de systématiser le
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problème en effectuant une diagonalisation exacte de la matrice hamiltonienne contenant
la répulsion coulombienne dans la base issue du calcul des fonctions d’ondes de Dirac. Le
hamiltonien décrivant la physique du système d’électrons est donné par
He =∑
i
ei +∑
i,j
e2∣∣ri − rj∣∣ +∑i ∑n qne|ri −Rn| , (46)
où les indices i et j portent sur les électrons considérés. Le premier terme est un opérateur
diagonal à une particule contenant l’énergie cinétique, et de façon intrinsèque, le couplage
spin-orbite puisque nous partons des solutions de l’équation de Dirac. Le second membre
est la somme sur toutes les paires d’électrons de l’interaction coulombienne. Comme les
atomes pour lesquels nous simulons ces structures multiplets sont dans des solides, le der-
nier terme représente le champ cristallin modélisé par des charges ponctuelles qn situées
aux points Rn.
Pour obtenir les structures multiplets il suffit donc d’évaluer les éléments de matrice
du hamiltonien 〈ΨB| He |ΨA〉 où les fonctions d’ondes ΨA,B impliquent les parties radiales
et angulaires des solutions obtenues par résolution de l’équation de Dirac (Appendice
C). Comme la partie angulaire de ces fonctions d’ondes est donnée par des harmoniques
sphériques, l’évaluation de ces éléments de matrice est plus aisée si les différents termes de
l’Eq. (46) sont exprimés dans cette même base. Nous avons par exemple la décomposition
suivante
Ve−e =
1∣∣ri − rj∣∣ =
∞
∑
`=0
`
∑
m=−`
4pi
2`+ 1
r`i
r`+1j
Ym` (θi, ϕi)
∗ Ym`
(
θj, ϕj
)
, avec ri < rj.
Nous voyons donc que l’évaluation des éléments de matrice n’impliquent que le calcul
d’intégrales simples pour la partie radiale et de coefficients de Clebsch-Gordan ou Gaunt
pour la partie angulaire. Une fois la matrice remplie, il ne reste plus qu’à la diagonaliser
par une procédure numérique habituelle pour obtenir les énergies propres et vecteurs
propres de la structure multiplet. Ceux-ci, notés pour le fondamental (E0,ψ0) et (Ei,ψi)
pour les états excités peuvent alors être utilisés dans l’Eq. (42) pour calculer, par exemple,
un spectre XAS.
Un exemple concret est donné par la simulation du spectre au seuil d’absorption L
du vanadium (2p → 3d) dans le composé de type perovskite YVO3. Formellement, nous
avons des ions V2+ dans un environnement cubique et donc la transition optique est
donnée par 2p63d2 → 2p53d3. Le résultat de cette simulation, réalisée sans ajustement de
paramètre et la comparaison avec l’expérience sont données en figure 23. Essentiellement,
deux pics importants sont obtenus : le premier à environ 517eV, le second à environ 525eV.
Le schéma global de cette structure bi-modal se retrouve dans pratiquement toutes les
simulations d’absorption au seuil L pour les métaux de transition, il s’agit simplement de
la séparation des niveaux 2p1/2 et 2p3/2 due au couplage spin-orbite. Les structures de
pics plus fines à l’intérieur de ces deux enveloppes sont, quant à elles, liées à la levée de
dégénérescence dans la sous-couche d due aux interactions électron-électron et au champ
cristallin.
10.4 diffusion inélastique résonante de rayons x
Les deux paragraphes précédents nous ont permis de comprendre que le spectre d’ab-
sorption XAS fait intervenir un seul photon permettant une transition électronique d’un
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Figure 23 – Spectre XAS pour YVO3 au seuil d’absorption L du vanadium, la simulation repré-
sente le spectre issu des multiplets atomiques.
état fondamental vers un état final excité. Le processus inverse (impliquant également un
seul photon) part d’un état excité de haute énergie pour arriver à un état plus bas en
énergie en émettant un photon. Il s’agit de spectroscopie d’émission de rayons X (XES).
Une absorption suivie d’une émission dans le domaine des rayons X est, tout comme la
diffusion Raman pour le visible, un processus à deux photons : un entrant et un sortant.
Pour décrire ce phénomène, il faut donc nous tourner de nouveau vers la règle d’or de
Fermi donnée en Eq. (29). Plus particulièrement, lorsque nous parlons de diffusion réso-
nante de rayons X (RIXS), il faut garder en tête que l’énergie du photon incident h¯ωin est
proche d’un seuil d’absorption, le déterminant En − E0 − h¯ωin est donc petit. De ce fait, le
second terme de l’Eq. (29) devient dominant, et fait intervenir non seulement un état initial
et final, mais également un état intermédiaire ayant un temps de vie fini qu’il est possible
de modéliser par un taux de relaxation Γn. Nous sommes alors à la résonance, et en ne
gardant que le terme principal, nous arrivons à la formule dite de Kramers-Heisenberg
I
(
ωin,Ω = ωin −ω f
)
∝∑
f
∣∣∣∣∣∑n
〈
Ψ f
∣∣O† |Ψn〉 〈Ψn| O |Ψ0〉
En − E0 − h¯ωin − iΓn
∣∣∣∣∣
2
δ
(
E0 − E f + h¯Ω
)
. (47)
Où les opérateurs O et O† dépendent de la polarisation des photons entrant et sortant,
comme noté dans les Eqs. (43) et (44). Ainsi, nous obtenons les mêmes règles de sélections
qu’à l’Eq. (45). Il faut cependant remarquer qu’il est techniquement difficile de polariser
les rayons X sortants et que bien souvent ce n’est pas réalisé expérimentalement, il suffit
alors de ne pas prendre en compte la polarisation pour l’opérateur O†.
L’intensité diffusée donnée par l’Eq. (47) dépend explicitement de l’énergie du photon
incident et de la perte d’énergie. Les pics d’un spectre RIXS sont donc étendus dans deux
directions ; selon ωin, leur largeur est avant tout donnée par la durée de vie de l’état
intermédiaire Ψn, et donc du temps de vie du trou de cœur créé lors de l’absorption avant
qu’il ne se recombine. Cet effet d’élargissement du pic dans cette direction est donc lié
intrinsèquement à la physique et à la dynamique du système étudié. En revanche, bien
qu’il existe un élargissement lié au temps de vie de l’état final, la largeur des pics suivant
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Figure 24 – Spectres XAS et RIXS pour le composé BaFe2As2 au seuil d’absorption L du fer. (a)
Résultats expérimentaux, mesurés par W. L. Yang et al. pour des spectres de XAS et de
RIXS pour une énergie de photon incident h¯ωin = 707.9eV. (b) Simulation de spectre
XAS réalisée grâce au logiciel multiX ; (c) spectre RIXS pour une énergie de photon
incident de h¯ωin = 708eV.
l’axe de perte d’énergie h¯Ω est due à un élargissement de la fonction δ de Dirac qui
provient, pour sa plus grande part, essentiellement des limitations expérimentales.
10.5 application à BaFe2 As2
La découverte de composés ferreux supraconducteurs à des températures critiques rela-
tivement élevées par Kamihara et al. [80] a ouvert un nouveau champ de recherches pour
les matériaux à hautes Tc . En particulier, une des questions qui s’est rapidement posée
était la suivante : pouvons-nous adapter notre savoir-faire concernant les propriétés élec-
troniques des cuprates à ces pnictures de fer ? Répondre à cette question implique, par
exemple, de déterminer si les corrélations électroniques ont un rôle important dans ces
nouveaux composés.
Prenons l’exemple du composé BaFe2As2, dans ce cas, la question des corrélations est
particulièrement pertinente ; en effet, les orbitales 4p des As étant a priori très délocali-
sées, il est fort probable que la répulsion coulombienne U ne soit pas grande devant la
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largeur de bande. Sur la base de mesures expérimentales de spectres XAS et RIXS, nous
avons montré [81] en comparant avec des simulations que l’effet des corrélations dans les
pnictures de fer demeure relativement faible.
Pour illustrer cela, la figure 24 présente des spectres expérimentaux mis en regard avec
des simulations utilisant uniquement la structure de multiplets décrite plus haut. Ainsi,
un spectre RIXS est décrit par les transitions électroniques 2p63d6 → 2p53d6 → (2p63d6)∗.
Il est tout à fait remarquable que le spectre d’absorption soit bien reproduit par cette
approche simple n’impliquant qu’un site de fer et son environnement sous forme d’une
distribution de charges ponctuelles. Nous ne remarquons globalement que la séparation
des seuils L2 − L3 due à l’interaction spin-orbite. Si le composé était dans une limite for-
tement corrélée, il ne serait pas possible de décrire aussi bien les états initial et finals par
une méthode ne faisant intervenir qu’un seul site : nous aurions la signature provenant
d’effets collectifs marqués par la présence de pics satellites dans le spectre. Le spectre RIXS
issu de la simulation ne donne pas, au premier coup d’œil, un si bon accord avec l’expé-
rience. Si le spectre s’étale pour une perte d’énergie comprise entre 0 eV et 10 eV comme
le spectre expérimental, il est de prime abord plus structuré. Ces structures reflètent les
multiplets atomiques des états
(
2p63d6
)∗, cependant, il faut bien garder en mémoire que
notre modèle ne prend pas en compte les hybridations entre les sites Fe et As qui vont
avoir pour effet d’élargir les pics déjà présents. L’effet final sera donc la formation d’un
seul gros pic asymétrique comme observé expérimentalement.
10.6 conclusion du chapitre
A travers ce chapitre, nous avons pu aborder ce que nous entendons par spectroscopie
d’absorption XAS et par diffusion résonante inélastique de rayons X. Nous avons montré
que nous avons développé un code (multiX) permettant de simuler ces spectres. Parmi
les avantages que présente le code multiX [78] par rapport aux autres développements
numériques, nous pouvons citer la prise en compte systématique du couplage spin-orbite
via l’équation de Dirac ainsi que le traitement du champ cristallin dans l’espace direct
par la présence de charges ponctuelles. Notons que cette méthode purement numérique
permet des simulations simples à mettre en œuvre quel que soit l’environnement cristallin,
y compris s’il ne s’agit pas d’un sous-groupe du cube.
Cependant, l’approche présentée dans ce chapitre ne permet que d’estimer les excita-
tions électroniques sur site : si les interactions électron-électron sont prises en compte à
l’échelle de l’atome, ce n’est pas le cas pour les corrélations inter-sites pouvant donner
lieu à des excitations plus pertinentes dans le contexte des systèmes de fermions corrélés.
Il n’en demeure pas moins que la description des excitations multiplets doit être effectuée
puisque les pics associés à ce type d’excitations sont souvent les plus marqués dans les
spectres RIXS aux seuils L des métaux de transition. Cette première étape est donc néces-
saire afin de pouvoir interpréter les spectres expérimentaux et ainsi démêler les excitations
locales des excitations collectives.
L’étape suivante va donc consister, grâce à d’autres modèles, à étudier les signatures de
ces excitations inter-sites dans les spectres RIXS.

11
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Comme nous l’avons évoqué dans la première partie, les systèmes électroniques forte-
ment corrélés ont des excitations élémentaires qui peuvent être décrites par des modèles
spécifiques, par exemple issus de Hubbard et ses descendants, qui demeurent en appa-
rence rudimentaires. Mais la complexité des diagrammes de phases, tant du point de vue
théorique que du point de vue expérimental [82], sous-entend une richesse qui doit aller
au-delà d’une analyse simpliste.
Si la diffusion résonante de rayons X permet de détecter des excitations locales, elle peut
aussi s’avérer complémentaire à d’autres sondes pour étudier les excitations à plusieurs
corps [83] et, ne faisant appel qu’à des photons, elle peut parfois être la technique de choix
pour des études sous contrainte extrême [84]. Les approches de théorie de fermions corré-
lés sont alors utiles à l’interprétation des spectres [75]. Nous proposons dans ce chapitre
d’étudier comment les spectres RIXS peuvent être analysés afin d’étudier les excitations
fondamentales inter-sites dans les solides, plus précisément, les travaux présentés ici se-
ront concentrés sur des oxydes de cuivre. Nous analyserons les spectres pour différents
composés à base d’ions Cu2+, aux seuils d’absorption K et L du cuivre.
11.1 excitations de charge au seuil K du cuivre : singulet de zhang-rice
Nous allons étudier dans ce paragraphe les excitations qui peuvent être détectées par
RIXS au seuil d’absorption K d’un métal de transition ; à cette fin, nous prendrons l’exemple
de deux oxydes de cuivre CuGeO3 et Li2 CuO2 [85] dont les structures cristallines sont
données en figures 25. Dans les deux cas, les charges formelles portées par les éléments
constituant les composés donnent des ions cuivre Cu2+, donc ayant une structure électro-
nique en 3d9, soit un trou (S = 1/2) dans la sous-couche 3d. Les sites de cuivre forment
des chaînes de plaquettes cuivre-oxygène partageant une arête, 1 les orbitales 3d du cuivre
pouvant s’hybrider avec les orbitale 2p des oxygènes voisins. Le processus d’absorption
au seuil K du cuivre est 1s24p0 → 1s14p1.
Deux remarques doivent alors être faites :
— l’effet de la répulsion coulombienne ou du couplage spin-orbite dans les sous-couches
concernées par la transition est nul, nous n’aurons donc pas de structure multiplet
comme cela a pu être évoqué pour le cas des seuils L au chapitre précédent ;
— le processus d’absorption décrit ci-dessus ne fait a priori intervenir ni les orbitales 3d
du cuivre, ni les orbitales 2p de l’oxygène qui, en s’hybridant forment les bandes du
modèle de Hubbard décrivant les propriétés électroniques des composés.
Dès lors, nous pouvons nous demander quel va être le mécanisme permettant de sonder
la physique relevant du modèle de Hubbard grâce à ce type de spectroscopie. En effet,
comme l’ont remarqué van den Brink et van Veenendaal [86], la transition optique induite
ici au seuil K du cuivre ne promeut pas directement un électron dans les sous-couches 3d,
1. Nous avons ici le cas typique de liaisons Cu− O− Cu à 90o comme nous l’avons évoqué lors de la
discussion sur les règles GKA et en figure 4.
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(a)
=3.9 eV and !=6.2 eV. This energy cost arises from the
higher oxygen site energies as well as the reduction in ex-
change energy gain with the Cu spin.
The CuGeO3 structure in Fig. 6 is different from the one
of Li2CuO2: the copper chains run now along the c direction
and they are tilted from the main-axis planes. We present in
Fig. 7!a" the 4p projected DOS for CuGeO3. The coordinates
system for which the calculation has been done corresponds
to the one presented in Fig. 6. As one can see, the result is
strongly dependent on polarization: the density of 4py is
peaked around #8 eV, the 4pz density has its stronger
weight around #18 eV and is much broader.
The corresponding RIXS results are shown for photon
polarizations along py and pz in Figs. 7!b" and 7!c", respec-
tively. The overall shape of the spectra does not change
much compared to the unconvoluted results !see Fig. 5": one
can still identify clearly a low-energy Zhang-Rice peak and a
brighter d10L peak at higher energy as well as the poorly
screened d9 excitation peak. The main difference is a shift on
the incident photon energy axis, of #12 eV for py and
#21 eV for pz.
These results are compared to the recent experimental
spectrum obtained by Hill et al.25 in Figs. 8 and 9. In this
experiment, a CT !d10L" peak at !$6.5 eV and the ZRS
peak as well, closer to the elastic line, at about #3.8 eV,
were identified. These two observed peaks correspond to the
two peaks seen in Fig. 5.
(a) (b)
FIG. 4. !a" Experimental data for Li2CuO2 by Kim et al. in Ref. 8. !b" Calculated RIXS spectrum for parameters corresponding to
Li2CuO2 convoluted with the 4p DOS.
FIG. 5. !Color online" RIXS spectrum as a function of photon
energy transfer and incident photon energy for parameters corre-
sponding to CuGeO3, as defined in the text. FIG. 6. !Color online" CuGeO3 structure.
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The projected 4p DOS is calculated using linearized aug-
mented plane wave method !LAPW" in a coordinate system
consistent with experiment.24 In the following section, we
present results for different edge-shared cuprates Li2CuO2
and CuGeO3.
1. Li2CuO2
For Li2CuO2, the 4p projected DOS is shown in Fig. 3!a".
The 4pz DOS has two sharp peaks at roughly 17 eV, with
subdominant peaks as shoulders to the main peak. The re-
sulting RIXS spectrum for z photon polarizations shown in
Fig. 3!b" thus has a shifted d-intersite ZRS resonance at
%4p−"i'19 eV instead of 2.2 eV in Fig. 2, yet remains
sharply peaked even though the 4pz bandwidth is over 20 eV
wide. The d10L CT and poorly screened excitation at &
'5 eV are likewise shifted to higher resonance frequencies.
The 4px DOS in Fig. 3!a" has a double-peak structure,
with a single sharp peak at 4 eV and a tightly structured set
of peaks around 10 eV. The resulting RIXS spectrum for
photon polarizations along the x axis, given in Fig. 3!c",
clearly shows two split resonances at '6–7 eV and
'13 eV, a shift of the raw RIXS spectrum !Fig. 2" by the
4 eV and 10 eV 4px DOS peaks. The difference in the rela-
tive intensities between Figs. 3!b" and 3!c" is due to the fact
that the DOS for the pz orbitals is more intense at its maxi-
mum than for the px orbital.
Figure 4 displays a side-by-side comparison of the present
theory and recent experimental data by Kim et al.8 on
Li2CuO2. The theory and experimental curves show striking
similarities in both the energy transfer and the incoming pho-
ton energy range. The energy scale, prominence of the local
CT excitation, and the double resonance profile shown in
Figs. 1, 2, and 4 correspond well to the RIXS experiments.
We remark that while Ref. 8 attributed the weak 2.1 eV peak
to an interatomic d-d excitation, and the strong peak at
5.4 eV peak to local CT excitation, in view of our results, we
may associate the low-energy excitation with the d-intersite
ZRS excitation. We note that since we have not fine tuned
the oxygen orbital orientations in Li2CuO2, the strength of
this excitation may be overestimated. The weak peak ob-
served at 7.6 eV, however, has no correspondence in our
calculations. This peak may be associated with a local CT
excitation into states with different ligand symmetries or-
thogonal to the ZRS ligand states, which may become acces-
sible once oxygen 4p-2p interactions are included.
2. CuGeO3
As pointed out in Ref. 6, the large valency of Ge4+ nearby
the CuO planes increases the Madelung energy difference
between the Cu and planar O sites in CuGeO3 compared to
LiCuO2, leading to the values '=4.9 and 3.2 eV, respec-
tively, for each system. Since this energy scale largely deter-
mines the energies of the d-intersite ZRS and the separation
in energy to the local CT excitation, the RIXS spectrum and
resonance profile should be largely different in the two cases.
In a first approach, as we did for Li2CuO2, we present in
Fig. 5 a nonconvoluted RIXS spectrum for parameters cor-
responding to CuGeO3, which are the same set of parameters
as before apart from the change tpd=1.23 eV and '
=4.9 eV. The larger value of ' leads to several changes
compared to the RIXS spectrum for Li2CuO2 parameters (see
Fig. 2!a"). First, we note that the d-intersite ZRS peak has
moved higher in energy from the d9 and core-hole ground
states, lying at a photon energy transfer & of 3.1 eV, and
resonant at a higher incident photon energy "i−%4p-1s
=3.1 eV. The bonding- antibonding splitting is smaller and
the resonant peaks are more sharp. In addition, the CT !d10L"
excitations move higher in energy, lying at "i−%4p-1s
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FIG. 3. !Color online" !a" Cu 4p partial density of states for
Li2CuO2. !b" RIXS spectrum for parameters corresponding to
Li2CuO2, convoluted with the pz-DOS. !c" RIXS spectrum for pa-
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Figure 25 – Structure cristallines de (a) CuGeO3 et (b) Li2CuO2.
et donc, le nombre de charges dans les sous-bandes de Hubbard est conservé au cours du
processus RIXS. Pourtant, la spectroscopie RIXS au seuil K permet une étude indirecte des
excitations électroniques du modèle de Hubbard.
Reprenons la formule de Kramers-Heisenberg de l’Eq. (47), et analysons les états initial
|Ψ0〉 et intermédiaire |Ψn〉 : à l’état fondamental |Ψ0〉, les deux composés considérés étant
isolants, nous avons essentiellement un trou sur chaque site de cuivre, soit 3d9 ; pour
ce qui est de l’état intermédiaire, la configuration électronique du site de cuivre devient
1s1...3d94p1. Un trou de cœur a été formé et va interagir via interaction coulombienne
UQ avec le trou de la couche 3d formant les bandes de Hubbard. 2 Comme l’orbitale 1s
est très localisée, la répulsion coulombienne est importante et peut être estimée à UQ '
8 eV qui est plus important que l’énergie de transfert de charge habituellement estimée
pour les cuprates[87, 88] ∆ = ep − ed ' 3.5 eV. L’existence d’une intégrale de saut non-
nulle tpd entre les orbitales 3d du cuivre et les orbitales 2p des oxygènes voisins fait que
le coût énergétique de la répulsion UQ peut être évité en délocalisant la charge sur les
ligands. Il existe alors deux façon de délocaliser le trou sur les ligands : soit il est délocalisé
directement sur les 4 ligands voisins du cuivre, auquel cas un état excité noté d10L est
formé ; soit il est délocalisé sur les 4 ligands voisins de la plaquette adjacente tout en
formant un singulet de spin avec le trou du site de cuivre voisin, formant dans ce cas un
singulet de Zhang-Rice (Zhang-Rice Singlet (ZRS))[89]. 3 Il faut noter que le ZRS est plus
bas en énergie que l’état d10L puisque non seulement le trou sur les ligands gagne de
l’énergie en se délocalisant via les intégrales de sauts inter-oxygènes tpp, mais l’état est
davantage stabilisé par la formation du singulet et l’énergie d’échange ∝ t2pd/∆.
A travers ce raisonnement simple, nous constatons donc que le spectre RIXS, à basse
énergie, doit comporter deux pics : l’un signature de la formation de singulets de Zhang-
Rice, l’autre pouvant être assigné à une excitation d10L.
2. Nous pouvons bien entendu légitimement nous poser la question d’une interaction coulombienne entre
les couches 3d et 4p, cependant, il s’avère que celle-ci est négligeable, les orbitales 4p étant très étendues et
donc les charges délocalisées.
3. L’état ZRS étant aussi parfois noté d9L.
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Figure 26 – Cluster utilisé pour simuler les chaînes cuivre-oxygène CuGeO3 et Li2CuO2. Les orbi-
tales dx2−y2 des sites de cuivre sont représentées en bleu, les deux orbitales px et py
sont en rouge sur chaque site d’oxygène.
La simulation de ce type de spectre afin d’obtenir la position des pics d’excitations
décrits ci-dessus ne peut donc pas se faire dans le cadre d’un modèle de Hubbard à une
bande, puisque dans ce cas, il s’agit déjà d’un modèle effectif. Nous devons donc partir
d’un modèle de Hubbard multi-bandes incluant les sites de cuivre et les ions oxygène. La
partie cinétique du hamiltonien entre deux sites i et j, pour un trou de spin σ est donnée
par
HKijσ = tpdPi,j p†i,σdi,σ + tppP′i,j p†i,σpi,σ + t′pp p′†i,σpi,σ +H.c. , (48)
alors que la partie potentielle est
HUi = Uddd†i,↑di,↑d†i,↓di,↓ +Upp
(
p†i,↑pi,↑p
†
i,↓pi,↓ + p
′†
i,↑p
′
i,↑p
′†
i,↓p
′
i,↓
)
, (49)
où d†i,σ (di,σ)crée (annihile) un trou de spin σ sur un site de cuivre i, les opérateurs p, et
p′ faisant de même pour les orbitales d’oxygène. Les opérateurs Pi,j et P′i,j représentent les
facteurs de phases dus aux recouvrement des orbitales. Les répulsions coulombiennes sur
sites sont notées Udd pour le cuivre et Upp pour l’oxygène. Une représentation schématique
des orbitales le long de la chaîne cuivre-oxyde est donnée en figure 26. Le hamiltonien
total décrivant les excitations élémentaires au sein des sous-bandes de Hubbard est donc
donné par HHb = ∑〈i,j〉,σHKijσ +∑iHUi . Or, nous avons vu que la transition induite par le
photon incident au cours du processus RIXS fait intervenir une répulsion coulombienne
sur un site de cuivre, que nous noterons le site 0 ; si nous voulons prendre cet effet en
compte, il nous faut donc ajouter un terme au hamiltonien
HQ = UQ ∑
σ,σ′
d†0,σd0,σ
(
1− s†0,σ′s0,σ′
)
, (50)
où l’opérateur s†0 (s0) crée (annihile) un électron de cœur 1s.
En prenant un jeu de paramètre standard pour les cuprates il est d’ores et déjà possible
de simuler un spectre RIXS général en effectuant des diagonalisations exactes sur des pe-
tits clusters. Il suffit alors de reprendre la formule de Kramers-Heisenberg de l’Eq. (47) et
de l’évaluer en effectuant deux séries de diagonalisations : une première sans la présence
de trou de cœur, qui donnera les états |Ψ0〉 et
∣∣Ψ f 〉 ainsi que leurs énergies propres as-
sociées E0 et E f ; puis, une seconde, pour laquelle le trou de cœur sera présent, donnant
les états intermédiaires |Ψn〉 d’énergies propres En. Les intégrales de recouvrement ainsi
que les sommes de la formule de Kramers-Heisenberg peuvent alors être effectuées pour
obtenir le spectre RIXS que nous présentons en figure 27.
Il faut cependant remarquer que le spectre simulé sur cette figure est un spectre gé-
nérique, montrant simplement qu’il est possible, par spectroscopie RIXS au seuil K du
74 excitations inter-sites détectées par rixs
ergy states in order to obtain both the resonance profile !de-
pendence on incident photon energies" as well as the inten-
sities of prominent peaks in the spectrum. Since the core-
hole interaction is essentially local in nature !on-site
Coulomb repulsion", leading to only a slight delocalization
of the charge, we checked that the cluster size does not play
a crucial role in the qualitative shape of the spectra. In that
sense, the calculations done in the present paper add more
information and provide a more direct access to the relevant
RIXS excitations compared to other techniques used in pre-
vious studies in the context of standard cuprates.14 These
studies treated the one-band Hubbard model where the
Zhang-Rice singlets are, by construction, already formed,
and focused only on the momentum dependence of the Mott
gap excitation. By treating the problem in a multiband
model, the formation of Zhang-Rice excitations comes natu-
rally in the problem and its signature in the RIXS intensity,
peak dispersion, and resonance profile can be directly ad-
dressed. In fact, it is widely recognized that the gap is a
charge transfer gap which involves transition from oxygen
2p to copper 3d states.15
III. RESULTS AND DISCUSSIONS
A. Preliminary remarks
In core level x-ray photoelectron spectroscopy !XPS", the
final state corresponds to an intermediate state in the RIXS
process. We first plot the XPS spectrum for both edge-shared
cluster Cu5O12 and corner-shared cluster Cu5O16 in Fig. 1. In
both cases, the prominent features correspond largely to !1" a
nonlocally screened d-intersite ZRS !d9L" feature at 2.2 eV,
where the core hole has pushed a d9 hole from the on-site Cu
onto the oxygen ligands in the neighboring plaquette; !2" a
local charge transfer !CT" excitation !d10L" at 3.5 eV,
whereby the screening of the core hole comes from the hole
transfer from copper to oxygen on the same plaquette;16 and
!3" a 10 eV high-energy poorly screened d9 Cu hole on the
core-hole site. These results are quantitatively similar to
those presented earlier,17 apart from a more realistic value of
the exchange J in the corner-shared geometry. We note that
x-ray absorption spectra in an extended system can be ob-
tained from our XPS spectrum via a convolution with the
copper 4p DOS, giving a broad absorption edge followed by
spectral intensity extending higher in energy governed by the
4p bandwidth.
These excitations, present in both corner- and edge-shared
geometries, occur at roughly the same energy since they are
governed by charge transfer energies and the exchange
!tpd
2 /" between copper and oxygen: the Cu-Cu exchange
does not play a major role in setting these energy scales.
The main difference concerns the prominence of the non-
locally screened d-intersite ZRS excitation in the corner-
shared compared with the edge-shared systems. While the
ZRS accounts for nearly 80% of the ground state wave func-
tion including the core hole for the corner-shared plaquettes,
it is approximately 56% for the edge-shared system, reflect-
ing the number of oxygen hybridization pathways available
in the edge-shared configuration.18 Thus, while the energy is
comparable in both systems, the matrix elements are much
weaker at the ZRS scale in the edge-shared compared to
corner-shared systems. In addition, the mobility of the ZRS
for each geometry determines the peak widths, reflecting the
splitting between bonding and antibonding ZRSs on sites
neighboring the core hole. In the case of the corner-shared
systems, this corresponds to 2t=−0.7 eV, while due to the
orientation of the orbitals in the edge-shared systems, the
splitting is 2t!=0.3 eV. As a result, the locally screened d10L
peak at 3.1 eV is much larger in edge shared compared to
corner shared. This has led the phenomenon of high-
temperature superconductivity, occurring in corner-shared
compounds and absent in edge-shared compounds, to be as-
sociated with the stability of the ZRS.19 We note that the
primary role of the oxygen orientation in the formation of the
ZRS is not captured in single-band Hubbard model calcula-
tions.
B. Resonant inelastic x-ray scattering results:
Attribution of the peaks
The aim of this section is to discuss the overall shape of
the RIXS spectrum and resonant profile for a Cu3O8 cluster
in the inset of Fig. 2!a". We show how to attribute to each
peak the corresponding excitation, as an example, we have
chosen the same parameters as for XPS in Fig. 1, appropriate
for Li2CuO2. From here on, we set # equal to 1. Here, the
intermediate state core hole is included on the edge of the
cluster. The calculations are also performed for different lo-
cations of the core hole on the cluster, which has one hole
per copper plaquette. While the results differ slightly for dif-
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FIG. 2. !Color online" !a" RIXS spectra for Cu3O8 cluster as a
function of photon energy transfer $ and incident photon energy %I,
measured relative to the binding energy &4p−1s. The inset shows a
contour map over large frequencies. Matrix elements for Cu3O8 are
shown in !b" and !c", for the main peaks in RIXS at !%i
−&4p−1s ,$"= !2.2,2.2" and !3.1,5.07", eV respectively. Here, the left
and right eigenvectors is the core hole and final states, respectively,
and the dot and the circle represent a singlet state formed by a hole
on the copper site !dot" and a hole delocalized on the oxygens
having the ZR symmetry !circle".
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ergy states in order to obtain both the resonance profile !de-
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sities of prominent peaks in the spectrum. Since the core-
hole interaction is essentially local in nature !on-site
Coulomb repulsion", leading to only a slight delocalization
of the charge, we checked that the cluster size does not play
a crucial role in the qualitative shape of the spectra. In that
sense, the calculations done in the present paper add more
information and provide a more direct access to the relevant
RIXS excitations compared to other techniques used in pre-
vious studies in the context of standard cuprates.14 These
studies treated th e-band Hubbard model where the
Zhang-Rice singlets are, by construction, already formed,
and focused only on the momentum dependence of the Mott
gap excitation. By treating the problem in a multiband
model, the formation of Zhang-Rice excitations comes natu-
rally in the problem and its signature in the RIXS intensity,
peak dispersion, and resonance profile can be directly ad-
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charge transfer gap which involves transition from oxygen
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nonlocally screened d-intersite ZRS !d9L" feature at 2.2 eV,
wh re the cor hole has pushed a d9 hole from the on-site Cu
onto the xygen ligands in the neighboring plaquette; !2" a
local charge transfer !CT" excitation !d10L" at 3.5 eV,
whereby the screening of the core hole comes from the hole
transfer fro copper to oxygen on the same plaquette;16 and
!3" a 10 eV high-energy poorly screened d9 Cu hole on the
co e-hole site. These results are quantitatively similar to
those presented earlier,17 apart from a more realistic value of
the exchange J in the corner-shared geometry. We note that
x-r y absorption spectra in an extended system can be ob-
tained from our XPS spectrum via a convolution with the
copper 4p DOS, giving a broad absorption edge followed by
spectral intensity extending higher in energy governed by the
4p bandwidth.
These excitations, present in both corner- and edge-shared
geometries, occur at roughly e same energy since they are
governed by charge transfer energies and the exchange
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does not play major role in sett ng these en rgy scal s.
The main difference concerns the prominence of the non-
locally screened d-intersite ZRS excitation in the corner-
shared compared with the edge-sha ed systems. While the
ZRS accounts for nearly 80% of the ground state wave func-
tion including the core hole for the corner-shared plaquettes,
it is approximately 56% for the edge-shared system, reflect-
ing the number of oxygen hybridization pathways available
in the edge-shared configuration.18 Thus, while the energy is
comparable in both systems, the matrix elements are much
weaker at the ZRS scale in the edge-shared compared to
corner-shared systems. In addition, the mobility of the ZRS
f r each geometry determines the peak widths, reflecting the
splitting between bonding and antibonding ZRSs on sites
neighboring the core hole. In the case of the corner-shared
syst ms, this corresponds to 2t=−0.7 eV, while due to the
orientation of the orbitals in the edge-shared systems, the
splitting is 2t!=0.3 eV. As a result, the locally screened d10L
peak at 3.1 eV is much larger in edge shared compared to
corner shared. This has led the phenomenon of high-
temperature superconductivity, occurring in corner-shared
comp unds and absent in edge-shared compounds, to be as-
sociated with the stability of the ZRS.19 We note that the
primary role of the oxygen orientation in the formation of the
ZRS is not captured in single-band Hubbard model calcula-
tions.
B. Resonant inelastic x-ray scattering results:
Attribution of the peaks
Th aim of this section is to discuss the overall shape of
the RIXS spectrum and resonant profile for a Cu3O8 cluster
in the inset of Fig. 2!a". We show how to attribute to each
peak the corresponding excitation, as an example, we have
chosen the same parameters as for XPS in Fig. 1, appropriate
for Li2CuO2. From here on, we set # equal to 1. Here, the
intermediate state core hole is included on the edge of the
cluster. The calculations are also performed for different lo-
cations of the core hole on the cluster, which has one hole
per copper plaquette. While the results differ slightly for dif-
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FIG. 2. !Color online" !a" RIXS spectra for Cu3O8 cluster as a
function of photon energy transfer $ and incident photon energy %I,
measured relative to the binding energy &4p−1s. The inset shows a
contour map over large frequencies. Matrix elements for Cu3O8 are
shown in !b" and !c", for the main peaks in RIXS at !%i
−&4p−1s ,$"= !2.2,2.2" and !3.1,5.07", eV respectively. Here, the left
and right eigenvectors is the core hole and final states, respectively,
and the dot and the circle represent a singlet state formed by a hole
on the copper site !dot" and a hole delocalized on the oxygens
having the ZR symmetry !circle".
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Figure 27 – a) Spectre RIXS simulé à partir de diagonalisations exactes sur un cluster de taille
finie, l’énergie du photon incident h¯ωi a été décalée d’une valeur correspondant au
seuil d’absorption K du cuivre e4p−1s ' 9 keV. b) et c) Analyse des intégrales de
recouvrement donnant lieu aux excitations ZRS à h¯Ω ' 2.2 eV, et d10L à h¯Ω ' 5.1 eV.
cuivre d’observer les excitations de charges inter-sites du type ZRS ou d10L. Pour avoir
un comparaison possible avec l’expérience dans le cas des composés qui nous intéressent
(CuGeO3 et Li2CuO2), il faut, d’une part reprendre les calculs en adaptant les paramètres
du hamiltonien des Eqs. (48) et (49) aux matériaux considérés ; et, d’autre part, ne pas
oublier que l’électron de cœur est promu dans la bande 4p du cuivre. Si nous voulons
pouvoir comparer le spectres simulés aux spectres expérimentaux sans effectuer de déca-
lage par rapport au seuil d’absorption K du cuivre, comme nous l’avons fait dans la figure
27, il faut donc prendre en compte la densité d’é ats (DO ) de a bande 4p : un électron
ne peut être promu que si la DOS est no -nulle.
Toutefois, comme nous l’avons déjà souligné, les états 4p n’interagissent que très peu
avec la dynamique des charges au sein des sous-bandes de Hubbard, leur prise en compte
dans la simulation des spectres peut donc simplement être faite en effectuant une convo-
lution du spectre RIXS calculé selon la procédure décrite plus haut, pour les paramètres
de CuGeO3, avec la densité d’états 4p calculée par théorie de la fonctionnelle de densité
(DFT). Le spectre est alors donné par la formule de Kramers-Heisenberg modifiée
I (ωi,Ω) ∝∑
f
∣∣∣∣∣∑n
∫
de4pN4p
(
e4p
) 〈Ψ f ∣∣O† |Ψn〉 〈Ψn| O |Ψ0〉
En − E0 − h¯ωi − iΓn
∣∣∣∣∣
2
δ
(
E f − E0 − h¯Ω
)
, (51)
N
(
e4p
)
étant la densité d’états. Une comparaison avec les spectres expérimentaux est
donnée en figure 28. Comme nous pouvons le constater, la pos ion des pics est bien r -
produite, tant pour ce qui concerne la perte Raman que pour l’énergie du photon incident.
La précision liée à cette dernière provient de la prise en compte de la densité d’états 4p et
de sa structure dans le calcul du spectre RIXS. En revanche, le poids relatif du pic ZRS par
rapport au pic d10L demeure plus important dans les courbes expérimentales ; il faut no-
ter ici que l’élargissement pris dans la direction de la perte Raman joue un rôle important
et peut dépendre de manière non triviale de la perte d’énergie.
Des expériences par Mon ey et al. [90], avec des photons moins énergétiques, au seuil
d’absorpti n K de l’oxygène (transition 1s → 2p) ont été réal sées sur ces mêmes com-
posés, l’intérêt étant, cett fois-ci de sonder directement les bandes de Hubbard et égale-
ment d’avoir une meilleure résolution à basse énergie. Monney et collaborateurs ont ainsi
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2–7 eV. We again remark that d-d excitations are not cap-
tured in the model, and further, that spin-flip excitations,
which require large clusters to observe bimagnon spin rear-
rangements at long wavelengths, are also very weak. Better
agreement of the calculated spectra with experiment may be
obtained by using more refined cluster parameters, multipole
couplings, and more accurate representation of resolution
broadening.
A polarization dependent RIXS experimental study, for
Li2CuO2, should find significant differences in the resonant
profiles for in-plane polarization and polarization perpen-
dicular to the CuO2 plane. Figure 3 indicates that peak inten-
sities are brighter and their resonance energies are shifted by
!10 eV for in plane compared to perpendicular polariza-
tions. These predictions as well as others, such as multiple
resonant features resulting from 4p-projected states, open a
way to infer from Cu K edge and other indirect RIXS experi-
ments the unoccupied DOS. In this way, RIXS can be seen as
a complementary tool to core-level spectroscopies such as
XPS and x-ray absorption spectroscopy, providing at the
same time diverse and important spectral information on el-
ementary excitations in strongly correlated materials.
In summary, we have explored the Cu K-edge spectrum
for different edge-shared copper oxide systems, and have
FIG. 8. "Color online# "Left# Experimental RIXS spectrum for CuGeO3. "Right# Theoretical spectrum obtained for the same
polarization.
FIG. 9. "Color online# "Left# Experimental RIXS spectrum for CuGeO3 with polarization dependence. "Right# Exact-diagonalization
results obtained after convolution with the 4p projected DOS of Fig. 7"a# "see Sec. III C#.
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Figure 28 – Comparaison entre les spectres RIXS expérimentaux (gauche) et théoriques (droite)
au seuil d’absorption K du cuivre pour le composé CuGeO3. Les positions des pics
ZRS et d10L en fonction de la perte d’énergie h¯Ω so t données par les paramètres du
modèle de Hubbard, la correspondance pour chaque énergie de photon incident est
obtenue après convolution avec la densité d’ét t 4p ca culée par DFT.
confirmé l’existence des excitations type ZRS à ∼ 3.5− 4 eV. D’autre part, ils ont pu en
complément étudier, en fonction de la température, le rôle des corrélations agnétiques
entre sites de cuivres voisins sur leur spectre RIXS.
Pour notre part, nous n’avons, dans le cadre de notre approche, pas considéré le rôle du
magnétisme, et par exemple, les excitations de type bi-magnon impliquant plusieurs sites
de cuivre avec des réorganisations de l’ordre magnétique n’ont pas été prises en compte
du fait de la petite taille de notre cluster. De même, les excitations orbitales dd ne peuvent
pas apparaître dans nos spectres théoriques puisque le modèle de Hubbard des Eqs. (48)
et (49) ne contient qu’une orbitale dx2−y2 par site de cuivre.
11.2 excitations orbitales et dispersion à travers la zone de brillouin
Le paragraphe précédent a montré l’existence de signatures d’excitations de charge
dans les spectres RIXS au seuil d’absorption K pour les cuprates. Nous n’avons cependant
pas discuté de deux points essentiels : d’une part, les excitations orbitales n’ont pas été
considérées dans notre modèle, d’autre part, la dispersion des excitations dans la zone de
Brillouin n’a pas été prise en compte.
Dans le cadre d’une étude sur les oxydes de cuivre de la famille des supraconducteurs à
haute température critique (La2CuO4, Nd2CuO4) et donc ayant des liaisons Cu−O−Cu
à 180o, nous avons étudié des modèles de Hubbard avec un jeu d’orbitales dx2−y2 et d3z2−r2
sur les sites de cuivre [91]. Nous avons montré, sur la base de diagonalisations exactes
de petits clusters, l’existence d’excitations à caractère multi-orbitales et dispersives dans
la zone de Brillouin qui peuvent être révélées par spectroscopie RIXS au seuil K du cuivre.
La procédure de calcul est globalement la même que celle du paragraphe précédent, avec
une évaluation de la formule de Kramers-Heisenberg convoluée avec la densité d’états
des niveaux 4p comme indiqué en Eq. (51). Cependant, la dépendance en Q des excita-
tions est cette fois-ci traitée. Lorsqu’un photon incident, de vecteur d’onde kin diffuse sur
l’échantillon, il crée un trou de cœur 1s modulé dans l’espace direct, l’opérateur associé à
la transition optique peut donc être écrit sous la forme Ok = ∑j,σ sj,σeikin·rj . Il est donc pos-
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symmetry-forbidden [9,15]. However, nonlocal intersite
d-d excitation, where a Cu 3d3z2!r2 hole is excited from
its neighboring Cu 3dx2!y2 orbitals, is symmetry allowed
[see Figs. 2(d)–2(f)]. The resonant features at loss energies
"1:5 and 2.0 eV are characterized by single and double
nonlocal d-d excitations. While the bare crystal-
fieldsplitting (CFS) between the two eg orbitals in the
calculation is only 0.2 eV, the delocalization between the
Cu 3dx2!y2 hole and the ligand (" 1:39 eV) [22] causes
the peak to appear at higher energies, essentially the same
effect as the covalent contribution to the ligand field split-
ting [23]. More peaks emerge around the d10L molecular
orbital excitation which contain different mixings of
Cu 3dx2!y2 ; 3d3z2!r2 and O 2px;y, 2pz orbitals. Moreover,
Figs. 2(b) (Cu#4O8, relevant for Sr2CuO2Cl2 and Nd2CuO4)
and 2(c) indicate that the presence of apex oxygens shifts
the RIXS peaks to lower energy, due to kinetic energy
stabilization of states with 3d3z2!r2 character. Taken as a
whole, these results demonstrate that the orbital character
of charge excitations accessible via RIXS becomes increas-
ingly more complex and material dependent at higher
energy transfer.
In Fig. 3 we describe the dispersion of various RIXS
excitations. First, for Cu4O8 [Figs. 3(a), 2(b), and 3(c)] the
prominent molecular orbital excitation energy softens from
(0, 0) to (!, 0), and increases again at (!, !) [follow the
dashed line in Fig. 3(a)], yet remains lower than its energy
at the ! point, indicating an indirect energy gap. This
behavior agrees with experimental observations [5]. At
finite momentum transfer "Q ¼ ð!; 0Þ, d10L excitation
propagates more easily because of its associated ligand
symmetry. As shown previously [19], a nonlocal ZRS CT
excitation is well-defined along the magnetic BZ boundary
and does not suffer from the potential impact of the small
cluster size. This is confirmed in Figs. 3(b) and 3(e), where
a smaller nonlocal ZRS CT peak emerges at "2:8 eV at
"Q ¼ ð!; 0Þ,"800 meV higher in energy than that of the
anticipated ZRS at the ! point.
The Cu#4O16 dispersion profile [Figs. 3(d)–3(f)] can be
understood with help from the Cu4O8 analysis. The domi-
nant peak at"Q ¼ ð!; 0Þ at"3:5 eV results from the local
molecular orbital excitation. On the other hand, the
"3:5 eV interplaquette apical CT excitation at the ! point
has little mixing with the ground state, and therefore only
weakly disperses. The RIXS data, focusing on the disper-
sion of the excited states and their characters, thereby
provide a vehicle to probe the apical character of the
many-body states. The cluster calculations give only a
few percent apical weight in the ground state, [24] imply-
ing that phenomena associated with apical ground state
character could be difficult to detect.
Figure 4(a) displays cuts of experimental RIXS spectra
on La2CuO4 at three different "Q points [6]. The RIXS
profile broadens into a single peak as "Q increases. As
higher energy states lie in a high density continua, we use
energy-dependent broadening for different "Q. A gener-
ally good agreement with the experiments at finite "Q
results from this procedure, particularly for energies above
3 eV. However, the calculation does not obtain the broad
intensity between energy loss 2–3 eV at the ! point, and
seems to overestimate the d-d excitation intensity.
Agreement may be improved at lower energies with larger
cluster studies or smaller Hilbert space calculations with
down-folded Hamiltonians, which would emphasize the
ZRS CT with a likely suppression of d-d spectral weight.
FIG. 3 (color online). Theoretical RIXS spectra for Cu4O8 at
"Q ¼ (a) (0,0), (b) (!, 0), and (c) (!, !). (d), (e), and
(f) represent the same momentum points for Cu#4O16. The dis-
persions of local molecular orbital and interplaquette apical CT
excitations are indicated, respectively, by the blue and green
dashed lines.
FIG. 4 (color online). (a) Experimental [6] and (b) theoretical
RIXS spectra for different "Q at incident photon energy
8992.5 eV. The elastic part for "Q ¼ ð0; 0Þ is removed. The
spectra in (b) are broadened with an energy-dependent
Lorentzian increasing linearly with energy loss from 0.1
to 0.4 eV, 0.2 to 0.5 eV, and 0.3 to 0.6 eV, for "Q ¼ ð0; 0Þ,
(!, 0), and (!, !), respectively. (c) Experimental and
(d) theoretical RIXS spectra convolved with 4pz DOS at "Q ¼
ð!;!Þ.
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Figure 29 – Simulations de spectres RIXS au seuil K du cuiv e pour deux type de clusters et
différents points de la zone de Brillouin. ∆Q = (a) 0, 0), (b) (pi, 0), (c) (pi,pi) pour
le cluster Cu4O8. Les p nneaux (d), (e) et (f) représentent l s mêmes calculs pour le
cluster Cu∗4O16.
sible de transférer à l’échantillon, par le processus RIXS (photon entrant-photon sortant),
un vecteur d’onde ∆Q = kin − kout caractéristique de l’excitation créée.
Les simulations présentées en figure 29 ont été réalisées pour deux clusters : un cluster
Cu4O8 plan, ne contenant pas d’oxygènes apicaux et seulement une orbitale dx2−y2 par
site de cuivre ; et un cluster Cu∗4O16 pour lequel les oxygènes apicaux sont présents et les
deux orbitales eg (dx2−y2 et d3z2−r2) sont prises en compte pour les sites de cuivre. L’analyse
des spectres du cluster Cu4O8, au point Γ = (0, 0) l’excitation d’énergie ∼ 4.8 eV est une
excitation d10L dont la dispersion est suivie à travers la zone de Brillouin par les flèches
bleues. L’excitation s’amollit en (pi, 0) puis revient à ∼ 4.2 eV en coin de zone, ce qui est
en accord avec un gap indirect. Les excitations de type ZRS, qui ne sont pas définies en Γ
[89, 87], apparaîssent en bord de zone de Brillouin au point (pi, 0) à ∼ 2.8 eV. Cet ordre
de grandeur pour une excitation de ce type dans La2CuO4 en bord de zone de Brillouin
est compatible avec les mesures expérimentales de RIXS au seuil K effectuées par Collart et
collaborateurs [92]. Pour le cluster Cu∗4O16, nous retrouvons les mêmes explications et la
même dispersion, toujours donnée par les flèches bleues. Les spectres se sont cependant
enrichis de pics à ∼ 3.5 eV peu dispersifs. Il s’agit d’une excitation de transfert de charge
sur les ligands apicaux. Ce type d’excitation fait intervenir les orbitales d3z2−r2 puisqu’elles
peuvent s’hybrider avec les oxygènes apicaux alors que la symétrie l’interdit aux orbitales
dx2−y2 . Les pics à ∼ 1.5 eV sont quant à eux caractéristiques d’excitations dd : partant d’un
état fondamental où les orbitales dx2−y2 sont occupées, après absorption du photon la
répulsion 1s− 3d produit un transfert de charge vers les ligands dans l’état intermédiaire,
les ligands étant hybridés avec la seconde orbitale d3z2−r2 , celle-ci peut être occupée après
recombinaison pour obtenir l’état final.
L’intérêt du RIXS est ici évident, les excitations dd détectées par cette méthode le sont
difficilement par d’autres techniques expérimentales. Nous bénéficions directement du
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fait que les photons se couplent à la charge et que nous avons accès à des informations
impliquant plusieurs corps. D’autres aspects pourraient être évoqués, notamment le fait
que le pic élastique en figures 29 (a) et (d) présente une asymétrie. Celle-ci cache des
excitations double spin-flip qui ne sont pas discutées dans ce paragraphe. En effet, les
excitations magnétiques, de plus basse énergie et plus aisées à étudier au seuil L, font
l’objet du dernier paragraphe de ce chapitre.
11.3 excitations magnétiques au seuil L du cuivre
L’étude d’excitations à basses énergies, comme les excitations magnétiques, nécessite
une approche plus fine que le RIXS au seuil d’absorption K du métal de transition. Il est
sans doute plus judicieux de sonder directement la physique en jeu dans la sous-bande
basse de Hubbard. Ainsi, nous pouvons pour les cuprates nous placer au seuil d’absorp-
tion L du cuivre, ce qui signifie des transitions 2 p6 3d9 → 2 p5 3d10. Cela présente deux
avantages : la présence, dans l’état intermédiaire de la formule de Kramers-Heisenberg de
sites ne portant pas de spin et donc la perturbation directe de l’état magnétique du sys-
tème ; d’autre part, l’utilisation de photons incidents de plus basse énergie, et donc une
meilleure résolution expérimentale, en particulier au voisinage du pic élastique.
Du point de vue théorique, nous devons choisir un modèle adapté au fait que nous
souhaitons sonder le magnétisme. Dans les cuprates que nous considérons, les moments
magnétiques sont portés par les sites de cuivre, si les oxygènes ligands interviennent,
ce n’est que par le biais du mécanisme de super-échange. Nous pouvons dès lors nous
affranchir d’un modèle de Hubbard multi-bandes et nous limiter à un modèle à une bande
H = ∑
〈 i , j〉 ,σ
t i j
(
d†i ,σd j ,σ + H.c.
)
+ U∑ d†i ,↑d i ,↑d†i ,↓d i ,↓ , (52)
où les opérateurs d et d† sont les opérateurs annihilation et création de trou dans les
orbitales formant les bandes de Hubbard et ayant la symétrie des orbitales 3dx2−y2 du
cuivre.
Au seuil d’absorption L du cuivre, le nombre de porteurs de charge dans les sous-
bandes de Hubbard n’est pas conservé ce qui implique que l’opérateur O représentant la
transition optique dans la formule de Kramers-Heisenberg de l’Eq. (47) doit le prendre en
considération. Ainsi, pour un photon, de vecteur d’onde k, nous avons
Ok = ∑
j ,σ
p†j ,σd j ,σ e
ik ·r j , (53)
où d j ,σ annihile un trou au site j avec le spin σ, l’opérateur p†j ,σ quant à lui crée un trou au
même site dans une orbitale 2 p du cuivre. Dans une première approximation, les orbitales
2 p seront considérées comme fictives et n’intervenant pas dans la physique de Hubbard.
Nous reviendrons plus tard sur les conséquences de cette approximation.
L’approche décrite ci-dessus a été utilisée pour interpréter le spectre d’excitations ob-
tenu au seuil d’absorption L du cuivre dans le composé Sr14 Cu24 O41 (dit composé
“numéro de téléphone”) [93]. Ce composé est constitué de chaînes et d’échelles cuivre-
oxygène ; ces dernières peuvent être vues comme des chaînes de spins parallèles formant
les montants de l’échelle, couplées entre-elles par un échange formant les barreaux. Pour
ce qui nous concerne, nous limiterons notre étude aux excitations magnétiques au sein
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excitation as a function of momentum transfer, also shown
in Fig. 3(a). The excitation is seen to disperse symmetri-
cally around the BZ center (qc ¼ 0), where it also reaches
its minimum. With larger jqcj it moves first towards a
maximum of 320 meV close to qc ¼ 0:3" 2!=cL, beyond
which it decreases slightly towards the BZ edge. The width
of the peak increases continuously from the BZ center to
the edge.
Comparing the extracted dispersion curve in Fig. 3(a) to
the spectral-density calculations for multitriplon contribu-
tions by Schmidt and Uhrig [22], reveals that the dominat-
ing magnetic mode observed in our Cu L3 RIXS data
matches very closely the lower boundary of the two-triplon
continuum (solid black line), which disperses in complete
antiphase with the single-triplon excitation (dashed red
line). We therefore unambiguously assign the magnetic
excitation in the RIXS spectra to the two-triplon channel.
The two-triplon channel has been partially measured with
INS from La4Sr10Cu24O41 [23]. However, while INS in-
tensities are high in the region qc > 0:25 and low for small
momentum transfer, our RIXS data display roughly uni-
form intensity of the excitation throughout the BZ. In
particular, we can track it to the BZ center, and determine
directly the minimum gap for two-triplon excitations to
100# 30 meV. Values close to qc ¼ 0 (qc < 0:05"
2!=cL) were obtained from !-polarized data to suppress
contribution from the elastic channel. Figure 3(b) shows a
representative fit, revealing an additional weak residual
between 200 and 600 meV, which represents scattering
from the two-triplon continuum.
We now compare the assignment of the magnetic exci-
tation to what can be expected on theoretical grounds. The
simplest approach is to neglect spin-orbit coupling, in
which case L and S remain good quantum numbers, and
to use the electric dipole approximation by which only
transitions with !L ¼ #1 and !S ¼ 0 will be allowed.
In the present system the elementary magnetic excitation
(triplon) consists in promoting a spin-singlet into a triplet,
which clearly leads to !S ¼ 1 and not to a dipole-allowed
transition. Having a !S ¼ 0 excitation necessarily means
exciting an even number of these triplons together, the
leading process being thus a two-triplon excitation. Since
this agrees with our experimental observation, we reach the
important conclusion that the above-described simplest
scenario for the RIXS process is valid. For instance, if
spin-orbit coupling of the Cu 2p shell had been relevant,
it would allow local spin flips.
We extend this analysis using as the minimal model an
effective Hubbard Hamiltonian, downfolded from a multi-
band Hubbard model [29,30]:
H ¼ X
hi;ji;"
tijðdyi;"dj;" þ H:c:Þ þU
X
i
ni;"ni;# (1)
with ni;" ¼ dyi;"di;". The hopping parameters in (1) are
taken as t? ¼ 0:35 eV, tk ¼ 0:30 eV while the on-site
Coulomb repulsion is U ¼ 3:5 eV, corresponding to J? '
140 meV, which is close to the experimental value mea-
sured with INS or Raman scattering [22,23,31]. According
to results of XAS, the concentration of holes in the ladder
system is smaller than 10% [32]. We consider therefore
that we are at half-filling (1 hole per Cu-site). In this
picture the experiment can be considered as a coherent
process of two optical transitions: promoting a Cu 2p
electron to the 3d band and the subsequent recombination
of the 2p hole with an electron from the 3d band. In
essence, this can be rationalized as having a nonmagnetic
impurity in the 3d band for the intermediate state. In the
lower energy-loss region, this will naturally lead to mag-
netic rearrangements and finite overlaps with final excited
states in different symmetry sectors than the ground-state.
The Hamiltonian in Eq. (1) was fully diagonalized for an
eight-site cluster. The eigenvalues and eigenvectors were
obtained for the ground and final states at half-filling
(8 particles) and for the intermediate states (7 particles).
Spectral intensities were calculated using the Kramers-
Heisenberg formula [11] with the optical transition
operator expressed in the hole representation: Ok ¼P
j;"p
y
j;"dj;"e
ik(rj , d removing a hole in the 3d band and
py creating one in the Cu 2p shell. The presence of a Cu 2p
core-hole in the intermediate states was accounted for by
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FIG. 3 (color online). (a) RIXS data as intensity map vs
momentum and energy transfer after subtraction of the elastic
signal. We overlay the extracted dispersion curve of the lower
boundary of the two-triplon continuum with open black diamond
symbols. For comparison we plot calculated one- (red dashed
line) and two-triplon (black full lines) dispersion curves from K.
Schmidt et al. [22]. The right axis is scaled in units of J along the
rungs (J?), extracted from the theoretical model below. (b) RIXS
spectra measured close to the BZ center point for qc ¼ )0:04"
2!=cL, using "- and !-polarized light. The !-polarized spec-
trum is fitted by two Gaussians, the residual is represented by the
thin blue line.
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an on-site Coulomb int raction [33]. The calculated RIXS
profiles for the accessible k points are displayed in Fig. 4.
These spectra show a dispersive low-energy excitation of
energy loss !400 meV. Comparison of the energy posi-
tion in the simulated and the experimental data reveals an
offset of "100 meV between them, which can be ascribed
to finite-size effects. Nevertheless, despite the finite
cluster-size, the excitation disperses in qualitatively the
same way as i the experiment. We erefore conclude
that the observed mod in our RIXS data is indeed the
above described process in the !S ¼ 0 channel, the main
contribution being to create a two-triplon excitation in the
ladder subsystem.
Our interpretation is inline with IR-, Raman-
spectroscopy, INS, and spectral-density calculations from
the cuprate ladders [22,23,31,34–36]. On the other hand,
our results are clearly in contrast to RIXS cross-sections
for higher-dimensional antiferromagnets, where symmetry
breaking occurs [21]. A recent three-dimensional example
is NiO, where the main contribution to the magnetic RIXS
signal was found in the local spin-flip channel [15].
To summarize, we have investigated the spin-ladder
compound Sr14Cu24O41 using RIXS at the Cu L3 edge.
Our data reveal that the dominant signal is due to two-
triplon excitations. The finite RIXS cross section across the
BZ allows us to trace these collective modes down to zero
momentum transfer, and thereby determine the two-triplon
spin gap to be 100$ 30 meV. We show the observation of
two triplons to be consistent with treating the RIXS process
using optical selection rules and an effective Hubbard
model for a finite-size cluster. Our findings show that in
addition to spin-wave precessions around long-range or-
dered moments [17], RIXS can be used to study magnetic
excitations from a nonsymmetry broken quantum ground
state, and as such is emerging as a powerful probe, com-
plementary to INS with respect to accessible energy and
momentum transfer.
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Hubbard model on an eight-site ladder cluster.
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Figure 30 – (Gauche) Spectre expérimental RIXS montrant la dispersion bi-triplon à travers la zone
de Brillouin en fausses couleurs, les tr its n irs représ ntent l s limites du continuum
bi-triplon, en rouge la dispersion pour un triplon [93]. (Droite) Spectre simulé à partir
de diagonalisations exactes sur un cluster de taille finie (8 sites), la dispersion des
excitations basses énergies est qualitativement bien reproduite.
des échelles. Les intégrales de sauts t i j le long des montants de l’échelle et s r les bar-
reaux ne sont pas les mêm s et nous notons t‖ = 0.30 V et t⊥ = 0.35 eV, pour une
répulsion coulombienne U = 3.5 eV. Ce choix de paramètres réalistes donne un échange
J⊥ ' 140 meV correspondant aux mesures expérimentales d’INS [94]. Ces échelles ont
un état fondam ntal formé d singulets et ont des excitations élé entaires de type triplets
dispersifs, appelés triplons [95, 96], dont nous souhaitons étudi r la dispersion à trav rs l
zone de Brillouin par spectroscopie RIXS.
Passer de l’ét t fo dam ntal à un état excité contenant un triplon impliqu donc ∆S =
1. Revenons maintenant sur l’approximation que nous avons faite pour l’opérateur de
transition optique de l’Eq. (53) ; nous avons, en l’écrivant, considéré que L et S sont de bons
nombres quantiques, ce qui implique que la transition optique n’autorise que ∆` = ±1
et ∆s = 0 comme nous l’avons montré au chapitre précédent. En conséquence, dans les
limites de notre modèle, les excitations que nous pouvons simuler sont des excitations
bi-triplons. La figure 30 montre une comparaison ent e expérien et théorie. Il est clair
que le RIXS permet de suivre la dispersion b -triplon dans l zone de Brillouin.
Remarquons toutefois que le RIXS au seuil L du c ivre n’est p s limité à l’étude d’ex-
citations ∆s = 0. En effet, comme il a été observé par Ament, Braicovich et al. [97, 98], si
le couplage spin-orbite est négligeable dans les sous-couches 3d, l’électron promu dans
la bande de Hubbard provient des niveaux 2p pour lesquels le couplage spin-orbite est
relativement important. Le bon nombre quantique à considérer serait donc J, l’électron
de cœur pouvant transférer une partie de son moment angulaire total lors des transitions,
il est possible d’arriver à un état final ayant ∆s 6= 0 par rapport à l’état fondamental de
départ.
11.4 conclusion du chapitre
Nous avons montré que les excitations élémentaires mettant en jeu les degrés de libertés
primordiaux (spin, orbitale, charge) pour les systèmes forte ent corrélés peuvent être
étudiées par RIXS. Pour ce qui concerne les excit tions magné iques, le RIXS s révèl êt e
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complémentaire aux techniques plus conventionnelles comme l’INS et a la possibilité de
sonder des excitations à différents ∆s en utilisant le couplage spin-orbite.
Les excitations orbitales, accessibles à peu de techniques expérimentales, peuvent égale-
ment être étudiées. L’interprétation des spectres dans ce cas peut être effectuée à l’aide de
modèles effectifs, dans l’esprit de ce qui est fait pour la diffusion Raman magnétique, mais
dans l’espace des orbitales. Ainsi, une formultation théorique perturbative pour donner
un opérateur de diffusion effectif dans la limite d’un temps de vie ultra-court du trou de
cœur a été développée par Forte et al. [99], suivie d’une observation expérimentale récente
[100].
En ce qui concerne les excitations de charge, et en particulier les excitations type ZRS
jouant un rôle prépondérant dans la physique des hauts-TC, l’interprétation des spectres
demeure plus délicate. En effet, une formulation sous-forme d’opérateur effectif, qui au-
toriserait un traitement analytique, n’a pas encore aboutie. Il faudrait sans doute pour
cela passer à une formulation plus simple que celle d’un modèle multi-bandes, mais
qu’adviendrait-il alors des excitations ZRS et d10L ?
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12.1 intérêt général et complémentarité
Les parties précédentes ont été l’occasion de présenter des techniques spectroscopiques
de diffusion de la lumière afin d’obtenir des informations sur les propriétés électroniques
statiques des solides. Nous avons vu que l’un des intérêts d’utiliser des photons pour
sonder la matière réside principalement dans le fait que tous les degrés de libertés élec-
troniques (charge, spin, orbitale) peuvent être étudiés. Une fois les caractéristiques élec-
troniques et leurs excitations déterminées, il est pertinent de s’interroger sur leur évolu-
tion dynamique lorsque le matériau est soumis à des perturbations extérieures. Au cours
des dernières décennies, les techniques pompe-sonde utilisant par exemple l’effet Kerr
magnéto-optique (Magneto-Optic Kerr Effect (MOKE)) se sont développées avec l’amélio-
ration des lasers femtosecondes [101]. Le système est, à la fois excité par voie optique
(pompe), et caractérisé par un autre faisceau provenant de la même source (sonde), dont la
polarisation est déviée en fonction de l’aimantation de l’échantillon. La possibilité d’avoir
des taux de répétition élevés du laser permet le suivi de l’expérience au cours du temps
par stroboscopie.
Pour ce qui concerne l’évolution temporelle des métaux ferromagnétiques, pour lesquels
l’industrie des disques durs porte un intérêt particulier, ce type de technique se révèle tout
à fait pertinent et a permis de montrer la désaimantation ultra-rapide de films métalliques
en utilisant des longueurs d’ondes visibles [102, 103]. Jusqu’à présent, les interprétations
de ces expériences se basent essentiellement sur des modèles thermodynamiques, l’évolu-
tion temporelle à l’échelle atomique et les mécanismes fondamentaux sous-jacents n’étant
que peu ou pas abordés. Ce n’est que plus récemment que les transitions entre différents
ordres magnétiques dans des oxydes corrélés ont été observées en utilisant de la diffrac-
tion de rayons X résonants couplée à un laser femtoseconde [104].
Avec de nouvelles sources de lumière du type laser à électron libre, permettant d’avoir
accès à des rayonnements X cohérents à la fois spatialement et temporellement, nous
pouvons imaginer que les futures expériences résolues en temps vont prendre davantage
d’essor. Par exemple, il est tout à fait envisageable de refaire l’expérience de désaimanta-
tion de films minces avec ce type de sources, les principaux avantages étant que la réponse
sera non seulement résolue en temps, mais aussi en k et element specific.
Nous voyons donc que les savoirs développés dans les parties précédentes de ce rapport
jettent les bases pour l’étude future d’expériences pompe-sonde permettant la résolution
temporelle d’excitations au sein des solides. Pour avoir une appréhension de la physique à
l’échelle atomique, il nous faut cependant maîtriser une approche systématique de la phy-
sique hors-équilibre. En effet, l’invariance par translation du système dans le temps, sou-
mis à des excitations lumineuses, est a priori brisée. Le formalisme de Schwinger-Keldysh
permettant de calculer de fonctions de Green hors-équilibre et les observables qui en dé-
coulent afin d’avoir accès à la dynamique de l’échantillon [105, 106, 107].
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Figure 31 – Schéma de principe de l’échantillon et du dispositif.
12.2 projet envisagé : description des enjeux et techniques
Depuis quelques décennies, les dispositifs de stockages magnétiques sont au cœur de
nos vies modernes et deux grands axes de développement de la recherche appliquée ont
émergé : la miniaturisation des dispositifs et le contrôle pour un accès plus rapide. D’un
point de vue fondamental, ces deux voies touchent à divers domaines de la physique des
solides tels que par exemple le nanomagnétisme, l’interaction lumière-matière, la spintro-
nique. L’un des efforts à long terme de ces champs d’investigations vise en particulier à
améliorer la transmission d’informations magnétiques sur des échelles de temps courtes
et sans dissiper trop d’énergie comme le ferait un courant de charge. Aussi, pour atteindre
ce but, il faut avant tout comprendre les mécanismes physiques liés au transport de l’in-
formation dans les solides en général et les matériaux magnétiques multi-couches, utilisés
dans le domaine du stockage de l’information, en particulier.
Dans ce contexte, une étude systématique des multi-couches s’impose à nos yeux : utili-
ser les techniques magnéto-optiques pompe-sonde pour déterminer les degrés de libertés
les plus pertinents afin d’améliorer le transport dans ces structures. Le but étant l’appré-
hension des mécanismes au niveau fondamental, nous proposons dans un premier temps
d’étudier des échantillons tri-couches ayant une structure typique : FM1/oxyde/FM2,
où FM1 et FM2 sont des matériaux ferromagnétiques et l’oxyde pouvant être différents
oxydes de métaux de transition chacun ayant des propriétés différentes (par exemple
conducteur ou isolant, ferro- ou antiferromagnétique). L’expérience que nous proposons
(figure 31) est alors de venir perturber l’aimantation de la couche FM1 avec un faisceau
pompe et de sonder simultanément la couche FM2 avec le faisceau sonde ; il est alors pos-
sible de déterminer l’évolution temporelle de l’aimantation de FM2 ainsi que la vitesse de
propagation dans la couche d’oxyde.
Ce projet d’étude a déjà été discuté avec des collaborateurs expérimentateurs spécia-
listes de la croissance des structures multi-couches (GEMaC, Versailles) et de spectroscopie
ultra-rapide (Laboratoire Charles Coulomb, Montpellier). Aussi, nous avons déjà cerné les
différents oxydes intéressants pour ces investigations : le grenat Y3Fe5O15 (YIG), la manga-
nite La1−xSrxMnO3 (LSMO), et une orthoferrite YFeO3 (YFO). Ces choix nous permettrons
de tester la pertinence des différents degrés de liberté de façon quasi-systématique.
YIG est un isolant ferrimagnétique bien caractérisé qui peut servir de référence pour les
expériences et où seules les ondes de spins pourront transmettre l’information. En effet, la
dispersion de magnon dans le YIG est connue et peut être étudiée par un modèle effectif
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de Heisenberg avec une compétition entre trois couplages : échange, dipolaire et Zeeman
[108, 109]. YFO, quant à lui, est un isolant antiferromagnétique avec une fréquence de
magnon beaucoup plus élevée. Pour ce qui concerne LSMO, son diagramme de phases
est très riche et relativement bien connu depuis 1996 [110]. Il comporte plusieurs transi-
tions : métal-isolant, mises en ordres magnétiques ou orbitales concomitantes prouvant le
couplage entre spin, charge et orbitale dans ce composé [13]. Dans la phase qui nous in-
téresse (x = 1/3) pour des films minces, il s’agit d’un métal ferromagnétique pour lequel
les degrés de liberté de charge et de spin pourront jouer un rôle dans le transport.
Comprendre les différentes étapes et les mécanismes physiques associés pour trans-
mettre une excitation de FM1 vers FM2 fait appel à l’ensemble des thématiques abordées
dans les premières parties de ce rapport : le couplage magnon-photon créant (détectant)
l’excitation magnétique au sein de la couche FM1 (FM2), ainsi que le formalisme et la
modélisation d’oxydes de métaux de transition. Mais il nous faut également décrire la
dynamique, en particulier dans la couche d’oxyde. Cela fait appel à de nouvelles compé-
tences dont le formalisme de Schwinger-Keldysh fait partie.
12.3 formalisme et aperçu théorique
Les bases de notre problème étant posées, essayons maintenant d’envisager plus en
détails les calculs qu’il nous faudra mener pour comprendre la dynamique au sein de la
couche intermédiaire d’oxyde.
Prenons dans un premier temps un cas très simple où la couche intermédiaire est un
métal non-magnétique. Aux deux interfaces FM1/métal et métal/FM2 de la figure 31 les
électrons de conduction de la couche métallique sont polarisés par les couches ferroma-
gnétiques avec un couplage que nous notons de façon formelle Ii, où i est un indice de site
(les interfaces étant situées en i = 0 ou i = L). Un modèle simple pour décrire la physique
dans la couche est donné par exemple par
H = − ∑
i=0,L
IiMi (t) · si + w ∑
〈i,j〉,σ
(
c†i,σcj,σ +H.c.
)
. (54)
où si représente le spin d’un électron à l’interface i, et w l’intégrale de saut dans la
couche intermédiaire. Il faut noter que les aimantations Mi (t) des couches FM1 et FM2
dépendent du temps. En réalité, en fonction du matériau étudié pour la couche inter-
médiaire, il nous faut adapter le modèle de l’Eq. (54). Par exemple, pour le YIG nous
pouvons penser à un modèle d’Heisenberg effectif avec échange entre proches voisins et
une interaction dipolaire longue portée ; pour LSMO, un modèle à la “t− J” tirée d’une
formulation effective de type Kugel-Khomskii [111] est sans doute plus appropriée.
Notre objectif principal étant de déterminer quel degré de liberté est le plus important
pour transmettre l’information dans la couche intermédiaire, nous pouvons décomposer
les opérateurs fermioniques dans une représentation de particules esclaves donnant alors
un canal pour le spin et un canal pour la charge [112]
ci,σ = fib†i,σ, c
†
i,σ = f
†
i bi,σ. (55)
Les opérateurs f et f † sont les fermions portant la charge alors que b et b† sont des bosons
portant le spin. A partir de cette formulation il est alors possible d’écrire, en prenant en
compte les contraintes pour la charge, la fonction de partition. L’intégration sur le degré
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de liberté lié à la charge conduit à l’écriture d’une action effective en terme d’opérateurs
bosoniques
(
β, β†
)
qui sont les opérateurs
(
b, b†
)
habillés de leur interaction avec les
fermions
(
f , f †
)
ainsi que les opérateurs de magnon
(
a, a†
)
à l’interface.
Au sein de la couche d’oxyde, le Hamiltonien peut alors être décomposé formellement
en une partie indépendante du temps et une perturbation explicitement dépendante du
temps
H (t) = H + H′ (t) , avec H′(t) = 0, t < t0. (56)
De façon générale, l’évaluation d’une observable physique peut alors être effectuée en
définissant la fonction de Green hors-équilibre pour des opérateurs Ψˆ représentant les
particules
G (12) ≡ − i
h
〈
TˆC
{
Ψˆ (1) Ψˆ† (2)
}〉
= − i
h
[
θC (1, 2)
〈
Ψˆ (1) Ψˆ† (2)
〉
∓ θC (2, 1)
〈
Ψˆ† (2) Ψˆ (1)
〉]
,
(57)
θC étant la fonction de Heaviside, le signe “−” est valable pour des particules Ψˆ boso-
niques, le signe “+” pour des fermions. Nous avons utilisé la notation compacte pour
noter les points spatio-temporels 1 = (r1, t1, σ1) et 2 = (r2, t2, σ2). Il faut également men-
tionner que l’évaluation de la fonction de Green de l’Eq. (57) se fait le long d’un contour
temporel particulier dit contour de Schwinger-Keldysh.
En effet, dans le cas standard d’un problème à N-corps à l’équilibre, la fonction de
Green et les observables physiques associées sont calculées en supposant que la matrice S
peut être écrite comme une intégrale ordonnée dans le temps entre un état initial t0 = −∞
et un état final t f = +∞, la perturbation temporelle au Hamiltonien H′ (t) étant allumée
adiabatiquement à l’instant t = 0. Une des conséquences de l’équilibre induit que l’état
fondamental de départ |Φ (t = −∞)〉 est identique (à une phase près) à l’état d’arrivée
|Φ (t = +∞)〉. Ceci signifie simplement que le système a le temps de relaxer vers son état
d’équilibre. Hors-équilibre ce n’est plus le cas, et il n’existe plus de relation simple entre
|Φ (t = −∞)〉 et |Φ (t = +∞)〉. L’état |Φ (t = +∞)〉 devient maintenant un inconnu, il en
résulte que l’intégration de la matrice S ne peut plus être réalisée comme avant.
Pour éviter d’avoir à utiliser dans l’intégration un état asymptotique dans le futur, il faut
changer le contour d’intégration et “remonter” le temps à l’instant −∞ : c’est le contour
de Schwinger-Keldysh.
Le long de ce contour, nous pouvons alors définir les fonctions de Green suivantes
G< (12) = ± ih
〈
TˆC
{
Ψˆ† (2) Ψˆ (1)
}〉
G> (12) = ∓ ih
〈
TˆC
{
Ψˆ (1) Ψˆ† (2)
}〉 (58)
qui sont directement liées aux observables physiques ; par exemple pour un opérateur à
une particule comme
Oˆ(t) =
∫
dr O (r, t) =
∫
dr ∑
σ,σ′
Ψˆ† (r, t, σ)Oσ,σ′ (r, t) Ψˆ
(
r, t, σ′
)
sa valeur moyenne est donnée par 〈O (r, t)〉 = ∓ lim(r′ ,t′)→(r,t) Tr [O (r, t)G< (r, t; r′, t′)] .
Aussi, la densité de particules s’écrit
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n (r, t) ≡∑
σ
〈
Ψˆ† (r, t, σ) Ψˆ (r, t, σ)
〉
= ∓ lim
(r′ ,t′)→(r,t)
ih¯∑
σ
G<
(
r, t, σ; r′, t′, σ
)
. (59)
Dans ce formalisme, nous voyons que cette dernière équation, avec le signe “+” du bas
pour les bosons peut être utilisée pour évaluer la densité de magnons. Des expressions
similaires à l’Eq. (59) peuvent être utilisées pour calculer des courants grâce aux fonctions
de Green définies en Eq. (58). Le découplage en particules esclaves donné par l’Eq. (55)
nous permet alors de calculer des courants séparés pour les canaux spin et charge, il
est donc possible, par exemple, de déterminer si un pur courant de spin existe au sein
de la couche d’oxyde considéré et quelle peut être sa pertinence dans le transport de
l’information magnétique.
12.4 conclusion du chapitre
Le projet décrit dans les paragraphes ci-dessus a déjà été mûri et les contacts pour sa
réalisation sont également bien établis. La problématique, concernant la dynamique d’une
excitation dans les structures multi-couches formées d’oxyde de métaux de transition est
relativement bien cernée. Si l’intérêt du point de vue des applications est relativement
direct, il n’en demeure pas moins que bien des aspects de physique fondamentale doivent
être éclaircis pour pouvoir définir les ingrédients nécessaires à une bonne transmission de
l’information dans les multi-couches. En ce sens, nous proposons d’aborder le problème
par le biais de systèmes simples (tri-couches) pouvant faire ressortir le rôle des degrés de
libertés essentiels au phénomène de transport.
Notre approche théorique sera basée sur l’étude de modèles bien établis et courants
dans le domaine des fermions fortement corrélés. La liaison avec les expériences se fera
grâce à un couplage de ces modèles avec les photons ; couplage que nous avons présenté
dans les premières parties de l’introduction et celles dédiées aux spectroscopies Raman et
RIXS. En ce sens, l’interprétation de l’évolution temporelle des systèmes de fermions par
voie optique est une extension naturelle et logique des études que nous avons pu mener
jusque là. Cette ouverture vers une nouvelle thématique utilisant un savoir-faire déjà ac-
quis tout en visant la réappropriation du formalisme de la dynamique hors-équilibre se
prête particulièrement à l’encadrement d’un doctorant. En effet, des travaux théoriques
récents étudiant la dynamique à travers le formalisme de Schwinger-Keldysh pour de
modèles usuels, Hubbard-Holstein [113] et Falicov-Kimball [114], ont déjà démontré les
succès de cette méthode pour les systèmes de fermions corrélés.
D’autre part, au vu des développements expérimentaux récents, que ce soit au niveau
des dispositifs compacts du type pompe-sonde, ou des grands instruments comme les
lasers à électron libre, de plus en plus d’études hors-équilibre vont voir le jour. Il sera
alors nécessaire d’en maîtriser l’interprétation.

13
C O N C L U S I O N G É N É R A L E E T P E R S P E C T I V E S
13.1 pour résumer
Les solides pouvant être décrits comme des systèmes fermioniques fortement corré-
lés, tout comme le couplage lumière-matière, ont fait l’objet depuis plusieurs décennies
d’intenses études. Il était donc normal que la première partie rappelle certains résultats
bien connus de ces domaines, qui peuvent être trouvés dans des publications classiques :
comme les références [7, 8] pour le couplage d’un hamiltonien général à la lumière et la
diffusion élastique, ou le livre de Patrik Fazekas [13] et les articles GKA [20, 21, 22] présen-
tant les systèmes corrélés, pour aboutir à la substitution de Peierls utilisée dans le cadre
d’une formulation d’opérateur de diffusion effectif [26, 115].
Ces bases posées, nous avons vu au cours de ce mémoire, que l’interaction lumière-
matière peut être considérée comme un outil permettant la caractérisation des propriétés
électroniques des solides. En effet, l’intérêt majeur d’utiliser les photons comme sonde
réside dans le fait que ceux-ci se couplent à la charge, ce qui permet, grâce à des formula-
tions effectives, de déduire des informations pertinentes pour d’autres degrés de libertés
tels que le spin ou l’orbitale.
Nous avons donc montré, pour ce qui concerne le spin, que les excitations magnétiques
exotiques (au sens large) peuvent être étudiées par spectroscopies Raman ou RIXS et qu’il
est possible de tirer avantage de la résonance ou de la polarisation pour faciliter l’interpré-
tation des spectres.
Plusieurs sujets d’études, concernant le magnétisme, ont été présentés :
— Le magnétisme frustré du modèle de Heisenberg sur réseau triangulaire anisotrope,
où nous avons vu que la signature de la frustration se traduisait dans le spectre
Raman par un amollissement du pic bi-magnon [32]. Ceci s’interprète à la lumière
des résultats d’ondes de spins [48, 49, 52] ou de développements en séries [46].
— La mise en ordre quadrupolaire dans des modèles de spins S = 1 avec échange
bilinéaire-biquadratique, pour lesquels l’observable 〈Sα〉 est non-pertinente, demeure
difficilement caractérisable par diffusion de neutrons, mais nous avons montré que
l’accès à
〈
(Sα)2
〉
peut être autorisé par diffusion Raman [33]. Il est alors possible, en
utilisant la résonance et la polarisation de la lumière, de démêler excitations magné-
tiques et quadrupolaires.
— Nous avons également évoqué la possibilité d’étudier la densité d’états bi-magnon
sur l’ensemble de la zone de Brillouin en utilisant des rayons X [71] comme source
de lumière plutôt que de la lumière visible dont le vecteur d’onde associé ne permet
que l’investigation du point Γ.
— Un cas particulier d’étude d’excitations magnétiques à travers l’espace réciproque a
été présenté pour le cas d’échelles magnétiques. Des excitations bi-triplon ont pu être
détectées par RIXS au seuil d’absorption L du cuivre dans Sr14Cu24O41 [93] concor-
dant avec notre interprétation sur la base de diagonalisations et avec les prédictions
théoriques précédentes concernant ces triplets dispersifs [95, 96].
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Les degrés de libertés de charge et d’orbitale ont, quant à eux, été étudiés exclusivement
grâce à la diffusion inélastique de rayons X résonants.
— Il était en premier lieu important de revenir sur les fondements des spectroscopie
d’absorption X et RIXS et de montrer qu’une approche numérique basée sur l’équa-
tion de Dirac [78] permet d’interpréter les pics provenant d’excitations locales telles
que les excitations multiplets.
— Les excitations multi-sites de charge (type ZRS) ou d’orbitales dans les cuprates ont
été prises en compte grâce à des hamiltoniens de Hubbard multi-bandes [85, 91].
L’ensemble des travaux évoqués ci-dessus ont donc déjà fait l’objet de publications. Nous
mentionnons également, dans la dernière partie, une extension naturelle de ces études ;
celle-ci concerne les aspects de dynamique résolue en temps dans des structures multi-
couches. Il s’agit là de développer le formalisme de Schwinger-Keldysh [105, 106] tout en
utilisant le savoir-faire acquis dans le domaine des systémes de fermions corrélés pour
étudier les mécanismes liés à la propagation d’informations magnétiques dans différents
matériaux.
13.2 aspects à développer
La présentation des quelques travaux réalisés dans le cadre de la diffusion de la lu-
mière laisse entrevoir trois axes majeurs qui peuvent être développés. Nous évoquons
brièvement ci-dessous les pistes que nous pourrions envisager dans chaque cas, étant
entendu que l’évolution centrale de nos travaux va toucher essentiellement à l’étude de
phénomènes dynamiques résolus en temps dans des systèmes nanostructurés étudiés par
technique pompe-sonde.
Formulations effectives pour les excitations de type ZRS
L’une des briques fondamentales pour comprendre la physique dans les cuprates su-
praconducteurs est le singulet de Zhang-Rice (ZRS) que nous avons évoqué dans la partie
consacrée à la diffusion inélasitque de rayons X résonants au seuil K du cuivre. Nous
avons montré, dans les sections 11.1 et 11.2, que le RIXS est une technique expérimentale
tout à fait adaptée à la détection des ZRS et qu’il est possible de suivre leur dispersion
à travers la zone de Brillouin. Le fait est également expérimentalement établi ; cependant,
notre approche, basée sur des calculs de diagonalisations exactes du modèle de Hubbard
multi-bandes, est limitée en taille et donc en résolution dans l’espace k.
Il serait donc souhaitable de développer un opérateur de diffusion effectif permettant
de s’affranchir d’avoir à étudier les états intermédiaires dans leur ensemble. Du point de
vue numérique, l’avantage majeur d’un tel opérateur réside principalement dans le fait
que des calculs du type fraction continue basés sur des algorithmes à la Lanczos sont
utilisables et permettent d’atteindre de plus grandes tailles. Du point de vue analytique,
des développements centrés autour d’un tel opérateur de diffusion sont également envi-
sageables mais relativement limités. En effet, le hamiltonien multi-bandes décrivant ces
composés demeure relativement complexe et les paramètres (intégrales de sauts, énergie
de transfert de charge et répulsion coulombienne) ne permettent a priori aucun traitement
perturbatif.
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Excitations locales et dispersives
Dans le chapitre 10, et plus précisément à la section 10.3, nous avons montré comment le
RIXS, notamment aux seuils L et M des métaux de transition, permet la détection de mul-
tiplets atomiques. Il s’agit bien sûr d’excitations localisées qui, si elles peuvent renseigner
sur la structure cristallographique locale ou l’occupation orbitale, ne sont généralement
pas essentielles à la compréhension des phénomènes physiques et des excitations basses
énergies dans les systèmes étudiés. Cependant, les spectres RIXS étant généralement “touf-
fus” il est important de pouvoir attribuer ces excitations aux pics correspondants afin de
pouvoir se concentrer sur l’interprétation des pics restants. Nous avons donc développé
un code (MultiX) qui permet de simuler les excitations multiplets dans les spectres RIXS
en prenant en compte naturellement le couplage spin-orbite et le champ cristallin ; par
essence, ces simulations sont réalisées en ne considérant que le site où le photon X est
absorbé ou émis.
Cependant, ces excitations peuvent éventuellement se coupler à des modes dispersifs,
comme par exemple des orbitons (excitation orbitale sur plusieurs sites). Nous voyons dès
lors qu’il devient nécessaire, sur le long terme, de pouvoir relier les états propres, à un
seul site, issus du code MultiX à une approche multi-sites afin de pouvoir étudier les
excitations collectives qui vont émerger et disperser dans la zone de Brillouin.
Résolution temporelle
Un projet impliquant des expériences pompe-sonde avec mesures magnéto-optiques a
été abordé au chapitre 12, nous avons détaillé nos objectifs : déterminer le matériau le
plus adapté pour transporter une information magnétique dans une nanostructure multi-
couches, et donc les mécanismes microsopiques sous-jacents les plus performants. Pour
cela, il nous faudra appliquer le formalisme de Schwinger-Keldysh à des modèles de
fermions corrélés pertinents pour les matériaux concernés.
En outre, un sujet connexe va se développer ; en effet, les développements expérimen-
taux récents, faisant intervenir des sources de lumière du type lasers à électrons libres
(FEL) ou basées sur des générations d’harmoniques d’ordres élevées, vont permettre d’ef-
fectuer des expériences de RIXS résolues en temps. Les techniques et le savoir-faire que
nous avons détaillés dans ce mémoire concernant la diffusion inélastique de lumière, al-
liés à l’approche Schwinger-Keldysh pour étudier les phénomènes hors-équilibre vont
permettre de pouvoir interpréter les mesures expérimentales à venir dans ce domaine.
Il faut cependant rester prudent : pour l’instant, la plupart des études théoriques concer-
nant la dynamique hors-équilibre discrétisent le temps le long du contour de Keldysh afin
d’effectuer un ensemble de multiplications matricielles numériquement. Le traitement nu-
mérique qui en résulte demeure lourd, même pour des modèles relativement simples
comme Fallicov-Kimball, il est donc essentiel de pouvoir re-formuler le problème sous
forme d’hamiltonien effectif afin de limiter la taille des matrices, ou éventuellement de
pouvoir traiter la propagation temporelle analytiquement.
D’autre part, il ne faut pas oublier que le formalisme de Schwinger-Keldysh ou des
fonctions de Green hors-équilibre permet l’investigation de nombre de problèmes en phy-
sique de la matière condensée, et ne se limite pas uniquement aux systèmes fortement
corrélés. A titre d’exemple, on peut mentionner que ces approches ont permis de simu-
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ler avec un certain succès les propriétés électroniques de cellules solaires nanostructurées
[116, 117]. Cependant, avant de se tourner vers des applications techniques impliquant
des technologies complexes basées à la fois sur la physique à l’échelle du nanomètre et les
derniers développement de physique des semi-conducteurs, il importe de maîtriser ces
outils théoriques dans le cadre de systèmes que nous connaissons bien.
Cinquième partie
A P P E N D I C E S

A
D E N S I T É D ’ É TAT S B I - M A G N O N S O N D É E PA R I N S
Nous prenons un système décrit par le hamiltonien de Heisenberg sur réseau carré
isotrope H = J∑(i,j) Si · Sj, de telle sorte que l’état fondamental classique est décrit par
l’ordre de Néel à deux sous-réseaux. L’étude du spectre d’excitations peut se faire par
l’approche d’ondes de spins en considérant que S est grand et en quantifiant sa déviation
par rapport à l’état de Néel grâce à des bosons.
Les deux sous-réseaux sont représentés par des spins SA et SB avec deux types d’opéra-
teurs bosoniques, respectivement, a et b. Ainsi, la transformation de Holstein-Primakoff, à
l’ordre le plus bas, est donnée par
S+A =
√
2Sa
S−A =
√
2Sa†
SzA = S− a†a
(60)
pour les sites appartenant au sous-réseau A, et par
S+B =
√
2Sb†
S−B =
√
2Sb
SzB = −S + b†b
(61)
pour les sites appartenant au sous-réseau B. Le hamiltonien de départ s’écrit maintenant
dans sa forme bosonique
H = −JS2 + zJS∑
k
[
a†kak + b
†
kbk + γk(akbk + a
†
kb
†
k)
]
(62)
où z est la coordinence et γk = 1z ∑δ=±x,y e
ik·δ. Le hamiltonien doit être diagonalisé à l’aide
d’une transformation de Bogoliubov avec 2u2k − 1 = 2v2k + 1 = 1/
√
1− γ2k, ce qui nous
conduit à la relation de dispersion usuelle pour les magnons
ωk = 4JS
√
1− 1
2
[cos(kx) + cos(ky)]2. (63)
A partir de là, si nous souhaitons simuler une expérience d’INS, il nous faut évaluer la
quantité suivante
S(k, t) = 〈S(k, t) · S(−k, 0)〉 (64)
Mais comment peut-on, à partir de cette expression sonder le spectre bi-magnon ? Il
faut se rappeler que, la transformation de Holstein-Primakoff que nous avons effectuée
brise explicitement la symétrie de rotation des spins en choisissant arbitrairement un axe
de quantification ; il faut donc distinguer deux modes de diffusions pour les neutrons,
en fonction de leur polarisation : mode transverse dans le plan (x, y), ou mode longitu-
dinal dans la direction z. Comme cela a été montré par Canali et Wallin [118], pour la
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Figure 32 – Spectre d’excitation bi-magnon sondé par INS.
composante longitudinale Szz, le processus de diffusion bi-magnon est dominant dans le
calcul de la section efficace et peut être écrit en fonction de la densité d’état bi-magnon et
d’un facteur qu’il est possible d’exprimer grâce aux paramètres de Bogoliubov u et v en-
trant dans la diagonalisation du hamiltonien [119]. L’intensité diffusée est alors exprimée
comme
IzzNeutron(q,Ω) ∝ ∑
k
f 2N(k, q)δ(Ω−ωk −ωk+q)
fN(k, q) = (ukvk+q − vkuk+q)
(65)
Cette quantité peut être évaluée et tracée (comme nous l’avons fait pour la densité
d’états bi-magnon nue, voir figure 7), nous présentons le résultat de ce calcul dans la
figure 32.
Nous remarquons immédiatement que les neutrons sont essentiellement sensibles aux
basses énergies, et font ressortir la partie basse de la densité d’état autour du point (pi,pi).
B
E C H A N G E B I L I N É A I R E - B I Q U A D R AT I Q U E - C H A Î N E A K LT
Le monde des chaînes de spins peut se diviser en deux groupes : les chaînes de spins
semi-entiers et les chaînes de spins entiers.
Si nous regardons la chaîne d’Heisenberg de spins S = 1/2, il s’agit d’un des rares
cas où le modèle de Heisenberg est exactement soluble par Ansatz de Bethe [120] : nous
trouvons alors un continuum d’excitations (appelées spinons) qui a la propriété d’être non
gappé. Si cette chaîne est alors couplée au réseau, nous avons une transition dite spin-
Peierls où la symétrie de translation est brisée en formant un singulet de spin un lien sur
deux. L’état fondamental est donc du type VBS et la chaîne est alors gappée (voir figure
33).
Une chaîne de spins S = 1 peut être vue comme deux chaînes de spins 1/2 couplées,
dans ces conditions, il est également possible de former un état VBS, mais sans toutefois bri-
ser la symétrie de translation, comme indiqué dans le bas de la figure 33. Partant de cette
hypothèse, Affleck, Kennedy, Lieb et Tasaki (AKLT) se sont demandés s’il était possible de
construire un hamiltonien de telle sorte que l’état VBS décrit ci-dessus soit le fondamental.
Il suffit de constater que pour deux sites, nous avons un spin total qui peut être S = 0, 1
ou 2, et donc de construire le projecteur sur l’état S = 2 :
P2 (Si + Si+1) = 12 (Si · Si+1) +
1
6
(Si · Si+1)2 + 13.
Comme le projecteur est défini positif, nous trouvons ainsi, que l’un des états fondamen-
taux du hamiltonien
HAKLT =∑
i
P2 (Si + Si+1) ,
est bien l’état VBS que nous proposons puisqu’il est état propre d’énergie 0.
Notons qu’il est possible de généraliser le hamiltonien AKLT en écrivant
H =∑
i
[
cos θ (Si · Si+1) + sin θ (Si · Si+1)2
]
,
et d’étudier de façon systématique ce modèle dans lequel l’échange biquadratique rentre
en compétition avec l’échange d’Heisenberg.
J+δ J−δ J+δ J+δ J+δJ−δ J−δ
2
1
Figure 33 – Chaînes de spins S = 1/2 dimerisée et chaîne de spins S = 1
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C
E Q U AT I O N D E D I R A C
La première étape pour calculer une structure de multiplet atomique consiste à avoir
accès aux fonctions d’ondes et énergies propres issues de l’équation de Dirac. Nous mon-
trons ici comment les obtenir.
c.1 dérivation des équations différentielles couplées
Formellement, l’équation de Dirac peut être écrite comme suit
HDΨ = eΨ (66)
HD = cα · p+ βmc2 +V(r) avec α =
(
0 σ
σ 0
)
; β =
(
12 0
0 −12
)
(67)
où les opérateurs σ sont les matrices de Pauli. Les fonctions propres peuvent alors être
exprimées comme des combinaisons de bi-spineurs
Ψ =
ψA
ψB
 =
 g(e, r)χ
jz
κ (θ, φ)
i f (e, r)χjz−κ(θ, φ)
 (68)
χ
jz
κ étant les harmoniques sphériques de spin pouvant être données sous la forme
χ
jz
κ (θ, φ) = ∑
s=±1/2
〈l κ 1/2|jz − s s〉︸ ︷︷ ︸
= Clebsch−Gordan
Y jz−sl (θ, φ) Φs︸︷︷︸
= spineur
. (69)
Où nous avons introduit le nombre quantique relativiste κ tel que
κ =
{
` , j = `− 1/2
−`− 1 , j = `+ 1/2
; avec jz = −j,−j + 1, ..., j. (70)
ainsi, l’équation de Dirac sous forme matricielle donne
cσ · p
(
ψB
ψA
)
=
(
e−V −mc2 0
0 e−V + mc2
)(
ψA
ψB
)
(71)
Il peut être montré que l’opérateur σ ·p peut s’écrire en fonction de l’opérateur différentiel
radial et du moment angulaire
σ · p = 1
r
σ · x
r
(
−ih¯r ∂
∂r
+ iσ ·L
)
. (72)
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De plus, en remarquant que l’opérateur σ·xr n’agit que sur la composante angulaire de la
fonction d’onde, nous arrivons aux égalités suivantes
KψA,B = β (σ ·L+ h¯)ψA,B = −h¯κψA,B
σ·x
r χ
jz
κ = −χjz−κ
σ·x
r χ
jz
−κ = −χjzκ
(73)
qui donnent, en les utilisant dans l’Eq. (71)
cσ · x
r2

[
−ih¯r ∂∂r + iσ ·L
]
i fχjz−κ
[
−ih¯r ∂∂r + iσ ·L
]
gχjz+κ
 =
e−V −mc
2 0
0 e−V + mc2

ψA
ψB
 (74)
Les résultats de l’Eq.(73) peuvent donc être simplifiés
c
r

[
ih¯r ∂∂r − i(κ − 1)h¯
]
i fχjzκ
[
ih¯r ∂∂r + i(κ + 1)h¯
]
gχjz−κ
 =
(e−V −mc
2)g 0
0 (e−V + mc2) f

 χ
jz
κ
iχjz−κ
 (75)
En prenant h¯ = 1, nous obtenons alors les équations différentielles couplées usuelles pour
les composantes majeures et mineures
g′κ = − κ+1r gκ + 1c (e−V + mc2) fκ
f ′κ = κ−1r fκ − 1c (e−V −mc2)gκ
(76)
Ces deux dernières équations peuvent être mises sous une forme plus élégante et plus
facile à traiter numériquement en effectuant le changement de variables
Gκ(r) ≡ rgκ(r) ; Fκ(r) ≡ cr fκ(r) ; E = e−mc2. (77)
Ainsi, l’Eq. (76) s’écrit
d
dr Gκ = − κr Gκ +
(
E−V(r)
c2 + 1
)
Fκ
d
dr Fκ =
κ
r Fκ − (E−V(r))Gκ
(78)
C’est sous cette forme que l’équation de Dirac est résolue dans le code. Un exemple est
donné en figure 34 où nous avons représenté la composante majeure de la partie radiale
des fonctions d’ondes s et p du silicium.
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Figure 34 – Composante majeure gκ(r) de la partie radiale des fonctions d’ondes s et p de Si
(Z = 14), r est en unité atomique. Le nombre de nœuds est lié au nombre quantique
principal n.
c.2 comportement à l’origine
Nous analysons ici le comportement de la partie radiale à l’origine. L’étude de ce cas
est plus aisée en effectuant le changement de variable r = eλ, de telle sorte que l’Eq. (76)
se mette sous la forme
dg
dλ = −(κ + 1)g + e
λ
c (e−V(λ) + mc2) f
d f
dλ = (κ − 1) f − e
λ
c (e−V(λ)−mc2)g
(79)
La forme asymptotique s’obtient en faisant r → 0 donc λ → −∞. De plus, le potentiel
V(r) étant supposé se comporter comme V(r) ∼ 1/r, nous obtenons
eλ(e−V + mc2)→ Z (80)
où Z est le nombre de charges du noyau. Ceci nous permet d’écrire l’Eq. (79) comme
dg
dλ = −(κ + 1)g + Zc f
d f
dλ = (κ − 1) f − Zc g
(81)
Par substitution, nous arrivons à une équation différentielle du second ordre pour g
d2g
dλ2
+ 2
dg
dλ
− (κ2 − 1− Z
2
c2
)g = 0. (82)
Les solutions sont donc comme
g(r) ∼ r
√
κ2− Z2
c2
−1 ; f (r) = cg(r)
√
κ2 − Z2c2 + κ
Z
(83)
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ce qui donne en terme des fonctions F et G
G(r) ∼ r
√
κ2− Z2
c2 ; F(r) = cG(r)
√
κ2 − Z2c2 + κ
Z
. (84)
De ces deux équations, nous voyons que la stabilité des solutions pour des atomes Z > 137
est mise en question à cause de l’argument sous la racine devenant négatif. Ceci est en
réalité une conséquence de l’hypothèse d’un noyau vu comme une charge ponctuelle ;
pour résoudre ce problème il suffit de prendre en compte l’étendue spatiale de la charge
pour les noyaux les plus lourds. Dans la pratique, nous ne seront jamais concernés par ce
problème en physique de la matière condensée.
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