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Almtraet--Polynomial interpolation is known to be ill-conditioned if the interpolating points are not 
chosen in special ways; classical rational interpolation can give better esults, but does not work in all 
cases and the corresponding functions can show poles in the interval of interpolation. We present here 
rational functions which guarantee well-conditioned interpolation  a real interval or a circle and cannot 
have any poles there. They can be evaluated at least as efficiently as the corresponding interpolation 
polynomials and the accuracy of their approximation to a given function often compares favorably with 
that of spline interpolants. 
1. INTRODUCTION 
Let f be a complex-valued function defined on some interval I of  the real line, let x0, Xl . . . . .  x n 
be n + 1 distinct points of  L and let fk - '=f (x , ) ,  k = 0(1)n. Then 
p(x ) .= ~ fklk(X) (1) 
k=O 
is the Lagrangian representat ion f the unique polynomial  of  degree n which interpolates f between 
the points Xk: p (Xk)=fk  [1, p. 229]. In definition (1), lk(x) represents the unique polynomial  of  
degree ~< n which vanishes at all x = xj, j ¢ k, and which takes on the value 1 at x = Xk. With 
and 
lk can be written as [1, p. 237] 
l ( x ) ,=  (x  - Xo)(X - xO . . . (x  - x . )  
1 
W k :~ 
I-I (Xk -- Xj) '  
j~,k  
(2) 
k = O(1)n, (3) 
l k (x)  = l (x )  w,  
x - Xk" (4) 
I f f  is a po lynomia l  o f  degree ~<n, then f (x )=p(x) ,  so that interpolat ing f (x ) -  1 yields 
k=0 k=0 X - -  X k 
Dividing equat ion (1) by equat ion (5) one gets 
A/,(x) 
p(x) = k=0 (6) 
lk(X) 
k=0 
Inserting equation (4) into this expression and cancelling l ( x )  yields the barycentr ic  fo rmula  for 
tThis work was done while the author was visiting the University of North Carolina, Chapel Hill, U.S.A. 
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p(x), which is one of the most powerful and stable ways of evaluating p [1, p. 237; 2; 22]: 
w f, 
k=O X - -X  k p(x) = (7) 
k=O X - -  X k 
In the following we shall refer to the above kind of interpolation as a global interpolation 
procedure, where the same polynomial (or later, rational function) is used to interpolate f 
throughout the interval, in contrast o spline interpolation, where the interpolant is merely piece- 
wise a polynomial which can only be evaluated at a given point x after the interval separating two 
interpolating points and containing x has been determined. 
It is well-known that this global polynomial interpolation yields satisfactory results only if the 
interpolating points are chosen in special ways. If the interpolating points are, say, equally spaced, 
and n >> 1, then the polynomial shows huge oscillations near the extremities of the interval of 
interpolation [3, p. 73], which make it useless as an approximation of f. Moreover, the condition 
of such an interpolation appears to be extremely bad: as an example, if the interpolating points 
are chosen to be 
k 
Xk~=--l+--, k=O(1)2m, (8) 
m 
and p is to be evaluated at x* .'= 1 - (1/2m), then an error E in fm = f(O) alters p (x) asymptotically 
by [1, p. 246] 
22,, 
p,(x*) -p(x*)  ~ +_ ~E,  
where p,(x) denotes the interpolating polynomial corresponding to the perturbed values. Inter- 
polation at the Chebyshev points yield much better results, but one cannot always choose the 
position of the interpolating points arbitrarily. 
On the other hand, global rational interpolation is known to give better esults in some examples 
[4, p. 288]. But the traditional problem of rational interpolation (find a rational function r whose 
number of coefficients i equal to the number of interpolating points, see Ref. [5, p. 49]) is known 
to present wo main difficulties: 
(1) it is not always solvable: in some cases, the interpolation condition r(xk)= fk 
cannot be satisfied and so called unattainable points occur [5, p. 56]; 
(2) the interpolating function r can have poles in the interval of interpolation, which 
make the interpolation with r useless unlessfis ingular at the same points, too. 
In the following, we shall present rational functions which guarantee a well-conditioned 
interpolation on the real line and the circle and do not have any poles there. 
In Section 2 we explain our strategy for constructing such functions and give a simple example 
for interpolating on an interval. In Section 3, we apply this strategy to the interpolation on the 
circle (trigonometric interpolation) and give numerical examples showing that the resulting 
function is, in general, a much better approximation on the circle than the function of Section 2 
is on the interval. Making use of this fact in Section 4, we transform the interpolation problem 
on the interval into an equivalent one on the circle and use the function of Section 3 to interpolate 
on the interval. Numerical examples how finally that for equidistant interpolating points the 
interpolation error committed in using our function is often comparable with the error of spline 
interpolants. 
2. A RATIONAL FUNCTION FOR INTERPOLATING ON AN INTERVAL 
The representations (6) and (7) of the interpolating polynomial p show a very remarkable f ature: 
the interpolation property 
lim p (x )  = fk 
x~x k 
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is satisfied independently of the numbers Wk as long as these are chosen different from zero. Thus, 
the function 
uk lk(x)A l(x) u~ A 
r (x )  = k=0 Wk _ =0 X --Xk (9) 
k=O Wk k=O X - -  X k 
interpolates f between the given points xk for all choices of the weights Uk, such that Uk ~ 0, V k. 
If Uk = Wk, k = 0(1)n, then r in equation (9) is the interpolating polynomial; for other choices of 
uk, r is a rational function. More precisely, is is the quotient of the two interpolating polynomials 
corresponding to the values (Uk/Wk)fk and Uk/Wk, respectively; and the choice uk = Wk in the 
Lagrange interpolation is taken only to force equation (9) to be a polynomial, which does not 
impose itself a priori. 
The above observation leads very naturally to the attempt o use the representation (9) for 
purposes of rational interpolation [23]. Until now, most authors eem to have dealt just with the 
traditional problem. In most applications, however, the degrees of the polynomials in the 
numerator and the denominator give no decisive criteria for judging the quality of the interpolation. 
What really matters is the committed error and the complexity of the interpolating function (i.e. 
the number of operations needed for its evaluation). For this reason, we follow a different approach 
here: leaving the degree condition out of consideration, we try to find among all possible rational 
functions of the form (9) one which avoids the two drawbacks of rational approximation mentioned 
in the Introduction and at the same time does not show the huge oscillations which make 
polynomial interpolation useless. 
To begin with, we remark that, since the interpolation property is achieved by every rational 
function (9) having all uk ~-0, we must only choose one satisfying this condition to avoid the 
inconvenience of unattainable points. On the other hand, numerical experiments reveal a 
remarkable correlation between two seemingly different properties of polynomial interpolation: in
cases where all weights w k of the interpolation formula have the same order of magnitude and the 
polynomial can thus be evaluated precisely, the interpolation problem is well-conditioned. For 
example, the formulas corresponding to trigonometric interpolation between equally-spaced 
interpolating points show weights whose absolute value range from 0 to 1 [6, p. 103]; simultane- 
ously, the corresponding interpolation problem is very well-conditioned (with respect to the 
interpolated values). But the weights corresponding to arbitrary interpolating points, in general, 
vary widely in magnitude [7] and the corresponding problem can be ill-conditioned [8, p. 128]. The 
same comparison can be made [1, p. 236] between interpolation polynomials corresponding to 
Chebyshev points and to equally spaced points [interpolation to Chebyshev points is the same as 
trigonometric interpolation (formulas (4) and (5) in Ref. [1, Sect. 5.5] are the same as formula (3.7) 
cases (a) and (c) of Ref. [6])]. 
From this observation, we derive a very simple strategy: we seek a rational function of the form 
(9) whose coefficients uk all have the same absolute value and whose denominator does not have 
any real zero. In this paper, we restrict ourself to real weights. Since a division of all weights by 
the same constant does not affect any rational function (9), our problem reduces to choosing among 
all n + 1 sequences of values + 1 and - 1 one for which the corresponding rational function does 
not have any poles. To achieve this, we deal with the representation f r in equation (9) and remark 
first that the value of the denominator atthe interpolating points x, is U,/Wk and thus different from 
zero, for we chose Uk ~ O. The polynomial in the denominator, 
tl 
q(x) t(x) ~ u~ 
k~O x - -  X k 
is the product of l (x )  with a sum of hyperbolas. Since l (x)  changes its sign at each Xk, we must 
determine the Uk'S in such a way that the sum changes its sign at each Xk, tOO, and only there. The 
continuity of the denominator then guarantees the absence of poles. Considering the special case 
n = 2, we can immediately rule out the choice uk = 1, V k; for the function 
1 1 2x  - -  (Xo + xl) 
X-Xo  x-x~ (X-Xo)(X-XO 
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changes its sign at x = (x,, + x,)/2, in the interior of the interval [x,,, x,]. But choosing the Q’S with 
alternating signs will fulfill our requirement. 
Lemma 2.1 
Let x0, xl, . . . , x, be n + 1 distinct interpolating points with x0 < x, < . . < x,. Then the 
polynomial 
is d@erent from 0, V x E R. 
Proof. The term of the sum in equation (10) which corresponds to the interpolating point x, is 
a hyperbola with vertical asymptote x = x k. We denote the interval between two such asymptotes 
by Ik: &:=(-00,x0), zk:=(xk_I,xk) for k = l(l)n, Ij+,:=(x,, co); furthermore, we define 
i 
(-l)k x <x 
i 
0, x cxk, 
ski= x-_’ k’ and rk:= (-l)k 
0, Y-q-- 
x =-xk, 
x >xk, 
and consider the Sk and the rk separately (see Fig. 1 for the case n = 6-because of the factors (- l)k, 
the graph of the s, for odd k’s is in the upper half-plane). 
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We have 
where 
For x e I~, 
--(--1)k -- s(x) + r(x), 
k=0 X - -  X k 
s(x).'= ~ sk(x) and r(x),= ~ rk(x). 
k=O k=O 
s(x) = sk(x) and r(x) = ~ rk(x). 
k=l  k=0 
Both are alternating, in absolute value strictly decreasing series, hence 
sign s(x) = sign st(x) = ( -  1) t-1 and sign r(x) = sign rl i(x) = ( -  1) l-t, 
Substituting uk = ( -1 )  k into equation (9) yields the following theorem. 
for xe I t .  • 
Theorem 2.1 
The rational function 
l(x) E 
r (x )=k=o Wk = k=o --Xk (11) 
k=0 Wk k=0 X - -  X k 
interpolates the function f between the points xk, k = 0(1)n, and has no pole on the real line. 
Dividing numerator and denominator by l (x) yields the barycentric formula for evaluating r in 
equation (11): 
k=O X - -X  k 
r (x )= " 
k=O X - -X  k 
If we repeat the mental experiment of Henrici mentioned in the Introduction, choosing the 
interpolating points in definition (8) and changing fm by e again, then we get a perturbed rational 
function r,(x) which differs from equation (11) by 
1 
r,(x) - r(x) = e 2-  _ 
(--1) k 
k = 0 Wk [ Wm 
Evaluating this at x*, we obtain 
e 1 
2m r,(x*) r(x*) 2m -- 1 ~ (_ l )k_ , ,  1 
k=0 4m -- (2k + 1) 
since 
X ~ Xk for k ~ m. 
~L (_l)k =O 2m --1 1+ 
k=0 2k+l  
2m-I (__l)k 
- - - * -  as m--*~. 
2k+l  4 k=0 
Thus, with respect to this kind of perturbation of the data, our interpolation is extremely 
well-conditioned. 
Numerical Example 1 
Let us consider the classical example of Runge [9, p. 243; 10, p. 348; 3, p. 73], 
1 
f (x ) -  1 + 25x 2' (12) 
J .-P. BERRUT 
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Table I. Interpolation errors for f(x) = -1 + 25x 2 
Polynomial Spline 
n + 1 Equally T-points Equally T-points 
Function (11) Function (25) 
Equally T-points Equally 
10 3.0'10 -I 3.2"10 i 1.4'10 -t 3.4"10 i 1.7'10 i 3.8.10-1 i . l .10 - t  
20 8.6 4.5" 10 -2 1.2' 10 z 6.2" 10 2 2.6" 10 2 6.0' 10 3 6.7" 10 -3 
50 6.6" 105 1.2" 10 -4 1.5'10 -4 1.3"10 3 1.2"10 2 1.9"10 2 2.3" 10 -4 
100 2.6" 104 5.6" 10 -9 6.8' 10 -6 4.7-10 -5 6.0" 10 -3 9.7-10-3 5.7" 10 -5 
200 U-flow 0.0 9.8"10 7 2.4.10 6 2.8.10 3 4.8'10 3 1.3.10 5 
500 U-flow 0.0 1.0"10 7 6.1.10-8 1.2'10 3 1.9.10 ~ 2.2.10 6 
1000 0.0 2.4'10 s 3.8"10 9 5.7.10-4 9.6'10 4 5.2.10-7 
2000 9.3"10 -9 2.3"10 ~0 2.2"10 4 4.8'10 4 1.0.10 7 
5000 1.2"10 -9 6.1'10 12 1.2-10 4 1.9.10-4 2.2"10 ~ 
10,000 1.0"10 -1° 3.8"10 ~3 5.7"10 5 9.6.10.5 5.3"10 9 
20,000 6.9"10 -t2 0.0 2.9"10 5 4.8.10-5 1.3.10-9 
50,000 0.0 0.0 1.2.10 5 1.9" 10 -5 2.2" 10- l0 
on the interval I ,= [ -  1, 1]. We have interpolated f with a polynomial, our rational function (11) 
and the natural spline interpolant using the program given in Ref. [4, p. 266], computing each one 
of these interpolation functions for equally-spaced points as well as for Chebyshev (T-) points of 
the first and second kind [1, pp. 248, 252]. (The argument against natural spline interpolants 
mentioned in Ref. [11, p. 55] does not apply to our examples, since in all but one of them the 
maximal error occurs in the middle of the interval and in the remaining one, Example 4, the 
accuracy is not significantly poorer than in the comparable Example 5.) To measure the error of 
interpolation, we considered the 1000 equally-spaced points 
5 l -1  10 
~t = - ~ + 999 4 ' l = 1 (1) 1000, 
on the interval [ -  5/4, 5/4] containing I and computed the maximal absolute value of the error at 
those ~t lying in L The results, except for T-points of the first kind, are listed in Table 1. 
Runge showed that, for this example, the interpolating polynomials to equally-spaced points do 
not converge to f The spline functions show good but much slower convergence than the 
T-polynomials which, being trigonometric nterpolating polynomials for equidistant points (see 
Section 4), converge xponentially [12, p. 490]. Function (11) converges at a slow O(h) rate for 
the three choices of interpolating points, but appears nevertheless to be a convergent interpolant 
of f (The computations were performed on an IBM machine in double precision. Values of the 
interpolants that differ from the value o f f  by <5.10 -14 are  considered exact.) 
3. A RATIONAL TRIGONOMETRIC FUNCTION FOR INTERPOLATING 
ON THE CIRCLE 
3.1. Interpolation of Arbitrary Functions 
Here we take I..= [0, 2n] as the interval of interpolation and denote the variable by ~b. The 
(balanced) trigonometric polynomial of degree <<.n/2 which interpolates the fk '= f(4~k) between the 
equidistant points 4~k = k(2n/n), k = 0(1)n - 1, is given by 
n- I  
t(q~) = ~ fklk(q~), (13) 
k=0 
where we have introduced the functions 
with 
- ~ 
lk(~b).'= ak l (~)cs t  q~ 2 ' 
. - '  (~-¢,~) 
! (~b) ,=  l - I  sin - -  
k=O 2 
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and 
(csc 49, if n is odd, 
cst 49 '= { (cot 49, if n is even. 
The ak are the weights corresponding to the wk in equation (3), 
° , 49~- 49, 
a~ := 1-[ s i n -  
i=0 2 
[13, 14; 6, pp. 93-94, 96 with c = 0]. When Ref. [6] was written, we were not aware of the existence 
of the work of Salzer [14], which already contained our formula (2.7) [6]. The lk(49) are 
trigonometric polynomials of degree [n/2] with lk(49k)= 1 and ik(49j)= 0 for j ~k .  Since our 
interpolating points are equidistant, we have ak = (-1)ka0 [6, p. 94]; dividing expression (13) 
by the corresponding one for the function f -  1, one gets the barycentric formula for t (49) [1 5, 
p. 229]: 
aol(49) ~, (--1)kcst fk ~ (--1) *cst fk 
t(49) = k=0 =k=0 
n-  1 n .~ l  " 
ao1(49) ~ ( -1)kcst  49 -49k ~_~ (_ l )kcst  49-49k 
k~0 2 k~0 2 
(14) 
Numerical experiments show that the interpolation by such a trigonometric polynomial between 
equally-spaced points is well-conditioned, accurate and stable, if the evaluation is performed with 
equation (14) [1, p. 343; 15]. Again here, the interpolation property of the function t(49) does not 
depend on the coefficients put in front of the cst (49 - 49k)/2; if we take any numbers uk # 0 instead 
of the ( -1 )  k, the corresponding function 
" - '  ~--~ fk l(49) ~ UkCSt 
r(49) = ~=0 (15)  
, - I  Uk cst 49 - 49k l(49) Z 5 
k=O 
interpolates f between the points 49k. Moreover, this interpolating property is independent of the 
interpolating points: to each choice of (different) 49k'S, the function defined by equation (15) with 
fk.'=f(49k) interpolates f between the 49k'S. However, it is no longer then a trigonometric 
polynomial, but a quotient of two such polynomials, as can be seen by using usual trigonometric 
identities [6, pp. 93, 95]. 
Let n arbitrary but different interpolating points 49k be given in R, k = 0( l )n -  1, and let 
fk := f(49k) be the corresponding values of f We use the notation introduced in Re(. [6, p. 92]: to 
each 49k we associate q~k, its residue class modulo 2n in the vector space R2. (T in Re(. [16]). This 
allows us to consider trigonometric interpolation on the circle instead of the real line. For each 
~ R2, we denote by s ° the element of ~ with 0 < s ° < 2n and call it the main element of ~. We 
collect the q~k in the set S,.'= {q~k}~,-~. In R2,, we consider the order given by the relation 
</~0< flo. Following the strategy outlined in Section 2, we seek a trigonometric rational 
function of the form (15) whose coefficients Uk all have the same absolute value and whose 
denominator has no real zero. The well-conditioned polynomial (14) suggests that we try uk = ( -  1) k 
for arbitrary 49k as well, and, in fact, the lemma corresponding to the one of the previous section 
holds. 
Lemma 3.1 
0 Let 49o, 491 . . . . .  ~,_ ~ be n distinct interpolating points with 490 < 49o t < 490 <. . .  < Oh,_ ~. Then the 
trigonometric polynomial 
n- I  
q(49)..= l(49) ~ ( -  1)kcst 49 -- 49k (16) 
k=0 2 
is different from O, V 49 ~ R. 
Proof At the interpolating points, we have q(49k) = (--1)k[ak # O. The graph of the term corres- 
ponding to the interpolating point 49k in the sum in polynomial (16) has an asymptote at ~ -- q~k- 
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Since l(~b) changes ign at each $, ,  we need only show that 
n- I  
( -  1) k cst $ - ~bk 
kffi0 2 
does as well. 
Let us first treat the case where n is even, n = 2m. We denote again the interval between two 
asymptotes by Ik: Ik'=($k, Sk+l), k =0(1)n -  1; cot(~b- d~k)/2 is 2n-periodic and decreasing 
everywhere. We set Vk'= ( - -1 )kcot ($ -  dPk)/2 and, because of the 2n-periodicity, we make the 
convention Vk+, = Vk, V k. From Fig. 2 (s¢¢, for example,/4) we s¢¢ that outside/j,  vj+ t + vj has 
the sign of ( -  1) j+ ~. In fact, the cotangent sum formula [17, No. 4.3.39] yields V j = 0(1)n - l, 
( -  l y  ÷ ~(vj÷ j + vj) = cot 
sin ~bj+l -- ~bj 
2 2 sin ~ - ~j+______l sin ~b - ~/> 0, 
2 2 
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since the sines in the denominator have the same sign outside/j.  Thus, 
n- I  (~ - -~k  n - I  
Z ( -1 )  kc°t ~ = Z vk(dP) 
k=O kf f iO 
I 
'm - ! 
E 
j f f i0  
m- I  
E 
. j= 0 
[v2y(~b) + v~_l(~)] >0,  if~b elk for even k, 
[v~y(~b) + v:j+,(~)] <0,  ifq~ elk for odd k, 
and the sum alternates ign. 
The case n odd, n = 2m + 1, is slightly more complicated: V k, csc(~b -~k) /2  is 4n-periodic, 
positive for ~O<~b<~b °+2n,  negative for ~b °+2n<gb<q~°+4n,  decreasing for 
tb ° < ¢p < ~b~, + n and ~b ° + 3n < ~b < ~b ° + 4n and increasing for ~b ° + n < ~ < ~b °+ 3~. We set 
Vk(gp),=(--1)kcsc(q~- ~bk)/2; since Vk is not 2n-periodic, here we define Ik,=(ck °,~b°+j) for 
k # n -  1 and I,_~ ,= (~b°_l, ~b0°+ 2n). We must prove only that the sum alternates ign on 
[~b00, ~0 + 2n); for then its sign on I,_ i will be the same as on I0 and will change at ~0 ° + 2n because 
csc ½(2r~ + ~b -~bk)= --csc½(q~ --~bk), V k. We split Vk into two parts by defining 
rk(C~) { (--1)kcsc q~--~bk ,= ~ , i fq~- -~k<~,  
O, if ~ - ~k > ~, 
and 
0, i f~  -q~,< ~, 
sk(~) ,= ( -  1)* csc ~ - ~ , i f~-dk>a.  
(Directly to the right of ~bk °, rk is positive if k is even and negative if k is odd; it has the opposite 
sign directly to the right of ~b ° + 2n. Similar considerations hold for Sk.) 
On the interval Ik, vj has the sign o f ( -  1) k for j  = k ( -2 )0  and j  = k + l(2)n - 1 [forj = 0 (resp. 
n - 1) this holds only i f j  has the same parity as k (resp. k + 1)], and the opposite sign for the 
remaining j, i.e. fo r j  =k  - 1 ( -2 )0  and j  =k  + 2(2)n - 1 (see 14 and Is in Fig. 3). 
To simplify the notation, we introduce again the convention rk+, = rk, Sk_+, = Sk. 
It is geometrically obvious that, on Ik, rj + rj_ i has the sign of rg, thus the sign of vj, at all points 
where rj_ 1 # 0. Analytically, for j = k + 1, rj and rj_ ~ have the same sign. So, let j # k + 1; then 
we have, by definition of the cosecant, 
rj_k_rj_,=(_I)J(CSCC~--~y cscqS- -qb j _ , )=(_ l ) j (  1 \  1 ) 
2 2 /sin ~ -- qSj sin ~b - ~bj_, " 
2 2 
Since ~b ° > ~b°_ 1, r 2 ~ 0, V ~b where rj_ t(q~) =~ 0 (on Ik) and if q5 e Ik and rj_ l # 0, 
2 2 2" 
Because of the monotonicity of sin ~bbetween 0 and re/2, the bracket is positive and rj + ry_ t has 
the sign of ( - l ) J ,  which is the sign of rj. 
Similarly, on Ik, sj + sj+ t has the sign of sj, thus of vj, at all points where sj+ 1 # 0. Now, let k 
be even; then on Ik 
n-, ~ _~, j  
Y~ ( - l)J csc 
j=o 2 
k/2 m-  l 
= ~ (r2j+r2j-i)q-rk+l+ ~. (r2j+l+r2j) 
j~O j=k/2 + 1 
k/2- I m-  1 
"4- E (S2j'~-S2J* I)'J I-SkJI- E (S2j+IJC-S2j+2)" 
j = 0 j = k/2 
10 
/ 
$8 
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By the preceding considerations, all parentheses and also all terms of the r.h.s, sum, are 
non-negative; since some are strictly positive (e.g. rk + rk-1), the sum is strictly positive, too. 
If k is odd, we have 
.-1 ~ (r2j+,+r2j)+rk+l+ ~ (r2/+2 + r2j+ 1) y ( -  ly csc ~ - ~j = (~-)/2 ~-1 
)=0 2 j=0  j=(k+ I)/2 
(k -- 1)/2 
+ E (~2~_,+~2j)+s~+ E (~j+~j+l)  
j = 1 j = (k + 1)/2 
and all terms of the above sum are non-positive; since some are strictly negative (e.g. sk +1 + Sk + 2), 
the sum is also strictly negative, which concludes the proof. • 
Substituting Uk = (--1) k into equation (15) yields the following theorem. 
Theorem 3.1 
The 2~-periodic rational trigonometric function 
1 .-I ~ fk  (4~) ~ ( - 1)k cst 
r (4 ' )  = k-0  
. -1  _ 1) k es t  4~ - 4~k 
!(40 ~ ( 2 
k=0 
(17) 
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interpolates the function f between the points ~b k, k = O(1)n - 1, and has no pole on the real line (or 
on the circle if the interpolation is considered there). 
Cancelling l(~b) in equation (l 7) yields the barycentric formula for computing r(~b) efficiently: 
E ( - -  1)k cst fk  
r ( t~)  ---k=O (18)  n - I  
( -  1) k cst ~b - ~bk 
k=0 -2 
3.2. Interpolants for Even and Odd Functions 
I f  the function f(q~) is even or odd, it is preferable from a computational point of  view to 
concentrate the information in the interval of  the half-period [0, n], and then to interpolate f by 
means of  a pure sine or cosine polynomial of  higher degree, as outlined in Ref. [6, p. 98]. This 
concentration procedure yields a set Sm .'= {q~0, q~,, • • •, q~m-, } of  interpolating points, all of  whose 
main elements Sk ° lie in [0, n]. The corresponding barycentric formulas can be derived from equation 
(18) by taking with each $, ,  such that 0 < ~b ° < re, the interpolating point 2a - q~k symmetric to 
q~k with respect o 8 and the corresponding interpolated value: fk for an even function, --fk for an 
odd one. For  the coefficients Uk = (--1)*, we have u._k = Uk if ~ e Sin, U.-k = --Uk otherwise. 
Inserting all this into equation (18) and making use of  trigonometric identities, among them 
~_~2+ ~b + Sk -- 2 sin tk 
cot cot 2 = cos $ -- COS ~b k' 
~b - Sk ~b + Ok --2 sin $,  
co t - -  cot = 
2 2 cos ~b - cos tkk' 
4' - 4'~ ~ + 4'k - '~ sm 5 cos ~-  
CSC + CSC 
2 cos tk - cos ~bk 
and 
for an even function we get 
r(,#) = 
where 
t#.  q~k 
q~ -- t# k ~b + q~k - 4 cos -~ sin -~ 
CSC - -  CSC - -  --  
2 2 cos q~ - cos qb~ '
~ 1 ( -- 1)ko k ?~k 4" 
,~0 cos~ -~os ~/~ 
,,, - l ( - -  1 )k6  k q ,  ' 
E cos ¢, - cos ~, k=O 
"sin ~bk, 
COS -~,  
r/k'= sin ~,  
/ .  
and 1, 
~'1/2, 
6k'= (1, 
Multiplying numerator  and denominator by 
m--I 
6¢s.,~¢s., 
6Es.,~¢s., 
OCSm, a~s., 
if q~k = 6 or 
otherwise. 
z (¢) . '=  I-I (cos ¢ - cos ~,) 
i=O 
(19) 
(~k ~ ~, 
(20) 
(21) 
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shows that these are sums of cosine polynomials and thus that equation (19) is a quotient of such 
polynomials. 
In the case of an odd function f with f(0) = f(rt) = 0, similar calculations yield 
m-I  1 
( -  l)~ cos S - cos S~ A 
sin S k=0 0 ¢ S,., ~ ¢S,., 
m-1 l 
y' ( -1) k 
k=o cos S - cos S ,  
sin Sk 
m-I  2 X ( -  1) ~ 
cos S -- COS Sk fk 
s ins  k=l  , ~)(~Sm, 7~¢Srn, 
sin Sk 
2sin2 k=J ( -  1 )kcosS-cosS*  2 
COS Sk  
m-2  2 
Y~ (- l) ~ S A 
sin S k = 0 cos S - cos 0 ¢ S,., ~ ~ S,., 
sin --Sk 
2 ( - i t - '  
2 cos: ( -  l)k + _ _  
2 k = 0 cos S - cos Sk 2 
r (S )  = 
,,- 2 sin Sk 
Y~ (-1)  * A 
~=,  cos S - cos Sk 
m-2 (_ l )k 
~os sin S ~ 7 09 (S) S,  k = ] COS q~ 
O E Sm, ¢c ~ Sm, 
(22) 
where 
~csc S, m even, 
09 (S) =/.cot S, m odd. 
After multiplying the numerators and denominators of these formulas by z (S), one sees that each 
of them is the quotient of a sine polynomial by a cosine polynomial. 
Remarks 
(1) 
(2) 
(3) 
If it cannot be easily determined if 8 e S,, and/or ~ ~ S,,, it is perhaps preferable 
to use formula (18), although this results in more than doubling the number of 
operations. 
Formula (19) and the first case in formula (22) are identical to the corresponding 
ones for trigonometric interpolating polynomials to equally-spaced interpolating 
points (see formulas (3.7) and (3.10) in Ref. [6]). The last three cases in formula 
(22) represent he same functions as the corresponding formulas (3.10) in 
Ref. [6] 
,,- 1 cos Sk l i f fE  (--1)k - -=  2' 
k=]  2 
m-2 Sk (--1)" m-2 (1, m even, 
(--1) ks in -= or ~ (--1) k - j cosS*= 
k=O 2 2 k= l ).0, modd,  
respectively. These relations can be shown to hold in the case of equidistant 
interpolating points (which are characterized more precisely in Ref. [6, p. 99]). 
We have used our function to invert boundary correspondence functions of 
conformal mapping by the interpolation method [7] and have obtained very 
accurate results. If the derivative of the correspondence function is known, this 
Wel l -cond i t ioned  ra t iona l  in terpo la t ion  
I 
Table 2. Interpolation errors for f(q~) = ~ 
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Spline Function (17) 
n Equally Random T-points Equally Random T-points 
10 6.6'10 i 7.8.10 i 6,7" I0-~ 6.4"10 i 8.6"10 ~ 6.7"10 J 
20 1.1'10 t 2.5"10 -I 3,8" I0 -I 1.3"10 -I 5.3"10 -] 3.5' I0 - j  
50 2.5'10 2 5.7.10-~ 5,9.10-2 1.4.10-2 7.6.10-~ 4.2.10-2 
100 6.8"10 4 6.7"10 2 4.6"10 3 4.6-10 5 1.3.10-1 1.2.10-.3 
200 4.1"10 -s 5.3"10 3 1.8"10 4 2.2-10 9 5.4"10 2 7.8.10-7 
500 9.7"10 -7 4.4"10 4 2.9"10 6 0.0 9.5"10 -3 0.0 
1000 5.4"10 -8 1.5"10 5 2.1"10 7 0.0 4.5'10 3 0.0 
2000 2.2"10 9 1.8'10 -6 1,2"10 8 0.0 1.8'10 3 
5000 8.7.10 N 4.8.10-8 3,3.10-]0 6.8.10-4 
10,000 3.6'10 t2 2.9.10-9 1,8.10-N 2.6.10-4 
20,000 3.8'10 13 1.0.10 6 1,2.10--12 1.1.10-4 
approximate inverse could be used as starting value for Newton's method to 
obtain the pointwise exact inverse given by the equation method [8, 18]. 
Numerical Example 2 
In order to make the function of Example 1 periodic, we substitute cos tk for x in the function (12): 
1 
f(q~) = 1 + 25 cos 2 ~b" (23) 
In Table 2 we compare the error committed with the periodic spline function and our rational 
trigonometric function (17), for equidistant interpolating points, random points (generated by the 
IMSL routine GGUBFS) and Chebyshev points of the second kind (adding 1 to them and 
multiplying them by n). The results show that our function converges much faster toward f than 
the splines if the points are not chosen too randomly. For random points, the spline is clearly better. 
(For all n ~< 500, the error committed with a non-periodic spline is the same as with a periodic 
spline.) En passant, we remark that the trigonometric polynomial [i.e. the function (17) for 
equally-spaced points] converges much faster than the splines. (The accuracy is the same with odd 
ns as with even ns.) This is probably the reason why the solution of integral equations featuring 
only periodic functions by means of the Fourier method (or with Nystrrm's method and the 
trapezoidal rule, which is the same [19]) yields better esults than the solution by means of splines 
[20, 81 .
4. USING THE INTERPOLATING RATIONAL FUNCTION ON THE 
CIRCLE FOR INTERPOLATING ON AN INTERVAL 
A comparison of the errors in Tables 1 and 2 reveals that function (17) interpolates much better 
on a circle than function (11) does on an interval; moreover, Table 1 shows that interpolation on 
an interval can be much more accurate with a Chebyshev polynomial than with a spline function. 
Now, interpolation with the Chebyshev polynomial, i.e. the polynomial corresponding to the 
Chebyshev points x, = cos ~bk [1, pp. 248, 252] can be interpreted as follows: in a first step, the 
interval of interpolation [ -  1, 1] is mapped onto the parameter interval [0, n] of the upper half of 
the unit circle e i~ by the bijective function q~ = arccos x; this associates to the variable x the new 
variable ~b and to the function f (x )  the new 2n-periodic and even function g (~b) = f (x )  = f(cos tk). 
The choice of the xk guarantees that the new interpolating points ~b, := arccos Xk are equidistant 
in [0, n]. Then, in a second step, the function g(~b) is interpolated between the points tPk by the 
cosine polynomial ~ (~) to the corresponding values g (~b,)= f(Xk). AS a cosine polynomial, ~ is 
a polynomial in x [21, p. 2] and since it interpolates the f , ,  it is the interpolating polynomial. 
Remarks 
(1) In fact, any (interpolating) polynomial on the real line is simultaneously an 
interpolating cosine polynomial on the upper half circle--the corresponding 
barycentric formulas, (7) above and (3.3) in Ref. [6], are identical; and the reason 
C.A.M W A 15/I--B 
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that, for example, the polynomial to equidistant interpolating points on the 
interval shows huge oscillations near the extremities of the interval is that the 
interpolating points for the corresponding cosine polynomial on the circle are, 
in some way, too far from each other in the neighborhood of 0 and re. 
(2) Because of the above equivalence, the trigonometric polynomial to n equally- 
spaced points for the function (23) is identical to the T-polynomial to n/2 + 1 
points for f in definition (12). 
Since the rational trigonometric function (17) interpolates much better for T-points than the 
function (11) does for equally-spaced points on an interval, it seems natural also to use the function 
(17) to interpolate on an interval, after mapping the problem onto the upper half-circle, as 
explained above, but now in the case of arbitrary interpolating points. With Xk = COS ~bk and 
Sn+ ! :=  {Xk:k = 0(1)n}, the coefficients r/k and 6k in formula (19) become 
and 
I x/1 -- x~,, --1 q~ S~+,, 1 q~ S~+,, 
J x,), - l S.+ l S.+ ,, 
r/k= /X~~k) ,  --1 ~S,+,,  1 ¢8,+, ,  
L1 ,  -1ES ,+ l ,  I~S,+ l, 
~1/2, xk=- I  or xk=l ,  
6k = (1, otherwise, 
(24) 
and since z(4~) and l(x) in definitions (21) and (2), respectively, are identical, we have, with the 
notation of Section 2, the following theorem. 
Theorem 4.1 
The rational function 
l(x) ~ ( -  1)k6kr/kfk 
r(x)= ~=o x -x~ 
l(x) ~ ( -  1)kfkqk (25) 
k=O X - -X  k 
with the 6k and r/k in formula (24), interpolates f between the points Xk, k = 0(1)n, and does not have 
any poles in the interval [ -  1, + 1]. 
Dividing by l(x) in formula (25) yields the corresponding barycentric formula. Worrying about 
possible cancellation if Xk is close to -- 1 or 1, we did not compute the qk by means of equation (24) 
in our experiments, but rather transformed the Xk into qbk = arccos XK and used the definitions (20). 
Remark 
(1) One might think that on an interval the interpolating points x0 and x, can always 
be chosen as -1  and + 1 and then there would not be four distinct cases. 
But this distinction is necessary if one wants to allow interpolation outside the 
interval [x0, x,]. 
Numerical Example 3 
The last column of Table 1 displays the error committed in interpolating f in definition (12) with 
our function (25) for equally-spaced points. The results are much better than those obtained by 
using the function (11) and, as long as n is not too large, quite comparable with those obtained 
with splines. Notice that the only difference between the functions used in the sixth and the final 
columns of the table are the factors 60 = 6, = 1/2 which appear in the first and last terms of the 
function (25); the cosine polynomials added in the function (11) nevertheless induce oscillations 
which are responsible for the much larger error. 
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Table 3. Interpolation errors for f (x)  = ~-~ 1 Table 4. Interpolation errors for f (x)  = ~1 
Equally-spaced points T-points Equally-spaced points T-points 
n + 1 Spline Function (25) T-polynomial n + I Spline Function (25) T-polynomial 
10 1.0"10 -I 1.0" 10 -I 4.7"10 -2 10 2.6"10-' 2.5.10 -I 3.2.10 -I 
20 7.1"10 -z 6.9"10 -2 2.2"10 -2 20 1.7'10 -I 1.6.10 I 2.1.10 I 
50 4.4' 10 -2 4.3-10 -2 8.5' 10 2 50 9.0' 10 2 8.6.10 -2 1.2" 10 I 
100 3.0" 10 -2 2.9-10 -2 2.7" 10 -3 100 5.3" 10 -2 5.0" 10 2 7.2.10 -5 
200 2.1"10 -2 2.0"10 -2 1.0-10 3 200 2.7.10 -2 2.6'10 2 4.1.10-5 
500 1.1"10 -2 1,1'10 -2 1.9"10 4 500 6.0"10 -3 5.4.10 3 1.4.10-2 
1000 9.4" 10 -3 9,2" 10 -3 1.7" 10 s 1000 1.5' 10 -3 1.3.10 3 2.2" 10 -3 
2000 6.8.10 3 6,6.10-3 8.4.10-6 2000 8.6"10 -4 6.6.10 -4 1.8.10 -3 
5000 2.2"10 -3 2.1"10 3 1.9.10-6 5000 5.8.10 -5 1.1.10 -4 3.5.10 -4 
10,000 4.4"10 -4 5,8"10 -4 3.0"10 -7 10,000 5.6.10 -7 1.6.10 5 6.9.10-5 
20,000 8.5"10 -5 3,4"10 -4 1.2"10 -7 20,000 2.2'10 -H 1.5'10 -7 1.3"10 -5 
50,000 2.7'10 -7 6.9"10 -5 3.9"10 -9 50,000 4.5'10 -N 2.7"10 s 1.2.10-6 
Numerical Example 4 
Let f be the favorite test function of de Boor [11], 
f (x )  = ~/x + 1. 
As Table 3 shows, for equally-spaced points our function interpolates f with about the same 
accuracy as the spline. For n i> 100, the Chebyshev polynomial is again more accurate than both 
the other interpolants. (In this example, the maximal interpolation error arises near -1  and the 
relatively slow convergence of the spline interpolant for n > 500 can perhaps partly be explained 
by the poor theoretical convergence of the natural spline near the endpoints, where the maximal 
error occurs for this function.) 
Numerical Example 5 
As noticed by de Boor [11, p. 29], the accuracy of the interpolation decreases if we place the 
singularity of the derivative of the square root at 0, as in 
f ( x ) = x/~[" 
But Table 4 shows that his approximation f 1.14 million interpolating points needed to interpolate 
f by a Chebyshev polynomial with an accuracy of 10 -3 was  tOO rough: less than 5000 points suffice 
(clearly, this remains a very large number 9. The spline is not significantly better for n < 5000 and, 
for these n, our function (25) interpolates between equally-spaced points with the same accuracy 
as does the C2-spline function. 
5. CONCLUSION 
We have presented a rational trigonometric function (17) which guarantees a well-conditioned 
interpolation on the circle for arbitrary interpolating points and is a better approximation togiven 
functions than splines as long as the interpolating points are not distributed too randomly. For 
equally-spaced points, it coincides with the (balanced) interpolating trigonometric polynomial. By 
transforming the interpolation problem on the interval into the equivalent problem of interpolating 
an even function on the circle, we have constructed a rational interpolant that cannot have any 
poles on the interval. For Chebyshev points, this function coincides with the Chebyshev 
polynomial, while for equally-spaced points, our examples how that it often interpolates as well 
as the spline interpolant, at least as long as the number of points is not too large (n < 5000). 
One disadvantage of our function in comparison with the spline interpolant is the fact that each 
evaluation requires O (n) operations. On the other hand, it is given by a very simple xplicit formula 
and requires neither the solution of a system of equations nor the location, with respect o the 
interpolating points, of the point at which it is to be evaluated. Evaluating it by means of the 
corresponding barycentric formula requires no storage and at most as many operations as the 
evaluation of the interpolating polynomial. For n = 2 t, the recursive algorithm given in Ref. [15] 
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can be used. F inal ly ,  last but  not  least, it is inf initely differentiable, a property  which can be of  
part icu lar  interest if  one has to approx imate  derivat ives of  a funct ion given only  by its values at 
some points.  
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