Abstract
Introduction
Multicasting refers to the ability of a set of more than two nodes or end-users in a communication network to communicate simultaneously with each other. Applications that require multicast capability (either point-to-multipoint (PTM) as in distribut ional video or mu1 t ipoint-to-mu1 t ipoint (MTM) as in video conferencing, online collaboration and others) will be an integral part of future broadband services. Given the popularity of multicast end-user services and applications, we study the problem of multicast call routing in single rate loss networks, in which a connection requires a unit capacity on each link that it is routed. If a route cannot be assigned to a connection request, it is assumed that the request is lost and does not retry. Examples of single rate loss networks include telephone networks anld homogeneous VP-based ATM networks.
In this paper, we investigate a state dependent multicast routing algorithm called Least Load Multicast Routing (LLMR), t o establish connections by considering the link load of links in single rate loss networks. State dependent' routing of calls (pointto-point) has long been regarded in the telephone industry as a means of increasing call throughput and robustness in the telephone network. We would like to refer the reader to [6] [7] [8] for some of the popular state dependent routing algorithms. A key part of the paper pertains to the development of an analytical model for performance evaluation of th,: routing algorithm. For this purpose, we also us? the well known and often used "link independenc:
assumption" to develop a set of fixed point equations from which a number of performance metrics of interest pertaining to the routing algorithm can be obtained. The analytical results developed ar: used to engineer routing policies to achieve design objectives (for instance maximize revenue, utilization, and/or meet fairness criteria) and dimension networks. Some initial work in the area of state dependent multicast routing schemes in (single rate) circuit switched networks have been reported in presenting in Section 2 the system model and the state dependent multicast routing algorithm. In Section 3 we develop an analytical model to estimate the performance of the routing algorithm. Section 4 presents the numerical results of the model and show its accuracy. Finally, we conclude in Section 5 by summarizing the paper and outlining avenues for future research.
Least Load Multicast Routing Algorithm
In LLMR, the information used to make a routing decision is based on the states of links, i.e the number of free circuits of links. To establish a connection, the LLMR algorithm tries to (i) use direct links to route the connection request and (ii) maximize network capacity for future connection requests. In order to achieve the above objectives, the LLMR locates a spanning tree consisting of only direct links with the highest possible states. If no spanning tree is available, the connection request is denied.
To illustrate the routing algorithm outlined above, we consider a 4-node network and a connection request with destination set {r, a , b, c} with node r as the source node. The steps in the connection establishment procedure are as shown in Figure 1 -the number next to a link denotes its state and links that are included in the connection request are drawn with "thick" lines. Node c is the first one to be added as link (r,c) has 3 free circuits that is larger than that of links ( r , a ) and (r,b) which is followed by node a (link (c, a ) is chosen due to its larger number of free circuits over links ( r , a ) , (r, b) and (c, b)). Finally, we choose link ( a , b) because the number of free circuits of ( a , b) is the largest compared with links (r, b) and (b, c). After iteration 4, the procedure is completed and a tree is established for the connection request. 
tree) T ( c ) = ( S ( c ) , E ( c ) ) , where S(c) 5 V ( c ) is chosen and a unit bandwidth is reserved on each link e E E(c).
Consider a fully connected network with the set of nodes V and links E. Connection requests (assumed for the discussion here to have identical bandwidth requirements of 1 bandwidth unit) with destination set, S(c), arrive according to a Poisson process with rate A,. It is assumed that the holding times of connections are independent and identically distributed random variables with unit mean. The analytical model that we propose is based on the Reduced Load Approximation (RLA), which is an iterative procedure that alternates between the following two steps:
and A(e) = ( A t ) , .. . ,Ac(e)-l). (e)
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Evaluation of state dependent arrival rates
Once the consistent set of link occupancy distributions and state dependent arrival rates are obtained, the call blocking probability of each class (or any other performance measure for that matter) can be calculated with little effort.
given the link occupancy distributions.
Part 1: Evaluation of link occupancy distribution given the state dependent arrival rates
Given the state dependent arrival rates, Ab"), (1) and recalling that the mean holding time of each connection is unity, it follows that
where ny), j = 0,1,2, .. .,C(e) -1 and e E E , are the steady-state probabilities of the onedimensional birth-death process with rates given by equations (1) and (2).
Part 2: Evaluation of state dependent arrival rates given the link occupancy distributions
We now discuss the process of evaluating the state dependent arrival rates, A, given the steady state link occupancy distribution n. Denote by For ek E 2 ( c ) , 1 5 k 5 Z(c), let i k be its link state such that it is an integer and 0 5 i k 5 C ( e k ) , then the probability that the link e k in state i which is selected and included in a connected tree for the call connection request c is the same probability to be selected and there are two links to be selected in a connected tree.
Hence the probability of link A to be included in a connected tree is 213.
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Further, by considering all call connection requests that can potentially be carried on link e, the total traffic offered to link e in state i is begin lIce'(k + 1) = f(Ace'(k)); A c e ) ( k + 1) = g(lIce)(k + 1));
,EDe
end;
where De = { e : e E 2(c)} and A, is the arrival rate of the call connection request c. Observe that equations (4) through (6) outline a procedure to obtain Aie) from II; hence end; end, where 7rie)(n), Aie)(n), II(e)(n) and A(e)(n) are the values of 7rje), A:e), IT(e) and Ace) after 'n iterations, respectively. E is the upper bound of an (7) acceptable error, which is set as in the next section.
Aie) = yi(IT), i = 0 , . . . , C ( e ) -1 and e E E , where yi(.) is a function that is given by equations (4) through (6). The system of equations in (1) and (7) 
Numerical Results
In this section, we present numerical and simulation results t o illustrate the performance of our proposed algorithm and verify the accuracy of the analytical models developed. We consider a fully connected network with 20 nodes, The capacity of each link is randomly generated between 10 and 20 bandwidth units or circuits.. Three kinds of connection requests are considered and their destination sizes are 2, 3 and 4 (i.e. D = 4).
We assume the loading of unicast connection is equal to the total loading of multicast connections, i.e. in our case, L2 = L3 -k L4 where Ld is defined Hence the normalized revenue loss can be expressed
capacity, i.e.,
as,
For each simulation run, the simulation run was terminated after lo6 connection requests had been generated and the initial 10% of each run was discarded to avoid the transient effect. The vertical fidence interval. For each analytical result, the iterative procedure will be terminated if the difference between the current and previous values of all xis for each e E E where TI") (k) is the value of after k iterations. In our numerical examples, the iterative procedure always converges to the solution in less than 20 iterations. For each e E E , occupancy distributions and state dependent arrival rates are not affected by the link independence assumption. We also find that the accuracy of the call blocking probability worsens if its destination size becomes larger. It is because, from equation (9), we apply the link independence assumption in the calculation of the call blocking probability. However, the links that involved in a multicast call connection is depended. When the destination size increases, the number of links involved in a call connection increases and hence the link dependence becomes more significant. Figure 4 shows that when the ratio of the loading of unicast connection to that of multicast connections increases, the error of call blocking probabilitj of class 4 drops significantly and hence it indicate: that the error of the calculation of the call blocking probability is due to the link independence assump. tion.
Conclusions
In this paper, we have investigated the state depen. dent multicast routing algorithm for single rate 10s:
networks. An analytical model for the routing algo rithm has been developed. We have compared tht simulation and analytical results, and found that the agreement is surprisingly good. We also founc that the effect of link independence assumption is insignificant for the calculation of state dependent arrival rates and link occupancy distributions.
Substantial work is already in progress to develop an analytical model of the algorithm with alternative nodes. We are also trying to migrate the algo rithm to ATM networks and to develop the corre. sponding analytical model. 
