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ABSTRACT
We characterize the X-ray luminosity–temperature (LX−T ) relation using a sample of 353
clusters and groups of galaxies with temperatures in excess of 1 keV, spanning the redshift
range 0.1 < z < 0.6, the largest ever assembled for this purpose. All systems are part of the
XMM-Newton Cluster Survey (XCS), and have also been independently identified in Sloan
Digital Sky Survey (SDSS) data using the redMaPPer algorithm. We allow for redshift evo-
lution of the normalisation and intrinsic scatter of the LX−T relation, as well as, for the first
time, the possibility of a temperature-dependent change-point in the exponent of such relation.
However, we do not find strong statistical support for deviations from the usual modelling of
the LX−T relation as a single power-law, where the normalisation evolves self-similarly and
the scatter remains constant with time. Nevertheless, assuming a priori the existence of the
type of deviations considered, then faster evolution than the self-similar expectation for the
normalisation of the LX−T relation is favoured, as well as a decrease with redshift in the scat-
ter about the LX−T relation. Further, the preferred location for a change-point is then close
to 2 keV, possibly marking the transition between the group and cluster regimes. Our results
also indicate an increase in the power-law exponent of the LX−T relation when moving from
the group to the cluster regime, and faster evolution in the former with respect to the later,
driving the temperature-dependent change-point towards higher values with redshift.
Key words: galaxies: clusters: general – galaxies: groups: general – galaxies: clusters: intra-
cluster medium – X-rays: galaxies: clusters
? E-mail: Leyla.Ebrahimpour@astro.up.pt
1 INTRODUCTION
Clusters and groups of galaxies are the largest gravitationally
bound structures in the universe. They are very complex sys-
tems, within which galaxies and the intracluster/intergroup medium
(ICM/ICG) interact and evolve with time, in a background of grav-
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itationally dominant dark matter. Clusters and groups can be de-
tected and characterised in multiple regions of the electromag-
netic spectrum: the ICM/ICG emits X-rays, mostly through the
bremsstrahlung effect, while the Sunyaev-Zel′dovich effect pro-
duced by the ICM/ICG leaves an imprint in the microwave back-
ground radiation; their galaxy population is most clearly seen in
the optical and infrared wavebands. Several of the quantities that
can be estimated by observing clusters and groups in those regions
of the electromagnetic spectrum, like the temperature and X-ray
luminosity, the integrated comptonization parameter, and richness-
related measures, seem to obey different scaling behaviours de-
pending on whether one considers the cluster or the group regime
(e.g. Sun 2012; Giodini et al. 2013). This suggests these structures
have formed and/or evolved with time in distinct ways. Thus, the
study of the different behaviours exhibited by cluster and group
scaling relations can shed light on the disparate physical processes
behind the assembly of those structures. It can also help define the
distinction between the group and cluster regimes. This could prove
to be particularly useful when it comes to using cluster properties
to impose constraints on cosmological parameters (e.g. Vikhlinin
et al. 2009; Mantz et al. 2010b; Rozo et al. 2010; Allen et al. 2011;
Böhringer, Chon & Collins 2014; Mantz et al. 2014; de Haan et al.
2016; Planck Collaboration 2016). The reliability of these depends
on the correct modelling of cluster scaling relations, used to link
cluster mass to more directly observable cluster properties, as well
as on the assembly of cluster samples devoid of objects, like groups,
that may follow different scaling relations.
For example, it is expected that clusters and groups exhibit a
different scaling relation between X-ray luminosity (LX) and tem-
perature (T ) in the context of the self-similar model (e.g. Sun 2012;
Zou et al. 2016). Although the contrary has been recently claimed
for observed clusters and groups (Bharadwaj et al. 2015; Lovisari
et al. 2015; Zou et al. 2016), in none of these analysis the LX−T
relation in the cluster and group regimes was characterised simul-
taneously. In fact, every study of the LX−T relation either made
no distinction between clusters and groups, or ad hoc assumptions
were used to define cluster-only or group-only samples. In particu-
lar, it has been common practice to assume that clusters have tem-
peratures exceeding a value somewhere between 2 and 3 keV, con-
trary to groups. In either case, biases may have been introduced in
the derivation of the behaviour of the LX−T relation for the objects
dominating the sample considered. This may be one of the reasons
for some inconsistency among results obtained in the many stud-
ies already devoted to this subject, although inadequate or absent
corrections for sample selection effects have surely also played a
role. Namely, contradictory results have been obtained when us-
ing the behaviour of the LX− T relation to test whether the self-
similar model Kaiser (1986) provides a reasonable description of
how clusters and groups have formed and evolved. Most notice-
ably, while the self-similar model predicts LX ∝ T 2, observations
suggest instead a steeper relation, LX ∝ T 2−3 (e.g. see review by
Giodini et al. 2013). A consensus has been even more difficult
to reach with respect to the evolution of the cluster and group
LX − T relations. While the results of some analysis are consis-
tent with the prediction of self-similarity (e.g. Mantz et al. 2010a;
Maughan et al. 2012), whereby the normalisation of the LX − T
relation is positively correlated with redshift, z, being proportional
to E(z) =
√
Ωm(1+ z)3 +ΩΛ, other studies have found evidence
for either zero or even a negative correlation (e.g. Reichert et al.
2011; Hilton et al. 2012; Clerc et al. 2014). Given that the self-
similar model assumes that the properties of the ICM/ICG are de-
termined by the action of gravitational collapse alone, any depar-
ture from self-similarity would indicate that additional sources of
energy have been heating the ICM/ICG. The most probable are the
Active Galactic Nuclei (AGN) known to reside in the centres of
most clusters, and in a significant fraction of groups (e.g. Gitti et al.
2012).
The structure of this paper is as follows. We start by review-
ing the characteristics of the XCS and SDSS data considered in
the analysis. Next, we describe the method used to characterise the
LX− T relation in the cluster and group regimes simultaneously.
We then present the results obtained, discuss them, and present our
conclusions.
We assume throughout the universe to be geometrically flat,
with fractional densities of matter and dark energy (as a cosmolog-
ical constant) to be Ωm = 0.27 and ΩΛ = 0.73, respectively, with
the Hubble constant being H0 = 70 km s−1 Mpc−1.
2 DATA
The XMM Cluster Survey (XCS1; Romer et al. 2001) is a serendip-
itous search for galaxy clusters and groups in the XMM-Newton
Science Archive (XSA2). The X-ray analysis methodology for the
survey was originally described in Lloyd-Davies et al. (2011), and
then updated in Manolopoulou et al. (2018). In the Appendix, we
use the sample considered in Hilton et al. (2012) to illustrate the
impact on the estimation of temperatures and X-ray luminosities of
the changes described in Manolopoulou et al. (2018), as well as on
the characterization of the LX−T relation.
The first data release (XCS-DR1; Mehrtens et al. 2012) con-
tained a total of 401 X-ray selected clusters and groups with tem-
perature and redshift estimates. Since then, we have been expand-
ing the XCS, by analysing newer XSA data and using more re-
cent optical cluster/group catalogues, namely those that are based
on Sloan Digital Sky Survey (SDSS; York et al. 2000) and Dark
Energy Survey (DES; Flaugher et al. 2005) data, to confirm our
X-ray candidates. In Manolopoulou et al. (2018) we present XCS-
DR2-SDSS, the subset of the XCS Data Release 2 within the SDSS
DR13 footprint (Albareti et al. 2017), comprising more than one
thousand optically-confirmed groups and clusters, about two hun-
dred of which are new discoveries. However, here we concentrate
on a sample of groups and clusters that includes only 353 of those
objects, which were also independently detected by applying the
redMaPPer algorithm to SDSS-DR8 (Rykoff et al. 2014). We de-
cided to consider only such objects in order to make the under-
lying selection function of our sample as simple as possible, just
the result of the convolution of the XCS selection function with
that for the SDSS-DR8-redMaPPer catalogue. Note that more ob-
jects than the 353 considered appear both in the XCS and in the
SDSS-DR8-redMaPPer catalogue. The smaller size of our sam-
ple results mainly from retaining only the objects with a coeffi-
cient of variation for the temperature lower than 0.25, thus ensuring
that our temperature estimates are reliable (for further details, see
Manolopoulou et al. 2018). We also restricted our sample to groups
and clusters with a redshift equal or greater than 0.1, in order to
avoid having to deal with the more complicated nature of the XCS
selection function at lower redshifts, and with measured tempera-
tures in excess of 1 keV, given that the XCS selection function has
not been characterised for lower temperatures (Sahlén et al. 2009).
1 http://www.xcs-home.org
2 http://nxsa.esac.esa.int
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Table 1. The first 10 rows of a supplementary table available with the on-
line edition of this article, providing the XCS ID, SDSS-DR8-redMaPPer
redshift (Rykoff et al. 2014), z, most probable values for the temperature, T
(in units of keV), and X-ray bolometric luminosity within R500, LX (in units
of 1044 erg s−1), as well as the associated 68% confidence intervals derived
through our X-ray analysis pipeline, for all 353 sample systems.
XCS ID z T LX
XMMXCS J140101.9+025238.3 0.26 6.63+0.03−0.02 55.39
+0.09
−0.09
XMMXCS J142601.0+374937.0 0.17 8.65+0.10−0.10 31.88
+0.20
−0.20
XMMXCS J172009.8+263725.8 0.17 6.15+0.04−0.04 21.50
+0.08
−0.08
XMMXCS J224321.4−093550.2 0.44 7.22+0.09−0.07 33.11+0.08−0.09
XMMXCS J212939.7+000516.9 0.25 5.29+0.05−0.05 22.74
+0.13
−0.12
XMMXCS J075124.2+173057.7 0.19 3.28+0.05−0.05 2.86
+0.02
−0.02
XMMXCS J172227.0+320758.0 0.23 7.21+0.09−0.09 27.58
+0.17
−0.18
XMMXCS J104044.2+395711.1 0.14 3.74+0.04−0.04 7.39
+0.04
−0.04
XMMXCS J111253.4+132640.2 0.17 4.89+0.06−0.06 6.12
+0.04
−0.04
XMMXCS J024803.3−033143.4 0.19 3.76+0.04−0.04 9.64+0.06−0.06
The XCS identification (ID), SDSS-DR8-redMaPPer redshift
(Rykoff et al. 2014), most probable values (i.e. modes) for the tem-
perature and X-ray luminosity, as well as the associated 68% confi-
dence intervals derived through our X-ray analysis pipeline, for all
353 sample systems, are listed in a supplementary table available
with the online edition of this article. The first 10 rows are shown
in Table 1.
The sample distributions of most probable values for the red-
shift, temperature and X-ray luminosity, given the data, are rep-
resented in Figs. 1 and 2. The groups and clusters span the red-
shift range 0.10 – 0.59 (median 0.33), temperature range 1.06 –
11.53 keV (median 3.39 keV), and luminosity range 2.36×1042 –
8.90×1045 erg s−1 (median 1.19×1044 erg s−1).
3 ANALYSIS
3.1 Bayesian framework
Cluster and group scaling relations have been most often modelled
as a single power-law with a time-evolving normalization, follow-
ing the self-similar expectation (Kaiser 1986). Under such assump-
tions, the general form of the relation between two properties, e.g.,
the dependent (response), Y , and the independent (covariate), X ,
variables is
Y = αXβFzγ, (1)
which in logarithmic scale, is expressed as a linear relation,
log(Y ) = α+β log(X)+ γ log(Fz)+ ε, (2)
where the factor depending on Fz allows for evolution with redshift,
and ε represents the intrinsic scatter in log(Y ) about the regression
relationship. We will assume the later to be described by a Gaussian
distribution with mean zero and a priori unknown dispersion σ.
This may be allowed to evolve with time according to
σ(z) = σ0Fzγσ (3)
where σ0 is the zero redshift dispersion, and γσ accounts for the
time-evolution of the dispersion.
Figure 1. The distributions of most probable values for the redshift, z, tem-
perature, T (in keV), and X-ray luminosity, LX (in erg/s), given the data, for
the 353 XCS-DR2-SDSS-DR8-redMaPPer groups and clusters used in this
work.
Our interest lies in modelling the scaling relation between X-
ray luminosity, LX , and temperature, T . Therefore, we will re-write
equation (2) as
log[LX/E(z)] = α+β log(T/5)+ γ logE(z)+ ε, (4)
where the logarithms are base 10, LX is the bolometric X-ray lu-
MNRAS 000, 1–18 (2018)
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Figure 2. Most probable values for temperature, T (in keV, upper panel),
and X-ray luminosity, LX (in erg/s, lower panel), versus redshift, given
the data, for the 353 XCS-DR2-SDSS-DR8-redMaPPer groups and clusters
used in this work.
minosity and T is the temperature, in units of erg s−1 and keV
respectively. Both are estimated iteratively using only data that
falls within R500, the radius enclosing an average density 500 times
larger than the critical density 3H2/8piG. Note that LX and T are
estimated using all data that falls within R500, i.e. they are not
core-excised quantities (for further details, see Manolopoulou et al.
2018). Since the luminosity has been scaled by E−1(z) in equa-
tion (3), the self-similar model predicts γ = 0, as well as β = 2
(Kaiser 1986). We set Fz equal to E(z), instead of (1+ z), to enable
a more straightforward comparison with the expectation for self-
similar evolution when the exponent for the LX − T relation de-
viates from the self-similar prediction (Maughan 2014). The pivot
temperature is fixed at 5 keV, close to the mean of the sample (3.4
keV), to allow for comparison of our results with those of Hilton
et al. (2012). It is assumed that z is not affected by measurement un-
certainties, i.e. its actual value is perfectly known, given that typ-
ically σz ∼ 0.01(1+ z) for the clusters and groups in our sample
(Rozo & Rykoff 2014; Rykoff et al. 2014).
However, because the properties of clusters and groups may
obey different scaling relations, we will also consider the possible
existence of an abrupt transition or change-point in the scaling re-
lation between T and LX. This is achieved by introducing two extra
parameters, Tbreak and βbreak in our generic model, where the later
takes the role of β for T < Tbreak. All other generic model parame-
ters discussed so far, i.e. α, γ, σ and γσ, are assumed to be universal
across the range of LX and T values that we will consider, in order
to ensure continuity between the cluster and group scaling regimes.
We will be using a Bayesian hierarchical modelling frame-
work to constrain Ti and LX,i, for each i cluster or group in our sam-
ple, as well as the hyper-parameters associated with each particular
model we will consider, conditioned on all the X-ray and redshift
data, D ≡ {Di}, we have gathered regarding those objects (for a
similar approach see e.g. Mantz et al. 2010a; Maughan 2014). This
will be achieved through the characterization of the marginal pos-
terior probability distributions for all Ti and LX,i, as well as for the
hyper-parameters, in the context of each of those particular mod-
els. All these, numbered from 0 to 7, are nested inside the generic
model (labelled as 7). Each is uniquely identified through its as-
sociated set of hyper-parameters, although models 0 and 1 have
variants, denoted 0u and 1u, which we will later differentiate from
the main model:
θ0 ≡ (α,β,σ)
θ1 ≡ (α,β,σ,γ)
θ2 ≡ (α,β,σ,γσ)
θ3 ≡ (α,β,σ,Tbreak,βbreak)
θ4 ≡ (α,β,σ,γ,γσ)
θ5 ≡ (α,β,σ,γ,Tbreak,βbreak)
θ6 ≡ (α,β,σ,γσ,Tbreak,βbreak)
θ7 ≡ (α,β,σ,γ,γσ,Tbreak,βbreak) .
In practice, it is computationally easier to work with the
(generic) linear model represented by equation (4), where Xi ≡
log(Ti/5) and Yi ≡ log[LX,i/E(zi)]. Therefore, we will first char-
acterize the marginal posterior probability distributions for each
Xi and Yi, and then transform them into marginal posterior prob-
ability distributions for each Ti and LX,i. Marginal distributions are
obtained by integrating the joint posterior probability distribution,
which can be evaluated, up to a normalization constant, through the
expressions
P({Xi,Yi},θ|D) ∝P(D|{Xi,Yi},θ)P({Xi,Yi},θ) (5)
∝P({Di}|{Xi,Yi},θ)P({Xi,Yi}|θ)P(θ) (6)
∝
n
∏
i=1
P(Di|Xi,Yi,θ)P(Yi|Xi,θ)P(Xi|θ)P(θ), (7)
where n is the number of objects in our sample. We assumed, as
usual, that the data pertaining to each cluster or group, Di, does not
hold information about the properties of any other object. In the
last expression, the first term is known as the likelihood, and in our
case it will be independent of the values that any particular set of
hyper-parameters, generically labelled θ, may take. The product of
the second and third terms is the prior probability distribution for
each set of hidden (sometimes also called latent) variables, Xi and
Yi, conditioned on the hyper-parameters. We assumed all such sets
to be mutually independent. The second term is just the Gaussian
distribution that describes the stochastic relation between X and Y ,
characterized through equation (2), and thus is in fact independent
of the object i under consideration. The last term in the expression
is the joint prior probability distribution for the hyper-parameters
(also known as hyper-prior).
The R package for Bayesian LInear Regression in Astronomy
(LIRA), described in Sereno (2016), and available both at CRAN3
and GitHub4, was used to efficiently explore, using Gibbs sam-
pling, the joint posterior probability distribution. The Monte Carlo
3 https://cran.r-project.org/web/packages/lira/
4 https://github.com/msereno/lira/
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Markov Chains (MCMC) thus assembled was then used to charac-
terize the marginal posterior distributions for each set of the hid-
den variables Ti and LX,i, as well as for the hyper-parameters, θ.
We assessed chain convergence using the Gelman-Rubin diagnos-
tic (Gelman & Rubin 1992), applied independently to each hidden
variable and hyper-parameter of the model under consideration.
The likelihood, P(Di|Xi,Yi), is affected by the presence of
sample selection effects. In our case, these change the relative abun-
dance of objects in the sample with respect to what is found in the
population, as a function of both the covariate (X) and response
(Y). In the former case, this comes about from our selection of
only objects with a measured temperature in excess of 1 keV, while
in the later case it results from the XCS selection function (Sahlén
et al. 2009), which we model as a bivariate sigmoid function and
favours the detection of objects with higher X-ray luminosity at any
given redshift or temperature. The impact of both sample selection
effects on the likelihood is modelled using the capabilities LIRA
has for such purpose (Sereno 2016; Sereno & Ettori 2017). The
raw likelihood (i.e. in the absence of sample selection effects) with
respect to each set of the hidden variables Ti and LX,i is assumed to
take the form of a bivariate split Gaussian probability distribution,
with the co-variance terms in all quadrants set to zero. Such a dis-
tribution is equivalent to the product of two independent univariate
split Gaussian distributions (Villani et al. 2006), which is the type
of distribution used to approximate the results of our X-ray analy-
sis pipeline (Lloyd-Davies et al. 2011; Manolopoulou et al. 2018),
based on XSPEC5. We then follow Sereno & Ettori (2015) and use
expressions (27) and (28) provided by D’Agostini & Raso (2000)
to estimate the expected values and terms of the covariance ma-
trix associated with the bivariate Gaussian distribution we assume
describes the likelihood with respect to each set of the hidden vari-
ables, Xi and Yi, in the absence of sample selection effects.
The prior probability distribution for each hidden variable Xi,
conditioned on the hyper-parameters, θ, i.e. P(Xi|θ), is assumed
to be well described by a time-evolving mixture of Gaussian dis-
tributions (Sereno 2016). This allows the analysis to take into ac-
count: (1) the effect of the underlying temperature function, which
describes the relative abundance of groups and clusters in the over-
all population as a function of their temperature; (2) the SDSS-
DR8-redMaPPer selection function, which make the incorporation
of an object in our sample less probable as its temperature decreases
and redshift increases. We explored the cases where the number of
Gaussians in the mixture was fixed a priori to either one or two.
However, in the case of a mixture of two Gaussians we were unable
to ascertain convergence of the MCMC for all the hyper-parameters
associated with the more complex models. Therefore, we chose in-
stead to restrict the mixture to just one Gaussian. Nevertheless, the
marginal posterior distributions thus obtained are very similar to
those that result from assuming a mixture of two Gaussians. Ev-
ery particular set of hyper-parameters is henceforth expanded to in-
clude: µ, the Gaussian (mixture) mean; σµ, the Gaussian (mixture)
dispersion; and γµ, the parameter that allows for time-evolution of
the Gaussian (mixture) mean. Note that LIRA can allow for a pos-
sible evolution of σµ with time, but we did not consider a priori the
possibility of it being different from zero. We are not directly in-
terested in characterizing the marginal probability distributions for
the three Gaussian (mixture) hyper-parameters, and therefore from
here on we will omit any explicit reference to them, except when
discussing the results.
5 https://heasarc.gsfc.nasa.gov/docs/xanadu/xspec/
All hyper-parameters are assumed to be independent a priori,
and thus for every particular model the hyper-prior is just the prod-
uct of the prior probability distributions for each hyper-parameter
associated with the model. We set these to the default choices in
LIRA (Sereno 2016), adapted to the characteristics of our mod-
els and sample. Namely, uniform prior distributions in the ranges
[40,50] for α, [−0.7,0.3] for log(Tbreak/5), and [−2.0,1.0] for µ,
were assumed, in order to bracket, within a conservative margin,
the sample values for log[LX/E(z)], in the first case, and log(T/5),
in later two cases. We checked a posteriori that changing these lim-
its did not have a significant impact on the results. Further, the
prior distributions for β, βbreak, γ, γσ and γµ, were set to Student’s
t distributions with one degree of freedom (also known as standard
Cauchy distributions). This choice ensures that the results are in-
variant under a rotation of the coordinate system used to identify
the location of the sample objects, i.e. it ensures that all angles the
possible regression lines make with, for example, the horizontal co-
ordinate axis are equally probable a priori (see e.g. von Toussaint
2011; Sharma 2017). Finally, a Γ prior distribution, with shape and
rate parameters equal to 0.0001, was assumed for both 1/σ2 and
1/σ2µ. This choice makes the prior distribution with respect to the
variances, σ2 and σ2µ, nearly scale-invariant.
3.2 Model comparison
There are several approaches to the issue of model comparison,
even within Bayesian statistics. The most prominent ones attempt
either to identify the true underlying model or to find the most use-
ful model. Useful in this context is usually considered to mean the
ability of a given model to make predictions about future or yet
undisclosed observations. In the first approach, the true underlying
model is assumed a priori to be within the (finite) set of models
considered in the analysis, contrary to the second approach. This
has led, for example Vehtari & Ojanen (2012), to propose labelling
those two contrasting views of model comparison as M-closed and
M-open, respectively.
Model comparison usually proceeds through the evaluation of
the probability of each model given the data, also known as the
marginal likelihood or evidence, in the M-closed approach, or using
cross-validation in the M-open approach (e.g. Piironen & Vehtari
2017). However, both evidence estimation and cross-validation are
computationally expensive to perform, which has led to several pro-
posed approximations [see e.g. section 2.5 of Sharma (2017) for a
short review]. There is a growing consensus that the Widely appli-
cable (or Watanabe) Bayesian Information Criterion (WBIC) and
the Widely Applicable (or Watanabe-Akaike) Information Crite-
rion (WAIC) are among the most accurate and theoretically justi-
fied methods to approximate the results of model comparison based
on, respectively, evidence estimation and cross-validation (Gelman,
Hwang & Vehtari 2014; Friel, McKeone, Oates & Pettitt 2017; Pi-
ironen & Vehtari 2017; Sharma 2017; Vehtari, Gelman & Gabry
2017).
In our case, WBIC is given by (Watanabe 2013; Sharma 2017)
WBIC = E1/ lnn [− lnP(D|{Xi,Yi},θ)] (8)
=
∫ − lnP(D|{Xi,Yi},θ)[P(D|{Xi,Yi},θ)]1/ lnnP({Xi,Yi},θ)dXidYidθ∫
[P(D|{Xi,Yi},θ)]1/ lnnP({Xi,Yi},θ)dXidYidθ (9)
where n is the number of independent data points, i.e. n = 353 for
the sample under consideration. The WBIC is an approximation to
the Bayes free energy, i.e. − lnP(D|Mθ), where P(D|Mθ) is the ev-
idence associated to a particular model Mθ, with hyper-parameters
MNRAS 000, 1–18 (2018)
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θ. The difference between the expectation values for WBIC and the
Bayes free energy is O(ln lnn) (Watanabe 2013). Comparing WBIC
values associated with different particular models is thus equivalent
to comparing their posterior probability distributions under the as-
sumption of equality for their prior probability distributions, which
under no reason to assume otherwise, is what we will be doing.
The expectation value for some parameter-dependent function
can be readily estimated using the output of a MCMC used to char-
acterize the joint posterior probability distribution of the param-
eter(s) the function depends upon. This is achieved by averaging
over the values such function takes given the values of the parame-
ter(s) at each point in the MCMC. In our case, this means that
WBIC'− 1
m
m
∑
j=1
n
∑
i=1
lnP(Di|Xi,j,Yi,j,θj) (10)
where j identifies a point in a given MCMC of length m
used to characterize the joint posterior probability distribution
that is proportional to [P(D|{Xi,Yi},θ)]1/ lnnP({Xi,Yi},θ). Given
that the summations in the MCMC approximation to WBIC
can be interchanged, its estimation can be thought as result-
ing from the sum of the n independent components WBICi ≡
− 1m ∑mj=1 lnP(Di|Xi,j,Yi,j,θj). Hence, the product of n by their vari-
ance equals the sample variance associated with the WBIC estimate
(Vehtari, Gelman & Gabry 2017).
On the other hand, WAIC is given by (Watanabe 2010; Piiro-
nen & Vehtari 2017)
WAIC = T +V/n (11)
where, in our case,
T =
n
∑
i=1
Ti (12)
is the training utility, loss or error, with
Ti ≡−1n lnE [P(Di|Xi,Yi,θ)] , (13)
and
V =
n
∑
i=1
Vi (14)
is the functional variance, with
Vi ≡ E
[
(lnP(Di|Xi,Yi,θ))2
]
−{E[lnP(Di|Xi,Yi,θ)]}2 . (15)
In these expressions, the expectations are calculated with respect
to the joint posterior probability distribution of {Xi,Yi} and θ. The
WAIC is asymptotically equal to the result of Bayesian leave-one-
out cross-validation (LOO-CV), as well as to the generalization
utility or loss, with the difference between their expectation values
being O(1/n2) (Watanabe 2010, 2013). In our case, the estimation
of WAIC can be also thought as the sum of the n independent com-
ponents WAICi ≡ Ti +Vi/n. Therefore, the product of n by their
variance equals the sample variance associated with the WAIC es-
timate (Vehtari, Gelman & Gabry 2017).
The expectations that need to be calculated to estimate each
component WAICi can be obtained using MCMC output, in a sim-
ilar way to what was done with regards to the estimation of WBIC.
Therefore, in our case
Ti = ln
[
1
m
m
∑
j=1
P(Di|Xi,j,Yi,j,θj)
]
(16)
and
Vi =
1
m
m
∑
j=1
[
lnP(Di|Xi,j,Yi,j,θj)
]2−[ 1
m
m
∑
j=1
lnP(Di|Xi,j,Yi,j,θj)
]2
(17)
where again j identifies a point in a given MCMC of length m, but
now used to characterize the joint posterior probability distribution
that is proportional to P(D|{Xi,Yi},θ)P({Xi,Yi},θ).
4 RESULTS
Let us start by considering the simplest model, with hyper-
parameters θ0, where only the normalisation, α, slope, β, and scat-
ter, σ, of the logLX - logT relation are free to vary within the re-
spective prior distributions. The time-evolution parameters γ and
γσ are set to zero, and there is no change-point. In the upper panel
of Fig. 3, the regression line obtained assuming the expected (i.e.
mean) values for the relevant model hyper-parameters, can be com-
pared with the distribution of data points. In order to allow for
comparison with previous results, we also show (lower panel) the
regression line obtained when the XCS selection function and the
imposition of a lower threshold of 1 keV in observed temperature
for inclusion in the sample are not considered in the modelling, and
the prior distribution for the temperature is (implicitly) assumed to
be uniform. This version of model 0, we label as 0u, hence does not
take into account any type of sample selection effect.
We will now see what happens when model complexity is in-
creased, by adding to the simplest model one of the following sets
of hyper-parameters: γ, which allows the normalisation to evolve
with time (model 1); γσ, which permits time-evolution of the scat-
ter (model 2); Tbreak and βbreak, respectively, the transition temper-
ature and the value of β below Tbreak (model 3), associated with a
possible change-point. The resulting regression lines can be seen
in Figs. 4 (upper panel), 5 and 6, respectively. In Fig. 4 we also
show (lower panel) the results obtained when no sample selection
effects are considered, which we label as model version 1u. In Fig.
7 we compare the one- and two-dimensional marginalised posterior
distributions for models 1, 2 and 3, with those for model 0.
The even more complex models 4, 5, 6 and 7, include all pos-
sible combinations of the hyper-parameters introduced in the pre-
ceding models. The respective regression lines are represented in
Fig. 8. The one- and two-dimensional marginalised posterior dis-
tributions for models 1 vs. 5, 2 vs. 6, and 4 vs. 7, are compared in
Fig. 9, thus highlighting the impact of introducing a change-point
in the LX−T relation.
The posterior distributions for the hyper-parameters Tbreak and
βbreak rapidly decrease towards zero when approaching 1 keV and
4, respectively. This happens for all models, i.e. 3, 5 , 6, and 7,
which include these hyper-parameters, as can be seen in Figs. 7
and 9. The lower limit of 1 keV on Tbreak is driven by the prior dis-
tribution assumed for this hyper-parameter, which imposed a prior
probability of zero for Tbreak smaller than 1 keV. It would not make
sense to assume otherwise, because all objects in our sample have
observed temperatures greater than 1 keV. Only the addition to the
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Figure 3. The LX − T relation assuming the simplest model, with (top,
model 0) and without (bottom, model 0u) sample selection effects taken
into account. Each point indicates the most probable values for the tem-
perature, T , in keV, and re-scaled bolometric X-ray luminosity, LX, with
respect to each of the 353 systems in our sample, given the X-ray data. The
self-similar re-scaling of LX with the cluster redshift, z, is performed divid-
ing LX by E(z). The error bars associated with each point identify the 1σ
uncertainty intervals. The solid regression line was determined by fixing the
model hyper-parameters to their expected (i.e. mean) values. The amplitude
of the intrinsic vertical scatter about the regression line is indicated by the
dashed lines (1σ, inner blue; 2σ, outer red).
sample of objects with temperatures below 1 keV would allow for
a better understanding of the behaviour of the posterior distribu-
tion for Tbreak close to and below 1 keV. Nevertheless, given that its
mode is close to 1.5 keV, adding such objects to the sample should
not change significantly the location of the highest posterior prob-
ability region associated with Tbreak, and hence its expected value.
On the other hand, the upper limit of 4 on βbreak is mostly driven
by the data. Given that the normalization of the logLX - logT rela-
tion is strongly constrained, values for βbreak approaching 4 incur
a rapidly growing penalty due to a regression line that lies increas-
ingly far away from objects with low T and relatively high LX.
These have T values with much smaller measurement uncertainties
than objects with low T and relatively low LX, thus regression lines
that lie equally far away from the later, i.e. characterised by βbreak
values approaching 0, are not as penalized, leading to a slower de-
crease in the posterior probability for βbreak left of its mode.
In Table 2, we provide the estimated median value and sym-
metric (or equal-tailed) credible intervals, centred on the median,
Figure 4. The LX−T relation assuming model 1, with (top, model 1) and
without (bottom, model 1u) sample selection effects taken into account.
In this case, the re-scaling of LX with the cluster redshift, z, is performed
dividing LX by E(z)1+γ, where γ is the expected (i.e. mean) value for γ.
Figure 5. The LX−T relation assuming model 2. The prior distribution for
the temperature is modelled through a time-evolving Gaussian. The dashed
lines now indicate the amplitude of the intrinsic vertical scatter about the
regression line only at the 1σ level, for the minimum (0.1, outer blue) and
maximum (0.6, inner red) sample redshifts.
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Figure 6. The LX−T relation assuming model 3. The prior distribution for
the temperature is modelled through a time-evolving Gaussian.
for the marginal posterior distributions of each hyper-parameter of
interest associated with the models being considered. In Table 3,
we provide the expected value (i.e. mean), standard deviation and
skewness for the same marginal posterior distributions. As can be
seen, some of the marginal posterior distributions deviate signifi-
cantly from a Gaussian distribution, for which the skewness is zero.
For these distributions the median and mean do not coincide, which
is why we decided to include more information about the marginal
posterior distributions than usual. The first three (raw) cumulants
of a given probability distribution coincide, respectively, with the
mean, the variance (i.e. the square of the standard deviation), and
the product of the skewness with the cube of the standard devia-
tion. The values of these cumulants can be used to approximate
each marginal posterior distribution through an Edgeworth expan-
sion around a Gaussian distribution with the same mean and vari-
ance, for example using the R package PDQutils available both at
CRAN6 and GitHub7.
It is clear from both Tables 2 and 3, that the introduction of
a Gaussian (mixture) prior mainly affects the expected value for β.
This can be understood by first noticing that multiplying the likeli-
hood by a Gaussian effectively leads to a re-weighting of the sam-
ple data, where the data points with values for log(T/5) closer to
the Gaussian expected value have their relative importance down-
weighted with respect to the others. Further, for all models con-
sidered, the Gaussian prior expected value is always around −0.26
(2.75 keV). Although that is close to the mode (−0.325, 2.37 keV)
of the sample distribution for log(T/5), this has a significant posi-
tive skew, as can be seen in Fig. 1, with median and mean equal to
−0.17 (3.38 keV). Therefore, the introduction of such a Gaussian
(mixture) prior effectively leads to a re-weighting of the data points
in favour of those located in the high temperature tail of the sample
distribution. Because these prefer a higher value for β, as can be
seen by what happens to the marginal posterior distribution for this
parameter in the models where a change-point is introduced in the
LX− T relation, the re-weighting in their favour leads to the ob-
served increase in the expected value for β when a Gaussian (mix-
ture) prior is introduced (in model 0 vs 0u, and in model 1 vs 1u).
The consequence of completely removing the data points as-
6 https://cran.r-project.org/web/packages/PDQutils/
7 https://github.com/shabbychef/PDQutils/
sociated with lower temperatures from the estimation of β can be
seen when a change-point is introduced, in model 3 vs 0, in model
5 vs 1, model 6 vs 2 and in model 7 vs 4. In every case the expected
value for β increases, by a similar margin as a result of introducing
a Gaussian (mixture) prior. That happens because, as previously
mentioned, the data points associated with lower temperatures pre-
fer a smaller value for β, as can be seen from the expected values
for βbreak.
Finaly, the introduction of the time-evolution parameters, γ
and γσ, affects most importantly the expected values for the base
parameters to which they are associated, respectively α and σ, as
can be seen by comparing the expected values for the models 1u vs
0u, 1 vs 0, 4 vs 2, 5 vs 3 and 7 vs 6 (with respect to γ), and models
2 vs 0, 4 vs 1, 6 vs 3 and 7 vs 5 (with respect to γσ), and taking into
account the relative uncertainty associated with those parameters.
Although not as strongly, the values for the change-point associ-
ated parameters, Tbreak and βbreak, especially the former, are also
affected by the introduction of γ and/or γσ.
In Table 4, we provide the estimates for WBIC and WAIC, as
well as the associated sample standard deviations, with respect to
each model considered. The results clearly indicate strong support
for the introduction of a Gaussian (mixture) prior to model the joint
effect of the population-level temperature function and any sample
selection effects not explicitly taken into consideration (like those
associated with SDSS-DR8-redMaPPer catalogue assembly, in our
case). However, the data does not seem to hold enough informa-
tion to differentiate between all favoured models, 0 to 7, in that
respect. All these models have associated WBIC and WAIC esti-
mates which overlap well within the respective sample standard
deviations. This suggests that another, statistically equivalent, sam-
ple taken from the same underlying population could easily lead
to a different ranking of the models 0 to 7, based on their asso-
ciated WBIC and WAIC estimates for such sample. Interestingly,
model 4 is that which gathers more support from the data, accord-
ing to both the WBIC and WAIC model comparison methods. But,
these two methods differ with respect to which individual feature,
among those that make models 1, 2 and 3 distinct from model 0,
is better supported by the data: WBIC suggests it is time-evolution
of the intrinsic scatter about the LX−T relation, parametrised by
γσ; while WAIC prefers time-evolution of the normalization of the
LX−T relation beyond the self-similar expectation, parametrised
by γ. However, both methods agree that the individual feature with
least support in the data is an abrupt transition or change-point in
the LX−T relation, parametrised through Tbreak and βbreak. Assum-
ing a priori any of models 0 to 7 to be true, the data consistently
suggests a positive deviation with respect to self-similar evolution
for the LX− T relation (i.e. at fixed temperature the X-ray lumi-
nosity increases with redshift), a negative redshift evolution in the
intrinsic scatter about the LX−T relation (i.e. the scatter decreases
with redshift), as well as a change-point location just below 2 keV
and an increase in the exponent for the LX−T relation when mov-
ing from the group to the cluster regime.
In Fig. 10, we compare, for all 353 systems in our sample,
the expected values and associated standard deviations associated
with: the observed temperatures and X-ray luminosities, Tobs and
Lobs; the temperatures and X-ray luminosities, Tmodel and Lmodel,
obtained through LIRA, assuming a priori the LX−T relation to
be described by model 4. In the former case, expected values and
standard deviations were estimated by approximating the probabil-
ity distributions for the temperatures and X-ray luminosities that
result from our X-ray analysis pipeline as univariate split Gaus-
sian distributions (Villani et al. 2006), and using the modes and
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Figure 7. Comparison of the one- and two-dimensional marginalised posterior distributions for models 1, 2 and 3, with those for model 0 (in red), respectively
in the upper, middle and lower panels. Note that the horizontal axis that is associated with each one-dimensional marginalised posterior distribution is bellow
it, at the bottom of each plot. The two-dimensional contours enclose 0.50 (inner), 0.80 (middle) and 0.95 (outer) of the total probability.
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Figure 8. The LX−T relation assuming models 4 (top, left), 5 (top, right), 6 (bottom, left) and 7 (bottom, right). The prior distribution for the temperature is
always modelled through a time-evolving Gaussian. In the case of model 5, the amplitude of the intrinsic vertical scatter about the regression line is indicated
by the dashed lines (1σ, inner blue; 2σ, outer red). For models 4, 6 and 7, dashed lines indicate the amplitude of the intrinsic vertical scatter about the regression
line only at the 1σ level, for the minimum (0.1, outer blue) and maximum (0.6, inner red) sample redshifts.
Table 2. The median and symmetric credible intervals, centred on the median, that contain 68.3% and 95.4% of the probability for the marginal posterior
distributions of the interesting hyper-parameters associated with each model. After each median value, are represented the numbers that need to be added and
subtracted from it, in order to obtain the limits associated with the respective credible interval.
Model α β σ γ γσ Tbreak βbreak
0u 44.61+0.02+0.04−0.02−0.04 3.00
+0.07+0.15
−0.07−0.14 0.30
+0.01+0.03
−0.01−0.03 0 0 − −
0 44.61+0.02+0.05−0.02−0.05 3.12
+0.08+0.16
−0.08−0.16 0.30
+0.02+0.03
−0.01−0.03 0 0 − −
1u 44.56+0.04+0.08−0.04−0.09 2.99
+0.08+0.15
−0.08−0.16 0.30
+0.01+0.03
−0.02−0.03 0.73
+0.56+1.16
−0.53−0.96 0 − −
1 44.57+0.04+0.08−0.04−0.09 3.10
+0.08+0.17
−0.08−0.17 0.30
+0.01+0.03
−0.01−0.03 0.55
+0.52+1.09
−0.49−1.01 0 − −
2 44.61+0.02+0.04−0.02−0.04 3.11
+0.08+0.16
−0.08−0.17 0.32
+0.03+0.07
−0.03−0.05 0 −0.41+0.55+1.07−0.58−1.21 − −
3 44.61+0.02+0.04−0.02−0.05 3.26
+0.14+0.29
−0.11−0.21 0.30
+0.01+0.03
−0.01−0.03 0 0 1.65
+0.77+1.34
−0.31−0.52 1.40
+0.95+1.40
−1.56−3.12
4 44.57+0.04+0.08−0.05−0.09 3.09
+0.09+0.17
−0.08−0.16 0.32
+0.03+0.07
−0.03−0.05 0.55
+0.61+1.14
−0.49−0.96 −0.42+0.53+1.06−0.56−1.15 − −
5 44.56+0.05+0.09−0.05−0.09 3.26
+0.15+0.31
−0.12−0.22 0.30
+0.02+0.03
−0.01−0.03 0.76
+0.61+1.20
−0.55−1.06 0 1.79
+0.66+1.18
−0.42−0.64 1.50
+0.79+1.24
−1.53−3.02
6 44.61+0.02+0.04−0.02−0.05 3.24
+0.14+0.31
−0.11−0.21 0.31
+0.03+0.07
−0.03−0.05 0 −0.27+0.52+1.06−0.55−1.18 1.58+0.80+1.48−0.27−0.50 1.15+1.17+1.68−1.37−3.00
7 44.57+0.04+0.08−0.04−0.09 3.30
+0.14+0.29
−0.13−0.23 0.32
+0.03+0.07
−0.03−0.05 0.73
+0.48+0.97
−0.45−0.87 −0.64+0.50+0.98−0.54−1.11 2.29+0.47+1.12−0.82−1.08 2.03+0.44+0.78−1.49−3.07
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Figure 9. Comparison of the one- and two-dimensional marginalised posterior distributions for models 1 vs. 5 (upper panel), 2 vs. 6 (middle panel), and 4 vs.
7 (lower panel). The two-dimensional contours enclose 0.50 (inner), 0.80 (middle) and 0.95 (outer) of the total probability.
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Table 3. The mean, standard deviation and skewness for the marginal posterior distributions of the interesting hyper-parameters associated with each model.
Model α β σ γ γσ Tbreak βbreak
0u 44.61,0.02,0.03 3.00,0.08,0.04 0.30,0.01,0.17 0 0 − −
0 44.61,0.02,−0.02 3.12,0.08,0.06 0.30,0.01,0.18 0 0 − −
1u 44.56,0.04,−0.14 2.99,0.08,−0.03 0.30,0.01,0.15 0.75,0.54,0.22 0 − −
1 44.57,0.04,−0.12 3.11,0.08,−0.01 0.30,0.02,0.21 0.56,0.51,0.20 0 − −
2 44.61,0.02,−0.04 3.11,0.08,0.01 0.32,0.03,0.51 0 −0.42,0.57,−0.18 − −
3 44.61,0.02,−0.13 3.27,0.12,0.44 0.30,0.01,0.13 0 0 1.83,0.56,1.56 1.10,1.31,−1.44
4 44.57,0.04,−0.11 3.09,0.08,0.03 0.32,0.03,0.41 0.58,0.54,0.17 −0.43,0.55,−0.06 − −
5 44.56,0.05,−0.12 3.27,0.14,0.41 0.30,0.01,0.23 0.79,0.57,0.16 0 1.90,0.55,1.64 1.19,1.17,−0.91
6 44.61,0.03,−5.36 3.26,0.14,2.00 0.31,0.03,0.45 0 −0.28,0.55,−0.14 1.81,0.70,4.57 1.00,1.41,−2.41
7 44.56,0.05,−0.20 3.26,0.13,0.38 0.31,0.03,0.47 0.80,0.57,0.22 −0.31,0.55,−0.16 1.90,0.52,0.55 1.20,1.23,−2.00
Table 4. Estimates for WBIC, its sample standard deviation, σWBIC, WAIC,
and its sample standard deviation, σWAIC, with respect to each model.
Model WBIC σWBIC WAIC σWAIC
0u 2052 38 6.51 0.11
0 −1278 37 −2.88 0.11
1u 2054 38 6.52 0.11
1 −1277 37 −2.88 0.11
2 −1277 37 −2.88 0.11
3 −1277 37 −2.85 0.11
4 −1282 37 −2.89 0.11
5 −1280 37 −2.85 0.11
6 −1278 37 −2.85 0.11
7 −1281 37 −2.85 0.11
68% confidence intervals presented in Table 1. Further, the hierar-
chical modelling framework, implemented through LIRA, actually
yields expected values and standard deviations for the (base 10)
logarithms of Tmodel and Lmodel. However, the posterior probability
distributions for these quantities are nearly Gaussian, thus implying
that the posterior probability distributions for Tmodel and Lmodel can
be well approximated by (base 10) log-normal distributions. This
means that the expected values, µmodel, and associated standard de-
viations, σmodel, for Tmodel and Lmodel can be estimated from the
respective quantities, µmodel, log and σmodel, log, for logTmodel and
logLmodel, through
µmodel = 10
(µmodel, log+ ln102 σ
2
model,log) , (18)
and
σmodel = µmodel
√
10 [ln(10)σ
2
model, log]−1 , (19)
where, as usual, ln stands for the natural logarithm.
In Fig. 11, we compare the sample distributions of most prob-
able values for the observed temperatures and X-ray luminosities,
with those obtained through LIRA, assuming a priori the LX−T
relation to be described by model 4. In the later case, the most prob-
able values (i.e. modes) are given by
Momodel = 10
(µmodel, log−ln10 σ 2model,log) , (20)
and are listed in a supplementary table available with the online
edition of this article, together with the associated expected values
and standard deviations, with respect to the temperature and X-ray
luminosity posterior distributions for all systems in our sample. The
first 10 rows are shown in Table 5.
As expected, assuming a priori a specific model for the LX−T
relation induces regression towards the mean, leading to a decrease
in the variance of the temperature and X-ray luminosity sample dis-
tributions. This effect is significantly stronger for the former with
respect to the later, as a result of the higher uncertainty level as-
sociated with the data-only based estimates for the temperatures.
Substituting model 4 by any other model between 0 and 7 yields
very similar results. On an individual system basis, the higher the
overall uncertainty in data-only based estimates, the larger can be
the difference between these and estimates that assume a priori a
specific model for the LX−T relation. This is well illustrated in the
case of cluster XMMXCS J222855.3+203920.1, which stands out
as an outlier in the Lobs versus Lmodel plot in fig. 10. The signifi-
cant difference between these two estimates stems from the large
uncertainty in both the temperature and X-ray luminosity data-only
based estimates for this system, together with a well below-average
value for the later given the former, with respect to the sample dis-
tribution of such estimates.
5 DISCUSSION
We have shown that the data considered, generally, does not sup-
port the existence of deviations from the standard modelling of the
LX− T cluster and group scaling relation, as a single power-law,
with a time-evolving normalization that follows the self-similar ex-
pectation and a non-evolving scatter. In particular, among the extra
features we considered could be added to this standard model, the
existence of a change-point in the LX − T relation, marking the
transition between what would be the group and cluster regimes, is
that which seems less justified given the data.
It has been shown by Maughan (2014) that the exponent of
the LX − T scaling relation, β, can be written as the ratio of the
exponents of the LX −M and T −M scaling relations, where M
stands for mass, respectively βLM and βTM . These can be thought
as more fundamental, given that the presence of mass is the most
determining factor in the assembly of both groups and clusters, as
MNRAS 000, 1–18 (2018)
The LX−Trelation from XCS 13
Table 5. The first 10 rows of a supplementary table available with the online edition of this article, providing the XCS ID, most probable values for the
temperature, MoT,model (in units of keV), and X-ray bolometric luminosity within R500, MoLX ,model (in units of 10
44 erg s−1), as well as the associated
expected values, µT,model and µLX ,model, and standard deviations, σT,model and σLX ,model, obtained through LIRA, assuming a priori the LX−T relation to be
described by model 4, for all 353 sample systems.
XCS ID MoT,model µT,model σT,model MoL,model µL,model σL,model
XMMXCS J140101.9+025238.3 6.64 6.64 0.13 55.39 55.39 0.10
XMMXCS J142601.0+374937.0 8.65 8.65 0.53 31.88 31.88 0.22
XMMXCS J172009.8+263725.8 6.15 6.15 0.21 21.50 21.50 0.09
XMMXCS J224321.4−093550.2 7.24 7.24 0.40 33.11 33.11 0.11
XMMXCS J212939.7+000516.9 5.29 5.30 0.27 22.75 22.75 0.13
XMMXCS J075124.2+173057.7 3.29 3.29 0.26 2.86 2.86 0.02
XMMXCS J172227.0+320758.0 7.21 7.21 0.43 27.57 27.57 0.19
XMMXCS J104044.2+395711.1 3.74 3.74 0.18 7.39 7.39 0.04
XMMXCS J111253.4+132640.2 4.89 4.89 0.29 6.12 6.12 0.04
XMMXCS J024803.3−033143.4 3.77 3.77 0.19 9.64 9.64 0.06
Figure 10. Comparison, for all 353 systems in our sample, of the expected
values and associated standard deviations associated with: the observed
temperatures and X-ray luminosities, Tobs and Lobs; the temperatures and X-
ray luminosities, Tmodel and Lmodel, obtained assuming a priori the LX−T
relation to be described by model 4.
the result of gravitational instability. In fact, under the self-similar
assumption (Kaiser 1986), groups and clusters are assumed to be
structures that virialize under the influence of gravity alone. This
leads to a self-similar expectation of βTM = 2/3. The derivation
of the self-similar expectation for βLM is more complicated, and
(usually) implies assuming that the bolometric luminosity is the re-
sult of bremsstrahlung emission only, as well as that both the total
amount of gas and the way it is distributed do not depend on the
mass of the structures being considered. These assumptions then
lead to the self-similar expectation βLM = 4/3, and hence β = 2.
However, the contribution of line emission to the bolometric lumi-
nosity in structures with temperatures below about 2 keV cannot be
neglected, and thus the self-similar expectation for both βLM and
β should be different in this temperature regime. Indeed, we have
confirmed that the ratio between bremsstrahlung and total emission
increases roughly with the square root of the temperature for all
systems with temperatures below 2 keV in our sample, as proposed
by Zou et al. (2016). Hence, the total bolometric luminosity is in
fact proportional to its bremsstrahlung component divided by the
square root of the plasma temperature. The self-similar expecta-
tions for βLM and β then become, respectively, 1 and 3/2, for struc-
tures with temperatures below about 2 keV (see also Sun 2012).
The self-similar expectation is thus of a steepening of the LX−T
relation when moving from the group to the cluster regime.
However, most analysis suggest the values for βLM , βTM and
β predicted under the self-similar assumption are disfavoured given
the available cluster data (e.g. see review by Giodini et al. 2013).
This is most probably the result of radiative cooling and AGN feed-
back acting alongside gravity during the assembly and subsequent
evolution of groups and clusters, as shown by simulations (e.g.
Short et al. 2013; Planelles et al. 2014; Barnes et al. 2017; Le Brun
et al. 2017; Truong et al. 2018). Both effects seem to lead to an in-
crease in both βLM and β, relatively to the self-similar expectation,
with βTM decreasing proportionally less. If these effects were more
important, with respect to those induced by gravity, in groups than
in clusters, they would contribute to erasing some of the difference
between the group and cluster self-similar expectations for βLM and
β. Nevertheless, it would be somewhat surprising that, by coinci-
dence, the stronger effects of radiative cooling and AGN feedback
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Figure 11. Comparison of the sample distributions of most probable values
for the observed temperatures and X-ray luminosities, with those obtained
through LIRA, assuming a priori the LX − T relation to be described by
model 4.
in groups versus clusters, would just compensate a completely un-
related effect due to the temperature dependence of line emission.
Therefore, it is expectable a priori the existence of a change in the
exponent of the LX − T scaling relation, when moving from the
group to the cluster regime, albeit possibly weaker than the self-
similar expectation.
The fact that we do not find statistical support for the existence
of a change in the exponent of the LX−T scaling relation, could
be due to its real absence or to a lack of sufficient information in
the data to allow for its unambiguous identification. Nevertheless,
if we indeed assume a priori a change-point in the LX−T relation
to exist, as in models 3, 5, 6 and 7, we do find concordance with the
self-similar expectation of an increase in the expected value for the
exponent of the LX−T relation when moving from the group to the
cluster regime. In the context of those models, the expected value
for the LX−T relation exponent in the group regime, around 1.1, is
even smaller than the self-similar expectation, although the differ-
ence is not statistically significant. On the other hand, the large pos-
itive difference between the expected value found here for the expo-
nent in the cluster regime, close to 3.3, and the self-similar expec-
tation, is statistically robust and in agreement with most previous
results (e.g. Mantz et al. 2010a; Mittal et al. 2011; Maughan et al.
2012; Takey et al. 2013; Maughan 2014; Giles et al. 2016; Mantz
et al. 2016). It seems to be essentially the result of a steeper than
self-similar LX−M relation (Maughan 2014; Mantz et al. 2016),
although there could be also some contribution from a shallower
than self-similar T −M relation (Maughan 2014; Lieu et al. 2016;
Mantz et al. 2016). A smaller value for the exponent in the group
regime, with respect to the self-similar expectation, together with
a higher value in the cluster regime, could indicate that either the
LX−M relation is shallower, or the T −M relation is steeper, in
the case of groups and again with respect to the self-similar ex-
pectation. For example, assuming the T −M relation to be similar
for both groups and clusters would imply that the exponent of the
LX−M relation for groups would be close to the ratio between the
expected values for the exponents of the LX−T relation for groups
(1.1) and clusters (3.3) times the exponent of the LX−M relation
for clusters. Assuming a exponent around 1.6 for the cluster LX−M
relation (Maughan 2014), which is 20% higher than the self-similar
expectation, would then imply the expected value for the exponent
of the group LX−M relation would be 0.5, clearly shallower than
the self-similar expectation, although compatible within the statis-
tical uncertainties.
The expected values we obtain for the exponent of the LX−T
relation in the group regime, in the context of models 3, 5, 6 and 7,
are significantly smaller than what was found by Bharadwaj et al.
(2015), who updated the analysis performed by Eckmiller et al.
(2011), and Zou et al. (2016), but compatible within the statisti-
cal uncertainties. In Table 3 we compare the expected values found
for the exponent of the LX−T relation by Bharadwaj et al. (2015)
and Zou et al. (2016) with those obtained here assuming models
3, 5, 6 and 7. We also present the expected values obtained when
models 0u, 0, 1u, 1, 2 and 4 are applied to each of the sub-samples
that result from splitting the objects in our full sample according
to whether their observed (most probable) temperature is lower
or higher than either 2 or 3 keV. In the case of the former there
are 55 systems below the threshold, with 298 above, while for the
later there are 142 systems below the threshold, and 211 above. We
chose the 2 keV threshold because it is close to the expected value
of Tbreak found for most of the models considered, but they can-
not be directly compared. A hard selection threshold in observed
temperature translates into a probabilistic boundary with respect to
the model-inferred expected temperatures (and vice-versa), in the
sense that some systems that end up in the e.g. lower observed tem-
perature sub-sample actually have model-inferred expected tem-
peratures higher than the value associated with the threshold (and
vice-versa). The alternative 3 keV threshold was chosen because it
leads to a observed temperature range, for the lower temperature
sub-sample, similar to that associated with the group samples con-
sidered in Bharadwaj et al. (2015) and Zou et al. (2016). In these
analysis, a model for the LX−T relation that is equivalent to our
model 0u was assumed, and the expected values for the parameters
of such model, θ0, were then determined, both with and without
trying to take sample selection effects into account.
The expected values we obtain for the exponent of the LX−T
relation in the case of model 0u, are only 0.12 (T < 2 keV) and
0.35 (T < 3 keV), for the lower temperature sub-samples, raising
to 2.73 (T > 2 keV) and 2.61 (T > 3 keV), for the higher tempera-
ture sub-samples. The former are significantly smaller than the ex-
ponents obtained by Bharadwaj et al. (2015) and Zou et al. (2016),
respectively 2.17 and 2.80, which suggests that the selection effects
acting on the low temperature end of our sample are significantly
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different from those acting on their group samples. Such effects
could be, for example, the result of a different ratio of strong cool
core versus non-cool core (Bharadwaj et al. 2015; Giles et al. 2016;
Zou et al. 2016), or relaxed vs. non-relaxed (e.g. Chon & Böhringer
2017), systems among the samples. Allowing for deviations from
self-similar redshfit evolution (model 1u) does not change signifi-
cantly the expected values for the exponent of the LX−T relation,
for both temperature sub-samples. If we now attempt to correct for
sample selection effects, by assuming a Gaussian prior distribu-
tion for our covariate, log(T/5), we then find for the exponent ex-
pected values, in the case of model 0, 2.55 (T < 2 keV) and 2.05
(T < 3 keV), and in the case of model 1, 1.84 (T < 2 keV) and
1.68 (T < 3 keV), for the lower temperature sub-samples. These
values rise to 3.20 (T > 2 keV) and 3.06 (T > 3 keV), in the case
of model 0, 3.20 (T > 2 keV) and 3.08 (T > 3 keV), in the case
of model 1, for the higher temperature sub-samples. Therefore, as
expected given the nature of the selection effects acting on group
and cluster samples, talking these into account always leads to a
significant increase in the expected value for the exponent of the
LX−T relation, as also found by Bharadwaj et al. (2015) and Zou
et al. (2016). This increase, as well as the larger associated uncer-
tainty, is enough to bring our results for the T < 2 keV (but not
for T < 3 keV) sub-sample, in the context of model 0, to agree-
ment with those obtained by Bharadwaj et al. (2015) and Zou et al.
(2016). The same conclusions are reached in the context of models
which allow for possible redshift evolution beyond the self-similar
expectation (models 1 and 4) and/or in the scatter (models 2 and
4), although the expected values for the exponent of the LX−T re-
lation become significantly smaller assuming models 1 and 4 than
those inferred in the context of model 0. This difference seems to be
the result of a preference, in the case of low temperature systems,
for very strong positive redshift evolution beyond what is expected
in the self-similar model.
The separate modelling of scaling relations for groups and
clusters implicitly assumes that these two types of objects con-
stitute easily distinguishable populations, with minimum overlap
with respect to their properties and/or clearly different formation
and evolution paths. However, what we know about the process
of large-scale structure formation and evolution suggests the same
physical phenomena were responsible for the assembly of groups
and clusters, though with varying relative influence across what
would then constitute a single population. Consequently, scaling
relations that jointly describe the dependencies between group and
cluster properties should not show discontinuities. The simplest
joint scaling relation model which ensures this just includes a
change-point. It allows for a possible transition, in the way the
properties being considered relate to each other, when moving from
the group to the cluster regime, i.e from low to high temperature
in the case of the LX − T relation. Interestingly, when this joint
modelling is performed, by applying models 3 and 6 to the full
sample, in contrast to applying models, respectively, 0 and 2, inde-
pendently to the two temperature sub-samples, a widening of the
difference between the LX−T relation exponent in the group (low
temperature) and cluster (high temperature) regimes is seen. All
these models assume self-similar evolution for the normalisation
of the LX−T relation. When this assumption is relaxed, the same
trend is found, although weaker. This can be seen by comparing
the results of applying models 5 and 7 to the full sample, versus the
results of applying models, respectively, 1 and 4 independently to
the two temperature sub-samples.
We also explored the possibility of the change in exponent of
the LX−T relation being driven by our prior assumptions that the
Table 6. The exponent of the LX−T relation estimated by Bharadwaj et al.
(2015) and Zou et al. (2016) (usingY | X regression, private communica-
tion), compared with the expected values for the exponent we obtain as-
suming different models and samples.
Sample selection effects not considered
Bharadwaj et al. (2015) 2.17±0.26
Zou et al. (2016) 2.80±0.22
Model 0u (for T < 2 keV) 0.12±0.10
Model 0u (for T > 2 keV) 2.73±0.11
Model 0u (for T < 3 keV) 0.35±0.16
Model 0u (for T > 3 keV) 2.61±0.14
Model 1u (for T < 2 keV) 0.05±0.07
Model 1u (for T > 2 keV) 2.71±0.11
Model 1u (for T < 3 keV) 0.26±0.13
Model 1u (for T > 3 keV) 2.62±0.14
Sample selection effects taken into account
Bharadwaj et al. (2015) 3.20±0.26
Zou et al. (2016) 3.30±0.20
Model 0 (for T < 2 keV) 2.55±0.55
Model 0 (for T > 2 keV) 3.20±0.11
Model 0 (for T < 3 keV) 2.05±0.29
Model 0 (for T > 3 keV) 3.06±0.14
Model 3 (for all T , βbreak) 1.10±1.31
Model 3 (for all T , β) 3.27±0.12
Model 1 (for T < 2 keV) 1.84±0.70
Model 1 (for T > 2 keV) 3.20±0.11
Model 1 (for T < 3 keV) 1.68±0.29
Model 1 (for T > 3 keV) 3.08±0.14
Model 5 (for all T , βbreak) 1.19±1.17
Model 5 (for all T , β) 3.27±0.14
Model 2 (for T < 2 keV) 2.52±0.60
Model 2 (for T > 2 keV) 3.19±0.11
Model 2 (for T < 3 keV) 2.06±0.30
Model 2 (for T > 3 keV) 3.06±0.14
Model 6 (for all T , βbreak) 1.00±1.41
Model 6 (for all T , β) 3.26±0.14
Model 4 (for T < 2 keV) 1.97±0.62
Model 4 (for T > 2 keV) 3.18±0.11
Model 4 (for T < 3 keV) 1.69±0.28
Model 4 (for T > 3 keV) 3.07±0.15
Model 7 (for all T , βbreak) 1.20±1.23
Model 7 (for all T , β) 3.26±0.13
scatter about the LX−T relation does not change across the sam-
ple temperature range, and a possible change in exponent occurs
abruptly. Allowing for the scatter to change abruptly at the same
temperature as the exponent, thus introducing an extra free param-
eter with respect to model 7, does not lead to a significant change
in the expected value for the exponent in the cluster regime. But it
leaves the exponent in the group regime essentially unconstrained,
although with an expected value even smaller than what was ob-
tained assuming model 7. While allowing for a transition region
with respect to both the exponent and scatter around the change-
point, hence introducing yet another extra free parameter, the width
of the transition region, we were unable to ascertain convergence
for the MCMC produced by Gibbs sampling. This is probably due
to a strong degeneracy between this parameter and one or more of
the other parameters. Allowing for such a transition region should
lead to a decrease in the expectation value for β, because systems
with temperatures lower than that associated with the change-point
would now also contribute to the estimation of the regression pa-
rameters for the higher temperature systems, and an increase in the
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expectation value for βbreak, due to the reciprocal effect. More data
will be necessary to enable constraints to be imposed on the param-
eters of such complex models.
The self-similar expectation for the redshift evolution of the
LX−T relation is usually assumed to mean that its normalisation
is proportional to E(z)γLT with γLT = 1. Note that given our defini-
tion of γ, we have γLT = γ+1. However, Maughan (2014) has also
shown that the self-similar model implies more generally that
γLT = γLM− βLMβTM γTM (21)
= γLM−βγTM (22)
where E(z)γLM and E(z)γTM are assumed to describe the redshift
evolution of the normalisation of the LX−M and T −M scaling
relations, respectively. The self-similar expectation for γLT is then
recovered if γLM , β and γTM equal their self-similar values of 7/3,
2 and 2/3, respectively. However, as discussed before, this will
only hold true in the cluster regime, given that in the group regime
the self-similar expectation for β is 3/2, and hence for γLT is 4/3.
Further, if β deviates from its self-similar expectation, as we have
found seems to happen both in the group and cluster regimes, the
same will happen for γLT even assuming self-similar evolution for
the LX−M and T −M relations. Given that our results suggest val-
ues for β in the group and cluster regimes of 1.1±1.3 and 3.3±0.1,
respectively, the self-similar expectation would then suggest values
for γLT in the group and cluster regimes of 1.6±0.9 and 0.1±0.1,
respectively. But, if groups and clusters are assumed to belong to a
single population of objects, distributed in the space of their prop-
erties in a continuous manner, then γLT cannot change abruptly
for any value of those properties, namely temperature or X-ray lu-
minosity, unless the location of the respective change-point also
changes (continuously) with redshift. Unfortunately, LIRA does
not allow for this last option. Consistency with equation (10), then
implies that modelling the LX − T relation using a change-point
through LIRA in effect imposes different evolution rates with red-
shift for the normalisation of the LX −M and/or T −M scaling
relations in the group versus the cluster regimes, and thus the lo-
cation of the change-point for the differentially evolving scaling
relation(s) among these to change with redshift.
However, when models 1 and 4 are applied to the low tem-
perature sub-samples the expected values for γLT that are obtained
are, respectively, 4.7±2.1 and 4.4±2.1 for T < 2 keV, as well as
6.7±1.0 for both models in the case of T < 3 keV. When the same
models are applied to the high temperature sub-samples those val-
ues are just, respectively, 0.3± 0.5 and 0.4± 0.5 for T > 2 keV,
as well as −0.8± 0.6 and −0.9± 0.6 for T > 3 keV. This indi-
cates that if a change-point is introduced in the modelling of the
LX−T relation, then its location should be allowed to change with
redshift. In particular, a significantly faster evolving normalisation
of the LX−T relation in the group regime suggests the value for
the temperature associated with its change-point is increasing with
redshift. The inclusion of an extra parameter in LIRA to account
for a possible evolution with redshift of the location of the change-
point would thus be an interesting avenue to pursue, something we
expect to do in future work.
The expected values obtained for γLT with respect to the
low temperature sub-samples are significantly higher than the self-
similar expectation according to equation (10), i.e. 1.6± 0.9. But
statistically indistinguishable, with respect to 0.1±0.1, for the high
temperature sub-samples. A larger positive deviation with respect
to the expected self-similar evolution for the LX − T relation in
the cluster regime, in accordance with equation (10), was found by
Giles et al. (2016). On the other hand, Reichert et al. (2011) and
Clerc et al. (2014), as well as Hilton et al. (2012) using a distinct
XCS sample, found negative evolution in the cluster LX−T relation
with respect to self-similar. However, the results of Reichert et al.
(2011) and Clerc et al. (2014) could be explained by the difficulty
of fully taking into account the distinct selection biases acting on
the different cluster samples, spanning different redshift intervals,
they used to determine the evolution of cluster properties, as ex-
tensively discussed in Giles et al. (2016) with respect to the results
obtained by Clerc et al. (2014). The reasons driving the differences
between the results presented here and those described in Hilton
et al. (2012) are discussed in the Appendix. The redshift evolution
in the scatter of the LX−T relation has been much less studied, but
the results of Mantz et al. (2016) are in agreement with the negative
evolution suggested by the data we used.
The most recent numerical simulations, which include addi-
tional energy injection into the ICM/ICG from star formation and
AGN feedback, as well as metal-dependent radiative cooling, are
able to reproduce the observed LX−T relation for clusters at low
redshift, including a larger exponent than the self-similar expecta-
tion (e.g. Short et al. 2013; Planelles et al. 2014; Barnes et al. 2017;
Le Brun et al. 2017; Truong et al. 2018). In agreement with our
modelling assumption, Truong et al. (2018), Barnes et al. (2017)
and Le Brun et al. (2017) also found that, up to a redshift of 0.6, the
exponent remained constant within the uncertainties. Further, their
results for the evolution with redshift of the amplitude and scatter
of the LX−T relation, up to a redshift of 0.6, are in agreement with
our results, supporting an increase in the amplitude above the self-
similar expectation and a decrease in the scatter. Interestingly, Le
Brun et al. (2017) also tried to model the LX−T relation using a
broken power-law, inserting a fixed change-point at 2 keV. Contrary
to our results they seem to find similar exponents for the LX−T re-
lation in the group and cluster regimes, although in agreement with
our findings they see faster evolution in its amplitude in the group
versus the cluster regime.
6 CONCLUSIONS
We characterized the X-ray luminosity–temperature (LX−T ) rela-
tion using a sample of 353 clusters and groups of galaxies with tem-
peratures in excess of 1 keV and redshifts in the range 0.1< z< 0.6.
We did not find strong statistical support for deviations from the
usual modelling of the LX−T relation as a single power-law, where
the normalisation evolves self-similarly and the scatter remains
constant with time. Nevertheless, assuming a priori the existence
of the type of deviations considered, then faster evolution than the
self-similar expectation for the normalisation of the LX−T relation
seems favoured, eventually signalling an increase with redshift in
the average group/cluster X-ray luminosity at fixed temperature, as
well as a decrease with redshift in the scatter about the LX−T rela-
tion. Further, the preferred location for a possible temperature de-
pendent change-point in the exponent of the LX−T relation seems
to be around 2 keV, possibly marking the transition between the
group and cluster regimes. Our results also suggest an increase in
the power-law exponent of the LX−T relation when moving from
the group to the cluster regime, and faster evolution in the former
with respect to the later, driving the temperature dependent change-
point towards higher values with redshift. We confirm past results
that found an exponent for the LX−T relation in the cluster regime
significantly steeper than the self-similar expectation. But find the
data suggests a shallower exponent with respect to it in the group
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regime. This implies that either the LX−M relation is shallower, or
the T −M relation is steeper, in the case of groups and again with
respect to the self-similar expectation.
The absence of statistical support for the existence of de-
viations from the standard modelling of the LX − T cluster and
group scaling relation as a single power-law, with a time-evolving
normalization that follows the self-similar expectation and a non-
evolving scatter, is somewhat of a surprise. In particular, because
the self-similar approach actually predicts the LX − T relation to
deviate from a single power-law towards the lower temperature
regime. This deviation could be weakened by non-gravitational ef-
fects, namely radiative cooling and AGN feedback, acting more
strongly in groups versus clusters. However, if the impact of non-
gravitational effects depends on the depth of the gravitational po-
tential of the system they are acting on, then these effects should
also leave an imprint on the redshift evolution of groups and clus-
ters, because, at fixed mass, haloes are denser at higher redshifts.
This stands in contrast with the absence of statistical support for
the existence of deviations from the self-similar expectation for the
redshift evolution of the LX−T relation.
Hopefully, with the expected increased availability of large
group and cluster samples, like those to be obtained from the Dark
Energy Survey (DES, Abbott et al. 2016) and eROSITA (Predehl
et al. 2014), we will reach a stage where enough information will
be available in the data to allow for the statistical detection of pos-
sible deviations from the standard modelling of the LX−T relation.
In particular, it would be important to expand the current group and
cluster samples towards lower temperatures and higher redshift, in
order to gain more leverage with respect to the exponent and evolu-
tion of the normalisation of the LX−T relation in the group regime.
In the meantime, the prior assumption of more complex models
than the standard one does not seem warranted.
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APPENDIX A: APPENDIX
In this Appendix, we use the sample considered in Hilton et al.
(2012) to illustrate the impact on the estimation of temperatures and
X-ray luminosities of the changes described in Manolopoulou et al.
(2018), as well as on the characterization of the LX−T relation.
In Fig. A1, we compare the expected values and associated
standard deviations for the temperatures and X-ray luminosities for
204 out of the 211 groups and clusters considered in Hilton et al.
(2012), as then estimated using the X-ray analysis methodology
described in Lloyd-Davies et al. (2011) and using the current X-
ray analysis methodology (Manolopoulou et al. 2018). We omitted
seven systems on the original sample from the comparison, because
the current X-ray analysis methodology does not yield reliable val-
ues for the temperature and/or luminosity. The omission of these
systems from the analysis should not have much of an impact, and
thus henceforth we will often distinguish between the the original
sample with 211 systems and its sub-sample of 204 systems. With
respect to the X-ray luminosities, the current values for these sys-
tems are slightly higher on average than the previous ones, with the
mean increasing from 1.40 to 1.46×1044 erg s−1, and have signifi-
cantly smaller associated uncertainties. For the temperatures, on the
contrary, the current values are on average lower than the previous
ones, with the mean decreasing from 3.24 to 3.06 keV.
Although the model adopted for the LX−T relation in Hilton
et al. (2012) is similar to what we here labelled as model 1u, we
differ in the way the measurement uncertainties associated with
the values of the sample temperatures and X-ray luminosities are
propagated, and in how the likelihood is specified. With regards to
the later, while Hilton et al. (2012) penalized deviations between
observed values and model predictions, for the temperatures and
X-ray luminosities, using orthogonal and bisector metrics, here we
focused only on such deviations with respect to the X-ray luminos-
ity, at fixed temperature, in a manner analogous to what is com-
monly known as Y | X regression. If sample selection effects are
not taken properly into account, these different approaches to like-
lihood specification can easily lead to significantly different results.
Applying our model 1u to the sample in Hilton et al. (2012), assum-
ing the expected values and associated standard deviations for the
observed temperatures and X-ray luminosities as obtained with the
previous X-ray analysis methodology, we obtain for the expected
values and standard deviations: α= 44.22±0.07, β= 2.21±0.13,
σ= 0.28±0.02 and γ= 0.11±0.46. For comparison, the bisector
method yielded α= 44.41±0.04, β= 2.65±0.09, σ= 0.34±0.02
and γ = −0.7± 0.3, while applying the orthogonal method re-
sulted in α = 44.63± 0.07, β = 3.02± 0.15, σ = 0.27± 0.03 and
γ = −1.9± 0.5 (Table 3, Hilton et al. 2012). Therefore, as was
somewhat expected given the different methodologies used, our
analysis of the same data considered in Hilton et al. (2012) leads
to markedly different results. However, it should be noted that our
results differ as much from those yielded by the bisector method,
as these differ from those that arise from applying the orthogonal
method.
We have also applied models 1u and 1 to the sample in Hilton
et al. (2012), but now assuming the expected values and associated
standard deviations for the observed temperatures and X-ray lumi-
nosities as obtained with the current X-ray analysis methodology.
Note that, in the case of model 1, as before we take into account
the XCS selection function, but now we do not assume a priori
that a lower threshold in temperature as been imposed in the pro-
cess of sample selection. In Table A1 we present the results, and
in Fig. A2 we plot the distribution of the data points associated
Table A1. The mean and standard deviation for the marginal posterior dis-
tributions of the interesting hyper-parameters associated with each model,
given 204 groups and clusters in the Hilton et al. (2012) sample. The ex-
pected values and associated standard deviations for the observed tempera-
tures and X-ray luminosities were obtained with the current X-ray analysis
methodology.
Model α β σ γ
1u 44.02,0.07 2.03,0.14 0.33,0.02 2.40,0.54
1 44.23,0.07 2.53,0.15 0.31,0.02 1.22,0.52
with the Hilton et al. (2012) sample, as well as the regression lines
obtained assuming the expected (i.e. mean) values for the relevant
model hyper-parameters, either assuming model 1u or 1. As hap-
pened when the same models were applied to the XCS-SDSS data,
we find an increase in the expected values for α and β, as well as a
decrease in the expected value for γ, when sample selection effects
are taken into account.
The results obtained by applying model 1u to the sample in
Hilton et al. (2012), assuming either the expected values and asso-
ciated standard deviations for the observed temperatures and X-ray
luminosities as obtained with the previous X-ray analysis method-
ology, or those obtained with the current X-ray analysis method-
ology, are compatible within the statistical uncertainties, except for
the evolution parameter γ. The previous X-ray data suggested much
weaker evolution with redshift for the normalisation of the LX−T
relation than the current X-ray data. On the other hand, the expected
values for the model parameters α, β and γ, are significantly differ-
ent from what was obtained assuming the XCS-SDSS data, for both
models 1u and 1. This would be expected in the former case, given
the absence of correction for the different selection procedures be-
hind the assembly of both samples. But it is somewhat surprising
in the later case, although the discrepancy becomes smaller. Possi-
bly it reflects the greater difficulty of modelling the more complex
nature of the selection function associated with the assembly of the
sample used in Hilton et al. (2012).
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Figure A1. Comparison of the expected values and associated standard deviations for the temperatures and X-ray luminosities of 204 groups and clusters
considered in Hilton et al. (2012), using the previous and current X-ray analysis methodology.
Figure A2. The LX−T relation assuming model 1, without (left, model 1u) and with (right, model 1) sample selection effects taken into account. Each point
indicates the temperature, T , in keV, and re-scaled bolometric X-ray luminosity, LX, expected for each of the 204 systems in the Hilton et al. (2012) sample
considered here, given the X-ray data. The re-scaling of LX with the cluster redshift, z, is performed dividing LX by E(z)1+γ, where γ is the expected (i.e.
mean) value for γ. The error bars associated with each point identify the 1σ uncertainty intervals. The solid regression line was determined by fixing the model
hyper-parameters to their expected (i.e. mean) values. The amplitude of the intrinsic vertical scatter about the regression line is indicated by the dashed lines
(1σ, inner blue; 2σ, outer red).
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