In the field of design of computer experiments (DoCE), Latin hypercube designs are frequently used for the approximation and optimization of blackboxes. In certain situations, we need a special type of designs consisting of two separate designs, one being a subset of the other. These nested designs can be used to deal with training and test sets, models with different levels of accuracy, linking parameters, and sequential evaluations. In this paper, we construct nested maximin Latin hypercube designs for up to ten dimensions. We show that different types of grids should be considered when constructing nested designs and discuss how to determine which grid to use for a specific application. To determine nested maximin designs for dimensions higher than two, four variants of the ESE algorithm of are introduced and compared. Our main focus is on GROUPRAND, the most successful of these four variants. In the numerical comparison, we consider the calculation times, space-fillingness of the obtained designs and the performance of different grids. Maximin distances for different numbers of points are provided; the corresponding nested maximin designs can be found on the website http://www.spacefillingdesigns.nl.
Introduction
Latin hypercube designs are very useful in the approximation of black-box functions. By definition, black-box functions have no explicit description, but can be evaluated to obtain output values for specific input values. As evaluations of a black-box function often involve time-consuming computer simulations, we would like to construct an approximating model (or metamodel) based on evaluations in a (small) number of points. See, e.g., Montgomery (1984) , Sacks et al. (1989a, b) , Myers (1999) , Jones (2001) , Booker et al. (1999) , Den Hertog and Stehouwer (2002) , Santner et al. (2003) , Queipo et al. (2005) , Wang and Shan (2007) , and Kleijnen (2008) . A review of metamodeling applications in structural optimization can be found in Barthelemy and Haftka (1993) , and in multidisciplinary design optimization in Sobieszczanski-Sobieski and Haftka (1997) and Simpson et al. (2008) .
We will use the term design to denote the set of evaluation points. As observed by many researchers, there is an important distinction between designs for computer experiments and designs of experiments for the more traditional response surface methods. Physical experiments exhibit random errors whereas computer experiments are often deterministic (see e.g. Simpson et al. 2004; Forrester et al. 2006 Forrester et al. , 2008 . Therefore, designs for experiments often evaluate certain points multiple times. For designs for computer experiments, replication is redundant because the same input will always result in the same output. This distinction is crucial, so one of the main aims in the field of design of computer experiments (DoCE) is therefore to obtain efficient designs for computer experiments.
As is recognized by several authors, a design for computer experiments should at least satisfy the following two criteria (see Johnson et al. 1990 and Morris and Mitchell 1995) . First of all, the design should be spacefilling in some sense. When no details on the functional behavior of the response parameters are available, it is important to be able to obtain information from the entire design space. Therefore, design points should be "evenly spread" over the entire region. Secondly, the design should be non-collapsing. When one of the design parameters has (almost) no influence on the black-box function value, two design points that differ only in this parameter will "collapse", i.e., they can be considered as the same point that is evaluated twice. As evaluation of the deterministic black-box function is often time-consuming, this is not a desirable situation. Therefore, two design points should not share any coordinate values when it is not known a priori which parameters are important. Moreover, we would like the projections of the points onto the axes to be separated as much as possible. When we consider a black-box function on a box-constrained domain, this can be accomplished by using Latin hypercube designs. A Latin hypercube design (LHD) of n points in m dimensions can be defined as an n × m matrix, were each column is a permutation of the set {0,
, . . . , 1}. The rows x i = (x i1 , x i2 , . . . , x im ), i = 1, . . . , n, then define the n design points. Because the columns are permutations of the above set, for all of the m coordinates it holds that no two design points have the same value.
To obtain space-filling designs, the evaluation points are chosen in such a way that the separation distance (i.e., the minimal distance among any pair of points) is maximized, leading to so-called maximin designs. Other space-filling designs, like minimax, integrated mean squared error (IMSE), Audze-Eglais, discrepancy and maximum entropy designs, are also used in the literature. For a good survey of these designs see the book of Santner et al. (2003) . Goel et al. (2008) argue that it would be better to use several criteria when selecting a design. However, Santner et al. (2003) show that that maximin Latin hypercube designs generally speaking yield good approximations.
Maximin Latin hypercube designs were first constructed by Morris and Mitchell (1995) using simulated annealing. Ye et al. (2000) consider only the class of symmetric approximate maximin LHDs to reduce the computing effort. Jin et al. (2005) introduce the enhanced stochastic evolutionary (ESE) algorithm for finding various space-filling designs, including approximate maximin LHDs. Husslage et al. (2008) use the ESE algorithm to construct approximate maximin LHDs for up to 10 dimensions and up to 300 design points. Furthermore, they also construct approximate maximin LHDs by optimizing the maximin criterion over all LHDs having a certain periodic structure. This approach is an extension of the method used in Van Dam et al. (2007) to obtain two-dimensional approximate maximin LHDs. In that paper, two-dimensional maximin LHDs are also found using a branch-andbound algorithm. Finally, Grosso et al. (2009) use Iterated Local Search heuristics to find good approximate maximin LHDs for up to 10 dimensions. The best designs found in these papers are published on-line at http://www.spacefillingdesigns.nl. This website also contains the upper bounds on the separation distance for certain classes of maximin LHDs found by Van Dam et al. (2009b) . These upper bounds can be used to asses the quality of approximate maximin LHDs.
In real-life, there are situations where we need a special type of designs called nested designs. This type of design consists of two separate designs, with the requirement that one design is a subset of the other design. Van Dam et al. (2009a) show how to construct one-dimensional nested maximin designs; the current paper focuses on two and higher dimensional designs. 1 Four main reasons for nesting maximin designs are: validation, models with different levels of accuracy, linking parameters, and sequential evaluations.
To start with the first reason, consider the problem of fitting and validating a particular metamodel. In practice, the following approach is often used. First, a metamodel is fitted to the responses obtained when evaluating the design points in the training set. Then, a new set of design points, i.e., the test set, is evaluated and the obtained responses are compared to the response values predicted by the metamodel. If the differences between the predicted and the actual response values are small, the metamodel is considered to be valid. See also Cherkassky and Mulier (1998) for a more detailed description of the use of training and test sets. Because a metamodel should be a global approximation model, i.e., it should be valid for the entire feasible region, both the training set and the test set should cover the entire region. Moreover, the design points in the test set should not lie too close to the design points in the training set, i.e., the total set of design points should be space-filling. This can be accomplished by nesting two designs, which are optimized with respect to, for example, the maximin criterion. The design points that are in both designs then form the training set and the points that are only in the large design make up the test set.
The second motivation comes from the situation where an output variable of a process, product, or system is modeled by two black-box functions with different levels of accuracy. These black-box functions could, for instance, be simulation models with different levels of detail. As a more accurate model is in general also more time-consuming, we can perform fewer evaluations of the high accuracy model than of the low accuracy model in the same amount of time. Instead of choosing to use either the high or low accuracy model, we can also choose to use both. We can evaluate the high accuracy model at all points in the small design and the low accuracy model at all points in the large design. By using a nested design, high and low accuracy evaluations are thus performed at all points in the small design. Multi-fidelity methods can combine the results from both models to obtain a metamodel that is better than a metamodel obtained by using only one of the two models and the same amount of time. More information on multi-fidelity methods can be found in Cressie (1993) , Kennedy and O'Hagan (2000) , Qian et al. (2006), and Forrester et al. (2007) .
Another reason for using nested designs is caused by linking parameters. Consider a product that consists of two components, each of them represented by a separate black-box function. To obtain an approximating model describing the behavior of the complete product, function evaluations of each black-box function are needed. When one black-box function is more timeconsuming to evaluate than the other, it could be better to perform different numbers of function evaluations of each black-box function. Moreover, in practice it may occur that these functions have input parameters in common; such parameters are called linking parameters, see Husslage et al. (2003) . Evaluating the linking parameters at the same setting in both functions (i.e., component-wise) leads to an evaluation of the product. Not only do product evaluations provide a better understanding of the product, they are also very useful in the product optimization process. Another reason for using the same settings for (linking) parameters is due to physical restrictions on the black-box functions. Setting the parameters for computer experiments can be a time-consuming job in practice, because characteristics, like shape and structure, have to be redefined for every new experiment. Therefore, it is preferable to use the same settings as much as possible. By constructing nested designs we can determine the settings for linking parameters.
Nested designs are also useful when dealing with sequential evaluations. In practice it is common that after evaluating an initial set of points, extra evaluations are needed. As an example, suppose we construct an approximating model for some black-box function based on n 1 function evaluations. However, after validating the obtained model it turns out that an extra set of function evaluations is needed to build a proper model. We then face the problem of constructing a design on a total of, say, n 2 points, given the initial design on n 1 points. To anticipate the possibility of extra evaluations, one can construct the two designs (on n 1 and n 2 points) at once, hence, by constructing a nested design. An alternative method to deal with this situation would be sequential sampling. As this is beyond the scope of this paper, we refer to Jones (2001) and Jin et al. (2002) for more information on sequential sampling.
We have just described why both Latin hypercube designs and nested designs are important. In this paper we construct nested maximin Latin hypercube designs in m dimensions with m ≥ 2. Section 2 gives a more detailed formulation of this problem. When nesting two designs, it is not always possible to satisfy the LHDstructure for both designs. Therefore, we introduce in Section 3 three different grid-structures which approximate the LHD-structure as good as possible. Furthermore, we discuss how to select a suitable grid-structure for a particular application. In Section 4, a branchand-bound method for determining two-dimensional nested maximin designs is presented and Pareto optimal nested designs in two dimensions are discussed. For higher dimensions, determining nested maximin designs, i.e. nested designs which maximize the scaled separation distance d, becomes too time consuming. Therefore in Section 5, we introduce a heuristic which also aims to maximize d but does not guarantee to find the optimal d. We refer to the resulting designs as nested approximate maximin designs. In Section 6, numerical results obtained with this heuristic and the branch-and-bound method are presented and discussed. Finally, Section 7 contains concluding remarks.
Problem formulation
In this paper, we focus on the problem of nesting two designs, X 1 and X 2 , with X 1 ⊂ X 2 , X j = {x i = (x i1 , x i2 , . . . , x im ) | i ∈ I j }, and |I j | = n j , j = 1, 2. Thus, the index set I 1 ⊂ I 2 = {1, 2, . . . , n 2 } defines which design points x i are part of both designs. The nested design is defined by the combination of X 1 and X 2 . All design parameters are scaled such that they take values in the interval [0, 1] .
The first condition which we impose on the nested designs is that X 1 and X 2 must both be non-collapsing. This can be accomplished by using the LHD-structure. The main property of a regular LHD is that all points, when projected onto one of the axes, are equidistantly distributed. To form an LHD, the points in X 1 must thus be projected onto the set {0,
, . . . , 1} and the points in X 2 onto {0,
, . . . , 1}. In order for X 1 and X 2 to both form a Latin hypercube design, the first set must be a subset of the second. However, this only holds when n 2 − 1 is a multiple of n 1 − 1 or, stated differently, when
is integer. In all other cases, we have to compromise on the LHD-structure of one or both designs. As there are different ways of doing this, we propose three different grid-structures, nested n 1 -grids, nested n 2 -grids and grids with nested maximin axes, in Section 3. All of these grid-structures are constructed to compromise as little as possible on the LHD-structure. When c 2 is integer, the different grid-structures coincide and are such that both X 1 and X 2 are LHDs. Secondly, we aim to determine the design points x i and the set I 1 such that both designs are as much as possible space-filling given the chosen grid-structure. To optimize the space-fillingness, we choose to use the maximin distance criterion. As the distances between the points in X 1 will naturally be greater than the distances between the points in X 2 , scaling of these distances is necessary to enable a fair comparison with the maximin distance criterion. Therefore, we define scaled separation distance d j as the minimal scaled distance between all points in the design X j :
where d(·, ·) is the Euclidean distance measure and s 1 and s 2 are scaling factors for the Euclidean distances in X 1 and X 2 , respectively. Because one-dimensional designs of n points have distance 1/(n − 1) and the minimum distance of n points in an m-dimensional hypercube is at most of the order 1/ m √ n − 1, it seems natural to use scaling factors
in (1) for m-dimensional designs. As we use the maximin distance criterion, we have to maximize the minimal scaled distance between any pair of points in X 1 and X 2 . Therefore, what remains is to maximize the minimal separation distance
over all I 1 ⊂ I 2 , with |I 1 | = n 1 , and x i ∈ [0, 1] m . We are aware that the above formulation is just one way of combining the two scaled separation distances into one objective and that other scaling factors or formulations are also possible. Using different scaling factors is no problem as all methods discussed in this paper can also be used for other values of s 1 and s 2 . In Section 7, we will discuss some other alternative objectives. Dealing with maximizing d 1 and d 2 as a biobjective optimization problem is another possibility. For two-dimensional nested designs with small n 1 and n 2 , we use this approach in Section 4.2. However, to limit the scope of this paper, our main focus will be on the above maximin objective.
By limiting the choice of design points to certain grids to obtain non-collapsingness, we generally obtain less space-filling designs. However, as a comparison of two-dimensional non-nested designs in Van Dam et al. (2007) shows, the loss in space-fillingness by imposing the LHD-structure is quite small. Furthermore, the non-collapsingness achieved by the LHD-structure is important when dealing with deterministic computer experiments. Especially when black-box function evaluations are expensive, using, for instance, a separate screening design to determine the significant design parameters is often not an option. Consequently, we reckon that the benefit of non-collapsingness justifies a limited loss in space-fillingness. By determining spacefilling nested LHDs, we aim to limit this loss as much as possible.
Grid-structures for nested Latin hypercube designs
As mentioned in the previous section, X 1 and X 2 can only both form a Latin hypercube design if c 2 := n 2 −1 n 1 −1 is integer. When n 1 and n 2 do not satisfy this condition, we have to use a different structure which compromises on the LHD-structure of one or both designs. In this section, we introduce three different grid-structures which represent different compromises. Furthermore, we discuss how to decide which grid-structure is most suitable for a particular situation.
To illustrate the different structures, examples are provided for the two-dimensional case of n 1 = 6 and n 2 = 13 points. In Figs. 1 and 2 also the individual maximin Latin hypercube designs of n 1 = 6 and n 2 = 13 points are depicted to enable comparison with the nonnested case. To compare the design in Fig. 1 with X 1 designs and the design in Fig. 2 with X 2 designs, we calculated the values of d 1 and d 2 for these non-nested designs. The circles illustrate the unscaled separation distance because when we draw circles with the design points as their centers, the separation distance is equal to the largest diameter such that the circles are nonoverlapping. Moreover, it shows where the separation distance is attained.
Nested n 2 -grid
Before we explain the nested n 2 -grid, let us first introduce the term X j -coordinates. With X j -coordinates, we denote the levels obtained when projecting the design points of design X j onto one of the axes (or dimensions), for j = 1, 2. For X j to be an LHD, the X j -coordinates must thus be equidistantly distributed for every dimension.
To construct a nested design where X 2 is an LHD, we have to choose all design points on the n 2 -grid, with grid points {0,
m . Remember that we selected the LHD-structure because of the noncollapsingness with respect to the projections of the design points onto the axes. For the design X 2 , the non-collapsingness is guaranteed by the equidistant distribution of the X 2 -coordinates. To obtain a noncollapsing design X 1 , we also want to select the X 1 -coordinates equidistantly distributed. If this is not possible, we try to obtain a space-filling distribution of the X 1 -coordinates. Hence, what remains is to add restrictions that lead to the desired distribution of the X 1 -coordinates. To start, consider the case where c 2 = n 2 −1 n 1 −1 ∈ N. In this case, a non-collapsing design X 1 is obtained by limiting the choice of design points (of X 1 ) to the set of equidistantly distributed X 1 -coordinates {0,
m . See, for example, the twodimensional nested maximin Latin hypercube design of n 1 = 16 and n 2 = 31 points (with c 2 = 2) depicted in Fig. 3 . As all grid-structures coincide when c 2 is integer, this design is also a nested maximin design for the other two grid-structures. Therefore, we refer to it as a nested maximin LHD instead of a nested maximin n 2 -LHD.
For the case c 2 ∈ N, the situation is more complicated. Because we are bound to the n 2 -grid, and n 1 − 1 is no longer a divisor of n 2 − 1, it is no longer possible to have the X 1 -coordinates equidistantly distributed. From the one-dimensional case, however, we know that for equidistantly distributed X 2 -coordinates (as is the case with the n 2 -grid) it is optimal to have either c 2 − 1 or c 2 − 1 X 2 -coordinates between succeeding . Hence, should the design then collapse (onto one of the axes), then it collapses onto an optimal one-dimensional nested maximin design.
Note that this restriction still leaves multiple grids possible for design X 1 when c 2 ∈ N. An example of a nested maximin design on a nested n 2 -grid of n 1 = 6 and n 2 = 13 points, with d = d 2 = 0.9129 and d 1 = 1.0035, is depicted in Fig. 4 . In this and following figures, the design points of X 1 are represented by solid dots, the open dots represent the extra design points needed to complete design X 2 , hence, the solid and open dots together form the design points of X 2 . The diameters of the dotted and solid circles are equal to the unscaled distance d 1 * s 1 and d 2 * s 2 , respectively. They thus illustrate the separation distances of the designs X 1 and X 2 .
For the nested n 2 -grid, a suitable method to determine nested LHDs would seem to take an existing LHD of n 2 -points for X 2 and select a subset of n 1 points for X 1 . Forrester et al. (2007) , for instance, use an exchange algorithm to implement this approach for multi-fidelity modeling. Although this method is quite attractive because of its simplicity, it does not generally yield a nested LHD satisfying all the restrictions of the nested n 2 -grid. We will illustrate this with the example in Fig. 5 . The figure shows a maximin Latin hypercube design for n = 15 obtained in Van Dam . Assume we want to construct a nested LHD with n 1 = 8 and n 2 = 15. Because in this case c 2 = 2, the nested n 2 -grid is unique and both the X 1 -and X 2 -coordinates must be equidistantly distributed for both dimensions. The solid dots represent X 1 when we satisfy this latter restriction for the dimension on the horizontal axis. We can easily see that the distribution Fig. 5 Example of the problem occurring when taking X 1 equal to a subset of an existing LHD of the X 1 -coordinates on the other axis is certainly not equidistant or space-filling. This problem also occurs for many other Latin hypercube designs and is even more likely to occur when the number of dimensions increases. Therefore, we will not use this method to construct nested LHDs, but use the methods described in Sections 4.1 and 5.1.
3.2 Nested n 1 -grid When we want X 1 to be an LHD instead of X 2 , we can use the nested n 1 -grid. The design X 1 is then obtained by choosing n 1 design points on the n 1 -grid, with grid points {0,
m . The additional X 2 -coordinates are placed equidistantly between the X 1 -coordinates. Similar to the nested n 2 -grid, the (interiors of the) intervals formed by consecutive X 1 -coordinates are again required to contain either c 2 − 1 or c 2 − 1 X 2 -coordinates. Hence, consecutive X 2 -coordinates will be separated by either
. Again, this leaves multiple grids possible when c 2 ∈ N. See Fig. 6 for an example of a nested maximin design on a nested n 1 -grid of n 1 = 6 and n 2 = 13 points, with d = d 2 = 0.9522 and d 1 = 1.0000.
Grid with nested maximin axes
The use of the Latin hypercube structure in the construction of a nested maximin design implies a prefer- ence of one design over the other. Design X 1 is assumed to be more important than design X 2 when a nested n 1 -grid is used; design X 2 is preferred over design X 1 in case of a nested n 2 -grid. If both sets are assumed to be of equal importance, we would like to treat them equally. To deal with this problem, the X 1 -and X 2 -coordinates could be restricted to take only values at the levels of a (known) one-dimensional nested maximin design of n 1 and n 2 points; see Van Dam et al. (2009a) . The design points of X 1 and X 2 could then be chosen from the grid points obtained in this way. Note that in this case the projections of the design points onto the axes are always optimally space-filling with respect to the maximin distance criterion. Furthermore, note that a one-dimensional maximin design, with c 2 ∈ N, is (again) not unique, so there are multiple grids possible. Figure 7 depicts an example of a nested maximin design of n 1 = 6 and n 2 = 13 points on a grid with nested maximin axes, with d = d 1 = 0.9589 and d 2 = 0.9805.
Choice of grid-structure
When deciding which grid-structure to use, there are a number of factors which can influence this decision. Firstly, when the space-fillingness of the nested design is very important, we can base our choice on which gridstructure results in the nested design with the highest d. Secondly, when it is not known a priori which design parameters are significant, the non-collapsingness criterion should be considered. The projections of the design point onto the axes should preferably be spacefilling, which is accomplished by choosing a grid with nested maximin axes.
Furthermore, the reason why a nested design is used may also affect the choice for a particular grid. For example, a nested n 1 -grid or a grid with the highest d 1 could be preferable for sequential evaluations, because it is known with certainty that the first set of design points is evaluated, whereas the evaluation of an extra set of design points may depend on the previously evaluated set. However in the same setting, a nested n 2 -grid is preferable when the final set of design points (i.e., X 2 ) is required to be a Latin hypercube design, as is often the case in practice. When dealing with linking design parameters, the choice for a specific grid mostly depends on the question which of the two designs, i.e., X 1 or X 2 , is considered to be the most important one and should, thus, have an LHD-structure or have the largest separation distance. A grid with nested maximin axes should be used when there is no explicit preference for either one of the designs. When constructing a training set and a test set, design X 1 , which forms the training set, is in general the most important of the two designs. This is because the prediction accuracy of a metamodel is, among others, affected by the choice of the evaluation points in the training set. A space-filling distribution of these points over the feasible region is desirable and, hence, the grid for which the design points of X 1 have the largest separation distance may be preferred. When combining high and low accuracy models, it is hard to say which of the two designs is more important. The X 2 design is important because it is used to fit the initial model, but the X 1 design is also important as it is used to evaluate the accurate model whose results must improve the initial model.
From this discussion it follows that the notion of the "best" grid-structure depends on the application under consideration and the user's preferences. Fortunately, when c 2 ∈ N, the comparison of the various nested griddesigns is superfluous. In this case, we do not have to differentiate between different grid-structures, because they will all yield the same nested maximin design (and maximin distance).
Two-dimensional nested designs

Branch-and-bound algorithm
To obtain two-dimensional nested maximin LHDs, we use an extension of the branch-and-bound algorithm of Van Dam et al. (2007) . This extended branch-andbound algorithm works as follows. Given n 1 , n 2 and the grid-structure, we first determine all possible nested grids and calculate the possible distances that can occur for X 1 and X 2 . These distances form a discrete set that can be efficiently searched and optimized. To determine whether a nested LHD exists with X 1 and X 2 having scaled separation distances at least d 1 and d 2 , respectively, a branch-and-bound search is performed for each possible nested grid. This branch-and-bound method is similar to the one used for usual LHDs as described in Van Dam et al. (2007) , however in general the nested grid-structures do not allow for the refinements given there. In the search tree, a node at level t corresponds to a partial nested design consisting of t design points (x 1 , . . . , x t ), where the first n 1 points are in X 1 and the points are, furthermore, ordered by increasing first coordinate. Nodes in the tree are pruned when they correspond to partial nested designs that are collapsing or that have scaled separation distances smaller than
Using the extended branch-and-bound algorithm, we obtained results for n 2 up to 15 for all three gridstructures. For the cases where c 2 ∈ N, the algorithm is refined so that nested maximin LHDs could be obtained for n 2 up 32. The maximin distances of these designs can be found in Tables 9 and 10 in Appendix B. The corresponding designs can be found on the website http://www.spacefillingdesigns.nl. In Section 6, the results are compared and discussed.
Pareto nested designs
Besides nested designs that maximize the objective function d = min{d 1 , d 2 }, there are also some other interesting nested designs to consider: Pareto nested designs. We will call a combination of distances (d 1 , d 2 ) Pareto optimal (or Pareto) if it is not possible to improve one of the distances, without deteriorating the other distance. A Pareto nested design is a nested design of which the distances (d 1 , d 2 ) form a Pareto combination. For c 2 ∈ N and n 2 ≤ 32, we have found all the Pareto combinations using a slightly adjusted version of the branch-and-bound algorithm. Furthermore, the original branch-and-bound algorithm already ensures that the distances (d 1 , d 2 ) of all nested maximin designs provided in Table 9 (see Appendix B) are Pareto optimal. Table 1 provides all Pareto combinations (d 1 , d 2 ) corresponding to the pairs (n 1 , n 2 ), with c 2 ∈ N and n 2 ≤ 32, for which there exist more than one such combination. In this table, the first entry corresponds to the optimal maximin combination (d 1 , d 2 ), followed by the other Pareto combination(s). Note that in case Table 1 All two-dimensional pairs (n 1 , n 2 ) with more than one Pareto combination; c 2 ∈ N, n 2 ≤ 32 of n 1 = 11 and n 2 = 21 points there exist two different Pareto combinations, both with a maximin distance equal to d = 0.7071. For the (n 1 , n 2 ) pairs (9, 17) and (10, 19), the objective values of the Pareto nested designs are also equal (0.7906 and 0.7454, respectively); however, the individual maximal distances of the second Pareto combination are smaller than the maximal distances of the (optimal) first combination (1.0607 < 1.1180 and 1.0000 < 1.0541, respectively). The Pareto nested designs can also be found on the website http://www.spacefillingdesigns.nl.
Higher dimensional nested designs
Enhanced stochastic evolutionary algorithm
For dimensions higher than two and for larger values of n 1 and n 2 , the above branch-and-bound algorithm to find nested LHDs which maximize d becomes too time-consuming. In these cases, we can use heuristics to find nested approximate maximin LHDs, where "approximate" indicates that optimality is not guaranteed. One possible heuristic is the ESE algorithm of Jin et al. (2005) . In Husslage et al. (2008) , this algorithm obtains good results for approximate maximin LHDs. Furthermore, the algorithm is used in Viana et al. (2007) to generate space-filling LHDs. Although this algorithm was originally designed for non-nested designs, with some changes it is also applicable to nested designs. Before we look at these changes, we first give a short description of the original ESE algorithm. This description is based on the description given in Husslage et al. (2008) . The algorithm starts with an initial design and tries to find better designs by iteratively changing the current design. To determine if a new design is accepted, a threshold-based acceptance criterion is used. This criterion is controlled in the outer loop of the algorithm. In the inner loop of the algorithm new designs are explored.
The inner loop explores the design space as follows. At each iteration, first a dimension k is selected. The algorithm then creates a fixed number of new designs by exchanging the k th coordinate value of two randomly chosen points of the current design. The new design with the largest separation distance is then compared to the current design using a threshold criterion. The criterion ensures that better designs are always accepted and that worse designs can be accepted with a certain probability depending on the threshold value. If the new design is accepted, it replaces the current design. This process is repeated until a certain stopping criterion is met.
The outer loop controls the threshold value. After the inner loop is completed, the outer loop determines how much improvement is made in the inner loop. If the amount of improvement is above a certain level, the algorithm starts an improving process in which it tries to rapidly find a local optimum. It does this by lowering the threshold value and thus accepting fewer deteriorations in the inner loop. If too little improvement is made, an exploration process is started which is intended to escape from a local optimum. The threshold value is first rapidly increased to move away from a local optimum and later slowly decreased to find better designs after moving away. The final design of the algorithm is the best design found during all iterations of the inner loop.
To use the ESE algorithm for nested designs, the step which needs to be changed most is the generation of new designs. When one point is selected from X 1 and the other from X 2 \X 1 , exchanging the k th coordinate value can distort the nested grid-structure. Figures 8 and 9 give an example where this distortion indeed occurs. The design in Fig. 9 is obtained by exchanging one coordinate value of two points in the lower left part of Fig. 8 . As we require in each dimension that the first and last point should be in X 1 , the new design is not a valid nested design. We could try to repair this by changing the assignment of the points to the sets X 1 and X 2 . However, there exists no assignment such that the invalid nested design in Fig. 9 becomes a valid nested LHD on a nested n 2 -grid.
Generating new designs
The main problem which needs to be addressed by a new method for generating designs is the distortion of the chosen grid-structure. Fortunately, we can quite easily avoid this problem in the following way. Instead of randomly choosing two points from the complete set of points, we randomly choose two points from either X 1 or X 2 \X 1 . By exchanging coordinate values between two points within the same set, the chosen grid-structure is always maintained.
We also want to take into account that the grids are not unique when c 2 is non-integer. For instance, when n 1 = 6 and n 2 = 13, it can be verified that there are 21 different two-dimensional nested n 2 -grids, after accounting for reflection and rotational symmetry. In cases like these, the choice of a specific grid can affect the maximal attainable value of d. Therefore, we run the ESE algorithm for different initial grids and designs. Furthermore, besides the exchange of coordinate values, we also consider other transformations which are able to change a grid without distorting it.
Based on the above observations, we developed four different methods for generating new designs. We describe the most successful method in this section. A description of the other three methods and a comparison of all four methods can be found in Appendix A. The most successful method method, called GROUPRAND, can change both the grid and the selected points of a design. Remember that for all types of grids, there must be either c 2 − 1 or c 2 − 1 X 2 -coordinates between every pair of consecutive X 1 -coordinates. By deciding between which pairs c 2 − 1 points are placed and between which pairs c 2 − 1 points are placed, we fix a grid. To change a grid without it becoming invalid, we thus have to change the assignment of c 2 − 1 and c 2 − 1 X 2 -points to the pairs of consecutive X 1 -coordinates. This principle leads to the following definition of the GROUPRAND method.
The method GROUPRAND starts with randomly selecting a first point from X 2 . If a point in X 1 is selected, we simply exchange two points in X 1 . Otherwise, we select with equal probability to either exchange the selected point with another point in X 2 \X 1 or to perform a group-exchange. A group-exchange is performed by first selecting two pairs of consecutive X 1 -points, i.e. X 1 -points which have consecutive X 1 -coordinates in the k th dimension. All X 2 points between a pair of consecutive X 1 -points are now referred to as a group. Note that when c 2 = 1, a group can be empty. To generate a new design, we now switch the two groups. As both groups contain c 2 − 1 or c 2 − 1 points, this will result in a valid nested design. When the number of points in the groups differ, the exchange of the groups also changes the grid. Depending on the type of grid, the group exchange not only affects the position of the points in the group but possibly also other points. Which and how other points are affected differs per type of grid, but is fairly straightforward to determine.
To illustrate the GROUPRAND method, we will use the design in Fig. 10 and take k equal to 2, i.e. the dimension on the vertical axis. The two differently shaded areas in Fig. 10 now form two possible groups. Notice that the top group is empty as there are no X 2 -points between the X 1 -points. In Fig. 11 , we see the result of exchanging the two groups. Because the groups are of different size, the grid has now changed.
Comparing the values of d shows that the design has improved and, in this case, is even optimal.
Numerical results
In the numerical comparison in this section, we consider nested designs of dimensions two up to ten. The two-dimensional nested maximin designs are obtained with the branch-and-bound algorithm described in Section 4.1. The three-and four-dimensional nested approximate maximin designs are obtained by performed ten runs of each variant of the ESE algorithm described in Section 5.2 and Appendix A. For dimensions five up to ten, we only used ten runs of the GROUP-RAND algorithm. In this comparison, we consider the best obtained designs and all ten designs obtained with GROUPRAND. For each dimension and gridstructure, we ran the ESE algorithm for 65 differ- ent pairs (n 1 , n 2 ) with n 1 = 5, 10, . . . , 50 and n 2 = n 1 + 5, . . . , 55, 60. The computations have been performed on PCs with a 2.8-GHz Pentium D processor and the variants were implemented in Matlab 7.4 R2007a. More details on the computations can be found in Appendices A and C.
To get an impression of the calculation times, we determined the mean and average of the calculation times over all ten runs of the GROUPRAND algorithm (for each pair (n 1 , n 2 ) and dimension m). Table 2 contains the results for the nested n 1 -grid and Table 13 in Appendix C contains the results for all three grids. When evaluating these results, we note that the calculation times are mainly influenced by two factors. Firstly, generating a new design and calculating d becomes more time-consuming when n 2 or the dimension m increases. Especially, updating the distance matrix containing the distances between all design points requires more time. Secondly, the total number of iterations of the outer loop can vary over different runs of the ESE algorithm. This is caused by our stopping criterion, which terminates the algorithm when no improvement has been found in the last 100 iterations of the outer loop.
The effect of n 2 is most apparent when we compare the calculation times for a fixed n 1 . For some cases, especially with n 1 = 5, the calculation times are quite large. Note however, that once we have generated a good design for a certain pair (n 1 , n 2 ) in a certain dimension, we can use this design many times without incurring these calculation times again. When we compare the times for different dimensions m, we see that the times generally do increase, but not as much as one might expect. For many pairs the times for 10 dimensions are even lower than for 8 dimensions. This result is probably caused by the second factor, i.e., the variance in number of iterations caused by the stopping criterion. When we consider a certain pair (n 1 , n 2 ) and dimension m, this factor is also the main cause for the variance of the calculation times.
Besides the calculation times, we are also interested in the performance of GROUPRAND in terms of the space-fillingness of the obtained nested designs. As there are no other results in literature for (approximatie) maximin nested designs, we cannot compare our results. Therefore, we decided to perform Monte Carlo simulations to get an impression of how the obtained designs are positioned in the objective function space. We performed these Monte Carlo simulations by randomly generating 10,000 nested designs for each gridstructure, pair (n 1 , n 2 ) and dimension m. We denote the mean, standard deviation and maximum of the d-values of these 10,000 designs by mean mc , std mc and max mc , respectively. In Table 3 , we compare these values to d best , i.e., the d value of the best obtained nested (approximate) maximin design. The first figure shows how many times d best is larger than mean mc . The second figures also shows the difference between d best and mean mc , but now in terms of the number of standard deviations std mc . The last figure compares d best to max mc , i.e., the d-value of the best design found by the Monte Carlo simulation. All three figures show that d best is considerably larger than mean mc and max mc . The GROUPRAND algorithm is thus able to significantly improve the space-fillingness of the nested designs.
However, compared to non-nested designs of sizes n 1 and n 2 , we expect a lower space-fillingness because of the additional condition that X 1 and X 2 should be nested. Therefore, we also evaluate the loss of space-fillingness by using nested instead of non-nested designs. To determine this, we compare the d 1 -and d 2 -values of the nested (approximate) maximin designs to the scaled separation distances of the (approximate) maximin LHDs of the same size. For a pair (n 1 , n 2 ), we denote the first distances by d 1 (n 1 , n 2 ) and d 2 (n 1 , n 2 ) and the latter distances by d(n 1 ) and d(n 2 ). For d(n 1 ) and d(n 2 ), we use the best known (approximate) maximin LHDs available on http://www. spacefillingdesigns.nl (December 2008) . We now define the percentage loss in scaled separation distance as: Table 4 represents the averages and the ranges of the percentage losses for the best nested (approximate) maximin designs. The average and range are both taken over all evaluated (n 1 , n 2 )-pairs. Note that for two dimensions, we evaluated different pairs than for the other dimensions. When we consider the twodimensional results, we see that the n 2 -grid on average gives the best space-fillingness for both designs X 1 and X 2 . For the higher dimensions, the averages and ranges are more similar, but the nested n 1 -grid performs slightly better on both d 1 and d 2 . These results are a bit surprising as we expected the nested n 2 -grid to perform better on d 2 and the nested n 1 -grid to perform better on d 1 . Another observation which might be surprising at first sight is that some ranges also contain negative values. This means that for some (n 1 , n 2 )-pairs, the d 1 -or d 2 -distance is better than the distance of the corresponding (approximate) maximin LHD. The main explanation for this is that the designs X 1 or X 2 do not always have to satisfy the LHD-structure. In some cases, this enables X 1 or X 2 to attain a larger separation distance than the (approximate) maximin LHD. The percentage losses in Table 4 are only of the best nested (approximate) maximin designs. To determine how the percentage losses vary over different runs of the ESE algorithm, we also report the mean and standard deviation over all 10 runs of the GROUPRAND algorithm. Table 5 contains the loss l 1 (n 1 , n 2 ) for the nested n 1 -grid and Tables 14 and 15 in Appendix C contain l 1 (n 1 , n 2 ) and l 2 (n 1 , n 2 ) for all three grids. To limit the size of the tables, we only report the results for a subset of the evaluated (n 1 , n 2 )-pairs. We can see in these tables that the standard deviation is fairly low for all cases with n 1 ≥ 10. For these cases, one run or a small number of runs of the GROUPRAND algorithm is sufficient to determine a good nested approximate maximin design. The relatively high standard deviation for cases with n 1 = 5 indicates that for these cases it is beneficial to perform more runs of the GROUPRAND algorithm. When we compare the results for different dimensions, there is no real pattern in the standard deviations.
Besides the performance of GROUPRAND, we are also interested in the performance of the different gridstructures. As can already be seen from the results in Tables 10, 11 , and 12, which grid gives the best separation distances depends on the particular pair (n 1 , n 2 ) and dimension. To get an idea of which grid-structures perform well in general, we present the percentages of pairs (n 1 , n 2 ), with c 2 / ∈ N, for which a grid type performs best on a particular distance in Table 6 . We do not consider the pairs with c 2 ∈ N because for these pairs all grids are equal.
Not surprisingly, the grids with the lowest average loss in Table 4 also have the highest percentage of pairs for which they perform best. However, there is still a considerable percentage of pairs where one of the other two grids perform better. It thus strongly depends on Table 4 Average and range of percentage loss l j (n 1 , n 2 ) for the best nested (approximate) maximin designs over all evaluated (n 1 , n 2 )-pairs the particular pair (n 1 , n 2 ) which grid to choose based on the separation distances. Furthermore, in many practical situations, the values of n 1 and n 2 are not fixed which leaves some freedom to change these values. In those situations, we can thus also consider nested designs where n 1 and n 2 are slightly lower or higher. Let us, for example, consider the two-dimensional designs with n 1 = 5 and n 2 = 10. In Table 7 , we compare the losses of these designs to the losses of the designs with n 1 = 6 and n 2 = 10. The comparison shows that all losses either reduce or stay the same. Choosing n 1 equal to 6 instead of 5 thus seems to be a better choice in terms of space-fillingness. As mentioned in Section 3.4, the choice for a specific grid or (n 1 , n 2 )-pair does not only depend on the spacefillingness. The users preferences and the reason why a nested design is used also affect the choice for a particular grid-structure.
Concluding remarks
A nested design consists of two separate designs, one being a subset of the other. Using these nested designs, instead of traditional designs of computer experiments, is useful when dealing with training and test sets, models with different levels of accuracy, linking parameters, or sequential evaluations, because nested designs are able to capture the dependencies between the two black-box functions or evaluation stages (with respect to the design parameters). This paper focuses on constructing nested (approximate) maximin Latin hypercube designs in two and higher dimensions. The maximin criterion is used to find space-filling nested designs, i.e., designs with the design points spread over the entire design space. By choosing the design points on a grid, we ensure non-collapsingness, i.e., no two design points will have the same coordinate values. We distinguish between three types of grids: a nested n 1 -grid, a nested n 2 -grid, and a grid with nested maximin axes. Which grid to use is mainly depends on the application under consideration and the user's preferences. For two-dimensional designs, a branch-and-bound algorithm is used to obtain nested maximin designs for all grids and for values of n 2 up to 15. In the special case where n 1 − 1 is a divisor of n 2 − 1, maximin distances up to n 2 = 32 are provided.
For dimensions higher than two, determining nested LHDs which maximize d becomes too time-consuming. Instead, we determine nested approximate maximin LHDs which do not guarantee optimality of d. To determine these designs, we considered four variants of the ESE algorithm. We mainly focused our attention on the GROUPRAND method as this method performed best in a comparison of three-and four-dimensional designs. Using this method, designs for dimensions five up to ten and for up to 100 design points were obtained. Note that all variants of the ESE algorithms can also be used for higher dimensions and larger numbers of points. When the number of points or dimensions increases, changing the design and calculating the new value for d will become more time-consuming. Comparing the calculation times over different dimensions shows that the times indeed do increase, but not as much as one might expect. A method to compensate the increase in calculation time could be to perform fewer iterations of the inner loop of the ESE algorithm, although this might reduce the quality of the final nested design.
Besides comparing the different variants, we also studied the performance using Monte Carlo simulation. The results of this simulation show that the ESE algorithm is able to significantly improve the spacefillingness of the nested designs. Furthermore, we considered the percentage loss in space-fillingness by using nested designs instead of non-nested designs. The results show that the nested n 2 -grid in general gives the smallest losses in two dimensions and the nested n 1 -grid in higher dimensions. We also noted that we can reduce the amount of loss by choosing slightly different values for n 1 and n 2 .
We remark that the objective d = min{d 1 , d 2 } used in this paper is only one way of combining the separation distances of X 1 and X 2 . As mentioned in the introduction, alternative scaling factors and formulations are possible. Taking the weighted sum of both objectives instead of the minimum would be a possible alternative objective. When using this objective, the branch-andbound and ESE algorithms can still be used with little or no adjustments. Dealing with maximizing d 1 and d 2 as a bi-objective optimization problem is another possibility. In that case, different Pareto optimal nested designs could be found by using the weighted sum objective with various scaling factors.
Furthermore, we could also change the number of designs we want to nest. For instance in multi-fidelity modeling, we could come across models with more than two levels of accuracy. In these situations, we can use a nested design consisting of more than two designs. Note that for one-dimensional designs, Van Dam et al. (2009a) already consider optimizing the maximin criterion for these nested designs. To obtain results for higher dimensions, we could try to extend the branch-and-bound and ESE methods. The three main challenges would then be the following. Firstly, we have to find suitable grid-structures such that each design satisfies the LHD-structure as much as possible. This will become more difficult when we want to nest more designs. To avoid this problem, we could initially only consider nested designs for which all designs can satisfy the LHD-structure. When nesting three designs X 1 ⊂ X 2 ⊂ X 3 with n 1 , n 2 and n 3 design points, this would be possible if both n 2 −1 n 1 −1 and n 3 −1 n 2 −1 are integer. Secondly, we should decide on a criterion or method to achieve good space-fillingness for all the designs. Although we also need to make this decision for two sets, this decision will become more difficult when more sets have to be nested. Thirdly, when using the ESE algorithm, the methods for generating new designs should not distort the grid-structure. Depending on the grid-structure, we should determine whether the methods presented in this paper are still applicable or if they should be adjusted. When a suitable grid and method is determined and a single objective is used for space-fillingness, the ESE method in this paper can be used to generate nested designs with more than two designs.
Appendix A: Variants of ESE algorithm
Besides the GROUPRAND method, we developed and tested three other methods which differ in two aspects. Firstly, they differ in the method used to choose between X 1 and X 2 \X 1 . In GROUPRAND random selection is used, but as we aim to maximize min{d 1 , d 2 }, we could also base our choice on whether d 1 or d 2 is smallest. When d 1 is smallest, selecting two points from X 2 \X 1 might not be very useful as their positions do not directly influence the value of d 1 . The value of d 2 , on the other hand, does depend on the positions of all points and therefore both sets are relevant when d 2 is smallest.
Secondly, the methods differ in the possible exchanges. To test the effect of exchanging groups, we also tested methods which only allow the exchange of points. These methods might be faster as a group exchange is more difficult than a exchange of points. However, a drawback of not using group exchanges is that the initial grid cannot change.
As we have two options for each of the above aspects, we developed the following four methods for generating new designs. The method POINTRAND starts with randomly selecting a point from X 2 . Depending on whether this point is in X 1 or not, we select a second point from X 1 or X 2 \X 1 , respectively. This simple method is probably closest to the method of the original ESE algorithm. However, it does not take into account the values of d 1 and d 2 and is not able to change the grid.
The method POINTDMIN is similar to POINT-RAND but does take the values of d 1 and d 2 into account. When d 2 is smallest, the method works in exactly the same way as POINTRAND. However when d 1 is smallest, only points from X 1 can be chosen as they are the only ones affecting d 1 .
The third and fourth method, GROUPRAND and GROUPDMIN, are similar to POINTRAND and GROUPRAND, respectively. The only difference is that these two methods also allow group exchanges as described in Section 5.2.
To compare the four different variants of the ESE algorithm, we generated three-and four-dimensional nested designs with n 1 = 5, 10, . . . , 50 and n 2 = n 1 + 5, . . . , 55, 60 for each of the three grid-structures. We thus consider 65 different pairs (n 1 , n 2 ) for each dimension and grid-structure.
As the grid is not unique when c 2 / ∈ N, which grid we select might affect the space-fillingness of the final design. For each combination of n 1 , n 2 , dimension, and grid-structure, we therefore ran the ESE algorithm ten times with a different grid and initial design. For these ten runs, we tried two types of initial grids and designs: random and diagonal. For the first type, we randomly select a grid and design satisfying the restrictions of the chosen grid-structure. The second type starts with a diagonal design, where each design point has the same value for all coordinates. However, the results did not indicate a significant effect of the chosen type on the space-fillingness of the final design. Also the calculation times of the ESE algorithm did not significantly differ. Therefore, we do not make a distinction between these two types in the rest of this paper.
Using the best results of the ten runs of the ESE algorithm, we determine for each (n 1 , n 2 )-pair which method(s) obtained a best design. In Tables 11 and  12 of Appendix B, the separation distances of the best generated designs are given for each of the three gridstructures. The percentage of the 65 (n 1 , n 2 )-pairs for which a certain method performs best are presented in Table 8 . Note that the sum of the percentages per row is larger than 100%, because for some cases, a best design is found by multiple variants of the ESE algorithm. Due to the same reason, we cannot take the sum of two columns to determine the combined performance of two methods. When we study the results, we see that the two RAND methods find the best design for most cases. One reason for the relative poor performance of the DMIN methods could be that the number of neighbor designs is smaller. With neighbor designs, we mean all designs which can be obtained by making one possible change to the current design. When d 1 < d 2 , a DMIN method produces less neighbor designs than a RAND method, because the DMIN methods allow fewer possible changes. This can make it more difficult for a DMIN method to escape from a local minimum, which could result in a worse performance. Of the two RAND methods, GROUPRAND performs the best for most cases. This indicates that the possibility to change the grid indeed improves the performance of the ESE algorithm. Based on these results, we decided to use both RAND methods to obtain nested approximate maximin designs for dimensions five up to ten. However, in this paper we will only discuss the results of GROUPRAND. Table 9 provides the maximin distances for nested maximin Latin hypercube designs in two dimensions when n 1 − 1 is a divisor of n 2 − 1, i.e., c 2 ∈ N, and for n 2 ≤ 32. For n 2 up to 15, and c 2 ∈ N, Table 10 provides the maximin distances for the two-dimensional nested maximin designs for all three grid-structures. Tables 11 and 12 provide the separation distances of three-and four-dimensional nested approximate maximin designs with n 1 = 5, 10, . . . , 50 and n 2 = n 1 + 5, . . . , 55, 60 for all three grid-structures. Besides these distances, all tables also contain the scaled separation distances d(n 1 ) and d(n 2 ) of the approximate maximin LHDs available on http://www. spacefillingdesigns.nl (December 2008). The nested approximate maximin designs for dimensions five up to ten can also be found on this website. Table 9 Maximin distances for two-dimensional nested maximin Table 11 Scaled separation distances for three-dimensional nested approximate maximin designs Table 12 Scaled separation distances for four-dimensional nested approximate maximin designs Appendix C: Calculation times and percentage losses for GROUPRAND Table 13 Mean and standard deviation of calculation times of GROUPRAND in minutes 
