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1. Introduction.  Let 1 2, ,...   be a sequence of i.i.d. random variables (r.v.) with 
                                              iE a  and 1iVar  .                                                                   (1.1) 
Set  
                           0 0S  , 
1
n
n i
i
S 

 , 1,2,...n  ; 1max( ,..., )n nS S S ,                                       (1.2) 
and define in the plane ( , )t   a random polygon ( )n t with vertices at the points  / , nk n S , 1,...,k n . 
Now we define the first-passage time of this polygon of a curve ( )ng t , 0 1t  , (0) 0ng  , 
                                     min : / , 0,1,...,g k nk S g k n k n                                                    (1.3) 
If 0i  and ( )n ng t x  for all [0,1]t , then    g n nP n P S x    , and hence by the Central Limit 
Theorem we have 
                                  
2 /2
3/2
1
lim ( )
2
n
ug
z
n
n
x
nP u u e dz
n x





 
 
    
 
 
 ,                                        (1.4) 
uniformly in u , u   . This is integral limit theorem for the number of renewals, see Feller (1966). 
For more general situation when just 0a   the relation (1.4) follows from the fact that 
   g n nP n P S x    and result of Wald1 (1947) : 
                                              lim ( )n
n
P S u n na u

   .                                                       (1.5) 
                                                          
1
 Actually Wald (1947) have considered the triangular array of r.v.s ni , 1,2,...n  ; 1,...,i n  and the relation (1.5) 
have been proved under the conditions 1niVar  and ninE  as n . 
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The first-passage time problem has been studied in the literature for the case when the boundaries are 
smooth enough. For the case 0a  the qualitative results are, in fact, the consequences of the well-
known Donsker-Prokhorov’s  invariance principle. The first results of this kind for the case when ( )ng t
is a curved strip was proved by Kolmogorov and Khinchin, feature generalization of his results was 
done by Prokhorov, Skorokhod, Borovkov and others, for the details we refer to survey paper of 
Borovkov and Koroluk (1965). We refer also to S.Nagaev (1970) who have obtained the lower (w.r.t. 
n) bound for the remainder term in the limit theorem for the first passage time of a curved strip for the 
case 0a  . Such kind result for the case 0a  have been proved by Rogozin (1966). The best bound  
for the remainder term in the limit theorems for the 
g  with ( )n ng t x , [0,1]t , is derived by 
Mirakhmedov (1978) for the both 0a  and 0a   cases.  
The aim of the present paper is to study an asymptotic behavior of g in the case when the boundary 
( )ng t is a piecewise constant function ( step- function) viz., 
                       ,( ) ( )
def
n n i n ig t g g t  , 1i it t t   , /l lt N n , 1,...,l k ,                              (1.6) 
where an integer 1k  , ( )l lN N n is a sequences of integers numbers such that            
                          0 10 ( ) ( ) ... ( )kN n N n N n n       and lim ( )l
n
N n

  .  
     Remark 1.1. If the possible values of the r.v. k  are 1 and 1  only, then g can be interpreted as 
the moment of bankruptcy of a player who adds to his pocket amount of 1( ) ( )n l n lg t g t   at the 
moments lN  
in a game with an infinitely rich partner.  
 We also note that the functional g is not continuous due to discontinuity of the boundary ( )ng t , 
and hence it is impossible to use Donsker-Prokhorov’s  invariance principle. 
2. Results. In what follows we deal with the case 0a  , also to keep notations simple we shall 
assume that ( )ng t is non-decreasing function. Due to (1.2), (1.3) and (1.6) one can observe that 
                 ( ), 1,..., 1, (1)g l n l n nP n P S g t l k S g       .                                                 (2.1) 
Set  * ( ) / ( )
i lN N l l
S S N n a N n  . 
     Theorem 1. Let 1 2, ,...   be i.i.d. r.v.s with 1 0E a   and 1iVar  . Then 
                                  
1
1
* *
1 1
,...,
lim sup ,..., ( ,..., ) 0
k k
k
N N k k
n u u
P S u S u u u

    
 
, 
where (.)
k
 is a k-dimensional normal distribution function with zero vector of expectations and 
covariance matrix  k ij  , ( ) / ( )ij i jN n N n  ,1 i j k   . 
     Remark. The quantities ij are defined for 1 i j k   , for i j we have to put ij as ij with i j . 
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In particular, if 1k   and 1( )N n n  then Theorem 1 implies relation (1.5). 
Now let us turn to the description of the asymptotic distribution of
g . Set, see notation (1.6), 
               
1
,
, 3/2
,
( )i n i
n i
n i
N n g a
V
a g



   ,   
, 1 ,
,
, 1 /
n i n i
n i
n i
g g
g a



  ,   
,lim n i i
n
V V

 ,   ,lim n i i
n
   .                 (2.2) 
We shall assume that 1i iV V  , 1,...,i k ; otherwise at the limit no uniqueness of the normalized 
boundary will appear (due to the influx of its step-parts)  and the situation becomes to be simpler.  
Set  ( ) 1 3/2, ,/ig g n i n ig a a g     . 
      Theorem 2.  Let 1 2, ,...   be i.i.d. r.v.s satisfying condition (1.1) with 0a  and 
         ( ) / ( ) (1 (1))i j ijN n N n o  ,  ,( ) / 1 (1)i n iN n g a o  , 01,...,i k k  and 0 1kV    ,         (2.3) 
Then for each 01,..., 1i k   and arbitrary fixed  u one has 
                                          ( )lim ( )ig i
n
P u G u

  , 
where 
 
 
 
1 1/2 1 1/2 1
1 1 1, 1 1 ,
1 1/2 2 1/2 1
1 1 1, 1 , 0
1 ,..., , ,1 ,
( )
1 ,..., , , 1
j
j
i i i
j j j i j j j i j j
i i i j
j j j i j i j i j i
V V u if V u V j i
G u
V V u if V u V i j k
 
 
  
    
  
   
           
 
            , 
here we put 0V   , 0, 1i  , 0
j
i   for j i  and  
1/2
1,
1
i
j
i s s i
s
 

    for j i  . 
Note that if  
                       iV   , i   , 01,...,i k , 0 1kV    ,                                                         (2.4) 
then all iG are proper distributions, and hence each of them well enough characterizes the r.v. g . In 
this case the limit distributions iG are simplifies, since 1rs  for 1 r s  due to finiteness of i s. 
     Corollary 1.  Under the condition (2.4) we have 
  
 
 0 00
1
01 1
1 01 1 1
1 1
( ) if ,
( ) if , 1,..., ,
( )
if , 1,..., 1 ,
if .
i
i i
i i j i jj j
i i ii
j i j i jj j j
k k
j k jj j
u u V
V V u V i k
G u
u V u V i k
u u V

 
  
 
 

       

 
          

     

 
  
 
 
 
In particular, if 0i  for 01,...,i k then 1( ) ( )G u u ; if 1V   then 1( ) ( )G u u also. 
 Note that under the conditions (2.3)  
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                   1 (1)1 1lim 0
i i
i j g i jj jn
P V V

 
        , 01,...,i k . 
If i   for 01,...,i k  then iG s becomes non-proper distributions. For example, if 1    then it 
follows from Theorem 2 that  1 1( ) min( , )G u u V . 
   Corollary 2. If i   , , , 1lim /n i n i i
n
g g 

 , 01,...,i k , and 0kV   , then  
                          * 1 1( ) 1 ,..., , min( , )
j
i j iG u V V u V      for 01,...,i k  
and 
                            *
0 10
1 1 1( ) 1 ,..., ,
k
k jG u V V u

 
     , 
where *
i is a symmetric matrix with elements 
1/2 1/2s
rs jj r
 

 , r s i  , 1rr  . 
It is easy to see that all distributions iG in Corollary 2 are non-proper, but they are complemented of 
each other such that a sum of their total variations is equal to 1. Indeed,  
             
0 1
1
1
( ) ( ) 1 ( )
k
i i
i
G G V


                  
              
0
* * *
1 0
1 1 1 1 1
2
( ,..., ) ( ,..., ) ( ,..., ) 1
i i k
k
i i i
i
V V V V V V

   

           
  . 
      Corollary 3. If i   , , , 1lim /n i n i i
n
g g 

 , 01,...,i k , 0kV   and 1i  , 01,...,i k  then 
                           
 
1 1
1
( ) if ,
( ) ( ) if ,
if .
i i
i i i i
i i
V u V
G u u V u V
V u V
 

 

   

 
 
                          
 
0 0
0
0
1
( ) if ,
( )
if .
k k
k
k
V u V
G u
u u V

 
 
 
 
We are restricted ourselves by these corollaries, while it is clear that under another combination of 
conditions on iV and i one can derive corresponding consequences of Theorem 2. Instead we shall 
consider the rate of convergence in Theorem 1, such result can be applied to study the rate of 
convergences in Theorem 2 and its corollaries. 
       Theorem 3. Let 1 2, ,...   be i.i.d. r.v.s such that 0iE a   , 1iVar   and 
3
3 iE a   . Then 
for arbitrary 11 ( ) ... ( )kN n N n   the following is hold 
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 
1
1
* *
1 1
,...,
sup ,..., ( ,..., )
k k
k
N N k k
u u
P S u S u u u  
1
1 0 3
1 1 1
1 2
( ) ( ) ( )
kk k
i ii i i
C C
N n N n N n


  
 

  , 
where  0 0.82C  ,   
2
1 1 1 3 3max , , /C C E a   , the universal constant 1C is from Theorem of 
Rogozin (1966), and k is a symmetric matrix with elements ( ) / ( )ij i jN n N n  , for 1 i j k   . 
3. Proofs. We shall use the notations of the previous sections.  
Proof of Theorem 1. First we show that for arbitrary 1,..., ku u  
           
1 1, 1 1
,..., ,..., 0
k kn k N N k N N k
P S u S u P S u S u         as n .                           (3.1) 
We shall proof (3.1) by induction w.r.t. k . For 1k  relation (3.1) follows from (1.5) and CLT for i.i.d. 
r.v.s . Assume that (3.1) is hold true for k j ( i.e. , 0n j  ) and we wish to prove it for 1k j  . We 
have , 1 , ,n j n j n j     , where 
   
1 1 1 1, 1 1 1 1
,..., , ,..., ,
j j j jn j N N j N j N N j N j
P S u S u S u P S u S u S u
  
         . If , 0n j   then
, 1 , 0n j n j    . Let , 0n j   , then  
               
1 1 1 1, 1 1 1 1
,..., , ,..., ,
j j j jn j N N j N j N N j N j
P S u S u S u P S u S u S u
  
        
          
             
   
1 1 1 1 11 1 1 1 1
,..., , , ,
j j j j jN N j N j N j N j N j
P S u S u S u S u P S u S u
      
              
                       
1 11 1
0
j jN j N j
P S u P S u
  
     . 
Thus , 1 0n j   and ( 3.1) follows by induction. Note that (3.1) implies  
                  
1 1
* * * *
1 1,..., ,..., 0k kN N k N N kP S u S u P S u S u      ,                                            (3.2) 
as n  uniformly in 1,..., ku u , where  * ( ) / ( )i lN N l lS S N n a N n   and 
 * ( ) / ( )
i lN N l l
S S N n a N n  . On the other hand by CLT for i.i.d. random vectors in kR , see for 
instance Feller (1966, Chapter VIII, Theorem 2)  
1
* *
1 1,..., ( ,..., ) 0k kN N k kP S u S u u u     as 
n  uniformly in 1,..., ku u . Theorem 1 follows from this fact and (3.2). 
      Proof of Theorem 2. Consider a sequence { }nk  such that 1( ) ( )j n jN n k N n   . Then due to (2.1) 
we have 
                         , ,, 1,..., 1, ng n l n l k n jP k P S g l j S g       .                                              (3.3) 
Let j i . Due to (3.3) we have, see notations (2.2) and (1.6), 
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  ( ) 1 3/2, ,/ig n n i n iP k g a a g   
1 1
1
, 1 , ,,1 , ,* * *
,1 , 1 3/2
1 1 , ,
,..., ,
/j kn
n j n i n jn n n i n i
N n N n j N
j nn i n i
g g gg k g a g
P S V S V S
N a N a k aa g g a


 

   
         
    
.   (3.4) 
Next, due to condition (2.3) we have 
, .lim /n i n j ij
n
g g 

 , and hence 
                        
1 1
, , , 1 1
, 1,
,,
lim lim
/
i i def
n i n j n s i
n s s s i j
n n
s j s jn in i
g g g
gg a

 
 

 
 

       .                                    (3.5) 
Choosing now nk  such that  1 3/2, ,lim /n n i n i
n
k g a a g u 

   form (3.4) , (3.5) and Theorem 1 we 
obtain 
                              ( ) 11 1lim ,..., ,j
i i
g j j
n
P u V V u  

      .                                               (3.6) 
Because 1( , ]n j jk N N the range of variable u in (3.6) is   
      
1
, 1 , , 1 ,
, 1 3/2
, , ,
lim lim
/
n j n i n j n n i
n j
n n
n i n i n i
g g g k g a
V u
g g a a g

 
  
  
   
 
 
, , ,
,
, ,
lim
/
n j n i n j
n j
n
n i n i
g g g
V
g g a
 
  
 
 
. 
This implies 1 1
1 1, 1 ,
i i
j j i j j j i jV u V 
 
      , since (2.3) and (3.5).  
 The case j i can be studied analogically. 
Proof of Theorem 3. First we note that for arbitrary 1,..., ku u , see (3.1), 
                                             1/2
, 1
1
k
n k i
i
C N 

  .                                                                       (3.7) 
Indeed, for 1k  (3.7) is the result of Rogozin (1966). For 1k  , the inequality (3.7) can be proved by 
induction, reasoning analogically to proof of (3.1).  
Now it is remain to prove that 
 
1
1
* *
1 1 0 3
,..., 1 1
2
sup ,..., ( ,..., )
k k
k
k jk
k N N k k
u u j j j
J P S u S u u u C
N N



 
    

 .                         (3.8) 
Note that this inequality (3.8) can be derived from Berry-Esseen bound result in k-dimensional 
CLT, see for instance Corollary 15.3 of Bhattacharya and Rao (1976), but then we need to calculate 
the determinant and minors of the matrix k , and hence this approach need complex algebra. Instead 
we shall use again induction in k method.  
For k =1 inequality (3.8) is well-known Theorem of Berry-Esseen, see Feller (1966, Ch. XVI, 
Sec,5). For k=2 we write 
             
1
2
1 2
2 12
2 1 2
2,
12
sup ( ) ( , )
1
u
u u
u z
J d z u u




 
    
  
  
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                
1
2 1 1
1 2
2 12 2 12
2 2,
12 12
sup
1 1
u
N N N
u u
u z u z
P S dP S z
 
 
 


      
      
        
  
                
1
1
1 2
2 12
2,
12
sup ( )
1
u
N
u u
u z
d P S z z




 
    
  
 21 22 23J J J   . 
By simple calculation we can see that 21 0J  . Using Berry-Esseen’s theorem we obtain
 
1/2
21 0 3 2 1J C N N

  and integrating by part 
            
 
1
1 2
2 12
23
2
,
12
sup ( )
1
N
u u
u z
J P S z z



 
    
    
             
 
1
1
1 2
2 12
2
,
12
sup ( )
1
u
N
u u
u z
P S z z d




 
    
  

1/2
0 3 12C N
 . 
So 
                                    0 3 122
2
1 12
2
1
2 1
C
J
N
 

 
  
  
. 
Analogically for any 1j   we can write  
       
1
1 1 1 1 1
1, 1* * * *
1 1 1
2
1,
,..., ,...,
1
j
j j j j j
u
j j j j
N N j N N z N N j
j j
u z
P S u S u P S d P S u S z



  
 
 
 
  
      
  
 . 
Therefore, reasoning alike to the case 2k   by induction w.r.t. k we can complete the proof of (3.8). 
Theorem 3 is proved. 
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