We analyze the Ericksen-Leslie system equipped with the Oseen-Frank energy in three space dimensions. Recently, the author introduced the concept of measure-valued solutions to this system and showed the global existence of these generalized solutions. In this paper, we show that suitable measure-valued solutions, which fulfill an associated energy inequality, enjoy the weak-strong uniqueness property, i. e. the measure-valued solution agrees with a strong solution if the latter exists. The weak-strong uniqueness is shown by a relative energy inequality for the associated nonconvex energy functional.
property of the measure-valued solutions to the Ericksen-Leslie model. The main theorem (see Theorem 2.1) shows that a suitable measure-valued solution coincides with a strong solution emanating from the same initial data, as long as the latter exists. A suitable measure-valued solution fulfills an additional energy inequality. This energy inequality can only be shown to hold under the assumption of Parodi's relation (see (2.2e) below), which follows from Onsager's reciprocal principle. The weak-strong uniqueness can also shown to hold for suitable measure-valued solutions without assuming Parodi's relation, but these solutions are not known to exist.
The novelty of this paper is the generalization of the relative energy approach to a system with a nonconvex energy. Since the Oseen-Frank energy is not convex, the relative energy defined by (1.1) is not necessarily positive anymore. In this paper we use an alternative way to define the relative energy (see (4.1)) for the nonconvex energy Oseen-Frank energy and derive a relative energy inequality resulting in the weak-strong uniqueness property of the solutions. This new approach can hopefully be used to prove other properties, like a posteriori estimates or the existence of dissipative solutions, of the system too.
The paper is organised as follows: In Section 1, we collect some notation. Section 2 contains the model, the definition of the suitable generalized solutions, the definition of the strong solutions and the main result. In Section 3, some auxiliary lemmas are collected and the energy equality for the strong solution is shown. While Section 4 introduces the relative energy and some associated estimates, Section 5 collects certain integration-by-parts formulae. The proof of the main result is carried out in Section 6. In Appendix A, some tensor calculations are collected.
Notation
Vectors of R 3 are denoted by bold small Latin letters. Matrices of R 3×3 are denoted by bold capital Latin letters. We also use tensors of higher order, which are denoted by bold capital Greek letters. Moreover, numbers are denoted be small Latin or Greek letters, and capital Latin letters are reserved for potentials. The euclidean scalar product in , Θ Θ Θ ∈ R 3 6 ,a a a ∈ R 3 .
The standard matrix and matrix-vector multiplication is written without an extra sign for brevity, .
Furthermore, it holds A A A T B B B : C C C = B B B : A A AC C C for A A A,B B B,C C C ∈ R
The divergence of a vector-valued and a matrix-valued function is defined by
.
Additionally, we abbreviate ∇∇ and ∇· ∇· by ∇ 2 and ∇ 2 : respectively. For a given tensor of fourth order, we abbreviate the associated second order operator by ∆ For Q ⊂ R d , the Radon measures are denoted by M (Q), the positive Radon measures by M + (Q), and probability measures by P(Q). We recall that the Radon measures equipped with the total variation are a Banach space and for compact sets Q, it can be characterized by M (Q) = (C (Q)) * (see [12, Theorem 4.10.1] ). The integration of a function f ∈ C (Q) with respect to a measure µ ∈ M (Q) is denoted by Q f (h h h)µ(dh h h) . In case of the Lebesgue measure we just write Q f (h h h) dh h h .
The cross product of two vectors is denoted by ×. We introduce the notation [·] X X X , which is defined via
2)
The i-th component of the vector h h h ∈ R 3 is denoted by h h h i . The mapping [·] X X X has some nice properties, for instance For this mapping holds [[a a a] X X X ] −X X X = a a a and, thus 2[(∇a a a) skw ] −X X X = ∇×a a a, for all a a a ∈ C 1 (Ω; R 3 ).
We also use the Levi-Civita tensor ϒ ϒ ϒ ∈ R 3 3 . Let S 3 be the symmetric group of all permutations of (1, 2, 3). The sign of a given permutation σ ∈ S 3 is denoted by sgn σ . The Tensor ϒ ϒ ϒ is defined via
This tensor allows it two write the cross product as
and the curl via
For a given Banach space V , Bochner-Lebesgue spaces are denoted by L p (0, T ;V ). Moreover, W 1,p (0, T ;V ) denotes the Banach space of abstract functions in L p (0, T ;V ) whose weak time derivative exists and is again in L p (0, T ;V ) (see also Diestel and Uhl [10, Section II.2] or Roubíček [38, Section 1.5] for more details). By C ([0, T ];V ), and C w ([0, T ];V ), we denote the spaces of abstract functions mapping [0, T ] into V that are absolutely continuous, continuous, and continuous with respect to the weak topology in V , respectively. We often omit the time interval (0, T ) and the domain Ω and just write, e.g., L p (W W W k,p ) for brevity.
Finally, by c > 0, we denote a generic positive constant and by C δ a constant depending on δ .
Model and main result

Governing equations
Let Ω be of class C 3,1 . We consider the Ericksen-Leslie model as introduced in [29] . The governing equations read as
represents the orientation of the rod-like molecules, and p : Ω × [0, T ] → R denotes the pressure. The Helmholtz free energy potential F, which is described rigorously in the next section, is assumed to depend only on the director and its gradient,
The free energy functional F is defined by
andis its variational derivative (see Furihata and Matsuo [23, Section 2.1]),
The Ericksen stress tensor T T T E is given by
The Leslie tensor is given by 
We emphasise that Parodi's law,
is neither essential for the reformulation nor the existence of measure-valued solutions, but is essential to prove the existence of suitable measure-valued solutions (see Remark 4) for which the weak-strong uniqueness property holds.
To ensure the dissipative character of the system, we assume that
Finally, we impose boundary and initial conditions as follows:
We always assume that
which is a compatibility condition providing regularity.
The general Oseen-Frank energy
The Oseen-Frank energy is given by (see Leslie [31] )
where
This energy can be reformulated using the norm one restriction, to
We introduce short notations for the derivatives of the free energy (2. 
see Section 1 for the definition of the matrix [·] X X X . We abbreviate the derivative of F with respect to h h h by F h h h and the derivative with respect to S S S by F S S S , where
These derivatives are given by To abbreviate, we define the tensor of order 4 Λ Λ Λ ∈ R 3 4 and a tensor of order 6 Θ Θ Θ ∈ R 3 6 via
F S S S (h h h,S S S)
and
respectively. The free energy can be written as
The partial derivatives (2.5) inserted in definition (2.2a) gives the variational derivative in the case of the Oseen-Frank energy via
The Tensor Λ Λ Λ is strongly elliptic, i.e. there is a η > 0 such that a a a ⊗b b b :
In the next section, we introduce the concept of measure-valued solutions. The proof of existence of measurevalued solutions to the Ericksen-Leslie model equipped with the Oseen-Frank energy is done by the author in [29] . We also refer to [29] for a more extensive introduction into the concept of generalized gradient Young measures. 
Measure-valued solutions
in Ω and a. e. in (0, T ) ,
in Ω and a. e. in (0, T ) (2.10) and if
as well as
, respectively. Additionally, the norm restriction of the director holds, i. e. |d d d(x x x,t)| = 1 for a. e. (x x x,t) ∈ Ω × (0, T ), the oscillation measure of a linear function is the gradient of the director 12) and the initial conditions
shall be fulfilled in the weak sense and the boundary conditions in the sense of the trace. We remark that the trace is well defined for
, which is the expected value of the oscillation measure ν o .
The dual pairings are defined as
for f ∈ C (S 3 3 −1 ; R) and
for f ∈ R (see (2.13) below).
We refer to the section 1 for the definition of the tensor ϒ ϒ ϒ and to (2.13) for the definition of the transformed functionf . Remark 1. We often abuse the notation by writing ν t , f (h h h,S S S) . Thereby we mean the generalized Young measure applied to the continuous function (h h h,S S S) → f (h h h,S S S).
We refer to the section 1 for the definition of the tensor ϒ ϒ ϒ. The transformed functionf :
The class of function for which the above representation is valid are those functions,
such that f admits a continuous extension on the closure of its domain
An straightforward calculation shows that function with quadratic growth in h h h and S S S is unchanged by the transformation (2.13). Most of the appearing terms in the above definition have this structure. This implies that the transformation of h h h × F h h h (h h h,S S S)
remains the function itself. Only the linear terms in F S S S are changed by multiplying them with 1 − |h h h| 2 , such that for example
S S S T F S S S (h h h,S S S) =S S S T F S S S (h h h,S S S)
Remark 2. We often use some abuse of the notation by writing ν t , f (h h h,S S S) . Thereby we mean the generalized Young measure applied to the
continuous function (h h h,S S S) → f (h h h,S S S).
In comparison to weak solutions (see [15] 
• a parametrized family of probability measures
• a positive measure {m t } ⊂ M + (Ω), for a. e. t ∈ (0, T ) and
• a parametrized family of probability measures {ν
e. x x x ∈ Ω and a. e. t ∈ (0, T ).
As in [28, 
and formula (2.12) holds for all functions f ∈ F and (2.12) holds for a.e. (x x x,t) ∈ Ω × (0, T ) . In the case of the Ericksen stress, an additional defect measure is of need to describe the limit of the regularised system we considered in [15] . A defect measure on Ω × [0, T ] with values in R d×d×d is a pair (µ t , ν µ ) consisting of
• a positive measure µ t ∈ M + (Ω), for a. e. t ∈ (0, T ) and
• a parametrized family of probability measures {ν µ y } y∈Q ∈ P(S d 3 −1 ), for µ t -a. e. x x x ∈ Ω and a. e. t ∈ (0, T ).
We refer to [29] for more details on the convergence in the sense of generalized Young measures. In order to prove the weak-strong uniqueness property, it is needed that the measure-valued solution fulfills an additional assumption, it has to satisfy an energy inequality.
Definition 3 (Suitable measure-valued solutions). A measure-valued solution is said to be a suitable measure-valued solution if it fulfills Definition 1 and additionally the energy inequality
(2.14)
a.e. in (0, T ).
Remark 4 (Existence of suitable weak solutions). In our recent work, we proved the existence of measure-valued solutions to the system (2.1) in the sense of Definition 1. The proof relies on the existence of weak solutions
to a regularised system, where the free energy (2.4) is changed by adding the regularising term δ |∆d d d| 2 . We obtain generalized Young measure-valued solutions for vanishing regularisation. In the case of Parodi's relation (2.2e), we can prove the following energy inequality for vanishing regularisation (see [29] )
In the case that Parodi's relation (2.2e) does not hold, we can not prove the existence of suitable measure-valued solutions.
Strong solutions and main theorem
Definition 4 (strong solution). A pair (ṽ v v,d d d) is called a strong solution if it fulfills system (2.1) and exhibits the regularityṽ
as well as 
The proof of this main result is carried out in the following sections. It is a simple consequence of Proposition 6.1.
Remark 7. In Proposition 6.1 even a continuous dependence on the initial values is proven.
Preliminaries
This section collects some auxiliary lemmas and the energy equality for the strong solution.
Then it holds
Proof. The proof is similar to the proof of the standard variational lemma, just by using the sequence of smooth
Here the functions ρ ε are the usual mollifier functions (see Emmrich [13, Definition 3.1.6]) and χ [t,s] denotes the characteristic function. The limit ε → 0 gives the assertion.
Lemma 3.2. For the measure-valued solution, there holds
For the strong solution, there holds
The weak time derivative of |d d d| 2 vanishes, since it is constant a. e. in Ω × (0, T ). The density of the test functions in
The proof for the strong solution is similar. The additional regularity is due to (2.16). 
Since |d d d| = 1 a. e. in Ω × (0, T ), the weak derivatives of |d d d| 2 in the last term on the right-hand side of the forgoing equation vanishes. The density of the test functions in
The proof for the strong solution is similar. The additional regularity is due to (2.16).
Corollary 3.1. For the measure-valued solution, there holds
) is obvious from Lemma 3.2 and Lemma 3.3.
The term e e e can be estimated by
Due to the energy inequality (2.14) and equation (2.11b) we can estimate
and equation (2.11b) gives the first assertion. The second one follows similar.
be a strong solution according to Definition 4. Then it fulfils the following energy equality
Proof. The proof is similar to the proof of Proposition 4.1 in [15] . Here we only focus on the necessary modification. Equation (2.1a) is tested withṽ v v and equation 
Summing up both tested equations and integrating in time gives the desired energy equality. 
Proof. This Lemma is a simple application of the Sobolev embedding in three dimensions and Korn's inequality (see MCLEAN [37, Theorem 10.1]).
Relative energy
The relative energy is defined by
and the relative dissipation by
Inserting the definitions of the tensors Λ Λ Λ and Θ Θ Θ, the relative energy can be expressed as
We remark that due to the regularity shown in [29] , there holds E ∈ L ∞ (0, T ) and W ∈ L 1 (0, T ). The overall goal is to apply Gronwalls estimate to the inequality of the form 
where C δ is a possible large constant depending on the norms 
The convergence result for generalized gradient Young measures for the sequence {d d d n } applied to the test functions
dt and for the test function (h h h,S S S) → S S S : Λ Λ Λ : S S S the convergence
Since m t is a positive measure and ν o is a probability measure, we get with Jensen's inequality
The right-hand side can be identified due to (2.12) with the weak limit ∇d d d, such that with the embedding in three dimensions
With the fundamental lemma of variational calculus the estimate (4.3a) is obvious. The estimate (4.3b) follows, if one uses the purely algebraic inequality
The proof of the inequality (4.5) is deferred to the Appendix. Choosing the same approximating sequence as above, application of the convergence result for generalized gradient Young measures applied to the test function (h h h,S S S) → |h h h| 2 |S S S| 2 gives
and for the test function (h h h,S S S) → S S S
Together with (4.4) we get
a. e. in (0, T ). A regrouping of the terms shows
a. e. in (0, T ). The estimates (4.3a) and (4.3b) imply inequality (4.3c).
To prove the last inequality, we consider the left-hand side of (4.3c). Since m t is a positive measure and ν o is a probability measure, we get with Jensen's inequality
Remark that the difference of both solutions fulfills homogeneous Dirichlet boundary conditions. With the fundamental lemma of variational calculus the estimate (4.3d) is obvious.
Here K is given by
+ 1) and C δ is a constant depending on δ .
Proof. First we insert equation (2.11b) and (2.1b) for the measure-valued solution and the strong solution respectively. This gives
The dependence on s is not written out to remain the lucidity. We are going to estimate the lines individually For the line (4.6a) we observe
which can be estimated by
For line (4.6b), we get a similar rearrangement
such that the terms of line (4.6b) can be estimated by
For line (4.6c) we observe
Thus, the terms of lines (4.6c) and (4.6d) can be estimated by
The above estimates together with Lemma 3.4 and the definitions (4.1) and (4.2) prove the assertion. Then the following integration-by-parts formulae hold for a.e. t, s ∈ (0, T ).
we calculate the weak time derivative and neglect the dependence on the time variable t under the integral for more convenient writing.
Remark that v v v andṽ v v fulfill the regularity assumptions
v v v ∈ L 2 (0, T ;H H H 1 0,σ ) ∩W 1,2 (0, T ; (W W W 1,3 0,σ ) * ) andṽ v v ∈ L 2 (0, T ; (W W W 1,3 0,σ ) * ) ∩W 1,2 (0, T ; (H H H 1 0,σ ) * ) . We consider the weak derivative of the L L L 2 -product of v v v andṽ v v T 0 φ ′ (t)(v v v(t),ṽ v v(t)) dt = T 0 φ (t)
((∂ t v v v(t),ṽ v v(t)) + (v v v(t), ∂ tṽ v v(t))) dt .
The variational lemma implies the assertion (5.1).
To prove the formula (5.2) on can simply calculate the weak derivative, since the regularity of d d d is sufficient to do so:
Applying Lemma 3.2 and regrouping the terms shows
The right hand side can be estimated by Lemma 4.2 and by
Lemma 3.1 implies the formula (5.2).
For the next integration-by-parts formula (5.3), the weak time derivative of the quadratic term of the gradient of the director is calculated. Remark that there is no additional regularity known for the time derivative of ∇∂ t d d d. We write
The measure-valued solution is approximated by smooth functions {d d d n } fulfilling the same boundary conditions, such
. For this approximation, the following integration-by-parts holds true
The boundary values vanish since φ ∈ C ∞ c (0, T ) and since the boundary values of d d d n are constant in time and, hence, its time derivative vanishes on the boundary. Going to the limit in the approximation gives
Lemma 3.2 implies that
To show the formula (5.3), we add and subtract the desired terms of the right hand side of (5.3). Some additional rearrangement of the terms show
Adding and subtracting the term
We can estimate the terms of line (5.7a) by
and terms of line (5.7b) by Lemma 4.2. Inserting those estimates back into (5.7) and applying Lemma 3.1 implies the integration-by-parts formula (5.3). Finally, we are going to prove the integration-by-parts formula (5.4). Consider the following term
The first and the third term on the right-hand cancel each other. Calculating the weak time derivatives of the products gives
In the the first term of the line (5.8) the direktor of the measure-valued solution is again approximated by a sequence
. For this approximations, the following integration-by-parts is valid
The boundary terms vanish, since φ ∈ C ∞ c (0, T ) and since the prescribed boundary value for d d d n is constant in time, so that is time derivative vanishes. Going to the limit in the approximation gives
Adding and subtracting the terms
We observe that the last two terms of the lines (5.10d) and (5.10e) can be estimated by
The line (5.10a) can be estimated by
The remaining terms of the right-hand side of (5.10), in line (5.10b) and in line (5.10c) are considered further on. Due to Lemma 4.2 we see
Considering now the difference of the right-hand side of the above equality and the desired terms due to the integration-by-parts formula (5.4), we get for the terms of the lines (5.4b) and (5.11a) 12) as well as for the terms of the lines (5.4d), (5.4e) and the first term in line (5.11b)
(5.13) Simmilar, we get for the terms in line (5.4c) subtracted from the second term in line (5.11b) that
(5.14)
We recognise that the first term on the right hand side of (5.12) can be estimated by Lemma 4.2, The last term of equation (5.12) can, via an integration-by-parts, be expressed as
First we consider the difference of the right-hand side of (5.13) and the terms of line (5.15a):
This can now be estimated by
All the terms on the right-hand side can be bounded due to Lemma 4.1.
Weak-strong uniqueness for measure-valued solutions to the Ericksen-Leslie model
The last line of (5.14) and (5.15b) can expressed as
Estimating the right hand side gives
which can be bounded due to Lemma 4.1 by the relative Energy. Putting all the estimates back into (5.10) and using Lemma 3.1 gives the asserted integration-by-parts formula (5.4). 
holds for a.e. t ∈ (0, T ).
Proof. First, we observe that the integration-by-parts formulae of Lemma 5.1 holds true for
A standard lemma (see Lions and Magenes [35, p. 297] 
). Together, we can estimate
and the limit s → 0 vanishes due to the weak convergence of the gradient of d d d and the strong convergence of the other terms. The additional terms depending on s in(5.2), (5.3) and (5.4) can be handled similar, even somehow simpler since they are more regular. For the term (5.4a) depending on t we observe that we can represent it due to (2.12) almost everywhere via the generalized gradient Young measure (see Definition (2)) and apply Youngs inequality
Remark that the defect measure m t is a positive measure, m t ∈ M + (Ω). The constant k is chosen small enough, such that
The second term on the right-hand side can be estimated by formula (5.2). Adding the integration-by-parts formulae (5.1), (5.2) and (5.4) for s = 0 and estimating the term in line (5.4a) by (5.17) implies the assertion (5.16). Therefore, the definitions (2.9) and (2.11c) of the variational derivatives are inserted for the strong solution and the measure-valued solution, respectively.
Proof of the main result
The following lemma implies the main result Theorem 2.1 and is proven in this Section. 
where K is bounded in L 1 (0, T ). Proof. Considering the relative energy, we observe
We insert the energy inequality for the measure-valued solution and the energy equality for the strong solution. Adding the integral over the relative dissipation gives
Using Corollary 5.1 gives
Regarding the terms incorporating the initial values, we see
In the next step, we use that 
S S S T F S S S (h h h,S S S)
Using Corollary 3.1 and equation (2.11b) to replace the term e e e shows 
Using Corollary 3.1 and equation (2.1b) to replace the termẽ e e shows
Inserting the equations (6.4) and (6.5) in (6.3) gives
The terms are estimated individually by integrals over E and W . We start with I 1 . After rearranging one can estimate
The term I 2 can be rearranged as
It is thus possible to estimate I 2 by
Regarding the term I 3 we observe
Similar, the term I 4 can be rearranged
The term I 5 can be rearranged as
Using the simple reformulation
the first line of the right-hand side of (6.6) can be rearranged to
For I 5 and I 6 together we have
For the term I 8 we observe (see Section 1)
Comparing the terms I 7 and I 8 with I 2 and I 3 , we see
The appearing terms I 7 and I 8 can, hence, be estimated as in the cases of I 2 and I 3 . The definition of the variational derivative(2.9) and the derivative ∂ F /∂∇d d d of the free energy potential inserted in the term I 9 gives Thus, the term J 1 can be estimated by 
The three terms abbreviate the three lines. For the first two lines, going to the limit in the sense of generalized Young measures shows ν s , |S S S − ∇d d d|
Together we get for the term I 9
At last, the term I 10 can be estimated by
Finally, we insert everything back into (6.3). We end up with
Since the constants are assumed to fulfil the dissipative relation (2.2f) we can find a real number ζ ∈ (0, 1) such that (µ 2 + µ 3 ) − λ ≤ ζ 2 4(µ 5 + µ 6 − λ (µ 2 + µ 3 )). 
The last term on the right hand side can be written as
such that we get the following estimate
We now choose δ sufficiently small, such that δ ≤ (1 − ζ ). The assertion of Proposition 6.1 immediately follows from Gronwalls estimate. (A.1)
A Appendix
