Abstract. Using Phylogenetic Algebraic Geometry, we analyze computationally the phylogenetic tree of subfamilies of the Indo-European language family, using data of syntactic structures. The two main sources of syntactic data are the SSWL database and Longobardi's recent data of syntactic parameters. We compute phylogenetic invariants and likelihood functions for two sets of Germanic languages, a set of Romance languages, a set of Slavic languages and a set of early Indo-European languages, and we compare the results with what is known through historical linguistics.
Introduction
The use of commutative algebra and algebraic geometry in the study of phylogenetic trees and networks was developed in recent years in the context of biological applications, see [23] , [24] . We argue in this paper that these methods have advantages over the other methods of phylogenetic reconstruction, such as Hamming distance and neighborhood joining, when applied to the computational study of phylogenetic trees of world languages based on syntactic data. Computational studies of phylogenetics in Linguistics have been carried out recently in [2] , [35] , using lexical and morphological data and in [18] , [19] using syntactic data.
The main advantages of the algebro-geometric approach presented here can be summarized as follows.
(1) The use of phylogenetic algebraic geometry to select a best candidate tree avoids some of the well known possible problems (see Chapter 5 of [34] ) that can occur in phylogenetic reconstructions based on Hamming distance and neighborhood-joining methods. While such methods were used successfully in phylogenetic inference using syntactic data in [18] and [19] , we argue that the geometric methods provides additional useful information, as explained below. (2) Phylogenetic algebraic geometry associates an actual geometric object to a best candidate phylogenetic tree T , together with a boundary probability distribution at the leaves P = (p i 1 ...in ) derived from the data. This geometric object consists of a pair (V T , x T,P ) of an algebraic variety V T , which depends on the tree topology, and a point x T,P ∈ V T on it, which depends on both the tree T and the boundary distribution P . Unlike what happens with other phylogenetic methods that only provide a best candidate tree T , the geometry (V T , x T,P ) contains more information: the position of the point P on the variety V T encodes information about the distribution of the binary syntactic features across the language family. For example, one can have different language families with topologically equivalent phylogenetic trees. In this case one obtains two different points on the same variety V T whose relative positions encode in a quantitative geometric way the difference between how the evolution of syntactic feature happened historically in the two families. ( 3) The point x T,P is constrained to lie on the locus of real points V T (R) of the complex algebraic variety V T , and in particular on the sublocus V T (R + ) of nonnegative real coordinates, since it is defined by a probability distribution. In several cases, especially when analyzing sufficiently small trees, V T turns out to be a classical and well studied algebraic variety, as in the case of the Secant varieties of Segre embeddings of products of projective spaces that we encounter in this paper. In such cases, there are usually well understood and interesting geometric subvarieties of V T and one can gain further insight by understanding when the point x T,P lies on some of these subvarieties, in addition to being contained in the real locus. For example, this may suggest compatibility of the boundary distribution P with respect to certain splitting of the tree into subfamilies and subtrees, which may provide additional information on the underlying historical linguistics.
(4) The algebro-geometric method is compatible with admixtures and with phylogenetic networks that are not necessarily trees. The algebraic varieties involved in this setting are different from the phylogenetic varieties of trees V T discussed here, but they are analyzed with a similar method. The algebro-geometric formalism necessary to the discussion of more general phylogenetic networks is discussed in [25] and [6] .
1.1. Phylogenetics and syntactic data. The use of syntactic data for phylogenetic reconstruction of language families was developed in previous work of Longobardi and collaborators, [18] , [19] , see also [16] , [17] . Computational phylogenetic reconstructions of language family trees based on lexical and morphological data were also obtained in [2] , [35] . It is well known that the use of lexical data, in the form of Swadesh lists, is subject to issues related to synonyms, loan words, and false positives, that may affect the measure of proximity between languages. Morphological information is much more robust, but its encoding into binary data is not always straightforward. Syntactic data, on the other hand, are usually classified in terms of binary variables (syntactic parameters), and provide a robust information about language structure. Thus, we believe that syntactic data should be especially suitable for the use of computational methods in historical linguistics.
In [33] it was shown that, when using syntactic data of the SSWL database [37] with Hamming distances and neighborhood joining methods to construct linguistic phylogenetic trees, several kinds of errors typically occur. These are mostly due to a combination of two main factors:
• the fact that at present the SSWL data are very non-uniformly mapped across languages;
• errors propagated by the use of neighborhood-joining algorithms based on the Hamming distance between the strings of syntactic variables recorded in the SSWL data.
An additional source of problems is linguistic in nature, namely the existence of languages lying in historically unrelated families that can have greater similarity than expected at the level of their syntactic structures. Another possible source of problems is due to the structure of the SSWL database itself, where the syntactic binary variable recorded are not what linguists would consider to be actual syntactic parameter in the sense of the Principles and Parameters model [7] , [8] , see also [31] : there are conflations of deep and surface structures that make the syntactic variables of the SSWL data potentially problematic from the linguistic perspective. However, it was also shown in [33] that several of these problems that occur in a naive use of computational phylogenetic methods can be avoided by a more careful analysis. Namely, some preliminary evidence is given in [33] that, when a naive phylogenetic reconstruction applied simultaneously to the entire SSWL database is replaced by a more careful analysis applied to smaller groups of languages that are more uniformly mapped in the database, the phylogenetic invariants of Phylogenetic Algebraic Geometry can identify the correct phylogenetic tree, despite the imperfect nature of the SSWL data. The method of Phylogenetic Algebraic Geometry that we refer to here was developed in [23] , [24] for applications to mathematical biology, see also a short survey in [3] .
In the present paper we focus on certain subfamilies of the Indo-European language family, in particular the Germanic languages, the Romance languages, and the Slavic languages. We apply the Phylogenetic Algebraic Geometry method, by computing the phylogenetic invariants for candidate trees, and the likelihood function. We compare the results obtained by applying this method to the SSWL data and to a more recent set of data of syntactic parameters collected by Longobardi [15] , which are a largely extended version of the data previously available in [18] .
We list here the specific historical linguistics settings that we analyze in this paper.
1.2. The Germanic family tree. We consider the following two sets of Germanic languages:
(1) S 1 (G) = { Dutch, German, English, Faroese, Icelandic, Swedish } (2) S 2 (G) = { Norwegian, Danish, Icelandic, German, English, Gothic, Old English }.
The first one only consists of modern languages, while in the second one we have included the data of the two ancient languages Gothic and Old English. We analyze the first set S 1 (G) with the SSWL data, and we analyze the second set first using the new Longobardi data and then using the SSWL data. In both cases we first generate candidate trees using the software package PHYLIP [36] , then using the Phylogenetic Algebraic Geometry method we compute the phylogenetic invariants and the likelihood function for these candidate trees and we select the best candidate.
We show that, for the set S 1 (G), the phylogenetic invariants suggest the correct tree among the six candidates generated by PHYLIP, which is confirmed by the likelihood computation via the Euclidean distance. The topology of this tree correctly corresponds to the known historical subdivision of the Germanic languages into West Germanic and North Germanic and the relative proximity of the given languages within these subtrees. For the other set S 2 (G) of seven languages, which are common to both databases, we also find that the phylogenetic invariants computed on a subset of the Longobardi syntactic data point to the correct best candidate tree, which is confirmed by the evaluation of the Euclidean distance, while with the SSWL data the phylogenetic invariants alone are unable to distinguish between the candidate PHYLIP trees, even if the set of SSWL data is larger, while the Euclidean distance still correctly selects the right candidate tree. This presumably reflects the presence of a large number of dependencies in the SSWL variables.
1.3. The Romance family tree. The case of the Romance languages is an interesting example of the limitations of these methods of phylogenetic reconstructions. We considered as set of languages Latin, Romanian, Italian, French, Spanish, and Portugues, and we used a combination of the SSWL and the Longobardi data. We find that PHYLIP produces a unique candidate tree, which is however not the one that is considered historically correct. We compute the phylogenetic invariants and the Euclidean distance for both the PHYLIP tree and the historically correct tree. The phylogenetic invariants are smaller for the PHYLIP tree, while the more reliable indicator given by the Euclidean distance favors the historically correct tree.
In the last section of the paper we discuss a possible issue of the direct application of this algebraic phylogenetic method to syntax, which is caused by neglecting relations between syntactic parameters and treating them, in this model, like independent random variables. We suggest possible ways to correct for these discrepancies, which will be analyzed in future work. We expect that discrepancies like the one arising in this analysis of the Romance languages, or of the case of the Indo-European languages discussed later in the paper, may be resolved by a better approach taking syntactic relations into account.
The Slavic family tree.
We also analyze with the same method the phylogenetic tree of a group of Slavic languages for which we use a combination of SSWL data and the data of [18] : Russian, Polish, Slovenian, Serb-Croatian, Bulgarian. For this set of languages, PHYLIP applied to the combined syntactic data produces five candidate trees with inequivalent topologies. Using the phylogenetic invariants we distinguish the last three as being preferable to the first two, while the likelihood estimated by the Euclidean distance correctly selects the third one as the linguistically accurate tree.
1.5. The early Indo-European branchings and the Indo-European controversy. The use of computational methods in historical linguistics has been the focus of considerable attention, and controversy, in recent years, due to claims made in the papers [12] , [4] regarding the phylogenetic tree of the Indo-European languages, based on a computational analysis of trees obtained from distances between binary data based on lexical lists and cognate words. While this method of computational analysis of language families has been considered in various contexts (see [11] for a collection of contributions), the result announced in [12] , [4] appeared to contradict several results obtained by historical linguists by other methods, hence the ensuing controversy, see [27] . For comparison, a different reconstruction of the Indo-European tree, carried out by computational methods that incorporate lexical, phonological, and morphological data, was obtained by Ringe, Warnow, and Taylor [30] . Neither of these computational analysis makes any use of syntactic data about the Indo-European languages.
We focus here on some specific issues that occur in the phylogenetic tree of [4] compared with that of [30] :
• The relative positions of the Greco-Armenian subtrees;
• The position of Albanian in the tree;
• The relative positions of these languages with respect to the Anatolian-Tocharian subtrees. This means that we neglect several other branches of the Indo-European tree analyzed in [4] and in [30] and we focus on a five-leaf binary tree with leaves corresponding to the languages: Hittite, Tocharian, Albanian, Armenian, and Greek. We will consider the tree topologies for this subset of languages resulting from the trees of [4] and [30] and we will select between them on the basis of Phylogenetic Algebraic Geometry. The set of languages considered here (Hittite, Tocharian, Albanian, Armenian, Greek) are listed in the SSWL database [37] , while not all of them are present in the Longobardi data [15] . Thus, in this case we have to base our analysis on the SSWL data. With the exception of Armenian and Greek, which are extensively mapped in the database, the remaining languages (especially Tocharian and Hittite) are very poorly mapped, and the set of parameters that are completely mapped for all of them is very small, hence the resulting analysis should not be considered very reliable, due to this significant problem.
Nonetheless, we compute the phylogenetic invariants for the Gray-Atkins tree and for the RingeWarnow-Taylor tree and we also compute the likelihood using the Euclidean distance function to the relevant phylogenetic algebraic variety. We find that, while the naive test given by evaluating the phylogenetic invariants appears to prefer the Gray-Atkins tree, the more accurate estimator given by the Euclidean distance selects the linguistically more accurate Ringe-Warnow-Taylor tree.
Phylogenetic Algebraic Varieties and Invariants
Before we proceed to the analysis of the two sets of languages listed above, we recall briefly the notation and the results we will be using from phylogenetic algebraic geometry, see [1] , [23] , [24] . We also discuss the limits of the applicability of this method to syntactic data of languages and some approaches to improve the method accordingly.
In order to apply the algebro-geometric approach, we think of each binary syntactic variable as a dynamical variable governed by a Markov process on a binary tree, in the Jukes-Cantor model. The model parameters (π, M e ) consist of a probability distribution (π, 1 − π) at the root vertex (the frequency of expression of the 0 and 1 values of the syntactic binary variables at the root) and bistochastic transition matrices
1 − p e along the edges.
For a binary tree with n leaves, the boundary distribution P = (p i 1 ,...,in ) counts the frequencies of the occurrences of binary vectors (i 1 , . . . , i n ) ∈ {0, 1}
n of values of the binary syntactic variables for the languages { 1 , . . . , n } at the leaves of the tree. If N is the total number of syntactic binary variables available in the database (counting only those that are completely mapped for all the n languages consdiered) and n i 1 ,...,in is the number of occurrences of the binary vector (i 1 , . . . , i n ) in the list of values of the N syntactic variables for these n languages, then the frequencies in P are given by
The boundary distribution is a polynomial function of the model parameters
, with a sum over "histories", that is, paths in the tree. This determines a polynomial map of affine spaces
where 4n − 5 is the number of model parameters for a binary tree T with n-leaves and binary variables. Dually, the kernel of the map of polynomial rings
defines the phylogenetic ideal I T . This corresponds geometrically to the phylogenetic algebraic variety V T .
It is proved in [1] that, for the Jukes-Cantor model with binary variables, the phylogenetic ideal I T is generated by all the 3 × 3-minors of all the flattenings of the tensor P = (p i 1 ,...,in ). There is one such flattening for each internal edge of the binary tree, where each internal edge corresponds to a subdivision of the leaves into a disjoint union of two sets of cardinality r and n − r. The flattening is a 2 r × 2 n−r matrix defined by setting
where P is the boundary distribution. The terminology corresponds to the fact that an n-tensor P is "flattened" into a collection of 2-tensors (matrices).
These generators of the phylogenetic ideal can then be used as a test for the validity of a candidate phylogenetic tree. If the tree is a valid phylogenetic reconstruction, then the boundary distribution P = (p i 1 ,...,in ) should be a zero of all the polynomials in the phylogenetic ideal (or very close to being a zero, allowing for a small error margin).
2.1. Phylogenetic Invariants. The generators φ T of the phylogenetic ideal I T , which by the Allman-Rhodes theorem [1] are given by all the 3 × 3-minors det(M ) of the flattening matrices Flat e,T . To every candidate tree, we associate a computation of a discrepancy
which we also write in a shorthand notation as δ T (P ) = max φ T |φ T (P )|. This measures, in a sense, how much the boundary distribution P fails to satisfy the constraints φ T (P ) = 0 for a model tree T . While, as we recall below, there are better notions of an actual distance of the point P from the variety V T , like the maximum likelihood estimation, we also compute the discrepancy δ T (P ) as a possible quantitative measure of how much the observed distribution P of the syntactic parameters for the languages at the leaves of the candidate tree T differ from a distribution obtained by the evolution of identically distributed independent random variables evolving according to a Markov model on the tree. Since one of the important points we wish to investigate is how relations between syntactic parameters affect their behavior as random variables in dynamical models of language change and evolution, we will regard the quantity δ T (P ) as one of the numerical indicators of the discrepancy from the stardard i.i.d. Markov model assumption. Thus, if given two candidate trees we find that one of them has a lower value of δ T (P ), we think of that tree as better approximating the i.i.d. Markov model behavior.
On the other hand, in order to compare different candidate trees T for the given boundary distribution P , we cannot rely only on the computation of the phylogenetic invariants and the discrepancy δ T (P ), and we need a suitable metric measuring the distance of the point P from the phylogenetic algebraic variety V T . To this purpose, we use the singular value decomposition and the Eckart-Young theorem evaluating the Euclidean distance to a determinantal variety, see [9] , [23] .
2.2. Likelihood estimate: Euclidean distance. As a way to compare different candidate trees and select the best possible candidate, we want to compute the Euclidean distance, in an ambient affine space, between the point P given by the boundary distribution and the variety V T associated to the candidate tree T . We conclude that the tree realizing the smallest distance will be our favorite candidate.
As we discuss explicitly in § §3.5, 3.10, the computation of the distance to V T can be reduced to distances of some of the flattening matrices of T to certain Segre and Secant varieties, namely determinantal varieties of rank one and two. Thus, we can compute the Euclidean distance using the Eckart-Young theorem for determinantal varieties, as shown in Example 2.3 of [9] .
The Eckart-Young theorem describes a low-rank approximation problem, namely minimizing the Euclidean distance M − M between a given n × m matrix M , seen as a vector in R nm , and an n × m matrix M with rank(M ) ≤ k, for a given k ≤ n ≤ m. One considers the singular decomposition M = U ΣV where Σ is an n × m diagonal matrix Σ = diag(σ 1 , . . . , σ n ) and σ 1 ≥ σ 2 ≥ · · · ≥ σ n ≥ 0, and where U and V are, respectively n × n and m × m orthogonal matrices. Then the minimum of the distance M − M is realized by M = U Σ V where Σ = diag(σ 1 , . . . , σ k , 0, . . . , 0) with the distance given by
This can equivalently be stated as the fact that the minimum distance between a given n × m matrix M and the determinantal variety D k (n, m) of n × m matrices of rank ≤ k is given by
where the σ i are the singular values of M . The point M realizing the minimum is unique iff σ k+1 = σ k .
2.3.
Limits of applicability to Syntax. One of the purposes of this paper is also to better understand the limits of the applicability of these phylogenetic models to syntactic data. One of the main assumptions that need to be more carefully questioned is treating syntactic parameters as equally distributed independent random variables evolving under the same Markov model on the tree. We know that there are relations between syntactic parameters. While the complete structure of the relations is not known, and is in fact one of the crucial questions in the field, one can detect the presence of relations through various computational methods applied to the available syntactic data.
In [20] and [32] , a quantitative test was devised, aimed at measuring how the distribution of syntactic parameters over a group of languages differs from the result of equally distributed independent random variables. Using coding theory, one associates a binary code to the set of syntactic parameters of a given group of languages and computes the position of the resulting code in the space of code parameters (the relative rate of the code and its relative minimum distance). If the distribution of the syntactic features across languages were the effect of an evolution of identically distributed independent random variables, one would expect to find the code points in the region of the space of code parameters populated by random codes in the Shannon random code ensembles, that is, in the region below the Gilbert-Varshamov curve. However, what one finds (see [32] ) is the presence of may outliers that are not only above the Gilbert-Varshamov curve, but even above the symptotic bound and the Plotkin bound. This provides quantitative evidence for the fact that the evolutionary process that leads to the boundary distribution P of code parameters may differ significantly from the hypothesis of the phylogenetic model.
In [26] it was shown, using Kanerva networks, that different syntactic parameters in the SSWL database have different degrees of recoverability, which can be seen as another numerical indicator of the presence of relations, with parameters with lower recoverability counting as closer to being truly independent variables and those with higher recoverability seen as dependent variables. One possible modification of the evolutionary model on the phylogenetic tree may then be obtained by computing the observed distribution P at the leaves, by introducing different weights for the different parameters, which depend on the recoverability factor, so that parameters that are more likely to be independent variables would weight more in determining the boundary distribution and parameters that have higher recoverability, and are therefore considered dependent variables, would contribute less to determining P .
A further issue worth mentioning, though we will not discuss it in this paper, is whether the hypothesis that the evolutionary dynamics happens on a tree is the best model. There are more general phylogenetic reconstruction techniques based on graphs that are not trees, see [13] and the algebro-geometric models in [6] . It was shown in [28] that the persistent topology of the SSWL data of some language families (the Indo-European) contain non-trivial persistent generators of the H 1 homology group. While the persistent generators of H 0 appear to be related to the structure of a candidate phylogenetic tree, the presence of a persistent H 1 points to the presence of loops, hence to graphs that are not trees. Persistent generators of the H 1 are also visible in the Longobardi data. This will be further discussed in [29] .
We discuss some possible modifications of the evolutionary Markov model on the tree in the last section of the paper.
Phylogenetic Algebraic Varieties of the Germanic language family
As discussed in the Introduction, we first analyze the phylogenetic tree for the set of Germanic languages S 1 (G): Dutch, German, English, Faroese, Icelandic, and Swedish.
These six languages are mapped with different levels of accuracy in the SSWL database: we have Dutch (100%), German (75%), English (75%), Faroese (62%), Icelandic (62%), Swedish (75%). There are 90 syntactic variables that are completely mapped for all of these six languages: the list is reported in Appendix A. We will use only these 90 variables for the analysis carried out here.
We then consider the set S 2 (G) consisting of seven Germanic languages: Norwegian, Danish, Icelandic, German, English, Gothic, Old English. These are chosen so that they are covered by both the SSWL database [37] and the new data of Longobardi [15] , and so that they contain some ancient languages, in addition to modern languages situated on both the West and the North Germanic branches. In this way we can test both the effect of using different syntactic data and the effect of including ancient languages and their relation to problem of the location of the root vertex mentioned above.
The Germanic languages in the set S 2 (G) have a total of 68 SSWL variables that are completely mapped for all the seven languages in the set. This is significantly smaller than the 90 variables used for the set S 1 (G). This does not depend on the languages being poorly mapped: the levels of accuracy are comparable with the previous set with Danish (76%), Norwegian (75%), German (75%), English (75%), Old English (75%) Icelandic (62%), Gothic (62%). However, the regions of the overall 115 SSWL variables that are mapped is less uniform across this set of languages creating a smaller overlap. The set of completely mapped SSWL variables for this set of languages is reported in Appendix B.
3.1. Candidate PHYLIP trees. When using the full but incomplete data for these six Germanic languages, we obtain with PHYLIP a list of six candidate phylogenetic trees, respectively given (in bracket notation) by
where 1 =Dutch, 2 =German, 3 =English, 4 =Faroese, 5 =Icelandic, 6 =Swedish. The first tree pars1 is a binary tree of the form The second tree pars2, given above in Newick representation, is not a binary tree,
The third tree pars3 produced by PHYLIP is also not a binary tree, The tree bnb1 is again a binary tree
The tree bnb2 is also binary, given by
The tree bnb3 is also binary and given by Note how all of these candidate trees agree on the proximity of Dutch and German ( 1 and 2 ) and of Faroese and Icelandic ( 4 and 5 ), while they differ in the relative placement of these two pairs with respect to one another and with respect to the two remaining languages, English and Swedish.
In phylogenetic linguistics the presence of a non-binary tree denotes an ambiguity, which should eventually be resolved into one of its possible binary splittings. As shown in [10] , the phylogenetic algebraic variety of a non-binary tree can be seen as the intersection of the phylogenetic algebraic varieties of all of its possible binary splittings. Thus, the phylogenetic ideal (for the binary JukesCantor model) is generated by all the 3 × 3 minors of all the flattening matrices of all the binary splittings of the given non-binary tree. Being the intersection of the varieties defined by each of the binary splittings corresponds exactly to the notion of ambiguity mentioned above.
For a non-binary tree A B C the three possible binary splittings are A B C and A B C and A C B
. Thus, for the tree pars2 we obtain the three binary trees Note, however, that these three binary trees are equivalent up to a shift in the position of the root, which however does not affect the phylogenetic invariants, see [1] and Proposition 2.16 in [3] . Thus, we need only consider one of them for the purpose of computing the generators of the phylogenetic ideal. For the tree pars3 we obtain the three binary trees Again these three binary trees only differ by a shift the position of the root, which does not affect the computation of the phylogenetic invariants, hence we need only consider one of them for that purpose. Notice, moreover, that the binary tree bnb1 is the same as the second binary tree for pars2. Also the tree bnb2 has the same topology as the tree pars1, up to a shift in the position of the root, which does not affect the phylogenetic invariants. Similarly, the tree bnb3 is the same as the second binary tree of pars3.
All of the binary trees considered here have three internal edges, hence all of them have three flattenings Flat e (P ) of the boundary distribution P = (p i 1 ,...,i 6 ).
• The flattenings for pars1 are given by a 4 × 16 matrix Flat e 1 (P ), an 8 × 8 matrix Flat e 2 (P ) and a 16 × 4 matrix Flat e 3 (P ). These correspond to the separating the leaves into two components when deleting the internal edge e i according to
• The flattenings for any of the three binary trees for pars2 are also given by a 4 × 16 matrix Flat e 1 (P ), an 8 × 8 matrix Flat e 2 (P ) and a 16 × 4 matrix Flat e 3 (P ), which in this case correspond to the subdivisions
}, which only differ from the previous case in the e 2 flattening.
• The flattenings for any of the three binary trees for pars3 are given by a 4 × 16 matrix Flat e 1 (P ), a 16 × 4 matrix Flat e 2 (P ) and a 16 × 4 matrix Flat e 3 (P ), which correspond to the subdivisions
• The bnb1 tree is the same as one of binary trees for pars2, hence their flattenings are also the same.
• The flattenings for bnb2 are the same as the flattening of pars1, since the two tree differ only by a shift in the position of the root vertex.
• The bnb3 tree is the same as one of binary trees for pars3, hence their flattenings are also the same.
Thus, in order to compare the phylogenetic invariants of these various trees, we need to compute the 3 × 3 minors of the matrices Flat e (P ) for the splittings
We will compute these in the next subsection.
3.2. Flattenings. As discussed above, there are five matrices Flat e (P ) that occur in the computation of the phylogenetic ideals of the candidate phylogenetic trees listed above. In fact, we do not need to compute all of them, as some occur in all the trees, hence do not contribute to distinguishing between them. This corresponds to the observation we already made above, that all the candidate trees agree on the proximity of 1 and 2 and of 4 and 5 .
• The 4 × 16 matrix Flat { 1 , 2 }∪{ 3 , 4 , 5 , 6 } (P ), contributes to the phylogenetic ideals of all the trees, hence it will not help discriminate between them.
• The same is true about the 16
• The 8×8 matrix Flat { 1 , 2 , 6 }∪{ 3 , 4 , 5 } (P ) contributes to the phylogenetic invariants of pars1 and bnb2. It is given by 
contributes to the phylogenetic invariants of pars2 and bnb1 and it is given by 
} (P ) contributes to the phylogenetic invariants of pars3 and bnb3 and is given by 
3. Boundary distribution and phylogenetic inavariants. Next we compute the boundary distribution P = (p i 1 ,...,i 6 ) of the syntactic variables. We use only the 90 completely mapped syntactic variables, for which we find occurrences n 110111 = 3 n 000011 = 1 n 000010 = 4 n 000000 = 40 n 110000 = 2 n 001110 = 1 n 000100 = 2 n 111111 = 22 n 111110 = 1 n 000110 = 1 n 111101 = 3 n 100000 = 2 n 010000 = 1 n 111001 = 2 n 110110 = 1 n 010111 = 1 n 001000 = 2 n 000111 = 1 while all the remaining cases do not occur, n i 1 ,...,i 6 = 0 for (i 1 , . . . , i n ) not in the above list.
With the boundary distribution determined by the occurrences above the three matrices of 
The evalutation of the 3 × 3 minors of these three matrices gives for the second one. Thus, in terms of the evaluation of the phylogenetic invariants, the binary trees of pars2 and the binary tree bnb1 are favorite over the other possibilities. (We discuss the position of the root vertex below.) However, the discrepancy δ T (P ) measured in this way is not an actual distance function. We compute the Euclidean distance function in §3.6.
3.4.
The problem with the root vertex. As we have seen above, the computation of the phylogenetic invariants helps selecting between different candidate tree topologies. However, the phylogenetic invariants by themselves are insensitive to changing the position of the root in binary trees with the same topology. In terms of phylogenetic inference about Linguistics, however, it is important to locate more precisely where the root vertex should be. In the case of languages belonging to a subfamily of the Indo-European languages this can be done, as in the example we discussed in [33] , by introducing the data of some of the ancient languages in the same subfamily as a new leaf of the tree, that will help locating more precisely the root vertex of the original tree based on the modern languages. For language families for which there are no data of ancient languages available, however, this kind of phylogenetic analysis will only identify a tree topology as an unrooted binary tree. We will return to this point in the following section, where we analyze the set S 2 (G) which includes two ancient languages.
3.5. Varieties. In the discussion above we reduced the question of distringuishing between the candidate trees to an evaluation of the phylogenetic invariants coming from the 3×3 minors of one of the three matrices Flat
In the first two cases, the phylogenetic ideal defines the 28-dimensional determinantal variety of all 8 × 8 matrices of rank at most two, while in the third case the phylogenetic ideal defines the 36-dimensional determinantal variety of all 16 × 4 matrices of rank at most two, [5] . These are not the actual phylogenetic varieties associated to the candidate trees, which are further cut out by the remaining equations coming from the 3 × 3 minors of the other flattenings Flat
and Flat { 1 , 2 , 3 , 6 }∪{ 4 , 5 } (P ). The varieties associated to each individual tree are intersections of three different determinantal varieties inside a common ambient space A 2 6 , or when considered projectively (all the polynomials defining the phylogenetic ideals are homogeneous) in P 2 6 −1 .
In the case of the trees considered here, two of the three determinantal varieties stay the same, since the flattenings Flat { 1 , 2 }∪{ 3 , 4 , 5 , 6 } (P ), and Flat { 1 , 2 , 3 , 6 }∪{ 4 , 5 } (P ) are common to all candidate trees, while the third component varies among the three choices determined by the flattenings
In general, let D r (n, m) denote the determinantal variety of n × m matrices of rank ≤ r. As an affine subvariety in A nm it has dimension r(n + m − r). It will be convenient to consider D r (n, m) as a projective subvariety of P nm−1 , though we will maintain the same notation. In the case r = 1, the determinantal variety D 1 (n, m) is the Segre variety S(n, m) given by the embedding
In the case r = 2 the determinantal variety D 2 (n, m) is the secant variety of lines (chord variety) Sec(S(n, m)) of the Segre variety S(n, m), see §9 of [14] .
Thus, we obtain the following simple geometric description of the three cases considered above: 
The evaluation of the phylogenetic invariants at the boundary distribution determined by the SSWL data selects the second choice, Sec(S (8, 8) ) with the Segre embedding u i 1 ,...,i 6 = x i 1 ,i 2 ,i 3 y i 4 ,i 5 ,i 6 .
As a general procedure, given a subfamily of languages, { 1 , . . . , n } and a set of candidate phylogenetic trees T 1 , . . . , T m produced by computational methods from the syntactic variables of these n languages, one can construct with the method above a collection Y 1 , . . . , Y m of algebraic varieties, where each Y k associated to the tree T k is obtained by considering the determinantal varieties associated to all those flattenings Flat e (P ) of T k that are not common to all the other trees T j .
The test for selecting one of the candidate trees, given the boundary distribution P = (p i 1 ,...,in ) of the syntactic variables, is then to estimate which of the varieties Y k the point P is closest to, where a suitable test of closeness is used, for instance through the likelihood function. Assuming that this procedure does not result in ambiguities (that is, that there is a unique closest Y k to the given distribution P ), then this method selects a best candidate T among the m trees T k . It also selects an associated algebraic variety Y = Y (T ), which is larger than the usual phylogenetic algebraic variety X T of T , since we have neglected flattenings that occur simultaneously in all the m candidate trees T k .
3.6. The likelihood estimate: Euclidean distance. According to the discussion of the previous subsection, on the geometry of the varieties involved in distinguishing between the candidate trees, we compute here
• the Euclidean distance of the point Flat 8, 8) ),
• the Euclidean distance of the point Flat { 1 , 2 , 4 , 5 }∪{ 3 , 6 } (P ) from the determinantal variety D 2 (16, 4) = Sec(S (16, 4) ).
Using the Eckart-Young theorem, we compute these distances using the singular values of these three matrices. These are given by
Using (2.5) we then obtain
The second Euclidean distance is the smallest, hence this more reliable distance test again favors the binary trees of pars2 and the binary tree bnb1.
3.7.
The West/North Germanic split from SSWL data. Note that the tree topology selected in this way, which (up to the position of the root vertex) is equivalent to the tree Swedish Icelandic Faroese English Dutch German is also the generally acknowledged correct subdivision of the Germanic languages into the North Germanic and the West Germanic sub-branches. The North Germanic in turn splits into a subbrach that contains Swedish (but also Danish which we have not included here) and another that contains Icelandic and Faroese (and also Norwegian, which we have not included, in order to keep the number of leaves more manageable). The West Germanic branch is split into the Anglo-Frisian sub-branch (of which here we are only considering English, but which should also contain Frisian) and the Netherlandic-Germanic branch that contains Dutch and German. Thus, the analysis through phylogenetic invariants and Euclidean distance has selected the correct tree topology among the candidates produced by the computational analysis of the SSWL data obtained with PHYLIP. Figure 1 . PHYLIP output trees of Germanic languages for the set S 2 (G) based on the Longobardi data.
3.8. Longobardi data and phylogenetic invariants of Germanic Languages. Now we analyze the set S 2 (G) consisting of Norwegian, Danish, Icelandic, German, English, Gothic, and Old English, using the syntactic parameters collected in the new data of Longobardi [15] . The DNA parsimony algorithm of PHYLIP based solely on the new Longobardi data produces a single candidate phylogenetic tree for the set S 2 (G) of Germanic languages, shown in Figure 1 .
In fact, because of the presence of vertices of higher valence in this tree, one should resolve it into the possible binary trees and compare the resulting candidates. Moreover, the placement of the ancient languages as "leaves" of the tree is an artifact, and needs to be resolved into the appropriate placement of the root of the binary trees.
In particular, this means that we are going to consider possible candidate trees of the following form, where we set 1 = Norwegian, 2 = Danish, 3 = Gothic, 4 = Old English, 5 = Icelandic, 6 = English, 7 = German.
(1) The first candidate tree T 1 (G) has Icelandic (incorrectly) grouped together with the West Germanic (German, English) instead of the North Germanic (Norwegian, Danish) languages. The labels 3 and 4 should be thought of not as leaves but as intermediate vertices placed, respectively, above the { 1 , 2 } subtree and above the { 5 , 6 , 7 } subtree. (2) The second candidate tree T 2 (G) has the same structure as the previous list (with the incorrect placement of Icelandic), but with the reversed placement of the two ancient languages 3 and 4 , this time with Old English placed at the top of the North Germanic instead of the West Germanic subtree:
(3) The third candidate tree T 3 (G) has the correct placement of Icelandic in the North Germanic subtree, with Gothic above the North Germanic and Old English above the West Germanic subtrees: When considering the new Longobardi data for the purpose of computing phylogenetic invariants, we need to eliminate from the list all those parameters that have value either 0 (undefined in the terminology of Longobardi's data table) or ? (unknown) 1, 1, 1, 1, 0, 1, 1, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 1, 1, 1, 0 and all other p a 1 ···a 7 = 0. We need to consider Flattenings of the boundary tensor P = (p a 1 ···a 7 ) of the form
Note that we do not need to consider the flattenings Flat { 6 , 7 }∪{ 1 , 2 , 3 , 4 , 5 } and Flat { 1 , 2 }∪{ 3 , 4 , 5 , 6 , 6 } , as these are common to all the candidate trees and would not help discriminating between them. All the flattenings above correspond to 8 × 16 matrices as in Figure 2 , where in each of the cases listed above the matrix indices (abcdef g) correspond, respectively, to (1) (abcdef g) = (a 5 a 6 a 7 a 1 a 2 a 3 a 4 ) (2) (abcdef g) = (a 1 a 2 a 3 a 4 a 5 a 6 a 7 ) (3) (abcdef g) = (a 1 a 2 a 4 a 3 a 5 a 6 a 7 ) (4) (abcdef g) = (a 1 a 2 a 5 a 3 a 4 a 6 a 7 ) (5) (abcdef g) = (a 4 a 6 a 7 a 1 a 2 a 3 a 5 ) (6) (abcdef g) = (a 3 a 6 a 7 a 1 a 2 a 4 a 5 ) Figure 2 . Flattenings 8 × 16 matrices.
The probability distributions corresponding to the permutations listed above are respectively given by (1) n 1111101 = 1, n 1011111 = 1, n 1001111 = 1, n 0111111 = 1, n 1111100 = 1, n 1110011 = 1 (2) n 1101111 = 1, n 1111101 = 1, n 1111100 = 1, n 1111011 = 1, n 1100111 = 1, n 0011111 = 1 (3) n 1110111 = 1, n 1111101 = 1, n 1111100 = 1, n 1111011 = 1, n 1100111 = 1, n 0011111 = 1 (4) n 1110111 = 1, n 1111101 = 1, n 1111100 = 1, n 1101111 = 1, n 1110011 = 1, n 0011111 = 1 (5) n 1111101 = 1, n 1011111 = 1, n 1001111 = 1, n 1111110 = 1, n 0111101 = 1, n 1110011 = 1 (6) n 0111111 = 1, n 1011111 = 1, n 1001111 = 1, n 1111110 = 1, n 0111101 = 1, n 1110011 = 1 while all six cases have the common values n 1111111 = 12 and n 0000000 = 24.
The corresponding flattening matrices are given by The evaluation for the second matrix Flat |det(M (P ))| = 4 1029 ∼ 0.003887
Thus, the phylogenetic invariants favor the tree T 3 (G). We see in the next subsection that this choice is confirmed by the computation of the Euclidean distances.
Algebraic Varieties and Euclidean distances for the S 2 (G) set of Germanic languages.
In order to obtain a likelihood estimation, we can compute the Euclidean distances between the flattening matrices Flat e (P ) of the boundary distribution P and the determinantal varieties they are expected to lie on. More concretely, we have the following: (1) The likelihood of T 1 (G) is estimated by
The singular value decomposition of the flattening matrices gives Σ = diag(σ 1 , . 
By the Eckart-Young theorem we then have
Thus, we obtain
Thus, both the computation of the phylogenetic invariants and the likelihood estimate obtained from the Euclidean distances select the tree T 3 as the preferred candidate phylogenetic tree, which is indeed the closest to what is regarded as the correct linguistic phylogenetic tree.
3.11.
Comparison with SSWL data. The DNA parsimony algorithm of PHYLIP produced two candidate phylogenetic trees for the set S 2 (G) of Germanic languages based on the combination of the new Longobardi data and the SSWL data. They are shown in Figure 3 .
In this case, the inclusion of the additional SSWL data resolves the ambiguity of the tree of Figure 1 . In terms of our treatment of the positioning of the ancient languages, both trees shown in Figure 3 should be regarded as corresponding to the possible trees in cases (3) and (4) discussed above in §3.8.
Thus, the set of possible binary trees we should consider for a comparison between the phylogenetic invariants evaluated on the Longobardi and on the SSWL data, consists of the trees T 3 (G) and T 4 (G) of the previous section. For completeness, we will also evaluate the phylogenetic invariants and the likelihood function of the trees T 1 (G) and T 2 (G) for the boundary distribution based on the SSWL data. 3.12. Boundary distribution for S 2 (G) based on SSWL data. The Germanic languages in the set S 2 (G) have a total of 68 SSWL variables that are completely mapped for all the seven languages in the set. This is significantly smaller than the 90 variables used for the set S 1 (G). This does not depend on the languages being poorly mapped: the levels of accuracy are comparable with the previous set with Danish (76%), Norwegian (75%), German (75%), English (75%), Old English (75%) Icelandic (62%), Gothic (62%). However, the regions of the overall 115 SSWL variables that are mapped is less uniform across this set of languages creating a smaller overlap. The set of completely mapped SSWL variables for this set of languages is reported in Appendix B.
The occurrences of binary vectors at the leaves is given by 1,1,1,1,1,0,1 = 1 n 1,1,1,1,1,0,0 = 1  n 1,1,1,1,0,1,1 = 3 n 1,1,0,1,1 The six flattening matrices corresponding to the different trees of the previous section are in this case of the following form. Thus, we see that, unlike in the case of the Longobardi data, with the SSWL data the phylogenetic invariants fail to distinguish between the candidate trees, since for all trees T i (G) with i = 1, . . . , 4 the maximum over all minors of all flattening for that tree is always the same value 4/17. The likelihood estimate can be obtained as in §3.10 by replacing the boundary probability based on the Longobardi data with the one based on SSWL data. We obtain the following.
The singular value decompositions Σ = diag(σ 1 , . . . , σ 8 ) are now of the form 
This then gives
Thus, using the SSWL data we obtain
Thus, we see that the Euclidean distance computation again selects the correct tree T 3 as the most likely candidate. However, by a smaller margin than in the case of the Longobardi data. This example shows that, as is known, the computation of the Euclidean distance is a more reliable test than the evaluation of the phylogenetic invariants. Moreover, it shows that the Longobardi data distinguish better between the candidate trees than the SSWL data.
The likely explanation for this phenomenon lies in the fact that, although the list of SSWL variables for this set of languages is longer than the list of variables in the Longobardi data, there is a high degree of dependency between the SSWL data. This was also observed in [26] where the dependencies between SSWL variables were studied using Kanerva networks. Thus, the actual number of independent variables that contribute to the boundary distribution may be smaller in the use of the SSWL data. The fact that the languages in the set S 2 (G) have a smaller overlap in the regions of the SSWL variables that are uniformly mapped for all languages, compared to those in the set S 1 (G) further explains why the phylogenetic invariants evaluated on the boundary distribution of SSWL data correctly identify the best tree in the S 1 (G) case but not in the S 2 (G) case and the Euclidean distance identifies the corrrect tree in the case of S 2 (G) only by a small margin. We will return to discuss this point in §8 below.
Phylogenetic Algebraic Varieties of the Romance Languages
We consider here the case of the Romance subfamily of the Indo-European language family. In particular, we focus of the relative position of the languages 1 = Latin, 2 = Romanian, 3 = French, 4 = Italian, 5 = Spanish, and 6 = Portuguese. We use the combined data of the SSWL and the Longobardi databases for this phylogenetic analysis, where we retain only those features of the SSWL database that are completely mapped for all of these languages.
When run on this set of syntactic data, the PHYLIP phylogenetic program produces a unique most parsimonious tree candidate, which is given by the tree T 1
Latin

Romanian
Spanish
Portuguese
French Italian with the additional linguistic information that 1 (Latin) should be considered as the root vertex, since the tree produced by PHYLIP is unrooted. There is clearly a problem with this tree, since the topology one expects based on historical linguistics is instead given by the tree T 2
Latin
Romanian Italian French Spanish Portuguese
There are three flattening matrices associated to the tree T 1 , given by the three possible splittings
With the boundary probability distribution given by the combined SSWL and Longobardi data, these are given by The phylogenetic invariants for these flattening matrices give
We also compute the Euclidean distances
The singular values of the flattening matrices are given, respectively, by When we consider the linguistically correct tree T 2 , instead of the tree T 1 computed by PHYLIP, using the same syntactic data for the boundary distribution, we find the flattening matrices and D Thus if we compare the likelihood of the two models T 1 and T 2 using the maximum between the distances we find
hence L 2 < L 1 , which favors the tree T 2 .
Phylogenetic Algebraic Varieties of the Slavic Languages
We then consider a set of Slavic languages: 1 = Russian, 2 = Polish, 3 = Bulgarian, 4 = Serb-Croatian, 5 = Slovenian, for which we again use a combination of SSWL and Longobardi data. The PHYLIP most parsimonious trees algorithm produces in this case five candidate trees when run on this combination of syntactic data. We use additional linguistic information on where the root vertex should be placed, separating the West-Slavic branch where Polish resides from the part of the tree that contains both the East-Slavic branch and the South-Slavic branch.
We see then that the candidate trees are respectively given by When evaluating the philogenetic invariant max |φ T i (P )| for the boundary probability distribution given by the combination of the SSWL and Longobardi data one obtains, for the trees T 1 and T 2 a value of 1.2 × 10 −5 , while for the trees T 3 , T 4 and T 5 the value is 0. Thus, the correct tree T 3 has value zero, but the incorrect T 4 and T 5 also produce a value 0. This seems to indicate that the point P lies in the intersection of the three phylogenetic algebraic varieties of the trees T 3 , T 4 , T 5 , only one of which corresponds to the correct historical linguistic tree.
The matrix A = Flat We see from the analysis of the Euclidean distance function that the case of the tree T 3 , which is the correct linguistic tree, is correctly selected as the one realizing the smallest distances from both determinantal varieties.
Phylogenetic Algebraic Varieties of the early Indo-European tree
We now discuss the last phylogenetic problem listed in the Introduction, namely the early branchings of the Indo-European tree involving the set of languages Hittite, Tocharian, Albanian, Armenian, and Greek. We analyze here the difference between the trees of [4] and [30] , when seen from the point of view of Phylogenetic Algebraic Geometry.
6.1. Trees and phylogenetic invariants. Once we restrict our attention to the five languages listed above, the trees of [4] and [30] that we wish to compare result in the smaller five-leaf trees Hittite Tocharian Armenian Albanian Greek for the case computed by [4] , and the tree Hittite Tocharian
Albanian
Armenian Greek for the case computed by [30] .
Forgetting momentarily the position of the root vertex (which is in both trees adjacent to the Anatolian branch), we are comparing two trees of the form where, in the first case, we have 1 = Tocharian, 2 = Armenian, 3 = Hittite, 4 = Albanian, 5 = Greek; while in the second case we have 1 = Tocharian, 2 = Hittite, 3 = Albanian, 4 = Armenian, 5 = Greek.
In both cases the flattenings of the tree are given by the matrices and the phylogenetic ideal of the tree is generated by all the 3 × 3 minors of these two matrices.
In order to compare the two possibilities then, we evaluate the phylogenetic invariants (the generators of the phylogenetic ideal obtained in this way) on the boundary distribution obtained from the data of SSWL variables for the five languages, distributed in the leaves of the tree in one of the two ways described above, and we compute the likelihood function.
6.2. Syntactic structures and boundary distributions. One of the main problems with the SSWL database is that the binary variables of syntactic structures are very non-uniformly mapped across languages. In order to use the data for phylogenetic reconstruction, it is necessary to restrict to only those variables that are completely mapped for all the languages considered. In our present case, some of the languages are very poorly mapped in the SSWL database: Tocharian A is only 19% mapped, Tocharian B 18%, Hittite is 32% mapped, Albanian 69%, Armenian 89% and (Ancient) Greek is also 89% mapped. Moreover, not all the 29 binary syntactic variables that are mapped for Tocharian A are also among the variables mapped for Hittite. This reduces the list of syntactic variables that are completely mapped for all five of these languages to a total of only 22 variables. The variables (listed with the name used in the SSWL database) and the resulting values are given in the table below. Based on these data, the boundary distribution for the two cases considered above is given by the following. In the first case, with 1 = Tocharian, 
Phylogenetic invariants and likelihood function. The evaluation of the phylogenetic invariants on these two boundary distributions by evaluating the 3 × 3 minors of the matrices above gives
On the basis of this naive test of evaluation of the phylogenetic invariants, it would appear that the tree T 1 would be preferable to the tree T 2 . However, we show below that this is in fact not the case, when one uses the more reliable estimator given by the Euclidean distance. In this case, in order to use the Euclidean distance to estimate the likelihood of the two trees T 1 and T 2 , we compute the distances
with the likelihood of T 1 estimated by L 1 = max{D 1,1 , D 1,2 } and Since the last singular value is always zero, the Euclidean distances are given by the σ 3 value
This gives L 1 = 0.5454321492 × 10 −1 and L 2 = 0.5018672301 × 10 −1 .
Thus, the Euclidean distance favors the Ringe-Warnow-Taylor tree T 2 over the Gray-Atkins tree T 1 . The fact that there are very few parameters that are mapped (at present time) for all of these languages in the SSWL database, and that these parameters largely agree on this set of languages, however make this analysis not fully reliable. A more extensive set of syntactic data for these languages would be needed to confirm whether the phylogenetic reconstruction based on syntactic data and the algebro-geometric method is reliable.
Towards larger phylogenetic trees: grafting
As we have seen in the previous sections, Phylogenetic Algebraic Geometry is a procedure that associates to a given language family L = { 1 , . . . , n } an algebraic variety Y = Y (L, P ) constructed on the basis of the syntactic variables (listed in the distribution P ).
A possible geometric viewpoint on comparative historical linguistics can then be developed, by considering the geometry of the varieties Y (L, P ) for different language families. This contains more information than the topology of the tree by itself, in the sense that one can, for example, look more specifically for the position of the point P on the variety. The point P contains precise information on how the binary syntactic variables change across the languages in the family. For example, in the case of the six Germanic languages in the set S 1 (G), we see from our table of occurrences that only very few possibilities for the binary vector (i 1 , . . . , i 6 ) occur for these six languages. We also see that, apart from the cases where the value of a syntactic variable agrees in all six languages (40 occurrences where the feature is not expressed, and 22 where it is), we find that it is more likely for Icelandic to have a feature that differs from the other languages in the group (4 occurrences of (0, 0, 0, 0, 1, 0) of lacking a features the others have and 3 occurrences of (1, 1, 1, 1, 0, 1) for having a feature that the others lack). Thus, the location of the point P on the variety contains information that is related to the spreading of syntactic features across the language family considered. This geometric way of thinking may be compared with the coding theory approach of [20] , [32] to measuring the spread of syntactic features across a language family.
As we have seen in the example discussed above of a small set of Germanic languages, as well as in the examples with Romance and Slavic languages, the use of SSWL data is suitable for phylogenetic reconstruction, provided only the subset of the completely mapped syntactic variables (for the given set of languages) is used and the candidate phylogenetic trees are selected through the computation of phylogenetic invariants, and their evaluation at the boundary distribution determined by the syntactic variables.
This method works very well for small trees and for a set of languages that is well mapped in the available databases (with enough binary syntactic variables that are mapped for all the languages in the given set). However, one then needs a way to combine phylogenetic trees of smaller subfamilies into those of larger families.
In terms of phylogenetic algebraic geometry, this procedure can be articulated as follows, see §5-8 of [1] . Given two binary trees T and T , respectively with n and m leaves, the grafting T = T T at a leaf is the binary tree obtained by gluing together a leaf of T with marking to a leaf of T with the same marking. The resulting tree T has n + m − 2 leaves. It is shown in [1] how the phylogenetic invariants of T depend on the invariants of T and T . Consider the maps Φ T and Φ T , defined as in (2.2) using (2.1), with values in C 2 n and C 2 m , respectively. By identifying C 2 n = C 2 n−1 ⊗ C 2 , where the last binary variable corresponds to the leaf , and then identifying the affine space C 2 n−1 ⊗ C 2 Hom(C 2 n−1 ∨ , C 2 ) with the space of matrices M 2 n−1 ×2 (C), and similarly with C 2 m M 2×2 m−1 (C), one defines Φ T = Φ T Φ T as the matrix product of the elements in the range of Φ T , seen as matrices in M 2 n−1 ×2 (C) with the elements in the range of Φ T , seen as matrices in M 2×2 m−1 (C). This results in a matrix in M 2 n−1 ×2 m−1 (C)), which gives a map Ψ T with values in C n+m−2 . The domain variables of Ψ T are obtained by considering as 2 × 2 matrices M e associated to the edges of T the same matrices as for T and T for those edges not involved in the grafting operation, while for the edge of T and the edge of T that are glued together we replace the respective matrices M e and M e by their product M e = M e M e . Dually, as in (2.3), this determines the map Ψ T of polynomial rings, whose kernel is the phylogenetic ideal of T . The closure in C n+m−2 of the image of Ψ T is the phylogenetic algebraic variety of the grafted tree T = T T .
Suppose we are interested in the phylogenetic tree of a language family L, for which we assume that we already know (from other linguistic input) a subdivision into several subfamilies L = L 1 ∪ · · · ∪ L N . Suppose also that for the language families taken into consideration there are sufficient data available about the ancient languages. (This requirement will limit the applicability of the algorithm discussed here to families like the Indo-European, where significant amount of data about ancient languages is available.) We can then follow the following procedure to graft phylogenetic trees of the subfamilies L k into a larger phylogenetic tree for the family L.
(1) For each subfamily L k = { k,1 , . . . , k,n k }, consider the list of SSWL data that are completely mapped for all the languages k,j in the subfamily L k . (2) On the basis of that set of binary syntactic variables, a preferred candidate phylogenetic tree T k is constructed based on the method illustrated above in the example of the Germanic languages. (3) Us the procedure discussed in §3.4 above to identify the best location of the root vertex for each tree T k , and regard each tree T k as a tree with n k + 1 leaves, including one leaf attached to the root vertex. (4) Let {λ 1 , . . . , λ N } be the ancient languages located at the root vertex of each tree T 1 , . . . , T N .
Consider the list of SSWL parameters that are completely mapped for all the ancient languages λ k . (5) On the basis of that set of binary syntactic variables, select preferred candidate phylogenetic tree T with N leaves, by evaluating the phylogenetic invariants of these trees on the boundary distribution given by this set of binary syntactic variables. (6) Graft the best candidate tree T to the trees T k by gluing the leaf λ k of T to the root of T k . (7) The phylogenetic invariants of the resulting grafted tree T = T N k=1 T k can be computed with the grafting procedure of [1] described above and evaluation at the boundary distribution given by the leaves { k,j | j = 1, . . . , n k , k = 1, . . . , N } of T (coming from the smaller set of syntactic variables that are completely mapped for all the k,j ) can confirm the selected tree topology T .
The advantage of this procedure is that it is going to work even if there isn't a sufficient number of binary syntactic variables in the SSWL database that are completely mapped for all of the languages k,j at the same time, provided there are enough for each subset L k and for the λ k . In cases where the number of variables that are completely mapped for all the k,j is significantly smaller compared to those that are mapped within each group, the last test on the tree T becomes less significant. This method also has the advantage that one works with the smaller subtrees T k and T , rather than with the bigger tree given by their grafting, so that the computations of phylogenetic invariants is more tractable.
In the case of language families where one does not have syntactic data of ancient languages available, one can still adapt the procedure described above, provided there is a reasonable number of SSWL variables that are completely mapped for all the languages k,j in L. One can proceed as follows.
(1) For each subfamily L k = { k,1 , . . . , k,n k }, consider the list of data that are completely mapped for all the languages k,j in the subfamily L k . (2) On the basis of that set of binary syntactic variables, a preferred candidate phylogenetic tree T k is constructed based on the method illustrated above in the example of the Germanic languages. T k using the procedure of [1] recalled above. (7) Evaluate the phylogenetic invariants of each candidate T on the boundary distribution determined by the binary syntactic variables that are completely mapped for all the languages { k,j | j = 1, . . . , n k , k = 1, . . . , N }, to select the best candidate among the T .
Modifying the setting to account for syntactic relations
In a followup to this paper, based on the ongoing analysis of [22] , we will discuss how to adjust these phylogenetic models to incorporate deviations from the assumption that the syntactic parameters are equally distributed independent random variables evolving according to the same Markov model on a tree.
Indeed, we know from various data analysis of the syntactic variables, including topological data analysis [28] , [29] , methods of coding theory [32] , and recoverability in Kanerva networks [26] , that the syntactic parameters are certainly not independent equally distributed variables. Thus, it is likely that some discrepancies we observed in this paper, in the application of the phylogenetic algebraic geometry method (for example in the case of the Romance languages or the early Indo-European languages where the tree selected by the Euclidean distance is not the same as the tree favored by the phylogenetic invariants) may be an effect of the use of this overly simplified assumption.
The approach we plan to follow to at least partially correct for this problem, is to modify the boundary distribution on the tree by attaching to the different syntactic parameters a weight that comes from some measure of its dependence from other parameters, in such a way that parameters that are more likely to be dependent variables according to one of these tests will weight less in the boundary distribution than parameters that are more likely to be truly statistically independent variables.
The main idea on how to achieve this gola is to modify the boundary distribution P by counting occurrences n i 1 ,...,in of parameter values (i 1 , . . . , i n ) at the n leaves of the tree by introducing weights for different parameters that measure their degree of independence. An example of such a weight would be the degree of recoverability in a Kanerva network, as in [26] , or a computation of clustering coefficients as in [22] .
This means that, instead of assigning to a given binary vector (i 1 , . . . , i n ) the frequency p i 1 ,...,in = n i 1 ,...,in N with N total number of parameters and n i 1 ,...,in number of parameters that have values (i 1 , . . . , i n ) on the n languages at the leaves of the tree, we replace this by a new distribution where for a syntactic parameter π the weight w(π) measures the degree of independence of π, for example with w(π) close to 1 the more π can be regarded as an independent variable and close to 0 the more π is recoverable from the other variables, with Z a normalization factor so that p i 1 ,...,in is again a probability distribution.
With this new boundary distribution P we will recompute the Euclidean distances of the flattening matrices Flat e (P ) from the varieties D 2 (a, b) by computing the singular values (σ 1 , . . . , σ a ) 
