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l = topological charge (winding number)





ANNULAR GROOVE PHASE MASK 
(AGPM)
• Rotationally symmetric half-wave 




can be made  
achromatic
Mawet et al. 2005
HOW WE BUILD AGPMS
Preparation of  
diamond substrate





• First N- and  
L-band AGPMs
• Peak rejection 
measured at  
L band











































































2013 (L) 2015 (L+M) ?
FIRST OBSERVATIONS
• Revisit famous systems
• Dedicated survey  
(cool dwarfs)
• Transition disks
Defrère et al. 2014 (LBT/LMIRCam)
Reggiani et al. 2014
Absil et al. 2013 (VLT/NACO)
IMAGE PROCESSING
• VORTEX pipeline:  
9k lines python package
• Fast and efficient PCA-
based algorithm for ADI/SDI
• Currently testing machine 
learning techniques + ideas 
from computer vision field
beta Pic final image (NACO)
beta Pic SNR map (NACO)
Carlos Gomez
SIGNAL THEORY
• Very small IWA 
reached with AGPM
• Required revisit of 
SNR for small sample 
statistics
• For all the gory details, 
see Mawet et al. 2014
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Figure 8. Same data as in Figure 3, now corrected for the effect of small
sample statistics. The red contrast curve is showing the true contrast with
3× 10−7 FPF (dashed red curve). A penalty factor of 3.5, following Student’s
t-test, has now been applied to the fake companion in the bottom right image,
restoring a 1–3× 10−7 CL for rejecting the null hypothesis.
(A color version of this figure is available in the online journal.)
for dependent (paired) and independent samples, respectively.
However, the Wilcoxon rank-sum test,12 for instance, loses sig-
nificance if one of the two samples has a single element. The
relevance of these non-parametric methods and resampling/
bootstrapping (Loh 2008) in contrast estimations requires more
work and will be the subject of future research. For now, when
dealing with extremely small sample sizes, one has to verify or
assume that the samples are sufficiently i.i.d. and normally dis-
tributed. For that, there are several well-known non-parametric
tests one can use to verify a priori that the limited sample at hand
came from a normally distributed population. For instance, the
frequentist Shapiro–Wilk test (Shapiro & Wilk 1965), which
has been proven to have the best power for a given significance
(Razali & Wah 2012), was used in Absil et al. (2013). If there
is evidence that the population is non-normal, the only alterna-
tive is to gather more data to either further whiten the noise or
increase the sample size to better constrain the PDF altogether.
4.1.2. Case of One Object with a Collection of Images
Usually, the observing sequence of a single object consists of
several dozens of images, most of the time combined (averaged)
into a single final frame, where small sample statistics effects
12 The Wilcoxon rank-sum test proceeds as follows: arrange the data values
from both samples under test in a single ascending list and assign the numbers
1 to N (where N = n1 + n2). These are the ranks of the observations. Let W1
and W2 denote the sum of the ranks for the observation from sample 1 and 2,
respectively. The Mann–Whitney statistics for sample 1 and 2 are defined as
follows: U1,2 = n1n2 + n1,2(n1,2 + 1)/2−W1,2, respectively. If there is no
difference between the two medians (the null hypothesis), the value of W1 and
W2 will be around half the sum of the ranks (n1,2(1 + N ))/2. The statistics
Z = (U1,2 − (n1n2)/2)/√n1n2(n1 + n2 + 1)/12 follows a normal distribution
for reasonably large sample sizes. For very small sample sizes, one must refer
to tabulated values of the Mann–Whitney statistics U.

























Figure 9. Contrast penalty as a function of debinning factor (ζ ), for three
different radii r. The contrast penalty (τ s) combines the effect of the threshold
penalty due to small sample statistics τ and the photon noise-induced increase
of s in
√
ζ . The major caveat of this calculation is that we assumed well-behaved
decorrelated images, which is dubious especially at small angles.
(A color version of this figure is available in the online journal.)
are substantially affecting detection limits as we just saw.
However, it is conceivable that the analysis is conducted on
the ensemble of individual frames, increasing the number of
DOF accordingly and therefore alleviating the effect of small
sample statistics.13 There are however three important caveats:
photon noise, decorrelation timescales for quasi-static speckles
(as discussed in Section 1), and human factors in signal detection
if target vetting is done visually (as is often the case).
Let us introduce the debinning factor ζ , which gives the final
number of images retained for analysis. We note that in this
case, n1 that was equal to 1 in the previous case will now be
larger. Indeed we now have n∗1 = n1ζ and n∗2 = n2ζ .
Photon noise versus small samples statistics. If the final
combination (averaging) of images is prevented, one has to
consider the effect of photon noise (neglected so far), which
affects S/N of individual images as
√
ζ . Figure 9 conceptually
illustrates the trade-off between increasing the sample size and
photon noise for various debinning factors (e.g., a debinning
factor of two means that the whole data set was binned in two
combined frames), assuming decorrelated images. From this
ideal case, the trade-off yields a minimum penalty factor at a
debinning ζ ≃ 3 for r = 1λ/D. Beyond r = 1λ/D, however,
there is no gain brought by debinning because the detrimental
effect of photon noise dominates the detrimental effect of small
sample statistics.
Residual correlated noise versus small sample statistics. For a
series of exposures taken on a single object, it still may happen
that the reduced individual images are not i.i.d. realizations
with a well-behaved Gaussian noise. This situation, while
unlikely, could occur despite best whitening efforts, especially
at small angles. Indeed, while ADI is very efficient at large
angles, the limited projected parallactic angle variation at small
angles might somewhat impair efficient whitening by the second
13 We note here that auxiliary measurements such as telemetric data from
wavefront sensors can, in principle, have the same role as additional frames.
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Figure 3. β Pictoris contrast curve (top, continuous curve) nd image (bottom
left, north is not up) taken with NACO in th L band (Absil et al. 2013), both
corrected for the ADI-PCA data reduction throughput. T small green circl
is of radius r = 1λ/D, while the big orange circle is of radius r = 5λ/D. A
fake planet was injected at r = 1.5λ/D ( the right of the green circl ) at the
5σ throughput-corrected contrast level as presented in Absil et al. (2013). This
5σ fake companion is supposedly yielding a solid detection, rejecting the null
hypothesis at the 1–3× 10−7 CL, assuming normally distributed noise. This is
clearly not the case here because of the effect of small sample statistics at small
angles. The FPF curve (dashed line) traces the increase of false alarm probability
(or equivalently, the decrease of CL) toward small angles. Note that the scale
of the y axis is unique, the contrast and FPF curves being dimensionless. Both
quantities are related but have different meanings (see the text for details).
(A color version of this figure is available in the online journal.)
detection, i.e., allowing us to reject the null hypothesis (non-
detection) with a 0.99999971 = 1–3× 10−7 CL. However, the
5σ fake companion at r = 1.5λ/D is barely visible, even when
comparing the left and right images sid by sid . This surprising
loss of apparent contrast is prim rily due to the limited number
of samples in the annulus at r = 1.5λ/D. The present paper aims
at quantifying this effect within a rigorous statistical framework,
yielding, for instance, the FPF dashed curve of Figure 3. We will
present how to rigorously compute the FPF (or equivalently
the CL) as a function of angular separation and show why the
FPF (respectively CL) increases (respectiv ly decr ases) t ward
small angles.
The example presented in Figure 3 is the main motivation
behind this paper. It is clear that one cannot simply use con-
ventional assumptions and methods used at larger separations
anymore. The paper is organized as follows. Section 2 redefines
the notion of contrast, puts it in a rigorous signal detection the-
ory (SDT) statistical framework, and states the problem of small
number statistics in high-contrast imaging at mall angles; Sec-
tion 3 is the core of the paper, presenting the Student’s t-test and
corresponding distribution, demonstrating its perfect match to
the problem at hands (we also redefine the sig al-to-noise ratio
(S/N)) thanks to Monte Carlo numeri al simulations; S ction 4
follows with a thorough discussion of the consequences and mit-
igation strategies of the small sample fundamental limitation;
and Section 5 presents the conclusions.
2. CONTRAST DEFINITIONS
To assess the impact of small number statistics on noise
estimation at small angles and its impact on contrast, we first
need a good definition of this metric. On one hand, contrast
can be quantified as the residual intensity x, measured either
on the attenuated stellar peak (peak-to-peak attenuation) or
averaged (mean or median) over different areas of the image and
normalized by the stellar peak intensity. Alternatively, contrast
can also be quantified by the “noise” measured as the standard
deviation s of pixels or resolution elementsλ/D in a given region
of the image, depending on practices and whether the total noise
is dominated by the various possible background noise sources,
photon or speckle noises. These possible noise measurements
are also normalized to the stellar peak intensity to yield relative
contrast values. While all these possible definitions can be useful
in different contexts (e.g., technical comparison for the mean
intensity), the only relevant metric is however the one that can
directly be translated into scientific terms, i.e., detection limits
for putative point sources (or in some cases extended objects)
as a function of location relative to the central star.
Most low-mass companions or exoplanet high-contra t imag-
ing studies and surveys have now adopted a τ = 5σ detec-
tion threshold, which for Gaussian noise is associated with a
∼3× 10−7 FPF or ∼1–3× 10−7 specificity (= CL). Following
the work of Marois et al. (2008), it is informally accepted by the
high-contrast community that this 5σ level can underestimate
the FPF (or overestimate the CL), but it is still used as an easy
metric that can be directly compared to other systems. However,
one corollary of the present work is that all 5σ contrasts are not
equivalent in terms of FPF (or CL), which carries the risk of
strongly biasing potential comparisons.
2.1. Signal Detection Theory
Referring to the SDT, the detection problem consists in
making an informed decision between two hypotheses: H0,
signal absent, and H1, signal present (see Figure 3). The
application of hypothesis testing for the binary classification
problem of exoplanet imaging was discussed in detail by
Kasdin & Braems (2006), using matched filtering and Bayesian
techniques, but this study focused on background and photon
noise only without any considerations for speckle noise or
sample sizes.
Because most exoplanet hunters want to minimize the risk
of announcing false detections or waste precious telescope
time following up artifacts, high-contrast imaging has mostly
been concerned (so far) with choosing a detection threshold τ ,







where x is the intensi y f the residual speckles and pr(x|H0) is
the PDF of x under th null hypothesis H0. FP is the number of
false ositive and TN is the number of true negatives. Under H0,
the confidence level CL = 1 − FPF is called the “specificity”
in rigorous statistical terms. However, exoplanet hunters who
want to optimize their survey and derive meaningful conclusions
about null results also wish to maximize the so-called “true
positive fraction” (TPF), or in statistical terms the “sensitivity”
(some authors refer to “completeness”; see, e.g., Wahhaj et al.














• Rigorous Coupled Wave 
Analysis to simulate ZOG
• L-band only: optimal  
peak rejection > 1000:1
• L+M band: optimal  




• Better pattern transfer 
with solvent-assisted 
moulding
• Better control of etch 
rate
• 600:1 reached in L band, 















• Discretization of the 2D 
grating pattern, using lines 
and curves














Pancharatnam phase φ p (π r ad )
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• All-reflective bench with super-continuum IR source and  
commercial (FLIR) camera. DM to be added this year.
Aïssa Jolivet
VODCA  









• Preserves the 
« nodal area » in 
the pupil plane
Towards optimizing the vortex coronagraph for 
telescopes with obstructed apertures 
Garreth J. Ruane1,*, Olivier Absil2, and Grover A. Swartzlander, Jr.1 
1Chester F. Carlson Center for Imaging Science, Rochester Institute of Technology, NY, USA 
2Département d’Astrophysique, Géophysique et Océanographie, Université de Liège,  Liège, Belgium 
Introduction 
The contrast performance of a coronagraph suffers in the 
presence of aperture obscurations. This work explores 
remedies that involve 1) new pupil functions given by Zernike 
polynomials in amplitude and 2) point-by-point corrections to 
the focal plane element. Initial results are reported.  
The Problem: Obstructed pupils degrade VC 
                        contrast performance 
*gjr8334@rit.edu 
Previous solutions 
Solution 1: Zernike Amplitude Pupil (ZAP) Functions 
ZAP Apodizer for E-ELT 





Phase element On-axis source 
α 
















For on-axis sources (α = 0) 
2. Multiple stages and Interferometry 









Mawet et al., Proc. SPIE 8864, (2013). 
Riaud, MNRAS 445, (2014). 
Ring-apodizers 
Binary amplitude apodizers  
Lossless apodization: PIAA 
PP1 PP2 
Mawet et al.,  
ApJS 207, (2013). 
PP1 PP2 
Guyon, A&A, 404, (2003). 
 
Pueyo and Norman,  
ApJ 769, (2013). 
 
Asphere/freeform optics or deformable mirrors 
Carlotti et al.,  
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Conditions for ideal contrast 
“E-ELT” Pupil  
Contrast performance (azimuthal avg.) 
α = 0 
Off-axis throughput of point source 
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Current challenges: 
1.  Low transmission (~13% for E-ELT design)  
 → Need for lossless approach 
2.  Widened post-coronagraph PSF is not ideal 




Potential solution: PIAA 
e.g. Guyon et al., ApJ 780, (2014) 





PP1 Phase Element PP2 
FT FT-1 
|PSF| 
Constraining modal symmetry 
FT FT-1 
Challenges: Radially variant solutions are intrinsically chromatic!  
            Off-axis PSF is degraded at certain angles. 
           Azimuthal-only corrections provide marginal improvements. 
Looking for “easy to manufacture” corrections of vortex phase element. 
0 2π 
Future work 
1. Design of lossless ZAP vortex coronagraph 
• Improved transmission  
• PSF correction 
2. Implementation of pupil function optimization algorithms 
• Based on Zernike amplitude polynomials  
• Integration with lossless design 
3. Application of point-by-point optimization 
• Higher-order corrections of vortex phase element 
• Improved design of Lyot plane phase elements 
• Simultaneous design of FP and PP elements  
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• Wave front sensing at the position of the coronagraph













The four quadrant method










VVC: simulaons and analycal derivaon show that α=1
Experimental data
  
The four quadrant method















• Breaks the nice (analytical) relationship
• Tip-tilt can still be recovered in a limiting regime  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