Abstract. We give extensions of results on nonnegative matrix semigroups which deduce finiteness or boundedness of such semigroups from the corresponding local properties, e.g., from finiteness or boundedness of values of certain linear functionals applied to them. We also consider more general semigroups of functions.
Introduction
The general theme of this paper is extracting finiteness or boundedness information about a semigroup from hypotheses of local finiteness or local boundedness. Recent results in references cited below include answers to questions of the following type: Let S be a (multiplicative) semigroup of nonnegative n × n matrices, i.e., members of M n (IR + ).
Assume S is indecomposable, that is, has no invariant subspace spanned by a nonempty,
proper subset of the standard basis vectors. Consider a positive linear functional ϕ on M n (IR). Under what conditions would finiteness or boundedness of ϕ(S) imply the same property for S itself? Our purpose here is to give extensions of several of these results.
Also, some of our proofs are substantially shorter than the original ones.
Entry-wise boundedness
In this section we give extensions of the results in [1] that deduce boundedness of all entries in an indecomposable matrix semigroup from that of values of a given positive linear functional. We start with an observation that could also be useful in network and graph theory.
The paper will appear in Journal of Mathematical Analysis and Applications, http://dx.doi.org/10.1016/j.jmaa.2013.03.003 .
1
Let X be the set of vertices in a digraph. Define weights on the edges of the digraph by a function µ : X × X → [−∞, ∞), with the understanding that µ(x, y) = −∞ indicates that the edge from the vertex x to the vertex y is not present. Loops (edges incident at both ends to the same vertex) are also allowed. The weight of any path in the digraph is the sum of the weights of the edges in the path. Let W µ (x, y) be the supremum of the weights of all paths from x to y. This defines a function W µ : X × X → [−∞, ∞]. Let us consider only the case when ∞ is not in the range of W µ . In this case the function W µ : X × X → [−∞, ∞) obviously satisfies the inequality
under the usual extended arithmetic on [−∞, ∞).
for all x and y in X.
such that the inequality (2) holds.
by the inequality (1) . Similarly, if W µ (x 0 , x) ∈ IR for all x ∈ X, then for the function
(b) Define the function λ as follows: any edge of the complete digraph on X that has a µ-weight below −K (including a µ-weight of −∞) is bumped up to a λ-weight of −K, while the weights of the other edges are unchanged. Since any path in the complete digraph is a concatenation of alternating paths whose weights have not changed (and thus are at most K) and the paths made up of edges that have gained new weights (all of which are −K), the λ-weight of any path on X is at most K, so that W λ (x, y) ≤ K for all x and y in X. The last assertion then follows from (a) and its proof, since
Applying the exponential function to µ, W µ and ρ we obtain the following multiplicative analogue of Proposition 2.1. When applied to actual matrix semigroups, this result will be shown to yield more familiar-sounding corollaries.
Corollary 2.2. Let X be an arbitrary set, and let f :
Extending a definition from [1] , a function f :
for all x, y and z in X.
The following corollary extends Lemmas 6 and 16 of [1] .
Proof. Clearly, we have C f (x, y) = f (x, y) for all x and y in X, and so Corollary 2.2 (b)
can be applied.
A set S of nonnegative functions on X × X is indecomposable if, for every x, y ∈ X, there exists f ∈ S such that f (x, y) > 0, and it is said to be bounded entry-wise if sup{f (x, y) : f ∈ S} < ∞ for every x, y ∈ X.
We now consider semigroups of functions that generalize semigroups of (not necessarily finite) matrices. A set S of nonnegative functions on X × X, closed under a given associative operation * , is called a matrix-like semigroup if
for all f , g ∈ S and x, y, z ∈ X.
Lemma 2.4. Let S be a matrix-like semigroup of functions on X × X that is bounded entry-wise. Then the function s(x, y) = sup{f (x, y) : f ∈ S} is compressed.
The following theorem is an extension of [1, Theorem 17].
Theorem 2.5. Let M ≥ 1 be a real number and let S be a matrix-like semigroup of
for all f ∈ S and x, y ∈ X.
Proof. By Lemma 2.4, the function s(x, y) = sup{f (x, y) : f ∈ S} is compressed. Since it maps to [0, M], the conclusion of the theorem follows from Corollary 2.3. , M] such that, for the multiplication operator D on
Proof. The set of all integral kernels {k S : S ∈ S} of operators in S is a matrix-like
Indeed, we have
for all S, T ∈ S and x, y, z ∈ X. Here A y denotes the atom containing the point y.
By Theorem 2.5, there exists a function d :
for all S ∈ S and x, y ∈ X, so that 
Proof. First, we claim that S is bounded entry-wise.
and choose any x, y ∈ X, and f ∈ S. Since S is indecomposable, there exist g, h ∈ S such that g(u, x) > 0 and h(y, v) > 0. Then
and so
This proves the claim. Now, the function s(x, y) = sup{f (x, y) : f ∈ S} is compressed by Lemma 2.4. Since it maps to (0, ∞), Corollary 2.2(a) can be applied to complete the proof.
Binary diagonals
The main result of [2] is the following theorem. We recall that a square matrix is said to have a binary diagonal if its diagonal entries all come from the set {0, 1}. Furthermore, a square matrix is binary if its entries come from the set {0, 1}. We now extend this result to our setting. We note that the proof presented below is much shorter than the proof in [2] . A nonnegative function f on X × X is said to have a 
for all f ∈ S and all x, y ∈ X.
Proof. Clearly, we may assume that S is maximal with respect to the inclusion. Then S necessarily contains the characteristic function of the diagonal of X × X, which of course acts as an identity with respect to * . Given u ∈ X, let e u denote the characteristic function of {(u, u)}. We will prove that e u ∈ S for each u ∈ X.
First, we claim that f * e u * g has a binary diagonal for all f, g ∈ S, i.e.,
for all x ∈ X. Since this holds for x = u, we assume that 0 < f (x, u)g(u, x) = 1 for some
so that (f * g)(x, x) = 1 and f (x, u)g(u, x) < 1. It follows that there exists y / ∈ {u, x} such that f (x, y)g(y, x) ∈ (0, 1). Since
we have (g * f )(u, u) = 1. Now observe that (g * f )(u, y) ≥ g(u, x)f (x, y) > 0 and
This contradiction proves the claim.
To prove that e u ∈ S, we take any functions f 1 , f 2 , . . ., f n in S , and we observe that,
by the above. Therefore, the maximality of S implies that e u ∈ S.
By Theorem 2.7, there exists a function d : X → (0, ∞) such that
for all f ∈ S and x, y ∈ X. It remains to show that f (x, y) =
Since S is indecomposable, there exists g ∈ S such that g(y, x) > 0. Since
we have (f * e y * g)(x, x) = 1, so that f (x, y)g(y, x) = 1. However,
, and so we must have that f (x, y) =
.
Finite diagonals and finite traces
We first recall one of the main results of [3] . A semigroup S of complex matrices is said to have finite diagonals if all the diagonal entries of all the matrices in S come from a finite set. A collection C of matrices is called self-adjoint if for each T ∈ C we have T * ∈ C. Here T * is just the conjugate transpose of T . Observe that the preceding theorem implies the following corollary that also gives the first assertion of Theorem 4.1.
Corollary 4.3. If the range of the trace is finite on a self-adjoint semigroup S of complex matrices, then S is finite.
Proof. The semigroup S unitarily similar to a block-diagonal semigroup whose diagonal blocks come from a finite set.
We now give infinite-dimensional extensions of these results. We restrict our general setting to semigroups of (bounded) operators on the real or complex Hilbert space l 2 . A collection C of operators on l 2 is called self-adjoint if for each T ∈ C we have T * ∈ C. An operator T on l 2 can be represented by an infinite real or complex matrix (T ij ) i,j∈IN with respect to the standard basis of l 2 , and so the matrix of T * is just the conjugate transpose of the matrix of T .
For a semigroup S of operators on l 2 , we denote by S + the set of all positive semidefinite operators in S, and by P (S) the set of all projections (self-adjoint idempotents) in S.
Clearly, P (S) ⊆ S + ⊆ S. 
Then the following hold:
(a) SS * is a projection for every S ∈ S;
(b) Every nonzero S ∈ S is a partial isometry, and so S = 1.
(c) Every idempotent in S is a projection; (d) The set P (S) is commutative (and thus it is a subsemigroup of S); (e) In the case (i) every member of S is of finite rank not exceeding
r := max{tr S : S ∈ S + }.
Proof. (a) Given S ∈ S, the positive semidefinite operator P = SS * belongs to S + .
Consider first the case (i). Since the nonzero eigenvalues of P are all positive and the set {tr (P n ) : n ∈ IN} is finite, we conclude that the spectrum of P is contained in {0, 1}, and thus P is a projection.
For the case (ii), let P = (0,∞) t dE(t) be the spectral representation of P , and let {e i } i∈IN be the standard basis of l 2 . For each i ∈ IN we define the scalar Borel measure
Since P k e i , e i ∈ F i and the set F i is finite, we conclude that µ i ((0, 1) ∪ (1, ∞)) = 0. It follows that E((0, 1) ∪ (1, ∞))e i = 0 for all i ∈ IN, and so P = E({1}). This completes the proof of (a).
(b) This follows from (a).
(c) If 0 = E ∈ S is an idempotent, then E = 1 by (b), implying E * = E.
(d) Let P and Q be projections in S. Then P QP = P Q(P Q) * is a projection in S by (a). But then
implying P Q = P QP , which means P Q = (P Q) * = QP .
(e) Since SS * is a projection for every S ∈ S by (a), we have rank (SS * ) = tr (SS * ), and so SS * has finite rank not exceeding r. Now observe that S and SS * have the same range. Proof. By Lemma 4.4, the projections of S commute and are all finite-rank. Thus, there is a positive integer n such that all the projections of S have ranges contained in the same fixed n-dimensional subspace. Since the range of every member of S is also the range of some projection in S, the whole semigroup S is contained in the direct sum of M n (C | | ) and a zero block. Now we apply Corollary 4.3.
In the following theorem we impose the additional assumption that operators are positive in the sense employed for maps on the Banach lattice l 2 . Proof. Given S ∈ S, the operator P = SS * belongs to P (S) by Lemma 4.4. Since P is also a positive operator, it has the following form: up to a permutation similarity, there are (finitely or infinitely many) strictly positive vectors {x k } k of finite or infinite length such that x * k x k = 1 for all k and the matrix (P ij ) i,j∈IN of P is block diagonal with blocks {x k x * k } and a (possibly) zero block (see e.g. [4, Lemma 5.1.9 or Lemma 8.7.12]). This means that (P ij ) 2 = P ii P jj whenever P ij = 0. Therefore, we have ((SS
if S ik S jk = 0 for some k. Hence, in this case the equality holds in the Cauchy-Schwarz inequality, so that the j-th row of the matrix of S is a multiple of the i-the row. This implies that the matrix of S must have the same form as in the finite-dimensional case (see the representation (3) in [3, p. 1416]):
where ∆ 1 and ∆ 2 are (infinite) permutation matrices, and for each k the vectors u k and v k are both either strictly positive or zero (the rectangular blocks u k v * k are in general not square and there may only be one block).
Considering the projections SS
* and S * S we conclude that (u * k u k )(v * k v k ) ∈ {0, 1}, and the nonzero entries of S are of the form √ ξη, where ξ and η are the diagonal entries of the projections SS * and S * S, respectively.
It is easy to see that Theorem 4.6 implies Theorem 4.1. In fact, Theorem 4.6 implies the following finite-dimensional generalization of Theorem 4.1. Proof. The first assertion follows from Theorem 4.6. To prove that S is finite, just note that the commutative semigroup P (S) of all projections in S is unitarily similar to the semigroup of diagonal matrices with binary diagonals that is clearly a finite semigroup.
It is tempting to conjecture that the condition (i) of Theorem 4.6 implies finiteness of the semigroup or at least the condition (ii). We conclude the paper with a counterexample.
= g m g * n + g m h * n + h m g * n + h m h * n = (g m + h m )(g * n + h * n ) = f f * = P.
Observe that the set F i of all (i, i) slots of members in P (S) = S + = S is infinite, for example F 1 = {c 2 } ∪ {c 2 (c 2 m+1 + 1) : m ∈ IN}.
