Profile classes and partial well-order for permutations by Murphy, Maximillian & Vatter, Vincent
ar
X
iv
:m
at
h/
03
10
32
1v
1 
 [m
ath
.C
O]
  2
0 O
ct 
20
03
Profile classes and partial well-order for permutations
Maximillian M. Murphy
School of Mathematics and Statistics
University of St. Andrews
Scotland
max@mcs.st-and.ac.uk
Vincent R. Vatter∗
Department of Mathematics
Rutgers University
USA
vatter@math.rutgers.edu
MR Subject Classifications: 06A06, 06A07, 68R15
Keywords: Restricted permutation, forbidden subsequence, partial well-order, well-quasi-order
Abstract
It is known that the set of permutations, under the pattern containment ordering,
is not a partial well-order. Characterizing the partially well-ordered closed sets
(equivalently: down sets or ideals) in this poset remains a wide-open problem.
Given a 0/±1 matrix M , we define a closed set of permutations called the profile
class of M . These sets are generalizations of sets considered by Atkinson, Murphy,
and Rusˇkuc. We show that the profile class of M is partially well-ordered if and only
if a related graph is a forest. Related to the antichains we construct to prove one
of the directions of this result, we construct exotic fundamental antichains, which
lack the periodicity exhibited by all previously known fundamental antichains of
permutations.
1 Introduction
It is an old and oft rediscovered fact that there are infinite antichains of permutations
with respect to the pattern containment ordering, so the set of all finite permutations
is not partially well-ordered. Numerous examples exist including Laver [10], Pratt [13],
Tarjan [17], and Speilman and Bo´na [16]. In order to show that certain subsets of permu-
tations are partially well-ordered, Atkinson, Murphy, and Rusˇkuc [3] introduced profile
∗Partially supported by an NSF VIGRE grant to the Rutgers University Department of Mathematics.
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classes of 0/±1 vectors (although they gave these classes a different name). We extend
their definition to 0/±1 matrices, give a simple method of determining whether such a
profile class is partially well-ordered, and add to the growing library of infinite antichains
by producing antichains for those profile classes that are not partially well-ordered. Fi-
nally, in Section 5 we generalize our antichain construction to produce exotic fundamental
antichains.
The reduction of the length k word w of distinct integers is the k-permutation red(w)
obtained by replacing the smallest element of w by 1, the second smallest element by 2,
and so on. If q ∈ Sk, we write |q| for the length k of q and we say that the permutation
p ∈ Sn contains a q pattern, written q ≤ p, if and only if there is a subsequence 1 ≤ i1 <
. . . < ik ≤ n so that p(i1) . . . p(ik) reduces to q. Otherwise we say that p is q-avoiding and
write q 6≤ p. The problem of enumerating q-avoiding n-permutations has received much
attention recently, see Wilf [18] for references.
The relation ≤ is a partial order on permutations. Recall that the partially ordered
set (X,≤) is said to be partially well-ordered if it contains neither an infinite properly
decreasing sequence nor an infinite antichain (a set of pairwise incomparable elements).
Since |q| < |p| whenever q ≤ p with q 6= p, no set of permutations may contain an infinite
properly decreasing sequence, so a set of permutations is partially well-ordered if and only
if it does not contain an infinite antichain.
If X is any set of permutations, we let A(X) denote the set of finite permutations that
avoid every member of X . We also let cl(X) denote the closure of X , that is, the set of
all permutations p such that there is a q ∈ X that contains p. We say that the set X is
closed (or that it is an order ideal or a down-set) if cl(X) = X . Now that we have the
notation, we state another result from Atkinson et al. [3].
Theorem 1.1. [3] Let p be a permutation. Then A(p) is partially well-ordered if and
only if p ∈ {1, 12, 21, 132, 213, 231, 312}.
We will rely heavily on the result of Higman [8] that the set of finite words over a
partially well-ordered set is partially well-ordered under the subsequence ordering. More
precisely, if (X,≤) is a poset, we let X∗ denote the set of all finite words with letters from
X . Then we say that a = a1 . . . ak is a subsequence of b = b1 . . . bn (and write a ≤ b) if
there is a subsequence 1 ≤ i1 < . . . < ik ≤ n such that aj ≤ bij for all j ∈ [k].
Higman’s Theorem. [8] If (X,≤) is partially well-ordered then so is (X∗,≤).
Actually, the theorem above is a special case of Higman’s result, but it is all that we
will need.
If p ∈ Sm and p
′ ∈ Sn, we define the direct sum of p and p
′, p⊕ p′, to be the (m+ n)-
permutation given by
(p⊕ p′)(i) =
{
p(i) if 1 ≤ i ≤ m,
p′(i−m) +m if m+ 1 ≤ i ≤ m+ n.
The skew sum of p and p′, p⊖ p′, is defined by
(p⊖ p′)(i) =
{
p(i) + n if 1 ≤ i ≤ m,
p′(i−m) if m+ 1 ≤ i ≤ m+ n.
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Given a set X of permutations, the sum completion of X is the set of all permutations
of the form p1 ⊕ p2 ⊕ . . . ⊕ pk for some p1, p2, . . . , pk ∈ X , and the strong completion of
X is set of all permutations that can be obtained from X by a finite number of ⊕ and ⊖
operations. The following result is given in [3].
Proposition 1.2. [3] If X is a partially well-ordered set of permutations, then so is the
strong completion of X.
For example, this proposition shows that the set of layered permutations is partially
well-ordered, as they are precisely the sum completion of the chain {1, 21, 321, . . .}. Sim-
ilarly, the set of separable permutations, the strong completion of the single permutation
1, is partially well-ordered.
2 Profile classes of 0/±1 matrices
This section is devoted to introducing the central object of our consideration: profile
classes. We begin with notation. IfM is an m×n matrix and (i, j) ∈ [m]× [n], we denote
by Mi,j the entry of M in row i and column j. For I ⊆ [m] and J ⊆ [n], we let MI×J
stand for the submatrix (Mi,j)i∈I,j∈J . We write M
t for the transpose of M .
Given a matrix of size m × n, we define the its support , supp(M), to be the set of
pairs (i, j) such that Mi,j 6= 0. The permutation matrix corresponding to p ∈ Sn, Mp, is
then the n× n 0/1 matrix with supp(Mp) = {(i, p(i)) : i ∈ [n]}.
If P and Q are matrices of size m× n and r × s respectively, we say that P contains
a Q pattern if there is a submatrix P ′ of P of the same size as Q such that for all
(i, j) ∈ [r]× [s],
Qi,j 6= 0 implies P
′
i,j = Qi,j .
(Note that we have implicitly re-indexed the support of P ′ here.) We write Q ≤ P
when P contains a Q pattern and Q 6≤ P otherwise. If q and p are permutations then
q ≤ p if and only if Mq ≤ Mp. Fu˝redi and Hajnal studied this ordering for 0/1 matrices
in [6].
We define the reduction of a matrix M to be the matrix red(M) obtained from M
by removing the all-zero columns and rows. Given a set of ordered pairs X let ∆(X)
denote the smallest 0/1 matrix with supp(∆(X)) = X . If we are also given a matrix
P , let ∆(P )(X) denote the matrix of the same size as P with supp(∆(P )(X)) = X , if
such a matrix exists. If Q is a 0/1 matrix satisfying red(Q) = Q (for instance if Q is a
permutation matrix) then Q is contained in a 0/1 matrix P if and only if there is a set
X ⊆ supp(P ) with red(∆(X)) = Q.
We say that M is a quasi-permutation matrix if there is a permutation matrix M ′
that contains an M pattern or, equivalently, if red(M) is a permutation matrix. If M is
a quasi-permutation matrix and supp(M) = {(i1, j1), . . . , (iℓ, jℓ)} with 1 ≤ i1 < . . . < iℓ,
we say that M is increasing if 1 ≤ j1 < . . . < jℓ and decreasing if j1 > . . . > jℓ ≥ 1.
Hence increasing quasi-permutation matrices reduce to permutation matrices of increasing
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permutations and decreasing quasi-permutation matrices reduce to permutation matrices
of decreasing permutations.
In their investigation of partially well-ordered sets of permutations, Atkinson, Murphy,
and Rusˇkuc [3] defined the “generalized W s” as follows. Suppose v = (v1, . . . , vs) is a
±1-vector and that P is an n × n permutation matrix. Then P ∈ W (v) if and only if
there are indices 1 = i1 ≤ . . . ≤ is+1 = n + 1 such that for all ℓ ∈ [s],
(i) if vℓ = 1 then P[iℓ,iℓ+1)×[n] is increasing,
(ii) if vℓ = −1 then P[iℓ,iℓ+1)×[n] is decreasing.
For example, the following matrix lies in W (−1, 1, 1,−1) (the 0 entries have been sup-
pressed for readability).
M532481697 =


1
1
1
1
1
1
1
1
1


Using Higman’s Theorem, they obtained the following result.
Theorem 2.1. [3] For all ±1 vectors v, (W (v),≤) is partially well-ordered.
Our goal in this section is to generalize the “generalized W s” and Theorem 2.1. Sup-
pose that M is an r × s 0/±1 matrix and P is a quasi-permutation matrix. An M-
partition of P is a pair (I, J) of multisets I = {1 = i1 ≤ . . . ≤ ir+1 = n + 1} and
J = {1 = j1 ≤ . . . ≤ js+1 = n+ 1} such that for all k ∈ [r] and ℓ ∈ [s],
(i) if Mk,ℓ = 0 then P[ik,ik+1)×[jℓ,jℓ+1) = 0,
(ii) if Mk,ℓ = 1 then P[ik,ik+1)×[jℓ,jℓ+1) is increasing,
(iii) if Mk,ℓ = −1 then P[ik,ik+1)×[jℓ,jℓ+1) is decreasing.
For any 0/±1 matrix M we define the profile class of M , Prof(M), to be the set of all
permutation matrices that admit anM-partition. For instance, our previous example also
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lies in Prof
(
−1 −1 0 0
1 0 1 1
)
, as is illustrated below.
M532481697 =


1
1
1
1
1
1
1
1
1


Although we have arranged things so that profile classes are sets of permutation matrices,
this will not stop us from saying that a permutation belongs to a profile class, and by this
we mean that the corresponding permutation matrix belongs to the profile class.
Note that a matrix in Prof(M) may have many different M-partitions. Also note that
W (v) = Prof(vt). The profile classes of permutations defined by Atkinson [2] fall into
this framework as well: p is in the profile class of q if and only if Mp ∈ Prof(Mq). (The
wreath products studied in [4], [12], and briefly in the conclusion of this paper provide a
different generalization of profile classes of permutations.)
Unlike the constructions they generalize, it is not true that the profile class of every
0/±1 matrix is partially well-ordered. For example, consider the Widderschin antichain
W = {w1, w2, . . .} given by
w1 = 8, 1 | 5, 3, 6, 7, 9, 4 | | 10, 11, 2
w2 = 12, 1, 10, 3 | 7, 5, 8, 9, 11, 6 | 13, 4 | 14, 15, 2
w3 = 16, 1, 14, 3, 12, 5 | 9, 7, 10, 11, 13, 8 | 15, 6, 17, 4 | 18, 19, 2
...
wk = 4k + 4, 1, 4k + 2, 3, . . . , 2k + 6, 2k − 1 |
2k + 3, 2k + 1, 2k + 4, 2k + 5, 2k + 7, 2k + 2 |
2k + 9, 2k, 2k + 11, 2k − 2, . . . , 4k + 5, 4 |
4k + 6, 4k + 7, 2
where the vertical bars indicate that wk consists of four different parts, of which the first
part is the interleaving of 4k + 4, 4k+ 2, . . . , 2k + 6 with 1, 3, . . . , 2k − 1, the second part
consists of just six terms, the third part is the interleaving of 2k + 9, 2k + 11, . . . , 4k + 5
with 2k, 2k−2, . . . , 4, and the fourth part has three terms. Proofs that W is an antichain
may be found in [3, 12], and this antichain is in fact a special case of our construction in
Section 4, so Theorem 4.3 also provides a proof that W forms an antichain.
Each Mwk has a
(
1 −1
−1 1
)
-partition: ({1, 2k + 3, 4k + 8}, {1, 2k+ 3, 4k + 8}). For
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Figure 1: G
(
1 1 0 0
1 0 1 1
)
example,
Mw2 =


1
1
1
1
1
1
1
1
1
1
1
1
1
1
1


∈ Prof
(
1 −1
−1 1
)
.
Therefore Prof
(
1 −1
−1 1
)
is not partially well-ordered under the pattern containment
ordering.
If M is an r × s 0/±1 matrix we define the bipartite graph of M , G(M), to be the
graph with vertices {x1, . . . , xr} ∪ {y1, . . . , ys} and edges {(xi, yj) : |Mi,j| = 1}. Figure 1
shows an example. Our main theorem, proven in the next two sections, characterizes the
matricesM for which (Prof(M),≤) is partially well-ordered in terms of the graphs G(M):
Theorem 2.2. Let M be a finite 0/±1 matrix. Then (Prof(M),≤) is partially well-
ordered if and only if G(M) is a forest.
3 When profile classes are partially well-ordered
Our aim in this section is to prove the direction of Theorem 2.2 that states that (Prof(M),≤)
is partially well-ordered if G(M) is a forest. In order to do this, we will need more notation.
In particular, we need to introduce two new sets of matrices, Part(M) and SubPart(M),
and an ordering on them, .
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We have previously defined Prof(M) to be the set of permutations matrices admitting
an M-partition. Now let Part(M) consist of the triples (P, I, J) where P ∈ Prof(M)
and (I, J) is an M-partition of P . We let the other set, SubPart(M), contain all triples
(P, I, J) where P is a quasi-permutation matrix and (I, J) is an M-partition of P . Hence
Part(M) ⊆ SubPart(M).
Suppose that M is an r × s 0/±1 matrix with (P, I, J), (P ′, I ′, J ′) ∈ SubPart(M)
where
I = {i1 ≤ . . . ≤ ir+1},
J = {j1 ≤ . . . ≤ js+1},
I ′ = {i′1 ≤ . . . ≤ i
′
r+1},
J ′ = {j′1 ≤ . . . ≤ j
′
s+1}.
We write (P ′, I ′, J ′)  (P, I, J) if there is a set X ⊆ supp(P ) such that red(∆(X)) =
red(P ′) and for all k ∈ [r] and ℓ ∈ [s],
|X ∩ ([ik, ik+1)× [jℓ, jℓ+1))| = | supp(P
′) ∩ ([i′k, i
′
k+1)× [j
′
ℓ, j
′
ℓ+1))|.
Because Part(M) ⊆ SubPart(M), we have also defined  on Part(M). It is routine to
verify that  is a partial order on both of these sets.
The poset we are really interested in, (Prof(M),≤), is a homomorphic image of
(Part(M),). Consequently, if for some M we can show that (Part(M),) is partially
well-ordered, then we may conclude that (Prof(M),≤) is partially well-ordered. This is
similar to the approach Atkinson, Murphy, and Rusˇkuc [3] used to prove Theorem 2.1.
First we examine two symmetries of partition classes.
Proposition 3.1. If M is a 0/±1 matrix then (Part(M t),) ∼= (Part(M),).
Proof: The isomorphism is given by (P, I, J) 7→ (P t, J, I). ✸
Proposition 3.1 says almost nothing more than that for permutations p and q, q ≤ p
if and only if inv(q) ≤ inv(p), where here inv denotes the group-theoretic inverse. Simi-
larly, we could define the reverse of a matrix and see that (Part(M),) ∼= (Part(M ′),)
whenever M and M ′ lie in the same orbit under the dihedral group of order 4 generated
by these two operations. In fact, we have the following more powerful symmetry.
Proposition 3.2. If M and M ′ are 0/±1 matrices and M ′ can be obtained by permuting
the rows and columns of M then (Part(M),) ∼= (Part(M ′),).
Proof: By Proposition 3.1, it suffices to prove this in the case where M ′ can be obtained
by permuting just the rows of M . Furthermore, it suffices to show this claim in the case
where M ′ can be obtained from M by interchanging two adjacent rows k and k + 1. Let
(P, I = {i1 ≤ . . . ≤ ir+1}, J = {j1 ≤ . . . ≤ js+1}) ∈ Part(M). Define P
′ by
P ′[1,ik)×[n] = P[1,ik)×[n],
P ′[ik,ik+ik+2−ik+1)×[n] = P[ik+1,ik+2)×[n],
P ′[ik+ik+2−ik+1,ik+2)×[n] = P[ik,ik+1)×[n],
P ′[ik+2,n]×[n] = P[ik+2,n]×[n],
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and set
I ′ = {i1 ≤ . . . ≤ ik ≤ ik + ik+2 − ik+1 ≤ ik+2 ≤ . . . ≤ ir+1}.
It is easy to check that (P, I, J) 7→ (P ′, I ′, J) is an isomorphism. ✸
The analogue of Proposition 3.1 for the poset (Prof(M),≤) is true. However, the ana-
logue of Proposition 3.2 fails in general. For example, Prof
(
1 1 −1
)t
contains 21 per-
mutations of length four, excluding only 3214, 4213, and 4312, whereas Prof
(
1 −1 1
)t
is without 2143, 3142, 3241, 4132, and 4231. Propositions 3.1 and 3.2 suggest (although
they fall short of proving) that whether or not (Part(M),) is partially well-ordered de-
pends only on the isomorphism class of G(M), this hint was the original motivation for
our main result, Theorem 2.2. We are now ready to prove one direction of this theorem.
Theorem 3.3. Let M be a 0/±1 matrix. If G(M) is a forest then (Part(M),) is
partially well-ordered.
Proof: Let M be an r × s 0/±1 matrix satisfying the hypotheses of the theorem. By
induction on | supp(M)| we will construct two maps, µ and ν, such that if (P, I, J) ∈
SubPart(M) then
ν(M ;P, I, J) = ν1(M ;P, I, J) . . . ν| supp(P )|(M ;P, I, J) ∈ ([r]× [s])
| supp(P )|,
and
µ(M ;P, I, J) = µ1(M ;P, I, J) . . . µ| supp(P )|(M ;P, I, J)
is a word containing each element of supp(P ) precisely once, thus specifying an order for
us to read through the nonzero entries of P . The other map, ν, will then record which
section of P each of these entries lie in. This is formalized in the first of three claims we
make about these maps below.
(i) If νt(M ;P, I, J) = (a, b) then µt(M ;P, I, J) ∈ [ia, ia+1)× [jb, jb+1).
(ii) If 1 ≤ a1 < . . . < ab ≤ | supp(P )| then
µ(M ; ∆(P )({µa1(M ;P, I, J), . . . , µab(M ;P, I, J)}), I, J) = µa1(M ;P, I, J) . . . µab(M ;P, I, J).
(iii) If (P ′, I ′, J ′) ∈ SubPart(M) with ν(M ;P ′, I ′, J ′) = ν(M ;P, I, J) then
red(P ′) = red(P ).
First we show that this is enough to prove the theorem. Higman’s Theorem tells us
that in any infinite set of words from ([r]× [s])∗ there are two that are comparable. Hence
in every infinite subset of Part(M), there are elements (P ′, I ′, J ′) and (P, I, J) such that
ν(M ;P ′, I ′, J ′) ≤ ν(M ;P, I, J). Hence there are indices 1 ≤ a1 < . . . < ab ≤ | supp(P )|
so that
ν(M ;P ′, I ′, J ′) = νa1(M ;P, I, J) . . . νab(M ;P, I, J).
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Now let X = {µa1(M ;P, I, J), . . . , µab(M ;P, I, J)}. Claim (ii) implies that
µ(M ; ∆(P )(X), I, J) = µa1(M ;P, I, J) . . . µab(M ;P, I, J),
and thus by claim (i) we have
ν(M ; ∆(P )(X), I, J) = νa1(M ;P, I, J) . . . νab(M ;P, I, J),
= ν(M ;P ′, I ′, J ′).
Hence claim (iii) shows that
red(∆(P )(X)) = red(P ′).
This implies that P ′ ≤ P . The other part of what we need to conclude that (P ′, I ′, J ′) 
(P, I, J) comes directly from claim (i). Therefore Part(M) does not contain an infinite
antichain, as desired.
We also need to say a few words about the symmetries of these matrices. Suppose
that we have constructed µ(M ;P, I, J), and thus ν(M ;P, I, J), for every (P, I, J) ∈
SubPart(M). We would like to claim that this shows how to construct µ(M t;P, I, J)
for every (P, I, J) ∈ SubPart(M t).
Let (P, I, J) ∈ SubPart(M t), so (P t, J, I) ∈ SubPart(M). We define µ(M t;P, I, J) in
the natural way by
µt(M
t;P, I, J) = (b, a) if and only if µt(M ;P
t, J, I) = (a, b).
Claim (i) then shows us how to define ν(M t;P, I, J). Now suppose that 1 ≤ a1 < . . . <
ab ≤ | supp(P )| and let X = {µa1(M
t;P, I, J), . . . , µab(M
t;P, I, J)}. By definition,
µt(M ; ∆
(P )(X), I, J) = (b, a)
for t ∈ [b], where
(a, b) = µt(M
t; (∆(P )(X))t, J, I),
and (a, b) = µat(M ;P
t, J, I) by claim (ii) for M . This shows that µt(M ; ∆
(P )(X), I, J) =
µat(M ;P, I, J), proving claim (ii). Claim (iii) is easier: if (P
′, I ′, J ′), (P, I, J) ∈ SubPart(M t)
have ν(M t;P ′, I ′, J ′) = ν(M t;P, I, J) then ν(M ; (P ′)t, J ′, I ′) = ν(M ;P t, J, I) so red((P ′)t) =
red(P t) and thus red(P ′) = red(P ).
We would also like to know how to construct µ(M ;P, I, J) if M is obtained by per-
muting the rows and columns of M . By our work above, it suffices to show this when
M can be obtained from M by interchanging rows k and k + 1. Let (P, I = {i1 ≤ . . . ≤
ir+1}, J = {j1 ≤ . . . ≤ js+1}) ∈ SubPart(M) and define P by
P [1,ik)×[n] = P[1,ik)×[n],
P [ik,ik+ik+2−ik+1)×[n] = P[ik+1,ik+2)×[n],
P [ik+ik+2−ik+1,ik+2)×[n] = P[ik,ik+1)×[n],
P [ik+2,n]×[n] = P[ik+2,n]×[n],
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and set
I = {i1 ≤ . . . ≤ ik ≤ ik + ik+2 − ik+1 ≤ ik+2 ≤ . . . ≤ ir+1}.
Note that (P, I, J) ∈ SubPart(M), so we can construct µ(M ;P, I, J). Suppose that
µt(M ;P , I, J) = (a, b). We construct µ(M ;P, I, J) by
µt(M ;P, I, J) =


(a, b) if (a, b) /∈ [ik, ik+2)× [n],
(a+ ik+2 − ik+1, b) if (a, b) ∈ [ik, ik+1)× [n],
(a− (ik+1 − ik), b) if (a, b) ∈ [ik+1, ik+2)× [n].
As usual, claim (i) shows us how to construct ν(M ;P, I, J). Checking claims (ii) and (iii)
is similar to what we did for the transpose, so we omit it.
We are now ready to begin constructing µ and ν. If M = 0, then the only mem-
bers of SubPart(M) are triples of the form (P, I, J) where P = 0. In this event we set
ν(M ;P, I, J) and µ(M ;P, I, J) to the empty word, and claims (i)–(iii) hold quite trivially.
Otherwise G(M) has at least one edge, so it contains a leaf. By our previous work, we
may assume that (r, s) ∈ supp(M) and (r, ℓ) /∈ supp(M) for all ℓ < s. In other words, the
last row of M is identically 0 except in the bottom-right corner, where it contains either
a 1 or −1. Our construction of µ and ν will depend on the operations used to put M into
this form but this is of no consequence to us since we have shown that any definition of
µ and ν that satisfies (i)–(iii) suffices to prove the theorem.
Let M = M[r−1]×[s]. Also, for any (P, I = {i1 ≤ . . . ≤ ir+1}, J = {j1 ≤ . . . ≤ js+1}) ∈
Part(M), let P = P[1,ir)×[1,js+1) and I = {i1 ≤ . . . ≤ ir}. We have that (P , I, J) ∈
SubPart(M), and thus by induction we have maps
ν(M ;P, I, J) = ν1(M ;P , I, J) . . . ν| supp(P )|(M ;P, I, J) ∈ ([r − 1]× [s])
| supp(P )|,
µ(M ;P, I, J) = µ1(M ;P, I, J) . . . µ| supp(P )|(M ;P, I, J),
that satisfy (i), (ii), and (iii).
Now let us build another map, µ(0)(M ;P, I, J) by reading P from left to right. In
other words,
µ(0)(M ;P, I, J) = µ
(0)
1 (M ;P, I, J) . . . µ
(0)
| supp(P )|(M ;P, I, J),
where µ
(0)
a (M ;P, I, J) is the element of supp(P )−{µ
(0)
1 (M ;P, I, J), . . . , µ
(0)
a−1(M ;P, I, J)}
with least second coordinate.
Clearly µ(0)(M ;P, I, J) contains each entry of supp(P ) precisely once. We will now
form µ(M ;P, I, J) by rearranging the entries of µ(0)(M ;P, I, J) that also lie in supp(P )
according to µ(M ;P, I, J). More precisely, suppose that the elements of supp(P ) appear
in positions 1 ≤ a1 < . . . < a| supp(P )| ≤ supp(P ) of µ
(0)(M ;P, I, J). Then let
µ(M ;P, I, J) = µ1(M ;P, I, J) . . . µ| supp(P )|(M ;P, I, J),
where
µb(M ;P, I, J) =
{
µc(M ;P, I, J) if b = ac,
µ
(0)
b (M ;P, I, J) otherwise (which occurs when µ
(0)
b (M ;P, I, J) /∈ supp(P )).
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By claim (i), this also defines ν(M ;P, I, J). It remains to check that these maps have
the desired properties. If z ∈ supp(P ), we will briefly use the notation P − z to denote
the matrix obtained from P by changing the entry at z to 0. To show (ii), it suffices to
show that
ν(M ;P − µa(M ;P, I, J), I, J) =
ν1(M ;P, I, J) . . . νa−1(M ;P, I, J)νa+1(M ;P, I, J) . . . ν| supp(P )|(M ;P, I, J).
There are two cases to consider. If µa(M ;P, I, J) ∈ supp(P ), then let b be such that
µa(M ;P, I, J) = µb(M ;P, I, J),
and let c be such that
µa(M ;P, I, J) = µ
(0)
c (M ;P, I, J).
Clearly we have
µ(0)(M ;P − µa(M ;P, I, J), I, J) =
µ
(0)
1 (M ;P, I, J) . . . µ
(0)
c−1(M ;P, I, J)µ
(0)
c+1(M ;P, I, J) . . . µ
(0)
| supp(P )|(M ;P, I, J),
and by induction,
µ(M ;P − µa(M ;P, I, J), I, J) =
µ1(M ;P, I, J) . . . µb−1(M ;P, I, J)µb+1(M ;P, I, J) . . . µ| supp(P )|(M ;P, I, J).
This implies the claim. The other case, where µa(M ;P, I, J) /∈ supp(P ), is easier.
We now have only claim (iii) to show. Suppose to the contrary that (P ′, I ′, J ′), (P, I, J) ∈
SubPart(M) satisfy ν(M ;P ′, I ′, J ′) = ν(M ;P, I, J) but red(P ′) 6= red(P ), and choose P ′
and P with | supp(P )| = | supp(P ′)| minimal subject to this constraint. If (r, s) occurs in
neither of these words then we are done because P ′ = P ′, P = P , and
ν(M ;P ′, I ′, J) = ν(M ;P ′, I ′, J ′) = ν(M ;P, I, J) = ν(M ;P, I, J),
so by induction on | supp(M)|, red(P ′) = red(P ), a contradiction.
Otherwise (r, s) occurs in both ν(M ;P ′, I ′, J ′) and ν(M ;P, I, J). This is the only
part of our proof that depends on the sign of Mr,s. Since both cases are similar, we will
show only the case where Mr,s = 1. Let a be the position of the last occurance of (r, s)
in ν(M ;P ′, I ′, J ′) and ν(M ;P, I, J), so for all b > a, νb(M ;P
′, I ′, J ′) = νb(M ;P, I, J) 6=
(r, s). By our assumptions on M and the construction of µ and ν, we know that of all
elements in supp(P ′), µa(M ;P
′, I ′, J ′) has the greatest first coordinate. We also know the
analogous fact for µa(M ;P, I, J).
Furthermore, by claims (i) and (ii), we get
ν(M ;P ′ − µa(M ;P
′, I ′, J ′), I ′, J ′) = ν(M ;P − µa(M ;P, I, J), I, J),
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so by our choice of P and P ′, we have
red(P ′ − µa(M ;P
′, I ′, J ′)) = red(P − µa(M ;P, I, J)).
Due to our construction of µ and ν and our choice of a, each of the entries µ1(M ;P
′, I ′, J ′),
. . . , µa−1(M ;P
′, I ′, J ′) lies to the upper-left of µa(M ;P
′, I ′, J ′), that is, they have lesser
first and second coordinates. In addition all of the other entries, µa+1(M ;P
′, I ′, J ′), . . . ,
µ| supp(P ′)|(M ;P
′, I ′, J ′), lie to the upper-right of µa(M ;P
′, I ′, J ′). Completely analogously,
we have the same facts for (P, I, J). This is enough to conclude that red(P ′) = red(P ), a
contradiction, proving the theorem. ✸
Theorem 3.3 and Proposition 1.2 together imply the following corollary.
Corollary 3.4. If M is a finite 0/±1 matrix and G(M) is a forest then the strong
completion of (Prof(M),≤) is partially well-ordered.
4 When profile classes are not partially well-ordered
We have half of Theorem 2.2 left to prove, and its proof will occupy this section. We would
like to show that if M is a 0/±1 matrix for which G(M) is not forest, i.e., it contains a
cycle, then (Prof(M),≤) contains an infinite antichain. Our construction will generalize
the Widderschin antichain introduced in the second section.
First an overview. We will begin by constructing a chain
(
1
)
= P 1 ≤ P 2 ≤ . . .
of permutation matrices, each formed by inserting a new 1 into the previous matrix in a
specified manner. Then from P n we will form the (n+2)× (n+2) permutation matrix Pn
by expanding the “first” and “last” entries of P n into appropriate 2×2 matrices. Finally,
we will show that there is some constant K depending only on M for which each Pn with
n ≥ K has a unique M-partition, and from this it will follow that {Pn : n ≥ K} forms an
antichain.
Before we begin, we need to make a technical observation. IfM ′ ≤M then Prof(M ′) ⊆
Prof(M), so we will assume throughout this section that G(M) is precisely a cycle. This
requirement is not strictly necessary, but it will simply the proofs greatly.
Now we are ready to construct P n, which will be an n × n permutation matrix con-
taining P n−1. To the nonzero entries of P n we attach three pieces of information:
(i) a number; the entry we insert into P n−1 in order to form P n will receive number n,
(ii) a yearn, which must be one of top-left, top-right, bottom-left, or bottom-right, and
(iii) a nonzero entry of M .
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We call the resulting object a batch, which will help us keep it separate from the entries
of M .
When thinking about these three pieces of information, it might be best to think about
starting with an empty matrix partitioned into blocks corresponding to the cells of M .
We will insert the batches in the order given by their number. Each batch will be inserted
into the block corresponding to the entry of M given by (iii). Within this block, each
entry will be placed — with some restrictions — in the corner given by its yearn, so we
might say colorfully that each batch yearns toward a corner of its block. This implies
that if the entry of M corresponding to a batch is a 1, then the yearn of that batch must
be either top-left or bottom-right. Otherwise the yearn must be top-right or bottom-left.
Finally, the entries that successive batches correspond to by (iii) will trace out the cycle
in G(M).
We have already stated that P 1 =
(
1
)
, but we have not specified properties (ii) and
(iii) of batch number 1. We can choose to correspond with the first batch any nonzero
entry of M , but for the purpose of being as concise as possible, let us always take it to
correspond to the left-most nonzero entry on the first row of M . Such an entry exists
because G(M) has been assumed not to have isolated vertices. Upon fixing this entry of
M , we have two choices for the yearn of the first batch (although, up to symmetry, the two
choices result in the same antichain, see Figure 2 for an example of this). Let us always
assume that the first batch yearns right-ward (either bottom-right if the corresponding
entry of M is a 1 or top-right if it is a −1).
Having completed the definition of the first batch, we move on to the second. Since
G(M) is precisely a cycle, there is a unique nonzero entry of M on the same row as the
entry that the first batch corresponds to. We will choose this entry to correspond to the
second batch. (We have a choice to take the entry in the same row or the entry in the same
column, but again it turns out that these two result in symmetric antichains.) Finally,
we specify that the second batch be top-yearning if the first batch was top-yearning and
bottom-yearning if the first batch was bottom-yearning. This, together with the sign of
the corresponding entry of M , determines the yearn.
Before describing where to insert the second batch into P 1 to form P 2, let us define
the other batches. The nth batch will correspond to a nonzero cell ofM that shares either
a row or column with the n − 1st batch, but is not the same cell that either the n− 1st
batch or the n− 2nd batch correspond to. Such an entry exists because G(M) is an even
cycle (since G(M) is bipartite for any M). If the nth batch shares a row with the n− 1st
batch then the nth batch will have the same vertical yearning as the n−1st batch, that is,
it will be top-yearning if the n−1st batch is top-yearning, and it will be bottom-yearning
if the n−1st batch is bottom-yearning. If the nth batch shares a column with the n−1st
batch, then the two must share the same horizontal yearning. Together with the sign of
the corresponding entry of M , this determines the yearn of the nth batch.
Now suppose that we have P n−1 and want to insert the nth batch. Suppose that this
batch corresponds to the the cell (i, j) ∈ supp(M). Then our first requirements are that
the batch must be inserted
(1) below all batches corresponding to matrix entries (x, y) with x < i,
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(2) above all batches corresponding to matrix entries (x, y) with x > i,
(3) to the right of all batches corresponding to matrix entries (x, y) with y < j, and
(4) to the left of all batches corresponding to matrix entries (x, y) with y > j.
These four restrictions are enough to insure that the nth batch ends up in the desired
“block” of P n. Now we need to insure that it ends up in the correct position within this
block. To this end we place the nth batch as far towards its yearning as possible subject
to (1)-(4) and one additional condition. The nth and n−1st batches share either a column
or a row, and due to this they must also share either their horizontal or vertical yearning,
respectively. The additional condition is simply that the nth batch must not overtake the
n− 1st batch in this yearning.
For example, suppose that the nth batch has top-left yearn and that the nth and
n − 1st batches share a row, so the n − 1st batch also yearns to be high. Then the nth
batch must be placed below n− 1st batch, but otherwise, subject to (1)-(4), as high and
far to the left as possible.
Once we have constructed P n, we form Pn by replacing the first and last batches
by
(
1 0
0 1
)
if that batch corresponds to an 1 in M and by
(
0 1
1 0
)
if that batch
corresponds to a −1 in M .
Before beginning the proof that the P matrices form an antichain we do a small
example, constructing P 1, P 2, . . . , P 6 for the matrix
M =
(
1 −1
−1 1
)
.
Let us take the first batch to correspond to entry (1, 1) of M and to have bottom-right
yearn. As for any M , we have
P 1 =
(
1
)
.
The second batch then corresponds to entry (1, 2) of M . Since the first and second
batches share a row, the second batch must be bottom-yearning, and thus its yearn must
be bottom-left because M1,2 = −1. To place the second batch into P 2, we note that
conditions (1)-(4) simply state that the second batch must be placed to the right of the
first batch. The other requirements insist that the second batch be placed above the first
batch, so we end up with
P 2 =
(
1
1
)
.
(Here we have made the second batch bold and, as usual, suppressed the 0s.)
The third batch then corresponds to entry (2, 2) of M . It must yearn leftward because
it shares a column with the second batch, and since M2,2 = 1, this means that its yearn
must be top-left. Conditions (1)-(4) imply that the third batch must be below the first
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and second batches and to the right of the first batch. The other requirements imply that
the third batch must be to the right of the second batch. Hence we have
P 3 =

 11
1

 .
The fourth batch then has top-right yearn, and must lie below all the previous batches,
to the right of the first batch, and to the left of the second and third batches, so
P 4 =


1
1
1
1

 .
The fifth batch, like the first batch, corresponds to entry (1, 1) of M . It has the same
yearn as the first batch, bottom-right, and must be to the left of batches 2, 3, and 4,
above batches 3 and 4, but otherwise as far down and to the right as possible. We then
have
P 5 =


1
1
1
1
1

 .
Finally, the sixth batch corresponds to entry (1, 2) of M and has bottom-left yearn,
like the second batch. When this batch is inserted into P 5 we get
P 6 =


1
1
1
1
1
1


.
To get P6, we replace the first batch with the 2× 2 identity matrix and the last batch
with the 2× 2 anti-identity matrix, resulting in
P6 =


1
1
1
1
1
1
1
1


.
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Figure 2: On the left we have a typical element of the Widderschin antichain initialized
with bottom-right yearn, on the right it is initialized with top-left yearn. Note that
in this case the construction spins inward when initialized as on the left and outward
when initialized as on the right, but the two resulting permutations are the same, up to
symmetry.
The matrix P26 is shown on the left of Figure 2. In the figure we have replaced 1s by
dots and drawn an arrow from each batch to the subsequent batch. It should be clear from
that picture that we have constructed an antichain almost identical to the Widderschin
antichain; the subset {P9, P13, P17, P21, . . .} is – up to symmetry – exactly the Widderschin
antichain as we presented it in Section 2.
The matrix shown on the right of Figure 2 shows what we would get had we taken the
yearn of the first batch to be top-left instead of bottom-right, and provides an example
of our claim that the resulting matrices would be the same, up to symmetry.
Clearly the algorithm is well-defined since we have restricted ourselves to considering
only cases where G(M) is a cycle. Almost as clearly, notice that successive batches cycle
around supp(M). Put more precisely, suppose that G(M) is a cycle of length c. Then the
mth batch in P n corresponds to the same entry ofM that the (m+c)th batch corresponds
to.
For the rest of our analysis we will restrict M further, and assume that M contains
an even number of −1s. That this can be done without loss is not completely obvious.
Suppose that M has an odd number of −1s. We form a new matrix M ′ by replacing the
1s in M by
(
1 0
0 1
)
, the −1s by
(
0 −1
−1 0
)
, and the 0s by the 2× 2 zero matrix. It
is easy to see that the profile classes of M and M ′ are identical, but we also need that
G(M ′) contains a unique cycle.
Proposition 4.1. Let M be a 0/±1 matrix with an odd number of −1 entries, suppose
that G(M) is a cycle, and form M ′ as described above. Then G(M ′) contains a unique
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cycle, twice the length of the cycle in G(M).
Proof: First note that there is a natural homomorphism from M ′ to M that arises by
identifying the 2× 2 blocks of M ′ with the cells of M that they came from. This and the
fact that every node of G(M ′) has degree 2 imply that G(M ′) is either a cycle of twice
the length of the cycle in G(M) or two disjoint copies of the cycle in G(M). It is this
latter case that we would like to rule out.
Now suppose that M ′ is r× s and consider the r× s matrix S given by Si,j = (−1)
i+j .
For r = s = 4, we have
S =


1 −1 1 −1
−1 1 −1 1
1 −1 1 −1
−1 1 −1 1

 .
We can form M ′ by changing entries of S into 0s. A nice property of S is that the
length of any walk in S in which diagonal steps are prohibited can be computed modulo
2 by multiplying the entries of the start and end of the walk. If this product is 1 then
then length of the walk is even, and if the product is −1 then the length of the walk is
odd. Clearly M ′ also has this property for walks that begin and end at non-zero entries.
Now suppose that G(M ′) contains two disjoint cycles and choose one of these cycles.
Clearly this cycle must contain one entry from each nonzero 2 × 2 block of M , so the
product of the matrix entries used in the cycle is −1, since M had an odd number of
−1s. Now pair up the entries that lie on the same row of M ′. For any such pair, their
product tells us whether the distance between them is odd or even. Multiplying all such
products together tells us whether the sum of all horizontal distances traversed by the
cycle is odd or even. Clearly, this result must be even. However, this product will be the
product of all entries used in the cycle, which we have assumed is −1. Therefore this case
is impossible, and the proposition is true. ✸
Hence we may assume that M contains an even number of −1s. This assumption will
simplify our proofs, but it is worth noting thatM andM ′ give rise to the same antichains;
for example, see Figure 3.
Under this assumption we can conclude that any two batches that correspond to the
same entry of M share the same yearn. Let us consider the vertical yearn only. Note
that it changes only when two successive batches correspond to cells of M in the same
column but with opposite signs. Now if we sum over the columns of M the number of −1
entries in each column we must get an even number. Each time two successive batches
correspond to cells of M in the same column with the same sign, we either add 0 or
2 to our sum. In the case that these batches correspond to cells of opposite sign, a 1
is contributed. Therefore the number of times that the vertical yearn changes during an
entire cycle through supp(M) must be even. The horizontal case is completely symmetric.
Because of this, one might think of set of batches that correspond to an entry of M
as ever more successfully progressing in the direction of their common yearn.
We now prove the major technical lemma we will need to establish that our algorithm
produces antichains.
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Figure 3: The permutation on the left is a permutation constructed by our algorithm to
lie in Prof
(
1 1
1 −1
)
. On the right, we have a permutation constructed by our algorithm
to lie in the profile class of 

1 0 1 0
0 1 0 1
1 0 0 −1
0 1 −1 0

 .
Unlike our previous examples, in this case the first batch was taken to correspond to the
matrix entry (2, 2). Notice that the two permutations are the same.
Lemma 4.2. Suppose that M is a 0/±1 matrix with an even number of −1s and that
G(M) is a cycle of length c. Then for n ≥ (c+ 1)c2 + 1, Pn has a unique M-partition.
Proof: We begin by proving that under these hypotheses P n has a unique M-partition,
from which the claim for Pn will follow rather easily. First note that there is at least
one M-partition of P n. This M-partition comes from the correspondence between the
batches of P n and the entries of M . Now suppose that we have another M-partition
of P n. We will use the verb “allocate” to differentiate this partition from the naturally
arising partition just mentioned. So, each batch of P n corresponds to an entry of M (this
correspondence coming from the construction) and is allocated to an entry of M (this
allocation coming from the other M-partition we have been given).
Since M has precisely c nonzero entries and n ≥ (c + 1)c2 + 1, we can find at least
c + 2 batches that correspond to the same cell of M and are allocated to the same cell
of M (note that at this point we cannot assume that these two cells are the same). We
will call this set of batches isotope 1. Because they are allocated to the same cell of M ,
the terms of isotope 1 form either an increasing or a decreasing sequence. Suppose that
the lowest numbered batch in isotope 1 is batch number x and that the highest numbered
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batch is batch number x + tc (so by our assumptions about the cardinality of isotope 1,
t ≥ c + 1). It should be clear from the principle that successive batches that correspond
to the same entry of M are increasingly successful in attaining their common yearn that
isotope 1 also contains the batches x, x+ c, x+ 2c, . . . , x+ tc.
We know that all the batches in isotope 1 share the same yearn. Without loss, we
will assume that they are all top-yearning and that batch x + 1 corresponds to an entry
of M on the same row as the entry that the batches of isotope 1 correspond to. Then
batch x+ 1 is lower than batch x, batch x+ c+ 1 is higher than batch x but lower than
batch x + c, and in general batch x + rc + 1 is lower than batch x + rc but higher than
batch x+ (r − 1)c for all r ∈ [t− 1]. So, the batches numbered x+ rc+ 1 for r ∈ [t− 1]
horizontally separate the isotope 1 batches. Therefore these batches must all be allocated
to a nonzero entry of M on the same row as the entry that the isotope 1 batches are
allocated to. However, these two isotopes must not be allocated to the same entry of M
on account of their non-monotonicity, and thus because G(M) is a cycle, there is only one
entry of M that the batches numbered x + rc + 1, r ∈ [t − 1], may be assigned to. Let
isotope 2 denote the set of all batches that correspond to and are allocated to the same
entries of M as these batches.
We now proceed in this manner, defining isotopes numbered 3 through c + 1, each
either vertically or horizontally separating the last. In general isotope i will contain at
least c + 2 − i batches. Suppose that isotope i − 1 contains all the batches numbered
x + rc + i − 1 where r ∈ [s, t]. Then, excepting the i = 2 case in which the existence
of batch x + tc + 1 is uncertain, isotope i will contain the terms x + rc + i − 1 where
r ∈ [s + 1, t]. Thus we can be guaranteed that isotope c + 1, the last isotope we will
construct, is non-empty.
These isotopes must cycle aroundM , so the batches of isotope c+1 are allocated to the
same entry of M as the batches of isotope 1. The isotopes must also contain a sequence
of successive batches. Furthermore, it is possible to determine the relative vertical and
horizontal placement of the cells to which the isotopes are allocated, from which it follows
that the batches in the isotopes are allocated to the cells to which they correspond.
It remains only to consider the batches that do not lie in the isotopes. Note that
if c + 1 consecutive batches are allocated to the cells they correspond to, then also the
batches immediately succeeding and preceding this sequence, if they exist, are allocated
to the cells they correspond to. For proof, suppose that such a sequence y, y+1, . . . , y+ c
of batches is given and that, without loss, batches y and y + 1 are allocated to the same
row and are both top-yearning. Then batch y+ c+1 lies vertically between batches y and
y + c, so it must be allocated to the same row as these batches (which is the same row
that batch y + 1 is allocated to). Furthermore, it cannot horizontally separate batches
y and y + c, so it may not be allocated to the same column as these batches. Since all
rows of M contain precisely two non-zero entries, this means that batch y + c + 1 must
be allocated to the same cell as batch y+1, and by our construction, this is the cell that
batch y + c+ 1 corresponds to.
Therefore every batch in P n must be allocated to the same cell that it corresponds to,
and thus P n has a unique M-partition.
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Figure 4: The permutation on the left is an element of the “quasi-square antichain,”
introduced in [12] and readily constructed by our algorithm. The permutation on the
right comes from a matrix whose graph is a 6-cycle.
Seeing that the same holds for Pn is trivial. Consider the first batch, which is expanded
to form a 2×2 matrix when we go from P n to Pn. Of the two nonzero entries in this 2×2
matrix, one of them lies both horizontally and vertically between the other nonzero entry
and batch c+1; call this entry interior, and then do the same for the last batch. Removing
the two interior entries gives P n back, and we know that it has a unique M-partition.
But reinserting the interior entries cannot offer us any more possibilities for partitioning.
✸
The main technical step now complete, we are ready to prove that the permutations
we have constructed do indeed form antichains.
Theorem 4.3. Let M be a 0/±1 matrix. If G(M) contains a cycle, then Prof(M) con-
tains an infinite antichain, given by the permutations coming from Pn for n sufficiently
large.
Proof: As we have already remarked, we may assume that M contains an even number
of −1s and that G(M) is nothing but a cycle. Let us assume this cycle is of length c+ 1,
and that n > m are both at least c and large enough so that Pm and Pn have unique
M-partitions (that we may make this assumption is the content of Lemma 4.2).
We would like to show that Pm and Pn are incomparable. Quite trivially, Pn 6≤ Pm,
because Pn is larger than Pm, so it suffices to show that Pm 6≤ Pn. Suppose to the contrary
that Pm ≤ Pn. Then there is at least one submatrix of Pn that reduces to Pm. In this
manner we get a one-to-one map from supp(Pm) into supp(Pn), or, as we will think of it,
a map from the batches of Pm into the batches of Pn (with the first and last batches of
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Pm possibly being mapped into more than one batch of Pn). We begin by making two
claims about this mapping:
(i) if batch i of Pm is mapped into batch j of Pn for some i ∈ [2, m − 1], then batch
i+ 1 of Pm is mapped into a batch of Pn of numbered at most j + 1, and
(ii) batch 1 of Pm must be mapped into batch 1 of Pn.
We begin with the proof of (i). We may assume without loss that batches i and i+ 1
of Pm correspond to cells of M that share a row, and that both batches are top-yearning.
First note since Pm and Pn have only one M-partition each, batch i+ 1 must be mapped
to a batch of Pn with number congruent to j + 1 modulo c. Furthermore, since batches i
and i+ 1 are both top-yearning and correspond to cells in the same row, batch i+ 1 lies
below batch i, so it must be mapped to a batch below batch j. These two restrictions
leave only the possibilities we have allowed for.
Now we have to prove claim (ii). Clearly batch 1 of Pm cannot be mapped into the
last batch of Pn, so if the claim does not hold then this batch is mapped into two batches
of Pn, say r+1 and r+sc+1 (by the uniqueness ofM-partitions, these two batches must
be congruent to 1 modulo c). Let us suppose that the first batch of Pm has top-right
yearn, and that the first and second batches of Pm correspond to cells of M that share
a row. Now consider where batch 2 may be mapped to. By the same argument we used
in (i), batch 2 must be mapped to a batch this lies below the batch r + 1, so it must be
mapped to a batch with number at most r + 2. We now follow the implication of (i) all
the way around the cycle, to see that batch c+1 of Pm must be mapped into a batch with
number at most r + c + 1. This is a contradiction because either r + c + 1 = r + sc + 1
(our mapping was supposed to be one-to-one) or r + c + 1 < r + sc + 1 and thus batch
c + 1 is mapped to a batch that horizontally separates the two entries that batch 1 was
mapped to.
Having established (i) and (ii) we are almost done. The first batch of Pm must be
mapped to the first batch of Pn, so the second batch of Pm must be mapped to the second
batch of Pn, and so on, until we conclude that the m−1st batch of Pm must be mapped to
the m−1st batch of Pn. Now we have no options for the last batch. Suppose without loss
that the m− 1st and mth batches of Pm correspond to row-sharing cells of M , and that
the m − 1st batch is top-yearning. Then the mth batch (which consists of two non-zero
entries) must lie entirely below the m − 1st batch. This means that the mth batch of
Pm must be mapped to a batch of number at most m in Pn. Additionally, of course, the
mth batch of Pm may not be mapped into a batch that any other batch of Pm has been
mapped into, so we have reached a contradiction, proving the theorem. ✸
5 Exotic Fundamental Antichains
If we have an antichain of permutations A, then we may form infinitely more antichains
from it by direct sums (or skew sums, or in several other ways). For instance, {1324⊕ a :
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a ∈ A} must also be an antichain. But {1324 ⊕ a : a ∈ A} is, at least intuitively, less
interesting that A.
In order to make this intuition precise, we say that an antichain A is fundamental if
its closure contains no antichains of the same size as A, except those that are subsets of
A itself.
Clearly {1324 ⊕ a : a ∈ A} is not fundamental. Note that some researchers (for
example, Cherlin and Latka [5] and Gustedt [7]) call such antichains “minimal.”
While we have no use for it, we would be remiss if we did not make note of the following
result. Surely the proof (or some generalization of it) has appeared in more than the two
sources we cite.
Proposition 5.1. [7, 12] Let X be a closed set of permutations. If X contains an infinite
antichain, then it also contains an infinite fundamental antichain.
It can be shown that our construction from the previous section produces fundamental
antichains. However, this is a rather subtle point. Consider our construction applied to
the matrix
M =
(
1 −1
−1 1
)
,
and suppose we take the first batch to correspond to entry (1, 1) ofM and to have bottom-
right yearn. Our construction will then produce a sequence P1, P2, . . . of permutation
matrices. Theorem 4.3 shows that the subset {Pn : n ≥ 81} forms an antichain, and
indeed it is easy to check that {Pn : n ≥ 9} forms an antichain.
As we remarked in that section, the subset {Pn : 9 ≤ n ≡ 1 (mod 4)} is, up to
symmetry, exactly the Widderschin antichain as we presented it in Section 2, and this
antichain is fundamental. However, if we extend this antichain by adding P10, it is no
longer fundamental.
For proof of this, consider the permutation matrix P ′10 obtained from P10 by removing
one of the two entries coming from the first batch, shown below with its unique M-
partition:
P ′10 =


1
1
1
1
1
1
1
1
1
1
1


.
It is not hard to check that P ′10 6≤ Pn for all 13 ≤ n ≡ 1 (mod 4). Therefore
{P ′10} ∪ {Pn : 13 ≤ n ≡ 1 (mod 4)}
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Figure 5: G


−1 1 −1 1 −1 1
1 −1 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 1 −1


forms an antichain, which lies in the closure of
{P10} ∪ {Pn : 13 ≤ n ≡ 1 (mod 4)}
but is not a subset of this latter antichain. Therefore this antichain is not fundamental,
and in particular, {Pn : n ≥ 9} is not fundamental.
In general, suppose that M is a 0/±1 matrix for which G(M) is precisely a cycle of
length c. If we fix some integer d ∈ [c], the set
{Pn : n is sufficiently large and n ≡ d (mod c)}
can be shown to form a fundamental antichain.
Up to this point, all fundamental antichains in the literature and all antichains pro-
duced by our algorithm as we have described it are periodic in some sense. We aim in
this section to convince the reader that our construction from the last section can be
generalized to construct exotic fundamental antichains without this periodicity.
In the description of the construction we assumed that G(M) was a cycle. Suppose
instead that we let G(M) contain two or more cycles intersecting at a single vertex. For
example, let us take
M =


−1 1 −1 1 −1 1
1 −1 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 1 −1

 ,
so G(M) will be the graph depicted in Figure 5.
Let us take the first batch to correspond to cell (1, 1) and to have bottom-right yearn.
Immediately we are faced with a predicament: there are five other entries on the first row
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of M , so which should we choose for the second batch? This situation can be rectified by
supplying additional input to the algorithm. Let us supply a word w on the letters 0, 1,
and 2 where 0 means that the next several batches should trace out the left cycle, (1, 1),
(1, 2), (2, 2), and (2, 1), 1 means that the next several batches should trace out the middle
cycle, (1, 3), (1, 4), (3, 4), and (3, 3), and 2 means that the next several batches should
trace out the cycle in columns 5 and 6. Then our construction is once again well-defined,
and a slight adaptation of the proofs in the last section would show that it still produces
antichains.
To produce an aperiodic antichain we need only select an aperiodic word as w. We
define the (infinite) binary Thue-Morse word, t, by t = limn→∞ un where u0 = a, v0 = b,
and for n ≥ 1, un = un−1vn−1 and vn = vn−1un−1. For example,
u6 = abbabaabbaababbabaababbaabbabaab.
Now we replace each occurrence of abb by 2, each occurrence of ab by 1 (after replacing
the occurrences of ab), and each remaining occurance of a by 0 to get the word w on the
letters 0, 1, 2. Applying these substitutions to u6, we obtain the word
21020121012021.
It is known (see, for example, Lothaire [11]) that the word w is square-free. An element
of an antichain produced in this manner is shown in Figure 6.
To get an aperiodic fundamental antichain from this construction, we need only make
sure to take elements Pn for which the last batch always corresponds to the same cell ofM .
For example, if we take all permutation matrices Pn (for n sufficiently large) produced
by the operation described above, they will form an antichain, but not a fundamental
one. Instead if we take all elements Pn where n is sufficiently large and the last batch
corresponds to entry (1, 1), this will be a fundamental antichain.
Even though w contains three letters, with a little care we can use it to build an
antichain in the profile class of matrix whose graph has only two cycles, for instance, the
matrix
M =

 0 1 11 1 1
1 1 0

 .
To do this we interpret the letters of w differently. If we encounter a 0, we go around
the cycle we just looped around in the same direction (clockwise or counterclockwise). In
the case of a 1, we go around the other cycle, but keep the direction of the last cycle. If
we see a 2, we switch cycles and direction.
For example, suppose we begin by traveling around the right-most cycle of M in a
clockwise direction, passing through the entries (2, 2), (1, 2), (1, 3), and (2, 3) in that
order. Now we read the first letter of w. Since it is a 2, we go around the left-most cycle
of M counterclockwise, passing through (2, 3), (3, 1), and (3, 2). The next letter of w is
a 1, so we return to the right-most cycle of M , but in the counterclockwise direction this
time, resulting in the walk (2, 2), (2, 3), (1, 3), (1, 2). Since the fourth letter of w is a 2,
we go on to walk around the left-most cycle of M in a clockwise direction.
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Figure 6: An element of an aperiodic infinite antichain constructed from the Thue-Morse
word.
Figure 7: An element of an aperiodic infinite antichain constructed from a matrix with
two cycles and the Thue-Morse word.
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
 0 1 11 1 1
1 1 0


An element of the the antichain constructed in this way is shown in Figure 7.
We have so far discussed only one manner in which antichains produced by our con-
struction might fail to be fundamental, but in this more general setting there are a couple
more subtleties. Let us again consider the matrix

 0 1 11 1 1
1 1 0

 .
If our stroll through the entries of this matrix contains a sequence like (2, 2), (2, 3), (1, 3),
(2, 3), (2, 2), then the resulting antichain will not be fundamental. And if our stroll does
not contain infinitely many cycles, then the resulting sequence of permutations will not
even form an antichain.
6 Concluding Remarks
Recently and independently, Albert and Atkinson [1] and Murphy [12] have introduced
another method for proving that closed sets of permutations are partially well-ordered.
An interval of p ∈ Sn is a segment p(i)p(i + 1) . . . p(j), where 1 ≤ i ≤ j ≤ n, such that
{p(i), . . . , p(j)} forms a set of consecutive integers. Every permutation in Sn contains
trivial intervals of length 1 and n. If p contains no non-trivial intervals then it is said to
be interval-free or simple. For example, 35142 is simple but 25341 is not.
Using the full version of Higman’s Theorem from [8], it is not hard to show that an
analysis of the simple permutations in a closed set can sometimes be enough to show that
the set is partially well-ordered.
Theorem 6.1. [1, 12] Let X be a closed set of permutations. If X contains only finitely
many simple permutations, then X is partially well-ordered.
An analogous theorem for tournaments exists, and has been used in that context to
show that some closed sets of permutations are partially well-ordered. The reader is
referred to Latka [9] for an example of this.
In fact, if the hypotheses of Theorem 6.1 happen to hold, then they can be established
by computer due to the following theorem, which has been proven in the special case
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of permutations by Albert and Atkinson [1] and Murphy [12] and in the more general
context of binary relational systems by Schmerl and Trotter [14].
Theorem 6.2. [1, 12, 14] Every simple permutation of length n > 2 contains a simple
permutation of length n− 1 or n− 2.
Our first aim is to show that our Corollary 3.4 is not a special case of Theorem 6.1.
Consider the set of permutations D = d1, d2, . . . given by
dk = 2, 4, . . . , 2k | 1, 3, . . . , 2k − 1.
(Here, as before, the vertical bar is included merely to make the permutation easier
to parse, and has no mathematical meaning.) These permutations are all simple, and
{Md1 ,Md2 , . . .} ⊂ Prof
(
1
1
)
. Hence Corollary 3.4 (in fact, even Theorem 2.1) can be
used to show that Prof
(
1
1
)
is partially well-ordered, whereas Theorem 6.1 cannot draw
this conclusion.
There are also situations in which Theorem 6.1 can show that a set is partially well-
ordered when Corollary 3.4 cannot. To describe these we need to define the wreath product
of permutations. Let p be an n permutations and let q1, . . . , qn be permutations of any
positive length. Then p ≀ (q1, . . . , qn) = p1 . . . pn where p1, . . . , pn are all intervals such that
(i) red(pi) = qi for all i ∈ [n], and
(ii) if ai is a term of pi for all i ∈ [n] then red(a1 . . . an) = p.
For example, 12 ≀ (q1, q2) = q1 ⊕ q2 and 213 ≀ (q1, q2, q3) = (q1 ⊖ q2)⊕ q3.
Now let X denote the largest closed set whose set of simple permutations is precisely
{1, 12, 21, 3142}. Such a set exists because the union of any number of closed sets is again
a closed set. This set is partially well-ordered by Theorem 6.1, but it contains the infinite
sequence of permutations
z1 = 3, 1, 4, 2,
z2 = 11, 9, 12, 10 | 3, 1, 4, 2 | 15, 13, 16, 14 | 7, 5, 8, 6,
. . .
zk = zk−1 ≀ (3142, 3142, . . . , 3142).
It is perhaps easiest to see the pattern in this sequence by looking at the matrices, for
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example,
Mz2 =


1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1


.
Corollary 3.4 cannot conclude that X is partially well-ordered because there is no finite
0/±1 matrix M for which Mzk lies in the strong completion of Prof(M) for all k.
To complete our examples, consider the set of permutations gotten by reducing the
first 2k terms of the infinite sequence
4, 1, 6, 3, 8, 5, 10, 7, . . . ,
referred to in [12] as the increasing oscillating sequence. Clearly the closure of the resulting
set is partially well-ordered, since it is the closure of a chain. However, every one of these
permutations is simple, so Theorem 6.1 cannot reach this conclusion, and it is easy to see
that Corollary 3.4 is also of no help.
Given these examples, it seems natural to ask if there a common generalization of
these two techniques. We do not have an answer for this.
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