Ultrafast 2D IR vibrational echo spectroscopy is described and a number of experimental examples are given. Details of the experimental method including the pulse sequence, heterodyne detection, and determination of the absorptive component of the 2D spectrum are outlined. As an initial example, the 2D spectrum of the stretching mode of CO bound to the protein myoglobin (MbCO) is presented. The time dependence of the 2D spectrum of MbCO, which is caused by protein structural evolution, is presented and its relationship to the frequency-frequency correlation function is described and used to make protein structural assignments based on comparisons to molecular dynamics simulations. The 2D vibrational echo experiments on the protein horseradish peroxidase are presented. The time dependence of the 2D spectra of the enzyme in the free form and with a substrate bound at the active site are compared and used to examine the influence of substrate binding on the protein's structural dynamics. The application of 2D vibrational echo spectroscopy to the study of chemical exchange under thermal equilibrium conditions is described. 2D vibrational echo chemical exchange spectroscopy is applied to the study of formation and dissociation of organic solute-solvent complexes and to the isomerization around a carbon-carbon single bond of an ethane derivative.
I. Introduction
In 1950, the NMR ''spin echo'' 1 ushered in the last half century of the development of coherent spectroscopic methods. The spin echo became the basis for the diverse range of pulsed NMR experiments, including multidimensional experiments, that are in use in fields of research from medicine to geology. 2, 3 In 1964, the basic concepts inherent in the spin echo were extended to visible spectroscopy using the earliest pulsed lasers to perform ''photon echo'' experiments on electronic excited states. 4, 5 Photon echoes have been widely used to study electronic excited state dynamics in systems such as low temperature crystals [6] [7] [8] [9] [10] and glasses, [11] [12] [13] [14] proteins, [15] [16] [17] and photosynthetic chromophore clusters. 18, 19 The advent of short pulse infrared (IR) sources made it possible to perform ''vibrational echo'' experiments on the vibrations of condensed mater systems such as liquids, glasses and proteins beginning in the early 1990's. [20] [21] [22] [23] [24] These first one-dimensional two-pulse vibrational echo experiments were conducted with an IR free electron laser. 20 However, rapid advances in laser technology now make it possible to conduct far more sophisticated vibrational echo experiments, particularly two-dimensional (2D) vibrational echoes, using table top laser systems.
2D IR vibrational echo spectroscopy [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] is an ultrafast IR analog of 2D NMR but it operates on molecular vibrations instead of spins. Vibrations are the structural degrees of freedom of molecules. It is the direct probing of molecular structure and the dynamics of molecular structure and intermolecular interactions on ultrafast time scales that makes 2D vibrational echo spectroscopy a powerful tool that is becoming increasingly useful as the methodology develops.
The 2D IR vibrational echo signal is generated by a sequence of three ultrashort IR pulses tuned to the vibrational transitions of interest. The pulse sequence induces and then probes the coherent evolution of excitations (vibrations) of a molecular system. The first pulse in the sequence causes vibrational modes of an ensemble of molecules to ''oscillate'' initially all with the identical phase. The later pulses generate observable signals that are sensitive to changes in environments of individual molecules during the experiment, even if the aggregate populations in distinct environments do not change. For example, the structural fluctuations of a protein or the formation and dissociation of molecular complexes under thermal equilibrium conditions can be observed. The 2D IR vibrational echo spectrum can also display intramolecular interactions and dynamics that are not observables in a linear IR vibrational absorption experiment because they are masked by the inhomogeneous broadening that, in general, dominates a linear absorption spectral line shape in complex condensed matter molecular systems. A critical difference between the 2D IR and NMR variants is that the IR pulse sequence is sensitive to dynamics on timescales 6 to 10 orders of magnitude faster than NMR.
2D IR vibrational echo spectroscopy has several characteristics that make it a useful tool for the study of problems involving rapid dynamics under thermal equilibrium conditions in condensed phases. Such problems are ubiquitous in nature and difficult to study by other means. 2D IR vibrational echo experiments have temporal resolution of o100 fs, which is sufficiently fast to study the fastest chemical processes. In contrast to electronic excitation, the vibrational excitation associated with the 2D IR experiments produces a negligible perturbation of a molecular system, which does not change the chemical properties of the samples. 2D IR experiments can also be useful as a tool for chemical structural analysis by revealing the relationship among different mechanical degrees of freedom of a molecular or biomolecular system. 2D IR vibrational echo experiments have been successfully applied to study fast chemical exchange reactions and solution dynamics, 29, 31, 36 water dynamics, 37, 38 hydrogen network evolution, 28 intramolecular vibrational energy relaxations, 34 protein structures and dynamics, 30, 39, 40 and mixed chemicals analysis. 41 Since the first fast condensed matter vibrational echo experiments in 1993, 20 the field has advanced a great deal. The first experiments were 1D with a time resolution of B1 ps. Today, multi-dimensional phase resolved vibrational echoes have become almost routine, greatly increasing the types of information that can be obtained. Furthermore, tabletop laser systems now provide sub 50 fs IR pulses, making 2D IR vibrational echo spectroscopy increasingly available to a wide range of researchers. In this article the 2D vibrational echo will be described and two types of experiments will be used to illustrate the applications of the technique. These are the investigation of protein dynamics and structure through the observation and analysis of spectral diffusion, and the study of chemical process, i.e., solute-solvent complex formation and dissociation and molecular isomerization around a carboncarbon single bond, by measuring the rate of chemical exchange.
II. The 2D vibrational echo method
In a 2D IR vibrational echo experiment, three ultrashort IR pulses tuned to the frequency of the vibrational modes of interest are crossed in the sample. Because the pulses are very short, they have a broad bandwidth, which makes it possible to simultaneously excite a number of vibrational modes or a very broad spectral feature. The IR pulses (B50 fs) are produced using a regeneratively amplified Ti:Sapphire laser pumped optical parametric amplifier system. 42 A 2D IR vibrational echo experimental setup is illustrated schematically in Fig. 1 . The pulse sequence is shown at the bottom. The times between pulses 1 and 2 and pulses 2 and 3 are called t and T w , respectively. The three successive ultrashort IR pulses with wave vectors (propagation directions) k 1 , k 2 , and k 3 are applied to the sample to induce the subsequent emission of the time delayed 4th pulse, the vibrational echo. The vibrational echo pulse is emitted from the sample in a distinct direction (wave vector k e = Àk 1 + k 2 + k 3 ).
Both the intensity of the echo pulse and its time structure contain important information in the 2D IR vibrational echo experiment. If the echo pulse is sent directly into an IR detector, its intensity is measured, but phase and sign information is lost. Complete information is obtained by allowing the vibrational echo pulse to interfere with a 5th pulse called the local oscillator. In the heterodyne detected vibrational echo experiments, the local oscillator and vibrational echo pulses are collinear, and the phase information is obtained by observing the interference pattern (interferogram) as a function of time (see below). In addition to providing phase and sign information, combining the vibrational echo with the local oscillator optically heterodyne amplifies the vibrational echo signal. The combined pulses are dispersed in a monochromator and then detected with a 32-element MCT IR array detector, which measures the signal at 32 wavelengths simultaneously.
Qualitatively, the vibrational echo experiment works in the following manner. The first pulse in the sequence places the vibrational oscillators into a coherent superposition state of the vibrational ground state (0) and vibrational first excited state (1) , with all of the oscillators initially in phase. The initial phase relationships among the oscillators decay rapidly causing a decay of the initial macroscopic polarization that is generated by an in-phase ensemble of oscillators. The decay of the macroscopic polarization is the free induction decay. The phase relationships among the oscillators decay because of inhomogeneous broadening of the spectral line (a spread of transition frequencies associated with the finite absorption linewidth) with additional contributions from fast fluctuations of the transition frequencies caused by structural dynamics of the system. The rest of the pulse sequence can recover the phase relationships seemingly lost during the free induction decay because of inhomogeneous broadening. Only structural fluctuations that randomize the initial starting frequencies of the ensemble of oscillators (produced by spectral diffusion) and occur over a sufficiently long time can totally destroy the phase relationships among the oscillators. This destruction of phase relations caused by spectral diffusion cannot be recovered by the rest of the pulse sequence. However, even then, the signal is not zero because the initial two pulses also set up a spatial relationship (a transient grating 43 ) among the oscillators that contributes to the signal.
The second pulse in the sequence stores the phase (and spatial) information induced by the first pulse as a complex frequency and spatial pattern of differences of the populations Fig. 1 Schematic layout of the 2D IR experiment. Three mid-IR input beams are labeled as k 1 , k 2 , and k 3 . The emitted vibrational echo pulse and the local oscillator pulse are combined before they are dispersed through a monochromator. The time course of the echo pulse sequence is presented below the experimental layout.
of the 0 and 1 vibrational states. To see how the information is stored, first consider the spatial information. The first pulse produces a polarization that will interfere with the electric field of the second pulse if it arrives on a time comparable to the free induction decay. Because the paths of the two beams are crossed, the interference produces a spatial fringe pattern, alternating regions of light and dark. Where it is light, excited state population is produced. Therefore, there are alternating spatial regions of excited vibrations and only ground state vibrations. This pattern can be thought of a population grating. This pattern lasts for the vibrational lifetime. The phase information is stored in a similar manner. Following the first pulse, vibrations at each frequency across the absorption line are in superposition states. Depending on the particular vibrational frequency of a molecule's superposition state, it will have a phase relationship relative to the electric field of the second pulse that will either drive the vibration into the excited state or drive it into the ground state. Because of the spread in frequencies across the absorption band, along the frequency axis, there are alternating bands of excited states and ground states. This frequency pattern can be thought of as a frequency grating. Whether a molecule is in the excited state or ground state following the second pulse is determined by its phase relationship to the electric field of the second pulse. Therefore, the second pulse stores phase information in the form of the frequency grating.
After the waiting period, T w , (see Fig. 1 ) the third pulse again generates coherent superposition states of the oscillators. Initially, the oscillators are not in phase, but the pulse sequence initiates a rephasing process. 1 At a time rt after the third pulse, the vibrational oscillators are again oscillating in phase. Each vibrational oscillator has associated with it a microscopic oscillating electric dipole. When rephasing has occurred, the sample again has a macroscopic polarization that acts as the source of the fourth pulse, the vibrational echo. The pulse is short because the dipoles again get out of phase just as they did after the first pulse.
In a dynamic system, the first laser pulse ''labels'' the initial structures of the species in the sample and initiates the first coherence period. The second pulse ends the first coherence period, t, and starts clocking the waiting time during which the labeled species undergo structural dynamics that change their frequencies. The third pulse ends the waiting period of length T w , and begins the last coherence period of length rt, which ends with the emission of the vibrational echo pulse (see Fig. 1 ). The echo signal contains information about the final structures of all labeled species.
During the coherence periods fast vibrational frequency fluctuations induced by fast structural fluctuations cause dynamic dephasing, which is one contribution to the line shapes in the 2D spectrum. During the T w period, called the population period, the oscillators are either in the ground or first excited vibrational state, not a superposition state. Slower structural fluctuations of the system give rise to spectral diffusion (slower time scale evolution of the oscillator frequencies) that contributes to the 2D line shapes. Spectral diffusion can be thought of as a smearing of the frequency grating as molecules wander from frequency grating excited state frequency regions into frequency grating ground state regions and vice versa. Then the third pulse does not produce as large a vibrational echo signal because of destruction of the frequency grating by spectral diffusion during the population period. Spectral diffusion destroys the phase information that was stored in the frequency grating immediately following the second pulse. Other processes during the population period also produce changes in the 2D spectrum. For example, chemical exchange can occur in which two species in equilibrium are interconverting one to the other without changing the overall number of either species. Chemical exchange causes new peaks to grow in as T w is increased. In an experiment, t is scanned for fixed T w . The recorded signals are converted into a 2D vibrational echo spectrum. Then T w is increased and another spectrum is obtained. The series of spectra taken as a function of T w provides information on dephasing, spectral diffusion, and population dynamics.
To obtain the well resolved 2D vibrational echo spectra discussed below, it is necessary to acquire essentially pure absorption spectra. The measured interferogram contains both the absorptive and dispersive components of the vibrational echo signal. To isolate the absorptive components, two sets of quantum pathways are measured independently by appropriate time ordering of the pulses in the experiment. 26 With pulses 1 and 2 at the time origin, pathway 1 or 2 is obtained by scanning pulse 1 or 2 to negative time, respectively. By adding the Fourier transforms of the interferograms from the two pathways, the dispersive component can be substantially cancelled leaving only the absorptive component. 26, 44 Following a phasing procedure 44, 45 based on the projection slice theorem, 26, 44, 46 the 2D vibrational echo spectra are constructed by plotting the amplitude of the absorptive part of spectrum (see below).
III. 2D vibrational echo experiments A. Illustration of the technique-myoglobin-CO
To illustrate the nature of the method, experiments on the CO stretch of CO bound to the active site of the protein myoglobin is used as an example. Carbonmonoxy-myoglobin (MbCO) has been extensively studied both experimentally [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] and computationally. [57] [58] [59] [60] Myoglobin (Mb) is a small globular heme protein weighing approximately 17 kDa that is found in mammalian muscle tissue. The prosthetic heme group can reversibly bind a number of small molecule ligands such as O 2 , CO, and NO. The crystal structure of Mb has been known for over 40 years. [61] [62] [63] The CO stretching mode of MbCO has a strong transition dipole, making its infrared absorption an easily monitored experimental observable that can be used to track kinetics and dynamics in the protein. Studies on Mb, and in particular on MbCO, serve as tests for many of the ideas on the relationship between structure and function in proteins. Fig. 2a shows the linear FT-IR absorption spectrum of the CO stretch of MbCO. There are three bands labeled A 0 , A 1 , and A 3 that correspond to different configurations of the distal histidine (H64). These bands will be discussed below. In the 2D vibrational echo spectrum, there are two frequency axes, which require two Fourier transforms of the time domain data to convert the time structure of the echo observable into 2D frequency data. As shown in Fig. 1 , the vibrational echo pulse, which is overlapped with the local oscillator (LO) pulse, is passed through the monochromator. Taking the spectrum of the pulse performs one of the Fourier transforms and provides the vertical axis in the 2D spectrum, o m (m for monochromator, see Fig. 2c ). The other frequency axis is obtained by scanning t. Scanning t produces an interferogram (see Fig. 2b ) as the echo pulse changes its phase relationship relative to the fixed LO pulse. There is one interferogram for each frequency on the o m axis for which there is signal. The numerical Fourier transforms of the t scan interferograms provide the o t axis. The data S(o t , o m , T w ) are then plotted for each T w in a three dimensional representation, that is, the amplitude as a function of both o t and o m (the o 1 and o 3 axes, respectively in 2D NMR). More experimental details of the method including phase error corrections have been presented in detail. 26, 42 In the 2D IR spectrum of MbCO (Fig. 2c) there is a positive going band (red) on the diagonal (dashed line) and a negative going band (blue) off-diagonal. Each contour is a 10% change in amplitude. The positive band on the diagonal reflects the ground state to first vibrationally excited state (0-1 transition) of the CO stretch of MbCO. The negative going off-diagonal band involves the 1-2 transition. The frequencies of the first interaction of the radiation field (first pulse) with the vibrations are the frequencies on the o t axis. The frequencies of the third interaction (third pulse) with the vibrations, which is also the frequency of the echo emission, is the frequency on the o m axis. If o m = o t , the peak is on the diagonal. This is the situation for the red band in Fig. 2c (the 0-1 transition).
The blue off-diagonal 1-2 band arises as follows. The first interaction produces a coherent superposition state of the 0-1 transition. One of the quantum pathways for the second interaction (second pulse) produces a population in the 1 state (first vibrationally excited state). Then the third pulse can couple the 1 state to the 2 state, and produce a coherent superposition of 1 and 2. This results in the vibrational echo being emitted at the 1-2 transition frequency, which is shifted to lower frequency than the 0-1 transition by the vibrational anharmonicity. Therefore, the o t frequency is the 0-1 frequency (1945 cm ). The off-diagonal anharmonicity peak is negative going because there is a 1801 phase shift in the echo pulse electric field relative to the 0-1 echo. The spectrum in Fig. 2c is for T w = 0.5 ps, a short time compared to the time scale of protein structural fluctuations in this system. Therefore, spectral diffusion is not complete, and the 0-1 band in the 2D spectrum is elongated along the diagonal and the 1-2 band is elongated along a line parallel to the diagonal. The elongation is the signature of inhomogeneous broadening. However, while the band is dominated by the A 1 peak (see Fig. 2a ) there is also some contribution along the diagonal from the A 3 band. With the 10% contours shown, the A 0 band is not visible but can be seen when finer contours are used. As discussed below, the change in shape with increasing T w measures spectral diffusion, and, thus, the structural evolution of the system. The contribution to the band from the A 1 and A 3 peaks can be separated and analyzed to determine their respective dynamics. 40, 64 Fig. 3 displays 2D vibrational echo data for MbCO at four T w s. The diagonal 0-1 band and the off-diagonal 1-2 band contain essentially the same information. Because the vibrations are nearly harmonic, it can be shown that the 0-1 and 1-2 bands will be nearly identical in their time dependent evolution, which is confirmed by experimental studies. Therefore, only the 0-1 band will be discussed. As T w increases, the shape of the spectrum changes, going from elongated along the diagonal to essentially round. The change in shape of the bands as T w is increased reflects protein structural dynamics. The vibrational echo pulse sequence used to collect 2D IR spectra displays inhomogeneous broadening along the diagonal and dynamic broadening along the antidiagonal (shown as dashed lines in the upper left panel of Fig. 3 ). 65 At short T w the 2D dynamic line shape has significant inhomogeneous broadening, which manifests itself as elongation along the diagonal. As T w is increased, the experiment picks up longer time scale protein dynamics that increases the anti-diagonal width and decreases the diagonal width, but to a lesser extent than the change in the antidiagonal. In the long time limit, all protein fluctuations contribute to the 2D spectrum, which would lead to a 2D IR shape with equal diagonal and anti-diagonal linewidths.
To analyze the time evolution of the 2D spectrum, the full 2D band shapes are used. It is convenient to discuss the time evolution of 2D spectral band shapes by defining the eccentricity, e,
where s AD and s D are the band widths along the anti-diagonal and diagonal slices, respectively. This definition for the eccentricity displays several convenient limits. In the case of large inhomogeneous broadening, s AD { s D , and e -1. At longer T w s, slower timescale protein dynamics contribute to the antidiagonal width, causing the eccentricity to decay to zero. In the long time limit in which all protein structures have been sampled, e -0. The eccentricity is a convenient way to succinctly summarize protein dynamics contained in the 2D IR spectra. The full 2D spectral shapes are used in fitting the data.
As shown in Fig. 2a , the CO absorption of MbCO consists of three bands, the A 0 , A 1 , and A 3 , that arise from distinct orientations of the distal histidine relative to the CO. 64, 66 Fig. 4 inset shows the diagonal of the 2D vibrational echo spectrum at T w = 0.5 ps with the diagonal spectrum decomposed into the three peaks, which are fit as Gaussians. It has been found in the study of several heme proteins that the band shapes are well described as Gaussians. However, as discussed below, the quantitative analysis does not assume a particular line shape. The eccentricity of the A 1 state as a function of T w is shown in the main part of Fig. 4 . It was determined by measuring the antidiagonal width at the peak frequency and subtracting the contribution to the width from the overlapping A 3 state, which was measured on the red side of the band. The eccentricity of the A 1 state of MbCO decays as a biexponential. As discussed immediately below, there is actually a third, T w independent component in the 2D signal that arises from fast, motionally narrowed protein dynamics that is revealed in the full analysis of the data.
A quantitative description of the amplitudes and timescales of CO frequency fluctuations is provided by the frequencyfrequency correlation function (FFCF). 55, 64, [67] [68] [69] [70] Structural fluctuations give rise to frequency fluctuations. The FFCF is the probability that a molecule with frequency o at time t = 0, still has frequency o at some later time averaged over the complete ensemble of molecules. As time increases, molecules sample an increasingly wide range of frequencies, and the FFCF decays. At sufficiently long time, all accessible structures are sampled, and all frequencies in the absorption line are sampled as well. Therefore, the FFCF decays to zero.
Within standard approximations, both the linear absorption spectrum and the 2D IR vibrational echo spectra at all T w can be simultaneously calculated with the appropriate FFCF. 68 The FFCF describes the nature of the underlying dynamics that give rise to the experimental observables. A multi-exponential form of the FFCF, C(t), conveniently organizes a distribution of protein fluctuation time scales and has been found to reproduce the influence of structural dynamics on the CO frequency in other heme proteins. 56, 64, 71 A tri-exponential FFCF was sufficient to describe the protein dynamics of MbCO and horseradish peroxidase discussed below,
D i is the amplitude of frequency fluctuations (in units of angular frequency) resulting from structural evolution with a characteristic time t i . In some of the experiments discussed below, the last term is a static component in
, that is, t 3 = N. A static contribution occurs from protein structures that interconvert slower than the observable experimental timescales. The 2D IR experiment is sensitive to dynamics that occur out to several T w . 72 If D i À1 t i { 1 for a given exponential term, then this component of the FFCF is motionally narrowed. 71, 73 A motionally narrowed term in C(t) contributes a T w independent symmetric 2D Lorentzian line with a width G* = pD 2 t to the total 2D IR spectrum. For a motionally narrowed component, D and t cannot be determined independently, but rather G* is obtained. The motionally narrowed component of the FFCF arises from very fast local motions of small groups that do not significantly modify the protein topology. These fluctuations have been observed in experiments and simulations of several heme-CO proteins. 56, 71 FFCFs were obtained from the data by iterative fitting using response theory calculations. 67, 68 The FFCF was deemed correct when it could be used to simultaneously calculate 2D IR spectra at all T w , and the linear absorption spectrum. Such calculations can also reproduce the T w dependence of the eccentricity (see eqn (1)). For the experiments on MbCO and on horseradish peroxidase (HRP) discussed below, the data and calculations were in excellent agreement. 64, 74 From studying the dynamics of MbCO and combining the results with molecular dynamics (MD) simulations, it was possible to determine the structures of the A 1 and A 3 substates. 40, 64 It has been well documented that the A 0 state has the distal histidine swung out of pocket that contains the active iron heme site. 75, 76 It was also known that the A 1 and A 3 states have the distal histidine in the pocket. However, these structures interconvert too fast to be amenable to study using other techniques such as NMR. Using the vibrational echo experiments, the FFCFs of both the A 1 and A 3 states were determined. The results were then compared to MD simulations. However, it was first necessary to develop a method to calculate the ultrafast vibrational echo observables from a classical MD simulation of MbCO. 70 The method uses the MD simulations to determine the fluctuating electric field along the CO transition dipole. The electric field fluctuations are caused by the motions of all of the groups in the proteins, which carry partial charges. The simulation produces the time dependent fluctuating electric field and then through the Stark coupling constant, the fluctuating CO frequency. 77 Fig . 5a shows a portion of a frequency trajectory obtained from one run of the MD simulations. 40, 64 From the time dependent frequency shift, the FFCF is calculated. Then the FFCF obtained from the MD simulations is used as an input in the same diagrammatic perturbation calculations used to fit the 2D IR data. The agreement between the simulations and the experiments was found to be excellent. 64 As can be seen in Fig. 5a , periodically, the nature of the fluctuations in the frequency changes. By comparison with experiment, it was possible to identify segments of the MD trajectory when the protein is in either the A 1 or A 3 state. Therefore, it was also possible to identify the points in time when the transitions occurred between the two structural substates. These are indicated in Fig. 5a . This is the key point. Once it what known when the transitions between substates occurred, the MD simulation was examined, and the nature of the structural changes at the transition points were identified. Fig. 5b shows the results of the structural determination of the A 1 and A 3 states based on the combined vibrational echo experiments and the MD simulation. 40, 64 The structural change is primarily a rotation about the distal histidine's C b -C a bond. The dihedral angle changes by B401. The distance form the protonated nitrogen N e -H to the CO is B5 Å in the A 1 state but only B3 Å in the A 3 state. Thus, the vibrational echo experiments not only provided insight into the dynamics of the protein but also provided the necessary observables enabling the solution of a long standing structural problem.
B. The Influence of substrate binding of enzyme dynamics
Enzyme-substrate binding is a dynamic process that is intimately coupled to protein structural fluctuations. 78, 79 A complete description of protein-ligand interactions requires information on the modification of protein dynamics when a ligand binds. Recent observations that many proteins can bind structurally heterologous substrates with high affinity in the same active site has further highlighted the importance of protein dynamics in modulating substrate affinity. 79 A mechanism for multiple substrate recognition within the same binding site has been proposed based on the concept of a protein's distribution of structural states in equilibrium. 79 Proteins are rapidly interconverting within an ensemble of similar conformations. 64, [80] [81] [82] A subset of these rapidly interconverting states may be favorable for binding a given substrate. A different subset of conformations may accommodate a structurally heterologous ligand. Although conceptually appealing, this mechanism is difficult to probe experimentally as it requires sensitivity to protein structural dynamics on fast timescales.
Using 2D IR vibrational echo spectroscopy we are able to address the questions of whether substrate binding influences protein dynamics and whether different substrates binding to the same protein produce distinct changes in protein structural fluctuations. 2D IR vibrational echo experiments were conducted to examine the equilibrium structural fluctuations of horseradish peroxidase (HRP) in the absence and presence of small molecule substrates with dissociation constants spanning three orders of magnitude. 74 HRP is a type III peroxidase family glycoprotein that oxidizes a variety of organic molecules in the presence of hydrogen peroxide as the oxidizing agent. 83 HRP has proven to be amenable to protein engineering and its reactivity towards a wide variety of organic substrates has made it of intense interest in bio-industrial and enantiospecific catalysis applications. [84] [85] [86] The active site of HRP is comprised of a solvent exposed iron heme prosthetic group (see Fig. 6 ) that participates in the enzymatic catalysis cycle. 85, 86 The heme can bind carbon monoxide (CO), which has been frequently exploited as a site specific reporter of protein structure 55, 64, 66, 87 and dynamics. 64, 70, 88 As in the MbCO experiments discussed above, the time dependence of the CO transition frequency is a spectroscopic reporter of protein structural fluctuations. 55, 64, 70 Like MbCO, the CO transition frequency of HRP is highly sensitive to electric fields. [87] [88] [89] Five small molecule substrates that are benzhydroxamic acid (BHA) analogs have been studied with 2D vibrational echoes. 74 Only one of them will be discussed here. These substrates have been investigated as a general class of tightly binding inhibitors for HRP and other peroxidases. 85, 90 A wealth of structural, 91, 92 biochemical, 84, 86, 93 and spectroscopic evidence 88, 94, 95 has identified His42 and Arg38 as the key HRP residues in modulating substrate binding and enzymatic activity. Fig. 6 shows several key residues in the active site of HRP.
These distal heme residues are highly conserved in the peroxidase family. 85 Substrates and intermediates in the catalytic reaction of HRP interact with the distal residues via an extensive hydrogen bonding network within the active site. 91, 96 Aqueous HRP-CO in D 2 O in the free form (without substrate) pD 7.4 adopts two distinct spectroscopic states 97, 98 at 1903 cm À1 and 1934 cm À1 as shown in the background subtracted and normalized linear absorption spectrum in Fig. 7a . Upon substrate binding, HRP occupies a single structural state resulting in a change in the spectrum to a single peak (Fig. 7b) . Resonance Raman spectra of the distal histidine imidazolium 99 and other experimental data 98 suggest that in the red state the CO is nearly normal to the heme plane and oriented such that it has a strong interaction with the distal histidine and a weaker one with the distal arginine. In the blue state, the Fe-C-O linkage, although linear, is somewhat bent relative to the heme normal, allowing the CO to form a strong hydrogen bond with the distal arginine and a weaker one with the distal histidine. Fig. 7b shows the background subtracted linear spectra of HRP ligated with BHA, a single, essentially Gaussian peak centered at 1909 cm À1 . 97, 98 Spectra with four other substrates 74 show that the ligated HRP spectra are spread around the frequency of the unligated HRP red state and are significantly lower in frequency than the blue unligated state. The disappearance of the blue CO band and narrowing of the absorption peaks relative to the free HRP red state spectrum suggests decreased protein conformational freedom. Fig. 8 shows the 2D vibrational echo spectra of the free form of HRP-CO at several T w s (10% contours). In each panel, the spectra are normalized to the largest peak. The two positive going bands on the diagonal correspond to the two peaks in the linear IR spectrum shown in Fig. 7a . The two off-diagonal negative going bands arise from the two associated 1-2 transitions. The diagonal and antidiagonal are shown in the upper left panel for the low frequency band. As T w increases, the peaks become more symmetrical resulting in decreasing eccentricities. The low frequency band has a significantly shorter vibrational life time that gives rise to its decrease in amplitude relative to the higher frequency band by T w = 32 ps. The full data sets contain much finer gradations and the signals can be analyzed at the longest T w s. Fig. 9a shows the T w dependent eccentricities for the blue and red states of the free HRP-CO, and Fig. 9b shows the eccentricities with the BHA substrate bound. Lines through the data are obtained from the full 2D IR calculations that determine the FFCFs as described above. Each of the FFCFs has a motionally narrowed component that contributes to the total 2D IR linewidth but does not contribute to the T w dependence. The FFCF of the red state of free HRP is different from all of the other spectroscopic bands, those shown here and the results for four other bound substrates discussed elsewhere. 74 In addition to the motionally narrowed component, the red state of free HRP has two additional timescales, t 2 = 1.5 ps and t 3 = 21 ps. t 3 is infinite for all of the other systems. The results demonstrate that the full range of structures that give rise to the red state absorption spectrum have been sampled by B100 ps. The blue state of free HRP is well described by a single 15 ps exponential and lacks a short timescale component (aside from the motionally narrowed term that is common to all of the systems). In the blue state a relatively large set of CO frequency fluctuations occur on timescales slower than B100 ps 72 and necessitate a static term in the FFCF (t 3 = N). The difference between the dynamics of the free states and with BHA bound is clear from the differences in the eccentricities shown in Fig. 9a and b . With BHA bound, the FFCF has a 4.4 ps component (t 2 ) and t 3 is infinite, in addition to a motionally narrowed component.
It is clear from Fig. 9 and the FFCF parameters that the dynamics of HRP with a bound substrate are very different than the red state of free HRP. The free blue state and red state have a 15 ps and 21 ps component, respectively. In contrast, the FFCFs for HRP with bound substrates have a slowest component of B2 ps to B5 ps in the observation time window. 74 The linear absorption spectra of HRP with bound substrates are more similar to the red state of free HRP than to the blue state. The red state 1.5 ps fast component is followed by a slow component of 21 ps that takes the FFCF essentially to zero by B100 ps, completing the dynamics. None of the HRP-substrate systems show a component of their FFCFs that reflects full structural sampling by 100 ps. All of the HRPsubstrate systems have substantial structural dynamics too slow to be in the experimentally accessible window, which are manifested as the constant term in the FFCF. In comparison to the red state of free HRP, substrate binding significantly reduces the protein fluctuations. The red state 1.5 ps component becomes two or three times as long and the 21 ps component becomes too slow to measure. When the protein binds a substrate, the active site structure exhibits a single spectroscopic state in which fluctuations of the distal arginine are strongly constrained. The small fraction of the dynamics that occur within the experimental window for HRP-substrate systems indicates that the dynamics of the distal histidine are also severely constrained. Our results are consistent with the suggestion that loss of dynamic freedom by Arg38 is responsible for much of the entropic loss upon substrate binding. 86 Further insights into the changes in HRP dynamics upon ligand binding can be obtained by comparison to MbCO. The active site of HRP is relatively large, can bind a diverse array of substrate molecules, and contains a distal histidine and arginine. The active site of myoglobin cannot accommodate substrates and does not have a distal arginine, but it also contains a distal histidine and a heme that binds CO. A wealth of experiments and simulations has underscored the pivotal role of the distal histidine in modulating the CO frequency in myoglobin. The H64V mutant (the distal histidine is replaced by a non-polar valine) displays significantly decreased vibrational dephasing because of the elimination of this polar group. 55, 64 It is instructive to compare the dynamics of free HRP to that of wild-type myoglobin and substrate-bound HRP with H64V. When this is done, it is found that the dynamics of the A 1 state of MbCO are very similar to the free HRP red state while the HRP-substrate dynamics are very similar to those of H64V. 74 In H64V, the distal histidine has been removed, and the rate and magnitude of the vibrational dephasing on the experimental time scales are reduced accordingly. Based on the similarity between the MbCO data and the HRP red state data, it is reasonable to assume that a substantial contribution to the vibrational dephasing of the free HRP comes from the fluctuations of the distal histidine and the distal arginine. The striking similarity in HRP-substrate and H64V dynamics highlights that substrate binding in HRP renders the distal residues nearly static on the 2D IR experimental timescale. The clear conclusion to be drawn is that substrate binding locks up the distal ligands, constraining the structural fluctuations in the active site. The result is that the time scale of the fluctuations is pushed out to long times (4100 ps). It is striking that the protein dynamics are significantly decreased when additional potential sources of CO frequency perturbations are introduced into the active site. The distal residues participate in every step of the enzymatic cycle of HRP and the results indicate that substrate binding reorganizes and dynamically constrains these residues. 74 Based on the observation that substrates in the HRP active site significantly decreases structural fluctuations of the distal residues, it is possible that the protein may exploit this feature of substrate binding to catalyze further steps in the enzymatic pathway. Thus, upon recognition of biologically occurring substrates, the protein active site is not only reorganized structurally but also dynamically, priming the enzyme to sample the portion of the conformational energy landscape that may lead to subsequent steps in the reaction. 10b is a schematic representation of the combined quantum pathways that lead to the signal. 68 A dashed arrow represents a coherence (coherent superposition state) produced by a radiation field. The solid arrow represents a population, and the curved arrow represents the vibrational echo emission. The first pulse produces a coherence between the states of species A at frequency o A . After time t, the second pulse produces a population. There are several pathways, and a population can be produced in either the ground state (0) or the first excited state (1) . During the period T w , some A's turn into B's (A -B). The third pulse again produces a coherence, but it is a coherence of species B at o B , followed by echo emission at o B . Because the first interaction (frequency on the o t axis) is at o A but the last interaction and echo emission (frequency on the o m axis) is at o B , an off-diagonal peak is generated as shown in the left portion of Fig. 10b. Fig. 10c shows what happens In a real system, A and B are in equilibrium. Therefore, the number of A's turning into B's in a given time period is equal to the number of B's turning into A's. As shown in Fig. 10d , the result is to produce two off-diagonal peaks. Because some A's and B's may not have undergone chemical exchange, or may have undergone chemical exchange but reverted back to the original species prior to the third pulse, there are also diagonal peaks. The model spectrum in Fig. 10d is the spectrum for a time long compared to the chemical exchange time, while the spectrum in Fig. 10a is for a time short compared to the chemical exchange time. The rate of chemical exchange can be determined by observing the growth of the off-diagonal peaks in the 2D vibrational echo spectrum. 29, 31, 36, 100 2. Organic solute-solvent complex formation and dissociation. Solute and solvent molecules have anisotropic intermolecular interactions that can give rise to well-defined solute-solvent complexes. For organic solute-solvent systems, intermolecular interactions are generally relatively weak, a few kcal mol À1 . Such weak interactions will produce solutesolvent complexes that are short lived. 29, 36, 100 Although short lived, the dissociation and formation of organic solute-solvent complexes can influence chemical processes such as reactivity.
Organic solute-solvent complexes are in equilibrium between the complex form and the free solute form. Because formation and dissociation occurs on a ps time scale, until recently it has not been possible to observe the chemical exchange process between the two forms of the solute. 29, 36, 100 To obtain information about solute-solvent complex formation and dissociation using 2D IR vibrational echo chemical exchange spectroscopy, it is sufficient to focus on the 0-1 region of the spectrum. Identical considerations apply to the 1-2 region, but analysis of the 1-2 region can provide additional information. 29 Comparisons of the 0-1 and 1-2 regions of the spectra have been used to demonstrate that vibrational excitation does not perturb the chemical equilibrium. 29 Fig . 11a displays the spectrum of the hydroxyl OD stretch of phenol in a mixed solvent of benzene (20 mol%) and CCl 4 (80 mol%). The high frequency peak is the free phenol, and the low frequency peak is the phenol-benzene complex. 29 The structure of the complex, determined from electronic structure calculations, is shown in the figure. 29 The species are in equilibrium, with complexes constantly dissociating and free phenols associating with benzene to form complexes. Fig. 11b shows the 2D vibrational echo spectrum at short time, T w = 200 fs; no significant exchange has occurred. As in Fig. 10a , there are two species in the system with different vibrational transition frequencies. At short time, the two species give two peaks on the diagonal, which correspond to the 2 peaks in the absorption spectrum. At long time, 14 ps, extensive chemical exchange has occurred. Off-diagonal peaks have grown in as can be seen clearly in Fig. 11c . The two peaks correspond to complex dissociation and formation. Fig. 11c has the appearance of the schematic shown in Fig. 10d , and the discussion surrounding the origins of the off-diagonal peaks in Fig. 10 applies to the experimental data shown in Fig. 11 .
The growth of the off-diagonal peaks with increasing T w can be used to directly determine the thermal equilibrium rate for complex formation and dissociation. Fig. 12 displays 2D spectra as three dimensional representations. At 2 ps, the off-diagonal peaks are just appearing in these plots. By 5 ps they are clearly evident, and continue to grow as can be seen in the 14 ps plot. Data like these are used for detailed analysis of the chemical exchange kinetics. 29, 36, 100, 101 In addition to chemical exchange, there are other dynamical processes that contribute to the time dependent changes in the spectrum. Spectral diffusion causes the peaks to change shape. The rate of chemical exchange without complications arising from the changing peak shapes can be obtained by measuring the time dependent peak volumes. 29, 100 The vibrational lifetimes of the hydroxyl stretch and the orientational relaxation rates cause all of the peaks to decay in amplitude while chemical exchange causes the off-diagonal peaks to grow in. The vibrational lifetimes and the orientational relaxation rates are measured independently using ultrafast IR pump-probe spectroscopy. 29, 36, 100 In addition, the equilibrium constant and the transition dipole moments of the species are necessary inputs in calculations and are obtained from the FT-IR absorption spectra. 29, 100 Because the two off-diagonal peaks grow in at the same rate (see Fig. 13 ), the rate of complex formation and dissociation are equal, that is, the system is in equilibrium. The fact that vibrational excitation does not take the system out of equilibrium was further tested by comparing time evolution of the 0-1 and 1-2 regions of the spectra. 29 With the system in equilibrium and the other input parameters known, 29, 100 there is only one adjustable parameter to fit the T w dependence of all of the peaks in the spectra. Because the rate of complex dissociation is equal to the rate of complex formation, we can fit everything using a single adjustable parameter, the complex dissociation time, t d = 1/k cf , where k cf is the rate constant for dissociation of the complex (c) to the free form (f). Fig. 13 displays the data and fits for the chemical exchange dynamics of the phenol-benzene complex. There are four peaks in the 2D vibrational echo spectra (see Fig. 10-12 ), the two diagonal peaks for the complex (filled diamonds and curve) and free (filled circles and curve) species, and the two off-diagonal peaks (unfilled squares, triangles and dashed curve) for c -f, and f -c. As can be seen from Fig. 13 , the data are fit very well with the single parameter t d . (The mathematical details used to fit the data have been presented.) The data for the two off-diagonal peaks are identical within experimental error, which is one of the tests that shows the thermal equilibrium between the complex and free species is not perturbed by the experiments. The results of the fitting yields t d = 10 ps. 101, 102 Eight p hydrogen bond complexes of phenol and phenol derivatives with benzene and benzene derivatives were investigated. 101, 102 The series of complexes have a wide range of hydrogen bond strengths. The measured dissociation times for the eight complexes range form 3 to 31 ps. The bond dissociation enthalpies (negative of the formation enthalpies) range from 0.6 to 2.5 kcal mol À1 . It was found that the hydrogen bond dissociation times, t, are correlated with the dissociation enthalpies in a manner akin to an Arrhenius equation. 101 The correlation can be qualitatively understood in terms of transition state theory. In this model, the activation enthalpy scales linearly with the bond dissociation enthalpy and the activation entropy is essentially independent of the molecular make up of the complex. These experiments are providing the first detailed information on the dynamics of weakly hydrogen bonded organic species and the relationship between dynamics and strengths of the hydrogen bonds.
3. Isomerization around a carbon-carbon single bond. Isomerization of organic molecules is responsible for the vast diversity of their chemical structures and the ability of both small molecules and large biopolymers to undergo structural changes without breaking chemical bonds. During the course of isomerization a molecule is transformed from one relatively stable conformation to another by passing through unfavorable configurations. Ethane and its derivatives are textbook examples of molecules that undergo this type of isomerization. 103 In ethane, as one of the two methyl groups rotates 360 0 around the central carbon-carbon singe bond, it will alternate three times between an unstable eclipsed conformation and the preferred staggered conformation. The transition from one staggered state to another leaves ethane structurally identical. Therefore, the result of ethane isomerization cannot be observed through a change in chemical structure. In a 1,2-disubstituted ethane derivative, the molecule can undergo a similar isomerization. However, a 1,2-disubstituted ethane has two distinct staggered conformations, gauche and trans. The two conformations have distinguishing characteristics because of the change in the relative positions of the two substituents. 103 Carbon-carbon bond isomerization has been the subject of intense theoretical and experimental study since Bischoff found 100 years ago that rotation about the C-C single bond in ethane is not completely free. 104 The trans-gauche isomerization of 1,2-disubstituted ethane derivatives, e.g. n-butane, is one of the simplest cases of a firstorder chemical reaction. This type of isomerization has served as a basic model for modern chemical reaction kinetic theory and molecular dynamics simulation studies in condensed phases. [105] [106] [107] [108] [109] In spite of extensive theoretical investigation, until recently 110 no corresponding kinetic experiments have been performed to test the results, partially due to the low rotational energy barrier of the n-butane (B3.4 kcal mol À1 ) and other simple 1,2-disubstituted ethane derivatives. 111 Theoretical studies show that the isomerization time scale (1/k, k is the rate constant) is 10-100 ps at room temperature in liquids. [105] [106] [107] [108] [109] 112 The room temperature time scale is much shorter than the microsecond and longer time scale measurements that can be made with dynamic nuclear magnetic resonance spectroscopy, a widely used method for studying slow temperature dependent isomerization kinetics at low temperatures for compounds with high barriers. 113 Other methods to study fast isomerization dynamics under thermal equilibrium such as linear IR and Raman line shape analysis, 114, 115 are hampered by the contributions from multiple factors in addition to isomerization. [116] [117] [118] The 2D vibrational echo chemical exchange spectroscopic method has been applied to the study of the ultrafast transgauche isomerization dynamics of a simple 1,2-disubstituted ethane derivative, 1-fluoro-2-isocyanato-ethane, in a room temperature liquid. 110 The gauche and trans forms of the molecule are shown in Fig. 14 . The experiments were performed by observing the time dependence of the 2D spectrum of the isocyanate (NQCQO) group's antisymmetric stretching mode. In principle, the method for determining the rate of isomerization is identical to the method employed for determining the rate of solute-solvent complex formation and dissociation discussed above. In IR absorption spectrum shown in Fig. 15 , the gauche and trans isomers are sufficiently resolved to be able to detect the growth of off-diagonal peaks caused by chemical exchange between the two isomers. The peaks have essentially equal amplitude, which means that half of the molecules are in the gauche conformation and half are in the trans conformation. However, there is a third peak in the spectrum that is unassigned. It may be an overtone or a combination band. The unassigned transition is coupled through anharmonic terms in the molecular Hamiltonian to the gauche transition for molecules in the gauche form and to the trans transition for molecules in the trans form. In the absence of chemical exchange, the influence of coupling between modes on the same molecule is well known. 34, 119, 120 Coupling between a pair of modes produces off-diagonal coherence transfer peaks (positive) and combination band peaks (negative). The coherence transfer peaks form a square pattern with the diagonal peaks; the off-diagonal peaks are the upper left and lower right corners of the square. The combination band peaks are directly below the coherence transfer peaks, shifted by the combination band shift. If there is a mixture of two species, then there will be two sets of coherence transfer and combination band peaks. 41 Here the sample is a mixture of two species, the gauche and trans isomers. In addition to the off-diagonal peaks that are time dependent, vibrational population relaxation between modes on the same molecule causes additional peaks to grow in with the vibrational relaxation times. 34 The process of interest is the chemical exchange, which is caused by gauche-trans isomerization. The gauche and trans peaks are much closer together than either is to the unassigned peaks. 110 The peaks that arise from the coupling to the unassigned peak are much farther off-diagonal than the chemical exchange peaks that arise from isomerization. However, one of the negative going (blue) peaks that grows in because of vibrational relaxation from the trans mode to the unassigned peak overlaps with the lower right chemical exchange off-diagonal position that will grow in as isomerization proceeds. The affected chemical exchange peak is shown schematically in Fig. 10b . The details of the vibrational relaxation peak that interferes with the lower right chemical exchange peak can be determined by examining the molecule 1-bromo-2-isocyanato-ethane. The bromo group is very large compared to the fluoro group, and it produces enough steric hindrance to significantly slow down the C-C isomerization. On the time scale of the experiments on 1-fluoro-2-isocyanatoethane, isomerization of the bromo compound does not occur. The T w dependence of bromo compound shows that a negative going peak appears below the trans diagonal peak in the position in which a positive going off-diagonal peak would grow in if chemical exchange between the trans and gauche isomer occurred. 110 Therefore, in contrast to the data shown in Fig. 11 and 12 , in which the off-diagonal chemical exchange peaks for solute-solvent formation and dissociation are of equal amplitude, in the isomerization experiments on 1-fluoro-2-isocyanato-ethane, the upper left chemical exchange peak will be prominent, but the lower right peak is mainly obscured. Fig. 16 left column displays five T w dependent 2D vibrational echo spectra of 1-fluoro-2-isocyanato-ethane in a CCl 4 solution at room temperature. The 200 fs panel corresponds to a very short T w at which negligible isomerization has occurred. As discussed in detail above (see Fig. 10a and 11b) , 29 when no isomerization has occurred, the initial and final structures of each labeled species in the sample are unchanged. Therefore, the o t and o m values of each peak are identical, and the peaks appear only on the diagonal. The two peaks representing the gauche (o m = 2265 cm
À1
) and trans (o m = 2280 cm À1 ) conformers are clearly visible on the diagonal. For T w = 25 ps, isomerization has proceeded to a substantial degree. The obvious change is the additional peak that has appeared at the Fig. 15 The IR absorption spectrum of the isocyanate (NQCQO) group's antisymmetric stretching mode. The gauche and trans isomers are resolved and there is a third peak in the spectrum that is unassigned. ). This peak arises from gauche to trans isomerization. There is a corresponding peak to the lower right that is generated by trans to gauche isomerization but it is significantly negated by a negative going peak produced by vibrational relaxation 34, 110 as discussed above. 110 The diagonal peaks arise from molecules with the same initial and final structures. The growth of the off-diagonal peaks with increasing T w permits determination of the isomerization rate (chemical exchange rate), although it is necessary to analyze the growth and decay of all of the peaks for accuracy. 36 In the same manner as discussed in connection with the solute-solvent complex chemical exchange problem, the vibrational lifetimes and orientational relaxation rates are needed and measured independently using IR pump-probe experiments. 110 As described above, there is an additional vibrational relaxation pathway, distinct from the regular vibrational lifetime decay, that stems from the coupling of the NCO antisymmetric stretch of both conformers to an unassigned vibrational mode at B2230 cm À1 . The coupling induces fast back and forth population equilibration between the unassigned mode and the NCO antisymmetric stretch (equilibration time constants are 0.9 ps for the trans and 1.9 ps for the gauche as measured by IR pump-probe experiments). 110 In analyzing the data, all of the kinetics and other input information were obtained from independent experiments with the exception of the isomerization rate. 110 Therefore, only one unknown parameter, the isomerization rate constant, k TG = k GT , was used in fitting the T w dependent 2D vibrational echo data. The trans to gauche and gauche to trans rate constants are taken to be equal within experimental error because the equilibrium constant is 1. Fig. 16 right column shows calculated 2D spectra using the known input parameters and the results of fitting k TG . Both the measured and calculated spectra are normalized by making the largest peak at each time unity. Given the complexity of the system, the model calculations do a very good job of reproducing the time dependent data. Of particular importance is the growth of the off-diagonal red peaks and the negative going peaks at the bottom of each panel. Fig. 17 shows the T w dependent peak volume data (points) and the results of the fits (curves). The diagonal peaks for gauche (squares) and trans (circles) and the off-diagonal peaks (diamonds and stars) are all fit very well (solid lines) using the isomerization rate constant as the only adjustable parameter. The off-diagonal peaks grow in at the same rate, consistent with k TG = k GT within experimental error. The fits yield 1/k TG = 1/k GT = 43 AE 10 ps. The error bars arise mainly from the uncertainty in the parameters that go into the calculations.
Based on the experimental results for the 1-fluoro-2-isocyanato-ethane, it is possible to calculate approximately the gauche-trans isomerization rate of n-butane and the rotational isomerization rate of ethane under the same conditions used in this study (CCl 4 solution at room temperature, 297 K). 110 It is interesting to obtain a number for n-butane because there have been a large number of theoretical calculations for the isomerization of this molecule. [106] [107] [108] [109] Transition state theory 121 was employed with the assumption that the prefactors for all of the systems are the same. This assumption is reasonable because the transition states and the barrier heights are quite similar for the three systems. DFT calculations (the B3LYP level and 6-31+G(d,p) basis set) for all the systems were performed to obtain the barrier heights. With the zero point energy correction, the trans to gauche isomerization of n-butane has a calculated barrier of 3.3 kcal mol À1 . The barrier for ethane is calculated to be 2.5 kcal mol
. This value differs from the 2.9 kcal mol À1122,123 that has been obtained using more extensive electronic structure calculations. However, the 2.5 kcal mol À1 value used for comparison with the 3.3 kcal mol À1 obtained for 1-fluoro-2-isocyanatoethane. By calculating the two barriers with the same method, it was hoped that there is some cancellation of errors. Using the calculated barriers for 1-fluoro-2-isocyanatoethane and for n-butane and the assumption that the prefactors are the same, a B40 ps time constant for the n-butane trans to gauche isomerization time constant (1/k TG ) was calculated. 110 This value is identical within error to the 43 ps time found for the n-butane isomerization in CCl 4 at 300 K from MD simulations. 107 Other MD simulations gave isomerization rates in liquid n-butane at slightly lower temperatures: 52 ps (292 K), 108 57 ps (292 K), 106 50 ps (273 K) 106 and 61 ps (o292 K). 109 All of these values are reasonably close to the value obtained based on the experimental measurements of 1-fluoro-2-isocyanato-ethane. In the same manner, the isomerization time constant for ethane was found to be B12 ps. 110 
IV. Concluding remarks
Here the method and some applications of 2D IR vibrational echo spectroscopy have been illustrated. In the 2D IR vibrational echo experiment, the vibrational echo is heterodyne detected, which provides amplitude and phase information, both of which are required to Fourier transform into the frequency domain and to obtain essentially absorptive 2D Fig. 17 T w dependent peak volume data (points) and the results of the fits (curves). The diagonal peaks for gauche (squares) and trans (circles) and the off-diagonal peaks (diamonds and stars) are all fit (solid lines) using the gauche-trans isomerization rate constant as the single adjustable parameter. The fits yield an inverse isomerization rate of 43 ps.
spectra. By eliminating a substantial portion of the dispersive contribution, the spectral resolution is greatly enhanced. In addition, in comparison to intensity level measurements, measuring the 2D vibrational echo spectrum at the polarization level via heterodyne detection eliminates cross terms between different transitions that can greatly complicate analysis.
Two types of applications of 2D vibrational echo spectroscopy were described, that is, the measurement of spectral diffusion with examples from the study of protein dynamics and the measurement of chemical exchange with examples of solute-solvent complex dynamics and isomerization around a carbon-carbon single bond. Such measurements are useful in an increasingly wide variety of chemical and biophysical problems.
The utility of 2D IR vibrational echo spectroscopy for a wide variety of applications can be seen by contrasting it to NMR and to Vis/UV spectroscopy. NMR provides extremely high resolution and exquisite structural discrimination. In addition, there are a large number of pulse sequences that make NMR applicable to a wide variety of problems. However, NMR intrinsically operates on slow time scales. The RF frequency of o1 GHz limits the direct measurement of dynamics to relatively slow processes. Vis/UV experiments can operate on ultrafast time scales and have been applied to a large number of dynamic phenomena. These are generally limited to photoinduced processes rather than measuring dynamics under thermal equilibrium conditions, in contrast to all of the examples discussed above in which the dynamics were observed for systems in equilibrium at room temperature. Furthermore, for complex molecular systems in liquids, solids, or biological systems at room temperature, Vis/UV spectra are generally extremely broad with few identifiable features. The relationship between the time evolution of the Vis/UV observables and structural evolution of a system can be difficult to sort out.
Vibrational spectroscopy and particularly ultrafast 2D IR spectroscopy occupies a middle ground between NMR and Vis/UV spectroscopies. Relatively well resolved spectroscopic lines with well defined structural identity can be studied on time scales much faster than are accessible to NMR. In contrast to Vis/UV spectroscopies, 2D IR experiments can be conducted without perturbing the equilibrium ground state of a system because exciting a single vibrational quantum is generally a negligibly small perturbation. As demonstrated above, 2D vibrational echo experiments with heterodyne detection are akin to 2D NMR. However, they are intrinsically different. NMR has the great advantage of having all of the spin transitions quantized in the same direction along the magnetic field and all the transitions of a given type of spin, e.g., proton, have the same transition dipole matrix element. These properties make it possible to apply a pulse that will produce the same flip angle for all of the spins. The ability to have the same flip angle makes possible the complex pulse sequences used in NMR. In 2D vibrational echo experiments, the transition dipoles point in random directions. Therefore, the projection of the light's electric field on to the transition dipole varies from some maximum value to zero. Also, different transitions of the same type, e.g. a hydroxyl stretch, have different transition moments. It is not possible to have the same flip angle for all of the vibrations, precluding the more sophisticated pulse sequences used in NMR. Nonetheless, ultrafast heterodyne detected 2D vibrational echo spectroscopy is finding an increasingly diverse range of applications as the methodology advances.
