Data envelopment analysis (DEA) is a well-known non-parametric technique primarily used to estimate radial efficiency under a set of mild assumptions regarding the production possibility set and the production function. The technical efficiency measure can be complemented with a consistent radial metrics for cost, revenue and profit efficiency in DEA, but only for the setting with known input and output prices. In many real applications of performance measurement, such as the evaluation of utilities, banks and supply chain operations, the input and/or output data are often stochastic and linked to exogenous random variables. It is known from standard results in stochastic programming that rankings of stochastic functions are biased if expected values are used for key parameters. In this paper, we propose economic efficiency measures for stochastic data with known input and output prices. We transform the stochastic economic efficiency models into a deterministic equivalent non-linear form that can be simplified to a deterministic programming with quadratic constraints. An application for a cost minimizing planning problem of a state government in the US is presented to illustrate the applicability of the proposed framework.
Introduction
Data envelopment analysis (DEA) is recognized as a powerful analytical tool that is widely used in measuring the relative efficiency of a group of decision making units (DMUs) with multiple inputs and multiple outputs. The first DEA model has been presented by Charnes et al. (1978) in the case of constant returns to scale (CRS) and later extended by Banker et al. (1984) in the case of variable returns to scale (VRS) for evaluating the technical efficiency of a set of comparable DMUs. A substantial number of DEA studies have been rapidly developed since 1978 and the evolution of the DEA scientific area can be found in Cook and Seiford (2009) , Emrouznejad and De Witte (2010) and Liu et al. (2013) .
In the conventional input-oriented DEA models 1 , the efficiency of the DMU to be evaluated is measured by making a comparison of its observed input vector with a projected point on an input-isoquant. That is, DEA emphasizes technical efficiency measurement by utilizing the radial measures, which are gauged relative to the input-isoquant by seeking the maximal equiproportional reduction in all the inputs of the DMU that would be feasible for a given output vector. However, the radial input projection corresponding to the input-isoquant may not be located on the efficient (Pareto-Koopmans) input-frontier. Hence, after obtaining the radial projection, solving an additional optimization problem is needed. More precisely, in the radial-based DEA, it is common to use a two-phase procedure where the radial efficiency is estimated in the first phase and the input slack maximization problem is solved in the second
phase. An alternative procedure is maximization of input slack by directly solving slackbased measures or input-oriented additive model. In either way, a projection point based on only input slacks (input surpluses) may not be a cost-minimizing vector, which is very important from the economic theoretic and managerial viewpoints. Cost minimization refers to the firm's decisions on the choice of input quantities given its output level and input prices.
Consider DMUs that minimize costs but do not maximize profits. Such DMUs include, not only non-profit organizations and cooperative firms, but also firms which for example struggle under economic depression and hence the output expansion is not possible. Under cost minimization, management chooses efficient input combinations but beyond that no particular criterion is implemented for choosing a specific output combination (Luenberger 1995). As is well-known, in competitive input and output markets profit maximization implies cost minimization but not vice versa.
According to microeconomic theory, marginal, average and total cost functions are major 1 We can also consider output oriented models analogously.
3 tools for production analysis, implying that cost minimization is one of the basic norms in economic analysis. However, in real world situations, there exist inefficient firms due to excess use of their input-mix, in which case it is necessary to provide them with optimal input bundles.
For managers of economic entities too, taking cost performance into account is of great necessity because cost minimizing behaviour is at the core of managerial objectives.
However, achieving such an objective may not be easy when they face uncertainty in data for which case the standard cost efficiency (CE) analysis cannot provide a practical solution.
This necessitates implementing the stochastic nature in CE analysis.
A variety of production-based DEA models of stochastic programming have been developed for performance evaluation of DMUs in the various fields with different types of data such as deterministic, imprecise, interval and fuzzy data. Charnes and Cooper's (1959) stochastic programming 2 is one of the most commonly used methods. In order to enhance the practicality, Charnes and Cooper (1963) further presented a chance-constrained programming (CCP) model, in which a stochastic linear programming problem was transformed into a deterministic non-linear programming problem, and it was first utilized by Land et al. (1993) to deal with data stochasticity in production-based DEA. Cooper et al. (2000a Cooper et al. ( , b, 2004 further extended the CCP model into a congestion framework in DEA. While we recognise the usefulness of CCP, there does not exist any costbased chance-constrained DEA model, which has the good theoretical foundation as well as good practicality. Therefore, we propose a cost-based DEA model that directly deals with stochastic input and output data for the purpose of increasing the realism of the CE analysis.
To the best of our knowledge, the present study is the first one to develop a CE-DEA model using the stochastic input and output data along the line of chance-constrained programming introduced by Charnes and Cooper (1963) and Cooper et al. (1996) . Our extension adapts
Cooper et al. 's (2002a, b, 2004) production-based approach.
To show the applicability of our model we provide an illustrative example using the data provided by Ray et al. (2008) . The dataset consists of US state-level data collected from the Economic Census. Although the original data values are nonstochastic and single-valued, we show how to use them for a planning purpose by introducing stochasticity in the data.
2 Stochastic programming has been nowadays extended into numerous disciplines including operations research, mathematics and probability.
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The remainder of this paper is organized as follows: In Section 2, we present a brief literature survey. In Section 3 we provide a review of the principle DEA models. Section 4 presents an extension of CE with stochastic input and output data.In Section 5, we develop a slack-based version of CE in the presence of stochastic data. Section 6 is dedicatedto illustrate the application of the proposed approach using a case study for a cost minimizing planning problem of a state government in the US. Section 7finallyconcludes our work and points out some directions of further work.
Selective literature
Some observations can be located on the efficient frontier in the deterministic DEA, while some stochastic inputs and outputs are by definition allowed to be around the efficient frontier can be allowed with the aim of conceptualizing the stochastic nature of the data into the model to adapt the measurement and specification errors. Stochastic input and output variations in DEA have been studied within various input-output DEA contexts by many scholars (see e.g., Petersen, 2015, Olesen and Petersen, 1995; Huang and Li, 1996; Cooper et al., 1996 Cooper et al., , 1998 Cooper et al., , 2002 Cooper et al., , 2004 Land et al., 1993; Morita and Seiford, 1999; Sueyoshi, 2000; Talluri et al., 2006; Olesen, 2006; Bruni et al., 2009; Wu and Lee, 2010; Tsionas and Papadakis, 2010; Udhayakumar et al., 2011 ). Land et al. (1993 were the first to extend the chance-constrained programming (CCP) DEA proposed by Charnes and Cooper (1959) , in order to compute efficiency in the presence of uncertainty in which inputs are assumed to be deterministic and outputs are jointly normally distributed. The CCP DEA is a non-parametric approach to evaluate the efficiency while stochastic frontier analysis (SFA) is an alternative parametric approach. The parametric approach puts emphasis on the production or cost function along with studying the characteristics of the functions under the presumption that all DMUs operate under rational behavior. In the literature, relatively few papers on efficiency analysis have analytically compared parametric and non-parametric approaches (e.g., Bjurek et al. 1990; Cooper and Tone 1997) . Bjurek et al. (1990) argued that there is no significant difference between deterministic DEA and a loglinear parametric model. Cooper and Tone (1997) discussed DEA and stochastic cost functions, identifying some particular problems of bias in SFA approaches.
To measure the efficiency, several researchers have further extended the concept of the stochastic production function. Coelli (1996) presented a method to estimate the maximum likelihood estimator of SFA developed by Battese and Coelli (1992) . In SFA, the inefficiency 5 effect can be used as how far the DMU operates below the frontier production function. Coelli (1996) indicated that the inefficiency effects can be referred to as the technical inefficiency.
Olesen and Petersen (1995) developed a chance constrained DEA model by imposing chance constraints on the multiplier model. Cooper et al. (1996) presented a joint chance constraints programming model in the multiplier DEA model. They used "satisficing concepts" presented by Simon (1957) to develop the potential applications of DEA models to situations where 100% efficiency can be replaced by aspired levels of performance. Huang and Li (1996) proposed a dominance structure to remove the anomalous (Pareto) efficient DMUs from the DEA envelopment side where input and output data are characterized by random variations. Cooper et al. (1998) introduced the "alpha-stochastic efficiency" and "alpha-stochastic efficiency dominance" of a DMU in stochastic DEA using the joint chance constraints where random disturbances are applied in the inputs and outputs on the assumption that the statistical distributions of data are known. Morita and Seiford (1999) studied robustness of the efficiency results when input and output data are subject to the stochastic measurement error.
Sueyoshi ( Olesen (2006) presented a comparison of two different models (Land et al., 1993; Olesen and Petersen, 1995) , both designed to extend DEA to the case of stochastic inputs and outputs. Lahdelma and Salminen (2006) proposed the SMAA-D method by combining DEA and SMAA-2 (stochastic multicriteria acceptability analysis) presented in (Lahdelma et al. 1998; Lahdelma and Salminen, 2001 ) which can be dealt with uncertain or imprecise data to provide stochastic efficiency measures. Bruni et al. (2009) proposed a stochastic DEA model based on the theory of joint probabilistic constraints to extend the concept of ''Stochastic efficiency'' to a measure called "alpha-stochastic efficiency". Udhayakumar et al. (2011) exploited the genetic algorithm method to solve the chance constrained DEA model, which involves the concept of satisficing. Tavana et al. (2012) developed three imprecise DEA models in the presence of probabilitypossibility, probability-necessity and probability-credibility constraints where fuzziness and randomness simultaneously are allowed to exist in an efficiency evaluation problem. et al., 1985; Schaffnitet al., 1997; Jahanshahloo et al., 2008; Thompson et al., 1996; Camanho and Dyson, 2008) , only a few researchers have considered uncertainty in the CE context (see studies the theoretical properties on the relationships and characteristics of the efficiency solutions between cone-ratio DEA models and CE models in situations of price uncertainty, where the upper and lower bounds of the input prices can be estimated for each DMU. They additionally developed a method and a lexicographic order algorithm based on the duality study to estimate the lower bounds of the CE measure.
The above literature shows the lack of much attention to the CE analysis under uncertainty due to the degrees of complexity while real-world problems often include uncertain data, particularly the cases with stochastic input and output data. As can be seen in the aforesaid literature, no study has been dealt with stochastic data in CE. In this study, we strive to fill this gap by extending a CE-DEA model when inputs and outputs are stochastic. By exploiting the chance-constrained approach (Cooper et al., 1996) and converting the stochastic model to deterministic programming with quadratic constrains, we decrease the degree of complicated calculus and handle the embedded non-linearity.
Preliminaries
In this section, we first review the basic DEA models for measuring the technical efficiency, and we then present the non-parametric cost efficiency models.
Technical efficiency
Suppose that there are n DMUs to be evaluated where each DMU produces s outputs using m inputs. Let and be the observed input and output vectors of DMUj (j=1,…,n). The production technology or production possibility
Accordingly, we consider the following assumptions to construct production technology without determining any functional form: 
where (2) are the weights assigned to the r th output and i th input, respectively. The primal and dual of programs are called envelopment and multiplier DEAmodels, respectively. The formulations (2) and (3) 
Cost efficiency
It is evident that technical efficiency alone does not necessarily imply cost minimization, whereas the opposite is true. To fully investigate the sources of inefficiency into its components of cost, allocative, scale and technical efficiency, we need to decompose the radial measures. In this section, we define the decomposition beginning from the most important; the radial cost efficiency measure.
Consider an empirically constructed PPS of (1) CE evaluates the ability to produce current outputs at minimal cost by a firm and Farrell's decomposition of CE consists of multiplication of three components as
cost efficiency (CE) =technical efficiency (TE) × allocative efficiency (AE)
wherecost efficiency andtechnical efficiency are calculated by models (4) and (2). Allocative efficiency gauges to what extent the cost of the DMU can be scaled down when the selected inputs are most suitable for the input price ratio faced by the DMU in a given situation.
The market prices or managerial information enable us to determine bounds on ratio of pairs of weights. This is often referred to weight restrictions in DEA. Camanho and Dyson (2005) proposed a multiplier DEA-based model under weight restrictions to measure the CE of the DMUs in complex scenarios of price uncertainty as follows: 
Note that we take
. Based on the production technology (1), the cost-based production technology set can be defined as
As a result, model (7) is the alternative version of the CE model (4) Models (7) and (8) need the deterministic input and output data for each DMU although, in many real-world applications, the data often involve uncertainty.
Cost efficiency with stochastic input-output data
As discussed before, in measuring efficiency of the firms, the data may involve stochastic variations and stochastic programming is one of the main models to deal with uncertainty in many decision-making problems (Charnes and Cooper, 1959) . In this section, we extend the stochastic version of models (7) and (8) 
wherePr denotes "probability" and "~" presents the data as random variables with a normal distribution while   0,1  is a pre-defined scalar for identifying an allowable chance of failing to satisfy the constraints. In Theorem 1 we will specify the deterministic form of model (9) that can be solved by the General Algebraic Modeling System (GAMS) software as well as studying the connection of (9) with the earlier discussed model (7).
Theorem 1: Consider the stochastic weight-restricted cost efficiency model (9). The corresponding deterministic equivalent of model (9) 
Obviously, it can be indicated that v=0. Therefore, this solution is feasible for model (10).  It should be emphasised that the factor  embedded in the developed stochastic weightrestricted cost efficiency model plays an important role in determining the cost efficiency score for each DMU. We, therefore, focus on the role of  in the following discussion to highlight the effect of the  value on the cost efficiency score of a DMU. Here, we extend the above definition to the revenue efficiency not only because revenue is a pivotal intent for both public and private firms, but also in many circumstances political pressure may push some organizations to sell products to domestic consumers at subsidized prices. However, the observed values of inputs and outputs in real-world problems are often uncertain. We determine the weight-restricted revenue efficiency model with stochastic data by re-formulation of model (8) 
Similar to the prior formulation on the stochastic cost efficiency model, the deterministic equivalent to the stochastic revenue efficiency model (12) is formulated as: 
0, 0, 0; 1,..., ; 1,..., .
One of the referees asked us to investigate whether the proposed method can be extended into a non-radial efficiency measure along with decomposing cost efficiency into allocative and technical efficiency with stochastic input-output data. In response to the first question,
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we develop a stochastic version of SBM measure by using the expected value operator in the ensuing section. 
Extension to a slack-based method
Our cost efficiency method in Section 4 does not consider slacks in the output side. Hence, this section extends our method into a slacks-based measure (SBM) as one of the referees suggested. Let us adapt
Tone (2000)'s SBM model with stochastic input and output data as presented below:
as follows: 
It is worth noting that, due to Jensen's Operator Inequality, the objective function and the second constraint of the above model can be approximated as: Ray et al. (2008) for cost minimization choice of production location. Analogously to Ray et al. (2008) we assume one output which is measured by the gross value of production and five inputs including 1) Production labour (L1), 2) non-production labour (L2), 3) capital (K), 4) energy (E) and 5) materials (M). We also assumed that all prices are fixed as listed in Table 1 but input and output variables follow normal distribution with known mean and standard deviation that are given in Table 2 and   Table 3 .
-L1 is measured by the number of hours worked. The corresponding input price is wage paid per hour to production workers (w1). However, because different economy in different states, the input prices for production labour in different states are reported in the 19 column w1 in Table 1 . For example, for Alabama (AL), the wage paid per hour is $15.156.
-L2 is the number of non-production employees and its corresponding wage rate (w2) is total emolument per employee (e.g. for Alabama, the hourly salary per non-production employee is $48).
-E is constructed by deflating the expenditure on purchased fuels and electricity by a statespecific energy price (e.g. for Alabama, the average energy price is 5.07).
-M is total expenditure on materials, parts, and containers is used as a measure of the materials input quantity, its input price assumed to be fixed (unity) for every state.
-K is the average of beginning and end of the year values of gross fixed assets and its corresponding input price is measured by the sum of depreciation, rent, and (imputed) interest expenses per dollar of gross value of capital (e.g. for Alabama, the average cost of capital (price of capital) is 0.121).
------Insert Table 1 here------ Table 3 presents the results of the stochastic cost efficiency model for the distinct  -values.
The value of  represents the pre-determined minimum probability that each of the constraints of (11) fails to satisfy. If  =0.05, then the five percentage of unsatisfied constraints is allowed by the decision maker. Since  is a predetermined acceptable risk, it can be used as a planning purpose.
The last column for α=0.5 corresponds to the standard deterministic cost efficiency (Farrell cost efficiency), while other columns represent stochastic cost efficiency at given levels of α.
Comparison of the Farrell cost efficiency results with chance-constrained cost efficiency results provides interesting insight. Overall the chance constrained scores for each DMU are higher than (or equal to) the deterministic counterparts. It is evident from the reported results that DMUs have a higher efficiency score under α=0.001 compared with other probability levels. This is also illustrated in Figure 1 .
------Insert Table 3 and Figure 1 here------Under all given probability levels, Delaware (DE) isthe best performer. Louisiana (LA) is stochastically efficient for 0.001 0.3   but not Farrell cost efficient. Interestingly, Table 3 and Figure 1 show that efficiency increases when assuming lower probability, i.e. For an illustrative purpose, suppose the state government of AL (Alabama), which tries to develop its cost-efficient state economy by maintaining the previous year's output value, and its hypothetical economic planning department (division) is in charge. In order to develop a cost-efficient state economy for the next year, the department attempts to provide an efficient target. However, the next year's overall economic situation is not certain and hence a practical production possibility set cannot be deterministic, i.e., the inputs and outputs of all states to be used to construct empirical technology sets representing various future production possibilities should be treated as stochastic. Now consider the situation where the economic planning department decides to use the stochastic cost efficiency criterion and then take the risk of  =0.01 based on Tables 1-4 and other available economic information. Then the efficient target is obtained as the convex combination of DE and LA. The computation of (11) Table 5 . Rather than taking the risk of allowing for the 50% violation of each constraint in (11) to obtain the efficiency score of 0.5156, it is desirable to take a smaller risk of the 1% violation according to the proposed stochastic cost efficiency analysis. The stochastic cost efficiency method can aid policy makers with the economic planning decisions since we live in the world of uncertainty.
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Before concluding this section, we provide an illustration based on the 2002 Economic
Census that we utilise in this section.According to Table 6 , Alabama represented by AL, which is used as our illustrative example, is the least efficient in terms of the stochastic SBM model with a score of 0.5197, while its target DMUs DE and LAare the most efficient with the score of one.For the stochastic decomposition analysis, we focus on α=0.5, 0.3 and 0.1 because some DMUs have a score more than one for α less than 0.1 (see Table 6 ). For all chosen α-values in Table 6 , DE has always the best performance and LA is the best or the second best performance among all the states with respect to stochastic AE andstochastic CCR. This indicates that the early results of stochastic CE are consistent with those of stochastic AE and stochastic CCR. An additional important finding is that stochastic AE is less than stochastic CCR for all DMUs except for the stochastic cost efficient DMUs. This signposts that the allocative inefficiency arising from the wrong mix of inputs for given input prices, is more severe than the radial technical inefficiency.
------Insert Table 6 here------
We emphasize that the data used in this application and theanalysis does not aim to represent an in-depth or meticulous study of the problem at hand, but rather to show the applicability of our method. The key feature of the models in this study is that they enable managers to view more appropriate economic efficiency measures.
Concluding remarks and future work
Cost efficiency evaluates the ability of DMUs to produce the current outputs at minimal cost, given exogenous input prices. Analogously, revenue efficiency provides an estimate of attainable maximum revenue for a given input intensity and a set of output prices. In the conventional deterministic view of economic efficiency, the ex post evaluation is made for the case of deterministic and known prices. However, as many production and process planning decision are made in anticipation of unknown and stochastic information, the evaluation introduces a bias with unknown properties. Naturally, a parametric stochastic approach such as SFA may be used to address the stochastic nature of the composite variables cost and revenue, but resorting to a parametric approach introduces additional strong assumptions of the entire production set and the distribution of the inefficiency. This paper focuses at the case of stable and known deterministic market prices, exposed to random influences only through 23 the production technology. Such applications are readily found in e.g. financial intermediation, banking, utilities, food processing and logistics.
Precisely speaking, this paper has developed economic efficiency, both cost and revenue efficiencies, when input and/or output data of the DMUs are considered to be stochastic whereas input prices are known and deterministic. The chance-constrained program proposed in this study requires the known mean and variance, along with assuming the normal distribution for the input/output data of each unit. We show that the deterministic equivalent of the stochastic model, can be converted to a quadratic problem. The key parameter in the model is the chance constraint parameter alpha, also used in Charnes and Cooper (1959) and in the SDEA models (Land et al., 1993) .
In the application on US state data, the findings show an interesting pattern when the stochastic model is applied. Whereas the deterministic model heavily penalizes the performance of certain states down to as much as 55% lower cost efficiency, the stochastic model shows broad ranges of states with comparable cost efficiency results in the ranges around 30-40% lower than best practice. Of course, the assumptions regarding the data generation process for the input prices in the application can be discussed, given regional patterns of population, unemployment and required skills. Nevertheless, we suspect that the distribution of the estimates from the stochastic model more closely mimics the true economic situation for a future decision than the deterministic frontier results. The decision maker must take into account not only the expected value for the input prices, but also their underlying variance, even in terms of the economic efficiency of the entities to be assessed.
Further work may concern the case of input and output prices that are stochastic. In addition, one may explore the determination of mean and variance and extending the model for non-standard normal distribution of data, for example, cases that data follows skewed or truncated normal distribution since in many real applications 'sticky' prices are primarily changing upwards.Since data in many real-world problems are relatively noisy, another future research direction would be to scrutinise the robustness of the results of the proposed model in this study in face of SFA. 
Let us assume
Since ij x is distributed normally, also has a random variable with normal distribution with h mean and variance: . The expected value and variance of are obtained as
. To derive equations for note that where Therefore, is:
We then subtract the expected value of h from both sides of the right-hand of the first inequality constraint in model (9) (10) as . 
