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Abstract
Let M be a separable metric space consisting of more than one point. We construct perfectly normal dense subspaces Z ⊂ M2c
and (under additional set-theoretic assumption) Y ⊂ Mc which are not collectionwise Hausdorff.
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Introduction
The aim of this paper is to construct an example of a perfectly normal dense subspace Z ⊂ M2c containing a
discrete subset of cardinality c (M is an arbitrary separable metric space consisting of more than one point). This
gives a negative answer to the question of Arkhangel’skiı˘ [1, Problem 1.5.25]: Is it true that every normal dense
subspace of a product of separable metric spaces must be collectionwise normal?
In my work [2], which deals with the same problem, I attempted to construct under the assumption 2τ = c a hered-
itarily normal dense subspace Y ⊂ Mc containing a discrete subset of cardinality τ [2, Theorem 2]. However, as I
have noticed while preparing the present paper, Lemma 6, which is used for Theorem 2 of [2], is false. I therefore,
expressing my apologies, have included in the present paper the corrected proof of Theorem 2 of [2] (see Theorem 1.1
below).
The list of positive results related to the subject of this paper should probably begin with the following statement
which can be deduced from the work of Corson [4] (see also [1, Theorem 1.5.17]): If Y is a dense subspace of
a product Mτ of τ copies of a separable metric space M and Y × Y is normal, then Y is collectionwise normal.
Under the assumption c< 2ℵ1 every dense subspace Y of Mc which is normal itself will be collectionwise normal [7,
Corollary 2.3]. Normality of Y implies its collectionwise normality if Y is a dense subspace of Mℵ1 [2, Theorem 1] or
if Y is a convex dense subspace of I τ for an arbitrary cardinal τ , where I is the unit segment [0;1] [1, Theorem 1.5.8].
The last statement is a theorem of Reznichenko. It follows from this theorem that for every Tychonoff space X the
function space Cp(X) is collectionwise normal if it is normal [1, Theorem 1.5.12].
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0. The main results
Theorem 0.1. Assume 2τ = c. Let M be a separable metric space consisting of more than one point. Then there exists
a subspace Y ⊂ Mc such that
(i) Y is dense in Mc;
(ii) Y = F ∪G, where F is a discrete closed subspace of Y , |F | = τ , G is a countable dense subspace of Y ;
(iii) Y is normal.
Since Y is separable, Y satisfies the countable chain condition, so, if τ is an uncountable cardinal, then the points
of F cannot be separated by disjoint open neighbourhoods, i.e. Y is not collectionwise Hausdorff. The condition (ii)
implies that Y is a perfectly normal space.
Remark. One can easily modify the proof of Proposition 1.5.19 of [1] to see that under the assumption 2τ > c a normal
space of character c satisfying the countable chain condition cannot contain a discrete closed subset of cardinality τ
(see also [7, Corollary 2.3]).
Sections 3–5 present the proof of Theorem 1.1.
Theorem 0.2. Let M be a separable metric space consisting of more than one point. Then there exists a subspace
Z ⊂ M2c such that
(i) Z is dense in M2c ;
(ii) Z =⋃∞m=1 Zm, where Z1 ⊂ Z2 ⊂ Z3 ⊂ · · · , each Zm is a discrete closed subspace of Z, |Z1| = c;
(iii) Z is normal.
It follows from (i) that Z satisfies the countable chain condition, so the points of Z1 cannot be separated by disjoint
open neighbourhoods, i.e. Z is not collectionwise Hausdorff. The condition (ii) implies that Z is a perfectly normal
space.
Sections 6–8 present the proof of Theorem 1.2.
1. Terminology and notation
Let Xn be a finite power of a set X. For a non-empty subset H ⊂ {1, . . . , n} by πH we denote the projection from
Xn onto XH . By πi we denote the projection from Xn onto ith copy of X (i.e. πi = π{i}).
Recall the definition of n-cardinality from [6].
Definition. For a subset E ⊂ Xn we define the n-cardinality |E|n of E (with respect to X) by
|E|n = min
{|Q|: Q ⊂ X and E ∩ (X \Q)n = ∅}.
For a function f :X → Y by f n we denote the product of n copies of f i.e. f n :Xn → Yn where f n(x1, . . . , xn) =
(f (x1), . . . , f (xn)). The first lemma of this section immediately follows from the definition given above.
Lemma 1.1. Let f :X → Y be an arbitrary function, E ⊂ Xn. Then |f n(E)|n  |E|n.
It will be convenient for a non-empty finite index set H = {i1, . . . , im} to call a subset E ⊂ XH large if |E|m > ℵ0.
The following lemma is clear.
Lemma 1.2. Let E be a large subset of Xn and E =⋃∞ Ed . Then there exists d such that Ed is large.d=1
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(i) E =⋃∞d=1 Ed ;
(ii) For each d there exists a subset of indexes Hd ⊂ {1, . . . , n} such that πHd (Ed) is a large subset of XHd (if Hd 	= ∅)
and πi(Ed) consists of one element for every i ∈ Ld = {1, . . . , n} \Hd .
Proof. By induction on n. If n = 1, then either E = {x1, x2, . . .} is countable (in this case Ed = {xd}, Ld = {1},
Hd = ∅) or E is uncountable (in this case Ed = E, Hd = {1}, Ld = ∅ for every d). Now we suppose that the conclusion
of the lemma is true for subsets of Xn−1 and prove it for subsets of Xn.
Let E ⊂ Xn. If E is large, then E itself can be taken for the only element of the required family. If E is not large,
then there exists a countable subset Q = {q1, q2, . . .} ⊂ X such that E ∩ (X \Q)n = ∅, i.e.
E ⊂
⋃{
π−1k (qj ): k ∈ {1, . . . , n}; j ∈ ω
}
.
Denote Ekj = E ∩ π−1k (qj ), then E =
⋃
k,j Ekj .
By the inductive hypothesis for every non-empty subset Ekj ⊂ Xk−1 ×{qj }×Xn−k there exists a countable family
of sets Ekjd such that
(i) Ekj =⋃∞d=1 Ekjd ;
(ii) For each d there exists Hkjd ⊂ {1, . . . , k − 1, k + 1, . . . , n} such that πHkjd (Ekjd) is a large subset of XHkjd (if
Hkjd 	= ∅) and πi(Ekjd) consists of one element for every i ∈ Lkjd = {1, . . . , n} \Hkjd .
The family {Ekjd : k ∈ {1, . . . , n}; j, d ∈ ω; Ekj 	= ∅} is the required one. 
Definition. The subset
Δ = {(x1, . . . , xn) ∈ Xn: x1 = · · · = xn}
is said to be the diagonal of the product Xn.
Definition. The subset
Δ˜ = {(x1, . . . , xn) ∈ Xn: xi = xj for some i 	= j}
is said to be the pseudodiagonal of the product Xn.
If n = 1, then, according to the definition given above, Δ = X1, Δ˜ = ∅. If n = 2, then Δ = Δ˜ is the usual diagonal
in X2.
Definition. A subset E ⊂ Xn is said to be simple if for every x = (x1, . . . , xn) ∈ E all the coordinates x1, . . . , xn are
different.
Clearly a subset E ⊂ Xn is simple iff E ∩ Δ˜ = ∅ (if n = 1, then every subset E ⊂ X1 is simple).
Now we pass on to a topological product MX , where M is a separable metric space, X is a set of indexes. We
call elements f ∈ MX functions (because they indeed are functions from X into M). By f (x) we denote the xth
coordinate of f (x ∈ X, f (x) ∈ M).
LetM be a countable base for the topology of M . Then all the sets of the type
W(x1, . . . , xn;O1, . . . ,On) =
{
f ∈ MX: f (xi) ∈ Oi for all i = 1, . . . , n
}
,
where O1, . . . ,On ∈M, x1, . . . , xn ∈ X, form a base B for the topology of the product MX . If V ∈ B, we call V
a basic set.
Clearly for every basic set V there exist basic sets Vd such that Vd ⊂ V and V =⋃∞d=1 Vd , so the next lemma
follows from Lemma 1.5.14 of [5].
Lemma 1.4. Let M be a separable metric space, Y ⊂ MX . If for every pair of closed disjoint subsets A,B ⊂ Y there
is a countable family U of basic sets such that A ⊂⋃U and B ∩⋃U = ∅, then Y is a normal space.
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2. Preliminary lemmas concerning separable metric spaces
Lemma 2.1. Let X be a separable metric space and E be a large simple subset of Xn. Then there exists D ⊂ E such
that D is large and simple.
Proof. Let Ud ⊂ Xn be open subsets such that⋂∞d=1 Ud = Δ˜. Since E is simple, E∩ Δ˜ = ∅, i.e. E =⋃∞d=1(E \Ud).
By Lemma 2.2 there exists d such that the set D = E \Ud is large. Then D ∩ Δ˜ = ∅, i.e. D is simple. 
The next lemma is an improvement of Przymusin´ski’s result on the existence of ‘Bernstein sets for n-cardinality’ [6,
Theorem 2].
Lemma 2.2. Let X be an uncountable separable complete metric space. Then there exist subsets P0,P1 ⊂ X such that
(i) P0 ∩ P1 = ∅;
(ii) The set X∗ = X \ (P0 ∪ P1) has cardinality c;
(iii) Ps1 × · · · × Psn ∩E 	= ∅ for every large simple subset E ⊂ Xn and every sequence 〈s1, . . . , sn〉 ∈ {0,1}n.
Proof. According to Lemma 3.1, the condition (iii) is true for every large simple subset E ⊂ Xn iff it is true for every
closed large simple subset D ⊂ Xn. Let us enumerate all the closed large simple subsets D of finite powers Xn. The
number of all these subsets is not greater than c, so we have a family {Dα: α < c}, where Dα ⊂ Xnα .
We shall choose P0 and P1 by induction on α. Let D0 ⊂ Xn0 be the first of the enumerated sets. It follows from
Lemma 1 of [6] that for every s = 〈s1, . . . , sn0〉 ∈ {0,1}n0 we can fix x0(s) = (x01(s), . . . , x0n0(s)) ∈ D0 (since D0 is
simple, all x0i (s) are different) such that {x01(s), . . . , x0n0(s)} ∩ {x01(s′), . . . , x0n0(s′)} = ∅ if s 	= s′. Define
P0(0) =
{




x0i (s): s ∈ {0,1}n0; si = 1
}
and pick a point x∗0 ∈ X \ (P0(0)∪ P1(0)).
Suppose that finite sets P0(λ), P1(λ) and points x∗λ have already been chosen for every λ < α. Define
Qα =
⋃{
Pi(λ): λ < α; i ∈ {0,1}
}∪ {x∗λ : λ < α}.
Then |Qα| < c and, by Corollary 1 of [6], the set Dα ∩ (X \ Qα)nα is large. It follows from Lemma 1 of [6] that for
every s = 〈s1, . . . , snα 〉 ∈ {0,1}nα we can fix xα(s) = (xα1(s), . . . , xαnα (s)) ∈ Dα ∩ (X \ Qα)nα (since Dα is simple,
all xαi(s) are different) such that {xα1(s), . . . , xαnα (s)} ∩ {xα1(s′), . . . , xαnα (s′)} = ∅ if s 	= s′. Define
P0(α) =
{




xαi(s): s ∈ {0,1}nα ; si = 1
}
and pick a point x∗α ∈ X \ (P0(α)∪ P1(α)∪Qα).
At the end of this process we obtain a family of disjoint sets{
Pi(α): α < c; i ∈ {0,1}
}
and different points x∗α ∈ X \
⋃{Pi(α): α < c; i ∈ {0,1}} such that xα(s) ∈ Ps1(α)×· · ·×Psnα (α)∩Dα 	= ∅ for every
α < c and s = 〈s1, . . . , snα 〉 ∈ {0,1}nα . The sets P0 =
⋃{P0(α): α < c} and P1 =⋃{P1(α): α < c} are the required
ones. 
3. Construction of the subspace Y
Let M be an arbitrary separable metric space consisting of more than one point, by K we denote the Cantor set.
We take K for the set of indexes of the product MK . The subspace C(K;M) of all continuous functions from K into
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separable [1, Theorem 1.1.3]. Let G be an arbitrary countable dense subspace of C(K;M) ⊂ MK .
We shall embed a set F of cardinality τ into MK in such a way that the subspace Y = F ∪ G will satisfy the
conditions (i)–(iii) of Theorem 1.1. Let P0, P1 ⊂ K be the subsets satisfying the conditions (i)–(iii) of Lemma 3.2.
We fix two different points p0, p1 ∈ M . Under the assumption 2τ = c there is a mapping φ from X∗ = K \ (P0 ∪ P1)
onto the family expF of all subsets of F . Then for every f ∈ F , x ∈ K we put
f (x) =
⎧⎪⎨⎪⎩
p0 if x ∈ P0,
p1 if x ∈ P1,
p0 if x ∈ X∗ and f /∈ φ(x),
p1 if x ∈ X∗ and f ∈ φ(x).
4. Properties of the subspace Y
Proposition 4.1. Y is dense in MK .
Proof. The subspace G ⊂ Y is dense in C(K;M) and C(K;M) is dense in MK . 
Proposition 4.2. F is a discrete space.
Proof. For every f ∈ F there is xf ∈ X∗ such that φ(xf ) = {f }, hence, according to the construction (Section 4),
f (xf ) = p1 and g(xf ) = p0 for every g ∈ F \ {f }. 
Proposition 4.3. F is a closed subset of Y .
Proof. According to the construction, if f ∈ F , then f (P0) = {p0} and f (P1) = {p1}. It clearly follows from the
statement (iii) of Lemma 3.2 that P0 and P1 are dense subsets of K , every function g ∈ G is continuous over K , so if
g(P0) = {p0}, then g(P1) = {p0}. 
Lemma 4.4. Let A ⊂ F , B ⊂ G and A ∩ B = ∅. Then there exists a countable family U˜ of basic sets such that
A ⊂⋃ U˜ and B ∩⋃ U˜ = ∅.
Proof. Since A∩B = ∅, there exists a family U of basic sets such that A ⊂⋃U and
B ∩
⋃
U = ∅. (1)
If the countable baseM of M is closed under taking finite intersections, we may assume that
xi 	= xj for every W(x1, . . . , xn;O1, . . . ,On) ∈ U, i 	= j. (2)
Below we shall write W(x;O) instead of W(x1, . . . , xn;O1, . . . ,On), where x = (x1, . . . , xn) is a point of Kn,
O = O1 × · · · × On is an open subset of Mn. Since M is countable, we represent U as the union of a countable
number of families U =⋃r Ur , where for all sets W(x;O) ∈ Ur the integer n = nr and the open set O = O(r) =
O1(r)× · · · ×Onr (r) are the same. Define
Er =
{
x ∈ Knr : W (x;O(r)) ∈ Ur}.
We represent each set Er ⊂ Knr as Er =⋃∞d=1 Erd , where every Erd satisfies the statement (ii) of Lemma 2.3 (for





x;O(r)): x ∈ Erd},
then U = ⋃r,d Urd and to complete the proof it will be sufficient to find for every pair 〈r, d〉 a basic set
W(x˜(r, d);O(r)) such that A∩⋃Urd ⊂ W(x˜(r, d);O(r)) and B ∩W(x˜(r, d);O(r)) = ∅ (the family
U˜ = {W (x˜(r, d);O(r)): r, d ∈ ω}
will be the required one).
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H 	= ∅) and πi(Erd) = {x˜i} for every i ∈ L = {1, . . . , nr} \H (see statement (ii) of Lemma 2.3).
According to the construction (Section 4), f (xi) ∈ {p0,p1} for every f ∈ A ⊂ F , xi ∈ K , so we may assume that
Oi(r)∩ {p0,p1} 	= ∅ for every i ∈ {1, . . . , nr} (otherwise W(x;O(r))∩A = ∅ for every W(x;O(r)) ∈ Ur ). Define
H0 =
{
i ∈ H : p0 ∈ Oi(r)
}
, H1 = H \H0.
Since πH (Erd) is a large and simple (by (2)) subset of KH , by Lemma 3.2 for every i ∈ H0 there exists x˜i ∈ P0 and
for every i ∈ H1 there exists x˜i ∈ P1 such that x˜ = (x˜1, . . . , x˜nr ) ∈ Erd (recall that πi(Erd) = {x˜i} for every i ∈ L).
Then, according to the construction (Section 4), f (x˜i) = p0 ∈ Oi(r) if i ∈ H0 and f (x˜i) = p1 ∈ Oi(r) if i ∈ H1 for
every f ∈ A ⊂ F . Further more, if f ∈ W(x;O(r)) for some x ∈ Erd , then f (x˜i) = f (xi) ∈ Oi(r) for every i ∈ L
(because xi = x˜i if i ∈ L). Finally, if f ∈ A∩⋃Urd , then f (x˜i) ∈ Oi(r) for every i ∈ L∪H0 ∪H1 = {1, . . . , nr}, i.e.
A∩⋃Urd ⊂ W(x˜;O(r)).
To show that W(x˜;O(r)) ∩ B = ∅ let us note that every function g ∈ B ⊂ G is continuous over K , so, if g(x˜i) ∈
Oi(r) for every i ∈ {1, . . . , nr}, then, since x˜ ∈ Erd , there exists x′ = (x′1, . . . , x′nr ) ∈ Erd such that g(x′i ) ∈ Oi(r) for
every i ∈ {1, . . . , nr}, i.e. g ∈ W(x′;O(r)) ∈ U , which contradicts (1).
Denote the point x˜, which we have found for the fixed pair 〈r, d〉, by x˜(r, d). The family U˜ = {W(x˜(r, d);
O(r)): r, d ∈ ω} is the required one. 
Proposition 4.5. Y is a normal space.
Proof. Let A, B be arbitrary disjoint closed subsets of Y . Define A1 = A∩F , A2 = A∩G, B1 = B ∩F , B2 = B ∩G.
By Lemma 5.4 there exists a countable family U˜ of basic sets such that A1 ⊂⋃ U˜ , B2 ∩⋃ U˜ = ∅.
The subsets A1,B1 ⊂ F are disjoint and there is x∗ ∈ X∗ such that φ(x∗) = A1. According to the construction
(Section 4), f (x∗) = p1 if f ∈ A1 and f (x∗) = p0 if f ∈ B1, i.e. A1 ⊂ W(x∗;O∗), B1 ∩ W(x∗;O∗) = ∅ where
O∗ ∈M is any fixed subset containing p1 and not containing p0. Then A1 ⊂⋃U ′, B ∩⋃U ′ = ∅, where
U ′ = {U ∩W(x∗;O∗): U ∈ U˜}.
Since A2 is countable and A2 ∩ B = ∅, there exists a countable family U ′′ of basic sets such that A2 ⊂⋃U ′′,
B ∩⋃U ′′ = ∅. So for arbitrary disjoint closed subsets A,B ⊂ Y we find a countable family U = U ′ ∪U ′′ of basic sets
such that A ⊂⋃U and B ∩⋃U = ∅, i.e. by Lemma 2.4, Y is a normal space. 
5. Preliminary lemmas concerning the space βN
We call a subset E ⊂ Xn n-infinite if |E|n  ℵ0.
Lemma 5.1. Let X be a T3-space which does not contain non-trivial converging sequences, E be a n-infinite subset



















Proof. By Lemma 1 of [6], there is an infinite E0 ⊂ E such that πi(x) 	= πi(x′) for any different x, x′ ∈ E0,
i ∈ {1, . . . , n}, hence by the same lemma every infinite subset of E0 is n-infinite. Because X has no non-trivial converg-
ing sequences, the set {a1, . . . , an} is not the full set of accumulation points of π1(E0). We can therefore find disjoint
open neighbourhoods V1i of ai and an infinite subset E1 of E0 such that π1(E1) is disjoint from V11 ∪ · · · ∪ V1n.
Repeating this we get at step j  n disjoint open neighbourhoods Vji of ai and an infinite subset Ej of Ej−1 such
that πj (Ej ) is disjoint from Vj1 ∪ · · · ∪ Vjn. In the end Ui =⋂jn Vji are as required. 
Lemma 5.2. Let E be a n-infinite simple subset of (βN)n. Then there exist points am = (am1, . . . , amn) ∈ E (m ∈ ω)
and clopen sets Umi ⊂ βN such that ami ∈ Umi and Umi ∩Ukj = ∅ if 〈m, i〉 	= 〈k, j 〉.
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disjoint clopen neighbourhoods U1i  a1i such that the set E1 = E \⋃jn π−1j (⋃in U1i ) is n-infinite.
At each stage m repeat this with the n-infinite set Em−1 and the space βN \⋃j<m⋃in Uji to find a point am,
a set Em and clopen sets Umi  ami . 
Lemma 5.3. Let E be a n-infinite simple subset of (βN)n. Then there exists D ⊂ E such that D is simple and
|D|n = 2c.
Proof. Let the points am ∈ E and the open sets Umi ⊂ βN be as in Lemma 6.2, D = {am: m ∈ ω}. For every i ∈
{1, . . . , n} πi(D) ⊂ ⋃∞m=1 Umi and ⋃∞m=1 Umi ∩⋃∞m=1 Umj = ∅ if i 	= j . Then ⋃∞m=1 Umi ∩ ⋃∞m=1 Umj = ∅ [5,
Corollary 3.6.2], πi(D) ⊂⋃∞m=1 Umi , πj (D) ⊂⋃∞m=1 Umj , hence D is simple.
Let f :N→N be a function such that f (N∩Umi) = {m}, g :βN→ βN be a continuous extension of f . Then gn is
continuous and gn(D) = ΔN is a diagonal in Nn, therefore gn(D) = ΔβN is a diagonal in (βN)n and, by Lemma 2.1,
|D|n  |gn(D)|n = 2c. 
Remark. By induction on n it can be proved that every n-infinite closed subset E ⊂ (βN)n has n-cardinality 2c. If
E \ Δ˜ is n-infinite then it follows from Lemma 6.3, otherwise E ∩Δij is n-infinite for some i 	= j (where Δij = {x ∈
(βN)n: xi = xj }) and by inductive hypothesis |E ∩Δij |n = 2c.
Lemma 5.4. There exist subsets Pmk ⊂ βN (m, k ∈ ω) such that
(i) Pmk ∩ Pm′k′ = ∅ whenever 〈m,k〉 	= 〈m′, k′〉;
(ii) The set X∗ = βN \⋃m,k Pmk has cardinality 2c;
(iii) Pms1 × · · · × Pmsn ∩ E 	= ∅ for every large simple subset E ⊂ (βN)n, every m ∈ ω and every sequence
〈s1, . . . , sn〉 ∈ ωn.
Proof. Let us enumerate all the closed simple subsets D of finite powers (βN)n which have n-cardinality 2c. The
number of all these subsets is not greater than 2c, so we have a family {Dα: α < 2c}, where Dα ⊂ (βN)nα . By
Lemma 6.3 the condition (iii) is true for every large simple subset E ⊂ (βN)n (n ∈ ω) iff it is true for every Dα ⊂
(βN)nα (α < 2c).
We shall choose the sets Pmk (m, k ∈ ω) by induction on α. Let D0 ⊂ (βN)n0 be the first of the enu-
merated sets. It follows from Lemma 1 of [6] that for every s = 〈s1, . . . , sn0〉 ∈ ωn0 and m ∈ ω we can fix
x0(m, s) = (x01(m, s), . . . , x0n0(m, s)) ∈ D0 (since D0 is simple, all x0i (m, s) are different) such that {x01(m, s), . . . ,
x0n0(m, s)} ∩ {x01(m′, s′), . . . , x0n0(m′, s′)} = ∅ if 〈m,s〉 	= 〈m′, s′〉. Define
Pmk(0) =
{
x0i (m, s): s ∈ ωn0; si = k
}
and pick a point x∗0 ∈ βN \
⋃
m,k Pmk(0).
Suppose that finite sets Pmk(λ) (m, k ∈ ω) and points x∗λ have already been chosen for every λ < α. Define
Qα =
⋃{
Pmk(λ): λ < α; m,k ∈ ω
}∪ {x∗λ : λ < α}.
Then |Qα| < 2c, |Dα|nα = 2c, hence the set Dα ∩ (βN \ Qα)nα is nα-infinite and by Lemma 1 of [6] for every
s = 〈s1, . . . , snα 〉 ∈ ωnα and m ∈ ω we can fix xα(m, s) = (xα1(m, s), . . . , xαnα (m, s)) ∈ Dα ∩ (βN \ Qα)nα (since
Dα is simple, all xαi(m, s) are different) such that {xα1(m, s), . . . , xαnα (m, s)} ∩ {xα1(m′, s′), . . . , xαnα (m′, s′)} = ∅ if
〈m,s〉 	= 〈m′, s′〉. Define
Pmk(α) =
{
xαi(m, s): s ∈ ωnα ; si = k
}
and pick a point x∗α ∈ βN \ (Qα ∪
⋃
m,k Pmk(α)).
At the end of this process we obtain a family of disjoint sets{
Pmk(α): α < 2c; m,k ∈ ω
}
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⋃{Pmk(α): α < 2c; m,k ∈ ω} such that xα(m, s) ∈ Pms1(α)×· · ·×Pmsnα (α)∩Dα 	= ∅
for every α < 2c, m ∈ ω and s = 〈s1, . . . , snα 〉 ∈ ωnα . The sets Pmk =
⋃{Pmk(α): α < 2c} (m, k ∈ ω) are the required
ones. 
6. Construction of the subspace Z
Let M be an arbitrary separable metric space consisting of more than one point. We take the space βN for the set
of indexes of the product MβN and represent the subset X∗ of βN (see Lemma 6.4) as a union of a countable number
of disjoint sets X∗ =⋃∞m=1 X∗m, where |X∗m| = 2c for every m. Define







then βN=⋃∞m=1 Xm and Xm ∩Xm′ = ∅ if m 	= m′.
For every m ∈ ω we shall embed a set Fm of cardinality c into MβN in such a way that the subspaces Zm =
F1 ∪ · · · ∪ Fm and Z =⋃∞m=1 Zm will satisfy the conditions (i)–(iii) of Theorem 1.2.
Let C(βN;M) be the subspace of all continuous functions from βN into M , then |C(βN;M)|  c [1, Theo-
rem 1.1.4]. We fix a countable dense subset {pk: k ∈ ω} of M such that p1 	= p2; for every m ∈ ω we fix a mapping
φm from X∗m onto the family expZm of all subsets of Zm; for every m = 2,3, . . . we fix a mapping ψm from Fm onto
C(βN;M). For every f ∈ Fm and x ∈ Xn we define f (x) as follows.
If n <m then




pk if x ∈ Pnk,
p1 if x ∈ X∗n and f ∈ φn(x),
p2 if x ∈ X∗n and f /∈ φn(x).
Thus we have defined f (x) for every f ∈⋃∞m=1 Fm and x ∈⋃∞m=1 Xm = βN.
7. Properties of the subspace Z
Proposition 7.1. Z is dense in MβN.
Proof. Fix an arbitrary basic set W(x1, . . . , xn;O1, . . . ,On) (xi ∈ βN, Oi ∈M). The subspace C(βN;M) is dense
in MβN (because βN is a zero-dimensional space), so there exists g ∈ C(βN;M) ∩ W(x1, . . . , xn;O1, . . . ,On).
There exists m ∈ ω such that {x1, . . . , xn} ⊂ X˜m. According to the construction (Section 7) there exists f ∈
Fm+1 such that ψm+1(f ) = g, then f |X˜m = g|X˜m, so f (xi) = g(xi) ∈ Oi for every i ∈ {1, . . . , n}, i.e. f ∈
W(x1, . . . , xn;O1, . . . ,On)∩Z 	= ∅. 
Proposition 7.2. Every Zm is a discrete space.
Proof. For every f ∈ Zm there is xf ∈ X∗m such that φm(xf ) = {f }, hence, according to the construction (Section 7),
f (xf ) = p1 and g(xf ) = p2 for every g ∈ Zm \ {f }. 
Proposition 7.3. Every Zm is a closed subset of Z.
Proof. According to the construction, if f ∈ Zm then f (Pm1) = {p1} and f (Pm2) = {p2}. It clearly follows from the
statement (iii) of Lemma 6.4 that Pm1 ∩Pm2 	= ∅, so, since every function g ∈ Z \Zm is continuous over Pm1 ∪Pm2 ⊂
X˜m, if g(Pm1) = {p1}, then g(Pm2) 	= {p2}. 
Lemma 7.4. Let A ⊂ Zm, B ⊂ Z \Zm, U be a family of basic sets such that
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(2) For every W(x1, . . . , xn;O1, . . . ,On) ∈ U all the points x1, . . . , xn are different;
(3) {x1, . . . , xn} ⊂ X˜m for every W(x1, . . . , xn;O1, . . . ,On) ∈ U .
Then there exists a countable family U˜ of basic sets such that A ⊂⋃ U˜ and B ∩⋃ U˜ = ∅.
Proof. Below we shall write W(x;O) instead of W(x1, . . . , xn;O1, . . . ,On), where x = (x1, . . . , xn) is a point of
(X˜m)
n (see (3)) and O = O1 × · · · ×On is an open subset of Mn. SinceM is countable, we represent U as the union
of a countable number of families U =⋃r Ur , where for all sets W(x;O) ∈ Ur the integer n = nr and the open set
O = O(r) = O1(r)× · · · ×Onr (r) are the same. Define
Er =
{
x ∈ (X˜m)nr : W
(
x;O(r)) ∈ Ur}.
We represent each set Er ⊂ (X˜m)nr as Er =⋃∞d=1 Erd , where every Erd satisfies the statement (ii) of Lemma 2.3 (for





x;O(r)): x ∈ Erd},
then U = ⋃r,d Urd and to complete the proof it will be sufficient to find for every pair 〈r, d〉 a basic set
W(x˜(r, d);O(r)) such that A∩⋃Urd ⊂ W(x˜(r, d);O(r)) and B ∩W(x˜(r, d);O(r)) = ∅ (the family
U˜ = {W (x˜(r, d);O(r)): r, d ∈ ω}
will be the required one).
Let us fix an arbitrary pair 〈r, d〉. There exists H ⊂ {1, . . . , nr} such that πH (Erd) is a large subset of (X˜m)H ⊂
(βN)H (if H 	= ∅) and πi(Erd) = {x˜i} for every i ∈ L = {1, . . . , nr} \H (see statement (ii) of Lemma 2.3).
For every i ∈ H fix ki ∈ ω such that pki ∈ Oi(r). Since πH (Erd) is large and simple (by (2)) subset of (X˜m)H ⊂
(βN)H , by Lemma 6.4 for every i ∈ H there exists x˜i ∈ Pmki ⊂ X˜m such that x˜ = (x˜1, . . . , x˜nr ) ∈ Erd (recall that
πi(Erd) = {x˜i} for every i ∈ L). Then, according to the construction (Section 7), f (x˜i) = pki ∈ Oi(r) if i ∈ H for
every f ∈ A ⊂ Zm. Further more, if f ∈ W(x;O(r)) for some x ∈ Erd , then f (x˜i) = f (xi) ∈ Oi(r) for every i ∈ L
(because xi = x˜i if i ∈ L). Finally, if f ∈ A ∩⋃Urd then f (x˜i) ∈ Oi(r) for every i ∈ L ∪ H = {1, . . . , nr}, i.e.
A∩⋃Urd ⊂ W(x˜;O(r)).
To show that W(x˜;O(r)) ∩ B = ∅ let us note that every function g ∈ B ⊂ Z \ Zm is continuous over X˜m, so, if
g(x˜i) ∈ Oi(r) for every i ∈ {1, . . . , nr} then, since x˜ ∈ Erd ∩ (X˜m)nr , there exists x′ = (x′1, . . . , x′nr ) ∈ Erd such that
g(x′i ) ∈ Oi(r) for every i ∈ {1, . . . , nr}, i.e. g ∈ W(x′;O(r)) ∈ U , which contradicts (1).
Denote the point x˜, which we have found for the fixed pair 〈r, d〉, by x˜(r, d). The family U˜ = {W(x˜(r, d);
O(r)): r, d ∈ ω} is the required one. 
Proposition 7.5. Z is a normal space.





U = ∅. (1)
If the countable baseM of M is closed under taking finite intersections, we may assume that




W(x1, . . . , xn;O1, . . . ,On) ∈ U : {x1, . . . , xn} ⊂ X˜m
}
, (3)
then U =⋃∞m=1 Um. Define Am = A∩Zm ∩⋃Um (then A =⋃∞m=1 Am), Bm = B ∩Zm, B∗m = B \Zm.
According to Lemma 8.4 (for Am ⊂ Zm, B∗m ⊂ Z \ Zm and Um) (1)–(3) imply that for every m ∈ ω there exists
a countable family U˜m of basic sets such that Am ⊂⋃ U˜m and B∗m ∩⋃ U˜m = ∅.
The subsets Am,Bm ⊂ Zm are disjoint and there is x∗m ∈ X∗m such that φm(x∗m) = Am. According to the construction
(Section 7), f (x∗m) = p1 if f ∈ Am and f (x∗m) = p2 if f ∈ Bm, i.e. Am ⊂ W(x∗m;O∗), Bm ∩W(x∗m;O∗) = ∅, where




U ∩W(x∗m;O∗): U ∈ U˜m
}
.
Thus for arbitrary disjoint closed subsets A,B ⊂ Z we find a countable family U ′ =⋃∞m=1 U ′m of basic sets such
that A ⊂⋃U ′, B ∩⋃U ′ = ∅, i.e., by Lemma 2.4, Z is a normal space. 
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