To improve the performance of motion estimation in video coding, we propose a novel search algorithm, which utilizes the global search ability of particle swarm optimization (PSO) 
Introduction
Motion estimation (ME) is designed to reduce the temporal redundancy between frames of video sequences. Since approximately 60-80% of total computation time of video codec is expended by motion estimation, the motion estimation algorithm has a significant effect on the performance of the entire codec. Due to their simplicity and reasonable performance, the block matching algorithms (BMAs) are the most popular algorithms for motion estimation and widely used in various video coding standards such as MPEG-X and H.26X series [1] [2] .
Among the various BMAs, full search (FS) algorithm is the most optimal, because it can find the best matching block in the search area. However, it requires enormous computations due to the large number of searching and comparing for all possible candidate blocks. Therefore, many classical fast algorithms were proposed to reduce the computational complexity, such as four step search (FSS) [3] , diamond search (DS) [4] [5] , adaptive rood pattern search (ARPS) [6] . Base on these methods, many improved algorithms were proposed, such as the algorithm based on temporal-spatial correlation feature [7] and the algorithm based on adaptive mode switching [8] . These fast algorithms are easy to be realized and can reduce the number of search points. However, they are base on unimodal error surface assumption, which is not always valid in real-world video sequences. Especially for the video sequences with violent motion, local minimum points can spread over the search window, thus these fast algorithms are easy to fall into local minima and cannot acquire accurate motion estimation.
Recently, probabilistic searching method such as particle swarm optimization (PSO) [9] is successfully applied to motion estimation [10] [11] [12] [13] . PSO algorithm utilizes global optimization characteristics of swarm intelligent to acquire better global estimation. However, the computational complexity of PSO is very high because of several iterations. Meanwhile, PSO algorithm easily falls into prematurity and local optimization, thus the search accuracy of PSO algorithm is limited.
For these deficiencies, this paper proposes a novel block matching algorithm (MSPSO), which is based on PSO with mutation operator and simplex method (SM) [18] . Simplex method is a multidimensional unconstrained optimization method that converges rapidly towards minimum point in small or irregular search areas. Thus, MSPSO algorithm combines the powerful global search ability of PSO and the high accurate local search ability of SM so that it overcomes the disadvantage of previous
Where 1 c and 2 c are the acceleration coefficients, which control how far a particle will move in a single iteration. 
Simplex Method
Basic simplex method was presented by Spendleye et al [18] , which does not use a local model of object function and works without the assumption of continuity. Then Nelder and Mead [19] proposed an improved method called the nonlinear simplex method, which is a multi-dimensional unconstrained optimization method that converges rapidly towards minimum point in small or irregular search areas.
A D-dimensional simplex is a geometrical figure which consists of (D+1) points. A non-degenerate simplex is one that encloses a finite inner D-dimensional volume. The SM method starts with (D + 1) initial points randomly in the search space and then calculates the fitness value of each point. Simplex method widely used in many areas of economics and engineering, and it also was successfully applied to motion estimation problems [20] [21].
Particle Swarm Optimization with Mutation and Simplex Method (MSPSO) Algorithm for Block Matching
In block matching algorithms of motion estimation, one frame is divided into non-overlapping macro blocks, with the size of 16*16 typically. Each block in current frame is compared with candidate blocks in the search area to find out the best matching block. In MSPSO algorithm, the best matching block of motion vector is found by utilizing the global search ability of PSO and the accurate local search ability of SM. Furthermore mutation operation is added to avoid premature convergence, which expands the search area to find the best matching block.The motion vector of candidate macro block is represented as "particle" of PSO. And the horizontal and vertical coordinates of motion vector are represented as two positions of the particle. After the appropriate initial particles have been selected, the best matching block can be found by the iterating and updating of the position and velocity of particles. How to realize the MSPSO algorithm is introduced in details as follows.
Fitness function
The fitness function of PSO is defined as the sum of absolute difference (SAD) between pixel values of the current block in current frame and that of the block with corresponding location in reference frame.
where, ( , )
k f x y is the pixel value of the point ( , ) x y in the k-th frame, N is the size of macro block in motion estimation, i and j is horizontal and vertical position of macro block respectively.
Improved initial population
This paper selects certain fixed points and random points as the initial population. This method utilizes the features of motion vector and maintains the randomness of PSO.
According to the analysis of motion vector, motion vector distribution has both the center-biased feature and temporal-spatial correlation feature. As shown in Figure 1 , current macro block #0 has similar motion vector with three adjacent macro blocks (left #1, upper #2 and upper-right #3) and the macro block #4 of the same location in the reference frame. Therefore the points of block #0, #1, #2, #3, #4 are selected as the choices of fixed initial population points. 
min x and max x are the search boundary of motion estimation and (0,1) rand is a random number uniformly distributed of (0, 1).
Partial particle mutation
Standard PSO algorithm relies on the cooperation and competition between particles and has not a mutation mechanism. However, one particle is difficult to jump out once it is constrained by a local best and need help from other particles' successful discoveries. Therefore, during each iterating, not In this paper, once K particles which have the worst SAD values are eliminated, K new particles are re-created within the search domain by using mutation operator. Guass distribution is used as the mutation operator. Thus, K new particles are re-created as follow.
Where (0,1) N is a random number which obeys standard Guass distribution.
Early termination of search
In video sequence, most macro blocks are stationary or quasi-stationary, called as static macro blocks, which have no motion vector. In order to reduce the computation complexity, the process of searching can be terminated when the current macro block is a static block. The SAD values of static macro blocks are very low [22] . Therefore, if the SAD value is less than a threshold value h T , the search should be terminated, otherwise the search should be continued. According to [22] , h T is 512.
SM searching
Probabilistic searching methods including PSO are dedicated to find global optimization, however their abilities for local optimization are weak. Therefore, after finishing each iterating of PSO in MSPSO algorithm, SM searching is implemented to find better points to replace worst points.
In motion estimation, simplex method is a two-dimensional optimization method, a simplex is a triangle. And the fitness function of vertices is also SAD. It finds the best point b X where fitness function is lowest, the worst point w X where fitness function is highest and the second worst point n X where fitness function is second higher. Then SM method takes a series of operations including reflection, expansion, and contraction to find the better point and replace the worst point .This process is repeated until a termination criterion is satisfied. Finally better points are found. The calculations of reflection, expansion, contraction are as follows. 
Where c X is centroid of remaining points, r X is the reflection point, e X is the expansion point, 
MSPSO algorithm structure
The MSPSO algorithm for motion estimation is summarized as follows. Step1: Select initial points and define initial parameters such as iterative number and acceleration coefficients of PSO, operative coefficients of simplex method.
Step2: Calculate the velocity and position for each point. And calculate the fitness function (SAD) for each point. If early termination strategy is satisfied, the search is terminated, otherwise go to step3.
Step3
Step7: Return the best point of the minimum SAD, which position is the position of motion vector.
Simulation results
In the simulations, we select the first 100 frames of six typical test sequences: Akiyo and News (smooth motion), Flower and Coastguard (middle motion), Stefan and Football (violent motion). The image resolution is CIF (352*288) and frame rate is 30f/s. The reference frame is only one previous frame. The fixed size of macro block is 16*16 and the search range is (-16, + 16).
Parameter selection and analysis
To evaluate the performance of each algorithm, we use the PSNR (peak signal to noise ratio) measure the search precision of algorithms. 2 10 10log 255
MSE is the mean square deviation between reconstructive frame and original frame. Because search time is influenced by running platform and several other factors, we use the average searching points to evaluate the computational complexity of all algorithms. The performance of MSPSO algorithm is greatly impacted by the different values of iteration number, population size and mutation number. Therefore, we carried out experiments and analyzed to select the appropriate parameter. We select No. 20 frame of Akiyo and Football sequences to experiment.
Discussion of iteration number
Because iteration number has a great influence on the search points, so we discuss firstly the size of iteration number. Pre-defined initial population size is 10, PSO mutation number is 2.
As shown in Figure 3 , PSNR is gradually raised with the increase of iteration number. After reaching a peak point, PSNR is changed slowly. However, the search points are raised linearly all the way. Especially for Football sequence, the search points when iteration number is 10 are twice than that iteration number is 5. Therefore, we select the appropriate iteration number according to the peak of PSNR, and the search points are not high. As shown in Figure 3 , we select the iteration number is 5. 
Discussion of population size
When iteration number is 5, we discuss the effect of population size on the performance of MSPSO algorithm. According to the temporal-spatial correlation of motion vectors, the initial fixed points are 5. Therefore, here we discuss the population size of the random point.
From Figure 4 we can see, with the increase of random points, PSNR value is almost unchanged, but the search points are raise rapidly, especially for Football sequence. Therefore, in order to reduce the computational complexity, we select the random point is 1. So the population size is 6. 
Discussion of mutation number
When iteration number is 5 and population size is 6, discuss the effect of mutation number on the performance of MSPSO algorithm.
From Figure 5 we can find that both PSNR values and search points only are fluctuated slightly with the increase of mutation number. Therefore, in order to reduce the computational complexity, we select the mutation number is 1. 
PSNR
The average PSNR values of various algorithms (FS, FSS, DS, APRS, PSO, MSPSO) and the difference of PSNR values (△) between various algorithms and FS algorithm are listed in Table1. The results of Table 1 denote that the difference of PSNR values between FSS, DS, ARPS and FS are very small for Akiyo and News sequences which have smooth motion, because most motion vectors are in the vicinity of the origin when the motion is smooth and unimodal error surface assumption is tenable. However, for Stefan and Football sequences which have violent motion, the difference of PSNR values between FSS, DS, ARPS and FS are increased significantly. The reason is that motion vector is far from the origin when motion is violent, the hypo-best peaks increase and the assumption based on unimodal error surface is invalid. Therefore the conventional fast algorithms are easily trapped in local minimum and global optimal solution cannot be obtained. Figure 6 shows the PSNR value of every frame of Stefan and Football sequences for various algorithms. It can be seen that the difference of PSNR values between FS and FSS, DS, ARPS has significant fluctuation, which makes the quality of video to fluctuate. However, MSPSO not only has better search accuracy than these fast algorithms but also reduces the significant fluctuation of video quality, especially for some part of the video sequence with violent motion, such as 50-70 frames of Stefan sequence and 77-82 frames of Football sequence. FSS, DS, ARPS algorithm is fallen into local optimum and PSNR values of them decrease significantly. However, MSPSO avoids local optimum effectively and the PSNR decreases slightly because of the addition of mutation and simplex method. 
Average searching points
In order to compare the computational complexity of these algorithms, each algorithm is executed 10 times of every sequence to get the average search points. FSS, DS and ARPS also adopts early termination strategy when calculating the number of search points, so the number obtained is slightly less than that without early termination strategy. The average searching points is shown in Table 2 . It can be seen from Table 2 that the average searching points of FSS, DS and ARPS are fluctuated slightly for various sequences. However, the average searching points of MSPSO have a little high fluctuation for these sequences. ARPS has the least searching point but it has the least PSNR for the sequences with violent motion. For Akiyo with smooth motion, MSPSO has less searching points, only more than that of ARPS. As the motion intensity increase, the searching points of MSPSO are increased gradually. For Coastguard with medium motion, the searching points of MSPSO are about 3 times than that of FSS and DS. While for Football with violent motion, the searching points of MSPSO are 4 times than that of FSS and DS. Despite this, the searching points of MSPSO are much less than that of FS. For various sequences, the searching points of PSO have much higher than MSPSO. Therefore, the search performance of MSPSO for various sequences improves significantly at the cost of the negligible increase of computational complexity.
Comparison of the subjective image
In order to give the visual results, subjective images of motion compensation of various algorithms are shown as follow. Figure 7 and Figure 8 . It can be seen that FSS, DS, ARPS have obvious blocking effect in motion details and PSO has too low precision. However, MSPSO algorithm has significantly improvement and is close to FS algorithm.
Conclusions
In this paper, a new MSPSO algorithm for fast motion estimation is proposed. MSPSO algorithm incorporates PSO algorithm and SM technique and overcomes the local minima sticking problem. The experimental results show that MSPSO algorithm can provide accurate search matching and reduce the computational complexity of motion estimation. Consequently, MSPSO algorithm can obtain the efficient search accuracy with little sacrifice in terms of search rate and it is suitable to be applied in video coding systems.
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