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Partial regularity of mass-minimizing retiable setions
David L. Johnson (david.johnsonlehigh.edu) and Penelope Smith (ps02lehigh.edu)
Lehigh University, Bethlehem, PA
Abstrat. Let B be a ber bundle with ompat ber F over a ompat Riemannian n-manifold M
n
. There is a
natural Riemannian metri on the total spae B onsistent with the metri on M . With respet to that metri, the
volume of a retiable setion σ :M → B is the mass of the image σ(M) as a retiable n-urrent in B.
THEOREM 1. For any homology lass of setions of B, there is a mass-minimizing retiable urrent T representing
that homology lass whih is the graph of a C
1
setion on an open dense subset of M .
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Introdution
The notion of the volume of a setion of a ber bundle over a manifold M was introdued by H.
Gluk and W. Ziller, in the speial ase of the unit tangent bundle π : T1(M)→M , where setions
are unit vetor elds, or ows on M . The volume of a setion σ is dened as the mass (Hausdor n-
dimensional measure) of the image σ(M). They were able to establish, by onstruting a alibration,
that the tangents to the bers of the standard Hopf bration S3 → S2 minimized volume among
all setions of the unit tangent bundle of the round S3.
However, in general alibrations are not available, even for the unit tangent bundles of higher-
dimensional spheres. For a general bundle π : B → M over a Riemannian n-manifold M , with
ompat ber F , there is a speial lass of retiable urrents, alled retiable setions, whih
inludes all smooth setions and whih has the proper ompatness properties to guarantee the
existene of volume-minimizing retiable setions in any homology lass. Partial regularity of
volume-minimizing retiable setions in general is the subjet of this paper.
The basi partial-regularity result established here is that a volume-minimizing retiable setion
exists in any homology lass of setions whih is a C1 setion over an open, dense subset of M .
This does not state that a dense subset of the setion itself onsists of regular points. In fat, there
are simple ounter-examples of that statement. Denseness of the set of points in M over whih the
setion is regular is straightforward, but openness in M requires some work.
Our approah to this problem begins with a penalty funtional, omposed of the n-dimensional area
integrand plus a parameter (1/ǫ) multiplied by a term measuring the deviation from a graph of
a urrent in the total spae. Eah penalty funtional will have energy-minimizing urrents whih
are retiable urrents in the total spae, but whih are not neessarily retiable setions. As the
penalty parameter ǫ approahes 0, the bad" set of points in the base over whih the urrent is not
a setion will have small measure, and outside a slightly larger set the urrent will be a C1 graph.
These penalty minimizers will onverge to a retiable setion whih will be a minimizer of the
volume problem.
One fundamental monotoniity properties are established for this limiting minimizer, the program
to establish partial regularity of energy-minimizing urrents due to Bombieri in [2℄ an be applied,
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2with signiant modiations for the urrent situation, to show that the limiting minimizer is
suiently smooth on an open dense set.
The main theorem of this paper is the following:
THEOREM 0.1. Let B be a ber bundle with ompat ber F over a ompat Riemannian manifold
M , endowed with the Sasaki metri from a onnetion on B. For any homology lass of setions
of B, there is a mass-minimizing retiable setion T representing that homology lass whih is the
graph of a C1 setion on an open dense subset of M .
1. Denitions
Let B be a Riemannian ber bundle with ompat ber F over a Riemannian n-manifold M ,
with projetion π : B → M a Riemannian submersion. F is a j-dimensional ompat Riemannian
manifold. Following [10℄, B embeds isometrially in a vetor bundle π : E → M of some rank
k ≥ j, whih has a smooth inner produt < , > on the bers, ompatible with the Riemannian
metri on F . The inner produt denes a olletion of onnetions, alled metri onnetions, whih
are ompatible with the metri. Let a metri onnetion ∇ be hosen. The onnetion ∇ denes
a Riemannian metri on the total spae E so that the projetion π : E → M is a Riemannian
submersion and so that the bers are totally geodesi and isometri with the inner produt spae
Ex ∼= Rk [14℄, [6℄.
We will be using multiindies α = (α1, . . . , αn−l), αi ∈ {1, . . . , n} with α1 < · · · < αn−l, over the
loal base variables, and β = (β1, . . . , βl), βj ∈ {1, . . . , k} with β1 < · · · < βl, over the loal ber
variables (we will at times need to onsider the vetor bundle ber, as well as the ompat ber F ;
whih is onsidered will be lear by ontext). The range of pairs (α, β) is over all pairs satisfying
|β| + |α| = n, where |(α1, . . . , αm)| := m. As a notational onveniene, denote by n the n-tuple
n := (1, . . . , n), and denote the null 0-tuple by 0.
In addition, we indiate by A ≪ B that A is bounded above by a onstant times B, where that
onstant is independent of the variables inluded in A and B.
Denition 1.1. An n-dimensional urrent T on a Riemannian ber bundle B over a Riemannian
n-manifold M loally, over a oordinate neighborhood Ω on M , deomposes into a olletion,
alled omponents, or omponent urrents of T , with respet to the bundle struture. Given loal
oordinates (x, y) on π−1(Ω) = Ω×Rk and a smooth n-form ω ∈ En(Ω×Rk), ω := ωαβdxα ∧ dyβ,
dene auxiliary urrents Eαβ by Eαβ(ω) :=
∫
ωαβd ‖T‖, where ‖T‖ is the measure θHn|−Supp(T ),
with Hn Hausdor n-dimensional measure in Ω×Rk and θ the multipliity of T [11, pp 45-46℄. The
omponent urrents of T are dened in terms of omponent funtions tαβ : Ω × Rk → R and the
auxiliary urrents, by:
T |π−1(Ω) := {Tαβ} := {tαβEαβ} .
The omponent funtions tαβ : π
−1(Ω) → R determine ompletely the urrent T , and the pairing
between T and an n-form ω ∈ En(B)|−Ω× Rk is given by:
T (ω) :=
∫
Ω×Rk
∑
αβ
tαβωαβd ‖T‖ .
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Denition 1.2. A bounded urrent T in B is a quasi-setion if, for eah oordinate neighborhood
Ω ⊂M ,
1. tn0 ≥ 0 for ‖T‖-almost all points p ∈ Supp(T ), that is < −→T (q), e(q) >≥ 0, ‖T‖-almost
everywhere; where e(q) := ∂∂x1 ∧ · · · ∧ ∂∂xn
/∥∥∥ ∂∂x1 ∧ · · · ∧ ∂∂xn∥∥∥ is the (unique) horizontal n-plane
at q whose orientation is preserved under π∗, and
−→
T is the unit orienting n-vetor eld of T .
2. π#(T ) = 1[M ] as an n-dimensional urrent on M .
3. ∂T = 0 (equivalently, for any Ω ⊂M , ∂T |−π−1(Ω) has support ontained in ∂π−1(Ω)).
There is an M > 0 so that the ber bundle B is ontained in the disk bundle EM ⊂ E dened by
EM := {v ∈ E |‖v‖ < M }, by ompatness of B. Dene the spae Γ˜(E) to be the set of all ountably
retiable, integer multipliity, n-dimensional urrents whih are quasi-setions in E, with support
ontained in EM , alled (bounded) retiable setions of E. The spae Γ(E) of (strongly) retiable
setions of E is the smallest sequentially, weakly-losed spae ontaining the graphs of C1 setions
of E whih are supported within EM .
A quasi-setion whih also is retiable is an element of Γ˜(E). It would seem to be a stritly
stronger ondition to be in Γ(E), however, it is shown in [3℄ that, over a bounded domain Ω,
Γ(Ω×Rk) = Γ˜(Ω×Rk). The norm dened in [3℄ is nite in this ase sine all urrents have support
ontained in EM . This extends to the statement that Γ(E) = Γ˜(E) for a vetor bundle over a
ompat manifold M , sine any suh an be deomposed into nitely many bounded domains where
the bundle struture is trivial, by a partition of unity argument.
The spae Γ˜(B) of retiable setions of B is the subset of Γ˜(E) of urrents with support in B,
whih is a weakly losed ondition with respet to weak onvergene. This follows sine, for any
point z outside of B, there is a smooth form supported in a neighborhood of z disjoint from B.
The spae Γ(B) of strongly retiable setions is the smallest sequentially, weakly-losed spae
ontaining the graphs of C1 setions of B. Sine the bers of B are ompat, as is the base manifold
M , minimal-mass elements will exist in Γ˜(B) or Γ(B), and mass-minimizing sequenes within any
homology lass will have onvergent subsequenes in Γ˜(B) or Γ(B). This follows from lower semi-
ontinuity with respet to onvergene of urrents, onvexity of the mass funtional, and the losure
and ompatness theorems for retiable urrents. For ompat manifolds, as above, Γ˜(E) = Γ(E),
but it is not the ase that Γ˜(B) = Γ(B) in general.
PROPOSITION 1.3. Let {Tj} ⊂ Γ˜(B) (resp, Γ(B)) be a sequene with equibounded mass. Then,
there is a subsequene whih onverges weakly to a urrent T in Γ˜(B) (resp, Γ(B)) .
Proof. The Federer-Fleming ompatness and losure theorems (see also [9, Theorem 7.61, pp. 204-5℄
shows that a weak subsequene limit will exist and will be a ountably-retiable, integer-multipliity
urrent, with no interior boundaries. Sine the map π : B → M is proper, π# will then ommute
with weak limits, and so π#(T ) = 1[M ]. Similarly, the onditions <
−→
T (q), e(q) >≥ 0 ‖T‖-almost
everywhere and Supp(T ) ⊂ B are diretly seen to be preserved under weak limits, so the limit will
be in Γ˜(B). 
Denition 1.4. Given a urrent T , the indued measures ‖T‖ and ‖Tαβ‖ are dened loally by:
‖Tαβ‖ (A) := sup (Tαβ(ω)) , and
‖T‖ (A) := sup
∑
αβ
Tαβ(ω)
 ,
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4where the supremum in either ase is taken over all n-forms on B, ω ∈ En0 (B), with comass(ω) ≤ 1
[5, 4.1.7℄and Supp(ω) ⊂ A.
2. Coordinatizability
Let T ∈ Γ˜(B) have nite mass. Then, for eah x ∈ M , we say that T is oordinatizable over x
if there is an r > 0 so that T |−π−1(B(x, r)) (note that π−1(B(x, r)) ∼= B(x, r) × F ) has support
ontained within B(x, r)×U , where U ⊂ F is a ontratible oordinate neighborhood of F , U ∼= Rj .
PROPOSITION 2.1. The set of all points x ∈ M where T is oordinatizable over x is an open,
dense subset of M .
Proof. Openness follows from the denition, whih involves open neighborhoods in M . Note that
the losed nested sets Supp(T )∩π−1(B(x, r)), as r → 0, have a nonempty intersetion of Supp(T )∩
π−1(x). So, given any neighborhood U of Supp(T )∩π−1(x) in F , for some r > 0 π2
(
Supp(T ) ∩ π−1(B(x, r)) ⊂
U , where π2 is the projetion of π
−1(B(x, r0)) ∼= B(x, r0)×F onto F . Certainly if Supp(T )∩π−1(x)
is nite, then, sine any nite set in F is ontained in a ontratible oordinate neighborhood in
F , T will be oordinatizable at x. So, any point x over whih T is not oordinatizable must have a
preimage under π whih is innite, thus having innite 0-dimensional Hausdor measure. But, for
N := {x ∈M |T isnot oordinatizable over x} ,
then, if N has positive Lebesgue measure on M , and if F is the volume (or mass) integrand,
F(T ) :=
∫
B
d ‖T‖
≥
∫
π−1(N)
d ‖T‖
≥
∫
N
#(π−1(x))dx
= ∞,
by the general area-oarea formula [11℄. 
Remark 2.2. The Riemannian metri on U × V has the struture of a Riemannian submersion
π : U × V → U , that is, the projetion π is an isometry on the orthogonal omplement to the
bers, and the projetion onto the ber, π2 : U × V → V is an isometry restrited to eah ber.
The ber metri is not neessarily Eulidean, and the orthogonal omplements to the bers will not
neessarily form an integrable distribution, but that will not aet the arguments whih follow.
3. Penalty Method
Let F (= M) be the standard volume (area) funtional, applied to retiable setions. For an
integer-multipliity, ountably-retiable urrent T = τ(M,θ,
−→
T ), where M = Supp(T ) and
−→
T is
the unit orienting n-vetor eld, as in [11, p. 46℄. Set, for eah ǫ > 0, the modied funtional
Fǫ(T ) :=
∫
T
fǫ(
−→
T )d ‖T‖ ,
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where d ‖T‖ = θHn|−Supp(T ) and
fǫ(ξ) := ‖ξ‖+ hǫ(ξ) := ‖ξ‖+ 1
ǫ
(|ξn,0| − ξn,0) ,
for ξ ∈ Λn(T∗(B, z)) ∼= Λn(Rn+k) (‖ξ‖ is the usual norm of ξ in Λn(T∗(B, z)) and ξn,0 :=< ξ, e >,
where e is the unique unit horizontal n-plane so that π∗(e) = ∗dVM ).
Note also that, sine the original integrand is positive, so is fǫ, at any point ξ. Moreover, fǫ satises
the homogeneity ondition
fǫ(tξ) = tfǫ(ξ)
for t > 0.
Set
H0(T ) :=
∫
T
h0
(−→
T
)
d ‖T‖ ,
where h0(ξ) := (|ξn,0| − ξn,0), and set
Hǫ(T ) := 1
ǫ
H0(T ).
On the parts of T whih projet to a negatively-oriented urrent (loally) on the base, the funtional
H0() has value equal to twie the Lebesgue measure of the projeted image, onsidered as measurable
subsets of the base.
Clearly fǫ satises the bounds
‖ξ‖ ≤ fǫ(ξ) ≤
(
1 +
2
ǫ
)
‖ξ‖ .
In addition, the funtional satises the λ-elliptiity ondition with λ = 1
[M(X)−M(mD)] ≤ Fǫ(X)−Fǫ(mD) (1)
where mD is a at disk with multipliity m and X is a retiable urrent with the same boundary as
mD. This inequality is lear if π#(mD) is positively-oriented, sine in that aseM(mD) = Fǫ(mD),
and (in all ases) M(X) ≤ Fǫ(X). If π#(mD) is negatively-oriented, though, then π#(X) =
π#(mD) sine they have the same boundary and are integer-multipliity ountably-retiable n-
urrents on R
n
, by the onstany theorem. However, in this ase Hǫ(X) ≥ Hǫ(mD), and the result
follows.
3.1. Minimization problem
We now onsider the mass-minimization problem for retiable setions T ∈ Γ˜(B) within a given
integral homology lass [T ] ∈ Hn(B,Z) whih inludes graphs, that is, for whih there is a smooth
setion S0 ∈ Γ(B) with [S0] = [T ]. Set A := ‖S0‖. Set
R[T ] := {S ∈ [T ]|S is a ountably retiable, integer-multipliity n-urrent in B} .
For any ǫ > 0, sine the tangent planes at eah point of S0 projets to an n-plane of posi-
tive orientation, hǫ(
−→
S0) =
1
ǫ (|ξn,0| − ξn,0) = 0, and so Fǫ(S0) = ‖S0‖ := A, whih shows that{S ∈ R[T ] |Fǫ(S) ≤ A} 6= ∅. Thus, if B0 := {S ∈ R[T ] |‖S‖ ≤ 2A},
LevAFǫ := {S ∈ R[T ] |Fǫ(S) ≤ A} ⊂ B0,
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6sine for any urrent Fǫ(S) ≥ ‖S‖. Also, by the Federer-Fleming losure theorem, B0 is ompat
with respet to the usual onvergene of urrents. Sine the funtional Fǫ is ellipti (eq (1)), it will
be lower semi-ontinuous with respet to weak onvergene of retiable urrents [5, 5.1.5℄. Thus
eah LevAFǫ is ompat in this topology, and so by [16℄, for eah suh ǫ, an Fǫ-energy-minimizing
retiable urrent Tǫ ∈ [T ] exists, and Fǫ(Tǫ) < ‖S0‖ = A.
Set
min(Fǫ) := min {Fǫ(T ) |T ∈ R[T ]}
Argmin(Fǫ) := {T ∈ R[T ] |Fǫ(T ) = min(Fǫ)} ,
min(F) := min {F(T )|T ∈ [T ] ∩ Γ(B)} , and
Argmin(F) := {T ∈ [T ] ∩ Γ(B) |F(T ) = min(F)} .
Similarly to [13℄, we have
PROPOSITION 3.1. [Convergene of the penalty problems℄
lim
ǫ↓0
min (Fǫ) = min (F) ,
lim sup
ǫ↓0
Argmin(Fǫ) ⊂ Argmin(F).
Remark 3.2. That is, the minimal values of the penalty funtionals on that homology lass on-
verge to the minimum of the mass of all homologous retiable setions, and the limsup of the
set of minimizing urrents [13℄ of the penalty problems is ontained in the set of mass-minimizing
retiable setions. This does not imply that eah mass-minimizing retiable setion is the limit
of a sequene of minimizers of the penalty problems, but that one suh mass-minimizing retiable
setion is suh a limit.
Proof. Sine the set of ountably-retiable integer-multipliity urrents in [T ] (the domain of Fǫ)
ontains the retiable setions, and Fǫ(S) = F(S) = ‖S‖ for any retiable setion S, we have
immediately that min (Fǫ) ≤ min (F). Moreover, min (Fǫ1) ≤ min (Fǫ2) if ǫ1 > ǫ2, sine for Tǫi
minimizers of Fǫi ,
Fǫ1(Tǫ1) ≤ Fǫ1(Tǫ2) ≤ Fǫ2(Tǫ2),
so limǫ↓0min(Fǫ) exists.
Take some Tǫ ∈ R[T ] whih minimizes Fǫwithin R[T ]. Then
‖Tǫ‖ = Fǫ(Tǫ)−Hǫ(Tǫ)
≤ Fǫ(Tǫ)
= min(Fǫ)
≤ min(F).
This shows that Tǫ ∈ B0 above, whih, in the topology of weak onvergene of ountably-retiable,
integer-multipliity urrents, is ompat. So, by the Federer-Fleming ompatness and losure
theorems [5, 4.2.16, 4.2.17℄, some subsequene of {Tǫ} onverges as ǫ ↓ 0 to some S ∈ B0.
Sine the penalty omponent satises
H0(Tǫ) = ǫHǫ(Tǫ) = ǫ (min(Fǫ)− ‖Tǫ‖) ,
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and the penalty funtional Fǫ is lower semi-ontinuous with respet to weak onvergene of urrents,
we have
H0(S) ≤ lim inf
ǫ↓0
(H0(Tǫ))
= lim inf
ǫ↓0
ǫ (min(Fǫ)− ‖Tǫ‖)
≤ lim inf
ǫ↓0
ǫ (min(F))
= 0.
So. immediately we have that S ∈ Γ˜(B), so that F(S) ≥ min(F). Applying the same limit to the
previous equation,
F(S) = ‖S‖
≤ lim inf
ǫ↓0
‖Tǫ‖
= lim inf
ǫ↓0
(Fǫ(Tǫ)−Hǫ(Tǫ))
≤ lim inf
ǫ↓0
Fǫ(Tǫ)
= lim inf
ǫ↓0
min(Fǫ)
≤ min(F),
whih implies that all inequalities must be equalities, and S is a mass-minimizing retiable setion
in [T ] ∩ Γ˜(B). In addition, we get that
lim
ǫ↓0
min(Fǫ) = min(F)
and, any limit urrent of a subsequene of minimizers {Tǫ}(for a sequene of ǫ's going to 0) will be
a minimizer T0 of F on [T ] ∩ Γ˜(B). 
The set of points Bǫ ⊂ Ω where Tǫ is not a setion,
Bǫ := π
({
p ∈ Supp(Tǫ)| hǫ(−→T p) > 0
})
,
satises, where e is the horizontal n-plane,
H0(Tǫ) = ǫHǫ(Tǫ)
=
∫
Ω×F
h0(Tǫ)d ‖Tǫ‖
=
∫
Ω×F
(
∣∣∣< −→Tǫ, e >∣∣∣− < −→Tǫ, e >)d ‖Tǫ‖
= −2
∫
Bǫ×F
<
−→
Tǫ, e > d ‖Tǫ‖
= 2
∫
Bǫ×F
∣∣∣< −→Tǫ, e >∣∣∣ d ‖Tǫ‖
= 2Tǫ
(
π∗(d VΩ|Bǫ)
)
= 2π#(Tǫ)(d VΩ|Bǫ)
≥ 2 ‖Bǫ‖ , (2)
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8where dVΩ is the volume element of the base, sine π#(Tǫ)|Bǫ is a (positive integer) multiple of the
fundamental lass of the base, restrited to Bǫ. From the previous result,
lim
ǫ↓0
Hǫ(Tǫ) = 0,
thus ‖Bǫ‖ approahes 0 more rapidly than ǫ itself. Similarly to [16℄, we have the following:
LEMMA 3.3. ‖Bǫ‖ ≤ ǫ|ln(ǫ)|A, where A depends only on dimension and the homology lass [T ] ∈
Hn(B,Z).
Proof. If vǫ := Fǫ(Tǫ), for 0 < ǫ1 < 1, then sine vǫ is a monotone-dereasing funtion of ǫ, it is
dierentiable almost-everywhere, and∣∣v′ǫ∣∣ = ∣∣∣∣ limh→0 vǫ − vǫ−hh
∣∣∣∣
≥
∣∣∣∣ limh→0 Fǫ(Tǫ)−Fǫ−h(Tǫ)h
∣∣∣∣
=
∣∣∣∣∣∣ limh→0
(
1
ǫ − 1ǫ−h
)
h
∣∣∣∣∣∣H0(Tǫ)
=
1
ǫ2
H0(Tǫ).
In addition, for any xed retiable setion S in the homology lass [T ], for all ǫ > 0 νǫ ≤ F(S), so
that νǫ is bounded.
Now, as in [16, p. 70, Theorem 7.3℄,
C ≥ vǫ1 − v1
≥
∫ 1
ǫ1
∣∣v′ǫ∣∣ dǫ
≥
∫ 1
ǫ1
ess infǫ1<ǫ<1
(
ǫ
∣∣v′ǫ∣∣) 1ǫ dǫ
= ess infǫ1<ǫ<1ǫ
∣∣v′ǫ∣∣ · (− ln(ǫ1))
≥ ess infǫ1<ǫ<1
1
ǫ
H0(Tǫ) · |ln(ǫ1)|
≥ ess infǫ1<ǫ<1
1
ǫ
‖Bǫ‖ · |ln(ǫ1)| .,
applying (2). Sine vǫ1 − v1is bounded (and nonnegative), there is a onstant C so that
‖Bǫ‖ ≤ ǫ|log(ǫ)|C,
where C depends only on the homology lass [T ] of setions being onsidered. 
4. Existene of tangent ones
Let T be a mass-minimizing retiable setion, and presume that T is the limit of a sequene Tǫi
of minimizers of the penalty energy Fǫi . (At least one minimizer of the mass funtional among
retiable setions is of this form), by Proposition (3.1).
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PROPOSITION 4.1. For any point p ∈ Supp(T ), the mass-density Θ(p, T ) is at least 1. Moreover,
there is a (possibly non-unique) tangent one at p of T .
Remark 4.2. The proof will depend on a monotoniity of mass ratio result. One that is estab-
lished, the result will follow similarly to the ase for area-minimizing retiable urrents.
LEMMA 4.3. [Monotoniity of mass ratio℄. For any p ∈ Supp(T ), the ratio
F
(
T |−B(p, r)
)
rn
is a monotone inreasing funtion of r.
Proof. (of the Lemma). Consider, for a sequene ǫ = ǫi onverging to 0, the penalty energy funtion
fǫ(r) := Fǫ
(
Tǫ|−B(pǫ, r)
)
,
where pǫ ∈ Supp(Tǫ). We show that the penalty funtion satises the monotoniity dierential
inequality (fǫ(r)/r
n)′ ≥ 0, as in [11℄.
Choose a radius r for whih the boundary ∂
(
Tǫ|−B(pǫ, r)
)
is retiable (true for almost-all r
by sliing). For suh an r, note that ∂(Tǫ|−B(pǫ, r)) is the boundary of the restrition of Tǫ to
the ball. Let C[∂(Tǫ|−B(pǫ, r))] be the one over ∂(Tǫ|−B(pǫ, r)) with one point pǫ, oriented so
that C[∂(Tǫ|−B(pǫ, r))] + Tǫ|−(B\B(pǫ, r)) is a yle. Dene a boundary penalty-energy ∂Fǫ by
restrition, that is:
∂Fǫ(∂(Tǫ|−B(pǫ, r))) :=
∫
B
∥∥∥−→Tǫ∥∥∥+ 1
ǫ
(∣∣∣< −→Tǫ, e >∣∣∣− < −→Tǫ, e >) d ∥∥∥∂(Tǫ|−B(pǫ, r))∥∥∥ .
Sine Cr := C[∂((Tǫ|−Gǫ)|−B(pǫ, r))] is a one,
Fǫ(Cr) ≤ n
r
∂Fǫ(∂Cr)
=
n
r
∂Fǫ(∂(Tǫ|−B(pǫ, r))).
Now, set
fǫ(r) := Fǫ(Tǫ|−B(pǫ, r)).
We laim that sliing by u(x) = ‖x− pǫ‖ yields that, for almost-every r (as above)
∂Fǫ(∂(Tǫ|−B(pǫ, r))) ≤ f ′ǫ(r).
To show this, let T be a retiable urrent, and u Lipshitz. The slie
< T, u, r+ >:= ∂T |− {x |u(x) > r} − ∂(T |− {x |u(x) > r})
satises, for ∂H0(< T, u, r+ >) :=
∫
B
(∣∣∣< −→T , e >∣∣∣− < −→T , e >) d ‖< T, u, r+ >‖, the following:
∂H0(< T, u, r+ >) ≤ Lip(u) lim inf
h↓0
H0(T )|−{r < u(x) < r + h}/h
= Lip(u)
∂
∂r
H0(T )|− {x |u(x) ≤ r} ,
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where we have abused notation and denoted the Dini derivative in the previous line by ∂/∂r.
This follows by onsidering, for a small, positive h, a smooth approximation f of the harateristi
funtion of {x |u(x) > r} with
f(x) =
{
0, if u(x) ≤ r
1, if u(x) ≥ r + h
and Lip(f) ≤ Lip(u)/h. Then (f. [11, 4.11, p. 56℄)
∂H0(< T, u, r+ >) ≈ ∂H0((∂T )|−f − ∂(T |−f))
= ∂H0(T |−df)
≤ Lip(f)H0(T )|−{r < u(x) < r + h}
. Lip(u)H0(T )|−{r < u(x) < r + h}/h
= Lip(u)
∂
∂u
H0(T )|− {x |u(x) ≤ r} .
In the present ase, with u(x) := ‖x− pǫ‖, < Tǫ, u, r+ >= ∂(Tǫ|−B(pǫ, r)), ∂Fǫ(∂(Tǫ|−B(pǫ, r))) ≤
f ′ǫ(r) as laimed for almost-every r, sine for the standard mass funtional this result is standard,
and Fǫ =M+ 1ǫH0.
Combining these two relationships together and using minimality of Tǫ,
fǫ(r) := Fǫ(Tǫ|−B(pǫ, r)) ≤ Fǫ(C[∂(Tǫ|−B(pǫ, r))]) ≤
n
r
∂Fǫ(∂(Tǫ|−B(pǫ, r))) ≤
n
r
dfǫ(r)
dr
,
for almost-every r, hene the absolutely ontinuous part of fǫ(r)/r
n
is inreasing. Sine any singular
part is due to inreases in fǫ(r), fǫ(r)/r
n
is inreasing as laimed.
Let pǫ → p be a sequene of points on the support of the penalty minimizers onverging to p ∈
Supp(T ). Set f(r) := F
(
T |−B(p, r)
)
. Sine fǫ(r)/r
n
is monotone inreasing as a funtion of r for
eah xed ǫ > 0, so will be f(r)/rn. 
Arguing preisely as in [5, 5.4.3℄, (see also [11, pp. 90-95℄), Proposition (4.1) follows.
5. Domain of the penalty-minimizers
Let Ω = B(x0, R) be a ball. It follows from the struture theorem for retiable urrents [5℄ that,
exept over the bad set Bǫ, whih is a set of mass less than ǫR
n
, the penalty-minimizer Tǫ will be
the graph of a vetor-valued BV funtion uǫ.
The points x ∈ Ω\Bǫ so that for all p = π−1(x) ∩ Supp(Tǫ), Θ(p) = 1, has measure approahing
that of Ω as ǫ ↓ 0 beause of our bounds on Bǫ. Sine Tǫ|−π−1(Ω\Bǫ) is a retiable setion, the
struture theorem for retiable urrents implies that for Ω-a.e. points x of Ω\Bǫ, there is one point
in π−1(x) ∩ Supp(Tǫ).
Dene uǫ as a vetor-valued BV-funtion over Ω\Bǫ whose arrier is Supp(Tǫ) [2, Setion IV℄,
dened oordinatewise by integration, rst dening Sj as n-dimensional urrents in U by Sj(φ) :=
T (yjπ
∗(φ)) for φ ∈ En(U) and yj the jth oordinate of the ber (U must be a oordinatizable
neighborhood). Then, the omponents of uǫ an be dened by Sj(φ) =
∫
(uǫ)j(x)φ, whih dene the
omponents as BV
lo
-funtions on U .
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It is not lear (ompare [2, p. 106℄) that this BV map will be a Lipshitz graph a.e. in general.
For example, if T is the simple stairase urrent Tα = [[(t, α ⌊t⌋)]] + [[(⌊t⌋ , α(t − 1))]], t ∈ [0, n],
T ∈ Γ([0, n]×R), then T will be a polyhedral hain, and so the image of a Lipshitz map. However,
the set A on whih T |−π−1(A) will have a single point in eah preimage is the base interval minus
nitely many points (exluding the points that are the projetions of the risers of the stairs), and
Supp(T )∩π−1(A) annot be a Lipshitz graph on all of A. By ontrolling the height α of the risers
the total ylindrial exess E of this example an be as small as needed as well.
However, it is the ase that there will be, for any positive number δ > 0, a Lipshitz map g so that
g = uǫ exept on a set of measure less than δ, by Theorem 2 page 252 of [4℄. In fat, g an be taken
to be C1 by Corollary 1, p. 254, of the same referene. The Lipshitz onstant of the map g will
learly depend upon δ, as is illustrated by the example above.
Now, it is not neessarily true that the graph of g will agree with Supp(Tǫ) on the set where g agrees
with uǫ, sine that graph does not neessarily agree with Supp(Tǫ) itself.
PROPOSITION 5.1. For any ǫ > 0, there is a set Dǫ ⊇ Bǫ of measure less than 2 ‖Bǫ‖ and a C1
map gǫ : U\Dǫ → F so that, as retiable urrents,
graph(gǫ)|−π−1(U\Dǫ) = Tǫ|−π−1(U\Dǫ).
Proof. For δ > 0 suiently small, Choose gǫ by [4, Corollary 1, p. 254℄ to agree with uǫ on U exept
for a set of measure δ, and to be C1 and Lipshitz there. Take Dǫ to be the union of this set with
Bǫ, whih if δ is hosen small enough will have measure bounded by 2 ‖Bǫ‖. It sues to show that
these urrents agree exept over a set of measure 0 in the domain, outside of Dǫ. However, if they
disagree on a set A, within U\Dǫ, of positive measure, then for some i, gj(x) = (uǫ)j(x) is dierent
from yj(Supp(Tǫ)∩π−1(x)) on A. However, for any form φ on the base, over any subset V ⊆ U\Dǫ,
sine π#(T ) = 1 · [U ], ∫
V
yj(Supp(Tǫ) ∩ π−1(x))φ
=
∫
Supp(Tǫ)∩π−1(V )
yj(Supp(Tǫ) ∩ π−1(x)) < π∗(φ),−→T ǫ > dHn
=
∫
Supp(Tǫ)∩π−1(V )
< yjπ
∗(φ), Tǫ > dHn
=
(
Tǫ|−π−1(V )
)
(yjπ
∗(φ))
= Sj(φ)
=
∫
V
(uǫ)j(x)φ.
Sine this equality must hold for all φ and V ⊂ U\Dǫ as above, the two funtions must agree on a
set of full measure. 
Note 5.2. The mass ‖Dǫ‖ will satisfy
lim
ǫ→0
1
ǫ
‖Dǫ‖ = 0
by the onstrution of both Bǫ and the extension Dǫ as dened in the proof of the previous result.
Similarly, Lemma [3.3℄ will imply that
‖Dǫ‖ ≤ 2ǫ|log(ǫ)|A,
with A depending only on dimension.
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6. Homotopies and deformations
Let T t be a one-parameter family of ountably-retiable integer-multipliity urrents with T 0 = Tǫ,
smooth in t. The derivative h := ddt
∣∣∣
0
T t at t = 0 is a urrent, but in general will not be a retiable
urrent. The support of h will be Tǫ, but h will be represented by integration as
h(φ) :=
∫
E
<
−→
h , φ > d ‖Tǫ‖ ,
where −→
h d ‖Tǫ‖ = d
dt
∣∣∣∣
0
−→
T td
∥∥∥T t∥∥∥ .
If Tǫ is a smooth graph, Tǫ = graph(gǫ), then T
t
will be also, for t suiently small, T t = graph(gǫ+
tk +O(t2)), by the impliit funtion theorem, and
−→
h d ‖Tǫ‖ = d
dt
∣∣∣∣
0
−→
T td
∥∥∥T t∥∥∥
=
d
dt
∣∣∣∣
0
(e1 +∇1gǫ + t∇1k + t2∗) ∧ · · · ∧ (en +∇ngǫ + t∇nk + t2∗)dLn
= (∇1k ∧ (e2 +∇2gǫ) ∧ · · · ∧ (en +∇ngǫ) + · · ·+ (e1 +∇1gǫ) ∧ · · · ∧ ∇nk) dLn.
Remark 6.1. Note that this derivative is rst-order with respet to the derivative Dk. The deriva-
tive will be rst-order with respet to Dk for plaes where Tǫ is not a graph, sine, being retiable,
Dk is a sum of terms of that sort.
Equivalently, we an onsider maps Ht : [0, 1]×U ×Rj → U ×Rj, ambient homotopies of the region
into itself, and the push-forward (Ht)#(T ) = T
t
. Of partiular interest will be in families whih
are vertial in the sense that Ht(x, y) = (x, y + η(t, x)) for some η : [0, 1] × U → Rj . These are, of
ourse, in the graph ase equivalent to families T t = graph(gǫ + η(t, x)).
6.1. Euler-Lagrange equations for Tǫ
Restrit the deformations T t to be, for eah ǫ > 0, deformations in the vertial diretions only. For
a retiable setion, suh a deformation will remain a setion. If the domain U = B(x0, R), is a
oordinatizable neighborhood, so that the ber an be onsidered to be a ompat subset of R
j
,
and if oordinates are hosen so that (x0, y) is (0, 0) (for a partiular value of y to be determined),
then, following [2℄, a deformation given by T t = (Ht,R)#(Tǫ), where
Ht,R(x, y) = (x, y + tη(x/R)), (3)
so that, over B(x0, R)\Dǫ, Tǫ|−C(x0, R) = graph(gt), where gt(x) = gǫ(x) + tη(x/R), and where
η : B(0, 1) → Rk is a smooth test funtion with support within the open ball and with ‖∇η‖ ≤ 1
pointwise. Set Ht := Ht,1.
Over a set of full measure in Supp(Tǫ) the tangent one at (x, gǫ(x)) ∈ Supp(Tǫ) is an n-plane and
is dened as usual from the graph of gǫ. Sine the area funtional, as a funtional over the base, is
then ∫
Ω\Dǫ
√√√√1 + ‖∇gǫ‖2 + ‖∇gǫ ∧ ∇gǫ‖2 + · · ·+
∥∥∥∥∥∇gǫ n︷ ︸︸ ︷∧ · · · ∧ ∇gǫ
∥∥∥∥∥
2
dLn,
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then the Euler-Lagrange equations, obtained from alulus of variations methods (using a vertial
variation gt(x) = gǫ(x) + tη(x/R)), is
d
dt
∣∣∣∣
0
∫
Ω\Dǫ
√√√√1 + ‖∇gt‖2 + ‖∇gt ∧ ∇gt‖2 + · · ·+
∥∥∥∥∥∇gt n︷ ︸︸ ︷∧ · · · ∧ ∇gt
∥∥∥∥∥
2
dLn
=
∫
Ω\Dǫ
∑
i
< ∇igǫ,∇iη(x/R) > +
n∑
k=2
∑
i1<···<ik,l,m
(−1)il+im
〈
∇i1gǫ ∧
il
· · ·
∧
∧ ∇ikgǫ,
,∇i1gǫ ∧
im
· · ·
∧
∧ ∇i2gǫ >
〉
< ∇ilgǫ,∇imη(x/R) >
/

√√√√1 + ‖∇gǫ‖2 + ‖∇gǫ ∧ ∇gǫ‖2 + · · · +
∥∥∥∥∥∇gǫ n︷ ︸︸ ︷∧ · · · ∧ ∇gǫ
∥∥∥∥∥
2
 dLn
Sine the quadrati form A, at a xed point x, dened by (v,w) 7→< ∇vgǫ,∇wgǫ >:=< Av,w > is
symmetri, there is an orthonormal basis {ei} of T∗(U, x) for whih Ai := ∇eigǫ = Aei are mutually
orthogonal, simplifying the alulations above somewhat.
0 =
∫
U\Dǫ
(∑
i
< Ai,∇iη(x/R) > +
+
n∑
k=2
∑
i1<···<ik,l=1...k
‖Ai1‖2
il
· · ·
∧
‖Aik‖2 < Ail ,∇ilη((x− x0)/R) >
/
√√√√1 + n∑
k=1
∑
i1<···<ik
‖Ai1‖2 · · · ‖Aik‖2
 dLn
Additionally, sine
1 +
n∑
k=1
∑
i1<···<ik
‖Ai1‖2 · · · ‖Aik‖2 =
n∏
i=1
(
1 + ‖Ai‖2
)
,
and similarly, for eah j
1 +
n−1∑
k=1
∑
i1<···<ik,il 6=j
‖Ai1‖2 · · · ‖Aik‖2 =
n∏
i=1,i 6=j
(
1 + ‖Ai‖2
)
,
as a funtional over the base,
0 =
∫
U\Dǫ
n∑
j=1
< Aj ,∇jη(x/R) >
1 + ‖Aj‖2
√√√√1 + n∑
k=1
∑
i1<···<ik
‖Ai1‖2 · · · ‖Aik‖2
 dLn
As a parametri integrand, the Euler-Lagrange equations simplify, in this basis at eah point, to
0 =
d
dt
∣∣∣∣
0
∫
π−1(U\Dǫ)
fǫ(
−→
T t)d
∥∥∥T t∥∥∥
=
∫
π−1(U\Dǫ)
∑
i
< ∇igǫ,∇iη(x/R) >
1 + ‖∇igǫ‖2
d ‖Tǫ‖ ,
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where gǫ is the BV-arrier of Tǫ on the good set. Note that, although not expliitly manifest,
the derivative of d
∥∥T t∥∥ with respet to t is inluded in the formula above, sine the preeding
alulations are nonparametri on the good set.
On the bad set, the deformation is
d
dt
∣∣∣∣
0
∫
π−1(Dǫ)
fǫ(
−→
T t)d
∥∥∥T t∥∥∥ = ∫
π−1(Dǫ)
<
−→
Tǫ,
−−→
ht,R > d ‖Tǫ‖+B,
where, sine the deformation is vertial, B = 0. This follows sine a vertial deformation, that is,
T t := (Ht)#(T ) for Ht(x, y) = (x, y + tη(x/R)), the boundary of the set where the penalty energy
is nonzero, and the penalty-energy Hǫ itself, will not hange under suh a deformation. Also, the
mass of that part of Tǫ whih is vertial (for whih π#(
−→
Tǫ) = 0) will also remain unhanged under
suh a deformation.
7. Squash-deformation
Let E be the ylindrial exess of the penalty-minimizer Tǫ,
E := Exc(Tǫ;R,x0) :=
1
Rn
(
M(T |−π−1(B(x0, R)))−M(π#(T |−π−1(B(x0, R)))
)
,
and for a given R, 0 < R < 1, dene the non-homotheti dilation φR(x, y) = (
x
R ,
y√
ER
) = (X,Y ) of
the ylinder π−1(B(x0, R)) (we restrit to a oordinatizable neighborhood, so that the ber an be
onsidered to be a ompat set within R
j
, and we assume without loss of generality that x0 = 0),
and set Tǫ,R := (φR)#
(
Tǫ|−π−1(B(x0, R))
)
. Tǫ,R minimizes the penalty funtional Fǫ,R dened by
Fǫ,R(S) :=
∫
π−1(B(x,R))
E−1R−nfǫ
(−−−−−−−−→(
φ−1R
)
#
(S)
)
d
∥∥∥∥(φ−1R )# S
∥∥∥∥ , (4)
whih ontrats the urrent S bak to the ylinder of radius R, evaluates the original penalty
funtional there, and sales to ompensate for the fators of R and some of the fators of E.
Consider the Euler-Lagrange equations of this funtional, on Γ˜(B(x0, 1)×Rk). Applying a vertial
deformation as before,
d
dt
FǫR
(
(ht)# (Tǫ,R)
)
=
d
dt
∫
π−1(B(x0,R))
E−1R−nfǫ
(−−−−−−−−−−−−−−−−→(
φ−1R
)
#
(
(ht)# (Tǫ,R)
))
d
∥∥∥∥(φ−1R )# (ht)# (Tǫ,R)
∥∥∥∥
=
d
dt
∫
π−1(B(x0,R))
E−1R−nfǫ
(−−−−−−−−−−−→(
(ht,R,E)# (Tǫ)
))
d
∥∥∥((ht,R)# (Tǫ))∥∥∥ ,
where ht,R,E(x, y) = (x, y +
√
ERtη(x/R))
For a given x in the good set, then for suiently small R this integral onsists of two piees, the
integral over the good set within B(x,R), whih is the integral of a C1 graph, and the integral over
the bad set, whih shrinks with ǫ.
Case 1. On the good set, where gt and Gt(X) := gt(RX)/(
√
ER) are C1, denote also by ∇iGt the
ovariant derivative of Gt in the diretion of ∂/∂Xi on the ball B(0, 1), with the metri strethed
by the fator of 1/R, and similarly for other maps. For maps dened on B(0, 1), the notation ∇i
will refer to ovariant dierentiation with respet to ∂/∂Xi, and for maps dened on B(x0, R), ∇i
will refer to ovariant dierentiation with respet to ∂/∂xi.
js-part-reg-agag.tex; 26/09/2018; 9:00; p.14
Partial regularity of mass-minimizing retiable setions 15
d
dt
FǫR|B(x0,1)\φR(Dǫ)
(
(ht)# (Tǫ,R)
)
=
d
dt
∫
π−1(B(x0,R)\Dǫ)
E−1R−nfǫ
(−−−−−−−−−−−−−−−−→(
φ−1R
)
#
(
(ht)# (Tǫ,R)
))
d
∥∥∥∥(φ−1R )# (ht)# (Tǫ,R)
∥∥∥∥
=
∫
π−1(B(x0,R)\Dǫ)
E−1R−n
d
dt
[
fǫ
(−−−−−−−−−−−→(
(ht,R,E)# (Tǫ)
))
d
∥∥∥((ht,R,E)# (Tǫ))∥∥∥]
=
∫
B(x0,R)\Dǫ
E−1R−n
∑
i
√
Πj
(
1 + ‖∇jgt‖2
)
1 + ‖∇igt‖2
< ∇igt,∇iηR > dLn
=
∫
B(0,1)\φR(Dǫ)
E−1
∑
i
√
Πj
(
1 + ‖∇jgt‖2
)
1 + ‖∇igt‖2
∣∣∣∣∣∣∣∣
x=RX
<
√
E∇iGt,
√
E∇iη > dLn
=
∫
B(0,1)\φR(Dǫ)
∑
i
√
Πj
(
1 + ‖∇jgt‖2
)
1 + ‖∇igt‖2
∣∣∣∣∣∣∣∣
x=RX
< ∇iGt,∇iη > dLn.
Now, as R→ 0, the integral formally beomes
=
∫
B(0,1)\ limR→0 φR(Dǫ)
∑
i
√
Πj
(
1 + a2j
)
1 +A2i
< ∇iGt,∇iη > dLn,
where a2j are the ritial values of the quadrati form (v,w) 7→< ∇vgǫ,∇wgǫ >:=< Av,w > as
before, for unit vetors v and w, dening a linear operator A as at the end of the previous setion.
gǫ is the BV-arrier of the retiable setion Tǫ. The operator A =
√
det(I +A)(I + A)−1 will by
elementary alulation have the same eigenvetors as A, and eigenvalues:
< Aei, ei >:=
√
Πj
(
1 + a2j
)
(1 + a2i )
. (5)
Case 2. On the bad set:
LEMMA 7.1. Given E = Exc(Tǫ, R), and for any ǫ > 0,∥∥∥Tǫ|−π−1(Dǫ ∩B(x0, R))∥∥∥ ≤ ERn + ǫA/ |log(ǫ)| .
Proof. ∥∥∥Tǫ|−π−1(Dǫ ∩B(x0, R))∥∥∥ = (∥∥∥Tǫ|−π−1(Dǫ ∩B(x0, R))∥∥∥− ‖Dǫ ∩B(x0, R)‖)
+ ‖Dǫ ∩B(x0, R)‖
≤ ERn + ‖Dǫ ∩B(x0, R)‖
= ERn + ǫA/ |log(ǫ)| ,
where the rst inequality follows from the fat that the exess is that same dierene between the
mass of Tǫ and its projetion (multipliity 1) over a larger area than Dǫ ∩B(x0, R). 
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Conversely, the exess E will give a bound on the measure of Dǫ, whih will allow us to re-estimate
the mass
∥∥∥Tǫ|−π−1(Dǫ ∩B(x0, R))∥∥∥ in terms only of the exess. Reall that A ≪ B denotes that
A is bounded above by a onstant times B, where that onstant is independent of the variables
inluded in A and B.
LEMMA 7.2. ‖Dǫ ∩B(x0, R)‖ ≪ ERn.
Proof. On the slightly smaller set Bǫ ⊂ Dǫ, Bǫ :=
{
x
∣∣∣hǫ((−→Tǫ)z) > 0 for some z ∈ π−1(x)}, there will
be at least 3 points in π−1(x)∩Supp(Tǫ) for a.e. x ∈ Bǫ, beause homologially π#(Tǫ) = 1[B(x0, R)]
and, where hǫ 6= 0, π∗(−→Tǫ) = −1−→Rn, applying the onstany theorem. Thus,
ERn ≥
∥∥∥Tǫ|−π−1(Bǫ ∩B(x0, R))∥∥∥− ‖Bǫ ∩B(x0, R)‖
≥ 2 ‖Bǫ ∩B(x0, R)‖ ,
and the Lemma follows from the fat that ‖Dǫ ∩B(x0, R)‖ ≤ 2 ‖Bǫ ∩B(x0, R)‖, by Proposition
(5.1). 
Remark 7.3. On ursory examination, this Lemma would seem to imply that there is a relationship
between the exess and the penalty parameter ǫ, that is, the exess ould not be hosen arbitrarily
small unless ǫ is itself suiently small. Sine, however, Dǫ an be empty independent of ǫ, that is
not neessarily the ase.
COROLLARY 7.4. Given ǫ > 0 and E = Exc(Tǫ, R),∥∥∥Tǫ|−π−1(Dǫ ∩B(x0, R))∥∥∥ ≪ ERn.
Proof. If e is the unique unit horizontal n-plane so that π∗(e) = ∗dVM
ERn :=
∥∥∥Tǫ|−π−1(B(x0, R))∥∥∥− ‖B(x0, R)‖
=
∫
π−1(B(x0,R))
(
1− < −→Tǫ, e >
)
d ‖Tǫ‖
≥
∫
π−1(Dǫ∩B(x0,R))
(
1− < −→Tǫ, e >
)
d ‖Tǫ‖
=
∥∥∥Tǫ|−π−1(Dǫ ∩B(x0, R))∥∥∥− ‖Dǫ ∩B(x0, R)‖
≫
∥∥∥Tǫ|−π−1(Dǫ ∩B(x0, R))∥∥∥− ERn
by Lemma (7.2). 
In addition, we have
PROPOSITION 7.5.
d
dt
FǫR|φR(Dǫ)
(
(ht)# (Tǫ,R)
)
≤ C
√
E.
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Proof.
d
dt
FǫR|φR(Dǫ)
(
(ht)# (Tǫ,R)
)
=
d
dt
∫
π−1(Dǫ)
E−1R−nfǫ
(−−−−−−−−−−−−−−−−→(
φ−1R
)
#
(
(ht)# (Tǫ,R)
))
d
∥∥∥∥(φ−1R )# (ht)# (Tǫ,R)
∥∥∥∥
=
∫
π−1(Dǫ)
E−1R−n
d
dt
[
fǫ
(−−−−−−−−−−−→(
(ht,R,E)# (Tǫ)
))
d
∥∥∥((ht,R,E)# (Tǫ))∥∥∥]
=
∫
π−1(Dǫ)
E−1R−n < −→Tǫ,−−−→ht,R,E > d ‖Tǫ‖
≤
∫
π−1(Dǫ)
E−1R−n
√
Ed ‖Tǫ‖
≤ C
√
E.

8. Tehnial estimates
There are a number of tehnial estimates we will need of higher Sobolev and Lp norms for the BV
arrier f of Tǫ over B(x0, R). The notation is as in the previous setion. These results are all slight
modiations of results in [2℄. The present situation is, unfortunately, slightly dierent from that
onsidered by Bombieri, so that the statements, and proofs, need to be altered.
Following [2℄, rst we show that
LEMMA 8.1. ∫
B(x0,R)
(‖(dx, df)‖ − 1) dLn ≤ ERn.
Proof. If η is smooth and of ompat support in the interior of B(x0, R), then∫
ηDifj = −
∫
∂η
∂xi
fj
= −Tǫ
(
yj
∂η
∂xi
dx1 ∧ · · · ∧ dxn
)
= Tǫ
(
(−1)iyjd
(
ηdx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
))
= Tǫ
(
(−1)id
(
yjηdx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
))
+
+Tǫ
(
(−1)i−1ηdyj ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
)
= (−1)i∂Tǫ
(
yjηdx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
)
+
+Tǫ
(
(−1)i−1ηdyj ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
)
= Tǫ
(
(−1)i−1ηdyj ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
)
.
Thus, by the denition of mass and the denition of f as the BV-arrier,
sup
∫
B(x0,R)
η0dx1 ∧ · · · ∧ dxn +∑
ij
ηijDifj
 ≤M(Tǫ|−π−1(B(x0, R))) (6)
js-part-reg-agag.tex; 26/09/2018; 9:00; p.17
18
where the supremum is over all (η0, ηij) of pointwise norm less than or equal to 1. Sine that
supremum on the left is the total variation of (dx, df), subtrating
∫
B(x0,R)
1dLn from both sides
yields the statement. 
LEMMA 8.2. ∫
B(x0,R)
‖df‖ ≪
√
ERn.
Thus, there is a y∗ so that ∫
B(x0,R)
|f(x)− y∗| dLn ≪
√
ERn+1.
Proof. In the inequality (6), set η0 = 1 − τ , τ > 0, put all but the Difj terms on the right hand
side, and we get ∫
B(x0,R)
∑
ij
ηijDifj
 ≤ (ωnτ + E)Rn
for all ηijwith
∑
η2ij ≤ 2τ − τ2, so ∫
B(x0,R)
‖df‖ ≤ (ωnτ + E)R
n
√
2τ − τ2 .
Choose τ = E/(E + ωn), then ∫
B(x0,R)
‖df‖ ≤
√
E + ωn
√
ERn.
The seond inequality follows from the rst by a Poinaré-type inequality for BV funtions, proved
by the standard ontradition argument using the ompatness theorem for BV funtions. 
Remark 8.3. Note that the impliit onstant in the ≪ of the statement of the Lemma is indepen-
dent of E.
LEMMA 8.4. For eah ǫ > 0, the bad set Dǫ an be hosen so that ‖∇g‖ ≪ 1/
√
E on B(x0, R)\Dǫ.
Proof. By Lemma (8.2), there is a onstant C so that
∫
B(x0,R)
‖df‖ dLn ≤ C√ERn. For eah
A > 0, ‖{x ∈ B(x0, R)| ‖df(x)‖ > A}‖ < C
√
ERn/A. Given 1 > ǫ > 0, enlarge the bad set Dǫ
to also inlude
{
x ∈ B(x0, R)| ‖df(x)‖ > 1/
√
E
}
, whih will still keep the measure of the bad set
‖Dǫ‖ ≪ ERn. 
LEMMA 8.5. For eah penalty-minimizer Tǫ, there is a γ1 >0 so that if the exess E < γ1, we have
Supp(Tǫ|−π−1(B(x0, R′)) ⊂
{
|y − y∗| ≤ E 14nR
}
,
where R′ = (1− E1/4n)R.
Proof. Initially, we need some basi estimates.
From Corollary [7.4℄, ‖Dǫ‖ < CE. For any given v,
(vR) ·meas (B(x0, R) ∩ {x /∈ Dǫ | |f(x)− y∗| > vR})
<
∫
B(x0,R)
|f(x)− y∗| dLn
≪ E1/2Rn+1,
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by (8.2) for the last inequality. Then,
meas (B(x0, R) ∩ {x /∈ Dǫ ||f(x)− y∗| > vR})≪ 1
v
E1/2Rn.
This implies that
‖Tǫ‖ {z = (x, y) ||y − y∗| > vR}
≪ ‖Tǫ‖ |−π−1(Dǫ) +meas (B(x0, R) ∩ {x /∈ Dǫ | |f(x)− y∗| > vR}) + ERn
≪ (2ERn + 1
v
E1/2)Rn.
The proof of the Lemma now follows by a ontradition argument. Choose v = 12E
1/4n
and suppose
there is a z0 ∈ supp(T ), z0 = (x0, y0), with |y0 − y∗| > 2vR, and with |x0| < (1 − 2v)R (without
loss of generality we an take x0 = 0). Then,
{z ||z − z0| ≤ vR} ⊂ {z = (x, y) | |y − y∗| > vR , |x− x0| < R}
and so the previous inequality implies
M
(
Tǫ|− {z = (x, y) ||z − z0| ≤ vR}
)
≪ (E + 1
v
E1/2)Rn
Now, the monotoniity result Proposition(4.1) implies that for ǫ > 0 suiently small
(vR)n ≪M
(
Tǫ|− {z | |z − z0| ≤ vR}
)
,
stringing these inequalities together implies
1
2n
E1/4Rn ≪ (E + 2E1/2−1/4n)Rn ≪ (E + 2E1/2−1/4n)Rn.
However, sine the onstant implied in the ≪ of this inequality is again independent of E, for
suiently small E this inequality will fail. Thus, there is a suiently small E, E ≤ γ1, for whih
there is no suh z0; that is, for whih the statement of the Lemma will hold. 
LEMMA 8.6. Set
y :=
1
‖B(x0, R/2)\ (Dǫ ∩B(x0, R/2))‖
∫
B(x0,R/2)\(Dǫ∩B(x0,R/2))
fdLn.
Then ∫
π−1(B(x0,R/2))
|y − y|2 d ‖Tǫ‖ ≪ E1+1/2nRn+2 +
∫
B(x0,R/2)\Dǫ
|f − y|2 dLn.
Proof. We have, from the proof of Lemma (8.5) that, for any s > 0,
‖Tǫ‖
(
π−1(B(x0, R/2)) ∩ {|y − y| > s}
)
≪ ERn
+meas(B(x0, R/2)\ (Dǫ ∩B(x0, R/2)) ∩ {|y − y| > s}),
where the rst term on the right-hand side is a bound on the mass over the bad set Dǫ∩B(x0, R/2).
Set Y = sup
y∈Supp(T |−π−1(B(x0,R/2))) |y − y|, and we have∫
π−1(B(x0,R/2))
|y − y|2 d ‖Tǫ‖
= 2
∫ Y
0
sM
(
T |−π−1(B(x0, R/2)) ∩ {|y − y| > s}
)
ds
≪ Y 2ERn +
∫
B(x0,R/2)\Dǫ
|f − y|2 dLn.
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Choose x with |x− x0| ≤ R/2 and so that (x, y) is in the onvex losure of supp(Tǫ|−π−1(B(x0, R/2)))
for ǫ suiently small so that the estimates in Lemma(8.5) hold. That lemma then implies that
Y ≤ sup
π−1(B(x0,R/2)
|y − y∗|+ |y∗ − y| ≤ 2E1/4nR.
For ǫ > 0 suiently small, substituting this inequality in above yields the Lemma. 
The following result, unlike the others of this setion, is not merely losely modeled upon the results
of [2℄, it is preisely as given in that paper. See [2℄ for the proof, where it is Lemma 7.
LEMMA 8.7. Let 0 < θ ≤ 1, 1 ≤ p < nn−1 . there is a onstant τ = τ(θ, p) suh that if A is a
measurable subset of B(x0, R), if
meas(A) ≥ θmeas(B(x0, R)),
if h ∈ BV (B(x0, R), and if either∫
A
hdLn = 0 or ∫A sign(h) |h|1/2 dLn = 0,
then (
R−n
∫
B(x0,R)
|h|p dLn
)1/p
≤ τR1−n
∫
B(x0,R)
|Dh| dLn.
LEMMA 8.8. For
y :=
1
‖B(x0, R/2)\ (Dǫ ∩B(x0, R/2))‖
∫
B(x0,R/2)\(Dǫ∩B(x0,R/2))
fdLn,
as in Lemma (8.6), and if E < 1, 1 ≤ p < nn−1 , we have
∫
B(x0,R/2)\(B(x0 ,R/2)∩Dǫ)
|f − y|2p dLn ≪p Rn+2pEp(1+1/2n).
Proof. We may assume that y = 0. For φ = φ(x)dx1 ∧ · · · ∧ dxn a horizontal form, dene urrents
Vj by
Vj(φ) := Tǫ(yj|yj|φ)
and represent it by integration as
Vj(φ) =
∫
B(x0,R)
hj(x)φ
with hj ∈ BV (B(x0, R)). By the denition of the good set B(x0, R/2)\(B(x0, R/2)∩Dǫ), hj = fj|fj |
on the good set. If ψ =
∑
i ψidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn is smooth, with ompat support in the
interior of B(x0, R), we have
∂Vj(ψ) = Tǫ(yj |yj|dψ)
= ∂Tǫ(yj|yj|ψ) − 2Tǫ(|yj|dyj ∧ ψ)
= −2Tǫ(|yj |dyj ∧ ψ).
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If ψ has ompat support within B(x0, R/2),
|∂Vj(ψ)| ≤ 2
∫
B(x0,R/2)
|yj|
∑
i
|ψi|
∣∣∣〈dyj ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn,−→Tǫ〉∣∣∣ d ‖Tǫ‖
≤ 2 (sup ‖ψ‖)
∫
B(x0,R/2)
|yj|
(∑
i
∣∣∣〈dyj ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn,−→Tǫ〉∣∣∣2
)1/2
d ‖Tǫ‖
≤ 2 (sup ‖ψ‖)
(∫
C(x0,R/2)
|yj|2 d ‖Tǫ‖
)1/2 (∫
C(x0,R/2)
[
1−
∣∣∣〈dx,−→Tǫ〉∣∣∣2] d ‖Tǫ‖
)1/2
≤ 2 (sup ‖ψ‖)
(∫
C(x0,R/2)
|yj|2 d ‖Tǫ‖
)1/2
(2ERn)1/2 .
Lemma (8.6) and this inequality implies that∫
B(x,R/2)
|Dhj| dLn = M
(
(∂Vj) |−B(x0, R/2)
)
≪
(∫
C(x0,R/2)
|yj|2 d ‖Tǫ‖
)1/2
(2ERn)1/2
≪ (2ERn)1/2
(
E1+1/2nRn+2 +
∫
B(x0,R/2)\Dǫ
|hj | dLn
)1/2
.
Now apply Lemma(8.7) with A := B(x0, R/2)\Dǫ inside of B(x0, R/2), whih implies that∫
A
|hj | dLn ≪ R
∫
B(x0,R/2)
|Dhj | dLn.
Combining this with the previous inequality,(∫
B(x0,R/2)
|Dhj| dLn
)2
≪ (2ERn)
(
E1+1/2n +R
∫
B(x0,R/2)
|Dhj | dLn
)
,
whih by the quadrati formula and the fat that E < 1 implies that∫
B(x0,R/2)
|Dhj| dLn ≪ E1+1/2nRn+1.
Applying Lemma (8.7) gives the statement. 
LEMMA 8.9. There is an r with R/4 ≤ r ≤ R/3, for whih, given 0 < µ ≤ 1, there is a urrent S
so that
1. ∂(S|−C(x0, r)) = ∂(Tǫ|−C(x0, r)),
2. ∂(π#(S|−C(x0, R)) = ∂B(x0, R),
3. diam(Supp(S|−C(x0, R)) ∪ Supp(Tǫ|−C(x0, r))) ≤ R,
4. Exc(S,R)≪ µE + E1+1/2n/µ + ∫B(x0,R/2)\Dǫ |f − y|2 dLn/ (µRn+2).
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Proof. As before, normalize so that y = 0. If S is any normal urrent in Ω× Rk, the slie
< S, r >:= ∂(S|−C(x0, r))− (∂S)|−C(x0, r)
satises, for smooth funtions g,
< S, r > |−g =< S|−g, r >
for almost every r, where S|−g(φ) := S(gφ), and∫ p
0
M(< S, r >)dr ≤M(S|−C(x0, p))
(f. Morgan, p. 55). Applied to Tǫ, with g = |y|2, and p = R/2, we have∫ R/2
0
(
M(< Tǫ, r >)− nαnrn−1
)
dr ≤ M(Tǫ|−C(x0, R/2)) − αnRn/2n
≤
(
R
2
)n
Exc(Tǫ, R/2)
≤ RnE, (7)
and, from Lemma (8.6)∫ R/2
0
M(< Tǫ, r > |−|y|2)dr =
∫ R/2
0
M(< Tǫ|−|y|2, r >)dr
≤
∫
C(x0,R/2)
|y|2d ‖Tǫ‖
≤ E1+1/2nRn+2 +
∫
B(x0,R/2)\Dǫ
|f |2 dLn. (8)
Note also that
M(< Tǫ, r >)− nαnrn−1 ≥M(< π#(Tǫ), r >)− nαnrn−1 = 0,
sine π# is mass-dereasing.
From (7), there is some r with
M(< Tǫ, r >)− nαnrn−1 ≪ ERn−1,
and due to the impliit onstant in the inequality, suh an r an be found in [R/4, R/3]. We an
also nd, using (8), a hoie of r ∈ [R/4, R/3] also satisfying
M(< Tǫ, r > |−|y|2)≪ E1+1/2nRn+1 +
1
R
∫
B(x0,R/2)\Dǫ
|f |2 dLn.
We now onstrut a omparison urrent. Set S to be the urrent
S := B(x0, (1− µ)r)× {0} + h#([1− µ, 1 + µ]× < Tǫ, r >) + (B(x0, R)−B(x0, (1 + µ)r))× {0},
where
h(t, x, y) = (tx, y − |t− 1|y/µ).
S is a deformation of the horizontal urrent B(x0, R) × {0} that mathes with the slie of Tǫ at
radius r, but whih is still at o of an annulus of width 2µ. It is lear from the onstrution that
this urrent satises (1) and (2) of the statement.
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Sine |∂h/∂t| ≤ (r2 + |y|2/µ2)1/2 (also f. [5, 4.1.9℄)
M(h#([1− µ, 1 + µ]× < Tǫ, r >)) ≤
∫ 1+µ
1−µ
tn−1
∫
(r2 + |y|2/µ2)1/2d ‖< Tǫ, r >‖ dt.
Performing the indiated integration with respet to t and noting that (r2+|y|2/µ2)1/2 ≤
(
r + |y|
2
µ2r
)
,
M(h#([1 − µ, 1 + µ]× < Tǫ, r >)) ≤
(
(1 + µ)n − (1− µ)n
n
)∫ (
r +
|y|2
µ2r
)
d ‖< Tǫ, r >‖
≤ (2nµ)
(
rM(< Tǫ, r >) + 1
µ2r
M(< Tǫ, r > |−|y|2)
)
. (9)
Now,
Exc(S,R) = M(S|−C(x0, R))/Rn − αn
= M(h#([1− µ, 1 + µ]× < Tǫ, r >))/Rn + αn((1 − µ)nrn + (1 + µ)nrn)/Rn
≤ 2nµ
(
rM(< Tǫ, r >) + 1
µ2r
M(< Tǫ, r > |−|y|2)
)
/Rn + αn(−2nµrn)/Rn
≪ µ
(
r(ERn−1) +
1
µ2r
(
E1+1/2nRn+1 +
1
R
∫
B(x0,R/2)\Dǫ
|f − y|2 dLn
))
/Rn
≪ µE + 1
µ
E1+1/2n +
1
µRn+2
(∫
B(x0,R/2)\Dǫ
|f − y|2 dLn
)
,
whih is part (4) of the Lemma.
Part (3) of the Lemma follows from Lemma (8.5). 
LEMMA 8.10. If R ≤ γ3, then, for 0 < µ ≤ 1 hosen as before, and if E ≤ min{γ1, (2/3)4n},
Exc(Tǫ, R/4) ≪ µE(1 + 1
2ǫ
) + E
(
E1/2n
µ
(1 +
1
2ǫ
)
)
+
∫
B(x0,R/2)\Dǫ
|f − y|2 dLn
/
(µRn+2).
Proof. Again, suppose that y = 0. Let S be as in Lemma (8.9). and set
T˜ := Tǫ|−C(x0, r) + S − S|−C(x0, r),
whih replaes Tǫ by S outside of the ylinder of radius r, without introduing any interior boundaries
by the onstrution of S. Note that ∂T˜ = ∂B(x0, R) × {0}. By onstrution, monotoniity of the
unnormalized exess, and the hoie of r, R/4 ≤ r ≤ R/3,
(R/4)nExc(Tǫ, R/4) ≤ rnExc(Tǫ, r) = rnExc(T˜ , r) ≤ RnExc(T˜ , R).
By the denition of the penalty funtional,
Exc(T˜ , R) :=
(
M(T˜ )−M(B(x0, R)× {0})
)
/Rn
≤
(
Fǫ(T˜ )−Fǫ(B(x0, R)× {0})
)
/Rn.
Using minimality,
Fǫ(Tǫ|−C(x0, r)) ≤ Fǫ(S|−C(x0, r)),
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so that
Fǫ(T˜ ) = Fǫ(Tǫ|−C(x0, r) + (S − S|−C(x0, r)))
≤ Fǫ(S).
Thus,
Exc(T˜ , R) ≤
(
Fǫ(T˜ )−Fǫ(B(x0, R)× {0})
)
/Rn
≤ (Fǫ(S)−M(B(x0, R)× {0})) /Rn.
Now,
Fǫ(S) = M(B(x0, (1− µ)r)× {0}) +M((B(x0, R)−B(x0, (1 + µ)r))× {0})
+Fǫ(h#([1− µ, 1 + µ]× < Tǫ, r >)),
and the slie < Tǫ, r > is the graph of the C
1
funtion f on ∂B(x0, r)\(Dǫ∩∂B(x0, r)). The integral
over the bad set Dǫ ∩ ∂B(x0, r) will, for some r ∈ [R/4, R/3] onsistent with all previous hoies
of r, be bounded by the mass over that set plus (12/R)(ERn)( 12ǫ) = 12R
n−1(E)( 12ǫ ) by Corollary
(7.4) and the denition of Fǫ. So, similarly to equation (9)the proof of Lemma (8.9), but using the
height bound of Lemma (8.5) to bound |y|, along with the estimate for |y| from Lemma (8.6),
Supp(Tǫ|−π−1(B(x0, R′)) ⊂
{
|y − y∗| ≤ E 14nR
}
,
and
sup
π−1(B(x0,R/2)
|y − y∗|+ |y∗ − y| ≤ 2E1/4nR.,
with y = 0, implying that |y| < 2E1/4nR, to bound the ontribution from the sloped sides of S on
the bad set,
Fǫ(h#([1− µ, 1 + µ]× < Tǫ, r >)) ≤
∫
B(x0,r(1+µ))\B(x0 ,r(1−µ))
M(h#([1 − µ, 1 + µ]× < Tǫ, r >))
+ (r2 + |y|2/µ2)1/2
(
(1 + µ)n − (1− µ)n
n
)
(12Rn−1)(E)(
1
2ǫ
)
≤
∫
B(x0,r(1+µ))\B(x0 ,r(1−µ))
M(h#([1 − µ, 1 + µ]× < Tǫ, r >))
+2nµ
(
r +
2R2E1/2n
µ2r
)
(12Rn−1)(E)(
1
2ǫ
).
Combining this inequality with Lemma (8.9),
Exc(Tǫ, R/4) ≤ 4nExc(T˜ , R)
≤ 4n (Fǫ(S)−M(B(x0, R)× {0})) /Rn
≤ 4n (M(S)−M(B(x0, R)× {0})
+2nµ
(
r +
2R2E1/2n
µ2r
)
(12Rn−1)(E)(
1
2ǫ
)
)
/Rn
≤ 4n
(
Exc(S) + 2nµ
(
r +
2R2E1/2n
µ2r
)
(12R−1)(E)(
1
2ǫ
)
)
≪ µE(1 + 1
2ǫ
) + E
(
E1/2n
µ
(1 +
1
2ǫ
)
)
+
∫
B(x0,R/2)\Dǫ
|f − y|2 dLn
/
(µRn+2),
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as required. 
9. First variation of Fǫ(T )
Consider the deformations (ht)#(Tǫ) of Tǫ, where ht is given by
ht(x, y) := (x, y + t
√
ERη(x/R)),
for −1 < t < 1, and η smooth with ompat support in |X| < 1, with ‖∇η‖ ≤ β. Given the blow-up
map
φR(x, y) =
(
x
R
,
y√
ER
)
:= (X,Y ),
dene F : B(x0, 1)→ Rj by
F (X) = f(RX)/(
√
ER),
where f is, as before, the BV-arrier of Tǫ. On the good set, moreover, Gǫ(X) = gǫ(RX)/
√
ER,
and so ∇XGǫ = 1√E∇xgǫ, where gǫ is the graph representing Tǫ on the good set.
LEMMA 9.1. If η(X) is smooth with ompat support in |X| < 1, |∇η| ≤ 1, then given a deforma-
tion ht given by
ht(x, y) := (x, y + t
√
ERη(x/R))
and if Tǫ,R = (φR)#(Tǫ), where φR(x, y) = (x/R, y/(
√
ER)), then∣∣∣∣∣∣ ddtFǫ,R
(
(ht)# (Tǫ,R)
)
−
∫
B(X0,1)
∑
i,k
Aik 〈∇iη,∇kF + t∇kη〉 dLn
∣∣∣∣∣∣≪
√
E.
Proof. By Lemma (7.4), and the denition of the bad set Dǫ in Proposition (5.1), we nd a C
1
funtion gǫ : B(x0, R)\Dǫ → F whose graph agrees with Tǫ over B(x0, R)\Dǫ, and gt(x) := gǫ(x) +
t
√
ERη(x/R). Then
L(t) := Fǫ((ht)#(graph(gǫ))|−(C(x0, R)\π−1(Dǫ))/(ERn),
K(t) := Fǫ((ht)#(Tǫ)|−(C(x0, R) ∩ π−1(Dǫ))/(ERn)
so that
Fǫ((ht)#(Tǫ))/(ERn) = L(t) +K(t).
Apply the squash-deformation φR(x, y) := (x/R, y/(
√
ER)). If Tǫ,R := (φR)#(Tǫ|−C(x0, R)), it will
minimize the funtional Fǫ,R dened by
Fǫ,R(S) := Fǫ((φ−1R )#(S))/(ERn),
so that, on Tǫ,R, Fǫ,R(Tǫ,R) := Fǫ(Tǫ|−C(x0, R))/(ERn). Expliitly, for S a graph on π−1(Ω) ⊂
C(X0, 1),
Fǫ,R(S) =
∥∥∥(φ−1R )#(S)∥∥∥ /(ERn) + 1ǫERnH0(S),
where H0 is as dened in the beginning of 4.
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On the good set, sine the penalty term vanishes there,
d
dt
L(t) =
d
dt
Fǫ((ht)#(graph(gǫ))|−(C(x0, R)\π−1(Dǫ))/(ERn)
=
d
dt
M((ht)#(graph(gǫ))|−(C(x0, R)\π−1(Dǫ))/(ERn)
=
∫
π−1(B(x0,R)\Dǫ)
∑
i
< ∇igt,∇ih >
1 + ‖∇igt‖2
d ‖Tt‖
/
(ERn)
by [6.1℄. Sine gt(x) := gǫ(x) + t
√
ERη(x/R) and h(x) = dgtdt =
√
ERη(x/R),
d
dt
L(t) =
∫
π−1(B(x0,R)\Dǫ)
√
E
∑
i
< ∇igǫ,∇iη > +t
√
E < ∇iη,∇iη >
1 + ‖∇igt‖2
d ‖Tt‖ /ERn
=
∫
B(x0,R)\Dǫ
1√
ERn
∑
i
< ∇igǫ,∇iη > +t
√
E < ∇iη,∇iη >
1 + ‖∇igǫ‖2 + 2t
√
E < ∇igǫ,∇iη > +t2E ‖∇iη‖2∥∥∥(e1 +∇1gǫ + t√E∇1η) ∧ · · · ∧ (en +∇ngǫ + t√E∇nη)∥∥∥ dLn.
Now apply the squash-deformation φR(x, y) = (X,Y ) := (x/R, y/(
√
ER)). Expliitly, for S a graph,
S = graph(P (X)) on C(X0, 1),
Fǫ,R(S) =
∥∥∥(φ−1R )#(S)∥∥∥ /(ERn) + 1ǫERnH0(S)
=
1
L
∫
B(x0,R)
√
1 +E ‖∇iP‖2 + · · · + En ‖∇i1P ∧ · · · ∧ ∇inP‖2dLn,
keeping in mind that the penalty term vanishes on graphs. Use a oordinate system {x1, . . . , xn}
so that the quadrati form Aǫ(v,w) 7→ < ∇vgǫ,∇wgǫ >|x0 is diagonalized, with eigenvalues a2i .
The operator Aǫ :=
√
det(I +Aǫ)(I + Aǫ)
−1
with the same eigenvetors but with eigenvalues
Aǫ,i =
√
Πj(1+a2j )
1+a2
i
is the rst term in the expansion of the previous expression.
d
dt
L(t) =
d
dt
Fǫ((ht)#(graph(gǫ))|−(C(x0, R)\π−1(Dǫ))/(ERn)
=
=
d
dt
Fǫ,R((φR)#(ht)#(Tǫ)|−C(x0, R)\π−1(Dǫ))
=
d
dt
Fǫ,R
(
graph(Gǫ + tη)|−
(
C(X0, 1)\φR(π−1(Dǫ))
))
=
1
E
∫
B(X0,1)\φR(Dǫ)
∑
i
E < ∇iGǫ,∇iη > +tE < ∇iη,∇iη >
1 + E ‖∇i(Gǫ + tη)‖2
·
·
√
1 + E ‖∇(Gǫ + tη)‖2 + · · · + En ‖∇(Gǫ + tη) ∧ · · · ∧ ∇(Gǫ + tη)‖2dLn
=
∫
B(X0,1)\φR(Dǫ)
∑
i
(< ∇iGǫ,∇iη > +t < ∇iη,∇iη >)AiidLn +Q,
where the oordinate basis {X1, . . . ,Xn} is hosen at eah point to be an orthonormal eigenbasis of
(V,W ) 7→< ∇V (Gǫ + tη),∇W (Gǫ+ tη) > and, at eah point, ∇i := ∇∂/∂Xi . Sine {∇j(Gǫ + tη)} is
orthogonal by hoie of basis,√
1 +E ‖∇(Gǫ + tη)‖2 + · · · + E ‖∇(Gǫ + tη) ∧ · · · ∧ ∇(Gǫ + tη)‖2
=
√
Πj
(
1 + E ‖∇i(Gǫ + tη)‖2
)
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Choose {Vi} to be an eigenbasis of A as above, that is, an eigenbasis of (V,W ) 7→< ∇V (Gǫ +
0η),∇W (Gǫ + 0η) > at X0.
Q is given simply as
Q :=
∫
B(X0,1)\φR(Dǫ)
∑
i
< ∇iGǫ,∇iη > +t < ∇iη,∇iη >
1 + E ‖∇i(Gǫ + tη)‖2
√
Πj
(
1 + E ‖∇j(Gǫ + tη)‖2
)
− (< ∇iGǫ,∇iη > +t < ∇iη,∇iη >)AiidLn
:=
∫
B(X0,1)\φR(Dǫ)
∑
i
(< ∇iGǫ,∇iη > +t < ∇iη,∇iη >)QidLn.
If
Qi(P1, . . . , Pn) :=
√
Πj 6=i
(
1 + E ‖Pj‖2
)
√
1 + E ‖Pi‖2
−Aii,
Qi := Qi(∇1(Gǫ + tη), . . . ,∇n(Gǫ + tη)), then by a simple appliation of the mean value theorem
at eah x, there is a c := c(x) ∈ (0, 1) for whih, sine if ∇ViGǫ|x0 := Ai, Qi(A1, . . . , An) = 0,
Qi =
∂Qi
∂Pj
(P1(c), . . . , Pn(c))(∇j(Gǫ + tη)−Aj)
=
∑
j 6=i
E
√
Πk 6=i,j
(
1 + E ‖Pk(c)‖2
)
√
1 + E ‖Pi(c)‖2
√
1 + E ‖Pj(c)‖2
< Pj(c),∇j(Gǫ + tη)−Aj >
−E
√
Πj 6=i
(
1 + E ‖Pj(c)‖2
)
(
1 + E ‖Pi(c)‖2
)3/2 < Pi(c),∇i(Gǫ + tη)−Ai >
for some (P1(c), . . . , Pn(c)) = (A1, . . . , An)+ c(∇1(Gǫ+ tη)−A1, . . . ,∇n(Gǫ+ tη)−An), c ∈ (0, 1).
Now, f(t) = t/
√
1 + t is inreasing for t > 0 and ‖Pl(c)‖ ≪ ‖∇lGǫ‖ ≪ ‖Pl(c)‖ (whih follows
beause ‖∇η‖ and Al are bounded), so that√
Πk 6=i,j
(
1 + E ‖Pk(c)‖2
)
≪
√
Πk 6=i,j
(
1 + E ‖∇kGǫ‖2
)
and
E < Pj(c),∇j(Gǫ + tη)−Aj >√
1 + E ‖Pj(c)‖2
≪ E ‖Pj(c)‖
2√
1 + E ‖Pj(c)‖2
≪ E ‖∇jGǫ‖
2√
1 + E ‖∇jGǫ‖2
.
Then, applying these inequalities to the expression for Qi above,
|Qi| ≪
∑
j
E ‖∇jGǫ‖2
√
Πk 6=i,j
(
1 + E ‖∇kGǫ‖2
)
√
1 + E ‖∇jGǫ‖2
√
1 + E ‖Pi(c)‖2
,
and so, this time beause f(t) = t/
√
1 + t2 is also inreasing, and using Lemma (8.4) in the seond
step,
|Q| ≪ 1√
E
∫
B(X0,1)\φR(Dǫ)
∑
i,j
√
E ‖∇iGǫ‖E ‖∇jGǫ‖2
√
Πk 6=i,j
(
1 + E ‖∇kGǫ‖2
)
√
1 + E ‖∇iGǫ‖2
√
1 + E ‖∇jGǫ‖2
dLn
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=
1√
E
∫
B(X0,1)\φR(Dǫ)
∑
i,j
‖∇igǫ‖ ‖∇jgǫ‖2
√
Πk 6=i,j
(
1 + ‖∇kgǫ‖2
)
√
1 + ‖∇igǫ‖2
√
1 + ‖∇jgǫ‖2
∣∣∣∣∣∣∣∣
x=RX
dLn(X)
≪ 1√
E
∫
B(X0,1)\φR(Dǫ)
(√
Πk
(
1 + ‖∇kgǫ‖2
)∣∣∣∣∣
x=RX
− 1
)
dLn(X)
=
√
E.
The last inequality follows from the fat that
4(
√
1 + a2
√
1 + b2c− 1)− ab
2c√
1 + a2
√
1 + b2
≥ 0
for any c > 1, whih is a straightforward alulation.
On the bad set Dǫ, by the strong approximation theorem [5, 4.2.20℄ we an assume without loss of
generality that Tǫ|−π−1(Dǫ) is the image ψ#(P ), where P is a polyhedral hain and ψ is Lipshitz.
The denition of K(t) and the fat that the deformation ht is vertial [f. (6.1)℄ implies that
d
dt
K(t) =
d
dt
∣∣∣∣
t
∫
π−1(Dǫ)
fǫ(
−→
Tt)d ‖Tt‖ /(ERn)
=
∫
π−1(Dǫ)
d
dt
d ‖Tt‖ /(ERn)
sine the deformation will leave the penalty part xed. In addition, the derivative of this integrand
will be 0 at all points with a vertial tangent plane, again due to the fat that the deformation is
vertial. At all points where the tangent plane is not vertial, the mean-value theorem approximation
used for the good set will again hold, where we an replae gǫ(x) by ψ(p), where π(ψ(p)) = x. In
the notation above, if
Fǫ,R(S) :=
∥∥∥(φ−1R )#(S)∥∥∥ /(ERn) + 1ǫERnH(S),
then applying the squash-deformation, for whih φRψ := Ψ
d
dt
K(t) =
d
dt
Fǫ,R
(
(Ht)#(Ψ#(P ))|−
(
φR(π
−1(Dǫ))
))
=
1
ERn
d
dt
∫
P
√ ∑
|α|+|β|=n
E|β|((Ht)#(Ψ#(P ))αβ)2d ‖P‖ ,
where again the penalty part is irrelevant sine the deformation is vertial, and the deformation Ht
dened by Ht = φRhtφ
−1
R beomes translation vertially by tη(X), where X = π(p), p ∈ Supp(P ).
Also as a onsequene of the vertiality of the deformation, the β = 0 term of the integral will be
unhanged under the deformation, so
d
dt
K(t) =
d
dt
Fǫ,R
(
(Ht)#(Ψ#(P ))|−
(
φR(π
−1(Dǫ))
))
=
1
ERn
∫
P
E
∑
|α|+|β|=n,β 6=0E|β|−1(Ht)#(Ψ#(P ))αβ
d
dt(Ht)#(Ψ#(P ))αβ√∑
|α|+|β|=nE|β|((Ht)#(Ψ#(P ))αβ)2
d ‖P‖ (p)
=
1
Rn
(∫
Dǫ
∑
i
(< ∇iF,∇iη > +t < ∇iη,∇iη >)AiidLn +Q
)
.
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The fators Qi, Q =
∫
Dǫ
∑
i (< ∇iη,∇iF + t∇iη >)QidLn an be bounded as before. The fator-
ization of the integrand√ ∑
|α|+|β|=n
E|β|((Ht)#(Ψ#(P ))αβ)2 =
√∏
j
(
1 + E ‖Pj‖2
)
,
sine we only are onerned with points at non-vertial tangents, Pj = ∇j(F + tη), is well-dened,
where the ovariant derivative is in the diretion of ∂/∂Xj as before, and the basis is hosen to
diagonalize the quadrati form (V,W ) 7→< ∇V F + tη,∇WF + tη > as in the previous ase, A is
this quadrati form at t = 0, and A is derived from A as before. Eah suh Qi an also be bounded
as (sine E < 1) by
|(〈∇iη,∇iF + t∇iη〉)Qi| ≪
√
E
√
Πj 6=i
(
1 + E ‖Pj‖2
)
≪
√
E
√∏
j
(
1 + E ‖Pj‖2
)
=
√
E
√ ∑
|α|+|β|=n
E|β|((Ht)#(Ψ#(P ))αβ)2,
so that ∣∣∣∣∣∣ ddtK(t)−
∫
Dǫ
∑
i,k
Aik 〈∇iη,∇kF + t∇kη〉 dLn
∣∣∣∣∣∣
≪ 1
ERn
∫
P
d
dt
√ ∑
|α|+|β|=n
E|β|((Ht)#(Ψ#(P ))αβ)2d ‖P‖
≪
∥∥∥Tǫ|−π−1(Dǫ)∥∥∥ /(√ERn)
≪
√
E
by Corollary (7.4). This establishes the Lemma. 
LEMMA 9.2. With the hypotheses of Lemma (9.1), if the support of η is ontained in |X| < 1−E1/4n
and |∇η| ≤ 1, we also have ∣∣∣∣∣
∫
B(X0,1)
∑
Aik 〈∇iη,∇kF 〉 dLn
∣∣∣∣∣≪ √E.
Proof. Here we use the minimality of Tǫ. From Lemma (9.1), we have that∣∣∣∣∣∣ ddtFǫ,R
(
(ht)# (Tǫ,R)
)
/(ERn)−
∫
B(X0,1)
∑
i,k
Aik 〈∇iη,∇kF + t∇kη〉 dLn
∣∣∣∣∣∣≪
√
E.
However, sine Tǫ minimizes Fǫ, Tǫ,Rwill minimize Fǫ,R by its denition. This implies that
d
dt
∣∣∣∣
0
Fǫ,R
(
(ht)# (Tǫ,R)
)
= 0,
and the Lemma follows from setting t = 0. 
js-part-reg-agag.tex; 26/09/2018; 9:00; p.29
30
LEMMA 9.3. For any L : B(x0, R) → Rk so that, for some σ, |grad(L)| ≤ σ ≤ 1. , let h(x, y) =
(x, y − L(x)). Then
Exc(h#(T ), R)≪ E + σ2.
Proof. Sine h is vertial, if e = dx1 ∧ · · · ∧ dxn is the horizontal n-vetor in Λn(B(x0, R)× Rk),
< e, h#
(−→
Tǫ
)
>=< e,
−→
Tǫ >
and so, for any multiindex∣∣∣< dxα ∧ dyβ, h# (−→Tǫ) > − < dxα ∧ dyβ,−→Tǫ >∣∣∣≪ σ.
Sine ∥∥∥h#(−→T )∥∥∥ = √ ∑
|α|+|β|=n
< dxα ∧ dyβ, h#(−→T ) >2
≤
√
< e,
−→
T > +
∑
|α|+|β|=n,|β|>0
(< dxα ∧ dyβ,−→T > +cσ)2
≤
√√√√√1 + c′σ
 ∑
|α|+|β|=n,|β|>0
< dxα ∧ dyβ,−→T >
+ c′σ2
≤
√√√√1 + c′′σ√ ∑
|α|+|β|=n,|β|>0
(< dxα ∧ dyβ,−→T >)2 + c′′σ2
≤ 1 + c′′σ
√
1− < e,−→T >2 + c′′σ2,
‖h#(T )‖ ≤ (1 + c′′σ2) ‖T‖+ c′′σ
∫
C(x0,R)
√
1− < e,−→T >2d ‖T‖
≤ (1 + c′′σ2) ‖T‖+ c′′
(
σ
√
‖T‖
)√
ERn
≤ ‖T‖+ c′′′σ2 ‖T‖+ c′′′ERn.
Sine ‖T‖ ≪ Rn, the Lemma follows. 
10. Iterative inequality
Fix β, 0 < β ≤ 1/4.
PROPOSITION 10.1. If T is a mass-minimizing retiable setion T ∈ Γ˜(B) whih is the limit of
a sequene of penalty minimizers Tǫ, and there exists a positive onstant α = α(β) and a onstant
c, so that if
R+ Exc(T ;R) ≤ α,
then
Exc(h#T ;βR) ≤ cβ2Exc(T ;R) (10)
for some linear map h(x, y) = (x, y − l(x)) with
|grad l| ≤ α−1√Exc(T ;R). (11)
js-part-reg-agag.tex; 26/09/2018; 9:00; p.30
Partial regularity of mass-minimizing retiable setions 31
Remark 10.2. Note that, if this Lemma holds with some one value of α, it will also hold with any
smaller α. Also, reall from Theorem [3.1℄ that for any homology lass of retiable setions there
will be one suh setion whih is the limit of penalty minimizers.
Proof. If this is not the ase, then we will be able to nd a sequene Ri → 0, ǫi → 0, along with
funtionals Fi := Fǫi,Ri as above and Ti → T (minimizers of Fi), and exesses Ei := Exc(Tǫi ;Ri, x0)
for whih Ei → 0 and (by hoosing eah Ri suiently small) E1/4ni /ǫi → 0, and
lim sup
i→∞
E−1i Exc((hi)#(Ti);βRi) ≥ cβ2 (12)
for all linear maps hi(x, y) = (x, y − li(x))with
lim sup
i→∞
E
−1/2
i |grad li| <∞.
Suh a sequene {Ti, Fi, Ri}, following [2℄, will be alled an admissible sequene.
As before, let Dǫi be the bad set over whih Ti := Tǫi is not neessarily a C
1
graph with bounded
gradient, and let Di := φRi(Dǫi)∩B(X0, 1). Then, on B(X0, 1)\Di, Ti := Tǫi,Riwill be the graph of
a C1 funtion Gi, agreeing on B(X0, 1)\Di with Fi, whih is the BV arrier of Ti on B(X0, R). We
need to show:
LEMMA 10.3. For all i suiently large
1. ∫
B(X0,1)
‖dFi‖ dLn ≪ 1,
2.
lim
i
‖Di‖ = 0
3.
lim
i
∫
B(X0,1/2)\φRi (Di) |Fi|
2p dLn
(Ei)
p/2n
≪p 1, 1 ≤ p < n
n− 1 ,
4. ∫
B(X0,1)
|Fi| dLn ≪ 1
5.
Exc(Ti, Ri/4)
Ei
≪
(
2 +
1
2ǫi
)
E
1/4n
i +
(
2 +
1
2ǫi
)3/2
E
3/4n
i ,
6. The limit
lim
i
Ai := A0
is the symbol of an ellipti PDE.
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7. for every smooth η(X) with ompat support in |X| < 1 we have
lim
i
∫
B(x0,1)
∑
(Ai)jk
〈
∂η
∂Xj
,DkFi
〉
dLn = 0,
8. Finally, if hi(x, y) = (x, y − li(x)) is a sequene of linear maps with
lim
i
|grad(li)|√
Ei
≤ σ
then
lim
i
Exc((hi)#(Ti), Ri)
Ei
≪ (1 + σ2).
Proof. Set, for eah i in the sequene,
y(i) :=
1
‖B(x0, R/2)\ (Dǫ ∩B(x0, R/2))‖
∫
B(x0,R/2)\(Dǫ∩B(x0,R/2))
fidLn.
For eah i, translate the orresponding graph so that so that y(i) = 0. By Lemma(8.7), there is a
onstant τ so that for all p, 1 ≤ p ≤ nn−1 ,(∫
B(x0,R)
|fi|p dLn
Rn
)1/p
≤ τ
∫
B(x0,R)
‖dfi‖ dLn
Rn−1
:= τ
∫
B(x0,R)
‖dfi‖
Rn−1
,
and sine we have by Lemma (8.2) that
∫
B(x0,R)
‖dfi‖ ≪
√
EiR
n
, with p = 1we onlude that∫
B(x0,R)
|fi| dLn ≪
√
EiR
n+1,
whih sine Fi(X) = fi(RX)/(
√
EiR), as before yields that for all i suiently large,∫
B(X0,1)
‖dFi‖ dLn ≪ 1, and
∫
B(X0,1)
|Fi| dLn ≪ 1,
whih are statements (4) and (1), respetively. Lemma (8.8) and the denition of Fi immediately
gives statement (3), and statement (2) follows from the bound ‖Dǫ‖ ≤ ERn, so that ‖Di‖ ≪ Ei,
and the hoie of Ei ↓ 0.
To show statement (5), use Lemma(8.10) to show that (with y = 0) and Lemma (8.8)
Exc(Ti, Ri/4)
Ei
≪ (1 + 1
2ǫi
)
(
µ+E
1/2n
i
(
1
µ
))
+
∫
B(x0,Ri/2)\Dǫi
|fi|2 dLn
/
(µEiR
n+2
i )
≪ (1 + 1
2ǫi
)
(
µ+E
1/2n
i
(
1
µ
))
+
∫
B(x01/2)
|Fi|2 dLn
/
(µ)
≪ (1 + 1
2ǫi
)
(
µ+E
1/2n
i
(
1
µ
))
+
∫
B(x01/2)
|Fi|2 dLn
/
(µ)
= µ(1 +
1
2ǫi
) +
1
µ
(
(1 +
1
2ǫi
)E
1/2n
i +
∫
B(x01/2)
|Fi|2 dLn
)
.
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Taking µ to minimize the right hand side above,
µ = µi =
√
(1 + 12ǫi )E
1/2n
i +
∫
B(x01/2)
|Fi|2 dLn√
1 + 12ǫi
,
whih for i suiently large will be less than one, by (3) above, and the fat that Ei ց 0, gives
Exc(Ti, Ri/4)
Ei
≪
√
1 +
1
2ǫi
√
(1 +
1
2ǫi
)E
1/2n
i +
∫
B(x01/2)
|Fi|2 dLn
+
(
(1 +
1
2ǫi
)E
1/2n
i +
∫
B(x01/2)
|Fi|2 dLn
)3/2
≪
√
1 +
1
2ǫi
√
2 +
1
2ǫi
E1/4n +
(
2 +
1
2ǫ
)3/2
E3/4n.,
easily giving (5).
Statement (6) follows from Equation (5). Statement (7) follows from Lemma (9.2).
Finally, statement (8) follows from Lemma (9.3). 
By statements (1) and (3) of this Lemma, invoking the losure and ompatness theorems for BV
funtions [5℄, we an assume that there is an element F ∈ BV (B(X0, 1)) so that a subsequene
(whih by standard abuse of notation we do not re-label) Fi → F strongly in L1(B(X0, 1)) and
DFi → DF as distributions. We then have∫
B(X0,1)
∑
Ajk
〈
∂η
∂Xj
,DkF
〉
dLn = 0,
for all smooth η with ompat support in |X| < 1. Thus, F will be A-harmoni, and thus is a real-
analyti funtion. It then follows from the Di Giorgi-Moser-Morrey estimates for diagonal ellipti
systems [12℄ that
sup
B(X0,1/2)
|F | ≪
∫
B(X0,1)
|F | dLn = lim
i
∫
B(X0,1)
|Fi| dLn ≪ 1,
so we an shift the graph so that F (X0) = 0. Our previous shift was hosen so that, for eah i,
y(i) = 0, where
y(i) :=
1
‖B(x0, Ri/2)\ (Dǫi ∩B(x0, Ri/2))‖
∫
B(x0,Ri/2)\(Dǫi∩B(x0,Ri/2))
fidLn.
The bounds on the L1 norms of F and the BV-norm of DF are not worsened by this assumption
exept for possible hange of onstants, whih are impliit in the notation. In addition, the bound
of statement (3) in Lemma(10.3) ontinues to hold as well, sine the bound y(i) = 0 beomes∫
B(X0,1/2)\φRi (Di)
FidLn = 0,
from whih follows the fat that∫
B(X0,1/2)\φRi (Di)
|Fi|2 dLn ≤
∫
B(X0,1/2)\φRi (Di)
|Fi + C|2 dLn
for any onstant vetor C.
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LEMMA 10.4. Let {Ti, Fi, Ri} be admissible. Under a suitable translation (or hange of oordi-
nates), F (0) = 0, Fi → F strongly in L1, F is a solution to the equation∫
B(X0,1)
∑
(A)jk
〈
∂η
∂Xj
,DkF
〉
dLn = 0,
as well as ∫
B(X0,1)
|F | dLn +
∫
B(X0,1)
|gradF | dLn ≪ 1,
sup
B(X0,1/2)
(|F | , |gradF |)≪ 1,
and
lim
i
Exc(Ti, Ri/4)
Ei
= 0
under the assumption that limiE
1/4n
i /ǫi = 0.
Proof. ∫
B(X0,1)
|F | dLn = lim
i
∫
B(X0,1)
|Fi| dLn
beause Fi → F strongly in L1, and∫
‖DF‖ dLn ≤ lim
i
∫
B(X0,1)
‖DFi‖ dLn
by lower semi-ontinuity with respet to BV-onvergene. In order to omplete the proof of the
Lemma, we need only show that
lim
i
∫
B(X0,1/2)\φRi (Di)
|Fi|2 dLn =
∫
B(X0,1/2)
|F |2 dLn.
But, if Φi is the harateristi funtion of B(X0, 1)\φRi (Di), then
lim
i
∣∣∣∣∣
∫
B(X0,1/2)\φRi (Di)
|Fi|2 dLn
−
∫
B(X0,1/2)
|F |2 dLn
∣∣∣∣∣ = limi
∣∣∣∣∣
∫
B(X0,1/2)
Φi |Fi|2 − |F |2 dLn
∣∣∣∣∣
= lim
i
∣∣∣∣∣
∫
B(X0,1/2)
Φi
(
|Fi|2 − |F |2
)
+Φi |F |2 − |F |2 dLn
∣∣∣∣∣
= lim
i
∣∣∣∣∣
∫
B(X0,1/2)
Φi (|Fi| − |F |) (|Fi|+ |F |) + (Φi − 1) |F |2 dLn
∣∣∣∣∣
≤ lim
i
∣∣∣∣∣
∫
B(X0,1/2)
Φi |Fi − F | (|Fi|+ |Fi|) + (Φi − 1) |F |2 dLn
∣∣∣∣∣
≤ lim
i
∫
B(X0,1/2)
Φi (|Fi|+ |F |) |Fi − F | dL
+
∫
B(X0,1/2)
(1− Φi) |F |2 dLn.
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Sine F is uniformly bounded in B(X0, 1/2) and Fi → F strongly in L1, a subsequene will onverge
almost-everywhere pointwise, and limi
∫
B(X0,1)
(1 − Φi)dLn = 0, the last integral above goes to 0,
and
lim
i
∣∣∣∣∣
∫
B(X0,1/2)
Φi |Fi|2 − |F |2 dLn
∣∣∣∣∣ ≤ 2 limi
∫
B(X0,1/2)
Φi |Fi| |Fi − F | dL
≤ lim
i
(∫
B(X0,1/2)
Φi |Fi|2p−1 |Fi − F | dL
) 1
2p−1
·
·
(∫
B(X0,1/2)
|Fi − F | dL
)1− 1
2p−1
.
The last step is Hölder's inequality for the measure µ = |Fi − F |dLn. If 1 < p < nn−1 then the rst
of these last two integrals is uniformly bounded by statement (3) of Lemma (10.3) by a power of Ei
(Note that Ei → 0 as i→∞.), and the height bound on Fi and F oming from the ompatness of
the ber of the bundle. The seond integral goes to 0 in the limit by the strong onvergene of Fi
to F in L1. 
We an now omplete the proof of Proposition (10.1). Let L = L(X) denote the linear forms
L(X) :=
∑ ∂F
∂Xi
(0)Xi,
and let hi be the maps
hi(x, y) =
(
x, y −
√
EiL(x)
)
,
and
T˜i := (hi)#(Ti).
Set E˜i := Exc(T˜i, Ri). Sine |gradL| = |DF | ≪ 1, we apply statement (8) of Lemma (10.3), whih
shows that
lim
i
E˜i
Ei
≪ 1.
Case 1. limi E˜i/Ei = 0. This ontradits
lim sup
i→∞
E−1i Exc((hi)#(Ti);βRi) ≥ cβ2,
whih is a basi assumption on the sequene Ti, sine this ase implies that limiExc(T˜i, βRi)/Ei ≤
limi E˜i/(β
nEi) = 0.
Case 2. limi E˜i/Ei > 0. Then, the urrents T˜i minimize Fi, so that {T˜i,Fi, Ri} will still be
admissible, so that
F˜i → F˜ ,
where
F˜i(X) :=
√
E˜i
−1
Ei (Fi − L) (X)., F˜ (X) := lim
i
√
E˜i
−1
Ei (F − L) (X).
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Sine F˜ satises the onditions of Lemma (10.4), in partiular
lim
i
E˜i
−1
Exc(T˜i, Ri/4) = 0
and in addition we have
DF˜ (0) = 0,
and the inequality (12) in the beginning of the proof Proposition (10.1), beomes
lim
i
E−1i Exc(T˜i, βRi) ≥ cβ2.
Dene s as the integer so that
1
4
≤ 4sβ < 1
(assume that β < 1/4, so that s ≥ 1), and for σ = 0, 1, 2, . . . , s we onsider
E˜i
(σ)
:= Exc(T˜i, 4
σβRi).
It is lear by the fat that limi
E˜i
Ei
≪ 1 that
E˜i
(σ) ≤ (4σβ)−nE˜i ≪ (4σβ)−nEi,
that is, for some onstant C,
E˜i
(σ) ≤ C(4σβ)−nEi.
If, for some σ we have
lim
i
E−1i E˜i
(σ)
= 0,
then we have
lim
i
E−1i Exc(T˜i, βRi) = 0,
ontraditing our assumption above. So, we an assume that
lim
i
E−1i E˜i
(σ)
> 0.
We also have
lim
i
E−1i E˜i
(σ) ≪ (4σβ)−n < +∞,
for σ = 0, 1, . . . , s. Now, these inequalities and the fat that {T˜i,Fi, Ri} is admissible implies that
also
{T˜i|−C(x0, 4σβRi),Fi ◦ h−1# , 4σβRi}
will be admissible. Thus, by the onlusions of Lemma (10.4),
lim
i
E˜i
(σ−1)
E˜i
(σ)
= 0,
or, given any a > 0, for i suiently large,
E˜i
(σ−1)
E˜i
(σ)
< a.
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Iterating this inequality,
Exc(T˜i, βRi) := E˜i
(0)
< aE˜i
(1)
< · · · < aσE˜i(σ) ≤ Caσ(4σβ)−nEi.
Choosing a suiently small will then guarantee that, for i suiently large
Exc(T˜i, βRi)
Ei
< cβ2,
ontraditing the assumption, and ompleting the proof of Proposition (10.1).

There is a small extension of this Proposition that will be needed for its appliation:
COROLLARY 10.5. Given β, T , α(β) as in Proposition (10.1), then the onlusion of the Propo-
sition will still hold, for some α > 0, for the urrent H#(T ), where H(x, y) = (x, y + L(x)) is a
xed linear map. That is, if
R+ Exc(H#(T ), R) ≤ α, (13)
then
Exc(h#(H#(T )), βR) ≤ cβ2Exc(H#(T ), R) (14)
for some linear map h(x, y) = (x, y − l(x)) with
|grad l| ≤ α−1
√
Exc(H#(T ), R). (15)
Proof. This orollary will follow from Proposition (10.1) one it is shown that, under these onditions,
|grad l| is bounded as indiated in (15). However, under the assumptions on R and the exess of
H#(T ), if f is the BV-arrier of T , so that (f + L) is the BV-arrier of H#(T ),∫
B(0,R)
‖D(f + L)‖ dLn ≥
∫
|‖Df‖ − ‖grad L‖| dLn
≥
∫
B(0,R)
‖grad L‖ dLn −
∫
‖Df‖dLn
so, by Lemma (8.2)
‖grad L‖Rn ≤
∫
B(0,R)
‖Df‖ dLn +
∫
B(0,R)
‖D(f + L)‖ dLn
≤
√
ERn + ‖H#(T )‖
≤
√
ERn + (α+ 1)Rn.
Thus, by Proposition (10.1), whih implies that there is a linear map h for whih Exc(h#(T ), βR) ≤
cβ2Exc(T,R), so that, when k is given by k := l−L, k satises the exess onditions (13) and (14)
of this Corollary and
‖grad k‖ ≤ ‖grad l‖+ ‖grad L‖ ,
whih, for α > 0 suiently small satises the gradient bound ondition (15). 
The primary use of Proposition (10.1) and its orollary is in the following Lemma. Let Exc(T, a, r)
be the exess of T over B(a, r).
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LEMMA 10.6. There is a positive onstant E0 with the following property. If T is as in Proposition
(10.1) and
R+ Exc(T, 0, R) ≤ E0,
then, for all a, r with |a| < R/2, r ≤ R/2 there is a linear map h(x, y) = (x, y − l(x)) so that
Exc(h#(T ), a, r) ≤ C
(
r
R
)2
Exc(T, 0, R).
Moreover, |grad(l)| ≤ 1/E0.
Proof. Sine
Exc(T, a,R/2) ≤ 2nExc(T, 0, R),
by replaing E0by E0/2
n
we see that it is suient to prove the Lemma in the speial ase a = 0.
To do so, we apply Proposition (10.1) and Corollary (10.5) several times. Eah time, we may need
to use a smaller α, but sine our iteration is nite there will be a suiently small α to work for all
steps simultaneously. We get linear maps h1, h2, . . . , hs, hi(x, y) = (x, y − li(x)) so that
Exc((hi)#(T ), 0, β
iR) ≤ cβ2Exc((hi−1)#(T ), 0, βi−1R)
for i = 1, . . . , s, and
|grad(li − li−1)| ≤ α−1
√
Exc((hi−1)#(T ), 0, βi−1R),
with l0 = 0, and α satisfying the onditions of Proposition (10.1) or Corollary (10.5) for (hi)#(T ).
Iterating the rst inequality s times,
Exc((hs)#(T ), 0, β
sR) ≤ cβ2Exc((hs−1)#(T ), 0, βs−1R)
≤ c2β4Exc((hs−2)#(T ), 0, βs−2R)
.
.
.
≤ csβ2sExc(T, 0, R).
So, hoosing s so that βs+1R < r ≤ βsR, and h = hs we have the seond laim of the Lemma. The
seond inequality from Proposition (10.1) or its orollary beomes
|grad(li − li−1)| ≤ α−1c(i−1)/2βi−1
√
Exc(T, 0, R),
so
|grad(ls)| ≤
s∑
i=1
|grad(li − li−1)| ≤
s∑
i=1
α−1c(i−1)/2βi−1
√
Exc(T, 0, R),
whih, assuming at no loss in generality that cβ
√
E < 1/2, is less than 2/α. Choosing E0 = α/2
ompletes the proof. 
PROPOSITION 10.7. With the hypotheses of Lemma (10.6), the BV-arrier funtion f(x) of T is
of lass C1 in B(0, R/2).
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Proof. Reall that T |−yi = B(0, R)|−fi. If h(x, y) = (x, y−l(x)),with l linear, then the orresponding
funtion for h#(T ) is of ourse f − l. Apply Lemma (8.2) to the urrent h#(T )|−C(a, r), implying
from Lemma (10.6) that ∫
B(a,r)
|Df − l| dLn ≪ rn
√
C
(
r
R
)√
E,
for all a ∈ B(0, R/2) and all r ≤ R/2, for l = lr,a = D(lr,a), where, from Lemma (10.6), note that
the linear map l of that lemma, here denoted lr,a, depends on the enter a and radius r of the ball.
We need to show that the limit
la = lim
r→0
lr,a
exists for all a ∈ B(0, R/2). Sine∫
B(a,r/2)
∣∣∣lr,a − lr/2,a∣∣∣ dLn ≤ ∫
B(a,r/2)
∣∣∣Df − lr/2,a∣∣∣ dLn + ∫
B(a,r)
|Df − lr,a| dLn
≪ rn
√
C
(
r
R
)√
E,
so, by the fat that the rst integrand above is onstant,∣∣∣lr,a − lr/2,a∣∣∣≪ √C ( rR
)√
E.
Iterating that inequality and adding,∣∣∣lr,a − lr/2n,a∣∣∣≪ √C ( rR
)√
E
∞∑
j=0
2−j ,
so, by the triangle inequality,
{
lr/2n,a
}
is Cauhy in Hom(Rn,Rj). Set lˆa := lim lr/2n,a, then∣∣∣lr,a − lˆa∣∣∣≪ r/R, and so
la := lim
r→0
lr,a = lˆa
exists.
By a similar argument to the above, for a, b ∈ B(0, R/2), with |a− b| < r/2,
|lr,a − lr,b| ≪ r/R,
and so
|la − lb| ≪ r/R
if |a− b| < r/2, and so a 7→ la is ontinuous in B(0, R/2).
From this it follows that r−n
∫
B(a,r) |Df |dLn is uniformly bounded for a ∈ B(0, R/2), r < R/2, and
so the measure |Df |dLn is absolutely ontinuous, so that we an write
Df dLn = φdLn
for some φ ∈ L1(B(0, R/2)). Sine φ ∈ L1, almost every point in B(0, R/2) is a Lebesgue point,
and
lim
r→0 r
−n
∫
B(a,r)
|φ(x)− φ(a)| dLn = 0.
But we already have that
lim
r→0 r
−n
∫
B(a,r)
|φ(x)− la| dLn = 0,
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so that φ(a) = la almost-everywhere in B(0, R/2), so Df = φdLn with now φ ontinuous on
B(0, R/2), and so f ∈ C1(B(0, R/2)). 
Similarly to the disussion in [2, p. 129, lines 12-24℄, we have:
Let z ∈ Supp(T ) be a point with an approximate tangent plane Tan(Supp(T ), z). By the re-
tiability theorem for urrents and our lower bound on density Proposition (4.1), we have that
Tann(‖T‖ , z) = Tan(Supp(T ), z), and is an n-dimensional vetor spae. If the oriented tangent
plane
−→
Tz is not vertial, that is, π∗
−→
Tz = e, then there is a linear mapH(x, y) := (x, y−L(x)) for whih−−−−−−−→
H#(T )H(z) = e0. By Corollary (10.5), Lemma (10.6) and so Proposition (10.7) will apply to H#(T )
as well. By the monotoniity result, the density Θ(T, z) = 1 at eah point. As a nal assumption,
assume that the tangent one Tan(Supp(T ), z) ⊂ V , where V ⊂ Rn+j is an n-dimensional plane.
Sine Tan(Supp(T ), Z) ⊃ Supp(−→Tz), the plane V = Supp(−→Tz) is not vertial. Apply a shear-type
linear map H(x, y) := (x, y+L(x)) so that H(Tan(Supp(T ), Z) = Rn×{0} ⊂ Rn+j . Presume that
oordinates are hosen so that z = (0, 0).
PROPOSITION 10.8. Under the onditions of Lemma (10.7), Supp(T ) is a C1, n-dimensional
graph over some ball B(0, r).
Proof. It of ourse sues to show that Supp(H#(T )) is a C
1
graph over B(0, r). Sine the tangent
plane of H#(T ) over 0 is the horizontal plane in the oordinate system of the last line of the previous
paragraph, given η > 0, there is an r = rη > 0 so that
Supp(H#(T )|−C(0, r)) ⊂ {|x| ≤ r, |y| ≤ ηr} = B(0, r)×B(0, ηr), if r ≤ rη,
and
Supp(∂(H#(T )|−B(0, r)×B(0, ηr))) ⊂ ∂B(0, r) ×B(0, ηr).
One we show that
lim
r→0Exc(H#(T ), 0, r) = 0,
then we an apply Lemma (10.6) and Proposition (10.7) to omplete the proof of the present
Proposition.
Let T be energy-minimizing among retiable setions, T0 the urrent B(0, r) × {0} ⊂ B(0, r) ×
B(0, ηr), and Fr be the fene obtained by onneting eah element of (x, y) ∈ Supp(∂H#(T )|−B(0, r)×
B(0, ηr)) to (x, 0) ∈ Supp(∂T0). Note that T0 and H#(T )|−B(0, r) × B(0, ηr) − Fr have the same
boundary, ∂T0. It is easy to see ([5, p. 363℄, or [2, p. 128℄) that,
‖Fr‖ ≤
(
sup
∂T
|y|
)∥∥∥∂H#(T )|−B(0, r)×B(0, ηr)∥∥∥ ,
and, by sliing and the monotoniity formula, for a generi ρ, r < ρ < 2r (r < R/2), there is a C
so that
∥∥∥∂H#(T )|−B(0, ρ)×B(0, ηρ)∥∥∥ ≤ Cρn−1. Combining these two inequalities together,
‖Fρ‖ ≤ Cηρn.
Sine eah penalty funtional satises the elliptiity bounds (equation (1)),[∥∥∥H#(T )|−B(0, ρ)×B(0, ηr) − Fρ∥∥∥− ‖T0‖] ≤ Fǫ(H#(T )|−B(0, ρ)×B(0, ηρ)− Fρ)−Fǫ(T0),
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then so will the limiting funtional F . Then, by subadditivity, and minimality of T ,[∥∥∥H#(T )|−B(0, ρ)×B(0, ηρ) − Fρ∥∥∥− ‖T0‖] ≤ F(H#(T )|−B(0, ρ) ×B(0, ηρ)− Fρ)−F(T0)
≤ ‖H‖n
[
F(T |−H−1(B(0, ρ)×B(0, ηρ)))
−F(H−1# (T0 + Fρ)) + 2F(H−1# (Fρ))
]
≤ 2 ‖H‖nF(H−1# (Fρ))
≤ 2Cηρn
and so
Exc(H#(T ), r) =
(∥∥∥H#(T )|−B(0, r)×B(0, ηr)∥∥∥ − ‖T0‖)/ rn
≤ 2n
(∥∥∥H#(T )|−B(0, ρ) ×B(0, ηρ)∥∥∥− ‖T0‖)/ ρn
≤ 2n
[
‖Fρ‖+
∥∥∥T |−B(0, ρ) ×B(0, ηρ)− Fρ∥∥∥− ‖T0‖]/ ρn
≤ 2n3Cη.
Sine, for any η > 0 there is an r > 0 suiently small so that the onditions of Proposition (10.7)
hold, the onlusion of the Proposition holds. 
This proposition shows that the set of good points in the base manifold M , the set of points where
there is a non-vertial tangent spae, is an open set, and on that open set the graph is of lass C1.
The next result ompletes the proof of the main theorem, Theorem (0.1).
PROPOSITION 10.9. Let T be an n-dimensional, mass-minimizing retiable setion in Γ˜(B)
whih is the limit of a sequene of penalty-minimizers. Then, the projetion π(S) = Z onto e
of the set S of all points y ∈ Supp(T ) so that the oriented tangent one is not a plane, or where
T (T, y) has a vertial diretion a losed set of Hausdor n-dimensional measure 0 in M .
Proof. The previous setion shows that the set of points with non-vertial tangent planes is open
in T , and projets to an open set. So, the set of points with no tangent plane, or with one having
vertial diretions, is losed. The set of points with no tangent plane is of measure 0 in any ountably-
retiable integer-multipliity urrent, by [5, 3.2.19℄. Assume there is a set S0 ⊂ S of points of T
with Z0 := π(S0) of positive Hausdor n-dimensional measure, and with vertial tangent planes.
For all but a set of Hausdor n-dimensional measure 0 in S0, the density of the set will be 1 as well
[5, 3.2.19℄. For any suh z ∈ S0, given any ǫ > 0, there is a δz,ǫ > 0 so that the ratio of the measure
of of the projetion onto M of S0 ∩B(z, δz,ǫ) to that of the ball of radius δz,ǫentered at π(z) in M
will be less than ǫ,
ǫ >
Hn(π(S0 ∩BB(z, δz,ǫ)))
Hn(BM (π(z), δz,ǫ)) >
Hn(π(S0 ∩BB(z, δz,ǫ)))
ωnδnz,ǫ/2
sine the tangent plane is vertial. But the measure Hn(S0∩BB(z, δz,ǫ)) > ωnδnz,ǫ/2 for small enough
δz,ǫ sine the density is one, so by the Besiovith overing theorem
Hn(S0) > 1
ǫ
Hn(Z0).
Sine this must be true for any ǫ > 0, it would ontradit the fat that T has nite mass if
Hn(Z0) > 0. 
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