Abstract Sequenced spatiotemporal aggregation (SSTA) is an important query for many applications of spatiotemporal databases, such as traffic analysis. Conceptually, an SSTA query returns one aggregate value for each individual spatiotemporal granule. While the data is typically recorded at a fine granularity, at query time a coarser granularity is common. This calls for efficient evaluation strategies that are granularity aware. In this paper, we formally define an SSTA operator that includes a data-to-query granularity conversion. Based on a discrete time model and a discrete 1.5 dimensional space model, we generalize the concept of time constant intervals to constant rectangles, which represent maximal rectangles in the spatiotemporal domain over which an aggregation result is constant. We propose an efficient evaluation algorithm for SSTA queries that takes advantage of a coarse query granularity. The algorithm is based on the plane sweep paradigm, and we propose a granularity aware event point schedule, termed gaEPS, and a granularity aware sweep line status, termed gaSLS. These data structures store space and time points from the input relation in a compressed form using a minimal set of counters. In extensive experiments, we show that for coarse query granularities gaEPS significantly outperforms a basic EPS that is based on an extension of previous work, both in terms of memory usage and runtime.
Introduction
Spatiotemporal databases are becoming more and more popular in various application domains, including traffic data analysis. The proliferation of the GPS (Global Positioning System) technology facilitates the tracking of car positions, and huge amounts of traffic data are collected. Cars are equipped with a GPS receiver and periodically send their current position to a central server [13] . We assume that the server stores GPS data using a discrete time and space model. The time is a finite sequence of time granules (e.g., seconds), and the space is a finite sequence of space granules (e.g., 1m road segments). Spatiotemporal granules are obtained by combining time and space granules.
In such an application scenario, sequenced spatiotemporal aggregation (SSTA) can be used to obtain a summary of the traffic density in a city/region. Consider the following example query:
Q1: "For each 10s time period, what is the number of cars in each 100m road segment?"
Conceptually, an SSTA query computes one aggregate value for each query granule. Typically, the query granularity, the granularity at which the user wants to get the result, is much coarser than the data granularity, the granularity at which the server records the car positions. Figure 1 illustrates a typical result for Q1, evaluated on data from the city of Bolzano-Bozen between 5:00 p.m. and 5:15 p.m. The lines in different shades of gray along road segments indicate the traffic density on that segment, varying from very low traffic Past research on spatiotemporal aggregation focused mainly on box aggregation, and no efficient algorithm for SSTA exists [15] . This paper is the first to formally define SSTA and to present an efficient evaluation algorithm for the COUNT, SUM, AVG, MIN, and MAX aggregation functions. The algorithm relies on the efficient computation of constant rectangles, which are 2D generalizations of constant intervals as used in temporal aggregation [17] . A constant rectangle is defined as a maximal rectangle spanned by a space and a time interval, such that the aggregate value is constant at all space-time points in the rectangle. In Fig. 1a , each line segment with a different shade represents a constant rectangle, each having the same time interval [5:00, 5:11) but a different space interval. For instance, the rectangle marked as "Viale Druso, [0, 401)" represents a segment of the street "Viale Druso", stretching 400 m from the beginning of the road. Figure 1b shows the traffic situation over the time interval [5:11, 5:16) . The constant rectangles changed, e.g., "Viale Druso, [0, 401)" is now replaced by "Viale Druso, [0, 201)" and "Viale Druso, [201, 401)", which have a different traffic density.
To efficiently compute SST aggregates, we reduce SSTA to the problem of rectangle intersection, for which efficient plane sweep solutions exist [20] . Besides determining intersecting rectangles, we have to compute aggregate functions over these rectangles and leverage granularity conversion. We do so by designing a granularity aware event point schedule (gaEPS) and a granularity aware sweep line status (gaSLS). gaEPS efficiently handles duplicate time and space points, which occur frequently for coarse query granularities. (Many cars send their position updates within a 60-s period and on the same 100-m road segment.) gaEPS maintains a summary of the input tuples. We propose two different implementations, namely gaEPS T and gaEPS H , which use, respectively, trees and hashmaps to store the summary. gaSLS extends the Balanced Tree [17] with a minimal set of counters.
We implemented the new SSTA framework on top of the Secondo DBMS [7] , and we conducted extensive experiments. The results show that for queries with a coarse granularity gaEPS is significantly more efficient than an EPS that is based on an extension of previous work, both in terms of runtime and memory consumption. The results of the experiments also show that gaEPS T is generally faster, while gaEPS H uses less memory.
The main technical contributions of this paper can be summarized as follows:
-We provide a formal definition of SSTA with datato-query granularity conversion. -We propose an effective and efficient reduction of SSTA to the plane sweep framework. -We propose gaEPS and gaSLS: two granularity aware data structures that are designed for coarse query granularities with many duplicates. -We generalize the 1-dimensional incremental computation of aggregates to two dimensions and we extend it to MIN/MAX. -We implement our algorithm in the Secondo DBMS and conduct experiments that confirm that our solution takes advantage of coarse granularity queries.
The rest of the paper is structured as follows. Section 2 introduces preliminary concepts, followed by a discussion of related work in Sect. 3. In Sect. 4, we define the SSTA operator with granularity conversion. In Sect. 5, we describe how to process SSTA queries using a plane sweep strategy, and we introduce efficient EPS and SLS data structures, termed gaEPS and gaSLS, respectively. Section 6 presents an evaluation algorithm that is based on the two new data structures. Two implementation variants of gaEPS, namely gaEPS T and gaEPS H , are discussed. The results of our experimental study are described in Sect. 7. Section 8 concludes the paper and points to future work. 
Preliminaries
We use a discrete time model. The time line, T , is a finite sequence of atomic chronons. A time granularity, T , is a partitioning of the time line into convex sets of chronons, called time granules. For a time granule, g t ∈ T , the predecessor and successor granules are g t − 1 and g t + 1, respectively. A time interval is a convex set of time granules, and it is represented as t = [t s , t f ), where t s is its inclusive start time granule and t f its exclusive finish time granule.
We use a discrete 1.5-dimensional space model. The space consists of a finite set of connected space lines that represent roads. Each space line, S , is a finite sequence of atomic hodons. A space granularity, S , is a partitioning of a space line into convex sets of hodons, called space granules. For a space granule, g s ∈ S , the predecessor and successor granules are g s − 1 and g s + 1, respectively. A space interval is a convex set of space granules, and it is represented as s = [s b , s e ), where s b is its inclusive begin space granule and s e its exclusive end space granule.
Whenever it is clear from the context, we use the term corner points both to refer to the end points, t s and t f , of a time interval as well as to the end points of a space interval, s b and s e .
A spatiotemporal granularity, = T × S , is a partitioning of the spatiotemporal domain, T × S , into convex sets of spatiotemporal granules. A spatiotemporal granule is a pair (g t , g s ) ∈ T × S .
We assume an application scenario with GPS-based tracking of car positions [13] . Each car is equipped with a GPS receiver and periodically sends the actual position to a central server (e.g., every 60 s). Since a car's position is unknown between measurement points, we assume that at any time between two consecutive measurements the car is somewhere between the two reported space granules, including the two positions. This abstraction introduces spatiotemporal uncertainty. 
Time, space, and spatiotemporal granularity converter The fact represented by an ST tuple is valid at each spatiotemporal granule g ∈ T × S. A tuple is valid at time granule g t iff g t ∈ T and is valid at space granule g s iff g s ∈ S. Table 1 summarizes the most important notation used in this paper. Table 2 shows the ST relation, Cars, that stores a history of car movements. RID (road ID) and CID (car ID) are explicit attributes, and T and S are the time-and spacestamp attributes, respectively. For instance, tuple r 1 represents that car 1 is on road A1 in the validity rectangle [73; 133) × [145; 946). We use the Cars relation as a running example throughout the paper.
Example 1

Related work
Aggregation is an important operator in many application scenarios, and it has been studied for different data types and settings. Specifically, OLAP applications heavily rely on complex aggregation queries, and a lot of research has been dedicated to provide efficient solutions for aggregation [9, 12] . Most of these techniques consider data to be static. The intrinsic properties of space and time make aggregation of temporal and spatial data more involved (e.g., the computation of constant intervals/rectangles), and different techniques are required. In this section, we provide a comparative analysis of the relevant work on spatial, temporal, and spatiotemporal aggregation.
Spatial aggregation
Previous research work on spatial aggregation [18, 23] focuses mainly on range (or box) aggregation in the twodimensional space, which computes an aggregate function over all objects that fall into the query region.
The aR-tree [18] is based on the R-tree [11] and maintains for each R-tree bounding box the total number of objects (for COUNT aggregation) that fall into that box. This speeds up query processing, because one does not need to descend the nodes that are totally enclosed by the query region. The main disadvantage of the aR-tree is that the query cost depends on the size of the query region: the larger the query region, the more bounding boxes overlap with it.
The aP-tree [23] avoids this disadvantage at the expense of extra memory usage. It transforms spatial objects into objects in the (key, time) plane and computes the aggregation results by using the MVB-tree [2] .
Zhang and Tsotras [28] present the MR-tree together with a number of different optimization techniques to improve the query performance for the MIN and MAX aggregate functions. In [29] , the efficient computation of the COUNT, SUM, and AVG functions, and specialized aggregate indexes that incrementally maintain aggregates are proposed.
There is no work on sequenced spatial aggregation.
Temporal aggregation
In contrast to the research activities on spatial aggregation, which largely ignored sequenced aggregation, past work on temporal aggregation investigated both box (range) temporal aggregation and sequenced temporal aggregation, which conceptually assigns one aggregate to each time granule. A number of methods for one-dimensional temporal aggregation have been developed [4, 14, 17] . The main problem tackled by these methods is the efficient computation of time constant intervals (i.e., the maximal time intervals over which the aggregate value remains constant). There is no work on two-dimensional temporal aggregation.
The Aggregation tree (A-tree) [14] algorithm works in two steps. First, while scanning the input relation, a tree is built in memory. Each node in the tree represents a time interval and an associated partial aggregate value. Each level of the tree partitions the entire timeline. The intervals at the leaf level represent the constant intervals, while the intervals higher up in the tree partition the timeline at a coarser level. Second, the tree is traversed in depth-first order. The partial aggregate values along a path from the root to a leaf node are accumulated to produce the aggregation result which is associated with that leaf node's constant interval. The A-tree has two drawbacks. First, if the tuples are sorted by timestamp, the tree degenerates to a linked list. Second, the tree is large, because all constant intervals are stored in the leave nodes.
The Balanced Tree [17] avoids the pitfalls of the A-tree. While scanning the input tuples, the corner points of a tuple's timestamp are sorted by inserting them into a self-balancing binary search tree. Each node of the tree stores a time point and two counters that record the number of tuples that start and finish at this time point, respectively. Once the tree has been built, it is traversed in order to identify the constant intervals. Two consecutive time points define a constant interval. Compared to the A-tree, the Balanced Tree has always logarithmic insertion time and it is generally smaller, because each endpoint of a constant interval is stored only once.
The TMDA operator [4] improves over the A-tree and Balanced Tree methods by consuming less memory on average and still providing the same runtime. The TMDA operator computes constant intervals, based on the following observation: if the input relation is scanned in chronological order (by the tuple's start time), at any time point, t, the result tuples that end before t can be computed. Hence, as the argument relation is being scanned, result tuples are produced and old tuples are removed from main memory; only tuples that are valid at time t are kept in memory.
The above frameworks pursue memory-based solutions of temporal aggregation. The SB-tree [24, 25] is a disk-based index structure for temporal aggregation that supports 1D, sequenced and cumulative temporal aggregation. The tree maintains a hierarchy of time intervals, each one being associated with a partial aggregation result. The tree is traversed in a depth-first order to compute the sequenced aggregation. The MVSB-tree [26, 27] extends the SB-tree and supports temporal aggregation combined with a key-range predicate over one key dimension. The MVSB-tree is logically a series of SB-trees, one per time point. The MVSB-tree efficiently processes dominance-sum queries. A box query in the (key, time) plane can be reduced to four dominance-sum queries.
Spatiotemporal aggregation
Past work on spatiotemporal aggregation [19, 21, 22] assumes a 2D space model and concentrates on spatiotemporal box aggregation, which is a generalization of spatial box aggregation. Given a spatial region and a time interval, an aggregation is computed over all spatiotemporal objects that are present in that region during that time interval. There is no work on SSTA.
The aRB-tree [19] extends the aR-tree with a time dimension. In an aRB-tree, 2D spatial regions are indexed by an R-tree. For each bounding box of this R-tree, the time-varying number of objects that fall into the box is kept in a B-tree [1] . Similarly to the aR-tree, the aRB-tree speeds up aggregation by storing the number of objects for the bounding intervals of a B-tree. This eliminates the need to traverse the subtree of nodes that are totally enclosed by the query region. The aRB-tree does not prevent the well-known double-counting problem. Double-counting means that the same object is counted twice if it stays in the query region during two time granules of the query time interval.
The sketch index [22] avoids double-counting. This index modifies the aRB-tree: instead of recording the number of objects, a sketch (compressed representation) of the object IDs is kept for each B-tree's bounding interval. As a result, the sketch index is generally larger than the aRB-tree. Moreover, the sketch index only answers queries approximately.
The Adaptive Multi-Dimensional Histogram [21] is another method for approximate box query processing. The 2D space is divided into a (large) number of cells. A counter for a number of objects is associated with each cell. To speed up processing, a histogram is built over the space. Cells with similar counter values are put into the same bucket. Thus, each bucket of this histogram holds a spatial (2D) region and a counter for the number of objects in this region. The spatial regions do not overlap. As the counter values of the cells change, the buckets are reorganized.
Rectangle intersection with plane sweep
The rectangle intersection problem is solved efficiently with a plane sweep algorithm, which works in two steps. The first step creates the Event Point Schedule (EPS), which is a sorted list of events, where each event consists of a corner point in one dimension (say the time dimension) together with the two corner points in the other dimension (say the space dimension) of a rectangle. The second step sweeps a line through the EPS and halts at each event. The active rectangles from the EPS are collected in the Sweep Line Status (SLS). To obtain the intersection of the rectangles, the one-dimensional space intervals in SLS are intersected for each new event.
The EPS is usually organized as a sorted list of all event (time) points [20] . The SLS is implemented as a segment tree [3, 20] , interval tree [8, 20] , or priority search tree. The segment tree [3, 20] has the disadvantage that for inserting active space intervals, we frequently need to descend to low levels in the tree. The interval tree [8, 20] overcomes this weakness by introducing additional links and nodes. The priority search tree [16, 20] improves over the segment and interval trees by storing the corner space points only for the active space intervals rather than for all space intervals.
The plane sweep paradigm leads generally to asymptotic worst-case optimal solutions in runtime and memory usage [20] . In this paper, we present data structures that are designed to achieve good average-case complexity. We present an efficient EPS that takes advantage of coarse query granularities and groups all events with the same time point into a single event, which leads to a significant reduction of the EPS size.
SSTA with data-to-query granularity conversion
SSTA groups the input tuples by spatiotemporal granules, one group per granule, and applies one or more aggregation functions to each group. This section provides a formal definition of SSTA that includes data-to-query granularity conversion and coalescing of result tuples.
Data-to-query granularity conversion
Since the granularity at which data is measured is typically much finer than the query granularity, we convert the validity rectangles of the input tuples from the data granularity to the query granularity.
Definition 1 (Granularity converter) Let d and q be data and query (time or space) granularities, respectively, and assume that for each data granule,
The granularity converter maps the finer data granularity, d , to the coarser query granularity, q , by assigning to each data granule in d the unique corresponding query granule in q . We use the granularity converter to transform the validity rectangle of spatiotemporal tuples to query granularity. 
Definition 2 (Validity
Function γ converts each individual data granule of the validity rectangle determined by the two arguments to the query granularity. The following lemma yields a more efficient granularity conversion strategy that converts only the corner points of a validity rectangle.
and γ s be as in Definition 2. For a tuple, r ∈ R, with validity rectangle r.T × r.S the following holds:
Proof Follows from the observation that two adjacent granules may only be converted to either the same granule or to two adjacent granules.
Example 2 Consider Query Q1. The data is stored at the granularity 1 s × 1 m, whereas the query specifies the granularity 10 s × 100 m. Therefore, for each input tuple the validity rectangle is transformed to the query granularity using the following converter functions for time and space granularities, respectively: γ t (g t ) = g t /10 and γ s (g s ) = g s /100 . Figure 3 illustrates the conversion of the validity rectangles for the Cars relation. Figure 3a shows the validity rectangle of tuple r 9 together with the converted rectangle. The conversion of the entire relation is shown in Fig. 3b in tabular representation and in Fig. 3c in a graphical representation.
Notice that many distinct validity rectangles at the data granularity collapse into identical validity rectangles at the query granularity. For instance, tuples r 1 , r 3 , and r 5 have different data validity rectangles, but at the query granularity their validity rectangles are identical (cf. Fig. 3c ). [6, 66) [ (c) Validity Rectangles at Query Granularity.
Fig. 3 Conversion of validity rectangles for relation Cars
In addition to the granularity converters for time and space points, we need data-to-query granularity converters for the explicit attributes. For an attribute A, we assume a converter,
q is a partitioning of this domain into larger granules. For instance, the speed of cars is usually measured at the granularity of 1 km/h (e.g., 63 km/h), while in a query we might only be interested in larger ranges, e.g., what is the number of cars that drive at a speed in the ranges 50-59, 60-69 km/h, etc.
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Definition of SST aggregation
We begin with an informal conceptual definition of sequenced spatiotemporal aggregation and proceed with coalescing to obtain a more compact result relation.
Conceptually, SST aggregation returns one aggregate value for each individual spatiotemporal granule. Let R be an ST relation, F be a set of aggregate functions, and T q × S q be the query granularity. The SSTA operator determines for each query granule, g, the group of all tuples in R that are valid at g. The aggregate functions in F are evaluated over each group and reported as result tuple with g as validity rectangle. For example, Query Q1 can be expressed as an SSTA query with F = {COUNT( * )}. Figure 4 illustrates the query result, where each cell with an aggregate value represents a single result tuple. Notice the granularity conversion from data granularity to query granularity. The conceptual definition of SST aggregation defines a result tuple for each spatiotemporal granule for which data is available, which leads to unnecessarily large result relations. The size of the aggregation result can be reduced by coalescing result tuples over adjacent granules that have equal aggregation values. This is a two-step process:
1. The SSTA result tuples are coalesced along the time dimension, yielding maximal timestamps over which the input tuples are constant.
The intermediate result of
Step 1 is coalesced along the space dimension, yielding maximal spacestamps over which the aggregation results are constant.
The resulting validity rectangles are termed constant rectangles and are formalized in the following definition. 
be the set of all tuples of R that are valid at space time granule g s and constant interval t ∈ CTI(R). The set of constant spatial intervals of R over time interval t is defined as
Finally, the set of constant rectangles,
, is a maximal time interval such that the set of tuples that are valid at the query time granules in t is constant throughout t and different at t s −1 and t f . The second step performs coalescing along the spatial dimension. For each constant temporal interval, a set of constant spatial intervals is computed. The coalescing along the space dimension involves the aggregation functions. A constant spatial interval, s = [s b , s e ), over a constant temporal interval, t, is a maximal space interval such that the aggregation results evaluated over all tuples in R that temporally overlap t are constant. Finally, a constant rectangle, t × s, is a maximal spatiotemporal rectangle, where t is a constant temporal interval and s is a constant spatial interval of t, and the value of the aggregate functions is constant at each granule in t × s and changes in at least one adjacent granule.
Example 3 Consider the converted validity rectangles of the Cars relation in Fig. 3 . The set of constant temporal intervals is CTI(Cars) = {[0, 6), [6, 7) , [7, 13) , [13, 14) , [14, 20) }. For instance, for the constant interval [7, 13) we have R [6] = {r 7 , r 8 , r 9 , r 10 }, R [7] = {r 1 , r 3 , r 5 , r 8 , r 10 }, and R [13] = {r 1 , r 2 , r 4 , r 5 , r 6 }. Hence, R [6] = R [7] , R [13] = R [7] , and ∀g t ∈ [7, 13)(R[g t ] = R [7] ). For t = [0, 6), the set of constant spatial intervals is CSI(Cars, t) = {[1, 18)}. The inter- Fig. 4 ). Notice that the aggregation value of 1 is produced by two different input tuples, namely r 9 over the space interval [1, 10) and r 7 over the space interval [10, 18) . The next constant time interval is [6, 7), for which five different constant space intervals are produced, i.e., CSI(Cars, [6, 7)) = { [1, 7) , [7, 9) , [9, 10) , [10, 11) , [11, 18) }. 
The result relation has schema (C 1 , . . . , C k , T, S).
SSTA (with coalescing) defines result tuples over constant rectangles. Each f i /C i ∈ F is some aggregate function that takes an ST relation as argument and applies aggregation to one of the attributes. The aggregation result is stored as the value of an attribute C i . For each constant rectangle, t × s, the SSTA operator produces one result tuple by evaluating the aggregate functions, F, over the set of all tuples that cover the constant rectangle. Notice the granularity conversion from data granularity to query granularity in R[g].
Example 4 Query Q1 of our running example can be expressed as G SSTA [COUNT( * )/Cnt, γ ]Cars, where γ is the rectangle converter that uses γ t and γ s from Example 2. Figure 5 illustrates the coalesced query result. Each result tuple is drawn as a box with the aggregate result inside.
SSTA query processing
We look at the evaluation of SST aggregation queries from a geometrical perspective and reduce it to the problem of rectangle intersection, which can be efficiently solved with a plane sweep algorithm [20] . In addition to the rectangle intersection, we need to determine (maximal) constant rectangles at query granularity and for each such rectangle we compute the aggregate functions over all input tuples that fall into that rectangle. We begin with a baseline plane sweep algorithm and proceed by improving it to efficiently support SSTA queries with a coarse query granularity. To simplify the notation, we assume a single aggregate function over an attribute A, i.e., F = { f (A)}. It is straightforward to extend all definitions and algorithms for the more general case for
A baseline algorithm
Algorithm 1 shows a basic plane sweep algorithm for SSTA queries. The algorithm sweeps the 2D plane along the time axis by jumping from event to event in the event point schedule (EPS). The EPS records in chronological order all corner time points of the input tuples together with a summary of the tuple consisting of the spacestamp and optionally some explicit attribute values, which is required to compute the constant rectangles and the aggregation values. For instance, an event (0, start, [10, 18) ) records that tuple r 7 starts at time 0 and has a spacestamp [10, 18) . The sweep line stops whenever it enters or exits one or more validity rectangles. As the sweep line advances, the sweep line status (SLS) consumes the events from the EPS and stores the summaries of those tuples that overlap the sweep line. When the sweep line moves to the next event, two actions are performed. First, a new set of constant rectangles together with the aggregate values is derived from the SLS. Since the time interval of these rectangles is determined by the previous and current positions of the sweep line, the constant rectangles can be determined efficiently by intersecting only the one-dimensional space intervals in the SLS. Second, the SLS is updated with the new event.
That is, if the sweep line enters (exits) a tuple's validity rectangle, its summary is inserted to (deleted from) the SLS. Next, we define a basic EPS structure that is an extension of previous work [20] , and we show that it cannot take advantage of a coarse query granularity.
Definition 5 (Basic EPS)
The basic event point schedule for an ST relation R, aggregate function f (A), and granularity converter γ is a sorted list of events, {e 1 , . . . , e 2|R| }. Each event is a quadruple e = (t, type, a, [s b , s e ) ), where t ∈ T q , type ∈ {start, finish}, a = A q , and s b , s e ∈ S q . For each tuple, r ∈ R, the EPS contains two events, Table 3 shows the basic EPS for Query Q1. The events are sorted bottom up. Many events have the same time point, and each input tuple produces exactly two events. For instance, events e 2 and e 9 are derived from tuple r 9 with validity rectangle [0, 7) × [1, 10) . No explicit attributes are needed for the COUNT aggregate function.
Lemma 2 For an ST relation R, the number of events in the basic EPS is independent of the query granularity and it is twice the cardinality of R, i.e., |Basic EPS| = 2|R|.
Proof The proof follows immediately from Definition 5. The size of the basic EPS depends on the number of input tuples, hence the algorithm cannot take advantage of a coarse query granularity. We now develop an efficient, granularity aware EPS that takes advantage of coarse query granularities.
gaEPS-an EPS for coarse query granularity
We start from the basic EPS structure and introduce three different optimizations to obtain a granularity aware EPS that takes advantage of a coarse query granularity to reduce the number of distinct time and space points.
To facilitate the discussion, for an ST relation, R, and a granularity converter, γ , we define the following two sets: CTP = {t | ∃r ∈ R(t = γ (r.T s ) ∨ t = γ (r.T f −1)+1)} is the set of distinct corner time points that are obtained from all tuples in R after granularity conversion and CSP(t) = {s | ∃r ∈ R(t ∈ r.T ∧ (s = γ (r.S b ) ∨ s = γ (r.S e −1)+1))} is the set of distinct corner space points that are obtained from those tuples in R that are valid at time t after granularity conversion.
Optimization 1: Eliminating duplicate time points
The first optimization is to merge all events in the basic EPS that have the same time point, t, into a single event of the form (t, Xs, Xf ), where
The bag Xs (Xf ) contains the converted spacestamps and the converted aggregation attribute of all input tuples for which time t is a corner point. Table 4 shows the EPS after applying optimization 1. The 20 events in the basic EPS have been reduced to six events, each having a different time point. For instance, the event with t = 0 records that two tuples with space intervals [10, 18) and [1, 10) start at time 0; no tuples finish at time 0.
Example 7
Optimization 2: Transforming space intervals into points
The second optimization transforms space intervals to their corner points. Instead of storing tuples with spacestamps in the events, we store the distinct corner points, s, of the spacestamps together with a summary of the tuples that have s as corner point. For instance, in Table 4 the event with time point 7 stores three identical space intervals. This can be avoided by storing the corner points only once together with the information that three tuples begin and end at 1 and 10, respectively. The following definition specifies four groups of tuples that form the basis for this transformation.
Definition 6 (Tuple groups)
Let R be an ST relation, γ be a granularity converter, and t ∈ T q and s ∈ S q be a query time and space granule, respectively. We define the following four groups of tuples:
Each group contains all tuples in R that have granule (t, s) as one of its corner points. This is graphically illustrated in Fig. 7 . The black box represents the query granule (t, s). The four large validity rectangles are representative for all tuples that are collected in the corresponding group. For instance, the rectangle with solid lines represents the group, R sb [t, s], of all tuples for which the granule (t, s) forms the lower-left corner of the validity rectangle.
Example 8 In our example, the four tuple groups for granule (7, 10) are as follows: Cars sb [7, 10] = {}, Cars se [7, 10] = {r 1 , r 3 , r 5 }, Cars fb [7, 10] = {r 7 }, Cars fe [7, 10] = {r 9 }. With these tuple groups in place, we replace the bag of tuples Xs and Xf by a set of space points with associated tuple groups. Instead of storing each individual input tuple, we map the input tuples to their corner space points and store for each distinct corner point the tuple groups introduced above. Each event in the EPS with time point t has now the form (t, Xs , Xf ), where
Xs (t) ={(s, R sb [t, s], R se [t, s]) | s ∈ CSP(t)} and
Xf (t) ={(s, R fb [t, s], R fe [t, s]) | s ∈ CSP(t)}.
Xs records (among all the tuples that start at time t) the set of tuples for which s is a corner space point. Similar, Xf records (among all the tuples that finish at time t) the set of tuples for which s is a corner space point.
Next, we reduce the size of the tuple groups by computing a summary of the tuple groups. For an event (t, Xs , Xf ) and an aggregate function f (A), we get
Xs (t) ={(s,f (R sb [t, s]),f (R se [t, s])) | s ∈ CSP(t)} and
For COUNT and SUM,f computes the aggregate function over the tuple groups. For MIN and MAX, we need to count for each different attribute value of A the number of tuples with this value. This information is needed to determine the next MIN or MAX value when we leave the validity rectangle of the tuple that determines the current MIN or MAX value. Table 5 shows the EPS after applying optimization 2. Notice the difference to Table 4 , where for example the event at time 7 records three identical spacestamps for the tuples r 1 , r 3 , r 5 . Instead, Table 5 stores the corner points, 1 and 10, together with two counters representing the number of tuples that begin and end at this space point, respectively. Hence, Xs (7) = {(1, {3}, {0}), (10, {0}, {3})} means that three space intervals begin at space granule 1 and three end at space granule 10.
Example 9
Optimization 3: Computing the difference of the summaries
The last optimization toward a granularity aware EPS is to replace the four summaries by a single summary, which is achieved by computing a difference between the individual sets. We use the following sum and difference operators, ⊕ and , between two sets that contain attribute-value pairs, (a, v):
For pairs with equal attribute value, a, the operators apply, respectively, the + and − operation on v. If a appears only in one of the two sets, the result for ⊕ is v. For the operator, the negative value, −v, is returned if a appears only in Y .
Definition 7 (gaEPS) Let R be an ST relation, γ be a granularity converter, f (A) be an aggregate function, CTP be the set of corner time points, and CSP(t) be the set of corner space points at time t. The granularity aware event point schedule (gaEPS), is a sorted list of events, 
gaEPS records an event for each corner time point after granularity conversion. An event with time t i stores a set, X(t i ), of distinct corner space point, s j , together with an associated set Y (s j ) of summary information that is computed over the corresponding tuple groups. For instance, for the COUNT aggregate function the summary is determined as follows: First, for the tuples that begin at space point s j , the difference between the number of tuples that start and the number of tuples that finish at time t i is built. Second, the same difference is built for the tuples that end at space s j . Finally, the difference between these two intermediate results is computed. Notice that the counters might have negative values. Table 6 illustrates gaEPS for our running example. Each event represents a distinct corner time point, t, and a list of distinct space points together with a counter. For example, the event with time point 7 stores a set X with three space points and associated counters. The pair (10, −3), for instance, states that the difference between the tuples that begin and end at space point 10 is −3.
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gaSLS-an SLS for coarse query granularity
When the sweep line advances along the time, the SLS consumes the events from the EPS and maintains the summary about all current tuples, i.e., tuples with a validity rectangle that overlaps the sweep line. From this information, the result tuples are derived.
Definition 8 (gaSLS)
Let R be an ST relation, γ be a granularity converter, f (A) be an aggregate function, CTP be the set of distinct time corner points, and CSP(t) be the set 
gaSLS records information for a time slice at time t i . An item, (s j , Z(s j )), represents a distinct corner point, s i j , with the associated summary, Z(s j ), that is computed over all tuples that are valid at t i and s j (whereas in events only tuples for which t i and s j are corner points are considered for the summary). The summary is a single counter (sum) for the COUNT (SUM) function, and it is a set of (attribute value, counter) pairs for the MIN and MAX functions. Table 7 shows gaSLS at three consecutive events with time points 0, 6, and 7, respectively (see also Fig. 6 ). At time 0, the sweep line overlaps the validity rectangles of tuples r 7 and r 9 . Since at space point 10 tuple r 9 finishes and tuple r 7 starts, the counter has the value 0. At time 6, the sweep line enters two new tuples, r 8 and r 10 , while r 7 and r 9 are still valid. Next, at time 7 the sweep line enters three new tuples, r 1 , r 3 , and r 5 , which all have the same space interval [1, 10) , and it exits from two validity rectangles, [0, 7) × [10, 18) and [0, 7) × [1, 10).
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The gaSLS contains sufficient information to compute result tuples over all input tuples that actually overlap the sweep line, and it can be incrementally updated by using the information in gaEPS. Thus, as the sweep line traverses the EPS and reads a new event from the EPS, two steps are performed: (1) new result tuples are derived from the current gaSLS, and (2) gaSLS is updated with the information from the current event.
First, consider the computation of new result tuples from gaSLS for an aggregate function f (A). This can be done incrementally by traversing gaSLS in sequential order. Let t i and t i+1 be two consecutive events, where gaSLS has been updated with the event at t i , and t i+1 is the current event.
We initialize an accumulator variable,Z = ∅. Each pair of consecutive items, (s j , Z(s j )) and (
For the COUNT and SUM function, the accumulatorZ contains exactly one value, which is the result of the aggregate function. For the MIN and MAX functions, we take the smallest respective the largest attribute value a inZ .
After producing a result tuple, the accumulator variable is updated toZ =Z ⊕ Z(s j+1 ).
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Consider the gaSLS at time point 6 shown in Table 7 . The traversal of gaSLS produces the result tuples z 2 to z 6 , e.g., z 2 = (1, [6, 7), [1, 7) ) and z 3 = (2, [6, 7) , [7, 9) ) (see also Fig. 5a ).
The second step is to update gaSLS with the information from the current event,
, the gaSLS is updated as follows:
New space points not yet in gaSLS are added together with the associated summaries, whereas for existing space points the respective summaries from the event are added to the summary in gaSLS.
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Consider the gaSLS at time 0 in Table 7 . When the sweep line moves to time point 6, the gaSLS is updated with event e 2 from Table 6 . A new entry in gaSLS is created for the space points 7, 9, and 11. The counter for the space point 10 is updated to −1.
Aggregation algorithm
In this section, we describe an efficient plane sweep algorithm for computing SST aggregation queries that uses gaEPS and gaSLS.
Top-level algorithm
Algorithm 2 presents the main algorithm, SSTAgg, which takes an ST relation, R, and a validity rectangle converter, γ , as input and outputs the aggregation result as an ST relation, Res. The algorithm iterates through all road IDs of the input relation and applies a sweep line strategy to compute the aggregates for each road. For each road, rid, two steps are performed: (1) gaEPS is constructed by retrieving all input tuples that match rid, converting them to the query granularity, and inserting them into the list. (2) By traversing gaEPS, the constant rectangles and the aggregation results are computed. 
Loading gaEPS
Algorithm 3 presents the algorithm loadEPS for constructing a gaEPS for an input relation R and a granularity converter γ . After initializing gaEPS to an empty list, the algorithm iterates through the input relation. For each input tuple, r ∈ R, the corner points of the validity rectangle, [r.T s , r.T f ) × [r.S b , r.S e ), are converted to the query granularity, yielding t s , t f , s b , and s e , respectively. Then, gaEPS is updated. First, the start time, t s , is processed. If an event, (t, X), for the start time t s already exists in gaEPS, the summaries for the corner points s b and s e are updated with r ; a new entry is added to X, if no entry exists for a corner point. In the case that no event for time point t s exists in gaEPS, a new event is added which contains the two corner points, s b and s e , with the associated summary. Second, the rectangles's finish time, t f , is processed in a similar way. The only difference is that the summary for s b is subtracted, whereas the summary for s e is added. Table 8 depicts gaEPS after processing tuple r 1 , which at the query granularity is valid in [7, 14) × [1, 10) (cf. Fig. 3b ). It contains two events that represent r 1 's corner time points. Each of the two events stores a set with two space points and associated counters (summary). For instance, the event at time 7 records that at time 7 one tuple starts with a space interval that begins at space point 1 and ends at space point 10. The event at time 14 records that r 1 finishes. Notice that the counters associated to the space points changed sign, which reflects that the sweep line exits the constant rectangle.
Example 14
Traversing gaEPS
Algorithm 4 shows the algorithm traverseEPS that takes as input a gaEPS and returns the aggregation result. The main loop processes the events in gaEPS in chronological 
return gaEPS; Table 8 For that, an accumulator result variable,Z , is initialized to the empty set. Then, gaSLS is traversed, and for each item, (s, Z) ∈ gaSLS, a result tuple is produced with time interval [t − 1, t) and space interval [s − 1, s) and aggregate value that is derived fromZ . Second, gaSLS is updated with the space points and associated summaries, (s, Y ), in X. If for a space point, s, an entry in gaSLS already exists, the summary from the current event is added to the entry; otherwise, a new entry, (s, Y ), is inserted into gaSLS.
Example 15 Figure 8 depicts the evolution of gaSLS together with the produced result tuples during the processing of the first three events in gaEPS. After processing the first event at time 0, gaSLS contains two items with space points 1 and 18, which have been inserted as new items. The space point 10 has been (inserted and then) deleted, since its counter is zero.
Algorithm 4: traverseEPS(gaEPS, F)
Input: granularity aware end point structure gaEPS; Output: ST relation Res; Res ← ∅; t prev ← −1; gaSLS ← ∅; foreach (t, X) ∈ gaEPS do /*Traverse SLS and produce result */ if t prev > −1 then
return Res;
Fig. 8 Evolution of gaSLS and result tuples
No result tuples are produced. Next, traverseEPS enters the main loop and reads the event with time point 6. The traversal of gaSLS produces one result tuple, where the time interval of the validity rectangle is determined by the time of the previous and current events. Then, gaSLS is updated with the three space points with associated counters of the current event. All three space points are not yet in gaSLS, and hence are inserted. The next event at time 7 produces five new result tuples, each with time interval [6, 7) . The update of gaSLS produces no new items, but deletes the item with space point 18.
Complexity analysis
Since gaEPS needs to be accessed in chronological order, we use a self-balancing binary search tree, which has logarithmic seek and insertion time. Similar, we store the space points with the associated summaries, (s, Y ) ∈ X, in a self-balancing binary search tree. The runtime complexity of loadEPS is then O(N * log n * log m), where N = |R| is the number of input tuples, n = |CTP| is the number of distinct corner time points in R, and m = |CSP(t)| is the number of distinct corner space points over all input tuples that are valid at time t. That is, for each input tuple, r ∈ R, we have to update two events in gaEPS, and for each of the two events we have to update the summaries of the two corner points. The set X does not need to be sorted, but an efficient search for identical space points is important. By storing X in a hashmap instead in a tree, the runtime complexity of loadEPS becomes O(N * log n). Our experiments, however, showed that the resize overhead of hashmaps can be quite high. For gaSLS, we use a self-balancing binary search tree, since it needs to be traversed in sort order to produce the aggregation results. For each event in gaEPS, the traversal of gaSLS takes O(m) time. The update with the current event is done in O(log m) time, which yields an overall runtime complexity of O(n * m log m) for traverseEPS.
The space complexity of gaEPS is O(n * m). For each distinct time corner point, t, we need to store an entry for each distinct space corner point over all tuples that are valid at t. The size of gaSLS is O(m).
The size of n and m depends on the query granularity. Let t min and t max (s min and s max ) be the minimum and maximum time corner points (space corner points) in R, respectively, and let |g T q |(|g S q |) be the size of a query time (space) granule. Then, n and m are upper-bounded by
Thus, in the worst case, we have a distinct space end point at each time granule and a distinct space end point at each space granule. With respect to the size N of the input relation, we get
Summarizing, n and m are inversely proportional to the granularity, which means that SSTA benefits from a coarse query granularity. Also, note that m is limited by the length of a road and does not grow along with the number of the streets (i.e., the size of the database).
Implementation details
Time points in gaEPS
In order to efficiently support the loading of gaEPS, we organize it as a self-balancing binary search tree [6] . Each event, (t, X), is represented as a tree node with t as its key. Such an implementation guarantees O(log n) loading time for each tuple, where n is the number of distinct corner time points, i.e., n = |CTP|. The traversal of gaEPS is an in-order traversal of the tree, which can be done in O(n) time. Figure 9 depicts a self-balancing binary search tree that implements gaEPS from Table 6 .
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Space points in gaEPS
Given an event (e, X), we propose two different techniques to efficiently implement X.
gaEPS with Tree-Based Items (gaEPS T ).
Each set X of an event (t, X) is stored as a self-balancing binary search tree. A node in the spacestamp tree represents a pair (s, Y ) , where the space point s is the node's key. Figure 10 depicts a gaEPS T that implements gaEPS from Table 6 . For each item, a number denotes its time point and a string indicates its spacestamp tree pointer. In the figure, we can see the spacestamp tree T 0 of the item with time point 0.
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gaEPS with Hashmap-Based Items (gaEPS H ) An important observation about gaEPS is that the space points and Figure 11 depicts gaEPS H that implements gaEPS from Table 6 . Each item contains a hashmap to store the corner space points and counters.
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gaSLS
We implement gaSLS as a self-balancing binary search tree, which guarantees logarithmic insertion and deletion times as well as linear traversal time. Each item, (s, cnt), is implemented as a tree node with s as the key. Thus, our implementation of gaSLS is similar to the Balanced Tree [17] with the following differences. First, without loosing information, we reduce the number of counters per node from two to one. Second, in addition to the Balanced Tree functionality, we need to be able to decrement counters, which may lead to node deletions (see Sect. 5.3). Figure 12 depicts the implementation of gaSLS at time 7 from Table 7 .
Example 19
Experiments
In this section, we experimentally compare gaEPS and the basic EPS. We present experimental results for the COUNT and MAX aggregation functions. The performance of SUM and MIN is identical to that of COUNT and MAX, respectively. The performance of AVG is very similar to that of COUNT in terms of runtime and memory usage, respectively.
Setup and data
We implemented the plane sweep solution for the evaluation of SSTA as algebra operators (user-defined functions) in the Secondo DBMS [7] . The car movement data are stored as ST relations on disk, whereas the EPS and SLS are constructed in memory while retrieving the data from disk. The experiments were run on a machine with an Intel 1.66 GHz CPU and 1 GB RAM under Ubuntu Linux 9.04 (Jaunty).
For our experiments, we use six different ST relations. Each relation has the following schema: (CID, Speed, RID, T, S), where Speed is used as an aggregation attribute for MAX aggregations. The relations are generated with Brinkhoff's generator for moving objects [5] . Specifically, we simulate GPS logs of cars in the road network of the city of Oldenburg, Germany. The number of roads in the network is around 7K. The number of cars per relation varies from 5K to 30K in steps of 5K. For each relation, the number of distinct corner time points is fixed at 3K, while the number of distinct corner space points varies and is proportional to the number of tuples. The data granularity is 1 s × 0.5 m. The validity time intervals of all tuples are 10 granules long, since each car reports its position every 10 s; the length of the validity space interval varies depending on the car's speed.
gaEPS versus basic EPS
In this experiment, we compare gaEPS and the basic EPS for both runtime and memory usage (using the gaEPS T and the dense gaEPS H variant for COUNT and MAX aggregations, respectively; the two variants demonstrate a very similar performance, see Sect. 7.3). The input relation with 30K cars or 6.5M tuples is used.
Varying the query space granularity
First, we analyze runtime and memory usage when the query space granularity varies between 0 and 500 m. The query time granularity is fixed at 10 s.
Runtime Figure 13a shows the runtime for creating and loading the EPS. For the COUNT function, gaEPS outperforms the basic EPS for all query granularities. This is because gaEPS sorts the events incrementally using a binary tree, and duplicate time points are eliminated, which keeps the list small (max. 3K events). The basic EPS puts all events (13 M) in a very large array and sorts this array. For the MAX function, the situation is similar. gaEPS outperforms the basic EPS for coarse query granularities, though the difference is smaller. The reason is that for the MAX function more complex operations are required to construct gaEPS, which is not required for the basic EPS. The relative advantage of the granularity aware gaEPS over the basic EPS increases logarithmically with the query granularity. This is because the number of distinct space points after granularity conversion is inversely proportional to the query space granularity, whereas the size of the basic EPS is constant. Figure 13b shows the time to traverse the EPS and to compute the aggregation results. Again, gaEPS outperforms the basic EPS, except for the MAX function in combination with a fine query granularity. Each event in gaEPS requires only one update of gaSLS for each distinct space end point, whereas the basic EPS requires two updates for each tuple associated with the event. The traversal time for both, gaEPS and the basic EPS, depends logarithmically on the query space granularity, since the size of the SLS is inversely proportional to the space granule size. The relative advantage of gaEPS with respect to the basic EPS increases with a coarser space granularity. Figure 13c shows the total runtime of SSTAgg. For COUNT, gaEPS clearly outperforms the basic EPS, and the relative advantage of gaEPS increases when the space granularity becomes coarser. The picture is very similar for the MAX function, except for fine query granularities that are close to the data granularity.
Memory Figure 14 compares the main memory requirements of the EPSs. We measure the memory usage for each road and take the maximum. Recall that the memory usage of gaEPS is inversely proportional to the space granularity, while the memory usage of the basic EPS is constant. Only for very small space granularities (less than 12.5 m for the COUNT and 25 m for the MAX function), the basic EPS consumes less space, while for all larger granularities gaEPS requires significantly less memory. For space granules of one hundred meters or more (which seems realistic in many applications), the space consumption of gaEPS is a small fraction of the space required by the basic EPS.
Varying the query time granularity
Next, we analyze the dependency of runtime and memory usage from the query time granularity. The query space granularity is fixed at 500 m, whereas the time granularity varies from 1 to 120 s.
Runtime Figure 15a shows the time it takes to create the EPS structure. gaEPS outperforms the basic EPS regardless of the query time granularity. The relative advantage of gaEPS over the basic EPS increases logarithmically when the query time granularity increases. The reasons for this result are the same as before: gaEPS keeps the list small by storing all tuples with the same time point in one event. Figure 15b shows the time to traverse the EPS and to compute the result tuples. Again, we can see that regardless of the time query granularity gaEPS outperforms the basic EPS. The traversal time of both gaEPS and the basic EPS depend logarithmically on the time query granule size, because the size of the SLS is inversely proportional to the space granule size. However, the relative advantage of gaEPS over the basic EPS increases when the time query granularity size increases. The reason for this is that the total number of inserts/deletes from the SLS is directly proportional to the total number of begin and end space points in the EPS, which is inversely proportional to the time granule size for gaEPS (the fewer time points in gaEPS, the more begin and end space points from the input relation fall under the same element of the spacestamp hashmap/tree) and constant for the basic EPS. Figure 15c shows the total time taken by the SSTA algorithm. As we can see, gaEPS always outperforms the basic EPS and the relative advantage of gaEPS over the basic EPS increases when the time query granule size increases.
Memory Figure 16 compares the main memory usage of the EPS. Given an input relation, we measure the memory usage for each road and then compute the maximum. The memory consumption of gaEPS is inversely proportional to the time granule size, while the memory consumption of the basic EPS is constant. The reason for that is that the number of corner space points in gaEPS is inversely proportional to the time granule size (the fewer time points in gaEPS, the more corner space points from the input relation are grouped in the same element of the spacestamp hashmap/tree), while the number of corner space points in the basic EPS is constant. gaEPS consumes only a small fraction of the memory that is needed by the basic EPS.
Memory usage for larger datasets
In this experiment, we further study the memory-related advantage of gaEPS over the basic EPS, using larger ST relations. Each relation contains data for cars moving for 30 K seconds (i.e., 30 K distinct corner points); the other characteristics are the same as in Sect. 7.1. Again, we measure the memory usage for each road and take the maximum. We show only the MAX aggregation function, since the results for the COUNT function are analogous.
In Fig. 17a , the space query granularity varies, while the time query granularity is fixed at 10 s. In Fig. 17b , the time query granularity varies, while the space query granularity is fixed at 500 m. In both figures, the input relation contains 30K cars (i.e., approx. 65M tuples). For large data sets with significant memory requirements, the basic EPS may become impractically large, and coarsening the query granularity does not help. In contrast, by taking advantage of coarse query granularities gaEPS remains small and scales well for large data sets. In Fig. 17c , the number of cars varies, while the time and space query granularity is fixed at 120 s and space), while the dense hashmap is optimized for speed (at the expense of memory, because the "empty key" is stored in each empty bucket). Both types of hashmap use internal probing (i.e., only one entry, (key, value), per bucket). For details, see [10] .
Runtime Figure 18a compares the loading time of gaEPS. It depends linearly on the number of tuples. Since hashmaps have constant insert/lookup time, one could expect that gaEPS H is faster than gaEPS T . Surprisingly, gaEPS H performs worse than gaEPS T . The reason is the overhead of Google's hashmap implementation: the hashmap is resized (doubled in size) when half of its buckets are full. This is implemented by copying the data into a new hashmap. The Figure 18b compares the time used for computing constant rectangles from a loaded gaEPS. This is done by updating and traversing gaSLS while traversing gaEPS. The traversal time depends linearly on the number of tuples. All the implementations have approximately the same speed. Figure 18c shows the total time for loading gaEPS and computing constant rectangles by traversing gaEPS.
Memory Figure 19 compares the memory used by gaEPS, where we take the maximum memory over all roads. Notice that all implementations are (almost) independent from the number of tuples, and they use only a tiny fraction of the memory that is consumed by the basic EPS (less than 0.015 MB versus approx. 4 MB).
gaEPS T is the least efficient, because of a node pointer overhead in spacestamp trees. For each space point, it uses 20 bytes: 8 bytes for the data (the key pointer and the count) and 12 bytes for the item pointers (left, right, and parent). Thus, the constant overhead per space point is 12 bytes.
The dense hashmap-based gaEPS H is in terms of memory more efficient than gaEPS T . The spacestamp hashmaps use 8 bytes for a filled bucket (the key pointer and the count) and 4 bytes for an empty bucket (the "empty" key). Thus, the average overhead per space point is 4 * n e n f bytes, where n e is the number of empty buckets and n f is the number of filled buckets. The maximum overhead is when the hashmap has just resized and 75% of buckets are empty. Thus, the maximum overhead per space point reaches the overhead of gaEPS T (i.e., 12 bytes), but most of the time it is smaller.
The sparse hashmap-based gaEPS H is the most efficient implementation. It uses 8 bytes for a filled bucket and only 2 bits for an empty bucket, yielding almost no overhead. On average, the sparse hashmap-based gaEPS H uses approximately 45% of the memory that is needed by gaEPS T .
Summarizing, from Figs. 18 and 19, we conclude that both gaEPS T and gaEPS H scale well in terms of runtime (linear) and very well in terms of memory usage (constant).
Summary of the experimental results
We draw the following conclusions from our experimental results. gaEPS takes advantage of coarse query granularities and clearly outperforms the basic EPS, both in terms of runtime and memory usage. For the memory requirements, the improvements are very significant. The memory consumption of gaEPS is independent of the database size and consumes only a tiny fraction of the memory that is required by the basic EPS (which depends on the number of input tuples). As for the different gaEPS implementations, there is a tradeoff between speed and memory usage. The gaEPS T implementation is less memory efficient, but it is the fastest. The sparse hashmap-based gaEPS H consumes least memory, but it is the slowest implementation. The dense hashmap-based gaEPS H is somewhere in the middle: it is slightly slower than gaEPS T , but requires a bit less memory. The insertion time for hashmaps is not constant: the resize overhead is quite significant and linear to the hashmap size.
Conclusions and future work
Many applications of spatiotemporal databases (e.g., traffic data analysis, land management, and weather monitoring) require support for sequenced spatiotemporal aggregation (SSTA). Conceptually, an SSTA query returns one aggregate value for each spatiotemporal granule at the query granularity. Typically, the query granularity is much coarser than the data granularity, because the purpose of such queries is to produce compact summaries. Thus, a query evaluation algorithm must convert from the data granularity to the query granularity. This paper proposes a formal definition of SSTA that includes a data-to-query granularity conversion. Based on a discrete time model and a discrete, 1.5 dimensional space model that represents a road network, we generalize the concept of (time) constant intervals toward constant rectangles that represent maximal rectangles in the spatiotemporal domain over which the aggregation result is constant. We propose an efficient algorithm to compute SSTA queries for the COUNT, SUM, AVG, MIN, and MAX aggregation functions. The algorithm is based on the plain sweep paradigm, which requires two data structures: an event point schedule (EPS) and a sweep line status (SLS). We propose an efficient EPS (termed gaEPS) and an SLS (termed gaSLS), which maintain the corner points of the input tuples together with a compact summary. Our experiments show that the proposed solution takes advantage of coarse query granularities and clearly outperforms a baseline solution, both in terms of memory usage and runtime.
Future work points in several directions. First, the current method performs precise aggregation, that is, a set of spatiotemporal granules is coalesced only if we have exactly the same aggregate value for each granule in the set. We plan to extend our method for approximate aggregation, where a set of spatiotemporal granules is coalesced if the aggregate value of the granule in a set fall into some range. Second, the order in which dimensions are processed is fixed: we sweep along the time dimension. It would be interesting to develop a cost model that helps to determine along which dimension to sweep. Third, currently each query is processed from scratch, without reusing results of previous queries. We want to develop techniques for the incremental maintenance of query results. Fourth, it would be interesting to run experiments on real-world GPS logs and provide a diskbased implementation of our method. Finally, the current method does double-counting (i.e., the same data is sometimes counted (or summed, depending on the used aggregation function) several times). It would be interesting to develop solutions that avoid double-counting.
