We present the new method ''multiconfigurational molecular dynamics with quantum transitions'' ͑MC-MDQT͒ for the simulation of processes involving multiple proton transfer reactions. MC-MDQT is a mixed quantum/classical molecular dynamics method that allows the quantum mechanical treatment of the nuclear motion of multiple hydrogen atoms and accurately describes branching processes ͑i.e., processes involving multiple channels or pathways͒. MC-MDQT is based on the surface hopping method MDQT, which has already been applied to single proton transfer reactions in solution, where the nuclear motion of only the hydrogen atom being transferred is treated quantum mechanically. The direct extension of MDQT to multiple proton transfer reactions, where many hydrogen atoms must be treated quantum mechanically, is not computationally practical. In MC-MDQT a multiconfigurational self-consistent-field method is combined with MDQT to allow the quantum mechanical treatment of multiple hydrogen atoms while still including the significant correlation. The adiabatic states are expanded in a basis set of single configurations, which are products of one-particle states calculated using effective Hamiltonians derived from the occupied adiabatic state. Thus the one-particle states and the multiconfigurational adiabatic states must be calculated self-consistently. Both the MC-MDQT and the full basis set expansion MDQT methods are applied to a model system comprised of two quantum protons moving in double well potentials and one classical harmonic solvent degree of freedom. The results show that MC-MDQT incorporates the significant correlation and accurately describes branching processes. The MC-MDQT method is also used to study model systems comprised of three quantum protons and one classical solvent degree of freedom.
I. INTRODUCTION
Multiple proton transfer reactions play a vital role in many important chemical and biological processes. For example, double proton transfer occurs in DNA base pairs such as the adenine-thymine base pair. 1 Moreover, in the proton pumping mechanisms of transmembrane proteins such as bacteriorhodopsin 2 and photosynthetic reaction centers, 3 protons are transported across a membrane through a series of proton transfer steps involving the side chains of amino acid residues in the protein and water molecules. In addition, a wide range of enzyme reactions, including serine proteases, 4 alcohol dehydrogenases, 5 and carbonic anhydrases, 6 require multiple proton transfer reactions.
The computer simulation of proton transfer reactions in the condensed phase is particularly challenging because the light mass of the hydrogen atom being transferred gives rise to significant quantum mechanical effects. 7 Classical molecular dynamics simulations, in which all of the nuclei move classically, have provided insight into important aspects of proton transfer reactions, such as the role of solvent fluctuations. 8 Classical molecular dynamics, however, is incapable of describing the quantum mechanical behavior of the hydrogen atom. Unfortunately a fully quantum mechanical treatment of all of the nuclei is computationally infeasible for systems involving more than a few atoms. As a result, a number of mixed quantum/classical molecular dynamics methods, in which a few nuclei are treated quantum mechanically and the remaining nuclei are treated classically, have been developed and applied to proton transfer reactions in solution. Most of these methods have been applied to single proton transfer reactions, where only one hydrogen atom is treated quantum mechanically, and are not easily extendable to processes involving multiple proton transfer steps, where many hydrogen atoms must be treated quantum mechanically. Methods based on the Feynman path integral formalism [24] [25] [26] [27] [28] [29] [30] have been utilized to treat multiple hydrogen atoms quantum mechanically, but typically these methods are useful for studying equilibrium rather than dynamical properties. One notable exception is the recently developed centroid molecular dynamics method, 29, 30 which is a dynamical method based on the path centroid variable in Feynman path integration. In this paper, we present an alternative approach for the simulation of multiple proton transfer reactions based on the surface hopping method ''molecular dynamics with quantum transitions'' ͑MDQT͒. [31] [32] [33] [34] In the formulation of MDQT for a single proton transfer reaction, 31 the hydrogen atom being transferred is treated quantum mechanically while the remaining degrees of freedom in the system are treated classically. The hydrogen atom moves in a potential dictated by the positions of the classical particles, with proper feedback of the quantum particle on the classical forces. At each time step of the molecular dynamics simulation ͑i.e., for each new classical configuration͒ the adiabatic proton quantum states are calculated by solving the time-independent Schrödinger equation. The proton remains in a single adiabatic quantum state except for the possibility of instantaneous switches from one state to another. The algorithm used to determine when such a switch occurs ensures that for a large ensemble of trajectories, the fraction in any state at any time is the quantum probability as determined by integration of the time-dependent Schrödinger equation. Since each trajectory in the ensemble follows a single path, MDQT can accurately describe branching processes ͑i.e., processes involving multiple channels or pathways͒. MDQT has been applied to a model proton transfer reaction in solution, where only one hydrogen atom was treated quantum mechanically. 31 Unfortunately, the direct extension of MDQT to processes involving multiple proton transfer steps does not appear to be computationally feasible.
One method that allows the quantum mechanical treatment of multiple nuclei is the time-dependent self-consistentfield ͑TDSCF͒ method. [35] [36] [37] [38] In TDSCF, an N-particle wave function is approximated as a product of N single-particle wave functions. In this way, the N-particle time-dependent Schrödinger equation can be separated into N coupled single-particle equations of motion, which leads to substantial computational savings. Each quantum particle moves in a time-dependent mean potential that is obtained by averaging over the motion of all of the other quantum particles in the system. Typically the single-particle equations of motion and the mean potentials in which the quantum particles move must be solved self-consistently. In the application of TDSCF to mixed quantum/classical systems ͑often called the Q/C TDSCF method 23, 37, 38 ͒ the classical particles move in a time-dependent mean potential obtained by averaging over the motion of all of the quantum particles in the system. The advantages of TDSCF are its simplicity and computational speed. One limitation of TDSCF is that it cannot properly describe branching processes. 39, 40 TDSCF has been extended to incorporate correlation among the quantum particles [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] using, for example, multiconfigurational TDSCF methods, [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] but not in the context of mixed quantum/ classical simulations.
The accurate description of branching processes is critical in proton transfer reactions because typically there are two distinct states of very different character ͑i.e., one ionic and one covalent͒, and the system must experience different forces from each of these two distinct states. Figure 1 provides a one-dimensional schematic illustration of a branching process for a single proton transfer reaction. Each double well potential curve represents the potential in which the hydrogen atom moves for a particular classical configuration. ͑In this paper the configurations will be labeled as follows: L indicates that the left well is lower than the right well, R indicates that the right well is lower than the left well, and S indicates that the double well potential is symmetric. The label 1 indicates that the lowest energy adiabatic state is occupied, and the label 2 indicates that the second lowest energy adiabatic state is occupied.͒ In Fig. 1 , the system starts in configuration L1, where the left well is lower than the right well and state 1 is occupied. Then the classical particles move so that the double well potential becomes symmetric ͑S1͒. At this point, either the adiabatic ͑A͒ or the nonadiabatic ͑N͒ branch can be followed. In the adiabatic branch, the system remains in the ground state, and the proton tunnels through the barrier, ending up in configuration R1. In the nonadiabatic branch, the system switches from state 1 to state 2 ͑S2͒, and the proton does not tunnel through the barrier, ending up in configuration R2. Mean field methods such as TDSCF, where the system follows an average path ͑i.e., the system could end up in a mixture of R1 and R2͒, do not describe this type of branching process correctly. 39, 40 In contrast, since MDQT involves running a large number of trajectories, where each trajectory follows a single path, MDQT can describe branching processes accurately. [31] [32] [33] In this paper we combine MDQT with a multiconfigurational self-consistent-field ͑MC-SCF͒ formulation in order to develop a new method that allows the quantum mechanical treatment of multiple hydrogen atoms and that accurately describes branching processes. As in MDQT, the system always remains in a single adiabatic state except for the possibility of instantaneous switches from one state to another, and the classical particles experience forces derived from only the occupied adiabatic state. In order to include the significant correlation among the quantum mechanical particles, the adiabatic states are multiconfigurational ͑i.e., each one is a linear combination of products of 1-particle states͒. The 1-particle states are calculated using effective Hamiltonians that are derived from the occupied multiconfigurational adiabatic state. Thus, the 1-particle states and the multicon-FIG. 1. Schematic one-dimensional illustration of a branching process for a single proton transfer reaction. Each double well potential curve represents the potential in which the hydrogen atom moves for a particular classical configuration. The lowest two adiabatic proton quantum states are shown for each potential curve, and the occupied adiabatic state is indicated with a solid line. The potential curves are labeled using the following notation: L indicates that the left well is lower than the right well, R indicates that the right well is lower than the left well, and S indicates that the double well potential is symmetric. 1 indicates that the lowest energy adiabatic state is occupied, and 2 indicates that the second lowest energy adiabatic state is occupied. Thus L1 indicates that the left well is lower and the lowest energy adiabatic state is occupied. The pathways are labeled with an A for adiabatic and an N for nonadiabatic.
figurational adiabatic states must be calculated selfconsistently. For each trajectory, both the classical particles and the protons move according to forces derived from only the occupied adiabatic state, so branching processes can be described properly. This is the first time that surface hopping and MC-SCF methods have been combined and the first application of such a method to multiple proton transfer reactions. Moreover, the MC-SCF formulation described in this paper could also be used in conjunction with other surface hopping methods. [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] An outline of this paper is as follows. In Sec. II, we summarize the MDQT method and present the new MC-MDQT method. In Sec. III, we describe the application of MC-MDQT to model systems. We summarize our results in Sec. IV.
II. METHODS

A. MDQT
Assume that the system of interest is comprised of N quantum mechanical particles ͑with coordinates and momenta denoted by r and p, respectively͒ and N cl classical particles ͑with coordinates and momenta denoted by R and P, respectively͒. The total Hamiltonian is
where the total potential energy is V(R,r) and the masses are M I and m i for the classical and quantum particles, respectively.
For each configuration R of the classical particles, the quantum states ⌽ n (R;r) and energies ⑀ n (R) can be calculated by solving the Schrödinger equation
where
In the standard adiabatic method for molecular dynamics, the system is assumed to remain in a single adiabatic quantum state k, and the classical particles move according to the Hamiltonian
For many interesting systems, however, the adiabatic approximation is invalid, so the development of methods that incorporate transitions among the quantum states is crucial. In MDQT the wave function ⌿(R,r;t) that describes the quantum mechanical state at time t is expanded in terms of L orthonormal Born-Oppenheimer wave functions ⌽ n (R;r):
where C n (t) are complex-valued expansion coefficients ͑i.e., quantum amplitudes͒. The quantum amplitudes C n (t) are propagated in time by integrating the time-dependent Schrö-dinger equation, which can be written in the following form:
and the nonadiabatic coupling vector d k j (R) is defined as
The brackets denote integration over only the quantum mechanical coordinates r.
Note that in the Q/C TDSCF method 23, 37, 38 the classical particles would move in a mean potential obtained by averaging the total potential over the time-dependent wave function
ϩ͗⌿͑R,r;t ͉͒H q ͉⌿͑R,r;t ͒͘. ͑9͒
Since the classical particles follow an average path derived from a mixture of adiabatic states, this approach cannot properly describe branching processes. In contrast, in MDQT the system is always in a particular adiabatic quantum state k, and the classical particles move in a potential obtained by averaging the total potential over only this occupied adiabatic state ͓i.e., according to the Hamiltonian in Eq. ͑4͔͒. MDQT incorporates instantaneous transitions from one adiabatic state to another using a probabilistic algorithm which ensures that for a large ensemble of trajectories, the fraction in a given state j at a given time t is the quantum probability ͉C j (t)͉ 2 . 33 Since a large number of trajectories are run, where each trajectory follows a single path, branching processes are described accurately.
An outline of the MDQT algorithm is as follows, where ⌬ is the length of each time step and s is an integer representing the current time step ͑i.e., the total time elapsed is tϭs⌬):
Step 1. Initialize the system by calculating first the adiabatic proton quantum states and then the forces on the classical particles ͑derived from the occupied adiabatic state k) for the initial classical configuration at tϭ0.
Step 2. Integrate the classical equations of motion from tϭ(sϪ1)⌬ to tϭs⌬ to obtain the classical configuration at tϭs⌬.
Step 3. Calculate the adiabatic proton quantum states for the classical configuration at time tϭs⌬ by solving the timeindependent Schrödinger equation.
Step 4. Calculate the forces on the classical particles ͑derived from the occupied adiabatic state k) at time tϭs⌬.
Step 5. Integrate the time-dependent Schrödinger equation from tϭ(sϪ1)⌬ to tϭs⌬ to obtain the quantum amplitudes at time tϭs⌬.
Step 6. Calculate the switching probability for all included states j using the algorithm described in Refs. 31 and 33.
Step 7. Generate a random number and determine whether a switch to any state j should be invoked according to the switching probabilities.
Step 8. If no switch should occur, go back to Step 2. If a switch from k to kЈ should occur, adjust the velocities to conserve energy ͑as described in Refs. 31 and 33͒, switch states, and go back to Step 2. If the required velocity reduction is greater than the component of the velocity to be adjusted, reverse the velocity component along the nonadiabatic coupling vector without switching states ͑as described in Ref. 31͒ and go back to Step 2.
MDQT has been shown to be computationally practical for single proton transfer reactions in solution. 31, 32 However, the direct application of MDQT to multiple proton transfer reactions is problematic because the calculation of the adiabatic states ͓i.e., solution of Eq. ͑2͔͒ becomes intractable. For a single proton transfer reaction, Eq. ͑2͒ can be solved by expanding the adiabatic wave functions in a set of K normalized single-particle basis functions ͕ ␣ (r)͖
The direct application of MDQT to multiple proton transfer reactions is to expand the adiabatic states ⌽ j (R;r) in a basis set of N-particle basis functions ␣ (r)
where the N-particle basis functions ␣ (r) are products of the 1-particle basis functions
Note that in Eq. ͑12͒, ␣ represents a set of indices ͕␣(1),␣(2), . . . ,␣(N)͖, where ␣(i) indicates one of the K basis functions for proton i. ͑For simplicity we are assuming that each proton has K basis functions associated with it, although this number could be different for each proton.͒ This full basis set expansion is computationally intractable for multiple proton transfer reactions in the condensed phase because the number of N-particle basis functions for the expansion in Eq. ͑11͒ is K N , so the solution of Eq. ͑2͒ becomes impractical.
B. MC-MDQT
In MC-MDQT this obstacle is surmounted using an MC-SCF formulation, where the adiabatic states ⌽ j (R;r) are expanded in a basis set of Q single configurations n (r)
Here, n represents a particular configuration that corresponds to a set of indices ͕n(1),n(2), . . . ,n(N)͖, where n(i) indicates one of the 1-particle adiabatic states for proton i. The 1-particle wave functions n i (r i ) are the adiabatic states for proton i moving in a potential derived from the occupied adiabatic state ⌽ k (R;r)
and
where the brackets indicate integration over all quantum coordinates except i, and k indicates the occupied adiabatic state as determined using MDQT. Thus, each proton moves according to a potential derived from the occupied N-particle adiabatic state, which in general is multiconfigurational ͑i.e., a mixture of single configurations͒. Since the 1-particle wave functions depend on the multiconfigurational adiabatic states ͓Eqs. ͑15͒-͑17͒͒, and the multiconfigurational adiabatic states depend on the 1-particle wave functions ͓Eqs. ͑13͒ and ͑14͔͒, these equations are solved by iterating the following steps until self-consistency ͑starting with an initial guess for the expansion coefficients c n␣ i and d kn ):
Step A. Calculate h eff i using Eq. ͑17͒ for all protons i.
Step B. Calculate the 1-particle wave functions n i (r i ) ͑i.e., calculate c n␣ i ) for all i by solving Eq. ͑15͒ after substituting Eq. ͑16͒.
Step C. Calculate the N-particle wave functions ⌽ j (R;r) ͑i.e., calculate d jn ) by solving Eq. ͑2͒, after substituting Eqs. ͑13͒ and ͑14͒.
The MDQT algorithm proceeds exactly as outlined in Sec. II A except that in Step 3 we use this multiconfigurational self-consistent-field ͑MC-SCF͒ method to calculate the adiabatic states ⌽ j (R;r) rather than a full basis set expansion. The MC-SCF method is much faster because the N 1-particle eigenvalue equations ͓Eqs. ͑15͔͒ involve matrices of dimension K ͑the number of 1-particle basis functions associated with each proton͒, and the N-particle eigenvalue equation ͓Eq. ͑2͔͒ involves a matrix of dimension Q ͑the number of included configurations͒. In comparison, in the full basis set expansion the eigenvalue equation ͓Eq. ͑2͔͒ involves a matrix of dimension K N . As will be discussed below, for many applications QϽϽK N , so MC-MDQT will be significantly faster than the full basis set expansion MDQT.
One important characteristic of MC-MDQT is that far from any branching processes the N-particle adiabatic states are simply single configurations ͑i.e., for each j, d jn is unity for one particular n and is zero for all other n). In this case the classical particles and the protons move in a potential derived from a single configuration ͑i.e., a single product of 1-particle adiabatic states͒. In other words, except for during branching processes, each proton can be assigned to a single 1-particle adiabatic state. Only during a branching process such as that shown in Fig. 1 do the N-particle adiabatic states become multiconfigurational, in which case the classical particles and the protons experience forces derived from a mixture of single configurations. This multiconfigurational mixing is crucial to the accurate incorporation of correlation during branching processes. On the other hand, the single configurational character of the N-particle adiabatic states before and after the branches allows the accurate description of such branching processes.
In addition, this characteristic of MC-MDQT can be exploited in order to decrease the number of included configurations for some applications. For this purpose we define a ''reference configuration'' as the single configuration associated with the N-particle adiabatic state before a branching process. The reference configuration should be determined after each branching process and will change throughout the simulation. We also define an ''n-excitation'' configuration as a configuration where n 1-particle states are different from the respective 1-particle states in the reference state. If l 1-particle adiabatic states are included for each of the N quantum protons, and all possible n-excitation configurations are included, then the number of included configurations is Qϭl N . If each proton is correlated to only a fraction of the other protons, however, then we could reduce the number of configurations by including only up to q-excitation configurations, where q is less than the total number of quantum protons. Note that the specific configurations included will vary throughout the simulation as the reference configuration changes. This reduction of configurations will be critical in the application of MC-MDQT to systems in which a large number of the nuclei must be treated quantum mechanically.
III. APPLICATION TO MODEL SYSTEMS
A. Description of model
In order to test the accuracy and applicability of MC-MDQT, we studied several model systems. The general Hamiltonian that we considered is
where there are N quantum protons with mass mϭ1 amu and one solvent degree of freedom with mass M ϭ100 amu. The quantum protons are moving in double well potentials
͑19͒
with a 0 ϭ565 Å Ϫ2 kcal/mol and c 0 ϭ9975 Å Ϫ4 kcal/mol, which corresponds to a barrier height of 8 kcal/mol, minima
with M ϭ100 amu and ϭ100 cm Ϫ1 . The solvent degree of freedom is linearly coupled to one proton
where k qc ϭ83.33 Å Ϫ2 kcal/mol. The quantum protons are also linearly coupled to each other V͑r i ,r j ͒ϭϪki j r i r j , ͑22͒
where ki j can be different for each pair of quantum protons and will be specified for each model studied. ͑Ref. 70 suggests that linear coupling between protons is physically reasonable for modelling systems such as multiple proton transfer reactions in chains of water molecules.͒
B. Numerical methods
The basis functions were of the form of the solutions for a quantum mechanical simple harmonic oscillator
where is an integer, H (x) is a Hermite polynomial, and the index i on the basis function represents a pair of values for and r 0 . For each proton we used a total of 12 basis functions, consisting of two sets of 6 basis functions, centered at r 0 ϭϮ0.24 ͑approximately the minima of the two wells͒. All 12 basis functions had ␣ϭ7.732 Å Ϫ1 , which corresponds to a proton oscillating harmonically with a frequency of ϭ2000 cm Ϫ1 . We included only the two lowest adiabatic quantum states for each proton.
We used the numerical methods described in Ref. 31 for calculating the nonadiabatic coupling and the switching probabilities. Moreover, as in Ref. 31 , the matrix elements were calculated numerically using Simpson's method, 72 the classical equations of motion were integrated using the velocity Verlet algorithm, and the time-dependent Schrödinger equation was integrated using the fourth-order Runge-Kutta method. We used the multiple time step method described in Ref. 31 where the time step for integrating the classical equations of motion was 100 times larger than the time step for integrating the time-dependent Schrödinger equation.
C. Results
One quantum proton
We first consider the model in which there is one solvent degree of freedom coupled to one proton, so the Hamiltonian is
ϩV c ͑ R s ͒ϩV qc ͑r 1 ,R s ͒. ͑24͒ Figure 2 depicts the adiabatic potential energy curves as a function of the solvent degree of freedom R s . For R s Ͻ0, the left well of the double well potential in which the proton moves is lower in energy ͑L1 and L2͒, for R s Ͼ0 the right well is lower in energy ͑R1 and R2͒, and for R s ϭ0 the double well potential is symmetric. Figure 1 schematically shows the branching process that occurs when R s is varied from Ϫ0.1 to ϩ0.1 for this model system, assuming the system starts in the ground state ͑L1͒. As R s approaches zero, the potential becomes more symmetric, and as R s becomes positive, either the adiabatic ͑A͒ or the nonadiabatic ͑N͒ path can be followed. In the adiabatic path, the system stays in the ground state and the proton tunnels through the barrier ͑R1͒. In the nonadiabatic path, the system switches from the ground state to the first excited state, and the proton does not tunnel through the barrier ͑R2͒. As shown in Fig. 2 , the solvent experiences very different forces depending on the path ͑leading to R1 or R2͒ that is followed. In Q/C TDSCF, the system would follow an average path ͑due to a mixture of R1 and R2͒, so the solvent would experience an average force and the branching process would not be described accurately. In MDQT, each trajectory follows a single path, so the solvent always experiences a force due to a single potential curve in Fig. 2 . Moreover, for a large number of trajectories, the fraction that follows each path is equal to the quantum probability as determined by integrating the time-dependent Schrödinger equation. Thus, MDQT can describe this type of branching process correctly. Reference 33 shows that MDQT agrees with fully quantum mechanical wave packet calculations for several two-state one-dimensional model systems.
Two quantum protons
Now we turn to a model including two protons and one solvent degree of freedom, where only proton 1 is coupled to the solvent. The Hamiltonian for this system is
First we consider the case where k12 ϭ0, so the protons are not coupled to each other ͑i.e., proton 2 is not coupled to anything at all͒. Figure 3͑a͒ shows the adiabatic potential curves as a function of R s , where the notation is analogous to that previously described. In this case, proton 2 moves in a symmetric potential that does not change with R s . On the other hand, proton 1 is coupled to the solvent, so for R s Ͻ0 the left well is lower and for R s Ͼ0 the right well is lower, as in Fig. 2 . Thus, Fig. 3͑a͒ consists of two copies of the potential curves in Fig. 2 , and the energy splitting between the two copies is equal to the splitting between the symmetric states S1 and S2 for proton 2. Furthermore, if R s is varied from Ϫ0.1 to ϩ0.1, then if the system starts in configuration L1S1 it will branch into configurations R1S1 and R2S1, whereas if the system starts in configuration L1S2 it will branch into configurations R1S2 and R2S2.
We next consider the case where the protons are coupled to each other with k12 ϭ14.35 Å Ϫ2 kcal/mol. Since proton 2 is coupled to proton 1, which is coupled to the solvent, proton 2 is indirectly coupled to the solvent and changes with R s . Figure 3͑b͒ depicts the adiabatic potential curves as a FIG. 2. Adiabatic potential energy curves as a function of the solvent coordinate R s for a system including one quantum proton coupled to one solvent degree of freedom with the Hamiltonian in Eq. ͑24͒. The curves are labelled using the notation from Fig. 1.   FIG. 3 . Adiabatic potential energy curves as a function of the solvent coordinate R s for a system including two quantum protons and one solvent coordinate, where only proton 1 is coupled to the solvent, with the Hamiltonian in Eq. ͑25͒. The notation is analogous to that in Fig. 1 , so, for example, L2R1 indicates that for proton 1 the left well is lower and state 2 is occupied and for proton 2 the right well is lower and state 1 is occupied. ͑a͒ The protons are not coupled to each other ͑i.e., k12 ϭ0). ͑b͒ The protons are coupled to each other with k12 ϭ14.35Å Ϫ2 kcal/mol. function of R s . Figure 4 is a schematic picture of the branching process that occurs when R s changes from Ϫ0.1 to ϩ0.1, assuming that both protons start out in their ground states ͑L1L1͒. Since proton 1 is coupled to the solvent, it will change from the L configuration to the R configuration. There are three possible pathways. In the first two pathways, proton 1 is adiabatic ͑A͒, so it stays in the ground state and tunnels through the barrier, ending up in configuration R1. When proton 1 is adiabatic, the coupling of proton 1 to proton 2 causes proton 2 to also change from the L configuration to the R configuration. Proton 2 can be either adiabatic ͑the AA branch͒ or nonadiabatic ͑the AN branch͒. In the third pathway proton 1 is nonadiabatic, so it switches to the second state and does not tunnel through the barrier, ending up in configuration R2. In this case, proton 2 does not experience a significantly different potential and remains in configuration L1. This third pathway is labelled the NU branch, where the U indicates that proton 2 is unchanged. This branching process can be followed in Fig. 3͑b͒ , starting in configuration L1L1 for negative R s and branching to the three configurations R1R1, R1R2, and R2L1 as R s becomes positive. Figure 3͑b͒ shows that the forces experienced by the solvent are different for the various branches, indicating that any type of average path will be inadequate for describing this type of branching process. In MDQT, the system will hop from one curve to another. Typically these hops will occur at the avoided curve crossings and will become more probable as the solvent velocity increases. In order to test the accuracy of MC-MDQT, we performed the following simulations for both the full basis set expansion MDQT and for MC-MDQT. For both the full basis set expansion MDQT and MC-MDQT, we included four N-particle adiabatic states in the expansion in Eq. ͑5͒, i.e., Lϭ4. For the MC-MDQT calculations, we included two 1-particle adiabatic states for each quantum proton and four single configurations in the expansion in Eq. ͑13͒, i.e., Qϭ4. For each trajectory, we started the system at R s ϭϪ0.1 in configuration L1L1 with a specified initial velocity v 0 and ran the simulation until both ͉R s ͉Ͼ0.1 and the system was in one of the four ''stable'' configurations: L1L1, L1L2, R1R1, or R1R2. We used a time step of 0.002 ps for the integration of the classical equations of motion. We ran a large number of trajectories ͑1000 for the full basis set expansion MDQT and 10000 for MC-MDQT͒ and calculated the fraction that ended up in each of these four configurations for five different starting velocities. ͑Note that even for two quantum protons MC-MDQT, which involves 12 one-dimensional basis functions for each proton, is significantly faster than the full basis set expansion MDQT, which involves 144 two-dimensional basis functions.͒
The results for these simulations are shown in Fig. 5 . For v 0 ϭ4.0 Å/ps, the system has enough energy to switch to the second adiabatic state and to reach the R1R2 configuration, but not enough energy to switch to the third adiabatic state. As shown in Fig. 5 , for v 0 ϭ4.0 Å/ps the most probable pathway is to switch to state 2 and to end up in configuration FIG. 4 . Schematic one-dimensional illustration of a branching process for the double proton transfer reaction with adiabatic potential energy curves shown in Fig. 3͑b͒ . This branching process results from varying R s from Ϫ0.1 to ϩ0.1, assuming that the system starts in configuration L1L1. The pathways are labeled with A for adiabatic, N for nonadiabatic, and U for unchanged, so AN indicates that proton 1 is adiabatic and proton 2 is nonadiabatic. R1R2. For v 0 ϭ4.4 Å/ps and v 0 ϭ4.8 Å/ps, the system has enough energy to switch to the third adiabatic state but not enough energy to switch to the fourth adiabatic state. In this case there are many pathways with similar probabilities, and the balance among them leads to the results shown in Fig. 5 . As the initial velocity is increased to v 0 ϭ5.2 Å/ps and v 0 ϭ5.8 Å/ps, the most probable pathway is the completely nonadiabatic one, i.e., to switch from state 1 to state 2 to state 3, and then after the velocity reverses to switch from state 3 to state 2 to state 1, ending up back in L1L1. The agreement between MDQT and MC-MDQT shows that MC-MDQT is incorporating the significant correlation and is capable of describing these types of branching processes.
In order to focus specifically on the correlation between quantum mechanical particles, we also studied the pure quantum mechanical system consisting of only two protons with a time-dependent potential. The Hamiltonian for this system is
where R s (t) is now simply a time-dependent function ͑such as an applied field͒ that will be varied as described below. Once again, k12 ϭ14.35 Å Ϫ2 kcal/mol. Note that this is no longer a mixed quantum/classical system, but rather is a purely quantum mechanical system that could be solved using a number of methods designed for such purposes. Thus the results of this application of MC-MCQT can be compared to a fully quantum mechanical calculation in order to determine how well MC-MDQT incorporates correlation between quantum mechanical particles.
We performed the following simulations for both the full basis set expansion quantum mechanical calculation and for MC-MDQT. We started the system with R s (t)ϭϪ0.1 in configuration L1L1 and then increased R s (t) with constant velocity v c until R s (t)ϭϩ0.1. We then determined the quantum probability for each of the available configurations at R s (t)ϭϩ0.1 ͑i.e., R1R1, R1R2, R2L1, and R2L2͒ for values of v c ranging from v c ϭ0.1 Å/ps to v c ϭ10.0 Å/ps. We used a time step such that the product of v c and the time step was 0.001 Å. For the full basis set expansion quantum mechanical calculation, we simply integrated the timedependent Schrödinger equation for a single trajectory and obtained the quantum probabilities at R s (t)ϭϩ0.1. For MC-MDQT we ran 1000 trajectories and calculated the fraction that ended up in each of these four configurations at R s (t)ϭϩ0.1. The results of these simulations are shown in Fig. 6 , where R2L2 is omitted since the quantum probability was always less than 0.01. For small velocities the purely adiabatic pathway to R1R1 is most probable and the purely nonadiabatic pathway to R2L1 is least probable. As the velocity is increased, however, the adiabatic pathway becomes least probable and the nonadiabatic pathway becomes most probable. The mixed adiabatic/nonadiabatic pathway to R1R2 is most probable at intermediate velocities. The quantitative agreement between MC-MDQT and the exact quantum mechanical calculations shows that MC-MDQT incorporates the significant correlation between the two quantum mechanical degrees of freedom. In addition, we are currently applying fully quantum mechanical wave packet propagation methods to the Hamiltonian in Eq. ͑25͒ to study the surface hopping aspects of MC-MDQT ͑i.e., the evolution of the solvent degree of freedom͒ for these types of multiple proton transfer reactions.
Three quantum protons
In order to study the effects of increasing the number of quantum protons, we studied two systems with three quantum protons. Since the full basis set expansion MDQT method is computationally impractical for three quantum protons, we used the MC-SCF procedure ͑assuming the system remains in the ground adiabatic state͒ in order to generate the adiabatic potential curves as a function of the solvent coordinate R s . In both systems, only proton 1 is coupled to the solvent. In the first system, both proton 2 and proton 3 are coupled to proton 1, which is coupled to the solvent, so the Hamiltonian is Fig. 7͑a͒ . If R s is varied from Ϫ0.1 to ϩ0.1, and the system starts in the ground state L1L1L1, then the system branches into five different pathways. The AAA pathway leads to configuration R1R1R1, the AAN and ANA pathways lead to the degenerate configurations R1R1R2 and R1R2R1, the ANN pathway leads to the configuration R1R2R2, and the NUU pathway leads to the configuration R2L1L1. In general, if we have a system consisting of nϩ1 protons, and n of these protons are coupled to proton 1, which is coupled to the solvent, then the n-excitation configurations must be included. For ex- FIG. 6 . Quantum probability for the three lowest configurations at R s ϭϩ0.1, where each trajectory is started at R s ϭϪ0.1 in configuration L1L1 and R s is increased with constant velocity v c . The system consists of two quantum protons and a time-dependent potential with Hamiltonian given in Eq. ͑26͒ and adiabatic potential energy curves similar but not identical to those shown in Fig. 3͑b͒ ample, if proton 1 switches from the L to R configuration, proton 1 could be nonadiabatic, in which case the other n protons will be unchanged, or proton 1 could be adiabatic, in which case each of the other protons can be either adiabatic or nonadiabatic. This leads to a total of 2 n ϩ1 pathways. In order to show that MC-MDQT is feasible for three quantum protons we performed the following simulation. We included eight N-particle states in the expansion in Eq. ͑5͒ ͑i.e., Lϭ8), two 1-particle adiabatic states for each quantum proton, and eight single configurations in the expansion in Eq. ͑13͒ ͑i.e., Qϭ8). For each trajectory, we started the system at R s ϭϪ0.1 in configuration L1L1L1 with initial velocity v 0 ϭ4.8 Å/ps and ran the simulation until both ͉R s ͉Ͼ0.1 and the system was in one of the eight stable configurations: L1L1L1, L1L1L2, L1L2L1, L1L2L2, R1R1R1, R1R1R2, R1R2R1, or R1R2R2. We used a time step of 0.001 ps for the integration of the classical equations of motion and ran 1000 trajectories. Table I enumerates the fraction of trajectories that ended up in each of the eight stable configurations. We did not perform the analogous simulation using the full basis set expansion MDQT method because this was computationally impractical.
In the second system, proton 3 is coupled to proton 2, which is coupled to proton 1, which is coupled to the solvent. The Hamiltonian for this system is Fig. 7͑b͒ . If R s is varied from Ϫ0.1 to ϩ0.1, and the system starts in the ground state L1L1L1, then the system branches into four pathways. The AAA pathway leads to configuration R1R1R1, the AAN pathway leads to configuration R1R1R2, the ANU pathway leads to configuration R1R2L1, and the NUU pathway leads to configuration R2L1L1. In general, if we have a chain of n proton transfer reactions, where each proton i is coupled to protons iϩ1 and iϪ1, and only proton 1 is coupled to the solvent, then we do not have to include all n excitations. In particular, consider the situation where proton 1 switches from the L to R configuration. In this case, if the first i protons are adiabatic and the iϩ1 proton is nonadiabatic, then the remaining protons will be unchanged. Thus, the number of pathways will be nϩ1. For example, for nϭ5, if proton 1 switches from the L to R configuration, then the system can follow these pathways: AAAAA, AAAAN, AAANU, AANUU, ANUUU, NUUUU. Since each pathway involves at most a single excitation, the number of included configurations can be significantly decreased for this type of system. Complications will arise for systems involving many classical degrees of freedom, but these general principles should allow the reduction of the number of included configurations. This aspect of MC-MDQT will be explored in future work. The model systems studied in this paper were chosen for their conceptual simplicity in order to aid in the development of the MC-MDQT method. We are currently applying MC-MDQT to more physically meaningful systems, such as proton transport along linear chains of hydrogen-bonded water molecules.
IV. SUMMARY
We have presented a new method MC-MDQT for simulating processes involving multiple proton transfer reactions in the condensed phase. In MC-MDQT, each trajectory fol- FIG. 7 . Adiabatic potential energy curves as a function of the solvent coordinate R s for a system consisting of three quantum protons and one solvent coordinate, where only proton 1 is coupled to the solvent. The notation is analogous to that in Fig. 3 . ͑a͒ Proton 2 and proton 3 are coupled to proton 1, with the Hamiltonian in Eq. ͑27͒ ͑b͒ Proton 3 is coupled to proton 2, which is coupled to proton 1, with the Hamiltonian in Eq. ͑28͒. lows a single path, i.e., the system always remains in a single N-particle adiabatic state except for the possibility of instantaneous switches from one state to another. The fraction of trajectories that follows each path is the quantum probability, as determined by integration of the time-dependent Schrö-dinger equation. Both the classical particles and the quantum mechanical protons move according to forces derived from the occupied N-particle adiabatic state. Thus branching processes are described accurately. Moreover, the N-particle adiabatic states are expanded in a basis set of single configurations, which are products of 1-particle adiabatic states derived from effective 1-particle Hamiltonians. This MC-SCF formulation of the quantum mechanical calculation renders MC-MDQT much faster than a full basis set expansion MDQT calculation and hence allows the quantum mechanical treatment of multiple hydrogen atoms. In addition, this MC-SCF formulation could be used in conjunction with other surface hopping methods. [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] We applied MC-MDQT to a simple mixed quantum/ classical model system consisting of two quantum protons moving in double well potentials and one harmonic classical solvent degree of freedom. The results of these simulations agree well with the results using the full basis set expansion MDQT method. In addition, we applied MC-MDQT to a purely quantum mechanical system consisting of two quantum protons and a time-dependent potential. The results from the application of MC-MDQT to this system agree well with the fully quantum mechanical calculations. Thus, MC-MDQT appears to include the significant correlation between quantum mechanical particles and to accurately describe branching processes. We also used MC-MDQT to study model systems involving three quantum protons and one classical solvent degree of freedom.
One important aspect of MC-MDQT is that the adiabatic states become multiconfigurational only during branching processes. Thus, except for during branching processes, the N-particle adiabatic states are single configurations, i.e., they are each described as a simple product of 1-particle adiabatic states. As a result, MC-MDQT provides a clear physical picture of the system. Each proton can be viewed as moving in a double well potential determined by the occupied N-particle adiabatic state and the classical configuration. The 1-particle adiabatic states can be calculated for each proton moving in its double well potential, and except for during branching processes each proton can be viewed as occupying a single 1-particle adiabatic state. The multiconfigurational mixing that occurs during branching processes is required to move from one single configurational N-particle adiabatic state to another. This straightforward physical picture will be useful for the further development and extension of MC-MDQT. Moreover, our studies of model systems involving three quantum protons indicate that this characteristic of MC-MDQT can be exploited to decrease the number of configurations included for some types of systems, which will allow the quantum mechanical treatment of a larger number of nuclei. Thus, MC-MDQT will be applicable to a wide range of chemical and biological processes involving multiple proton transfer reactions.
