Multi-label learning (MLL) problems abound in many areas, including text categorization, protein function classification, and semantic annotation of multimedia. An issues that severely limits the applicability of many current machine learning approaches to MLL are the large-scale problem, which have a strong impact on the computational complexity of learning. These problems are especially pronounced for approaches that transform MLL problems into a set of binary classification problems for which SVMs are used. On the other hand, the most efficient approaches to MLL, based on decision trees, have clearly lower predictive performance. We propose a hybrid decision tree architecture, where the leaves do not give multi-label predictions directly, but rather utilize local SVM-based classifiers giving multi-label predictions. A binary relevance architecture is employed in the leaves, where a binary SVM classifier is built for each of the labels relevant to that particular leaf. We use a broad range of multi-label datasets with a variety of evaluation measures to evaluate the proposed method against related and state-of-the-art methods, both in terms of predictive performance and time complexity. Our hybrid architecture on almost every large classification problem outperforms the competing approaches in terms of the predictive performance, while its computational efficiency is significantly improved as a result of the integrated decision tree.
Introduction
Single-label classification is concerned with learning from examples, each associated with a single label λ i from a finite set of disjoint labels L = {λ 1 , λ 2 , ..., λ Q }, |L| > 1. The task is to learn a mapping l: X → L (where X denotes the example space) that assigns a single label to each example. For |L| > 2, the task is referred to as a multi-class classification.
In multi-label classification (MLC), the task is to learn a mapping h: X → 2 L . Each example x ∈ X is associated to a set of labels Y ⊆ L. In contrast to multi-class classification, the labels are not assumed to be mutually exclusive, i.e., an example can be a member of more than one class. The labels in Y are called relevant and those in L\Y irrelevant for a given example.
Label ranking studies the problem of learning a mapping from a set of examples to rankings over a finite number of predefined labels. It can be considered a natural generalization of conventional (multi-class) classification, where instead of requesting only a single label (a top label), a ranking of all the labels is performed.
Besides the concept of multi-label classification, the multi-label learning concept includes the concept of multi-label ranking 1 , which is understood as learning a model that associates the query example x both with a label ranking of the complete label set {λ 1 , λ 2 , ..., λ Q } and a bipartite partition of this set into relevant and irrelevant labels.
The issue of learning from multi-label data has recently attracted significant attention from many researchers. They are motivated from an increasing number of new applications, such as semantic annotation of images and video (news clips, movies clips), functional genomics (gene and protein function), music categorization into emotions, text classification (news articles, web pages, patents, emails, bookmarks, ...), directed marketing and others.
In recent years, many different approaches have been developed to solve the multi-label learning problems. Tsoumakas and Katakis 2 summarize them into two main categories: a) algorithm adaptation methods, and b) problem transformation methods. Algorithm adaptation methods extend specific learning algorithms to handle multi-label data directly. Examples include lazy learning 3 4 5 , neural networks 6 7 , boosting 8 9 , classification rules 10 , decision trees 11 12 etc. Problem transformation methods, on the other hand, transform the multi-label learning problem into one or more single-label classification problems. The single-label classification problems are solved with a commonly used single-label classification approach and the output is transformed back into a multi-label representation via some reverse process. A common approach for problem transformation is to use class binarization methods, i.e. decomposition of the problem into several binary sub-problems that can then be solved using a binary base classifier. The simplest strategies in the multi-label setting are the one-against-all and one-against-one strategies, also referred to as the binary relevance method (BR) 2 and pair-wise method 13 14 respectively. Two major classes of algorithms for multi-label learning are decision-tree-based and SVM-based approaches. Algorithms from the first group are extremely efficient, but not very accurate. Algorithms from the second group, represented by the problem transformation SVM architectures 2 are very accurate, but can be computationally expensive, especially in large-scale problems and when labels abound.
In this paper, we propose a novel architecture that combines the ML-C4.5 deci-Hybrid Decision Tree Architecture utilizing Local SVMs for Efficient Multi-Label Learning 3 sion tree 11 and the BR architecture (that uses SVMs as base classifiers for solving the partial binary classification problems). In this way we achieve effective and computationally efficient multi-label learning on large-scale problems with a large number of labels. This approach will be referred to as SVM-based decision trees for multi-label learning (ML-SVMDT).
Section 2 surveys previous related work in multi-label learning and highlights the problems of high dimensionality of the label space and large size of the datasets. The architecture that we propose as an effective and computationally efficient solution to these two problems is presented in Section 3. Section 4 presents the experimental setup and performance evaluation measures, while the experimental results that compare the performance of our architecture to the other competing methods are presented in Section 5. The conclusions are given in Section 6, along with some directions for further work.
Related work
In this section, we will give an overview of different methods for solving multi-label learning problems. These methods can be summarized in three main categories: Algorithm adaptation methods, problem transformation methods and ensemble methods. Additionally, the problem transformation methods can be grouped in three subcategories: Binary relevance methods, label power-set methods and pair-wise methods.
Algorithm adaptation methods
ML-C4.5 is an adaptation of the well known C4.5 algorithm for multi-label learning 11 . Clare et al. modified the formula of entropy calculation (equation 1) in order to solve multi-label problems. They also allowed multiple labels in the leaves of the tree. The modified entropy sums the entropies for each individual class label.
(p(c i ) log p(c i ) + q(c i ) log q(c i )) (1) where S is the set of examples, p(c i ) is the relative frequency of class label c i and q(c i ) = 1 − p(c i ). Each leaf is represented by the most frequent set of class labels that are associated to the training examples that belong to that leaf. If more than 50% of the training examples in the leaf are labeled with a particular label then that label belongs to the set of most frequent labels. The key property of ML-C4.5 is its computational efficiency. It is among the fastest and most computationally efficient multi-label classifiers available today. Zhang et al. 15 proposed an adaptation of Random Decision Tree (RDT) for multi-label classification. The main difference between RDT and other classical decision tree methods, such as ML-C4.5, is that RDT constructs the decision tree randomly without using any information for labels.
Predictive clustering trees (PCTs)
12 are decision trees viewed as a hierarchy of clusters: the top-node corresponds to one cluster containing all data, which is recursively partitioned into smaller clusters while moving down the tree. PCTs are constructed using a standard top-down induction of decision trees algorithm, where the variance and the prototype function can be instantiated according to the task at hand. Namely, PCTs can handle several types of structured outputs: tuples of continuous or discrete variables, time series, classes organized into a hierarchy, tuples of time series and tuples of hierarchies 16 . For the task of predicting tuples of discrete variables, the variance function is computed as the sum of the Gini indices of the variables from the target tuple, i.e.,
The prototype function returns a vector of probabilities that an example belongs to a given class for each variable from the target tuple. In the case of multi-label learning, it returns a vector of probabilities that an example is labelled with a given label.
ML-kNN 3 is based on the popular k Nearest Neighbours (kNN) lazy learning algorithm. The first step in this approach is the same as in kNN, i.e., retrieving the k nearest examples. It uses the maximum a posteriori principle in order to determine the label set of the test example, based on prior and posterior probabilities i.e. the frequency of each label within the k nearest neighbours. Other kNN based approaches for multi-label learning also exist 17 4 5 . Neural networks have also been adapted for multi-label classification 6 7 . BP-MLL 7 is an adaptation of the popular back-propagation algorithm for multi-label learning. The main modification to the algorithm is the introduction of a new error function that takes multiple labels into account.
Problem transformation methods

Binary relevance methods
An extensive bibliography of learning algorithms for problem transformation methods is given by Tsoumakas and Katakis 2 . The simplest strategy in the multi-label setting is the one-against-all strategy also referred to as the binary relevance method (BR)
2 . It addresses the multi-label learning problem by learning one classifier for each class, using all the examples labelled with that class as positive examples and all remaining examples as negative examples. At query time, each binary classifier predicts whether its class is relevant for the query example or not, resulting in a set of relevant labels. In the ranking scenario, the labels are ordered according to the probability association of each label from each binary classifier. The most important and widely relevant advantage of BR is its low computational complexity compared to other methods. It is theoretically simple and intuitive. Its assumption of label independence makes it suited to contexts where new examples may not necessarily be relevant to any known labels or where label relationships may change over the test data. Given a constant number of examples, BR scales linearly with the size of the known label set Q. A method closely related to the BR method is the Classifier Chain method (CC) proposed by Read et al. 18 . This method involves Q binary classifiers as in BR. Classifiers are linked along a chain where each classifier deals with the binary relevance problem associated with label λ i ∈ L, (1 ≤ i ≤ Q). The feature space of each link in the chain is extended with the 0/1 label associations of all previous links. The ranking and the prediction of the relevant labels in the CC method are the same as in the BR method. Xu 19 propose one more BR method that extends the traditional binary support vector machine for multi-label classification.
Label power-set methods
The second problem transformation method is the label combination method, or label power-set method, (LP), which has been the focus of several recent studies 20 21 2 . The basis of this method is to combine entire label sets into atomic (single) labels to form a single-label problem for which the set of possible single labels represents all distinct label subsets in the original multi-label representation. Each (x, Y) is transformed into (x, l) where l is the atomic label representing a distinct label subset. In this way, LP based methods directly take into account label correlations. To solve the problem of the large number of label combinations, Read 22 developed a pruned problem transformation method (PPT), that selects only the transformed labels that occur more than predefined number of times. Tai et al. 23 proposed a novel method, Principle Label Space Transformation, that captures the important correlations between labels using a flat (a low-dimensional linear subspace) in the high-dimensional space. The method only uses a simple linear encoding of the vertices and a simple linear decoding of the reduced predictions, both easily computed from the Singular Value Decomposition of a matrix composed of the label-set vertices.
Pair-wise methods
Third problem transformation approach to solving the multi-label learning problem by using binary classifiers is pair-wise classification or round robin classification 13 14 . Its basic idea is to use Q * (Q − 1)/2 classifiers covering all pairs of labels. Each classifier is trained using the samples annotated with the first label as positive examples and the samples annotated with the second as negative examples. The sample annotated with both labels cannot be viewed as either a positive or a negative example, and because of that it is not involved in the learning process of the corresponding model. To combine these classifiers, the pairwise classification method naturally adopts the majority voting algorithm. Given a test example, each classifier delivers a prediction for one of the two labels. This prediction is decoded into a vote for one of the labels. After the evaluation of all Q * (Q − 1)/2 classifiers, the labels are ordered according to their sum of votes. To predict the relevant and irrelevant labels for each example a thresholding method is used. The labels that accumulated votes above the chosen threshold are considered relevant and the rest of the label are considered irrelevant for the corresponding test example.
Brinker et al. 1 and Fürnkranz et al. 24 propose a conceptually new technique for extending the common pair-wise learning approach to the multi-label scenario named Calibrated Label Ranking (CLR). The key idea of calibrated label ranking is to introduce an artificial (calibration) label λ 0 , which will represent the split-point between relevant and irrelevant labels. The calibration label λ 0 is assumed to be preferred over all irrelevant labels, but all relevant labels are preferred over it. At prediction time (when majority voting is usually used), one will get a ranking over Q + 1 labels (the Q original labels plus the calibration label λ 0 ). CLR is considered a combination of multi-label classification and ranking.
Besides majority voting in CLR, Park et al. 25 propose another, more effective voting algorithm named Quick Weighted Voting (QWeighted) for multi-class classification. QWeighted computes the class with the highest accumulated voting mass, while avoiding the evaluation of all possible pairwise classifiers. An adaptation of QWeighted to multi-label learning (QWeightedML) 26 is to repeat the process while all relevant labels are not determined, i.e., until the returned label is the artificial label λ 0 , which means that all remaining labels will be considered to be irrelevant. Madjarov et al. 27 propose a novel architecture for efficient pair-wise multi-label learning, named Two Stage Architecture. The authors achieved a significant reduction in the computational complexity int the prediction pahse by introducing a threshold that dynamically affects the number of consulted pair-wise classifiers.
Ensemble methods
Several ensemble approaches have been developed based on the common algorithm adaptation and problem transformation methods. AdaBoost.MH and AdaBoost.MR 8 are two extensions of AdaBoost for multi-label data. While AdaBoost.MH is designed to minimize Hamming loss, AdaBoost.MR is designed to find a hypothesis which places the correct labels at the top of the ranking. A combination of AdaBoost.MH with an algorithm for producing alternating decision trees 9 has been proposed, with the motivation of producing multi-label models that can be understood by humans.
Problem transformation ensembles are the RAKEL system by Tsoumakas et al. 20 and ensembles of classifier chains (ECC) 28 . For m iterations of the training data, RAKEL draws a random subset of size k from all labels L and trains a label power-set classifier using these labels. A simple voting process determines the final classification set. Note that binary methods are occasionally referred to as ensemble methods because they involve multiple binary models. Li et al. 29 introduce a novel multi-label classification framework called Variable Pairwise Constraint projection for Multi-label Ensemble (VPCME) to construct a multi-label ensemble for handling multi-label data. This framework involves two inherent components, i.e., the variable pairwise constraint projection and the boosting-like strategy. However, none of these models is multi-label itself and therefore we use the term ensemble Hybrid Decision Tree Architecture utilizing Local SVMs for Efficient Multi-Label Learning 7 strictly in the sense of an ensemble of multi-label methods. Kong et al. 30 proposed method for multi-label stream classification based on an ensemble of fading random trees, that can efficiently process high-speed multi-label stream data with concept drifts.
Other methods related to multi-label learning
Multi-task learning 31 32 33 and structured output prediction learning are domains closely related to the concept of multi-label learning. Multi-task learning studies the problem of learning data representations that are common across multiple related supervised learning tasks. It exploit the relations between tasks (classes) to enhance the performance of learning algorithms by simultaneously learning classifiers for multiple tasks.
Structured output prediction is a machine learning and regression technique that involve predicting structured objects 34 35 36 12 16 37 . For example, the problem of translating a natural language sentence into a semantic representation such as a parse tree can be seen as a structured prediction problem in which the structured output domain is the set of all possible parse trees. Structured prediction generalizes supervised learning where the output domain is usually a small or simple set. A tree based method for structured output prediction using a kernelization of the algorithm is proposed by Guerts et. al 37 . Freng et al. 38 formalize the framework for applying Error-correcting Codes on multi-label classification. They studied the use of four classic Error-correcting Codes designs: repetition code, Hamming code, BCH code and low-density parity-check code.
The problem of large datasets and large label spaces
Recently, one of the most challenging issues in multi-label learning is the high dimensionality of the label space in the large-scale problems. Usually, this issue includes the problems of imbalance of the examples per certain labels in the datasets and the small number of training examples annotated with a particular label. These problems can significantly influence the computational complexity and the predictive performance of the previously proposed methods for multi-label learning. Some methods achieve higher computational efficiency at the cost of predictive accuracy, such as ML-kNN 3 , ML-C4.5 11 , etc. These methods usually belong to the group of algorithm adaptation methods. Other proposed methods, based on problem transformation, use base classifiers with lower time complexity, such as Naive Bayes 39 21 , the one-layer perceptron 26 , etc., in order to reduce the computational complexity. Most of the proposed methods that show good predictive performances on the standard datasets (dataset that do not include the previously mentioned problems) become unusable for these kind of problems.
Nasierding et al. 40 presents a novel multi-label classification framework for domains with large number of labels. The proposed framework comprises an initial clustering phase that breaks the original training set into several disjoint clusters of data. It then trains a multi-label classifier from the data of each cluster. Given a new test instance, the framework first finds the nearest cluster and then applies the corresponding model.
Another computationally efficient multi-label classification method specifically designed for large multi-label datasets is HOMER 21 . It constructs a hierarchy of multi-label classifiers, each one dealing with a much smaller unique set of labels compared to Q (the total number of labels) and a more balanced example distribution. This leads to improved predictive performance and also to linear training and logarithmic testing complexities with respect to Q. One of the main processes within HOMER is the even distribution of a set of labels into k disjoint subsets so that similar labels are placed together and dissimilar apart. The best predictive performance is reported using a balanced k means algorithm customized for HOMER.
Combining decision trees and SVMs
Several approaches that combine decision trees and SVMs have been proposed for binary and multi-class classification. For example, Kumar et al. 41 propose a method that combines decision trees and global SVM models (models learned on the whole dataset) for solving binary classification problems. Other approaches, such as 42 43 , use the structure of the decision tree to organize/arrange SVM classifiers in its nodes in order to improve the computational efficiency and the predictive performance. Boosting ensemble of support vector machines for multi-class classification was proposed in 44 . Gama 45 proposed functional trees for multi-class classification and regression problems. In each node of the functional tree a classifier or regressor is learned depending on the type of the problem. The feature vectors of the examples are extended with the predictions of the classifier or the regressor and the splitting of the examples in the corresponding node can also be done by one of the "new" attributes. However, none of these approaches deal with MLC problems.
Integration of Decision Trees and local SVMs
In this paper, we propose a novel hybrid approach that integrates Decision Trees and Support Vector Machines (ML-SVMDT) for computationally efficient multilabel learning in domains with a large number of labels. This approach combines the algorithm adaptation method ML-C4. 5 11 and the problem transformation method Binary Relevance (BR) 2 : The latter uses SVMs as base classifiers for solving the partial binary classification problems. The main idea of the proposed approach is to exploit the advantages of both methods -the low computational complexity of ML-C4.5 and the predictive accuracy of the BR architecture with SVM classifiers.
Local models and ML-SVMDT
An approach to achieve effective and computationally efficient multi-label learning is to partition the global classification problem first and then learn local classifiers for each of those partitions (subproblems) separately. In the prediction phase, one first tries to determine the partition to which a test example belongs, and then to classify the example using a local classifier trained using the examples belonging to that partition only. The logic behind this approach is that the examples that belong to the same partition as the test example, would be able to provide more accurate and faster prediction compared to the global classifier. We propose a novel hybrid architecture that introduces local models based on support vector machine classifiers for solving multi-label learning problems.
Our approach combines the ML-C4.5 method for partitioning the input feature space and the BR method for local classification. The BR method uses SVMs as base classifiers for solving the partial binary classification problems. The main idea is to use the advantages of both methods in order to build an architecture that will improve the predictive performance and the computational efficiency of its constituents. This approach will be referred to as hybrid decision tree architecture utilizing local SVMs for efficient multi-label learning (ML-SVMDT).
Throughout the literature, BR is often mentioned, but consistently criticized on account of its assumption of label independence. Namely, during the transformation process, BR ignores label correlations that exist in the training data. BR predicted label sets are likely to contain either too many or too few labels, or labels that would never co-occur in practice. In order to reduce these inconsistencies in the multi-label prediction of the BR method, we employed the ML-C4.5 method. In this context, the ML-C4.5 method actually tries to separate the training examples into groups where the label inconsistency is eliminated. It finds the correlations between labels and splits the global problem into several local subproblems accordingly.
The implementation of the architecture consists of three separate, sequential phases.
(1) In the first phase, the decision tree is built according to the ML-C4.5 approach ( Figure 1 ). (2) In the second phase, the decision tree is pruned ( Figure 3) . (3) In the third phase, local SVM models are learned first; the architecture is then built by integrating the decision tree and the local SVM models ( Figure 4 ).
The procedure of building the hybrid decision tree utilizing local SVMs is outlined on Figure 1 . We first introduce the notation used on Figures 1, 2, 3 and 4 and then analyse each implementation phase separately. S train represents the training dataset, while S val is the validation dataset used for pruning. f represents one dataset feature, while g is the normalized information gain, calculated as the difference in entropy between a given dataset and its splits made according to f . P is a partition induced by f on a particular dataset. g * is the largest information gain achieved by splitting a given dataset according to the feature f * , while P * is the corresponding partition induced by f * . The procedure of building the decision tree according to the ML-C4.5 approach ( Figure 2 ) takes a set of examples (S train ) as input and outputs a tree. The building process starts at the root of the tree with choosing one feature (f ) of the data that most effectively splits the dataset of examples into subsets (P). The criterion is the normalized information gain (difference in entropy g) that results from choosing a feature for splitting the data (line 6 of BestFeature procedure on Figure 1 ). The feature with the highest normalized information gain is chosen to make the decision. The process continues recursively in each node until one of the stopping criteria is reached. The function Acceptable(P) determines if splitting the data in a node using the feature f would violate any of the stopping criteria. In our approach we use three separate stopping criteria: all examples in a node are labelled with the same labels; no partitioning provides any information gain and the number of samples in any of the child nodes after the split would be below some predetermined minimal number of examples. The data in a node can be acceptably splitted if none of the stopping criteria is satisfied. If no suitable feature can be found that can still acceptably split the data, the process of splitting the dataset stops and the corresponding node is declared as a leaf. Each leaf represents a set of labels that is assigned to an example that reaches the leaf in the recognition phase. The set of labels for each leaf is defined by the labelling of the majority of the training examples that have reached the leaf as in ML-C4.5
11 . In the ranking scenario, the labels are ordered according to their frequency among the training examples in the corresponding leaves.
Once a tree has been built, it is pruned back. The general algorithm to prune the tree is presented on Figure 3 . The tree is traversed using a bottom-up, post order strategy. The pruning is conducted using a validation dataset (S val ). Each sample of the validation dataset traverses the tree until it reaches a leaf, where it is being labelled in the same way as in the ML-C4.5 approach. For each node, two quantities are estimated using the validation dataset: leaf error and tree error. Leaf error is an estimate of the error considering the node as a leaf. Tree error is defined as a weighted sum of the estimates of the errors of all subtrees of the current node. If the tree error is greater or equal than the leaf error, then the node is replaced by a leaf (subtree replacement 46 ). The estimation of the error can be conducted using any performance evaluation measure (for example, evaluation measures described in section 4.1).
After pruning the tree, we try to solve the "new" classification problems defined on the examples in the leaves of the tree by using more accurate local models ( Figure  4 ). This means that in each leaf of the decision tree one local model is learned with the examples from the corresponding leaf by the BR method, using SVMs as base classifiers for solving the partial binary classification problems. After the procedure of learning the local SVM models, the error of each local model is estimated by procedure ML-SVMDT(S train , S val ) returns tree 1: tree = ML-DT(S train )
2: PruneByValidation(tree, S val )
3: BuildLocalModels(tree, S val )
4: return tree using the subset of the validation dataset (S val ) that reached the leaf where the corresponding local model is located. If the local model error is smaller than the leaf error in a corresponding leaf, the examples from the training and validation datasets are joined first (line 7 on Figure 4) , and then the leaf is replaced with the local model that is learned on the joined dataset. The last step (learning of the local models on the joined training and validation datasets) is employed in order to increase the predictive performance of the local models. The validation dataset is usually held out from the training dataset, so its examples are actually a part of the training dataset. The predictive performance should increase, as a result of learning the local models on the extended training subsets with examples that have similar properties to the original training examples.
Instead of using local models in every leaf of the tree, the local models in our architecture are employed only in the leaves where they showed lower error than the corresponding leaf of the decision tree in the validation phase. This means that not all leaves of the tree are replaced by local SVM models. Because of that, we expect the computational complexity of the architecture to be reduced in the prediction phase, as a result of the higher computational efficiency of the decision trees as compared to the SVM models.
The fundamental aspect of the pruning algorithm and the integration of the local SVM models in the decision tree is the error estimation (line 4 on Figure  3 and line 6 on Figure 4 ). The error depends on the loss-function used. Different loss-functions can be used for multi-label classification or multi-label ranking such as Hamming loss, Ranking loss, Accuracy, Coverage, etc., depending on the type of the problem that has to be solved. Figure 5 shows an example of the ML-SVMDT architecture. The decision tree in the example is built according to the features f1 and f2. After splitting the dataset and pruning the tree, at the second level of the left subtree the local SVM model LSVM-2 is learned. In the left subtree of the second node (f2<6), another split is made using the feature f1 (f1<1) at the third level, resulting in another local SVM model (LSVM-1) and one leaf without a local SVM model (a leaf with a direct prediction). Similarly, in the right subtree the local SVM models LSVM-3 and LSVM-4 are learned. The squares, the circles, the crosses and the x-signs in the same Figure represent the distribution of the labels in the whole dataset. In combination with the separating lines, they represent the distribution of the labels 12 Dejan Gjorgjevikj, Gjorgji Madjarov, Sašo Džeroski procedure ML-DT(S train ) returns tree
for each S train k ∈ P * do 4:
return leaf(S train )
procedure BestFeature(S)
for each feature f do 3:
The procedure of building the decision tree for multi-label classification.
procedure PruneByValidation(tree, S val )
1: if tree is not leaf then
for each descendent k do 3:
if LeafError(tree, S val ) ≤ TreeError(tree, S val ) then procedure BuildLocalModels(tree, S val )
2:
tree = replaceNode(localSV M ) in the subsets (local datasets).
Two modifications of ML-SVMDT
In order to explore deeper the feasibility of the combination of the ML-C4.5 method and the local SVM models, two additional modifications of the ML-SVMDT architecture are proposed. The proposed modifications differ only in the second (pruning) and the third phase (integration of local SVM models), while the first phase (building the decision tree) is the same. The first modified architecture reffered to as ML-SVMDT pre 47 does not include the pruning phase and employs the binary relevance architecture in each leaf of the decision tree, except in the leaves where all training examples are labelled with the same set of labels.
The second modification introduces a different pruning method as compared to the original ML-SVMDT architecture. Instead of using a validation dataset in the pruning phase, it uses subtree raising with a pruning confidence 46 as a pruning strategy. Similarly to ML-SVMDT pre , after the pruning of the decision tree, it employees the binary relevance architecture with SVMs as base classifiers for solving local classification problems in the leaves of the decision tree. This modification is referred to as hybrid architecture with post-pruned decision tree (ML-SVMDT post ).
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The computational complexity of ML-SVMDT
In this subsection, we analyse the computational complexity of the proposed method in comparison to the BR method. We first introduce the notation and then analyse the training and testing computational complexities separately.
The notation used in the analysis is: V is the number of leaves in the tree, d is the dimension of the input data (total number of descriptive attributes), while M is the number of continuous attributes. . The computational complexity in the training phase of ML-SVMDT can be defined as a sum of the computational complexity of the ML-C4.5 method and the computational complexity of the local BR classifiers. The construction of the tree has three parts that contribute to the computational complexity of the tree learning algorithm described in the previous subsection. These parts are executed at each node in the tree and they include: sorting of the values of the numeric descriptive attributes (features), calculating the best split and applying the split to the training examples. . Different local classifiers could have different computational complexities (according to the previous statements) and that depends on the local subproblems that should be solved. The total computational complexity of the local classifiers is a sum of the complexities of all local classifiers and it is same or higher order of the computational complexity of the decision tree.
In the worst case, the computational complexity of the proposed hybrid architecture is the same order as the computational complexity of the BR method. But, it could be expected that the computational complexity of ML-SVMDT compared to the computational complexity of BR should be lower for the number of leaves in the decision tree as a result of the lower computational complexity of the local subproblems that should be solved.
Testing computational complexity
The prediction phase of an example starts at the root of the tree. The decision tree transfers the example to exactly one leaf of the tree according to its features. The final decision about the labelling of the example is performed either by the leaf itself or by the local model consisting of SVMs in the corresponding leaf. Each example, in order to be classified consults at most one local model. Because each local model will deal with a localized subproblem, it can be anticipated that its computational complexity will be quite low, so, it can be expected that the testing speed of the architecture will also be improved. The testing time for each test example is the sum of the time needed to sort the example through the decision tree and if the corresponding leaf has a local model, the time needed for the local model to make a decision.
The computational complexity in the testing phase of the BR method according to Burges 48 and Bottou 49 for each test example is
where T is parameter representing the number of operations required to evaluate the kernel. For dot product and Gaussian kernels, T is proportional to the dimension of the data vector d.
In general, the computational complexity in the testing phase of the ML-SVMDT for a test sample that traverses from the root to the i-th leaf can be defined as a sum of the computational complexity of ML-C4.5 and the computational complexity of the local BR classifier in the i-th leaf:
where h i is the lenght of the path to the i-th leaf in the tree and N i sv is the number of support vectors of the local SVM classifier in the i-th leaf. O(h i ) represents the computational complexity of the decisions in the nodes required for traversing the test example from the root to the i-th leaf.
For an average test example, that has a equal probability to end up in any leaf of the tree, the computational complexity of the ML-SVMDT will be:
where
sv and logN represents the height of the tree presuming that the decision tree is balanced and bushy. The upper bound of the computational complexity of the ML-SVMDT is determined by the second term O(T N i sv ). If we assume that N sv = kN i sv , one can conclude that the testing speed of the ML-SVMDT is about k times higher than the testing speed of the binary relevance method (equation 5):
The parameter k strongly depends on the number and distribution of the examples in the global classification problem and the number and distribution of the examples in each local problem in the leaves. Statistically, presuming that the suport vectors are approximately evenly distributed through the local models, the value of the parameter k can be expected to be proportional to the number of leaves in the decision tree (V ). An additional speed up in the prediction phase can be expected as a result of the absence of local models in some leaves of the tree where direct prediction is performed.
Experiments
The goal of the experiments is to answer the following questions:
(1) Is the ML-SVMDT approach more accurate and efficient than its constituents ML-C4.5 and BR? (2) Does ML-SVMDT have better predictive performance than competing methods?
(3) Does ML-SVMDT have better computational complexity than competing methods?
In order to answer these questions, we evaluate the predictive performance and the computational complexity of the proposed and several competing methods on a selection of multi-label datasets that vary in terms of problem domain, number of labels and label cardinality. We first introduce the evaluation measures, then the datasets with their relevant statistics. Following this, we review the experimental methods compared, and setup employed. Finally we present the results.
Evaluation measures
Three example-based measures (Hamming loss, F 1 score and subset accuracy), four label-based measures (macro-averaged precision, macro-averaged recall, microaveraged precision and micro-averaged recall) and two ranking-based measure (one error and average precision) 51 are used in this paper for evaluating the predictive performance of the compared methods. In the definitions below, Y i denotes the set of true labels of example x i and h(x i ) denotes the set of predicted labels for the same example. All definitions refer to the multi-label setting.
Example based measures
Hamming loss evaluates how many times an example-label pair is misclassified, i.e., label not belonging to the example is predicted or a label belonging to the example is not predicted. The smaller the value of hamming loss(h), the better the performance. The performance is perfect when hamming loss(h) = 0. This metric is defined as:
where ∆ stands for the symmetric difference between two sets, N is the number of examples and Q is the total number of possible class labels. F 1 score is the harmonic mean between precision and recall and is defined as:
F 1 is an example based metric and its value is an average over all examples in the dataset. F 1 reaches its best value at 1 and worst score at 0. Subset accuracy or classification accuracy is defined as follows:
where I(true) = 1 and I(f alse) = 0. This is a very strict evaluation measure as it requires the predicted set of labels to be an exact match of the true set of labels. 
Label based measures
Macro precision (precision averaged across all labels) is defined as:
where tp j , f p j are the number of true positives and false positives for the label λ j considered as a binary class. Macro recall (recall averaged across all labels) is defined as:
where tp j , f p j are defined as for the macro precision and f n j is the number of false negatives for the label λ j considered as a binary class. Micro precision (precision averaged over all the example/label pairs) is defined as:
where tp j , f p j are defined as for macro precision.
Micro recall (recall averaged over all the example/label pairs) is defined as:
where tp j and f n j are defined as for macro recall.
Ranking based measures
One error evaluates how many times the top-ranked label is not in the set of relevant labels of the example. The metric one error(f ) takes values between 0 and 1. The smaller the value of one error(f ), the better the performance. This evaluation metric is defined as:
where λ ∈ L = {λ 1 , λ 2 , ..., λ Q } and [[π]] equals 1 if π holds and 0 otherwise for any predicate π. Note that, for single-label classification problems, the One Error is identical to ordinary classification error. Average Precision is the average fraction of labels ranked above an actual label λ ∈ Y i that actually are in Y i . The performance is perfect when Hybrid Decision Tree Architecture utilizing Local SVMs for Efficient Multi-Label Learning 19 avg precision(f ) = 1; the larger the value of avg precision(f ), the better the performance. This measure is defined as:
Compared methods
The proposed architecture (ML-SVMDT) and its two modifications are compared with nine state of the art approaches for multi-label learning. The proposed architecture for the pruning phase and the phase of integrating the local SVM models with the decision tree uses a loss function that can be any performance evaluation measure. In our experiments we use Hamming loss as a loss function. For easy reference, Table 1 lists all the compared methods used in the experiments, their types and the relevant citations. The complete description of the datasets in terms of the number of training (#tr.e.) and test (#t.e.) examples, the number of features (d), the total number of labels (Q) and label cardinality (l c ) 2 are shown in Table 2 . We strived to include a considerable variety and scale of multi-label datasets. In total we use eleven datasets, with dimensions ranging from 6 to 983 labels, and from less than 1,000 examples to almost 90,000. The datasets are roughly ordered by complexity (#tr.e. × d × Q) and divided in two groups denoted as regular size and large size datasets.
Experimental setup
The comparison of the multi-label learning methods was performed using the implementations in the following machine learning systems: the MULAN a 59 library under the machine learning framework WEKA 60 , the MEKA b extension for the Hybrid Decision Tree Architecture utilizing Local SVMs for Efficient Multi-Label Learning 21
WEKA framework and CLUS c system for predictive clustering. The MULAN library was used for BR, CLR, QWML, HOMER, ML-C4.5, ML-kNN and RAkEL, while the MEKA environment was used for CC and the CLUS system for PCT. All experiments were performed on a server with an Intel Xeon processor at 2.50GHz with 64GB of RAM under the Fedora 14 operating system. In the remainder of this section, we first state the base classifiers that were used for the multi-label methods and then the parameter instantiations of the methods.
Base classifiers
The LIBSVM library 61 , and in particular SVMs with a radial basis kernel, were used for solving the partial binary classification problems for all datasets in all problem transformation methods. The kernel parameter gamma and the penalty C, for each combination of dataset and method, were determined by 10-fold cross validation using only the training sets. The exception to this is the ensemble method RAkEL, where the kernel parameter gamma and the penalty C were determined by 5-fold cross validation for the tmc2007 and mediamill datasets because of the computational complexity. The values 2 −15 , 2 −13 , ..., 2 1 , 2 3 were considered for gamma and 2 −5 , 2 −3 , ..., 2 13 , 2 15 for the penalty C. After determining the best parameters values for each method on every dataset, the classifiers were trained using all available training examples and were evaluated by recognizing all test examples from the corresponding dataset.
Parameter instantiation
The parameters of the methods were instantiated following the recommendations from the literature. In particular, for the ensemble method (RAkEL) the number of models was set to min(2 · Q, 100) (Q is the number of labels) for all datasets 20 , except for the mediamill, delicious and bookmarks datasets, where this parameter was set to 10 due to the memory requirements of this method. Besides the number of base classifiers, RAkEL requires one additional parameter: the size of the label-sets k. For each dataset, this parameter was set to half the number of labels (Q/2). Tsoumakas et al. 20 and Read et al. 28 have shown that this is a reasonable choice, since it provides a balance between computational complexity and predictive performance.
The proposed method uses one quarter of the training examples for validation, while the remaining examples are used for building the decision tree. The ML-C4.5 and ML-SVMDT post methods use subtree raising 46 as a post-pruning strategy with a pruning confidence set to 0.25. For the ML-SVMDT pre method we considered six different values for the minimal number of examples in the leaves of the decision tree. PCTs use a pre-pruning strategy that employs the F-test to determine whether a given split results in a significant reduction of variance. The significance level for the F-test was automatically selected from a predefined list of significance levels using 3-fold cross-validation. The number of neighbours in the ML-kNN method for each dataset was determined from the values 6 to 20 with step 2. HOMER also requires one additional parameter to be configured: the number of clusters. For this parameter, five different values (2-6) were considered in the experiments 21 .
Results and discussion
In this section, we present the results from the experimental evaluation. The results achieved in the experiments on the regular datasets are shown first, followed by the results obtained on the large datasets. For each type of evaluation measure (Hamming loss, F 1 score, subset accuracy, micro precision, micro recall, macro precision, macro recall, one error and average precision), we present table(s) with results (Tables 3 to 5 and Tables 8 to 10 ). The training and testing times of each method on each of the datasets measured in seconds, are given in Table 6 and Table  11 . For some of the large datasets, several algorithms did not manage to construct a predictive model within one week under the available resources. These occurrences are marked as DNF (Did Not Finish) in the tables with the results. Tables 3 to 6 give the performance figures for each method on each of the regular datasets measured in terms of the performance measures introduced in section 4.1, as well as the training and the testing times. In addition, Table 7 presents a statistic about the number of the leaves and local SVM models in the ML-SVMDT HL architecture for the regular datasets. The results in Tables 3 to 6 clearly show that among the twelve tested approaches, the proposed method ML-SVMDT HL and its modifications (ML-SVMDT pre and ML-SVMDT post ) offer better or show comparable predictive performance as compared to the other algorithms, for almost every evaluation measure. Tables 3 and 5 clearly show that the ML-C4.5 gives the best results for the smallest dataset (emotions) for the example and ranking based measures. For the second smallest dataset (scene), the ensemble method (RAKEL) achieved the best performance for all but the average precision evaluation measure.
Results on regular datasets
In terms of the Hamming loss evaluation measure ML-SVMDT HL shows better predictive performance, than all the other competing methods in four out of five multi-label classification problems. For the second and third example based measures (F 1 score and subset accuracy), the best performance is achieved by ML-SVMDT HL and HOMER.
For the label-based evaluation measures (micro and macro precision), SVM based approaches (BR, our proposed architecture and CC) achieved better overall results than the other competing methods. In terms of the recall-based evaluation measures (micro and macro recall), HOMER is best for all but the medical dataset. The best performance in terms of the ranking based evaluation measures is shown by the binary methods (BR, CC and CLR) and the proposed hybrid method ML-SVMDT HL .
Overall, the performance of ML-SVMDT HL is always in the top four, compared to the competing methods in terms of the all evaluation measures for all regular datasets. It is interesting to note, that the proposed method almost always outperforms its constituents (BR and ML-C4.5) or shows very similar results to the better one.
As expected, PCT, ML-C4.5 and ML-kNN are the fastest methods in the training phase. ML-SVMDT pre and ML-SVMDT post have shorter training times compared to the other methods, while ML-SVMDT HL has slightly longer training time as a result of the validation in the post pruning phase. In the testing phase, the proposed method achieve comparable testing times to ML-kNN and outperforms the other competing methods, except the PCT and ML-C4.5 methods that achieved the best testing times for all regular datasets. ML-SVMDT HL is slightly faster in the testing phase than ML-SVMDT pre and ML-SVMDT post as a result of the absence of the local models in some leaves of the tree.
Although the predictive performances of the different methods on the regular size datasets are not that different, the training and testing times of the compared methods are spread over more than two orders of magnitude. ML-SVMDT HL training and testing times are only slower than PCT, ML-C4.5 and ML-kNN (fastest but with worst predictive overall performance), while showing predictive performance that is very similar to, and often better than the other methods. Tables 8 to 11 give the performance figures for each method on each of the large datasets measured in terms of the performance measures introduced in section 4.1, as well as the training and the testing times. Table 12 shows the number of leaves and local SVM models in the ML-SVMDT architecture for the large datasets.
Results on large datasets
In this subsection, we discuss the computational efficiency of the compared methods first, and then we analyse their predictive performances. Overall, the proposed method (ML-SVMDT HL ) is 1.2 to 30 times faster in the training phase and 1.4 to 30 times faster in the testing phase than the HOMER method. The computa- tional efficiency of ML-SVMDT HL when compared to the BR and the CC methods is even higher (1.2 to 42 times in the training phase and 3 to 40 times in the testing phase). The other competing methods, except ML-kNN, show even higher training and testing times than the binary relevance methods (BR and CC). The pairwise methods (CLR and QWML) could not be learned within the training time frame with the two most complex datasets (delicious and bookmarks), while the ensemble method (RAKEL) was learned only for the corel5k, tmc2007 and mediamill datasets. Also, the learning phase of HOMER did not finish for the bookmarks dataset within one week under the available resources. Because of that the testing phase for these methods was not performed at all for the corresponding datasets. As expected, ML-SVMDT pre and ML-SVMDT post are slightly faster in the training phase compared to ML-SVMDT HL , while in the testing phase these two modifications are slower. PCT and ML-C4.5 are faster than ML-SVMDT HL in the training phase and they are the fastest in the testing phase for all datasets. It is interesting to note that ML-SVMDT pre shows shorter training times compared to ML-C4.5 for the corel5k and delicious datasets (the datasets with the largest number of labels), as a result of the post-pruning method used in the ML-C4.5 algorithm that adds to its computational complexity in the training phase. On the other hand, ML-SVMDT pre uses only the minimal number of examples in the leaves of the tree that controls the size of the tree -after a node reaches the minimal number of examples, no further branching of the decision tree is allowed. The Table 4 . The performance of the multi-label classification approaches on the regular datasets in terms of the label-based measures. training and testing times of ML-kNN are comparable to the proposed method, but the predictive performance of ML-kNN is almost always lower than the predictive performance of ML-SVMDT HL .
Overall, it can be noted that four groups of algorithms are clearly separated in terms of time efficiency. The first group contains the decision tree based methods (PCT and ML-C4.5). The second contains the proposed method and its modifications and the algorithm adaptation method ML-kNN. The third group contains the binary methods BR and CC, and the HOMER method. The pair-wise methods CLR and QWML and the ensemble method RAKEL are members of the last group. The ML-C4.5 and PCT (first group) have significantly higher computational efficiency as compared to the methods of the other three groups, but they show significantly lower predictive performance in terms of all evaluation measures. The methods of the second group show significantly higher computational efficiency, but similar predictive performance to the methods of the third group. Methods of the fourth group have the lowest computational efficiency. They have also showed worse predictive performance than methods of the second and the third group.
As the complexity of the classification problems increases, the grouping of the methods becomes even more evident, which is visually presented on Figures 6, 7 Hybrid Decision Tree Architecture utilizing Local SVMs for Efficient Multi-Label Learning 27 Table 8 . The performance of the multi-label classification approaches on the large datasets in terms of the examples-based measures. and 8. The figures show the relationship between the training and testing times and the predictive performance of the competing methods for Hamming loss, F 1 score and micro recall evaluation measures for mediamill, tmc2007 (the two most complex datasets, for which all methods have managed to build a model), and the bibtex dataset (for which, the predictions of the RAkEL method are only missing). Very similar relationships can be observed for the other evaluation measures and datasets. The scatter plots on Figures 6 to 8 present the superiority of the proposed method that is always positioned near the top of the y axes (higher performance evaluation measure) and having only the much less accurate methods on its left side. The methods that are positioned on its right side show comparable predictive performance, but are an order of magnitude slower.
Conclusions
We propose a novel hybrid architecture that integrates Decision Trees and Support Vector Machines for computationally efficient multi-label learning. The architecture combines the algorithm adaptation method ML-C4.5 and the problem transformation method Binary Relevance, that uses SVMs as base classifiers for solving the 28 Dejan Gjorgjevikj, Gjorgji Madjarov, Sašo Džeroski Table 9 . The performance of the multi-label classification approaches on the large datasets in terms of the label-based measures. 
One error
Avg. precision Table 11 . The training and the testing times of the multi-label classification approaches on the large datasets measured in seconds. of the art multi-label methods (five problem transformation methods, three algorithm adaptation methods and one ensemble method) on eleven different real-world datasets separated in two groups according to their complexity.
Overall, the proposed architecture shows significantly smaller training and testing times in comparison to the SVM-based methods. It offers better or shows comparable predictive performance in terms of the performance evaluation measures to the best results achieved by the competing methods. Compared to the BR and CC methods, ML-SVMDT architecture shows slightly better predictive performance, but significantly higher computational efficiency, especially for the large datasets. Also, the architecture outperforms the HOMER method in both training and testing speed and ranking. In comparison to non SVM-based methods, ML-SVMDT shows significantly better predictive performance than PCT, ML-C4.5 and ML-kNN methods in terms of the nine evaluation measures, while showing higher training and testing times. Compared to other methods, ML-SVMDT offers competitive predictive performance and is efficient enough to scale up to very large problems.
Despite the above advantages, the method we proposed might perform below expectation in a couple of situations. For example, on datasets that yield highly imbalanced decision trees, the computational efficiency of our approach will be low, but not lower than the efficiency of the baseline BR approach. Another drawback of our method is its high memory consumption for large datasets: For the most complex datasets (bibtex, bookmarks...), the process of training takes about 40GB of RAM for all local SVM models.
This leads us to the directions for further work. Our approach could be easily parallelized. Besides speeding up the training process, this would reduce the memory requirements.
Several other directions can also be followed. Statistical tests could be used to decide whether further splitting makes sense, instead of using a post-pruning strategy with validation. Different ensemble techniques such as random forest, bagging or boosting can be introduced in order to improve the predictive performance of the hybrid architecture.
