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Abstract
This paper explores a simple and efficient baseline
for person re-identification (ReID). Person re-identification
(ReID) with deep neural networks has made progress and
achieved high performance in recent years. However, many
state-of-the-arts methods design complex network structure
and concatenate multi-branch features. In the literature,
some effective training tricks are briefly appeared in sev-
eral papers or source codes. This paper will collect and
evaluate these effective training tricks in person ReID. By
combining these tricks together, the model achieves 94.5%
rank-1 and 85.9% mAP on Market1501 with only using
global features. Our codes and models are available at
https://github.com/michuanhaohao/reid-strong-baseline
1. Introduction
Person re-identification (ReID) with deep neural net-
works has made progress and achieved high performance
in recent years. However, many state-of-the-arts methods
design complex network structure and concatenate multi-
branch features. In the literature, some effective training
tricks or refinements are briefly appeared in several papers
or source codes. This paper will collect and evaluate such
effective training tricks in person ReID. With involved in
all training tricks, ResNet50 reaches 94.5% rank-1 accuracy
and 85.9% mAP on Market1501 [24]. It is worth mention-
ing that it achieves such surprising performance with global
features of the model.
For comparison, we surveyed articles published at
ECCV2018 and CVPR2018 of the past year. As shown in
Fig. 1, most of previous works were expanded on poor base-
lines. On Market1501, only two baselines in 23 baselines
surpassed 90% rank-1 accuracy. The rank-1 accuracies of
four baselines even lower than 80%. On DukeMTMC-reID,
all baselines did not surpass 80% rank-1 accuracy or 65%
mAP. We think a strong baseline is very important to pro-
mote the development of research. Therefore, we modified
∗Equal contributions. This work was partially done when Hao Luo and
Xingyu Liao were interns at Megvii Inc.
(a) Market1501
(b) DukeMTMC-reID
Figure 1. The performance of different baselines on Market1501
and DukeMTMC-reID datasets. We compare our strong baseline
with other baselines published in CVPR2018 and ECCV2018.
the standard baseline with some training tricks to acquire a
strong baseline. The code of our strong baseline has been
open sourced.
In addition, we also found that some works were unfairly
compared with other state-of-the-arts methods. Specifically,
the improvements were mainly from training tricks rather
than methods themselves. But the training tricks were un-
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derstated in the paper so that readers ignored them. It would
make the effectiveness of the method exaggerated. We sug-
gest that reviewers need to take into account these tricks
when commenting academic papers.
Apart from aforementioned reasons, another considera-
tion is that the industry prefers to simple and effective mod-
els rather than concatenating lots of local features in the in-
ference stage. In pursuit of high accuracy, researchers in the
academic always combine several local features or utilize
the semantic information from pose estimation or segmen-
tation models. Such methods bring too much extra con-
sumption. Large features also greatly reduce the speed of
retrieval process. Thus, we hope to use some tricks to im-
prove the ability of the ReID model and only use global
features to achieve high performance. The purposes of this
paper are summarized as follow:
• We surveyed many works published on top confer-
ences and found most of them were expanded on poor
baselines.
• For the academia, we hope to provide a strong baseline
for researchers to achieve higher accuracies in person
ReID.
• For the community, we hope to give reviewers some
references that what tricks will affect the performance
of the ReID model. We suggest that when compar-
ing the performance of the different methods, review-
ers need to take these tricks into account.
• For the industry, we hope to provide some effective
tricks to acquire better models without too much extra
consumption.
Fortunately, a lot of effective training tricks have been
present in some papers or open-sourced projects. We collect
many tricks and evaluate each of them on ReID datasets.
After a lot of experiments, we choose six tricks to introduce
in this paper. Some of them were designed or modified by
us. We add these tricks into a widely used baseline to get our
modified baseline, which achieves 94.5% rank-1 and 85.9%
mAP on Market1501. Moreover, we found different works
choose different image sizes and numbers of batch size, as
a supplement, we also explore their impacts on model per-
formance. In summary, the contributions of this paper are
concluded as follow:
• We collect some effective training tricks for person
ReID. Among them, we design a new neck struc-
ture named as BNNeck. In addition, we evaluate the
improvements from each trick on two widely used
datasets.
• We provide a strong ReID baseline, which achieves
94.5% and 85.9% mAP on Market1501. It is worth
mentioned that the results are obtained with global fea-
tures provided by ResNet50 backbone. To our best
knowledge, it is the best performance acquired by
global features in person ReID.
• As a supplement, we evaluate the influences of the im-
age size and the number of batch size on the perfor-
mance of ReID models.
2. Standard Baseline
We follow a widely used open-source† as our stan-
dard baseline. The backbone of the standard baseline is
ResNet50 [5]. During the training stage, the pipeline in-
cludes following steps:
1. We initialize the ResNet50 with pre-trained parameters
on ImageNet and change the dimension of the fully
connected layer to N . N denotes the number of iden-
tities in the training dataset.
2. We randomly sample P identities andK images of per
person to constitute a training batch. Finally the batch
size equals toB = P×K. In this paper, we setP = 16
and K = 4.
3. We resize each image into 256 × 128 pixels and pad
the resized image 10 pixels with zero values. Then
randomly crop it into a 256× 128 rectangular image.
4. Each image is flipped horizontally with 0.5 probability.
5. Each image is decoded into 32-bit floating point raw
pixel values in [0, 1]. Then we normalize RGB chan-
nels by subtracting 0.485, 0.456, 0.406 and dividing by
0.229, 0.224, 0.225, respectively.
6. The model outputs ReID features f and ID prediction
logits p.
7. ReID features f is used to calculate triplet loss [6]. ID
prediction logits p is used to calculated cross entropy
loss. The margin m of triplet loss is set to be 0.3.
8. Adam method is adopted to optimize the model. The
initial learning rate is set to be 0.00035 and is de-
creased by 0.1 at the 40th epoch and 70th epoch re-
spectively. Totally there are 120 training epochs.
3. Training Tricks
This section will introduce some effective training tricks
in person ReID. Most of such tricks can be expanded on
the standard baseline without changing the model architec-
ture. The Fig. 2 (b) shows training strategies and the model
architecture appeared in this section.
†https://github.com/Cysu/open-reid
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P×K images
ResNet50
(last stride=2)
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GAP
Triplet loss
FC layers
ID loss
(a) The pipeline of the standard baseline.
P×K images
(Random Erasing)
ResNet50
(last stride=1)
GAP
features 𝑓"
Triplet loss + Center loss
ID loss
+
label smooth
BN layers
features 𝑓#
Inference stage
FC layers
(No bias)BNNeck
(b) The pipeline of our modified baseline.
Figure 2. The pipelines of the standard baseline and our modified baseline.
3.1. Warmup Learning Rate
Learning rate has a great impact for the performance of
a ReID model. Standard baseline is initially trained with
a large and constant learning rate. In [2], a warmup strat-
egy is applied to bootstrap the network for better perfor-
mance. In practice, As shown in Fig. 3, we spent 10 epochs
linearly increasing the learning rate from 3.5 × 10−5 to
3.5×10−4. Then, the learning rate is decayed to 3.5×10−5
and 3.5 × 10−6 at 40th epoch and 70th epoch respectively.
The learning rate lr(t) at epoch t is compute as;
lr(t) =

3.5× 10−5 × t10 if t ≤ 10
3.5× 10−4 if 10 < t ≤ 40
3.5× 10−5 if 40 < t ≤ 70
3.5× 10−6 if 70 < t ≤ 120
(1)
3.2. Random Erasing Augmentation
In person ReID, persons in the images are sometimes
occluded by other objects. To address the occlusion prob-
lem and improve the generalization ability of ReID mod-
els, Zhong et al. [27] proposed a new data augmentation
approach named as Random Erasing Augmentation (REA).
In practice, for an image I in a mini-batch, the probability
of it undergoing Random Erasing is pe, and the probabil-
ity of it being kept unchanged is 1 − pe. Then, REA ran-
domly selects a rectangle region Ie with size (We, He) in
image I , and erases its pixels with random values. Assum-
Figure 3. Comparison of learning rate schedules. With warmup
strategy, the learning rate is linearly increased in the first 10
epochs.
ing the area of image I and region Ie are S = W ×H and
Se =We ×He respectively, we denote re = SeS as the area
ratio of erasing rectangle region. In addition, the aspect ra-
tio of region Ie is randomly initialized between r1 and r2.
To determine a unique region, REA randomly initializes a
point P = (xe, ye). If xe +We ≤ W and ye + He ≤ H ,
we set the region, Ie = (xe, ye, xe +We, ye +He), as the
selected rectangle region. Otherwise we repeat the above
process until an appropriate Ie is selected. With the selected
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Figure 4. Sampled examples of random erasing augmentation. The
first row shows five original training images. The processed im-
ages are presented in the second low.
erasing region Ie, each pixel in Ie is assigned to the mean
value of image I , respectively.
In this study, we set hyper-parameters to p = 0.5, 0.02 <
Se < 0.4, r1 = 0.3, r2 = 3.33, respectively. Some exam-
ples are shown in Fig. 4.
3.3. Label Smoothing
ID Embedding (IDE) [25] network is a basic baseline
in person ReID. The last layer of IDE, which outputs the ID
prediction logits of images, is a fully-connected layer with a
hidden size being equal to numbers of persons N . Given an
image, we denote y as truth ID label and pi as ID prediction
logits of class i. The cross entropy loss is computed as:
L(ID) =
N∑
i=1
−qi log (pi)
{
qi = 0, y 6= i
qi = 1, y = i
(2)
Because the category of the classification is determined by
the person ID, we call such loss function as ID loss in this
paper.
Nevertheless, person ReID can be regard as one-shot
learning task because person IDs of the testing set have not
appeared in the training set. So it is pretty important to pre-
vent the ReID model from overfitting training IDs. Label
smoothing (LS) proposed in [17] is a widely used method
to prevent overfitting for a classification task. It changes the
construction of qi to:
qi =
{
1− N−1N ε if i = y
ε/N otherwise,
(3)
where ε is a small constant to encourage the model to be less
confident on the training set. In this study, ε is set to be 0.1.
When the training set is not very large, LS can significantly
improve the performance of the model.
3.4. Last Stride
Higher spatial resolution always enriches the granularity
of feature. In [16], Sun et al. removed the last spatial down-
sampling operation in the backbone network to increase the
size of the feature map. For convenience, we denote the
last spatial down-sampling operation in the backbone net-
work as last stride. The last stride of ResNet50 is set to be
2. When fed into a image of 256 × 128 size, the backbone
of ResNet50 outputs a feature map with the spatial size of
8 × 4. If change last stride from 2 to 1, we can get a fea-
ture map with higher spatial size (16 × 8). This manipula-
tion only increases very light computation cost and does not
involve extra training parameters. However, higher spatial
resolution brings significant improvement.
3.5. BNNeck
Most of works combined ID loss and triplet loss together
to train ReID models. As shown in Fig. 5(a), in the standard
baseline, ID loss and triplet loss constrain the same feature
f . However, the targets of these two losses are inconsistent
in the embedding space.
As shown in Fig. 6(a), ID loss constructs several hyper-
planes to separate the embedding space into different sub-
spaces. The features of each class are distributed in differ-
ent subspaces. In this case, cosine distance is more suitable
than Euclidean distance for the model optimized by ID loss
in the inference stage. On the other hand, as shown in 6(b),
ID loss
Triplet loss
FC layers
features𝑓
(a) The neck of the standard baseline.
features𝑓"
ID loss
Triplet loss
FC layers (No bias)
BN layers
features𝑓#
Inference stage
(b) Our designed BNNeck. In the inference stage, we choose fi
following the BN layer to do the retrieval.
Figure 5. Comparison between standard neck and our designed
BNNeck.
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(a) ID loss (b) triplet loss (c) ID + triplet loss (d) ID + triplet loss + BNNeck
Figure 6. Two-dimensional visualization of sample distribution in the embedding space supervised by (a) ID Loss, (b) Triplet Loss, (c) ID
+ triplet loss and (d) ID + triplet loss + BNNeck. Points of different colors represent embedding features from different classes. The yellow
dotted lines stand for the supposed classification hyperplanes.
triplet loss enhances the intra-class compactness and inter-
class separability in the Euclidean space. Because triplet
loss can not provide globally optimal constraint, inter-class
distance sometimes is smaller than intra-class distance. A
widely used method is to combine ID loss and triplet loss
to train the model together. This approach let the model
learn more discriminative features. Nevertheless, for image
pairs in the embedding space, ID loss mainly optimizes the
cosine distances while triplet loss focuses on the Euclidean
distances. If we use these two losses to simultaneously op-
timize a feature vector, their goals may be inconsistent. In
the training process, a possible phenomenon is that one loss
is reduced, while the other loss is oscillating or even in-
creased.
To overcome the aforementioned problem, we design a
structure named as BNNeck shown in Fig. 5(b). BNNeck
only adds a batch normalization (BN) layer after features
(and before classifier FC layers). The feature before the BN
layer is denoted as ft. We let ft pass through a BN layer to
acquire the normalized feature fi. In the training stage, ft
and fi are used to compute triplet loss and ID loss, respec-
tively. Normalization balances each dimension of fi. The
features are gaussianly distributed near the surface of the
hypersphere. This distribution makes the ID loss easier to
converge. In addition, BNNeck reduces the constraint of the
ID loss on ft. Less constraint from ID loss leads to triplet
loss easier to converge at the same time. Thirdly, normaliza-
tion keeps the compact distribution of features that belong
to one same person.
Because the hypersphere is almost symmetric about the
origin of the coordinate axis, another trick of BNNeck is
removing the bias of classifier FC layer. It constrains the
classification hyperplanes to pass through the origin of the
coordinate axis. We initialize the FC layer with Kaiming
initialization proposed in [4].
In the inference stage, we choose fi to do the person
ReID task. Cosine distance metric can achieve better perfor-
mance than Euclidean distance metric. Experimental results
in Table. 1 show that BNNeck can improve performance of
the ReID model by a large margin.
3.6. Center Loss
Triplet loss is computed as:
LTri = [dp − dn + α]+, (4)
where dp and dn are feature distances of positive pair and
negative pair. α is the margin of triplet loss, and [z]+ equals
to max(z, 0). In this paper, α is set to 0.3. However, triplet
loss only considers the difference between dp and dn and
ignores the absolute values of them. For instance, when
dp = 0.3, dn = 0.5, the triplet loss is 0.1. For another case,
when dp = 1.3, dn = 1.5, the triplet loss also is 0.1. Triplet
loss is determined by two person IDs sampled randomly.
It is difficult to ensure that dp < dn in the whole training
dataset.
Center loss [20], which simultaneously learns a center
for deep features of each class and penalizes the distances
between the deep features and their corresponding class
centers, makes up for the drawbacks of the triplet loss. The
center loss function is formulated as:
LC = 1
2
B∑
j=1
∥∥∥f tj − cyj∥∥∥2
2
, (5)
where yj is the label of the jth image in a mini-batch. cyj
denotes the yith class center of deep features. B is the num-
ber of batch size. The formulation effectively characterizes
the intra-class variations. Minimizing center loss increases
intra-class compactness. Our model totally includes three
losses as follow:
L = LID + LTriplet + βLC (6)
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β is the balanced weight of center loss. In our experiments,
β is set to be 0.0005.
4. Experimental Results
In this section, we will evaluate our models on Mar-
ket1501 and DukeMTMC-reID [11] datasets. The Rank-
1 accuracy and mean Average Precision (mAP) are re-
ported as evaluation metrics. We add tricks on the stan-
dard baseline successively and do not change any training
settings. The results of ablation studies present the perfor-
mance boost from each trick. In order to prevent being mis-
led by overfitting, we also show the results of cross-domain
experiments.
4.1. Influences of Each Trick (Same domain)
Market1501 DukeMTMC
Model r = 1 mAP r = 1 mAP
Baseline-S 87.7 74.0 79.7 63.7
+warmup 88.7 75.2 80.6 65.1
+REA 91.3 79.3 81.5 68.3
+LS 91.4 80.3 82.4 69.3
+stride=1 92.0 81.7 82.6 70.6
+BNNeck 94.1 85.7 86.2 75.9
+center loss 94.5 85.9 86.4 76.4
Table 1. The performance of different models is evaluated on Mar-
ket1501 and DukeMTMC-reID datasets. Baseline-S stands for the
standard baseline introduced in section 2.
The standard baseline introduced in section 2 achieves
87.7% and 79.7% rank-1 accuracies on Market1501 and
DukeMTMC-reID, respectively. The performance of stan-
dard baseline is similar with most of baselines reported in
other papers. Then, we add warmup strategy, random eras-
ing augmentation, label smoothing, stride change, BNNeck
and center loss to the model training process, one by one.
Our designed BNNeck boosts more performance than other
tricks, especially on DukeMTMC-reID. Finally, these tricks
make baseline acquire 94.5% rank-1 accuracy and 85.9%
mAP on Market1501. On DukeMTMC-reID, it reaches
86.4% rank-1 accuracy and 76.4% mAP. In other works,
these training tricks boost the performance of the standard
baseline by more than 10% mAP. In addition, to get such
improvement, we only involve an extra BN layer and do not
increase training time.
4.2. Analysis of BNNeck
In this section, we evaluate the performance of two dif-
ferent features (ft and fi) with Euclidean distance metric
and cosine distance metric. All models are trained without
center loss in Table. 2. We observe that cosine distance met-
ric performs better than Euclidean distance metric for ft.
Because ID loss directly constrains the features followed
Market1501 DukeMTMC
Feature Metric r = 1 mAP r = 1 mAP
f (w/o BNNeck) Euclidean 92.0 81.7 82.6 70.6
ft Euclidean 94.2 85.5 85.7 74.4
ft Cosine 94.2 85.7 85.5 74.6
fi Euclidean 93.8 83.7 86.6 73.0
fi Cosine 94.1 85.7 86.2 75.9
Table 2. The ablation study of BNNeck. f (w/o BNNeck) is base-
line without BNNeck. BNNeck includes two features ft and fi.
We evaluate the performance of them with Euclidean distance and
cosine distance, respectively.
the BN layer, fi can be separated by several hyperplanes
clearly. The cosine distance can measure the angle between
two feature vectors, so cosine distance metric is more suit-
able than Euclidean distance metric for fi. However, ft is
close to triplet loss and is constrained by ID loss at the same
time. Two kinds of metrics achieve similar performance for
ft.
In overall, BNNeck significantly improve the perfor-
mance of ReID models. We choose fi with cosine distance
metric to do the retrieval in the inference stage.
4.3. Influences of Each Trick (Cross domain)
To further explore effectiveness, we also present the re-
sults of cross-domain experiments in Table. 3. In overview,
three tricks including warmup strategy, label smoothing and
BNNeck significantly boost the cross-domain performance
of ReID models. Stride change and center loss seem to
have no big impact on the performance. However, REA
does harm to models in cross-domain ReID task. In partic-
ularly, when our modified baseline is trained without REA,
it achieves 41.4% and 54.3% rank-1 accuracies on Mar-
ket1501 and DukeMTMC-reID datasets, respectively. Its
performance surpass the ones of the standard baseline by a
large margin. We infer that REA masking the regions of
training images lets the model learn more knowledge in the
training domain. It causes the model to perform worse in
M→D D→M
Model r = 1 mAP r = 1 mAP
Baseline 24.4 12.9 34.2 14.5
+warmup 26.3 14.1 39.7 17.4
+REA 21.5 10.2 32.5 13.5
+LS 23.2 11.3 36.5 14.9
+stride=1 23.1 11.8 37.1 15.4
+BNNeck 26.7 15.2 47.7 21.6
+center loss 27.5 15.0 47.4 21.4
-REA 41.4 25.7 54.3 25.5
Table 3. The performance of different models is evaluated on
cross-domain datasets. M→D means that we train the model on
Market1501 and evaluate it on DukeMTMC-reID.
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Market1501 DukeMTMC
Type Method Nf r = 1 mAP r = 1 mAP
Pose-
guided
GLAD[19] 4 89.9 73.9 - -
PIE [23] 3 87.7 69.0 79.8 62.0
PSE [13] 3 78.7 56.0 - -
Mask-
guided
SPReID [7] 5 92.5 81.3 84.4 71.0
MaskReID [9] 3 90.0 75.3 78.8 61.9
Stripe-
based
AlignedReID [21] 1 90.6 77.7 81.2 67.4
SCPNet [3] 1 91.2 75.2 80.3 62.6
PCB [16] 6 93.8 81.6 83.3 69.2
Pyramid[22] 1 92.8 82.1 - -
Pyramid[22] 21 95.7 88.2 89.0 79.0
BFE[1] 2 94.5 85.0 88.7 75.8
Attention-
based
Mancs [18] 1 93.1 82.3 84.9 71.8
DuATM [14] 1 91.4 76.6 81.2 62.3
HA-CNN [8] 4 91.2 75.7 80.5 63.8
GAN-
based
Camstyle [28] 1 88.1 68.7 75.3 53.5
PN-GAN [10] 9 89.4 72.6 73.6 53.2
Global
feature
IDE [25] 1 79.5 59.9 - -
SVDNet [15] 1 82.3 62.1 76.7 56.8
TriNet[6] 1 84.9 69.1 - -
AWTL[12] 1 89.5 75.7 79.8 63.4
Ours 1 94.5 85.9 86.4 76.4
Ours(RK) 1 95.4 94.2 90.3 89.1
Table 4. Comparison of state-or-the-arts methods. Nf is the num-
ber of features used in the inference stage. RK stands for k-
reciprocal re-ranking method [26]
the testing domain.
4.4. Comparison of State-of-the-Arts
We compare out strong baseline with state-of-the-arts
methods in Table. 4. All methods have been divided into
different types. Pyramid[22] achieves surprising perfor-
mance on two datasets. However, it concatenates 21 local
features of different scale. If only utilizing the global fea-
ture, it obtains 92.8% rank-1 accuracy and 82.1% mAP on
Market1501. Ours strong baseline can reach 94.5% rank-
1 accuracy and 85.9% mAP on Market1501. BFE[1] ob-
tains similar performance with our strong baseline. But
it combines features of two branches. Throughout all
methods that only use global features, our strong base-
line beats AWTL[12] by more than 10% mAP on both
Market1501 and DukeMTMC-reID. With k-reciprocal re-
ranking method to boost the performance, our method
reaches 94.1% mAP and 89.1% mAP on Market1501 and
DukeMTMC-reID, respectively. To our best knowledge,
our baseline achieves best performance in the case of only
using global features.
5. Supplementary Experiments
We observed that some previous works were done with
different the numbers of batch size or image sizes. In this
section, as a supplementary we explore the affects of them
on model performance.
Batch Size Market1501 DukeMTMC
P ×K r = 1 mAP r = 1 mAP
8× 3 92.6 79.2 84.4 68.1
8× 4 92.9 80.0 84.7 69.4
8× 6 93.5 81.6 85.1 70.7
8× 8 93.9 82.0 85.8 71.5
16× 3 93.8 83.1 86.8 72.1
16× 4 93.8 83.7 86.6 73.0
16× 6 94.0 82.8 85.1 69.9
16× 8 93.1 81.6 86.7 72.1
32× 3 94.5 84.1 86.0 71.4
32× 4 93.2 82.8 86.5 73.1
Table 5. Performance of ReID models with different numbers of
batch size.
5.1. Influences of the Number of Batch Size
The mini-batch of triplet loss includes B = P ×K im-
ages. P and K denote the number of different persons and
the number of different images per person, respectively. A
mini-batch can only contain up to 128 images in one GPU,
so that we can not do the experiments with P = 32,K = 6
or P = 32,K = 8. We removed center loss to clearly find
the relation between triplet loss and batch size. The results
are present in Table. 5. However, there are not specific con-
clusions to show the effect of B on performance. A slight
trend we observed is that larger batch size is beneficial for
the model performance. We infer that largeK helps to mine
hard positive pairs while large P helps to mining hard neg-
ative pairs.
5.2. Influences of Image Size
Market1501 DukeMTMC
Image Size r = 1 mAP r = 1 mAP
256× 128 93.8 83.7 86.6 73.0
224× 224 94.2 83.3 86.1 72.2
384× 128 94.0 82.7 86.4 73.2
384× 192 93.8 83.1 87.1 72.9
Table 6. Performance of ReID models with different image sizes.
We trained models without center loss and set P =
16,K = 4. As shown in Table. 6, four models achieve
similar performances on both datasets. In our opinion, the
image size is not a pretty importance factor for the perfor-
mance of ReID models.
6. Conclusions and Outlooks
In this paper, we collect some effective training tricks
and design a strong baseline for person ReID. To demon-
strate the influences of each trick on the performance of
ReID models, we do a lot of experiments on both same-
domain and cross-domain ReID tasks. Finally, only using
4327
global features, our strong baseline achieve 94.5% rank-1
accuracy and 85.9% mAP on Market1501. We hope that
this work can promote the ReID research in academia and
industry.
However, the purpose of our work is not to improve per-
formance roughly. Compared with face recognition, person
ReID still has a long way to explore. We think some train-
ing tricks can speed up the exploration and there are many
effective tricks not discovered. We welcome researchers to
share some other effective tricks with us. We will evaluate
them based on this work.
In the future, we will continue to design more experi-
ments to analyze the principles of these trciks. For example,
when we replace the BNNeck with L2 normalization, what
does the performance of this network become? In addition,
whether can some state-of-the-arts methods such as PCB,
MGN and AlignedReID, etc. be expanded on our strong
baseline? More visualization also is helpful for others to
understand this work.
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