Abstract| Signal processing algorithms based on Volterra lter structures often require that a matrix composed of higher-order moments of the underlying process be invertible. Previously, this problem has been studied for uncorrelated random variables. This paper establishes conditions under which a wide class of correlated processes have invertible higher-order moment matrices.
I. Introduction
Volterra lters have received increasing attention in the recent signal processing literature. Algorithms for Volterra ltering applications, such as signal detection 12], estimation 3, 4, 12] and system identi cation 9,10], often require inversion of a matrix composed of higher-order moments or statistics of the underlying random process. Hence, the existence of the inverse is an important issue. The nonsingularity of moment matrices is also important in the study of stability and convergence of adaptive algorithms 7, 8] . Previous authors have considered the invertibility of moment matrices corresponding to uncorrelated random variables 2, 4, 10] . This paper generalizes earlier work to include a much wider class of correlated random processes. First, it is shown that the moment matrix corresponding to absolutely continuous random variables is invertible. Second, necessary and su cient conditions are established for the invertibilty of the moment matrix corresponding to a linear transformation of a given random process.
Notation and previous work are reviewed in section II. In section III, the case of jointly absolutely continuous random variables is examined. In section IV, the invertibility of a general class of moment matrices corresponding to linear transformations of random variables is studied. These results are generalized to polynomial transformations in section V. Section VI includes several applications relevant to adaptive ltering and nonlinear system identi cation. If the random variables are su ciently uncorrelated, the last result can be strengthened. A proof is given in Appendix A. Note that no assumptions are made on the correlation between the random variables. Hence, Theorem 3.1 can be used to establish the invertibility of Ef X X T g even when the random variables are correlated. Throughout the remainder of the paper we assume that all densities are with respect to Lebesgue measure and simply say that a random variable/vector has a density. For practical system identi cation experiments, one needs to consider the sample moment matrix obtained from nite set of observations. If X has a density, then satisfaction of the p:e: condition implies the sample moment matrix is invertible 1 with probability 1 provided at least r m observations of X are used to form the sample moment matrix. However, in general, there is a non-zero probability that the sample moment matrix is singular.
IV. Linear Transformations of Random
Example 1 -Moving Average Processes: Theorem 4.1 implies that a p-th order moving average (MA) of a p:e:(N; p + q) process is p:e:(N; q). Suppose The results in Examples 1 and 2 can be further generalized to establish conditions under which the output of a Volterra lter driven by fX k g is p:e: Following from the discussion in section V, if a p:e:(nN; m + q) process fX k g is the input to a non-zero n-th order Volterra lter with memory q, then the output process is guaranteed to be p:e:(N; m). Alternatively, it can be shown that an ARMA process has a density and hence Theorem 3.1 applies. 2
VII. Conclusions
It is shown that a large class of correlated random variables lead to invertible moment matrices. If X has a density with respect to Lebesgue measure, then the corresponding moment matrix Ef X X T g is invertible. Linear and polynomial transformations of random variables are also considered. Necessary and su cient conditions are given for the invertibility of the corresponding moment matrices. In the context of adaptive ltering and system identi cation, invertibility of moment matrices implies that the underlying random process is persistently exciting. It is shown that many common types of linear and polynomial transformations preserve the excitation properties of stationary random processes.
Appendix A
The following well-known fact is used to prove Theorem 3.1. We proceed by establishing that Ef X X T g is a positive de nite matrix. Let a 2 IR rm be arbitrary. Positive de niteness requires a T Ef X X T ga > 0 or Ef(a T X) 2 g > 0 for all a 6 = 0. In general, Ef(a T X) 2 g 0 with equality if and only if a T X = 0 almost surely, that is P(a T X = 0) = 1, where P is the probability measure on the underlying probability space. However, a T X is a polynomial in the elements of X and since X has a density f, Remark 3.1 implies P(a T X = 0) = 0 for all a 6 = 0. Hence, Ef(a T X) 2 g > 0 for all a 6 = 0 and Ef X X T g is positive de nite. 
