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Abstract. The focus of the paper is an investigation and evaluation of energy 
efficient solutions in IP over WDM core networks using as a foundation, a 
hierarchy of hibernation modes implementing different degrees of node 
groupings and fibre links establishment that support a sleep state. It seeks to 
embed this groups-nodes strategy into an intelligent control plane implementing 
routing schemes targeting energy consumption, adaptive signalling and traffic 
engineering. A Group-Nodes mechanism is proposed as a function of topology 
and node distribution based on a fixed (or geographical) and random (or 
ownership) principle. The impact of the proposed technique on energy saving 
and network performance is assessed; results are presented and evaluated for 
various scenarios. Evaluation of this methodology indicates potential reduction 
in power consumption from 7% up to 15% at the expense of reduced network 
performance. 
1   Introduction 
With regards to zero carbon emission, the issues of green networks technology has 
become primary interest among researchers. Recent studies shows that rapid changes 
on the information and communication technology (ICT) devices and deployment of 
network infrastructures are having a critical effect on carbon footprint.  
For this reason, the power consumption prediction as stated in [1], exhibit that the 
worldwide operation of network equipment accounts for 25GW (yearly average) of 
the total ICT consumption. Conversely, the joules/bit in telecommunication networks 
is decreasing with time, the joules/user keeps steadily increasing.  
So far, the Smart Sleep Mode is the pinnacle of current green networks technology 
in which focusing on access networks, offering automated and low power design 
mechanisms. However, far too little attention has been paid to core networks. 
In this paper, the research centre on the development of energy saving schemes that 
support the evolution of greener core IP over WDM (Wavelength Division 
Multiplexer) networks. The cornerstone of the adopted strategy is various schemes 
underpinned by the hibernation state implemented through a modification of the 
control plane, in particular for transparent network architectures under different 
scenarios. The research evaluated the impact and constraints that arise under this 
strategy, to provide useful insights on the viability of the approach for practical 
energy efficient savings. 
2   Potential Energy Conservation in Core IP over WDM Networks 
One of the most momentousness cost minimisation strategies in core IP over WDM 
networks (also sometimes known as IP over Optical or optical IP) [2][3] in terms of 
provisioning, operation and maintenance is savings in energy consumption. The major 
power consumption contributors of equipment in the network are: 
• WDM chassis; receiving/transmitting equipment such as transponders modules, 
short-reach optical interface transponders. 
• Optical Switching (OXC) Chassis, opaque/transparent optical transponders, 
Optical-Electrical-Optical (OEO) conversion. 
• Core Router: electronic processing, traffic grooming and aggregation in the IP 
layer. 
• Optical Amplifiers: predominately the Erbium Doped Fibre Amplifier (EDFAs). 
• 3R Regenerators: signal regeneration with re-timing, re-amplification and re-
shaping operations. 
• Control Plane: signalling and routing algorithm modification. 
 
3   Network Energy Model Design 
In our approach in order to evaluate overall network power consumption and 
consumed energy per a data bit we used so called equivalent network energy model 
(see Figure 1) based on multilayer Internet Protocol / Generalized Multi-Protocol 
Label Switching (IP/GMPLS) over optical layers. In this model, a network carrier 
bandwidth of OC-192 and average energy consumption of 1019nJ per bit was 
assumed following [4][5][6]. 
The parameter Gn denotes a Router’s dissipated power of 10kW within its energy 
consumption of 1000nJ/bit. Xn represents Optical Cross-Connect (OXC) dissipating 
100W and consumes 10nJ/bit. Wn denotes Wavelength Division Multiplexing 
(WDM) part of the node with dissipating power of 120W and energy consumption of 
12nJ/bit. An represents the consumption owing to Erbium-Doped Fibre Amplifiers 
(EDFA) within connection spans placed at 70 km intervals, the power consumption is 
estimated to be 1W with energy of 0.1nJ/bit. 
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Fig. 1. An Energy Model Design for IP over WDM Networks. 
3.1   Energy per Bit 
Further we define energy per bit consumed by the node as Eb = PT / C where PT 
represents the node total power consumption and C is the bandwidth offered by the 
network link. 
3.2   Energy Consumption and Power Consumption 
The total power consumption of the link is given by: 
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where ΔpCONTROL PLANE, ΔpOXC, ΔpWDM, ΔpTRANSPONDERS, and ΔpEDFA represent power 
consumed by the IP/GMPLS router, OXC, WDM, transponders/transmitters, and 
EDFA optical amplifier, respectively. 
Similarly, the total energy consumption of the link is given by: 
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        (2) 
where ΔeCONTROL PLANE, ΔpOXC, ΔpWDM, ΔpTRANSPONDERS, and ΔpEDFA represent power 
consumed by the IP/GMPLS router, OXC, WDM, transponders/transmitters, and 
EDFA optical amplifier, respectively.  
The total energy consumption in IP over WDM networks calculated per data bit Ebit 
in order to support the network offered load can be defined as: 
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where ΔeEDFA is the energy consumed by EDFA; ΔeOXC is the energy consumed by 
the node’s OXC; β represent the noise factor associated with the Bit Error Rate (BER) 
and a heat transfer rate in network equipments; and finally, α is number of hops.  
4   Hibernation Mode; Group Nodes Distribution Factors 
The Group Node structure in relation to the hibernation mode is illustrated in Figure 
2. In this architecture, nodes consisting of IP Router and OXC are interconnected by 
point-to-point optical fibre links. 
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Fig. 2. Hibernation Mode: Grouped Nodes Structure.  
 
The exchange of messages updating energy consumption profiles can be described 
by a sequence diagram; Figure 3 illustrates the messages sequence diagram for the 
transition from ON to OFF state.  For end-to-end provisioning - from ingress to egress 
node - after path computation, the wavelength is reserved by signalling. Node 1 
transmits a connection request along the link to reserve the wavelength and establish 
an end-to-end channel through the LSP Path/Resv Message. The LSP setup request is 
then forwarded to the next node until the message request is at the egress node. If 
there is an idle node at an intermediate node (in this case Node 3), after the nested 
hold-off timer expires, the hibernation notification message is propagated back along 
the path to release the reserved wavelength. The loopback LSP Resv_Confirm 
message will be transmitted back along the link until at the ingress node to request the 
suspension of the idle node. If Node 3 receives a LSP setup request message to place 
the node in Sleep state, it sends a Resv_Err message to acknowledge the ingress node 
that Node 3 is in powering off state. As a result, the network updates the routing table 
and TED topology. The ingress node releases a LSP by propagating Path_Tear 
message and powers down the connection to the idle node. 
 
 
Fig. 3. Messages Sequence Diagram for transition from ON state to OFF state of Hibernation: 
Group-Nodes.  
Figure 4 presents a message sequence diagram for the transition from OFF state to 
ON state. Node 3 detects traffic and changes its state to BUSY (active transition state) 
and full power operation is resumed, confirmed by sending a notify message to 
inform the adjacent node that it is in the process of waking-up. A Resv_Tear message 
is sent to the ingress node to notify that node is powering to ON state. 
 
 
Fig. 4. Messages Sequence Diagram for transition from OFF state to ON state of Hibernation: 
Group-Nodes.  
4.1   Fixed (Geographical) Nodes Effect 
Fixed node or Geographical Node groups are defined as a grouping topology that 
contains selected neighbouring nodes and grouped as disjoint clusters. 
  
4.2   Random (Ownership) Nodes Effect 
Random node or Ownership-based node groupings are defined as nodes belonging to 
the same owner (service provider) e.g. organization that having many entities under 
the same company name. 
  
5   Simulation Results 
The Group-Nodes hibernation mode that invokes cluster based architectures was 
evaluated and investigated. By dividing the nodes into several disjoint sets, as well as 
providing each node with geographical and ownership topology settings, produces 
clusters adopting sleep cycles to reduce power consumption. Figure 5 illustrates the 
network topology which is being utilised by the European Optical Network (EON 
network). The EON network has a Full Mesh Network Topology with 9 nodes and 20 
bidirectional fibre links [7], [8]. The IP/GMPLS nodes are linked by bidirectional 
pairs of single mode fibres. The EON network topology was used in our simulations 
and was based on a discrete event modelling tool known as OMNet++ (Object 
Modular Network Tested in C++). It has been assumed that all links are equal in 
terms of number of wavelengths (eight), that the message length is fixed at 256 bytes, 
and a nodal processing delay is 20ms. All EON network Nodes are capable to 
maintain information on their total power consumption as well as energy per bit 
consumed. Wherein, the standard GMPLS signalling and routing protocols are 
implemented following the Internet Engineering Task Force (IETF) standard [9][10]. 
The performance metrics takes into account the average power consumption, 
blocking probability and average request blocking [9-13]. We also assumed that 
lightpath requests are uniformly distributed. Note that, the inter-arrival connection 
requests are independent Poisson processes with an arrival rate of α and the queue 
lengths exponentially distributed with the expected service rate time of 1/μ measured 
in seconds. Therefore, the network offered load is α /μ. 
Full Mesh Network Topology: European Optical Network (EON) (Figure 5). The 
average power dissipation and energy consumption values assigned to each node are 
captured in the network energy model. In this architecture, the power consumption of 
nodes comprises the core router (10kW), OXC (100W), WDM (120W) and EDFAs 
(1W) placed at 70km intervals along links. For example, the power consumption 
(reference value) between Node A and Node G (Figure 5) linked by the single mode 
optical fibre across a distance of 2090km at a data rate of 10Gb/s is 29W. Therefore, 
the total power consumption between Node A and Node G is 10.249kW and the 
energy per bit is 1024.9nJ (Equations 1-3). 
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Fig. 5. Power consumption for Full Mesh European Optical Network (EON). 
 
The proposed Hibernation concept was verified on described EON by 
implementing group-nodes schemes. These nodes/links are then put into 
“hibernation” or an “SLEEP state”, in which nodes have suspended their unused 
functionalities (e.g. unused ports / interfaces, Mux/DeMux capabilities, signalling 
gates, unused wavelengths, etc.) and keep only the minimum network operation 
activities. 
The aim is to evaluate the impact of a route to energy saving through hibernation in 
core optical IP network by performing the Fixed (Geographical) grouping and 
Random (Ownership) grouping for full mesh network topologies. Note that, these 
results are based on cross-layer optical/IP domains integration and previous research 
produced results based in the optical domain only. Therefore, results are difficult to 
compare in terms of power savings and network performance. 
Using the full mesh EON (Figure 5), hibernation settings are applied to network 
nodes based on the group membership type (see node grouping categorization in 
Table 1). 
 
Table 1.  EON Node Grouping categorization. 
GROUP GEOGRAPHICAL OWNERSHIP-BASED 
G1 Nodes {A,B} Nodes {B,H} 
G2 Nodes {C,D,E} Nodes {D,E,G} 
G3 Nodes {F,G,H,I} Nodes {A,C,F,I} 
 
Figures 6 and Figure 7 present the average power consumption and average request 
blocking for various “Geographical” (adjacent nodes) groupings as a function of 
offered network load for the EON network mesh topology. For “All Groups HM” 
(case when nodes’ unused functionalities are suspended) ~0.137kW of power is saved 
per node’ (Figure 6) but the probability of blocking is ~55% (Figure 7). For Groups 
“G2 and G3 = HM” or Groups “G1 and G2 = HM”, the power savings of 0.12kW or 
0.10kW is obtained respectively (Figure 6) with a corresponding blocking probability 
of 33% or 10%, respectively (Figure 7). 
 
 Fig. 6. Simulation results for different EON Fixed (Geographical) Node groupings. 
’HM’ stands for Hibernation Mode.  
 
 
Fig. 7. Request blocking for EON Fixed (Geographical) grouping of nodes. 
 
“All Groups ON” yields the lowest blocking probability but the power savings per 
node are minimal. The EON network also becomes congested for network loads 
exceeding 8 Erlangs. The trade-off between a reduction in energy consumption and 
the probability of blocking is evident. 
Figure 8 depicts the average power consumption for different groups with respect 
to offered network load and Figure 9 presents the blocking probability for the EON 
ownership (random) grouping of nodes. As expected, savings in power with 
ownership grouping in the full mesh (EON) topology improves when compared to the 
partial mesh (NSFnet) topology, particularly in the case of ownership grouping. In 
this case, the power savings for grouping “G2 and G3” or “G1 and G2” are most 
significant, the improvement being ~0.135kW and ~0.11kW respectively (Figure 8); 
the corresponding blocking probability is 29% and 8%, respectively (Figure 9). The 
reason for this is that the optical bypass at intermediate nodes reduces the number of 
required core router electrical ports in the IP layer and thereby, the energy owing to 
this electrical equipment is saved. The EON ownership-based node groupings (Figure 
6 and Figure 8), “All Groups = HM” and “All Groups = ON” deliver similar results as 
the geographical node groupings. 
 
 
Fig. 8. Average power consumption difference per node as a function of network load 
for  different EON random (Ownership) node grouping. 
 
 
 
Fig. 9. Request blocking probability as a function of network load for EON random 
(Ownership) grouping of nodes. 
 
6   Conclusion 
In this paper we have presented an evaluation of an approach to energy saving in IP 
over WDM networks-based GMPLS control plane based on hibernation. The impact 
of the grouping of nodes following the principles of hibernation on network 
performance as a function of energy saving was examined and quantified for two 
representative network topologies. The approach was implemented through two 
grouping network node strategies - Geographical and Ownership-based. Results show 
that hibernation has the potential to deliver energy savings at the expense of reduced 
network performance. Results show that the “Ownership-based node groupings for 
“All Groups = HM” (hibernate) and “All Groups = ON” delivers similar performance 
as the Geographical nodes groupings.  
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