Abstract. In this paper we investigate the relationship between solvability and the existence of canonical forms for the linear system of differential equations E(t)x'(t)+F(t)x(t)=f(t). We show that if E, F are analytic on the interval [0 T], then the differential equation is solvable if and only if it can be put into a certain canonical form. We give examples to show that this is not true if E, F are only differentiable.
(1) E (t)x'(t) +F(t)x (t) f(t) with E(t) a singular n n matrix occur in a wide variety of circuit and control applications. Many of these applications are described in some detail in [3] , [4] , see also [2] . The constant coefficient case is now fairly well understood. However, the theory for the time varying case is still incomplete. This note has several purposes.
One is to clear up some of the misconceptions and confusion in the current literature. A second is to give some new results.
We shall say (1) where N(t) is nilpotent and lower (or upper) triangular, the system is said to be in standard canonical form, SCF [7] . If, in addition, N is constant, then the system is in strong standard canonical form, SSCF. The SSCF is the one considered in the work of Petzold and Gear [8] , [9] , [11] .
We shall consider transformations of the form (3) x O(t)y, and left multiplication of the equation by P(t 
Nx' + x f is solvable on that interval [5] . Comments. An examination of the proof of Theorem 2 shows that the analyticity of E, F was used only in applying Theorem 1 to get analytic P, Q such that (8) , (9) hold. Since (8) , (9) hold for many matrix functions met in practice, it seems plausible that the nonexistence of the SCF is an exceptional event.
The approach in this paper differs from those of earlier authors, for example, Silverman [12] , in that we do not assume E(t) in (1) has constant rank. In particular, we include systems which cannot be put in the form x A xl (t)x + A 12(t)x2 -t-fl(X ), 0 A 21 (t)xl + A 22(t)x2 +f2(t) by transformations of the form (3) .
The proof of Theorem 2 also provides an algorithmic procedure for obtaining the $CF. Starting with Ex'+Fx =f, compute P, Q as in (9) , (10) to get (11) . Now take the subsystem xy +ff'llYl--fl of (11) and repeat the procedure again to get again a system in the form (11) . At each step we work with a smaller subsystem. At some step we arrive at a system in the form (11) with either identically zero or always invertible and the procedure terminates.
