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1．はじめに
ここ数年、コーパスの歴史や仕組みについて調査してきた。まず、Brown Corpusとそこ
から派生した様々なコーパスがどのような経過を辿ってきたかを調べた。Brown Corpusそ
のものの構造の基本は、現在のものとあまり変わりがないことがわかった。次にBritish 
National Corpusの分析をした。今でこそレガシー・コーパスの部類に入ってしまってはい
るが、xmlを使ったその文法タグ構造は当時最高峰のものであったことがわかった。そして
そのBritish National Corpusに自動的に文法タグを付与したCLAWS7というAuto-Taggerに
ついて昨年研究をした。理論分析によるものであるにもかかわらず、その精度は高いもので
あった。Tag setの不完全さは問題とすべきことなのであろうが、100%正しいTagはあり得
ないので、十分な機能を持っていると言える。
いずれのコーパスも、背景には大学があり、その研究の一環として生まれたものである。
現在ネット上のコーパスで最大のMark Davies 氏によるBYU Corpus群もBrigham Young 
Universityの協力があってこそのことである。一方、コーパス作成を個人で行っている研究
家たちもいる。パーソナル・コンピュータが普及し、大学の巨大コンピュータを使用しなく
てもコーパス構築が可能になったためである。個人が作るということは、そこに特色が入っ
てくる。コーパスは客観性が重要なので、できるだけフラットな、特性のないデータベース
が必要となる。だが、黎明期のコーパス作成に、ましてや個人が作るものに、そんなことは
構っていられない。ひたすらデータを収集し、構築し、それを使って論文を書く。埋橋勇三
氏はそのような研究家の一人である。現在は東洋大学を退任されてはいるが、英語に対する
情熱に変わりはない。埋橋氏が1980年代から構築してきたコーパスに焦点を当て、その性質
と構造を分析し、他のコーパスとも比較し、どんな特色があるか、その特色から何が見える
かを探っていきたいと思う。また、この調査によって埋橋氏本人にも迫れることがあればと
願っている。なお、埋橋氏は筆者の指導者ではあるが、論文を書く上での慣習にならって、
以降は「埋橋」と表記することをご容赦願いたい。
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2．コーパスへのアプローチ
UZUHASHI Corpusを調査するにあたって、埋橋がいかにCorpusというものを意識し始
めたかを知らなければならない。そのきっかけと思われる論文が1975年のCorpus-Studyで
はないだろうか。まだパーソナル・コンピュータが一般の人々の手に行き渡る前、どうにか
して例文集を作らなければいけないという熱い情熱が垣間見える。そのエネルギーは当時最
盛であった変形生成文法に納得がいかないことから生まれているように思える。否定こそし
てはいないが、言葉を数学的に扱い過ぎていることに疑問を投げかけているのである。そし
てspecimen-gatheringの重要性を説き、カードによる手法の解説をしている。対象となる
英語の収集の仕方を、共時的、通時的な条件を含め、規定してみようという努力が伺える。
その規定は、現在のコーパス収集にも十分に通じるものであった。さらに一つのカードに文
法事項をどのように加えていくべきかを模索している。これは後にコンピュータを使った
Corpusを作成する上で、"Item"となるものであり、現在のPOS tags（part-of-speech tags）
に 通 じ る 考 え 方 で あ る。The University of LondonのRandolph QuirkのThe Survey of 
English Usageのカードを目にしてから、自分でも作ってみようという思いに至ったのは、
これからの言語研究には例文というものが絶対的に必要だからと直観したからであろう。だ
が、カードによるCorpus作成への希望は絶たれることになる。1988年の『英語学研究とコ
ンピューター』の4章「カード時代」の最後の言葉を引用したいと思う。
「所詮，カードの将来が明るかったときは一度もなかったと，私は思っております」
3．コンピュータの導入
埋橋がコーパスを導入したのは、1991年の『コンピュータによる英語コーパス作製に関す
るいくつかの問題』という論文に「現在，使っているコーパスはコンピュータを購入したと
きから，新たに作り始めたものである。それから，三年くらいになると思う」とあるので、
1988年付近だと思われる。そのときの様子は先ほど挙げた『英語学研究とコンピューター』
に記されている。そこではまず、英語学におけるコンピュータの可能性が二つあることを述
べている。すなわち構造分析とCorpusである。30年近く前の論文ではあるが、現在行われ
ているコンピュータによる英語学分析の根幹を予測している。そして、カード時代の財産が
生かせないことを嘆き、コンピュータ導入を決意し、dBASE IIというデータベースソフト
でCorpusを構築する姿が描かれている。使用OSはMS-DOS。1988年といえばヴァージョン
は3.0か4.0だと思われる。Windows 95が普及するのはこの7年後になる。まだGUIの概念が
なく、マウスも使えず、黒い画面の上でコマンドを打ち込むシステムである。文系の研究家
が気安く手が出せる代物ではない。ましてやdBASE IIは、主に会社の給料管理などを行う
ソフトウェアである。基本的にTYPEとして数値型データを使っていくのが目的のものだ。
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そこを全部捨てて、文字型データのみで使用している。それでもデータ構築や検索を行うに
はコマンドという短い命令文を打ち込んで組み立てて行かなければならない。現在の
Windowsのように、クリック一つで検索できるものではない。埋橋はテキストを論理的に
扱うことには長けており、そこがコンピュータのテキスト処理能力と合致したのだろうと想
像する。『英語学研究とコンピューター』は今となっては古い論文である。dBASEももはや
開発されてはいない。しかしこれは、英語学への情熱と先見性が垣間見えるれっきとした
Computer Corpusの論文である。
4．UZUHASHICorpusの構造
埋橋のCorpusには正式な名称を付けた様子は見られない。「自分のCorpusはPOS-tagが付
与されてないので、Data baseとCorpusの間くらいの『デーパス（Dapus?）』だ」とかつて
言っていたのは記憶しているが、それも正式ではない。この論文ではUZUHASHI Corpusと
いう名にしておくことにする。
UZUHASHI Corpus構築の様子や苦悩は、先ほど挙げた88年と91年の論文に詳しく書かれ
ている。さらに1992年の『コンピュータコーパス』では、手打ち入力だけでなくOCR
（Optical Character Reader）の導入も見られる。
ここで、UZUHASHI Corpusの構造を見ていくことにしよう。手元にあるUZUHASHI 
Corpusはdbfファイルで1.44GB、純粋なテキストファイルのみでは、125MBになる。データ
数は1048576例文。データベースの基本はカンマ区切りのテキストファイルである。これは、
UZUHASHI Corpusの全てではない。埋橋はOEDからもデータを取得し、別にCorpusを作
っている。本来ならそれら全てがUZUHASHI Corpusなのだが、今回はこのファイルで調査
していくことにする。理由は容量の問題で、PCがハングアップする可能性があるためであ
る。UZUHASHI Corpusで最も注目すべきことは「dBASEの場合にはSENTの領域は文字
数が最大254ときめられている」であろう。最近のデータベースは、文章がそのまま入って
いるのだが、UZUHASHI Corpusはカード式のように短文で区切られている。その文字数が
254文字以内なのである。この長さは、一見してわかる丁度良い長さだと埋橋は語っている。
データの末にはページ数が記されている。そして作家、作品名が各FIELDに記されている。
文法事項が記されていると思われた "item" の項目は排除したようだ。以下の例文は、一部
抜粋したデータをテキスト化したものである。データ番号は36-48。まだ作成初期の段階で
ある。
36 she was a scrap of a widow.（17）,BOWEN,DEATH
37 he arrived back in Dorset at once pensive and bouncing.（18）,BOWEN,DEATH
38 his father was black depressed.（18）,BOWEN,DEATH
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39 she stopped Mr Quayne crying.（18）,BOWEN,DEATH
40 she gave Thomas a smile.（19）,BOWEN,DEATH
41 he routed out Irene's letters and three photographs of her.（19）,BOWEN,DEATH
42 to be plain and solid was to be married to Mrs Quayne.（19）,BOWEN,DEATH
43 "does this bore you,St Quentin?" "anything but,Anna"（19）,BOWEN,DEATH
44 Mrs Quayne came down to breakfast worn and shining.（19）,BOWEN,DEATH
45 she made Thomas agree that he and she must do everything.（20）,BOWEN,DEATH
46 ,who detested being abroad.（21）,BOWEN,DEATH
47 the fact of her not wearing a cap.（24）,BOWEN,DEATH
48 Anna was as a mistress amiable,even lax.（24）,BOWEN,DEATH
最初の例文は she was a scrap of a widow.（17）と書かれている。文頭が大文字開始ではな
いことから、文中から始まっているものと予想されるが、原文は文頭で大文字開始であった。
She was a scrap of a widow, ever so plucky, just back from China, with damp little hands, 
a husky voice and defective tear-ducts that gave her eyes always rather a swimmy look.
では、何故小文字開始にしたか。dBASE IIは検索のときにFOR“She”$sentで検索するとshe
はヒットしなかったためだ。完全一致でなければならない。そのために入力するときに小文
字に変えていたのである。ただし、その後は大文字開始のデータが出てくる。データベース
を作っていくうちに方針が変わったり、ソフトウェアの仕様が変わったりすることもある。
ここはまだキーボードによるインプット時代である。
文のデータの最後の（17）が17ページ、カンマ区切りで次のFIELDが作家名、その後が
作品名となっている。BOWENはElizabeth Bowenで、DEATHがThe Death of the Heartを
表している。埋橋の頭の中では、これを見ただけで作家や作品が思い出せたのであろう。ペ
ージ全てを入力しているのではなく、読んでデータとして大切だと思う部分を入力していっ
たと想像できる。
データの中で、you,St Quentin / but,Anna / ,who / amiable,even の表記が気になった。
カンマの後にスペースが入っていない。これは、データの区切りとしてのカンマとの区別を
するため、一括変換を行った跡ではないかと予想される。これも、後の方になればスペース
が入っているので修正がされて消えている。データを読む分にはカンマの後ろにスペースが
入っているかいないかなどは些細なこととなる。
316623 Horatio was in the yard, sniffing the wind.（103）,BEATTIE,MINE
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100万例文のうちの30万付近では、大文字開始でカンマの後にスペースが入っている。後半、
ソフトウエアの性能が上がったと思われる。
585854 'Arithmetic. How much is eleven squared?'（15）,DIGEST（95/3）
802361 Placing a bag over the trap entrance, he opens the door.（33）（'96/4）,DIGEST
585854はリーダーズダイジェストの1995年3月のものであろう。雑誌に作家はいないのだが、
作家名が入るべきFELDに雑誌の名前が入っている。後に802361になると本文に（年/月）
が入っている。これも長年やっていくうちにやり方を変えたのだろう。
839283 It has a reputation for being a gay bar.,（'95/9/1）,ILLINI DAILY
ILLINI DAILYはThe Daily Illiniという新聞である。新聞は雑誌と違って日付まで書いてあ
る。作家のFIELDを日付にしている。一方、ページ数が雑誌ほどないためか、記されてい
ない。
839337 Household batteries make everyone's lives a whole lot easier. NE MAGAZINE
これは雑誌からのものと思わるが、本文しかない。本文に雑誌名が付いている。スキャンに
よる大量データインプットが始まった頃ではなかろうか。同じNE MAGAZINEにはこのよ
うなデータもあった。
839852 but most rechargeables--the ones sometimes referred to as 冤 icads 埖 contain 
nickel and cadmium. NE MAGAZINE
漢字表記はOCRの誤読だ。ここだけが雑誌名を別FIELDに入れてないので、スキャンを使
い始めたときのミスだと思われる。次の例文からは正常に戻って、作家、作品名が記されて
いるが、これ以降は、ページ数は記されていない。
840226 Why, I am not naturally positive.,DICKENS,CRICKET
ひとつひとつページ数を記す時間より、できるだけ多くインプットしたいという思いが垣間
見える。だが、100万のうちの84万まできている。ページ数が入ってないデータは16%ほど
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しかない。ページ数がわからなければ、入力し元の本は本棚にあるのだから調べれば良い。
手打ちからスキャナー＋OCRのインプットへ代わったころ、同時にインターネットから
のコピー&ペーストによる入力も行っている。
813365 ``It was a very big fire.'（'96/11/20）,REUTERS,INTERNET
1996年なので、Windows95が発売（'95/11/23）されて1年も経たないうちにデータとして取
り込んでいる。インターネットが一般的になったばかりの頃だ。この量はさほど多くはない。
また、このようなデータもあった。
998277 <p>`I am greatly changed.,DICKENS,GREAT EXPECTATIONS
これはCharles DickensのGreat Expectationsだが、本からスキャンしたものではないと推測
される。最初にある<p>はホームページの表記言語であるHTML（HyperText Markup 
Language）の段落を表すタグである。コピー＆ペーストをすると付いてくることがある。
ということは、おそらくProject Gutenbergなどからデータ収集したものだということがわ
かる。
以上からUZUHASHI Corpusは4つの時代的カテゴリーに分けることができよう。
（1）キーボードを使った手打ちによる入力（ページ数付き）。
（2）スキャナー＋OCRによる入力（ページ数付き）。
（3）インターネットからのコピー＆ペーストによる入力。
（4）スキャナー＋OCRによる入力（ページ数なし）。
筆者は大学院時代、埋橋のデータ入力を手伝うアルバイトをしたことがある。カテゴリー
で言えば（2）の頃に当たる。当時、テキストを扱うコンピュータには詳しくなかったので、
言われるがままにテキスト編集をしていた。使っていたソフトウェアはMIFES。それがこ
のような過程を経て巨大なUZUHASHI Corpusになっていたとは感慨深い。dBASEが手に
入らないため、検索をすることはできないが、データを見ているだけでも心躍る何かがある。
5．TaggedUZUHASHICorpusの作成
UZUHASHI Corpusは作家と作品名との連携に長けたCorpusである。その文が使われた
時代や背景が想像し易い。また、カード式データベースのため、その中で複数の単語が含ま
れるものを調査することができる。長い文章ひとつだけのデータベースでは不可能なことだ。
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ただし、POS-tag付きではない。そこで、このコーパスの文章のデータにPOS-tagを付与し
てみようと考えた。それにより、UZUHASHI Corpusがどのような構造をなしているかが見
えてくるのではないかと思ったためである。
まず、UZUHASHI Corpusにはページ数、作家名、作品名がカンマ区切りで記されてい
る。それを取り除かなければならない。なぜなら、Auto-taggerを使用した場合、そこまで
POS-tagを付与してしまうからである。dBASEを使えばテキスト部分だけを抽出できるだ
ろうが、手に入らないので、テキストエディタを使った。使用エディタはサクラエディタ。
正規表現による置換が可能なためである。データの構造は先に記した通り、「本文（ページ
数）,作家名,作品名」の順になっているため、括弧の最初から文末までを一括で削る。後半の
データはページ数が記されていないが、それはカンマ二個分の長さと決まっているので、後
ろから二個目のカンマ以降を一括で削ればよい。そうして文章のデータだけを抽出した。サ
イズは100MB。それでもまだかなり大きいファイルである。
次にPOS-tag付与作業に入る。使用するAuto-taggerはBNC（British National Corpus）
を作ったCLAWS7。AntCLAWSGUIというAntConcで有名なLaurence Anthony氏が作成し
たソフトウエアでCLAWS7を稼働した。ところが、筆者の所有するWindows7+メモリー
8GBのPCではどうしても途中で止まってしまう。よって5万行で約20のテキストファイルに
分割し、POS-tagを付与した。分割しても、どうしてもエラーが出るファイルがあったので、
それをまた分割してCLAWS7にかけた。おそらく偶然で文章内の文字列がプログラム言語
と一致したのだろう。1行だけ取り除いてPOS-tagを付け、ファイルを統合してTagged 
UZUHASHI Corpusを作った。
6．TaggedUZUHASHICorpusの解析
作成したTagged UZUHASHI Corpusのサイズは元のサイズが100MBに対し162MB。一
つのデータが完全なものとは限らないので、ミスもあるだろうが、大きさがそれをカバーし
てくれる。そのデータの最初は以下のようなものである。三つのデータを記す。
that_DD1 morning_NNT1 's_GE ice_NN1 much_DA1 of_IO the_AT town_NN1 centre_
NN1 has_VHZ changed_VVN ._.
was_VBDZ the_AT body_NN1 that_DD1 of_IO a_AT1 vagrant_NN1 who_PNQS had_
VHD used_VVN the_AT cellar_NN1 to_TO sleep_VVI in_RP ,_, or_CC was_VBDZ it_
PPH1 the_AT body_NN1 of_IO a_AT1 murder_NN1 victim_NN1 dumped_VVD there_RL 
by_II the_AT killer_NN1 ?_? she_PPHS1 had_VHD apparently_RR been_VBN in_II 
reasonably_RR good_JJ health_NN1 and_CC there_EX was_VBDZ no_AT sigh_NN1 of_
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IO disease_NN1 ,_, deformity_NN1 or_CC injury_NN1 ._.
a_AT1 tuft_NN1 of_IO hair_NN1 found_VVN near_II the_AT body_NN1 indicated_VVD 
that_CST she_PPHS1 had_VHD been_VBN a_AT1 brunette_NN1 and_CC her_APPGE 
hair_NN1 was_VBDZ fairly_RR short_JJ ,_, curly_JJ or_CC wavy_JJ ._.
次に、AntConcでタグ付き検索を行ってみることにする。実験的にloveの名詞の例文を探す。
love_NN1 として検索。Hitは4627件。kwic表示で表される。上から4例のみ記す。
casually_RR and_CC well_RR ._.  the_AT love_NN1 affair_NN1 ,_, which_DDQ had_VHD been_VB
heart_NN1 the_AT possibility_NN1 of_IO love_NN1 ._.  you_PPY are_VBR the_AT
hokum_NN1 is_VBZ talked_VVN about_II love_NN1 ._.  I_PPIS1 have_VH0 a_AT1 happy_JJ
hat_CST he_PPHS1 was_VBDZ in_II love_NN1 with_IW me._NNU he_PPHS1 was_VBDZ
わかり難いのでPOS-tagを削除する。
do casually and well .  the love affair , which had been
my heart the possibility of love . you are the only perso
of hokum is talked about love . I have a happy natu
notion that he was in love with me. he was
名詞のloveのみがHitしている。もし、作家や作品が知りたければ、多少面倒ではあるが、
本家UZUHASHI Corpusで調査すればよい。
・the love affair,which had been of several years' duration.（38）,BOWEN,DEATH
・I've got to wring out of my heart the possibility of love.（35）,MAUGHAM,CHRISTMAS 
HOLIDAY
・an awful lot of hokum is talked about love.（45）,MAUGHAM,CHRISTMAS HOLIDAY
・Lydia had a notion that he was in love with me.（91）,MAUGHAM,CHRISTMAS 
HOLIDAY
ページ数もわかるので、原文に当たれば、どのような場面で使われていたかがわかる。
AntConcで正規表現検索をすれば、さらに複雑な構造の例文に当たることもできるだろう。
UZUHASHI Corpusの魅力は、そのソースの多様性であると思う。語学的要素と文学的要素
を組み合わせることができれば、可能性は広がって行くはずだ。
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7．他のCorpusとの比較
20年以上をかけて作られてきたUZUHASHI Corpusだが、個人で行ってきたため、その制
作の課程に揺れが生じたり、収集の手法が通常のCorpusと違っていたりする。では、どの
程度の差があるのか、BNCやBrown Corpusと比較してみることで、その正体が見えてくる
のではないか。AntConcのWord Listを使って、比較を行う。まず、Word Tokens とWord 
Typesの数を比較してみる。
UZUHASHI BNC Brown
Word Tokens 19068626 98584849 1023350
Word Types 129795 349559 41430
1億語のBNCに対して、Brown Corpusは約100万語とさすがに少ない。しかし、BNCは
Brown Corpusの100倍のTokensなのに対し、Word Typesは8.4倍しかない。小さいながら
多様な単語が使われていることがわかる。一方UZUHASHI CorpusのWord Tokensは約
2000万語。これはUZUHASHI Corpusのベースとなる部分のみなので、実際は1億語を超え
ている。これもBNCと比較すると、Word TokensはUZUHASHI Corpusの5.2倍もあるのに、
Word Typesは2.7倍しかない。Tokensの数とTypesの数は正比例しない。
次に、単語の使用頻度を調査する。以下は各Corpus内の単語の使用頻度が高い順から並
べて15位まで比較したものである。iと小文字で書いてあるものは、検索の都合上小文字に
なってはいるが、ほとんどは一人称主格のIである。sは所有格の’sがヒットしてしまったも
のである。
UZUHASHI BNC Brown
1 1071949 the 1 6057850 the 1 70003 the
2 541646 and 2 3055035 of 2 36473 of
3 501204 to 3 2641815 and 3 28935 and
4 487895 of 4 2606254 to 4 26247 to
5 440252 a 5 2191785 a 5 23517 a
6 340657 i 6 1954223 in 6 21421 in
7 327472 in 7 1119594 that 7 10789 that
8 266465 was 8 1053426 it 8 10109 is
9 254634 he 9 977578 is 9 9815 was
10 233171 that 10 896651 for 10 9801 he
11 230001 it 11 878651 i 11 9500 for
12 150798 you 12 861975 was 12 9094 it
13 150071 had 13 856884 s 13 7290 with
14 147341 his 14 739006 on 14 7255 as
15 144955 for 15 668134 you 15 6999 his
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Corpus作成のとき、収集基準を考えて集めなければならない。たとえばそのソースのジャ
ンルや時代が偏らないようにしなければならないのは当然である。大きな機関でプロジェク
トを組んで大人数で作成するのであれば、それも可能であるが、個人では難しい。ましてや
Corpus黎明期からひとつひとつ積み上げてきたものに、ビッグデータとしての整合性を求
めるのは酷な話である。しかし、表を見て欲しい。順位こそ違ってはいるが、頻度の高い単
語は他のコーパスと共通点が多い。主に機能語や代名詞で構成され、とんでもない単語が上
位に来ることはない。機能語以外の語でも、たとえばpeopleはUZUHASHI Corpusでは91位
で、BNCでは86位と、非常に近い位置にある。予想はしていたが、このように数字で見ると、
UZUHASHI Corpusが い か に 客 観 性 の 高 い も の で あ る か が わ か る。 か つ て 筆 者 は
UZUHASHI Corpusを「カオスな巨大モンスター」と称したが、大変失礼なことを言ったと
思っている。さらに品詞別頻度を調査しようとしたが、BNCはCLAWS7以外のPOS-tagを
同時に含んでいるためランキングができなかった。UZUHASHI Corpusのランキングのみを
記しておく。
1 3066883 NN common noun
2 1436916 AT article
3 1136483 II general preposition
4 1063241 JJ general adjective
5 665318 VVD past tense of lexical verb
6 610664 RR general adverb
7 539881 CC coordinating conjunction
8 515866 NP proper noun
9 464404 VVI infinitive
10 424265 PPHS 3rd person
11 410586 IO of（as preposition）
12 394463 APPGE possessive pronoun
13 370844 VVN past participle of lexical verb
14 340506 PPIS 1st person
15 276949 TO infinitive marker
8．おわりに
カード式のコーパスからコンピュータの導入、手打ちからスキャナー＋OCR。そしてイ
ンターネットへ。アイデアが次々と投げ込まれて制作されたこのUZUHASHI Corpusは埋橋
の英語学への情熱のひとつの形になったものである。しかし、本当に大事なことは、この
Corpusを使って埋橋が多くの論文を書いているという事実である。道具作りに終わってい
ない。埋橋がこれを使って研究をし続ける限り、UZUHASHI Corpusはレガシー・コーパス
になることはない。
UZUHASHI Corpus の分析
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An analysis of “UZUHASHI Corpus”
NAKURA, Hideto
“UZUHASHI Corpus” is a powerful tool for English language study. It was not 
built backed by universities but by an individual. The corpus has about one hundred million 
words! I got a part of it. I have used it and I like it now. So, I want to analyze and know this 
corpus. In order to do so, it is needed to investigate how and why it was made.
First, from his articles, I researched why Yuzo Uzuhashi wanted to make a 
computer corpus. When he was a graduate student, there was no computer. But in his 
brain, he had already had preparative ideas for computer corpus.
Second, I conducted analyses of UZUHASHI Corpus. I examined this corpus many 
times. And I gave it POS-tags.
Last, I compered UZUHASHI Corpus with BNC and Brown Corpus, which are 
famous for first corpus. By comparing, I became more and more interested in UZUHASHI 
Corpus.
