Electron transport in nanostructures is calculated and compared using a time-independent and a time-dependent first-principles framework. The time-independent approach uses the nonequilibrium Green's function technique to calculate the current, while the time-dependent method extracts the current from the time propagated wave function. The approaches have been tested using gold-benzene-dithiolate-gold and gold-bipyridine-gold molecular junctions. The reasons for the differences in the current-voltage curves predicted by the two methods are discussed.
I. I. INTRODUCTION
The non-equilibrium Green's function approach (NEGF) [1] [2] [3] , combined with the density functional theory (DFT) 4 Hamiltonian is one of the most important tools to describe steady state electron transport in nanostructures. DFT provides a single particle framework with an effective Hamiltonian. Powerful approaches have been developed for localized basis representations of the DFT Hamiltonian 5 . The localized basis representation facilitates a straightforward and efficient implementation of NEGF using simple matrix algebra. Due to the simplicity of the formulation the NEGF-DFT framework, it has become a popular approach to calculate transport properties of nanostructures 2, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . This approach is based on the assumption that ground state DFT provides a good approximation to the current-carrying scattering states in a non-equilibrium transport process. The calculated transport properties, however, do not fully agree with the experiments; the calculated conductances, for example, are typically an order of magnitude larger 16 than the experimentally observed ones. This discrepancy, together with the fact that there are emerging experiments measuring time-dependent transport properties 17, 18 motivated the application of time-dependent density functional theory (TDDFT) 19 to study the problem of electron transport.
Transport calculation schemes based on TDDFT have been proposed as an alternative to the NEGF-DFT framework [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Electron transport is an intrinsically dynamical non-equilibrium process, therefore, the timedependent approach is a more natural choice to solve quantum transport problems. In TDDFT the timedependent density of an interacting system moving in an external time-dependent local potential can be calculated using a fictitious system of non-interacting electrons in a local, effective time-dependent potential. The TDDFT approach is expected to improve several shortcomings of the NEGF-DFT approach: (1) In static DFT, the transmission functions are computed at the non-interacting Kohn-Sham excitation energies, which in general do not coincide with the true excitation energies. The true excitation energies of interacting systems are accessible using TDDFT. ( 2) The NEGF-DFT approach is based on an unphysical separation of the system into disconnected parts (contacts and device/molecule) at infinite past 20, 22 . In the remote past the left and right electrodes are disconnected and are in equilibrium with two different chemical potentials; the conducting part of the Hamiltonian is switched on adiabatically and eventually a steady state develops. This artificial partitioning introduces subtle questions about how the steady state is reached 25 . TDDFT can be used in a partition-free framework 21 allowing the inclusion of interaction between the electrodes and the device in a realistic way.
A number of theoretical works have been devoted to laying down the foundation of transport calculations in the framework of TDDFT 20, [36] [37] [38] [39] . Stefanucci and Almbladh 20 have derived exact equations of motion for the two-time Green's functions using TDDFT. This approach has been extended to a scheme in which the wave function is propagated in time with open boundary conditions 22 . Alternatively, a microcanonical TDDFT approach has been proposed for finite isolated systems 25 which treats electronic transport as a discharge across a nanocontact connecting two large but finite charged electrodes.
Before the TDDFT calculation of electron transport can become a practical alternative to the static NEGF-DFT approach, a number of technical problems have to be addressed. The present implementations of TDDFT transport calculations fall into two categories. The first approach uses the Green's function formalism in the time domain 23, 24, 26, 40 , and the second one is based on the time propagation of the wave function 28, 29, 31, 35, 41 . The time domain calculation of the Green's function is not a simple task and the application of the Green's function method is mostly limited to non-self consistent tight binding models. Only a very few self consistent TDDFT calculations have been carried out in the time domain Green's function framework 24 .
The second approach, the TDDFT calculation of electron transport by time propagation of the wave function is an attractive alternative because one can exploit the advanced computional methods that have been developed to solve the time-dependent Kohn-Sham equations. Efficient numerical schemes have been proposed and implemented [42] [43] [44] [45] to calculate the optical absorption spectrum, nonlinear polarizabilities, dielectric constant, and other physical quantities by direct time propagation of the wave functions. Various time propagators have been tested 23, 44, 46 including the Chebyshev, Taylor, and Crank-Nicholson methods. The main challenge in the application of these time propagating approaches in transport calculations is the proper treatment of the boundary conditions. Calculational methods employing absorbing 47 and open 36 boundary conditions have been developed to address this problem.
The aim of this work is to calculate the steady state transport properties in both the time-dependent and time-independent frameworks and compare the calculated conductances and current-voltage characteristics. This question has been raised earlier 20 in the framework of a tight-binding model and the answer was that the dynamical approach quantitatively reproduces the static results.
In this work, we use time-dependent and timeindependent first-principles simulation to calculate the electron transport in molecular junctions and compare the calculated current voltage characteristics. To make the two methods comparable, the same simulation cell, Hamiltonian, and basis representation are used in both cases.
TDDFT will be used in the time-dependent approach. It will be shown that by using the domain decomposition method 48, 49 to set up an efficient basis and complex absorbing potentials to handle the open boundary conditions, one can calculate the electron current by time propagating the electron orbitals in an external bias.
In the time-independent approach, the transport properties will be calculated using the NEGF method [1] [2] [3] . The only significant modification of the standard NEGF method is that the self-energies are calculated with the complex potential approach 50 in the present calculations. Multidomain decomposition is used to set up the basis and complex absorbing potentials are employed to make the simulation cell finite in both the time-dependent and the time-independent calculations. In the multidomain decomposition approach, one divides the system into smaller overlapping subdomains. The Kohn-Sham equations can be solved independently in each subdomain. Using the subdomain eigenfunctions as basis states one obtains a structured sparse block matrix representation of the Hamiltonian. This structure allows both matrix inversion and matrix multiplication to be performed very efficiently.
The leads are made finite by adding a complex absorbing potential to the leads' Hamiltonian. The complex absorbing potential (CAP) goes to infinity in the asymptotic region, effectively chopping off the lead beyond a certain range. The CAP approach gives the same transmission probability as the NEGF-DFT calculations 50 and allows the propagation of the wave function without reflections from the boundaries.
The outline of the paper is as follows. In Section II the basis functions used in the calculations will be described. Section III will introduce the time-independent approach, and Section IV will show the time-dependent formalism. The results will be presented and discussed in Section V., followed by brief summary in Section VI. To make the paper self-contained the most important expression used in the calculations are collected in an Appendix.
II. II. REPRESENTATION OF THE HAMILTONIAN
In this section we introduce the basis function representation of the Hamiltonian. This representation will be used in the time-propagation of the orbitals in the timedependent case and in the calculation of the Green's function in the time-independent case. The system consists of a left and a right lead and a central (scattering) region (see Fig. 1 ). Both the leads and the central region are divided into boxes (domains). The basis representations of these domains are built up from the local solutions of the Kohn-Sham equations. As we have shown in a previous paper 51 these locally optimized basis functions provide an accurate representation for transport calculations.
A. II.1 Domain decomposition
In the domain decomposition approach the system is divided into domains (see Fig. 1 ). In the present calculations rectangular boxes are used. In the leads the boxes are defined by the periodically repeated supercells. Each domain is described by a basis function set φ i j where i is the domain index, (i = 1, . . ., N ) and j is the index of the basis function in domain i. The domain basis functions are allowed to overlap with those in the neighboring domains but only with the nearest neighbors. The construction of these basis functions will be discussed in the next subsection. The Hamiltonian and overlap matrices in the ith domain are defined as
while those in the connecting neighboring domains are
The Hamiltonian and the overlap matrices will be sparse block tridiagonal structured matrices
where H Bi (S Bi ) are n i × n i and H Ai (S Ai ) are n i × n i−1 matrices. Once the block tridiagonal matrices have been generated, any linear combination of these matrices, e.g.
H which is used in the Crank-Nicholson step, or F = ES − H used in the Green's function calculation, can be factorized by a block-LDL decomposition (see Ref.
48 for details)
where L i are lower diagonal and D i are diagonal matrices. Note that the LDL decomposition of a block tridiagonal matrix preserves the block tridiagonal form. The LDL factorization can be generated by a recursive procedure as described in 48 . The advantage of the LDL decomposition is that the inverse of the whole matrix can be easily calculated by forward and backward substitutions using the low dimensional L i matrices without inverting the entire F matrix directly.
In time-independent transport calculations the Hamiltonian matrix is written in the form 2,3 ,
where H L ,H R and H C are the Hamiltonian matrices of the left and right leads and of the central region, and H LC and H RC are the coupling Hamiltonians. By comparing Eqs. (3) and (6) one can easily group the domain Hamiltonian matrices of Eq. (3) to set up the matrices in Eq. (6) . The details of this mapping are given in Appendix A. Note that the advantage of the domain decomposition is that in addition to H L and H R , H C is also a block tridiagonal matrix and the accuracy of the calculations, as will be shown in the next subsection, can be controlled by the number of basis functions of the domains.
B. II.2 Basis functions
Each domain has its own set of basis functions. The identical domains in the lead region have the same basis function sets. The domain basis functions are defined as the local eigenstates of the domains. The Lagrange basis functions will be used to generate the domain basis functions. Using the Lagrange basis functions the KohnSham equation is solved in each domain. Once a selfconsistent potential is obtained, the Kohn-Sham Hamiltonian is diagonalized using the basis functions. The lowest n i eigensolutions φ The Lagrange basis is defined on a grid and each subdomain has its own set of gridpoints. These grids extend beyond the boundary of the domains and so the basis functions in the adjacent domains overlap. In practice a rectangular computational cell is chosen and the computational cell is divided into N intervals in the x direction
where a i+1 < b i but a i < a i+1 , that is, there is an overlap between the neighboring domains but there is no overlap with the second neighbors (Fig. 2) . The overlap, l o = b i − a i+1 is chosen to be the same for each domain.
The jth basis function in the ith domain is expanded in terms of a tensorial product of Lagrange basis functions 52 ,
where ν = (ij). In the x direction, the Lagrange functions are defined on grid points
where w(x) is the weight function and the index i indicates that the Lagrange function is defined in the ith domain. The computational cell is not divided into domains in the y and z directions. The Lagrange functions L m (y) and L n (z) are used in the y and z directions in each domain. These basis functions are defined in the same way as the basis functions in the x direction except that there is no explicit dependence on the domain indices. Each Lagrange function is nonzero at one grid point and zero at all other grid points, oscillating between the grid points. Due to their continuity and analytical form, these basis functions represent the wave function not only on the grid points but everywhere in space. The Lagrange functions form an orthonormal complete set of states and the convergence of the calculated energy is exponential with respect to basis dimension. On the Lagrange function basis, similar to the finite difference approaches [53] [54] [55] , the potential energy matrix is diagonal leading to a very sparse Hamiltonian that is ideal for iterative inversion and diagonalization.
There are M = M x × M y × M z Lagrange basis functions in each domain. The domain basis functions φ k j are generated by solving the eigenvalue problem
for C k j of eq. (8) and keeping the lowest n k eigenstates (below a preset cutoff energy, E cutof f ).
C. II.3 Complex absorbing potentials
The same finite computational cell will be used in both the time-dependent and time-independent calculations. The finiteness of the computational cell requires proper handling of the wave function at the boundary. This will be achieved by a complex absorbing potential in both the time-dependent and in the time independent case.
In the conventional time-independent NEGF-DFT transport calculations 2,6-15 the leads are infinite and the Green's functions of the leads have to be calculated for every energy. In the present calculations the leads are made finite by adding a complex absorbing potential to the leads' Hamiltonian. The complex absorbing potential (CAP) goes to infinity in the asymptotical region effectively chopping off the lead beyond a certain range. The CAP approach gives the same transmission probability as the NEGF-DFT calculations 50 . The advantage of the CAP method is that it can be used with a finite computational cell and the computationally demanding calculation of the Green's function of the infinite leads is avoided 50 . Using the CAP the resulted finite dimensional matrices can be diagonalized and the self-energies can be calculated for each energy at once 50 . In the time-dependent calculations the CAP is used to prevent reflections from the boundaries. CAPs are often used in time-dependent quantum mechanical simulations, for example for time-dependent wave packet propagations [56] [57] [58] [59] [60] [61] [62] . The complex potentials not only absorb the outgoing waves but can also produce reflections. The construction and optimization of reflectionfree CAPs is therefore very important. Many different forms of pure imaginary potential have been investigated, including, power-law 57, 59 , polynomial 60 , and other parameterized functional forms (see 58 for a recent review). Besides purely imaginary potentials, complex potentials have also been proposed 61 . In this work we will adopt the CAP suggested in 62 . This negative, imaginary CAP is derived from a physically motivated differential equation and its form is (see Fig. 3 )
where ∆x = x 2 − x 1 , x 1 is the start and x 2 is the end of the absorbing region, c is a numerical constant, m is the electron's mass and
∆x .
(12) The CAP goes to infinity at the end of the absorbing region and effectively cuts off the leads beyond that distance. The left and right CAPs are w L (x) and w R (x) and their starting points, x L 1 and x R 1 are deep inside the lead so the complex potential does not affect the middle region. Both the left and the right CAP has the same range (∆x). The accuracy of the approach can be improved by increasing the range of the complex potentials 62 which decreases reflections.
In the calculations we need the matrix representation of the CAP in the left and in the right. These matrices are denoted by W L and W R and defined in the Appendix.
The Hamiltonian matrix when adding the complex potentials takes the form
where
Note that the complex potential starts in the lead region, therefore H LC and H RC are not affected by the addition of the CAP.
III. III. THE TIME-INDEPENDENT APPROACH
In the time-independent case the non-equilibrium Green's function combined with the CAP approach is used to calculate the current. The expression for the steady state current for an applied bias V b is In the NEGF-DFT calculations the Kohn-Sham Hamiltonian of the central region subjected to a bias voltage is calculated self-consistently. Using the density matrix (defined in Appendix A) the electron density can be calculated as
and the matrix elements of the Hamiltonian are evaluated using this density,
The Kohn-Sham Hamiltonian is defined as
where V A (r) is the atomic potential, V H [ρ](r) is the Hartree potential, and V XC (r) is the exchangecorrelation potential. The pseudopotential approach is used to represent the atomic potentials V A (r). The exchange-correlation potential V XC (r) is constructed using the local density approximation 63 , and the Hartree potential is calculated by solving the Poisson equation.
The calculation starts with the self-consistent solution for the left and right leads. Once the self-consistent density for the leads are found, H L and H R ( are calculated the self-energy can be evaluated 50 as shown in Appendix A. The bias potential in the leads is incorporated by adding a constant potential, V b /2, to the electrostatic potential of the left lead and subtracting V b /2 from the electrostatic potential of the right lead. Due to this change of the potential, the Hamiltonian of the leads has to be replaced by
and similarly, the chemical potentials of the leads undergo the transformation
In other words, the effect of the bias voltage is an energy shift in the leads. The calculation proceeds with a self-consistent solution for the central region. The central region contains several lead boxes (see Fig. 4 ). The number of lead boxes is chosen so that in the outermost boxes, the self-consistent electron density and potential are identical to those of the leads. In this way the effect of the perturbation in the middle is screened and the assumptions used in setting up the block matrices (see Appendix A) are satisfied.
The solution of the central region is obtained by calculating the density self-consistently using Eqs. (18), (A32), and (16) 
IV. IV. THE TIME-DEPENDENT APPROACH
In this section the time-dependent transport approach will be presented. The multidomain decomposition method provides an accurate and efficient scheme for solving the time-dependent Kohn-Sham equations by real time propagation of the orbitals. The applicability of the approach has been tested in calculations of the photoabsorbtion spectra of long molecules 49 . In the TDDFT framework 19 the electronic motion is described by the following time-dependent Kohn 
with
and V ext (r, t) is the time-dependent external potential. In this study V ext (r, t) will be the slowly turned on bias potential. The time dependence of the Kohn-Sham Hamiltonian, H KS , is due to the time dependence of the electron density,
By representing the electron wave function ψ i in terms of domain basis functions φ ν
the TKSE takes the form
where B is a matrix formed by the linear combination coefficients b ik (t) from Eq. (27) . The formal solution of Eq. (28) is
where T is the time ordering operator. In practical applications, most approaches break up the [0, t] time interval into N t time steps of size ∆t and use a "small time propagator" to evolve the wave function from t to t + ∆t. ∆t is chosen to be sufficiently small so that the potential can be treated as constant in time over the time step. The time propagation using the short time propagator
can be written as
where ∆t = t Nt .
Various techniques have been developed 42, 44, [64] [65] [66] [67] [68] to approximate the exponential operator in Eq. (30) ; in this work we use the Crank-Nicholson method. The coefficients between time steps n and n + 1 are related by the equation
The Crank-Nicholson method is unitary, strictly preserving the orthonormality of the states for an arbitrary time evolution. For time-independent Hamiltonians it is also explicitly time reversal invariant, and exactly conserves energy. In practice, with a suitable choice of ∆t, the energy is satisfactorily conserved even when the Hamiltonian changes with time. One can increase the stability of the solution by including more terms of the expansion in the numerator and denominator of the Crank-Nicholson operator 69 . As shown in Section II.A, the Hamiltonian and the overlap matrices will be block tridiagonal in the domain decomposition representation facilitating the efficient calculation of the inverse of (S + iH ∆t 2 ) for the time propagation of the wave function 49 . In the time-dependent approach we first calculate the ground state Kohn-Sham eigenstates,
These orbitals are time propagated using Eq. (32). At t = 0 the bias potential is turned on slowly with a ramping function. The bias potential is defined as
r ∈ left lead (34) with the ramping function
Once the bias potential is turned on, the electrons start to move from left to right. In a finite simulation box the electron current quickly reaches the boundary and gets reflected producing standing waves leading to spurious results. One can avoid these effects by stopping the simulation before the current reaches the boundary but this restricts the simulation to short times. In the present work, as it is described in Section II.3, a CAP is added to Hamiltonian in the leads to absorb the outgoing waves. This allows long time simulation without reflections. In the region where the CAP is zero the wave function of the system is unchanged and can be used to calculate the desired physical properties. In the region where the CAP is nonzero the wave function is absorbed and distorted (see Fig. 3 ). In most applications of CAP this does not cause any problems because one is only interested in the wave function in the region where there is no complex potential. In the present application, however, the CAP causes electron density depletion in the leads which, through the Hartree and exchange correlation potentials, would affect the result even in the region where the CAP is zero (see Fig. 3 ). We have tested two approaches to avoid this effect. In the first approach, which was proposed in Ref. 47 , the CAP only acts on the orbitals which are unoccupied in the ground state of the system. To this end the CAP is multiplied by a projector P ,
which projects into the space of unoccupied orbitals,
assuring that electrons which are not excited above the Fermi level of the leads are not absorbed. Using this projector corrected CAP, the occupied states in the lead remain unperturbed and the electrostatic and exchange correlation of the lead does not change.
In the second approach the density is only updated in the region where the CAP is zero and the the potential is kept constant in the region where the CAP is nonzero. This is basically the same restriction as is used in the time-independent calculation. In our test calculations both of these approaches gave nearly identical results. The first approach is computationally less efficient because the projector destroys the block diagonal structure of the H and S matrices. In the calculations presented in this paper the second approach will be used because it is faster and more closely mimics the time-independent approach allowing better comparison.
In the time-dependent approach the current is calculated by monitoring the number of electrons in the left and right leads. This is done by defining a measurement region in the left and right lead. Denoting the the number of electrons in the left and right measurement region by N L (t) and N R (t), the number of electrons transfered from the left to the right is
and the current is the time derivative of N (t),
The current can also be calculated from the wave function by using the expression:
(40) By integrating the x component of j(r, t) on the y − z plane in the the lead,
In the numerical calculations the x position of the plane where the current is calculated is usually taken in the measurement region.
An alternative possibility 70 to extract the current from the time-dependent calculations is to calculate the transmission coefficient either by using from the time propagated orbitals 71 or with the help of the NEGF formalism as described in 70 (see Eq. (23) in 70 ). This approach is somewhat more complicated then the method used here.
V. V. RESULTS AND DISCUSSION
In this section numerical examples will be presented for calculation of conductance and current-voltage characteristics using the time-independent and the time-dependent approaches. A mono-atomic gold wire and two molecular junctions, a benzene-dithiolate (BDT) and a bipyridine (BPY) molecule sandwiched between Au(111) surfaces will be used as examples.
As a first test case the conductance of a mono-atomic gold chain is calculated. The transmission as a function of energy calculated by using the time-independent approach is shown in Fig. 5 . The conductance is quantized and it is equal to nG 0 , where n the number of open channels (the number of Bloch waves) at a given energy and
2 /h is the unit of the conductance. To calculate the conductance using the time-dependent approach the current is calculated for three small voltages, V b = 0.005V , V b = 0.01V , and V b = 0.05V . The number of electrons moved from the right from the left as function of time is shown in Fig. 6 . From the slope of these curves (using eq. (39)) the current can be determined and using these currents the average conductance is 1.04 G 0 . The conductance calculated by the timeindependent and time-dependent approaches are in excellent agreement. The conductance of a mono-atomic gold chain has also been calculated by a time-dependent tightbinding approach 29 . The conductance value, G = 0.99G 0 found in that work is also in good agreement with our results.
The current as a function of time at bias voltage V b = 2 V is shown in Fig. 7 . The bias potential is ramped using Eq. (35) with τ =0.25 fs. After the ramping period, the current oscillates but this oscillation slowly decays and the current becomes constant. This oscillatory behavior has been observed in other time-dependent calculations 28,35 as well. Using one-dimensional model calculations (not shown here) we have carefully checked that turning on a time-independent potential with linear ramping in the time-dependent Schrödinger equation leads to steady solutions. In density functional calculations, however, the situation is more complicated because the potentials depend on the time-dependent electron density. The effect of this nonlinearity on the time dependence of the solution is not clear. In our experience, if the simulation time is long enough then with proper ramping one can reach a steady state. The problem of steady states in time-dependent density functional calculations has been the subject of numerous studies 22, [72] [73] [74] . This is an open question which needs further research exploring how memory effects and the presence of bound and resonance states in the molecular junction influence the long time behavior of the wave function in time-dependent simulations. Fig. 7 also shows the effect of the finite size of the simulation cell. The bias potential moves electrons from the left to the right. In principle the lead is an infinite reservoir of electrons. In the model calculation, however, the number of electrons in the left lead gradually decreases. After some time this leads to an electron deficiency and the current starts to decrease (see Fig. 7 ). The finite size of the simulation cell presents a limitation for the time-dependent simulation; one can only continue the simulation while the charge deficiency in the left lead is negligible. Fig. 7 shows that by increasing the size of the system this finite size effect can be delayed and the calculation can be continued for a longer time.
Next we calculate the current as a function of bias voltage for molecular junctions using two different molecules sandwiched between gold electrodes. The first molecule, the benzene-dithiolate (BDT) has a smaller (1.45 eV) HOMO-LUMO gap, and the second molecule, the bipyridine has a larger (3.05 eV) HOMO-LUMO gap (the HOMO-LUMO gap is calculated with TDDFT using Casida's method 75 ). The geometry of the molecular junctions is taken from Ref. 76 . To make the calculations computationally feasible the k points are sampled only by using the Γ point.
In the calculations presented in this paper each lead domain contains three layers of gold atoms. The central region has five domains: two lead domains in the left, two in the right, and one domain containing the molecule and one layer of gold (see Fig. 4 ). The extra layer of gold is needed to make the system symmetric and the lead in the left and right identical. The lead region contains 6 domains in both sides. The leads are large enough so that the calculated current does not change by further increasing the number of domains.
The first example is the gold-BDT-gold junction which has been a prototypical example of molecular junctions and attracted intense theoretical 8,76-85 and experimental [86] [87] [88] [89] [90] interest. The zero bias transmission coefficient calculated by the time-independent approach is shown in Fig. 8 . The transmission curve is in good overall agreement with the results presented in Ref.
76 . There are two large peaks in the transmission: one is about 1 eV below the Fermi energy, while the second is about 3 eV above. The conductance at the Fermi energy is 0.20 G 0 , in a good agreement with the results (0.24 G 0 and 0.28 G 0 ) presented in Ref.
76 . The calculated current-voltage characteristics are shown in Fig. 13 .
In the time-dependent approach the Kohn-Sham orbitals (Eq. (33)) calculated for V b =0 V are time propagated to to calculate the time-dependent wave function for a given bias voltage. The number of electrons moved from the left to right electrode is shown in Fig. 9 for the gold-BDT-gold junction for five different voltages. The current calculated using eq. (41) is shown in Fig. 10 . The current extracted from using Fig. 9 using Eq. (39) and the current shown in Fig. 10 are in good agreement. The charge transfer shows a linear increase of charge on the right electrode after the bias voltage is turned on with the linear ramping. After the ramping the current has a short transient and approaches the steady state. For higher bias voltages the current remains more oscillatory. This makes the value of the current somewhat ambiguous and, as the computational cost does not allow us to continue the simulations until the oscillations completely decay, we limit the calculations to small V b < 3V bias voltages. The current-voltage characteristics obtained by the time-independent approach are shown in Fig. 13 .
The currents calculated by the time-dependent and time-independent approaches, except for very low bias voltages, are significantly different. To explore the origin of this difference we have compared the potential and the density calculated by the time-dependent and timeindependent approaches in Fig. 11 . Fig. 11 .b shows the difference of the electron density at finite bias and the electron density at equilibrium (V b = 0V ). The change of electron density is smaller in the time-dependent approach than in the time-independent one. The bias seems to move electrons from the left sulfur atom to the right sulfur atom. In the time-independent approach more electrons are moved towards the right lead by the bias voltage. As a consequence, the voltage drop across the junction is smoother in the time-dependent case than in the time-independent one. The smoother potential leads to higher transmission probability allowing larger current through the molecule. The reason behind the different densities and potentials produced by the two approaches is the fact that the non-equilibrium part of the density (the part of the density induced by the bias voltage) is calculated from different Hamiltonians. This question will be addressed further by comparing the spectrum of the two Hamiltonians. This example only shows that the difference in the Hamiltonians leads to different currents, but there is no rule saying that the time-dependent approach yields larger current. The particular results are probably different for different systems and one expects that it strongly depends on the energy levels of the molecule, as well as the coupling between the molecule and the leads. Fig. 12 shows the average potential at t=1 fs. Similar to the time-independent case, the change of potential due to the bias voltage is only significant around the molecular junction in the time-dependent calculations. Fig.  12 shows that the potential is only affected by the bias voltage up to 3-4 gold layers (between -10 and 10Å).
Our next example is the gold-BPY-gold junction. The geometry of the system is taken from Ref. 76 . The transmission coefficient as a function of energy for the gold-BPY-gold structure is shown is Fig. 14 . This system has been subject of study by various research groups experimentally 91 and theoretically 76, [92] [93] [94] [95] [96] . The theoretical calculations have found that the transport properties very strongly depend on the details of the contact geometry. The calculated zero bias transmission coefficient (see Fig. 14) is in good agreement with the results presented in Ref. 76 . The slight differences are due to the fact that only the Γ point is used in our calculations.
The current as a function of the applied voltage is shown in Fig. 15 . Due to the small transmission probability around the Fermi energy, the calculated current is very small for low bias voltages. This is in good agreement with both the previous calculations 92, 94 and with experimental results 91 . The Fermi energy of the system is aligned about 0.5eV below the LUMO level (see Fig.  16 ). The current starts to increase when the bias voltage is V b > 0.5V and the transmission becomes significant through the LUMO level. Up to that point, the currents calculated by the time-dependent and time-independent approaches are nearly equal. Beyond that region there is a significant difference between the two results. Due to the nonzero transmission around the Fermi energy in the BDT case, the current is larger for BDT than for BPY even for small bias voltages (see Fig. 13 ).
As we have seen, the currents calculated by the timedependent and time-independent approaches are significantly different. In the two cases studied in this paper the time-dependent approach predicts a larger current than the time-independent one. One of the reasons for this difference is that in the time-independent case the current is calculated from the transmission function which is based on the ground state Kohn-Sham Hamiltonian and the excited states are approximated by the unoccupied Kohn-Sham eigenstates. In the time-dependent case the excited states are accessed through TDDFT providing a better description of the current for finite bias voltages. Figs. 16 and 17 show the difference between the energies of the unoccupied Kohn-Sham states and the energies of the excited states calculated by TDDFT using Casida's method 75 for the BDT and BPY molecules. The BDT has a smaller HOMO-LUMO gap than the BPY. Both ground state DFT and TDDFT predict similar HOMU-LUMO gaps for both molecules. The energies of the higher states, however, are different in the two approaches. The similarity of the currents calculated for BPY (see Fig. 15 ) in the low bias voltage regime can probably be attributed to the fact that the HOMO-LUMO gap is large in both approaches. The higher excited states are predicted to be different by the two approaches and the calculated current is different as well. Similar arguments are true for the BDT junction, except for the fact that in the BDT case the HOMO-LUMO gap is smaller causing the current to be different everywhere.
VI. SUMMARY
The multidomain decomposition method together with the complex potential approach has been used to calculate the current as a function of voltage in molecular junctions using the time-dependent DFT and the time-independent NEGF-DFT method. The results of the time-independent approach for molecular junctions and for a mono-atomic gold wire are in good agreement with previous calculations. The results of the time-dependent calculations are significantly different from the static NEGF-DFT results. This difference can mostly be attributed to the fact that the TDDFT approach accesses the excited states of the system while NEGF-DFT is restricted to the ground state single particle orbitals.
In the present work the local density approximation (LDA) is used for the exchange-correlation potential. An obvious way to improve the calculations is to use better exchange-correlation potentials. Intense research is already devoted to this problem. The effect of the self-interaction correction is investigated in 97, 98 and the problem of the lack of derivative discontinuity in LDAbased calculations has been illustrated. The impact of exchange-correlation effects on the current-voltage characteristics of a molecular junction has been studied in Ref. 99 . More rigorous approaches based on exact exchange 100 would be desirable, but their implementation is tedious 101 . Time-dependent calculations going beyond the adiabatic LDA level are a necessary further step for better description of the electron transport in nanostructures.
The present work is concentrated on the study of electron transport in the presence of a time-independent external bias potential. The presented implementation of the time-dependent approach provides an efficient framework for transport calculations with time-dependent external potentials as well. Results of such calculations will be reported in the future.
In the present work, the infinite open quantum system has been transformed into a finite closed system, which is an efficient and cheap way of to calculate electron transport in molecular junctions. The calculation of electron current using TDDFT in open quantum systems is a very active research area 39, 70, [102] [103] [104] . There are numerous other approaches have been proposed to address this problem including the extension of TDDFT to open systems using a Liouville-master equation 39, 102, 103 , description of the environment introducing quantum Drude friction 104 and using a stochastic Schrödinger-equation to tackle quantum dynamics 105 . A particularly attractive feature of some of these approaches that they allow one to go beyond TDDFT and use current density functional theory 106 . This work is supported by NSF Grants No. ECCS0925422 and CMMI0927345. In this Appendix we will define the matrices used in the time-independent transport calculations. The definitions used in this paper conform with those in the literature 2, 3 . The purpose of this Appendix is to make the paper self-contained and to connect the multidomain expression presented in Eq. (3) to the standard transport expression of Eq. (6). In transport calculations, the left and right leads consist of periodically repeated cells. The domains in the leads are chosen to contain one or more cells. The number of cells included in the domains is selected in such a way that the Hamiltonian and the overlap matrices only connect adjacent boxes. As the boxes in the leads are identical, so are the H Bi , H Ai , and S Bi and S Ai matrices. Denoting the number of domains in the left and right and center by n L , n R , and n C , respectively, we can define
. ., N . In the central region no such simplification is possible, and we have
. ., n L + n C . Using this notation, the Hamiltonian and the overlap matrices of the left and right leads are
In the central region the matrices are defined as
and
The coupling matrices between the leads and the central region are
Using this notation, the Hamiltonian and the overlap matrices can be written as
The matrix representations of the CAP in the left and right leads are 
Next, we define the Green's functions of the different partitions. The Green's functions of the leads are
(where ǫ + is an infinitesimally small positive number). The Green's function of the central region is
are the self-energy matrices of the leads. Using the block matrix form of the leads' Green's functions
and 
and the special sparse structure of H LC and H RC the sigma matrices become
Both Σ L and Σ R are N C ×N C matrices with only a single nonzero block matrix.
Lastly, using the self-energies and the Green's functions we can define the transmission probability and the charge density matrix. The transmission probability is related to Green's functions by
represents the coupling at energy E between the central region and the leads.
The electron density can be calculated from the density matrix of the central region
The first integral is analytic (all poles of G C (E) are on the real axis), and the integral can be evaluated by complex contour integration. The second integrand is not analytic, and it must be evaluated by integrating very close to the real axis using a very fine energy mesh. 
