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INTRODUÇAO 
Neste trabalho fazemos um estudo da aproximação uniforme em espaços ve-
toriais de funções reais. 
O objetivo principal é obter uma caracterização do fecho uniforme de um 
dado subespaço vetorial do espaço F( X) das funções reais definidas sobre um espaço 
topológico X. 
Este estudo foi motivado pela seguinte questão: Dado um subconjunto E do 
espaço C(X) das funções reais contínuas em X, onde X é compacto de Hausdorff, 
é possível obter condições suficientes para que uma função contínua sobre X esteja 
no fecho uniforme de E? 
Os primeiros resultados nesta linha foram obtidos por Stone (1937) [15] e 
Kakutani (1941) [9] para subálgebras e subreticulados de C(X): o Teorema de 
Stone-\Veierstrass e o Teorema de Kakutani-Stone. Em 1947, Hewitt [7] generalizou 
o Teorema de Stone-\Veierstrass para o caso em que X é completamente regular de 
Hausdorff. 
Entretanto, tais resultados não são Yálidos para subespaços vetoriais de C(X) 
mesmo que X seja compacto. Daí surgiu o interesse em estudar o fecho uniforme de 
subespaços vetoriais de funções reais. Tal problema foi estudado por vários autores, 
entre os quais podemos citar: Tietze [16], Mrowka [11], Jameson [8] e Blasco-Moltó 
[2]. 
Recentemente, Garrido e Montalvo [5] consideraram esta questão para funções 
não-limitadas, generalizando os resulta.dos de Blasco-Moltó. Essa dissertação é ba-
seada nestes artigos. 
No Capítulo 1 apresentamos as notações e resultados básicos que serão utili-
zados nos capítulos posteriores. 
O Capítulo 2 trata da aproximação uniforme em espaços vetoriais de funções 
reais limitadas. Estudamos a caracterização do fecho uniforme de subespaços ve-
toriais de Cb(X) através do conceito de &-separação. Tal condição nos permite 
identificar os subespaços vetoriais de Fb(X) cujos fechos uniformes são subanéis ou 
subreticulados contendo as funções constantes. 
No Capítulo 3 estudamos o problema da aproximação uniforme em espaços 
vetoriais de funções reais não-limitadas. Uma caracterização do fecho uniforme de 
subespaços vetoriais de C(X) é obtida através da "Condição de Cadeia de Lebesgue11 • 
Com esta condição podemos caracterizar os subespaços vetoriais de F(X) 1 cujos 
fechos uniformes são fechados sob composição com funções uniformemente contínuas. 
li 
• CAPITULO 1 
PRELIMINARES 
Neste capítulo, estabelecemos as principais notações e definições, e alguns re-
sultados preliminares, necessários para a compreensão dos enunciados dos capítulos 
posteriores. 
Se X é um espaço topológico não vazio, indicamos por F( X) o conjunto 
das funções definidas em X e com valores reai,g. O subconjunto de F( X) das 
funções limitadas será denotado por Fb(X). Recordemos que f : X --+ IR é dita 
limitada se f( X) é um subconjunto limitado de IR. 
Indicamos por C(X) o conjunto das funções contínuas de X em IR, e por 
Cb(X) o subconjunto das funções contínuas e limitadas. 
Consideramos em F( X) as operações algébricas usuais de soma e produto, 
isto é, se f,g E F( X) definimos f+ g e f.g, respectivamente por: 
(f+ g)(x) = f(x) + g(x) e (f.g)(x) = f(x)g(x) 
para todo x E X. 
Recordemos que um subconjunto não vazio E de F( X) é: 
(A) umanel,s~ f,gEE=>f-gEE e f.gEE. 
(B) um espaço vetorial se, J, g E E e a, j3 E IR=? a f+ j3g E E. 
(C) uma álgebra se E é um anel e um espaço vetorial. 
(D) um reticulado se, J,g E E=? fvg E E e jAg E E, onde 
e 
(fvg)(x) = max{f(x),g(x)) = f(x) + g(x) ~ lf(x)- g(x)l 
(!Ag)(x) = min{f(x),g(x)) = f(x) + g(x) -lf(x)- g(x)l 
2 
para todo x E X. Observe que para provar que um subespaço vetorial E é um 
subreticulado basta mostrar que se f E E então IJI E E. 
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Os subconjuntos F,( X), C(X) e C,( X) possuem todas as estruturas defi-
nidas acima. 
A topologia que consideramos em F( X) é a da convergência uniforme, isto é, 
a topologia que tem como base de vizinhanças de f E F(X) a família de conjuntos 
V.(f) = {g E F(X); Jg(x)- f(x)l <e, para todo x E X} 
sendo g > O arbitrário. Nesse caso, uma sequência {fn)nEN em F(X) con-
verge uniformemente para f E F(X) se, dado é > O, existe N(f;) E IN tal que 
lf,(x)- f(x)l <e, para todo x E X, sempre que n ;:= N(<). Indicamos tal con-
vergência por fn -4 f. -t 
É importante observar que F,( X), C( X) e C,( X) são subespaços uniforme-
mente fechados de F(X). 
1.1. Definição. Dada f E F( X) definimos: 
Z(f)={xEX; f(x)=O) 
Coz(f) = {x E X; f(x) i' O)= X\Z(f) 
Z(f) é denominado conjunto de zeros de f e Coz(J) de cozere de f. 
1.2. Observação. Dadas f, g E F( X), as seguintes propriedades são verdadeiras: 
(I) Z(f) = Z(lfl). 
(2) Z(f.g) = Z(f) U Z(g). 
(3) Z(f) n Z(g) = Z(f' + g') = Z(lfl + Jgl). 
(4) {x E X; f(x);:: O}= Z(J"O) 
{x E X; f(x) S O}= Z(fvO). 
(5) Se f E C(X) então Coz(f) é um subconjunto aberto de X. 
1.3. Proposição, A intersecção de uma famala enumerável de conjuntos de zeros 
de Junções contínuas é um conjunto de zeros de uma função contínua. 
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Prova: Para cada n E IN, seja fn E C( X). Definamos 9n = lfniA.!_ e consideremos 2" 
g(x) = fgn(x), para cada x E X. Como l9nl ::; 2
1
n, a série acima converge 
n=l 
uniformemente para g. Portanto, g E C(X), e o resultado segue da igualdade: 
Z(g) = n Z(gn) = n Z(J.). 
nEN nEN D 
1.4. Proposição. A reunião de uma famz1ia finita de conjuntos de zeros de funções 
é um conjunto de zeros de uma função. 
Prova: Segue diretamente do fato que 
>" 
n U Z(J;) = Z(J1 ·f,· ... · f.), onde f; E F( X), i= I, ... , n. 
i=l D 
1.5. Definição. Se f E F( X) e a< jl'são números reais quaisquer, os conjuntos 
Lo(!)= {x E X; f(x) S: a) 
La(!)= {x E X; f(x) 2: ~} 
são denominados conjuntos de Lebesgue de f. 
1.6. Observação. 
(i) Para estender as definições acima a lR U { -oo, oo} convencionamos: 
(ii) Todo conjunto de Lebesgue é um conjunto de zeros de alguma função. Com 
efeito, basta observar que L0 (J) = Z((J- a)vO) e LP(J) = Z((J- ~)AO). 
Recordemos que um espaço topológico X é dito completamente regular 
quando, dados arbitrariamente um ponto x E X e um fechado A em X, com x \t A, 
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existir uma função contínua f: X--+ [0, 1) tal que f(x) =O e f( A)= {1}. 
1.7. Proposição. Se X é um espaço topológico completamente regular então 
{Coz(f); f E C(X)) é uma base para a topologia de X. 
Prova: Seja G C X aberto. Como X é completamente regular, dado x E G existe 
f, E C(X) tal que f,(x) = 1 e f,(X\G) = {0). Assim, x E Coz(J,) e portanto 
G C U Coz(f,). 
zEG 
Por outro lado, como X\G C Z(fx), ou equivalentemente, Coz(Jx) C G, con-
cluímos que G = U Coz(f,). Portanto {Coz(J); f E C(X)} é uma base para a 
xEG ~ 
topologia de X. D 
1.8. Definição. Seja E um subconjunto não vazio de F( X). 
(i) Dizemos que E S1-separa dois subconjuntos A e B de X, quando existe 
f E E, com O :5 f :51, tal que f( A)= {O} e f(B) = {1}. 
(ii) Dizemos que E S1-separa os conjuntos de Lebesgue de uma função f E F( X), 
quando E 51-separa Lo(f) e LP(J), para todo a < (J. 
1.9. Exemplos. 
(a) Considere o subespaço vetorial E das funções f: IR --t IR que são mensuráveis 




1 se X E JR\<l/ 
Então g é mensurável, O< g :51, g( <li)= {O} e g(R\II!) = {1}. Portanto, 
E S1-separa os conjuntos lU e JR\tf}. 
(b) Considere o subespaço vetorial E de Cb( IR) das funções poligonais contínuas. 
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Sejam a <fi números reais quaisquer. A função h: IR-+ IR definida por 
o se x $a 
h(x) = x-a sea<x</3 fi-a 
I se x ?:. f3 
pertence a E. Logo, E S,-separa os conjuntos L,(Id) e L~(Id), onde Id: IR--+ IR 
é a função identid~de. 
(c) Suponha que X é um espaço normal. Então Cb(X) 51-separa dois subcon-
juntos fechados e disjuntos quaisquer de X. Isto é uma consequência imediata do 
Lema de Urysohn. (Simmons [14], p. 135) 
(d) Suponha que X é um espaço completamente regular de Hausdorff. Então 
Cb(X) S1-separa dois pontos distintos quaisquer de X. 
1.10. Proposição. Seja E um subespaço de Fb(X). Se E 51 -separa os conjuntos 
de Lebesgue de alguma função f E Fb(X) então E contém as funções constantes. 
Prova: De fato, sejam f E Fb(X) e a= inf{j(x); x E X}. Pela hipótese, existe 
9 E E, OS 9 SI, tal que 
9(L,_1(J)) ={O} e 9(L"(J)) = {1). 
Como L,_1{f) = 0 e L"(f) =X, segue-se que g = I. Portanto, E contém as 
funções constantes. D 
No Capítulo 3, veremos que, sob certas condições, é possível construir uma 
partição da unidade, através da 81-separação. Recordemos inicialmente que da-
dos um espaço topológico X e f E F( X), o suporte de f é o fecho do conjunto 
{x E X; f(x) i' 0}, que é denotado por suppf. 
1.11. Definição. Dizemos que uma família {9ii i E J} de funções de C(X) é uma 
partição da unidade em X quando O$ 9i $ 1, para todo i E I e L9i(x) =I, para 
iEl 
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cada x E: X. 
1.12. Observação. Se {Yii i E I} é uma partição da unidade em X então a família 
{Coz(g1);i E I} é uma cobertura de X. 
1.13. Definição. Dizemos que uma partição da unidade {gi; i E I} é local-
mente finita se, para cada x E X existe uma vizinhança U de x tal que {i E I; 
(suppg;) nu i' 0} é finito. 
' 1.14. Definição. Dada uma cobertura {C~;,\ E I} de X dizemos que uma partição 
da unidade {g>.; .\ E I} é subordinada à cobertura {C>.;,\ E I} quando suppg>, C C>., 
para cada ,\ E I. 
1.15. Teorema. Sejam n um aberto em !Rn e {Ui; i E I} uma cobertura aberta 
de !1. Então existe uma partição da unidade {9ii i E I} em S11 com 9i E C 00 (r2) 
subordinada a { U;; i E I}. 
Prova: R. Narasimhan [12], p. 11. D 
1.16. Teorema. Se X é um espaço paracompacto e de Hausdorff então para cada 
cobertura {Ui; i E I} de X existe uma partição da unidade {9ii i E I} subordinada a 
{U,;iEI}. 
Prova: Dugundji [3], p. 170. D 
1.17. Definição. Dizemos que f E F(X) tem suporte compacto se o conjunto 
suppf é compacto em X. 
O conjunto das funções contínuas em X com suporte compacto será denotado 
por CK(X). Note que CK(X) é um subespaço vetorial de C( X). 
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1.18. Definição. Dizemos que f E C(X) se anula no infinito se, dado e> O existe 
um compacto I<, em X tal que lf(x)l <e, para todo x rf- I<,. 
Denotamos por Co( X) o conjunto das funções contínuas que se anulam no 
infinito. É imediato que C0(X) C C,( X). 
1.19. Proposição. Se X é um espaço de Hausdorff então o fecho uniforme de 
CK(X) é Co( X). 
Prova: Sejam f E CK(X) e e > O arbitrários. Existe h, E CK(X) tal que 
lf(x)- h,(x)l <e, p~ra todo x E X. Logo, lf(x)l:;; lf(x)- h,(x)l + ]h,(x)l <e, 
para todo x rf- supph,. Portanto, f E Co( X). 
Reciprocamente, sejam f E C0 (X) e e > O arbitrários. Suponha f > O, e 
considere a função g definida por g(xJ ~ max{f(x), e/2}- e/2, para todo x E X. Se 
g(x) #O, então f(x) > e/2. Logo suppg CI<., e portanto suppg é compacto. Assim, 
g E CK(X). Seja x E X. Se x E I<, então f(x) > e/2. Logo g(x) ~ f(x)- e/2. Se 
x rf- I<, então f(x):;; e/2 e g(x) ~O. Portanto, Jf(x)-g(x)] <e, para todo x E X. 
Logo, f E CK(X). 
Para o caso de uma função arbitrária, escrevemos f = f+ - f- onde 
f+(x) ~ max{O,f(x)) e f-(x) ~ max{O,-f(x)). Se f E C0 (X) então j+ e f-
também pertencem a C0(X). Segue da demonstração anterior que f+ 1 f- E CK(X). 
Logo, f E CK(X). o 
1.20. Teorema de Aproximação de Weierstrass. Sejam f E C[a, b] e e > O. 
Existe uma função polinomial p com coeficientes reais tal que )f(x)-p( x) 1 < e, para 
todo x E ]a, b]. 
Prova: Simmons [14], p. 154. o 
1.21. Lema de Lebesgue. Toda álgebra E C F,( X) uniformemente fechada e 
contendo as funções constantes é um reticulado. 
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Prova: Sejam f E E e M > O tal que f( X) C [-M, M]. Seja e > O arbitrário. 
Pelo Teorema de Aproximação de V/eierstrass, existe uma função polinomial p tal 
que lp(t)- I til < e, para todo t E [-M, M]. Como E é uma álgebra, p o f E E, e 
ainda lp(f(x)) -lf(x)ll <e, para todo x E X. Portanto, lfl E E, o que completa a 
demonstração. o 
1.22. Teorema de Stone-Weierstrass. Sejam X um espaço compacto de Haus-
dorff e A uma subálgebra fechada de C(X), que separa pontos em X e contém uma 
função constante niM nula. Então A= C( X). 
Prova: Simmons [14], p. 160. o 
Recordermos que uma subálgebra A C C(.Y) separa pontos em X se dados 
x,y E X com x I y, existe f E A tal que f(x) I f(y). 
1.23. Exemplo. Seja f{ C IRn compacto. O conjunto P(]{) das funções polino-
miais rea.is, definidas em]{ é uniformemente denso em C(I<). 
1.24. Teorema de Kakutani-Stone. Sejam X um espaço compacto de Hausdorff, 
E um subreticulado de C(X) e f E C(.X). As seguintes afirmações são equiv0lentes: 
(a) f E E. 
(b) Pam cada par de pontos distintos de X, x1 , x 2 e para cada ê > O existe g E E 
tal que lg(x,)- f(xt)l <te lg(x,)- /(x,)l <E. 
Prova: Garrido, M.I.; Aproximación uniforme en espacios de funciones continuas. 
Publ. Depto. Mat. Uni v. de Extremadura, vol. 24, 1990. o 
1.25. Teorema de Hewitt. Se X é completamente regular de Hausdorff e 
H C C,(X) tal que para cada par de fechados disjuntos F1 e F2 de X completa-
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mente separados (i. é., existe cp E C,(X) tal que cp(F,) ={O} e cp(F2 ) = {!)} existe 
uma função g E H tal que supg(F;) < infg(F;) i= 1 e j = 2 ou i= 2 e j =I; 
então o anel gerado por H e pelas funções cantantes é uniformemente denso em 
c,(X). 
Prova: [17] Hewitt, E. o 
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CAPÍTULO 2 
APROXIMAÇAO UNIFORME EM ESPAÇOS 
VETORIAIS DE FUNÇOES REAIS LIMITADAS 
Para estudar o fecho uniforme de um subespaço vetorial do espaço Fb(X) das 
funções reais limitadas, definidas num espaço completamente regular de Hausdorff 
X, e, em particular, a densidade uniforme de subespaços de Cb(X), introduzimos a 
noção de S~separaçã.o. 
Através da S-separação é possível caracterizar os subespaços vetoriais de 
Fb(X) cujos fechos uniformes sãp subanéis ou subreticulados, contendo as funções 
constantes. 
Recordemos inicialmente que E C Fb(X) S1-separa dois subconjuntos A e 
B de X, quando existe uma função g E E, O <;; g <;; I, tal que g(A) = {O} e 
g(B) = {!}. 
2.1. Teorema (Tietze [16], Mrowka [11]). Sejam E um subespaço vetorial de F,( X) 
e f E Fb(X). Se E S 1-separa os conjuntos de Lebesgue de f então f E E. 
Prova: Suponha que E S1·separa os conjuntos de Lebesgue de f E F,( X). Sejam 
a = inf{f(x) ; x E X} e E > O arbitrário. Considere p E IN tal que f(X) C 
[a, a+ pe]. Pela S1~separação, para cada 1 :Si :S p, existe 9i E E, O :S 9i :S 1, tal 
que 
g;(L•+Ii-1)•(!)) = {O} 
g;(L"+''(f)) = {!}. 
Considere h = a+ .:(g1 + · · · + g,). Segue da Proposição 1.10 que h E E. 
Vamos mostrar que lh(x)- f(x)l <E, para todo x E X. 
Seja x E X arbitrário. Existe j E {I, ... , p} tal que a+ (j - l)ê < f(x) <;; 
a+ je. Consequentemente, se i :S" j -1 então J(x) ~ a+ie, e portanto x E Lcx+it(f). 
Analogamente, se i!::: j+l segue que x E La.+(i-l)~{f). Concluímos daí queg;(x) =O, 
lO 
se i;::: j + 1 e g;(x) ; 1, se i 5 j- 1. Portanto h(x) ; a+ e(j- 1 + g;(x)). 
Como O ~ gj :5 1, segue-se que a+ (j - l)e :5 h(x) :5 a+ je. Portanto, 
[h(x)- f(x)[ <e. o 
Quando f E Cb(X), os resultados abaixo seguem imediatamente do Teorema 
2.1, uma vez que os conjuntos de Lesbegue de f são conjuntos de zeros (Observação 
1.6) e, são fechados em X (Observação 1.2). 
2.2. Corolário. Seja E um subespaço vetorial de C0(X). Se E S 1 -separa cada par 
de conjuntos de zeros disjuntos em X, então E é uniformemente denso em C6(X). 
2.3. Corolário (Jameson [8]). Sôa E um subespaço vetorial de C,(X). Se E 81-
separa cada par de fechados disjuntos em X, então E é uniformemente denso em 
C,( X). 
2.4. Exemplo. Considere X um espaço munido com a topologia discreta. Segue 
do Colorário 2.3 que o conjunto das funções reais definidas em X, que assumem 
somente um número finito de valores é denso em Fb(X). 
O exemplo seguinte mostra que, nos resultados anteriores, as condições não 
são necessárias. 
2.5. Exemplo. Seja P([O, 1]) o espaço dos polinômios reais definidos em [O, 1]. 
Afirmamos que P([O, 1]) não satisfaz a condição de S1-separação para conjuntos fe-
chados e disjuntos em [0,1]. De fato, consideremos A= [0, 1/3] e B = [2/3, 1]. Se 
existisse p E P([O, 1]), O< p 51 tal que p(A) = {0}, do fato de p ter somente um 
número finito de raízes, concluiríamos que A seria finito, o que é impossível. 
2.6. Definição (Blasco-Moltó [21). Sejam E C F,(X) e A, B C X. Dizemos 
que E 5-separa A e B, se, para cada 6 > O, existe g E E, O ::S g :5 1, tal que 
g(A) c [O,ó] e g(B) c [1- ó,1]. 
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2. 7. Definição. Sejam E C F,(X) e A, B C X. Dizemos que E S'-separa A 
e B se, para cada 6 >O, existe g E E, -li :S g :S li+ I, tal que g(A) C [-li,6] e 
g(B) c [1- 6,1 +li]. 
2.8. Observação. 
(a) É imediato que 51-separação=? S-separação => S'-separação. 
(b) Se E S-separa A e B então E S'-separa A e B. 
De fa.to, seja 8 > O arbitrário. Pela hipótese, existe g E E, O ::; g ::; 1 tal que 
g(A) C [0,6/2] e g(B) C [1- 6/2, 1]. Considere h E E tal que [h(x)- g(x)[ < 6/2 
para todo x E X. Então -6 < h< I+ 6, h( A) C [-8, 6] e h(B) C [I- 8, I+ 6]. 
Portanto, E S'-separa A "'e B. 
2.9. Definição. Seja f E F,(X). Se E S-separa (respectivamente S'-separa) os 
conjuntos La(!) e LP(f), para todo<> <f!, dizemos que E S-separa (respectiva-
mente S'-separa) os conjuntos de Lebesgue de f. 
2.10. Proposição. Seja E um subespaço vetorial de Fb(X) tal que E contém as 
funções constantes. Sejam A e B subconjuntos disjuntos de X. Se E S'-separa 
A e B então E S-separa A e B. 
Prova: Seja 8 > O arbitrário. Considere O < r < ó e h E E tais que -r $ h S 
r+ I, h(A) C [-r, r] e h(B) C [1- r, 1 +r]. Como E contém as funções constantes, 
h+8 -
segue-se que 'P = r E E. Mais ainda, I+ 2o 
O 8-r <r+l+6 I 
< 1+26 :'::'f'_ 1+26 < . 
6-r _ 
Considere O< O< , < 6. Como I' E E, existe g E E tal que [g(x)- 'P(x)[ < O, I+ 2o 
para todo x E X. Afirmamos que g S-separa A e B. Com efeito, 
(i) O :S g :S I 
Como tp- 8 < g < tp + 8, a conclusão segue de 
h+ó -O> h+6 _ 8-r = h+r >O 
1+26 -1+26 1+26 1+26-
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e 
8 h+8 8 1+r+8 8 1+r+8 8-r I'+ =1+28+ :o; 1+28 +:o; 1+28 +1+28= 1 
(ii) g(A) C [O, 38) 
De fato, se x E A então h(x) ~r. Logo, 
r+8 O :o; g(x) :o; l'(x)+8 :o; 1 + 28 +8 < 38 
{iii) g(B) c [1- 38,1) 
Seja x E B. Então h(x) ::0: 1- r e tem-se: 
h(x)+8 1-r+8 
12:g(x)::O:I'(x)-8= 1 + 28 -8::0: 1+ 28 -8. 
Por outro lado, 
1-r+8 8 8 1-r+8 28 _48'+8-r 48
2 
1 + 28 - + 3 - 1 ::0: 1 + 28 + - 1 - 1 + 28 > 1 + 28 > o. 
Portanto, 1-38 :o; g(x) :o; 1. 
Como g E E, segue de (i), {ii) e (iii) que E S-separa A e B. o 
2.11. Observação. A demonstração da Proposição 2.10 contínua válida para o 
caso não limitado, isto é, para qualquer subespaço vetorial E de F( X) tal que E 
contém as funções constantes. 
2.12. L·ema. Se um subespaço vetorial E de F 11 (X) S'-separa os conjuntos deLe-
besgue de alguma f E Fb(X), então E contém as funções constantes. 
Prova: Sendo f uma função limitada, consideremos a= inf{/(x); x E X} E IR. 
Dado b <a, para cada n E IN, existe h. E E tal que h.(L'(J)) C [1- ~, 1 + ~)­
Como f(x) ::0: a > b, para todo x E X, segue-se que X = L'(!). Portanto, 
hn(X) C [1- ~~ 1 + :J, e consequentemente, hn --+ 1. Logo 1 E E. o 
O próximo resultado é uma consequência imediata do Lema 2.12 e da Pro-
posição 2.10. 
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2.13. Proposição. Sejam E um subespaço vetorial de F,( X) e f E F,( X). As 
seguintes condições são equivalentes: 
(a) E S-separa os conjuntos de Lebesgue de f. 
(b) E S'-separa os conjuntos de Lebesgue de f. 
2.14. Teorema (Blasco-Moit6 [2]). Sejam E subespaço vetorial de F,(X) e 
f E F,(X). Se E S-separa os conjuntos de Lebesgue de f então f E E. 
Prova: Suponha que E S-separa os conjuntos de Lebesgue de f. Sejam a 
inf{f(x); x E X} e e> O arbitrário. Considere p E IN tal que f(X) C [a,a + pe] 
e escolha 6 > O tal que pE < 1. Pela S-separação, para cada 1 S i S p, existe 
g; E E, O S g; < 1 tal que 
• g;(La+U-r),{f)) C [0,.5) 
g;(L"+;'(J)) C [1- 8, I]. 
Considere h= a+e(g1 +· · ·+gp). Seja x E X arbitrário. Existe j E {1, ... ,p} 
tal que a+ (j -1)e: S f(x) S a+ je. De modo análogo à demonstração do Teorema 
2.1, concluímos que, se i ;::: j + 1 então x E Lae+(i-1)~(1), e se i ::; j - 1 então 
x E L'•+i"(J). Consequentemente, se i$ j- 1 então 1- ó :$. g;(x) S 1; e tem-se 
que: 
j-1 p 
(j -1)(1- ó) S L g;(x) S L9;(x). 
i=l i=l 
Segue daí que, 
a+ é(j- I)(1- 8) S h(x) (I) 
Por outro lado, se i 2: j + 1 então O:$. g;(x):::; 6. Logo, 
p j p ( ") 
L9;(x)=Lg;(x)+ L g;(x)sj+(p-j)8<j+ p-J <j+1 
i=l i=l i::::j+l p 
e assim 
h(x) sa+•(j+1). (2) 
De (1) e (2) temos que: 
a+ e(j -1)(1- 8) S h(x) < <>+ e(j + 1). 
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Comoj-1 <p e p6 < 1,segue-seque6(j-1) <I. Portanto, (j-1){1-6) ';::j-2, 
e podemos escrever: 
Logo, 
f(x)- h(x) :S a+ je- (<>+ e(j- 2)) = 2e e 
f(x)- h(x)?: a+ (j -!)e- (a+ s(j + !)) = -2e. 
Segue daí que lf(x)- h(x)l < 3.-, ou seja, 
lf(x)- a- e(g,(x) + ... + g,(x)l < 3e. 
Consequentemente, f- a: E E. Como, pelo Lema 2.121 E contém as funções cons-
tantes, segue-se que f E E. o 
• 
A S-separação é uma condição necessária e suficiente para a densidade de um 
subespaço vetorial de Cb(X), como mostra o seguinte resultado: 
2.15. Teorema (Blasco-Moltó [2]). Seja E um subespaço vetorial de Cb(X). Então 
E é uniformemente denso em Cb(X), se, e somente se, E S-separa todo par de 
conjuntos de zeros em X que são disjuntos. 
Prova: A condição suficiente é uma consequência do Teorema 2.14, pois toga con-
junto de Lebesgue de f E Cb(X) é um conjunto de zeros, em X. 
Reciprocamente, sejam h ,f E C,( X) tais que Z{f)nZ{h) = 0, e seja O < 6 < I 
arbitrário. Considere 'f = ~ + (1 - ó) h2 ~ f2. Observe que 'f' está bem definida. 
pois Z(f) n Z(h) = 0 e que <p E Cb(X). Pela densidade uniforme de E, existe 
g E E tal que lg(x)- <p(x)l < Sf2, para todo x E X. Afirmamos que g é a função 
procurada. Com efeito, 
{i)O:Sg:Sl 
Para z E X arbitrário, tem-se: 
S h2(x) 6 6 g(x) > <p(x)-- = (1- S) +--- >O 
- 2 h'(x)+f'(x) 2 2-
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e 
6 6 6 
g(x) ~ <p(x) + 2 ~ 2 + 2 + 1-6 = 1 
(ii) g(Z(h)) c [0, 6] 
. 6 6 
De fato, se x E Z(h) entao <p(x) = 2' Logo, O~ g(x) < <p(x) + 2 = 6 
(iii) g(Z(f)) c [1 -6, 1] 
. 6 Se x E Z(f) entaD <p(x) = 2 + 1-6. Logo, 1 2 g(x) 2 <p(x)- ~ = 1-6. 0 
A Propriedade S 
2.16. Definição. Dizpmos que um subespaço vetorial E de Fb(X) tem aProprie-
dade S se E S-separa os conjuntos de Lebesgue de todas as suas funções. 
2.17. Exemplos. 
(a) Seja U o subespaço de C(IR) das funções uniformemente contínuas. Para 




{3-0< se <><i<f3 
1 se t 2 {3. 
Então h= 9 o f EU, para toda f EU, 'o~ h~ I, e ainda, h( Lo(!))= {O} 
e h(LP(f)) = {1}. Portanto U n F,( IR) tem a Propriedade S. 
(b) Fixado x0 E X, considere o subespaço vetorial E= {f E F,(X); f(x 0 ) = 
0}. Então E é uniformemente fechado e não satisfaz a condição de S-separação para 
os conjuntos de Lebesgue de nenhuma função f E Fo(X). Com efeito, caso contrário, 
concluiríamos do Lema 2.12 que 1 E E, o que seria impossível. Em particular, E 
não tem a Propriedade S. 
Para os espaços vetoriais que têm a Propriedade S, a condição do Teorema 
2.14 também é necessária. 
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2.18. Teorema. Seja E um subespaço vetorial de Fb(X) que tem a PropriedadeS 
e seja f E Fb(X). As seguintes condições são equivalentes: 
(a) f E E. 
(b) E S-separa as conjuntos de Lebesgue de f. 
Prova: Pelo Teorema 2.14, basta mostrar que (a) =} (b). Seja f E E. Dados 
ó > O e a < {3 arbitrários, considere r < min{ó, (/3- a)/2} e g E E tais 
que ]g(x)- f(x)] < r, para todo x E X. Como E tem a PropriedadeS, existe 
h E E, O :S h :SI tal que h(Lo+c(g)) C [0,6] e h(L~-'(g)) C [1- 8,1]. Segue da 
escolha de r que L 0 (!) C Lo+c(g) e LP(J) C L~-'(g), o que completa a demons-
tração. o 
2.19. Corolário. Para um subespaço vetorial E de F6(X), as seguintes condições 
são equivalentes: 
(a) E tem a Propriedade S. 
(b) E tem a Propriedade S. 
Prova: 
(a) ::::} (h) Seja f E E arbitrário. Pelo Teorema 2.18, E S-separa os conjuntos 
de Lebesgue de f. Portanto E tem a Propriedade S. 
(b) =}(a) Suponha queE tem a Propriedade S. Sejam f E E e a< {3 ar-
bitrários. Pela hipótese, E S-separa os conjuntos La(!) e Lf3(J). Segue então da 
Observação 2.8 e da Proposição 2.13 que E S-separa os conjuntos La(!) e LP(J). 
Portanto, E tem a Propriedade S. o 
Para obter uma caracterização dos subespaços vetoriais que têm a Proprie-
dade S, usaremos o seguinte resultado: 
2.20. Lema. Seja E um subespaço vetorial uniformemente fechado em F6( X) e 
que contém as funções constantes. As seguintes condições são equivalentes: 
(a) E é um subanel de F,( X). 
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(b) E é fechado sob composição com funções contínuas definidas em IRn, para 
n = 1,2, ... (i. é., dadas f 1 , ••• ,J, E E e 'P E C(JR.'), <p o (ft, ... ,J,) E E 
onde <p o (f, ... , J.)(x) = <p(ft(x ), •.. ,f, ( x) ), Vx E X. 
(c) E é fechado sob composição com Junções contínuas definidas em lR2 • 
(d) E é um subreticulado de F,(X). 
Prova: 
(a)=? (b) Sejam <p E C(JR.•) e f, ... ,J. E E. Como as f; ,i= 1, ... ,n 
são limitadas, existe um compacto/{ C !Rn tal que (J1 , ••• ,fn)(X) C I<, onde 
(f, ... ,J.))(X) = {(J1(x), ... , J.(x)); x E X}. Pelo Teorema de Stone-Weierstrass 
existe uma sequência de funções polinomiais (Pm)meN definidas em f{ que con-
verge uniformemente para !fiK· Logo Pm o (!1, ... , fn) converge uniformemente para 
'P o (/1 , ••• ,fn)· Como E é um subanel que contém as funções constantes, para cada 
mE IN, Pm o (/11 .•. \ fm) E E. Assim, sendo E uniformemente fechado, concluímos 
que 'P o (f, ... ,J.) E E. 
(b) =?(c) Óbvio. 
(c) =? (a) As funções <p1 e <p2 , definidas em IR2 por <p1 ( x, y) = x- y e <p2(x, y) = 
xy são contínuas. Logo, dadas /, g E E, segue da hipótese que f- g :::: <p1 o (f, g) E E 
e J.g = <p2 o (f,g) E E. Portanto E é um subanel de F,( X). 
(a)=? (d) Consequência do Lema de Lebesgue (vide Capítulo 1). 
(d) =? (a) Para provar que E é um subanel, basta mostrar que se f E E então 
(f+g)' (f-g)' f 2 EEpoisfg= - 2- - ~ . 
Dados O ~ a < /3, definimos 
h= [(lf[v<>)Ajl)- "'. 
!l-a 
Como E é um subreticulado que contém as funções constantes, segue-se que 
h E E. Mais ainda, h satisfaz as seguintes condições: 
(1) h(L,,(/2)) = {0}. 
Dado x E L., (f'), temos lf(x)l :S a, logo h(x) = (oc,jl)-"' =O. 
Jl-<> 
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(2) h(LP'(J')) = {1}. 
Dado x E L~' (f'), temos lf(x)l > (3, logo h(x) = (lf(x)~l- 0 = 1. 
(3) h( X) c [O, 1]. 
Seja x E X arbitrário. Como a ::; !f(x)Jvo: e o: < /3, segue·se que 
(lf(x)lvajA/3 ::0: o. Portanto, h(x) > O. Por outro lado, (lf(x)lv<>)A(3 < (3. Logo, 
h(x) s; 1. Segue-se de (1), (2) e (3) que E 5-separa L,,(!') e L~'(!2 ). Pelo 
Teorema 2.13, / 2 E E. O 
2.21. Teorema (Blasco-Moltó [2]). Seja E i' {O} um subespaço vetorial de F,( X). 
As seguintes condições são equivalentes: 
(a) E tem a Propriedade S. 
(b) E é um subanel de Fb(X) que contém as funções constantes. 
(c) E é um subreticulado de Fb(X) que contém as funções constantes. 
Prova: 
(a) => (c) Pelo Lema 2.12, E contém as funções constantes. Seja f E E. Pro-
vemos que J/1 E E. Como E tem a propriedade S, pelo Corolário 2.19, E também 
tem a propriedade S. Observando que I/I = r + (-!)+, onde r = fvO e 
(- j)+ = (- f)vO, e considerando que os conjuntos de Lebesgue de j+ e de (-J)+ 
são também conjuntos de Lebesgue de f, concluímos que E S-separa os conjuntos 
de Lebesgue de r e de (- j)+. Pelo Teorema 2.14, j+ e (- !)+ pertencem a E. 
Portanto, lfl E E. 
(c)=:- (b) Imediato a partir do Lema 2.20. 
(b) => (a) Sejam f E E e a < {3 arbitrários. Pelo Lema de Urysohn, existe 
'P E C(JR) com O$ 'P :<:; 1, tal que <p((-oo,a]) ={O} e <p([f3,+oo)) = {1}. Pelo 
Lema 2.20, <pO f E E. Como (<po !)(La(!)) = {O} e (<po fJW(JJ) = {1 }, segue-se 
que E S-separa L, (f) e LP(J). Logo, resulta da Observação 2.8 e da Proposição 
2.13, que E S-separa La(!) e L~ (f). o 
2.22. Corolário. Seja E um subespaço vetorial de Fo(X). 
(a) Se E é um subanel ou um subreticulado de F6(X), contendo as funções cons-
tantes racionais então E tem a propriedade S. 
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(b) Se E é uniformemente denso em C,( X) então E tem a propriedade S. 
' 
Prova: 
(a) Se E é um subanel (respectivamente subreticulado) de F,(X), então E 
também é um subanel (respectivamente subreticulado). Como (.{?é denso em IR, 
segue-se que E contém as funções constantes reais. Pelo Teorema 2.21, E tem a 
propriedade S. 
(b) Como E= Cb(X) é um subanel e contém as funções constantes reais, ore-
sulta.do segue do Teorema 2.21. a 
2.23. Exemplos. 
(a) Considere o subespaço vetorial E de C([a, b]) formado pelas funções poligonais 
contínuas em [a, b]. Então E tem a proprieda.de S, pois é denso em C([a, b]). 
(b) Considere o funcional linear .p: C([0,2]) ~IR definido por: 
.P(f) = !,' f(t)dt -l f(t)dt. 
Seja E= {f E C([O, 2]); >/;(!) = 0}. Note que E é um subespaço vetorial de C([O, 2]), 
contendo as funções constantes e uniformemente fechado, pois 1/; é linear e contínua. 
Entretanto, E não é subanel de C([O, 2]). De fato, a função h : [O, 2] ~ IR definida 
por 
{ (x -1)2 se os;xs;1 
h(x) = 2 
3(x- 1) se 1<x:S2 
é um elemento de E, mas h2 r/, E. Portanto, E não tem a propriedade S. 
(c) Se X é um espaço localmente compacto de Hausdorff, mas não compacto, 
considere o subanel fechado Co(X) de C,(X). Como f = O é a única função 
constante pertencente a. Co(X), pelo Teorema 2.21, C0(X) não tem a pro-
priedade S. 
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• CAPITULO 3 
• 
APROXIMAÇAO UNIFORME EM ESPAÇOS 
- -VETORIAIS DE FUNÇOES REAIS NAO-LIMITADAS 
Com o objetivo de generalizar os resultados obtidos no Capítulo 2, para o caso 
não-limitado, introduzimos o conceito de Condição de Cadeia de Lebesgue. Seguindo 
um estudo paralelo ao Capítulo 2, obtemos uma condição necessária e suficiente 
para a densidade uniforme de subespaços vetoriais de C( X) e a caracterização de 
subespaços vetoriais que satisfazem a Condição de Cadeia de Lebesgue. 
Denotamos lR = lR U { -oo, oo ). 
Consideramos uma rede não-decrescente ( o:n)nez em IR, satisfazendo a se-
guinte condição: 
( *) existe r E IR, r > O tal que On- a,_1 ~r, sempre que O:n E IR. 
3.1. Exemplos. 
(a) A rede (crn)nEZ com O'n = n satisfaz a condição(*) com r= 1. 
(b) Considere ( O:n)nE.Z definida por Ü'n = { en se n > 0° 
-oo se n S 
Se a .. E IR, com n ~ 2 então O'n- O'n-l = en- en-l = e"(l- ~) > 1- ~­
Portanto (an)nE.Z é uma rede não decrescente satisfazendo(*) com r= 1- !. 
e 
(c) Fixado p E iZ, definamos <>n = { -oo se n S p A rede (<>n)neZ é não 
+co se n > p 
decrescente e não contradiz ( * ). 
{ 
-oo se n :5O 
(d) Considere (an)ne2Z definida por O'n = 1 _ ~ se n >O 
A rede (an)ne.Z é não decrescente, mas an- an-1 = ( 1 ) -+O. Logo (an)ne.Z 
n n -1 
não satisfaz a condição ( * ). 
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3.2. Observação. 
(1) Decorre da condição ( *) que se an 1 an-1 E IR então an :f an_; e que o conjunto 
{ a 11 E IR; n E ~} não pode ter pontos de acumulação, pois a 11 - an-1 ;::: r >O. 
(2) Se ( a 11 )nez é uma rede não decrescente satisfazendo a condição ( *) e se 
{an;n E .!Z} é finito então existem p,q E íZ tais que an = -oo, se n :5 p e 
O:n;;::: +oo, se n ~ q. 
3.3. Lema. Seja (an)neZ uma rede não decrescente satisfazendo a condição(*) tal 
que a 11 E JR, para todo n E íZ. Então {an; n E .!Z} não é limitado superiormente 
nem inferiormente. 
Prova: Suponha que { an; n E LZ} seja limitado superiormente, e seJa s = 
sup{an; n E tz}. Para r > O dado pela condição (*), existe n0 E iZ tal que 
s - r < ano ~ s, e portanto, 
s = s - r + r < O'no +r ~ O'no + O'no+l - O' no = O'no+l 
o que contradiz a definição de supremo. De modo análogo, demonstra~se que 
{an; n E tz} não é limitado inferiormente. 0 
3.4. Proposição. Se {an)nEE é uma rede nao decrescente em IR satisfazendo 
a condição (*) então a Jamz?ia {(an-1,o:n+1 ); n E .tE} é uma cobertura 
enumerável de IR. 
Prova: 
lQ Caso. Suponhamos que an E IR, para todo n E íZ. Se IR rt 
U ( an-t, Ctntl) então existe Ào E IR tal que .\o ~ ( O'n-1, O'ntl ), para todo n E LZ. 
nEE 
Então .\0 :5 0'11 , para todo n E zt, ou .\0 ~ O'n para todo n E .tE, contrariando o 
Lema 3.3. 
2Q Caso. Suponhamos que exista p E ~~ tal que ap = -oo e a 11 :/: -oo, para 
todo n > p. Afirmamos que IR C U (an-1 1 antd· Com efeito, seja.\ E IR arbitrário. 
n>p 
Então>.< aptt ou>.~ ap+l· Se.\-< ap+l então>. E (-oo,aptt) = (ap-t,aptt). Se 
). ~ ap+I então usando o mesmo argumento do caso anterior,>. E (a;_1 ,aj+I), para 
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algum j 2: p + l. 
3Q Caso. Suponhamos que exista q E ?L, tal que O:q = +oo e Ctn 'f:. +oo, para 
todo n < q. De modo análogo ao caso anterior, IR C U { an-l, an+I ). 
n<q 
Portanto, {(an-t 1 O:n+t)i n E ?L} é uma cobertura de IR. D 
3.5. Observação. Se f E F(X) e C.= {x E X;a._1 < f(x) < "•+1} onde 
( an)nez é uma rede não decrescente em IR satisfazendo a condição ( * ), então a 
familia { Cni n E X} é uma cobertura de X. Com efeito, pela Proposição 3.4, 
IR c U (an-1•"•+~)· Portanto, X c U r 1[(<>n-!o"n+l)] = U C •. 
~z nEZ nEZ 
3.6. Definição. Seja f E F(X). Uma Cadeia de Lebesgue de f é qualquer 
cobertura enumerável {Cn; n E íZ} de X, onde 
Cn = {x E X; "•-1 < f(x) < "•+1} 
e (an)ne.Z é urna rede não decrescente em IR satisfazendo a condição(*). 
3.7. Observação. Se aP = -oo (respectivamente aP = +oo) para algum p E zt 
então Cj = 0 para todo j :::; p -1 (respectivamente para todo j ?: p + 1}. Conse-
quentemente, se existem p, q E LZ tais que ap = -oo e aq = +ao então a Cadeia de 
Lebesgue de uma f E F( X), associada à essa rede, é finita. 
3.8. Ex'emplos. 
{a) Considere a função identidade Id: IR-+ IR e a rede {n)nEE· Então Cn = 
{ x E IR; n - 1 < x < n + 1} = (n- 1, n + 1), e {(n- 1, n + 1); n E .ao'} é uma 
Cadeia de Lebesgue de I d. 
{b) Considere a função constante f: IR-+ IR dada por f(x) =a e a rede {n)nEE· 
Temos X = C; = { x E X; j - 1 < a < j + 1} para algum j E .ao' e 
C _ 0{ para todo n fj, se a E .ao' 
n- para todo n -=f:. j- 1, ou j + 1, se a E JR\?Z 
3.9. Observação: Se f E C(X) e {C.; n E .ao'} é uma Cadeia de Lebesgue de f 
então cada Cn é um cozero em X. De fato, considere ( an)nEZ a rede associada à 
cadeia {C.; n E .ao'}. 
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{i) Se O'n-1 1 0'n+t E IR então 
C.= {x E X;<>n-t < f(x)} n {x E X; f(x) < "•+,} 
= [X\{x E X;J(x) <:; <>n-di n [XI{x E X;f(x) ;:> "•+>}i 
= [X\L,._, {!)] n [X\L"•+' {!)] 
= [X\Z((f- <>n- 1 )vO)i n [XIZ({f- "•+t)AO)i. 
(ii) Se ap = +oo para algum p E 7L e O'p-l E IR então 
C,= {x E X; <>p-t < f(x) < +oo) = X\{x E X;J(x) <:; <>p-t} 
= X\L.,_,(f) = X\Z((f- a,_1)v0). 
(iii) Se a, = -oo para algum q E :E e <>q+l E IR então 
C,= {x E X; -oo < f(x) < <>0+1} = X\Z((f- "o+t)AO). 
(i v) Se C.= {x E X; -oo < f(x) < +oo} =X= X\Z(g), onde g é uma função 
constante não nula. 
3.10. Definição. Dizemos que E C F( X) satisfaz a Condição de Cadeia de Lebes-
gue para f E F( X) se existe uma constante k > O tal que, para qualquer Cadeia de 
Lebesgue {C.; n E :E} de f existe g E E tal que ]g(x)- n] < k, para todo x E C •. 
3.11. Observação. Se E satisfaz a Condição de Cadeia de Lebesgue para f E F(X) 
então E satisfaz a Condição de Cadeia de Lebesgue para f + ..\, para cada ..\ E IR. 
Com efeito, se { Cn; n E ?L} é uma Cadeia de Lebesgue para f+..\, como 
Cn {x E X; <>n-1 < f(x) +À< "•+>} =, 
{x E X; <>n-t- À< f(x) < "•+>- À) 
segue-se que {Cn; n E ?L} é uma Cadeia de Lebesgue para f. Logo, concluímos da 
hipótese e da definição 3.10 que E satisfaz a Condição de Cadeia de Lebesgue para 
f+ À. 
3.12. Exemplos. 
(a) Seja U C C(IR) o subespaço das funções uniformemente contínuas. Sejam 
f EU e {Cn;n E 2Z} uma Cadeia de Lebesgue de j, associada à rede (an)ne.::Z· Se 
an = ±oo, para todo n E 7L, seja p E 7L tal que aP = -oo e apti = +oo. Considere 
h E U definida por h(x) = p + !, para todo x E IR. Então, ]h(x) - n] < 1 para 
24 
todo x E Cn (note que Cn = 0 para n =f:. p, p + 1). Se (on)nez possui termos reais, 
definamos para tE (o:n,O:n+d 
I'{ i) = { 
+n 
se On = -oo 
se O:n+l = +oo 
h+Z.. 
1'1.-l. 
A função 'P é uma poligonal não-decrescente e uniformemente contínua. De fato, 
seja e > O arbitrário e considere r > O a constante dada pela condição ( *) para a 
rede (o:n)neZ· Tome O <é < min{r, er} e sejam t, s E IR tais que lt- si <é. 
lQ Caso. O:n 1 O:n+t E JR. 
Set,sE(<>n,<>n+l]entãoll'{l)-l'(s)l=l lt-sl I 
O!n+l - O:n 




11'{!)-l'{s)l ~ l!-<>n+ll + ls-<>n+ll 
lan+l - anl lan+2- an+tl 
< ,_lt_-_,sl <e. 
r 
Analogamente para tE (o:n_1 ,o:n] e sE (on,o:n+tl· 
2Q Caso. Existe p E ~ tal que aP = -oo e an E IR, para todo n E ~, n > p .. 
Se t,s E (-oo,o:p+lJ, o resultado segue trivialmente. Se t E (-oo,o:p+l] e 
sE (op+l, ap+2] então 
ll'(t) -1'(•)1 = I I•- a,+d I < lt- •I <e. 
O:p+2 - O:p+t r 
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32 Caso. Existe q E 7.l tal que O'q = +oo e O'n E IR, para todo n E 7L, n < q. 
De modo análogo ao caso anterior obtemos: I~P(t) - cp(s)l < e para t E 
(aq-2,0'q-d e sE (aq-boo]. 
Portanto, r.p EU. Consequentemente h= r.p o f EU. Como r.p((a ... ,a ... +l]) C 
[n,n +i] segue-se que [h(x)- n[ :<;I para todo x E C •. Logo U verifica a Condição 
de Cadeia de Lebesgue para f. 
(b) O subespaço vetorial E = {g : IR --+ IR; g( x) = ax+b; a, b E IR} não satisfaz a 
Condição de Cadeia de Lebesgue para f = I d. Caso contrário, dada a rede { a ... )nEZ 
definida por 
se n <O 
se n ~O 
existem k >O e g E E, g(x) = a0x + bo, tais que [g(x)- n[ = [a0x + bo- n[ < k 
para todo x E C .... Observe que a0 =j:. O, pois, caso contrário, teríamos lbo- nl < k, 
para todo n ~ o, o que é impossível. Então para X E c,l) com n ~ 1, temos 
n-1<lnx<n+1 e n-k<a0x+b0 <n+k 
e portanto a0x + b0 < 1 + k + Inx, ou seja, aox + d < lnx, onde d = b0 - (1 + k). 
. a0 x+d . a0 x+d Em particular, para x > 1, l < 1. Consequentemente bm I ~ 1, 
n X X--+00 n X 
, . , 1 . 1' aox+d ± A 1 d que e tmposstve pms tm 
1 
= oo. na ogamente, po emos mostrar que o 
X--+00 ll X 
espaço dos polinômios reais P(JR) e o espaço dos polinômios reais Pn(IR) que têm 
grau menor ou igual a n, não satisfazem a Condição de Cadeia de Lebesgue para 
f= Jd. 
O seguinte resultado é uma generalização do Teorema 2.14 para o caso não 
limitado. 
3.13. Teorema. Sejam E C F(X) um subespaço vetorial e f E F(X). Se E 
satisfaz a Condição de Cadeia de Lebesgue para f então f E E. 
Prova: Dado e > O arbitrário, sejam k > O dada pela definição 3.10 e e1 = -k e . 
+I 
Considere a rede (O'n)nez, com O'n = ne' e {C ... ; n E .:!Z} a Cadeia de Lebesgue de f 
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associada a (an)neZ· Pela hipótese, existe 9 E E tal que [9(x)- n[ < k, para todo 
x E Cn. Seja h = e' 9 E E. Dado x E X 1 como { Cn; n E õ5} é uma cobertura de 
X, segue-se que x E Cn, para algum n E õ5. Logo, 
Jh(x)- f(x)l = Je'g(x)- f(x)J :5 Je'g(x)- e'nl + Je'n- f(x)l < ke' +e'= E. 
Portanto, f E E. D 
3.14. Corolário. Se um subespaço vetorial E C F(X) satisfaz a Condição de 
Cadeia de Lebesgue para alguma f E F( X) então E contém as funções constantes. 
Prova: Como E é um espaço vetorial, o resultado segue da Observação 3.11 e do 
Teorema 3.13. a 
3.15. Corolário. Seja E um subespaço vetor1:al de C(X). Se E satisfaz a Condição 
de Cadda de Lebesgue para cada f E C(X) então E é uniformemente denso em 
C( X). 
Prova: Consequência imediata do Teorema 3.13. D 
3.16. Observação. A Condição de Ca.deia de Lebesgue não é uma condição 
necessária para o Teorema 3.13, como mostra o Exemplo 3.12(b). De fato, o espaço 
vetorial E= {g: IR.--> JR.;g(x) = ax + b; a,b E IR.} não satisfaz a Condição de 
Cadeia de Lebesgue para f = I d. 
Existem espaços vetoriais que não verificam a Condição de Cadeia de Lebes-
gue para nenhuma função. Considere, por exemplo, o subespaço vetorial E de F(JR) 
gerado pela função identidade, E é uniformemente fechado e não contém as funções 
constantes não nulas. Logo, pelo Corolário 3.14, E não satisfaz a Condição de Ca-
deia de Lebesgue para nenhuma f E F(JR). 
Mostraremos a seguir que, no caso limitado, a Condição de Cadeia de Lebes-
gue e a 8-separação coincidem. 
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3.17. Proposi~ão. Sejam E C F6(X) um subespaço vetorial e f E F6(X). As 
seguintes condições são equivalentes: 
(a) E satisfaz a Condição de Cadeia de Lebesgue para f. 
{b) E S-separa os Conjuntos de Lebesgue de f. 
Prova: 
(a)=} (b) Sejam a< f] e ó >O arbitrários. Considere k >O dado pela Condição 
k+1 de Cadeia e escolham E IN tal que--< ó. Defina a rede (an)nE.Z por 
m 
an = -oo se n :S -1 
an = +oo se n ~ m + 1 
0: = O:'o < Ct'1 < · · · < O:m-1 < Ct'm = (3. 
A Cadeia de Lebesgue {C.; n E .:Z} associada a (a.).ez é tal que: 
Co= {x E X; f(x) <a,) ::J La{!) 
Cm = {x E X; am-l < f(x)) ::J L'(f) 
C.=0 se n\1'{-1, ... ,m+1}. 
Seja g E E tal que ]g{x)- n] < k, para todo x E C. e considere h= j!_ E E. Segue 
m 
da condição sobre g e da escolha de m, que, para n E { -1, ... , m + 1} e x E Cn, 
valem as desigualdades 
, -1-k n-k h() n+k m+i+k , 
-u < < -- < X < -- < < 1 + u. 
m - m m - m 
Consequentemente, 
{i) h( X) c [-8, 1 + 5] 
{ii) h(La(f)) C h{Co) C [-8,8] 
{iii) h(L'(f)) C h(Cm) C ]1-8,1 +8]. 
Portanto, E S'-separa La(!) e Lf3(J), e aS-separação segue da Proposição 2.13. 
{b) => (a) Considere uma constante k > 1. Seja {C.; n E Zí"} uma Cadeia de 
Lebesgue para/, associada a uma rede (an)nEE· Como f é limitada existe somente 
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somente um número finito de conjuntos Cn que são não vazios. Sejam p e m o 
menor e o maior inteiro, respectivamente, tais que Cp =f 0 e Cm f 0. Claramente 
m 
X= UCn e o:p-t<f(x)<am+tParatodoxEX. ParacadanE{p, ... ,m+l}, 
n==p 
consideremos Lan_1 (f) e L"n(J). Existe 9n E E, O :S 9n :S 1 tal que 
k-1 
onde O< 5 < 1 m-p+ 
9n(Lon_,{f)) C [0,5] 
9n(L""{f)) C [1- 5, 1] 
m+l 
Seja g = L 9n· Se n E {p, ... , m} e se x E Cn, temos: 
n=p 
(1- 5)(n- p) s; g(x) s; n- p + 2 + (m- n)5 
e consequentemente 
-1- (m- p)5 s; -1- (n- p)5 s; g(x) + p -1- n s; 1 + (m- n)5 s; 1 + (m- p)5. 
Portanto, se n E {p, . .. , m,} e x E Cn temos 
[g(x) + p- 1- n[ s; 1 + (m- p)5. 
Pela hipótese E contém as funções constantes, e assim g + p -1 E E. Consideremos 
então h E E tal que [h(x)- (g(x) + p-1)[ < 5, para todo x E X. Assim, se x E Cn 
então 
[h(x)- n[ s; 1 + (m- p + 1)5 < 1 + k- 1 = k. 
Logo, E satisfaz a Condição de Cadeia de Lebesgue para f. D 
3.18. Observação. Analisando a demonstração da Proposição 3.17, pode-se con-
cluir que a Condição de Cadeia de Lebesgue implica na S'-separação, também no 
caso não-limitado, pois nã.o foi utilizada qualquer limitação para a funçã.o conside· 
rada. Logo, pela observação 2.11 (a) ::::} (b) é sempre válida. No entanto, não é 
verdade que (b)::::} (a) no caso não limitado. Veja o exemplo 3.44(b). 
3.19. Definição. Dizemos que uma cobertura {C,.;n E ~} de X é 2-finita se 
Cn n Cm = 0 sempre que In- m[ > 1. 
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3.20. Proposição. Toda Cadeia de Lebesgue de f E F( X) é uma cobertura 2-finita 
de X. 
Prova: Seja {Cn;n E .!Z} uma Cadeia de Lebesgue de f associada a uma rede 
(an)ne2Z· Considere m,n E 7L com n- m = p, onde !Pf 2::. 2. Suponhamos que 
exista X E Cm n Cm+p· Então 
Ü'm-1 < f(x) < O!m+l e O'm+p-1 < J(x) < Ctm+p+t· 
Se p 2:: 2, como (an)ne.z é não decrescente, temos f(x) < Cl'm+l $ O:'m+p-t < f(x), 
que é impossível. Analogamente, se p :S -2 chegamos a uma contradição. Portanto, 
Cm n Cn = 0, o que completa a prova. 
3.21. Contra-exemplo. 
Considere a rede (crn)ne.z definida por 




com p E IN fixo. Seja Cn = {x E JR;an <X< CXn+3}· Então {Cn;n = o, ... ,p} é 
uma cobertura de IR que não é 2-finita, pois Cp n Cp_2 = (p,p+ 1) =/;0. 
3.22. Teorema. Sejam X um espaço completamente regular e E um subespaço 
vetorial de C( X). As seguintes condições são equivalentes: 
(a) E é uniformemente denso em C(X). 
(b) Para cada cobertura 2-finita { Cn; n E LZ} de X formada por co zeros existe 
g E E tal que lg(x)- nl < 2, sempre que x E Cn· 
Prova: 
(a)"" (b) Seja {C.; n E ;z} uma cobertura 2-finita de X tal que C.= Coz(f.), 
com fn E C( X), para cada n E ;z. Como Z(fn) = Z(lfnl) podemos supor fn >O, 
para cada n E Yl. 
Dado x E X existem E 7L tal que x E C .... , ou seja, J .... (x) > O. Portanto, 





g, =f, I L_ f •. 
Afirmamos que {9ki k E LZ} é uma partição da unidade. Com efeito: 
(i) 9k é contínua para cada k E Zl. 
Seja f= L_ f .. Como {C.; n E Zl"} é 2-finita, fi = fn-1 + fn + fntl· Logo, 
n€~ Cn 
fi é contínua, para cada n E 7L. Portanto f é contínua. A continuidade de 9k 
c. 
segue do fato que g, =f, I f. 
(ii) g,(X) C [O, 1[ para cada k E Zl" e L_g,(x) = 1, para cada x E X, seguem 
kE}'l 
diretamente da definição de 9k· 
Observemos runda que, Cn = Coz(Jn) = Coz(gn) para cada n E Zl. Definamos 
g = L ngn. Com os mesmos argumentos usados acima, concluímos que g E C(X). 
neE 
Além disso, se x E Cn, então 
[g(x)- n[ [{n -1)9n-l{x) + ng.(x) + (n + 1)9n+J(x)- n[ 
[n(gn-!(x) + g.(x) + 9ntl{x)) + 9ntl(x)- 9n-!(x)- n[ 
[9n+J(x)- 9n-l(x)[ S L_ 9k(x) = 1. 
kEZ< 
Pela hipótese, existe h E E tal que [h{x)- g(x)[ < 1, para todo x E X. Em 
particular, se x E Cn então 
[h(x)- n[ S [h(x)- g(x)[ + [g(x)- n[ < 2 
(b) => (a) Sejam f E C(X) e {C.; n E Zl"} uma Cadeia de Lebesgue de f. Segue 
da Proposição 3.20 e da Observação 3.9 que { Cn; n E 7l} é uma cobertura 2-finita 
de X formada por cozeras. Pela hipótese, existe g E E tal que lg(x)- nl < 2, para 
todo x E Cn. Portanto, E satisfaz a Condição de Cadeia de Lebesgue para f. Pelo 
Teorema 3.13 f E E. 0 
3.23. Observação. A constante 2 do enunciado do Teorema acima pode ser subs~ 
tituída por qualquer constante k > 1. 
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3.24. Exemplos. 
(a) Considere um conjunto aberto não-vazio X c !Rn e seja c=(X) o espaço 
vetorial das funções reais infinitamente diferenciáveis em X. Seja { Cn; n E ~} 
uma cobertura 2-finita de X formada por cozeras. Pelo Teorema 1.15 existe uma 
partição da unidade {hn; n E ~}localmente finita, subordinada a { Cni n E ~} com 
hn E C 00(X), para cada n E !Z. 
Definamos h= 2:; nhn. Como Coz(hn) C C., para cada n E !Z, lh(x)-nl S 1 
nEE 
para todo X E c •. Portanto lh(x)- nl < 2, para todo X E c •. Como h E C 00 (X), 
resulta do Teorema 3.22 que C 00 (X) é uniformemente denso em C(X). 
(b) Seja E o subespaço vetorial de C(IN) gerado pelas funções f : IN -> !Z. 
Observemos primeiramente que E =J. C( IN). De fato, considere 
f: lN->IR 
n---+ en. 
Se existissem al) ... 'Uk E IR e !1' .. . 'fk E E tais que r == a di + ... + akfk, 
então en = ad1(n) + ··· + akfk(n), para todo n E IN. Considerando os espaços 
vetoriais {e,e2 , ••. ,en, ... ) e {a1, ••• ,ak) sobre o corpo (.{?dos racionais teríamos 
então {e, e2, ••• , e'\ ... ) C (a1 , ••• , ak), que implicaria em dim(e, e2 , ••• , en, .. . ) $ k, 
uma contradição. Portanto, E =f C( IN). 
Sendo IN paracompacto, dada uma cobertura { Cni n E ~} 2-finita de IN, for-
mada por cozeres, existe uma partição da unidade {'Pn;n E~}, com I.Pn E C(JN), 
lo~almente finita, subordinada a esta cobertura (Teorema 1.16}. Usando o mesmo 
raciocínio do item (a), concluímos que E é uniformemente denso em C( IN). 
Usando o Teorema 3.22 podemos dar uma nova demonstração de um resul-
tado de Anderson [1], para subanéis divisíveis de C(X). Usaremos o fato de que o 
Teorema 3.22 continua válido para subespaços vetoriais sobre o corpo tU. 
3.25. Definição. Um subanel A de C( X) é divisível se para cada f E A e cada 
n E ~ existe g E A tal que f = ng. 
3.26. Observação. Todo subanel divisível de C( X) é um subespaço vetorial sobre 
o corpo tU. 
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3.27. Lema. Sejam X um espaço topológico completamente regular e {Cn; n E 
IN U {O}} uma cobertura 2-finita de X formada por cozeras. SeJ·a A um subanel de 
C( X) que 81-sepam todo par de conjuntos de zeros em X, que são disjuntos. Então 
existe uma partição da unidade {9ni n E IN U {O}} com 9n E A e Coz(gn) C Cn, 
para cada n E IN U {0). 
Prova: Para cada n E JNU {0}, seja Dn = (LJc,)ICn+l· Então, cada Dn é 
k=O 
00 
um conjunto de zeros, pois Dn :::: n (X\Ck)· Com efeito, se X E Dn, então 
k=n+l 
x E Ck0 , para algum ko < n e x E X\Cn+l· Como { Cn; n E IN U {O}} é 2-finita, 
00 00 00 
x E n (X\C,). Logo, x E n (XIC,). Reciprocamente, seja x E n (XIC,). 
k=n+2 k=n+I k=n+I 
Então X E X\( o ck) e, consequentemente X E ( Ück)\cn+l· Portanto, 
k=n+1 k=O 
00 
Dn = n (X\Ck), e pela Proposição 1.3, Dn é um conjunto de zeros em X. 
k=n+l 
Para construir a partição da unidade, procedemos indutivamente. Como D0 e 
X\C0 são conjuntos de zeros, disjuntos, existe g0 E E, O $_ g0 $_ 1 tal que g0 (D0 ) = 
{1) e g0 (X\C0 ) = {0). Claramente, Coz(g0 ) C C0 • Procedendo analogamente, 
seja, u1 E E, O s; u, s; 1 tal que u,(D,) = {1} e u,(XI(Co U C,))= {0}. Defina 
g1 = u1 (1 - g0 ). Como E é subanel, g1 E E. Note que O s; g1 s; 1, Coz(g1 ) C 
cl e 9o(x) + 91(x) = 1, para todo X E Do. Assim sucessivamente, suponhamos 
definidas g0 , ••. ,9n-t E E, O~ 9i ~ 1 e Coz(gi) C C;, i= O, ... ,n -1, e ainda 
n-1 n 
Lg;(x) = 1, para todo x E Dn-l· Como Dn e X\UCi são conjuntos de zeros, 
i=O i=O 
disjuntos, existe u E E, O s; u s; 1 tal que u(D.) = {1} eu( XllJC;) = {0}. 
•=O 
Definindo g. = u ( 1 - 'f:g;) temos que 9n E E e Coz(g.) C C.. De fato, se 
•=O 
n-1 n 
X E Coz(g.) então u(x) f o e I;g;(x) f 1. Logo, X E uc; e X !f. Dn-1" Como 
·=0 •=0 
XID._, = ,9.c, segue-se que x E (Qc;) n (9.c•) = .9J(Qc;) n c,] = 
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{Cn-1 n C.) U Cn U {C.n Cn+,J C Cn pois {C.; n E NU {O}} é 2-finita. Finalmente, 
n n-1 n-1 
se x E Dn então L);(x) = g.(x) + L;g;(x) = u(x) +{I- u(x))L;g;(x) =I pois 
i=O i=O i=O 
u(D.) = {1}. 
Afirmamos que {Uni n E IN U {O}} é uma partição da unidade. Como E C 
C( X), cada 9n E C( X), e tem-se: 
(i) O $ 9n < I para todo n E NU {0}. 
n-1 
Seja x E X. Se x E Dn-1 então L;g;(x) =I, e assim 9n(x) =O. Se x </. D._1 então 
i=O 
x E U C,. Como {C.; n E NU {O}) é 2-finita, x <f. C;, para i =O, ... , n- 2. Logo, 
k=n 
x </. Coz(g;), i =O, ... , n- 2, e g.(x) = u(x)(l - g._1(x)). Portanto, O $ 9n < I. 
00 
(ii) L9n(x) =I, para todo x E X. 
n;::;Q 
Dado x E X, existe n E l!V U {O} tal que x E Cn. Consequentemente, 9k(x) =O 
oo n+l 
para todo k ~ n + 2, pois Coz(g,) C C,. Portanto, L;g;(x) = L;g;(x) = I pois 
o 
3.28. Definição. Uma cobertura {C a; a E I} de X é *-finita se para cada 
a E I, {i E I;C. n C;# 0} é finito. 
3.29. Observação. Toda cobertura 2-finita de X é *-finita. 
3~30. Teorema (Anderson [1]). Sejam X um espaço completamente regular e E um 
subanel divisível de C( X) satisfazendo as seguintes condições: 
(i) E S1 -separa todo par de conjuntos de zeros em X, que são disjuntos. 
(ii) Para cada sequência Un)neNu{O} de funções não negativas de E tal que 
00 
{ Coz{J.); n E NU {O}} é uma cobertura •-finita de X, tem-se que L;Jn E E. 
n=O 
Então E é uniformemente denso em C(X). 
Prova: Seja { Cn; n E .::Z} urna cobertura 2-finita de X formada por cozeras. Consi-
dere as seguintes familias {C~;n E NU {O}} e {C~;n E NU {O}} definidas por: 
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(a) C~= U Ck e C~= Cn, n >O 
k;SO 
(b) C~= U Ck e c: = C_n , n > O. 
k~O 
ProYemos que {C~; n E JN U {O}} e {C~; n E JN U {O}} são coberturru; 2-finitas de 
X. Para n 2:: 2, 
c;nc~= (uc.)nc.= U(c.nc.)=0 
kSO kSO 
pois {Cn; n E ~} é 2-finita. Por outro lado, se m, n E IN com In- ml > 1 então 
C~ n c:n = Cn n Cm = 0. Portanto, {C~; n E IN U {O}} é 2-finita. A demonstração 
que {C~; n E lN U {O}} é 2-finita é análoga. 
Pelo Lema 3.27 existem partições da unidade {Uni n E IN U {O}} e { Vni n E 
IN u {O}}, com Un, Vn E E, Coz(un) c c~. Coz(vn) c c~. para cada n E IN u 
{O}. Resulta das condições acima que {Coz(un); n E lN U {O}} e {Coz(v.); n E 
lN U {O}} são coberturas 2-finitas de X. Como Coz(un) = Coz(nun) e Coz(v.) = 
Coz(nv.) segue-se que {Coz(nu.);n E JNU{O}} e {Coz(nv.);n E JNU{O}} são 
00 
também coberturas 2-finitas de X. Pela hipótese, Lnun E E E E. 
n=O 
00 00 
Consequentemente, 91 = u0 + Lnun E E e 92 = vo + Lnvn E E. 
n=O n=O 
Considere h = vogl - uog2 E E. Afirmamos que !h(x)- n! :::; 1, para todo 
X E Cn• 
Suponhamos primeiramente n > o e seja X E Cn· Pela construção de {c~ in E 
JN u {O}} temos que X f. c;. Logo, uo(x) =o, pois Coz(uo) c c;. Por outro lado, 
X ~c~, para todo m > o, e assim Vm(x);::::; o, para todo m > o, pois Coz(vm)) c c~. 
00 
Portanto, 1 = I;vm(x) = Vo(x) e temos: 
m=O 
h(x) = g1(x) = I;nu.(x). 
n=O 
00 
Como Coz(nun) C Cn, para n > O, e I:un(x) = 1 para todo x E X, segue-se que 
n=O 
para X E Cn, 
35 
h(x) - (n -l)u._1(x) + nu.(x) + (n + !)un+l(x) 
n + Un+l(x)- u._,(x) 
Portanto, [h(x)- nl - [u.+1(x)- u._1 (x)! s; I, pois O < Um < 1, para todo 
mE IN U {0}. 
A demonstração do caso n .::; O é análoga à anterior. 
Concluímos assim, que existe h E E tal que lh(x)- n! < 2, para todo x E Cn, 
com n E IN U {0}. Pelo Teorema 3.22, E é uniformemente denso em C(X) 0 
O próximo exemplo mostra que no teorema anterior, as condições não são 
necessárias. 
3.31. Exemplo. Seja E o subespaço vetorial de C((O,oo)) das funções deriváveis 
exceto em um número finito de pontos de (0, oo). E é um anel divisível e uniforme-
mente denso em C((O, oo)). Entretanto, E não satisfaz a condição (ii) do Teorema 
de Anderson. De fato, considere a sequência (Jn)nENU{O} de funções não-negativas 
de E, definidas por: 
fo=O, !l(x)={ ~x+2 
J.(x) = { irx- (2n- ~)] :: 
-x + 2n se 
se O<x<l 
se 1 $x<2 
se x ~ 2 
x:::;2n-~ ou x2::2n 
2n-~<x<2n-l 
2n-!Sx<2n. 
(n 2: 2) 
Note que Coz(f0 ) = 0, Coz(!l) = (0, 2) e Coz(f.) = (2n- ~. 2n) para n 2: 2. 
Portanto, {Coz(f.); n E IN U {O}} é uma cobertura •-finita de (0, oc). Entretanto, 
00 
Efn f/. E porque não é derivável em uma quantidade infinita de pontos. 
n=O 
A Propriedade C 
A seguir, daremos uma caracterização da Condição de Cadeia de Lebesgue. 
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Para isso precisamos do seguinte resultado preliminar. 
3.32. Lema. Sejam U C C( IR) o subespaço das funções uniformemente contínuas 
e E o subespaço de U gerado pelas funções uniformemente contínuas e monótonas. 
Então E; U. 
Prova: Sendo U uniformemente fechado, E C U. Sejam f E U e ê > O arbitrários. 
Existe li> O tal que lt- si$ li=> lf(t)- f(s)l $ e/2. Definamos g: IR-+ IR por 
g(t); (t- nli) J((n +!)li)- J(nli) + f(nli) 
li 
se t E ( n6, (n+ 1 )6], com n E ~- Assim g é a poligonal contínua que une os pontos da 
forma (ná, f(ná)) em JR2 , com n E ~- Afirmamos que g é uniformemente contínua. 
Seja e'> O arbitrário. Considere O< é'< min{á,e'áfe}. Sejam t,s E IR tais que 
!t- si< fl. Como lt- si< 6, é suficiente considerar os seguintes casos: 
(i) t,s E (nli, (n +!)li] 
lg(t)- g(s)l; lt- sllj((n + !)!)- f(nli)ls; ;lilt- si< e' 
(ii) tE (nli, (n +!)li] e sE ((n +!)li, (n + 2)1i] 
Podemos supor t f' ( n + I )li. Então 
lg(t)- g(s)l 
< lt - si 
lg(t)- g((n + l)li)l + lg((n +!)li)- g(s)l 
lt- si lt- si 
< lg(t)- g((n + l)li)l + lg((n +!)li)- g(s)l 
lt- (n + l)lil ls- (n + !)lil 
e e e'6 
Portanto, lg(t)- g(s)l < ;~lt- si< 5·7; E'. 
Provemos agora que g E E. Observe primeiramente que, setE (nD, (n + l)D] 
lf((n +!)li)- f(nli)l E então lg'(t)l = 
1 
li $ zs· Considere g1 : IR-+ IR e g2 : IR-+ IR 
definidas respectivamente por g1(t) ; g(t) + ;ót e g2(t) ; - ;lit' para todo t E 
IR. A observação acima implica que g1 é não-decrescente pois, dado t E IR, como 
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e e e 
tE (nS,(n + !)S], para algum n E !Z, tem-se gi(t) = g'(t) + 25 ;o: - 25 + 25 =O. 
Claramente, g2 é monótona, e portanto g = g1 +g2 E E. Além disso, ]f(t)-g(t)i <e, 
para todo t E JR. De fato, dado t E JR, existe n E !Z tal que t E (nS, (n + l)S]. 
Então, 
e ]g(t)- f(t)] s; 
25 ]t- n8] + lf(n8)- f(t)] <e. 
Portanto, f E E. o 
3.33. Observação. Na demonstração do Lema 3.32 provamos implicitamente 
que toda função uniformemente contínua em IR é aproximada por uma poligonal 
contínua. 
3.34. Proposição. Sejam E C F(X) um subespaço vetorial e f E F(X). As 
seguintes condições são equivalentes: 
(a) E satisfaz a Condição de Cadeia de Lebesgue para f. 
(b) ~.pof E E, para toda função uniformemente contínua e monótona 1.p: IR-+ IR. 
(c) '1/; o f E E, para toda função umformemente contínua '1/J : IR ---+ IR. 
Prova: 
(a) => (b) Seja r.p :IR --t IR uma função uniformemente contínua e monótona. 
Suponhamos 'P não-decrescente. Seja { Cn; n E .tZ} uma Cadeia de Lebesgue de 
r.p o f, associada a uma rede (an)neZ· Para cada n E 7Z, escolha f3n E IR tal que: 
rp(fJn) = an 
f3n = -oo 
f3n = +oo 
se "" E rp( IR) 
se "" 't rp(IR) e "" s; inf{rp(x);x E IR} 
se "" 't rp(JR) e <>n ;o: sup{rp(x);x E IR} 
Como a rede (an)nez e a função r.p são não-decrescentes, segue-se que (f3n)ne7Z é 
não-decrescente. Afirmamos que existes E IR, s > O tal que f3n- f3n-1 > s, sempre 
que f3n E JR. Com efeito, se f3n-l = -oo, a desigualdade é triYialmente satisfeita. 
Se fin-l E IR, suponha que dado e > O, existe no E 7Z tal que f3no - f3no-1 < ê, 
quando fino E IR. Segue da continuidade uniforme de r.p que ~.p(/3n0 ) -~.p(f3no-d < r, 
e consequentemente, ano - Ct:no-l < r, o que é impossível. Podemos definir assim, 
uma Cadeia de Lebesgue {Dn;n E ?Z} para j, associada à rede (f3n)ne.Z· Segue da 
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definição de (f3n)nez que Cn C D ... , para cada n E :E. Pela hipótese, existem k > O 
e g E E tais que lg(x)- nl < k, para todo X E Dn. Em particular, lg(x)- nl < k, 
para todo x E C.... Portanto, E satisfaz a Condição de Cadeia de Lebesgue para 
<p o f. Pelo Teorema 3.13, <p o f E E. 
(b) => (a) Sejam k > I arbitrário e {Cn; n E Zl'} uma Cadeia de Lebesgue 
arbitrária de f, associada a uma rede (an)neZ· Se an = ±oo, para todo n E íZ, 
seja p E iZ tal que O'p = -co e O'ptl = +oo. Considere cp : IR --+ IR definida 
por <p(x) = p + 1/2, para todo x E JR. Segue da hipótese que h = <p o f E E. 
Observando que Cn = 0, para todo n "# p,p + 1, segue que se X E CP ou cp+l então 
lh(x)- Pl = ~ < 1. Se por outro lado, (an)neE possui termos reais, definimos para 
tE (a:n 1 frn+l] 
se an = -oo 
se O'n+I = +oo. 
Vimos no exemplo 3.12(a) que 'Pé uniformemente contínua, monótona e h= cp o f 
satisfaz lh(x)- nl ::; I, para todo x E Cn. Pela hipótese, h E E. Seja então g E E 
tal que lh(x)- g(x)l < k -l, para todo x E X. Logo, 
lg(x)- nl S lg(x)- h(x)l + lh(x)- nl < k 
para todo x E Cn. Portanto E satisfaz a Condição de Cadeia de Lebesgue para f. 
(b):::} (c) Considere 1/J: IR--+ IR uniformemente contínua. Pelo Lema 3.32 existe 
uma sequência (hn)neN, com hn = a1,n'P1,n + · · · + arn,n'Prn,n onde a;, ... E IR, 'Pi,n 
uniformemente contínuas e monótonas, i= 1, ... , rn 1 tal que hn --+ '!f;. Pela hipótese, 
(ai,n'Pi,n) o f E E, i= 1, ... , rn. Sendo E subespaço vetorial resulta que hn o f E E, 
para cada n E IN. Como h .. o f--+ 'ljJ o f, segue-se que 'if; o f E E. 
(c)=> (b) Óbvio. o 
3.35. Observação. Segue da demonstração da proposição anterior que, se E sa-
tisfaz a Condição de Cadeia de Lebesgue para f, com alguma constante k, então E 
também verifica esta Condição para qualquer constante maior do que 1. 
3.36. Corolário. Seja E C C(X) um subespaço vetorial. Então E é uniforM 
memente denso em C(X), se, e somente se, E satisfaz a Condição de Cadeia de 
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Lebesgue para cada f E C(X). 
3.37. Exemplos. 
(a) C00 (IR") satisfaz a Condição de Cadeia de Lebesgue para toda f E C(IR"). 
Com efeito, 'P o f E C(IRn) = C00 (1R.n), para toda c.p : IR --+ IR uniformemente 
contínua e o resultado segue da Proposição 3.34. 
(b) Sejam U o espaço das funções uniformemente contínuas em IR e Pc( IR) o 
espaço das funções poligonais contínuas em IR. Pela Observação 3.33, U C Pc(IR). 
Logo, pela Proposição 3.34 Pc(IR) satisfaz a Condição de Cadeia de Lebesgue para 
qualquer f E U. 
(c) Segue da Proposição 3.34 que se E C F(IR) satisfaz a Condição de Cadeia 
de Lebesgue para f = Id então U C E. Como consequência imediata temos que 
E= {g: IR__, IR; g(x) = ax + b, a,b E IR} não satisfaz a Condição de Cadeia de 
Lebesgue para f= Jd. Tal resultado foi provado diretamente no Exemplo 3.12(b). 
3.38. Definição. Dizemos que um subespaço E C F( X) tem a Propriedade C se 
E verifica a Condição de Cadeia de Lebesgue para todas as suas funções. 
Observemos que, no caso limitado, a Propriedade C coincide com a Proprie-
dadeS, pela Proposição 3.17. 
3.39. Exemplos. 
(a) O espaço U das funções uniformemente contínuas em IR tem a Propriedade 
C (Vide Exemplo 3.!2(a)). 
(b) O espaço uniformemente fechado 'P(IR) das funções polinomiais reais defi-
nidas em IR não tem a Propriedade C pois não satisfaz a Condição de Cadeia de 
Lebesgue para f= Id. Caso satisfizesse, teríamos U C P(JR), o que é impossível. 
3.40. Proposição. Se um subespaço vetorial E C C(X) é denso em C(X) então 
E tem a Propriedade C. 
Prova: Seja f E E arbitrária. Se tp IR -4 IR é uniformemente contínua então 
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'P o f E C(X) = E. Pela Proposição 3.34 E satisfaz a Condição de Cadeia de Le-
besgue para f. o 
Observe que a recíproca da Proposição 3.40 não é necessariamente verdadeira. 
Basta considerar, por exemplo, o espaço das funções uniformemente contínuas em 
IR. 
O próximo resultado dá uma caracterização do fecho uniforme de espaços ve-
toriais que têm a Propriedade C. 
3.41. Teorema. Sejam E C F(X) um subespaço vetorial com a Propriedade C 
e f E F( X). Então f E E se1 e somente se1 E satisfaz a Condição de Cadeia de 
Lebesgue para f. 
Prova: Seja f E E. Existe Un)neN, fn E E para cada n E IN, tal que fn ~f. Pela 
Proposição 3.34, r.p o fn E E, para toda r..p: IR---+ IR uniformemente contínua. Como 
r.p o fn -+ r..p o f, segue-se que r.p o f E E. Novamente, da Proposição 3.34 segue-se 
que E satisfaz a Condição de Cadeia de Lebesgue para f. A recíproca é o Teorema 
3.13. D 
Note que o resultado acima se reduz ao Teorema 2.18, no caso limitado. 
3.42. Teorema. Seja E C F(X) um subespaço vetorial. As seguintes condições 
são equivalentes: 
(a) E tem a Propriedade C. 
(b) E é fechado sob composição com funções reais uniformemente contínuas e 
monótonas definidas em IR. 
(c) E é fechado sob composição com Junções reais uniformemente contínuas de-
finidas em IR. 
(d) E tem a Propriedade C. 
(e) Existe k > O tal que E satisfaz a Condição de Cadeia de Lebesgue, para cada 
f E E, com o mesmo k. 
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Prova: 
(a) * (b) Sejam f E E e r.p : IR --+ IR uniformemente contínua e monótona. 
Como E tem a Propriedade C, pelo Teorema 3.41, E satisfaz a Condição de Cadeia 
de Lebesgue para f. Pela Proposição 3.34, 'P o f E E. 
{b) =?{c) Segue do Lema 3.32. 
(c)=? (d) Segue do fato que E= E e da Proposição 3.34. 
(d) =? (e) Imediato da Proposição 3.34 e da Observação 3.35. 
{e)=? (a) Óbvio. o 
Podemos estender naturalmente a PropriedadeS para o caso não-limitado, di-
zendo que E C F( X) tem a Propriedade S se E S-sepa.ra os conjuntos de Lebesgue 
de todas as suas funções. 
3.43. Corolário. Seja E C F( X) um subespaço vetorial. Cons1:dere as seguintes 
afirmações: 
{a) E tem a Propriedade C. 
(b) E tem a Propriedade S. 
(c) E é um subanel de F( X) que contém as funções constantes. 
(d) E é um subreticulado de F( X) que contém as funções constantes. 
(e) E é fechado sob composição com funções contínuas em IR. 
Então (a)=<- (b), {a) =<o (d), {d) =<- {b), {e)=? {a), (e) =<o (d) e (e)=? (c). 
Prova: (a)=? {b) segue da Observação 3.18 enquanto (e)=? (a) resulta do Teorema 
3.42. Para provar (a) =? ( d) suponha que E tem a Propriedade C. Pelo Teorema 3.42, 
E é fechado sob composição com a função <p(t) = ltl, tE IR. Logo, 'P o f= lfl E E, 
para toda f E E. Além disso, E contém a.s funções constantes, pelo Corolário 3.14. 
Usando o mesmo raciocínio, prova-se que (e)::::} (d) e (e)* (c). Finalmente, para 
provar que {d) =<- (b), sejam f E E e a < fJ arbitrários. Considere 9 = (fva)A(J. 
Como E é um subreticulado que contém as funções constantes e g é limitada, segue-
se que 9 E E n F,(X). Usando o fato que E n F,(X) = E n F,( X) também é um 
reticulado contendo as funções constantes, pelo Teorema 2.21 E n Fb(X) tem a 
Propriedade S. Observando que L0 (f) = L0 (g) e LC(J) = LC(g) concluímos que E 
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tem a Propriedade S. o 
Utilizando a Proposição 3.17 e resultados do Capítulo 2, concluímos que as 
afirmações do Corolário 3.43 são equivalentes no caso limitado. 
Os seguintes exemplos mostram que as outras implicações não são necessa-
riamente verdadeiras, no caso não-limitado. 
3.44. Exemplos. 
(a) O subespaço U C C(JR) das funções uniformemente contínuas é uniforme-
mente fechado e tem a Propriedade C. Entretanto, U não é um subanel. Portanto, 
{a) ,4- {c). Este mesmo subespaço serve de contra·exemplo para (a)=? (e). 
(b) Seja E o subespaço vetorial de C( IR) gerado por C,( IR) e pela função identi· 
dade: 
E= {g + Àld;g E C,( IR), À E IR} 
E é uniformemente fechado e S-separa cada par de conjuntos fechados disjuntos 
de lR pois E ::> Cb(JR). Portanto, E tem a Propriedade S. Por outro lado, E não 
verifica nenhuma das condições (a), (c), (d) e (e). De fato, basta observar que as 
funções g(x) = lxl e h(x) = x2 não pertencem a E. 
(c) Seja E o conjunto das funções de C(.R) que possuem assíntota à direita, isto 
é, f E E se existe u(x) = ax + b com a, b E IR tal que lim f(x)- utx) = O. 
'l'--+oo 
Claramente, E é um subreticulado de C(JR) e contém as funções constantes. Afir~ 
roamos que E é uniformemente fechado. Observemos primeiramente que se uma 
função contínua é limitada e tem assíntota à direita então sua assíntota é horizon-
tal. Consideremos {!n)neN, fn E E tal que fn-+ f E C( IR) e seja un(x) = anx+ bn 
a assíntota à direita de fr., com an,bn E IR, para cada n E IN. Sendo (fn)neN uma 
sequência de Cauchy e Un uma assíntota à direita de fn, concluímos que dado ç > O 
arbitrário existe no E IN tal que para n 2:: n0 e x suficientemente grande 
l(an- Un0 )X + (bn- b,)l $ lanX + bn- fn(x)l + lfn(x)- fn,(x)l+ 
!a,x + bn,- fn0 (x)l < 3e. 
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Logo, para n 2::: no, a função ifn definida por ifn(x) = (an- an0 )x + (bn- bn0 ) 
é limitada e pertence a E. Consequentemente an = ano para cada n :2: n0 • Por 
outro lado, ]bn- bnol < ](an- ano)x] + 3é = 3é para cada n 2::: no. Portanto, 
anx + bn--+ an0 X + bn0 e assim u(x) =ano X+ bn0 é assíntota à direita de f. Logo 
f E E, o que prova que E é uniformemente fechado. 
Considere a função g : IR --+ IR definida por: 
g(x) = { x~/2 se x <O se x ;?: O. 
Note que g é uniformemente contínua. Como g rt E segue~se que E não é fechado 
sob composição com todas as funções uniformemente contínuas. Logo, E não tem a 
Propriedade C. Portanto, E não satisfaz (a) e (e). A condição (c) também não é 
verificada pois a função h(x) = x 2 não pertence a E. 
(d) Seja 'P(JR) o espaço das funções polinomiais reais definidas em IR. 'P(JR) 
é um subanel uniformemente fechado que contém as funções constantes mas não 
verifica nenhuma das outras afirmações. Note que a função h(x) = Jx] não pertence 
a 'P(JR). Logo, (c) nãD implica as aJirmações (a), (d) e (e). Para mostrar que 'P(JR) 
não tem a Propriedade S, sejam A, B C 1R conjuntos fechados e disjuntos. Dado 
p E P(JR), se O :S p :S 1 então pé um polinômio constante, digamos p(x) =c> O, 
para todo x E IR. Então existe ó = c/2 tal que p(A) g'_ [O, 6]. Portanto, 'P(JR) nãD 
verifica a condição de S~separação de conjuntos fechados e disjuntos em IR. 
Os exemplos 3.44 (c) e (d) mostram que o fato de um subespaço vetorial E 
uniformemente fechado, contendo as funções constantes, ser um subreticulado ou 
um subanel de F( X) não é suficiente para concluir que E tem a Propriedade C. 
O próximo resultado garante que se E for simultaneamente um subanel e um 
subreticulado de F( X) então E tem a Propriedade C. Para isso, precisamos do se~ 
guinte lema: 
3.45. Lema. Se r..p : IR --+ IR é uniformemente contínua e t0 E IR, então existem 
duas retas r(t) = a1t + b1 e f(t) = a2t + b2 tais que \'(t) ::; r(t) para t ::>: t 0 e 
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I'( I) 2: C(t), para t :5 to. 
Prova: Efetuando-se uma mudança de variáveis, se necessário, podemos supor to =O. 
Pela continuidade uniforme, existe h> O tal que lt- si :5 h=} ll'(t) -l'{s)l < 1. Se 
t 2: O, existe p E IN U {O} tal que ph :5 t :5 (p + 1 )8. Logo li'{ I)- <p(p8)1 :5 1. EntãD 
l'(t) -\'(p8) :5 I 
l'(ph) - <p((p - 1 )h) :5 1 
l'((p- (p -1))h)- 1'{0) :51. 
Logo, \'(t) < <p{O)+p+1 :5 1'{0)+1/H 1. Analogamente, se t :5 O, existe q E JNU{O} 
tal que -(q + 1)8 :5 t :5 -q8. Portanto l'f'{!) -1"{-qh)l $1. EntãD 
-1:5 <p(t)- <p(-q8) 
-1 :5 <p( -qh) - I'(-( q - 1 )h) 
-1 :5 <p{-6)- <p(O). 
Logo, -(q + 1) :5 <p(t)- <p(O). Como -q 2: t/h segue-se que <p{O) + t/h- 1 :5 <p(t). 
Portanto, as retas r{t) = Jt + <p(O) + 1 e C(t) = Jt + <p{O) -1 satisfazem as condições 
do enunciado. o 
3.46. Proposição. Seja E um subespaço vetorial de F(X). Se E é um subanel e 
um subreticulado de F( X) contendo as funções constantes, então E tem a Proprie-
dade C. 
Prova: Visto que E tem a Propriedade C, se, e somente se, E tem a Propriedade 
C (Teorema 3.42), podemos supor que E é uniformemente fechado. Seja .C = { cp E 
C(JR); <p o f E E, para toda f E E}. Para provar que E tem a Propriedade C, 
basta mostrar que C contém as funções uniformemente contínuas. Note que L é um 
subanel e um subreticulado uniformemente fechado em C(.llt). Além do mais, 
{1) L contém as funções polinomiais. 
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Isto decorre do fato de C. ser um subanel que contém as funções constantes e a 
função identidade. 
(2) C contém as poligonais contínuas com um número finito de vértices. 
Como C é um subreticulado que contém as funções polinomiais, C. contém 
também o supremo e o ínfimo entre duas retas. Logo, C contém toda poligonal com 
um vértice. Usando indução sobre o número de vértices, concluímos que C contém 
as poligonais com um número finito de vértices. 
(3) C ::J Co( IR). 
Pela Proposição 1.19, C0(JR) = CK(IR). Sendo C uniformemente fechado, 
basta provar que CK(JR) C C. Seja <p E C(JR) tal que supp<p C [a, b]. Existem poli-
gonais <Pn E C[ a, b] tais que 'Pn---+ r.pl . Cada 'Pn pode ser estendida continuamente 
[a,b] 
a IR, de forma constante em ( -oo, a] e [b, +oo ), obtendo-se assim uma poligonal?/Jn 
com um número finito de vértices. Como '1/Jn E C, para cada n E IN, e '!fn --+ r.p, 
segue-se que r.p E C, pois C é uniformemente fechado. Portanto, CK(JR) C C. 
( 4) C contém as funções uniformemente contínuas. 
Pela Proposição 3.34 basta mostrar que se r.p : IR -+ IR é uniformemente 
contínua e monótona, então r.p E C. Suponhamos r.p não-decrescente. Pelo Lema 
3.45 dado lo E IR, existem r(t) = a,t + b1 e R(t) = a2t + b2 tais que: 
I'( lo) S <p(t) S a1t + b1 se t 2: 10 
e 
<p(t0) 2: <p(t) 2: a2t + b2 se t S 10• 
Então 
e 
<p(t0 ) < <p(t) < a1t + b1 
1 + t 2 - 1 + t 2 - 1 + t 2 
a,t + b, < <p(t) < <p{to) 
1 + t 2 - 1 + t' - 1 + t 2 
set~to 
se t ::; to. 
Consequentemente, lim <p(t)2 = O. Portanto, a função ,P definida por ,P(t) -t-+±oo 1 + t 
<p(t) 
1 + t 2 pertence a Co( .IR) C C. Como C é um subanel contendo as funções polino-
miais, segue-se que r.p E C. 0 
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3.47. Observação. Segue da demonstração da proposição anterior que todo su~ 
bespaço vetorial E C F( X) uniformemente fechado, que é um subanel e um subreti~ 
culado, contendo as funções constantes, é fechado sob composição com uma grande 
cla.sse de funções contínuas em IR. Tal cla.sse inclue P(IR), U, CK(IR) e C0(IR). Ob-
servemos também que E é fechado sob composição com funções contínuas limitadas, 
pois dada 'I' E C,( IR), temos 'I'= ,P · p onde ,P(t) = <p(t)' e p(t) = 1 + !2• Como 
1+1 
.P E C0 (IR) e p E P(IR), segue-se que 'I' E C. 
O exemplo seguinte mostra que, entretanto, tal classe não é necessariamente 
C( IR). 
3.48. Exemplo. Seja E = { f:J, · p; tais que f; E Co( IR) e p; E P(IR)} o 
1=1 
subanel de C(R) gerado por C0 (IR) e P(IR). Note que E é um subreticulado 
· 1/(x)l 
de C( IR), po1s dada f E E, 1!1 = 'I'· .P onde <p(x) = (1 + f'(x))(1 + x') e 
,P(x) = ((1 + f 2(x))(1 + x2 ). Como E é um subanel e contém P(IR) e Co( IR), 
segue-se que ~.p, tjJ E E. Logo, I fi E E. Com um argumento análogo prova~ 
se que E ::l Cb(IR). Por outro lado, E é uniformemente fechado pois dada 
Un)neN, fn E E e fn -t f E C( IR), existe no E IN tal que f -f no é limitado. 
Logo, f- j.,0 E E. Como f = (f- j.,0 ) +f no segue~se que f E E. Observemos 
que E não é fechado sob composição com todas as funções contínuas em IR. De 
fato, a função h definida em IR por h(x) =ex não pertence à E, pois caso contrário, 
m ~ 
h(x) = L;J;(x)p;(x) com f; E Co(IR), p; E P(IR), p;(x) = L;a,,;x', i= 1, ... ,m. 
i=l k=O 
Como j, E c,(IR), existe M > o tal que IJ;(x)l ~ M, para todo X E IR e 
i= 1, ... ,m. Portanto, para cada x E IR; 
m m 
e" = L;J;(x)p;(x) ~L lfo(xJIIP;(x)l 
i=l i=l 
Em particular, para todo x >O, 
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