In this paper we show that coupled l-D and 2-D logistic map lattices can be controlled to different types of behaviour through a recently introduced control algorithm (S. Gadaleta and G. Dangelmayr, Chaos 9, 775-788 (1999)) which is based on reinforcement learning. The control policy is established through information from the local neighborhood of a subsytem and does not require any explicit knowledge on system dynamics or location of desired patterns. The algorithm is applicable in noisy and nonstationary environments. We demonstrate that the control policies established from interaction with small systems can be applied to larger systems and combined to trigger the formation of new states.
Introduction
Starting with the pioneering work of'Ott et al. [l] , much research has been devoted during the last decade to the control of chaotic dynamical systems (see [2] for a review). The control of low-dimensional chaotic systems is now well understood and finds more and more applications. In contrast, the control of the large variety of complex patterns observed in spatiotemporal systems is far less understood and provides a major challenge for researchers working in the field of nonlinear dynamics. A popular model for spatiotemporal behaviour is the logistic coupled map lattice (LCML). Feedback methods [3,4] as well as self-adaptive parameter control methods [5] are the most popular control methods for such systems. These methods are in general easy to implement but very sensitive to the correct choice of the feedback (or stiffness) parameter. It is often unclear how the correct choice for this parameter is established. Furthermore these methods require exact knowledge of the target state. If no explicit knowledge on system dynamics is available, this state must be extracted from observation.
Algorithms which do not require analytical knowledge on system dynamics or the target state must learn the correct behaviour from interaction with the controlled system. Neural networks have been suggested for the control of low-dimensional chaotic systems [6] but since they apply supervised learning, they also require analytical knowledge on system dynamics. Learning algorithms which do not require any analytical knowledge can be based on reinforcement learning. The use of reinforcement learning to control chaotic systems was first suggested by Der and Herrmann [7] who applied it to the logisitic map. In [8] we generalized the method and applied it to the control of several discrete and continous lowdimensional chaotic and hyperchaotic systems. Lin and Jou [9] proposed a reinforcement learning neural network for the control of chaos and applied it to the logistic and the HCnon map. Especially in the context of smart matter applications [IO] reinforcement learning might proove very useful. In smart matter applications microscopic sensor and control units are distributed over a physical system in order to allow the system to respond to the environment in a controlled way. A key difficulty in the potential of these applications is developing the appropriate control programs [lo] . We propose to base these programs on reinforcement learning algorithms.
To our knowledge, the control of spatiotemporal chaotic systems through artificial intelligence learning, in particular reinforcement learning, has not been demonstrated. In this work we present a control method for spatiotemporal systems which relies on the recently introduced chaos control method [8] and uses reinforcement learning to establish control of a coupled map system in an optimal manner with respect to a certain optimality criterion. The control policy is established through interaction with a local neighborhood of a controlling unit and is able to find a global control as will be demonstrated through stabilization of different unstable patterns in a l-D and 2-D LCML. 
(1) where the integers i, j mark discrete spatial locations and f(z) = az( 1 -x). We assume periodic boundary conditions with basic domain 1 5 i 5 id, 1 _< j 5 'jd. In the one-dimensional (1-D) case (jd = 1) the last term in (1) has to be omitted. For notational convenience we describe our control algorithm only for the 1-D lattice, the extension to the 2-D case is obvious.
In (81 we showed how a single logistic map can be controlled through a method based on reinforcement learning. Here we extend this method to the control of 1-D and 2-D LCML. Our approach to control the system is based on small discrete state dependent pertubations to either the coupling strength E or the system parameter a. In this work we apply control t o every site, such that the equation for the controlled 1-D lattice can be written as
Here, ua(x) or uc(x) represent the discrete control perturbations. Distributed control would be obtained by applying control signals only to a subset of sites. We restrict the set of allowed values for the control to U, E U, = (0, A€, -A€} and tia E U, = {O,Aa,-Aa}, where AE and Aa are the "amplitudes" of the control signal and E, and a, determine which parameter is controlled: (E,, a,) = (0,l) or (1,O) (we could also choose to perturb both paramters). Although we consider only two small, nonzero perturbations of one of the parameters, the algorithm leads to a successful control performance. Which value for U (= U, or u a ) is chosen depends on the current state xi and is determined from zi according to a certain control policy II(zi), which associates a control U to x i .
In principle each control unit could establish its own "optimal" control policy independently. In this work however we use the same policy for all cells. The policy is established by monitoring the local neighborhood of one "master" unit which "slaves" other units in that it updates the globally used control policy. To establish this "master" policy, we first discretize the state space X = [0,1] of a single logistic map. In general, this discretization can be accomplished by means of a vectorquantization, but in the case of the one-dimensional state space of a logistic map a uniform distribution of X is sufficient. We chose a set of 100 reference points w distributed uniformly over [0,1] which form the reduced state space W . To every xn E X we define w, := w(zn) E W to be the reference point in W which is closest to xn. The optimal control policy l?(~) is tken constructed in the discretized state space W as II(x) = ll(w(z)). To compute ll(w), we associate to each possible state-action pair (wp, U") a state-action value QpV = Q(w,,u,). Given an optimal state-action value function Q*(w, U), an optimal policy II(w) is obtained by choosing controls corresponding to maximum value. If no explicit knowledge on system dynamics is available, temporal-difference learning [ll] can be used to approximate &*. If the control goal is met at iteration n + l we set AQn+,(Wn,un) = 0. (Alternatively we could use rn+l = 0 which, however, resulted in slower performance.) This choice of reward measures the quality of a policy by A, the number of iterations it takes to achieve the goal when starting from a random initial condition (an episode). For convergence to the optimal policy, Pn has to be frozen slowly to zero [13] . Moreover, to ensure exploration of the whole state-action space, controls have to be chosen from Q through a stochastic policy which is slowly frozen into a deterministic one [ll] during learning in many episodes (offline control [8] ). In practice, the global optimal policy can only rarely be found due to time constraints and one usually sets Pn = ,kl [ll] . For chaotic systems, exploration of the whole state-space is a property of the system itself, thus we can restrict learning to a determinist+ policy and few epsiodes (online control [SI).
The presented algorithm is very versatile and can be used under noisy and nonstationary conditions as was demonstrated in [8] 3 Learning control of L C M L In all simulations described below, we set uo = 3.8
and pick E such that the pattern to be controlled is unstable (we discuss only weak couplings here). Concerning the parameters of the control algorithm, we In a similar fashion, a larger 1-D LCML (id = 100) could be controlled to the different patterns. The map with i = 50 was chosen as the master system. Figure 2 shows online control of the LCML with the period one pattern as target. We see that the number of iterations until control is reached is about the 111 same as for control of the small LCML. 
Conclusion
In this paper we demonstrated the control of l-D and 2-D LCML using a method based on reinforcement learning. We were able to successfully stabilize different period 1 and period 2 patterns for small coupling strengths for which the desired pattern is unstable. The control was fed into the system by choosing an optimal state dependent perturbation of a control parameter in a discrete set of a priori fixed small values. A successful control policy could be established from information from a small neighborhood of a chosen "master" unit which is responsible for updating the globally used control policy. We have shown that a policy established from interaction with a small system can succesfully control a larger system and that the combination of different policies in different spatial regions can trigger the formation of new patterns. These findings might lead to interesting perspectives for information processing, in particular for biological systems, and open promising directions for smart matter applications (see [lo] ).
To investigate this further, future research will focus on the application of the proposed method to continous coupled systems such as coupled oscillators and consider distributed control.
