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B O L T Z M A N N O V A S T A T I S T I K A A N O R M Á L N Í 
Z Á K O N Č E T N O S T I 
Z D E N Ě K H O R Á K 
Katedra fysiky Fakulty strojního inženýrství ČVUT v Praze 
K P A D E S Á T I N Á M A K A D E M I K A D T O N Ý Z A T L K O V l ř 1 H 
Úvod 
Metody statistické fysiky klasické i kvantové jsou určeny ke studiu sta­
tistických zákonů platných pro velké množství částic: molekul, atomů, elek­
tronů a fotonů. Není ani známo, že by tyto metody byly aplikovány na jiné 
statistické soubory než na fysikální částice. 
Účelem tohoto článku je ukázat, jak lze principy klasické fysikální statistiky 
Boltzmannovy použít i pro obecný statistický soubor, tedy na př. pro soubor 
měřicích chyb. Důslednou aplikací těchto principů dojdeme skutečně k závěru, 
že normální zákon četnosti Laplace—Gaussův definuje nejpravděpodobnější 
rozloženi četností, a to za jediného předpokladu: že střední kvadratická od­
chylka je pro všechny náhodně vybrané dílčí soubory stejná. 
1. Itoltzrnannova statistika 
Než přistoupím k vlastnímu úkolu této práce, totiž k odvození normálního 
zákona, připomenu stručně hlavní zásady a vztahy klasické statistiky Boltz­
mannovy. Viz na př. spisy uvedené pod čísly [1], [2| v seznamu literatury na 
konci článku. 
Thermodynamieká pravděpodobnost makrostavu soustavy velikého počtu 
AT částic je dána známým vzorcem 
. «7 
kde N; značí počet částic v /-té fázové buňce (komůrce). Př i tom je ovšem 
> > > - -V. (2) 
V ^ f . ,~_ r . (3) 
zuačí-li ut energii částice v /-té buňce a l/ celkovou energii sous tavy . Te-li 
t a t o sous tava isolována, jsou výrazy (2) a (3) n e p r o m ě n n é a jejich variace 
nulové: 
oN --- y o N , = o . (4) 
5 T --r ^ W/3 A7/ = 0 , (5) 
neboť OK; — 0. R o v n o v á ž n ý s tav s m a x i m á l n í hodnotou IV je t e d y určen 
p o d m í n k o u 
olF 0 . (li) 
k te rou užit ím přibl ižného vzorce 
I g N ! ^ NlgN - N (7) 
m ů ž e m e uprav i t na t v a r 
y igN^N, - o. (s) 
T a t o rovnice m á být splněna pro všechny variace, k t e r é vyhovuj í vedlejším 
p o d m í n k á m (4) a (5). Metodou neurči tých m u l t i p l i k á t o r ů , k t e r é označíme /> 
a y. p l y n e p a k pro p o č t y X,- částic v jednot l ivých fázových b u ň k á c h 
N, = e .'' :*"/ = A e ;"'/ , (í>) 
V V 
kde A - e ' - / - t /\0. ,y -= ^ e "< A 0 . ( io) (I I) 
Výraz S se nazývá souhrn s t a v ů a A 0 je objem každé b u ň k y ve fázovém 
prostoru. Mu l t ip l iká tor y se určí z rovnice 
A y H, e v"i V. ( 1 2 ) 
k terá p lyne z podmínky (3). Konečné h u s t o t a částic v /-té buňce je 
i > • 
(>Я 
himihiíi !) přechodem k spoj i tému rozložení d o s t a n e m e relat ivní četnost j a k o 
spojitou funkci polohy ve fázovém pros toru: 
/•• i - A : ^ > <. ( .4) 
při čemž souhrn s tavu je dán integrálem 
S /"0 >'"d (P (ir>) 
'/> 
vzat vin |)řes celý fázový prostor. 
Z t h e r m o d y n a m i c k ý c h úvah plyne (hile 
- - ' ( l í » ) 
a pro dokonalý plyn vychází pro souhrn s t a v ů výraz 
S . V(2~wkT)K (17) 
kde /'. T a I' jsou Boi tzmannova k o n s t a n t a , absolutní teplota a objem plynu. 
Rovnice (14) vyjadřuje p a k Maxwellovo rozložení rychlost i . 
li. ASaOmahVká a lysikalní statistika 
Úkol fýsikálních s ta t i s t ik , a t o klasické s t a t i s t i k y .Boltzmannovy i s ta t i s t ik 
k v a n t o v ý c h (Bose — E i n s t e i n o v y i F e r m i — D i r a c o v y ) se lisí od úkolu m a t e ­
m a t i c k é s ta t i s t iky . Fys iká ln í s t a t i s t i k y — j a k j sme ukázal i v či. I pro Boltz-
niaiinovii s ta t i s t iku — hledají rozložení částic ve fázovém prostoru pro t h e r m o -
dy na mickou soustavu v r o v n o v á ž n é m s tavu, k terému přísluší m a x i m á l n í 
entropie a tedy t a k é největší t h e r m o d y n a m i c k á p r a v d ě p o d o b n o s t . Z t o h o 
plyne, že rozložení četnost í odvozené m e t o d o u fýsikálních s ta t i s t ik není jediné 
teoret icky př ípus tné rozložení, nýbrž jen ne jpravděpodobnějš í rozložení, k t e r é 
se v př í rodě vyskytu je nejeastěj i . To z n a m e n á , že i v l imitním p ř í p a d ě neko­
nečno velkého poctu částic mohou se v y s k y t n o u t t a k é j iná rozložení méně 
pravděpodobná' než rozložení ne jpravděpodobněj š í . 
V m a t e m a t i c k é s ta t i s t ice se však vychází z j i s tých předpokladů, které 
teoret icky vedou k rozložení četnost í , v němž p r a v d ě p o d o b n o s t i konverguj í 
s rostoucím poetem členů souboru k urč i tým j e d n o z n a č n ý m h o d n o t á m . 
Skutečná, rozložení pozorovaná v n á h o d n ě v y b r a n ý c h souborech s konečným 
počtem členů mohou se pak odlišovat od l imitního rozložení jen s t a t i s t i c k ý m i 
o d c h y l k a m i podle počtu p r a v d ě p o d o b n o s t i . 
Z t o h o je zřejmo, že vytyčení úkolů m a t e m a t i c k é a fysikální s t a t i s t i k y 
i metody jejich řešení jsou různé, a vzniká o tázka, j e l i možno apl ikova t 
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zásady fysikální statistiky ve statistice matematické. Při zkoumání této 
otázky se omezím na nejjednodušší případ, t. j . na klasickou fysikální statistiku 
Boltzmannovu a na matematickou statistiku jednorozměrného souboru, 
v němž četnost je funkcí jediné proměnné. Tak se úvahy Boltzmannovv 
statistiky podstatně zjednoduší, neboť místo šestirozměrných buněk fázového 
prostoru budeme mít jen jednorozměrné ,,buňkyc :, které se obvykle nazývají 
třídní intervaly. 
Podle zásad fysikální statistiky budeme hledat nejpravděpodobnější roz­
ložení četností v jednotlivých intervalech, při čemž ještě můžeme klást další 
podmínky, na př. ve tvaru rovnic, které vyjadřují stálost některých veličin. 
Tak v Boltzmannově statistice je třeba přihlížet ke dvěma vedlejším pod­
mínkám. První z nich (4) vyjadřuje stálost p>očtu částic (molekul) ve zvolené 
thermodynamické soustavě. Této podmínce odpovídá v matematické statistice 
předpoklad, že srovnáváme jen soubory stejně početné (o stejném počtu 
členů). Ve fysikální statistice se však hledá rovnovážný stav isolované sou­
stavy molekul, z čehož vyplývá druhá vedlejší podmínka (5). vyjadřující 
stálost celkové energie soustavy. 
T tato druhá podmínka má obdobu v matematické statistice. Abychom 
ji našli, uvažme, že isolovaná soustava molekul v rovnovážném stavu má 
důležitou vlastnost, že molekuly samy i jejich energie jsou stejnoměrně roz­
loženy v prostoru. Můžeme říci, že soustava je homogenní, neboť má vesměs 
stejné molekuly, které ve všech nepříliš malých částech prostoru jsou rozloženy 
se stejnou hustotou a se stejnou střední energií. Ptejme se nyní. jak bude 
obecně charakterizován homogenní soubor v matematické statistice Takový 
soubor musí zřejmě mít stejné vlastnosti ve všech svých částech, a tedy i ve 
všech náhodně vybraných souborech, pokud jsou dosti početné. Tyto vlast­
nosti se dají vystihnout jistými veličinami, jejichž střední hodnoty musí být 
pro všechny náhodně vybrané soubory stejné. 
Podmínky vyjadřující stejnorodost souboru mají tedy v podstatě stejný 
tvar jako podmínky vyjadřující stálost střední hustoty a střední energie 
thermodynamické soustavy. 
Celkem lze říci, že je možno založit matematickou statistiku homogenních 
souborů na zásadách obdobných zásadám klasické fysikální statistiky Boltz­
mannovy. Spokojíme-li se při tom úlohou najít nejpravděpodobnější rozložení 
četností daného kvantitativního znaku, a víme-li, čím je charakterisována 
homogennost souboru, můžeme se obejít bez dalších hypothes a matematic­
kých modelů. 
3. Nejpravděpodobnější rozložení v homogenním souboru 
Hledejme nejpravděpodobnější rozložení četností kvantitativního znaku .v 
souboru, který pokládáme za stejnorodý, jestliže pro všechny výběry stej-
70 
něho dosti velkélio rozsaliu N má jistá funkce u(x) stejnou střední Liodnotu 
±:.. л- £ и(a* 
Rozložení četnosti v závislosti na x budeme posuzovat podle počtů N\ ])rvků 
připadajících z celého souboru rozsahu N na jednotlivé fázové ,,buňky'"', které 
se v našem případe redukují na intervaly šířky A.x,, které volíme stejné velké 
pro všechna i -— 1. 2, 3 . . . 
Místo podmínek pro maximum pravděpodobnosti rozložení můžeme však 
podobně jako ve fysikáiní statistice hledat podmínky pro maximum ,,thermo-
dynamické pravděpodobnosti" (1), která je jí úměrná. Výraz (1) má mít 
hodnotu největší z Jrodnot příslušných všem homogenním souborům, které 
mají stejný rozsah N a stejnou střední hodnotu u funkce u(x). Hledáme tedy 
podmínky pro maximum výrazu TV s vedlejšími podmínkami 
X - konst. u = kousl. (lí>) 
při čemž platí (2) a podle (IS) 
F Nu -:: ^ NiUf. (20) 
kde u,, značí hodnotu funkce u(x) v i-tém intervalu. 
Podle (10) 
oN = ]> 5Ni --= 0. ZU = ^ %5N,- -= o (4') (f/) 
a ovsem 
ÒW = <). (<Y) 
Tyto rovnice jsou formálně totožné s rovnicemi (4), (5), (6) Boltzmannovy 
statistiky a plynou z ničil stejným postupem rovnice (8) až (13), v nichž ovšem 
je třeba nahradit objem fázové buňky A0 siřitou intervalu Ax. Limitním pře­
chodem Iv spojitému rozložení dostáváme konečně funkci rozložení 
/(*)•--=-• «-'"(-r). (14') 
kde 
S = ]'e-'<'"Wdx. * (15') 
To je obecné řešení předloženého probJému. Nejpravděpodobnější rozložení 
má tvar exponenciální funkce, v níž u(x) značí jistou funkci kvantitativního 
znaku, která charakterisuje stejnorodost souboru. Konstanty y a S můžeme 
ovšem určit teprve telidy, známe-li funkci u(x), kterou bychom mohli nazvat 
charakteristikou stejnorodost i. 
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?. Xorimilní rozložení jako iiej|Hmdepodoliiiejsí 
Nejpravděpodobněj š í rozložení bude různé pro různé c h a r a k t e r i s t i k y stejné-
rodosti . J a k o u funkcí je t a t o c h a r a k t e r i s t i k a vy jádřena, záleží na vlastnostech 
souboru . Je j í volba musí bý t ovšem ověřena s t a t i s t i c k ý m šetřením. Vři tom 
lze p ř e d p o k l á d a t , že j isté skupiny souborů budou mít aspoň, zhruba stejné 
s ta t i s t ické v las tnost i , a že t e d y bude možno n a v r h n o u t j isté obecněji př i jate lné 
c h a r a k t e r i s t i k y s te jnorodost i , vystihující p o m ě r y v širších oborech s tat i s t ic­
kých jevů. 
J e d n o u z nejobvyklejších charakter i s t ik s ta t i s t ických souborů je rozptyl 
( k v a d r a t i c k ý ) 
k- 1 
kde a je m o d u s souboru. Všeobecně se m á za to . že rozptyl je u homogenních 
souborů s te jný pro všechny dosti rozsáhlé n á h o d n é výběry . Pokládánh>-Ji tedy 
rozptyl za charakteristiku stejnorodosti, můžeme definovat stejnorodý soujor jako 
soubor se stálým rozptylem. Pak bude podle (18) 
.\ 
u — G2, U ----- NO2 - - ^ (xfi. — a)
2, u(x) -•- (x — a)-. ( 2 2 ) 
/• i 
Označíme-li pro jednoduchost e x -— a, bude 
t<(r) 2*- *:-4-=ýI/? 
a pak s n a d n o určíme S i y v rovnicích (14') a (15') 
Předevš ím je 
,S J'e - ^ - | / J . (-H 
a twlv 
/ ( f ) = л , e :"-== l/Z.-e ••'-• (ľ.-») 
Z rovnice (13) plyne vzhledem k (23) 
l .;2>чi : A.Г, . II; 
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a l i m i t n í m přechodem d o s t a n e m e v z t a h 
. ; / -
/ něhož v y p o č t e n u 4 y. 
Int Í^OTÍ I I v levo l i l i i hodnotu. 
1 
,,,.'['<•'T ;.--./• Ї~ í-i/i 
t a k ž e 
<> 2v'ì 
a podle (24) 
i 
Převrácená h o d n o t a m u l t i p l i k á t o r u y je tedy rovna dvo jnásobku s t řední 
hodnoty charakter i s t iky s te jnorodost i . J e to úplná o b d o b a ťysikálního v ý z n a m u 
vztahu (M>). neboť k7T jo dvo jnásobná s t řední h o d n o t a energie molekul, při­
padající na jeden stupeři volnost i . 
Dosazením do (25) d o s t a n e m e konečně ne jpravděpodobnějš í rozložení 
/(<<-) -•-• ' e L . 
| 2 - O 
Tím docházíme k t o m u t o výsledku: 
T IIOHKXJÍmiich .Ho-iihorcch ne stálfjiii rozpli/hm je ne ipravdepodohucj-sí HOIIHÓIHÍ 
lJIj)I((C( (ia u.Movo rozložen l. 
Normální rozložení není t e d y ani v homogenních souborech jedině teore­
ticky m<>žné rozdělení, ale jo to rozložení, s k t e r ý m se nejoastěji s e t k á m e . 
Závěr, k terý jsme učinili, je v plném souhlase se s t a t i s t i c k ý m p r ů z k u m e m 
rozložení chyb v homogenních radách měření, t. j . v ř a d á c h složených z měření 
provedených za stojných íysikálníoh p o d m í n e k : s te jnou metodou, s te jnými 
přístroji a t ý m ž pozorovate lem. O tom svědčí s ta t i s t ické vyšetření 14 řad 
měření, o němž jsem referoval v práci | 3 | . Z lat) . III (str. 3(53 t é t o práce) 
je zřejmo. že rozložení v í) z t ě c h t o 14 rad můžeme pokládat dosti přibl ižně 
za normální , kdežto první dvě \"M\Y (O. I a 2) mají znate lně k l a d n ý exces 
a poslední tři řady (č. 12. 13. 14) mají exces záporný . S t a t i s t i c k y zjištěná 
rozložení chyb v t ě c h t o 14 řadách jsou t e d y z h r u b a symetr icky seskupena, 
kolem ne jpravděpodobnějš ího rozložení normálního. 
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