Quantifying patterns is a key element of landscape analysis. One aspect of this quantification of particular importance to landscape ecologists is the classification of continuous variables to produce categorical variables such as land-cover type or elevation stratum. Although landscape ecologists are fully aware of the importance of spatial resolution in ecological investigations, the potential importance of the resolution of classifications has received little attention. Here we demonstrate the effects of using two different land-cover classifications to predict avian species richness and the occurrences of six individual species across the conterminous United States. We compared models built with a data set based on 14 coarsely resolved land-cover variables to models built with a data set based on 160 finely resolved land-cover variables. In general, comparable models built with the two data sets fit the data to similar degrees, but often produced strikingly different predictions in various parts of the country. By comparing the predictions made by pairs of models, we determined in which regions of the US predictions were most sensitive to differences in land-cover classification. In general, these sensitive areas were different for four of the individual species and for predictions of species richness, indicating that alternate classifications will have different effects in the analyses of different ecological phenomena and that these effects will likely vary geographically. Our results lead us to emphasize the importance of the resolution to which continuous variables are classified in the design of ecological studies.
Introduction
Landscape ecology has been defined, in part, as the study of the effects of pattern on process ͑Turner 1989͒. One of the key elements of landscape ecology, therefore, is the appropriate measurement of pattern. At the outset of any ecological investigation, the researcher must make a set of assumptions that guide the design of the study. Landscape ecologists are perhaps most familiar with the importance of spatial scale in the design of ecological studies. Matching the grain and the extent of the measurement of pattern with the scales at which the processes in question operate is often critical to understanding the system un-der study ͑Wiens 1989͒. It is also well recognized that the patterns we choose to measure ͑Anderson and Shugart 1974͒ and the specific methods we use to quantify them ͑Hargis et al. 1997͒ are crucial aspects of any investigation.
One critical choice often made at the outset of a study involves the resolution with which classifications are made. This issue is of particular importance to landscape ecologists who are often forced to summarize complex landscapes by classifying them into a finite number of land-cover types or vegetation classes, but it applies to the classification of any continuous variable. Evidence for the importance of the resolution of classifications can be seen in the classic foliage-height diversity studies of MacArthur et al. ͑1966͒ and Recher ͑1969͒ which showed that avian species diversity was best explained by foliage height diversity classified into two layers in Puerto Rico, three layers in North America, three layers in Australia, and four layers in Panama. Absent a marked difference in forest heights in the four regions, these studies show that birds potentially discriminate vegetation structure more finely in Panama than in Puerto Rico.
Wiens ͑1989͒ pointed out that, for logistical reasons, expanding the extent of a study also usually entails enlarging the grain, resulting in a loss of spatial resolution. The same logistical constraints typically also entail a reduction in the resolution of a classification. In fact, many studies conducted at multiple spatial scales ͑e.g., Gutzwiller and Anderson 1987; Bergin 1992; Saab 1999͒ change the resolution at which the attributes are described as the scale changes. Analyzing habitat associations in this way assumes that animals perceive different types of patterns at different spatial scales-generally that they distinguish finer detail in habitat structure or heterogeneity at finer spatial scales ͑Hildén 1965; Hutto 1985͒. Testing for the pure effects of spatial scale must be done using a consistent set of variables and holding the resolution of any classification constant ͑e.g., O'Neill et al. 1991; Qi and Wu 1996; SteffanDewenter et al. 2002; Williams et al. 2002͒ .
The objective of this study was to demonstrate the importance of the resolution of classifications-here the level of detail with which land-cover types were categorized-for building spatially extensive predictive models. Specifically, we asked whether the level of the classification of land-cover data affected the structure of models of bird species richness and individual bird species distributions across the conterminous United States. We compared models built with data sets based on 14 land-cover classes to those built with data sets based on 160 land-cover classes. We document major effects in the magnitude and geographical distribution of model sensitivity to a change in the level of the land-cover classification used.
Methods

Modeling approach
We built models of avian species richness and individual species distributions using a set of predictor variables representing climate, topography, road density, land ownership, land-cover type, and landscape pattern, factors which have been found to be associated with avian distributions or species richness ͑e.g., O'Connor et al. 1996 O'Connor et al. , 1999 Jones et al. 2000; Githaiga-Mwicigi et al. 2002͒ . We built two models predicting species richness and two models each for predicting the individual distributions of six bird species. All models used the same climate, topography, road-density and land-ownership data, but for each of the seven response variables ͑species richness and the incidence of each of six species͒, the two models used a different set of land-cover and landscape-pattern data. One model used coarsely discriminated landcover data consisting of 14 classes ͑hereafter coarsecover models͒ and a second used finely discriminated land-cover data consisting of 160 classes ͑hereafter fine-cover models͒. A sampling grid of 12,518 hexagonal cells covering the conterminous United States served as the sampling frame for our models ͑White et al. 1992͒. Each hexagon had an area of approximately 640 km 2 and a center-to-center spacing of about 27 km. Each of the variables used in the models applied to the area of a hexagon. A more detailed description of the data sets used in the present study is provided by O'Connor et al. ͑1996͒.
Bird species richness
Data on avian species richness were obtained from the Breeding Bird Survey ͑BBS͒, an extensive roadside survey program conducted by the United States Geological Survey's ͑USGS͒ Patuxent Wildlife Research Center and the Canadian Wildlife Service. The program maintains 4100 census routes, approximately 3000 of which are surveyed each summer. The gen-eral locations of routes are distributed randomly first within 1-degree blocks of latitude and longitude across the US and Canada and secondarily within BBS-defined physiographic regions within these blocks. Each route is 39.4 km long, follows secondary roads, and consists of 50 point counts spaced 0.8 km apart. All birds either heard or seen within 0.4 km of each point are recorded over a 3-min period. The routes are surveyed once a year between June and July, depending on the latitude of the route. Because the BBS is a roadside survey conducted during daylight hours, birds that avoid roads, that are nocturnal, or that are otherwise undetectable with the above survey methods are under-represented ͑Robbins et al. 1986͒ and birds that are attracted to roadsides ͑e.g., kingbirds͒ are likely to be over-represented.
Because tallies of species richness on a given route increased with the number of years the route was surveyed, we used a subset of 1189 BBS routes consisting of those routes in the conterminous US that had data for at least 7 years from 1981 to 1990. Having at least 7 years of data allowed us to reliably compute a standardized estimate for the 10-year species tally, an effective estimate of long-term richness on the route ͑Jones and O'Connor, unpublished͒. We chose the years between 1981 and 1990 to best coincide with the 1990 Advanced Very High Resolution Radiometer ͑AVHRR͒ data from which the land-cover classifications and land-cover pattern metrics were generated.
Individual species occurrences
We used BBS data from the same set of routes and the same 10-year period to model the distributions of six individual species. By selecting a set of birds with geographic ranges covering relatively large potions of the United States, we were able to investigate the geographic aspects of the effects of the two landcover classifications. We chose relatively common passerines so that we would have adequate data for building the models. The six species we chose ͑House Wren Troglodytes aedon, Savannah Sparrow Passerculus sandwichensis, Pine Siskin Carduelis pinus, Ovenbird Seiurus aurocapillus, Red-eyed Vireo Vireo olivaceus, and Black-capped Chickadee Poecile atricapilla͒ represented six different families. Our response variables for these species consisted of a measure of incidence calculated as the proportion of years from 1981 to 1990 that a species was recorded on a route.
Climate, topography, road density, and land ownership
We obtained climate data from the Historical Climate Network database ͑1996͒. Climate variables included the mean, the maximum, and the minimum levels of precipitation, temperature for both July and January, and seasonality ͑the difference between July and January temperatures͒. The elevation correction method of Marks ͑1990͒ was used to model temperature data to 1-km resolution. The precipitation data, which had originally been modeled to 10-km resolution by Daly et al. ͑1994͒, were likewise interpolated to 1 km with a linear model.
The topographic data used in the models were obtained from the USGS Digital Elevation Models ͑DEM͒ and included both elevation ͑mean, maximum, minimum, and the range of elevation for each hexagon͒ and a quantification of rivers ͑the length of large, perennial, intermittent, and braided rivers, respectively in each hexagon͒. Other variables included were road density ͑km of highway and km of secondary roads͒ and the proportion of the hexagon on federal land.
Land-cover type and landscape pattern
We used two sets of land-cover data and corresponding landscape-pattern data. We used the Loveland et al. ͑1991, 1995͒ classification of 1.1-km resolution AVHRR data from the National Oceanic and Atmospheric Administration ͑NOAA͒ operational meteorological satellite program. Using a maximum vegetation index compositing technique, Loveland et al. classified the vegetation in the conterminous US into 159 distinct land-cover types. O'Connor et al. ͑1996͒ added an urban class to this data set using the Digital Chart of the World ͑Danko 1992͒. For the detailed habitat descriptor data set we used these 160 land-cover classes. For the coarse habitat descriptor data set we aggregated these 160 classes to a smaller set of 14 land-cover types that approximated those described by Anderson et al. ͑1976͒ as level II categories ͑Table 1͒. For example, this aggregation involved combining several detailed land-cover classes, such as those defined as 'Ponderosa Pine and Lodgepole Pine Forest' and 'Douglas Fir, Sitka Spruce, and Western Hemlock Forest' into one general class labeled 'Conifer Forest'. A detailed description of the finely resolved land-cover classification can be found in Loveland et al. ͑1991͒. For both the coarse and the detailed land-cover type data sets, the distribution of 1-km 2 pixels was used to calculate the fraction of each hexagon covered by each land-cover type.
We used several metrics to represent the landscape patterns associated with both sets of land-cover type variables ͑160 cover-types, and 14 cover-types͒. For each hexagon, individual patches were identified using the techniques described in Timmins and Hunsaker ͑1995͒. We calculated the average patch-size for each land-cover class, as well as the scaled mean patch size and the scaled mean patch perimeter for each land-cover class. In addition, we calculated a series of 24 landscape pattern metrics such as juxtaposition index, fractal dimension, and Simpson's diversity index ͑Hunsaker et al. 1994͒.
Statistical models and comparisons
We used regression tree analyses ͑Breiman et al. 1984; Clark and Pregibon 1992; Venables and Ripley 1994͒ to build all 14 models. Regression trees have several advantages over the more traditional, equivalent parametric analysis techniques ͑e.g., linear, logistic, and polytomous regression͒ ͑De'ath and Fabricius 2000͒. Regression tree analysis is a non-parametric method ͑and thus less dependent on the distribution of the data͒ and is particularly good at modeling non-additive interactions between variables ͑Clark and Pregibon 1992͒. The ability to model such complex interactions was important in a largescale study such as ours, in which the relationships between variables might be different in different parts Regression trees work by way of recursive binary partitioning of data into increasingly homogenous groups with respect to the response variable. First, the one explanatory variable and the one splitting threshold along the distribution of that variable that best splits the data into two groups is chosen. This is accomplished by trying all possible variables and all possible splitting thresholds until the ones that create the two most homogenous groups of data with respect to the response variable are chosen. Each of the new groups is then split in the same fashion until each group is indivisible ͑i.e., it contains one observation or multiple observations at a single tied value͒, or until some minimum criteria are met. The resulting model is a tree-like structure consisting of a series of nodes ͑see Figure 1͒ . The nodes represent points at which splits were made or splitting was stopped. Regression tree models are deliberately over-fit and then pruned back on the basis of some form of cross-validation ͑Miller 1994͒. We reduced tree models using a ten-fold cross-validated pruning technique described in Venables and Ripley ͑1994͒.
All models were constructed using the 1189 hexagons for which reliable survey data existed for the years in question. We assessed model performance using cross-validation. We built models using a randomly selected 90% of the data and then applied the models to the remaining 10% and calculated the percentage of the deviance in the test data set explained by the model. We averaged the results of 100 such cross-validation analyses for each of the richness and individual species distribution models. After assessing performance, we used the models to make predictions for all 12,518 hexagons in the US. Applying the tree models predictively entailed plugging each new data point into the model and determining into which of the 'terminal nodes' it was classified. Each group of data in an end node was then mapped to demonstrate its spatial distribution ͑Figure 1͒.
The data sets used in many macroecological studies often exhibit attributes such as spatial autocorrelation that can be problematic for certain statistical analyses by producing biased estimators and hence affecting statistical hypothesis tests. It is important to note, however, that spatial autocorrelation is not always problematic and is often explained by real relationships between spatially structured explanatory and response variables ͑Diniz-Filho et al. 2003͒. Due to the spatial autocorrelation inherent in our data sets, we have restricted our statistical analyses to measures of the deviance explained by the regression trees and the individual variables ͑measures akin to R 2 values in a linear regression model͒. We do not emphasize Figure 1 . Regression tree model of avian species richness across the United States using coarsely discriminated land-cover variables ͑coarse-cover model͒. The numbers in the ovals ͑intermediate nodes͒ and rectangles ͑terminal nodes͒ represent the average number of bird species identified in BBS routes in hexagons represented by that node. The variables and the values used in each split are located along the branches of the tree at each split. The area of the United States defined by each node is depicted in black on the map below the node. the relative importance of particular variables within a model, but instead concentrate on the differences in the predictions of pairs of models.
We investigated the geographic sensitivity of continental predictions of species richness and individual species distributions to the level of detail of land-cover classifications. The degree to which model predictions differed between the coarse-cover and the fine-cover models provided one measure of the importance of the detail of the classifications to the modeling of continental patterns. We determined the degree to which different geographic regions were sensitive to the detail of classification by analyzing the degree of spatial overlap of the predicted groups of hexagons produced by each pair of models. We used an index based on one developed by Dufrêne and Legendre ͑1997͒,
where N A and N B are the number of hexagons in a region ͑an end node͒ predicted by model A and model B respectively, and N AB is the number of hexagons that the two regions have in common. The index I takes values from 0 ͑complete overlap͒ to 100 ͑no overlap͒. Perfect one-to-one correspondence of a cluster of hexagons across models would yield an index value of 0.
Results
Species richness
The coarse-cover model of species richness used a total of nine variables, including various aspects of climate, elevation, land-cover, and landscape pattern and classified the data into 12 groups ͑Figure 1͒. These groups are represented in Figure 1 by terminal nodes ͑rectangles͒ containing mean species richness values for that set of hexagons. The internal nodes ͑ovals͒ represent groups of data that were subsequently split into smaller groups. The ovals also display the mean species richness of the hexagons they represent. The geographic locations of the hexagons in each group are represented on small maps below each node.
The coarse-cover model first split the data into two groups, those hexagons with average July temperatures greater and less than 21.6°C ͑Figure 1͒. Note that the hexagons in areas with lower mean July temperatures had slightly higher ͑88.7 vs. 76.4͒ average species richness, and were in the northern and western portions of the US. The model then divided these two groups of data using mean precipitation and maximum precipitation for hexagons with lower and higher average July temperatures, respectively. Drier areas ͑those with lower average July temperatures and lower mean precipitation and those with higher July temperatures and lower maximum precipitation͒ needed no other variables to predict bird species richness. These drier hexagons were found in the highest two terminal nodes of the regression tree and had relatively low average species richness values ͑67.1 and 55.3͒. Wetter hexagons required additional variables to explain bird species richness and the tree proliferated further for these hexagons. The coarsecover model explained 47% of the deviance in the data. Climate variables accounted for most of this deviance ͑36% of the total͒, whereas land-cover and landscape pattern accounted for 10% of the deviance. Elevation explained the remaining 1%.
The fine-cover model similarly divided the data into 12 groups using climate, land-cover, and landscape pattern but not elevation data ͑Figure 2͒. A striking similarity in two models was the large influence of the climate variables. The first three splits in both models were identical and were based on July temperatures and precipitation levels. Overall, the fit of the fine-cover model ͑deviance explained ϭ 46%͒ was not very different from that of the coarse-cover model. The cross-validation analyses confirmed this similarity in performance ͑Table 2͒. As in the coarsecover model, climate played a major role in the finecover model, accounting for 37% of the deviance.
Despite the similarities in model structure due to climate variables, the models differed markedly as to the land-cover variables used to classify hexagons into different groups. For example, the group of hexagons represented by the right-most internal node in both trees ͑mean species richness ϭ 78.0͒ were classified quite differently by the two models ͑Figure 1, Figure 2͒ . The coarse-cover model used the area of deciduous forest, mean July temperature, the size of conifer patches, and elevation, whereas the fine-cover model used mean July temperature, the area of savanna, and the size of patches of southeastern deciduous forest. With one or two exceptions, the corresponding geographic areas delineated by these splits in each of the models were different.
In general, the two models predicted similar patterns of species richness across the United States ͑Figure 3͒. The northeast and north-central US were predicted to be highest in species richness whereas areas across much of the central and southwestern US were predicted to have relatively few species. However, closer examination of the predictions from the two models reveals substantial differences in specific regions. For example, the fine-cover model predicts more detailed patterns of species richness in the northeast and north-central US. In contrast, the coarse-cover model provides more detail in the patterns of richness in the northwestern US.
Geographic sensitivity of the prediction of species richness
As the two maps of predicted species richness indicate, the coarse-and fine-cover models of species richness generated some very similar predictions for some groups of hexagons, whereas other groups were classified quite differently by the two models, such that hexagons clustered in a particular node of the fine-cover model were spread across multiple terminal nodes of the coarse-cover model, or vice versa. This resulted in high values of the sensitivity index. Groups of hexagons that were classified in a similar way by the two models, on the other hand, had low index values and could be considered to be less sensitive to the detail of land-cover classification. Mapping the index values allowed us to see the geographic distribution of model sensitivity to the detail of the land-cover classification ͑Figure 4a͒. The darker regions of the map in Figure 4a depict areas where the prediction of species richness was highly dependent on the particular land-cover classification used. These areas included many of the mountainous regions, the Pacific Northwest, the Midwest, and portions of the northeastern US. Areas in which the models explained species richness with climate variables only were, obviously, insensitive to the detail of land-cover data and appear in white on the map. Because of the striking shapes of the more sensitive areas on the map in Figure 4a , we compared their distributions to a map of ecoregions of the US ͑Omernik 1987͒. We found that the more sensitive regions had a high degree of overlap with specific ecoregions ͑Figure 4b͒. The mountainous ecoregions, in particular, were sensitive to the detail of land-cover data used in the models. These included the North Cascades, Cascades, Eastern Cascades Slopes and Foothills, Northern Rockies, Middle Rockies, Wasatch and Uintas, and the Northeastern Highlands. In addition, the explanation of bird species richness in many of the northeastern and north central forested ecoregions-the Northern Lakes and Forests, North Central Hardwood Forests, Laurentian Plains and Hills, and the Northeastern Coastal Zone-was strongly affected by the detail of land-cover data used in the models.
Individual species predictions
The coarse-and fine-cover individual species models built for the House Wren and the Savanna Sparrow used only climate and elevation variables. For both of these species, the models built with the two different data sets were identical. The House Wren models explained 63% of the deviance in the data and used a combination of both July and January temperatures and maximum elevation values to predict occurrence. The models built for the Savannah Sparrow explained 56% of the deviance in the data and used a similar combination of variables. The models built for the other four species all incorporated land-cover variables and the coarse-and fine-cover models for all of these species differed ͑Table 3͒. For example, the coarse-cover model for the Pine Siskin included the mean perimeter of patches of grasslands and shrublands and a measure of land-cover. In contrast, the fine-cover model included pine forest and maximum precipitation. Despite the differences in the variables used in each pair of models, the coarse-and fine-cover models built for each species generally explained a similar portion of the deviance. The largest Figure 3 . Avian species richness as predicted by two regression tree models ͑see Figure 1 , Figure 2͒ built with variables derived from coarsely and finely resolved land-cover classifications respectively. Because the predictions have been binned into six categories, the shaded regions on the maps do not always show a one-to-one correspondence with the terminal nodes of the regression tree models. difference was seen in the Red-eyed Vireo models, which explained 64% ͑coarse-cover model͒ and 68% ͑fine-cover model͒ of the deviance in the data. The cross-validation analyses confirmed these relatively small differences in model performance ͑Table 2͒. The largest differences were in the performance of the Ovenbird models, which explained 60.9% ͑SD ϭ 10.0%͒ and 65.6% ͑SD ϭ 7.8%͒ of the test-set deviance ͑coarse-and fine-cover models, respectively͒ and the Red-eyed Vireo models, which explained 60.4% ͑SD ϭ 6.8%͒ and 64.6% ͑SD ϭ 7.1%͒ of the test-set deviance ͑coarse-and fine-cover models, respectively͒.
Although the models generally fit the data to a similar degree, the predictions produced by the coarse and fine-cover models for the Pine Siskin, Ovenbird, Red-eyed Vireo, and Black-capped Chickadee showed some striking differences ͑Figure 5͒. Both the models built for the Pine Siskin predicted occurrences throughout much of the mountainous western US ͑Figure 5͒. The fine-cover model predicted a more restricted distribution, whereas the coarse-cover model generally predicted a lower probability of occurrence across larger areas. Both models predicted relatively low probabilities of occurrence in the northern states east of Montana, where the species is also known to occur. Furthermore, the coarse-cover model predicted slightly higher probabilities of occurrence in parts of Florida and Georgia in the southeastern US where the Pine Siskin does not occur.
Both the Ovenbird and the Red-eyed Vireo models showed the most striking differences between coarse- Figure 4 . Maps of the degree to which the prediction of avian species richness is sensitive to the level of discrimination of land-cover data. In map A, sensitivity was estimated using an index that ranged from a low of 0 to a high of 100. See the text for a complete description of the index. Map B shows the coincidence of the areas of high sensitivity ͑index value greater than 75͒ with ecoregions of the conterminous US ͑Omernik 1987͒. The map shows the percentage of sample units ͑hexagons͒ in each ecoregion with an index value greater than 75. Table 3 . Variables in eight regression tree models built to predict the presence of four bird species across the conterminous United States. Two models were built for each species: one with coarsely resolved land-cover classes ͑second column from the left͒ and one with finely resolved land-cover classes cover and fine-cover predictions in the western part of the country ͑Figure 5͒. The coarse-cover models predicted occurrences throughout portions of the Rocky Mountains, whereas the fine-cover models for these two species predicted only limited occurrences in these areas. Given the known distributions of both species, the coarse-cover models appear to be overpredicting occurrences in many of these mountains.
The coarse-cover model for the Ovenbird further differed from the fine-cover model by predicting occur- Figure 5 . Maps of the probabilities of occurrence of four bird species as predicted by each of two models built with land-cover variables from coarsely and finely resolved classifications, respectively.
rences in the southeastern US throughout portions of the states of Louisiana, Arkansas, and Mississippi. The fine-cover model for the Red-eyed Vireo further differed from the coarse-cover model by predicting occurrences throughout western Washington and Oregon in the northwestern corner of the country. The Black-capped Chickadee models showed strong differences in predictions across much of the country ͑Figure 5͒. In the northeastern US, the coarse-cover model consistently predicted a high probability of occurrence ͑0.90͒ compared to the fine-cover model that predicted probabilities of 0.92 in some portions of the northeast and 0.55 in others. Similarly, the coarse-cover model predicted probabilities of occurrence between 0.25 and 0.40 across much of the western US compared to the fine-cover model that predicted probabilities of 0.48 and 0.55 in several mountainous regions and probabilities of 0.15 and 0.03 throughout the rest of the west.
Geographic sensitivity of the prediction of individual species occurrences
Geographic patterns in the sensitivity of predictions of individual species models to the detail of land-cover classifications differed across species ͑Figure 6͒. For the Pine Siskin, the areas most sensitive to land-cover classifications were in the western and far northeastern US. In contrast, the most sensitive areas for the prediction of Ovenbird occurrences were in the eastern and north-central US. The most sensitive areas for the Red-eyed Vireo were spread across much of the eastern part of the country and those for the Black-capped Chickadee were concentrated in the north-central US and in the mountainous regions of the west. The only substantial similarities in the maps of the sensitive areas for these four species were in the Rocky Mountains stretching from northern Idaho south through Colorado, in which predictions for all four species were relatively highly sensitive to the land-cover classification used, and in the arid western US, where none of the model predictions were particularly sensitive.
Discussion
The spatial scale at which ecological relationships are investigated can have a profound effect on the results and conclusions of a study ͑O'Neill et al. 1986 . Rahbek and Graves ͑2001͒ demonstrated the effect of grain size on models of avian species richness across South America. Their analyses showed that increases in quadrat size generally resulted in increases in model fit. In addition, although models built at different spatial resolutions generally used the same set of explanatory variables, the ranking of the importance of the variables changed with quadrat size ͑Rahbek and Graves 2001͒. Our analyses indicate that the resolution with which categorical explanatory variables such as land cover are classified may affect Figure 6 . Maps of the degree to which the predictions of species occurrences are sensitive to the level of discrimination of land-cover data. Sensitivity was estimated using an index that ranged from a low of 0 to a high of 100. See the text for a complete description of the index.
both the composition of the group of variables included in a model and the relative importance of those variables.
Furthermore, our results indicate that the effects of the level of detail of classifications are not limited to the prediction of species richness values or the modeling of an isolated species. Because our findings applied to both richness values and four out of six individual species models, we conclude that the choice of land-cover classifications is likely to affect many different ecological analyses over large spatial extents. With two possible exceptions, our results also indicate that the differential effects of using the two land-cover classifications are not limited to particular areas of the country or specific land-cover types. We found little similarity across species in the areas identified as being particularly sensitive to the landcover classification used. This implies that the differences we see are driven by specific relationships between individual species and land cover and not by general attributes of the landscape or attributes of specific differences in the two classifications. That is to say, the fact that there are more species of trees in the eastern US than in the western US, and consequently more finely resolved deciduous and mixed forest classes in the 160-class land-cover data, may have affected some of the models, but it did not affect them in similar ways.
The two possible exceptions to this conclusion are evidenced by the two less obvious similarities in the maps depicting relative sensitivity to the level of detail of land-cover classifications ͑Figure 4, Figure 6͒ . The predictions of the models of four individual species, as well as those of the models of species richness, were all sensitive to the detail of land-cover classifications in the mountainous regions of the western US -specifically the Rocky Mountains -and least sensitive in the arid west. In the case of the mountainous regions, it is well known that both vegetation and avifaunas change rapidly with elevation ͑Whittaker 1960; Terborgh 1977͒. In these areas of high species diversity and high habitat heterogeneity, coarse land-cover classifications that aggregate different habitats could potentially obscure the detail necessary to accurately predict the presence of individual species and, at the same time, reduce the ability to predict these areas of high species richness by classifying the vegetation in a similar way to other areas with much lower habitat heterogeneity. In contrast to the mountainous regions which might be expected to require finely resolved land-cover for modeling avian species richness, the fact that models used only climatic variables in the arid west might indicate that even coarser measures of vegetation reflecting crudely defined regions of differential moisture and temperature would better predict avian diversity and occurrence than finely resolved vegetation classes. Species diversity is known to be related to moisture gradients, particularly in dry regions ͑Brown and Davidson 1977; Abramsky and Rosenzweig 1983; Currie 1991; van Rensberg et al. 2002͒ . We found that species richness in these regions was predicted exclusively by climatic factors ͑July temperatures and annual precipitation͒. Further investigation revealed that the regions in which only climatic variables were needed to predict species richness had lower landcover diversity and larger patches of land cover than the rest of the country. Consequently, areas with such low landscape diversity and heterogeneity may have lacked the variation needed for land-cover variables to add to the explanatory power of the climate variables.
There are some obvious trade-offs associated with using different resolutions of land-cover classifications in modeling species distributions. Coarsely resolved land-cover classifications generally have higher classification accuracy than more finely resolved classifications, but the classes themselves are necessarily more heterogeneous. In contrast, finely resolved land-cover classifications have more homogenous classes, but generally have higher levels of classification error ͑e.g., Stehman et al. 2003͒ . The most appropriate classification for modeling a specific species depends on the species' life history and specific habitat requirements. For example, consider a small bird whose diet consists largely of small seeds from grain crops. If the bird's distribution is modeled against the distribution of individual agricultural crops ͑e.g., oats, barley, and wheat͒ the resulting model will have a poor fit because no single grain crop matches the species' distribution -the bird can be present where oats are absent if wheat is present, present where wheat is absent if barley is present, and so on. Conversely, modeling the species distribution against the distribution of all agricultural grain crops also fails because the species is absent from areas where large grains such as corn are present. Only if the agricultural grain resource is differentiated to the level of 'small grains' will we detect the match of species and food resource.
Because we compared only two classifications, it is quite possible that we failed to match the habitat preferences of some of the six species we modeled with one or more land-cover variables. The fact that no land-cover variables were incorporated in the models built for the House Wren and the Savannah Sparrow could be interpreted as a failure of the landcover classifications to adequately capture the habitat preferences of these birds. As in the example of the 'small grain' consumer given above, accurate models for some individual species will require the definition of species-specific land-cover classifications designed to address specific habitat requirements ͑e.g., McComb et al. 2002; Luoto et al. 2002͒ .
Both of our models of species richness highlight the well-known associations between climate and species richness ͑Pianka 1966; Schall and Pianka 1978; Currie 1991; Gaston 2000͒ . We found that both precipitation and July temperatures were important predictors of avian species richness regardless of the land-cover classification used in the model. In general, species richness was higher in areas with more rainfall, potentially supporting the hypothesis that diversity increases with productivity ͑Currie et al. 1999͒. However, although given the opportunity, our models did not incorporate seasonality or winter temperatures, two factors that have played major roles in other studies of species richness ͑Pianka 1967; Herrera 1978; Ricklefs 1980͒, nor did temperature play the role predicted by the diversity-productivity hypothesis. This inverse relationship with temperature, reflecting somewhat of an inverse latitudinal gradient at a sub-continental scale has been noted by others ͑e.g., Hawkins et al. 2003͒ .
Individual bird species may be associated with different habitats throughout their geographic ranges ͑Cody 1978; Collins 1983͒. These differences may be driven by the availability of alternative resources in different areas or by interspecific interactions that vary regionally ͑Cody 1978͒. For example, a species that is associated with a broad range of coniferous forest types in the eastern US may be limited to a few specific forest types in the western US by a specific food resource that does not occur in all western conifer forests or by competition with western species that are not found in the eastern part of the species' range. Thus, it is not surprising that our results imply that different levels of land-cover classification may be required to accurately predict species distributions in different regions.
Our findings have substantial implications for large-scale efforts to model and map biodiversity, such as the National Gap Assessment Program ͑GAP͒ ͑Scott et al. 1993͒. The fact that models built with different land-cover classifications produced different predictions in different regions of the US implies that any standardized national or continental approach to land-cover classification may fail to accurately predict a wide range of species over large areas.
Modeling efforts will therefore likely need to be tailored to specific areas. Thus, the regional and state approaches of the National GAP may more adeptly capture differences in variable resolution than a standardized approach that attempts to model all of the United States as a whole. Whether this is actually an advantage of the regional GAP approach would need to be determined with an analysis similar to ours involving the specific data sets used in the National GAP.
The findings reported here lead to two important conclusions. If the detail with which sample attributes are discriminated can affect the outcome of ecological studies, determining the proper resolution of any classification needs to be incorporated into the design of studies with the same care that recent research has shown must be paid to the effects of scale. Secondly, analyses that cover large spatial extents should take into account the fact that the effects of using a particular classification may have a strong geographic component. Thus, different classifications of the same continuous variable may be required to represent habitat in different areas. Our results show that it is not defensible to adopt arbitrary categories of habitat and to assume their geographic invariance. We conclude that the resolution with which continuous variables are classified, like scale and the selection of the variables themselves, is a critical aspect of ecological analyses.
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