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In this paper, we consider the nonsymmetric algebraic Riccati equation arising in transport
theory. An important feature of this equation is that its minimal positive solution can be
obtained via computing the minimal positive solution of a vector equation. We propose a
class of iterativemethods to solve the vector equation. The convergence analysis shows that
the sequence of vectors generated by iterative methods with two kinds of specific iterative
matrices is monotonically increasing and converges to the minimal positive solution of
the vector equation. Numerical experiments show that the new methods outperform the
modified simple iterative method and Newton’s method.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider the nonsymmetric algebraic Riccati equation
XCX − XD− AX + B = 0, (1.1)
where A, B, C,D ∈ Rn×n are given by
A = ∆− eqT, B = eeT, C = qqT, D = Γ − qeT.
Here e = [1, 1, . . . , 1]T, q = [q1, q2, . . . , qn]T with qi = ci2ωi ,
∆ = diag([δ1, δ2, . . . , δn]) with δi = 1cωi(1+ α) ,
Γ = diag([γ1, γ2, . . . , γn]) with γi = 1cωi(1− α) ,
and 0 < c ≤ 1, 0 ≤ α < 1, 0 < ωn < · · · < ω2 < ω1 < 1,∑ni=1 ci = 1, ci > 0, i = 1, 2, . . . , n.
Eq. (1.1) arises in transport theory [1,2]. It has been shown [3,4] that it has positive solutions (in the componentwise
sense). The solution of practical interest is the minimal positive solution. For computing the minimal positive solution X ,
some iterative methods have been developed [3,4].
Recently, Lu [5] has shown that theminimal positive solution of thematrix equation (1.1) can be obtained via computing
the minimal positive solution of a vector equation and developed a simple iterative procedure to compute the minimal
positive solution of the corresponding vector equation. A modified version of the simple iterative method, which is more
efficient than its counterpart, has been proposed in [6]. The Newton method for solving the vector equation has been
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analyzed in [7]. It has been shown that at each iteration of the Newton method, one LU factorization [8] for a matrix of
order n is required to obtain the minimal positive solution of the vector equation.
In this paper, we propose a class of iterative methods to solve the vector equation. The convergence analysis shows
that the sequence of vectors generated by iterative methods with two kinds of specific iterative matrices is monotonically
increasing and converges to the minimal positive solution of the vector equation.
Nonsymmetric algebraic Riccati equations with a general form for which the four coefficientmatrices form a nonsingular
M-matrix or an irreducible M-matrix are intensively studied. Numerical methods for finding the minimal nonnegative
solution include the basic fixed-point iterations [9,10], the Newton method [10–12], the Schur method [13], the matrix
sign function method [14], the doubling algorithm [15,16] and the alternately linearized implicit iteration method [17].
Throughout the paper, we use the following definitions and notations. For any matrices A = [aij], B = [bij] ∈ Rm×n, we
write A ≥ B (A > B) if ai,j ≥ bij (ai,j > bij) holds for all i, j. The Hadamard product of A and B is defined by A ◦ B = [aij · bij].
Il denotes the identity matrix with dimension l. A real square matrix A is called a Z-matrix if all its off-diagonal elements
are non-positive. Any Z-matrix A can be written as sI − B with B ≥ 0. A Z-matrix A is called a nonsingular M-matrix if
s > ρ(B), where ρ(B) is the spectral radius of B. The superscript T denotes the transpose of a vector or a matrix. We denote
any consistent norm by ‖ · ‖ for a vector or a matrix.
In the following, we will need the following results aboutM-matrices, which can be found in [10,18].
Lemma 1.1. For a Z-matrix A, the following statements are equivalent:
(a) A is a nonsingular M-matrix.
(b) A−1 ≥ 0.
(c) Av > 0 for some vector v > 0.
Lemma 1.2. Let A ∈ Rn×n be a nonsingular M-matrix. If B ∈ Rn×n is a Z-matrix and satisfies the relation B ≥ A, then B is also
a nonsingular M-matrix.
This paper is organized as follows. In Section 2, we present the new iterative methods and some convergence results are
given. Sections 3 and 4 give some numerical experiments and conclusions, respectively.
2. The new iterative method
It has been shown in [3,5] that the solution of (1.1) must have the following form
X = T ◦ (uvT) = (uvT) ◦ T ,
where T = [ti,j] = [1/(δi + γj)], and u and v satisfy the vector equation:{
u = u ◦ (Pv)+ e,
v = v ◦ (Qu)+ e. (2.1)
Here, P = [Pij] = [qj/(δi + γj)] = T · diag(q) and Q = [Qij] = [qj/(δj + γi)] = T T · diag(q). The minimal positive solution
of (1.1) can be obtained via computing the minimal positive solution of the vector equation (2.1).
Definew = [uT, vT]T. The vector equation (2.1) can be reformulated equivalently as
f (w) := w − w ◦ Pw − e = 0, (2.2)
where
P =
[
0 P
Q 0
]
.
For anyw = [uT, vT]T ∈ R2n, the Jacobian matrix f ′(w) of f (w) is given by
f ′(w) = I2n −H(w),
where
H(w) =
[
D1(v) H1(u)
H2(v) D2(u)
]
.
Here,
D1(v) = diag(Pv), D2(u) = diag(Qu),
H1(u) = [u ◦ P(:, 1), u ◦ P(:, 2), . . . , u ◦ P(:, n)] = diag(u) · P,
and
H2(v) = [v ◦ Q (:, 1), v ◦ Q (:, 2), . . . , v ◦ Q (:, n)] = diag(v) · Q .
For i = 1, 2, . . . , n, P(:, i) and Q (:, i) are the i-th column of P and Q , respectively.
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We review some results given in Lemma 5 of [7], which will be utilized to deduce our new method.
For anyw+, w ∈ R2n, we have
f (w+) = f (w)+ f ′(w)(w+ − w)+ 12 f
′′(w)(w+ − w,w+ − w). (2.3)
Here and in the following, for any h ∈ R2n, f ′′(w)(h, h) is defined by [f ′′(w)h]h, where
f ′′(w)h = [L1h, L2h, . . . , L2nh] ∈ R2n×2n
and for k = 1, 2, . . . , n,
Lk =
[
0 −ekP(k, :)
−(ekP(k, :))T 0
]
, Ln+k =
[
0 −(ekQ (k, :))T
−ekQ (k, :) 0
]
,
P(k, :) andQ (k, :) are the k-th rows of thematrices P andQ , respectively. Note that thematrices Lk and Ln+k are independent
of w, and therefore f ′′(w)h2 is independent of w. Furthermore, for any h > 0 or h < 0, f ′′(w)(h, h) < 0. Because of the
independence,wedenote the operator f ′′(w) byL in the remainder of this paper, i.e.,L(h, h) := f ′′(w)(h, h) for any h ∈ R2n.
In particular, ifw+ = w∗, the minimal positive solution of (2.2), it follows from (2.3) that
0 = f (w)− f ′(w)(w − w∗)+ 12L(w − w∗, w − w∗).
Then, we obtain
f (w) = f ′(w)(w − w∗)− 12L(w − w∗, w − w∗), (2.4)
f ′(w)(w − w∗) = f (w)+ 12L(w − w∗, w − w∗). (2.5)
Lemma 2.1. If 0 ≤ w < w∗ and f (w) < 0, then f ′(w) is a nonsingular M-matrix.
Proof. It follows from (2.5) that f ′(w)(w∗ −w) > 0. Since f ′(w) is a Z-matrix, it follows from Lemma 1.1(c) that the result
holds. 
Lemma 2.2. Assume that 0 ≤ w < w∗, f (w) < 0 and T is a Z-matrix with T ≥ f ′(w). Then w˜ := w− T−1f (w) is well defined.
Moreover, we have: Let
(a) w < w˜ < w∗;
(b) f (w˜) < 0;
(c) f ′(w˜) is a nonsingular M-matrix.
Proof. By Lemma 2.1, f ′(w) is a nonsingularM-matrix. Since the Z-matrix T satisfies T ≥ f ′(w), it follows from Lemma 1.2
that T is also a nonsingularM-matrix. Thus, w˜ := w − T−1f (w) is well defined and w˜ > w.
Define the vectors r˜ = w˜ − w∗ and r = w − w∗. Then, by (2.4) and T − f ′(w) ≥ 0, we have
r˜ = r − T−1f (w)
= r − T−1
(
f ′(w)r − 1
2
L(r, r)
)
= T−1(T − f ′(w))r + 1
2
T−1L(r, r) < 0.
Thus, w˜ < w∗.
By (2.3), we have
f (w˜) = f (w − T−1f (w))
= f (w)− f ′(w)T−1f (w)+ 1
2
L(T−1f (w), T−1f (w))
= (T − f ′(w))T−1f (w)+ 1
2
L(T−1f (w), T−1f (w)) < 0.
Then, it follows from Lemma 2.1 that f ′(w˜) is a nonsingularM-matrix. 
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According to Lemma2.2,we candesign a class of iterativemethods for solving the vector equation (2.2). The basic iterative
scheme is the following:
wk+1 := wk − T−1k f (wk), for k = 0, 1, 2, . . . , (2.6)
where Tk is chosen so that Tk is an approximation to f ′(wk) and Tk ≥ f ′(wk).
Note that if Tk = f ′(wk) in (2.6), the Newton method results. A disadvantage with the Newton method is that for every
iteration step, an LU factorization of the Jacobian matrix f ′(wk) is needed to obtain the new approximation to w∗, and it
costsO(n3) operations. To overcome this disadvantage, we should choose Tk so that the iteration step (2.6) is less expensive
to implement than using the LU factorization. For anywk = [uTk, vTk ]T ∈ R2n, Tk may be chosen, according to the structure of
the Jacobian f ′(wk), as
Tk = I2n −
[
D1(vk) 0
0 D2(uk)
]
(2.7)
or
Tk = I2n −
[
D1(vk) H1(uk)
0 D2(uk)
]
. (2.8)
At this moment, direct computation shows that the iteration step (2.6) with Tk given by (2.7) is equivalent to
wk+1 =
[
uk+1
vk+1
]
:=
[
(In − D1(vk))−1e
(In − D2(uk))−1e
]
(2.9)
and the iteration step (2.6) with Tk given by (2.8) is equivalent to
wk+1 =
[
uk+1
vk+1
]
:=
[
(In − D1(vk))−1e+ (In − D1(vk))−1H1(uk)
(
(In − D2(uk))−1e− vk
)
(In − D2(uk))−1e
]
, (2.10)
respectively.
Since In − D1(vk) and In − D2(uk) are diagonal matrices, the computational cost at iteration step (2.9) is about 4n2 and
the cost for the iteration step (2.10) is about 6n2.
Another choice for Tk is
Tk = I2n −
[
D1(vk) 0
H2(vk) D2(uk)
]
.
Numerical experiments show that the performance for this choice is almost the same as that for Tk given by (2.8).
The following theorem provides some results concerning the convergence of the iterative method (2.6) for the vector
equation (2.2).
Theorem 2.3. Let w∗ be theminimal positive solution of the vector equation (2.2). Let the sequence of the vectorswk be generated
by the iterative method (2.6) with the initial vector w0 = 0 and Tk be given by (2.7) or (2.8). Then, we have
(a) wk < wk+1 < w∗ for any k ≥ 0;
(b) f (wk) < 0, and f ′(wk) and Tk are nonsingular M-matrices for any k ≥ 0;
(c) limk→∞wk = w∗.
Proof. Weprove the theorembymathematical induction. For k = 0,w0 = 0 < w∗, f (w0) = −e < 0, and f ′(w0) = T0 = I2n
are nonsingular M-matrices. It follows from Lemma 2.2 that w0 < w1 < w∗, f (w1) < 0 and f ′(w1) is a nonsingular M-
matrix. Since T1 given by (2.7) or (2.8) is a Z-matrix and T1 ≥ f ′(w1), it follows from Lemma 1.2 that T1 is a nonsingular
M-matrix. Hence, the statements (a)–(b) are true for k = 0.
Assume that the statements (a)–(b) hold for 0 ≤ k ≤ i. At this moment, wi < w∗, f (wi) < 0 and f ′(wi) is a nonsingular
M-matrix. Again, from Lemmas 2.2 and 1.2, the statements (a)–(b) are true for k = i+ 1.
Therefore the statements (a)–(b) are true for k ≥ 0. The sequence {wk} is monotonically increasing and bounded above,
and therefore converges. Obviously, the limit ofwk is the minimal positive solutionw∗ of (2.2). This completes the proof of
the theorem. 
It has been shown in [7] that the convergence of the Newton method is q-quadratic when (α, c) 6= (0, 1) and is linear
when (α, c) = (0, 1). It is difficult to obtain the true convergence rate of the iterative scheme (2.6) with Tk given by (2.7)
and (2.8). However, numerical examples show that its convergence for two choices is linear when (α, c) 6= (0, 1) and is
sublinear when (α, c) = (0, 1).
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Table 1
α c Method ITs CPU ERR
10−5 1− 10−5
MSI 5144 16.094 2.8334e-014
ITER1 2934 8.9531 2.8309e−014
ITER2 1515 7.8906 2.8250e−014
0.001 0.999
MSI 620 2.0781 2.7293e−014
ITER1 358 1.3438 2.8379e−014
ITER2 186 1.0500 2.6546e−014
0.01 0.99
MSI 207 0.8469 2.4919e−014
ITER1 124 0.4688 2.7059e−014
ITER2 66 0.3813 1.9626e−014
Table 2
α c Method ITs CPU ERR
10−5 1− 10−5 ITER2 1510 31.8524 9.9266e−014Newton 14 32.5127 8.8742e−014
0.001 0.999 ITER2 185 4.3137 1.0532e−013Newton 9 21.1582 9.1504e−014
0.01 0.99 ITER2 66 1.3485 1.0142e−013Newton 7 16.0564 9.2541e−014
0.5 0.5 ITER2 6 0.1296 9.7086e−014Newton 3 7.1523 9.3761e−014
3. Numerical experiments
In this section, we present a numerical example to illustrate the performance of the iterativemethod (2.6) for solving the
vector equation (2.2). Let ITER1 and ITER2 denote the iterative method (2.6) with Tk given by (2.7) and (2.8), respectively.
We compare ITER1 and ITER2 with the modified simple iterative method (MSI for short) proposed in [6]. Note that the cost
for every iteration step of MSI is about 4n2.
All computations are performed on an AMD 1.4 GHz PC with main memory 1 GB and the usual double precision, where
the floating point relative accuracy is eps ≈ 2.22× 10−16. The termination criterion for the three methods is
ERR = max
{‖uk+1 − uk‖2
‖uk+1‖2 ,
‖vk+1 − vk‖2
‖vk+1‖2
}
≤ n ∗ eps,
where ‖ · ‖2 is the 2-norm for a vector.
We consider (1.1) for n = 256. As in Example 5.2 in [9], the constants ci and ωi are given by a numerical quadrature
formula on the interval [0, 1], which is obtained by dividing [0, 1] into n/4 subinterval of equal length and applying a
Gauss–Legendre quadrature with 4 nodes to each subinterval.
We test three values of (α, c) taken to be (10−5, 1−10−5), (0.001, 0.999), and (0.01, 0.99). In Table 1, we list the number
of iterations (ITs), the CPU time (in seconds) and the relative error (ERR) for three methods in these cases, respectively.
Table 1 indicates that ITER1, ITER2 and MSI can converge to the exact minimal positive solution of the vector equation
(2.2) with high accuracy. According to the number of iterations and the CPU time, ITER1 and ITER2 work better than MSI.
Among three methods, ITER2 is the best one.
We also compare ITER2 with the Newton method for n = 512. The results are presented in Table 2.
Table 2 shows that although the number of iteration the Newton method needs for convergence is much less than ITER2
needs, ITER2 outperforms the Newton method according to the CPU time for the case n = 512.
4. Conclusion
We have proposed a class of iterative methods to solve the nonsymmetric algebraic Riccati equation arising in transport
theory. The convergence analysis shows that our iterative methods with two kinds of specific choices for Tk are feasible
and the minimal positive solution of the nonsymmetric algebraic Riccati equation can be obtained. Numerical experiments
show that the new methods outperform the modified simple iterative method and the Newton method. We note that how
to choose Tk deserves further research.
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