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STRONG SOLUTION FOR COMPRESSIBLE LIQUID CRYSTAL SYSTEM
WITH RANDOM FORCE
ZHAOYANG QIU AND YIXUAN WANG
Abstract. We study the compressible three-dimensional Navier-Stokes equation coupled
with a Q-tensor equation perturbed by multiplicative stochastic force, which describes the
motion of nematic liquid crystal flow. The local existence of strong pathwise solution up
to a positive stopping time is established where ”Strong” is in both PDE and probability
sense. The proof relies on the Galerkin approximation scheme, stochastic compactness,
identification the limit, uniqueness and a cutting argument. Unlike the deterministic case,
we would need to develop an extra layer approximation while constructing the approximate
solution. The complex structure of the coupled system and the estimate of the high-order
items are also the challenging part in the article.
1. Introduction
Liquid crystal is a kind of material whose mechanical properties and symmetry properties
are intermediate between those of a liquid and those of a crystal, it is also called as ”me-
somorphic phases”. Nematic liquid crystals are one of the major types of liquid crystals.
Since 1958, there have been abundant researches on how to describe the nematic liquid sys-
tem mathematically, the most comprehensive one is the Q-tensor theory brought out by De
Gennes in [9] which claimed that the dynamics of nematic liquid crystals can be modeled by
the Navier-Stokes equations governing the fluid velocity coupled with a parabolic equation
of Q-tensor. The compressible case we focus reads as
dρ+ divx(ρu)dt = 0,
d(ρu) + divx(ρu⊗ u)dt+∇xpdt
= Ludt− divx(L∇xQ⊙∇xQ−F(Q)I3)dt+ Ldivx(QH(Q)−H(Q)Q)dt,
dQ+ u · ∇xQdt− (ΩQ−QΩ)dt = ΓH(Q)dt,
(1.1)
where ρ,u denote the density, and the flow velocity, p(ρ) = Aργ stands for the pressure with
the adiabatic exponent γ > 1, A > 0 is the squared reciprocal of the Mach number. The
nematic tensor order parameter Q is a traceless and 3× 3 symmetric matrix. Furthermore,
L stands for the Lame´ operator
Lu = υ△u+ (υ + λ)∇divxu,
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where υ > 0, λ ≥ 0 are shear viscosity and bulk viscosity coefficient of the fluid, respectively.
And the term ∇xQ⊙∇xQ stands for a 3× 3 matrix, its (i, j)-th entry is defined
(∇xQ⊙∇xQ)ij =
3∑
k,l=1
∂iQkl∂jQkl.
I3 stands for the 3 × 3 identity matrix. Define the free energy density of the director field
F(Q)
F(Q) =
L
2
|∇xQ|
2 +
a
2
tr(Q2)−
b
3
tr(Q3) +
c
4
tr2(Q2).
And we denote
ΓH(Q) = ΓL△Q+ Γ
(
−aQ+ b
[
Q2 −
I3
3
tr(Q2)
]
− cQtr(Q2)
)
=: ΓL△Q+K(Q).
The coefficients in the formula are elastic constants: L > 0, Γ > 0, a ∈ R, b > 0 and c > 0,
they are dependent on the material. Ω = ∇xu−∇xu
T
2 is the skew-symmetric part of the rate
of strain tensor where the notation T represents the transpose. From the specific form K(Q),
we remark that
QH(Q)−H(Q)Q = Q△Q−△QQ.
The noise forcing the fluids dynamics are generally used for describing the small pertur-
bation which gains an increasingly attention in PDE and probability fields. Therefore, we
consider the system (1.1) driven by a multiplicative noise. More precisely,
dρ+ divx(ρu)dt = 0,
d(ρu) + divx(ρu⊗ u)dt+A∇xρ
γdt
= Ludt− divx(L∇xQ⊙∇xQ−F(Q)I3)dt+ Ldivx(Q△Q−△QQ)dt
+G(ρ, ρu)dW,
dQ+ u · ∇xQdt− (ΩQ−QΩ)dt = ΓH(Q)dt,
(1.2)
where W is a cylindrical Wiener process which will be introduced later. The system equips
with the initial data
ρ(0, ·) = ρ0, u(0, ·) = u0, Q(0, ·) = Q0, (1.3)
and the periodic boundary, each period is a cube T ⊂ R3 defined as follows
T =
(
(−π, π)|{−pi,pi}3
)
.
Regarding the incompressible Q-tensor liquid crystal framework, Paicu-Zarnescu [30] have
proved the existence of a global weak solution in both 2D and 3D cases, and also proved
the global regularity solution and the weak-strong uniqueness in 2D. Then, Paicu-Zarnescu
continued his study and got the same results in [29] for the full system. De Anna [7] extended
the result [30] to the low regularity space W s for 0 < s < 1, which filled the gap in [30].
Wilkinson [32] obtained the existence and the regularity property for weak solution in the
general d-dimensional case in the presence of a singular potential. The existence of a global
in time weak solution for system with thermal effects is proved in [12]. The existence and
uniqueness of global strong solution for the density-dependent system is established by Li-
Wang in [24]. For the compressible model, there are less results due to its complexity. In [36],
Wang-Xu-Yu established the existence as well as long time dynamics of global weak solutions.
In fact, there are more results on the hydrodynamic system the three-dimensional flow of
nematic liquid crystals. For example, Jiang-Jiang-Wang [17] has proved the existence of a
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global weak solution to a two-dimensional simplified Ericksen-Leslie system of compressible
flow of nematic liquid crystals, the proof of the existence of a weak solution in a bounded
domain for both 2D and 3D can be seen in [18] and [37]. For more researches related to the
topic, check [5, 6] and the reference within.
If we just consider the first two equations in (1.2), and make the stochastic forcing term
G ≡ 0 in (1.2)(2), then the equations would degenerate to the system of compressible Navier-
Stokes equations. There have been tremendous studies about the existence of the solution
in both deterministic and stochastic cases. For the deterministic case, the pioneering work
has been done by Lions in [23], the existence of a global weak solution has been proven for
adiabatic constant γ > 95 by introducing the re-normalized solution to deal with the difficulty
in large oscillations. Then, [11] extended the result to adiabatic exponent γ > 32 , which by
now is the result that allows the maximum range of γ. For more results, we refer the reader
to [15, 16, 19, 26, 27] and the reference within. For the stochastic case, in [10], Feireisl-
Maslowski-Novotny´ considered a weak solution to the compressible barotropic fluid driven
by an additive noise, in which the special form of noise allows transforming the stochastic
system into random equation, making it possible to apply the deterministic result. When it
comes to the equations perturbed by multiplicative noise, the existence result of global weak
martingale solution was built in [35] for the finite-dimensional Brownian motion type noise,
and in [2, 33] for cylindrical Wiener process. In addition, see [34] for the construction of
weak martingale solution to non-isentropic, compressible case. What’s more, Breit-Feireisl-
Hofmanova´ [1] and Glatt-Vicol [13] proved the existence and uniqueness of local strong
pathwise solution to compressible Navier-Stokes equation and incompressible Euler equation
respectively. Qiu-Wang [31] obtained the global existence of weak martingale solution to the
compressible active liquid crystal hydrodynamics system, we remark the result of this paper
could be extended to the system.
In this paper, we are going to prove the existence and uniqueness of strong pathwise
solution to system (1.2) with a multiplicative noise, where the ”strong” means the strong
existence in both PDE and probability sense. That is, the solution has sufficient space
regularity and satisfies the system in the pointwise sense when the probability space is given.
We would introduce the symmetric system considering the energy estimate of the strong
solution to compressible fluid. Therefore, for the convenience of the symmetrization, we
require the density ρ > 0, that means the vacuum state shall not appear.
To prove the existence of the strong solution, we would need to build some compactness
result for the approximate solution. The difficulty is, adding a stochastic component could
make it harder the get the desired compactness result. For example, in the stochastic case, we
have the embedding X →֒ Y is compact, it’s still hard to tell if the embedding Lp(Ω;X) →֒
Lp(Ω;Y ) is compact or not. Therefore, we can no longer apply the classical Aubin-Lions
lemma as deterministic case. Invoked by the Yamada-Watanabe argument, first we apply the
classical Skorokhod representative theorem to establish a strong martingale solution, due to
the tightness, there exists a new sequence of random variables that converges almost surely
with respect to a new probability space; then, we would verify that the random variable
to which the sequence converge is the strong martingale solution. Finally, by proving the
pathwise uniqueness, we could reveal that the solution is also strong in probability sense.
During the high-order energy estimate of the approximate solution, we would apply Moser-
type estimate and get the form (‖u‖2,∞+‖Q‖3,∞)·(‖u‖
2
s,2+‖Q‖
2
s+1,2) and (‖u‖2,∞+‖ρ‖1,∞)·
‖ρ,u‖2s,2, making it difficult to get the estimate. Inspired by [20], we could deal with the
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nonlinear terms by adding a cut-off function. We could get that ‖ρ‖1,∞ would be bounded
if ‖ρ0‖1,∞, ‖u‖1,∞ are bounded, then the cut-off function could only depends on ‖u‖2,∞
and ‖Q‖3,∞ under the assumption that ‖ρ0‖1,∞ is bounded. The benefit is, while building
Galerkin approximation system, for every fixed u we could first solve the mass equation
directly which actually is a linear transport equation and solve the ”parabolic-type” Q-tensor
equation. In turn, to obtain the existence of approximate solution u in a finite dimensional
space. Different from the deterministic case, we will develop a new extra layer approximation
to deal with the random integral, constructing the Galerkin approximate solution with the
spirit of [2]. Also, the cut-off function brings downside in proving the uniqueness. We have
to restrict our regularity index to integer s > 92 comparing with the martingale solution
result which only requires s > 72 .
We need to note that during the uniform energy estimate, the another difficulty lies in the
high order term divx(Q△Q−△QQ) in the momentum equation. It’s impossible to get the
uniform estimate directly unless we choose to cut-off the norm of Q-tensor in a higher order.
Luckily, we are able to get the item cancelled with the term ΩQ− QΩ after integration by
parts as well as some transformation, the detailed operation can be seen in Lemma 2.3 where
an artificial scalar function f(r) is added for matching the momentum equation.
The rest of paper is organized as follows. Section 2 would offer the deterministic and
stochastic preliminaries associated with system (1.2) and the main result. We will transfer
system (1.2) into an approximate symmetric system in Section 3. In Section 4 and Section
5 we will establish the existence of global strong martingale solution and strong pathwise
solution to the approximate symmetric system. Finally, in Section 6, we prove the main
theorem by applying a cutting argument, so that the initial data could be more generalized.
2. Preliminary and Main Result
First, we would present some deterministic as well as stochastic preliminaries associated
with system (1.2). For each integer s ∈ N+, denote W s,2(T) as the Sobolev space containing
all the functions having distributional derivatives up to order s, and the derivatives are
integrable in L2(T), endowed with the norm
‖u‖2W s,2 =
∑
k∈Z3
(1 + k2)s|uˆk|
2,
where uˆk is the Fourier coefficients of u. W
s,2(T) is an Hilbert space, and for any u, v ∈W s,2,
the inner product can be denoted as
(u, v)s,2 =
∑
|α|≤s
∫
T
∂αxu · ∂
α
x vdx.
For simplicity, we denote the notations ‖·‖ as the L2-norm, ‖·‖∞ as the L
∞-norm, and‖·‖s,p
as the W s,p-norm.
Define the inner product between two 3× 3 matrices A and B
(A,B) =
∫
T
A : Bdx =
∫
T
tr(ATB)dx,
and S30 ⊂M
3×3 the space of Q-tensor
S30 =
{
Q ∈M3×3 : Qij = Qji, tr(Q) = 0, i, j = 1, 2, 3
}
,
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and the norm of a matrix using the Frobenius norm
|Q|2 = tr(Q2) =
3∑
i,j=1
QijQij.
Set |∂αxQ|
2 =
3∑
i,j=1
∂αxQij∂
α
xQij. The Sobolev space of Q-tensor is defined by
W s,2(T;S30) =
Q : T→ S30 , and ∑
|α|≤s
‖∂αxQ‖
2 <∞
 .
To deal with the estimate of the nonlinear terms in the equations, we would present the
following lemmas that involves commutator and Moser estimates. The proof of these lemmas
can be found in [21, 25].
Lemma 2.1. For u, v ∈W s,2(T), s ∈ N+, it holds∑
0≤|α|≤s
‖∂αx (u · ∇x)v − u · ∇x∂
α
x v‖ ≤ C(‖∇xu‖∞‖v‖s,2 + ‖∇xv‖∞‖u‖s,2), (2.1)
and
‖uv‖s,2 ≤ C(‖u‖∞‖v‖s,2 + ‖v‖∞‖u‖s,2), (2.2)
for some constant C = C(s,T), C > 0 and independent of u and v.
Lemma 2.2. Let f be a s-order continuously differentiable function on the neighborhood
of compact set G = range[u] and u ∈W s,2(T) ∩ C(T), it holds
‖∂αx f(u)‖ ≤ C‖∂uf‖Cs−1(G)‖u‖
|α|−1
∞ ‖∂
α
xu‖,
for all α ∈ NN , 1 < |α| ≤ s.
According to the following result, we are able to handle the highest-order derivative terms
in the momentum and Q-tensor equations.
Lemma 2.3. Assume that Q and Q′ are two 3 × 3 symmetric matrices, and that Ω =
1
2(∇xu−∇xu
T), as ∇xu is also a 3×3 matrix, and (∇xu)ij = ∂iuj, f(r) is a scalar function.
Then
(f(r)(ΩQ′ −Q′Ω),△Q) + (f(r)(Q′△Q−△QQ′),∇xu
T) = 0.
Proof. Using the fact that tr(AB) = tr(BA) and Q′, Q,Ω+∇xu
T are symmetric,
(f(r)(ΩQ′ −Q′Ω),△Q) + (f(r)(Q′△Q−△QQ′),∇xu
T)
= (f(r)(Q′△Q−△QQ′),Ω) + (f(r)(Q′△Q−△QQ′),∇xu
T)
= (f(r)(Q′△Q−△QQ′),Ω +∇xu
T) = 0.
We finish the proof. 
Next, we introduce the following fractional-order Sobolev space with respect to time t,
since noise term is only Ho¨lder continuous of order strictly less than 12 in time.
For any fixed p > 1 and α ∈ (0, 1) we define
Wα,p(0, T ;X) =
{
v ∈ Lp(0, T ;X) :
∫ T
0
∫ T
0
‖v(t1)− v(t2)‖
p
X
|t1 − t2|1+αp
dt1dt2 <∞
}
,
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endowed with the norm
‖v‖p
Wα,p(0,T ;X) :=
∫ T
0
‖v(t)‖pXdt+
∫ T
0
∫ T
0
‖v(t1)− v(t2)‖
p
X
|t1 − t2|1+αp
dt1dt2,
for any Hilbert space X that is separable. If we take α = 1, then
W 1,p(0, T ;X) :=
{
v ∈ Lp(0, T ;X) :
dv
dt
∈ Lp(0, T ;X)
}
,
we could see that the space returns to the classical Sobolev space endowed with the usual
norm
‖v‖p
W 1,p(0,T ;X)
:=
∫ T
0
‖v(t)‖pX +
∥∥∥∥dvdt (t)
∥∥∥∥p
X
dt.
Note that for α ∈ (0, 1), W 1,p(0, T ;X) is a subspace of Wα,p(0, T ;X).
For any α ≤ β − 1
p
, we have the embedding
W β,p(0, T ;L2(T)) →֒ Cα([0, T ];L2(T)). (2.3)
Next, we show the stochastic framework of the problem. Let S := (Ω,F , {Ft}t≥0,P,W )
be a fixed stochastic basis and (Ω,F ,P) be a complete probability space. Let W be a
Wiener process defined on an Hilbert space U, which is adapted to the complete, right
continuous filtration {Ft}t≥0. If {ek}k≥1 is a complete orthonormal basis of U, then W can
be written formally as the expansionW (t, ω) =
∑
k≥1 ekβk(t, ω) where {βk}k≥1 is a sequence
of independent standard one-dimensional Brownian motions.
Define an auxiliary space U0 ⊃ U by
U0 =
v =∑
k≥1
αkek :
∑
k≥1
α2k
k2
<∞
 ,
with the norm ‖v‖2
U0
=
∑
k≥1
α2
k
k2
. Note that the embedding of U →֒ U0 is Hilbert-Schmidt.
We also have that W ∈ C([0,∞),U0) almost surely, see [8].
Now considering another separable Hilbert space X and let L2(U,X) be the set of all
Hilbert-Schmidt operators S : U → X with the norm ‖S‖2
L2(U,X)
=
∑
k≥1 ‖Sek‖
2
X . For a
predictable process G ∈ L2(Ω;L2loc([0,∞), L2(U,X))) by taking Gk = Gek, one can define
the stochastic integral
Mt :=
∫ t
0
GdW =
∑
k
∫ t
0
Gekdβk =
∑
k
∫ t
0
Gkdβk,
which is an X-valued square integrable martingale, and the Burkholder-Davis-Gundy in-
equality holds
E
(
sup
0≤t≤T
∥∥∥∥∫ t
0
GdW
∥∥∥∥p
X
)
≤ cpE
(∫ T
0
‖G‖2L2(U,X)dt
) p
2
, (2.4)
for any p ≥ 1, for more details see [8]. The notation E represents the expectation.
We shall present the main result of this paper. First, we would need to define local strong
pathwise solution. For this type of solution, ”strong” means in PDE and probability sense,
”local” means existence in finite time, and ”pathwise” means the solution satisfies the system
(1.2) in the pathwise sense in the given stochastic basis (Ω,F , {Ft}t≥0,P).
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Definition 2.4. (Local strong pathwise solution). Let (Ω,F , {Ft}t≥0,P) be a fixed prob-
ability space, W be an (Ft)-cylindrical Wiener process. Then (ρ,u, Q, t) is a local strong
pathwise solution to system (1.2) if the following conditions hold
(1) t is a strictly positive a.s. (Ft)-stopping time;
(2) ρ, u, Q are (Ft)-progressively measurable processes, satisfying P a.s
ρ(· ∧ t) > 0, ρ(· ∧ t) ∈ C([0, T ];W s,2(T)),
u(· ∧ t) ∈ C([0, T ];W s,2(T,R3)) ∩ L2(0, T ;W s+1,2(T,R3)),
Q(· ∧ t) ∈ C([0, T ];W s+1,2(T, S30)) ∩ L
2(0, T ;W s+2,2(T, S30));
(3) for any t ∈ [0, T ], P a.s
ρ(t ∧ t) = ρ0 −
∫
t∧t
0
divx(ρu)dξ,
(ρu)(t ∧ t) = ρ0u0 −
∫
t∧t
0
divx(ρu⊗ u)dξ −
∫
t∧t
0
∇x(Aρ
γ)dξ +
∫
t∧t
0
Ludξ
−
∫
t∧t
0
divx(L∇xQ⊙∇xQ−F(Q)I3)dξ
+
∫
t∧t
0
Ldivx(Q△Q−△QQ)dξ +
∫
t∧t
0
G(ρ, ρu)dW,
Q(t ∧ t) = Q0 −
∫
t∧t
0
u · ∇xQdξ +
∫
t∧t
0
(ΩQ−QΩ)dξ +
∫
t∧t
0
ΓH(Q)dξ.
We say that the pathwise solution is unique: if (ρ1,u1, Q1, t1) and (ρ2,u2, Q2, t2) are two
local strong pathwise solutions of system (1.2) with
P{(ρ1(0),u1(0), Q1(0)) = (ρ2(0),u2(0), Q2(0))} = 1,
then
P {(ρ1(t, x),u1(t, x), Q1(t, x)) = (ρ2(t, x),u2(t, x), Q2(t, x));∀t ∈ [0, t1 ∧ t2]} = 1.
Definition 2.5. (Maximal strong pathwise solution) A maximal pathwise solution is a quin-
tuple (ρ,u, Q, {τn}n≥1, t) such that each (ρ,u, Q, τn) is a local pathwise solution in the sense
of Definition (2.4) and {τn} is an increasing sequence with limn→∞ τn = t and
sup
t∈[0,τn]
‖u(t)‖2,∞ ≥ R, sup
t∈[0,τn]
‖Q(t)‖3,∞ ≥ R, on the set {t <∞}.
From the Definition 2.5, we can see that
sup
t∈[0,t)
‖u(t)‖2,∞ =∞, sup
t∈[0,t)
‖Q(t)‖3,∞ =∞, on the set {t <∞}.
This means the existence time for the solution is determined by the explosion time of the
W 2,∞-norm of the velocity and W 3,∞-norm of the Q-tensor.
Throughout the paper, we impose the following assumptions on the noise intensity G:
there exists a constant C such that for any integer s > 72 ,
‖ρ−1G(ρ,u)‖2L2(U;W s,2(T)) ≤ C(‖ρ‖
2
1,∞ + ‖u‖
2
2,∞)‖ρ,u‖
2
s,2, (2.5)
and
‖ρ−11 G(ρ1,u1)− ρ
−1
2 G(ρ2,u2)‖
2
L2(U;W s,2(T))
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≤ C(‖ρ1, ρ2‖
2
1,∞ + ‖u1,u2‖
2
2,∞)‖ρ1 − ρ2,u1 − u2‖
2
s,2. (2.6)
Assumption (2.5) will be used for constructing the a priori estimates, while assumption (2.6)
will be applied to obtain the uniqueness.
Remark 2.6. Set r =
√
2Aγ
γ−1ρ
γ−1
2 . If the initial data r0 satisfies some certain assumption, see
Theorem 4.2, then the assumptions (2.5),(2.6) still hold if we replace ρ by r and ρ−1G(ρ,u)
by F(r,u) = 1
ρ(r)G(ρ(r), ρ(r)u).
Our main result of this paper is below.
Theorem 2.7. Assume s ∈ N satisfies s > 92 , and the coefficient G satisfies the assumptions
(2.5),(2.6), and the initial data (ρ0,u0, Q0) be F0-measurable random variable, with values
in W s,2(T) ×W s,2(T;R3) ×W s+1,2(T;S30), also ρ0 > 0, P a.s.. Then there exists a unique
maximal strong pathwise solution (ρ,u, Q, t) to problem (1.2) and (1.3) in the sense of
Definition 2.5.
3. Construction of Truncated Symmetric System
To construct the strong solution, we have assumed that the vacuum state would not
appear. Therefore, we would be able to rewrite the system (1.2) into the symmetric system
following [1]. To begin with, apply equation (1.2)(1), and (1.2)(2) could be written into the
following form
ρ∂tu+ ρu · ∇xu+A∇xρ
γ
=Lu− divx(L∇xQ⊙∇xQ−F(Q)I3) + Ldivx(Q△Q−△QQ) +G(ρ, ρu)
dW
dt
,
as ρ > 0, divide the above equation by ρ on both sides, we could have
∂tu+ u · ∇xu+
A
ρ
∇xρ
γ
=
1
ρ
Lu−
1
ρ
divx(L∇xQ⊙∇xQ−F(Q)I3) + L
1
ρ
divx(Q△Q−△QQ)
+
1
ρ
G(ρ, ρu)
dW
dt
. (3.1)
We could write the pressure term into the form
A
ρ
∇xρ
γ =
A
γ − 1
∇xρ
γ−1 =
2Aγ
γ − 1
ρ
γ−1
2 ∇xρ
γ−1
2 .
Considering this, define
r =
√
2Aγ
γ − 1
ρ
γ−1
2 ,
and
D(r) =
1
ρ(r)
=
(
γ − 1
2Aγ
)− 1
γ−1
r
− 2
γ−1 , F(r,u) =
1
ρ(r)
G(ρ(r), ρ(r)u).
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Then, the system (1.2) could be rewritten as
dr +
(
u · ∇xr +
γ−1
2 rdivxu
)
dt = 0,
du+ (u · ∇xu+ r∇xr)dt
= D(r)(Lu− divx(L∇xQ⊙∇xQ−F(Q)I3) + Ldivx(Q△Q−△QQ))dt
+F(r,u)dW,
dQ+ (u · ∇xQ−ΩQ+QΩ)dt = ΓH(Q)dt.
(3.2)
As mentioned in introduction, we add a cut-off function to render the nonlinear terms,
where the cut-off function depends only on ‖u‖2,∞, ‖Q‖3,∞.
Let ΦR : [0,∞)→ [0, 1] be a C
∞-smooth function defined as follows
ΦR(x) =
{
1, if 0 < x < R,
0, if x > 2R.
Then, define Φu,QR = Φ
u
R · Φ
Q
R, where Φ
u
R = ΦR(‖u‖2,∞),Φ
Q
R = ΦR(‖Q‖3,∞) and add the
cut-off function in front of nonlinear terms of system (3.2), we have
dr +Φu,QR
(
u · ∇xr +
γ−1
2 rdivxu
)
dt = 0,
du+Φu,QR (u · ∇xu+ r∇xr)dt
= Φu,QR D(r)(Lu− divx(L∇xQ⊙∇xQ−F(Q)I3) + Ldivx(Q△Q−△QQ))dt
+Φu,QR F(r,u)dW,
dQ+Φu,QR (u · ∇xQ− ΩQ+QΩ)dt = ΓL△Qdt+Φ
u,Q
R K(Q)dt.
(3.3)
Remark 3.1. In system (3.3), we use the same cut-off function Φu,QR in front of the all
nonlinear terms to simplify the notation. Actually, we can replace Φu,QR by Φ
u
R on the left
side of equations (3.3)(1)(2) and replace Φu,QR by Φ
Q
R on the stochastic term and the right
side of equation (3.3)(3).
In the following, we mainly discuss the truncated system (3.3).
4. Existence of Strong Martingale Solution
In this section, the main aim is that, proving the existence of a strong martingale solution
to system (3.3) which is strong in PDE sense and weak in probability sense if the initial
condition is good enough. To start, we would bring in the concept of strong martingale
solution.
Definition 4.1. (Strong martingale solution) Assume that Λ is a Borel probability measure
on the space W s,2(T)×W s,2(T,R3)×W s+1,2(T, S30), s ∈ N
+, then the quintuple
((Ω,F , {Ft}t≥0,P), r,u, Q,W )
is a strong martingale solution to the truncated system (3.3) equipped with the initial law
Λ if the following conditions hold
(1) (Ω,F , {Ft}t≥0,P) is a stochastic basis, with a complete right-continuous filtration;
(2) r, u are both (Ft)-progressively measurable processes with values in W
s,2(T), Q is
(Ft)-progressively measurable process with values in W
s+1,2(T, S30), satisfying
r ∈ L2(Ω;C([0, T ];W s,2(T)), u ∈ L2(Ω;C([0, T ];W s,2(T;R3)),
Q ∈ L2(Ω;C([0, T ];W s+1,2(T;S30)) ∩ L
2(0, T ;W s+2,2(T;S30)));
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(3) the initial law Λ = P ◦ (r0,u0, Q0)
−1;
(4) for all t ∈ [0, T ], P a.s
r(t) = r0 −
∫ t
0
Φu,QR
(
u · ∇xr +
γ − 1
2
rdivxu
)
dξ,
u(t) = u0 −
∫ t
0
Φu,QR (u · ∇xu+ r∇xr)dξ
+
∫ t
0
Φu,QR D(r)(Lu− divx(L∇xQ⊙∇xQ−F(Q)I3)
+ Ldivx(Q△Q−△QQ))dξ +
∫ t
0
Φu,QR F(r,u)dW,
Q(t) = Q0 −
∫ t
0
Φu,QR (u · ∇xQ− ΩQ+QΩ)dξ +
∫ t
0
ΓL△Q+Φu,QR K(Q)dξ.
We state our main result for this chapter.
Theorem 4.2. Assume the initial data (r0,u0, Q0) satisfies
(r0,u0, Q0) ∈ L
p(Ω;W s,2(T)×W s,2(T,R3)×W s+1,2(T, S30)),
for any 1 ≤ p <∞, s > 72 be a integer, and in addition
‖Q0‖1,2 < R, ‖r0‖1,∞ < R, r0 >
1
R
, P a.s.
for constant R > 0, the coefficient G satisfies assumption (2.5), then there exists a strong
martingale solution to the system (3.3) in the sense of Definition 4.1 and
E
[
sup
t∈[0,T ]
(‖r(t),u(t)‖2s,2 + ‖Q(t)‖
2
s+1,2) +
∫ T
0
Φu,QR ‖u‖
2
s+1,2 + ‖Q‖
2
s+2,2dt
]p
≤ C,
for any T > 0, where C = C(r0,u0, Q0, p, s,R,T, T ) is a constant.
Remark 4.3. Here, we assume that ‖Q0‖W 1,2 < R, P a.s. for establishing the Galerkin
approximate solution, which could also be relaxed to general case, see Section 6.
The following part is devoted to proving Theorem 4.2 which is divided into three steps.
First, we construct the approximate solution in the finite-dimensional space. Then we get the
uniform estimate of the solution, and show the stochastic compactness. Next, the existence
of the strong martingale solution can be derived from taking the limit of the approximate
system.
4.1 Galerkin approximate system. In this subsection, we construct the Galerkin
approximate solution of system (3.3). First, for any smooth function u, Q, the transport
equation (3.3)(1) would admit a classical solution r = r[u], and the solution is unique if the
initial data r0 is given. The solution r[u] shares the same regularity with the initial data r0.
What’s more, for certain constant c, we have
1
R
exp(−cRt) ≤ exp(−cRt) inf
x∈T
r0 ≤ r(t, ·) ≤ exp(cRt) sup
x∈T
r0 ≤ R exp(cRt),
|∇xr(t, ·)| ≤ exp(cRt)|∇xr0| ≤ R exp(cRt), for any t ∈ [0, T ].
(4.1)
The bound (4.1) yields
‖D(r)−1‖1,∞ + ‖D(r)‖1,∞ ≤ C(R) exp(cRt). (4.2)
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In addition, by the mean value theorem, (4.1) and Lemmas 2.1, 2.2, we have for any integer
s > 0
‖D(r)‖s,2 ≤ C(R,T )‖r‖s,2, (4.3)
and
‖D(r1)−D(r2)‖s,2 ≤ C(R,T )‖r1, r2‖s,2‖r1 − r2‖s,2. (4.4)
Indeed, due to the mean value theorem, there exists some θ ∈ (0, 1), such that
‖D(r1)−D(r2)‖s,2
=
∥∥∥∥dDdr (θr1 + (1− θ)r2) · (r1 − r2)
∥∥∥∥
s,2
≤C
∥∥∥∥dDdr (θr1 + (1− θ)r2)
∥∥∥∥
∞
‖(r1 − r2)‖s,2 + C‖(r1 − r2)‖∞
∥∥∥∥dDdr (θr1 + (1− θ)r2)
∥∥∥∥
s,2
≤C(R,T )‖r1, r2‖s,2‖r1 − r2‖s,2.
For r1 = r[v1], r2 = r[v2], r1 − r2 satisfies
d(r1 − r2) + v1 · ∇x(r1 − r2)dt−
γ − 1
2
divxv1(r1 − r2)dt
= −∇xr2 · (v1 − v2)dt−
γ − 1
2
r2divx(v1 − v2)dt,
where v1 = Φ
u1,Q[u1]
R u1, v2 = Φ
u2,Q[u2]
R u2. Breit-Feireisl-Hofmanova´ [1] obtained the conti-
nuity of r[u] with respect to u ∈ C([0, T ];XN (T)) where XN is a finite dimensional space
spanned by {ψm}
N
m=1, see (4.12), that is,
sup
0≤t≤T
‖r[u1]− r[u2]‖
2 ≤ TC sup
0≤t≤T
‖u1 − u2‖
2
Xn
. (4.5)
Lemma 4.4. For any smooth function u, there exists a unique solution
Q ∈ C([0, T ];W s+1,2(T, S30)) ∩ L
2(0, T ;W s+2,2(T, S30))
to the initial value problem{
Qt +Φ
u,Q
R (u · ∇xQ− ΩQ+QΩ) = ΓL△Q+Φ
u,Q
R K(Q), in T× [0, T ]
Q|t=0 = Q0(x) ∈W
s+1,2(T, S30).
(4.6)
Moreover, the mapping
u→ Q[u] : C([0, T ];XN (T))→ C([0, T ];W
s+1,2(T, S30)) ∩ L
2(0, T ;W s+2,2(T, S30)) (4.7)
is continuous on a bounded set B ∈ C([0, T ];XN (T)).
Proof. For any smooth function u, the existence result follows from the standard parabolic
theory. We can also show the uniqueness of the solution for any fixed smooth function u.
Here, we mainly focus on showing the continuity of the mapping u→ Q[u].
Taking {un}n≥1 is a bounded sequence in C([0, T ];XN (T)) with
lim
n→∞
‖un − u‖C([0,T ];XN (T)) = 0. (4.8)
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Denote Qn = Q[un], Q = Q[u], and Q¯n = Qn − Q, then the continuity would follow if we
could prove
‖Q¯n‖
2
C([0,T ];W s+1,2(T,S3
0
)) + ‖Q¯n‖
2
L2(0,T ;W s+2,2(T,S3
0
)) ≤ C sup
t∈[0,T ]
‖un − u‖
2
XN
. (4.9)
From (4.6), we can get that Q¯n satisfies the following system
d
dt
Q¯n − ΓL△Q¯n = Φ
u,Q
R
[
(u− un) · ∇xQ− un · ∇xQ¯n
+ΩnQ¯n − Q¯nΩn + (Ωn − Ω)Q−Q(Ωn − Ω)
]
+
(
Φun,QnR − Φ
u,Q
R
)
(un · ∇xQn −ΩnQn +QnΩn)
+Φu,QR (K(Qn)−K(Q))
+
(
Φun,QnR − Φ
u,Q
R
)
K(Qn), in T× [0, T ],
Q¯n(0) = 0.
(4.10)
Taking α-order derivative on both sides of (4.10) for |α| ≤ s, taking inner product with
−△∂αx Q¯n, then the trace and integrating over T, we arrive at
1
2
d
dt
‖∂α+1x Q¯n‖
2 + ΓL‖△∂αx Q¯n‖
2
=
∫
T
Φu,QR ∂
α
x
([
(u− un) · ∇xQ− un · ∇xQ¯n
+ΩnQ¯n − Q¯nΩn + (Ωn − Ω)Q−Q(Ωn − Ω)
]
+
(
Φun,QnR − Φ
u,Q
R
)
(un · ∇xQn − ΩnQn +QnΩn)
+ Φu,QR (K(Qn)−K(Q))
+
(
Φun,QnR − Φ
u,Q
R
)
K(Qn)
)
: (−△∂αx Q¯n)dx
=I1 + I2 + I3 + I4. (4.11)
As {Qn}n≥1 and Q are uniform bounded in
C([0, T ];W s+1,2(T, S30)) ∩ L
2(0, T ;W s+2,2(T, S30)).
We can estimate I1 by Lemma 2.1 and the Ho¨lder inequality
|I1| ≤
∥∥∂αx [(u− un) · ∇xQ− un · ∇xQ¯n +ΩnQ¯n − Q¯nΩn + (Ωn − Ω)Q−Q(Ωn − Ω)]∥∥
× ‖△∂αx Q¯n‖
≤ C(‖u− un‖s,2‖Q‖s+1,2 + ‖un‖s+1,2‖∂
α+1
x Q¯n‖+ ‖u− un‖s+1,2‖Q‖s,2)‖△∂
α
x Q¯n‖
≤
ΓL
4
‖△∂αx Q¯n‖
2 +C‖∂α+1x Q¯n‖
2 + C‖u− un‖
2
s+1,2.
For I2, by Lemma 2.1 and the Ho¨lder inequality again, we have
|I2| ≤ C(‖u− un‖2,∞ + ‖Q¯n‖3,∞)‖∂
α
x (un · ∇xQn − ΩnQn +QnΩn)‖‖△∂
α
x Q¯n‖
≤
ΓL
4
‖△∂αx Q¯n‖
2 + C‖∂α+1x Q¯n‖
2 + C‖u− un‖
2
s+1,2.
Similarly, for terms I3, I4
|I3 + I4| ≤
ΓL
4
‖△∂αx Q¯n‖
2 + C‖∂α+1x Q¯n‖
2 + C‖u− un‖
2
s+1,2.
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Summing all the estimates up and taking sum for |α| ≤ s, we get
d
dt
‖Q¯n‖
2
s+1,2 +
ΓL
2
‖Q¯n‖
2
s+2,2 ≤ C‖Q¯n‖
2
s+1,2 + C‖un − u‖
2
XN
.
Applying Gronwall’s inequality, then
‖Q¯n(t)‖
2
s+1,2 +
ΓL
2
∫ t
0
‖Q¯n‖
2
s+2,2dτ ≤ Ce
CT sup
t∈[0,T ]
‖un − u‖
2
XN
,
for any t ∈ [0, T ]. So let n→∞, since supt∈[0,T ] ‖un − u‖
2
XN
→ 0, then (4.9) follows.
Finally, we prove Q ∈ S30 , namely tr(Q) = 0 and Q = Q
T a.e in T× [0, T ]. If we apply the
transpose to the equation (4.6)(1), using the fact that ‖Q‖3,∞ = ‖Q
T‖3,∞, we have
(QT)t +Φ
u,QT
R (u · ∇xQ
T − ΩQT +QTΩ) = ΓL△QT +Φu,Q
T
R K(Q
T).
So QT also satisfies the equation. The uniqueness result leads to Q = QT. The proof of
tr(Q) = 0, we refer the reader to [5]. 
We proceed to construct the approximate solution to the momentum equation. Let
{ψm}
∞
m=1 be an orthonormal basis of the space L
2(T,R3). Set
Xn = span{ψ1, . . . , ψn}. (4.12)
Let Pn be an orthogonal projection from L
2(T,R3) into Xn, given by
Pn : v → vn =
n∑
j=1
(v, ψj)ψj , for all v ∈ L
2(T,R3).
We now find the approximate velocity field un ∈ L
2(Ω, C([0, T ];Xn)) to the following
momentum equation
d〈un, ψi〉+Φ
un,Qn
R 〈un∇xun + r[un]∇xr[un], ψi〉dt
= Φun,QnR 〈D(r[un])(Lun − divx(L∇xQ[un]⊙∇xQ[un]−F(Q[un])I3)
+Ldivx(Q[un]△Q[un]−△Q[un]Q[un])), ψi〉dt
+Φun,QnR 〈F(r[un],un), ψi〉dW, i = 1, . . . , n
un(0) = Pnu0.
To handle the nonlinear Q-tensor terms above, with the spirit of [2], we define another
C∞-smooth cut-off function
ΨK(z) =
{
1, |z| ≤ K,
0, |z| > 2K.
For any v =
∑n
i=1 viψi ∈ Xn, define v
K =
∑n
i=1ΨK(vi)viψi, then we have ‖v
K‖C([0,T ];Xn) ≤
2K and the truncation operator Tr : v→ vK satisfies
Tr : Xn → Xn, and ‖Tr(v1)− Tr(v2)‖Xn ≤ C(n)‖v1 − v2‖Xn .
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Define the mapping
〈T [u];ψi〉 = 〈u
K
0 ;ψi〉 −
∫ ·
0
Φ
u,Q[uK ]
R 〈u
K∇xu
K + r[uK ]∇xr[u
K ];ψi〉dt
+
∫ ·
0
Φ
u,Q[uK ]
R 〈D(r[u
K ])(LuK − divx(L∇xQ[u
K ]⊙∇xQ[u
K ]−F(Q[uK ])I3)
+ Ldivx(Q[u
K ]△Q[uK ]−△Q[uK ]Q[uK ]));ψi〉dt
+
∫ ·
0
Φ
u,Q[uK ]
R 〈F(r[u
K ],uK);ψi〉dW, i = 1, . . . , n.
(4.13)
Next, we show that the mapping T is a contraction on B = L2(Ω;C([0, T ∗];Xn)) with fixed
K,n for T ∗ small enough. Denote the right side of (4.13) Tdet as the deterministic part, and
Tsto as the component
∫ ·
0 Φ
u,Q
R 〈F(r[u],u);ψi〉dW respectively.
Combining the assumption on initial data Q0 and the definition of u
K , we have after a
easily calculation
‖Q‖C([0,T ];W 1,2) ≤ C(K,R), P a.s. (4.14)
Together estimates (4.1), (4.4), (4.5), (4.7), (4.14) with the equivalence of norms on finite
dimensional space Xn, we can show that the mapping Tdet satisfies the estimate
‖Tdet(u1)− Tdet(u2)‖
2
B ≤ T
∗C(n,R, T,K)‖u1 − u2‖
2
B, (4.15)
and the mapping Tsto satisfies the estimate
‖Tsto(u1)− Tsto(u2)‖
2
B ≤ T
∗C(n,R)‖u1 − u2‖
2
B. (4.16)
Combining (4.15) and (4.16), we infer that there exists approximate solution sequence be-
longing to L2(Ω;C([0, T∗];Xn)) to momentum equation for small time T
∗ by the Banach
fixed point theorem. Here we first assume that the estimates (4.43),(4.44) hold. Then, we
could extend the existence time T ∗ to any T > 0.
Next, we pass K → ∞ to construct the approximate solution (rn,un, Qn). Define a
stopping time τK
τK = inf
{
t ∈ [0, T ], sup
ξ∈[0,t]
∥∥uKn (ξ)∥∥Xn ≥ K
}
,
with the convention inf ∅ = T . Note that τK1 ≥ τK2 if K1 ≥ K2, due to the uniqueness,
we have (rK1n ,u
K1
n , Q
K1
n ) = (r
K2
n ,u
K2
n , Q
K2
n ) on the interval [0, τK2). Therefore, we can define
(rn,un, Qn) = (r
K
n ,u
K
n , Q
K
n ) on interval [0, τK ]. Note that
P
{
sup
K∈N+
τK = T
}
= 1− P
{(
sup
K∈N+
τK = T
)c}
= 1− P
{
sup
K∈N+
τK < T
}
≥ 1− P {τK < T} = 1− P
{
sup
t∈[0,T ]
‖uKn ‖Xn ≥ K
}
.
From the Chebyshev inequality, estimate (4.43) and the equivalence of norms on finite di-
mensional space, we know
lim
K→∞
P
{
sup
t∈[0,T ]
‖uKn ‖Xn ≥ K
}
= 0,
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which leads to
P
{
sup
K∈N+
τK = T
}
= 1.
As a result, we could extend the existence time interval [0, τK) to [0, T ] for any T > 0,
obtaining the global existence of approximate solution sequence (rn,un, Qn).
4.2 Uniform estimates. In this subsection, we derive a priori estimates that hold
uniformly for n ≥ 1, which allow us to extend the existence interval to any T > 0 and
provide a preliminary for our stochastic compactness argument.
Let α be a multi index such that |α| ≤ s. Taking α-order derivative on both sides of
system (3.3) in the x-variable, then taking inner product with ∂αx rn on both sides of (3.3)(1)
and applying the Itoˆ formula to function ‖∂αxun‖
2, we obtain
1
2
d‖∂αx rn‖
2 +Φun,QnR
〈
un · ∇x∂
α
x rn +
γ − 1
2
rndivx∂
α
xun, ∂
α
x rn
〉
dt
=Φun,QnR 〈un · ∂
α
x∇xrn − ∂
α
x (un · ∇xrn), ∂
α
x rn〉 dt
+
γ − 1
2
Φun,QnR 〈rn∂
α
x divxun − ∂
α
x (rndivxun), ∂
α
x rn〉 dt
= : 〈T n1 dt+ T
n
2 dt, ∂
α
x rn〉 , (4.17)
and
1
2
d‖∂αxun‖
2 +Φun,QnR 〈Pn [un∇x∂
α
xun + rn∇x∂
α
x rn] , ∂
α
xun〉dt
− Φun,QnR 〈PnD(rn)L(∂
α
xun), ∂
α
xun〉dt
+Φun,QnR
〈
PnD(rn)divx∂
α
x
(
L∇xQn ⊙∇xQn −
L
2
|∇xQn|
2I3
)
, ∂αxun
〉
dt
− Φun,QnR
〈
PnD(rn)divx∂
α
x
(
a
2
I3tr(Q
2
n)−
b
3
I3tr(Q
3
n) +
c
4
I3tr
2(Q2n)
)
, ∂αxun
〉
dt
− Φun,QnR 〈PnD(rn)divx (L∂
α
x (Qn△Qn −△QnQn)) , ∂
α
xun〉dt
=Φun,QnR 〈Pn[un∂
α
x∇xun − ∂
α
x (un∇xun)], ∂
α
xun〉 dt
+Φun,QnR 〈Pn[rn∂
α
x∇xrn − ∂
α
x (rn∇xrn)], ∂
α
xun〉dt
− Φun,QnR 〈Pn[D(rn)∂
α
xLun − ∂
α
x (D(rn)Lun)], ∂
α
xun〉dt
+Φun,QnR
〈
Pn
[
D(rn)∂
α
x divx
(
L∇xQn ⊙∇xQn −
L
2
|∇xQn|
2I3
)
− ∂αx (D(rn)divx
(
L∇xQn ⊙∇xQn −
L
2
|∇xQn|
2I3
)]
, ∂αxun
〉
dt
− Φun,QnR
〈
Pn
[
D(rn)∂
α
x divx
(
a
2
I3tr(Q
2
n)−
b
3
I3tr(Q
3
n) +
c
4
I3tr
2(Q2n)
)
− ∂αx (D(rn)divx
(
a
2
I3tr(Q
2
n)−
b
3
I3tr(Q
3
n) +
c
4
I3tr
2(Q2n)
)]
, ∂αxun
〉
dt
− Φun,QnR
〈
Pn
[
D(rn)∂
α
x divx(L(Qn△Qn −△QnQn))
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− ∂αx (D(rn)divx(L(Qn△Qn −△QnQn)))
]
, ∂αxun
〉
dt
+Φun,QnR 〈∂
α
xF(rn,un), ∂
α
xun〉dW +
1
2
Φun,QnR
∑
k≥1
∫
T
|∂αxF(rn,un)ek|
2dxdt
= :
8∑
i=3
〈T ni , ∂
α
xun〉dt+Φ
un,Qn
R 〈∂
α
xF(rn,un), ∂
α
xun〉dW
+
1
2
Φun,QnR
∑
k≥1
∫
T
|∂αxF(rn,un)ek|
2dxdt. (4.18)
To handle the highest order term Q△Q − △QQ, we have to take the inner product with
−D(rn)△∂
α
xQn in equation 3.3(3), then we could get
1
2
d‖
√
D(rn)∇x∂
α
xQn‖
2 −
1
2
∫
T
D(rn)t|∇x∂
α
xQn|
2dxdt
−
∫
T
∇xD(rn)(∂
α
xQn)t : ∇x∂
α
xQndxdt+ ΓL‖
√
D(rn)△∂
α
xQn‖
2dt
− Φun,QnR
∫
T
D(rn)(un · ∇x∂
α
xQn) : △∂
α
xQndxdt
− Φun,QnR
∫
T
D(rn)((∂
α
xΩn)Qn −Qn(∂
α
xΩn)) : △∂
α
xQndxdt
− ΓΦun,QnR
∫
T
D(rn)∂
α
x
(
aQn − b
(
Q2n −
I3
3
tr(Q2n) + cQntr(Q
2
n)
))
: △∂αxQndxdt
=−
∫
T
D(rn)Φ
un,Qn
R (un · ∂
α
x∇xQn − ∂
α
x (un · ∇xQn)) : △∂
α
xQndxdt
−
∫
T
D(rn)Φ
un,Qn
R ((∂
α
xΩn)Qn −Qn(∂
α
xΩn)− ∂
α
x (ΩnQn −QnΩn)) : △∂
α
xQndxdt
= :
∫
T
(T9 + T10) : △∂
α
xQndxdt. (4.19)
We are going to estimate all the right hand terms. Using Lemma 2.1 and the Ho¨lder
inequality,
|〈T n1 , ∂
α
x rn〉| ≤ CΦ
un,Qn
R (‖∇xun‖∞‖∇
s
xrn‖+ ‖∇xrn‖∞‖∇
s
xun‖)‖∇
s
xrn‖
≤ C(R)(‖∇sxrn‖
2 + ‖∇sxun‖
2),
|〈T n2 , ∂
α
x rn〉| ≤ CΦ
un,Qn
R (‖∇xrn‖∞‖∇
s
xun‖+ ‖divxun‖∞‖∇
s
xrn‖)‖∇
s
xrn‖
≤ C(R)(‖∇sxun‖
2 + ‖∇sxrn‖
2).
(4.20)
Also using Lemma 2.1, estimates (4.2), (4.3) and the Ho¨lder inequality, we have the following
estimates for T n3 to T
n
10
|〈T n3 , ∂
α
xun〉| = |Φ
un,Qn
R 〈un∂
α
x∇xun − ∂
α
x (un∇xun), ∂
α
xun〉|
≤ CΦun,QnR ‖∇xun‖∞‖∇
s
xun‖
2 ≤ C(R)‖∇sxun‖
2, (4.21)
|〈T n4 , ∂
α
xun〉| = |Φ
un,Qn
R 〈rn∂
α
x∇xrn − ∂
α
x (rn∇xrn), ∂
α
xun〉|
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≤ CΦun,QnR ‖∇xrn‖∞‖∇
s
xrn‖‖∇
s
xun‖ ≤ C(R)(‖∇
s
xrn‖
2 + ‖∇sxun‖
2), (4.22)
|〈T n5 , ∂
α
xun〉| = |Φ
un,Qn
R 〈D(rn)∂
α
xLun − ∂
α
x (D(rn)Lun), ∂
α
xun〉|
≤ CΦun,QnR (‖∇xD(rn)‖∞‖∇
s−1
x Lun‖+ ‖Lun‖∞‖∇
s
xD(rn)‖)‖∇
s
xun‖
≤ C(R)Φun,QnR (‖∇
s+1
x un‖+ ‖∇
s
xrn‖)‖∇
s
xun‖
≤
ν
8
Φun,QnR ‖
√
D(rn)∇
s+1
x un‖
2 + C(R)(‖∇sxrn‖
2 + ‖∇sxun‖
2), (4.23)
|〈T n6 , ∂
α
xun〉| =
∣∣∣∣Φun,QnR 〈D(rn)∂αx divx(L∇xQn ⊙∇xQn − L2 |∇xQn|2I3
)
− ∂αx (D(rn)divx
(
L∇xQn ⊙∇xQn −
L
2
|∇xQn|
2I3
)
, ∂αxun
〉∣∣∣∣
≤ CΦun,QnR
(
‖∇xD(rn)‖∞
∥∥∥∥∇sx(L∇xQn ⊙∇xQn − L2 |∇xQn|2I3
)∥∥∥∥) ‖∇sxun‖
+
∥∥∥∥divx(L∇xQn ⊙∇xQn − L2 |∇xQn|2I3
)∥∥∥∥
∞
‖∇sxrn‖‖∇
s
xun‖
≤ CΦun,QnR (‖∇xD(rn)‖∞‖∇xQn‖∞‖∇
s+1
x Qn‖
+ ‖∇xQn‖∞‖∇
2
xQn‖∞‖∇
s
xrn‖)‖∇
s
xun‖
≤ C(R)(‖∇s+1x Qn‖
2 + ‖∇sxrn‖
2 + ‖∇sxun‖
2), (4.24)
|〈T n7 , ∂
α
xun〉| =
∣∣∣∣Φun,QnR 〈D(rn)∂αx divx(a2I3tr(Q2n)− b3I3tr(Q3n) + c4I3tr2(Q2n)
)
− ∂αx (D(rn)divx
(
a
2
I3tr(Q
2
n)−
b
3
I3tr(Q
3
n) +
c
4
I3tr
2(Q2n)
)
, ∂αxun
〉∣∣∣∣
≤ CΦun,QnR
(
‖∇xD(rn)‖∞
∥∥∥∥∇s−1x divx(a2I3tr(Q2n)− b3I3tr(Q3n) + c4I3tr2(Q2n)
)∥∥∥∥
+
∥∥∥∥divx(a2I3tr(Q2n)− b3I3tr(Q3n) + c4I3tr2(Q2n)
)∥∥∥∥
∞
‖∇sxrn‖
)
‖∇sxun‖
≤ CΦun,QnR (‖Qn‖
3
∞ + ‖Qn‖1,∞)(‖∇
s
xQn‖
2 + ‖∇sxrn‖
2 + ‖∇sxun‖
2)
≤ C(R)(‖∇sxQn‖
2 + ‖∇sxrn‖
2 + ‖∇sxun‖
2), (4.25)
|〈T n8 , ∂
α
xun〉| =
∣∣Φun,QnR 〈D(rn)∂αx divx(L(Qn△Qn −△QnQn))
− ∂αx (D(rn)divx(L(Qn△Qn −△QnQn))), ∂
α
xun
〉∣∣
≤ CΦun,QnR (‖∇xD(rn)‖∞‖∇
s
x(Qn△Qn −△QnQn)‖
+ ‖divx(Qn△Qn −△QnQn)‖∞‖∇
s
xD(rn)‖)‖∇
s
xun‖
≤ CΦun,QnR (‖Qn‖∞‖△∂
s
xQn‖+ ‖∇
2
xQn‖∞‖∇
s
xQn‖)‖∇
s
xun‖
+ CΦun,QnR (‖∇xQn‖∞‖∇
2
xQn‖∞ + ‖Qn‖∞‖∇
3
xQn‖∞)‖∇
s
xrn‖‖∇
s
xun‖
≤ C(R)(‖∇sxQn‖
2 + ‖∇sxrn‖
2 + ‖∇sxun‖
2) +
ΓL
8
‖
√
D(rn)△∂
s
xQn‖
2, (4.26)
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and ∣∣∣∣∫
T
(T9 + T10) : △∂
α
xQndx
∣∣∣∣
≤ C(R)
∥∥∥Φun,QnR (un · ∂αx∇xQn − ∂αx (un · ∇xQn))∥∥∥ ‖√D(rn)△∂αxQn‖
+ C(R)
∥∥∥Φun,QnR ((∂αxΩn)Qn −Qn(∂αxΩn)− ∂αx (ΩnQn −QnΩn))∥∥∥ ‖√D(rn)△∂αxQn‖
≤ C(R)Φun,QnR (‖∇xun‖∞‖∇
s
xQn‖+ ‖∇xQn‖∞‖∇
s
xun‖)‖
√
D(rn)△∂
α
xQn‖
+ C(R)Φun,QnR (‖∇xQn‖∞‖∇
s
xun‖+ ‖∇xun‖∞‖∇
s
xQn‖)‖
√
D(rn)△∂
α
xQn‖
≤ C(R)(‖∇sxQn‖
2 + ‖∇sxun‖
2) +
ΓL
8
‖
√
D(rn)△∂
s
xQn‖
2. (4.27)
According to the assumption on G, we could have the estimate∑
k≥1
∫ t
0
Φun,QnR
∫
T
|∂αxF(rn,un)ek|
2dxdξ
≤C
∫ t
0
Φun,QnR
∫
T
‖rn,∇un‖
2
1,∞(‖∇
s
xrn‖
2 + ‖∇sxun‖
2)dxdξ
≤C(R)
∫ t
0
∫
T
(‖∇sxrn‖
2 + ‖∇sxun‖
2)dxdξ. (4.28)
Next, we proceed to estimate the term on the left hand of (4.17)-(4.18). Integration by
parts, we get ∣∣∣∣Φun,QnR ∫
T
un · ∇x∂
α
x rn∂
α
x rndx
∣∣∣∣ = ∣∣∣∣12Φun,QnR
∫
T
un · ∇x(∂
α
x rn)
2dx
∣∣∣∣
=
∣∣∣∣12Φun,QnR
∫
T
divxun|∂
α
x rn|
2dx
∣∣∣∣ ≤ C(R)‖∇sxrn‖2, (4.29)
and
Φun,QnR
∫
T
[un · ∇x∂
α
xun + rn · ∇x∂
α
x rn] · ∂
α
xundx
=−
1
2
Φun,QnR
∫
T
|∂αxun|
2divxundx− Φ
un,Qn
R
∫
T
rndivx∂
α
xun∂
α
x rndx
− Φun,QnR
∫
T
∇xrn · ∂
α
xun∂
α
x rndx
≤C(R)(‖∇sxun‖
2 + ‖∇sxrn‖
2)− Φun,QnR
∫
T
rndivx∂
α
xun∂
α
x rndx, (4.30)
as well as we have by estimate (4.2)
Φun,QnR
∫
T
D(rn)L(∂
α
xun) · ∂
α
xundx
=Φun,QnR
∫
T
D(rn)(υ△∂
α
xun + (υ + λ)∇xdivx∂
α
xun) · ∂
α
xundx
=− Φun,QnR
∫
T
D(rn)(υ|∇x∂
α
xun|
2 + (υ + λ)|divx∂
α
xun|
2)dx
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− Φun,QnR
∫
T
∇xD(rn)(υ∇x∂
α
xun + (υ + λ)divx∂
α
xun)∂
α
xundx
≤− Φun,QnR
∫
T
D(rn)(υ|∇x∂
α
xun|
2 + (υ + λ)|divx∂
α
xun|
2)dx
+Φun,QnR ‖∇xD(rn)‖L∞(υ‖∇x∂
α
xun‖+ (υ + λ)‖divx∂
α
xun‖)‖∂
α
xun‖
≤ − Φun,QnR
∫
T
D(rn)(υ|∇x∂
α
xun|
2 + (υ + λ)|divx∂
α
xun|
2)dx+ C(R)‖∂sxun‖
2
+
1
8
Φun,QnR (υ‖
√
D(rn)∇x∂
α
xun‖
2 + (υ + λ)‖
√
D(rn)divx∂
α
xun‖
2). (4.31)
Also integration by parts, estimate (4.2), Lemmas 2.1,2.3 and the Ho¨lder inequality give
Φun,QnR
∫
T
D(rn)divx(L∂
α
x (Qn△Qn −△QnQn)) · ∂
α
xundx
=− Φun,QnR
∫
T
D(rn)(L∂
α
x (Qn△Qn −△QnQn)) : ∂
α
x∇xu
T
ndx
− Φun,QnR
∫
T
∇xD(rn)(L∂
α
x (Qn△Qn −△QnQn)) · ∂
α
xundx
=− LΦun,QnR
∫
T
D(rn)(Qn△∂
α
xQn −△∂
α
xQnQn)) : ∂
α
x∇xu
T
ndx
− Φun,QnR
∫
T
∇xD(rn)(L∂
α
x (Qn△Qn −△QnQn)) · ∂
α
xundx
− LΦun,QnR
∫
T
D(rn)(∂
α
x (Qn△Qn −△QnQn)− (Qn△∂
α
xQn −△∂
α
xQnQn)) : ∂
α
x∇xu
T
ndx
≤− LΦun,QnR
∫
T
D(rn)((∂
α
xΩn)Qn −Qn(∂
α
xΩn)) : △∂
α
xQndx
+ C(R)Φun,QnR (‖∇
s
x(Qn△Qn −△QnQn)‖‖∇
s
xun‖
+ ‖∂αx (Qn△Qn −△QnQn)− (Qn△∂
α
xQn −△∂
α
xQnQn)‖‖∇
s+1
x un‖)
≤− LΦun,QnR
∫
T
D(rn)((∂
α
xΩn)Qn −Qn(∂
α
xΩn)) : △∂
α
xQndx
+ C(R)Φun,QnR (‖Qn‖∞‖△∂
s
xQn‖+ ‖∇
2
xQn‖∞‖∇
s
xQn‖)‖∇
s
xun‖
+ C(R)Φun,QnR (‖∇xQn‖∞‖∇
s+1
x Qn‖+ ‖∇
2
xQn‖∞‖∇
s
xQn‖)‖∇
s+1
x un‖
≤ − LΦun,QnR
∫
T
D(rn)((∂
α
xΩn)Qn −Qn(∂
α
xΩn)) : △∂
α
xQndx
+ C(R)(‖△∂sxQn‖+ ‖∇
s
xQn‖)‖∇
s
xun‖+ C(R)(‖∇
s+1
x Qn‖+ ‖∇
s
xQn‖)‖∇
s+1
x un‖, (4.32)
and ∣∣∣∣Φun,QnR ∫
T
D(rn)divx∂
α
x
(
L∇xQn ⊙∇xQn −
L
2
|∇xQn|
2I3
)
· ∂αxundx
∣∣∣∣
=
∣∣∣∣Φun,QnR ∫
T
∇xD(rn)∂
α
x
(
L∇xQn ⊙∇xQn −
L
2
|∇xQn|
2I3
)
· ∂αxundx
+Φun,QnR
∫
T
D(rn)∂
α
x
(
L∇xQn ⊙∇xQn −
L
2
|∇xQn|
2I3
)
: ∂αx∇xu
T
ndx
∣∣∣∣
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≤C(R)Φun,QnR ‖∇
s+1
x Qn‖(‖∇
s
xun‖+ ‖∇
s+1
x un‖)
≤C(R)(‖∇s+1x Qn‖
2 + ‖∇sxun‖
2) +
υ
8
Φun,QnR ‖
√
D(rn)∇
s+1
x un‖
2, (4.33)
as well as∣∣∣∣Φun,QnR ∫
T
D(rn)divx∂
α
x
(
a
2
I3tr(Q
2
n)−
b
3
I3tr(Q
3
n) +
c
4
I3tr
2(Q2n)
)
· ∂αxundx
∣∣∣∣
=
∣∣∣∣Φun,QnR ∫
T
∇xD(rn)∂
α
x
(
a
2
I3tr(Q
2
n)−
b
3
I3tr(Q
3
n) +
c
4
I3tr
2(Q2n)
)
· ∂αxundx
+Φun,QnR
∫
T
D(rn)∂
α
x
(
a
2
I3tr(Q
2
n)−
b
3
I3tr(Q
3
n) +
c
4
I3tr
2(Q2n)
)
: ∂αx∇u
T
ndx
∣∣∣∣
≤CΦun,QnR (‖D(rn)‖1,∞ + ‖D(rn)‖∞)(1 + ‖Qn‖
3
∞)‖∇
s
xQn‖(‖∇
s
xun‖+ ‖∇
s+1
x un‖)
≤C(R)(‖∇sxQn‖
2 + ‖∇sxun‖
2) +
υ
8
Φun,QnR ‖
√
D(rn)∇
s+1
x un‖
2. (4.34)
Next, we estimate the right hand side of (4.19). According to equation (3.3)(1), we have
the estimate of D(rn)t
‖D(rn)t‖∞ =
∥∥∥∥ ρ[rn]tρ[rn]2
∥∥∥∥
∞
≤ C(R)Φun,QnR ‖divx(ρ[rn]un)‖∞
≤ C(R)Φun,QnR (‖rn‖∞‖divxun‖∞ + ‖∇xrn‖∞‖un‖∞) ≤ C(R). (4.35)
Considering equation (4.6), we can get the estimate of (∂αxQn)t as follows
‖(∂αxQn)t‖ =
∥∥∥∥ΓL△∂αxQn +Φun,QnR [− ∂αx (un · ∇xQn) + ∂αx (ΩnQn −QnΩn)
− Γ∂αx
(
aQn − b
(
Q2n −
I3
3
tr(Q2n)
)
+ cQntr(Q
2
n)
)]∥∥∥∥
≤ C(R)(‖∇sxQn‖+ ‖∇
s+1
x Qn‖+ ‖∇
s
xun‖+ ‖△∂
s
xQn‖). (4.36)
The above two estimates combine with (4.2), yielding∣∣∣∣12
∫
T
D(rn)t|∇x∂
α
xQn|
2dx+
∫
T
∇xD(rn)(∂
α
xQn)t : ∇x∂
α
xQndx
∣∣∣∣
≤ C‖D(rn)t‖∞‖∇
s+1
x Qn‖
2 + C‖∇xD(rn)‖∞‖(∂
α
xQn)t‖‖∇
s+1
x Qn‖
≤ C(R)‖∇s+1x Qn‖
2 + C(R)(‖∇s+1x Qn‖+ ‖∇
s
xun‖+ ‖△∂
s
xQn‖)‖∇
s+1
x Qn‖
≤ C(R)(‖∇s+1x Qn‖
2 + ‖∇sxun‖
2) +
ΓL
8
‖
√
D(rn)△∂
s
xQn‖
2. (4.37)
In addition, we also have
Φun,QnR
∣∣∣∣∫
T
D(rn)(un · ∇x∂
α
xQn) : △∂
α
xQndx
∣∣∣∣
≤Φun,QnR ‖D(rn)‖∞‖un‖∞‖∇
s+1
x Qn‖‖△∂
s
xQn‖
≤C(R)‖∇s+1x Qn‖
2 +
ΓL
8
‖
√
D(rn)△∂
s
xQn‖
2,
Φun,QnR
∣∣∣∣∫
T
D(rn)∂
α
x
(
aQn − b
(
Q2n −
I3
3
tr(Q2n)
)
+ cQntr(Q
2
n)
)
: △∂αxQndx
∣∣∣∣
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≤Φun,QnR ‖D(rn)‖∞‖△∂
α
xQn‖
∥∥∥∥∂αx (aQn − b(Q2n − I33 tr(Q2n)
)
+ cQntr(Q
2
n)
)∥∥∥∥
≤C(R)Φun,QnR (‖Qn‖∞ + ‖Qn‖
2
∞)‖∇
s
xQn‖‖△∂
s
xQn‖
≤C(R)‖∇s+1x Qn‖
2 +
ΓL
8
‖
√
D(rn)△∂
s
xQn‖
2. (4.38)
Summing all the estimates (4.20)-(4.38), note that the first term in (4.32) cancel with the
forth integral in (4.19), also the second term in (4.30) was cancelled, we conclude
d(‖∂αx rn(t)‖
2 + ‖∂αxun(t)‖
2 + ‖
√
D(rn)∇x∂
α
xQn(t)‖
2)
+ Φun,QnR
∫
T
D(rn)(υ|∇x∂
α
xun|
2 + (υ + λ)|divx∂
α
xun|
2)dxdt
+ ΓL‖
√
D(rn)△∂
α
xQn‖
2dt
≤C(R)(‖∇sxrn‖
2 + ‖∇sxun‖
2 + ‖
√
D(rn)∇
s+1
x Qn‖
2)dt
+Φun,QnR
∫
T
∂αxF(rn,un) · ∂
α
xundxdW. (4.39)
Define the stopping time τM
τM = inf
{
t ≥ 0; sup
ξ∈[0,t]
‖rn(ξ),un(ξ)‖
2
s,2 ≥M
}
,
if the set is empty, choosing τM = T . Then, taking sum for |α| ≤ s, taking integral with
respect to time and sumpremum on interval [0, t∧ τM ], power p, finally expectation on both
sides of (4.39), we arrive at
E
[
sup
ξ∈[0,t∧τM ]
(‖∂sxrn‖
2 + ‖∂sxun‖
2 + ‖
√
D(rn)∇x∂
s
xQn‖
2)
]p
+ E
(∫ t∧τM
0
Φun,QnR
∫
T
D(rn)(υ|∇x∂
s
xun|
2 + (υ + λ)|divx∂
s
xun|
2)dxdξ
)p
+ E
(∫ t∧τM
0
ΓL‖
√
D(rn)△∂
s
xQn‖
2dξ
)p
≤CE(‖r0,u0‖
2
s,2 + ‖Q0‖
2
s+1,2)
p
+ CE
(∫ t∧τM
0
(‖∇sxrn‖
2 + ‖∇sxun‖
2 + ‖
√
D(rn)∇
s+1
x Qn‖
2)dξ
)p
+ CE
[
sup
ξ∈[0,t∧τM ]
∣∣∣∣∫ ξ
0
Φun,QnR
∫
T
∂sxF(rn,un) · ∂
s
xundxdW
∣∣∣∣
]p
. (4.40)
Regarding the stochastic integral, we could apply the Burkholder-Davis-Gundy inequality
(2.4) and assumptions (2.5), for any 2 ≤ p <∞
E
[
sup
ξ∈[0,t∧τM ]
∣∣∣∣∫ ξ
0
Φun,QnR
∫
T
∂sxF(rn,un) · ∂
s
xundxdW
∣∣∣∣
]p
≤ C(p)E
[∫ t∧τM
0
(Φun,QnR )
2‖F(rn,un)‖
2
L2(U;W s,2(T))
‖un‖
2
s,2dξ
] p
2
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≤ C(p)E
[∫ t∧τM
0
(Φun,QnR )
2‖rn,∇un‖
2
1,∞‖rn,un‖
4
s,2dξ
] p
2
≤ C(p,R)E
[
sup
ξ∈[0,t∧τM ]
‖rn,un‖
2
s,2
∫ t∧τM
0
‖rn,un‖
2
s,2dξ
] p
2
≤
1
2
E
[
sup
ξ∈[0,t∧τM ]
‖rn,un‖
2p
s,2
]
+ C(p,R)E
[∫ t∧τM
0
‖rn,un‖
2
s,2dξ
]p
. (4.41)
Combining (4.40)-(4.41), the Gronwall inequality gives
E
[
sup
ξ∈[0,t∧τM ]
(‖∂sxrn‖
2 + ‖∂sxun‖
2 + ‖
√
D(rn)∇x∂
s
xQn‖
2)
]p
+E
(∫ t∧τM
0
Φun,QnR
∫
T
D(rn)(υ|∇x∂
s
xun|
2 + (υ + λ)|divx∂
s
xun|
2)dxdξ
)p
+E
(∫ t∧τM
0
ΓL‖
√
D(rn)△∂
s
xQn‖
2dξ
)p
≤ C, (4.42)
where the constant C is independent of n, but depends on (s, p,R,T, T ) and the initial data.
Taking M → ∞ in (4.42), using the fact that 1
C(R) ≤ D(rn) ≤ C(R), we establish the a
priori estimates
rn ∈ L
p(Ω;C([0, T ];W s,2(T))), un ∈ L
p(Ω;C([0, T ];W s,2(T,R3))), (4.43)
Qn ∈ L
p(Ω;C([0, T ];W s+1,2(T, S30)) ∩ L
2(0, T ;W s+2,2(T, S30))), (4.44)
for all p ≥ 1, integer s > 72 .
4.3 Compactness argument. Let {rn,un, Qn}n≥1 be the sequence of approximate
solutions to system (3.3) relative to the fixed stochastic basis (Ω,F , {Ft}t≥0,P,W ) and F0-
measurable random variable (r0,u0, Q0). We define the path space
X = Xr × Xu × XQ × XW ,
where
Xr = C([0, T ];W
s−1,2(T)), Xu = C([0, T ];W
s−1,2(T,R3)),
XQ = C([0, T ];W
s.2(T, S30)) ∩ L
2(0, T ;W s+1,2(T, S30)), XW = C([0, T ];U0).
Define the sequence of probability measures
µn = µnr ⊗ µ
n
u
⊗ µnQ ⊗ µW , (4.45)
where µnr (·) = P{rn ∈ ·}, µ
n
u
= P{un ∈ ·}, µ
n
Q = P{Qn ∈ ·}, µW = P{W ∈ ·}. In the
following lemma, we show that the set {µn}n≥1 is in fact weakly compact. It suffices to show
that each set {µn· }n≥1 is weakly compact on the corresponding path space X·.
Lemma 4.5. The set of the sequence of measures {µn
u
}n≥1 is tight on path space Xu.
Proof. First, we show that for any α ∈ [0, 12)
E‖un‖Cα([0,T ];L2(T,R3)) ≤ C, (4.46)
where C is independent of n.
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Decompose un = Xn + Yn, where
Xn =
∫ t
0
−Φun,QnR Pn(un∇xun + rn∇xrn) + Φ
un,Qn
R Pn(D(rn)(Lun
−divx(L∇xQn ⊙∇xQn −F(Qn)I3) + Ldivx(Qn△Qn −△QnQn)))dξ,
Yn =
∫ t
0
Φun,QnR PnF(rn,un)dW.
Using the a priori estimates (4.43), (4.44) and the Ho¨lder inequality, we have for p ≥ 2
E‖Xn‖W 1,p(0,T ;L2(T,R3)) ≤ C,
where C is independent of n. By the embedding (2.3), we obtain estimate
E‖Xn‖Cα([0,T ];L2(T,R3)) ≤ C.
Regarding the stochastic term Yn, using the Burkholder-Davis-Gundy inequality (2.4) and
assumptions (2.5),
E
∥∥∥∥∫ t
0
Φun,QnR PnF(rn,un)dW
∥∥∥∥
Cα([0,T ];L2(T))
≤ E
 sup
t,t′∈[0,T ]
∥∥∥∫ tt′ Φun,QnR PnF(rn,un)dW∥∥∥
L2
|t− t′|α

≤
E
∥∥∥∫ tt′ Φun,QnR F(rn,un)dW∥∥∥
L2
|t− t′|α
+ δ′
≤
E
(∫ t
t′
∥∥∥Φun,QnR F(rn,un)∥∥∥2
L2(U;L2(T))
dξ
) 1
2
|t− t′|α
+ δ′
≤ C(R)|t− t′|
1
2
−α + δ′ ≤ C.
Thus, we get (4.46). Fix any α ∈ [0, 12 ), by the Aubin-Lions Lemma, we have
Cα([0, T ];L2(T,R3)) ∩ C([0, T ];W s,2(T,R3)) →֒→֒ C([0, T ];W s−1,2(T,R3)).
Therefore, for any fixed K > 0, the set
BK :=
{
u ∈ Cα([0, T ];L2(T,R3)) ∩ C([0, T ];W s,2(T,R3)) :
‖u‖Cα([0,T ];L2(T,R3)) + ‖u‖C([0,T ];W s,2(T,R3)) ≤ K
}
is compact in C([0, T ];W s−1,2(T,R3)). Applying the Chebyshev inequality and the estimates
(4.43)2, (4.46), we have
µn
u
(BcK) = P
(
‖un‖C([0,T ];W s+1,2(T,R3)) + ‖un‖Cα([0,T ];L2(T,R3)) > K
)
≤ P
(
‖un‖C([0,T ];W s+1,2(T,R3)) >
K
2
)
+ P
(
‖un‖Cα([0,T ];L2(T,R3)) >
K
2
)
≤
2
K
(
E‖un‖C([0,T ];W s+1,2(T,R3)) + E‖un‖Cα([0,T ];L2(T,R3))
)
≤
C
K
,
24 Z. QIU AND Y. WANG
where the constant C is independent of n,K. Thus, we obtain the tightness of the sequence
of measures {µn
u
}n≥1 according to the Prokhorov theorem. 
Lemma 4.6. The set of the sequence of measures {µnQ}n≥1 is tight on path space XQ.
Proof. It suffices to show that the set {µnQ}n≥1 is tight on path space L
2(0, T ;W s+1,2(T, S30)),
the proof of tightness on space C([0, T ];W s,2(T, S30)) is the same as the proof of the set
{µn
u
}n≥1.
From the equation (3.3)(3), we can easily show that
E‖Qn‖W 1,2(0,T ;L2(T,S3
0
)) ≤ C, (4.47)
where C is a constant independent of n. For any fixed K > 0, define the set
BK :=
{
Q ∈ L2(0, T ;W s+1,2(T, S30)) ∩W
1,2(0, T ;L2(T, S30)) :
‖Q‖L2(0,T ;W s+1,2(T,S3
0
)) + ‖Q‖W 1,2(0,T ;L2(T,S3
0
)) ≤ K
}
,
which is thus compact in L2(0, T ;W s,2(T, S30)) as a result of the compactness embedding
L2(0, T ;W s+1,2(T, S30)) ∩W
1,2(0, T ;L2(T, S30)) →֒ L
2(0, T ;W s,2(T, S30)).
Applying the Chebyshev inequality and the estimates (4.44), (4.47) yield
µnu
(
B
c
K
)
≤
C
K
,
where the constant C is independent of n,K. 
Using the same argument as above, we can show the tightness of the sequences of set
{µnr }n≥1. Since the sequence W is only one element and thus, the set {µ
n
W}n≥1 is weak
compact. Consequently, we have the following proposition.
Proposition 4.7. There exists a subsequence of {µn}n≥1, also denoted as {µ
n}n≥1, and
a probability space (Ω˜, F˜ , P˜) as well as a sequence of random variables (r˜n, u˜n, Q˜n, W˜n),
(r˜, u˜, Q˜, W˜ ) such that
(a) the law of (r˜n, u˜n, Q˜n, W˜n) are µ
n, and the law of (r˜, u˜, Q˜, W˜ ) is µ, where µ is the limit
of the sequence {µn}n≥1;
(b) (r˜n, u˜n, Q˜n, W˜n) converges to (r˜, u˜, Q˜, W˜ ), P˜ a.s in the topology of X ;
(c) the sequence of Q˜n and Q˜ belong to S
3
0 , almost everywhere.
Proof. The results (a), (b) are a direct consequence of the classical Skorokhod theorem. The
result (c) is a consequence of result (a). 
Proposition 4.8. The sequence (r˜n, u˜n, Q˜n, W˜n) still satisfies the system (3.3) relative to
the stochastic basis S˜n := (Ω˜, F˜ , P˜, {F˜nt }t≥0, W˜n), where F˜
n
t is a canonical filtration defined
by σ
(
σ
(
r˜n(s), u˜n(s), Q˜n(s), W˜n(s) : s ≤ t
)
∪
{
Σ ∈ F˜ ; P˜(Σ) = 0
})
.
Proof. The proof is similar to the one in [35], here we omit the details. 
4.4 Identification of limit. We proceed to verify that the limit (r˜, u˜, Q˜, W˜ ) in the
Proposition 4.7 is a strong martingale solution to system (3.3). First, we present some
notations used in the proof. Denote another canonical filtration F˜t by
F˜t = σ
(
σ
(
r˜(s), u˜(s), Q˜(s), W˜ (s) : s ≤ t
)
∪
{
Σ ∈ F˜ ; P˜(Σ) = 0
})
.
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Define the following functionals
P(r,u)t = r(t)− r0 +
∫ t
0
Φu,QR
(
u · ∇xr +
γ − 1
2
rdivxu
)
dξ,
N (Q,u)t = Q(t)−Q0 −
∫ t
0
ΓL△Qds+
∫ t
0
Φu,QR (u · ∇xQ− ΩQ+QΩ−K(Q))dξ,
M(r,u, Q)t = u(t)− Pu0 +
∫ t
0
Φu,QR P (u · ∇xu+ r∇xr)dξ
−
∫ t
0
Φu,QR P [D(r)(Lu− divx(L∇xQ⊙∇xQ−F(Q)I3) + Ldivx(Q△Q−△QQ))] dξ.
Combining Proposition 4.7, the estimates (4.43), (4.44), we have for any function h ∈ L2(T),
almost every (ω, t) ∈ Ω˜× [0, T ],
〈P(r˜n, u˜n)t,h〉 → 〈P(r˜, u˜)t,h〉, 〈N (Q˜n, u˜n)t,h〉 → 〈N (Q˜, u˜)t,h〉.
Furthermore, by the Vitali convergence theorem, we infer that (r˜, u˜, Q˜) solves equations
(3.3)(1)(3).
Now it remains to verify that (r˜, u˜, Q˜, W˜ ) solves equation (3.3)(2). With the spirit of [4],
we are able to obtain the limit (r˜, u˜, Q˜, W˜ ) satisfies the equation (3.3)(2) once we show that
the processM(r˜, u˜, Q˜)t is a square integral martingale and its quadratic and cross variations
satisfy,
≪M(r˜, u˜, Q˜)t ≫=
∫ t
0
Φu˜,Q˜R ‖PF(r˜, u˜)‖
2
L2(U;L2(T,R3))
dξ, (4.48)
≪M(r˜, u˜, Q˜)t, β˜k ≫=
∫ t
0
Φu˜,Q˜R ‖PF(r˜, u˜)ek‖dξ. (4.49)
We first clarify that the F˜t-Wiener process W˜ equips with the form W˜ =
∑
k≥1 β˜kek.
Since W˜n has the same distribution as Wn, then clearly the same to W . That is, for any
n ∈ N, there exists a collection of mutually independent real-valued F˜nt -Wiener processes
{β˜nk }k≥1, such that W˜n =
∑
k≥1 β˜
n
k ek. Due to the convergence property of W˜n, therefore the
same thing holds for W˜ .
For any function h ∈ L2(T,R3), by Proposition 4.8, we have
E˜
[
h(rsr˜n, rsu˜n, rsQ˜n, rsW˜n)〈M(r˜n, u˜n, Q˜n)t −M(r˜n, u˜n, Q˜n)s,h〉
]
= 0,
E˜
[
h(rsr˜n, rsu˜n, rsQ˜n, rsW˜n)
(
〈M(r˜n, u˜n, Q˜n)t,h〉
2 − 〈M(r˜n, u˜n, Q˜n)s,h〉
2
−
∫ t
s
Φu˜n,Q˜nR ‖(PnF(r˜n, u˜n))
∗h‖2Udξ
)]
= 0,
E˜
[
h(rsr˜n, rsu˜n, rsQ˜n, rsW˜n)
(
β˜nk (t)〈M(r˜n, u˜n, Q˜n)t,h〉 − β˜
n
k (s)〈M(r˜n, u˜n, Q˜n)s,h〉
−
∫ t
s
Φu˜n,Q˜nR 〈PnF(r˜n, u˜n)ek,h〉dξ
)]
= 0,
where h is a continuous function defined by
h : Xr|[0,s] × Xu|[0,s] × XQ|[0,s] × XW |[0,s] → [0, 1]
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and rt is a operator as the restriction of the path spaces Xr, Xu, XQ and XW to the in-
terval [0, t] for any t ∈ [0, T ]. Last, let n → ∞, with the uniform estimates (4.43), (4.44),
Proposition 4.7 and the Vitali convergence theorem, we could find
E˜
[
h(rsr˜, rsu˜, rsQ˜, rsW˜ )〈M(r˜, u˜, Q˜)t −M(r˜, u˜, Q˜)s,h〉
]
= 0,
E˜
[
h(rsr˜, rsu˜, rsQ˜, rsW˜ )
(
〈M(r˜, u˜, Q˜)t,h〉
2 − 〈M(r˜, u˜, Q˜)s,h〉
2
−
∫ t
s
Φu˜,Q˜R ‖(PF(r˜, u˜))
∗h‖2Udξ
)]
= 0,
E˜
[
h(rsr˜, rsu˜, rsQ˜, rsW˜ )
(
β˜k(t)〈M(r˜, u˜, Q˜)t,h〉 − β˜k(s)〈M(r˜, u˜, Q˜)s,h〉
−
∫ t
s
Φu˜,Q˜R 〈PF(r˜, u˜)ek,h〉dξ
)]
= 0.
Thus, we obtain the desired equalities (4.48) and (4.49), the existence follows. From the
estimates and the equation itself, we are able to deduce that the solution is continuous. This
completes the proof of Theorem 4.2.
5. Existence and Uniqueness of Strong Pathwise Solution to Truncated System
In this section, we establish the existence and uniqueness of strong pathwise solution to
system (3.3) and start with the definition and result.
Definition 5.1. (Strong pathwise solution) Let (Ω,F , {Ft}t≥0,P) be a fixed stochastic basis
and W be a given cylindrical Wiener process. The triple (r,u, Q) is called a strong pathwise
solution to system (3.3) with initial data (r0,u0, Q0) if the following conditions hold
(1) r, u are both (Ft)-progressively measurable processes with values in W
s,2(T), Q is
(Ft)-progressively measurable process with values in W
s+1,2(T, S30), satisfying
r ∈ L2(Ω;C([0, T ];W s,2(T))),u ∈ L2(Ω;C([0, T ];W s,2(T;R3))),
Q ∈ L2(Ω;C([0, T ];W s+1,2(T;S30)) ∩ L
2(0, T ;W s+2,2(T;S30)));
(2) for all t ∈ [0, T ], P a.s
r(t) = r0 −
∫ t
0
Φu,QR
(
u · ∇xr +
γ − 1
2
rdivxu
)
dξ,
u(t) = u0 −
∫ t
0
Φu,QR (u · ∇xu+ r∇xr)dξ
+
∫ t
0
Φu,QR D(r)(Lu− divx(L∇xQ⊙∇xQ−F(Q)I3)
+ Ldivx(Q△Q−△QQ))dξ +
∫ t
0
Φu,QR F(r,u)dW,
Q(t) = Q0 −
∫ t
0
Φu,QR (u · ∇xQ− ΩQ+QΩ)dξ +
∫ t
0
ΓL△Q+Φu,QR K(Q)dξ.
In this chapter, we shall obtain the result.
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Theorem 5.2. Assume the initial data (r0,u0, Q0) satisfies the same conditions with The-
orem 4.2 and the coefficient G satisfies the assumptions (2.5),(2.6). For any integer s > 92 ,
the system has a unique strong pathwise solution in the sense of Definition 5.1.
Following the Yamada-Watanabe argument, the pathwise uniqueness in probability ”1”
in turn reveals that strong solution is strong in probability sense, this means the solution
is constructed with respect to any fixed probability space in advance. Therefore, we next
establish the pathwise uniqueness.
Proposition 5.3. (Uniqueness) Fix any s > 92 . Suppose that G satisfies assumptions
(2.6), and ((S, r1,u1, Q1), (S, r2,u2, Q2)) are two martingale solutions of (3.3) with the
same stochastic basis S := (Ω,F , {Ft}t≥0,P,W ). Then if
P{(r1(0),u1(0), Q1(0)) = (r2(0),u2(0), Q2(0))} = 1,
then pathwise uniqueness holds in the sense of Definition 2.4.
Proof. Owing to the complexity of constitution and the similarity of argument with the a
priori estimate, here we only focus on the estimation of high-order nonlinearity term. Let α
be any vector such that |α| ≤ s − 1, taking the difference of r1 and r2, α-order derivative,
we have
d∂αx (r1 − r2)
=− Φu1,Q1R ∂
α
x
(
u1 · ∇xr1 +
γ − 1
2
r1divxu1
)
dt
+Φu2,Q2R ∂
α
x
(
u2 · ∇xr2 +
γ − 1
2
r2divxu2
)
dt
=−
(
Φu1,Q1R −Φ
u2,Q2
R
)
∂αx
(
u1 · ∇xr1 +
γ − 1
2
r1divxu1
)
dt
− Φu2,Q2R ∂
α
x
(
u2 · ∇x(r1 − r2) + (u1 − u2) · ∇xr1
+
γ − 1
2
(r1 − r2)divxu1 +
γ − 1
2
r2divx(u1 − u2)
)
dt. (5.1)
Multiplying (5.1) by ∂αx (r1− r2) and integrating over T, then the highest order terms can be
treated as follows
− Φu2,Q2R
∫
T
(
u2 · ∇x∂
α
x (r1 − r2) +
γ − 1
2
r2divx∂
α
x (u1 − u2)
)
· ∂αx (r1 − r2)dx
=
1
2
Φu2,Q2R
∫
T
divxu2|∂
α
x (r1 − r2)|
2dx−
γ − 1
2
Φu2,Q2R
∫
T
(r2divx∂
α
x (u1 − u2)) · ∂
α
x (r1 − r2)dx.
From the smoothness of Φ and the Sobolev embedding, we have for s > 32 + 3∣∣∣Φu1,Q1R − Φu2,Q2R ∣∣∣ ≤C(‖u1 − u2‖2,∞ + ‖Q1 −Q2‖3,∞)
≤C(‖u1 − u2‖s−1,2 + ‖Q1 −Q2‖s,2). (5.2)
Thus we could get the following inequality
1
2
d‖∂αx (r1 − r2)‖
2
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≤C(R)
1 + 2∑
j=1
‖rj ,uj‖
2
s,2
 (‖r1 − r2,u1 − u2‖2s−1,2 + ‖Q1 −Q2‖2s,2)dt
−
γ − 1
2
Φu2,Q2R
∫
T
(r2divx∂
α
x (u1 − u2)) · ∂
α
x (r1 − r2)dxdt. (5.3)
Similarly, for u1 and u2, we have the equation
d∂αx (u1 − u2)
=− Φu1,Q1R ∂
α
x (u1 · ∇xu1 + r1∇xr1 −D(r1)Lu1) dt
+Φu2,Q2R ∂
α
x (u2 · ∇xu2 + r2∇xr2 −D(r2)Lu2) dt
− Φu1,Q1R ∂
α
x (D(r1)divx(L∇xQ1 ⊙∇xQ1 −F(Q1)I3 − L(Q1△Q1 −△Q1Q1))) dt
+Φu2,Q2R ∂
α
x (D(r2)divx(L∇xQ2 ⊙∇xQ2 −F(Q2)I3 − L(Q2△Q2 −△Q2Q2))) dt
+Φu1,Q1R ∂
α
xF(r1,u1)dW − Φ
u2,Q2
R ∂
α
xF(r2,u2)dW
=−
(
Φu1,Q1R − Φ
u2,Q2
R
)
∂αx
(
u1 · ∇xu1 + r1∇xr1 −D(r1)Lu1
)
dt
− Φu2,Q2R ∂
α
x
(
(u1 − u2) · ∇xu1 + u1 · ∇x(u1 − u2) + (r1 − r2)∇xr1 + r2∇x(r1 − r2)
− (D(r1)−D(r2))Lu1 −D(r2)L(u1 − u2)
)
dt
−
(
Φu1,Q1R − Φ
u2,Q2
R
)
∂αx
(
D(r1)divx(L∇xQ1 ⊙∇xQ1 −F(Q1)I3
− L(Q1△Q1 −△Q1Q1))
)
dt
− Φu2,Q2R ∂
α
x
(
(D(r1)−D(r2)) divx(L∇xQ1 ⊙∇xQ1 −F(Q1)I3
− L(Q1△Q1 −△Q1Q1))
)
dt
− Φu2,Q2R ∂
α
x
(
D(r2)divx(L∇x(Q1 −Q2)⊙∇xQ1 + L∇xQ2 ⊙∇x(Q1 −Q2)
− (F(Q1)−F(Q2))I3
)
dt
+Φu2,Q2R ∂
α
x
(
D(r2)divxL(Q1△(Q1 −Q2)−△(Q1 −Q2)Q1 + (Q1 −Q2)△Q2
+△Q2(Q1 −Q2))
)
dt
+
(
Φu1,Q1R − Φ
u2,Q2
R
)
∂αxF(r1,u1)dW +Φ
u2,Q2
R ∂
α
x (F(r1,u1)− F(r2,u2))dW. (5.4)
Applying Itoˆ’s formula to 12‖∂
α
x (u1 − u2)‖
2, then the high-order term in the formula reads
− Φu2,Q2R
∫
T
r2∇x∂
α
x (r1 − r2) · ∂
α
x (u1 − u2)dx
=Φu2,Q2R
∫
T
(r2divx∂
α
x (u1 − u2)) · ∂
α
x (r1 − r2)dx+Φ
u2,Q2
R
∫
T
∇xr2∂
α
x (u1 − u2)∂
α
x (r1 − r2)dx
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≤C(R)(‖r1 − r2,u1 − u2‖
2
s−1,2) + Φ
u2,Q2
R
∫
T
(r2divx∂
α
x (u1 − u2)) · ∂
α
x (r1 − r2)dx.
The last integral could cancel with the last term in (5.3). What’s more, integration by parts
and the Ho¨lder inequality give
Φu2,Q2R
∫
T
D(r2)L(∂
α
x (u1 − u2)) · ∂
α
x (u1 − u2)dx
=− Φu2,Q2R
∫
T
D(r2)(υ|∇x∂
α
x (u1 − u2)|
2 + (υ + λ)|divx∂
α
x (u1 − u2)|
2)dx
− υΦu2,Q2R
∫
T
∇xD(r2)∇x∂
α
x (u1 − u2) · ∂
α
x (u1 − u2)dx
− (υ + λ)Φu2,Q2R
∫
T
∇xD(r2)divx∂
α
x (u1 − u2) · ∂
α
x (u1 − u2)dx
≤C(R)‖u1 − u2‖
2
s−1,2 − Φ
u2,Q2
R
∫
T
D(r2)(υ|∇x∂
α
x (u1 − u2)|
2 + (υ + λ)|divx∂
α
x (u1 − u2)|
2)dx
+
1
4
Φu2,Q2R
∫
T
D(r2)(υ|∇x∂
α
x (u1 − u2)|
2 + (υ + λ)|divx∂
α
x (u1 − u2)|
2)dx,
as well as using Lemma 2.3
Φu2,Q2R
∫
T
D(r2)divxL(Q1△∂
α
x (Q1 −Q2)−△∂
α
x (Q1 −Q2)Q1
+ (Q1 −Q2)△∂
α
xQ2 −△∂
α
xQ2(Q1 −Q2)) · ∂
α
x (u1 − u2)dx
=− Φu2,Q2R
∫
T
D(r2)L(Q1△∂
α
x (Q1 −Q2)−△∂
α
x (Q1 −Q2)Q1) : ∂
α
x∇x(u1 − u2)
Tdx
− Φu2,Q2R
∫
T
∇xD(r2)L(Q1△∂
α
x (Q1 −Q2)−△∂
α
x (Q1 −Q2)Q1) · ∂
α
x (u1 − u2)dx
+Φu2,Q2R
∫
T
D(r2)divxL((Q1 −Q2)△∂
α
xQ2 −△∂
α
xQ2(Q1 −Q2)) · ∂
α
x (u1 − u2)dx
≤− Φu2,Q2R
∫
T
D(r2)L(∂
α
x (Ω1 − Ω2)Q1 −Q1∂
α
x (Ω1 − Ω2)) : △∂
α
x (Q1 −Q2)dx
+ C(R)
 2∑
j=1
‖Qj‖
2
s+2,2
 (‖u1 − u2‖2s−1,2 + ‖Q1 −Q2‖2s,2)
+
ΓL
8
∫
T
D(r2)|△∂
α
x (Q1 −Q2)|
2dx.
By Lemma 2.1, estimate (4.4), we have∫
T
Φu2,Q2R ∂
α
x
(
(D(r1)−D(r2)) divxL(Q1△Q1 −△Q1Q1)
)
· ∂αx (u1 − u2)dx
≤ Φu2,Q2R
∥∥∂αx ( (D(r1)−D(r2)) divxL(Q1△Q1 −△Q1Q1))∥∥ ‖∂αx (u1 − u2)‖
≤ CΦu2,Q2R (‖r1, r2‖s,2‖Q1‖
2
s,2‖r1 − r2‖s−1,2 + ‖Q1‖s,2‖Q1‖s+2,2‖r1, r2‖s,2‖r1 − r2‖s−1,2)
× ‖∂αx (u1 − u2)‖
≤ C(‖r1, r2‖s,2‖Q1‖
2
s,2 + ‖Q1‖s,2‖Q1‖s+2,2‖r1, r2‖s,2)‖r1 − r2,u1 − u2‖
2
s−1,2.
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Finally, by Lemma 2.1 and the Ho¨lder inequality∫
T
Φu2,Q2R ∂
α
x
(
D(r2)divx(tr
2(Q21)− tr
2(Q22))I3
)
· ∂αx (u1 − u2)dx
≤ Φu2,Q2R ‖∂
α
x (u1 − u2)‖
∥∥∂αx (D(r2)divx(tr2(Q21)− tr2(Q22))I3)∥∥
≤ Φu2,Q2R ‖u1 − u2‖s−1,2(‖D(r2)‖∞‖tr
2(Q21)− tr
2(Q22)‖s,2
+ ‖D(r2)‖s,2‖tr
2(Q21)− tr
2(Q22)‖∞)
≤ C(R)(1 + ‖Q1‖
3
1,∞)‖r2‖s,2‖u1 − u2‖s−1,2‖Q1 −Q2‖s,2
+ C(R)(1 + ‖Q1, Q2‖
3
s,2)‖u1 − u2‖s−1,2‖Q1 −Q2‖s,2.
Since the nonlinearity of the rest of terms is lower than above which can be handled using
a similar argument, we omit the details. In summary, we could get
1
2
d‖∂αx (u1 − u2)‖
2
+Φu2,Q2R
∫
T
D(r2)(υ|∇x∂
α
x (u1 − u2)|
2 + (υ + λ)|divx∂
α
x (u1 − u2)|
2)dxdt
≤C(R)
2∑
j=1
(1 + ‖rj , uj‖
2
s,2 + ‖Qj‖
3
s+1,2)(1 + ‖uj‖
2
s+1,2 + ‖Qj‖
2
s+2,2)
× (‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)dt
+Φu2,Q2R
∫
T
(r2divx∂
α
x (u1 − u2)) · ∂
α
x (r1 − r2)dxdt+
ΓL
2
∫
T
D(r2)|△∂
α
x (Q1 −Q2)|
2dxdt
−Φu2,Q2R
∫
T
D(r2)L(∂
α
x (Ω1 − Ω2)Q1 −Q1∂
α
x (Ω1 − Ω2)) : △∂
α
x (Q1 −Q2)dxdt
+
∫
T
((
Φu1,Q1R − Φ
u2,Q2
R
)
∂αxF(r1,u1) + Φ
u2,Q2
R ∂
α
x (F(r1,u1)− F(r2,u2))
)
dW
+
1
2
∥∥∥Φu1,Q1R ∂αxF(r1,u1)− Φu2,Q2R ∂αxF(r2,u2)∥∥∥2
L2(U;L2(T,R3))
dt. (5.5)
The integrals at the right side of (5.5) could be cancelled later. By assumptions (2.5),(2.6),
we could handle ∥∥∥Φu1,Q1R ∂αxF(r1,u1)− Φu2,Q2R ∂αxF(r2,u2)∥∥∥2
L2(U;L2(T,R3))
≤
∥∥∥(Φu1,Q1R − Φu2,Q2R ) ∂αxF(r1,u1)∥∥∥2
L2(U;L2(T,R3))
+
∥∥∥Φu2,Q2R ∂αx (F(r1,u1)− F(r2,u2))∥∥∥2
L2(U;L2(T,R3))
≤ C(R)
2∑
i=1
(1 + ‖ri,ui‖
2
s)(‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2).
For the Q-tensor equation, we also get
d∂αx (Q1 −Q2)− ΓL△∂
α
x (Q1 −Q2)dt
=− Φu1,Q1R ∂
α
x (u1 · ∇xQ1 − Ω1Q1 +Q1Ω1 −K(Q1))dt
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+Φu2,Q2R ∂
α
x (u2 · ∇xQ2 − Ω2Q2 +Q2Ω2 −K(Q2))dt
=−
(
Φu1,Q1R −Φ
u2,Q2
R
)
∂αx (u1 · ∇xQ1 − Ω1Q1 +Q1Ω1 −K(Q1))dt
− Φu2,Q2R ∂
α
x ((u1 − u2) · ∇xQ1 + u2 · ∇x(Q1 −Q2))dt
− Φu2,Q2R ∂
α
x ((Ω1 − Ω2)Q1 −Q1(Ω1 −Ω2) + Ω2(Q1 −Q2)− (Q1 −Q2)Ω2
+K(Q1)−K(Q2))dt. (5.6)
Multiplying (5.6) by −D(r2)∂
α
x△(Q1 −Q2), taking the trace and integrating over T, as the
a priori estimates, we consider the first term
−
∫
T
∂αx (Q1 −Q2)t : D(r2)∂
α
x△(Q1 −Q2)dx
=
1
2
∂t
∫
T
D(r2)|∂
α
x∇x(Q1 −Q2)|
2dx−
1
2
∫
T
D(r2)t|∂
α
x∇x(Q1 −Q2)|
2dx
+
∫
T
∇xD(r2)∂
α
x∇x(Q1 −Q2) : ∂
α
x (Q1 −Q2)tdx.
Using (4.35) once more, similar estimate as (4.36) , estimate (4.1) and Lemma 2.1, the Ho¨lder
inequality∣∣∣∣12
∫
T
D(r2)t|∂
α
x∇x(Q1 −Q2)|
2dx
∣∣∣∣ ≤ C(R)‖Q1 −Q2‖2s,2,∣∣∣∣∫
T
∇xD(r2)∂
α
x∇x(Q1 −Q2) : ∂
α
x (Q1 −Q2)tdx
∣∣∣∣
≤C(R)‖Q1 −Q2‖s,2
(
‖Q1 −Q2‖s+1,2 +Φ
u2,Q2
R ‖Q1‖s,2‖u1 − u2‖s,2
+
2∑
j=1
(‖uj‖s+1,2 + ‖Qj‖s+2,2)(‖u1 − u2‖s−1,2 + ‖Q1 −Q2‖s,2)
)
≤
ΓL
8
∫
T
D(r2)|△∂
α
x (Q1 −Q2)|
2dx+
υ
8
Φu2,Q2R
∫
T
D(r2)|∇
s
x(u1 − u2)|
2dx
+ C(R)
2∑
j=1
(1 + ‖Qj‖
2
s,2 + ‖uj‖
2
s+1,2 + ‖Qj‖
2
s+2,2)(‖u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2).
We rewrite the highest-order term in (5.6) as
−
∫
T
Φu2,Q2R (∂
α
x (Ω1 − Ω2)Q1 −Q1∂
α
x (Ω1 − Ω2)) : (−D(r2)∂
α
x△(Q1 −Q2))dx
=Φu2,Q2R
∫
T
D(r2)(∂
α
x (Ω1 − Ω2)Q1 −Q1∂
α
x (Ω1 − Ω2)) : △∂
α
x (Q1 −Q2)dx,
which can be cancelled with the integral on the right side of (5.5). Again, by Lemma 2.1,
(5.2) and the Ho¨lder inequality(
Φu1,Q1R − Φ
u2,Q2
R
) ∫
T
∂αx (u1 · ∇xQ1 − Ω1Q1 +Q1Ω1 −K(Q1)) : D(r2)∂
α
x△(Q1 −Q2)dx
≤
ΓL
8
∫
T
D(r2)|△∂
α
x (Q1 −Q2)|
2dx+C‖u1‖
2
s,2‖Q1‖
2
s,2(‖u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2).
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After all the estimates we could have
1
2
d‖
√
D(r2)∂
α+1
x (Q1 −Q2)‖
2 + ΓL
∫
T
D(r2)|△∂
α
x (Q1 −Q2)|
2dxdt
≤C
2∑
j=1
(1 + ‖uj‖
2
s,2 + ‖Qj‖
2
s+1,2)(1 + ‖uj‖
2
s+1,2 + ‖Qj‖
2
s+2,2)
× (‖u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)dt
−Φu2,Q2R
∫
T
D(r2)(∂
α
x (Ω1 − Ω2)Q1 −Q1∂
α
x (Ω1 − Ω2)) : △(∂
α
x (Q1 −Q2))dxdt
+
ΓL
4
∫
T
D(r2)|△∂
α
x (Q1 −Q2)|
2dxdt+
υ
4
Φu2,Q2R
∫
T
D(r2)|∇
s
x(u1 − u2)|
2dxdt. (5.7)
Adding (5.3), (5.5) and (5.7), taking sum for |α| ≤ s− 1, also using the fact that 1
C(R) ≤
D(r2) ≤ C(R), then the following holds
d(‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)
≤C(R)
2∑
j=1
(1 + ‖rj ,uj‖
2
s,2 + ‖Qj‖
3
s+1,2)(1 + ‖uj‖
2
s+1,2 + ‖Qj‖
2
s+2,2)
× (‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)dt
+ C(R)
∑
|α|≤s−1
∫
T
((
Φu1,Q1R − Φ
u2,Q2
R
)
∂αxF(r1,u1) + Φ
u2,Q2
R ∂
α
x (F(r1,u1)− F(r2,u2))
)
× ∂αx (u1 − u2)dW.
Denote
G(t) = C(R)
2∑
j=1
(1 + ‖rj ,uj‖
2
s,2 + ‖Qj‖
3
s+1,2)(1 + ‖uj‖
2
s+1,2 + ‖Qj‖
2
s+2,2).
Then we could apply Itoˆ’s product formula to function
exp
(
−
∫ t
0
G(τ)dτ
)
(‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2),
obtaining
d
[
exp
(
−
∫ t
0
G(τ)dτ
)
(‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)
]
=
[
−G(t) exp
(
−
∫ t
0
G(τ)dτ
)
(‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)
]
dt
+ exp
(
−
∫ t
0
G(τ)dτ
)
d(‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)
≤C(R)
∑
|α|≤s−1
∫
T
((
Φu1,Q1R − Φ
u2,Q2
R
)
∂αxF(r1,u1) + Φ
u2,Q2
R ∂
α
x (F(r1,u1)− F(r2,u2))
)
× ∂αx (u1 − u2)dW · exp
(
−
∫ t
0
G(τ)dτ
)
.
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Integrating on [0, t] and then expectation, we have by the Gronwall lemma
E
[
exp
(
−
∫ t
0
G(τ)dτ
)
(‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2)(t)
]
= 0.
Here, we use the fact that the stochastic term is a square integral martingale which its
expectation vanishes. As
exp
(
−
∫ t
0
G(τ)dτ
)
> 0, a.s.
since ∫ t
0
G(τ)dτ
≤
2∑
j=1
sup
t∈[0,T ]
(1 + ‖rj ,uj‖
2
s,2 + ‖Qj‖
3
s+1,2)
∫ T
0
(1 + ‖uj‖
2
s+1,2 + ‖Qj‖
2
s+2,2)dt
≤C
2∑
j=1
[
sup
t∈[0,T ]
(1 + ‖rj ,uj‖
2
s,2 + ‖Qj‖
3
s+1,2)
2 +
(∫ T
0
(1 + ‖uj‖
2
s+1,2 + ‖Qj‖
2
s+2,2)dt
)2]
<∞, a.s..
We conclude that
E
(
‖r1 − r2,u1 − u2‖
2
s−1,2 + ‖Q1 −Q2‖
2
s,2
)
= 0,
then the pathwise uniqueness holds. 
With the uniqueness in hand, we shall use the following Gyo¨ngy-Krylov’s characterization
which can be found in [14] to recover the convergence a.s. of the approximate solution on
the original probability space (Ω,F ,P).
Lemma 5.4. Let X be a complete separable metric space and suppose that {Yn}n≥0 is a
sequence of X-valued random variables on a probability space (Ω,F ,P). Let {µm,n}m,n≥1
be the set of joint laws of {Yn}n≥1, that is
µm,n(E) := P{(Yn, Ym) ∈ E}, E ∈ B(X ×X).
Then {Yn}n≥1 converges in probability if and only if for every subsequence of the joint
probability laws {µmk ,nk}k≥1, there exists a further subsequence that converges weakly to a
probability measure µ such that
µ{(u, v) ∈ X ×X : u = v} = 1.
Next, we verify the condition for the above lemma is valid. Denote by µn,m the joint law
of
(rn,un, Qn; rm,um, Qm) on the path space X = Xr ×Xu × XQ × Xr × Xu × XQ,
where {rn,un, Qn; rm,um, Qm}n,m≥1 are two sequences of approximate solutions to system
(3.3) relative to the given stochastic basis S, and denote by µW the law of W on XW . We
introduce the extended phase space
X J = X × XW ,
and denote by νn,m the joint law of (rn,un, Qn; rm,um, Qm,W ) on X
J . Using a similar
argument as in the proof of the tightness in subsection 4.3, we obtain the following result.
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Proposition 5.5. The collection of joint laws {νm,n}n,m≥1 is tight on X
J .
For any subsequence {νnk ,mk}k≥1, there exists a measure ν such that {νnk,mk}k≥1 converges
to ν. Applying the Skorokhod representation theorem, we have a new probability space
(Ω˜, F˜ , P˜) and X J -valued random variables
(r˜nk , u˜nk , Q˜nk ; r˜mk , u˜mk , Q˜mk ; W˜k) and (r˜1, u˜1, Q˜1; r˜2, u˜2, Q˜2; W˜ )
such that
P˜{(r˜nk , u˜nk , Q˜nk ; r˜mk , u˜mk , Q˜mk ; W˜k) ∈ ·} = νnk,mk(·),
P˜{(r˜1, u˜1, Q˜1; r˜2, u˜2, Q˜2; W˜ ) ∈ ·} = ν(·)
and
(r˜nk , u˜nk , Q˜nk ; r˜mk , u˜mk , Q˜mk ; W˜k)→ (r˜1, u˜1, Q˜1; r˜2, u˜2, Q˜2; W˜ ), P˜ a.s.
in the topology of X J . Analogously, this argument can be applied to both
(r˜nk , u˜nk , Q˜nk , W˜k), (r˜1, u˜1, Q˜1, W˜ ) and (r˜mk , u˜mk , Q˜mk , W˜k), (r˜2, u˜2, Q˜2, W˜ )
to show that (r˜1, u˜1, Q˜1, W˜ ) and (r˜2, u˜2, Q˜2, W˜ ) are two martingale solutions relative to the
same stochastic basis S˜ := (Ω˜, F˜ , P˜, {F˜t}t≥0, W˜ ).
In addition, we have µn,m ⇀ µ where µ is defined by
µ(·) = P˜{(r˜1, u˜1, Q˜1; r˜2, u˜2, Q˜2) ∈ ·}.
Proposition 5.3 implies that µ{(r1,u1, Q1; r2,u2, Q2) ∈ X : (r1,u1, Q1) = (r2,u2, Q2)} = 1.
Also since W s,2 ⊂ W s−1,2, uniqueness in W s−1,2 implies uniqueness in W s,2. Therefore,
Lemma 5.4 can be used to deduce that the sequence (rn,un, Qn) defined on the original
probability space (Ω,F ,P) converges a.s. in the topology of Xr × Xu × XQ to random
variable (r,u, Q).
Again by the same argument as in subsection 4.4, we get the Theorem 5.2 in the sense of
Definition 5.1.
6. Proof of Theorem 2.7.
In the process of obtaining the Theorem 5.2, one thing we should note is that, for tech-
nique reasons, the integrability on the initial data with respect to the random element ω and
uniformly bounded from below of the initial density are assumed. Next, based on the Theo-
rem 5.2, we are going to relax the restriction on initial data to the general case, completing
the proof of the main Theorem 2.7.
We start with the proof of the existence of the strong pathwise solution, which is divided
into three steps. For the first step, we show the existence of the strong pathwise solution
under the assumption that the initial data satisfies
ρ0 > ρ > 0, ‖ρ0‖s,2 ≤M, ‖u0‖s,2 ≤M, ‖Q0‖s+1,2 ≤M, Q0 ∈ S
3
0 , (6.1)
for a fixed constant M > 0 such that R > CM , where C is a constant satisfying
‖u‖2,∞ < C‖u‖s,2, ‖Q‖3,∞ < C‖Q‖s+1,2.
Introduce a stopping time τR = ξ
1
R ∧ ξ
2
R, where
ξ1R = inf {t ∈ [0, T ], ‖uR‖2,∞ ≥ R} , ξ
2
R = inf {t ∈ [0, T ], ‖QR‖3,∞ ≥ R} .
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If sets are empty, choosing ξiR = T, i = 1, 2. The fact that u, Q have continuous trajectories
in W s,2(T,R3) and in W s+1,2(T, S30) respectively, which guarantees the well-defined of τR
and strictly positive P a.s..
In conclusion, we could construct a local strong pathwise solution (ρR,uR, QR, τR) of
system (1.2), based on the existence of unique pathwise solution (r,u, Q) of the truncated
system (3.3) with initial data conditions (6.1).
For the second step, we drop the auxiliary assumption of the initial data following the
ideas of [13]. For the solution (rR,uR, QR) of the system (3.3), define the following stopping
time
τ1M = inf{t ∈ [0, T ]; ‖uR(t)‖s,2 ≥M},
τ2M = inf{t ∈ [0, T ]; ‖QR(t)‖s+1,2 ≥M},
τ3M = inf{t ∈ [0, T ]; ‖rR(t)‖s,2 ≥M},
τ4M = inf
{
t ∈ [0, T ]; inf
x∈T
rR(t) ≤
1
M
}
,
where M relies on R such that M → ∞ as R → ∞ and M ≤ min
(
R
C , R
)
. Then we could
define τM = τ
1
M ∧ τ
2
M ∧ τ
3
M ∧ τ
4
M , such that in [0, τM ], P a.s
sup
[0,τM ]
‖rR(t)‖1,∞ < R, sup
[0,τM ]
‖uR(t)‖2,∞ < R, sup
[0,τM ]
‖QR(t)‖3,∞ < R, inf
[0,τM ]
inf
T
rR(t) >
1
R
,
using the Sobolev embedding W s,2 →֒ Wα,∞ for s > 32 + α. According to the Theorem 5.2,
there exists a unique solution (rR,uR, QR, τM ) to system (1.2).
Define
ΣM =
{
(r,u, Q) ∈W s,2(T)×W s,2(T,R3)×W s+1,2(T, S30) :
‖r‖s,2 < M, ‖u‖s,2 < M, ‖Q‖s+1,2 < M, r(t) >
1
M
}
,
and
τ =
∞∑
M=1
τM1(r0,u0,Q0)∈ΣM\∪M−1j=1 Σj
,
(r,u, Q) =
∞∑
M=1
(rR,uR, QR)1(r0,u0,Q0)∈ΣM\∪M−1j=1 Σj
.
We find the (r,u, Q, τ) is the solution to system (1.2) with the initial condition (r0,u0, Q0)
being F0-measurable random variables, with values inW
s,2(T)×W s,2(T,R3)×W s+1,2(T, S30),
r0 > 0, P a.s.
Define
ΩM =
{
ω ∈ Ω : ‖r‖s,2 < M, ‖u‖s,2 < M, ‖Q‖s+1,2 < M, r(t) >
1
M
}
.
Observe that ∪∞M=1ΩM = Ω. Therefore, for any ω ∈ Ω, there exists a set ΩM such that
ω ∈ ΩM , and by the construction, we have (r,u, Q)(ω) = (rR,uR, QR)(ω). Since (rR,uR, QR)
has continuous trajectories in W s,2(T) × W s,2(T,R3) × W s+1,2(T, S30), then (r,u, Q) has
continuous trajectories in W s,2(T)×W s,2(T,R3)×W s+1,2(T, S30), P a.s..
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Finally, after a transformation, we summarize that if (ρ0,u0, Q0) just in W
s,2(T) ×
W s,2(T,R3) ×W s+1,2(T, S30) and ρ0 > 0, P a.s. this means dropping the integrability with
respect to ω and the positive lower bound of ρ0, we establish the existence of a local strong
pathwise solution (ρ,u, Q) to system (1.2) in the sense of Definition 2.4, up to a stopping
time τ which is strictly positive, P a.s..
The final step would be constructing the maximal strong solutions. That is, extending the
strong solution (ρ,u, Q) to a maximal existence time t. The proof is standard, so we refer
the reader to [3, 13, 28] for details.
Regarding the proof of uniqueness to Theorem 2.7, first, under the assumption (6.1), we
could prove the uniqueness result by introducing a stopping time and applying the pathwise
uniqueness result derived before. Then, we can remove the extra assumption on the initial
value by a same cutting argument as above. This completes the proof of Theorem 2.7.
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