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Abstract. In continuous time, customers arrive at random. Each
waits until one of c servers is available; each thereafter departs at random.
The distribution of maximum line length of idle customers was studied over 25
years ago. We revisit two good approximations of this, employing a discrete
Gumbel formulation and detailed graphics to describe simulation outcomes.
Consider an M/M/c queue with arrival rate λ and service rate µ. Let Mn denote
the maximum queue length over the time interval [0, n]. For integer k, we could
study P {Mn < k} asymptotically as a function of n, as was done in [1] for the case
c = 1. We prefer, however, to suppress the dependence on n somewhat, separating
(in essence) signal from noise. Let k = logcµ/λ(n) + h + 1 as defined in [2]. The
Poisson clumping heuristic asserts that, if λ < c µ, then
P
{
Mn ≤ logcµ/λ(n) + h
}
∼ exp

−cc−2λµc−3(cµ− λ)2c∑
j=1
j!
(
c−1
j−1
)
λc−jµj−1
(
λ
cµ
)h+1
as n → ∞. The finite sum involving binomial cofficients is explained in Section 1.
In particular,
P
{
Mn ≤ logµ/λ(n) + h
}
∼ exp
[
−
λ(µ− λ)2
µ2
(
λ
µ
)h+1]
for c = 1,
P
{
Mn ≤ log2µ/λ(n) + h
}
∼ exp
[
−
λ(2µ− λ)2
µ(2µ+ λ)
(
λ
2µ
)h+1]
for c = 2,
P
{
Mn ≤ log3µ/λ(n) + h
}
∼ exp
[
−
3λ(3µ− λ)2
6µ2 + 4λµ+ λ2
(
λ
3µ
)h+1]
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for c = 3,
P
{
Mn ≤ log4µ/λ(n) + h
}
∼ exp
[
−
16λµ(4µ− λ)2
24µ3 + 18λµ2 + 6λ2µ+ λ3
(
λ
4µ
)h+1]
for c = 4 and
P
{
Mn ≤ log5µ/λ(n) + h
}
∼ exp
[
−
125λµ2(5µ− λ)2
120µ4 + 96λµ3 + 36λ2µ2 + 8λ3µ+ λ4
(
λ
5µ
)h+1]
for c = 5. Also,
E (Mn) ≈
ln(n)
ln(µ
λ
)
+
γ + ln
(
λ2(µ−λ)2
µ3
)
ln(µ
λ
)
+
1
2
≈ (2.4663034623...) ln(n)− (7.2049448811...)
for (c, λ, µ) = (1, 1/3, 1/2),
E (Mn) ≈
ln(n)
ln(2µ
λ
)
+
γ + ln
(
λ2(2µ−λ)2
2µ2(2µ+λ)
)
ln(2µ
λ
)
+
1
2
≈ (2.4663034623...) ln(n)− (6.7552845943...).
for (c, λ, µ) = (2, 1/3, 1/4),
E (Mn) ≈
ln(n)
ln(3µ
λ
)
+
γ + ln
(
λ2(3µ−λ)2
µ(6µ2+4λµ+λ2)
)
ln(3µ
λ
)
+
1
2
≈ (2.4663034623...) ln(n)− (6.2049448811...)
for (c, λ, µ) = (3, 1/3, 1/6),
E (Mn) ≈
ln(n)
ln(4µ
λ
)
+
γ + ln
(
4λ2(4µ−λ)2
24µ3+18λµ2+6λ2µ+λ3
)
ln(4µ
λ
)
+
1
2
≈ (2.4663034623...) ln(n)− (5.6015876099...)
for (c, λ, µ) = (4, 1/3, 1/8) and
E (Mn) ≈
ln(n)
ln(5µ
λ
)
+
γ + ln
(
25λ2µ(5µ−λ)2
120µ4+96λµ3+36λ2µ2+8λ3µ+λ4
)
ln(5µ
λ
)
+
1
2
≈ (2.4663034623...) ln(n)− (4.9642624490...)
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for (c, λ, µ) = (5, 1/3, 1/10), where γ denotes Euler’s constant [3]. With regard
to expected maximums, in a hospital emergency room (λ = 1/3), one fast doctor
(µ = 1/2) outperforms c very slow doctors (each µ = 1/(2c)).
A higher-order approximation for the probability is [4, 5, 6]
P
{
Mn ≤ logcµ/λ(n) + h
}
∼ exp

− n cc−2λh+c+1µc−3(cµ− λ)2
{nλc−1(cµ)h+1 − λh+1(cµ)c−1}
c∑
j=1
j!
(
c−1
j−1
)
λc−jµj−1


with the same relation between (real) h and (integer) k as earlier. The dependence of
the probability on n is more visible here; allowing n→∞ within the square brackets
yields exactly the same expression as before.
In greater detail, Serfozo [4] examined the distribution ofMν , the maximum queue
length over ℓ busy cycles, where ν is the ℓth time the system becomes empty. Very
important corrections to Serfozo’s second table appeared in [6]; observe the existence
of exact probabilistic results in this special case. McCormick & Park [5] examined
the distribution of Mn for arbitrary n, following [4]. A missing coefficient c!/c
c
in McCormick & Park’s formula (2.22) was uncovered in [6]; no exact results are
generally available here.
We simulated 106 M/M/c queues for each of the following choices of (n, c, λ, µ):
• n = 1000 or 2500
• c = 1, 2, 3, 4 or 5
• λ = 1/3
• µ = 1/(2c)
and indicate both low-order approximation (red) and high-order approximation (green)
histograms against empirical outcomes (blue). The green segments are always closer
to the blue segments than the red segments. Also, the discrepancies become smaller
as n grows larger. We used clumping heuristic-based estimates for the mean (from
earlier) and likewise
V (Mn) ≈
π2
6
1
ln
(
cµ
λ
)2 + 112
for the variance. The fit between moments is surprisingly good; no attempt was
made to employ a more sophisticated underlying formula.
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1. Erlang C
Letting π denote the stationary distribution of M/M/c, the probability that all c
servers are busy is [7]
∞∑
k=c
πk =
cc
c!
(
∞∑
k=c
ρk
)
π0 =
(cρ)c
c!(1− ρ)
π0
where ρ = λ/(cµ) and
1
π0
=
c−1∑
j=0
(cρ)j
j!
+
(cρ)c
c!(1− ρ)
.
We wish to demonstrate that
1
π0
=
c∑
i=1
i!
(
c−1
i−1
)
λc−iµi−1
(c− 1)!µc−2(cµ− λ)
.
As a preliminary step, note that
(cρ)c
c!(1− ρ)
=
ρ(cρ)c−1
(c− 1)!(1− ρ)
=
−(1− ρ)(cρ)c−1 + (cρ)c−1
(c− 1)!(1− ρ)
= −
(cρ)c−1
(c− 1)!
+
(cρ)c−1
(c− 1)!(1− ρ)
.
The new (1/π0)-formula is equal to
1
cµ
c∑
i=1
i
(c− i)!
λc−iµi−c+1
1− λ/(cµ)
=
1
c
c∑
i=1
i
(c− i)!
(cρ)c−i
1− ρ
.
As index i runs from 1 to c, index j = c− i runs from c− 1 to 0, giving
1
c
c−1∑
j=0
c− j
j!
(cρ)j
1− ρ
=
c−1∑
j=0
(cρ)j
j!(1− ρ)
− ρ
c−1∑
j=1
(cρ)j−1
(j − 1)!(1− ρ)
which telescopes to
c−2∑
j=0
(cρ)j
j!
+
(cρ)c−1
(c− 1)!(1− ρ)
=
c−1∑
j=0
(cρ)j
j!
−
(cρ)c−1
(c− 1)!
+
(cρ)c−1
(c− 1)!(1− ρ)
.
By the preliminary step, this collapses to the old (1/π0)-formula and we are done.
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2. Erlang B
In an M/M/c/c queue, if a customer arrives when all c servers are busy, the customer
leaves the system immediately (with no effect on the queue). The probability that
all c servers are busy is [7]
πc =
(cρ)c
c!
π0
where ρ = λ/(cµ) and
1
π0
=
c∑
j=0
(cρ)j
j!
.
3. Erlang A
In an M/M/c+M queue, customers arrive with patience times τ that are independent,
exponentially distributed with mean 1/θ. The abandonment rate θ is 0 for Erlang C
and is∞ for Erlang B. If no service is offered before time τ has elapsed, the customer
leaves the system immediately. Define
E =
(cρ)c
c!
c∑
j=0
(cρ)j
j!
,
the ratio from Section 2; and for x > 0, y ≥ 0,
A(x, y) =
x exp(y)
yx
y∫
0
tx−1 exp(−t)dt = 1 +
∞∑
k=1
yk
k∏
ℓ=1
(x+ ℓ)
,
an incomplete gamma function. The probability that all c servers are busy is [8, 9, 10]
∞∑
k=c
πk =
(cρ)c
c!
A
(
cµ
θ
,
λ
θ
)
π0
and
1
π0
=
(cρ)c
c!
[
1
E
+ A
(
cµ
θ
,
λ
θ
)
− 1
]
.
We wonder about the implications of work in [11], especially a result involving the
constants γ and π2/6. Might certain issues we’ve neglected here concerning asymp-
toptic moments (h is real, not integer) be resolvable?
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