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Abstract—A single-letter achievable rate region is proposed
for the two-receiver discrete memoryless broadcast channel with
generalized feedback. The coding strategy involves block-Markov
superposition coding using Marton’s coding scheme for the
broadcast channel without feedback as the starting point. If
the message rates in the Marton scheme are too high to be
decoded at the end of a block, each receiver is left with a list
of messages compatible with its output. Resolution information
is sent in the following block to enable each receiver to resolve
its list. The key observation is that the resolution information
of the first receiver is correlated with that of the second. This
correlated information is efficiently transmitted via joint source-
channel coding, using ideas similar to the Han-Costa coding
scheme. Using the result, we obtain an achievable rate region
for the stochastically degraded AWGN broadcast channel with
noisy feedback from only one receiver. It is shown that this region
is strictly larger than the no-feedback capacity region.
Index Terms—Broadcast channel, feedback, capacity region,
achievable rate region
I. INTRODUCTION
THE two-receiver discrete memoryless broadcast channel(BC) is shown in Figure 1(a). The channel has one
transmitter which generates a channel input X , and two
receivers which receive Y and Z, respectively. The channel
is characterized by a conditional law PY Z|X . The transmitter
wishes to communicate information simultaneously to the
receivers at rates (R0, R1, R2), where R0 is the rate of the
common message, and R1, R2 are the rates of the private
messages of the two receivers. This channel has been studied
extensively. The largest known set of achievable rates for this
channel without feedback is due to Marton [1]. Marton’s rate
region is equal to the capacity region in all cases where it is
known. (See [2], for example, for a list of such channels.)
Figure 1(b) shows a BC with generalized feedback. Sn
represents the feedback signal available at the transmitter at
time n. This model includes noiseless feedback from both
receivers (Sn = (Yn, Zn)), partial feedback (Sn = Yn) as
well as noisy feedback (Sn = Yn+ noise). El Gamal showed
in [3] that feedback does not enlarge the capacity region of
a physically degraded BC. Later, through a simple example,
Dueck [4] demonstrated that feedback can strictly improve
the capacity region of a general BC. For the stochastically
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Fig. 1. The discrete memoryless broadcast channel with a) no feedback b)
generalized feedback.
degraded AWGN broadcast channel with noiseless feedback,
an achievable rate region larger than the no-feedback capacity
region was established in [5], and more recently, in [6].
A finite-letter achievable rate region (in terms of directed
information) for the discrete memoryless BC with feedback
was obtained by Kramer [7]; using this characterization, it
was shown that rates strictly outside the no-feedback capacity
region could be achieved for the binary symmetric BC with
noiseless feedback.
In this paper, we establish a single-letter achievable rate
region for the memoryless BC with generalized feedback.
We use the proposed region to compute achievable rates for
the stochastically degraded AWGN BC with noisy feedback
from one receiver, and show that rates strictly outside the no-
feedback capacity region can be achieved.
Before describing our coding strategy, let us revisit the
example from [4]. Consider the BC in Figure 2. The channel
input is a binary triple (X0, X1, X2). X0 is transmitted cleanly
to both receivers. In addition, receiver 1 receives X1⊕N and
receiver 2 receives X2⊕N , where N is an independent binary
Bernoulli( 12 ) noise variable. Here, the operation ⊕ denotes the
modulo-two sum. Without feedback, the maximum sum rate
for this channel is 1 bit/channel use, achieved by using the
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X = (X0, X1, X2)
Y = (X0, X1 ⊕N)
Z = (X0, X2 ⊕N)
Fig. 2. The channel input is a binary triple (X0, X1, X2). N ∼ Bernoulli( 12 )
is an independent noise variable.
clean input X0 alone. In other words, no information can be
reliably transmitted through inputs X1 and X2.
Dueck described a simple scheme to achieve a greater sum
rate using feedback. In the first channel use, transmit one bit
to each receiver i through Xi, i = 1, 2. Receivers 1 and 2
then receive Y = X1 ⊕ N and Z = X2 ⊕ N , respectively,
and cannot recover Xi. The transmitter learns Y,Z through
feedback and can compute N = Y ⊕ X1 = Z ⊕ X2. For
the next channel use, the transmitter sets X0 = N . Since X0
is received noiselessly by both receivers, receiver 1 can now
recover X1 as Y ⊕ N . Similarly, receiver 2 reconstructs X2
as Z⊕N . We can repeat this idea over several transmissions:
in each channel use, transmit a fresh pair of bits (through
X1, X2) as well as the noise realization of the previous channel
use (through X0). This yields a sum rate of 2 bits/channel use.
This is, in fact, the sum-capacity of the channel since it equals
the cut-set bound maxPX I(X;Y Z).
The example suggests a natural way to exploit feedback in
a broadcast channel. If we transmit a block of information
at rates outside the no-feedback capacity region, the receivers
cannot uniquely decode their messages at the end of the block.
Each receiver now has a list of codewords that are jointly
typical with its channel output. In the next block, we attempt
to resolve these lists at the two receivers. The key observation
is that the resolution information needed by receiver 1 is in
general correlated with the resolution information needed by
receiver 2. The above example is an extreme case of this: the
resolution information of the two receivers is identical, i.e.,
the correlation is perfect!
In general, the two receivers’ resolution information are
not perfectly correlated, but can still be transmitted over the
BC more efficiently than independent information. This is
analogous to transmitting correlated sources over a BC using
joint source-channel coding [8]–[12]. At the heart of the
proposed coding scheme is a way to represent the resolution
information of the two receivers as a pair of correlated sources,
which is then transmitted efficiently in the next block using
joint source-channel coding, along the lines of [8]. We repeat
this idea over several blocks of transmission, with each block
containing independent fresh information superimposed over
correlated resolution information for the previous block.
The following are the main contributions of this paper:
• We obtain a single-letter achievable rate region for the
discrete memoryless BC with generalized feedback. The
proposed region contains three extra random variables in
addition to those in Marton’s rate region.
• Using a simpler form of the rate region with only one
extra random variable, we compute achievable rates for
the AWGN broadcast channel with noisy feedback. It is
shown that rates outside the no-feedback capacity region
can be achieved even with noisy feedback from only one
receiver. This is the first characterization of achievable
rates for the AWGN BC with noisy feedback at finite
SNR, and is in contrast to the finding in [13] that noisy
feedback does not increase the prelog of the sum-capacity
as the SNR grows asymptotically large.
One feature of the proposed region is that it includes the
case where there a common message to be transmitted
to both receivers, in addition to their private messages.
The previously known schemes for the AWGN BC with
noiseless feedback [5], [6] assume that there is no com-
mon message.
At the conference where our result was first presented [14],
another rate region for the BC with feedback was proposed
independently by Shayevitz and Wigger [15]. Though a direct
comparison of the two regions does not appear feasible, we
show that the rates for the examples presented in [15], [16]
can also be obtained using the proposed region.
Notation: We use uppercase letters to denote random vari-
ables, lower-case for their realizations and calligraphic nota-
tion for their alphabets. Bold-face notation is used for random
vectors. Unless otherwise stated, all vectors have length n.
Thus A , An , (A1, . . . , An) represents a random vector,
and a , an , (a1, . . . , an) a realization. The -strongly typi-
cal set of block-length n of a random variable with distribution
P is denoted A(n) (P ). δ() is used to denote a generic positive
function of  that goes to zero as → 0. Logarithms are with
base 2, and entropy and mutual information are measured
in bits. For α ∈ (0, 1), α¯ , 1 − α. ⊕ denotes modulo-two
addition.
In the following, we give an intuitive description of a two-
phase coding scheme for communicating over a BC with
noiseless feedback. We will use the notation ∼ to indicate
the random variables used in the first phase. Thus (Y˜ , Z˜)
denotes the channel output pair for the first phase, and (Y, Z)
the output pair for the second phase. We start with Marton’s
coding strategy for the discrete memoryless BC without feed-
back. The message rates of the two receivers are assumed
to lie outside Marton’s achievable rate region. Let U˜ , V˜ , and
W˜ denote the auxiliary random variables used to encode the
information. W˜ carries the information meant to be decoded
at both receivers. U˜ and V˜ carry the rest of the information
meant for the receivers 1 and 2, respectively. The U˜ - and V˜ -
codebooks are constructed by randomly sampling the U˜ - and
V˜ -typical sets, respectively. Let U˜, V˜ and W˜ denote the three
random codewords chosen by the transmitter. The channel
input vector X˜ is obtained by ‘fusing’ the triple (U˜, V˜,W˜).
Since the rates lie outside Marton’s region, the receivers
may not be able to decode the information contained in U˜ , V˜ ,
and W˜ . Instead, they can only produce a list of highly likely
codewords given their respective channel output vectors. At
the first decoder, this list is formed by collecting all (U˜ , W˜ )-
codeword pairs that are jointly typical with the channel output.
A similar list of (V˜ , W˜ )-codeword pairs is formed at the
second receiver. Note that even with feedback, the total
transmission rate of the BC cannot exceed the capacity of the
point-to-point channel with input X˜ and outputs (Y˜ , Z˜) (since
3the channel is memoryless). Hence, given both channel output
vectors (Y˜, Z˜), the posterior probability of the codewords will
be concentrated on the transmitted codeword triple.
At the end of the first phase, the feedback vector S˜ is
available at the encoder. In the second phase, we treat (U˜,W˜)
as the source of information to be transmitted to the first
decoder, and (V˜,W˜) as the source of information to be
transmitted to the second decoder. The objective in the second
phase is to communicate these two correlated pairs over the
BC, while treating S˜ as source state information and Y˜ and
Z˜ as side-information available at the two receivers. This is
accomplished using a joint source-channel coding strategy.
Transmission of correlated information over a BC has been
addressed in [8], [11].
In the Han-Costa framework [8], the correlated information
is modeled as a pair of memoryless sources characterized by
a fixed single-letter distribution. The pair of sources is first
covered using codebooks constructed from auxiliary random
variables; the covering codewords are then transmitted over
the BC using Marton coding. The current setup differs from
[8] in two ways. First, the correlated information given by
(U˜,W˜) and (V˜,W˜) does not exhibit a memoryless-source-
like behavior. This is because the vectors U˜, V˜ and W˜
come from codebooks. However, when the codewords are
sufficiently long and are chosen randomly, (U˜, V˜,W˜) will be
jointly typical and can be covered using auxiliary codebooks
similar to [8]. The second difference from [8] is the presence
of source state information S˜ and side-information Y˜ and Z˜
available at receivers 1 and 2, respectively. We handle this by
extending both the covering and channel coding steps of the
Han-Costa scheme to incorporate the side-information. Thus
at the end of the second phase, the decoders are able to decode
their respective messages.
We will superimpose the two phases using a block-Markov
strategy. The overall transmission scheme has several blocks,
with fresh information entering in each block being decoded
in the subsequent block. The fresh information gets encoded
in the first phase, and is superimposed on the second phase
which corresponds to information that entered in the previous
block.
It turns out that the performance of such a scheme cannot be
directly captured by single-letter information quantities. This
is because the state information, given by the channel outputs
of all the previous blocks, keeps accumulating, leading to a
different joint distribution of the random variables in each
block. We address this issue by constraining the distributions
used in the second phase (Definition 3) so that in every
block, all the sequences follow a stationary joint distribution.
This results in a first-order stationary Markov process of the
sequences across blocks.
The rest of the paper is organized as follows. In Section
II, we define the problem formally and state the main result,
an achievable rate region for BC with generalized feedback.
We outline the proof of the coding theorem in Section III. In
Section IV, we use the proposed region to compute achievable
rates for the AWGN BC with noisy feedback. We also compare
our region with the one proposed by Shayevitz and Wigger.
The formal proof of the coding theorem is given in Section
V. Section VI concludes the paper.
II. PROBLEM STATEMENT AND MAIN RESULT
A two-user discrete memoryless broadcast channel with
generalized feedback is a quintuple (X ,Y,Z,S, PY ZS|X)
of input alphabet X , two output alphabets Y , Z , feedback
alphabet S and a set of probability distributions PY ZS|X(·|x)
on Y × Z × S for every x ∈ X . The channel satisfies the
following conditions for all n = 1, 2, . . .
Pr(Yn = yn, Zn = zn, Sn = sn|xn, yn−1, zn−1, sn−1)
= PY ZS|X(yn, zn, sn|xn)
(1)
for all (yn, zn, sn) ∈ Y×Z×S and (xn, yn−1, zn−1, sn−1) ∈
Yn−1×Sn−1×Zn−1. The schematic is shown in Figure 1(b).
We note that the broadcast channel with noiseless feedback
from both receivers is a special case with S = Y × Z , and
Sn = (Yn, Zn).
Definition 1. An (n,M0,M1,M2) transmission system for a
given broadcast channel with generalized feedback consists of
• A sequence of mappings for the encoder: for m =
1, 2, . . . , n
em : {1, 2, . . . ,M0} × {1, 2, . . . ,M1}
×{1, 2, . . . ,M2} × Sm−1 → X .
(2)
• A pair of decoder mappings:
g1 : Yn → {1, 2, . . . ,M0} × {1, 2, . . . ,M1},
g2 : Zn → {1, 2, . . . ,M0} × {1, 2, . . . ,M2}.
(3)
Remark: Though we have defined the transmission system
above for feedback delay 1, all the results in this paper hold
for feedback with any finite delay k.
We use W0 to denote the common message, and W1,W2
to denote the private messages of decoders 1 and 2, re-
spectively. The messages (W0,W1,W2) are uniformly dis-
tributed over the set {1, 2, . . . ,M0} × {1, 2, . . . ,M1} ×
{1, 2, . . . ,M2}. The channel input at time n is given by
Xn = en(W0,W1,W2, S
n−1). The average error probability
of the above transmission system is given by
τ =
1
M0M1M2
M0∑
k=1
M1∑
i=1
M2∑
j=1
Pe(i, j, k) (4)
where Pe(i, j, k) equals
Pr ((g1(Y n), g2(Zn)) 6= ((k, i), (k, j))|W0,W1,W2 = k, i, j) .
Definition 2. A triple of non-negative real numbers
(R0, R1, R2) is said to be achievable for a given broadcast
channel with feedback if ∀ > 0, there exists an N() > 0
such that for all n > N(), there exists an (n,M0,M1,M2)
transmission system satisfying the following constraints:
1
n
logM0 ≥ R0 − , 1
n
logM1 ≥ R1 − ,
1
n
logM2 ≥ R2 − , τ ≤ .
(5)
The closure of the set of all achievable rate pairs is the
capacity region of the channel.
4We now define the structure for the joint distribution of
all the variables in our coding scheme. Due to the block-
Markov nature of the scheme, the random variables carry-
ing the resolution information in each block depend on the
variables corresponding to the previous block. In order to
obtain a single-letter rate region, we need the random variables
in each block to follow the same joint distribution, say P .
Hence, after each block of transmission, we generate the
variables for the next block using a Markov kernel Q that
has invariant distribution P . This will guarantee a stationary
joint distribution P in each block.
Definition 3. Given a broadcast channel with feedback
(X ,Y,Z,S, PY ZS|X), define P as the set of all distributions
P on U × V ×A× B × C × X × Y × Z × S of the form
PABC PUV |ABC PX|ABCUV PY ZS|X ,
where A, B, C, U , and V are arbitrary sets. Consider
two sets of random variables (U, V,A,B,C,X, Y, Z, S) and
(U˜ , V˜ , A˜, B˜, C˜, X˜, Y˜ , Z˜, S˜) each having the same distribution
P . For brevity, we often refer to the collection (A,B, S) as
K, to (A˜, B˜, S˜) as K˜, and to A× B × S as K. Hence
PU˜V˜ C˜K˜X˜Y˜ Z˜ = PUV CKXY Z = P.
For a given P ∈ P , define Q(P ) as the set of conditional
distributions Q that satisfy the following consistency condition
PABC(a, b, c) =∑
(u˜,v˜,,k˜,c˜)∈
U×V×K×C
QABC|U˜V˜ K˜C˜(a, b, c|u˜, v˜, k˜, c˜) PUVKC(u˜, v˜, k˜, c˜)
(6)
for all (a, b, c). Then for any P ∈ P and Q ∈ Q(P ), the
joint distribution of the two sets (U, V,K,C,X, Y, Z) and
(U˜ , V˜ , K˜, C˜, X˜, Y˜ , Z˜) is
PU˜V˜ K˜C˜X˜Y˜ Z˜ QABC|U˜V˜ C˜K˜ PUVKXY Z|ABC . (7)
With the above definitions, we have the following theorem.
Theorem 1. Given a broadcast channel with generalized
feedback (X ,Y,Z,S, PY ZS|X), for any distribution P ∈ P
and Q ∈ Q(P ), the convex hull of the following region is
achievable.
R0 +R1 < I(U˜AC;Y Y˜ |A˜C˜)− I(V˜ B˜S˜;AC|U˜ A˜C˜) (8)
R0 +R2 < I(V˜ BC;ZZ˜|B˜C˜)− I(U˜ A˜S˜;BC|V˜ B˜C˜) (9)
R0 +R1 +R2 < I(U˜AC;Y Y˜ |A˜C˜)− I(V˜ B˜S˜;AC|U˜ A˜C˜)
+ I(V˜ ;C|B˜C˜) + I(V˜ B;ZZ˜|CB˜C˜)
− I(U˜ A˜S˜A;B|CV˜ B˜C˜)− T (10)
R0 +R1 +R2 < I(V˜ BC;ZZ˜|B˜C˜)− I(U˜ A˜S˜;BC|V˜ B˜C˜)
+ I(U˜ ;C|A˜C˜) + I(U˜A;Y Y˜ |CA˜C˜)
− I(V˜ B˜S˜B;A|CU˜A˜C˜)− T (11)
2R0 +R1 +R2 < I(U˜AC;Y Y˜ |A˜C˜)− I(V˜ B˜S˜;AC|U˜ A˜C˜)
+ I(V˜ BC;ZZ˜|B˜C˜)− I(U˜ A˜S˜;BC|V˜ B˜C˜)
− I(A;B|CC˜U˜V˜ K˜)− T (12)
R0 < min{T1, T2, T3, T4, T5} (13)
where K˜ = (A˜, B˜, S˜) and
T , H(U |AC) +H(V |BC)−H(UV |ABC),
T1 , I(AC;Y Y˜ A˜|C˜U˜)− I(V˜ K˜;AC|C˜U˜),
T2 , I(BC;ZZ˜B˜|C˜V˜ )− I(U˜K˜;BC|C˜V˜ ),
T3 , I(AC;Y Y˜ A˜|C˜U˜)− I(V˜ K˜;AC|C˜U˜)
+ I(B;ZZ˜B˜|C˜V˜ C)− I(U˜K˜A;B|CC˜V˜ ),
T4 , I(A;Y Y˜ A˜|C˜U˜C)− I(U˜K˜;BC|C˜V˜ )
+ I(BC;ZZ˜B˜|C˜V˜ )− I(V˜ K˜B;A|CC˜U˜),
T5 , 1
2
(
T1 + T2 − I(A;B|CC˜U˜V˜ K˜)
)
.
Proof: This theorem is proved in Section V.
Remarks:
1) The input mapping PX|ABCUV in the set of distri-
butions P can be assumed to be deterministic, i.e,
X = f(A,B,C,U, V ) for some function f . This is
because for a fixed PABCUV , optimizing the rate re-
gion is equivalent to maximizing a convex functional
of PX|ABCUV . Hence the optimum occurs at one of
the corner points, which corresponds to a deterministic
PX|ABCUV .
2) We can recover Marton’s achievable rate region for the
broadcast channel without feedback by setting A = B =
φ, and C = W with QC|U˜V˜ K˜C˜ = PW .
III. CODING SCHEME
In this section, we give an informal outline of the proof of
Theorem 1. The formal proof is given in Section V. Let us first
consider the case when there is no common message (R0 =
0). Let the message rate pair (R1, R2) lie outside Marton’s
achievable region [1]. The coding scheme uses a block-Markov
superposition strategy, with the communication taking place
over L blocks, each of length n.
In each block, a fresh pair of messages is encoded using
the Marton coding strategy (for the BC without feedback). In
block l, random variables U and V carry the fresh information
for receivers 1 and 2, respectively. At the end of this block,
the receivers are not able to decode the information in (U, V )
completely, so we send ‘resolution’ information in block (l+1)
using random variables (A,B,C). The pair (A,C) is meant
to be decoded by the first receiver, and the pair (B,C) by the
second receiver. Thus in each block, we obtain the channel
output by superimposing fresh information on the resolution
information for the previous block. At the end of the block,
the first receiver decodes (A,C), the second receiver decodes
(B,C), thereby resolving the uncertainty about their messages
of the previous block.
Codebooks: The A-, B-, and C-codebooks are constructed
on the alphabets A, B, and C respectively. The exact procedure
for this construction, and the method for selecting codewords
from these codebooks will be described in the sequel. Since
(A,C) is decoded first by receiver 1, conditioned on each
codeword pair corresponding to the A- and C-codebooks, we
5construct a U-codebook of size 2nR
′
1 by generating codewords
according to PU |AC . Similarly for each codeword pair in the
B- and C-codebooks, we construct a V-codebook of size
2nR
′
2 by generating codewords according to PV |BC . Each U-
codebook is divided into 2nR1 bins, and each V-codebook
into 2nR2 bins.
Encoding: In each block l, the encoder chooses a tuple of
five codewords (Al,Bl,Cl,Ul,Vl) as follows. The resolution
information for block (l − 1) is used to select (Al,Bl,Cl)
from the A-, B- and C-codebooks. Cl determines the U-
and V-codebooks to be used to encode the message pair of
block l. Denoting the message pair by (m1l,m2l), the encoder
chooses a U -codeword from bin m1l of the U -codebook and a
V -codeword from bin m2l of the V -codebook that are jointly
typical according to PUV |ABC . This pair of jointly typical
codewords is set to be (Ul,Vl).
By standard joint-typicality based covering arguments (see
e.g., [17]), this step is successful if the product of the
sizes of U -bin and V -bin is exponentially larger than
2n(H(U |AC)+H(V |BC)−H(UV |ABC)) . Therefore, we have
R′1+R
′
2−R1−R2 > H(U |AC)+H(V |BC)−H(UV |ABC).
(14)
These five codewords are combined using the transformation
PX|ABCUV (applied component-wise) to generate the channel
input Xl.
Decoding: After receiving the channel output of block l,
receiver 1 first decodes (Al,Cl), and receiver 2 decodes
(Bl,Cl). However, the rates R′1, R
′
2 of the U - and V -
codebooks are too large for receivers 1 and 2 to uniquely
decode Ul and Vl, respectively. Hence receiver 1 is left
with a list of U -codewords that are jointly typical with its
channel output Yl and the just-decoded resolution information
(Al,Cl); receiver 2 has a similar list of V -codewords that
are jointly typical with its channel output Zl, and the just-
decoded resolution information (Bl,Cl). The sizes of the lists
are nearly equal to 2n(R
′
1−I(U ;Y |AC)) and 2n(R
′
2−I(V ;Z|BC)),
respectively. The transmitter receives feedback signal Sl in
block l, and resolves these lists in the next block as follows.
In block (l + 1), the random variables of block l are
represented using the notation ∼. Thus we have
U˜l+1 = Ul, V˜l+1 = Vl, C˜l+1 = Cl,
A˜l+1 = Al, B˜l+1 = Bl, S˜l+1 = Sl.
The random variables (U, V,A,B,C, Y, Z, S) in block l are
jointly distributed via PABCPUV |ABCPY ZS|ABCUV chosen
from P as given in the statement of the theorem.
For block l+1, (U˜l+1, V˜l+1) = (Ul,Vl) can be considered
to be a realization of a pair of correlated ‘sources’ (U˜ and
V˜ ), jointly distributed according to PU˜V˜ |S˜A˜B˜C˜ along with the
transmitter side information given by (A˜l+1, B˜l+1, S˜l+1), and
the common side-information C˜l+1. The goal in block (l+ 1)
is to transmit this pair of correlated sources over the BC, with
• Receiver 1 needing to decode U˜l+1, treating
(A˜l+1, Y˜l+1, C˜l+1) as receiver side-information,
• Receiver 2 needing to decode V˜l+1, treating
(B˜l+1, Z˜l+1, C˜l+1) as receiver side-information.
We use the ideas of Han and Costa [8] to transmit this pair of
correlated sources over the BC (with appropriate extensions
to take into account the different side-information available at
the transmitter and the receivers). This is shown in Figure
3. The triplet of correlated random variables (A,B,C) is
used to cover the sources. This triplet carries the resolution
information intended to disambiguate the lists of the two
receivers. The random variables of block (l + 1), given by
(A,B,C) are related to the random variables in block l via
QABC|U˜V˜ C˜A˜B˜S˜ , chosen from Q given in the statement of the
theorem. We now describe the construction of the A-, B-, and
C- codebooks.
For brevity, we denote the collection of random variables
(A,B, S) as K, and (Al,Bl,Sl) as Kl = K˜l+1.
Covering the Sources: For each c˜ ∈ Cn, a C-codebook
ΨC(c˜) of rate ρ0 is constructed randomly from PC|C˜ . For
every realization of u˜ ∈ Un, c˜ ∈ Cn, and c ∈ Cn, an A-
codebook ΨA(u˜, c˜, c) of rate ρ1 is constructed with codewords
picked randomly according to PA|U˜C˜C . For every realization
of v˜ ∈ Vn, c˜ ∈ Cn, and c ∈ Cn, a B-codebook ΨB(v˜, c˜, c)
of rate ρ2 is constructed with codewords picked randomly
according to PB|V˜ C˜C .
1
At the beginning of block (l + 1), for a given realiza-
tion (U˜l+1, V˜l+1, K˜l+1, C˜l+1), of correlated ‘sources’, and
side information, the encoder chooses a triplet of codewords
(Al+1,Bl+1,Cl+1) from the appropriate A-, B- and C-
codebooks such that the two tuples are jointly typical ac-
cording to PU˜V˜ K˜C˜QABC|U˜K˜V˜ C˜ . The channel input Xl+1 is
generated by fusing this (Al+1,Bl+1,Cl+1) with the pair of
codewords (Ul+1,Vl+1), which carry fresh information in
block (l + 1).
Now consider the general case when R0 > 0. We can use
the random variable C to encode common information to be
decoded by both receivers. Hence C serves two purposes: it is
used to (a) cover the correlated sources and transmitter side-
information and is thus part of the resolution information,
and (b) to carry fresh information that is decoded by both
receivers. We note that in every block, two communication
tasks are being accomplished simultaneously. The first is joint
source-channel coding of correlated sources over the BC,
accomplished via (A,B,C); the second is Marton coding of
the fresh information, accomplished via (U, V,C) 2. C can be
made to assume the dual role of the common random variable
associated with both these tasks.
Analysis: For this encoding to be successful, we need the
following covering conditions. These are the same conditions
that appear in the Han-Costa scheme ( [18, Lemma 14.1]),
with (U˜ , K˜) and (V˜ , K˜) assuming the roles of the two sources
being covered.3
ρ0 > I(U˜K˜V˜ ;C|C˜) +R0 (15)
ρ0 + ρ1 > I(V˜ K˜;A|CC˜U˜) + I(U˜K˜V˜ ;C|C˜) +R0 (16)
1We can also construct the A-codebook with codewords picked according
to PA|U˜C˜CA˜, and the B-codebook with codewords picked according to
PB|V˜ C˜CB˜ . Interestingly, this yields the same final rate region, though the
covering and packing conditions are different.
2Recall that in Marton’s achievable region for the BC without feedback,
there is a random variable W meant to be decoded by both receivers.
3Though K˜ = (A˜, B˜, S˜) is included in the covering, it is not required to
be explicitly decoded at either receiver.
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C plays the dual role: it is used to cover the correlated sources and
to carry fresh information.
ρ0 + ρ2 > I(U˜K˜;B|CC˜V˜ ) + I(U˜K˜V˜ ;C|C˜) +R0 (17)
ρ0 + ρ1 + ρ2 > I(V˜ K˜;A|CC˜U˜) + I(U˜K˜;B|CC˜V˜ ) (18)
+ I(A;B|U˜K˜V˜ CC˜) + I(U˜K˜V˜ ;C|C˜) +R0
At the end of block (l + 1), receiver 1 determines Ul =
U˜l+1 by finding the pair (U˜l+1,Al+1,Cl+1) using joint
typical decoding in the composite U -, A-, and C-codebooks.
A similar procedure is followed at the second receiver. For
decoding to be successful, we need the following packing
conditions.
R′1 + ρ0 + ρ1 < I(U˜ ;Y Y˜ |A˜C˜) + I(C;Y A˜Y˜ U˜ |C˜)
+ I(A;Y A˜Y˜ |U˜ C˜C) (19)
R′1 + ρ1 < I(U˜ ;Y Y˜ C|A˜C˜) + I(A;Y A˜Y˜ |U˜ C˜C) (20)
R′2 + ρ0 + ρ2 < I(V˜ ;ZZ˜|B˜C˜) + I(C;ZB˜Z˜V˜ |C˜)
+ I(B;ZB˜Z˜|V˜ C˜C) (21)
R′2 + ρ2 < I(V˜ ;ZZ˜C|B˜C˜) + I(B;ZB˜Z˜|V˜ C˜C) (22)
ρ0 + ρ1 < I(C;Y A˜Y˜ U˜ |C˜) + I(A;Y A˜Y˜ |U˜ C˜C) (23)
ρ0 + ρ2 < I(C;ZB˜Z˜V˜ |C˜) + I(B;ZB˜Z˜|V˜ C˜C) (24)
ρ1 < I(A;Y A˜Y˜ |U˜ C˜C) (25)
ρ2 < I(B;ZB˜Z˜|V˜ C˜C) (26)
Performing Fourier-Motzkin elimination on equations (14),
(15-18) and (19-26), we obtain the statement of the theorem.
To get a single-letter characterization of achievable rates,
we need to ensure that the random variables in each block
follow a stationary joint distribution. We now ensure that the
sequences in each block are jointly distributed according to
PABC · PUV |ABC · PX|ABCUV · PY ZS|X (27)
for some chosen PABC , PUV |ABC , and PX|ABCUV .
Suppose that the sequences in a given block are jointly
distributed according to (27). In the next block, these se-
quences become the source pair (U˜ , V˜ ), transmitter side-
information (A˜, B˜, C˜, S˜) and the side information at the two
receivers – (C˜, A˜, Y˜ ) and (C˜, B˜, Z˜), respectively. To cover the
source pair with (A,B,C), we pick a conditional distribution
QABC|A˜B˜C˜U˜V˜ S˜ such that the covering sequences are dis-
tributed according to PABC . This holds when the consistency
condition given by (6) is satisfied. We thereby ensure that the
sequences in each block are jointly distributed according to
(27). Our technique of exploiting the correlation induced by
feedback is similar in spirit to the coding scheme of Han for
two-way channels [19].
We note that the transmitter side information K˜ = (A˜B˜S˜)
is exploited at the encoder in the covering operation implicitly,
without using codebooks conditioned on K˜. This is because
this side information is only partially available at the receivers,
with receiver 1 having only (A˜, Y˜ ), and receiver 2 having only
(B˜, Z˜). Hence the coding approach does not depend on any
assumptions on the nature of the generalized feedback signal
S. This is in contrast to communication over a multiple-access
channel with feedback, where there is a significant difference
between noiseless feedback and noisy feedback [20].
IV. SPECIAL CASES AND EXAMPLES
We now obtain a simpler version of the region of Theorem
1 and use it to compute achievable rates for a few examples.
A. A Simpler Rate Region
Corollary 1. Given a broadcast channel with generalized
feedback (X ,Y,Z,S, PY ZS|X), define any joint distribution
P of the form
PC0PWUV PX|WUV C0PY ZS|X . (28)
for some discrete random variables W,U, V,C0. Let
(C0,W,U, V,X, Y, Z, S) and (C˜0, W˜ , U˜ , V˜ , X˜, Y˜ , Z˜, S˜) be
two sets of variables each distributed according to P and
jointly distributed as
PC˜0W˜ U˜V˜ X˜Y˜ Z˜S˜ QC0|C˜0W˜ U˜V˜ S˜ PWUVXY ZS|C0 . (29)
where QC0|C˜0W˜ U˜V˜ S˜ is a distribution such that
PC0(c0) =∑
c˜0,w˜,u˜,v˜,s˜
QC0|C˜0W˜ U˜V˜ S˜(c0|c˜0, w˜, u˜, v˜, s˜)P (c˜0, w˜, u˜, v˜, s˜)
(30)
for all c0 ∈ C0. Then the following region is achievable.
R0 < min{T1, T2} (31)
R0 +R1 < I(UW ;Y |C0) + I(C0;Y |Y˜ C˜0W˜ )
+ I(C0; Y˜ |C˜0W˜ U˜)− I(V˜ S˜;C0|C˜0W˜ U˜) (32)
R0 +R2 < I(VW ;Z|C0) + I(C0;Z|Z˜C˜0W˜ )
+ I(C0; Z˜|C˜0W˜ V˜ )− I(U˜ S˜;C0|C˜0W˜ V˜ ) (33)
R0 +R1 +R2 < I(UW ;Y |C0) + I(C0;Y |Y˜ C˜0W˜ )
+ I(C0; Y˜ |C˜0W˜ U˜)− I(V˜ S˜;C0|C˜0W˜ U˜) (34)
+ I(C0Z˜; V˜ |C˜0W˜ )− I(U ;V |W ) (35)
R0 +R1 +R2 < I(VW ;Z|C0) + I(C0;Z|Z˜C˜0W˜ )
+ I(C0; Z˜|C˜0W˜ V˜ )− I(U˜ S˜;C0|C˜0W˜ V˜ )
+ I(C0Y˜ ; U˜ |C˜0W˜ )− I(U ;V |W ) (36)
2R0 +R1 +R2 < I(UW ;Y |C0) + I(VW ;Z|C0)
+ I(C0;Y |Y˜ C˜0W˜ ) + I(C0; Y˜ |C˜0W˜ U˜)− I(V˜ S˜;C0|C˜0W˜ U˜)
7+ I(C0;Z|Z˜C˜0W˜ ) + I(C0; Z˜|C˜0W˜ V˜ )− I(U˜ S˜;C0|C˜0W˜ V˜ )
− I(U ;V |W ) (37)
where
T1 , I(C0; Y˜ |C˜0W˜ U˜) + I(C0W ;Y |Y˜ C˜0W˜ U˜)
− I(V˜ S˜;C0|C˜0W˜ U˜), (38)
T2 , I(C0; Z˜|C˜0W˜ V˜ ) + I(C0W ;Z|Z˜C˜0W˜ V˜ )
− I(U˜ S˜;C0|C˜0W˜ V˜ ). (39)
Proof: In Theorem 1, set A = B = φ, and C = (C0,W ),
with QC|C˜U˜V˜ S˜ = QC0W |C˜0W˜ U˜V˜ S˜ = PWQC0|C˜0W˜ U˜V˜ S˜ . For
this choice, we have QC|C˜U˜V˜ S˜ ∈ Q(P ) if (30) is satisfied.
B. The AWGN Broadcast Channel with Noisy Feedback
We use Corollary 1 to compute achievable rates for the
scalar AWGN broadcast channel with noisy feedback from
one receiver. The obtained sum rate is compared with: a) the
maximum sum rate in the absence of feedback, b) the achiev-
able region of Bhaskaran [6] for the case of noiseless feedback
from one receiver, and c) the Ozarow-Leung achievable region
[5] for noiseless feedback from both receivers. We note that
the coding schemes in both [6] and [5] are linear schemes
based on Schalkwijk-Kailath coding for the AWGN channel
[21], and cannot be used when there is noise in the feedback
link [22]. Our rate region also includes the possibility of a
common message to both receivers. The coding schemes of
[5] and [6] are constructed only for private messages.
The channel, with X = Y = Z = R, is described by
Y = X +N1, Z = X +N2, (40)
where N1, N2 are Gaussian noise variables (independent of
the channel input X) with zero mean and covariance matrix
KN1,N2 = σ
2
[
1 ρ
ρ 1
]
where ρ ∈ [−1, 1]. The input sequence x for each block
satisfies an average power constraint
∑n
i=1 x
2
i ≤ nP . In
the absence of feedback, the capacity region of the AWGN
broadcast channel is known [23], [24] and can be obtained
from Marton’s inner bound using the following choice of
random variables.
V =
√
α¯P Q2, U =
√
αP Q1 +
αP
αP + σ2
V
where α ∈ (0, 1), and Q1, Q2 are independentN (0, 1) random
variables. The Marton sum rate is then given by
Rno-FB = I(V ;Z) + I(U ;Y )− I(U ;V ) = 1
2
log
(
1 +
P
σ2
)
.
(41)
This is essentially the ‘writing on dirty paper’ coding strategy
[25], [26]: for the channel from U to Y , V can be considered
as channel state information known at the encoder. We note
that an alternate way of achieving the no-feedback capacity re-
gion of the AWGN broadcast channel is through superposition
coding [2]. 4
Using Corollary 1, we now compute an achievable region
for the channel (40) with noisy feedback from transmitter 1
alone.The feedback signal is given by
S = Y +Nf (42)
where Nf is additive white Gaussian noise on the feedback
link distributed as N (0, σ2f ). Nf is independent of X,Y, Z,N1
and N2. To motivate the choice of joint distribution, let us first
consider the case of noiseless feedback, i.e., Nf = 0.
Noiseless Feedback: The joint distribution
PC0PUV PX|C0UV is chosen as
V =
√
α¯P1 Q2, U =
√
αP1 Q1 + β V (43)
X =
√
P − P1 C0 +
√
α¯P1 Q2 +
√
αP1 Q1 (44)
where Q1, Q2, C0 are independent Gaussians with zero mean
and unit variance and α, β ∈ (0, 1), P1 ∈ (0, P ) are
parameters to be optimized later.
Next we define a conditional distribution QC0|C˜0U˜V˜ Y˜ Z˜ that
satisfies (30). Let
T˜1 =
U˜ − E[U˜ |Y˜ C˜0]√
E[(U˜ − E[U˜ |Y˜ C˜0])2]
. (45)
Then define QC0|C˜0U˜V˜ Y˜ Z˜ by the relation
C0 =
√
1−D T˜1 + ζ (46)
where ζ is a N (0, D) random variable independent of
(C˜0, U˜ , V˜ , Y˜ , Z˜).
In words, T˜1 is the normalized error in the estimate of U˜
at receiver 1. This estimation error is quantized at distortion
level D and suitably scaled to obtain C0. Thus, in each block,
C0 represents a quantized version of the estimation error at
receiver 1 in the previous block. If we similarly denote by T˜2
the error in the estimate of V˜ at receiver 2 (replacing U˜ , Y˜
in (45) with V˜ , Z˜), then T˜2 is correlated with T˜1. This can be
seen by expressing the estimation errors as
U˜ − E[U˜ |Y˜ C˜0] =
√
αP1
(
σ2 + α¯β¯P1
P1 + σ2
)
Q˜1
+
√
α¯P1
(
βσ2 − αβ¯P1
P1 + σ2
)
Q˜2 − P1(α+ βα¯)
P1 + σ2
N˜1,
(47)
V˜ − E[V˜ |Z˜C˜0] = −
√
αP1
α¯P1
P1 + σ2
Q˜1
+
√
α¯P1
αP1
P1 + σ2
Q˜2 − α¯P1
P1 + σ2
N˜2. (48)
We see that correlation coefficient between the estimation
errors in (47) and (48) depends on α, β, ρ. As long as the
correlation is non-zero, C0 simultaneously plays the role of
conveying information about T˜1 to receiver 1, and about
T˜2 to receiver 2. With this choice of joint distribution, the
information quantities in Corollary 1 can be computed.
4Theorem 1 was established for a discrete memoryless broadcast channel
with feedback. These theorems can be extended to the AWGN broadcast chan-
nel using a similar proof, recognizing that in the Gaussian case superposition
is equivalent to addition.
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Fig. 5. Variation of the sum-rate vs correlation coefficient of
(N1, N2). P/σ2 = 10 and there is noiseless feedback from receiver
1. The dashed line shows the no-feedback sum-rate.
Noisy Feedback: When the feedback is noisy, the transmitter
does not know Y˜ , and so cannot compute U˜ − E[U˜ |Y˜ C˜0] in
(45) which was used to generate C0. Instead, the transmitter
can compute an estimate of the error at receiver 1. We now
define T˜1 as
T˜1 =
∆√
E[∆2]
(49)
where
∆ = E
[
(U˜ − E[U˜ |Y˜ C˜0]) | U˜ V˜ C˜0S˜
]
=
√
αP1
σ2 + α¯β¯P1
P1 + σ2
Q˜1 +
√
α¯P1
βσ2 − αβ¯P1
P1 + σ2
Q˜2
− P1(α+ βα¯)
P1 + σ2
σ2
σ2 + σ2f
(S˜ − X˜).
(50)
As before, C0 is defined by (46) with T˜1 given by (49), and
the input X is defined by (44). With this choice of joint
distribution, the information quantities required to evaluate
Corollary 1 are computed and listed in Appendix A.
For different values of the signal-to-noise ratio P/σ2, feed-
back noise variance σ2f and correlation coefficient ρ, we can
compute the maximum sum rate by numerically optimizing
over the parameters (α, β,D, P1). For the case where the
noises at the two receivers are independent (ρ = 0), the
maximum sum rate is plotted in Figure 4 for σ2f = σ
2, σ
2
10
and 0 (σ2f = 0 is noiseless feedback). The figure also shows
the sum rate in the absence of feedback, the sum rate of
the Bhaskaran scheme [6] for noiseless feedback from one
receiver, and the maximum sum rate of the Ozarow-Leung
scheme with noiseless feedback from both receivers.
We see that the obtained sum rate is higher than the no-
feedback sum rate even with feedback noise variance σ2f = σ
2,
9and increases as σ2f decreases. We also observe that for
σ2f = 0 (noiseless feedback), the sum rate of the proposed
rate-region is higher than the Bhaskaran sum rate for high
SNR. Concretely, for P/σ2 = 10, 100 and 1000, our region
yields sum rates of 1.842, 3.612 and 5.378, respectively; the
Bhaskaran sum rates for these SNR values are 1.852, 3.452
and 5.105. The Ozarow-Leung scheme yields higher sum rates
than the proposed region. It also has the advantages of being
a deterministic scheme with probability of error decaying
double exponentially (with block length), but we emphasize
that it uses noiseless feedback from both receivers. Another
difference is that both the Ozarow-Leung and Bhaskaran
schemes are specific to the AWGN broadcast channel and do
not extend to other discrete memoryless broadcast channels,
unlike the scheme in this paper.
Figure 5 shows the effect of ρ (the correlation coefficient
of N1, N2) on the sum-rate with P/σ2 held fixed. The sum-
rate without feedback does not change with ρ as long as
the individual noise variances remain unchanged [2]. With
noiseless feedback from receiver 1, the sum-rate obtained
above decreases monotonically with the noise correlation and
is equal to the no-feedback rate at ρ = 1. This is consistent
with the fact that feedback does not increase the capacity of
the AWGN broadcast channel with ρ = 1 since it is physically
degraded (in fact, we effectively have a point-to-point channel
when ρ = 1).
C. Comparison with the Shayevitz-Wigger (S-W) Rate Region
An achievable rate region for the broadcast channel with
feedback was independently proposed by Shayevitz and Wig-
ger [15]. Their coding scheme can be summarized as follows.
In the first block, the encoder transmits at rates outside than the
Marton region. The receivers cannot decode, and as discussed
earlier, the information needed to resolve the ambiguity at
the two receivers is correlated. This resolution information
is transmitted in the next block through separate source and
channel coding. The correlated resolution information is first
quantized into three parts: a common part, and a private part
for each receiver. This quantization is performed using a gener-
alization of Gray-Wyner coding [27]. The quantization indices
representing the correlated information are then transmitted
together with fresh information for the second block using
Marton coding.
While the S-W scheme is also a block-Markov superposition
scheme with the Marton coding as the starting point, the S-
W scheme differs from the one proposed in this paper in two
aspects:
1) Separate source and channel coding
2) Backward decoding
While separate source and channel coding can be considered
a special case of joint source-channel coding, the backward
decoding technique in [15] uses the resolution information in
a different way than our scheme. In particular, the covering
random variables in each block are decoded first and serve
as extra ‘outputs’ at the receivers that augment the channel
outputs. This difference in the decoding strategy makes a
general comparison of the two rate regions difficult.
In Appendix B, we show that the class of valid joint
distributions for the S-W region can be obtained using our
coding scheme via a specific choice of the covering variables
(A,B,C). The rate region of Theorem 1 evaluated with this
class of distributions is given in (85)–(90). We observe that the
bounds on R0+R1, R0+R2, R0+R1+R2 and 2R0+R1+R2
are larger than the corresponding bounds in the S-W region.
However, our region has an additional R0 constraint which
is not subsumed by the other constraints. Therefore a general
statement about the inclusion of one region in the other does
not seem possible. In the following, we focus on the two
examples discussed in [15] and show that the feedback rates
of the S-W region can also be obtained using Corollary 1.
The Generalized Dueck Broadcast Channel: This is a gen-
eralization of the Dueck example discussed in Section I.
The input X is a binary triple (X0, X,X2). The output of
the two receivers 1 are Y = (X0 + N0, X1 + N1) and
Z = (X0 + N0, X1 + N2) where (N0, N1, N2) are binary
random variables with distribution PN0,N1,N2 such that
H(N0, N1) ≤ 1, H(N0, N2) ≤ 1.
We evaluate the rate region of Corollary 1 for noiseless
feedback from receiver 1 with the following joint distribution.
(W,U, V ) ∼PWPUPV with PW , PU , PV ∼ Bernoulli
(
1
2
)
,
QC0|C˜0W˜ U˜V˜ Y˜ : C0 = Y˜ ⊕ U˜ = N˜1,
X : (X0, X1, X2) = (W,U, V )
(51)
With this choice of Q, C0 is a Bernoulli random variable
with the same distribution as N1. With the joint distribution
above, the mutual information quantities in Corollary 1 can be
computed to be
I(UW ;Y |C0) = 2−H(N0, N1),
I(VW ;Z|C0) = 2−H(N0, N2),
I(C0;Y |Y˜ C˜0W˜ ) = I(C0;Z|Z˜C˜0W˜ ) = 0,
I(C0; Y˜ |C˜0W˜ U˜) = H(N1),
I(C0; Z˜|C˜0W˜ V˜ ) = H(N1)−H(N1|N0, N2),
I(C0Y˜ ; U˜ |C˜0W˜ ) = 1,
I(C0Z˜; V˜ |C˜0W˜ ) = 1−H(N2|N0N1),
I(V˜ S˜;C0|C˜0W˜ U˜) = I(U˜ S˜;C0|C˜0W˜ V˜ ) = H(N1),
I(C0W ;Y |Y˜ C˜0W˜ U˜) = I(C0W ;Z|Z˜C˜0W˜ Z˜) = 1−H(N0).
The rate region is given by
R0 ≤ 1−H(N0)−H(N1|N0, N2)
R0 +R1 ≤ 2−H(N0, N1)
R0 +R2 ≤ 2−H(N0, N1, N2)
R0 +R1 +R2 ≤ 3−H(N0, N1, N2)
(52)
The roles of R1, R2 in (52) can be exchanged by choosing
C0 = Z˜ ⊕ V˜ = N˜2. Thus the following feedback capacity
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region obtained in [15] is achievable.
R1 ≤ 2−H(N0, N1), R2 ≤ 2−H(N0, N2),
R1 +R2 ≤ 3−H(N0, N1, N2).
(53)
The Noisy Blackwell Broadcast Channel: This generaliza-
tion of the Blackwell channel has ternary input alphabet
X = {0, 1, 2}, binary output alphabets Y = Z = {0, 1} and
channel law given by
Y =
{
N X = 0
1−N X = 1, 2 Z =
{
N X = 0, 1
1−N X = 2
where N ∼ Bernoulli(p) is a noise variable independent of X .
With noiseless feedback from both receivers, the rate region
obtained in [15] can also be obtained using Corollary 1 with
the following joint distribution.
PW (0) = PW (1) =
1
2 ,
PUV |W (0, 0|W = 0) = α, PUV |W (1, 1|W = 0) = β,
PUV |W (1, 0|W = 0) = 1− α− β,
PUV |W (0, 0|W = 1) = β, PUV |W (1, 1|W = 1) = α,
PUV |W (1, 0|W = 1) = 1− α− β,
X = U + V, QC0|C˜0W˜ U˜V˜ Y˜ : C0 = Y˜ ⊕ U˜ = Z˜ ⊕ V˜ = N˜ .
With h(.) denoting the binary entropy function and x ? y =
x(1 − y) + y(1 − x), the mutual information quantities in
Corollary 1 are
I(UW ;Y |C0) = I(VW ;Z|C0) = h
(
p ?
α+ β
2
)
− h(p),
I(C0;Y |Y˜ C˜0W˜ ) = I(C0;Z|Z˜C˜0W˜ ) = 0,
I(V˜ S˜;C0|C˜0W˜ U˜) = I(U˜ S˜;C0|C˜0W˜ V˜ ) = h(p),
I(C0Z˜; V˜ |C˜0W˜ )− I(U ;V |W ),
= H(V |UW ) = 1
2
(
β¯h
(
α
β¯
)
+ α¯h
(
β
α¯
))
,
I(C0Y˜ ; U˜ |C˜0W˜ )− I(U ;V |W )
= H(U |VW ) = 1
2
(
β¯, h
(
α
β¯
)
+ α¯h
(
β
α¯
))
,
I(W ;Y |Y˜ C˜0W˜ U˜) = I(W ;Z|Z˜C˜0W˜ Z˜),
= h
(
p ?
α+ β
2
)
− 1
2
h
(
αp+ α¯p¯
2
)
− 1
2
(
βp+ β¯p¯
2
)
.
The rate region is then given by
R0 ≤ h
(
p ?
α+ β
2
)
− 1
2
h
(
αp+ α¯p¯
2
)
− 1
2
h
(
βp+ β¯p¯
2
)
R0 +R1 ≤ h
(
p ?
α+ β
2
)
− h(p)
R0 +R2 ≤ h
(
p ?
α+ β
2
)
− h(p)
R0 +R1 +R2 ≤ h
(
p ?
α+ β
2
)
− h(p)
+
1
2
(
β¯h
(
α
β¯
)
+ α¯h
(
β
α¯
))
(54)
For R0 = 0, this matches the rate-region obtained in [15] for
this channel.
V. PROOF OF THEOREM 1
A. Preliminaries
We shall use the notion of typicality as defined in [18],
[28]. Consider finite sets Z1,Z2 and any distribution PZ1Z2
on them.
Definition 4. For any  > 0, the set of jointly -typical
sequences with respect to PZ1Z2 is defined as
A(n) (PZ1Z2) =
{
(z1, z2) :
∣∣∣∣ 1nN(a, b | z1, z2)− PZ1Z2(a, b)
∣∣∣∣
≤ PZ1Z2(a, b), for all (a, b) ∈ Z1 ×Z2
}
where N(a, b | z1, z2) is the number of occurrences of the
symbol pair (a, b) in the sequence pair (z1, z2). For any z1 ∈
Zn1 , define the set of conditionally -typical sequences as
An (Z2|z1) = {z2 : (z1, z2) ∈ An (PZ1Z2)} .
The following are some basic properties of typical se-
quences that will be used in the proof. δ() will be used to
denote a generic positive function of  that tends to zero as
→ 0.
Property 0: For all  > 0, and for all sufficiently large n, we
have PnZ1,Z2 [A
(n)
 (PZ1,Z2)] > 1− .
Property 1: Let z1 ∈ A(n) (PZ1) for some  > 0.
If Z2 is generated according to the product distribution∏n
i=1 PZ2|Z1(·|z1i), then for all ′ > 
lim
n→∞Pr[(z1,Z2) ∈ A
(n)
′ (PZ1Z2)] = 1.
Property 2: For every z1 ∈ Zn1 , the size of the conditionally
-typical set is upper bounded as
|An (Z2|z1)| ≤ 2n(H(Z2|Z1)+δ()).
If z1 ∈ An (PZ1), then for any ′ >  and n sufficiently large
|An (Z2|z1)| ≥ 2n(H(Z2|Z1)−δ(
′)).
Property 3: If (z1, z2) ∈ An (PZ1,Z2), then
2−n(H(Z2|Z1)+δ()) ≤ PZ2|Z1(z2|z1) ≤ 2−n(H(Z2|Z1)−δ()).
The definitions and properties above can be generalized in
the natural way to tuples of multiple random variables as well.
B. Random Codebook Generation
We recall that K denotes the collection (A,B, S), and K
denotes the set A× B × S .
Fix a distribution PUV ABCXY ZS from P and a conditional
distribution QABC|U˜V˜ K˜C˜ satisfying (6), as required by the
statement of the theorem. Fix a positive integer L. There are
L blocks in encoding and decoding. Fix positive real numbers
R′1, R
′
2, R0,R1, R2, ρ0, ρ1 and ρ2 such that R
′
1 > R1 and
R′2 > R2, where these numbers denote the rates of codebooks
to be constructed as described below. Fix block length n and
 > 0. Let l, l = 1, . . . , L be numbers such that  < 1 <
2 < . . . < L.
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For l = 1, 2, 3, . . . , L independently perform the following
random experiments.
• For each sequence c˜ ∈ Cn, generate 2nρ0 sequences
C[l,i,c˜], i = 1, 2, . . . , 2nρ0 , independently where each
sequence is generated from the product distribution∏n
i=1 PC|C˜(·|c˜i).
• For each sequence pair (c,a) ∈ Cn × An, generate
2n(R
′
1−R1) sequences U[l,i,c,a], i = 1, 2, . . . , 2n(R
′
1−R1),
independently where each sequence is generated from
the product distribution
∏n
i=1 PU |AC(·|ai, ci). Call this
the first U -bin. Independently repeat this experiment
2nR1 times to generate 2nR1 U -bins, and a total of
2nR
′
1 sequences. The ith sequence in the jth bin is
U[l,(j−1)2nR1+i, c,a].
• For each sequence pair (c,b) ∈ Cn ×Bn, similarly gen-
erate 2nR2 V -bins each containing 2n(R
′
2−R2) sequences
with each sequence being generated from the product
distribution
∏n
i=1 PV |BC(·|bi, ci). The ith sequence in the
jth bin is V[l,(j−1)2nR2+i, c,b].
• For each (u˜, c˜, c) ∈ Un × Cn × Cn generate in-
dependently 2nρ1 sequences A[l,i,u˜,c˜,c], for i =
1, 2, . . . , 2nρ1 , where each sequence is generated from∏n
j=1 PA|U˜C˜C(·|u˜j , c˜j , cj).
• For each (v˜, c˜, c) ∈ Vn × Cn × Cn generate
independently 2nρ2 sequences B[l,i,v˜,c˜,c], for i =
1, 2, . . . , 2nρ2 , where each sequence is generated from∏n
j=1 PB|V˜ C˜C(·|v˜j , c˜j , cj).
• For each (a,b, c,u,v) ∈ An × Bn ×Cn ×
Un × Vn generate one sequence X[l,a,b,c,u,v] using∏n
i=1 PX|ABCUV (·|ai, bi, ci, ui, vi).
• Generate independently sequences
U[0],V[0],C[0],K[0],X[0],Y[0],Z[0] from the product
distribution PnU,V,C,K,X,Y,Z .
These sequences are known to all terminals before trans-
mission begins.
C. Encoding Operation
Let W0[l] denote the common message, and W1[l],W2[l],
the private messages for block l. These are independent ran-
dom variables distributed uniformly over {0, 1, . . . , 2nR0−1},
{1, 2, . . . , 2nR1}, and {1, 2, . . . , 2nR2}, respectively. We set
W0[0] = W1[0] = W2[0] = W0[L] = W1[L] = W2[L] = 1.
For each block l, the encoder chooses a quintuple of se-
quences (A[l],B[l],C[l],U[l],V[l]) from the five codebooks
generated above, according to the encoding rule described
below. The channel input, and channel output sequences in
block l are denoted X[l], Y[l] and Z[l], respectively.
Blocks l = 1, 2, 3, . . . , L: The encoder performs the follow-
ing sequence of operations.
• Step 1: The encoder determines a triplet of indices
GA[l] ∈ {1, . . . , 2nρ1}, GB [l] ∈ {1, . . . , 2nρ2}, and
GC [l]) ∈ {1, . . . , 2nρ0} such that
1) GC [l] mod 2nR0 = W0[l], 5 and
5This condition corresponds to the role of C in carrying the message W0[l]
common to both receivers.
2) The tuple (U[l− 1],V[l− 1],K[l− 1],C[l− 1]) is
jointly l-typical with the triplet of sequences{
C[l,GC [l],C[l−1]],
A[l,GA[l],U[l−1],C[l−1],C[l,GC [l],C[l−1]]],
B[l,GB [l],V[l−1],C[l−1],C[l,GC [l],C[l−1]]]
}
with respect to PU˜,V˜ ,K˜,C˜,C,A,B .
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If no such index triplet is found, it declares error and sets
(GA[l], GB [l], GC [l]) = (1, 1, 1).
The encoder then sets
C[l] = C[l,GC [l],C[l−1]],
A[l] = A[l,GA[l],U[l−1],C[l−1],C[l,GC [l],C[l−1]]],
B[l] = B[l,GB [l],V[l−1],C[l−1],C[l,GC [l],C[l−1]]].
• Step 2: The encoder chooses a pair of indices
(GU [l], GV [l]) such that the triplet of sequences
(U[l,GU [l],C[l],A[l]], V[l,GV [l],C[l],B[l]], A[l], B[l], C[l])
is -typical with respect to PUV ABC , and
U[l,GU [l],C[l],A[l]] belongs to the U -bin with index
W1[l], and V[l,GV [l],C[l],B[l]] belongs to the V -bin with
index W2[l]. If no such index pair is found, it declares
error and sets (GU [l], GV [l]) = (1, 1).
The encoder then sets U[l] = U[l,GU [l],C[l],A[l]], V[l] =
V[l,GV [l],C[l],B[l]], and X[l] = X[l,A[l],B[l],C[l],U[l],V[l]]. It
transmits X[l] as the channel input sequence for block l.
• Step 3: The broadcast channel produces (Y[l],Z[l]).
• Step 4: After receiving (S[l]) via the feedback link, the
encoder sets K[l] = (A[l],B[l],S[l]).
D. Decoding Operation
Block 1: The objective at the end of this block is to decode
the common message W0[1] at both receivers.
• The first decoder receives Y[1], and the second decoder
receives Z[1].
• The first decoder determines the unique
index pair (GˆC1[1], GˆA[1]) such that
the tuples (C[0],A[0],U[0],Y[0]) and
(C¯1[1],A[1,GˆA[1],U[0],C[0],C¯1[1]],Y[1]) are jointly
l-typical with respect to PC˜A˜U˜Y˜ CAY , where
C¯1[1] , C[1,GˆC1[1],C[0]]. Note that C¯1[1] is the
estimate of C[1] at the first decoder.
If not successful in this operation, the first decoder
declares an error and sets (GˆC1[1], GˆA[1]) = (1, 1), and
C¯1[1] , C[1,GˆC1[1],C[0]].
• The first decoder outputs Wˆ0[1] = GˆC1[1] mod 2nR0 ,
and sets
A¯[1] = A[1,GˆA[1],U[0],C[0],C¯1[1]].
A¯[1] is the first decoder’s estimate of A[1].
• The second decoder determines the unique
index pair (GˆC2[1], GˆB [1]) such that
the tuples (C[0],B[0],V[0],Z[0]) and
6 If there is more than one triplet satisfying the conditions, the encoder
chooses one of them at random.
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(C¯2[1],B[1,GˆB [1],V[0],C[0],C¯2[1]],Z[1]) are jointly
l-typical with respect to PC˜B˜V˜ Z˜CBZ , where
C¯2[1] , C[1,GˆC2[1],C[0]]. Note that C¯2[1] is the
estimate of C[1], at the second decoder.
If not successful in this operation, the second decoder
declares an error and sets (GˆC2[1], GˆB [1]) = (1, 1), and
C¯2[1] , C[1,GˆC2[1],C[0]].
• The second decoder outputs W¯0[1] = GˆC2[1]
mod 2nR0 , and sets
B¯[1] = B[1,GˆB [1],V[0],C[0],C¯2[1]].
B¯[1] is the second decoder’s estimate of B[1].
Block l, l = 2, 3, . . . , L: The objective at the end of block l is
for receiver 1 to decode (W0[l],W1[l− 1]) and for receiver 2
to decode (W0[l],W2[l − 1]).
• The first decoder receives Y[l] and the second decoder
receives Z[l].
• The first decoder determines the unique index triplet
(GˆC1[l], GˆA[l], GˆU [l − 1]) such that the tuples
(C¯1[l − 1], A¯[l − 1], U¯[l − 1],Y[l − 1]) and
(C¯1[l],A[l,GˆA[l],U¯[l−1],C¯1[l−1],C¯1[l]],Y[l])
are jointly l-typical with respect to PC˜A˜U˜Y˜ CAY , where
U¯[l − 1] , U[(l−1),GˆU [l−1],C¯1[l−1],A¯[l−1]],
C¯1[l] , C[l,GˆC1[l],C¯1[l−1]].
If not successful in this operation, the first decoder
declares an error and sets (GˆC1[l], GˆA[l], GˆU [l − 1]) =
(1, 1, 1), and U¯[l−1] = U[(l−1),1,C¯1[l−1],A¯[l−1]], C¯1[l] =
C[l,1,C¯1[l−1]]. Note that U¯[l − 1] and C¯1[l] are the
estimates of U[l − 1] and C[l], respectively, at the first
decoder.
• The first decoder then outputs Wˆ0[l] = GˆC1[l]
mod 2nR0 , and Wˆ1[l − 1] as the index of U -bin that
contains the sequence U[(l−1),GˆU [l−1],C¯1[l−1],A¯[l−1]]. The
decoder sets
A¯[l] = A[l,GˆA[l],U¯[l−1],C¯1[l−1],C¯1[l]].
A¯[l] is the first decoder’s estimate of A[l].
• The second decoder determines the unique index triplet
(GˆC2[l], GˆB [l], GˆV [l − 1]) such that the tuples
(C¯2[l − 1], B¯[l − 1], V¯[l − 1],Z[l − 1]) and
(C¯2[l],B[l,GˆB [l],V¯[l−1],C¯2[l−1],C¯2[l]],Z[l])
are jointly l-typical with respect to PC˜B˜V˜ Z˜CBZ , where
V¯[l − 1] , V[(l−1),GˆV [l−1],C¯2[l−1],B¯[l−1]],
C¯2[l] , C[l,GˆC2[l],C¯2[l−1]].
If not successful in this operation, the second decoder
declares an error and sets (GˆC2[l], GˆB [l], GˆV [l − 1]) =
(1, 1, 1), and V¯[l−1] = V[(l−1),1,C¯2[l−1],B¯[l−1]], C¯2[l] =
C[l,1,C¯2[l−1]]. Note that V¯[l − 1] and C¯2[l] are the
estimates of V[l−1] and C[l], respectively, at the second
decoder.
• The second decoder then outputs W¯0[l] = GˆC2[l]
mod 2nR0 , and Wˆ2[l − 1] as the index of V -bin that
contains the sequence V[(l−1),GˆV [l−1],C¯2[l−1],B¯[l−1]]. The
decoder sets
B¯[l] = B[l,GˆB [l],V¯[l−1],C¯2[l−1],C¯2[l]].
B¯[l] is the second decoder’s estimate of B[l].
E. Error Analysis
Let E [0] denote the event that (U[0],K[0],V[0],C[0]) is
not [0]-typical with respect to PUKV C . By Property 0, we
have Pr[E [0]] ≤  for all sufficiently large n.
Block 1: The error event in Block 1 can be expressed as
E [1] = E1[1] ∪ E2[1] ∪ E3[1] ∪ E4[1] ∪ E5[1] where
- E1[1] is the event that the encoder declares error in step
1 of encoding (described in Section V-C),
- E2[1] is the event that the encoder declares error in step
2 of encoding,
- E3[1] is the event that the tuples (U[0],V[0],K[0],C[0])
and (U[1],V[1],K[1],C[1]) are not jointly 1-typical
with respect to PU˜V˜ K˜C˜UV KC ,
- E4[1] is the event that (GˆC1[1], GˆA[1]) 6= (GC [1], GA[1]),
and E5[1] is the event that (GˆC2[1], GˆB [1]) 6=
(GC [1], GB [1]).
Lemma 1 (Covering lemma). Pr[E1[1] | E [0]c] ≤  for all
sufficiently large n if R0, ρ0, ρ1, and ρ2 satisfy
ρ0 > I(U˜ V˜ K˜;C|C˜) +R0 + δ(1) (55)
ρ0 + ρ1 > I(V˜ K˜;A|CC˜U˜) + I(U˜ V˜ K˜;C|C˜) +R0 + δ(1)
(56)
ρ0 + ρ2 > I(U˜K˜;B|CC˜V˜ ) + I(U˜ V˜ K˜;C|C˜) +R0 + δ(1)
(57)
ρ0 + ρ1 + ρ2 > I(V˜ K˜;A|CC˜U˜) + I(U˜K˜;B|CC˜V˜ )
+ I(A;B|U˜ V˜ K˜CC˜) + I(U˜ V˜ K˜;C|C˜) +R0 + δ(1)
(58)
Proof: The proof of this covering lemma is the same as
that of [18, Lemma 14.1], with (U˜ , K˜) and (V˜ , K˜) assuming
the roles of the two sources being covered.
Lemma 2. Pr[E2[1] | E [0]c] ≤  for all sufficiently large n if
R′1, R
′
2, and R1, R2 satisfy
R′1 +R
′
2 −R1 −R2 > H(U |AC) +H(V |BC)
−H(UV |ABC) + δ(1)
(59)
Proof: This is very similar to a standard covering lemma
used for bounding the probability of encoding error in Mar-
ton’s coding scheme, a proof of which can be found in [2],
[17] or [18].
From Property 1 of typical sequences, it follows that
Pr[E3[1] | E1[1]c, E2[1]c, E [0]c] ≤  for all sufficiently large
n.
Lemma 3. Pr[E4[1] ∪ E5[1]|E3[1]c, E2[1]c, E1[1]c, E [0]c] ≤ 2,
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if
ρ0 + ρ1 < I(C;Y A˜Y˜ U˜ |C˜) + I(A;Y A˜Y˜ |U˜ C˜C)− 3δ(1)
(60)
ρ0 + ρ2 < I(C;ZB˜Z˜V˜ |C˜) + I(B;ZB˜Z˜|V˜ C˜C)− 3δ(1)
(61)
ρ1 < I(A;Y A˜Y˜ |U˜ C˜C)− 3δ(1) (62)
ρ2 < I(B;ZB˜Z˜|V˜ C˜C)− 3δ(1) (63)
Proof: The proof is a special case of that of Lemma 4
given below.
Hence P [E [1] | E [0]c] < 5 if the conditions given in Lem-
mas 1, 2, and 3 are satisfied. This implies that A¯[1] = A[1],
C¯1[1] = C¯2[1] = C[1], and similarly B¯[1] = B[1] with high
probability.
Block l, l = 2, 3, . . . , L: The error event in block l can be
expressed as E [l] = ∪5i=1Ei[l] where
- E1[l] is the event that the encoder declares error in step
1 of encoding
- E2[l] is the event that the encoder declares error in step
2 of encoding,
- E3[l] is the event that the tuples (U[l−1],V[l−1],K[l−
1],C[l − 1]) and (U[l],V[l],K[l],C[l]) are not jointly
l-typical with respect to PU˜V˜ K˜C˜UV KC ,
- E4[l] is the event that
{(GˆC1[l], GˆA[l], GˆU [l− 1]) 6= (GC [l], GA[l], GU [l− 1])}
and E5[l] is the event that
{(GˆC2[l], GˆB [l], GˆV [l−1]) 6= (GC [l], GB [l], GV [l−1])}.
Using arguments similar to those used for Block 1, one
can show that if ρ0, ρ1, ρ2, R′1, R
′
2, R1 and R2 satisfy the
conditions given in (59) and (55)-(58) with [l − 1] replaced
with l, then for all sufficiently large n,
Pr[E1[l] ∪ E2[l] ∪ E3[l] | ∩l−1k=0E [k]c] ≤ 3.
Lemma 4 (Packing lemma).
Pr[E4[l] ∪ E5[l] | E3[l]c, E2[l]c, E1[l]c,∩l−1k=0E [k]c] ≤ 2, if
R′1 + ρ0 + ρ1 < I(U˜ ;Y Y˜ |A˜C˜) + I(C;Y A˜Y˜ U˜ |C˜)
+ I(A;Y A˜Y˜ |U˜ C˜C)− 3δ(l) (64)
R′1 + ρ1 < I(U˜ ;Y Y˜ C|A˜C˜) + I(A;Y A˜Y˜ |U˜ C˜C)− 3δ(l)
(65)
R′2 + ρ0 + ρ2 < I(V˜ ;ZZ˜|B˜C˜) + I(C;ZB˜Z˜V˜ |C˜)
+ I(B;ZB˜Z˜|V˜ C˜C)− 3δ(l) (66)
R′2 + ρ2 < I(V˜ ;ZZ˜C|B˜C˜) + I(B;ZB˜Z˜|V˜ C˜C)− 3δ(l)
(67)
ρ0 + ρ1 < I(C;Y A˜Y˜ U˜ |C˜) + I(A;Y A˜Y˜ |U˜ C˜C)− 3δ(l)
(68)
ρ0 + ρ2 < I(C;ZB˜Z˜V˜ |C˜) + I(B;ZB˜Z˜|V˜ C˜C)− 3δ(l)
(69)
ρ1 < I(A;Y A˜Y˜ |U˜ C˜C)− 3δ(l) (70)
ρ2 < I(B;ZB˜Z˜|V˜ C˜C)− 3δ(l) (71)
Proof: See Appendix C.
Hence Pr[E [l] | ∩l−1k=0E [k]c] < 5. Under the event
∩lk=0E [k]c, we have A¯[l] = A[l], C¯1[l] = C¯2[l] = C[l], and
B¯[l] = B[l].
Overall Probability of Decoding Error: The analysis above
shows that the probability of decoding error over L blocks
satisfies
Pr[E ] = Pr [∪Ll=0E [l]] ≤ 5L
if the conditions given in (59), (55)-(58) and (64)-(71) are
satisfied with δ(1) and δ(l) are replaced with θ, where
θ =
∑L
l=1 δ(l). This implies that the rate region given by
(14), (15)-(18), (19)-(26) is achievable. By applying Fourier-
Motzkin elimination to these equations, we obtain that the rate
region given in the statement of the theorem is achievable.
The details of this elimination are omitted since they are
elementary, but somewhat tedious.
VI. CONCLUSION
We have derived a single-letter rate region for the two-user
broadcast channel with feedback. Using the Marton coding
scheme as the starting point, our scheme has a block-Markov
structure and uses three additional random variables (A,B,C)
to cover the correlated information generated at the end of each
block.
The proposed region was used to compute achievable rates
for the AWGN channel with noisy feedback. In particular, it
was shown that sum rates higher than the no-feedback sum
capacity could be achieved even with noisy feedback to only
one receiver. In all the examples including the AWGN channel,
the improvement over the no-feedback region was obtained
using a simplified version of the rate region with the resolution
information carried only by the common random variable C.
An open question is whether the AWGN sum-rate with noisy
feedback can be improved by sending resolution information
via A and B as well. Since the resolution information used
for the two receivers are correlated Gaussians, the results of
[29], [30] suggest that this may be possible.
The key to obtaining a single-letter characterization was
to impose a constraint on the Markov kernel connecting the
distribution of the random variables across successive blocks.
A similar idea was used in [20] for multiple-access channels
with feedback. This approach to harnessing correlated infor-
mation is quite general, and it is likely that it can be used
to obtain improved rate regions for other multi-user channels
with feedback such as interference and relay channels.
APPENDIX A
MUTUAL INFORMATION TERMS FOR THE AWGN EXAMPLE
With the joint distribution described in Section IV-B, we
first compute the following quantities.
Mu , E[∆2] = αP1
(
σ2 + β¯α¯P1
P1 + σ2
)2
+ α¯P1
(
βσ2 − αβ¯P1
P1 + σ2
)2
+
(
αP1 + βα¯P1
P1 + σ2
)2
σ4
σ2 + σ2f
, (72)
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E[∆V˜ ] =
α¯P1(βσ
2 − αβ¯P1)
P1 + σ2
, (73)
E[∆U˜ ] =
αP1(σ
2 + α¯β¯P1)
P1 + σ2
+
βα¯P1(βσ
2 − αβ¯P1)
P1 + σ2
,
(74)
E[∆Z˜] =
P1σ
2(α+ α¯β)
P1 + σ2
(
1− σ
2ρ
σ2 + σ2f
)
, (75)
E[∆Y˜ ] =
P1σ
2(α+ α¯β)
P1 + σ2
(
σ2f
σ2 + σ2f
)
. (76)
We next compute the conditional variances in terms of which
the mutual information quantities are expressed.
var(T˜1|C˜0V˜ ) = 1− (E[∆V˜ ])
2
Muα¯P1
(77)
var(T˜1|C˜0U˜) = 1− (E[∆U˜ ])
2
Mu(αP1 + β2α¯P1)
(78)
var(T˜1|C˜0Z˜) = 1− (E[∆Z˜])
2
Mu(P1 + σ2)
(79)
var(T˜1|C˜0Y˜ ) = 1− (E[∆Y˜ ])
2
Mu(P1 + σ2)
(80)
var(T˜1|C˜0V˜ Z˜) = 1− 1
Mu
(
a1E[∆V˜ ] + b1E[∆Z˜]
α¯P1(αP1 + σ2)
)
(81)
var(T˜1|C˜0U˜ Y˜ ) =
1− 1
Mu
(
a2E[∆U˜ ] + b2E[∆Y˜ ]
(P1 + σ2)(αP1 + β2α¯P1)− (αP1 + βα¯P1)2
)
(82)
where
a1 = E[∆V˜ ](P1 + σ
2)− E[∆Z˜]α¯P1,
b1 = E[∆Z˜]α¯P1 − E[∆V˜ ]α¯P1,
a2 = E[∆U˜ ](P1 + σ
2)− E[∆Y˜ ](αP1 + βα¯P1),
b2 = E[∆Y˜ ](αP1 + β
2α¯P1)− E[∆U˜ ](αP1 + βα¯P1).
(83)
Finally, the mutual information terms are calculated to be
I(U ;V ) =
1
2
log
(
1 +
β2α¯
α
)
,
I(U ;Y |C0) = 1
2
log
(
(P1 + σ
2)(α+ β2α¯)
(P1 + σ2)(α+ β2α¯)− P1(α+ βα¯)2
)
I(V ;Z|C0) = 1
2
log
(
P1 + σ
2
αP1 + σ2
)
,
I(C0; U˜ S˜|C˜0V˜ ) = 1
2
log
(
1 +
(1−D)
D
var(T˜1|C˜0V˜ )
)
,
I(C0; V˜ S˜|C˜0U˜) = 1
2
log
(
1 +
(1−D)
D
var(T˜1|C˜0U˜)
)
,
I(C0; Y˜ |C˜0U˜) = 1
2
log
(
(1−D)var(T˜1|C˜0U˜) +D
(1−D)var(T˜1|C˜0U˜ Y˜ ) +D
)
,
I(C0; Z˜|C˜0V˜ ) = 1
2
log
(
(1−D)var(T˜1|C˜0V˜ ) +D
(1−D)var(T˜1|C˜0V˜ Z˜) +D
)
,
I(C0; U˜ |C˜0Y˜ ) = 1
2
log
(
(1−D)var(T˜1|C˜0Y˜ ) +D
(1−D)var(T˜1|C˜0U˜ Y˜ ) +D
)
,
I(C0; V˜ |C˜0Z˜) = 1
2
log
(
(1−D)var(T˜1|C˜0Z˜) +D
(1−D)var(T˜1|C˜0V˜ Z˜) +D
)
,
I(C0;Y |C˜0Y˜ ) =
1
2
log
(
1 +
(P − P1)((1−D)var(T˜1|C˜0Y˜ ) +D)
P1 + σ2
)
,
I(C0;Z|C˜0Z˜) =
1
2
log
(
1 +
(P − P1)((1−D)var(T˜1|C˜0Z˜) +D)
P1 + σ2
)
,
I(C0;Y |C˜0U˜ Y˜ ) =
1
2
log
(
1 +
(P − P1)((1−D)var(T˜1|C˜0U˜ Y˜ ) +D)
P1 + σ2
)
,
I(C0;Z|C˜0V˜ Z˜) =
1
2
log
(
1 +
(P − P1)((1−D)var(T˜1|C˜0V˜ Z˜) +D)
P1 + σ2
)
.
APPENDIX B
COMPARISON WITH SHAYEVITZ-WIGGER REGION
In Theorem 1, set A = V˜1, B = V˜2, C = (V˜0,W ) and
consider joint distributions over two blocks of the form
PU˜V˜ W˜ X˜Y˜ Z˜S˜ QV˜0V˜1V˜2|U˜V˜ W˜ S˜ PWUV PX|WUV PY ZS|X .
(84)
If we set QV˜0V˜1V˜2|U˜V˜ W˜ S˜ =
PV0|UVWSPV1|V0UVWSPV2|V0UVWS , the joint distribution
is identical to that of the Shayevitz-Wigger region. With
this distribution, Theorem 1 yields the following. (The
parts in bold indicate the corresponding constraints of the
Shayevitz-Wigger region.)
R0 < {T1, T2} (85)
R0 +R1 < I(UW;YV1)− I(UVWS;V0V1|Y)
+ I(V0;UW |V1Y ) (86)
R0 +R2 < I(VW;ZV2)− I(UVWS;V0V2|Y)
+ I(V0;VW |V2Z) (87)
R0 +R1 +R2 <
I(UW;YV1) + I(V;ZV2|W)− I(U;V|W)
−I(UVWS;V0V1|Y)− I(UVWS;V2|V0Z) (88)
+ I(V0;UW |V1Y ) + I(V0;V |V2WZ) + I(V2;W |ZV0)
R0 +R1 +R2 <
I(VW;ZV2) + I(U;YV1|W)− I(U;V|W)
−I(UVWS;V0V2|Z)− I(UVWS;V1|V0Y) (89)
+ I(V0;VW |V2Z) + I(V0;U |V1WY ) + I(V1;W |Y V0)
2R0 +R1 +R2 <
I(UW;YV1) + I(VW;ZV2)− I(U;V|W)
−I(UVWS;V0V1|Y)− I(UVWS;V0V2|Z) (90)
+ I(V0;UW |V1Y ) + I(V0;VW |V2Z)
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where
T1 = I(W ;Y ) + I(V1V0;Y |WU)− I(V S;V1V0|WU)
+ I(V2;Z|WV V0)− I(US;V2|WV V0),
T2 = I(W ;Z) + I(V2V0;Z|WV )− I(US;V2V0|WV )
+ I(V1;Y |WUV0)− I(V S;V1|WUV0).
APPENDIX C
PROOF OF LEMMA 4
We show through induction that if Pr[E4[k]] <  for
k = 1, . . . , l − 1, then Pr(E4[l]) <  if the conditions in the
statement of the lemma are satisfied.
For conciseness, let F denote the event (∩l−1k=0E [k]c∩E1[l]c∩
E2[l]c ∩ E3[l]c). Note that F is the conditioning event in the
statement of Lemma 4; hence C¯1[l−1] = C¯2[l−1] = C[l−1],
A¯[l−1] = A[l−1] and B¯[l−1] = B[l−1]. Recall that given
C[l− 1],A[l− 1] and the indices GC [l], GA[l], GU [l− 1], the
following sequences are determined:
U[l − 1] = U[l−1,GU [l−1],C[l−1],A[l−1]],
C[l] =C[l,GC [l],C[l−1]], A[l] = A[l,GA[l],U[l−1],C[l−1],C[l]].
(91)
Define the following indicator random variable: ψ(i, j, k) = 1
if the tuples
(U[l−1,k,C[l−1], A[l−1]], A[l − 1], Y[l − 1], C[l − 1]) and
(C[l,i,C[l−1]],Y[l],A[l,j,U[l−1,k,C[l−1],A[l−1]],C[l−1],C[l,i,C[l−1]]])
are jointly l-typical with respect to PU˜A˜Y˜ C˜CAY and 0 other-
wise. We have
Pr(E4|F) = P
(∃ (i, j, k) 6= (GC [l], GA[l], GU [l − 1])
s.t. ψ(i, j, k) = 1 | F)
= Φ1 + Φ2 + Φ3 + Φ4,
(92)
where
Φ1 = Pr(∃ j 6= GA[l] s.t. ψ(GC [l], j, GU [l − 1]) = 1 | F),
(93)
Φ2 = Pr(∃ i 6= GC [l], j s.t. ψ(i, j, GU [l − 1]) = 1 | F),
(94)
Φ3 = Pr(∃ k 6= GU [l − 1], j s.t. ψ(GC [l], j, k) = 1 | F),
(95)
Φ4 = Pr(∃ i 6= GC [l], k 6= GU [l − 1], j s.t. ψ(i, j, k) = 1|F).
(96)
A. Upper bound for Φ1
Using the union bound, we have
Φ1 ≤
2nρ1∑
j=1
Pr
(
{U[l − 1],A[l − 1],Y[l − 1],C[l − 1],C[l],
Y[l],A[l,j,U[l−1],C[l−1],C[l]]} ∈ A(n)l (PC˜A˜U˜Y˜ CAY ),
GA[l] 6= j | F
)
.
(97)
For brevity, we denote the tuple (U[l − 1],C[l − 1],C[l]) by
T′ and the tuple (U[l − 1],C[l − 1],C[l],A[l − 1],Y[l − 1])
by T. (97) can then be written as
Φ1 ≤ 1Pr[F ]
2nρ1∑
j=1
∑
t,a,y∈Al
Pr[T = t, A[l,j,T′] = a,
Y[l] = y, GA[l] 6= j]
=
2nρ1
Pr[F ]
∑
t,a,y∈Al
Pr[T = t] Pr[A[l,1,T′] = a,
Y[l] = y, GA[l] 6= 1 | T = t]
(98)
where the second equality is due to the symmetry of the
codebook construction. We note that the index GA[l] is a func-
tion of the entire A-codebook {A[l,j,U[l−1],C[l−1],C[l]], j =
1 . . . 2nρ1} and so conditioned on T = t, the events
GA[l] 6= 1 and (A[l,1,U[l−1],C[l−1],C[l]] = a, Y[l] = y)
are dependent. This dependency can be handled using the
technique developed in [31].
Let C¯ be the set {A[l,j,U[l−1],C[l−1],C[l]], j = 2 . . . 2nρ1},
i.e., C¯ is the A-codebook without the first codeword. Focusing
on the inner term of the summation in (98), we have
Pr[A[l,1,T′] = a, Y[l] = y, GA[l] 6= 1 | T = t]
≤ Pr[A[l,1,T′] = a, Y[l] = y | GA[l] 6= 1,T = t]
=
∑
c¯
Pr[A[l,1,T′] = a, Y[l] = y | GA[l] 6= 1,T = t, C¯ = c¯]
· Pr[C¯ = c¯ | GA[l] 6= 1,T = t]
(a)
=
∑
c¯
Pr[A[l,1,T′] = a | GA[l] 6= 1,T = t, C¯ = c¯]
· Pr[Y[l] = y | GA[l] 6= 1,T = t, C¯ = c¯]
· Pr[C¯ = c¯ | GA[l] 6= 1,T = t]
(b)
≤ 2 · Pr[A[l,1,T′] = a | T′ = t′]·∑
c¯
Pr[Y[l] = y | GA[l] 6= 1,T = t, C¯ = c¯]
· Pr[C¯ = c¯ | GA[l] 6= 1,T = t]
(c)
≤ 4 · Pr[A[l,1,T′] = a | T′ = t′] Pr[Y[l] = y | T = t]
(d)
≤ 4 · 2−n(H(A|CC˜U˜)−δ(l)) · 2−n(H(Y |CC˜U˜A˜Y˜ )−δ(l)).
(99)
In the chain above, (a) is true because given GA[l] 6= 1, we
have the Markov chain A[l,1,T′] − (C¯,T) −X[l] −Y[l]. (d)
follows from Property 3 of typical sequences, while (b) and
(c) are obtained from the following claim, proved along the
lines of [31, Lemmas 1 and 2].
Claim 1.
Pr[A[l,1,T′] = a | GA[l] 6= 1,T = t, C¯ = c¯]
≤ 2 Pr[A[l,1,T′] = a | T′ = t′], and
Pr[Y[l] = y | GA[l] 6= 1,T = t] ≤ 2 Pr[Y[l] = y | T = t].
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Proof: We have
Pr[A[l,1,T′] = a | GA[l] 6= 1,T = t, C¯ = c¯]
=
Pr[A[l,1,T′] = a, GA[l] 6= 1 | T = t, C¯ = c¯]
Pr[GA[l] 6= 1, | T = t, C¯ = c¯]
≤ Pr[A[l,1,T′] = a | T = t, C¯ = c¯]
Pr[GA[l] 6= 1 | T = t, C¯ = c¯]
=
Pr[A[l,1,T′] = a | T′ = t′]
Pr[GA[l] 6= 1 | T = t, C¯ = c¯]
(100)
where the last equality holds because each codeword of
the codebook {A[l,j,T′], j = 1, . . . 2nρ1} is independently
generated, conditioned only on the symbols of T′. We now
provide a lower bound for the denominator of (100).
Pr[GA[l] 6= 1 | T = t, C¯ = c¯]
= 1− Pr[GA[l] = 1 | T = t, C¯ = c¯]
≥ 1− Pr
[
(A[l,1,T′],T) ∈ A(n)l (PC˜A˜U˜Y˜ CA)
]
≥ 1− 2−n(I(A;A˜Y˜ |U˜C˜C)−δ(l)) ≥ 1
2
(101)
for sufficiently large n. Substituting in (100) completes the
proof of the first part of the claim.
For the second part, we write
Pr[Y[l] = y | GA[l] 6= 1,T = t]
≤ Pr[Y[l] = y | T = t]
Pr[GA[l] 6= 1 | T = t]
=
Pr[Y[l] = y | T = t]
(2nρ1 − 1)/2nρ1 ≤ 2 · Pr[Y[l] = y | T = t]
(102)
for large enough n. The equality above is due to the symmetry
of the codebook construction. The claim is proved.
Substituting the bound from (99) in (98), we obtain
Φ1 ≤ 2
nρ1
Pr[F ]
∑
t
Pr[T = t]
∑
a,y∈Al (.|t)
4 · 22nδ(l)2−nH(A|CC˜U˜)
· 2−nH(Y |CC˜U˜A˜Y˜ )
(a)
≤ 2
nρ1
Pr[F ]
∑
t
Pr[T = t] 2n(H(AY |CC˜U˜A˜Y˜ )+δ(l))
·
(
4 · 22nδ(l) · 2−nH(A|CC˜U˜) · 2−nH(Y |CC˜U˜A˜Y˜ )
)
=
4 · 23nδ(l) · 2nρ1 · 2nH(AY |CC˜U˜A˜Y˜ )
Pr[F ] · 2nH(A|CC˜U˜) · 2nH(Y |CC˜U˜A˜Y˜ )
(103)
where (a) follows from the upper bound on the size of the
conditionally typical set (Property 2).
B. Upper bound for Φ2, Φ3, Φ4
Using the union bound, we have
Φ2 ≤
2nρ0∑
i=1
2nρ1∑
j=1
Pr
(
{U[l − 1],A[l − 1],Y[l − 1],C[l − 1],
Y[l],C[l,i,C[l−1]],A[l,j,U[l−1],C[l−1],C[l,i,C[l−1]]]}
∈ A(n)l (PC˜A˜U˜Y˜ CAY ), GC [l] 6= i | F
)
.
(104)
To keep the notation manageable, in the next few equations
we will use the shorthand Ci for C[l,i,C[l−1]]. We also redefine
T′ as the tuple (U[l− 1],C[l− 1]) and T as the tuple (U[l−
1],C[l− 1],A[l− 1],Y[l− 1]). (104) can then be written as
Φ2 ≤ 1Pr[F ]
2nρ0∑
i=1
2nρ1∑
j=1
∑
t,c,a,y∈Al
Pr[T = t,Ci = c,
A[l,j,T′,Ci] = a,Y[l] = y, GC [l] 6= i]
=
2n(ρ0+ρ1)
Pr[F ]
∑
t,a,c,y∈Al
Pr[T = t] · Pr[C1 = c,
A[l,1,T′,C1] = a, Y[l] = y, GC [l] 6= 1 | T = t]
(105)
where the second equality is due to the symmetry of the code-
book construction. We note that the index GC [l] is a function
of the entire C-codebook {Ci = C[l,i,C[l−1]], i = 1 . . . 2nρ0}
and so conditioned on T = t, the events GC [1] 6= 1 and
(C1 = c,A[l,1,U[l−1],C[l−1],C1] = a, Y[l] = y)
are dependent. Define C¯ as {Ci = C[l,i,C[l−1]], i =
2 . . . 2nρ0}, i.e., the C-codebook without the first codeword.
We then have
Pr[C1 = c,A[l,1,T′,C1] = a,Y[l] = y, GC [l] 6= 1 | T = t]
≤ Pr[C1 = c,A[l,1,T′,C1] = a,Y[l] = y|GC [l] 6= 1,T = t]
=
∑
c¯
Pr[C1 = c,A[l,1,T′] = a,Y[l] = y | GC [l] 6= 1,
T = t, C¯ = c¯] · Pr[C¯ = c¯ | GC [l] 6= 1,T = t]
(a)
=
∑
c¯
Pr[C1 = c,A[l,1,T′] = a | GC [l] 6= 1,T = t, C¯ = c¯]
· Pr[Y[l] = y | GC [l] 6= 1,T = t, C¯ = c¯]
· Pr[C¯ = c¯ | GC [l] 6= 1,T = t]
(b)
≤ 2 · Pr[C1 = c,A[l,1,T′] = a | T′ = t′]
∑
c¯
Pr[Y[l] = y
| GA[l] 6= 1,T = t, C¯ = c¯] Pr[C¯ = c¯ | GA[l] 6= 1,T = t]
(c)
≤ 4 · Pr[C1 = c,A[l,1,T′] = a|T′ = t′] Pr[Y[l] = y|T = t]
(d)
≤ 4 · 2−n(H(C|C˜)+H(A|CC˜U˜)−δ(l)) · 2−n(H(Y |C˜U˜A˜Y˜ )−δ(l)).
(106)
Given GC [l] 6= 1, (a) is true because we have the Markov
chain (C[l,1,C[l−1]],A[l,1,T′]) − (C¯,T) − X[l] − Y[l]. (d)
follows from Property 3 of typical sequences, while (b) and (c)
follow from arguments very similar to Claim 1. Substituting
the bound from (106) in (105), we obtain
Φ2 ≤ 2
n(ρ0+ρ1)
Pr[F ]
∑
t
Pr[T = t]
∑
c,a,y∈Al (.|t)
(
4 · 22nδ(l)
· 2−nH(C|C˜) · 2−nH(A|CC˜U˜) · 2−nH(Y |C˜U˜A˜Y˜ )
)
.
(107)
Using the upper bound for the size of the conditionally typical
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set, we have
Φ2 ≤ 2
n(ρ0+ρ1)
Pr[F ]
∑
t
Pr[T = t] 2n(H(AY C|C˜U˜A˜Y˜ )+δ(l))(
4 · 22nδ(l) · 2−nH(C|C˜) · 2−nH(A|CC˜U˜) · 2−nH(Y |C˜U˜A˜Y˜ )
)
=
4 · 23nδ(l) · 2n(ρ1+ρ0) · 2nH(AY C|C˜U˜A˜Y˜ )
Pr[F ] · 2nH(C|C˜) · 2nH(A|CC˜U˜) · 2nH(Y |C˜U˜A˜Y˜ )
(108)
In a similar fashion, we can obtain the following bounds
for Φ3 and Φ4.
Φ3 ≤ 4 · 2
3nδ(l) · 2n(R′1+ρ1) · 2nH(U˜AY |CC˜A˜Y˜ )
Pr[F ] · 2nH(U˜ |A˜C˜) · 2nH(A|CC˜U˜) · 2nH(Y |CC˜A˜Y˜ ) ,
(109)
Φ4 ≤ 4 · 2
3nδ(l) · 2n(R′1+ρ0+ρ1) · 2nH(U˜CAY |C˜A˜Y˜ )
Pr[F ] 2nH(U˜ |A˜C˜)2nH(C|C˜)2nH(A|CC˜U˜)2nH(Y |C˜A˜Y˜ ) .
(110)
Lemmas 1 and 2 together with the induction hypothesis that
Pr[E4[k]] <  for k = 1, . . . , l− 1 imply that Pr[F ] > 1− 5l,
which is close to 1 for  1/L. Thus the bounds (103), (108),
(109) and (110) can be made arbitrarily small for sufficiently
large n if the conditions of the lemma are satisfied.
Substituting back in (92), we obtain P [E4[l] | F ] ≤  for
all sufficiently large n. Similarly, one can show that P [E5[l] |
F ] ≤  if the conditions in the lemma are satisfied.
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