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Abstract
Making use of integral representations, we develop a unified approach to establish blow
up profiles, compactness and existence of positive solutions of the conformally invariant
equations Pσ(v) = Kv
n+2σ
n−2σ on the standard unit sphere Sn for all σ ∈ (0, n/2), where
Pσ is the intertwining operator of order 2σ. Finding positive solutions of these equations is
equivalent to seeking metrics in the conformal class of the standard metric on spheres with
prescribed certain curvatures. When σ = 1, it is the prescribing scalar curvature problem
or the Nirenberg problem, and when σ = 2, it is the prescribing Q-curvature problem.
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1 Introduction
1.1 The main problem
Let Sn be the n dimensional unit sphere endowed with the induced metric gSn from Rn+1. For
a given continuous function K ≥ 0 on Sn, the aim of the paper is to study blow up profiles,
compactness and existence of solutions of the equation
Pσ(v) = c(n, σ)Kv
n+2σ
n−2σ , v > 0 on Sn (1)
where n ≥ 2, 0 < σ < n/2, c(n, σ) = Γ(n2 + σ)/Γ(
n
2 − σ), Γ is the Gamma function and Pσ
is an intertwining operator (see, e.g., Branson [13]) of order 2σ as follows :
r Pσ can be viewed as the pull back operator of the σ power of the Laplacian (−∆)σ on Rn
via the stereographic projection:
(Pσ(φ)) ◦ F = |JF |
−n+2σ
2n (−∆)σ(|JF |
n−2σ
2n (φ ◦ F )) for φ ∈ C2(Sn), (2)
where F is the inverse of the stereographic projection and |JF | is the determinant of the Jacobian
of F .
r From a general Lie theoretic point of view, by Branson [13] Pσ has the expression
Pσ =
Γ(B + 12 + σ)
Γ(B + 12 − σ)
, B =
√
−∆gSn +
(
n− 1
2
)2
, (3)
where ∆gSn is the Laplace-Beltrami operator on (Sn, gSn). Let Y (k) be a spherical harmonic of
degree k ≥ 0. Then we have
B
(
Y (k)
)
=
(
k +
n− 1
2
)
Y (k) and Pσ
(
Y (k)
)
=
Γ(k + n2 + σ)
Γ(k + n2 − σ)
Y (k). (4)
2
r The Green function of Pσ is the spherical Riesz potential, i.e.,
P−1σ (f)(ξ) = cn,σ
∫
Sn
f(ζ)
|ξ − ζ|n−2σ
dvolgSn (ζ) for f ∈ L
p(Sn), (5)
where cn,σ =
Γ(n−2σ
2
)
22σpin/2Γ(σ)
, p > 1 and | · | is the Euclidean distance in Rn+1.
The equation (1) involves critical exponent because of the Sobolev embeddings. Denote
Hσ(Sn) as the σ order fractional Sobolev space that consists of all functions v ∈ L2(Sn) such
that (1−∆gSn )σ/2v ∈ L2(Sn), with the norm ‖v‖Hσ(Sn) := ‖(1−∆gSn )σ/2v‖L2(Sn). The sharp
Sobolev inequality on Sn (see Beckner [10]) asserts that
(
−
∫
Sn
|v|
2n
n−2σ dvolgSn
)n−2σ
n
≤
Γ(n2 − σ)
Γ(n2 + σ)
−
∫
Sn
vPσ(v) dvolgSn for v ∈ H
σ(Sn), (6)
and the equality holds if and only if v has the form
vξ0,λ(ξ) =
(
2λ
2 + (λ2 − 1)(1 − cos distgSn (ξ, ξ0))
)n−2σ
2
, ξ ∈ Sn (7)
for some ξ0 ∈ Sn and positive constant λ, where −
∫
Sn
= 1|Sn|
∫
Sn
. The inequality (6) can be
proved by using (2) and the sharp Sobolev inequality on Rn established by Lieb [85]
(∫
Rn
|u|
2n
n−2σ dx
)n−2σ
n
≤
Γ(n2 − σ)
ω
2σ
n
n Γ(
n
2 + σ)
‖u‖2
H˙σ(Rn)
for u ∈ H˙σ(Rn), (8)
where ωn denotes the area of the n-dimensional unit sphere and H˙σ(Rn) is the closure of
C∞c (R
n) under the norm ‖u‖H˙σ(Rn) = ‖(−∆)σ/2u‖L2(Rn).
1.2 Conformal geometry and known results
Equation (1) and its limiting case (σ = n/2)
Pn/2w + (n− 1)! = Ke
nw on Sn, (9)
where
Pn/2 =


∏n−2
2
k=0 (−∆gSn + k(n− k − 1)) for even n
(−∆gSn + (
n−1
2 )
2)1/2
∏n−3
2
k=0 (−∆gSn + k(n − k − 1)) for odd n,
are closely related to several problems in conformal geometry.
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(i) The Nirenberg problem (σ = 1). The classical Nirenberg problem asks: Which function K
on (Sn, gSn) is the scalar curvature (Gauss curvature in dimension n = 2) of a metric g that is
conformal to gSn? If we denote g = e2wgSn , then the problem is equivalent to solving
P1w + 1 = −∆gSnw + 1 = Ke
2w on S2,
and
P1u = −∆gSnv + c(n)R0v = c(n)Kv
n+2
n−2 on Sn for n ≥ 3,
where c(n) = (n − 2)/(4(n − 1)), R0 = n(n − 1) is the scalar curvature of (Sn, gSn) and
v = e
n−2
2
w
.
The first work on the problem is by D. Koutroufiotis [79], where the solvability on S2 is
established when K is assumed to be an antipodally symmetric function which is close to 1.
Moser [89] established the solvability on S2 for all antipodally symmetric functions K which is
positive somewhere. Without assuming any symmetry assumption on K , sufficient conditions
were given in dimension n = 2 by Chang and Yang [29] and [30], and in dimension n = 3 by
Bahri and Coron [6]. Compactness of all solutions in dimensions n = 2, 3 can be found in work
of Chang, Gursky and Yang [26], Han [61] and Schoen and Zhang [100]. In these dimensions,
a sequence of solutions can not blow up at more than one point. Compactness and existence
of solutions in higher dimensions were studied by Li in [82] and [83]. The situation is very
different, as far as the compactness issues are concerned: In dimension n ≥ 4, a sequence of
solutions can blow up at more than one point, as shown in [83]. There have been many papers
on the problem and related ones. Without any attempt to give a complete list of references, one
may see, for example, [2, 3, 4, 5, 7, 11, 17, 18, 21, 23, 24, 31, 33, 35, 36, 38, 46, 50, 61, 62, 64,
71, 72, 81, 86, 87, 97, 98, 104, 108, 109] and so on.
(ii) Prescribed Q-curvature problem (σ = 2). For a smooth compact Riemannian manifold
(M,g) of dimension n ≥ 4, the fourth order conformally invariant Paneitz operator and Bran-
son’s Q-curvature are given by
P g2 = ∆
2
g − divg(anRgg + bnRicg)d+
n− 4
2
Qg
Qg = −
1
2(n − 1)
∆gRg + cnR
2
g −
2
(n− 2)2
|Ricg|
2,
where Rg and Ricg denote the scalar curvature and Ricci tensor of g respectively, and an =
(n−2)2+4
2(n−1)(n−2) , bn = −
4
n−2 , cn =
n3−4n2+16n−16
8(n−1)2(n−2)2
. As in the Nirenberg problem, the problem of
prescribing Q-curvature in the conformal class of gSn is reduced to the study of existence of
positive solutions to equations (9) and (1) with σ = 2. On S4, Moser’s type result was obtained
by Brendle [15] via a flow method (see also Baird-Fardoun-Regbaoui [8]). Without assuming
any symmetry assumptions, sufficient conditions were given by Wei-Xu [103], Brendle [14],
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Malchiodi-Struwe [88]. On Sn of dimension n ≥ 5, the problem has been studied by Djadli-
Hebey-Ledoux [41], Robert [93], Djadli-Malchiodi-Ahmedou [43, 44], Felli [55] and many oth-
ers. For the constant Q-curvature problem on general Riemannian manifolds and related work,
one may refer to Chang-Yang [32], Chang-Gursky-Yang [27], Esposito-Robert [51], Hebey-
Robert-Wen [70], Qing-Raske [92], Djadli-Malchiodi [42], Ndiaye [90], Weinstein-Zhang [105],
Hebey-Robert [69], Li-Li-Liu [80], Gursky-Malchiodi [60], Hang-Yang [65, 66, 67] and the ref-
erences therein.
(iii) Prescribed higher order and fractional order curvature problems. Higher order and
fractional order conformally invariant differential (or pseudodifferential) operators on Rieman-
nian manifolds have also been studied. In [58], Graham, Jenne, Mason and Sparling constructed
a sequence of conformally invariant elliptic operators, which are called GJMS operators nowa-
days, based on ambient metric construction of Fefferman-Graham [53]. Recently, an explicit
formula and a recursive formula for GJMS operators and Q-curvatures have been found by Juhl
[77, 78] (see also Fefferman-Graham [54]). In [59], Graham and Zworski introduced a family
of fractional order conformally invariant operators on the conformal infinity of asymptotically
hyperbolic manifolds via scattering theory, where the operators Pσ (or more precisely, P gSnσ ) on
S
n in equations (1) and (9) are the most typical examples. Some new interpretation and proper-
ties of those fractional operators and their associated fractional Q-curvatures were later given by
Chang-Gonza´lez [25] and Case-Chang [22], which also provide geometric interpretation of the
extension formulations for fractional Laplacian (−∆)σ established by Caffarelli-Silvestre [20]
when σ ∈ (0, 1) and by R. Yang [107] when σ > 1.
Prescribing such fractional Q-curvature of order 2σ on Sn can be considered as generaliza-
tions and extensions of the Nirenberg problem and the prescribed Q-curvature problem. One
may see the work of, among many others, Escobar [47], Chang-Xu-Yang [28], Escobar-Garcia
[48], Han-Li [63], Djadli-Malchiodi-Ahmedou [45] for σ = 1/2; Jin-Li-Xiong [73, 74], Chen-
Liu-Zheng [34], Fang [52], Abdelhedi-Chtioui-Hajaiej [1] for σ ∈ (0, 1); Wei-Xu [102, 103],
Brendle [14], Chen-Xu [39], Baird-Fardoun-Regbaoui [9] for 2 < σ = n/2; and Zhu [110] for
σ > n/2 in terms of integral equations. Other work which are closely related to these fractional
Q-curvatures includes: prescribing fractional order curvature problems on general manifolds
by Qing-Raske [91], Gonza´lez-Mazzeo-Sire [56], Gonza´lez-Qing [57]; fractional Yamabe flows
and weighted trace inequalities by Jin-Xiong [75, 76]; analysis of local solutions of (1) near
isolated singularities by Caffarelli-Jin-Sire-Xiong[19]; some Liouville theorem for indefinite
fractional problem by Chen-Zhu [40]; etc.
1.3 Our main results
This paper is devoted to equation (1) for all
σ ∈ (0, n/2).
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First of all, equation (1) is not always solvable. Indeed, we have the Kazdan-Warner type
obstruction: For any conformal Killing vector field X on Sn, there holds∫
Sn
(∇XK)v
2n
n−2σ dvolgSn = 0 (10)
for any solution v of (1), see [12] and [106]. Hence, if K(ξ) = ξn+1 + 2 for example, then
equation (1) has no positive solutions.
Definition 1.1. For d > 0, we say that K ∈ C(Sn) has flatness order greater than d at a
point ξ ∈ Sn if, in a geodesic coordinate system {y1, · · · , yn} centered at ξ, there exists a
neighborhood O of 0 such that K(y) = K(0) + o(|y|d) in O .
Theorem 1.2. Let n ≥ 2, 0 < σ < n/2, and K > 0 be a continuous antipodally symmetric
function on Sn, i.e., K(ξ) = K(−ξ) ∀ ξ ∈ Sn. If there exists a maximum point of K at which K
has flatness order greater than n−2σ, then (1) has at least one positive solution in C2σ∗ , where
σ∗ = σ if 2σ /∈ N+ and otherwise 0 < σ∗ < σ.
As we mentioned before, Theorem 1.2 was known for σ in some regions: see Escobar-
Schoen [49] for σ = 1, Djadli-Hebey-Ledoux [41] for σ = 2, Robert [94] for σ being other
integers, and Jin-Li-Xiong [74] for 0 < σ < 1. If K is C1 and n− 2σ ≤ 1, then at its maximum
points K automatically has flatness order greater than n− 2σ. Therefore, we have
Corollary 1.3. Suppose (n − 1)/2 ≤ σ < n/2. Then for any antipodally symmetric positive
function K ∈ C1 on Sn, equation (1) has a C2σ∗ solution.
In the next theorem, we consider the functions K of the following form (without symmetry
assumptions): for any critical point ξ0 of K , in some geodesic normal coordinates {y1, · · · , yn}
centered at ξ0, there exist some small neighborhood O of 0 and positive constant β = β(ξ0)
such that
K(y) = K(0) +
n∑
j=1
aj|yj |
β +R(y) in O, (11)
where R(y) ∈ C [β]−1,1(O) satisfies
∑[β]
s=0 |∇
sR(y)||y|−β+s → 0 as y → 0 and [β] is the
integer part of β.
Theorem 1.4. Let n ≥ 2 and 0 < σ < n/2. Suppose that K ∈ C1(Sn) (K ∈ C1,1(Sn) if 0 <
σ ≤ 1/2) is a positive function satisfying that for any critical point ξ0 of K , in some geodesic
normal coordinates {y1, · · · , yn} centered at ξ0, there exist some small neighborhood O of 0
and positive constants β = β(ξ0) ∈ (n − 2σ, n), γ ∈ (n − 2σ, β] such that K ∈ C [γ],γ−[γ](O)
satisfying (11) with aj = aj(ξ0) 6= 0 for every j and
∑n
j=1 aj 6= 0. If∑
ξ∈Sn such that ∇g
Sn
K(ξ)=0,
∑n
j=1 aj(ξ)<0
(−1)i(ξ) 6= (−1)n,
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where
i(ξ) = #{aj(ξ) : ∇gSnK(ξ) = 0, aj(ξ) < 0, 1 ≤ j ≤ n},
then (1) has at least one C2 positive solution. Moreover, there exists a positive constant C
depending only on n, σ and K such that for all positive C2 solutions v of (1),
1/C ≤ v ≤ C and ‖v‖C2(Sn) ≤ C.
For σ = 1, n = 3, the existence part of the above theorem was established by Bahri and
Coron [6], and the compactness part were proved in Chang, Gursky and Yang [26] and Schoen
and Zhang [100]. For σ = 1, n ≥ 4, the above theorem was proved by Li [82]. For σ = 2 and
n ≥ 5, it was proved by Djadli-Malchiodi-Ahmedou [43, 44] and Felli [55]. For σ ∈ (0, 1), it
was recently proved by Jin-Li-Xiong [73, 74].
Definition 1.5. For any real number β > 1, we say that a sequence of functions {Ki} sat-
isfies condition (∗)′β for some sequence of constants L(β, i) in some region Ωi, if {Ki} ∈
C [β],β−[β](Ωi) satisfies
[∇[β]Ki]Cβ−[β](Ωi) ≤ L(β, i),
and, if β ≥ 2, that
|∇sKi(y)| ≤ L(β, i)|∇Ki(y)|
(β−s)/(β−1),
for all 2 ≤ s ≤ [β], y ∈ Ωi, ∇Ki(y) 6= 0.
Note that the function K in Theorem 1.4 satisfies (∗)′β condition.
Theorem 1.6. Let n ≥ 2 and 0 < σ < n/2, and K ∈ C1(Sn) (K ∈ C1,1(Sn) if 0 < σ ≤ 1/2)
be a positive function. If there exists some constant d > 0 such that K satisfies (∗)′(n−2σ) for
some constant L > 0 in Ωd := {ξ ∈ Sn : |∇g0K(ξ)| < d}, then for any positive solution
v ∈ C2(Sn) of (1),
‖v‖Hσ(Sn) ≤ C, (12)
where C depends only on n, σ, infSn K > 0, ‖K‖C1(Sn)(‖K‖C1,1(Sn) if 0 < σ ≤ 12), L, and d.
The above theorem was proved by Schoen-Zhang [100] for n = 3 and σ = 1, by Li [82]
for n ≥ 4 with σ = 1, by Jin-Li-Xiong [73] for σ ∈ (0, 1), and by Djadli-Malchiodi-Ahmedou
[43, 44] and Felli [55] for σ = 2.
Theorem 1.7. Let n ≥ 2 and 0 < σ < n/2. Suppose that {Ki} ∈ C1(Sn) (K ∈ C1,1(Sn)
if 0 < σ ≤ 1/2) is a sequence of positive functions with uniform C1 (C1,1 if 0 < σ ≤ 1/2)
norm and 1/A1 ≤ Ki ≤ A1 on Sn for some A1 > 0 independent of i. Suppose also that
{Ki} satisfying (∗)′β condition for some constants β ∈ (n − 2σ, n), L, d > 0 in Ωd. Let
{vi} ∈ C
2(Sn) be a sequence of corresponding positive solutions of (1) and vi(ξi) = maxSn vi
for some ξi. Then, after passing to a subsequence, {vi} is either bounded in L∞(Sn) or blows
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up at exactly one point in the strong sense: There exists a sequence of Mo¨bius diffeomorphisms
{ϕi} from Sn to Sn satisfying ϕi(ξi) = ξi and |det dϕi(ξi)|n−2σ2n = v−1i (ξi) such that
‖Tϕivi − 1‖C0(Sn) → 0, as i→∞,
where Tϕivi := (v ◦ ϕi)|det dϕi|
n−2σ
2n .
For σ = 1, n = 3, the above theorem was established by Chang-Gursky-Yang [26] and by
Schoen and Zhang in [100]. For σ = 1, n ≥ 4, the above theorem was proved by Li [82]. For
σ = 2, it was proved by Djadli-Malchiodi-Ahmedou [43, 44] and Felli [55]. For σ ∈ (0, 1), the
above theorem was proved by Jin-Li-Xiong [73].
By the stereographic projection and Green’s representation, we write equation (1) as the
form
u(x) =
∫
Rn
K(y)u(y)
n+2σ
n−2σ
|x− y|n−2σ
dy. (13)
If K = 1, it follows from Chen-Li-Ou [37] or Li [84] that u has to be of the form
c
(
λ
1 + λ2|x− x0|2
)n−2σ
2
, for c, λ > 0, x0 ∈ Rn,
which we call a bubble for λ large.
The main idea of our unified approach for all σ ∈ (0, n/2) is to carry out blow up analysis
as in Schoen-Zhang [100] and Li [82] for nonnegative solutions of the nonlinear integral equa-
tion (13) without using extension formulations for the fractional Laplacian, where some brief
descriptions are as follows. In Section 2, we first establish some local estimates and Harnack
inequality for nonnegative solutions of linear integral equations. Then we consider positive so-
lutions of nonlinear integral equations with an isolated simple blow up point (Definition 2.9).
We prove that those solutions are close to some bubbles in C2 norm in a small neighborhood of
the blow up point (Proposition 2.11) and satisfy a sharp upper bound in a ball with fixed size
(Proposition 2.17). At last, given some flatness condition on K , we are able to show that iso-
lated blow up points have to be isolated simple blow up points. All the analysis techniques for
integral equations needed in this paper are developed. In Section 3, we follow the arguments of
Li [82] and prove our compactness results: Theorem 1.6, Theorem 1.7 and the compactness part
of Theorem 1.4. In Section 4, we prove our existence results: Theorem 1.2 and the existence
part of Theorem 1.4.
Acknowledgements: Part of this work was done while J. Xiong was visiting Universite´ Paris
VII and Universite´ Paris XII in November 2013 through a Sino-French research program in
mathematics. He would like to thank Professors Yuxin Ge and Xiaonan Ma for the arrangement.
He also thanks Professor Gang Tian for his support and encouragement. T. Jin would like to
thank Professors Henri Berestycki and Luis Silvestre for their support and encouragement. The
authors thank Professor Hongjie Dong for suggesting the current proof of Proposition 2.3.
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2 Local analysis
2.1 Linear integral equations
The regularity properties and local estimates of nonnegative solutions of Schro¨dinger equation
−∆u+V u = 0 play important roles in the study of the Nirenberg problem and Yamabe problem.
In this subsection, we will develop similar results for linear integral equations.
The first result was proved in Li [84], which is a Brezis-Kato [16] type estimate.
Theorem 2.1 (Theorem 1.3 in [84]). For n ≥ 1, 0 < σ < n/2, and ν > r > n/(n − 2σ),
there exist positive constants δ¯ < 1 and C ≥ 1, which depend only on n, σ, r and ν, such that
for every 0 ≤ V ∈ Ln/2σ(B3) with ‖V ‖Ln/2σ(B3) ≤ δ¯, h ∈ Lν(B2), and 0 ≤ u ∈ Lr(B3)
satisfying
u(x) ≤
∫
B3
V (y)u(y)
|x− y|n−2σ
dy + h(x) x ∈ B2, (14)
we have u ∈ Lν(B1) and
‖u‖Lν(B1) ≤ C(‖u‖Lr(B3) + ‖h‖Lν (B2)).
Consequently, we have
Corollary 2.2. For n ≥ 1, 0 < σ < n/2, r > n/(n− 2σ) and p > n/2σ, let 0 ≤ V ∈ Lp(B3),
h ∈ L∞(B2) and 0 ≤ u ∈ Lr(B3) satisfy (14). Then u ∈ L∞(B1) and
‖u‖L∞(B1) ≤ C(‖u‖Lr(B3) + ‖h‖L∞(B2)),
where C depends only on n, σ, r, p and an upper bound of ‖V ‖Lp(B3). Moreover, if in addition
that h ∈ C0(B1) and it satisfies
u(x) =
∫
B3
V (y)u(y)
|x− y|n−2σ
dy + h(x) in B2, (15)
then u ∈ C0(B1).
Proof. The first part follows from Theorem 2.1 directly. For the second part, if u ∈ L∞(B1),
then ∫
B3
V (y)u(y)
|x− y|n−2σ
dy =
∫
B1
V (y)u(y)
|x− y|n−2σ
dy +
∫
B3\B1
V (y)u(y)
|x− y|n−2σ
dy
is continuous in B1. Since h ∈ C0(B1), then it follows from (15) that u ∈ C0(B1).
The next result is about a Harnack inequality for the integral equation (15).
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Proposition 2.3. For n ≥ 1, 0 < σ < n/2, r > n/(n − 2σ) and p > n/2σ, let 0 ≤ V ∈
Lp(B3), 0 ≤ h ∈ C
0(B2) and 0 ≤ u ∈ Lr(B3) satisfy (15). If there exists a constant c0 ≥ 1
such that maxB1 h ≤ c0minB1 h, then
max
B1
u ≤ Cmin
B1
u,
where C > 0 depends only on n, σ, c0, p and an upper bound of ‖V ‖Lp(B3).
Proof. For any fixed 1 < s < nn−2σ and t > 1 satisfying 1p + 1s + 1t = 1, we can choose
0 < δ < 1 such that for any x ∈ B2 there holds∫
Bδ(x)
|x− y|2σ−nV (y) dy
≤ ‖V ‖Lp(Bδ(x))‖|x− ·|
2σ−n‖Ls(Bδ(x))|Bδ|
1/t
< 1/2.
(16)
Meanwhile, by Corollary 2.2 and standard translation arguments, u is continuous in B3/2.
To illustrate the method, we first consider the simplest case by assuming that u(0) =
maxB1 u and u(x¯) = minB1 u for some x¯ ∈ B1. By the equation (15) of u and Ho¨lder in-
equality, we have
u(0) =
∫
B3
V (y)u(y)
|y|n−2σ
dy + h(0)
≤ u(0)
∫
Bδ
V (y)
|y|n−2σ
dy +
∫
B3\Bδ
V (y)u(y)
|y|n−2σ
dy + h(0)
≤
1
2
u(0) +
∫
B3\Bδ
V (y)u(y)
|y|n−2σ
dy + c0h(x¯).
Note that |x¯− y|n−2σ/|y|n−2σ ≤ C0(n, σ, δ) <∞ for y ∈ B3 \Bδ. Hence,
1
2
u(0) ≤ C0
∫
B3\Bδ
V (y)u(y)
|x¯− y|n−2σ
dy + c0h(x¯) ≤ (C0 + c0)u(x¯).
In general, let
Mk = max
B
1−2−k
u, mk = min
B
1−2−k
u
Since u is continuous, we may assume Mk = u(z′k) and mk = u(z′′k) for z′k, z′′k ∈ B1−1/2k . By
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the equation (15) of u and Ho¨lder inequality, we have
Mk − h(z
′
k)
= u(z′k)− h(z
′
k)
=
∫
Bδ(z
′
k)∩B1−1/2k+1
V (y)u(y)
|z′k − y|
n−2σ
dy +
∫
B3\(Bδ(z
′
k)∩B1−1/2k+1 )
V (y)u(y)
|z′k − y|
n−2σ
dy
=
∫
Bδ(z
′
k)∩B1−1/2k
V (y)u(y)
|z′k − y|
n−2σ
dy +
∫
Bδ(z
′
k)∩(B1−1/2k+1\B1−1/2k )
V (y)u(y)
|z′k − y|
n−2σ
dy
+
∫
B3\(Bδ(z
′
k)∩B1−1/2k+1 )
V (y)u(y)
|z′k − y|
n−2σ
dy
≤
Mk
2
+
c1
2
2−(k+1)εMk+1 +
∫
B3\(Bδ(z
′
k)∩B1−1/2k+1 )
V (y)u(y)
|z′k − y|
n−2σ
dy,
where ε = 1t for t > 1 in (16) and c1 is a positive constant depending on n, σ, p, an upper bound
of ‖V ‖Lp(B2) and the s, t in (16). Thus,∫
B3\(Bδ(z
′
k)∩B1−1/2k+1 )
V (y)u(y)
|z′k − y|
n−2σ
dy + h(z′k) ≥
1
2
(Mk − c12
−(k+1)εMk+1).
By the equation, we also have
mk = u(z
′′
k)
≥
∫
B3\(Bδ(z
′
k)∩B1−1/2k+1 )
V (y)u(y)
|z′′k − y|
n−2σ
dy + h(z′′k )
≥
∫
B3\(Bδ(z
′
k)∩B1−1/2k+1 )
|z′k − y|
n−2σ
|z′′k − y|
n−2σ
V (y)u(y)
|z′k − y|
n−2σ
dy +
1
c0
h(z′k)
≥ 2c22
−(k+1)(n−2σ)
(∫
B3\(Bδ(z
′
k)∩B1−1/2k+1 )
V (y)u(y)
|z′k − y|
n−2σ
dy + h(z′k)
)
≥ c22
−(k+1)(n−2σ)(Mk − c12
−(k+1)εMk+1),
where we used that
|z′k − y|
n−2σ
|z′′k − y|
n−2σ
≥ 2c22
−(k+1)(n−2σ) ∀ y ∈ B3 \ (Bδ(z
′
k) ∩B1−1/2k+1)
1
c0
≥ 2c22
−(k+1)(n−2σ)
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for some c2 > 0 depending only on n, σ, δ and c0. Hence, we have
mk ≥ c22
−(k+1)(n−2σ)(Mk − c12
−(k+1)εMk+1).
We then multiply it by 2(k+1)(n−2σ)−εk(k+1)/2ck1 and sum in k, we have
∞∑
k=1
2(k+1)(n−2σ)−εk(k+1)/2ck1mk ≥
∞∑
k=1
c2
(
2−εk(k+1)/2ck1Mk − 2
−ε(k+1)(k+2)/2ck+11 Mk+1
)
.
The right-hand side equals to c1c22−εM1, and the left-hand side is that
∞∑
k=1
2(k+1)(n−2σ)−εk(k+1)/2ck1mk ≤ m1
∞∑
k=1
2(k+1)(n−2σ)−εk(k+1)/2ck1 ≤ Cm1.
Therefore, the Harnack inequality is proved.
Remark 2.4. In the proof of Proposition 2.3, the constant C in Harnack inequality will be
unchanged if the integral domain B3 is replaced by any open set Ω with B3 ⊂ Ω. Also |x −
y|2σ−n can be replaced by a kernel function G(x, y) which satisfies G(x, y) = G(y, x)
Λ−1 ≤ |x− y|n−2σG(x, y) ≤ Λ, |∇xG(x, y)| ≤ Λ|x− y|
2σ−n−1
for some constant Λ ≥ 1.
We will have Ho¨lder estimates of u satisfying (15) if h is in addition Ho¨lder continuous.
Proposition 2.5. For n ≥ 1, 0 < σ < n/2, r > n/(n − 2σ), p > n/2σ and α¯ ∈ (0, 1), let
0 ≤ V ∈ Lp(B3), h ∈ C
α¯(B2) and 0 ≤ u ∈ Lr(B3) satisfy (15). Then u ∈ Cα(B1) and
‖u‖Cα(B1) ≤ C(‖u‖Lr(B3) + ‖h‖Cα¯(B2)),
where C > 0 and α depends only on n, σ, c0, p, α¯ and an upper bound of ‖V ‖Lp(B3).
Proof. It follows from Corollary 2.2 that
‖u‖L∞(B1.9) ≤ C(‖u‖Lr(B3) + ‖h‖L∞(B2)).
For x, z ∈ B1 satisfying |x− z| < 1/8, we have
u(x)− u(z) =
∫
B1(x)∩B1(z)
(
1
|x− y|n−2σ
−
1
|z − y|n−2σ
)
V (y)u(y) dy
+
∫
B3\(B1(x)∩B1(z))
(
1
|x− y|n−2σ
−
1
|z − y|n−2σ
)
V (y)u(y) dy
+ h(x) − h(z)
= I + II + III.
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By the mean value theorem, we have
|II| ≤ C|x− z|
∫
B3\(B1(x)∩B1(z))
(
1
|x− y|n−2σ+1
)
V (y)u(y) dy
≤ C|x− z|
∫
B3\(B1(x)∩B1(z))
(
1
|x− y|n−2σ
)
V (y)u(y) dy
≤ C|x− z|(u(x) − h(x))
≤ C(‖u‖Lr(B3) + ‖h‖L∞(B2))|x− z|.
For III , we have
|III| ≤ ‖h‖Cα¯(B1)|x− z|
α¯.
To estimate I , we split the integral into the following four subdomains:
U1 := B1(x) ∩B1(z) ∩ {y : |y − x| < |x− z|/2}
U2 := B1(x) ∩B1(z) ∩ {y : |y − z| < |x− z|/2}
U3 := B1(x) ∩B1(z) ∩ {y : |y − z| > |y − x| > |x− z|/2}
U4 := B1(x) ∩B1(z) ∩ {y : |y − x| > |y − z| > |x− z|/2}.
Hence,
I =
4∑
i=1
∫
Ui
(
1
|x− y|n−2σ
−
1
|z − y|n−2σ
)
V (y)u(y) dy := I1 + I2 + I3 + I4.
For I1, we have
|I1| ≤
∫
U1
(
1
|x− y|n−2σ
)
V (y)u(y) dy
≤ ‖u‖L∞(B1.9)‖V ‖Lp(U1)‖|x− y|
2σ−n‖Ls |U1|
1/t
≤ C‖u‖L∞(B1.9)‖V ‖Lp(B3)|x− z|
n
t
for some fixed 1 < s < nn−2σ and t > 1 satisfying
1
p+
1
s+
1
t = 1, where in the second inequality
we used Ho¨lder inequality. Similarly,
|I2| ≤ C‖u‖L∞(B1.9)‖V ‖Lp(B3)|x− z|
n
t .
For I3, we have
|I3| ≤ C
∫
U3
(
|x− z|
|x− y|n−2σ+1
)
V (y)u(y) dy
≤ C|x− z|β
∫
U3
(
1
|x− y|n−2σ+β
)
V (y)u(y) dy
≤ C|x− z|β‖u‖L∞(B1.9)‖V ‖Lp(U3)‖|x− y|
2σ−n−β‖Ls¯ |U3|
1/t¯
≤ C‖u‖L∞(B1.9)‖V ‖Lp(B3)|x− z|
β
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for some β > 0 small, 1 < s¯ < nn−2σ+β and t¯ > 1, since p >
n
2σ . Similarly,
|I4| ≤ C‖u‖L∞(B1.9)‖V ‖Lp(B3)|x− z|
β.
Thus, the Ho¨lder estimate of u follows.
Let us consider nonnegative solutions of the integral equation
u(x) =
∫
Rn
V (y)u(y)
|x− y|n−2σ
dy a.e in B3, (17)
where 0 < σ < n/2.
Theorem 2.6. For n ≥ 1, 0 < σ < n/2, r > n/(n− 2σ) and p > n/2σ, let 0 ≤ V ∈ Lp(B3),
0 ≤ u ∈ Lr(B3) and 0 ≤ V u ∈ L1loc(Rn). If u satisfies (17), then u ∈ Cα(B1),
‖u‖Cα(B1) ≤ C‖u‖Lr(B3), (18)
and u satisfies the Harnack inequality
max
B¯1
u ≤ Cmin
B¯1
u, (19)
where C > 0 and α ∈ (0, 1) depend only on n, σ, p, and an upper bound of ‖V ‖Lp(B3).
Proof. For x ∈ B2, set
h(x) =
∫
Bc3
V (y)u(y)
|x− y|n−2σ
dy.
Then
u(x) =
∫
B3
V (y)u(y)
|x− y|n−2σ
dy + h(x).
Let x0 be a point B¯1 such that
u(x0) ≤
1
|B1|
‖u‖L1(B1).
Since uV ≥ 0 in Rn, we have, for x ∈ B2,
h(x) =
∫
Bc3
|x0 − y|
n−2σ
|x− y|n−2σ
V (y)u(y)
|x0 − y|n−2σ
dy ≤ 4n−2σh(x0) ≤ 4
n−2σu(x0) ≤
4n−2σ
|B1|
‖u‖L1(B1).
By the same argument, we can show that
max
B¯1
h ≤ 4n−2σ min
B¯1
h,
and for every k = 1, 2, . . .
‖h‖Ck(B2) ≤ C(k)‖u‖L1(B3). (20)
Hence, this theorem follows from Proposition 2.3 and Proposition 2.5.
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We also have Schauder type estimates.
Theorem 2.7. In addition to the assumptions in Theorem 2.6, we assume that V ∈ Cα(B3) for
some α > 0 but not an integer, then u ∈ C2σ+α′(B1) and
‖u‖C2σ+α′ (B1) ≤ C‖u‖Lr(B3),
where α′ = α if 2σ + α /∈ N+, otherwise α′ can be any positive constant less than α. Here
C > 0 depends only on n, σ, α and an upper bound of ‖V ‖Cα(B3).
Proof. Let η be a nonnegative smooth cut-off function supported in B2.5 such that η ≡ 1 in B2.
Then
u(x) =
∫
Rn
η(y)V (y)u(y)
|x− y|n−2σ
dy +
∫
Rn
(1− η(y))V (y)u(y)
|x− y|n−2σ
dy := I + II a.e in B3,
It is clear that
‖II‖C2σ+α′ (B1) ≤ C‖u‖L∞(B2.5) ≤ C‖u‖Lr(B3).
It follows from (18) and standard Riesz potential theory that
‖I‖C2σ+β(B1) ≤ C‖ηV u‖Cβ(Rn) ≤ C‖u‖Lr(B3)
for some β > 0. Then the theorem follows from bootstrap arguments.
2.2 Blow up profiles of solutions of nonlinear integral equations
Let {τi}∞i=1 be a sequence of nonnegative constants satisfying limi→∞ τi = 0, and set
pi = (n+ 2σ)/(n − 2σ)− τi.
Suppose that 0 ≤ ui ∈ L∞loc(Rn) satisfies the nonlinear integral equation
ui(x) =
∫
Rn
Ki(y)ui(y)
pi
|x− y|n−2σ
dy in Ω, (21)
where Ω is a domain in Rn and Ki are nonnegative bounded functions in Rn. We assume that
Ki ∈ C
1(Ω) and, for some positive constants A1 and A2,
1/A1 ≤ Ki(x) ≤ A1 for all x ∈ Ω,
‖Ki‖C1(Ω) ≤ A2,
‖Ki‖C1,1(Ω) ≤ A2, if σ ≤
1
2
.
(22)
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It follows from Theorem 2.7 that for any α ∈ (0, 1) and smooth Ω′ ⊂⊂ Ω
ui ∈ C
2σ+α(Ω′), if σ > 1
2
;
ui ∈ C
2+α(Ω′), if σ = 1
2
;
ui ∈ C
2+2σ(Ω′), if σ < 1
2
.
(23)
We say that {ui} blows up if ‖ui‖L∞(Ω) →∞ as i→∞.
Definition 2.8. Suppose that {Ki} satisfies (22) and {ui} satisfies (21). We say a point x ∈ Ω
is an isolated blow up point of {ui} if there exist 0 < r < dist(x,Ω), C > 0, and a sequence xi
tending to x, such that, xi is a local maximum of ui, ui(xi)→∞ and
ui(x) ≤ C|x− xi|
−2σ/(pi−1) for all x ∈ Br(xi).
Without loss of generality, we may assume that B3 ⊂ Ω.
Let xi → x be an isolated blow up of ui. Define
ui(r) =
1
|∂Br|
∫
∂Br(xi)
ui, r > 0, (24)
and
wj(r) = r
2σ/(pi−1)ui(r), r > 0.
Definition 2.9. We say xi → x ∈ Ω is an isolated simple blow up point, if xi → x is an isolated
blow up point, such that, for some ρ > 0 (independent of i) wi has precisely one critical point
in (0, ρ) for large i.
If xi → 0 is an isolated blow up point, then we will have the following Harnack inequality
in the annulus centered at 0.
Lemma 2.10. Suppose that 0 ≤ ui ∈ L∞loc(Rn) satisfies (21) with Ki satisfying (22). Suppose
that xi → 0 is an isolated blow up point of {ui}, i.e., for some positive constants A3 and r¯
independent of i,
|x− xi|
2σ/(pi−1)ui(x) ≤ A3 for all x ∈ Br¯ ⊂ Ω. (25)
Then for any 0 < r < 13r, we have the following Harnack inequality
sup
B2r(xi)\Br/2(xi)
ui ≤ C inf
B2r(xi)\Br/2(xi)
ui,
where C is a positive constant depending only on n, σ,A3, r¯ and sup
i
‖Ki‖L∞(Br(xi)).
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Proof. For 0 < r < r¯3 , set
wi(x) = r
2σ/(pi−1)ui(xi + rx) for x ∈ B3.
We see that
wi(x) =
∫
Rn
Ki(xi + ry)wi(y)
pi
|x− y|n−2σ
dy x ∈ B3.
Since xi → 0 is an isolated blow up point of ui,
wi(x) ≤ A3|x|
−2σ/(pi−1) for all x ∈ B3.
Set Vi(y) = Ki(xi + ry)wi(y)pi−1. Clearly, ‖Vi‖L∞(B5/2\B1/4) ≤ A34
2σ/(pi−1)
. Covering
B5/2 \ B1/4 by finite many balls, then Lemma 2.10 follows immediately from the Harnack
inequality in Theorem 2.6.
The next proposition shows that if xi → 0 is an isolated blow up point, then the blow up
profile has to be a standard bubble.
Proposition 2.11. Assume the assumptions in Lemma 2.10. Then for any Ri → ∞, εi → 0+,
we have, after passing to a subsequence (still denoted as {ui}, {xi}, etc. ...), that
‖m−1i ui(m
−(pi−1)/2σ
i ·+xi)− (1 + ki| · |
2)(2σ−n)/2‖C2(B2Ri (0))
≤ εi,
ri := Rim
−(pi−1)/2σ
i → 0 as i→∞,
where mi = ui(xi) and ki =
(
Ki(xi)pin/2Γ(σ)
Γ(n
2
+σ)
)1/σ
.
Proof. Let
ϕi(x) = m
−1
i ui(m
−(pi−1)/2σ
i x+ xi) for x ∈ R
n.
It is easy to see that for |x| < rm(pi−1)/2σi we have
ϕi(x) =
∫
Rn
Ki(m
−(pi−1)/2σy + xi)ϕi(y)
pi
|x− y|n−2σ
dy, (26)
ϕi(0) = 1, ∇ϕi(0) = 0, 0 < ϕi(x) ≤ A3|x|
−2σ/(pi−1). (27)
For any R > 0, we claim that
‖ϕi‖C2,α(BR) ≤ C(R) (28)
for some α ∈ (0, 1) and all sufficiently large i. Indeed, by (27) and Theorem 2.7, it suffices to
prove that ϕi ≤ C in B1. If ϕi(x¯i) = supB1 ϕi →∞, set
ϕ˜i(z) = ϕi(x¯i)
−1ϕi(ϕi(x¯i)
−(pi−1)/2σz + x¯i) ≤ 1 for |z| ≤
1
2
ϕi(x¯i)
(pi−1)/2σ .
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By (27),
ϕ˜i(zi) = ϕi(x¯i)
−1ϕi(0) → 0
for zi = −ϕi(x¯i)(pi−1)/2σx¯i. Since ϕi(x¯i) ≤ A3|x¯i|−2σ/(pi−1), we have |zi| ≤ A2σ/(p1−1)3 .
Hence, we can find t > 0 independent of i such that such that zi ∈ Bt. Applying Theorem 2.6
to ϕ˜i in B2t (since ϕ˜i satisfies a similar equation to (26)), we have
1 = ϕ˜i(0) ≤ Cϕ˜i(zi) → 0,
which is impossible. Thus (28) is valid.
It follows from (28) that, after passing to a subsequence if necessary, ϕi → ϕ in C2loc(Rn)
for some ϕ ∈ C2(Rn). We write (26) as
ϕi(x) =
∫
BR
Ki(m
−(pi−1)/2σ
i y + xi)ϕi(y)
pi
|x− y|n−2σ
dy + hi(R,x),
where
hi(R,x) :=
∫
BcR
Ki(m
−(pi−1)/2σ
i y + xi)ϕi(y)
pi
|x− y|n−2σ
dy.
Since Ki and ϕi are nonnegative, by (28) we have ‖hi(R, ·)‖C1(BR−1) ≤ C(R) for all i large.
Thus, after passing to a subsequence, hi(R,x) → h(R,x) in C1/2(BR−1). Therefore,
h(R,x) = ϕ(x) −
∫
BR
K0ϕ(y)
n+2σ
n−2σ
|x− y|n−2σ
dy (29)
for x ∈ BR−1, where K0 = lim
i→∞
Ki(xi). Moreover, h(R,x) ≥ 0, and is non-increasing in R.
Note that for R >> |x|,
Rn−2σ
(R + |x|)n−2σ
hi(R, 0) ≤ hi(R,x)
=
∫
BcR
Ki(m
−(pi−1)/2σ
i y + xi)ϕi(y)
pi
|y|n−2σ
|y|n−2σ
|x− y|n−2σ
dy
≤
Rn−2σ
(R − |x|)n−2σ
hi(R, 0).
Hence,
lim
R→∞
h(R,x) = lim
R→∞
h(R, 0). (30)
Sending R to ∞ in (29), it follows from Lebesgue’s monotone convergence theorem that
ϕ(x) =
∫
Rn
K0ϕ(y)
n+2σ
n−2σ
|x− y|n−2σ
dy + c0 x ∈ R
n,
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where c0 = limR→∞ h(R, 0) ≥ 0. We claim that c0 = 0. If not,
ϕ(x)− c0 =
∫
Rn
K0ϕ(y)
n+2σ
n−2σ
|y|n−2σ
dy > 0,
which implies that
1 = ϕ(0) ≥
∫
Rn
K0c
n+2σ
n−2σ
0
|x− y|n−2σ
=∞.
This is impossible. It follows the classification theorem in [37] or [84] that
ϕ(x) =
(
1 + lim
i→∞
ki|x|
2
)−n−2σ
2
with ki =
(
Ki(xi)pi
n/2Γ(σ)
Γ(n
2
+σ)
)1/σ
, where we used that ϕ(0) = 1 and ∇ϕ(0) = 0.
Note that since passing to subsequences does not affect our proofs, in the rest of the paper
we will always choose Ri →∞ first, and then εi → 0+ as small as we wish (depending on Ri)
and then choose our subsequence {ui} to work with.
Remark 2.12. For σ ≥ 1, we can have a simpler proof of local boundedness of ϕi. Indeed,
Since
∆x
1
|x− z|n−2σ
=
2(n− 2σ)(1 − σ)
|x− z|n−2σ+2
if x 6= z,
∆wi ≤ 0 if σ ≥ 1. By maximum principle, we have min∂BR ϕi ≤ ϕi(0) = 1 for any fixed
R > 0. Then the local boundedness of ϕi follows from Lemma 2.10.
Consequently, we have the following lower bound of ui near isolated blow up points. To
save the notation, we may assume that r¯ = 2.
Proposition 2.13. Under the hypotheses of Proposition 2.11, there exists some positive constant
C = C(n, σ,A1, A2, A3) such that,
ui(x) ≥ C
−1mi(1 + kim
(pi−1)/σ
i |x− xi|
2)(2σ−n)/2 for all |x− xi| ≤ 1.
In particular, for any e ∈ Rn, |e| = 1, we have
ui(xi + e) ≥ C
−1m
−1+((n−2σ)/2σ)τi
i ,
where τi = (n+ 2σ)/(n − 2σ)− pi.
19
Proof. By change of variables and using Proposition 2.11, we have for ri ≤ |x− xi| ≤ 1,
u(x) ≥ C
∫
|y−xi|≤ri
ui(y)
pi
|x− y|n−2σ
dy
≥ Cmi
∫
|z|≤Ri
(
m−1i ui(m
−(pi−1)/2σ
i z + xi)
)pi
|m
(pi−1)/2σ
i (x− xi)− z|
n−2σ
dz
≥
1
2
Cmi
∫
|z|≤Ri
Ui(z)
pi
|m
(pi−1)/2σ
i (x− xi)− z|
n−2σ
dz
≥
1
2
Cmi
∫
|z|≤Ri
Ui(z)
n+2σ
n−2σ
|m
(pi−1)/2σ
i (x− xi)− z|
n−2σ
dz
≥
1
4
Cmi
∫
Rn
Ui(z)
n+2σ
n−2σ
|m
(pi−1)/2σ
i (x− xi)− z|
n−2σ
dz
=
1
4
CmiUi(m
(pi−1)/2σ
i (x− xi)),
(31)
where
Ui(z) =
(
1
1 + ki|z|2
)(n−2σ)/2
.
The proposition follows immediately from the above and Proposition 2.11.
To obtain the desired upper bound of ui near isolated simple blow up points, we need an
auxiliary bound in the below, and a Pohozaev type identity in Proposition 2.15. Pohozaev type
identities for fractional Laplacian and some applications can be found in [95, 96].
Lemma 2.14. Under the hypotheses of Proposition 2.11 with r¯ = 2, and in addition that xi → 0
is also an isolated simple blow up point with the constant ρ, then there exists δi > 0, δi =
O(R
−2σ+o(1)
i ), such that
ui(x) ≤ C1R
(n−2σ)τi
i ui(xi)
−λi |x− xi|
2σ−n+δi for all ri ≤ |x− xi| ≤ 1,
where λi = (n− 2σ − δi)(pi − 1)/2σ − 1 and C1 is some positive constant depending only on
n, σ,A1, A3 and ρ.
Proof. We divide the proof into several steps.
Step 1. From Proposition 2.11, we see that
ui(x) ≤ Cmi
(
1
1 + |m
(pi−1)/2σ
i (x− xi)|
2
)n−2σ
2
≤ Cui(xi)R
2σ−n
i for all |x− xi| = ri = Rim
−(pi−1)/2σ
i . (32)
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Let ui(r) be the average of ui over the sphere of radius r centered at xi. It follows from the
assumption of isolated simple blow up points and Proposition 2.11 that
r2σ/(pi−1)ui(r) is strictly decreasing for ri < r < ρ. (33)
By Lemma 2.10, (33) and (32), we have, for all ri < |x− xi| < ρ,
|x− xi|
2σ/(pi−1)ui(x) ≤ C|x− xi|
2σ/(pi−1)ui(|x− xi|)
≤ Cr
2σ/(pi−1)
i ui(ri)
≤ CR
2σ−n
2
+o(1)
i ,
where o(1) denotes some quantity tending to 0 as i→∞. Thus,
ui(x)
pi−1 ≤ CR
−2σ+o(1)
i |x− xi|
−2σ for all ri ≤ |x− xi| ≤ ρ. (34)
Step 2. Let
Liφ(y) :=
∫
Rn
Ki(z)ui(z)
pi−1φ(z)
|y − z|n−2σ
dz.
Thus
ui = Liui.
Note that for 2σ < µ < n and 0 < |x| < 2,∫
Rn
1
|x− y|n−2σ|y|µ
dy = |x|2σ−n
∫
Rn
1
||x|−1x− |x|−1y|n−2σ|y|µ
dy
= |x|−µ+2σ
∫
Rn
1
||x|−1x− z|n−2σ|z|µ
dz
≤ C
( 1
n− µ
+
1
µ− 2σ
+ 1
)
|x|−µ+2σ ,
where we did the change of variables y = |x|z. By (34), one can properly choose 0 < δi =
O(R
−2σ+o(1)
i ) such that∫
ri<|y−xi|<ρ
Ki(y)ui(y)
pi−1|y − xi|
−δi
|x− y|n−2σ
dy ≤
1
4
|x− xi|
−δi , (35)
and ∫
ri<|y−xi|<ρ
Ki(y)ui(y)
pi−1|y − xi|
2σ−n+δi
|x− y|n−2σ
dy ≤
1
4
|x− xi|
2σ−n+δi , (36)
for all ri < |x− xi| < ρ.
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Set Mi := 4 · 2n−2σ max∂Bρ(xi) ui,
fi(x) := Miρ
δi |x− xi|
−δi +AR
(n−2σ)τi
i m
−λi
i |x− xi|
2σ−n+δi ,
and
φi(x) =
{
fi(x), ri < |x− xi| < ρ,
ui(x), otherwise,
where A > 1 will be chosen later.
By (35) and (36), we have for ri < |x− xi| < ρ.
Liφi(x) =
∫
Rn
Ki(y)ui(y)
pi−1φi(y)
|x− y|n−2σ
dy
=
∫
|y−xi|≤ri
+
∫
ri<|y−xi|<ρ
+
∫
ρ≤|y−xi|
Ki(y)ui(y)
pi−1φi(y)
|x− y|n−2σ
dy
≤ A1
∫
|y−xi|≤ri
ui(y)
pi
|x− y|n−2σ
dy +
fi
4
+
∫
ρ≤|y−xi|
Ki(y)ui(y)
pi−1φi(y)
|x− y|n−2σ
dy.
To estimate the third term, we let x¯ = ρ x−xi|x−xi| ∈ ∂Bρ(xi), and then∫
ρ≤|y−xi|
Ki(y)ui(y)
pi−1φi(y)
|x− y|n−2σ
dy
=
∫
ρ≤|y−xi|
|x¯− y|n−2σ
|x− y|n−2σ
Ki(y)ui(y)
pi−1φi(y)
|x¯− y|n−2σ
dy
≤ 2n−2σ
∫
ρ≤|y−xi|
Ki(y)ui(y)
pi−1φi(y)
|x¯− y|n−2σ
dy
≤ 2n−2σui(x¯) ≤ 2
n−2σ max
∂Bρ(xi)
ui ≤Mi/4.
(37)
To estimate the first term, we use change of variables, Proposition 2.11 and the computations in
(31) that,∫
|y−xi|≤ri
ui(y)
pi
|x− y|n−2σ
dy = mi
∫
|z|≤Ri
(
m−1i ui(m
−(pi−1)/2σ
i z + xi)
)pi
|m
(pi−1)/2σ
i (x− xi)− z|
n−2σ
dz
≤ 2mi
∫
|z|≤Ri
Ui(z)
pi
|m
(pi−1)/2σ
i (x− xi)− z|
n−2σ
dz
≤ CmiR
(n−2σ)τi
i
∫
Rn
Ui(z)
n+2σ
n−2σ
|m
(pi−1)/2σ
i (x− xi)− z|
n−2σ
dz
= CmiR
(n−2σ)τi
i Ui(m
(pi−1)/2σ
i (x− xi)),
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where
Ui(z) =
(
1
1 + ki|z|2
)(n−2σ)/2
.
Since |x− xi| > ri, we see
miUi(m
(pi−1)/2σ
i (x− xi)) ≤ Cm
1−(pi−1)(n−2σ)/2σ
i |x− xi|
2σ−n
≤ Cm−λii |x− xi|
2σ−n+δi .
Therefore, we conclude that
Liφi(x) ≤ φi(x) for all ri ≤ |x− xi| ≤ ρ, (38)
provided that A is sufficiently large and independent of i.
Step 3. In view of (32), we may choose A large such that fi ≥ ui on ∂Bri(xi). By the
choice of Mi, we know that fi ≥ ui on ∂Bρ(xi). We claim that
ui ≤ φi in Rn.
Indeed, if not, let
1 < ti := inf{t > 1 : tφi ≥ ui in Rn} <∞.
Since tiφi ≥ ui in Bri(xi) ∪ Bcρ(xi), by the continuity there exists yi ∈ Bρ(xi) \ B¯ri(xi) such
that
0 = tiφi(yi)− ui(yi) ≥ Li(tiφi − ui)(yi) > 0.
This is a contradiction. Therefore, the claim is proved.
Step 4. For ri < θ < ρ,
ρ2σ/(pi−1)Mi ≤ Cρ
2σ/(pi−1)ui(ρ)
≤ Cθ2σ/(pi−1)ui(θ)
≤ Cθ2σ/(pi−1){Miρ
δiθ−δi +AR
(n−2σ)τi
i m
−λi
i θ
2σ−n+δi}.
Choose θ = θ(n, σ, ρ,A1, A2, A3) sufficiently small so that
Cθ2σ/(pi−1)ρδiθ−δi ≤
1
2
ρ2σ/(pi−1).
It follows that
Mi ≤ CR
(n−2σ)τi
i m
−λi
i .
The lemma follows from the above and the Harnack inequality in Lemma 2.10.
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Proposition 2.15 (Pohozaev type identity). Let u ≥ 0 in Rn, and u ∈ C(BR) be a solution of
u(x) =
∫
BR
K(y)u(y)p
|x− y|n−2σ
dy + hR(x),
where 1 < p ≤ n+2σn−2σ , and hR(x) ∈ C
1(BR), ∇hR ∈ L
1(BR). Then(
n− 2σ
2
−
n
p+ 1
)∫
BR
K(x)u(x)p+1 dx−
1
p+ 1
∫
BR
x∇K(x)u(x)p+1 dx
=
n− 2σ
2
∫
BR
K(x)u(x)phR(x) dx+
∫
BR
x∇hR(x)K(x)u(x)
p dx
−
R
p+ 1
∫
∂BR
K(x)u(x)p+1 ds.
Proof. We first prove the case σ > 1/2. Note that
1
p+ 1
∫
BR
xK(x)∇u(x)p+1 dx
=
∫
BR
xK(x)u(x)p∇u(x)
= (2σ − n)
∫
BR
xK(x)u(x)p
∫
BR
(x− y)K(y)u(y)p
|x− y|n+2−2σ
dydx
+
∫
BR
xK(x)u(x)p∇hR(x) dx.
By the divergence theorem,∫
BR
xK(x)∇u(x)p+1 dx = −
∫
BR
(nK(x)+x∇K(x))u(x)p+1 dx+R
∫
∂BR
K(x)u(x)p+1 ds.
By direct computations,∫
BR
xK(x)u(x)p
∫
BR
(x− y)K(y)u(y)p
|x− y|n+2−2σ
dydx
=
1
2
∫
BR
K(x)u(x)p
∫
BR
(|x− y|2 + (|x|2 − |y|2))K(y)u(y)p
|x− y|n+2−2σ
dydx
=
1
2
∫
BR
K(x)u(x)p
∫
BR
K(y)u(y)p
|x− y|n−2σ
dydx
=
1
2
∫
BR
K(x)u(x)p(u(x)− hR(x)) dx.
24
Therefore, the proposition follows immediately for σ > 1/2.
When 0 < σ ≤ 1/2, we can truncate the kernel 1
|x−y|n−2σ
by
Gε(x, y) =
{
2σ−n
2 ε
−n+2σ−2|x− y|2 + n−2σ+22 ε
−n+2σ, if |x− y| ≤ ε
|x− y|−n+2σ, if |x− y| > ε,
so that Gε ∈ C1, where 0 < ε < R/2 is small, and define
vε =
∫
BR
Gε(x, y)K(y)u(y)
p dy + hR(x).
Then the identity follows from an approximation argument by doing the same computations as
above for vε and sending ε→ 0 in the end.
Lemma 2.16. Under the assumptions in Lemma 2.14, we have
τi = O(ui(xi)
−c1+o(1)),
where c1 = min{2, 2/(n − 2σ)}. Thus
ui(xi)
τi = 1 + o(1).
Proof. Applying Theorem 2.6, Theorem 2.7 and Proposition 2.14 to ui, we have
‖ui‖C2(B3/2(xi)\B1/2(xi)) ≤ CR
(n−2σ)τi
i m
−λi
i . (39)
Choose Ri ≤ mo(1)i . We write the equation (21) of ui as
ui(x) =
∫
B1(xi)
Ki(y)ui(y)
pi
|x− y|n−2σ
dy + hi(x), (40)
where
hi(x) :=
∫
|y−xi|≥1
Ki(y)ui(y)
pi
|x− y|n−2σ
dy.
Since Ki and ui are nonnegative, by (39) and the computation in (37), we have for any x ∈
B1(xi)
hi(x) ≤ 2
n−2σ max
∂B1(xi)
ui ≤ Cm
−1+o(1)
i (41)
and
|∇hi(x)| ≤
{
C |1−(1−|x−xi|)
2σ−1|
|2σ−1| m
−1+o(1)
i if σ 6= 1/2
C| log(1− |x− xi|)|m
−1+o(1)
i if σ = 1/2.
(42)
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Indeed, when |x− xi| < 7/8, it is easy to see that
|∇hi(x)| ≤ C
∫
|y−xi|≥1
Ki(y)ui(y)
pi
|x− y|n−2σ+1
dy ≤ C max
∂B1(xi)
ui ≤ Cm
−1+o(1)
i .
When 7/8 ≤ |x− xi| ≤ 1, then
|∇hi(x)| ≤ C
∫
|y−xi|≥1, |y−x|≥1/8
+
∫
|y−xi|≥1, |y−x|<1/8
Ki(y)ui(y)
pi
|x− y|n−2σ+1
dy
≤ C max
∂B1(xi)
ui + Cm
−pi+o(1)
i
∫
1−|x|<|y−x|<1/8
dy
|x− y|n−2σ+1
≤
{
C |1−(1−|x−xi|)
2σ−1|
|2σ−1| m
−1+o(1)
i if σ 6= 1/2
C| log(1− |x− xi|)|m
−1+o(1)
i if σ = 1/2.
Applying Proposition 2.15 to (40) yields
τi
∫
B1(xi)
ui(x)
pi+1 dx
≤ C
(∫
B1(xi)
|x− xi|ui(x)
pi+1 + (hi(x) + |∇hi(x)|)ui(x)
pi +
∫
∂B1(xi)
upi+1i ds
)
. (43)
By Proposition 2.11 and change of variables,∫
B1(xi)
ui(x)
pi+1 dx ≥ C−1
∫
Bri(xi)
mpi+1i
(1 + |m
(pi−1)/2σ
i (y − xi)|
2)(n−2σ)(pi+1)/2
dy
≥ C−1m
τi(n/2σ−1)
i
∫
Ri
1
(1 + |z|2)(n−2σ)(pi+1)/2
dz
≥ C−1m
τi(n/2σ−1)
i , (44)∫
Bri (xi)
ui(x)
pi dx ≤ Cm
−1+o(1)
i
and ∫
Bri(xi)
|x− xi|ui(x)
pi+1 dx ≤ Cm
−2/(n−2σ)+o(1)
i .
By Lemma 2.14, (41) and (42)∫
ri<|x−xi|<1
(hi(x) + |∇hi(x)|)ui(x)
pi dx ≤ Cm
−2+o(1)
i ,
∫
ri<|x−xi|<1
|x− xi|ui(x)
pi+1 dx ≤ Cm
−2/(n−2σ)+o(1)
i ,
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and ∫
∂B1(xi)
upi+1i ds ≤ Cm
−2n/(n−2σ)+o(1)
i .
The lemma follows from the above estimates immediately. Consequently, if we choose Ri ≤
m
o(1)
i as in the beginning of the proof, then we have that
R
(n−2σ)τi
i = 1 + o(1),
which will be used later.
Now we are ready to obtain our desired upper bound of ui near isolated simple blow up
points.
Proposition 2.17. Under the assumptions in Lemma 2.14, we have
ui(x) ≤ Cu
−1
i (xi)|x− xi|
2σ−n for all |x− xi| ≤ 1.
Proof. For |x−xi| ≤ ri, the proposition follows immediately from Proposition 2.11 and Lemma
2.16.
We shall show first that
ui(ρe+ xi)ui(xi) ≤ C (45)
for any vector |e| = 1. We assume the contrary that (45) does not hold. Then along a subse-
quence we have
lim
i→∞
ui(ρe+ xi)ui(xi) = +∞.
Since ui(x) ≤ A3|x − xi|−2σ/(pi−1) in B2(xi), it follows from Lemma 2.10 that for any
0 < ε < 1 there exists a positive constant C(ε), depending on n, σ,A1, A2, A3 and ε, such that
sup
B5/2(xi)\Bε(xi)
ui ≤ C(ε) inf
B5/2(xi)\Bε(xi)
ui. (46)
Let ϕi(x) = ui(ρe+ xi)−1ui(x). Then for |x− xi| ≤ 1,
ϕi(x) =
∫
Rn
Ki(y)ui(ρe+ xi)
pi−1ϕi(y)
pi
|x− y|n−2σ
dy.
Since ϕi(ρe+ xi) = 1, by (46)
‖ϕi‖L∞(B3/2(xi)\Bε(xi)) ≤ C(ε) for 0 < ε < 1. (47)
Besides, by Lemma 2.14,
ui(ρe+ xi)
pi−1 → 0 as i→∞. (48)
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Applying the local estimates in Section 2.1 to ϕi, we conclude that there exists ϕ ∈ C2(B1\{0})
such that, after passing to a subsequence, ϕi → ϕ in C2loc(B1 \ {0}).
Let us write the equation of ϕi as
ϕi(x) =
∫
B1(xi)
Ki(y)ui(ρe+ xi)
pi−1ϕi(y)
pi
|x− y|n−2σ
dy + hi(x). (49)
By (47), Theorem 2.7 and the proof of (42), there exists h ∈ C2(B1) such that, after passing to
a subsequence,
hi(x) → h(x) ≥ 0 in C2loc(B1). (50)
Therefore,∫
B1(xi)
Ki(y)ui(ρe+ xi)
pi−1ϕi(y)
pi
|x− y|n−2σ
dy = ϕi(x)−hi(x) → ϕ(x)−h(x) in C2loc(B1 \{0}).
We shall evaluate what G(x) := ϕ(x)− h(x) is. For any |x| > 0 and 2|xi| ≤ ε < 12 |x− xi|, in
view of (47) and (48) we have
G(x) = lim
i→∞
∫
Bε(xi)
Ki(y)ui(ρe+ xi)
pi−1ϕi(y)
pi
|x− y|n−2σ
dy
= |x|2σ−n(1 +O(ε)) lim
i→∞
∫
Bε(xi)
Ki(y)ui(ρe+ xi)
pi−1ϕi(y)
pi dy
= |x|2σ−n(1 +O(ε))a(ε),
for some nonnegative function a(ε) of ε. Clearly, a(ε) is nondecreasing, so limε→0 a(ε) exists
which we denote as a. Sending ε→ 0, we obtain
G(x) = a|x|2σ−n.
Since xi → 0 is an isolated simple blow point, we have r
n−2σ
2 ϕ¯(r) ≥ ρ
n−2σ
2 ϕ¯(ρ) for 0 < r < ρ.
It follows that ϕ is singular at 0, and thus, a > 0. Hence,
lim
i→∞
∫
B1/8(xi)
Ki(y)ui(ρe+ xi)
pi−1ϕi(y)
pi dy > C ·G(e/2) > 0.
However, ∫
B1/8(xi)
Ki(y)ui(ρe+ xi)
pi−1ϕi(y)
pi dy
≤ Cui(ρe+ xi)
−1
∫
B1/8(xi)
ui(y)
pi dy
≤
C
ui(ρe+ xi)ui(xi)
→ 0 as i→∞,
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where we used Proposition 2.11, Lemma 2.14 and Lemma 2.16 in the second inequality. This is
a contradiction.
Without loss of generality, we may assume that ρ ≤ 1/2. It follows from Lemma 2.10
and (45) that Proposition 2.17 holds for ρ ≤ |x − xi| ≤ 1. To establish the inequality in the
proposition for ri ≤ |x−xi| ≤ ρ, we only need to scale the problem and reduce it to the case of
|x−xi| = 1. Suppose the contrary that there exists a subsequence x˜i satisfying ri ≤ |x˜i−xi| ≤ ρ
and limi→∞ ui(x˜i)ui(xi)|x˜i − xi|n−2σ = +∞.
Set r˜i := |x˜i − xi|, u˜i(x) = r˜2σ/(pi−1)i ui(xi + r˜ix). Then {ui} satisfies
u˜i(x) =
∫
Rn
Ki(xi + r˜iy)u˜i(y)
pi
|x− y|n−2σ
dy for x ∈ B2,
and all the hypotheses of Proposition 2.17 with 0 being an isolated simple blow up point. It
follows from (45) that
u˜i(0)u˜i(
x˜i − xi
r˜i
) ≤ C.
It follows (using Lemma 2.16) that
lim
i→∞
ui(x˜i)ui(xi)|x˜i − xi|
n−2σ <∞.
This is again a contradiction.
Therefore, the proposition is proved.
Corollary 2.18. Under the hypotheses of Lemma 2.14, we have∫
|x−xi|≤ri
|x− xi|
sui(x)
pi+1
=


O(ui(xi)
−2s/(n−2σ)), −n < s < n,
O(ui(xi)
−2n/(n−2σ) log ui(xi)), s = n,
o(ui(xi)
−2n/(n−2σ)), s > n,
and ∫
ri<|x−xi|≤1
|x− xi|
sui(x)
pi+1
=


o(ui(xi)
−2s/(n−2σ)), −n < s < n,
O(ui(xi)
−2n/(n−2σ) log ui(xi)), s = n,
O(ui(xi)
−2n/(n−2σ)), s > n.
Proof. Making use of Proposition 2.11, Lemma 2.16 and Proposition 2.17, the corollary follows
immediately.
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By Proposition 2.17 and its proof, we have the following corollary.
Corollary 2.19. Under the assumptions in Lemma 2.14, if we let Ti(x) = T ′i (x)+T ′′i (x), where
T ′i (x) := ui(xi)
∫
B1(xi)
Ki(y)ui(y)
pi
|x− y|n−2σ
dy
and
T ′′i (x) := ui(xi)
∫
Rn\B1(xi)
Ki(y)ui(y)
pi
|x− y|n−2σ
dy.
Then, after passing a subsequence,
T ′i (x) → a|x|
2σ−n in C2loc(B1 \ {0})
and
T ′′i (x)→ h(x) in C2loc(B1)
for some h(x) ∈ C2(B2), where
a =
(πn/2Γ(σ)
Γ(n2 + σ)
)− n
2σ
∫
Rn
(
1
1 + |y|2
)n+2σ
2
dy lim
i→∞
Ki(0)
2σ−n
2σ . (51)
Consequently, we have
ui(xi)ui(x) → a|x|
2σ−n + h(x) in C2loc(B1 \ {0}).
Proof. Similar to the proof of Proposition 2.17, we set ϕi(x) = ui(xi)ui(x), which satisfies
ϕi(x) =
∫
Rn
Ki(y)ui(xi)
1−piϕi(y)
pi
|y − x|n−2σ
dy
=:
∫
B1(xi)
Ki(y)ui(xi)
1−piϕi(y)
pi
|y − x|n−2σ
dy + hi(x) = T
′
i (x) + T
′′
i (x).
We have all the ingredients as in the proof of Proposition 2.17. Hence, we only need to evaluate
the positive constant a. For every ε > 0, by Lebesgue dominated convergence theorem, we have
a
∫
B1/2\B1/4
|x|2σ−n dx = lim
i→∞
ui(xi)
∫
B1/2\B1/4
(∫
Bε(xi)
Ki(y)ui(y)
pi
|y − x|n−2σ
dy
)
dx
= lim
i→∞
ui(xi)
∫
Bε(xi)
Ki(y)ui(y)
pi
(∫
B1/2\B1/4
1
|y − x|n−2σ
dx
)
dy.
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After sending ε→ 0, we have
a
∫
B1/2\B1/4
|x|2σ−n dx =
∫
B1/2\B1/4
|x|2σ−n dx lim
ε→0
lim
i→∞
ui(xi)
∫
Bε(xi)
Ki(y)ui(y)
pi dy.
Thus, by Proposition 2.11 and Lemma 2.16, we have
a = lim
i→∞
ui(xi)
∫
Bri (xi)
Ki(y)ui(y)
pi dy
= lim
i→∞
Ki(0)k
−n
2
i
∫
Rn
(
1
1 + |y|2
)n+2σ
2
dy
=
(πn/2Γ(σ)
Γ(n2 + σ)
)− n
2σ
∫
Rn
(
1
1 + |y|2
)n+2σ
2
dy lim
i→∞
Ki(0)
2σ−n
2σ ,
since
lim
i→∞
∫
Bε\Bri (xi)
ui(xi)Ki(y)ui(y)
pi dy = 0.
2.3 Fine analysis of blow up with a flatness condition
For later applications, we consider nonnegative solutions of
ui(x) =
∫
Rn
Ki(y)Hi(y)
τi(y)ui(y)
pi
|x− y|n−2σ
dy for x ∈ B3 (52)
where Ki satisfies (22) with Ω = B3 as before, and {Hi} ∈ C1,1(B3) satisfies
A−14 ≤ Hi(x) ≤ A4 for y ∈ B3, ‖Hi‖C1,1(B3) ≤ A5 (53)
for some positive constants A4, A5. We assume that xi → 0 is an isolated simple blow up point
of {ui} with constant A3 and ρ, i.e.,
|x− xi|
(pi−1)/2σui(x) ≤ A3,
and r
pi−1
2σ u¯i(r) has precisely one critical point in (0, ρ) for large i, where u¯i(r) = −
∫
∂Br(xi)
ui ds.
Lemma 2.20. Suppose that Ki satisfies the (∗)′β condition in B3 with β < n. Then we have
τi ≤Cui(xi)
−2 + C|∇Ki(xi)|ui(xi)
−2/(n−2σ)
+ C(L(β, i) + L(β, i)β−1)ui(xi)
−2β/(n−2σ),
where C > 0 depends only on n, σ,A1, A2, A3, A4, A5, β and ρ.
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Proof. Note that Proposition 2.11 and Proposition 2.17 hold for the ui here. Let us write equa-
tion (52) as
ui(x) =
∫
B1(xi)
Ki(y)Hi(y)
τi(y)ui(y)
pi
|x− y|n−2σ
dy + hi(x). (54)
It follows from Proposition 2.17 and (42) that for x ∈ B1(xi)
|∇hi(x)| ≤
{
C |1−(1−|x−xi|)
2σ−1|
|2σ−1| m
−1
i if σ 6= 1/2
C| log(1− |x− xi|)|m
−1
i if σ = 1/2.
(55)
Using Proposition 2.15 and Lemma 2.16, by the same proof of Lemma 2.16 we have
τi ≤ Cui(xi)
−2 + C
∣∣∣∣∣
∫
B1(xi)
(x− xi)∇(KiH
τi
i )(x)ui(x)
pi+1 dx
∣∣∣∣∣
≤ Cui(xi)
−2 + Cτi
∫
B1(xi)
|x− xi|ui(x)
pi+1 dx
+ C
∣∣∣∣∣
∫
B1(xi)
(x− xi)∇Ki(x)H
τi
i ui(x)
pi+1 dx
∣∣∣∣∣ (56)
By Corollary 2.18, the second term of the right hand side is less than τi/2 for i large. It suffices
to evaluate the third term, for which we will use the flatness condition. We see∣∣∣∣∣
∫
B1(xi)
(x− xi)∇KiH
τi
i u
pi+1
i
∣∣∣∣∣
≤ C|∇Ki(xi)|
∫
B1(xi)
|x− xi|u
pi+1
i
+ C
∫
B1(xi)
|x− xi||∇Ki(x)−∇Ki(xi)|u
pi+1
i
≤ C|∇Ki(xi)|ui(xi)
−2/(n−2σ)
+ C
∫
B1(xi)
|x− xi||∇Ki(x)−∇Ki(xi)|u
pi+1
i .
Recalling the definition of (∗)β , a direct computation yields
|∇Ki(x)−∇Ki(xi)|
≤
{ [β]∑
s=2
|∇sKi(xi)||x− xi|
s−1 + [∇[β]Ki]Cβ−[β](B1(xi))|x− xi|
β−1
}
≤ CL(β, i)
{ [β]∑
s=2
|∇Ki(xi)|
(β−s)/(β−1)|x− xi|
s−1 + |x− xi|
β−1
}
.
(57)
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By Cauchy-Schwartz inequality, we have
L(β, i)|∇Ki(xi)|
(β−s)/(β−1)|x− xi|
s
≤ C(|∇Ki(xi)||x− xi|+ (L(β, i) + L(β, i)
β−1)|x− xi|
β).
(58)
Hence, by Corollary 2.18 we obtain∫
B1(xi)
|x− xi||∇Ki(x)−∇Ki(xi)|u
pi+1
i
≤ C|∇Ki(xi)|ui(xi)
−2/(n−2σ) + C(L(β, i) + L(β, i)β−1)ui(xi)
−2β/(n−2σ).
(59)
Lemma 2.20 follows immediately.
Lemma 2.21. Under the hypotheses of Lemma 2.20,
|∇Ki(xi)| ≤ Cui(xi)
−2 + C(L(β, i) + L(β, i)β−1)ui(xi)
−2(β−1)/(n−2σ),
where C > 0 depends only on n, σ,A1, A2, A3, A4, A5, β and ρ.
Proof. By (54) and integrating by parts, we have
1
pi + 1
∫
∂B1
xjKi(x)Hi(x)
τiupi+1i ds−
1
pi + 1
∫
B1
∂j(Ki(x)Hi(x)
τi)upi+1i dx
=
1
pi + 1
∫
B1
Ki(x)Hi(x)
τi∂ju
pi+1
i dx
= (2σ − n)
∫
B1
Ki(x)Hi(x)
τiui(x)
pi
∫
B1
(xj − yj)
|x− y|n−2σ+2
Ki(y)Hi(y)
τiui(y)
pi dydx
+
∫
B1
Ki(x)Hi(x)
τiui(x)
pi∂jhi(x) dx
=
∫
B1
Ki(x)Hi(x)
τiui(x)
pi∂jhi(x) dx.
(If σ < 1/2, then one can similar approximation arguments in the proof of Proposition 2.15.)
Hence, ∣∣∣∣
∫
B1
∇(Ki(x)Hi(x)
τi)ui(x)
pi+1 dx
∣∣∣∣
≤ C
( ∫
B1
upii |∇hi|+
∫
∂B1
upi+1i
)
.
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It follows from Proposition 2.17 and Theorem 2.7 that ui(x) ≤ Cui(xi)−1 for 1/2 ≤ |x| ≤ 1,
and (55) holds. Hence, by Corollary 2.18∣∣∣∣
∫
B1
∇Ki(x)Hi(x)
τiui(x)
pi+1 dx
∣∣∣∣
≤ C(ui(x)
−2 + τi
∫
B1
upi+1i )
≤ C(ui(xi)
−2 + τi). (60)
As that in proof of Lemma 2.20, we write∫
B1
∇Ki(x)Hi(x)
τiui(x)
pi+1 dx
= ∇Ki(xi)
∫
B1
Hi(x)
τiui(x)
pi+1 dx+
∫
B1
(∇Ki(x)−∇Ki(xi))Hi(x)
τiui(x)
pi+1 dx,
then use the triangle inequality and the (∗)β condition (as in (57)-(58)) to obtain that
|∇Ki(xi)| ≤Cui(xi)
−2 + Cτi +
1
4
|∇Ki(xi)|
+ C(L(β, i) + L(β, i)β−1)ui(xi)
−2(β−1)/(n−2σ).
Together with Lemma 2.20, the Lemma follows immediately.
Combining the above two lemmas, we immediately obtain:
Lemma 2.22. We have
τi ≤ Cui(xi)
−2 + C(L(β, i) + L(β, i)β−1)ui(xi)
−2β/(n−2σ).
Corollary 2.23. We further assume that one of the following two conditions holds: (i)
β = n− 2σ and L(β, i) = o(1),
and (ii)
β > n− 2σ and L(β, i) = O(1).
Then for any 0 < δ < 1 we have
lim
i→∞
ui(xi)
2
∫
Bδ(xi)
(x− xi) · ∇(KiH
τi
i )u
pi+1
i = 0.
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Proof. By triangle inequalities, we have∣∣∣∣∣
∫
Bδ(xi)
(x− xi) · ∇(KiH
τi
i )u
pi+1
i
∣∣∣∣∣
≤
∣∣∣∣∣
∫
Bδ(xi)
(x− xi) · ∇KiH
τi
i u
pi+1
i
∣∣∣∣∣+ τi
∣∣∣∣∣
∫
Bδ(xi)
(x− xi) · ∇HiH
τi−1Kiu
pi+1
i
∣∣∣∣∣
≤ C|∇Ki(xi)|
∫
Bδ(xi)
|x− xi|u
pi+1
i
+ C
∫
Bδ(xi)
|x− xi||∇Ki(x)−∇Ki(xi)|u
pi+1
i + Cτi
∫
Bδ(xi)
|x− xi|u
pi+1
i .
Then the corollary follows from Lemma 2.21, (59), Lemma 2.22 and Corollary 2.18.
2.4 Isolated blow up points have to be isolated simple
In this subsection, we will prove that under suitable assumptions on Ki, isolated blow up points
have to be isolated simple.
Proposition 2.24. Let ui ≥ 0 be a solution of (52), where Ki satisfies (22) and (∗)′n−2σ condi-
tion with Ω = B3, and Hi satisfies (53). Suppose that xi → 0 is an isolated blow up point of
{ui} in B2 for some positive constant A3, i.e.,
|x− xi|
2σ/(pi−1)ui(x) ≤ A3 in B2.
then xi → 0 is an isolated simple blow up point.
Proof. Due to Proposition 2.11, r2σ/(pi−1)ui(r) has precisely one critical point in the interval
0 < r < ri, where ri = Riui(xi)−
pi−1
2σ as before. Suppose xi → 0 is not an isolated simple
blow up point and let µi be the second critical point of r2σ/(pi−1)ui(r). Then we see that
µi ≥ ri, lim
i→∞
µi = 0. (61)
Without loss of generality, we assume that xi = 0. Set
ϕi(x) = µ
2σ/(pi−1)
i ui(µix), x ∈ R
n.
Clearly, ϕi satisfies
ϕi(x) =
∫
Rn
K˜i(y)H˜i(y)
τiϕi(y)
pi
|x− y|n−2σ
dy in B3/µi
|x|2σ/(pi−1)ϕi(x) ≤ A3 for |x| < 2/µi →∞,
lim
i→∞
ϕi(0) =∞,
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r2σ/(pi−1)ϕi(r) has precisely one critical point in 0 < r < 1,
and
d
dr
{
r2σ/(pi−1)ϕi(r)
} ∣∣∣
r=1
= 0,
where K˜i(y) = Ki(µiy), H˜i(y) = Hi(µiy) and ϕi(r) = |∂Br|−1
∫
∂Br
ϕi. Therefore, 0 is an
isolated simple blow up point of ϕi.
We claim that
ϕi(0)ϕi(x) →
a
|x|n−2σ
+ a in C2loc(Rn \ {0}). (62)
where a is as in (51) with Ki(0) replaced by Ki(0)Hi(0).
By the equation of ϕi, we have for all |x| ≤ 1/µi
ϕi(0)ϕi(x) = ϕi(0)
1−pi
∫
Rn
K˜i(y)H˜i(y)(ϕi(0)ϕi(y))
pi
|x− y|n−2σ
dy
= ϕi(0)
1−pi
(∫
Bt
+
∫
Rn\Bt
K˜i(y)H˜i(y)(ϕi(0)ϕi(y))
pi
|x− y|n−2σ
dy
)
,
where t > 1 is an arbitrarily fixed constant. By the same proof of Corollary 2.19 we have, up to
a subsequence,
ϕi(0)
1−pi
∫
Bt
K˜i(y)H˜i(y)(ϕi(0)ϕi(y))
pi
|x− y|n−2σ
dy →
a
|x|n−2σ
in C2loc(Bt \ {0}),
and
hi(x) := ϕi(0)
1−pi
∫
Rn\Bt
K˜i(y)H˜i(y)(ϕi(0)ϕi(y))
pi
|x− y|n−2σ
dy → h(x) ≥ 0 in C2loc(Bt).
For any fixed large R > 0, by Proposition 2.17 and Lemma 2.10 we conclude that ϕi(0)ϕi(x) ≤
C(t, R) for all t ≤ |x| ≤ R. Hence, for x ∈ Bt, we have
ϕi(0)
1−pi
∫
t≤|y|≤R
K˜i(y)H˜i(y)(ϕi(0)ϕi(y))
pi
|x− y|n−2σ
dy → 0 as i→∞.
Meanwhile, for any x′, x′′ ∈ Bt, we have∫
Rn\BR
K˜i(y)H˜i(y)(ϕi(0)ϕi(y))
pi
|x′ − y|n−2σ
dy
≤
(
R+ t
R− t
)n−2σ ∫
Rn\BR
K˜i(y)H˜i(y)(ϕi(0)ϕi(y))
pi
|x′′ − y|n−2σ
dy.
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Therefore, it follows that
h(x′) ≤
(
R+ t
R− t
)n−2σ
h(x′′).
By sending R→∞ and exchanging the roles of x′ and x′′, we have h(x′′) = h(x′). Thus,
h(x) ≡ h(0) for all x ∈ Bt.
Since
d
dr
{
r2σ/(pi−1)ϕi(0)ϕi(r)
} ∣∣∣
r=1
= ϕi(0)
d
dr
{
r2σ/(pi−1)ϕi(r)
} ∣∣∣
r=1
= 0,
we have, by sending i to ∞, that
h(0) = a > 0.
Therefore, (62) follows.
We are going to derive a contradiction to the Pohozaev identity in Proposition 2.15. Since
n−2σ
2 −
n
pi+1
≤ 0, by Corollary 2.23, we have
lim
i→∞
ϕi(0)
2
(
(
n− 2σ
2
−
n
pi + 1
)
∫
Bδ
K˜iH˜
τi
i ϕ
pi+1
i
−
1
pi + 1
∫
Bδ
x∇(K˜iH˜
τi
i )ϕ
pi+1
i
)
≤ 0,
(63)
where K˜i satisfies the condition (i) of Corollary 2.23 .
On the other hand, if we let
bi(x) :=
∫
Rn\Bδ
K˜i(y)H˜i(y)ϕi(y)
pi
|x− y|n−2σ
dy,
then ϕi(0)bi(x) ≥ hi(x) ≥ 22σ−nhi(0) → 22σ−na for x ∈ Bδ provided that δ is small, and
|∇bi(x)| ≤
{
C |δ
2σ−1−(δ−|x−xi|)2σ−1|
|2σ−1| m
−1
i if σ 6= 1/2
C| log δ − log(δ − |x− xi|)|m
−1
i if σ = 1/2.
Hence, it follows from Proposition 2.11, Lemma 2.16 and Proposition 2.17 that∫
Bδ
K˜iH˜
τiϕpii bi ≥ C
−1aϕi(0)
−1
∫
B
ϕi(0)
−(pi−1)/2σ
ϕpii
≥ C−1ϕi(0)
−2
∫
B1
(1 + |x|2)(2σ−n)/2, (64)
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∣∣∣∣
∫
Bδ
x∇biK˜iH˜
τiϕpii
∣∣∣∣ ≤ Cϕi(0)−1
∫
Bδ
|x|ϕpii = o(1)ϕi(0)
−2, (65)
and ∫
∂Bδ
K˜iH˜
τi
i ϕ
pi+1
i ≤ Cϕi(0)
−2n/(n−2σ). (66)
Therefore,
lim
i→∞
ϕi(0)
2
(n− 2σ
2
∫
Bδ
K˜iH˜
τiϕpii bi
+
∫
Bδ
x∇biK˜iH˜
τiϕpii −
1
pi + 1
∫
∂Bδ
K˜iH˜
τi
i ϕ
pi+1
i
)
> 0,
(67)
which contradicts (63) and the Pohozaev identity in Proposition 2.15.
In Lemma 2.21, we have obtained a decay estimate for |∇Ki(xi)| as i → ∞. If one just
wants to show |∇Ki(xi)| → 0, then it does not need xi → 0 to be simple nor Ki satisfying the
flatness condition.
Proposition 2.25. Suppose the assumptions in Proposition 2.24 hold except the (∗)′n−2σ condi-
tion for Ki. Then
|∇Ki(xi)| → 0 as i→∞.
Proof. Suppose that contrary that
|∇Ki(xi)| → d > 0. (68)
Without loss of generality, we assume xi = 0. There are two cases.
Case 1. 0 is an isolated simple blow up point.
In this case, we argue as in the proof of Lemma 2.21. Similar to (60), we obtain∣∣∣∣
∫
B1
∇KiH
τi
i u
pi+1
i
∣∣∣∣ ≤ Cu−2i (0) + Cτi.
It follows from the triangle inequality, uniform continuity of ∇Ki and Corollary 2.18 that
|∇Ki(0)| ≤ C
∫
B1
|∇Ki(x)−∇Ki(0)|H
τi
i u
pi+1
i + o(1) = o(1).
Case 2. 0 is not an isolated simple blow up point.
In this case we argue as in the proof of Proposition 2.24. The only difference is that we
cannot derive (63) from Corollary 2.23, since (∗)′n−2σ condition for Ki is not assumed. Instead,
we will use the condition (68) to show (63).
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Let µi, ϕi, K˜i and H˜i be as in the proof of Proposition 2.24. Now we estimate the integral
term
∫
Bδ
〈y,∇(K˜iH˜
τi
i )〉ϕ
pi+1
i . Arguing the same as in the proof of Lemma 2.20 and using
Corollary 2.18, we have
τi ≤ Cϕi(0)
−2 + C
∫
Bδ
|y||∇K˜i(y)|H
τi
i ϕ
pi+1
i
≤ Cϕi(0)
−2 + Cµiϕi(0)
−2/(n−2σ) .
Similar to (60), ∣∣∣∣
∫
Bδ
∇K˜iH˜
τi
i ϕ
pi+1
i
∣∣∣∣ ≤ Cϕi(0)−2 + Cτi.
It follows that
|∇K˜i(0)| ≤ C
∫
Bδ
|∇K˜i(y)−∇K˜i(0)|ϕ
pi+1
i + Cϕi(0)
−2 + Cτi
≤ o(µi) + Cϕi(0)
−2 + Cτi.
Since |∇K˜i(0)| = µi|∇Ki(0)| ≥ (d/2)µi, we have
µi ≤ Cϕi(0)
−2 + Cτi.
It follows that
τi ≤ Cϕi(0)
−2 and µi ≤ Cϕi(0)−2. (69)
Therefore, ∣∣∣∣
∫
Bδ
〈y,∇(K˜iH˜
τi
i )〉ϕ
pi+1
i
∣∣∣∣ ≤ Cϕi(0)−2−2/(n−2σ),
from which (63) follows.
Clearly, we have (64) - (66). So we obtain a contradiction by the Pohozaev identity in
Proposition 2.15.
In conclusion, we complete the proof.
3 Global analysis on the sphere
Recall that the stereographic projection from Sn\{N} to Rn is the inverse of
F : Rn → Sn \ {N}, x 7→
(
2x
1 + |x|2
,
|x|2 − 1
|x|2 + 1
)
,
where N is the north pole of Sn, and its Jacobi determinant takes
|JF | =
( 2
1 + |x|2
)n
.
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Via the stereographic projection, the equation
v(ξ) =
∫
Sn
K(η)v(η)p
|ξ − η|n−2σ
dη for ξ ∈ Sn (70)
is translated to
u(x) =
∫
Rn
K(y)H(y)τu(y)p
|x− y|n−2σ
dy for x ∈ Rn, (71)
where
H(x) := |JF (x)|
n−2σ
2n =
( 2
1 + |x|2
)n−2σ
2
, (72)
u(x) = H(x)v(F (x)), K(x) = K(F (x)) and τ = n+2σn−2σ − p ≥ 0.
3.1 Finite blow up points and uniform energy bound
We assume that K satisfies
A−11 ≤ K ≤ A1 on S
n, (73)
and
‖K‖C1(Sn) ≤ A2. (74)
To ensure the solutions of (70) to be of C2, we further assume that
‖K‖C1,1(Sn) ≤ A2, if σ ≤
1
2
. (75)
Proposition 3.1. Let v ∈ C2(Sn) be a positive solution of (70). For any 0 < ε < 1 and R > 1,
there exist large positive constants C∗1 , C∗2 depending on n, σ,A1, A2, ε and R such that, if
max
Sn
v ≥ C∗1 ,
then there exists an integer 1 ≤ l = l(v) <∞ and a set
Γv = {P1, . . . , Pl} ⊂ S
n
(Pj = Pj(v)) such that
(i). 0 ≤ τ := n+2σn−2σ − p < ε,
(ii). If P1, . . . , Pl are local maximums of v and for each 1 ≤ j ≤ l, let {z1, · · · , zn} be a
geodesic normal coordinate system centered at Pj , we have,
‖v−1(Pj)v(v
−
(p−1)
2σ (Pj)z)− (1 + k|z|
2)(2σ−n)/2‖C2(B2R) ≤ ε, (76)
where k =
(
K(Pj)pi
n/2Γ(σ)
Γ(n
2
+σ)
)1/σ
, and
{BRv(Pj )−(p−1)/2σ (Pj)} are disjoint balls.
(iii). v(P ) ≤ C∗2{dist(P,Γv)}−2σ/(p−1) for all P ∈ Sn.
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Proof. Given Theorem 1.4 in [84] and the proof of Proposition 2.11, the proof of Proposition
3.1 is similar to that of Proposition 4.1 in [82] and Lemma 3.1 in [100], and is omitted here. We
refer to [82] and [100] for details.
Proposition 3.2. Assume the hypotheses in Proposition 3.1. Suppose that there exists some
constant d > 0 such that K satisfies (∗)′n−2σ for some L in Ωd = {P ∈ Sn : |∇K(P )| < d}.
Then, for ε > 0, R > 1 and any solution v of (70) with maxSn v > C∗1 , we have
|P1 − P2| ≥ δ
∗ > 0, for any P1, P2 ∈ Γv and P1 6= P2,
where δ∗ depends only on n, σ, ε,R,A1, A2, L2, d, and the modulus of continuity of ∇K if
σ > 1/2.
Proof. If we suppose the contrary, then there exist sequences of {pi} and {Ki} satisfying the
above assumptions, and a sequence of corresponding solutions {vi} such that
lim
i→∞
|P1i − P2i| = 0, (77)
where P1i, P2i ∈ Γvi , and |P1i − P2i| = min
P1,P2∈Γvi
P1 6=P2
|P1 − P2|.
Since BRvi(P1i)−(pi−1)/2σ (P1i) and BRvi(P2i)−(pi−1)/2σ(P2i) have to be disjoint, we have, be-
cause of (77), that vi(P1i) → ∞ and vi(P2i) → ∞. Therefore, we can pass to a subsequence
(still denoted as vi) with Ri → ∞, εi → 0 as in Proposition 2.11 (εi depending on Ri can
be chosen as small as we need in the following arguments) such that, for z being any geodesic
normal coordinate system centered at Pji, j = 1, 2, we have
‖m−1i vi(m
−(pi−1)/2σ
i z)− (1 + kji|z|
2)(2σ−n)/2‖C2(B2Ri (0))
≤ εi, (78)
where mi = vi(0), kji =
(
K(Pji)pi
n/2Γ(σ)
Γ(n
2
+σ)
)1/σ
, j = 1, 2; i = 1, 2, . . . .
In the stereographic coordinates with P1i being the south pole, the equation (70) is trans-
formed into
ui(x) =
∫
Rn
Ki(y)H(y)
τiui(y)
p1
|x− y|n−2σ
dy for all x ∈ Rn, (79)
where ui(x) = H(x)vi(F (x)). Let us still use P2i ∈ Rn to denote the stereographic coordinates
of P2i ∈ Sn and set ϑi := |P2i| → 0. For simplicity, we assume P2i is a local maximum point
of ui, since we can always reselect a sequence of points to substitute P2i.
From (ii) in Proposition 3.1, there exists some constant C depending only on n, σ, such that
ϑi >
1
C
max{Riui(0)
−(pi−1)/2σ , Riui(P2i)
−(pi−1)/2σ}. (80)
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Set
ϕi(y) = ϑ
2σ/(pi−1)
i ui(ϑiy) in R
n.
It is easy to see that ϕi is positive in Rn and satisfies
ϕi(x) =
∫
Rn
K˜i(y)H˜i(y)
τiϕi(y)
pi
|x− y|n−2σ
dy for all x ∈ Rn, (81)
where K˜i(x) = Ki(ϑix), H˜i(x) = H(ϑix). By Proposition 3.1, we have ui satisfies
ui(x) ≤ C2|x|
−2σ/(pi−1) for all |x| ≤ ϑi/2
ui(y) ≤ C2|y − P2i|
−2σ/(pi−1) for all |y − P2i| ≤ ϑi/2.
In view of (80), we therefore have
lim
i→∞
ϕi(0) =∞, lim
i→∞
ϕi(|P2i|
−1P2i) =∞,
|x|2σ/(pi−1)ϕi(x) ≤ C
∗
2 , |x| ≤ 1/2,
|x− |P2i|
−1P2i|
2σ/(pi−1)ϕi(x) ≤ C
∗
2 , |x− |P2i|
−1P2i| ≤ 1/2.
After passing a subsequence, if necessary, there exists a point P ∈ Rn with |P | = 1 such that
|P2i|
−1P2i → P as i→∞. Hence 0 and P are both isolated blow up points of ϕi.
Actually, 0 and |P2i|−1P2i → P are both isolated simple blow up points of ϕi. Indeed, If
|∇Ki(0)| < d/2, then 0 is an isolated simple blow up point of ϕi because the (∗)n−2σ condition
holds in the region Ωd and one can apply Proposition 2.24 to conclude it. If |∇Ki(0)| ≥ d/2,
arguing as in the proof of Proposition 2.25 one can still conclude that 0 is an isolated simple
blow up point of ϕi. Similarly, P is also an isolated simple blow up point of ϕi.
It follows from Corollary 2.19 that for all x ∈
(
B1/2 ∪B1/2(P )
)
\ {0, P}
ϕi(0)
∫
B1/2
K˜i(y)H˜i(y)
τiϕi(y)
pi
|x− y|n−2σ
dy → a(0)|x|2σ−n (82)
and
ϕi(|P2i|
−1P2i)
∫
B1/2(|P2i|−1P2i)
K˜i(y)H˜i(y)
τiϕi(y)
pi
|x− y|n−2σ
dy → a(P )|x− P |2σ−n, (83)
where a(0) > 0 and a(P ) > 0 are as in (51). It follows from Proposition 2.17, (82) and (83)
that
C−1 ≤ ϕi(0)ϕi(P2i/(2|P2i|)) ≤ C, C
−1 ≤ ϕi(P2i/|P2i|)ϕi(P2i/(2|P2i|)) ≤ C,
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and thus,
C−1ϕi(|P2i|
−1P2i) ≤ ϕi(0) ≤ Cϕi(|P2i|
−1P2i), (84)
where C = C(n, σ,A1, A2) > 1. Therefore,
ϕi(0)ϕi(x) = ϕi(0)
( ∫
B1/2
+
∫
B1/2(|P2i|−1P2i)
+
∫
Rn\(B1/2∪B1/2(|P2i|−1P2i)
K˜i(y)H˜i(y)
τiϕi(y)
pi
|x− y|n−2σ
dy
)
→ a(0)|x|2σ−n + a(P )′|x− P |2σ−n + h(x), (85)
where a(P )′ ≥ C−1a(P ) > 0 by (84), and 0 ≤ h(x) ∈ C2(B1/2 ∪B1/2(P )).
If we let
bi(x) :=
∫
Rn\B1/2
K˜i(y)H˜i(y)
τiϕi(y)
pi
|x− y|n−2σ
dy,
then
lim
i→∞
ϕi(0)bi(x) = a(P )
′|x− P |2σ−n + h(x) ≥ c0 > 0 in B1/2.
Thus, if |∇Ki(0)| < d/2, we can obtain a contradiction by using the Phozaev identity as
(63)-(67) in the proof of Proposition 2.24. In the case that |∇Ki(0)| ≥ d/2, we still can derive a
contradiction since ϑi ≤ Cϕi(0)−2, τi ≤ Cϕi(0)−2 as in the proof of (69) in Proposition 2.25.
Therefore, the proposition is proved.
3.2 Compactness
Consider
Pσ(vi) = c(n, σ)Kiv
pi
i on S
n,
vi > 0, on S
n,
pi =
n+ 2σ
n− 2σ
− τi, τi ≥ 0, τi → 0.
(86)
By (5), (86) is equivalent to
vi(ξ) =
Γ(n+2σ2 )
22σπn/2Γ(σ)
∫
Sn
Ki(η)vi(η)
p
|ξ − η|n−2σ
dη for ξ ∈ Sn. (87)
Theorem 3.3. Suppose Ki satisfies the assumptions of K in Proposition 3.2. Let vi be solutions
of (86). Then we have
‖vi‖Hσ(Sn) ≤ C, (88)
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where C > 0 depends only on n, σ,A1, A2, L, d and the modulus of continuity of ∇gSnKi if
σ > 1/2. Furthermore, after passing to a subsequence, either {vi} stays bounded in L∞(Sn) or
{vi} has only isolated simple blow up points and the distance between any two blow up points is
bounded blow by some positive constant depending only on n, σ,A1, A2, L, d and the modulus
of continuity of ∇Ki if σ > 1/2.
Proof. The theorem follows immediately from Proposition 3.2, Proposition 2.25, Proposition
2.11, Proposition 2.24 and Corollary 2.18.
Proof of Theorem 1.6. It follows immediately from Theorem 3.3.
In the next theorem, we impose a stronger condition on Ki such that {ui} has at most one
blow up point.
Theorem 3.4. Suppose the assumptions in Theorem 3.3. Suppose further that {Ki} satisfies
(∗)′n−2σ condition for some sequences L(n−2σ, i) = o(1) in Ωd,i = {q ∈ Sn : |∇g0Ki| < d} or
{Ki} satisfies (∗)′β condition with β ∈ (n−2σ, n) in Ωd,i. Then, after passing to a subsequence,
either {vi} stays bounded in L∞(Sn) or {vi} has precisely one isolated simple blow up point.
Proof. The strategy is the same as the proof of Proposition 3.2. We assume there are two isolated
blow up points. After some transformation, we can assume that they are in the same half sphere.
The condition of {Ki} guarantees that Corollary 2.23 holds for ui, where ui is as below (72).
Hence (63) holds for ui. Meanwhile, (67) for ui is also valid, since the distance between these
blow up points is uniformly lower bounded which is due to Proposition 3.2. This reaches a
contradiction.
Proof of Theorem 1.7. It follows from Theorem 3.4.
Theorem 3.5. Let vi be positive solutions of (86). Suppose that {Ki} ⊂ C1(Sn) satisfies
(74)-(75), and for some point P0 ∈ Sn, ε0 > 0, A1 > 0 independent of i and 1 < β < n, that
{Ki} is bounded in C [β],β−[β](Bε0(q0)), Ki(P0) ≥ A1
and
Ki(y) = Ki(0) +Q
(β)
i (y) +Ri(y), |y| ≤ ε0,
where y is a geodesic normal coordinates system centered at P0, Q(β)i (y) satisfies Q(β)i (λy) =
λβQ
(β)
i (y), ∀λ > 0, y ∈ R
n
, and Ri(y) satisfies
[β]∑
s=0
|∇sRi(y)||y|
−β+s → 0
uniformly in i as y → 0.
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Suppose also that Q(β)i → Q(β) in C1(Sn−1) and for some positive constant A6 that
A6|y|
β−1 ≤ |∇Q(β)(y)|, |y| ≤ ε0, (89)
and ( ∫
Rn
∇Q(β)(y + y0)(1 + |y|
2)−n dy∫
Rn
Q(β)(y + y0)(1 + |y|
2)−n dy
)
6= 0, ∀ y0 ∈ R
n. (90)
If P0 is an isolated simple blow up point of vi, then vi has to have at least another blow up point.
Proof. The proof is by checking the “balance” condition of Kazdan-Warner type (10). It is the
same as that of Theorem 5.3 in [73].
Theorem 3.6. Suppose that K ∈ C1(Sn) (K ∈ C1,1(Sn) if 0 < σ ≤ 1/2), for some constant
A1 > 0,
1/A1 ≤ K(ξ) ≤ A1 for all ξ ∈ Sn.
Suppose also that for any critical point ξ0 of K and a geodesic normal coordinates system
{y1, · · · , yn} centered at ξ0, there exist some small neighborhood O of 0, a positive constant L,
and β = β(ξ0) ∈ (n− 2σ, n) such that
‖∇[β]K‖Cβ−[β](O) ≤ L
and
K(y) = K(0) +Q
(β)
(ξ0)
(y) +R(ξ0)(y) in O,
where Q(β)ξ0 (y) ∈ C
[β]−1,1(Sn−1) satisfies Q(β)ξ0 (λy) = λβQ
(β)
ξ0
(y), ∀λ > 0, y ∈ Rn, and for
some positive constant A6
A6|y|
β−1 ≤ |∇Q
(β)
ξ0
(y)|, y ∈ O,
and 

∫
Rn
∇Q
(β)
ξ0
(y + y0)(1 + |y|
2)−n dy∫
Rn
Q
(β)
ξ0
(y + y0)(1 + |y|
2)−n dy

 6= 0, ∀ y0 ∈ Rn,
and Rξ0(y) ∈ C [β]−1,1(O) satisfies limy→0
∑[β]
s=0 |∇
sRξ0(y)||y|
−β+s = 0.
Then there exists a positive constant C ≥ 1 depending on n, σ,K such that for every solution
v of (1) there holds
1/C ≤ v ≤ C, on Sn.
Proof. It follows directly from Theorem 3.4 and Theorem 3.5.
Proof of the compactness part of Theorem 1.4. It is easy to check that, if K satisfies the condi-
tion in Theorem 1.4, then it must satisfy the condition in the above theorem. Therefore, we have
the lower and upper bounds of v. The C2 norm bound of v follows immediately.
45
4 Existence
4.1 Positivity of minimizers
Let f ∈ Lp(Sn) for p ∈ (1,∞). We say v ∈ L1(Sn) is a weak solution of
Pσv = f on S
n, (91)
if for any ϕ ∈ C∞(Sn) there holds ∫
Sn
vPσ(ϕ) =
∫
Sn
fϕ. (92)
On the other hand, for any g ∈ C∞(Sn) if we let
ϕ(ξ) = Iσ(g) = cn,σ
∫
Sn
g
|ξ − η|n−2σ
dη,
then by (5) and Fubini theorem, we have∫
Sn
vg =
∫
Sn
Iσ(f)g,
This implies
v(ξ) = Iσ(f)(ξ) = cn,σ
∫
Sn
f
|ξ − η|n−2σ
dη a.e. ξ ∈ Sn. (93)
Consequently, if f ≥ 0 on Sn then v ≥ 0 on Sn, and if in addition that f 6≡ 0 then v > 0 on Sn.
By Riesz potential theory, v ∈ Hσ,p(Sn) if p > 1.
Proposition 4.1. Let K satisfy (73)-(75), 1 < p < n+2σn−2σ and
Qp[v] :=
∫
Sn
vPσv
(
∫
Sn
K|v|p+1)2/(p+1)
for v ∈ Hσ(Sn) \ {0}.
Then the minimum
Qp := inf
v∈Hσ(Sn)
Qp[v]
is achieved by some positive function vp in Hσ(Sn).
Proof. Since the Sobolev embedding Hσ →֒ Lp+1 is compact, the existence of minimizer vp
follows from standard variational arguments. Also, it satisfies that
Pσ(vp) = QpK|vp|
p−1vp and
∫
Sn
K|vp|
p+1 = 1.
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We only need to show the positivity of vp, which follows from the proof of Proposition 5 in [94].
Indeed, let wp be such that Pσ(wp) = |Pσ(vp)| = QpK|vp|p. This implies that Pσ(wp ±
vp) ≥ 0, and thus, wp ≥ ±vp, i.e., wp ≥ |vp|. Since vp 6≡ 0, we have wp > 0. Since Qp is the
minimum,
Qp ≤
∫
Sn
wpPσ(wp)
(
∫
Sn
K|wp|p+1)2/(p+1)
=
∫
Sn
wpQpK|vp|
p
(
∫
Sn
K|wp|p+1)2/(p+1)
≤ Qp
(∫
Sn
K|vp|
p+1
) p
p+1
(∫
Sn
K|wp|
p+1
) 1
p+1
(
∫
Sn
K|wp|p+1)2/(p+1)
≤ Qp.
It follows that all these inequalities are actually equalities. Thus, |vp| = wp > 0, which means
that vp does not change sign. So we may assume that vp is positive.
Proposition 4.2. Let v ∈ Hσ(Sn) be a solutions of
Pσv = K|v|
4σ
n−2σ v on Sn,
where 0 ≤ K ≤ A1 on Sn. There exists ε0 = ε0(n, σ,A1) > 0 such that if the negative part of
v satisfies ∫
Sn
|v−|
2n
n−2σ ≤ ε0, then v ≥ 0.
Proof. It follows that v satisfies
v(ξ) = cn,σ
∫
Sn
K(η)|v|
4σ
n−2σ v
|ξ − η|n−2σ
dη.
Multiplying both sides by −(v−)
n+2σ
n−2σ and integrating over Sn, we see that
∫
Sn
(v−)
2n
n−2σ = −cn,σ
∫
Sn
∫
Sn
K(η)|v(η)|
4σ
n−2σ v(η)(v−(ξ))
n+2σ
n−2σ
|ξ − η|n−2σ
dηdξ
≤ cn,σ
∫
Sn
∫
Sn
K(η)(v−(η))
n+2σ
n−2σ (v−(ξ))
n+2σ
n−2σ
|ξ − η|n−2σ
dηdξ
≤ C(n, σ,A1)‖(v
−)
n+2σ
n−2σ ‖2
L
2n
n+2σ
= C(n, σ,A1)
(∫
Sn
(v−)
2n
n−2σ
)n+2σ
n
,
where in the second inequality we used Hardy-Littlewood-Sobolev inequality on Sn (see, e.g.,
[85]). Therefore, if ε0 < C(n, σ,A1)−n/2σ , then v− ≡ 0.
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4.2 Existence for antipodally symmetric functions
In this section, we shall prove Theorem 1.2, which is for antipodally symmetric functions K .
Let Hσas be the set of antipodally symmetric functions in Hσ(Sn), and let
λas(K) = inf
v∈Hσas
{∫
Sn
vPσ(v) :
∫
Sn
K|v|
2n
n−2σ = 1
}
.
We also denote ωn as the volume of Sn. The proof of Theorem 1.2 is divided into two steps.
Proposition 4.3. Let 0 ≤ K ∈ C0(Sn) be antipodally symmetric. If
λas(K) <
Pσ(1)ω
2σ
n
n 2
2σ
n
(maxSn K)
n−2σ
n
, (94)
then there exists a positive and antipodally symmetric C2σ∗(Sn) solution of (1), where σ∗ = σ
if 2σ /∈ N+ and otherwise 0 < σ∗ < σ.
Proposition 4.4. Let 0 ≤ K ∈ C0(Sn) be antipodally symmetric. If there exists a maximum
point of K at which K has flatness order greater than n− 2σ, then
λas(K) <
Pσ(1)ω
2σ
n
n 2
2σ
n
(maxSn K)
n−2σ
n
. (95)
Proof of Theorem 1.2. It follows from Proposition 4.3 and Proposition 4.4.
The proof of Proposition 4.3 uses subcritical approximations. For 1 < p < n+2σn−2σ , we define
λas,p(K) = inf
v∈Hσas
{∫
Sn
vPσ(v) :
∫
Sn
K|v|p+1 = 1
}
.
We begin with a lemma
Lemma 4.5. Assume K as that in Proposition 4.3. Then λas,p(K) is achieved by a positive and
antipodally symmetric C2σ∗(Sn) function vp, which satisfies
Pσ(vp) = λas,p(K)Kv
p
p and
∫
Sn
Kvp+1p = 1. (96)
Proof. The existence of a positive solution vp in Hσ(Sn) can be found by considering the min-
imizing problem as that in Proposition 4.1. The regularity of vp follows from Theorem 2.1,
Theorem 2.6 and a standard result of Riesz potential.
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Proof of Proposition 4.3. The proof is similar to that of Proposition 2.1 in [74], and here we just
sketch the proof. First of all, we have
lim sup
p→n+2σ
n−2σ
λas,p(K) ≤ λas(K).
Hence, we may assume that there exists a sequence {pi} → n+2σn−2σ such that λas,pi(K) → λ for
some λ ≤ λas(K). Since {vi}, which is a sequence of minimizers in Lemma 4.5 for p = pi,
is bounded in Hσ(Sn), then there exists v ∈ Hσ(Sn) such that vi ⇀ v weakly in Hσ(Sn)
and v is nonnegative. If v 6≡ 0, it follows from the integral equation of v that v > 0 on Sn,
and we are done. Now we suppose that v ≡ 0. If {‖vi‖L∞(Sn)} is bounded, by Theorem 2.6
we have {‖vi‖C2σ∗(Sn)} is bounded, too. Therefore, vi → 0 in C0(Sn) which leads to 1 =∫
Sn
K|vi|
pi+1 → 0. This is a contradiction. Thus we may assume that vi(xi) := maxSn vi →
∞. Since Sn is compact, there exists a subsequence of {xi}, which will be still denoted as {xi},
and x¯ such that xi → x¯. Without loss of generality we assume that x¯ is the south pole. Via the
stereographic projection F−1, (96) becomes
ui(y) = cn,σλas,pi(K)
∫
Rn
Kˆi(z)u
pi
i (z)
|y − z|n−2σ
dz y ∈ Rn, (97)
where vi ◦ F (y) = (1+|y|
2
2 )
n−2σ
2 ui(y), Kˆi(y) = H
n+2σ
n−2σ
−pi(y)K(F (y)), and H is as in (72).
Thus for any y ∈ Rn, ui(y) ≤ 2
n−2σ
2 ui(yi) where yi := F−1(xi) → 0. For simplicity, we
denote mi := ui(yi). By our assumption on vi we have mi →∞. Define
u˜i(y) = m
−1
i ui
(
m
1−pi
2σ
i y + yi
)
.
From (97) we see that u˜i(y) satisfies
u˜i(y) = cn,σλas,pi(K)
∫
Rn
Kˆi(m
−(pi−1/2σ)
i z + yi)u˜
pi
i (z)
|y − z|n−2σ
dz, y ∈ Rn. (98)
Since 0 < u˜i ≤ 2
n−2σ
2 and K ≥ 0, arguing exactly the same as the proof of Proposition 2.11 we
have u˜i → u in C2σloc(Rn), where u(0) = 1 and u satisfies
u(y) = cn,σλ
∫
Rn
K(x¯)u(z)
n+2σ
n−2σ
|y − z|n−2σ
dz. (99)
Hence, λ > 0, K(x¯) > 0, and the solutions of (99) are classified in [37] and [84].
Similar to the proof of Proposition 2.1 in [74], since K ≥ 0 and vi are antipodally symmetric,
we have, by taking δ small,
1 =
∫
Sn
Kvpi+1i ≥ 2
∫
B(x¯,δ)
Kvpi+1i ≥ 2K(x¯)
∫
Rn
u
2n
n−2σ + o(1), (100)
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where B(x¯, δ) the geodesic ball of radius δ centered at x¯ on Sn. By the sharp Sobolev inequality
(6) and the estimate (99), we have
Pσ(1)ω
2σ
n
n ≤
∫
Rn
u(−∆)σu(∫
Rn
u
2n
n−2σ
)n−2σ
n
= λK(x¯)
(∫
Rn
u
2n
n−2σ
) 2σ
n
≤ λas(K)2
− 2σ
n (max
Sn
K)
n−2σ
n ,
which contradicts with (94).
Next we shall prove Proposition 4.4 using some test functions, which are inspired by [68,
93].
Proof of Proposition 4.4. Let ξ1 be a maximum point of K at which K has flatness order greater
than n− 2σ. Suppose ξ2 is the antipodal point of ξ1. For β > 1 and i = 1, 2 we define
vi,β(x) =
( √
β2 − 1
β − cos ri
)n−2σ
2
, (101)
where ri = d(x, ξi) is the geodesic distance between x and ξi on the sphere. It is clear that
Pσ(vi,β) = Pσ(1)v
n+2σ
n−2σ
i,β and
∫
Sn
v
2n
n−2β
i,β = ωn.
Let
vβ = v1,β + v2,β,
which is antipodally symmetric. Then as in the proof of Proposition 2.2 in [74], we have
∫
Sn
vβPσ(vβ)(∫
Sn
Kv
2n
n−2σ
β
)n−2σ
n
≤
Pσ(1)ω
2σ
n
n 2
2σ
n
K(ξ1)
n−2σ
n
(
1−
A
ωn
(β − 1)
n−2σ
2 + o
(
(β − 1)
n−2σ
2
))
,
for β close to 1,
A = 2−
n−2σ
2 ωn−1
∫ +∞
0
2nrn−1
(1 + r2)
n+2σ
2
dr > 0.
This implies that (95) holds.
Theorem 1.2 can be extended to positive functions K which are invariant under some isom-
etry group acting without fixed points (see Hebey [68] and Robert [93]). Denote Isom(Sn) as
the isometry group of the standard sphere (Sn, gSn). Let G be a subgroup of Isom(Sn). We say
that G acts without fixed points if for each x ∈ Sn, the orbit OG(x) := {g(x)|g ∈ G} has at
least two elements. We denote |OG(x)| be the number of elements in OG(x). A function K is
called G-invariant if K ◦ g ≡ K for all g ∈ G.
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Theorem 4.6. Let n ≥ 2, 0 < σ < n/2, G be a finite subgroup of Isom(Sn) acting without
fixed points. Let K ∈ C0(Sn) be a positive and G-invariant function. If there exists ξ0 ∈ Sn
such that K has flatness order greater than n− 2σ at ξ0, and for any x ∈ Sn
K(ξ0)
|OG(ξ0)|
2σ
n−2σ
≥
K(x)
|OG(x)|
2σ
n−2σ
, (102)
then (1) possesses a positive and G-invariant C2σ∗(Sn) solution.
The above theorem was proved by Hebey [68] for σ = 1 and Robert [93, 94] for σ being
other integers.
Let HσG be the set of G-invariant functions in Hσ(Sn). Let
λG(K) = inf
v∈HσG
{∫
Sn
vPσ(v) :
∫
Sn
K|v|
2n
n−2σ = 1
}
.
Similar to Theorem 1.2, the proof of Theorem 4.6 is again divided into two steps.
Proposition 4.7. Let G be a finite subgroup of Isom(Sn). Let K ∈ C0(Sn) be a positive and
G-invariant function. If for all x ∈ Sn,
λG(K) <
Pσ(1)ω
2σ
n
n |OG(x)|
2σ
n
K(x)
n−2σ
n
, (103)
then there exists a positive G-invariant C2σ∗(Sn) solution of (1).
Proposition 4.8. Let G be a finite subgroup of Isom(Sn) and act without fixed points. Let
K ∈ C0(Sn) be a positive and G-invariant function. If K has flatness order greater than n−2σ
at ξ1 for some ξ1 ∈ Sn, then
λG(K) <
Pσ(1)ω
2σ
n
n |OG(ξ1)|
2σ
n
K(ξ1)
n−2σ
n
. (104)
Theorem 4.6 follows from Proposition 4.7 and Proposition 4.8 immediately. The proof of
Proposition 4.7 uses subcritical approximations and blow up analysis, which is similar to that of
Proposition 4.3. Proposition 4.8 can be verified by the following G-invariant test function
vβ =
m∑
i=1
vi,β,
where m = |OG(ξ1)|, OG(ξ1) = {ξ1, . . . , ξm}, ξi = gi(ξ1) for some gi ∈ G, g1 = Id,
vj,β := v1,β ◦ g
−1
i and v1,β is as in (101). We omit the detailed proofs of Propositions 4.7 and
4.8, and leave them to the readers.
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4.3 Proof of the existence part of Theorem 1.4
Note that the interval (n − 2σ, n) is getting broader as σ increases. We split the problem into
three cases.
Case 1. Let σ0 ∈ (0, 1] and K satisfy the assumptions in Theorem 1.4 for σ = σ0.
Then K also satisfies the assumptions of Theorem 1.4 for every σ ∈ [σ0, 1]. It follows from
the compactness part of Theorem 1.4 that for every σ ∈ [σ0, 1] and all positive solution of (1),
we have
C−1 ≤ v ≤ C, (105)
where C ≥ 1 depends only on n, σ0,K but independent of σ. It was proved by Li [82] that
deg
(
v − (P1)
−1Kv
n+2
n−2 , C2,α(Sn) ∩ {C−1 ≤ v ≤ C}, 0
)
6= 0 (106)
for any 0 < α < 1. By Theorem 2.7 and a homotopy argument, we have for all σ ∈ [σ0, 1]
deg
(
v − (Pσ)
−1Kv
n+2σ
n−2σ , C2,α
′
(Sn) ∩ {C−1 ≤ v ≤ C}, 0
)
6= 0
for some 0 < α′ < 1. Therefore, (1) has a positive solution for σ = σ0. Since σ0 is arbitrary,
(1) has a positive solution for all σ ∈ (0, 1).
Case 2. Let σ0 ∈ [1, n/2) and K satisfy the assumptions in Theorem 1.4 for σ = σ0, and with
β > n− 2.
Then K also satisfies the assumptions of Theorem 1.4 for every σ ∈ [1, σ0]. Therefore,
(105) still holds for all positive solution of (1) and for every σ ∈ [1, σ0], where C ≥ 1 depends
only on n, σ0,K but independent of σ. Moreover, (106) still holds, and the arguments in Case 1
still apply. Therefore, we can also conclude that (1) has a positive solution in the case of σ > 1
and β > n− 2.
Case 3. Let σ0 ∈ [1, n/2) and K satisfy the assumptions in Theorem 1.4 for σ = σ0, but with
β ∈ (n− 2σ0, n− 2].
In this case, K does not satisfy the assumptions of Theorem 1.4 for all σ ∈ [1, σ0]. If we
still want to use the degree counting results of Li [82], we have to deform K properly.
Let η : [0,∞) → [0, 1] be a smooth cutoff function satisfying η(t) = 1 for t ∈ [0, 1], η ≡ 0
for t ≥ 2 and |η′| ≤ 5.
Lemma 4.9. Let f ∈ C1(B1) satisfy
f(x) = f(0) +
n∑
i=1
ai|xi|
β +R(x),
52
where ai 6= 0, β > 1, R(x) ∈ C [β]−1,1(B1) satisfies
∑[β]
s=0 |∇
sR(x)||x|−β+s → 0 as x → 0.
For τ ∈ [0, 1] and ε ∈ [0, 1/4], let
fε,τ (x) := f(x)− τR(x)η(|x|/ε).
Then there exists a constant ε0 > 0 such that 0 is the unique critical point of fε0,τ in B2ε0 for
every τ ∈ [0, 1].
Proof. For x ∈ Bε, we have fε,τ (x) = f(0) +
∑
ai|xi|
β + (1 − τ)R(x). It follows from
the assumption of R that 0 is the only critical point in Bε provided ε is sufficiently small. For
x ∈ B2ε \Bε, we have
1
|x|β−1
|∇(R(x)η(|x|/ε))| ≤
1
|x|β−1
|∇R(x)|+
5
|x|β−1ε
|R(x)| → 0 as ε→ 0.
On the other hand, 1
|x|β−1
β
∑
i |ai||xi|
β−1 > c > 0. This completes the proof.
Consequently, by Lemma 4.9, for those K satisfying the assumptions in Theorem 1.4, one
can make a homotopy and deform K continuously to a function K1 of the form (107) near each
of its critical points, and along the homotopy it does not introduce new critical points and the
hypotheses in Theorem 1.4 are still satisfied.
Corollary 4.10. Let K satisfy the assumptions in Theorem 1.4 for σ = σ0. Then for every
(small) d > 0 there exists a continuous 1-parameter family of functions {Kτ} ⊂ C1(Sn),
τ ∈ [0, 1], and ε0 > 0 such that
i). K0 = K , and Kτ = K in {|∇K| ≥ d > 0} for every τ ∈ [0, 1];
ii). For every τ ∈ [0, 1], Kτ has the same critical points as K does, and Kτ also satisfies the
assumptions for K in Theorem 1.4;
iii). For every critical point of K1, there exists a geodesic normal coordinates centered at it
such that
K1(y) = K1(0) +
n∑
i=1
ai|yi|
β in Bε0 , (107)
where β and ai are the same as those of K;
iv) Kτ has uniform lower bound and C1 bound in τ , and ∇Kτ has uniform modulus of
continuity in τ .
Recall that in Case 3, we have σ0 ∈ [1, n/2) and β ∈ (n − 2σ0, n − 2]. Now we can do
another homotopy of the form, roughly speaking,
K
(t)
1 (x) = K1(0) +
n∑
i=1
aj |xj |
(n−1−β)t+β , t ∈ [0, 1],
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near each critical point of K , where K(0)1 = K1. Once again we can make such a homotopy
without introducing new critical points of K and keeping the hypothesis of Theorem 3.6 satisfied
along the homotopy. This homotopy can be made as follows.
We let b1, b2 ∈ C∞(R+) satisfy b′1 ≥ 0, b′2 ≥ 0 and
b1(t) =
{
t, 0 < t ≤ ε0/8,
1, t ≥ ε0/4.
, b2(t) =
{
0, 0 < t ≤ ε0/2,
1, t ≥ 7ε0/8.
For z ∈ Rn−1, we define
F (z1, . . . , zn−1) =
n−1∏
j=1
(1− b2(|zj |)).
and
Fi(x) = F (x1, · · · , xi−1, xi+1, · · · , xn).
Let t ∈ [0, 1]. By Corollary 4.10, near every critical point of K , we deform K1 (recall that
β ≤ n− 2) as
K
(t)
1 (y) = K1(0) +
n∑
i
(
aib1(|yi|)
(n−1−β)t|yi|
βFi(y) + ai|yi|
β(1− Fi(y))
)
.
It is clear that K(0)1 ≡ K1. Moreover, it follows that
• if |yi| ≤ ε0/8 for every i = 1, · · · , n, then we have Fi(y) = 1 and b1(|yi|) = 1. There-
fore,
K
(t)
1 (y) = K1(0) +
n∑
i
ai|yi|
(n−1−β)t+β ,
and for every t, K(t)1 (y) does not have any critical point other than the origin.
• if there exists k such that |yk| ≥ 7ε0/8, then we have Fj(y) = 0 when j 6= k, and
b1(|yk|) = 1. Therefore, we have
K
(t)
1 (y) = K1(0) +
n∑
i
ai|yi|
β,
and for every t, K(t)1 (y) does not have an critical point.
• if 3ε0/8 < |yi| < 7ε0/8 for all i = 1, · · · , n, we have b1(|yi|) = 1 for all i. Therefore
K
(t)
1 (y) = K1(0) +
n∑
i
ai|yi|
β,
and for every t, K(t)1 (y) does not have any critical point.
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• if there exists k such that |yk| ≤ 3ε0/8 (which is less than ε0/2), then Fj(y) is independent
of yk for all j = 1, · · · , n. Therefore,
∂ykK
(t)
1 (y) = ∂yk
(
akb1(|yk|)
(n−1−β)t|yk|
β
)
Fk(y) + ∂yk
(
ak|yk|
β
)
(1− Fk(y)).
Therefore, since ak 6= 0 and b′1 ≥ 0, the only possible points for ∂ykK
(t)
1 (y) = 0 are for
those yk = 0. Now we can consider the function K
(t)
1 (y) for yk = 0, where the structure
of Fi will stay unchanged. If we run through the above four cases n − 1 more times, we
can conclude that for all t ∈ [0, 1], the only critical point for K(t)1 (y) is y = 0.
On one hand, it follows from the compactness result Theorem 3.6 that for all σ ∈ [1, σ0] and
all solutions of
Pσ(v) = c(n, σ)K
(1)
1 v
n+2σ
n−2σ , v > 0 on Sn,
there holds
C−1 ≤ v ≤ C,
where C ≥ 1 depends only on n, σ0,K but independent of σ. Therefore, it follows from (106)
that
deg
(
v − c(n, σ0)(Pσ0)
−1K
(1)
1 v
n+2σ0
n−2σ0 , C2,α
′
(Sn) ∩ {C−1 ≤ v ≤ C}, 0
)
6= 0 (108)
for some 0 < α′ < 1.
On the other hand, for all t ∈ [0, 1], and all the solutions of
Pσ0(v) = c(n, σ0)K
(t)
1 v
n+2σ0
n−2σ0 , v > 0 on Sn,
there holds
C−1 ≤ v ≤ C,
where C ≥ 1 depends only on n, σ0,K but independent of t. Therefore, it follows from (108)
that
deg
(
v − c(n, σ0)(Pσ0)
−1K
(0)
1 v
n+2σ0
n−2σ0 , C2,α
′
(Sn) ∩ {C−1 ≤ v ≤ C}, 0
)
6= 0
for some 0 < α′ < 1. Consequently, making use of the fact that K(0)1 ≡ K1, Corollary 4.10 and
Theorem 3.6, we have
deg
(
v − c(n, σ0)(Pσ0)
−1Kv
n+2σ0
n−2σ0 , C2,α
′
(Sn) ∩ {C−1 ≤ v ≤ C}, 0
)
6= 0
Therefore, we can also conclude that (1) has a positive solution in this last case. This finishes
the proof of the existence part of Theorem 1.4
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