A forecasting model for a nonstationary stochastic realization is proposed based on modifying a given time series into a new k-time moving average time series. The study is based on the autoregressive integrated moving average process along with its analytical constrains. The analytical procedure of the proposed model is given. A stock XYZ selected from the Fortune 500 list of companies and its daily closing price constitute the time series. Both the classical and proposed forecasting models were developed and a comparison of the accuracy of their responses is given.
Introduction
Time series analysis and modeling plays a very important role in forecasting, especially when our initial stochastic realization is nonstationary in nature. Some of the interesting and useful publications related to the subject area are Akaike (1974) , Banerjee et al. (1993) , Box et al. (1994) , Brockwell and Davis (1996) , Dickey and Fuller (1979) , Dickey et al. (1984) , Durbin and Koopman (2001) , Gardner et al. (1980) , Harvey (1993) , Jones (1980) , Kwiatkowski et al. (1992) , Rogers (1986) , Said and Dickey (1984) , Sakamoto et al. (1986) , Shumway and Stoffer (2006) , Tsokos (1973) , Wei (2006) .
The purpose of this study is to begin with a given time series that characterizes an economic or any other natural phenomenon and as usual, is nonstationary. Box and Jenkins (1994) Certain basic concepts and analytical methods are reviewed that are essential in structuring the proposed forecasting model. The review is based on the autoregressive integrated moving average processes. The accuracy of the proposed forecasting model is illustrated by selecting from the list of Fortune 500 companies, company XYZ, and considering its daily closing prices for 500 days. The classical time series model for the subject information along with the proposed process was developed. A statistical comparison based on the actual and forecasting residuals is given, both in tabular and graphical form.
The Proposed Forecasting Model: k-th Moving Average
It is not appropriate to build a time series model without conforming to certain mathematical constrains, such as stationarity of a given stochastic realization. Almost always, the time series that is given is nonstationary in nature and then, the next step is to reduce it into being stationary. Let } { t x be the original time series. The difference filter is given by The primary use for the k-th moving average process is for smoothing a realized time series. It is very useful in discovering a shortterm, long-term trends and seasonal components of a given time series. The k-th moving average process of a time series } { t x is defined as follows: 
Sometimes it is difficult to make a decision in selecting the best order of the ARIMA(p,d,q) model when there are several models that all adequately represent a given set of time series. Hence, Akaile's information criterion (AIC) (1974), plays a major role when it comes to model selection. AIC was introduced by Akaike in 1973, and it is defined as:
where M is the number of parameters in the model and the unconditional log-likelihood function suggested by Box, Jenkins, and Reinsel (1994) , is given by 
Thus, we an appropriate time series model is generated and the statistical process with the smallest AIC can be selected. The model identified will possess the smallest average mean square error. The development of the model is summarized as follows.
Transform the original time series } { t x into a new series } { t y .
• Check for stationarity of the new time ...
The proposed model and the corresponding procedure discussed in this section shall be illustrated with real economic application and the results will be compared with the classical time series model.
The proposed model and the corresponding procedure discussed in this section shall be illustrated with real economic application and the results will be compared with the classical time series model. First, a time series forecasting model is developed of the given nonstationary data using the ordinary Box and Jenkins methodology. Secondly, the data are modified, Figure 1 , to develop the proposed time series forecasting model. A comparison of the two models will be given.
The general theoretical form of the ARIMA(p,d,q) is given by
Following the Box and Jenkins' methodology (1994), the classical forecasting model with the best AIC score is the ARIMA (1,1,2) . That is, a combination of first order autoregressive (AR) and a second order moving average (MA) with a first difference filter. Write it as Figure 3 gives a plot of the residual and Table 1 gives the basic statistics.
Furthermore, restructure the model (20) with 475 = n data points to forecast the last 25 observations only using the previous information. The purpose is to see how accurate our forecast prices are with respect to the actual 25 values that have not been used. Table 2 gives the actual price, predicted price, and residuals between the forecasts and the 25 hidden values. x . Figure 6 is the residual plot generated by the proposed model, and followed by Table 3 , that includes the basic evaluation statistics. Both of the above displayed evaluations reflect on accuracy of the proposed model. The actual daily closing prices of stock XYZ from the 476th day along with the forecasted prices and residuals are given in Table 4 . The results given above attest to the good forecasting estimates for the hidden data.
Comparison of the Forecasting Models
In this section, the two developed models are compared. The classical process is given by Table 5 is a comparison of the basic statistics used to evaluate the two models under investigation. The average mean residuals between the two models shown that the proposed model is overall approximately 54% more effective in estimating one day ahead the closing price of Fortune 500 stock XYZ.
Conclusion
Based on the average mean residuals the proposed model was significantly more effective in such term of predicting of the closing daily prices of stock XYZ.
