Abstract-NAND flash memory (NFM) based storage devices, e.g. Solid State Drive (SSD), are rapidly replacing conventional storage devices, e.g. Hard Disk Drive (HDD). As NAND flash memory technology advances, its specification has evolved to support denser cells and larger pages and blocks. However, efforts to fully understand their impacts on design objectives such as performance, power, and cost for various applications are often neglected. Our research shows this recent trend can adversely affect the design objectives depending on the characteristics of applications. Past works mostly focused on improving the specific design objectives of NFM based systems via various architectural solutions when the specification of NFM is given. Several other works attempted to model and characterize NFM but did not access the system-level impacts of individual parameters. To the best of our knowledge, this paper is the first work that considers the specification of NFM as the design parameters of NAND flash storage devices (NFSDs) and analyzes the characteristics of various synthesized and real traces and their interaction with design parameters. Our research shows that optimizing design parameters depends heavily on the characteristics of applications. The main contribution of this research is to understand the effects of low-level specifications of NFM, e.g. cell type, page size, and block size, on system-level metrics such as performance, cost, and power consumption in various applications with different characteristics, e.g. request length, update ratios, read-and-modify ratios. Experimental results show that the optimized page and block size can achieve up to 15 times better performance than the conventional NFM configuration in various applications. The results can be used to optimize the system-level objectives of a system with specific applications, e.g. embedded systems with NFM chips, or predict the future direction of NFM.
I. INTRODUCTION
Storage devices based on NAND flash memory (NFM), e.g. solid-state disks (SSDs), are rapidly widening their market share thanks to superior characteristics of NFM such as faster access speed, stronger shock-resistance, and lighter weight than conventional magnetic disks. Besides SSDs, NAND flash-based storage devices (NFSDs) are used in USB memory sticks, portable/mobile devices, etc. As many manufacturers continuously reduce the cost-per-bit gap between NFSDs and conventional non-volatile storage devices, e.g. HDD, NFM becomes dramatically denser and cheaper.
From a system perspective, however, NFSDs based on denser NFM chips only reduce the cost but does not necessarily improve the performance of system. This is shown in Fig. 1 . It shows the trend of two different design objectives, performance and cost, as the NFM technology advances. Released year, page size, number of pages per block for several generation of NFM chips are provided under the x-axis and they reflect the current technology trend, which increases the size of a page and the number of pages within a block. The cost in the figure is continuously decreasing as technology advances. However, the performance represented by throughput, shows two different trends with respect to the applications running on the NFSD. This indicates that the increased size of pages and blocks may be harmful under certain applications.
This measurement clearly questions a conventional wisdom that the cheaper and denser NFM thanks to advance in technology is helpful to satisfy various design objectives of NFSDs. In other words, as shown in Fig. 1 , the increased page and block sizes successfully reduce cost-per-bit of NFSDs but their effects on the performance are different from applications to applications. For this reason, to really understand the system-level impact of technology advance in NFM, we need to analyze the design parameters, i.e. specification of NFM, and the characteristics of applications and understand how they affect the system-level objectives of NFSDs.
Several previous works optimized the design objectives, e.g. performance, of NFSDs by improving the architecture of NFSD [1] or exploiting parallelism of multiple NFM chips [7] . In [3] [4] [5] , several system-level solutions and reconfigurable FTL design such as concurrency are considered in optimizing the design objectives of NFSD. All these works, however, did not pay attention to the impact of design parameters of NFM such as page or block size or characteristics of applications.
Past works in the area of characterizing and modeling NFM are presented in [2] and [6] . They characterized various commercial NFM products [2] and modeled NFM's power consumption at the transistor level [6] . However, they did not analyze how the characteristics of NFM affect system-level performance of NFSDs.
Compared to earlier works, our research considers specification of NFM as design parameters of NFSDs and studies their impacts on the system-level metrics. Our contribution in this research can be itemized into three parts.
• First, we identify essential design parameters of NFM, e.g. cell type, page size, block size, which affect various design objectives. In addition, we define and extract crucial attributes from the traces of applications, e.g. request length, update ratios, and read-and-modify ratios, which characterize the applications.
• Second, we analyze the relationship between the design objectives such as performance, cost, and power and our new design parameters and trace attributes. For instance, to determine an optimal page and block size, we have to consider their interaction with application attributes that affect the number of write operations and read-and-modify operations, erase time, and garbage collection time.
• Finally, via intensive simulations and analysis, we show that optimizing the design parameters of NFM heavily depends on the characteristics of applications and significantly improves the performance, cost, and power.
The remainder of this paper is organized as follows: In Section II, background knowledge on the NFM architecture, software layer, and analysis metrics such as performance, cost, and power are presented. In Section III, we define key parameters in NFM specification, e.g. cell type, page size, and block size, which can be optimized as NFSD's design parameters. In addition, to characterize different applications, we define trace parameters. Along with these definitions, we provide our analysis on how each design or trace parameter interacts with various design objectives. Finally, we show experimental results for various applications including synthesized and real traces in Section IV, followed by conclusion in Section V. II. PRELIMINARIE
NAND Flash Memory (NFM)
NAND flash memory is a nonvolatile memory and stores data by pushing electrons into the floating gate of each cell. Since the floating gate can isolate the electrons, the NFM can maintain their data without power supply. Furthermore, the NFM is one of the densest memories and much more reliable than magnetic disks. It is used as a main storage medium of many storage devices.
The internal architecture of NFM is shown in Fig. 2 . The NFM architecture consists of a cell array for storing data, a page buffer that temporarily buffers data before the data is written or after it is read, command logic circuits to control the NFM, and other peripherals for various purposes.
To achieve the high density, NFM does not allow random access to cells in the array. All data accesses are executed through the page buffer whose size is same as the size of a page. For this reason, the minimum size of accessed data by reads and writes is a page. A page update happens when a write is requested to an alreadywritten page. Its request unit is a logical sector. Operating system accesses storage devices using a logical sector address (LSA) and the size of a sector is 512 bytes. To update or reuse a written page, the cells belonging to the page are required to be erased in advance. An erase operation is done in the unit of a block, which is a group of pages. Other than these unique characteristics, the architecture and behavior of other peripherals, including command logic is very similar to that of DRAM.
Flash Translation Layer (FTL)
A flash translation layer (FTL) is a software layer used by many NFSDs to fill the gap between conventional file systems and NFM based file systems. It serves multiple roles such as address translation, garbage collection, and wear-leveling, each of which is closely related with the design objectives of NFSDs.
Most address translation schemes of FTL are based on a mapping table between logical and physical addresses and the granularity of the mapping table is one of the most important factors for the overall performance of NFSDs. Due to the limited size of volatile memories, either caching the mapping table during execution of the FTL or a hybrid-level FTL has been proposed, which combines a cheap but limited-performance block mapping method and a costly but good-performance page mapping method [9] . In addition, there is a scheme that uses volatile memories with NFM to build a hierarchy of map table [10] .
A garbage collection scheme is also a crucial factor for the performance of NFSDs since it dictates the number of valid page copy and erase operations of NFM. Most FTL schemes have focused on implementing effective garbage collection.
Wear-leveling is an algorithm developed to extend the limited life-time. The life-time is determined by the number of erase operations experienced by a block of the NFM. A block guarantees its functionality until it experiences a fixed number of erase operations. The total number of erase operations decreases as the number of bits stored within a cell increases.
Analysis Metrics
In this paper, three metrics are defined to evaluate the effects of different design parameters. They are performance, cost, and power. Performance is an essential metric in evaluating NFSDs whereas manufacturers have additionally focused on lowering the cost of NFM. Recently due to the explosive growth of mobile devices, power consumption is also seriously considered. To define metrics mathematically, we list parameters used in definition of metrics in Table 1 .
Internal architecture of NFM based on [12] .
(1) Performance: Generally, throughput is used as a performance metric in NFSDs. Throughput is computed from the amount of transferred data and its latency using (1) . Equations defined in [7] can be used if the multichannel/way architecture is used. A simulator we develop receives traces as an input and produces a sequence of NFM operations as an output. Received traces contain read/write information, start addresses of requests and request length in the unit of a sector. If the page size is 2 KB or 4 KB, a page occupies 4 or 8 sectors respectively. The latency of NFM operations are described in NFM's datasheet [12] . Using this information, we calculate the total latency of applications, measure the amount of transferred data, and compute the throughput as shown below total amounts of transferred data throughput total latency for executing data
The performance of NFSD mostly depends on the performance of write operations. Factors affecting the performance of write operations are (1) the frequency of write operations, (2) the frequency of read operations due to read-and-modify operations and (3) the time for erase and garbage collections. The performance of garbage collection again depends on the frequency of garbage collection and the number of valid page copies before the erase. These factors will be further discussed in the later sections.
(2) Cost: Cost can be expressed in terms of chip area. In this paper, we use area to compare costs. A smaller NFM area makes it possible to integrate more chips per die and it makes NFM chips cheaper. Cost for peripherals not directly related to the cell area such as command logic or address counters can be considered fixed. An important factor for the cost is the architecture of the NFM array and peripherals connected the NFM array directly. A larger page size requires a larger page register. In addition, as its block size gets larger, logic for the erase controller needs more area. We call these page overhead and block overhead, respectively. Eq. (2) expresses the cost in terms of bits per block.
In this equation, page and block overhead represent how much area is consumed by overheads in addition to the page itself. In this equation, τ represents a cell type. If a cell is a single-level cell (SLC), τ is 2. If a cell is a multi-level cell (MLC), τ is 4. Thus, MLC has the lower cost. O b is a block overhead that ranges roughly from 2 to 5. O p is a page overhead that ranges roughly from 1 to 10. O b and O p are proportional to the block and page size. The number of blocks and the number of pages have inverse relationship if the total capacity of two NFSDs are same.
(3) Power: To calculate the total power consumption by NFM, the power consumption for each operation is separately calculated and the consumption for all operations are summed at the end. A majority of operations for NFM are read, program, and erase. By using a simulator that we implement, how many times each operation is executed can be logged. The power consumption for each operation is shown below.
( ) Update ratio of traces in unit of page Read-and-modify ratio of traces in unit of page 2 4 ( )
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Each equation uses I CCn . Their values are described in Table 2 . I CC4 is the standby current of NFM and it is generally 1 mA. I TRANS and t TRANS are used to calculate the power consumption for the data transfer between the host and NFM. 50 mA is used for I TRANS . t TRANS is determined by the amount of transferred data whose unit is a page. The difference between P r and P R is that P R includes a data transfer phase. When calculating power consumption for garbage collection using (9), there is no phase for data transfer and thus P r and P p are used. Finally, power consumption while a NFSD is idle has to be considered as well and is shown in (10) .
The total power consumption by NFM operations is shown in (12) . Terms n in (11) show how many times each operations are executed while whole requests are serviced.
req r R p P gc gc P n P n P n P = + + (11)
III. PARAMETERS DESCRIPTION AND ANALYSIS
Throughout this paper, we make a few assumptions.
First, the NFSD used in the analysis uses only a single channel and way. Second, the page mapping FTL in [8] is used to manage address translation between logical and physical, garbage collection and wear-leveling. Finally, garbage collection is executed when the free block pool has only one free block. In garbage collection, a block that has the least number of valid pages is chosen as a victim block. All valid pages in the victim block are migrated to a newly allocated free block. After that, the victim block is erased and moved into a free block pool again. A free block pool has FIFO architecture for wearleveling.
NFM Parameters
(1) Cell Type: Table 2 contains two columns for SLC and MLC based NFM. SLC and MLC can store one and two bits per cell, respectively. Recently, TLC that can store three bits per cell is also developed. MLC requires only half the cost of SLC. For example, the area for 4 GB in SLC can store 8 GB in MLC or 12 GB in TLC. Unlike SLC, however, MLC uses four voltage levels to store two bits of data in a cell. Besides, while MLC takes less area to store the same amount of data, it has a much slower access time than SLC due to the adjustment of voltages for operations. Moreover, MLC demands larger current when operations are executed. It is shown in Table 2 . In general, MLC shows less cost but worse performance and power characteristics compared to SLC.
(2) Page Size: A page is an essential design parameter in the specification of NFM and it is a unit of read/write operation of NFM. From a performance perspective, the page size affects the write performance in three ways by changing the frequency of write operations and the frequency of read operations due to read-and-modify operations and the time for garbage collections.
In general, a bigger page size reduces the frequency of write operations when writing a large file. In recent commercial products, 2 KB, 4 KB and 8 KB are used as a page size. As the page size is growing larger, the number of written pages decreases. For example, to store 100 KB, NFM with a 2 KB page size requires programming of 50 pages whereas one with a 4 KB page size requires programming of 25 pages.
A larger page size, however, is not always good for The second drawback of the larger page size is the false capacity problem. Assume a 2 KB write request is issued three times at LSA 0, 4 and 16 sequentially. Final contents of the pages after all requests are executed are shown in Fig. 3 . Both case I and II have 24 KB capacity and the page size for case I and II are 2 KB and 8 KB, respectively. At the end, case I contains no invalid page. 18 KB of pages still remain free. On the other hand, in case II, all pages are written and there is no more free page. Moreover, the used capacity is only 6 KB but the whole 24 KB must be programmed in this case. This is due to the unique characteristics of NFM. After a page is programmed, it cannot be reprogrammed again although only a part of page has been programmed. Let us see what happens in case II. When a first request at LSA 0 is issued, it is written into the first page. Since LSA 0 through LSA 15 are mapped to a single page, the second request at LSA 4 should be written into the same page as the first request. However, the first page cannot be reprogrammed. Thus, the data at LSA 0 is read into a page buffer, combined with data for the second request, and finally written back into the second page as shown in Fig. 3 . After all requests are serviced in case II, there is no free page leaving one invalid page and 10 KB of false capacity. In case II, garbage collection will be performed earlier than case I and increases the frequency of garbage collection. This could degrade performance.
We have seen the effects of the page size on performance. However, the page size itself is not a sole factor determining the performance. Rather, we have to consider other factors such as attributes of applications with the page size to see the impact.
Regarding power consumption, a larger page size needs larger operation current. To fill between floating gate and dielectric in a cell, a larger page needs more charge. However, operation current is proportionally increased with the page size. It means total power consumptions for writing the same capacity in two different page sizes are not much different. It affects only the peak current of NFSD.
(3) Block Size: A block consists of pages. An erase operation is the most time consuming task in NFM as shown in Table 2 . When an erase operation is performed, the whole block is erased. Considering this, a larger block requires less erase time for the same capacity. Depending on the garbage collection scheme of FTL, sometimes several pages in a block are erased although they are not used yet. This can cause unnecessary aging of the NFM. This problem becomes worse with recent NFM chips with large block sizes. In these chips, the pages in a block must be written only in order. Especially for NFM using the block mapping scheme or a hybrid FTL, it causes frequent garbage collection. However, NFM using a page mapping scheme does not exhibit this problem.
The impact of a block size on performance is closely related to garbage collections. Time for garbage collection consist of time for an erase operation and copying valid pages. When a block is selected as a victim block, time for an erase operation is constant. However, time for copying valid pages varies. Thus, it is important how many valid pages remain in the victim block. A victim block with less valid pages means more invalid Fig. 3 . False capacity problem due to read-and-modify for two different page sizes.
pages. An invalid page is generated when a page update is occurred. If the frequency of update in a trace is high, it makes more invalid pages. In other words, traces containing frequent updates have the higher probability of victim blocks with less valid pages. In addition to the frequency of updates, the request characteristic for updates is also an important factor. Generally, request characteristics are categorized into random and sequential. If a majority of request lengths is smaller than or equal to 4KB, we say the requests have a random characteristic. On the contrary, if it is greater than 4 KB, the requests have a sequential characteristic. A sequential request is likely to introduce sequential updates if updates are frequent. The frequent sequential updates create sequential invalid pages and this increases the number of blocks with less valid pages. On the other hand, a random request makes randomly distributed invalid pages. It makes a perforated block. Thus, both update frequency and random/sequential patterns have to be carefully considered to access the impact of the block size on performance.
In Fig. 4 , difference in garbage collection time for two block sizes is shown. Assume a page is 2 KB and 16 KB of free space is needed. The number of victim blocks needed in case I and II are two and one. To calculate the ratio of erase and valid page copy operations in garbage collection, garbage collection cost (CGC) [9] and erase ratio in garbage collection (R e ) are defined in (13) and (14) where N p,v means the number of valid pages in a victim block. In general, for high R e , the time for the valid page copy becomes small. If a victim block contains no valid page, only one block erase operation is necessary for the garbage collection. Thus, high R e can enhance the performance of garbage collection.
, ( )
In summary, in case with sequential requests and high update frequency, a larger block shows better performance in garbage collection and in case with random requests and low update frequency, a smaller block shows better performance.
Traces Parameters
To identify different characteristics of applications, we define several parameters for the trace. They are request length statistics, update ratio, and read-and-modify ratio. Update ratio and read-and-modify (RnM) ratio are shown in (15) and (16) where p w , p u , and p RnM . refer to the number of total written pages, updated pages, and readand-modify pages, respectively.
(1) Statistical values of request length: In general, too small or large page size causes performance degradation. To determine an optimal page size, we consider both mean and mode of request length. If the mean of request length is higher, it could imply requests are sequential. If the mean value is higher than the mode value and the mode ratio (percentage of pages whose size is same as the mode value) is low, the optimal page size can be close to the mean value. On the other hand, if the mode ratio is high, the mode of request length shows a good correlation with the optimal page size because the mode value tells you the most frequent request length. When the mode ratio is high, setting the page size to the mode value in general can minimize the false capacity problem (e.g. less garbage collection) and reduce the read-andmodify (e.g. less read operations on writes).
The false capacity problem gets severe when a page size is too larger than the request length. It causes frequent and early garbage collection. On the other hand, if a page size is too small, multiple write operations are needed and it makes the service latency for requests higher (e.g. increasing the frequency of writes). (2) Update Ratio R u : Frequent updates to a page generate many invalid pages. A victim block with many invalid pages has a better garbage collection performance because R e gets big. Let us assume two victim blocks with different sizes have only invalid pages. They can be erased without copying valid pages during garbage collection. In this case, a larger block takes less time than a smaller block to erase the same capacity because the number of blocks to be erased is smaller. Thus, a larger block shows better performance if the update ratio is high and the number of valid pages in the victim block is reasonably small.
(3) Read-and-Modify Ratio R RnM : As mentioned in previous sections, read-and-modify(RnM) is triggered when a update request is not aligned to a page boundary. If the request length is smaller than the page size, RnM always happens. Sequential requests are performed over many pages and RnM happens only in the first and last page. If traces have strong sequential characteristics, R RnM decreases. In general, large R RnM increases time for finishing service of a request because it increases the frequency of read operations upon executing write operations.
IV. EXPERIMENTAL RESULTS

Experimental Environments
To evaluate three metrics, performance (throughput), cost, and power, we implement a trace-driven simulator which takes traces and NFM design parameters as inputs and generates a sequence of NFM operations and total power consumption. Throughput and cost are computed from the generated sequence of NFM operations and the given NFM design parameters.
For the input traces of the simulator, we use both synthetic traces and real traces. The purpose of the synthetic traces is to isolate the effect of each design and trace parameter. In synthetic traces, each trace represents a different request length from 0.5 KB to 256 KB. To provide the same garbage collection condition, the total amount of written data is the same throughout all synthetic traces. Thus a trace whose requests are shorter has more requests.
Real traces are the ones collected by DiskMon [13] from digital camera, file storage server, exchange server, CrystalDiskMark random and sequential benchmark [14] and general-purpose PC. The detailed characteristics of the traces are shown in Table 3 .
To compare throughput, cost, and power for NFMs with different design parameters and traces, we normalize the results to the one for the baseline NFM configuration. From the prediction shown in Fig. 1 , the baseline is chosen as an NFM with a page size of 16 KB and a block size of 512 pages.
Page Size vs. Performance
Fig . 5 shows the effect of varying page sizes for synthetic traces whose request lengths are from 0.5 KB to 256 KB. All results are normalized to the baseline configuration. For all synthetic traces, the best performance is achieved by the page size that is same as the given request length. It is because the page size set to the request length can eliminate RnM, thus no read operation is incurred by write requests. Furthermore, for big request lengths, large pages are helpful since the bigger page induces the smaller number of program operations. Fig. 6 and 7 show the performance results for real traces with various page sizes. In general, the best performance is achieved when the page size is same as the mode value of the request length distribution except for the Digital Camera trace. This is because the number of RnM is reduced when the page size is set to the mode value. However, in case of Digital Camera trace, the 32 KB page leads to the best performance although its mode value is 8 sectors (4 KB). It is due to its relatively low mode value ratio. More specifically, since the number of requests whose length is same as the mode value is small, the optimal page size is determined not by the mode value, but by the mean value as shown in Fig. 6 . For Exchange Server trace, a similar phenomenon is also observed due to its low mode value ratio. But the trend is not too visible due to the smaller difference between mode and mean values. Although its optimal page size should be 4 KB according to its mode value, the performance of 4 KB page and 8 KB page are almost same. It is because the mean value is bigger than 8 KB. Fig. 8 shows the performance results of synthetic traces when we vary the number of pages per block. The size of a page is set to 16 KB as the baseline configuration. With respect to the request length, the throughput for different block sizes are measured. First, for larger request lengths, e.g. 32 KB and 256 KB in Fig. 8 , the throughput and the number of pages per block are inversely proportional. The worse performance of the bigger block is due to the higher overheads incurred by valid page copy during garbage collection. In other words, small R u in synthetic traces leaves many valid pages in victim blocks as the block size gets bigger. On the other hand, traces with small request lengths generate less valid pages in the victim block due to their sparse access patterns. Performance results for real traces are shown in Fig. 9 and 10. For traces whose performance is shown in Fig. 9 , performance decreases as the number of pages per block increases. This is because R u values of the traces are relatively smaller than other traces as shown in Table 3 . In other words, the victim blocks upon garbage collection contain many valid pages.
Block Size vs. Performance
The trend of performance results shown in Fig. 10 is different from that of Fig. 9 . For CDM random and sequential traces, the best performance is achieved with the largest blocks whereas General PC usage trace shows an optimal result when the block size is 128 pages. CDM random and sequential traces have high R u values, which make victim blocks upon garbage collection contain a small number of valid pages unlike three traces in Fig. 9 . Finally, General PC usage trace does not show any dominant characteristic. Its R u and request length are moderate and thus its optimal block size is found at the medium position. Table 2 , MLC requires larger current for a longer period of time, which leads to larger power consumption. Both performance and power consumption are highly correlated to the efficiency of garbage collection. As a result, parameter optimization for less garbage collection time guarantees better performance and lower power consumption. On the other hand, the cost of MLC is half the cost of SLC. Thus, optimizing the cell type should consider what metric needs to be optimized. Table 4 summarizes the findings based on our experiments and analysis from a performance perspective. First of all, results show L r and S p are closely related and its relationship is strongly affected by R RnM . If R RnM is high, which is usually caused by random access patterns, the optimal page size is same as the mode value of request length whereas for low R RnM , large page sizes show the better performance.
Cell Type Exploration
Summary of Experimental Results
From a performance perspective, the optimal block size for a given trace is determined by two factors: randomness (1/L r ) and R u . Among two factors, R u has the larger effect on the optimal block size than randomness since it dictates the overheads of valid page copy during garbage collection.
V. CONCLUSION AND FUTURE WORK
In this paper, we analyze various design parameters in the specifications of NFM and show optimizing these parameters has a big impact on performance, cost, and power of NFSD. Our simulations show that unfortunately recent trends in NFM specifications toward denser cells and larger page and block sizes focus on cost reduction and adversely affect the performance and power consumption. In addition, we show optimizing design parameters to meet specific design objectives of NFSD requires understanding of the characteristics of applications.
These results can be utilized to choose optimal design parameters in NFM specifications for given applications, e.g. embedded applications with specific request patterns. Alternatively, we could use the results to design future specifications of NFM.
As a future work, we may use our exploration results to design an application-specific storage device with heterogeneous NFMs. Since each hierarchy of NFM should experience different access patterns, the optimal types of NFMs would be easily derived from the results of this paper. 
