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ABSTRACT
Patwary, Nurmohammed. MS. The University of Memphis. May 2014. Thesis title:
Performance analysis of PCA-based image reconstruction in 3D wide field fluorescence
microscopy. Major Professor: Dr. Chrysanthe Preza.
The presence of spherical aberration (SA) due to the refractive index mismatch
between the objective lens immersion medium and the specimen embedding medium
makes three-dimensional (3D) imaging with a light microscope depth variant. Therefore,
depth variant (DV) image restoration algorithms are required to restore an object from its
3D microscope image. In this thesis, the performance of an expectation maximization
(EM) algorithm that solves the maximum likelihood microscope imaging problem is
investigated. This algorithm is based on a principal component analysis (PCA) for the
representation of the DV imaging model (PCA-EM). Simulated noisy and noiseless
images are restored and compared to the true object using qualitative and quantitative
performance analysis metrics. A comparative study is also conducted between the PCAEM algorithm and a strata-based DV-EM algorithm, which shows that the PCA-EM is
more efficient in terms of both the restoration accuracy and execution time. In addition,
in order to show the performance of the PCA-EM algorithm in a real application, an
experimentally acquired image of a test sample is restored. An interpolated coefficient
based PCA-EM (IC-PCA) algorithm is proposed and tested using both experimental and
simulated image which reduces the computational cost in computing principal
components and thus, the required computational resource. It is observed from the
comparative study between PCA-EM and IC-PCA that interpolating the coefficient does
not affect the image restoration accuracy.
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CHAPTER 1
INTRODUCTION
Fluorescence microscope is widely used in imaging biological samples. In live cell
imaging, wide field fluorescence microscope is substantially preferable due to its
capability of fast and non-invasive data acquisition. In three-dimensional (3D) wide field
microscopy, the specimen is optically sliced axially, and the two-dimensional (2D)
images are acquired at each axial location. The 3D image stack is constituted by
combining all 2D planes. Fluorescence microscope empowers professionals like doctors,
biologist, and researchers to contemplate different kind of bimolecular substances such as
nucleus, membrane, golgi apparatus, mitochondria, cytoskeleton filament, endoplasmic
reticulum to name a few3. Cellular functions like exocytocis, endocytocis, signal
transduction etc. can also be monitored using the fluorescence microscope 3.
Fluorescence microscopy uses the property of substances to absorb energy as light,
and to emit that energy after a brief interval of time as visible light with a longer
wavelength compared to the excitation light wavelength. Fluorescent proteins and
fluorescent dye in samples work as a light source, and emit visible light of a specific
wavelength. Detecting devices like CCD cameras detect and record the emitted light that
represents the image of an object.
A 3D fluorescence microscope imaging system is subjected to undesirable optical
phenomena like defocus, spherical aberration (SA) and photo bleaching. Due to defocus
and SA, the imaging system losses resolution both in the axial and lateral direction, and
photo bleaching causes the fluorescence property of the imaging sample to decay with
time.

1

To overcome the inherent limitations of the imaging system, different state of the art
imaging modalities have been emerged while still research is going on to improve the
performance of existing imaging mechanisms. In wide field fluorescence microscopy the
undesirable optical phenomena of the imaging system are addressed computationally,
which is a convenient and cost effective approach compared to the other alternative
imaging approaches like confocal microscopy. The use of the computational approaches
in solving fundamental limitations of optics has emerged an imaging modality which is
known as computational optical sectioning microscopy (COSM)4-10. The COSM
approach allows optical sectioning capability in a wide field fluorescence microscope by
capturing the 3D volume with increased axial and lateral image resolution. In the COSM
approach, the microscope is characterized by its points spread function (PSF) and the
blurred image is modeled as the convolution of the object and the PSF, under the
assumption that the system is space-invariant. This is defined as the forward imaging
problem, while restoring the object from the blurred image is defined as the inverse
imaging problem. To solve the inverse imaging problem, several image restoration
algorithms11, 12 have been developed, and significant effort has been going on to improve
the performance of the algorithms, as well as to develop new methods for image
restoration.
Most of the commercially available restoration algorithms assume the PSF does not
change throughout the entire volume (i.e., that the system is space invariant). However,
this assumption is invalid when imaging a thick sample, due to the refractive index
mismatch between the object embedding medium and microscope objective immersion
medium, which causes the PSF to change rapidly with depth. To overcome this problem,
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depth variant (DV) restoration algorithms2, 13 have been developed to increase the image
estimation accuracy where depth variability of the PSF is taken into account. However,
DV restoration algorithms increase the computational burden. Hence, developing new
DV image estimation algorithms with reduced computational burden is a potential field
of research to explore.
Recently, a tensor product based principal component analysis (PCA) technique has
been implemented to represent a 3D PSF and to estimate the forward image14. Taking
advantage of the PCA based PSF representation, Yuan and Preza developed a PCA-based
expectation maximization (PCA-EM) image restoration algorithm15 which is
computationally efficient compared to the strata based DV-EM image restoration
technique previously developed by Preza and Conchello2. In this thesis, the performance
of the PCA-EM algorithm is investigated and a method is proposed for further
improvement of the efficiency of the PCA-EM algorithm in order to reduce its
computational cost.
1.1

Fluorescence Microscopy Imaging
The schematic diagram of an epi-illumination fluorescence microscope or incident

light fluorescence microscope is shown in Figure 1. Excitation light generated from a
signal generator (i.e. mercury arc lamp) is passed through an excitation filter as depicted,
and light with a specific wavelength is passed through the excitation filter. This
monochromatic light is then reflected by a dichroic mirror and reaches to the objective
lens. The objective lens focuses the light wave front into the sample; this incident wave
front is called the excitation light.
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Figure 1. Fluorescence microscope ray diagram

The fluorescent protein or specimen labeled with fluorescent dye is excited by the
incident wave front and consequently emits the energy in the form of visible light. The
visible light spectrum is passed first through the objective lens that forms the image,
then the dichroic mirror, and finally it is collected by the CCD camera. The CCD camera
detects the wave front intensity, which represents the image of the specimen that is
shown in Figure 1. The image detected by the CCD camera is stored in memory chips for
further processing. The image can also be observed through the eye piece by blocking the
light path towards the CCD camera.
1.2

Deconvolution Microscopy
In computational microscopy imaging, raw intermediate images are processed using

the deconvolution algorithms to get the final restored images. Due to establishment of the
deconvolution microscopy, the wide field microscope has become a viable alternative to
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the confocal microscope where a pinhole is used to reduce the out of focus light3. Over
the last three decades, extensive efforts have been going on to improve the performance
of deconvolution microscopy both in terms of restoration accuracy and computational
cost. Deconvolution techniques can be classified into two major categories as: deblurring
and image restoration3. Deblurring is a 2D image estimation technique which is
computationally faster whereas, restoration algorithms work directly on 3D images and
consequently require more computational efforts. Despite of computational cost, image
restoration algorithms are preferable over deblurring techniques in low light imaging as
restoration algorithms refocus the defocused light where it belongs to instead of
discounting16.
Figure 2 explains the basic principal of the deconvolution microscopy. In Figure 2a,
the XZ view of a simulated PSF of a 40X/1.4 NA oil-immersed objective lens is
displayed. The emission wavelength is 515 nm, and the specimen embedding medium is
water. Voxel dimension is 0.05 µm3. The XZ view of the object and the simulated blurred
image is shown in the Figure 2b and Figure 2c respectively. The restored image (Figure
2d) obtained by applying the iterative expectation maximization (EM) restoration
algorithm to the blurred image, is a better representation of the true object.

Figure 2. Explanation of the deconvolution microscopy. XZ cut view of
(a) a PSF; (b) Simulated numerical sphere; (c) Simulated forward image
of the sphere; (d) Restored image of sphere. Lens: 40X/1.4 NA oil
immersed; specimen is embedded in water; wavelength 515 nm; voxel
dimension 0.05 µm3; grid size: 64 x 64 x 64.
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1.2.1

Inverse filters

Inverse filters use the convolution property of Fourier transform: convolution in
Fourier domain is a direct multiplication. Microscope image is related to the object and
PSF by the following equation [17]:

g  x, y , z   f  x, y , z   h  x, y , z 

(1.1)

where, g  x, y, z  is the blurred image intensity, f  x, y, z  is the object intensity and

h  x, y, z  is the intensity PSF and here it represents the convolution kernel. In Fourier
domain, Equation (1.1) can be written as:

G  , ,    F  , ,    H  , ,  

(1.2)

Here,  ,  and  are frequency co-ordinates. From Equation (1.2) object can be written
as:

 H  , ,  
if

F  , ,     G  , ,  

0
if


G  , ,    0

(1.3)

G  , ,    0

The object can easily be found by taking the inverse Fourier transform of F  , ,   as:

f  x, y, z   1  F  , ,   

(1.4)

As inverse filtering is faster 3D restoration process it could draw more attention in
restoring 3D blurred image, but its performance is limited by some fundamental
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drawbacks. As we need to divide in Fourier domain, small noise portion is amplified by
division operation. Another reconstruction artifact known as ringing that appears because
of signal discontinuities in either (spatial and Fourier) domain18 also may occur due to
inverse filtering. Ringing is the appearance of dark and bright ripple around the bright
portion of the image16. Proper amount of regularization (smoothing) can be applied in
inverse filter restoration to reduce some of the restoration artifacts19. In spite of the
computational efficiency, the inverse filtering algorithm is not preferable for the image
restoration in case of the low light imaging which is a significant requirement for live cell
imaging.
1.2.2

Iterative Restoration Algorithms

Iterative restoration algorithms are the most preferable image restoration methods as
they can achieve improved resolution and demonstrate better image quality compared to
the non-iterative methods since, these algorithm refocused all the defocused light instead
of discounting, and also retrieve some of the information that is lost due to the resolution
limit of the microscope objective lens (i.e. missing cone in frequency domain). Iterative
restoration algorithms based on statistical optimization techniques use additive or
multiplicative error criteria5,10,20,21 to update the subsequent iterations. These algorithms
initially developed for spectroscopy22, and was modified in the later years23,24 for
microscopy. In previous research works, different kind of restoration algorithms like the
expectation maximization (EM)2,11 and blind deconvolution25 restoration algorithm were
studied. In blind deconvolution object as well as PSF is estimated. This method is
described in Ref. 25 and was developed by altering the MLE algorithm16.
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Unlike EM algorithms the blind deconvolution method updates the estimate of both
the object and PSF at each iteration. As a result, blind deconvolution can restore
aberrated image without changing any other restoration parameter10, 26. However, it is not
recommended to solely rely on the blind deconvolution algorithm to account for
aberration, rather all kind of aberrations should be kept as minimum as possible during
image acquisition16.
Different known constraints are applied in each iteration to minimize error between
the current estimate of the blurred image and the true blurred image to improve the object
estimation in subsequent iterations. Some forms of constrains are16:
1. Regularization: at higher number of iteration, noise can amplify with the signal
which can be suppressed by imposing proper of regularization penalty (i.e.
smoothing).
2. Non-negativity23: Though pixel values can be negative due to Fourier transform
operation or subtraction, in practical application fluorescence intensity cannot be
negative, therefore, negative pixel values are set to zero.
3. Knowledge of object structure: Knowledge of the object can be used to set
constraint if available.
4. Boundary constraints on pixel saturation.
5. Constraints on noise statistics.
It is important to mention that because of the fundamental constraints of imaging
system we lose some information of the object and it is not possible to reconstruct the
object with 100% accuracy by any mathematical algorithms 16.
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1.3

Aberrations in Optical-Sectioning Microscopy of Thick Samples
Microscope aberrations can be categorized into two primary types3 as: geometrical

or spherical aberration (SA) and chromatic aberration. Geometrical or spherical
aberration is caused by the spherical shape of the microscope objective and the refractive
index mismatch between the objective immersion medium and the specimen embedding
medium. Chromatic aberration is caused by the wavelength variation in the emission
spectrum. Aberration caused by the lens and emission spectrum can be minimized to
reasonable limit by following proper manufacturing criteria, and the state of the art
microscopes objective lens are corrected for these aberrations; however, SA due to the
index mismatch cannot be avoided; rather it increases with the increase of the imaging
depth into the specimen.

Figure 3. Demonstration of depth induced positive and negative spherical
aberration in fluorescence microscope. (a) XZ cut view of the PSF without
spherical aberration (SA); (b) XZ cut view of the PSF with positive SA; (c) XZ
cut view of the PSF with negative SA. Lens: 20X/0.8 NA air lens in (b), 63X/1.4
NA oil lens in (a,c); Specimen is embedded in water; Voxel dimension 0.1 µm3;
PSF is calculated on a 64 x 64 x 64 grid at a 20 µm depth below the cover slip.

Spherical aberration can be of two types as positive and negative spherical
aberration. If the refractive index (RI) of the sample medium (i.e. water with RI = 1.33) is
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greater than the RI of the objective immersion medium (i.e. air with RI = 1.00), the PSF
becomes positively aberrated (Figure 3b). On the other hand, if the specimen embedding
medium has higher refractive index compared to the objective immersion medium, the
PSF becomes negatively aberrated. Figure 3c shows a negatively aberrated PSF where
the sample embedding medium is water and the objective immersion medium is oil (RI1.515).

Figure 4. Schematic of depth induced spherical aberration due to refractive index
mismatch between the objective immersion medium and mounting medium.

Figure 4 explains the depth induced spherical aberration for the case where the light
wave front is propagating from water (refractive index 1.33) to oil (refractive index
1.518) and bends towards the optical axis according to the Snell’s law of refraction. This
causes the apparent depth of the point source to be different that its actual depth, which
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makes the PSF to be aberrated and change with depth. This phenomenon is defined as the
spherical aberration due to depth.

Figure 5. PSFs at different depth representing the depth variability of the imaging
system due to SA. XZ cut views of the PSF at depth: (a) 0 µm; (b) 10 µm; (c) 20
µm; (d) 30 µm; (e) 40 µm; and (f) 50 µm. Lens: 20X/0.8 NA air immersed;
specimen embedding medium is water; the axial and lateral spacing is 0.1 µm;
and the emission wavelength is 515 nm.

The depth variability of PSFs due to SA is presented in Figure 5 that shows the XZ
images of six PSFs computed at different depth (in the range of 0 µm to 50 µm). A
20X/0.8 NA air immersed objective lens was simulated where the specimen embedding
medium was water; the axial and lateral spacing was 0.1 µm; and the emission
wavelength was 515 nm. It is observed from the images that with the increase of the
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depth, PSFs gets aberrated, and shifts downward towards the axial direction. In addition,
PSFs become more aberrated as the depth increases.
1.4

PCA Based Restoration Algorithm
As described in the previous Section, the imaging system is sensitive to the depth

due to presence of the SA, and the PSFs vary along the depth. Therefore, depth variability
of the PSFs must be considered in the development of the image restoration algorithms
for improved restoration accuracy. PCA-based restoration algorithm is a depth variant
image restoration algorithm that takes the PSF variability into account by representing the
set of all the 3D depth variant PSFs by a few number of orthogonal principal components
computed from the 3D image set.
Two dimensional (2D) PCA is frequently used in literature to represent a 2D image
set using a few number of 2D orthogonal basis functions. However, there was no
reported applications of 3D PCA due to computational cost associated with the 3D PCA
computation27. Arigovindon et. el.14 derived a two stage PCA computation method to
compute the PCA of a set of 3D depth variant PSFs, and defined their method as tensor
product based PCA (TP-PCA). They showed that this approximation to the PSF is more
accurate than the linear interpolation used in the strata-based approach2. They also
demonstrated that, it is possible to represent the forward image by using a few number of
the PCA base functions. S. Yuan and C. Preza compared their forward image model to
the alternative strata-based depth variant forward image model2. In the following year
Yuan and Preza have developed a PCA based image restoration algorithm that is
computationally less costly and could exhibit better image restoration compared to the
alternative strata based depth variant expectation maximization2 restoration algorithm.
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1.5

Implementation Issue
Performance of any deconvolution algorithm is highly affected by the

implementation nature of the algorithm. Microscope obtained images can be
preprocessed to increase the efficiency of an algorithm as well as to reduce the
computation time. Most common image preprocessing includes16:


Denoising



Background correction



Lamp jitter correction



Bleaching correction



Flat field correction

Another important implementation issue includes the proper sampling interval.
Minimum sampling interval is determined by the Nyquist sampling criterion which states
that sampling interval should be at least half of the resolution limit (Equation 2.1 and
2.2). For example, in case of a 63X/1.4 NA oil immersed objective lens, where the
emission wavelength is 515 nm, the lateral resolution limit is 0.224 µm and the Nyquist
sampling limit is 0.112 µm. Note that, Nyquist sampling limit is the maximum sampling
interval required for the accurate image restoration, and it is recommended to used half of
the Nyquist sampling limit to have a safety margin16.
1.6

Artifacts and Aberrations in Restoration
Images restored using the deconvolution may have artifacts like striping, ringing,

staining to name a few. Significant sources of the artifacts are the optical components of
imaging system, electrical elements used for the image digitalization, improper use of the
PSF model or PSF parameters. In the raw images, if the artifacts can be seen by
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changing contrast/ brightness of the images, then this can be assumed that source of
artifacts is not the deconvolution methods otherwise there might be something wrong
with the algorithm itself and different deconvolution algorithms should be compared16.
Either experimental or theoretical PSF can be used to deconvolve the microscope
acquired image. Theoretical PSFs deficit in unpredictable parameters of the practical
imaging setup whereas experimental PSFs suffer from noise. If noisy PSFs are used in
the restoration, noise will amplify and propagate in the subsequent iterations and
consequently artifacts in the restoration will appear.
While imaging thick samples, spherical aberration (SA) due to the depth will cause
the PSF to change with the increasing depth. As depicted in Figure 6, emitted wave front
propagating from the sample just below the cover glass shown in Figure 6a will be
different from the wave front emitting from a different depth as shown in Figure 6b
because of depth dependent SA. As a result, PSFs at different depth will be different and
if this depth dependency of the PSFs is not considered in the image restoration, it is most
likely to have artifacts in the restored images.
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Figure 6. Explanation of depth induced spherical aberration. (a) Just below the
cover slip no aberration occurs, no spherical aberration occurs due to index
mismatch. (b) when depth increases, depth induced spherical aberration appears
due to refractive index mismatch.

15

1.7

Thesis Contribution
In this thesis, the performance of the principal component analysis (PCA) based

image restoration algorithm is investigated. This is an iterative depth variant (DV) image
estimation technique which uses the expectation-maximization (EM) algorithm to
maximize the likelihood function. Performance of this algorithm in restoring simulated
noiseless and noisy images is investigated. A detail study is conducted to demonstrate the
effect of regularization on the restoration performance in case of noisy images, and the
impact of the correct chosen regularization parameter. A comparative study is
demonstrated between the PCA-based image restoration algorithm (PCA-EM), and the
depth-variant expectation maximization algorithm (DV-EM) in terms of both the
restoration accuracy and execution time.
The effect of noise in PCA based PSF representation is studied, and we investigate
how the PCA representation reduces the effect of noise. This is demonstrated with an
experimentally acquired PSF. We show that a single 3D PSF can be represented using a
few number of 2D base functions by applying the 2D PCA. The restored PSF using 2D
PCA is compared to the experimentally acquired PSF both in the spatial and frequency
domain.
Finally, a method has been established to increase the computational efficiency of
the 3D PCA computation, which in turns increases the computational efficacy of the
PCA-EM restoration algorithm. Using an interpolation based technique, it is
demonstrated that, a small number of PSF can be used in computing principal
components over a wide depth range without loss of substantial accuracy. To substantiate
the proposed technique, both simulated and experimentally acquired images are restored
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using the interpolation based PCA-EM technique, and the result is further compared with
the previously developed PCA-EM based restored images. Towards this end, an
experimentally acquired image of a 6 µm in diameter ring is restored to show the efficacy
of the algorithm.
1.8

Thesis Organization
In the second Chapter, the image resolution criteria, and the depth variant

expectation maximization (DV-EM) algorithm is reviewed. In Chapter three, the TPPCA, PCA based forward image estimation model, and PCA-EM restoration algorithms
are described. The development of the proposed interpolated coefficient PCA (IC-PCA)
restoration method is also described in Chapter 3. In Chapter 4, results are shown based
on the theories described in the Chapter 3. The conclusion and future research scopes are
described in Chapter 5.
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CHAPTER 2

OVERVIEW OF COMPUTATIONAL MICROSCOPY IMAGING AND
RELATED WORK

In this chapter, PSF model along with its contribution in determining the image
resolution is described. Forward image formation model both in the application of space
invariant imaging and depth variant imaging assumption is also reviewed. Finally, related
work in solving the depth variant image estimation problem along with different
restoration aspects is reviewed.
2.1

Point Spread Function (PSF) and Image Resolution
The point spread function (PSF) is the fundamental unit of an image. It is the 3D

diffraction pattern of a point source28. A microscope objective lens collects a fraction of
wave front emitted by the point source, and creates a diffraction pattern of the collected
wave front instead of converging into a single point.
The in-focus PSF is the well-known airy pattern. The radius of the central lobe
determines the resolution of the imaging system which is defined as the minimum
distance required between two points in order to be able to resolve them in the image. In
Fluorescence microscopy, the lateral resolution limit is determined by the Rayleigh
resolution criteria16. Figure 7 depicts the basic of the Raleigh resolution criteria. Objects
separated by a distance ∆x can be resolved individually.
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Figure 7. Rayleigh resolution criteria1.

The lateral resolution limit ∆x is related to the imaging system by the following
equation16:

x 

0.61
NA

(2.1)

where,  x is the minimum separation between two adjacent points that is required to
restore them separately,  is the wavelength of the emitted light and NA is the numerical
aperture of the microscope objective lens. For axial resolution Equation (2.1) is not valid
because of the different PSF behavior along the axial direction compared to the lateral
direction. The axial resolution limit can be determined by computing the distance
between the maximum intensity point to the fist zero crossing of the PSF intensity spread
along the z direction. Considering these factors, the axial resolution limit was derived by
Wolf29 using the equations of Inoue30 and Keller31 as:

z 

2

 NA

2
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(2.2)



where,

RI embedding
RIimmersion

(2.3)

In Equations (2.2) and (2.3),  z is the axial resolution, RI embedding is the refractive
index of the specimen embedding medium and RI immersion is the refractive index of the
microscope objective immersion medium.
2.2

Forward Image Formation
Exploiting the linear property of the imaging system, the forward image estimation

model has been formulated mathematically by the superposition integral as the following
equation:

g (xi ) = òòò h( xi - xo , yi - y0 , zi , zo ) s(xo )dx0

(2.4)

O

where Xi   xi , yi , zi  which represents a 3D point in the image space and a 3D point

Xo   xo , yo , zo  in object space O. h( xi - xo , yi - yo , zi , zo ) is the depth variant PSFs and
s ( x 0 ) is the specimen intensity In a space invariant imaging model the PSF is considered
to be the same throughout the entire field of view, and consequently the superposition
integral (Equation 2.1) becomes a convolution integral:

g (xi ) = òòò h( xi - xo , yi - y0 , zi - z0 ) s(xo )dx0

(2.6)

O

The convolution is mathematically represented as equation (1.1). The assumption of
the space invariability becomes invalid in case of thick samples where depth induced
spherical aberration causes the PSF to change rapidly and we need to use equation (2.4)
to compute the forward simulated image. However, equation (2.1) is computationally
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expensive and requires longer processing time. To reduce the computational burden, as
well as to take the depth variability of the imaging system into account, Ref. 2 proposed a
strata based forward image formation model where the object is stratified into nonoverlapping strata, and the PSF is assumed to remain unchanged throughout each stratum.
In this strata-based model, PSFs at different depths are computed using a linear
interpolation of the PSFs computed at the edges of each stratum. According to the strata
based model, the forward image is approximated using the following equation:

g (xi ) =

M

å [α

m

(2.4)

( z ) f m ( x o )] Ä hm ( x o ) + [(1 - α m ( z )) f m ( x o )] Ä hm +1 ( x o )

m =1

ìï Z m+1 - z
ïï
Z -Z
using the interpolation coefficients αm ( z ) = í
ïï m+1 m
ïïî
0

if z Î f m

,

(2.5)

otherwise

where, M is the number of strata, Zm is the depth of the mth stratum. As described in
equation (2.4), each stratum is weighted by the appropriate weight factors am(z), and then
convolved with the PSFs hm(z) computed at the edges of the stratum.
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Figure 8. Comparison between the simulated forward microscopic image using
strata approximation model and experimentally acquired image. (a) XZ cut view
of a 6 µm diameter simulated ring object which is at 65 µm below the cover glass,
shell thickness of the micro ring is 1 µm; (b) XZ cut view of the simulated image
of the object depicted in Figure 8a; (b) XZ cut view of the experimentally
acquired image of a similar test object as depicted in Figure 8a. Lens: 63X/1.4 NA
oil immersed; specimen embedding medium is glycerol (RI = 1.47); axial and
lateral spacing is 0.1 µm and 0.102 µm respectively.

In Figure 8, a comparison between the microscope simulated image and
experimentally acquired image is shown. XZ cut views of the simulated image as shown
in Figure 8b, and the experimentally acquired image as shown in Figure 8c shows that the
strata approximation model of the microscope image is fairly precise to the
experimentally acquired image of a 6 µm in diameter spherical ring. The shell thickness
of the micro ring is 1 µm. A 63X/1.4 NA oil immersed objective lens has been used to
capture the image. The micro ring was embedded in glycerol (RI = 1.47). The distance of
the micro ring from the cover glass was determined empirically to be approximately 65
µm. This was accomplished by mounting a few 170 nm in diameter polystyrene
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fluorescent beads on the cover glass as fiducial marks. Detail comparison of the
experimental and simulated images is described in the Section 4.3.
2.3

Image Restoration to Address Depth Variant Imaging
As described in the previous chapter, the PSF changes with the depth into the

specimen below the cover glass. It is thus important to take the PSF variability into
account when solving the inverse image restoration problem. Note that, constraint
iterative algorithms are the best choice for the image restoration because of their
capability of achieving higher image resolution both in the axial and lateral direction.
Iterative algorithms based on expectation maximization (EM) to solve the
maximum likelihood estimation (MLE) problem have been developed and applied to 3D
microscopy11,20,25. These algorithms were based on the depth invariant imaging
assumption. Afterwards, the EM algorithm was extended for depth-variant imaging by
Preza and Conchello2. The theory of the DV-EM algorithm is reviewed here for
completeness.
In the DV-EM algorithm, depth variability of the imaging system is taken into
account by stratifying the object space into non-overlapping strata, and PSF is considered
to change linearly in each stratum of the depth variant forward image model, described in
section 2.1. The DV-EM iteration is given by the following equation2:

f (k +1) (x0 ) =

f (k ) (x0 ) é
αm ( zo )dm(k ) (x0 ) +[1-αm ( z0 )]dm(k+)1 (x0 )ùûú
HM ëê

(k )
where, dm (x0 ) = ò hm (xi -x0 )
I

(2.6)

g(xi )
dxi ;
gˆ (k ) (xi )

2.7)

x0 is the object space coordinates, xi is the image space coordinates, g (xi ) is the

microscope acquired image (raw data), gˆ ( k ) (xi ) is the estimated forward image which is
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determined using the equation 2.4, hm (xi - x0 ) is the depth variant PSF of mth stratum, am
(zo) are the interpolation weights and is calculated by using the Equation 2.5. HM of the
equation (2.6) is the normalization factor, and is defined by the following equation:

H M ( z0 )   m ( z0 ) H m  [1   m ( z0 )]H m1 

(2.8)

m

where, H m   hm  xi  xo  dxi

(2.9)

I

The accuracy of the algorithm depends on the number of strata taken into account.
The higher the number of strata, the better the restoration is2. However, the drawback of
the algorithm is the computational burden and memory requirement that increase linearly
with the increase of the number of strata.
2.4

Regularization
Though EM algorithms are substantiated to converge, running more iterations may

lead to the erroneous result due to noise. Regularization is used to address this problem,
and consequently image restoration accuracy is increased. Different kinds of
regularization are applied to improve the performacne of EM algorithms. Among them,
total variation (TV)32, Tikhonov-Miller regularization33, entropy regularizations34 are
frequently used. The regularized linear least squares method [Preza JOSAA 1991]35 and
the linear MAP method [Preza SPIE 1993]36 are successfully developed and applied in
3D fluorescence microscopy. Two types of penalties are applied in EM algorithm: the
intensity and roughness penalty37. Roughness penalty is applied to smoothen the sharp
edges in the restored images which reduces the effect of high frequency content in the
restored image, and the intensity penalty is applied when the image itself contains high
intensity variation38. Different amount of roughness penalty is applied to restore the noisy
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images. The amount of penalty required for smoothing depends on the signal-to-noise
(SNR) of the image.
2.5

Image Rescaling
Experimentally acquired images need to be rescaled along Z direction to offset the

change in the dimension along the optical axis due to the index mismatch between the
objective immersion medium and specimen embedding medium using the following
equation39:

f ( x, y, z ) 

nim
f ( x, y, z ')
ns

(2.10)

Where, f ( x, y , z ') is the experimentally acquired image, f ( x, y , z ) is the rescaled
image, nim is the refractive index of the objective immersion medium and ns is the
refractive index of the specimen embedding medium.
2.6

Performance Measures
For the performance comparison, the restored images were compared to the true

object in terms of the I-Divergence (I-DIV) and 3D normalized mean square error
(NMSE3D) between the true object and restored images. The I-DIV and NMSE3D were
calculated using the Equation 4.2 and 4.3, respectively.

I-DIV =

M -1 N -1 L-1
1
f ( x ', y ', z ')
( f ( x ', y ', z ') ln
+ f '( x, y, z ) - f ( x, y, z ))
ååå
M ' N ' L ' x =0 y =0 z =0
f '( x ', y ', z ')

(2.11)
and NMSE3 D 

f ( x, y , z )  f '( x, y , z )
f ( x, y , z )
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2

2

(2.12)

where, M ' , N ' , and L ' are the number of pixels non-zero pixels along x, y, and z
direction. f ( x ', y ', z ') and f '( x ', y ', z ') are nonzero pixel intensities of the true object and
the estimated object respectively. Is NMSE3D calculates the direct pixel wise difference
between the true object and the estimated object, image registration is vital for this
performance measure metric. Nevertheless, if the object is small compared to the grid
size considered to for computation, NMSE3D will be very small number even if the true
object and the estimated object seem different qualitatively. However, NMSE3D metric is
still used for performance comparison for less computation burden compared to other
performance metric.
Overall SNR of the noisy images were calculated using the following equation:

 
SNR  10  log10  s 
N 

where,  N 

 (x)

2

  x 


N 1

N

(2.13)

2

(2.14)

where,  s is the image standard deviation,  N is the unbiased estimate of the noise
standard deviation, x is the intensity difference between corresponding clean and noisy
pixels and N is the total number of pixels in the image.
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CHAPTER 3
3

PRINCIPAL COMPONENT ANALYSIS (PCA) BASED IMAGE
RESTORATION

Using the principal component analysis (PCA) method, a set of images can be
represented by few orthogonal basis functions. Computation of the PCA requires
computing the singular value decomposition (SVD) of a matrix, and in the case of a 3D
matrix, computation of the 3D PCA becomes impractical due to the computational cost
involved in 3D SVD computation. In 2010, Arigovindon et. al. 27 presented a two stage
PCA method for computing PCA of a 3D image set, and designed their method as a
tensor product based PCA (TP-PCA) applied to a set of 3D DV PSFs. They also
demonstrated a 3D forward model for depth-variant imaging using these principal
components from the DV PSFs. In the following year, Yuan and Preza13 corroborated
through a quantitative comparison that the PCA-based forward imaging model is more
accurate than the previously developed strata-based model (Equation 2.4)2. In addition,
Yuan and Preza13 also developed a PCA based image restoration algorithm. In this
chapter, the TP-PCA, PCA based forward imaging model, corresponding restoration
algorithm are described. Furthermore, in case of thick specimen an interpolated
coefficient based PCA (IC-PCA) method is proposed which can reduce the requirement
of computational resource.
3.1

2D Image Representation through 2D PCA
Arigovindon et. al. 27 showed that using PCA, a set of 2D images can be represented

by few number of base images or basis functions as described by the following equation:
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B

Xi  X   ci , j P j

(3.1)

j 1

where, Xi  {X1 , X2 , X3  X N } is an image set, X is the mean of all
images, ci , j are coefficients of corresponding images and P j are the base images.

Figure 9. Explanation of 2D image representation using the 2D PCA. (a) A 2D
image set (N=100); (b) 2D images represented by PCA basis functions and
coefficients.

For the better comprehensiveness of the 2D PCA based image representation, let us
consider a 2D image set which is consisting of 100 2D images. Equation (3.1) is
described pictorially in Figure 9. Component matrix Ci , j is a 2D matrix as shown in
Equation 3.2. Here rows correspond to the images in the image set and columns
correspond to the respective basis functions. For every image in the 2D image set, there
are corresponding coefficients that scale each basis function (base image).
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C N ,1





CN ,2

CN ,3

(3.2)

Figure 10. represents the flow diagram of the 2D PCA. The steps involved in
computing the 2D PCA are described below:

1. Mean of all the images is subtracted from each image of the image set to form Xi’
matrices.
2. Each mean subtracted image is then converted to a column matrix. Using these
column matrices, another matrix V '   v1

v 2  v n  is formed, where v i

are column matrices.
3. Then SVD of V ' is computed which gives two unitary matrices U , V and a
diagonal matrix D. Then the diagonal matrix is rearranged in descending order
and same rearrangement is done for matrix U.
4. Each column corresponds to a base image. To get the base images from the
columns of the U matrix, each column is reshaped to an m × n matrix, which
represent the dimension of the 2D images.
5.

Weights are computed for each image using the equation Ci , j  Pj , X 'i

where

Pj are the base images and Xi’ are the mean subtracted images as described in the
step 1.
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Figure 10. Flow diagram of 2D principal component analysis. (SVD: singular
value decomposition; U and V are the unitary matrices; D is the diagonal matrix;
B is the number of components and Pj are the orthogonal base images)

The following example illustrates the steps in the flow chart. Assume that, we are
interested to compute the principal components of 10 2D images,
Xi   X1

X 2 

X 10  . Let the images be 3 × 3, then the mean of the image set

X is subtracted from the images which gives X 'i . Considering these assumptions, X '1

and V1 will be in the form of equation (3.3) and the V ' matrix will be a 9 × 10 matrix.

 a1 b1
X1   d1 e1
 g1 h1

 a1 
c1 
b 
f1  and V1   1 

i1 
 
 i1 
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(3.3)

After computing the singular value decomposition (SVD) of V ' , the diagonal
matrix D is rearranged according to the decreasing magnitude of the diagonal elements
(i.e. the eigenvalues), and U and V matrices are also rearranged, accordingly. The U
matrix will be a 9 × 10 matrix in the form the following equation:
U1,1 U1,2  U1,10 
U
 
2,1

U
 
 


U 9,1   U 9,10 

(3.4)

Each column of U represents a base image. By reshaping the columns of U, we get
the corresponding base images (equation 3.5) and finally the coefficients can be
calculated from the inner product

,

〈

〉 where,

U1,1 U 2,1 U 3,1 


P1   

 
U 7,1  U 9,1 

3.2

(3.5)

Representation of a Single 3D PSF through the 2D PCA

In wide field fluorescence microscopy a 3D image is formed by axially scanning the
3D volume. A 2D image set can be formed using the 2D images at different axial planes.
As the axial 2D planes of a PSF are formed by the same fluorescent source, the signal
components of the different planes are statistically correlated. Poisson and Gaussian noise
present at different planes are assumed to be statistically uncorrelated. Thus, it is possible
to use the 2D PCA approach, to represent a single 3D PSF. The 2D PCA can facilitate
the representation of a single 3D image by a few 2D base components, and at the same
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time reduce the effect of noise. In the section 4.1, it is demonstrated that all the 64 axial
slices of a 3D PSF can be represented using only five component images calculated from
the 2D PCA.
3.3

Two Stage PCA for 3D Image Representation

Arigovindan et. at.14 extended the idea of the 2D PCA for a 3D image set by
developing a two stage tensor product PCA (TP-PCA) which bypasses the requirement of
computing the 3D SVD. Theoretically it is possible to compute the 3D SVD and hence
the 3D PCA directly. However, in the practical application, computing a 3D SVD is not
attempted because of the extensive computational cost. Arigovindan et. al.14 converted
the 3D PCA into two consecutive 2D PCA. They formed a 2D image subset where the
2D images are taken from the corresponding axial location of all the 3D images. For a set
of 3D PSFs h  {h1 ( x, y, z), h2 ( x, y, z), hN ( x, y, z)} , the corresponding 2D image
subset can be formed as:
h ' 2 D ( z )  {h1( z ) ( x, y ), h2 ( z ) ( x, y ), hN ( z ) ( x, y )}

(3.6)

where z denotes a different axial plane in each PSF. Then, a 2D PCA is applied over
each 2D image subset according to the method described in Section 3.1. Using the 2D
PCA, h ' 2 D ( z ) can be represented as:
B1

h '2 D (i ) ( z ) ( x, y )  h ( z ) 2 D ( x, y )   c1( z ) (i, k ) Pk'( z ) ( x, y )
k 1
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(3.7)

where, h( z ) 2 D ( x, y ) is the mean of the 2D image subset of corresponding axial
location, Pk'( z ) ( x, y ) are the base images and c1( z ) (i, k ) is the coefficient matrix which is
formulated by the following equation:

c1( z ) (i, k )  h2( zD)(i ) ( x, y )  h( z ) 2 D ( x, y ), Pk'( z ) ( x, y)

(3.8)

For each 2D image subset, a corresponding coefficient matrix c1( z ) (i, k ) is calculated
and using all the 2D coefficient matrices, another 2D image set is formed. Again, a 2D
PCA is applied to the 2D coefficient matrix set to get another set of basis functions
Pk''( z ) ( z , j ) and coefficient matrix as shown by the following equations:
B2

c2 ( z ) ( z, j )   ci' ,k Pk''( z ) ( z, j )

(3.9)

k 1

where, ci' , k  ci ( z , j ), Pk''( z ) ( z , j )

(3.10)

Finally the 3D images are derived from the coefficient matrix of the second stage,
ci' ,k and the orthogonal base images, Pk ( x, y, z ) as shown by the following equations:

B2

h(i ) ( x, y, z )  h( x, y, z )   ci' ,k  Pk ( x, y, z )

(3.11)

k 1

B1

where, Pk ( x, y, z )   Pk'( z ) ( x, y ) Pk''( z ) ( z , j )
k 1
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(3.12)

In equation (3.11), h( x, y, z ) is the mean of all the 3D images along the axial
direction. B1 and B2 are the number of principal components in the first and second stage
respectively. Primarily, the goal of the first stage is to minimize the error and
subsequently, the second stage determines the estimation accuracy of the 3D images.
Thus, the number of components in the first stage is always considered to be larger than
the number of components in the second stage. The number of components in the second
stage is determined based on the particular application of the 3D PCA and the required
accuracy in the PCA representation of the original set of 3D images.
3.4

Depth Variant 3D PSF Representation through PCA

The method described in the previous section is used to represent a set of depth
variant (DV) 3D PSFs using only a few base PSFs and corresponding coefficients as
established previously in Ref. 14. To investigate the performance of the TP-PCA, a set of
60 DV PSFs were calculated using the CosmPsf module of the open source software
package COSMOS5 between 0 µm to 6 µm at an interval of 0.1 µm. Using the
CosmTools module of COSMOS, 12 principal components are computed. XZ cut views
of the base images are shown in Figure 11. Coefficients corresponding to each 3D PSF
for different components are shown in Figure 12. Note that, the coefficients
corresponding to the first few components follow a regular behavior with the increasing
depth. This regular behavior will be exploited afterward for further reduction of
computational burden related to PCA based image restoration algorithm (see section
3.6.2). Using the base components and coefficients, all the 3D PSFs can be represented
using Equation (3.11).
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It is observed from Figure 12 that coefficients corresponding to the first three
components are in the order of 10-3, while the other coefficients are in the order of 10-5.
Contributions from all the components weighted by the coefficients are added to
represent each PSF (Equation 3.11). As a result, the components corresponding to the
smaller coefficients have negligible contribution in computing the 3D DV PSFs. In
general, a small number of components can sufficiently represent all the DV PSFs in a
wide range of depth40. A comparative study between the true PSFs and PCA represented
PSFs with different number of components is presented in section 4.2.
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Figure 11: XZ cut views of the first twelve components computed from a set of
60 DV PSFs. Lens: 64X/1.4 NA oil immersed; specimen embedding medium is
water; voxel dimension is 0.1 µm3. PSFs are computed on a 64 x 64 x 64 grid
in range of 0 µm to 6 µm depth at an axial interval of 0.1 µm.
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Figure 12: Behavior of the PCA Coefficients with increasing depth. Coefficients
of the first 12 principal components are shown corresponding to 60 PSFs in the
range of 0 µm to 6 µm depth computed at an axial interval of 0.1 µm. Lens:
64X/1.4 NA oil immersed; specimen embedding medium is water; voxel
dimension is 0.1 µm3. PSFs are computed on a 64 x 64 x 64 grid.
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3.5

PCA-based Forward Image Model

A forward image model was developed in Ref. 14, which uses the orthogonal basis
functions and corresponding coefficients computed form the TP-PCA as described in
section 3.4. DV PSFs can be derived from the PCA components according to the
Equation 3.11 as follows:
hˆz ( x, y, z )  h(x, y, z ) 

B

 C (k , z) P ( x, y, z)
k

(3.13)

k 1

where , hˆz ( x, y, z) is the PCA-represented PSF at depth z ' , h(x, y, z) is the mean of
all PS C (k , z ) is the coefficient matrix, Pk ( x, y, z ) are the orthogonal base components and
B is the number of components. The forward model image developed in14 is given by:
B

g ( x, y, z)  h( x, y, z)  f ( x, y, z) 

 P ( x, y, z) [C(k, z ') f ( x, y, z)]
k

(3.14)

k 1

where, C (k , z ') 

 h( x, y, z, z ')  h( x, y, z)P ( x, y, z)
k

(3.15)

x, y , z

f ( x, y , z )

is the object and  denotes the 3D convolution operator.

Figure 13 shows the comparison between the experimental image and simulated
image using PCA-based model of a six µm in diameter micro ring. Image was capture
using a 63X/1.4 NA oil immersed objective lens, and the specimen embedding medium
was water. Depth of the micro ring was 65 µm. It is observed from the simulated image
that the PCA-based forward imaging model can estimate the microscope images with a
substantial agreement with the real life images.
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Figure 13: Comparison between the simulated forward microscopic images using
PCA based forward image estimation model and experimentally acquired image.
XZ cut view of (a) A 6 µm diameter simulated ring object which is at 65 µm
below the cover glass, shell thickness of the micro ring is 1 µm; (b) The simulated
image of the object depicted in Figure 13a; (c) The experimentally acquired image
of a similar test object as depicted in Figure 13. Lens used: 63X/1.4 NA oil
immersed; specimen embedding medium is glycerol (RI = 1.47); the axial and
lateral spacing is 0.1 µm and 0.102 µm respectively.

3.6

PCA Based Image Restoration Algorithm
S. Yuan and C. Preza41 developed a PCA-based image restoration algorithm and

designated their method as the PCA-EM algorithm. This algorithm was developed by
combining the idea of PCA-based PSF representation as described in the previous
sections, and an expectation maximization (EM) algorithm which is used to maximize the
likelihood function for 3D fluorescence microscopy that uses the depth invariant imaging
model. The depth invariant EM algorithm11 which is developed based on the RichardsonLucy42,43 deconvolution algorithm was altered by replacing the depth invariant PSF by
the set of PCA-estimated depth variant PSFs through the principal components and
corresponding coefficients computed from the TP-PCA. The iterative depth invariant EM
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algorithm updates the estimate of the object at each iteration, using the following
equation:
s( k 1) ( x, y, z ) 

sk ( x, y, z )  
g ( x, y, z ) 
  h( x,  y,  z ) 

H (0, z ) 
g k ( x, y , z ) 

(3.16)

where, sk ( x, y, z ) is the kth object estimate, and H (0, z ) is the sum of intensities in the
PSF at depth z; g ( x, y, z ) is the microscopic blurred image and g k ( x, y, z ) is the estimated
blurred image at kth iteration. Substituting h ( x,  y,  z ) by Equation (3.13), and also the
PCA-based model for g k , the PCA-based image estimation equation is derived as:
s( k 1) ( x, y, z ) 

B

sk ( x, y, z ) 
g ( x, y , z )
C (k , z ) g ( x, y, z )  
  h( x,  y,  z ) 

Pk ( x,  y,  z ) 


H (0, z ) 
g k ( x, y, z ) k 1 
g k ( x, y, z )  



(3.17)
In equation (3.17), the weight matrix C (k , z ) has the dimension of m × n where m is
number of components considered in the image restoration and n is the number of z slices
(i.e., images from different axial focal planes) in the 3D image. It is important to mention
that though Equation (3.16) is used for depth invariant imaging model, because of
replacing h ( x,  y,  z) by the PCA base components and coefficients that represents the
set of depth variant PSFs, Equation (3.17) becomes depth variant image estimating
model.
3.7

Computational Challenges

Computation of the TP-PCA requires calculating singular value decomposition
(SVD) of a 2D matrix, which becomes significantly complicated for a large number of
PSFs, and therefore, a supercomputing facility with substantial amount of memory is
needed for the SVD calculation. A close inspection to equation (3.17) shows that, when
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imaging a thick sample with a fine axial spacing, a large number of discrete slices is
produced, resulting in a very computationally expensive process for the determination of
the coefficients. For example, to restore a 20 µm thick sample with an axial dataacquisition interval of 0.1 µm using the PCA-EM, a PCA from 200 3D PSFs should be
computed. To facilitate this computation, supercomputing facility with large memory is
required and still there remains a probability to fail the memory allocation which will
cause the execution to terminate if the program is not optimized precisely.
3.8

Interpolated Coefficients PCA

The TP-PCA algorithm requires computing the singular value decomposition (SVD)
of a 2D matrix, which becomes huge for a large number of PSFs, and thus a
supercomputing facility with large amounts of memory is needed for the SVD. For
example, to restore a 20 µm thick sample with an axial data-acquisition interval of 0.1
µm using the PCA-EM, a PCA from 200 3D PSFs must be computed. To overcome this
computational burden, we developed a computationally tractable approach based on a
PCA computation that uses a reduced number of DV-PSFs and an interpolation method
that computed the PCA coefficients required for finely-sampled 3D image restoration.
The interpolated PCA representation of the DV-PSFs requires significantly fewer
computational resources. The coefficient matrix C (k , z ) in Eq. (3) is m × n, where m is the
number of components used in the restoration, and n is the number of z slices in the 3D
object. When imaging a thick sample with a fine axial spacing, a large number of discrete
slices is produced, resulting in a very computationally expensive process for the
determination of the coefficients. To address this challenge, we investigated the structure
of the coefficients. Taking advantage of the regular pattern of the coefficients with
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increasing depth (Figure 14), we have developed an approach based on a cubic spline
interpolation technique that allows the computation of the PCA from a reduced number
of PSFs. Interpolating the PCA coefficients, allows the determination of missing
coefficients and modification of the coefficient matrix C (k , z ) accordingly, in order to
match the dimension of the coefficient matrix with the image dimension as needed for the
restoration.
Figure 14 shows the coefficients of the first three principal components (PC) at
different depth. Principal components were computed suing the TP-PCA algorithm
(described in Section 3.3) from a set of 40 theoretical44 3D depth variant PSFs computed
in the range of 0 µm to 30 µm at an interval of 0.75 µm. A 20X/ 0.8 NA air objective lens
was simulated, and the specimen embedding medium was water. The axial and lateral
dimension was 0.1 µm and the emission wavelength was 515 nm. It is observed that, the
coefficients follow a regular trend with the increasing depth which facilitates to calculate
the coefficients at a fine interval using the interpolation.
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Figure 14: Determination of the missing coefficients of PCA coefficient matrix by
a cubic interpolation method. Coefficients corresponding to first three principal
components (PC) are presented.
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CHAPTER 4
4

METHODS AND RESULTS

In this chapter, both simulated and experimental results are shown obtained using
computations based on the theories reported in the Chapter 3. The use of TP-PCA
algorithm in representing a 3D depth variant PSF with both simulated and experimentally
acquired PSF are demonstrated. A comparative study between the experimental PSF and
the PCA-based PSF is presented in terms of a qualitative and quantitative metric, both in
the spatial and frequency domain. Furthermore, the effect of noise on the PCA
represented PSF is shown through a statistical and eigen-space analysis of the noisy and
noiseless image. Performance of the PCA-EM restoration algorithm is shown using a
simulated as well as an experimental image of a test object. This Chapter is concluded by
examining the performance of the interpolated coefficient PCA (IC-PCA) method in
representing the PSF used for the restoration, both for the simulated and experimental test
object data.
4.1

Depth Variant 3D PSF Representation through PCA

To study the effect of the number of components in the first and second stage of TPPCA computed for the representation of DV PSFs (described in Section 3.3), a set of
simulated 3D PSFs was computed and represented by their orthogonal base components
and corresponding coefficients computed from the TP-PCA. Quantitative comparisons
between the true PSF and PCA-based PSF were performed and results are presented in
the Section 4.1.1. . In addition, a way of representing an experimental 3D PSF using a
few number of 2D basis images is investigated and results from comparisons between
the experimental PSF and PCA estimated PSF are presented in the Section 4.1.2.

44

4.1.1

PCA-based PSF representation using theoretical PSFs

The CosmPsf tool of the open source software package COSMOS was used to
generate the PSFs based on the Gibson and Lanni PSF model44. A 63X/1.4 NA oil
immersed objective lens was simulated assuming that the specimen embedding medium
was water. The PSFs were calculated on a 64 x 64 x 64 grid, and both the axial and
lateral spacing were 0.1 µm which is below the Nyquist sampling interval. PSFs were
calculated in a range of 0 µm to 6 µm at an interval 0.1 µm.
The 3D TP-PCA, described in Section 3.2 (Page # 34), was applied to a set of 60
theatrically-determined PSFs. 30 principal components were computed from all the 60
PSFs using the TP-PCA algorithm implemented in the COSMOS CosmTools module.
Different numbers of components were used in the PSF representation, in order to show
the difference between the PCA-based PSFs from the true PSFs. Figure 11 and Figure 12
shows the first twelve base components and their corresponding coefficients,
respectively. The true PSF at 6 µm and corresponding PCA-based PSF using nine
components are depicted in Figure 15. The qualitative comparison between the XZ cut
views of the true (Figure 15a) PSF and PCA-based PSF (Figure 15b) shows substantial
agreement between the true PSF and PCA-based PSF.
To demonstrate the effect of the number of components in both stages of the TPPCA and to show a quantitative comparison between the true and PCA-based PSF, the
XZ cut view of the difference image between the true PSF and the PCA-based PSF was
calculated for different cases (Figure 16).
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Figure 15. PSF reconstruction from the components of PCA. (a) PSF
computed at 6 µm depth. (b) Reconstructed PSF using 9 principal
components.

Figure 16. PCA-based PSF difference from actual PSF. (a) B1=B2=30, the
sum of absolute difference is 6.83e-8. If 3 components are taken for
restoration
sumnumber
of difference
becomes
0.0102,
(b) B1=B2=9,
thenumber
sum ofof
In Figure
16a, the
of components
in the
first stage
(B1) and the
absolute difference is 6.83e-8. In case of 3 component restoration it becomes
0.0102, (c) B1=B2=3, the sum of absolute difference is 0.0582.
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Number of components in the second stage (B2) are both considered to be equal to
30. In this case, the sum of all the pixels in the difference image is 6.83 x 10-8. In the case
of B1 = B2 = 9, the sum of the image difference is 4.10 x 10-7 as shown in Figure 16b. It
is noted that if B1 is either 30 or 9 and B2 = 3, the error sum becomes 0.0102. If the
number of components in both stages are three (B1 = B2 = 3), the error sum is 0.0582 as
shown in Figure 16c. Based on these results, it is recommended to keep the number of
components large enough to keep the estimation error minimum27 in the first stage
whereas a few number of components (i.e. three or five )41 is fairly enough in the second
stage.
4.1.2

PCA representation reduces noise in experimental PSF

Major sources of noise in fluorescence microscopy are shot noise that causes due to
the statistical variation of the photons collected by the CCD3, background noise due to
auto fluorescence of the sample, and readout noise which is added during the analog to
digital conversion in the CCD3,45. Among these noises, shot noise and backgroung noises
follow Poission distribution, and readout noise follows Gaussian additive noise
distribution45.
To study the effect of noise on the PCA-based PSF, a statistical and eigen-space
analysis of the noise and clean image was performed through the autocorrelation and
eigen values, respectively. Three equal sized 3D volumes were considered, and among
those two of them were corrupted by Poisson and Gaussian noise and the rest of them
was a noise-less 3D simulated microscopic image. Autocorrelation and eigen values of
the XZ images of the corresponding 3D volume were computed using xcorr2 and svd
MATLAB routine and the comparison is presented in Figure 17.
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Figure 17. Effect of noise on PCA based image representation. (a) Distribution of
Poisson random noise over a 2D space, (b) Distribution of Gaussian random noise
over a 2D space, (c) XZ view of a simulated microscopic image of a sphere, (d)
autocorrelation computed for the images in (a)-(c), (e) eigenvalues of the noise
distributions and the noise-less image. Autocorrelation shows that, the noise-less
image is highly correlated and very few eigen values are significant in case of
clean image.
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A 61 × 64 × 64 constant (unit intensity at everywhere) image was generated using
MATLAB, and to generate poission noise from the constant image, the image was scaled
by a factor of 100 and a new intensity image (that follows passion distribution) was
generated using poissrnd routine as shown in Figure 17a. Gaussian noise with zero mean
and unit variance was generated using randn routine and was added to the unit intensity
image as shown in Figure 17b .The simulated microscopic image of a sphere as shown in
Figure 17c was generated suing the COSMOS. Gaussian and Poission noise known to
affect microscope images were assumed to be uncorrelated.
Figure 17a-c show the XZ view images of the Poisson and Gaussian noise
distribution, and a noise-less image, respectively. The noise-less image is highly
correlated as seen from Figure 17d and thus only a few number of eigenvalues are
significant, whereas for noise distributions, all the eigenvalues have a significant
contribution (Figure 17e). As a result, if the noisy image is represented from a few
numbers of principal components, the effect of noise is reduced.
4.1.3

PCA-based PSF representation from an experimental PSF

In this section, the use of 2D PCA computed from a single experimental PSF
captured using a Zeiss AxioImager 2.0 with the 63X/1.4 NA oil immersed objective lens
is investigated. For the data-acquisition, a 175 nm in diameter fluorescent sphere
embedded in glycerol (RI = 1.47) was used as the point source, while the emission
wavelength used was 515 nm. The image was detected using a CCD camera which has a
pixel dimension of 6.45 µm × 6.45 µm. A region of interest (ROI) of 4.18 µm × 4.18 µm
× 8.1 µm was selected keeping the maximum intensity point at the center of the 3D
volume.
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A set of 2D images was formed using the 2D axial planes of the 3D PSF. Applying the
2D PCA, 2D component images and their corresponding coefficients were determined.
Figure 18a shows the weight of the eigenvalues; it is observed that the first few (i. e. up
to five) eigenvalues have significant weights compared to the other eigen values. Hence,
five principal components was assumed to be a reasonable approximation to represent the
experimental PSF. Figure 18b shows that NSME3D (Equation 2.12) between the
experimental PSF and the PCA-based PSF decrease very slowly after five principal
components (PCs). Therefore, PCA-based PSF restored with five PCs was used to show
the comparison between experimental PSF and PCA-based PSF.
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Figure 18. Demonstration of the effect of number of the principal components
(PC) on the accuracy of PCA-based PSF representation through the eigen-space
analysis. (a) Weight of the eigen values of the XZ plane of experimental PSF; (b)
NMSE3D between the experimental PSF and PCA-based PSF decreases with the
increase of the number of PCs considered to represent the PSF.
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Figure 19 shows the XZ cut views of the experimental PSF and the PCA-based PSF.
Note that, the PCA-based PSF is less noisy compared to the experimental PSF. Four axial
planes of the experimental PSF and PCA-based PSF at -1.0 µm, 0.5 µm, 0.5 µm and 1.0
µm are shown in Figure 20. The top row represents the PCA-based planes and the bottom
row represents the corresponding planes of the experimental PSF. As is evident, the
images of the PCA-based PSF planes are less noisy compared to those from the
experimental PSF.

Figure 19. Representation of an experimental PSF using the 2D PCA algorithm.
XZ cut view image of: (a) the experimentally acquired PSF; and (b) the PCAbased PSF using five basis images. Lens: 63X/1.4 NA oil immersed; Sample
consists of a bead embedded is glycerol (RI = 1.47); emission wavelength = 515
nm; axial and lateral spacing is 0.1 µm and ROI grid size is 41 × 41 × 81.

A quantitative comparison between the experimental PSF and the PCA-based PSF of
Figure 20 is shown in Figure 21, and Figure 22 in the spatial and frequency domain,
respectively, using the intensity plot along the maximum intensity point of the
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corresponding XZ planes. The intensity profile confirms that, no significant PSF feature
is lost due to expressing the PSF using the 2D basis components.
The 2D PCA-based PSF representation is an efficient way of representing the 3D
PSF. Furthermore, the PCA-based PSF is less noisy compared to the experimental PSF.
algorithm (described in Section 4.2).

Figure 20. Comparison between the experimental PSF axial planes and the PCAbased PSF axial planes using the 2D PCA algorithm. Top row shows XY-section
images (i.e. images at different focal planes) of the PCA-based PSF using five
basis images and bottom row shows corresponding planes from the
experimentally acquired PSF . Lens: 63X/1.4 NA oil immersed; Sample consists
of a bead embedded is glycerol (RI = 1.47); emission wavelength 515 nm; axial
and lateral spacing is 0.1 µm; ROI grid size is 41 × 41 × 81. The axial distances
(-1.0 µm, -0.5 µm, +0.5 µm and 1.0 µm) are measured from the best focal plane.
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Figure 21: Quantitative comparison of the experimentally acquired PSF and the
PCA-based PSF. (a) XZ view of the PCA-based PSF, (b) Intensity profile through
the maximum intensity of the XZ view of the image along the dashed line as
shown in (a).

Figure 22: Quantitative comparison of the experimentally acquired PSF and the
PCA represented PSF in frequency domain. (a) XZ view of the Fourier transform
of the experimental PSF (or OTF), (b) XZ view of the Fourier transform of the
PCA-based PSF, and (c) Intensity profile through the maximum intensity along
the dashed line as shown in (a).
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4.2

Performance Evaluation of the PCA-based Restoration Using Simulations

To investigate the performance of the PCA-EM algorithm (described in Section 3.6)
in restoring simulated image, both the noiseless and noisy simulated image of a computer
generated object was restored, and the results are shown in Sections 4.2.1 and 4.2.2,
respectively. The effect of regularization in restoring noisy images is also demonstrated,
and a method to choose the regularization parameter properly is described (Section
4.2.2).
4.2.1

Noiseless 3D intensity image restoration

A simulated noiseless microscopic image of a test object was used to investigate the
performance of the PCA-EM image restoration algorithm in restoring the fluorescence
intensity in the object, using a qualitative and quantitative comparison between the true
object and its restored image. The effect of the number of principal components and the
number of iterations used in computation of the PCA-EM on the accuracy of the
restoration was also studied and quantified.
A numerical test object with two micro rings centered at (48,64,110) and
(78,64,140) in a 128 × 128 × 256 grid, was generated using a voxel size of 0.1 µm in
physical dimension (Figure 23a). The outer diameter of the rings was 4 µm and the shell
thickness was 1 µm. The rings were placed at different depth to investigate the
performance of PCA-EM in restoring a thick specimen. 256 theoretical PSFs were
computed in the range of 0 µm to 25.6 µm at an interval of 0.1 µm, using the Gibson and
Lanni PSF model44 and the vectorial field approximation theory46. A 63X/1.4 NA oil
immersed objective lens was simulated assuming that the specimen embedding medium
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was water. The PSFs were calculated on a 128 × 128 × 128 grid, and both the axial and
lateral spacing was 0.1 µm, which is below the Nyquist sampling interval.
To generate the simulated 3D image, the depth-variant imaging model, implemented
in the variant tab of the CosmTools, was computed using all the 256 PSFs (Equation 2.4).
To get the best approximation of the forward model image, 256 strata were used where
the strata size was 1, and the starting slice of the object (start of strata) was set as slice #0
to consider the whole field of view (FOV) in the image space. The image space was
mapped to a physical 3D volume of dimension12.8 µm x 12.8 µm x 25.6 µm. Figure 23a
shows the XZ cut-view image of the numerical object with the two rings and Figure 23b
shows the corresponding simulated forward model image.

Figure 23: Simulated depth-variant imaging of numerical object. (a) XZ view of
the two 6 µm micro rings. Top ring is centered at a depth of 11.1 µm and bottom
ring is centered at a depth of 13.8 µm. (b) Simulated image of the two ring object
shown in Figure (a). Lens: 63X/1.4 NA oil immersed objective lens; Specimen
embedding medium: water. Wavelength: 515 nm.
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Fifty principal components were calculated from all 256 PSFs using the CosmTool
module of the COSMOS47. From these, three, five and ten principal components were
used for the restoration using the PCA-EM algorithm, which was run up to 10,000
iterations. The restored images from this study are shown in Figure 24, Figure 25, and
Figure 26 for iterations 1000, 5000, and 10,000, respectively. Overall, it can be observed
from the restored images in Figure 24, Figure 25, and Figure 26, that with increasing
number of iterations and number of components, the restoration result improves. Figure
24f shows a quantitative comparison between the restorations obtained after 1000
iterations using a different number of components. For this comparison, the intensity
profile through the line shown in Figure 24a, was plotted. From the intensity profile
(Figure 24f), it is observed that though the restoration gets better with the increase of the
number of principal components, the difference in the restoration performance is not
significant between the results obtained using 5 and 10 components. This is quantified by
the NMSE3D computed in each case between the true object and its restored image, which
was found to be: 0.01127 in the case of 3PCs; 0.0686 in the case of 5 PCs; and 0.0731 in
the case of 10 PCs).
Figure 25 compares the restoration results after 5000 iterations. It is seen from the
restored images that in the case of five and 10 PC, the restoration improves with the
increase of the number of iterations compared to the results shown in Figure 24.
However, for the three PC case, the restoration becomes worse. This is due to the model
mismatch between the three PC components approximation and a more accurate
representation of the DV imaging conditions over a 25.6 µm range of depth (where the
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Figure 24. Noiseless performance evaluation of the PCA-EM algorithm.
Simulated two 4 µm rings restoration result after 1000 iterations. XZ view of the:
(a) object, (b) simulated image, (c) restoration using 3 principal components (PC),
(d) restoration using 5 PC, (e) restoration with 10 PC. (e) Intensity profile long the
diagonal line shown in. (a). The restoration gets better with increasing number of
PC.
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Figure 25. Simulated two 6 µm ring bead restoration result after 5000 iterations.
(a) XZ view of the object, (b) simulated image, (c) restored using 3 principal
components (PC), (d) restored using 5 PC, (e) restored with 10 PC, (e) intensity
profile long the line shown in true Figure a. Restoration gets better with increase
of the number of iteration.
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Figure 26. Simulated two 6 µm ring bead restoration result after 10000 iterations.
(a) XZ view of the object, (b) simulated image, (c) restored using 3 principal
components (PC), (d) restored using 5 PC, (e) restored with 10 PC, (e) intensity
profile long the line shown in true Figure a. Restoration gets better with increase
of the number of iteration.
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refractive index difference between the objective immersion medium (oil with RI =
1.518) and the sample embedding (water with RI = 1.33) was high).
Figure 26 shows the restored images after 10,000 iterations which demonstrate that,
in case of the five and ten PCs, the restored images improves; however, in case of the
three PCs where the solution is ill-posed because of using insufficient number of
components, the restored images further deteriorates. Therefore, enough number of the
principal components should be used to restore the blurred images to avoid the artifacts in
the restored images.
4.2.2

Noisy 3D intensity restoration

Simulated noisy images of a test object with different SNR were restored to
investigate the performance of the PCA-EM algorithm with regularization when applied
to noisy microscopic images. The restored images were compared to the true object both
qualitatively and quantitatively. The effect of the regularization parameter (R) on the
restored images along with a method to choose the proper value of R was also studied.
The noisless image shown in Figure 23b was corrupted by both the Poission and
Gaussian noise following the method described in Section 1.2, and the overall SNR
(Equation 2.13) was equal to 11.2 dB, 10 dB and 6.8 dB, respectively. The noisy images
were restored using different amount of roughness panelties and resutls are summarized
in Figure 27 to Figure 29, respectively. Images were restored using 10 principal
componets in order to avoid restoration artifact due to a reduced number of componets
(Figure 26c). Restored images after 10,000 iterations are displayed. Figure 27a-f shows
the XZ cut views of the restored images for different amounts of regularization using the
roughness penalty (with a regularization parameter, R = 0.000005, 0.00001,0.0001, 0.001
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Figure 27: Performance evaluation of the PCA-EM using noisy simulations.
Simulated noisy image (overall SNR 11.2 db) restoration with different amount
of roughness penalty. XZ views of the 3D images are shown: (a) Noisy
observation. Restored image with (b) R = 0.000005, (c) R = 0.00001, (d)
R=0.0001, (e) R = 0.001, and (f) R= 0.01. 63X/1.4 NA oil immersed les. Object
embedding medium is water. Intensity profile is drawn through the line shown
in Figure 26a. 10 principal components were used in the restoration. Results
after 10000 iterations are displayed.
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Figure 28: Performance evaluation of the PCA-EM using noisy simulations.
Simulated noisy image (overall SNR 10.0 db) restoration with different amount of
roughness penalty. XZ views of the 3D images are shown: (a) Noisy observation.
Restored image with (b) R = 0.000005, (c) R = 0.00001, (d) R=0.0001, (e) R =
0.001, and (f) R= 0.01. 63X/1.4 NA oil immersed les. Object embedding medium
is water. Intensity profile is drawn through the line shown in Figure 26a. 10
principal components were used in the restoration. Results after 10000 iterations
are displayed.
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Figure 29: Performance evaluation of the PCA-EM using noisy simulations.
Simulated noisy image (overall SNR 6.8 db) restoration with different amount of
roughness penalty. XZ views of the 3D images are shown: (a) Noisy observation.
Restored image with (b) R = 0.000005, (c) R = 0.00001, (d) R=0.0001, (e) R =
0.001, and (f) R= 0.01. 63X/1.4 NA oil immersed les. Object embedding medium
is water. Intensity profile is drawn through the line shown in Figure 26a. 10
principal components were used in the restoration. Results after 10000 iterations
are displayed.
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and 0.01) implemented in the COSMOS estimation module [19, 35]. Note that,
restoration gets better with the increase of the regularization parameter; however, over
regularizing blurs the restored images (Figure 27f). As a result, an optimal value of R
should be used in restoring noisy image, and the method of choosing an optimal
regularization parameter is discussed at the end of this Section.

Figure 30: Regularization test of noisy image restoration. Three different noise
labels are simulated as: (a) SNR 11.2 dB; (b) SNR 10 dB; and (c) SNR 6.8 dB.

It is observed from the above study that different amount of regularization (R) gives
different restoration accuracy. To find the optimal value of R, noisy images with different
SNR were restored using a wide range of R, and the NMSE3D (Equation 2.12) between
the true object and restored images were plotted against the R (Figure 30). It is observed
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that a small change in the regularization parameter value leads to a large change in the
restoration accuracy, and with the increase of the noise (decrease in SNR), the optimal
value of R also increases. It is observed that a different amount of regularization is
required in order to reach the minimum restoration error at different levels of noise. For
example, in the cases of SNR = 11.2 dB (Figure 30a), 10 dB (Figure 30b), and 6.8 dB
(Figure 30c), the optimal value of the R was found to be equal to 0.00004, 0.0001 and
0.0003, respectively. This study, confirms the well-known result that the amount
regularization is noise dependent and that only proper use of regularization will improve
the restoration performance, while over-regularizing will deteriorate the result.
Restoration results obtained with the PCA-EM algorithm from the noisy images with
SNR 11.2 dB, 10 dB, and 6.8 dB using optimal regularization parameters are compared in
Figure 31. The NMSE3D between the true image and the restored images are 0.0176,
0.014, and 0.0289 in case of SNR 11.2 dB, 10 dB, and 6.8 dB, respectively. It is observed
that in the presence of high noise, the restoration error is also higher as evident in the XZ
view images of the restored images with SNR = 6.8 dB as shown in Figure 28. Therefore,
source of noise in the imaging system should be rectified properly to maintain the SNR as
high as possible during data acquisition. Figure 31d shows that, the PCA-EM algorithm
converges at all SNR with the optimal regularization parameter (R).
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(d)

Figure 31: PCA-EM restoration from noisy images with different SNR label
using the optimal regularization value (determined experimentally). XZ
views of the 3D restored image from noisy image with SNR: (a) 11.2 db; (b)
10 db; (c) 6.8 db. (d) The PCA-EM algorithm converges with optimal R.
Ring diameter is 4 µm. Shell thicknesses 1 µm.
Results after 10000
iterations are displayed because the algorithm converged (bottom panel).
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4.3

Comparison between PCA-EM and DV-EM

To investigate the performance of the PCA-EM with that of the DV-EM algorithm, ,
a comparative study was done using the simulated image of a micro ring. The
performance of the PCA-EM was compared to the DV-EM both in terms of restoration
accuracy and execution time.
The micro ring was generated on a 256 × 256 × 400 grid centered at (128,128,200),
it spanned axially between slice #150 to slice # 250, and each voxel was mapped to 0.1
µm in physical distance. The diameter of the micro ring was 6 µm, shell thickness was 1
µm. 100 theoretical PSFs were generated as the method described in the Section 4.2.1. To
generate the simulated 3D image, the depth-variant imaging model, implemented in the
variant tab of the CosmTools, was computed using all the 100 PSFs (Equation 2.4). To
get the best approximation of the forward model image, 100 strata were used where the
strata size was 1, and the starting slice of the object (start of strata) was set as slice #150
to consider the axial depth of 10 µm as the field of view (FOV) in the image space. The
image space was mapped to a physical 3D volume of dimension 25.6 µm x 25.6 µm x 10
µm. The image was restored with two, four, six, eight, and ten components in case of
PCA-EM and with two, four, six, eight, and ten strata in case of DV-EM. In each case,
the restoration algorithm was run for a 1000 iterations.
Figure 32 shows the XZ cut views of the restored images. It is observed qualitatively
that in case of the PCA-EM algorithm, two principal components (PC) provide a
reasonable restoration (Figure 32 a) of the micro ring which becomes adequate when 4
PCs are used (Figure 32 b). In the case of the DV-EM algorithm, at least six strata
(Figure 32 h) are required for a reasonable restoration. Figure 33 shows the normalized
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mean square error (NMSE3D) vs. number of PCs (PCA-EM)/ strata (DV-EM) curve,
which demonstrates that in case of PCA-EM the restoration accuracy is higher compared
to the DV-EM with a comparable number of PC/ strata. However, with a higher number
of -PCs in the PCA-EM -or strata in the DV-EM algorithm restore the image with a
reduced error.

Figure 32. Performance comparison between the PCA-EM and DV-EM. XZ cut
views of the restored images using PCA-EM with: (a) 2 PC; (b) 4 PC; (c) 6 PC;
(d) 8 PC; and (e) 10 PC. XZ cut views of the restored images using DV-EM with:
(f) 2 strata; (g) 4 strata; (h) 6 strata; (i) 8 strata; and (j) 10 strata. Lens: 63X/ 1.4
NA oil immersed object lens; specimen embedding medium is water; voxel
dimension 0.1 µm. Center of the micro ring is at 5 µm, diameter is 6 µm, and
shell thickness is 1 µm.
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Figure 33. Comparison of the restoration
PCA-EM and DV-EM algorithm in terms
means square error (NMSE3D) computed
restored objects. It appears that the error
converged in this study.

accuracy between the
of the 3D normalized
between the true and
for the PCA-EM has

To demonstrate the performance comparison between the PCA-EM and the DV-EM
algorithm in terms of execution time, the number of PCs (PCA-EM)/ strata (DV-EM) was
plotted with respect to the execution time in hours after 1000 iterations (Figure 34). It is
observed that in the case of two PCs (PCA-EM), it takes ~five hours whereas in case of
two the strata (DV-EM), it takes ~15 hours to execute 1000 iterations. Furthermore, with
the increase of the number of strata/ PC, execution time increases rapidly in case of the
DV-EM compared to the PCA-EM. Though it is observed form Figure 32 that with a
higher number of strata/ PC, both algorithms can restore the image at approximately the
same reduced error, the high execution time (i.e. 5.61 hours / stratum in case of the DVEM, whereas 2 hours / PC in case of the PCA-EM) makes the DV-EM algorithm less
desired that the PCA-EM algorithm.
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Figure 34. Comparison of the execution time between the PCA-EM and DV-EM
restoration algorithm. Both algorithms show a linear behavior of the execution
time with respect to the resources used.

4.4

Experimental Image Restoration

To verify the performance of the PCA-EM image restoration algorithm in practical
application, an experimentally acquired image of a test object (6 µm in diameter micro
ring, with a shell thickness of 1 µm) was restored, and the results are represented in
Section 4.3.3. A simulated image similar to the experimental image was also restored to
gain the knowledge about the experimental imaging condition and to also validate the
performance on the algorithm with demonstrated consistency between results from
simulated and experimental data. The results from this study are shown in Section 4.3.3.
4.4.1

Experimental setup

The test object was made using fluorescence micro rings (catalogue #, Molecular
Probes, Inc. [48]). The bead has double stain on it; the blue that labels it throughout, and
the green that labels only a spherical ring.
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Figure 35. Schematic of the slide preparation for imaging fluorescent ring with an
outer diameter of 6 µm and a ring thickness of 2 µm. (Credit to: S. Ghosh).

The micro ring was diluted in water at 1:10 ratio, and a droplet of the diluted
solution was dried on the slide for 24 hours. At the same time, one droplet of 170 nm
flouro-spheres solution diluted in water (1:10 ratio) was dried on the cover slip to use as a
reference to determine the depth of the micro ring from the cover slip. After drying, one
droplet of Glycerol was used on the top of the micro ring layer on the slide, and then the
cover slip was attached with the slide using nail polish. In Figure 35 a schematic of the
slide preparation is depicted. The 3D image from this sample (Figure 36a) was captured
using a ZEISS AxioImager 2.0, with a 63X/1.4 NA oil immersed (RI =1.515) objective
lens, a CCD camera with pixel size 6.45 µm, an axial step size of 0.1 µm, and wavelength
of 515 nm. The depth of the micro ring was measured from the axial movement of the
motorized microscope stage, and was found to be 65 µm.
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4.4.2

Simulating a forward image similar to the experimental image

Since, we restore the experimental image with a theoretical PSF, it is important to
match all the experimental parameters of the imaging setup. To match the experimental
setup with a simulation, an image of a numerical object similar to the experimental test
object was generated, and compared to confirm that the model used by the restoration
algorithm is adequate.

Figure 36: Comparison between the experimentally acquired image and
simulated image of the micro ring. XZ cut view image of the: (a)
experimental image of six µm diameter ring bead; (b) simulated image
of a similar object as in (a). Lens: 63X/1.4 NA oil immersed; Micro ring
is embedded is glycerol (RI 1.47); emission wavelength 515 nm; axial
and lateral spacing is 0.1 µm; depth of the center of the micro ring from
cover glass is 65 µm.

A simulated micro ring with a six µm outer diameter was generated on a 256 × 256 ×
512 grid using the CosmTool module of COSMOS 47. The micro ring was centered at
(128,128,256) and spanned from axial slice #226 to slice #286. 60 theoretical PSFs were
computed in the range of 62 µm to 68 µm using the Gibson and Lanni PSF model 44 and
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vectorial field approximation theory 46. All other microscope parameters were set as in
the experimental image. The simulated image was generated with all the PSFs using the
method as describe in Section 4.4.1 where the number of strata was 60, the strata size was
one, and the starting slice of the object (start of strata) was set as slice #226. The XZ cut
view images of the microscope acquired image of the micro ring and corresponding
simulated image is shown in the Figure 36 a and b, respectively. The experimental image
was rescaled according to the Equation 2.10 to correct for the real and apparent depth due
to spherical aberration. In this experiment, because of using the oil (RI = 1.518)
immersed objective lens, and the glycerol (RI = 1.47) as specimen embedding medium,
the rescaling factor was computed as 1.03, and this changed the diameter of the 6 µm
micro ring to 6.18 µm. For this reason, the difference between the rescaled experimental
image and the non-rescaled experimental image is not evident Figure 37. However, in the
case of imaging thick samples where the amount of refractive index difference between
the immersion medium and the specimen embedding medium is high, rescaling will play
a vital role.
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Figure 37: Quantitative comparison between the experimental image,
rescaled experimental image and simulated image of the ring bead
using intensity profiles. The intensity profile is drawn through the
maximum intensity point of the XZ images as shown in Figure 36.

To show the quantitative comparison between the experimental image and simulated
image, both the axial and lateral intensity profile comparison is shown in Figure 38. The
lateral intensity profile (Figure 38b) is drawn along the horizontal line shown in Figure
38a, and the axial intensity profile (Figure 38d) is drawn along the vertical line shown in
Figure 38c. The intensities of both the simulated and experimental images are normalized
from 0 to 1, and the experimental image is registered properly to match its maximum
intensity point with that of the simulated image. The intensity profiles demonstrate the
accuracy of the forward imaging model.
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Figure 38: The comparison between the experimental image and the simulated
image (b) Lateral intensity profile through the maximum intensity point of the
XZ cut view along the line shown in (a); (d) Axial intensity profile through
the maximum intensity point of the XZ view along the line shown in (c).
Experimental image is rescaled along z to compensate for the index mismatch
between objective immersion medium and specimen embedding medium.
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4.4.3

Simulated micro ring restoration

The simulated micro ring (Figure 36b) was restored using the PCA-EM algorithm
that is implemented in the CosmEstimation module of COSMOS 47 with thee, five, and
ten principal components. The object location in the image space was set from slice #226
to slice #286 (for simulated image all the information is known. The PCA-EM alogorithm
was run up to 10,000 iterations and results were stored after each 1000 iterations. Results
are summarized in Figure 39 for three different numbers of PC components used and
iterations. Note that, the appearance of the restored images get closer to the true object in
either case, as iterations increase Figure 39 (c,f,g). Restoration gets better after 5000
iterations; however, there is no substantial difference between the restored images after
5000 iterations and 10,000 iterations. Effect of the number of components is quantified
though an axial and lateral intensity profile along the center of the micro rings (Figure
40). No significant difference in the restored image is observed in either direction which
suggests that three components are fairly enough to restore the micro ring. Remember
that, in the case of our previous restoration results of two micro rings (Section 4.4.1),
three principal components made the solution ill-posed and did not converse at higher
iterations. This happened because of large field of view (FOV) (25.6 µm), and the higher
refractive index difference (the lens immersion medium was oil with RI = 1.518, and the
specimen was embedding in water that has RI = 1.33) made the PSFs more variant
compared to our current experiment. To demonstrate the effect of the number of
iterations on the restoration, similar lateral and axial intensity profiles are shown between
1000 to 5000 iterations in Figure 41. It is observed that, restoration along lateral direction
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Figure 39: Investigation of the PCA-EM algorithm performance using the
simulated micro ring image with a different number of principal components
(PC), and for different number of iterations. XZ cut view images of the micro
rings restored using three PC after: (a) 1000 iterations; (b) 5000 iterations; (c)
10,000 iterations. XZ cut view images of the micro rings restored using five PC
after: (d) 1000 iterations; (e) 5000 iterations; (f) 10,000 iterations. XZ cut view
images of the micro rings restored using ten PC after: (a) 1000 iterations; (b) 5000
iterations; (c) 10,000 iterations. Lens: 63X/1.4 NA oil immersed; PSF bead is
embedded is glycerol (RI 1.47); emission wavelength 515 nm; axial and lateral
spacing is 0.1 µm.
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Figure 40: Quantitative comparison between the micro ring restored (after 10,000
iterations) with a different number of principal components (PC). (a) Lateral
intensity profile through the center of the micro ring; (b) axial intensity profile
though the center of the micro ring. Intensity is shown in arbitrary units (a. u.).
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Figure 41: Quantitative comparison between the micro rings restored (using 3
principal components) after different number of iterations. (a) Lateral intensity
profile through the center of the micro rings; (b) axial intensity profile though the
center of the micro rings. Intensity is shown in arbitrary units (a. u.).
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gets better with the increase of the number of iteration; however, along axial direction, a
small difference in intensity peaks appears with increasing iterations.
4.4.4

Noise model and the effect of regularization

To study the effect of noise on the restoration of the experimental image, a noisy
simulated image was restored using regularization with different amount of the roughness
penalty to find the optimal value of the regularization parameter (R) as described in
Section 4.2.2. The simulated image was corrupted by both the Poisson and Gaussian
noise following the method described in Section 4.1.2. The variance of the additive
Gaussian noise was determined from the variance of a dark region of the experimental
image (Figure 42c), and then the multiplicative Poisson noise was imposed to match the
simulated noisy image with the experimental image.

Figure 42. Noise analysis of the experimental image. The additive Gaussian noise
variance is set as the variance of a blank region of the image. The overall SNR is
13.78 dB.
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As the Poisson noise depends on the intensity of the image, the SNR due to the
Poisson noise varies throughout the field of view (FOV) of the image, and the SNR will
be the maximum at the region shown in the (Figure 42b). The overall SNR of the
simulated noisy image was found as 13.78 dB (Equation 2.13).
Figure 43 shows the axial and lateral intensity profile of the experimental and noisy
simulated image, and it is observed that the simulated noisy image is comparable with the
experimental image.

Figure 43. Comparison between the experimental image and the simulated noisy
image. Both the axial and lateral intensity profile though is shown.
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The simulated noisy image was restored with different values of the regularization
parameters (R) to apply different amount of roughness penalty. The restored images are
not shown here to reduce redundancy. In each case the NMSE3D (Equation 2.12) were
computed between the true noise-less simulated object and the restored images. In the
range of values tested, the smallest NMSE3D was found for R = 10-7 (Figure 48).

Figure 44. NMSE3D between the simulated noise-less image vs. restored images
with different value of the regularization parameters (R). NSME3D is minimum for
R = 10-7.

4.4.5

Experimental micro ring restoration

Utilizing the experience of the simulated micro ring restoration, the experimentally
acquired image (described in Section 4.5.1) was restored. The region of interest (ROI) of
the experimental image was 336 x 336 x 512, which maps the physical dimension of 33.6
µm x 33.6 µm x 51.2 µm. As we determine the object from the image directly, it is
important to map the image space dimension into the object space dimension to get the
accurate estimation of the object. Note that, in the ROI of the experimental image, the
first axial slice does not correspond to the 0 µm depth. In the case of the simulated image,
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the object location in the image space was known accurately. On the contrary, for
experimental image there is no way of getting the exact location of the object in the
image space. However, as we have restored a simulated object similar to the experimental
image, it was possible to get an approximate location of the object space in the image
space. From the simulated image restoration results, we observed that three principal
components could substantially restore the micro ring, and therefore, we used three
principal components to restore the experimental image. Two different regularization
parameters R = 10-7 (determined from the simulated noisy image restoration described in
Section 4.4.4) and R = 0 (non-regularized) were used. The restored images for different
number of iterations of the PCA-EM algorithm are summarized in Figure 45. It is
observed from the restored images that the results without regularization are similar to
the regularized restored images, and this is happening because, the experimental image
has a high SNR (13.78 dB). In is important to note that, the ring has uniform intensity,
and while capturing the image of the micro ring, the ring with the best intensity was
selected. Therefore, it was possible to capture an image with high SNR. However, in the
case of biological sample, it is expected that data could have a lower SNR, and
regularization penalty will play a vital role in restoring the biological images.

84

Figure 45. Restored experimental images after different number of iterations of
the PCA-EM algorithm with (top row) and without (bottom row) regularization.
As the SNR of the experimental image is high, the effect of regularization is not
significant.

To study the effect of the inaccurate assumption of the objet location in the image
space, three different object locations separated by two µm were considered, and the
effect of using a different object location on the restoration result was investigated. We
used three principal components to restore the experimental image.
Figure 46 shows the restored experimental images where the object was considered
to be between slice #226 to slice #286. The XZ cut view images of the restored images
after different number of iterations are displayed in zoomed scale to show the details
(Figure 46b-e). It is observed that at 10,000 iterations unwanted vertical lines appear in
the restored images (Figure 46d-e). This is happening because the experimental images
are noisy and no regularization penalty was applied to restore the images. It is important
to mention that stopping the restoration at lower iterations is one kind of regularization
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and therefore, restored images at lower iterations (i.e. iterations 500 and 1000) do not
suffer from the appearance of the striping effect.

Figure 46. Performance analysis of the experimental micro ring restoration
considering the location of the micro ring is between slice # 226 to slice #286
using three principal components at different number of iterations. (a) XZ cut
view image of the experimental image; XZ cut view images after (b) 500
iterations; (c) 1000 iterations; (d) 5000 iterations and (e) 10,000 iterations. Lens:
63X/1.4 NA oil immersed; PSF bead is embedded is glycerol (RI 1.47); emission
wavelength 515 nm; axial and lateral spacing is 0.1 µm; depth of the center of the
micro ring from cover glass is 65 µm.

When the micro ring was restored considering the object between slice # 246 to 306
(Figure 47), the restored images are similar to the previous case (Figure 46) at lower
iterations; however, at higher iterations (i.e. iteration 10,000) a horizontal line appeared
though the slice number 246 of the restored images along with the vertical striping
(Figure 47e) and when the image was restored considering the location of the ring
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between slice # 266 to 326, the horizontal line appeared through the center of the restored
image (Figure 48e) at iteration 10,000.

Figure 47: Performance analysis of the experimental micro ring restoration
considering the location of the micro ring is between slice # 246 to slice #306
using three principal components at different number of iterations. (a) XZ cut
view image of the experimental image; XZ cut view images after (b) 500
iterations; (c) 1000 iterations; (d) 5000 iterations and (e) 10000 iterations. Lens:
63X/1.4 NA oil immersed; PSF bead is embedded is glycerol (RI 1.47); emission
wavelength 515 nm; axial and lateral spacing is 0.1 µm; depth of the center of the
micro ring from cover glass is 65 µm.
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Figure 48: Performance analysis of the experimental micro ring restoration
considering the location of the micro ring is between slice # 266 to slice #326
using three principal components for different number of iterations. (a) XZ cut
view image of the experimental image; XZ cut view images after (b) 500
iterations; (c) 1000 iterations; (d) 5000 iterations and (e) 10000 iterations. Lens:
63X/1.4 NA oil immersed; PSF bead is embedded is glycerol (RI 1.47); emission
wavelength 515 nm; axial and lateral spacing is 0.1 µm; depth of the center of the
micro ring from cover glass is 65 µm.

The effect of inaccurate assumption about the object location is summarized is
Figure 49. From the restored images after 10,000 iterations, we observe that our first
assumption about the object location (between slice # 226 and 306) is more accurate
compared to the other two assumptions. The artifact in the restored images associated
with the uncertainty of the object location can be removed by overestimating the object
axial support, however as a consequence the computational cost will increase; because,
we have to calculate the PSFs at every axial location, and the principal components have
to be computed from a large set of 3D PSFs which will make the process computationally
expensive.
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Figure 49: Performance analysis of the experimental micro ring restoration
considering the location of the micro ring is between different axial supports
using three principal components for 10,000 iterations. Lens: 63X/1.4 NA oil
immersed; PSF bead is embedded is glycerol (RI 1.47); emission wavelength 515
nm; axial and lateral spacing is 0.1 µm; depth of the center of the micro ring from
cover glass is 65 µm.
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4.5

Interpolated Coefficient PCA (IC-PCA)

In case of a thick sample, we need to apply TP-PCA on a large number of PSFs
computed at every axial location, which makes the computation of the TP-PCA
undesirably complex. Furthermore, the PCA-EM restoration algorithm requires
specifying the object location accurately in the image space to avoid unwanted artifacts
(Figure 49). However, the exact location of the object in the image space is not known,
and we can overcome this limitation by overestimating the object space in the restoration.
Consequently, the number of PSFs required for PCA calculation increases. Therefore, we
have developed an interpolated coefficient PCA (IC-PCA) (see Section 3.3) to overcome
the computational cost associated with PCA representation of large depths due to a thick
sample. The IC-PCA facilitates the use of a small number of PSFs over a wide range of
depth allowing overestimating the object space without increasing the computational
burden. Both simulated (Section 1.7.1) and the experimental (Section 1.7.2) images were
restored using the PCA-EM and the proposed IC-PCA method and compared with results
obtained without interpolation, both qualitatively and quantitatively.
4.5.1

Performance evaluation of the IC-PCA method using simulation

In this Section, a simulated thick microscopic image was restored using the IC-PCA
method and compared to the PCA-EM to investigate the effect of interpolating the
coefficients on the restored images. We used the Gibson and Lanni PSF model 44 along
with vectorial field approximation theory 46 to compute the theoretical PSFs. For the
simulated data (computed using COSMOS and the strata model), we used a 20X/0.8 NA
dry objective lens and a sample embedding medium of water. Voxel size was considered
as 0.15 µm3. To test our approach in simulation, a test-sample with five similar 3-µm in
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diameter sphere beads where the beads were placed within 0 µm to 30 µm (Figure 50a)
was used. 40 PSFs were used in the PCA computation and interpolation was used to
obtain coefficients that can represent 200 PSFs. The image was restored using three
principal components from the computed PCA.

Figure 50: Performance comparison between PCA-EM restoration (after 600
iterations) with and without interpolated coefficients (IC) from simulated data.
XZ view from the: (a) object; (b) simulated image; (c) PCA-EM restored image;
and (d) PCA-EM restored image with IC. Lens: 20X/0.8 NA air; specimen
embedding medium is water; voxel dimension is 0.15 µm3; beads are in the range
of 0 µm to 30 µm; diameter of each sphere is 3.0 µm.

The restoration performance of the PCA-EM algorithm with two different PCA
implementations is shown in Figure 50c and d. Figure 50a shows the XZ view of the
simulated object and Figure 50b shows the XZ view of its simulated image, which shows
the depth variability in the imaging process. The restored images in both cases are
qualitatively the same. The normalized mean square error (NMSE) between PCA-EM
and PCA-EM with interpolated coefficients (IC) is 1.03x10-4 and quantifies the
insignificant difference between these results.
4.5.2

Application of the IC-PCA method to experimental image restoration

In this section, the effect of interpolating the coefficients, using the IC-PCA
approach, was studied by restoring an experimentally acquired microscopic image, and
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was compared with the PCA-EM results obtained without PCA interpolation. For the
experimental image restoration, the image of the test object described in Section 4.3 is
used.
Twenty numerically computed PSFs within a 60 µm to 80 µm depth ranges below
the cover glass were used to compute three PCA components and 3 x 20 PCA
coefficients using our proposed method. These were then used to represent 200 PSFs
needed for the PCA-EM algorithm restoration, by computing a 3 x 200 coefficients’
matrix using the interpolation. Simulated images that represent the experimental image
(Figure 51e) were also computed using COSMOS and different models: strata (Figure
51b) and PCA with (Figure 51d) and without (Figure 51c) interpolation.

Figure 51. Comparison between simulated and experimental images. (a) XZ view
of the numerical object. Simulated images were computed using different models:
strata-based [2] (a); PCA from Eq. (2) without interpolation (c), and PCA in Eq.
(2) with interpolated coefficients (IC) (d). XZ view of the experimentally
acquired image of a test-sample (see Figure 3) that looks like the numerical object
(e). Lens: 63X/1.4 NA oil immersed; specimen embedding medium is glycerol
(RI 1.47; diameter of the ring is 6 µm and shell thickness is 1 µm, and the micro
ring is located at a 65 µm depth below the cover glass.
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Figure 51 illustrates a comparison between simulated images of a micro ring (Figure
51 b-d) and the experimentally-acquired image (Figure 51e). The NSME between the
simulated images from the PCA and strata imaging models is 1.78x10-5, while the NMSE
between the strata and PCA-IC models is 1.87x10-5, confirming that the error due to the
interpolation is not significant.

Figure 52. Comparison of PCA-EM restoration results with and without
interpolated PCA coefficients. XY view from: (a) the PCA-EM restored micro
ring; and (b) the PCA-EM with interpolation (IC) restored micro ring. XZ view
from: (c) the PCA-EM restored micro ring, and (d) the PCA-EM with IC restored
micro ring. Estimated results after 1000 iterations of the PCA-EM algorithm are
displayed. Lens: 63X/1.4 NA oil immersed; specimen embedding medium is
glycerol (RI 1.47; diameter of the ring is 6 µm and shell thickness is 1 µm, and
the micro ring is located at a 65 µm depth below the cover glass.

A comparison of the restored experimental image obtained with the different PCA
implementations (with and without interpolation) and the PCA-EM algorithm is
presented in Figure 52. These results validate that the interpolation due to the reduced
number of PSFs in the PCA computation does not hamper the restoration process. The
observed elongation in the XZ-Section image of the spherical micro ring (Figure 52 c and
d) is due to the well-known missing cone of frequencies in wide field microscopy1.
Increasing the number of iterations has been shown to restore some of these frequencies
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in simulation, but in practice this is difficult because of the presence of noise in the
experimental data.
The image shown in Figure 52 d was restored by the proposed IC-PCA method
considering a 20 µm of field of view (FOV) using the 20 PSFs computed at an interval of
1 µm in the range of 60 µm to 80 µm; therefore, it was required to compute principal
components from those 20 PSFs, and this does not require large computational resource
(i.e. memory) to compute. However, if we would use the PCA-EM, we had to compute
principal components from the 200 PSFs computed at an interval of 0.1 µm in the range
of 60 µm to 80 µm, and that would require high performance computing facility (HPC)
with large memory to compute the principal components. Thus the IC-PCA is
advantageous over the PCA-EM with respect to the requirement of the computational
resource, and it facilitates restoring the thick sample with the large axial field of view.
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CHAPTER 5
5

DISCUSSION AND CONCLUSION

In this thesis, the performance of the TP-PCA algorithm in representing a set of 3D
depth-variant PSFs was first studied as part of an investigation study about the
performance of PCA-EM restoration algorithm for 3D fluorescence microscopy of thick
samples. As part of the PCA investigation, an experimentally acquired 3D PSF was
successfully represented from its 2D PCA base images. A detail study was performed to
demonstrate the performance of the PCA-EM algorithm in restoring both the simulated
and experimental images of a test object. A comparison study was conducted between the
PCA-EM and DV-EM algorithms in terms of the restoration accuracy and execution time
to show the advantages obtained from using the PCA-EM algorithm. Furthermore, to
reduce the computational cost associated with PCA-EM restoration algorithm, an
interpolated coefficient PCA (IC-PCA) method has been proposed and tested for use with
the PCA-EM algorithm.
In the first Chapter, the basic principal of the wide field fluorescence microscope
was reviewed, and various challenges associated with 3D imaging were described. In the
second Chapter, the image resolution criteria, along with the depth variant expectation
maximization (DV-EM) algorithm were reviewed. In Chapter three, the TP-PCA
approach, the PCA-based forward image estimation model, and the PCA-EM restoration
algorithms were described. In addition, the motivation of using interpolated coefficients
to reduce the computational cost associated with the PCA-EM restoration algorithm in
case of restoring thick sample and the development of the interpolated coefficient PCA
(IC-PCA) restoration methods were described in Chapter 3.
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In Chapter 4, results were shown based on the theories described in Chapter 3. In
Section 4.1 performance analysis of the TP-PCA in representing a set of 3D PSFs was
demonstrated using a set of simulated PSFs, and the effect of the number of principal
components (PC) on the accuracy of the PSF estimation was studied both in terms of
qualitative and qualitative performance metrics. Additionally, the effect of the number of
PC in the first and second stages of the TP-PCA method on estimating the PSFs was
studied. It was observed that increasing the number of PCs in both stages increased the
accuracy in the PSF representation; however, using more PCs results in increasing the
computational time of the PCA-EM restoration algorithm. Nevertheless, results show
that it is possible to use only a few number of PCs without reducing the restoration
accuracy by using a large number of PCs in the first stage of TP-PCA, and a small
number of PCs in the second stage. For example, when we used nine PCs in the first
stage and three PCs in the second stage instead of using three PCs in the both stages of
TP-PCA, the PSF estimation accuracy increased by a five-fold (see Section 1.1.1). In
Section 4.2, it was demonstrated using a statistical and eigen-space analysis that the
amount of noise in an experimental PSF is reduced in its PCA-based representation. In
Section 4.3 an experimentally acquired 3D PSF was represented successfully by its 2D
base images without loss of information shown both in the spatial and Fourier domain. It
was observed from the eigen-space analysis that only the first five eigenvalues of the
experimental PSF were significant; therefore, five PCs were able to represent the
experimental PSF adequately. It was also observed that, the PCA-based PSF was
denoised significantly by the PCA representation. In Section 4.4 a detailed study was
presented to show the performance of the PCA-EM (TP-PCA based expectation
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maximization) image restoration algorithm with noisy and noiseless simulated images.
Estimated object intensities were compared to the true object using qualitative and
quantitative performance measure metrics. The effect of regularization in restoring noisy
images was studied and a method of choosing optimal regularization parameter was
investigated. It was observed from our analysis that the restoration accuracy will increase
with increased number of PCs and iterations; whereas insufficient number of components
may case artifacts and the restoration may become worse with the increase of the number
of iterations (see Figure 26c). From the noisy image restoration results, it was observed
that the use of an optimal regularization parameter (R) increased the restoration accuracy;
however, in case of a low SNR (e.g., 6.8 dB) the restoration error was high in spite of
using an optimal R (see Figure 31c). Therefore, the noise level should be minimized as
much as possible during data acquisition. In Section 4.5, results from a comparison study
between the PCA-EM and DV-EM algorithm showed that the performance of PCA-EM
is better compared to the DV-EM both in terms of restoration accuracy and execution
time. In Section 4.6 the performance of the PCA-EM algorithm applied to experimental
data was demonstrated by restoring an experimentally acquired image of a test object. It
was shown that three principal components were sufficient to restore the image
adequately. It was also observed that uncertainty of the object location in the image space
caused artifacts in the restored images, which can be removed by overestimating the
object location in the image space during the restoration process; however this results in
an increased number of DV-PSFs required for the PCA-EM estimation, and thus, in an
increased computation cost of the TP-PCA method. To address this problem, an
interpolated coefficient PCA technique (IC-PCA) was proposed to reduce the
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computational resources (i.e. DV-PSFs) required for the PCA computation, and results
from its use with the PCA-EM algorithm were presented in Section 4.7. Performance of
IC-PCA has been investigated through a comparison of results obtained with the PCAEM using PCA with and without interpolation, from simulated and experimental images
of a test object. This study showed that interpolating coefficients does not affect
restoration accuracy while it does reduce computational cost significantly.
Future Work

Through the performance study of the PCA-based image restoration algorithm
(PCA-EM) presented in this thesis concluded that images of thick samples that suffer
from spherical aberration can be restored with high accuracy. Therefore, the PCA-EM
algorithm is a potential field for further investigation. Suggestions for future work
include investigation of the depth range that can be restored efficiently using PCA-EM
algorithm, using a particular number of principal components for different imaging
conditions of a biological sample . The idea of representing a 3D PSF by its 2D principal
components using the 2D PCA presented in Section 4.3 can be extended to solve the
forward image estimation problem which may further accelerate the PCA-based forward
image estimation algorithm, and the computational efficiency of the PCA-based image
restoration may improve consequently. In this thesis, a comparative study was performed
between the strata based DV-EM and PCA-EM algorithm with a 10 µm thick sample; for
a more rigorous comparison, a thicker sample can be used for the comparison.
A recent study performed by our collaborator Dr. Lutz H. Schaefer, Senior Scientist
at the Advanced Imaging Methodology Consultation, Kitchener, Ontario, Canada,
showed (in personal communication) that it is possible to solve the 3D PCA by
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converting the 3D space to a 2D space by exploiting the circular symmetry of the PSF,
which has improved the computational efficiently of the PCA-EM significantly. This
newly implemented method can be studied and compared with the existing PCA-EM, and
at the same time IC-PCA can also be combined with the new implementation for further
improvement.
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