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Zusammenfassung
In der vorliegenden Arbeit wird mit Hilfe der verallgemeinerten Eichtheorie/Gravitations-Duali-
tät, welche stark gekoppelte Eichtheorien mit schwach gekrümmten gravitativen Theorien ver-
bindet, stark korrelierte Quantenzustände der Materie untersucht. Der Schwerpunkt liegt da-
bei in Anwendungen auf Systeme der kondensierten Materie, insbesondere Hochtemperatur-
Supraleitung und kritische Quantenzustände bei verschwindender Temperatur. Die Eichtheorie/-
Gravitations-Dualität entstammt der Stringtheorie und erlaubt eine Umsetzung des holographi-
schen Prinzips. Aus diesem Grund wird eine kurze Einführung in die Konzepte der Stringtheorie
und ihre Auswirkungen auf das holographische Prinzip gegeben. Für das tiefere Verständnis der
effektiven Niederenergie-Feldtheorien wird zusätzlich die Supersymmetrie benötigt. Ausgestat-
tet mit einem robusten Stringtheorie-Hintergrund wird die unterschiedliche Interpretation der
Dirichlet- oder D-Branen, ausgedehnte Objekte auf denen offene Strings/Fäden enden können,
diskutiert: Zum einen als massive solitonische Lösungen der Typ II Supergravitation und auf der
anderen Seite, ihre Rolle als Quelle für supersymmetrische Yang-Mills Theorien. Die Verbindung
dieser unterschiedlichen Betrachtungsweise der D-Branen liefert eine explizite Konstruktion der
Eichtheorie/Gravitations-Dualität, genauer der AdS5/CFT4 Korrespondenz zwischen der N “ 4
supersymmetrischen SUpNcq Yang-Mills Theorie in vier Dimensionen mit verschwindender β-
Funktion in allen Ordnungen, also eine echte konforme Theorie, und Type IIB Supergravitation
in der zehn dimensionalen AdS5 ˆ S5 Raumzeit. Darüber hinaus wird das Wörterbuch, das zwi-
schen den Operatoren der konformen Feldtheorie und den gravitativen Feldern übersetzt, im
Detail eingeführt. Genauer gesagt, die Zustandssumme der stark gekoppelten N “ 4 supersym-
metrischen Yang-Mills Theorie im Grenzwert großerNc, ist identisch mit der Zustandssumme der
Supergravitation unter Berücksichtigung der zugehörigen Lösungen der Bewegungsgleichungen,
ausgewertet am Rand des AdS-Raumes. Die Anwendung der perturbativen Quantenfeldtheo-
rie und die Verbindungen zur quantenstatistischen Zustandssumme erlaubt die Erweiterung des
holographischen Wörterbuchs auf Systeme mit endlichen Dichten und endlicher Temperatur.
Aus diesem Grund werden alle Aspekte der Quantenfeldtheorie behandelt, die für die Anwen-
dung der “Linear-Response”-Theorie, der Berechnung von Korrelationsfunktionen und die Be-
schreibung von kritischen Phänomenen benötigt werden, wobei die Betonung auf allgemeine
Zusammenhänge zwischen Thermodynamik, statistischer Physik bzw. statistischer Feldtheorie
und Quantenfeldtheorie liegt. Des Weiteren wird der Renormierungsgruppen-Formalismus zur
Beschreibung von effektiven Feldtheorien und kritischen Phänomene im Kontext der verallge-
meinerten Eichtheorie/Gravitations-Dualität ausführlich dargelegt. Folgende Hauptthemen wer-
den in dieser Arbeit behandelt: Die Untersuchung der optischen Eigenschaften von holographi-
schen Metallen und ihre Beschreibung durch das Drude-Sommerfeld Modell, ein Versuch das
Homes’sche Gesetz in Hochtemperatur-Supraleitern holographisch zu beschreiben indem ver-
schiedene Diffusionskonstanten und zugehörige Zeitskalen berechnet werden [1], das mesoni-
sche Spektrum bei verschwindender Temperatur und schlussendlich holographische Quantenzu-
stände bei endlichen Dichten [2]. Entscheidend für die Anwendung dieses Rahmenprogramms
auf stark korrelierte Systeme der kondensierten Materie ist die Renormierungsgruppenfluss-
Interpretation der AdS5/CFT4 Korrespondenz und die daraus resultierenden emergenten, ho-
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lographischen Duale, welche die meisten Beschränkungen der ursprünglichen Theorie aufheben.
Diese sogenannten “Bottom-Up” Zugänge sind besonders geeignet für Anwendungen auf Frage-
stellungen in der Theorie der kondensierten Materie und der “Linear-Response”-Theorie, mittels
des holographischen Fluktuations-Dissipations-Theorem. Die Hauptergebnisse der vorliegenden
Arbeit umfassen eine ausführliche Untersuchung der R-Ladungs-Diffusion und der Impulsdiffusi-
on in holographischen s- und p-Wellen Supraleitern, welche durch die Einstein-Maxwell Theorie
bzw. die Einstein-Yang-Mills Theorie beschrieben werden, und eine Vertiefung des Verständnis-
ses der universellen Eigenschaften solcher Systeme. Als zweites wurde die Stabilität der kalten
holographischen Quantenzustände der Materie untersucht, wobei eine zusätzliche Diffusions-
Mode entdeckt wurde. Diese Mode kann als eine Art “R-Spin-Diffusion” aufgefasst werden, die
der Spin-Diffusion in Systemen mit frei beweglichen “itineranten” Elektronen ähnelt, wobei die
Entkopplung der Spin-Bahn Kopplung die Spin-Symmetrie in eine globale Symmetrie überführt.
Das Fehlen der Instabilitäten und die Existenz einer “Zero-Sound” Mode, bekannt von Fermi-
Flüssigkeiten, deuten eine Beschreibung der kalten holographischen Materie durch eine effektive
hydrodynamische Theorie an.
Abstract
In this dissertation strongly correlated quantum states of matter are explored with the help of
the gauge/gravity duality, relating strongly coupled gauge theories to weakly curved gravita-
tional theories. The main focus of the present work is on applications to condensed matter
systems, in particular high temperature superconductors and quantum matter close to criticality
at zero temperature. The gauge/gravity duality originates from string theory and is a particular
realization of the holographic principle. Therefore, a brief overview of the conceptual ideas be-
hind string theory and the ramifications of the holographic principle are given. Along the way,
supersymmetry and supersymmetric field theories needed to understand the low energy effective
field theories of superstring theory will be discussed. Armed with the string theory background,
the double life of D-branes, extended object where open strings end, is explained as massive
solitonic solutions to the type II supergravity equations of motion and their role in generating
supersymmetric Yang-Mills theories. Connecting these two different pictures of D-branes will
give an explicit construction of a gauge/gravity duality, the AdS5/CFT4 correspondence between
N “ 4 supersymmetric SUpNcq Yang-Mills theory in four dimensions with vanishing β-function
to all orders, describing a true CFT, and type IIB supergravity in ten-dimensional AdS5 ˆ S5
spacetime. Furthermore, the precise dictionary relating operators of the conformal field theory
to fields in the gravitational theory is established. More precisely, the partitions functions of the
strongly coupledN “ 4 supersymmetric Yang-Mills theory in the largeNc limit is equal to the on-
shell supergravity partition evaluated at the boundary of the AdS space. Applying the knowledge
of perturbative quantum field theory and its relation to the quantum partition function the dictio-
nary may be extended to finite temperature and finite density states. Thus, all aspects of quantum
field theory relevant for the application of linear response theory, the computation of correlation
functions, and the description of critical phenomena are covered with emphasis on elucidating
connections between thermodynamics, statistical physics, statistical field theory and quantum
field theory. Furthermore, the renormalization group formalism in the context of effective field
theories and critical phenomena will be developed explaining the critical exponents in terms of
hyperscaling relations. The main topics covered in this thesis are: the analysis of optical prop-
erties of holographic metals and their relation to the Drude-Sommerfeld model, an attempt to
understand Homes’ law of high temperature superconductors holographically by computing dif-
ferent diffusion constants and related timescales [1], the mesonic spectrum at zero temperature
and holographic quantum matter at finite density [2]. Crucially for the application of this frame-
work to strongly correlated condensed matter systems is the renormalization flow interpretation
of the AdS5/CFT4 correspondence and the resulting emergent holographic duals relaxing most
of the constraints of the original formulation. These so-called bottom up approaches are geared
especially towards applications in condensed matter physics and to linear response theory, via
the central operational prescription, the holographic fluctuation-dissipation theorem. The main
results of the present work are an extensive analysis of the R-charge- and momentum diffusion
in holographic s- and p-wave superconductors, described by Einstein-Maxwell theory and the
Einstein-Yang-Mills model, respectively, and the lessons learned how to improve the understand-
ing of universal features in such systems. Secondly, the stability of cold holographic quantum
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matter is investigated. So far, there are no instabilities detected in such systems. Instead, an
interesting additional diffusion mode is discovered, which can be interpreted as an “R-spin dif-
fusion”, resembling spin diffusion in itinerant electronic systems where the spin decouples from
the orbital momenta and becomes an internal global symmetry. The lack of instabilities and the
existence of a zero sound and diffusion mode indicates that cold holographic matter is closely
described by an effective hydrodynamic theory.
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Modern physics is and has been very successful in approaching the explanation of physical phe-
nomena by resting on two seemingly very different philosophies: The first approach has been
dominating for centuries and followed the reductionist viewpoint of finding a unified fundamen-
tal description of all physical phenomena. The second approach takes into account the lessons
learned from quantum mechanics and confusingly entangled systems to identify the dominating,
emergent degrees of freedom characterizing the observed phenomena. Recently, these two ap-
proaches have been coming closer and may even be connected by a fascinating duality involving
string theory and strongly coupled non-perturbative quantum field theories with the help of a
new principle, known as the holographic principle, which is not fully understood yet.
Before the onset of modern physics in the 20th century, the main driving idea of understanding
the physical world was to find a accurate simplification and subsequent description in terms of
the available contemporary mathematics. Every physical system described by a collection of ex-
perimentally measured data can be eventually described by a single closed theory that may even
allow for predicting yet unobserved phenomena. Starting from Newton’s theory of point particles
extended by many physicist such as d’Alembert, Laplace, Lagrange, etc. which finally culminated
in Hamilton’s principle, describing our classical mechanical world by a simple quantity, known
as the action. Ontologically1, the physical world was viewed as a large, intricate mechanical
system whose evolution in time is mathematically described by Hamilton’s principle of an ex-
tremized action. The same reductionist approach even succeeded for systems with incredible
large number of particles such as gases, liquids and solids. Their thermodynamic properties may
be encoded in a single function, nowadays known as the entropy. It was possible to describe
all known classical interactions, the magnetic and electric phenomena and of course gravity by
a unified potential theory. By the end of the 19th century the reductionist approach presented
the physical knowledge in a deterministic closed theory, where the last closing links between the
microscopic world of point particles and the macroscopic world of thermodynamics were filled
in by Boltzmann’s statistical mechanics.
1Ontology is a branch of philosophy that studies the structure of existence and reality; or simply put tries to answer the
question ’what is?’.
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In the beginning of the 20th century physics radically shifted to completely new paradigms.
Albert Einstein was one of the first that drastically shifted the understanding of nature and in-
troduced the most powerful principle physicist heavily exploited afterwards: the invariance of
the real physical world under symmetries and the equivalence principle. Before Einstein’s special
relativity, unifying space and time, symmetries were only considered as yet another property of a
physical system that may be used to simplify its description. With the success of general relativity
the new era heralded by symmetrizing and geometrizing physical phenomena attracted mathe-
maticians such as Hermann Weyl, to find a unified framework were symmetries heavily constrain
the possible realization of physical systems. Another even more drastic shift was discovered by
Max Planck while trying to reconcile thermodynamic properties with an electromagnetic descrip-
tion by introducing the innocent constant h¯ to make sense of the calculation. In contrast to the
discovery of special and general relativity based more or less on pure theoretical reasoning, the
development of quantum mechanics was driven by experiments such as the Stern-Gerlach exper-
iment discovering the spin of the electron or spectroscopy on atomic and molecular gases. All
these effects could be traced back to the existence of a discretized description of nature which
approaches the continuous world for large energies, system size and time scales. However, the
implications of this innocent discretization are tremendous: as worked out by many physicist
such as Born, Heisenberg, Schrödinger, quantum mechanics radically breaks with the classical
mechanical deterministic world view. In quantum mechanics the reality is no longer part of the
physical framework, but is unveiled only by measurements in experiments. Ontologically, the
existence of an electron is absolutely unclear and only manifests its properties when measured.
Even so, its existence might be interpreted as a wave or a particle. As this bizarre theory un-
folded the symmetry principle was let to victory in particular by Weyl unraveling the connection
between intrinsic gauge symmetries and quantum mechanics. The properties being measured
with certainty are exactly those which belong to an intrinsic symmetry of the system. All prop-
erties of a fundamental quantum object are encoded in the conserved quantum numbers under
the symmetries of the system, regardless of its nature. Although, in a classical sense the “true”
nature of the quantum object is entirely unknown, the fundamental symmetries of nature classify
all fundamental quantum objects by their simple quantum numbers. The reductionist success of
describing all the fundamental objects and their interactions in terms of symmetries culminated
in the standard model of particle physics: explaining the strong and weak nuclear forces as well
as electrodynamic interaction in a unified framework. Furthermore, all fundamental particles are
classified according to their quantum numbers including flavor, color, baryon and lepton num-
bers as quarks, leptons, and gauge bosons transmitting the interactions. Some of the symmetries
are actually broken in nature therefore not all of these quantum numbers are conserved [3].
The standard model of particle physics is dealing with relativistic theories at high energies. But
quantummechanics and symmetries had a tantamount impact on physics involving states of mat-
ter, where we need to deal with a large interacting ensemble of physical objects. With the help of
quantum mechanical measurements the analysis of solids and molecular gases by spectroscopic
methods such as Raman-, X-ray-, or electron spectroscopy, magnetic resonances or neutron scat-
tering revealed the structure and composition of matter and its related symmetries. The scanning
tunneling microscope may even illustrate the structure of matter by a quantum mechanical in-
teraction between the probe and the sample. Symmetries allowed to classify all know stable
phases of matter and phase transitions are described by a change of these symmetries. For ex-
ample a simple melting process of a crystalline phase or solid to a liquid phase removes the point
and space symmetries of the crystalline phase by introducing a simple translation and rotation
symmetry of the liquid phase. This viewpoint is very different from the previous reductionist
viewpoint on symmetries in physics. Here we are dealing with emergent symmetries, not funda-
3mental symmetries. In both phases the underlying microscopic fundamental building blocks are
interacting by the same electromagnetic interaction and their quantum numbers such as electric
charge or spin are unchanged, let alone the quantum numbers involved in the standard model.
However, the relevant degrees of freedom characterizing the symmetries of the system and the
related quantum numbers are emergent degrees of freedom arising from collective excitations
of the system, which are often called quasi-particles to distinguish these composite quantum ob-
jects from the fundamental quantum objects. So even if we can understand the small distance
behavior in principle, the large scale macroscopic matter state is emerging and may be described
by a simple set of properties such as the dimensionality of the system and its symmetries. The
“standard model” of traditional condensed matter physics can be formulated as Landau’s sym-
metry breaking theory in combination with the Wilsonian renormalization group formulation of
effective theories and Fermi liquid theory. Considering the vacuum as a filled state of particles,
the Fermi liquid theory describes small perturbations about this particular vacuum state that
may be viewed as complicated entangled collective excitations of the particles creating the vac-
uum. Fermi liquid theory is relating interacting fermions to free fermions with redefined effective
properties such as their masses or the specific heat. The Fermi surface and the respective Fermi
momentum is not redefined due to Luttinger’s theorem. Interestingly, this seemingly very crude
approximation is perturbatively very successful although the strong Coulomb interaction is much
larger than the level spacing of different states close to the Fermi surface. Nearly all properties
of metals, semiconductors, insulators, magnetic materials, superconductors and superfluids may
be described by this theory and the different phases and phase transitions are characterized
by the Landau-Wilson symmetry breaking scheme. This seems to work for conventional matter
even close to zero temperature. Apart from thermal phase transition, there are also quantum
phase transitions triggered by quantum fluctuations at (quantum) critical points. For example
the superfluid-insulator transition can be understood as a quantum phase transition connecting
two different phases with different conserved quantum numbers. In the insulating phase we find
a definite particle number n of excited states and corresponding holes but their phase is totally
randomized. On the other hand in the superfluid phase the global Up1q symmetry describing the
phase ϕ of the quantum mechanical state is broken and the excitations of the system involve vor-
tices and anti-vortices with highly fluctuating particle numbers. Both quantum numbers cannot
be conserved due to Heisenberg’s uncertainty principle, i.e. rnˆ, ϕˆs “ ih¯ with ∆n∆ϕ “ h¯{2.
As the reader is surely aware, this picture is not complete. Both “standard models” in condensed
matter physics and in particle physics fail to describe a huge amount of known phenomena. First
of all, gravity as a fundamental interaction is missing in the standard model of particle physics.
So far gravity defied any description in terms of the quantum field theory framework. From the
reductionist viewpoint the problems arises due to the complicated nature of the symmetries in
general relativity. The general covariance forces us to quantize space and time itself and attribute
quantum numbers to spatial and time measurements. From effective field theory viewpoint grav-
ity is perturbatively non-renormalizable, so the high-energy completion is not accessible by a
typical renormalization group flow. Additionally, the origin of dark energy, dark matter and the
role of the cosmological constant are far from being understood. String theory, which originally
arose in the context of explaining the strong nuclear force prior to the invention of quantum
chromodynamics, is a strong candidate for providing a theory that treats all fundamental forces
in a unifying framework. The main idea is quite simple: point particles are replaced by strings
with finite length. Different elementary particles are generated by different low-energy excita-
tions of the fundamental string. There are also higher dimensional non-perturbative solitonic
objects that can be viewed as membranes or hyperplanes in the ten-dimensional background
spacetime required for consistency. While string theory is a promising candidate for a unified
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theory including gravity, the precise details are not completely understood so far,2 yet it gives
rise to astonishing mathematical relations that shed light on different areas of theoretical and
mathematical physics, mostly in the form of “unexpected” dualities. One of these amazing re-
lations, the gauge/gravity duality and its applications to quantum matter is the main focus of
this thesis. The gauge/gravity duality is a particular realization of the holographic principle of
gravitational systems. The holographic principle follows from the unusual thermodynamic be-
havior of black holes and in a wider sense every mass distribution that will eventually collapse
to a black hole. A black hole is the simplest spherical symmetric solution to Einstein’s equations
characterize only by its mass, charge and angular momentum. In particular its entropy is related
to the event horizon and thus scales as the area of the black hole and not the volume. Taking the
holographic principle seriously, it suggest that the complete information of a four dimensional
physical theory is encoded in a three dimensional horizon. The gauge/gravity duality connects
a four dimensional strongly coupled quantum field theory to a five dimensional weakly curved
gravitational system. The strong/weak duality is essentially needed to evade the Weinberg-
Witten theorem stating that gravity cannot emerge from a four dimensional local quantum field
theory. In this sense gauge/gravity teaches us two important lessons: A strongly coupled quan-
tum theory characterizing strongly correlated quantum states of matter can be described by a
simple classical gravitational theory in one dimension higher. Intricate entangled theories with
emergent excitations, e.g. quantum liquids, are simple related to properties of black hole hori-
zons. Thus, in a wider sense we may view the gauge/gravity duality not only as a strong/weak
duality, but also as a unification of emergent phenomena with reductionistic fundamental theo-
ries. Both of these lessons will play an important role in applying the gauge/gravity duality to
condensed matter systems exhibiting exotic quantum phases of matter.
The condensed matter “standard model” is fairly incomplete as well. There are condensed matter
systems that cannot be described by the Fermi liquid theory in conjunction with the traditional
Wilsonian effective theory viewpoint. Two very prominent systems that demands a new classifi-
cation scheme for quantum matter are the fractional quantum Hall effect and high temperature
superconductivity. The former arises in two-dimensional cold electron systems subject to large
magnetic fields with plateaus in the transverse resistivity at fractional values of the ratio of par-
ticle number to magnetic flux quanta in contrast to the integer quantum Hall effect with integer
values. This particular state of matter, an incompressible gapped liquid, cannot be described by
a long-range ordered phase and the conventional symmetry breaking mechanism, but rather by
a new kind of order arising from topological quantities. The discovery of novel phases of quan-
tum matter boosted the need for a new classification scheme in condensed matter physics to
characterize these exotic states of matter. Tremendous support came with the discovery of high
temperature superconductors, that ultimately heralded the new era of modern condensed mat-
ter physics. Recently, experimental progress in controlling strongly correlated electronic systems
and the exploration of strongly coupled fermionic/bosonic systems with the help of ultracold
gases presented a new picture of nature. Famous examples of novel quantum matter states are
spin liquids, high temperature superconductors, heavy fermion compounds, topological insula-
tors, quantum critical regions – sometimes called strange metals – connected to quantum critical
points, and as explained above the (fractional) quantum Hall states3 Let us give a brief overview
2The lack of success in explaining natural phenomena is surely not to blame on the theory itself, since the theory is far
from being understood. From my point of view it might be almost impossible to work out a physical theory without
experimental data. It would have been certainly impossible to identify the relevant degrees of freedom of the effective
low-energy theory of QCD, without studying/knowing hadrons. Similarly, no one could have guessed that electrons
interacting via the strong Coulomb interaction give rise to a simple quasi-particle description if not nature would have
experimentally told us so.
3See e.g. [4–8] and references therein.
5of the possible proposed classifications [9]:
• Looking at low-energy excitations of quantum matter with long-range entanglement
§ Gapped quantummatter, i.e. systems without zero energy excitationsÝÑ spin liquids,
quantum Hall liquids.
§ Conformal quantum matter, i.e. system with relativistic dispersion relations ÝÑ an-
tiferromagnets, graphene at zero voltage, ultracold atoms e.g. in superfluid insulator
transition in optical lattices
§ Compressible quantum matter, i.e. systems with ground states that changes smoothly
the expectation value of conserved charges ÝÑ Fermi liquids, Graphene at finite
chemical potential, strange metals in high temperature superconductors, superfluids,
(super-)solids, spin liquids
• Looking at ordering mechanism of zero temperature ground states
§ Gapped topological order, i.e. systems with topological degenerate ground states ÝÑ
fractional quantum Hall liquids, spin liquids, superconductors
§ Gapless quantum order, i.e. systems described by quantum phase transitions without
symmetry breaking ÝÑ Fermi liquids, strange metals
The classifications might not even be complete and we may hope to find more exotic quantum
states of matter. For example one might think of a gapless topological state protecting gapless
fermionic excitations or even massless gauge bosons in the spirit of the bosonic Nambu-Goldstone
modes arising in the symmetry breaking formalism [4]. These different phases characterized by
different quantum order are connected by quantum phase transitions [6], c.f . Figure 1.1, exhibit-
ing singularities in the ground state energy functional upon variation of external parameters in
the corresponding Hamiltonian. Several of the above system are strongly correlated liquids not
susceptible to perturbative methods. In particular kinetic theory and quasi-particle concepts
fail to accurately describe the quantum phases, for example in the above mentioned superfluid-
insulator transition the results are highly contradictory upon approaching the quantum critical
point (see [10] and references therein). In the strongly interacting cases, the “mapping” be-
tween the relevant degrees of freedom in the low-energy regime and the microscopic degrees
of freedom are far from being clear and understood. Furthermore, it seems that quantum field
theory alone is not enough to tackle strongly correlated systems and to explain these new states
of quantum matter. In particular solving strongly coupled quantum field theories poses some
challenges. First, there is no analytic recipe to calculate correlation functions or thermodynamic
properties. Thus one needs to resort to numerical analysis. This is usually done by lattice gauge
theories, working with discretized path integrals that can be handled by numerical approaches
such as the quantum Monte-Carlo method. This already leads to some problems. First, it is not
mathematically clear if the lattice gauge theory represents the entire continuous gauge theory in
the limit of vanishing lattice spacing. Secondly, for fermionic systems whose functional integral
representation cannot be bosonized the infamous sign problem renders any computation totally
useless. In general, this applies to high-density fermionic matter as found in strongly correlated
electronic systems, nuclear matter in neutron stars or heavy nuclei, the ground state properties
of quarks and the QCD phase diagram, c.f . Figure 1.2. Furthermore, transport properties needs
to be calculated in real time which introduces a highly oscillatory integrand eiS . The same is
generically true for all hydrodynamic processes and non-equilibrium calculations. In order to un-
derstand quantum matter/order at zero temperature and finite density we seem to have reached
an impasse.










Figure 1.1. A quantum phase transition is indicated by a non-analyticity in the ground state
energy which is driven by quantum fluctuations at zero temperature. Tuning the
external parameter g in the full Hamiltonian close to the critical value, the char-
acteristic energy scale ∆, associated with the low-energy excitations above the
ground state, approaches zero. For an infinite lattice this amounts to the limit
of an avoided or an actual level-crossing. For continuous quantum phase transi-
tions, ∆ „ J |g ´ gc|zν close to the quantum critical point where J denotes the
intrinsic/microscopic energy scale of the system, z and ν are the dynamical scaling
exponent and a critical exponent, respectively. The correlation length of the quan-
tum fluctuations diverges at the critical point i.e. ξ´1 „ λ |g ´ gc|ν with λ being the
inverse lattice spacing. In the finite temperature case, we may find a thermal phase
transition indicated by the solid line ( ). Typically this thermal phase transition
is of BKT type i.e. topological, since the quantum ordered phase does not break
any symmetries. Above the quantum critical point we find the quantum critical
region characterized by quantum and thermal fluctuations for ∆ ă kBT , exhibiting
a long-range quantum entanglement. In this region the classical description breaks
down since the imaginary time path integral is not sufficient to capture both ther-
mal fluctuations and quantum fluctuations and hence we need to resort to a full
complex valued functional in the partition function. Typically the classical theory
of thermal phase transitions can only be applied close to the thermal phase transi-
tion line ( ) terminating at the quantum critical point. The dashed lines ( )
denote crossovers from the quantum critical region into the effectively classical re-
gions ∆ ą kBT where quantum effects may be neglected since the timescale of the
relevant long-distance fluctuations is τ " h¯{kBT . On the other hand in the quan-
tum critical region we are close to the shortest possible equilibration time allowed
by the uncertainty principle, i.e. τ „ h¯{kBT . Quantum critical points are found
in heavy fermion compounds, pnictides, magnetic insulators and are suspected in
high temperature superconductors under the superconducting dome, where the
strange metal phase corresponds to the quantum critical region (see [7] and refer-
ences therein).
Luckily, as explained above gauge/gravity duality provides yet another trick to deal with strongly
correlated systems. Although, the original gauge/gravity duality originates from string theory
involving a conformal supersymmetric gauge theory and supergravity in a particular ten dimen-




























Figure 1.2. This is the state of the art QCD diagram including experimental data, lattice sim-
ulations and educated guesses. The experimental accessible region to study the
quark-gluon plasma lies at small densities and high temperatures, by smashing
heavy ions at high speed. In particular the critical endpoint of the first order chiral
phase transition line ( ) separating the confined hadronic phase from the de-
confined quark-gluon plasma (QGP) phase has been found in heavy ion collisions.
Note that so far we do not have sufficient data to understand the QGP phase in
detail. For finite light quark masses of the up u and d down quarks compared
to heavy strange s quarks, we find a crossover for small baryon densities. In the
hadronic phase the chiral symmetry is explicitly broken by the finite quark masses.
Cranking up the baryon chemical potential at low temperature, leads to a hadron
gas of individual nucleons, in the spirit of very small droplets of hadronized matter
until we reach the condensing phase where we find a nuclear matter liquid. For ex-
tremely low temperature, a cold nuclear superfluid is formed which is believed to
be found in the degenerated matter of neutron stars. For extremely high densities,
the difference of the u, d and s quarks are negligible, so flavor and color degrees of
freedom are locked in a collective mode, forming cooper pairs with common Fermi
momenta. There are two different phases of color superconductivity due to the
hierarchy of the quark masses with the strange quark mass much larger as the up
and down quark masses, ms " md « mu. If only the flavors of the up and down
quark are locked to the colors red and green, say, chiral symmetry is restored and
we find the two color superconducting phase denoted by 2SC. The color symmetry
group is broken from SUp3qc to SUp2qc, hence 8 ´ 3 “ 5 gluons become massive.
However it is not a superfluid since there are no broken global symmetries. Due to
the restored chiral symmetry, the 2SC phase is separated from the hadronic phase
by a first order phase transition ( ). The phase transition between the 2SC phase
and the full color superconductor CFL phase ( ) is also of first order since the
CFL phase again breaks chiral symmetry. Furthermore, the CFL phase is a true
superfluid with all symmetries broken and massive gluons exhibiting the Meißner-
Ochsenfeld effect known from electromagnetic Up1q superconductors. Finally, we
expect a first order phase transition separating the confined 2SC phase from the de-
confined QGP phase ( ). Due to the strongly correlated nature of the liquid QCD
phases and the high densities required to experimentally prepare such a state of
matter, the phase diagram is neither theoretically nor experimentally well known.
More details about the QCD phase diagram can be found in [11, 12] and in [13]
for lattice results.
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So far, no counterexample has been found that forbids a generalization of the original duality to
finite temperature, densities, non-supersymmetric backgrounds etc. Therefore, we simply need
to find an appropriate gravity theory that describes the essential key features of our strongly
coupled field theory and solve the corresponding classical gravity theory.
Strongly correlated condensed matter and gauge/gravity duality
Gauge/gravity duality has proved to be a valuable tool for exploring strongly coupled regimes
of field theories. The best studied example so far for applications to experimentally accessible
strongly coupled systems is the application to the quark-gluon plasma. A very important calcu-









Here the physical constants h¯ and kB are written out explicitly in order to illustrate the influ-
ence of quantum mechanics and thermal physics. The result seems to be supported by lattice
gauge theory computations and measurements conducted at RHIC. Recently the anomalous be-
havior of strongly correlated liquids and thermalization processes are in the focus to be tackled
by gauge/gravity methods [15]. The even more exotic phases of QCD are under investigation
e.g. [16], however, results should be taken carefully especially outside the experimentally reach-
able regimes since the holographic dual of QCD may not reproduce all features correctly. It has
been shown [17–19] that the universal result for the ratio of shear viscosity over entropy density
applies universally for any isotropic gauge/gravity duality model based on an Einstein-Hilbert ac-
tion on the gravity side. Exceptions are found by considering higher curvature corrections [20]
or anisotropic configurations, see [21,22] and [23].
As explained above condensed matter physics presents a huge plethora of experimentally con-
trolled and well-studied quantum states of matter, where a theoretical description is lacking.
For example, the pairing mechanism of the high-temperature superconductors and the existence
of a quantum critical point below the superconducting dome are pressing open questions, c.f .
Figure 1.3. Recently, the focus of applying the tools of the gauge/gravity duality has been
widened to other strongly coupled systems in physics, especially to problems in condensed matter
physics [24]. In particular, significant progress has been made in describing holographic fermions
(see [25–27] and references therein), superconductors/superfluids (for instance [28–32] and
references therein) and to some extent also to lattices [33–39]. For obtaining a solid general
framework for condensed matter applications of the gauge/gravity duality, it would be very
useful to derive a universal relation, similar in importance to (1.1), designed in particular for ap-
plications in condensed matter physics. Interestingly, the result (1.1) may be understood in the
context of condensed matter physics by a time scale argument. Here, the properties of quantum




sometimes called “Planckian dissipation” [40] which can be compared to the possible lower
bound for η{s given in (1.1). This seems to imply that the “strange metal phase” is a nearly
perfect fluid without a quasi-particle description as is the quark-gluon plasma, since both cases






























Figure 1.3. The phase diagram of a typical high temperature superconductor: many uncon-
ventional high temperature superconductors, known as cuprates, feature an ef-
fectively two-dimensional electronic system in a copper-oxide (CU2) layer back-
ground. The low-doping ground state of many oxides is described by an antiferro-
magnetic phase. Upon increasing the hole doping, the system enters the so-called
pseudo-gap region, describe by states with partial energy gaps in the Fermi surface.
The superconducting phase exhibiting the Meißner-Ochsenfeld effect, expelling
magnetic fields characterizing an ideal diamagnet, and vanishing direct current
resistivity is often called superconducting dome due to its shape. Optimal doping
refers to the top of the dome where the critical temperature is maximized. Above
the superconducting dome there is a non-Fermi liquid phase with unusual ther-
modynamic properties deviating from the Fermi liquid behavior. It is conjectured
that this phase might be a quantum critical phase with a quantum critical point,
located somewhere below the superconducting dome. At high doping we again
find a conventional Fermi liquid. The pairing or gluing mechanism inducing su-
perconductivity is still unknown, but it is highly unlikely a phonon induced attrac-
tion of electrons since no isotope effect has been detected. Since electron carries
charge and spin, there are other possibilities e.g. the exchange of spin fluctuation-
s/magnons or exotic quantum ordered states facilitate charge-spin separation. The
phase diagram of electron doped high temperature superconductors is roughly the
mirrored image along the temperature axis.




In the case of the quark-gluon plasma, a possible characteristic time scale can be defined by
η „ ǫτ. (1.5)
In typical condensed matter problems at quantum critical points, the relevant energy scale ǫ is
set by the thermal energy ǫ „ kBT . A very interesting universality shown by almost all types of
superconductors is Homes’ law. Thus, it is an exciting candidate to find a universal relation for
strongly coupled condensed matter systems [41] where the usual quasi-particle picture seems to
fail. Interestingly, the universality of Homes’ law seems to go beyond the “artificial” distinction
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between traditional and modern condensed matter physics since it displays a relation that works
for conventional superconductors and high temperature superconductors which can be regarded
as representatives of the old and the yet to be developed framework. So the main focus of
the present work lies in universal properties of quantum states of matter and their appropriate
realization as holographic models.
Outline of the thesis
The main topics covered in this thesis are: the analysis of optical properties of holographic met-
als and their relation to the Drude-Sommerfeld model, an attempt to understand Homes’ law
holographically by computing different diffusion constants and related timescales, the mesonic
spectrum at zero temperature and holographic quantum matter at finite density. The thesis is
structured as follows: In Chapter 2 we will extensively cover the all aspects of quantum field
theory relevant for the application of linear response theory, computing correlation functions,
and describing critical phenomena. In particular, the emphasis lies on elucidating connections
between thermodynamics, statistical physics, statistical field theory and quantum field theory.
The renormalization group formalism in the context of effective field theories and critical phe-
nomena will be developed explaining the critical exponents in terms of hyperscaling relations.
The chapter is concluded by a discussion of conformal field theories arising at critical points
in thermal field theory. In Chapter 3 we give a brief overview of the conceptual ideas behind
string theory and the ramifications of the holographic principle. Along the way we will discuss
supersymmetry and supersymmetric field theories needed to understand the low energy effec-
tive field theories of superstring theory. Armed with the string theory background, we move
on to explain the double life of D-branes, extended object where open strings end, as massive
solitonic solutions to the type II supergravity equations of motion and their role in generating
supersymmetric Yang-Mills theories. Connecting these two different pictures of D-branes will
give an explicit construction of a gauge/gravity duality, the AdS5/CFT4 correspondence between
N “ 4 supersymmetric SUpNcq Yang-Mills theory in four dimensions with vanishing β-function
to all orders, describing a true CFT, and type IIB supergravity in ten-dimensional AdS5ˆS5 space-
time. Furthermore, we will establish the precise dictionary relating operators of the conformal
field theory to fields in the gravitational theory. More precisely, the partitions functions of the
strongly coupledN “ 4 supersymmetric Yang-Mills theory in the largeNc limit is equal to the on-
shell supergravity partition evaluated at the boundary of the AdS space. Applying our knowledge
of perturbative quantum field theory and its relation to the quantum partition function we may
extend the dictionary to finite temperature and finite density states. The last part of this chapter
deals with the renormalization flow interpretation of the AdS5/CFT4 correspondence and the re-
sulting emergent holographic duals relaxing most of the constraints of the original formulation.
These so-called bottom up approaches are geared especially towards applications in condensed
matter physics and to linear response theory, closing the chapter with the central operational
prescription, the holographic fluctuation-dissipation theorem. In Chapter 4 we will discuss holo-
graphic s- and p-wave superconductors. In particular, we discuss the bottom-up approaches to
model the properties of superconductors or more precisely superfluids, i.e. the Einstein-Maxwell
theory and the Einstein-Yang-Mills model. The full holographic s-wave fluctuation equations in d
spacetime dimensions are derived and the respective correlation functions in the metallic phase
are investigated. The nature of the optical conductivity of the strongly coupled metallic phase is
compared to the Drude-Sommerfeld model in the regime ω ! T . For large frequencies the con-
formal limit set by the scaling dimensions of the current operator is recovered. Furthermore, the
s-wave and p-wave phase diagram is computed numerically with backreaction and for various
masses of the scalar condensate characterizing the s-wave superconducting phase. In order to
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calculate universal features of real world superconductors a holographic realization of Homes’
law is proposed. Homes’ law as explained above is not directly accessible to holographic calcu-
lations due to the very different nature of the gravitational dual. Thus, we explicitly rewrite the
original Homes’ law relation in terms of a simple universal statement about diffusive processes
i.e.DpTcqTc “ const. . The chapter concludes with an extensive analysis of the R-charge diffusion
and momentum diffusion in holographic s- and p-wave superconductors and the lessons learned
how to improve our understanding of universal features in such systems. In Chapter 5 we in-
vestigate the stability of a top-down construction describing cold holographic quantum matter.
As already realized in the previous chapter an intriguing quantum critical point arises in the
zero temperature finite density gravity background with finite entropy density, indicating a large
ground state degeneracy. The existence of charged bosonic and fermionic degrees of freedom let
us anticipate a non-trivial meta-stable state of quantum matter. Studying mesonic fluctuations
described by the fluctuations of the worldvolume fields of a single D7-brane embedded in a zero
temperature and finite density background does not reveal any instability and seems to imply
that the finite density AdS2 ground state is stable. In order to conduct the numerical quasi-
normal mode analysis we need to devise a new numerical scheme dubbed the “zig-zag” method
to deal with numerical instabilities arising from irregular singular points in the fluctuation equa-
tions about the finite density background. After complexifying the radial integration variable,
we invent an integration contour that avoids the entanglement of in- and outgoing waves and
allows for an easy extraction of the correct solution while avoiding branch cuts in the complex
radial plane of the finite density solution. Along the way, we discover an interesting additional
diffusion mode, which can be interpreted as an “R-spin diffusion”, resembling spin diffusion in
itinerant electronic systems where the spin decouples from the orbital momenta and becomes an
internal global symmetry. The lack of instabilities and the existence of a zero sound and diffusion
mode indicates that cold holographic matter is closely described by an effective hydrodynamic
theory. The final Chapter 6 gives an extensive discussion of the results obtained and how to
improve the approaches to gain an even deeper knowledge of universal features and the nature
of the strongly coupled ground states. An outlook to extend the top-down program to fermionic
excitations and to check Luttinger’s theorem in hyperscaling violating backgrounds is given.
Main results of this thesis
In the following the main results of this thesis are listed. Let me emphasize that all analytic
and numerical computation presented in this thesis have been executed by myself. Most of the
work reproduces known results in a different context and is used as a consistency check of my
derivations and extension. Yet some of the work is original and other parts have been derived in
close collaboration with the authors of [1,2].
• Universality in high temperature superconductors/Homes’ law:
The original empirically found relation by Homes et al. [42, 43] between the superfluid
density at vanishing temperature and the direct current conductivity measured at the crit-
ical temperature times the critical temperature, i.e. ρs “ CσDCpTcqTc, is not amenable
to a direct holographic formulation. We first reformulate Homes’ law in a way that we
can relate it to the aforementioned “Planckian dissipation” following [40] and construct a
holographic function describing the proportionality constant of Homes’ law in terms of the
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ˇˇ
d“4 “ 4πTcDMpTcq “
p2´ Q¯2qp2` Q¯2q










where Homes’ law holds for these functions to be constant. This is true in the probe limit
Q¯ “ 0, where we neglect the backreaction of the matter content onto the background
geometry. Unfortunately, the black hole charge Q¯ as a function of the critical chemical po-
tential is not constant but rather monotonically decreasing. The ramifications of this result
are discussed in detail in Chapter 6. Independent of Homes’ law the derivation of the phase
diagram and the computation of the diffusion constant yield invaluable insight into holo-
graphic superconductors/superfluids, such as a non-trivial relation between the density of
a holographically ideal conductor and the superfluid density in the superconducting phase.
• Properties of cold holographic matter:
We compute the quasi-normal mode spectrum of mesonic operators in a zero temperature,
finite density background described by a certain embedding function of a D7-brane. As
there is some circumstantial evidence that the system might be unstable, such as finite
entropy density at zero temperature and charged degrees of freedom, our quasi-normal
analysis does not reveal any instabilities. We discover a diffusive mode related to an in-
ternal global SUp2q symmetry that resembles a spin diffusion process known in itinerant
electronic condensed matter systems. All results are computed numerically, where the
presence of irregular singular points forced us to devise a numerical integration scheme
adapted to the problem.
2
Field Theory
In this chapter we will lay the groundwork for understanding thermal properties and dynamical
processes of complex physical systems. These systems typically involve a large amount of in-
teracting entities and thus we need to adapt our mathematical language to efficiently deal with
the essential information we want to extract. One of the major tools to treat such systems are
field theoretic methods, encoding the minimal amount of information, crucial to understand and
reproduce measurable effects. The main concern lies on systems that are related to condensed
matter phenomena found in nature, such as metals and superconductors. In particular we will
see that the field theoretic methods developed and explained here fail to cope with novel types
of condensed matter system that cannot be classified using the traditional scheme of symmetry
breaking and renormalization.
2.1. Quantum Field Theory
Overview
• Why use field theory?
Ñ calculate measurable observables, e.g. correlators of operators, spectral densities,... .
• Quantum mechanics is just a 0` 1 dimensional field theory.
• Thermal field theory/statistical field theory is related to quantum field theory.
There are several ways to approach field theories. What is common to all approaches is the
removal of any discrete entities by an averaging prescription in such a way that the physically
measurable quantities are unchanged. This can be done since averaging lies at the very heart
of any measuring device. In principle there is always a finite resolution, so there are no exact
“point-like” measurements.1 Here we will start from the quantum mechanical viewpoint and
1Experimentally, it is possible to do a single measurement to determine the spin of a single atom, for instance. The
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extend it to infinitely many degrees of freedom. This procedure is somewhat strange because
we will restructure the theory which is usually known under the (misleading) term “second
quantization”.
2.1.1. Path integral formulation of quantum mechanics
Quantum mechanics is an intrinsically probabilistic theory. Although the time evolution is deter-
ministic, it is not possible to predict the outcome of an experiment. Even worse, the experiment
has to be iterated many times to obtain meaningful information about the system under the same
initial conditions. If an experimenter would be allowed to do an experiment only once, the result
would be absolutely meaningless. This statistical nature will be made explicit in the functional
integral formulation of quantum mechanics. In quantum mechanics the path integral defines
expectation values of quantum operators. It encodes the basic principle of quantum mechanics,
i.e. the superposition principle: we can view the path integral as a weighted summation over
all possible paths of the system in phase space. Since the physical time is a true parameter in
quantum mechanics (there is no time operator tˆ), we can understand this sum as the complete
possible/accessible history of the physical system.2 The derivation is quite simple and will be
outlined with emphasis on the physical implications:
i View the path integral as a limit of n-slits placed at N discrete points, which effectively
describes free space in the limit n Ñ 8 and N Ñ 8. Since we will construct the path
integral in phase space (parametrized by the position q and the momentum p) we can
apply the nÑ8 limit at the beginning.
ii Take the unitary time evolution operator
Upt1, tq “ e´ ih¯H pt1´tqΘpt1 ´ tq, ˇˇΨpt1q D “ Upt1, tq |Ψptq y , (2.1)
where Θpt1 ´ tq denotes the Heaviside distribution defined as
Θptq “
#
1 t ą 0
0 t ă 0 (2.2)
The time evolution operator is applied N times with discrete time step ∆t “ pt1´tq{N to
describe the time evolution of the system from the fixed initial state | qi y at t “ 0 to the











































where we inserted the resolution of identityż
dqk | qk y x qk | “ 1, (2.4)
at each intermediate time step in the q representation and omitted the limiting process
N Ñ8.
statement "point-like" should be taken mathematically, i.e. it is impossible to read off an absolutely exact value
instantaneously.
2This idea goes back to Dirac and was later refined and truly appreciated by Feynman.
2.1. Quantum Field Theory 15
iii Look at a single infinitesimal transition amplitude and note that the Hamiltonian generi-
cally depends on both phase space variables q and p, so we need to insert a complete set of






















































H pq ,pq∆t “ e´ ih¯T ppq∆t e´ ih¯V pqq∆t e 12 p´ ih¯ q2rT ppq,V pqqs∆t2 eOp∆t3q . (2.6)
The factorization is exact only if
“
T ppq,V pqq‰ “ 0. Alternatively and more general, we
can write all p operators to the left of all q operators in the Hamiltonian up to linear order
in ∆t. Interestingly, this implies that for very short timescales the kinetic/momentum con-
tributions disentangle from the potential/position contributions. Since we are considering
infinitesimal time steps in the limit N Ñ 8 we can discard all p∆t2q terms. Additionally,
the momentum space representation is the Fourier transform of the position space repre-
sentation
| q y “
ż



























































































Note that we have an additional integration over p0 coming from x q1 | . . . | qi “ q0 y as well
as an additional summand k “ 0 in the exponential.
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iv Finally, take the N Ñ 8 and ∆t Ñ 0 limit (keeping t “ N{∆t fixed) which yields the
continuous path integral. The measure will be denoted by










Furthermore, the sum over the discrete set turns into an integral over the dense time














Bt1 ” 9qptq, (2.11)






















ppt1q 9qpt1q ´Hpqpt1q, ppt1qq
¯
. (2.12)
The path integral can be viewed as a collection of infinitely many integrals summed up for each
point in time and weighted by the classical action in Hamiltonian form for all paths/configura-
tions starting in qi and ending in qf . Quantum mechanically it describes the propagation of the
quantum system from the state | qi y to the state | qf y with respect to the Hamiltonian H
There are mathematical issues which may impact physical calculations as well, so it is advisable
to carry out the steps iii and iv on page 15 explicitly for the problem at hand. Even for cal-
culating the free quantum propagator the path integral should be evaluated in discretized form
in order to regularize divergences. For quantum mechanical calculations we will ignore (at least
for all practical purposes) the following mathematical problems:
• The path integral measure is in general ill-defined for arbitrary path integrals. However,
for Gaussian integrals3 we can define a Wiener measure which is mathematically sound
(see Section 2.1.3)
• The weight function is a complex function and so weighting is strictly speaking not possible
because the complex numbers defy any ordering. So in principle we are not able to dis-
tinguish important contributions from insignificant contribution. It is also not clear if the
integral does converge at all. We can argue that physically the contributions with large clas-
sical action will be highly fluctuating and should average to zero. This argument is based
on the stationary phase approximation (see Infobox Stationary Phase Approximation on
page 18)
After introducing functional integrals we will see that there are remedies to the problem when
considering stochastic functional integrals (see Section 2.1.4 and Table 2.1). Apart from the fact
that the path integral is (maybe the most) “natural” representation of the quantum superposition
principle mentioned above, there are further advantages:
• The classical limit can be easily obtained. In fact we can view the path integral as being
composed of the classical solution (obeying the Hamilton equations of classical mechanics)
and the quantum corrections due to quantum fluctuations.
3Unfortunately, these are the only integrals we are able to solve, so we will use good approximation and/or transfor-
mations to obtain a Gaussian integral from a more complex path integral.
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• Non-perturbative effects such as the instanton solution to the quantum double well/tun-
neling problem can be easily constructed.
• Path integrals can be easily extended to functional integrals describing physics in d ` 1
dimensional spacetime. In this case the time slicing in the construction of the path integral
(see step ii on page 14) naturally gives rise to a time ordered correlations function of
operators.
Lagrangian formulation of the path integral
The path integral in Hamiltonian form (2.12) can be transformed into a Lagrangian version if
the momentum dependence of the Hamiltonian is purely quadratic
Hpq, pq “ p
2
2m
` V pqq, (2.13)
or can be brought into quadratic form by completing the square and shifting the integration
variable such that we have a factorization of the position integral and a true Gaussian integral















































































































Here we strictly evaluate the discrete time sliced integral and take the continuum limit N Ñ 8.
This is the reason why the time t sneaked into the denominator of the prefactor, which could have
been easily missed by just applying the Gaussian integration formula. Executing the continuum
limit on both sides of (2.15) and inserting it into (2.14) yields the path integral formulation with































Drqs ei{h¯Srq, 9qs . (2.16)
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For non-quadratic momentum integrals we need to employ the so-called stationary phase ap-
proximation:
Stationary Phase / Saddle Point Approximation




dz hpzq etfpzq «
tÑ8






in the limit tÑ 8 the value of I is best approximated at points where fpzq is extremized or
equivalently, the first derivative of fpzq vanishes. The contour C must be chosen such that
• the real part of fpzq is maximized,
• the imaginary part is stationary ÝÑ small fluctuations,
in order to obtain the correct approximation/asymptotic behavior of I.
This follows from the analyticity condition of complex functions, where both the real and imagi-
nary part have to solve the Laplace equations. Thus, neither the imaginary part nor the real part
can have an absolute extremum on the complex plane (except at the origin). In fact, Laplace
equations for the real and imaginary part yields a saddle point such that the maximum along
a certain contour is a minimum along another. The stationary curves for Im fpzq “ const. are
tangent to the gradient of Re fpzq, so the optimal contour follows the curve where the absolute
value of the function is maximally decreasing when moving through the saddle point. Therefore,
this approximation is sometimes called the “steepest descent method”.
Applying the stationary phase approximation to the Hamiltonian version of the path integral




pptq 9qptq ´Hpqptq, pptqq
¯
“ 9qptq ´ BHpqptq, pptqqBpptq
!“ 0, (2.18)
satisfies the stationarity condition. Solving the Hamilton equations for 9qptq and inserting this
into the integrand, removes the pptq dependence since it corresponds to the Legendre transfor-
mation from the Hamiltonian formulations to the Lagrangian formulation. Thus, the momentum
integration over p is dropped and the remaining factors can be absorbed into the definition of
Drqs following (2.17). In general this can always be done since the Hamiltonian equation (2.18)
is local in 9q and p and so it must hold for arbitrary k or at each time step, respectively. In the
case of quadratic integrals (2.13) the stationary phase approximation becomes exact (up to the
previous calculated normalization factor of the Gaussian integral).
Semi-classical approximation
The stationary phase approximation can be used to define the validity of the semi-classical limit
and allows the “splitting” into the classical path and quantum fluctuations about the classical
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solution which arise as corrections in 1{h¯. The solution to the saddle point equation are the
classical equations of motion (2.18) that minimizes the classical action. Thus, we can expand
about the saddle point solution up to quadratic order in the fluctuations
Srqs « Srqcls ` 1
2
ż





pq ´ qclqpt1q. (2.19)
Note that Srqs is strictly a functional and so we need to apply second order functional deriva-
tives. The first order functional derivative of Srqs vanishes when evaluated on solutions of the
equations of motion qcl. Note also that the second order functional derivative is positive defi-
nite since the classical solution minimizes the action and hence the convergence of the Gaussian






















where the sum over ℓ runs over the contribution from different saddle point solutions. For
h¯ Ñ 0 this is the dominant/leading term in the asymptotic expansion. To make the argument
mathematically more rigorous one should start from the analytic continuation and expand to
higher orders in the fluctuations. Then, the method of steepest descend ensures the convergence
of the Gaussian integrals and enables us to choose the constant phase such that the derivatives














where we see that higher order terms are suppressed with higher powers of t. This power
counting carries over to non-Gaussian integrals arising from higher order fluctuation terms in
the action Srqs.4 In general we would find contributions to the path integral (2.20) scaling withż
qf“qptq
qi“qp0q



















where n denotes the (even!) expansion order in the fluctuation. Again for h¯ Ñ 0 the classical
action is the leading term in the asymptotic expansion. Since this is an asymptotic expansion,
we can only truncate the series for systems where quantum fluctuations are small. With this
final remark we conclude our discussion on path integrals. For a more in-depth discussion and
detailed insight see the excellent textbooks [44,45].
2.1.2. Functional integrals & quantum field theory
When we switched to the path integral formulation of quantummechanics something miraculous
happened. The position and momentum operators somehow vanished from the actual calcula-
tions and were replaced by a classical action relying only on classical position and momentum
functions. Therefore, we are naturally led to the idea of demoting the position operator to a
classical parameter such as the time and thus allowing us to treat space and time on the same
4These higher order terms have to be expanded in order to perform the integral.





















































Figure 2.1. Various connection between the corner stones of theoretical physics. Formal sim-
ilarities and analogs in mathematical representation allows for interconnections
and methodical transfer between conceptual different physical frameworks. One
of the most fruitful and interesting connection is the mapping of quantum statistics
onto (classical) field theory.
footing.5 This gives way to a formulation where the quantum mechanical structure is imple-
mented in field valued operators ϕpt, xq describing the creation/annihilation of excitations from
a vacuum state at given time t and point x, in close analogy to wavelike excitations in classical
field theory (see Figure 2.1) The right eigenstates of the annihilation operators ak are called
coherent states







| 0 y , ak |ϕ y “ ϕk |ϕ y @k. (2.23)
Note that the “excitation number” is not constant and thus we cannot have an eigenstate for the
creation operator. It is possible to take the Hermitian conjugate of (2.23) to define a left eigen-
state for the creation operator a:. So for the functional integrals we will write the Hamiltonian
in the coherent state representation replacing the momentum and position eigenstates of the
path integral. Following the same steps ii to iv on page 15 as for the derivation of the path
integral we find the functional integral for quantum fields in d` 1 dimensions. The conceptional
difference lies in the interpretation of the transition amplitude. Now all calculations are done
with respect to the vacuum state | 0 y which removes our knowledge of the preparation of the
state and thus the boundary conditions of the initial and final state are removed




Dϕ eiSrϕs ÝÑ x 0;8| 0;´8y “
ż
Dϕ eiSrϕs . (2.24)
Note that we now need to use the Heisenberg picture where the state vectors are time indepen-
dent in order to compare to time dependent field operators, so we end up with the vacuum to
vacuum transition amplitude at t Ñ ˘8. We see that the propagator is now a correlation func-
tion of two field operators inserted at the spacetime points where excitations are created and
5This choice amounts to a quantum mechanical unitary position operator. One might wonder if there could be a way
to promote the classical parameter time t to a true Hermitian quantum operator tˆ (implying that time becomes
measurable). This leads us in the realm of “quantum spacetime”. Interesting ideas (also about the different meanings
of time) can be found in [46].
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annihilated
x qf ; tf | qi; ti y ÝÑ x 0;8|ϕptf , xf qϕpti, xiq | 0;´8y . (2.25)
Furthermore, we can view quantum mechanics as a 0 ` 1 dimensional quantum field theory,
where the pair of conjugated creation and annihilation operators ta, a:u is mapped to the conju-
gated position and momentum operator tq , pu by a canonical transformation.
Correlation functions and generating functionals
In quantum field theory we are concerned with the correlation functions (or correlators) of
operators inserted at different spacetime points. The information about the quantum system
is encoded in the correlation functions of all physical operators. The correlation functions are
defined as the functional expectation value of a product of operators ϕpxq6
xϕpx1q ¨ ¨ ¨ϕpxnq y “ 1
Z
ż
Dϕϕpx1q ¨ ¨ ¨ϕpxnq eiSrϕs . (2.26)
Note that by construction the functional integral is time ordered so a time ordering operator is
implicitly assumed in all expectation values. The functional Z is called partition function, which
encodes the vacuum structure of the theory, an is used as a normalization factor. As we will
see in Section 2.1.4 it is the primary object of statistical field theory. Here it ensures the right
normalization of the expectation value
Z “
ż
Dϕ eiSrϕs ô x1 y “ 1
Z
ż
Dϕ1 eiSrϕs “ 1. (2.27)
All correlation functions can be constructed by taking functional derivatives of the so-called
generating functional which is the partition function with an additional source term preparing
the system in the state ϕpxq. The preparation is usually done by an external device (a filter
projecting the quantum state onto the particular state the system is prepared in) described by the
external source field J . Therefore, the full action Srϕ; Js is described by an additional interaction











Dϕ eiSrϕ;Js . (2.28)
In principle there are various ways to prepare the system so there are different source fields J˜ that
define different generating functional ZrJ˜s. But any measurements described by an observable
must be independent of the specific preparation (e.g. a specific experimental setup) and thus we
need to set J “ J˜ “ 0 to obtain an objective observable








where the functional derivative is defined as
δJpxq




ddxJpxqϕpxq “ ϕpyq. (2.30)
6In the following we will use units such that h¯ “ 1.
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The correlation functions (2.29) encode, as their name suggest, the correlations between two
field operators at different spacetime points. If the amplitudes of the fields fluctuate indepen-
dently then the correlation function will vanish. Due to the non-local nature of quantum fluc-
tuations, non-zero correlation functions describe the entanglement of the respective operators.
There are two special correlation functions, namely the vacuum expectation value of a field
xϕpxq y and the propagator xϕpxqϕpyq y describing the propagation of the influence of the oper-
ator over the range |x´ y|. A prominent example is the creation of a particle at the spacetime
point x and the annihilation at the spacetime point y which amounts to a particle propagating
form x to y. The correlation functions defined so far include also lower order correlations which
are (topologically) disconnected from each other describing lower order entanglement. The log-
arithmic derivative of the partition function removes these disconnected parts such that only
connected terms remain. We therefore define the connected correlation function as
xxϕpx1q ¨ ¨ ¨ϕpxnq yy “ p´iqn δ lnZrJs




For instance the propagator can be split into
xxϕpxqϕpyq yy “ xϕpxqϕpyq y ´ xϕpxq y xϕpyq y
“ @ `ϕpxq ´ xϕpxq y ˘`ϕpyq ´ xϕpyq y ˘ D , (2.32)
where we explicitly see that we removed the lower order vacuum expectation value. Therefore,
the connected propagator really describes the field excitations above the vacuum. This can be
generalized to include the so-called quantum chain rule, see Appendix B.2. In this case the
quantum chain rule is not needed because our fields in the path integral are mere complex
numbers so we can commute them in an arbitrary fashion. This is also the reason why the
functional integral yields a time ordered correlation function.
Gaussian integrals and Wick’s theorem
Now let us look at a very simple case that can be solved explicitly using Gaussian integration.
In fact a lot of techniques used in field theory rely on the transformation of a more complicated
functional integral into a Gaussian integral which can be solved exactly. Completing the square,



















ddx ddy JpxqG px, yqJpyq
˙
. (2.33)
In the special case J “ 0 the integral reduces to the square root determinant of the operator
kernel (or Green function) G . The determinant is understood as a determinant of an Hermitian
operator.7 Since we are dealing with a bilinear form we can take functional derivatives of (2.33)

















7In principle one needs to be very careful to distinguish between self-adjoint and Hermitian operators and to make sure
that there are no residual contributions (c.f . also the discussion in Appendix B.3).
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detpiG qG px1, y1q
Equating (2.34) and (2.35) yields @
ϕpx1qϕpy1q D “ G px1, y1q (2.35)
Acting again with the functional derivative δ{δG´1 on (2.35) we obtain
xϕpx1qϕpx2qϕpx3qϕpx4q y “ G px1, x2qG px3, x4q ` G px1, x3qG px2, x4q
` G px1, x4qG px2, x3q. (2.36)
For more technical details (using discretized matrices) see Appendix B.1. Taking the derivatives
with respect to G´1 can be iterated to generalize (2.36) to express arbitrary even correlation
functions in terms of all possible pairings of “contracted” two-point correlation function




G pxi1 , xi2q ¨ ¨ ¨G pxi2n´1 , xi2nq. (2.37)
Note that all correlation functions with odd insertions vanish due to the structure of a bilinear
form. As a matter of fact they cannot be generated by virtue of the symmetric/Hermitian form of
the operator. Using the full form (2.33) and taking functional derivatives with respect to Jpx1q
(as in the prescription (2.29)) we see that all odd correlation functions must vanish since an odd
integrand is integrated to zero over a symmetric range p´8,8q.
This only holds true for the free theory. As explained in the next Section 2.1.3 we can include
interactions by looking at perturbations. All these concepts can be derived for fermions as well.
Due to the anti-commuting nature of fermions one needs to introduce Grassmann numbers and
Grassmann valued fields. Since we will use field theoretical methods in the context of effective
field theories for critical phenomena, we will not have to deal with fermionic fields since order
parameters or condensates are bosonic objects due to the strange property that fermions are
always excited/created in pairs. So the total number of fermions must be an even integer. This
non-local constraint gives rise to non-local excitations [4]. This “pairing” constraint also prohibits
any macroscopic object such as a condensate to behave like a truly fermionic object. Therefore,
macroscopic observables must be bosonic.
2.1.3. Perturbation theory
This section is only included for completeness. Thus, we will be quite brief in our exposition
since the ideas of perturbation theory can be found in any classic textbook on quantum field
theory.8 In order to simplify the expressions and illustrate the transition to statistical field theory
we will work in imaginary or Euclidean time.
8Personal favorites are [47–50]
24 Chapter 2. Field Theory
Euclidean Functional Integral
The transformation to imaginary time is sometimes called Wick rotation because it can be
viewed as a rotation in the complex plane
t ÝÑ ´iτ, dt ÝÑ ´i dτ , Bt ÝÑ iBτ ñ iS ÝÑ ´S.
Applying the Wick rotation to the exponential of the action in the functional integral will





Particularly, the potential term in the Euclidean action is flipped i.e. V ÝÑ ´V .
An interacting field theory may be described by the following Euclidean action
Srϕ; Js “ Sp0qrϕ; Js ` Sintrϕs, (2.38)




ddx ddy ϕpxq∆´1px, yqϕpyq ´
ż
ddxJpxqϕpxq, (2.39)
and ∆px, yq denotes the free field propagator
∆´1px´ yq “ ´B2x `m2δpx´ yq, (2.40)
which only depends on the distance between x and y due to translational invariance. For a free






q2 `m2 ´ i0` ô ∆
´1px´ yq∆px´ yq “ δpx´ yq, (2.41)
being the Green function of the free field differential operator ∆´1px, yq with regulator i0` to
assure convergence. For brevity we introduce the functional scalar productv
ϕ , ∆´1ϕ
w “ ż ddx ddy ϕpxq∆´1px, yqϕpyq, (2.42)
and we can introduce a mathematically well-define measure for Gaussian integrals which is the
kernel
dµp∆|ϕq “ Dϕ e´1{2pϕ ,∆´1ϕq . (2.43)
This is known as the Wiener measure. Using these definitions the free field partition function
with and without source field is defined as
Zp0qrJs “
ż




dµp∆|ϕq “ N det∆, (2.45)
9Note that all products implicitly use the Minkowski metric i.e. qx “ ´q0x0 ` q ¨ x.
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respectively. Note that the actual normalization is not physically accessible since physical observ-
ables are only connected to correlators where Zr0s is factored out. The full interaction partition
function is obtained by inserting (2.38) and splitting the interaction exponential into the free
field term, the source term, and the interacting term
ZrJs “
ż

























where we reduced (2.46) into a Gaussian integral by expanding the interaction in the couplings.
The expansion is generated by expanding the interaction part of the action where the field oper-
ators are replaced by the functional derivative with respect to the source field. Once we have the
interacting generating functional lnZrJs we can calculate correlators and apply Wick’s theorem
(2.37). This expansion is an asymptotic expansion with vanishing radius of convergence. The
perturbative expansion will break down when the partial sums over the combinatorial factors,
arising from the expanded powers of the interacting field, will outnumber the smallness of the
coupling constant (see also [51]). From a mathematical point of view the series is convergent
for positive coupling constants and divergent for negative coupling constants. Since we are ex-
panding about zero, the radius of convergence is also zero. If we happen to start with a strongly
interacting field theory the first terms will already lead to a divergent sum such that the partial
summation is not possible.10 The breakdown of the asymptotic expansion for strong coupling is
a serious obstacle which will be explored further in the following sections. This is also the main
driving force of searching for and employing weak-strong dualities. Finally the weak-strong du-
ality we are interested in will be the gauge/gravity duality explained in Section 3.4.
2.1.4. Thermal field theory & statistical field theory
The Wick rotation not only allows us to define the functional integral more rigorously, but also





Dϕ e´βHrϕs , (2.47)
where the action describes the static energy functional H of a statistical configuration ϕ in d
dimensions. Note that the Euclidean time is yet another direction/dimension of the configuration
space and must not be confused with temporal evolution. Thus, we may conclude that Euclidean
quantum field theory in d dimensional spacetime can be identified with classical statistical field
theory with Boltzmann weight
e´1{h¯Srϕs „ e´βHrϕs “ e´Hrϕs{kBT ÝÑ h¯ „ kBT “ β´1, (2.48)
10Compare to the statement of strong quantum fluctuations in the semi-classical limit below (2.22). In fact the semi-
classical expansion of the saddle-point method follows the same logic as the perturbative expansion of the interacting
field theory.
11In this section we explicitly write out the factors of h¯ and kB to elucidate the nature of the mapping.
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where the temperature T is identified with the inverse of the Planckian action h¯´1. In general
the temperature of the classical statistical field theory is not related to the temperature of the
quantum system, but to the dimensionless coupling constant of the quantum theory. Note that





















where the spacetime dimensionality of the quantum field theory is given by d “ D ` 1 and D
denotes the number of spatial dimensions.
The mapping between Euclidean quantum field theory and classical statistical field theory can
be extended to partition functions of quantum statistical systems. This follows directly from the
definition of the quantum partition function











We can retrace steps ii and iv on page 15 of constructing the path integral, but this time
with imaginary time τ running from 0 to β and under periodic boundary conditions identifying

























h¯β “ τf ´ τi and | qf y “ | qpτf q y “ | qpτf ` h¯βq y “ | qi y . (2.52)
The periodic boundary conditions (2.52) yield a non-trivial topology12 so the quantum partition




Extending the path integral representation to a functional integral representation for a higher
dimensional systems, introducing coherent states, we can identify a Euclidean quantum field
theory on S1 ˆRD with a quantum statistical system in RD13












Remarkably, thermal quantum field theory in equilibrium is obtained by compactifying the imag-
inary time direction on a circle S1 with radius LT{2π. As an additional side effect the Fourier
12For fermions one obtains antiperiodic boundary conditions due to the anticommuting nature of fermionic coherent
states.
13Note that the coherent states do introduce the proper p 9q term such that the Hamiltonian density is transformed into
the Lagrange density see e.g. [51]
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dτ ϕpτ, xq eiωnτ . (2.55)
where the Matsubara frequencies are given by14
ωn “ 2πnT, n P Z. (2.56)
The discreteness of the Matsubara frequencies can pose a problem to obtain the proper analytic
continuation of the imaginary time correlation functions (e.g. the analytic continuation of a func-
tion only defined on discrete points is not unique). Furthermore, for more complex applications
the analytic continuation becomes highly non-trivial and might not be feasible at all. Even worse,
any approximation made to obtain an analytic continuation might be totally uncontrolled and
could in principle lead to spurious real time results. These issues become important when deal-
ing with linear response and transport coefficients where we need to look at fluctuations about
the equilibrium state, yet the measurements are done in real time (see Section 2.2.2).
From the quantum partition function (2.54) we have access to all thermodynamic properties
by introducing thermal (equilibrium) averages and employing the statistical density operator
describing the quantum statistical canonical ensemble or a quantum system in a mixed state
xϕ y “ tr pρˆϕq where ρˆ “ 1
Z
e´βH . (2.57)
Note that we can easily include the chemical potential µ by simply shifting the Hamiltonian
H ÝÑ H ´ µN where N denotes the number operator (of a species). Thus, we allow the
number of certain particle species to fluctuate where the average number is fixed by the respec-
tive chemical potential. This is the quantum grand canonical ensemble or a quantum system
described by Gibbs states. In Table 2.1 the correspondence between Euclidean quantum field
theory and quantum statistical field theory is shown including all “identifications” of the con-
cepts we defined in Section 2.1.2. Futhermore, we can look at two interesting limits of thermal
field theories:
• The zero temperature limit T Ñ 0, β Ñ 8 effectively removes the time circle S1 since
the circumference becomes infinite. Therefore, we recover the quantum field theory over
infinite spacetime Rd
• In the high temperature limit T Ñ 8, β Ñ 0 the circle S1 shrinks to zero and so we ef-
fectively remove the imaginary time dimension completely. The Euclidean quantum field
theory is now defined over RD. This is in agreement with the statement that for high
temperatures the quantum nature of a system is lost and hence we end up with a classi-
cal statistical field theory. In this case we recover the correspondence between Euclidean
quantum field theory and classical statistical field theory of the same total dimension.
The last point can be understand physically as the suppression of quantum fluctuations at high
temperatures. Following the saddle point method (2.19) the classical action is time independent






14Fermionic Matsubara frequencies read ωn “ p2n` 1qπT with n P Z.
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Euclidean quantum field theory Quantum statistical systems
d dimensional Euclidean spacetime ô
D dimensional space x P RDpτ, xq P S1 ˆRd´1
Correlation functions ô (generalized) moments
Generating functional lnZ
ô Thermodynamic potentials
Ω “ ´β´1 lnZ
Connected correlation functions ô Cumulants
Wick’s theorem ô “Corresponding theorem”
(for moments in Gaussian theory)
Perturbative expansion in interactions ô Cumulant expansion of interaction term
Table 2.1. Euclidean quantum field theory can be related to statistical field theory for quantum
statistical systems. All concepts derived in quantum field theory can be carried
over immediately to concepts in statistical physics. In particular the machinery to
generate connected correlation functions determines the thermodynamic potentials.
From a mathematical point of view, the formulation of quantum field theory by
means of stochastic functional integration puts it on a firm mathematical basis.
If the quantum fluctuation energy ωn „ T exceeds the characteristic energy scale set by the clas-
sical action all non-vanishing Matsubara modes can be neglected. In imaginary time representa-
tion the increase of the quantum fluctuation energy corresponds to the shrinking of the imaginary
time interval τ P r0, βs which increases the contributions of the gradient terms (through steeper
slopes) by Bτδqpτ, xq „ β´1 „ T . This argument is crucial in understanding the interplay of
quantum and thermal fluctuations of quantum phase transitions in particular the shape of the
quantum critical region, c.f . Figure 1.1. As a final remark we may combine the correspondence
between classical statistical field theory and Euclidean quantum field theory with the correspon-
dence to quantum statistical theories. Thus, we end up with an mapping from D dimensional
quantum systems onto D ` 1 dimensional classical systems. Moreover, the D dimensional imag-
inary time correlation functions are mapped to correlation function in the D ` 1 dimensional
classical field theory. This mapping becomes precise for large correlation lengths such that the
discrete microscopic details of the theories are averaged out by a proper renormalization to ob-
tain a true effective field theory. In any case the universal thermodynamic properties must not
depend on the underlying microscopic model.
2.2. Linear Response Theory
Overview
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• Response functions are related to analytic continuations of imaginary time correlation
functions.
• Understanding of physical connection between
§ fluctuations & dissipation
§ causality & analyticity.
Physical properties (of many-body systems) are measured by probing the system with external
forces and ascertaining the evoked response of the system. In general the response encodes
additional dynamic and structural information not accessible by thermodynamic measurements.
Experimentally, the physical system under investigation is driven out of its equilibrium state by
a (small) perturbation and is carefully observed returning to its equilibrium state. This pro-
cess usually generates non-vanishing expectation values of certain observables connected to the
external perturbing force. Theoretically, the response functions need to obey two conditions
• Causality: The perturbation of the system is the source for the measured response. Thus,
the response functions must be related to retarded correlation functions.
• Memory: The response function needs to incorporate memory effects such as the temporal
connection between source and response.
2.2.1. External sources & response functions
The most general functional relation between external sources and expectation values fulfilling
both conditions are the so-called Volterra series for continuous15 time invariant systems







dt1 ¨ ¨ ¨ dtn
ż
dDx ¨ ¨ ¨ dDxn χpnqjk pt´ t1, . . . , t´ tn; x, x1, . . . , xnq
ˆ Fkpt´ t1, x1q ¨ ¨ ¨Fkpxn, t´ tnq, (2.59)
where Fk are the external force operators (experimentally controllable observables) and xOj y
are the response expectation values of the system. The integral (or Volterra) kernel χ
pnq
jk describes
only intrinsic properties of the system sensitive to the external perturbation and is thus called
a response function or generalized susceptibility, weighting the system’s response. Note that
the response function depends only on the difference of the time coordinate due to the time
invariance of the system. For a system without memory we obtain the usual Taylor series where
the response depends only on the external sources at the same spacetime point, i.e. there is no
connection to the history of the system. In this case the response function does not depend on the
spacetime coordinates and the convolution integrals are reduced to pure products. From now
on we will assume that the external perturbation is sufficiently weak which is valid for many
experimental measurements, but of course there are very intriguing systems e.g. in non-linear
optics that needs to be treated with higher order terms. In any case the Volterra series expansion
will break down if one is dealing with strongly non-linear systems. Thus, we can drop all higher
15For discrete systems the Volterra series is defined by convolution sums instead of convolution integrals.
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order terms in the external forces and deal only with the leading term in the Volterra kernel of
(2.59),






χjkpt´ t1; x, x1qFkpt1, x1q, (2.60)
so we will drop the superscript n in the following. Note that the zeroth order term in the
Volterra expansion is just the expectation value without external forces perturbing the system
and may be set to zero (e.g. by carefully preparing the experimental setup). To make contact
with field theory, we will couple the external forces to the corresponding operator by introducing
an interaction/perturbation term
Srϕ,O; J,F s “ Sp0qrϕ; Js ` SperrO;F s. (2.61)
The perturbation term will give rise to a response expectation value following (2.31) for sourcing
operators





Note that in general the response is not measured using the same observable O that is connected
directly, but some other well prepared observable (e.g. a laser beam used in spectroscopy) de-
noted by ϕ. Because the external force Fk is considered to be weak, we can expand the generat-
ing functional lnZrJ,Fks to linear order in Fk









and insert (2.63) into (2.62) to obtain





















Comparing with the linear term in the Volterra expansion, we see that the response function
is given by the imaginary time two-point correlator (or Green function) in thermal equilibrium
where we may assume/set xϕpxq yFk“0 “ 0. Moreover, we can treat the external force and the
source term for the measurement on the same footing by setting J “ F 1j and ϕ “ O 1.
Fluctuation-Dissipation Theorem
In linear response theory the spontaneous (quantum) fluctuations about the thermal equilib-
rium are related directly to the dissipative behavior of the perturbed non-equilibrium system
characterized by the linear response relaxation
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“ ´ @@O 1pxqOpx1q DD “ ´ @ `O 1pxq ´ @O 1pxq D˘ `Opx1q ´ @Opx1q D˘ D
where the susceptibility χjkpx, x1q describes the distribution of the external perturbation/en-
ergy over the intrinsic excitations which are turned into entropy/heat. Note that for van-
ishing vacuum expectation values the connected imaginary time Green function reduce to a
simple imaginary time correlator.
If the external perturbing operator and the observed operator are identical we can drop the
tilde on the observables and the external force. Strictly speaking we may only deal with static
susceptibilities since we are still working in imaginary time. For dynamical processes we need
a prescription to obtain real-time correlators. The fluctuation-dissipation theorem can also be
related to the Kubo formula derived from time-dependent perturbation theory in quantum me-
chanics. Since the Kubo formula will play a crucial role in our holographic calculations e.g. in
Chapter 4, we will take a small detour and outline its derivation briefly. We start again with an
external perturbation
H ptq “ H p0q ` F ptqOptq, (2.65)
and expand the unitary time evolution operator to linear order in F ptq
















In the interaction picture the time dependence is encoded in the following way
|nptq y “ eiH p0qt Upt, t1q ˇˇnpt1q D . (2.67)
Since we are not interested in intrinsic properties of the system that must not depend on the
initial conditions, we define the initial state to be at tÑ ´8
lim
t1Ñ´8
|nptq y “ eiH p0qt Upt,´8q |n y where |n y “ lim
t1Ñ´8
ˇˇ
npt1q D . (2.68)
Thus, inserting (2.66), the thermal average of a response operator O 1ptq is given by@




























O 1ptqOpt1q ´ Opt1qO 1ptq ˇˇn Dﬀ





dt1Θpt´ t1q @ “O 1ptq,Opt1q‰ DF pt1q (2.69)
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Note that we introduced the Heaviside distribution Θpt ´ t1q c.f . (2.2) to extend the upper inte-
gral limit to infinity. Comparing with the linear Volterra series (2.60) we see that the response
function reads
χpt, t1q “ ´iΘpt´ t1q @ “O 1ptq,Opt1q‰ D (2.70)
where the Heaviside distribution/step function allows only for responses for t ą t1. (2.70) is
called the general Kubo formula. Here the physical observable can be obtained directly in a
more or less intuitive fashion since we are led immediately to the retarded response function
obeying causality. This is a striking advantage of the real time formalism. An alternative way to
deal with real-time response is the Keldysh formalism discussed in Section 3.5.2 which allows
a more general derivation of the Fluctuation-Dissipation Theorem on page 30. In the following
section we will show how to obtain the retarded response function by analytic continuation.
2.2.2. Analytic structure of imaginary time correlation functions
Note that we used the machinery to generate imaginary time correlation functions in the previous
section, but real dynamical processes are measured in real time. Why did we not start with a true
real time formalism.16 The reason is that we defined our thermal field theory with compactified
imaginary time to introduce thermal averages (2.57) via the quantum partition function. For
thermodynamic properties imaginary time correlators are sufficient since we only extract static
information. For transport processes/coefficient we need to do an analytic continuation of the
imaginary correlators and extract the real time information. Basically this is done by reversing
the Wick rotation τ ÝÑ it (see Infobox Euclidean Functional Integral on page 24). But we have
to ensure not to pass over a pole or a branch cut to obtain the correct real time correlation
function. Therefore it is necessary to understand the pole structure of the correlation functions.
Let us start with the sought real time correlation functions, or to be more precise the two point
correlators related to the real time response function, which for simplicity we will call Green
function from now on. We may define three different types of real time Green functions (with
the factor i coming form the reversed Wick rotation and the additional ´1 from the definition of
the response function)
GTpx, x1q “ ´i @O 1pt, xqOpt1, x1q D ,
G
R
Apx, x1q “ ¯iΘ`˘ pt´ t1q˘ @ “O 1pt, xq,Opt1, x1q‰ D , (2.71)
where GT denotes the (real time-ordered) Green function we obtain from functional integration,
GR is the retarded Green function and GA the advanced Green function, respectively. Physically,
we are looking for the retarded Green function as confirmed by the Kubo formula derivation
(2.70) and how to express it in terms of the imaginary time Green function defined in the
fluctuation-dissipation theorem. In order to obtain the pole structure we need to express the















Θpt´ t1q e´iωpt´t1q˘ǫ|t| “ ¯ 1
ω ¯ iǫ ,
(2.72)
16There are several approaches to avoid imaginary time correlators most notable the Keldysh contour integration
(Schwinger-Keldysh formalism) or the direct formulation of linear response in real time. In our holographic context
we will explicitly use a real time approach directly applicable to extract dynamical properties/transport coefficients.
For a nice exposition of real time linear response see e.g. [52]









GR “ Cpω ` i0`q
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GR “ Cpω ` i0`q
GA “ Cpω ´ i0`q
Figure 2.2. The retarded Green function GRpωq is analytic in the upper half plane. The res-
onance frequencies ω “ Ea ´ Eb lead to poles that describe the single particle
spectrum of the physical system. In the case of a continuous spectrum the dense
poles form a cut. The convergence factor moves the poles in the lower half-plane
(dissipation) generating a retardation. This connects the analyticity to the causal
structure. For the advanced Green function GApωq the pictures is reversed (due
to complex conjugation), so the poles are in the upper half-plane which leads to
analyticity in the lower half-plane and anticausality.
where the second expression involves a convergence factor (physically we can think of this factor
as a dissipation process damping of the resonant modes) that regulates the Dirac distribution and
removes the singularity to obtain a well defined Fourier transform. Note that we have to take
the Cauchy principal value denoted by Pr.s when removing the regulator ǫÑ 0. This limit yields
the Dirac identity,
1






The regularized Fourier transform of (2.71) in the eigenbasis of the system17 with H |Φ y “






ω ` i0` ` pEa ´Ebq ´
e´βEb









ω ˘ i0` ` pEa ´ Ebq .
(2.74)
We see that the real time ordered Green functionGTpωq has poles in the upper and lower complex
frequency half-plane whereas the retarded Green function GRpωq possess poles in the lower and
the advanced Green function GApωq (being the complex/Hermitian conjugate of the retarded
17Note that the knowledge of the complete eigenbasis implies a full solution to the problem at hand and thus there
would be no need to calculate/measure any correlation or response functions. The eigenbasis is only used to extract
the analytic properties of the Green functions.
18For clarity the dependence on the spatial coordinates is suppressed in the following.
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Green function) poles in the upper half-plane as shown in Figure 2.2. Remarkably, one can
show, using the Dirac identity connected to (2.72), that all three Green functions GT, GR, GA are
related to each other and carry the same information content of the physical system.
Let us redo the calculation with the imaginary time Green functions denoted by Gτ with the only
difference that the Fourier transform will employ discrete Matsubara frequencies ωn c.f . (2.56)




iω ` Ea ´ Eb , (2.75)





z `Ea ´ Eb , (2.76)
which is analytic in the entire complex frequency plane except for the real axis since pEa´Ebq P
R. Now we can connect the retarded Green function GR “ Cpω ` i0`q to the imaginary time
Green function Gτ “ Cpiωnq using the fact that two analytic functions are identical on a discrete
sequence limiting in the domain of both functions. Therefore, it is enough to calculate the
complex Green function for all positive Matsubara frequencies (up to i8) and simply read off
the value Cpω ` i0`q. This procedure corresponds to a well defined reversed Wick rotation in
the Matsubara representation due to the analyticity of the complex Green function in the upper
half-plane. We see that causality and analyticity are intimately connected. Using the Fourier
transform of the Heaviside distribution (2.72) we see that an analytic function in the upper
complex frequency plane vanishes for negative times and is therefore causal. For the advanced
Green function GA “ Cpω ´ i0`q we need to approach the real axis from below and thus we
need to ensure the analyticity in the lower complex frequency half-plane. Therefore, the limit of
the discrete sequence must be ´i8, so in order to determine the advanced Green function we
need to compute the imaginary time Green function Gτ for all negative Matsubara frequencies.
Again the analyticity in the lower half-plane yields a function that vanishes for positive times
which is called anticausal (c.f . Figure 2.2). The only issue that remains, as mentioned below
(2.56), is related to the problem of being unable to obtain the imaginary time Green function
for all Matsubara frequencies due to some approximation or a limited knowledge of the theory
such as an effective field theory only valid below some (cut-off) energy/frequency. In these cases
the imaginary time response functions are of no use to determine transport coefficients. This
happens i.a. in strongly coupled theories where only low-energy approximations are known or in
strongly correlated systems where the Volterra approach breaks down in any case. Note that for
zero temperature the discrete Matsubara frequencies become continuous and thus the analytic
continuation is “trivial”.
2.2.3. Spectral functions, sum-rules & Kramers-Kronig relations
Once we have computed one of the Green or response function we can construct further physical
quantities of interest. Specifically, for interacting theories such as strongly correlated fermions,
the spectral (density) function A pωq and the respective spectral measure Rpωq play a central role
in understanding the distribution of the strongly interacting degrees of freedom. The spectral
function is defined as the anti-Hermitian part of the retarded Green function
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and the trace over all possible states is defined as the corresponding spectral measure
Rpωq “ trA pωq. (2.78)
Note that in general the response function might be a multi-component or matrix-valued complex
function and the trace in the spectral measure will be taken over all occurring indices. In the
case of a simple function (2.77) and (2.78) reduce to
A pωq “ ´2 ImGRpωq “ Rpωq, (2.79)
For a non-interacting theory the spectral function is given by a collection of δ-peaks. By turning
on interaction the δ-peaks are resolved or broadened due to the entanglement of the quantum
states describing the degrees of freedom. Interacting systems cannot be described by single
particle states and corresponding eigenvalues/energies, so we expect a continuum of correlated
states. The spectral weight carried by an excitation thus gets distributed over a broad range of
many-body states. Nonetheless, there are some exact (mathematical) identities, usually called
sum rules, which are independent of the physical system at hand. Important sum rules are:
• Static susceptibility sum rules
• Oscillator strength sum rules (f -sum rules/Thomas-Reiche-Kuhn sum rules) in atomic tran-
sitions (also valid for solids)
• Conductivity sum rules
• Spectral weights sum rules in superconductors (Tinkham-Glover-Ferrell sum rule).
Apart from these sum rules conserving degrees of freedom there are exact mathematical relations
between the response/Green functions and the spectral function. The most profound of these
relations are the Kramers-Kronig relations following from
A pωq “ i `GRpωq ´GApωq˘ , (2.80)
where we used the fact that the advanced Green function is the Hermitian conjugate of the
retarded Green function. Equation (2.80) allows us to write the complex Green function in







z ´ ω , (2.81)
since in the upper complex half-plane Im z ą 0 only the residues of the analytic retarded Green
function contribute whereas the contribution of the advanced Green functions vanishes. Thus,
we can close the contour in the upper half-plane as shown in Figure 2.3 and use the theorem of















































z ´ ω “ Cpzq (2.82)






Figure 2.3. The is the contour used to derive the Kramers-Kronig relations. The inset is the
graphical representation of the Dirac identity (2.73) used in the main derivation.
Note also that the same contour is used to derive the relation between the inte-
gral over the spectral function and the complex Green function (2.81) with the
additional poles structure of the retarded Green function in the upper half-plane.
Note that the length of the real line segment is given by |ω| but the integrand decays faster
than 1{ω so there are no additional contributions coming from |ω| Ñ 8. The last equality sign
follows from Cauchy’s integral formula where the additional minus sign is picked up by moving
the imaginary unit in the denominator. Analogously, we can redo this computation for the lower
complex half-plane Im z ă 0 using the contour integral over the advanced Green function, which
yields the same result (the additional minus sign ofGA in (2.80) is compensated by the clockwise
closure of the contour) and hence proving (2.81). We see that the spectral function (being
the imaginary part of the complex Green function) completely determines the complex Green
function. But this relation is only valid if the spectral function/imaginary part of the complex
Green function is known for all frequencies. Then the Kramers-Kronig relations simply follow
from GRpωq “ Cpω ` i0`q inserted into (2.82) which yields






ω ´ ω1 ` i0` . (2.83)
Using the Dirac identity from (2.73)
1






we remove the singularity on the real axis by “kicking” it in the upper complex frequency half-
plane (see inset in Figure 2.3). Thus, we are left over with the real line integral as in (2.82),
so













dω1 δpω ´ ω1qGRpω1q







ω ´ ω1 . (2.85)
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Kramers-Kronig Relation
The Kramers-Kronig relations relate the imaginary part to the real part of the retarded Green








ω1 ´ ω , ImG







ω1 ´ ω .
Physically, the Kramers-Kronig relation connects dissipative effects/energy loss (e.g. absorp-
tion) with dispersive effects/energy transport (e.g. refraction).
We will make heavy use of the sum rules and the Kramers-Kronig relations when discussing
the physics behind the metal/superconductor transition in condensed matter and holography,
see for example Section 4.3, where we will also give a more detailed and physically inclined
interpretation of the Kramers-Kronig relations.
2.3. Critical Phenomena & Renormalization
Overview
• Stable phases of matter are described by effective quantum field theories characterized
by universal properties such as symmetries, conserved currents, and dimensionality.
• Phase transitions are related to (spontaneous) symmetry breaking
and long-range fluctuations.
• Mean field solutions break down for strong fluctuations.
Critical phenomena are best described by scaling and renormalization schemes.
In this section we will connect statistical/thermal field theory to critical phenomena and show
how the Wilsonian renormalization scheme generates the effective field theories describing sta-
ble phases of matter. Combined with Landau’s symmetry breaking theory of (continuous) phase
transitions, we will elucidate the intimately connected concepts of spontaneous symmetry break-
ing, long-range order/fluctuations, and the breakdown of mean field theory. First we will give
an overview of the basic types of phase transitions characterized by singularities in the free en-
ergy. Followed by a discussion of symmetries and symmetry breaking in quantum field theory,
the appearance of long-range fluctuations/correlations in the broken symmetry phases destroy
the simple mean field picture of critical phenomena. Thus, we will use “renormalization group”
methods to analyze the importance of fluctuations. This will enable us to determine the nature
of the free energy singularities and understand the critical behavior of the physical system in
terms of fixed points under the action of the renormalization group. Finally, we will look at a
special type of phase transition not induced by thermal but by quantum fluctuations, at zero
temperature known as quantum phase transition.
2.3.1. Classification of phase transitions
Phase transitions originate from the competition between the minimization of a system’s (in-
ternal) energy and the maximization of its entropy/disorder. The interplay between energy,
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minimizing order, and the system’s impulse to realize as many different microscopic configura-
tions as possible, is controlled by intensive thermodynamic quantities (thermodynamic forces)
usually the temperature, which can be easily controlled in experiments. Thus, phase transitions
are captured by singularities in the free energy
F pT, V, tNiuq “ EpT, V, tNiuq ´ TSpT, V, tNiuq “ ´T lnZ (2.86)
or its derivatives with respect to thermodynamic variables. In the traditional Ehrenfest classifica-
tion of thermal phase transitions, the order of the phase transition is set by the lowest derivative
of the free energy with respect to a thermodynamic variable that displays a singularity, typically a
discontinuity in the conjugated extensive variable. From a modern perspective this classification
is rather artificial because it does not capture the essential physical properties underlying the
type of the phase transition. Also higher order phase transitions are very close to second order
phase transitions with respect to their physical properties. A modern classification distinguishes
three different types of phase transitions:
• First order or discontinuous phase transitions:
These phase transitions are characterized by a discontinuous change in the order parameter
(an extensive variable distinguishing ordered from disordered phases) and a finite amount
of energy transfer without temperature change (owing to the discontinuity in the first
derivative of the free energy with respect to the temperature and the divergence of the
second derivative, the heat capacity, at the stability limits between the two phases). Thus,
the two states describing the respective phases in the thermodynamic configuration space
must be distinct, hence the shift from one local equilibrium with minimal energy to the
other needs a finite amount of energy. In terms of a potential function (like the famous
Mexican hat potential, but here tilted in such a way that the minima can be distinguished)
the phase transition changes the shape of the potential function. In a sense the symmetry
of the potential is explicitly broken. Another consequence of the finite latent heat is the
coexistence of both phases as a mixture, which in turn implies a finite correlation length.
Examples:
§ Water/vapor, gas/liquid transitions
§ Order/disorder transitions in metallic alloys
§ Bose-Einstein condensation.
• Second order or continuous phase transitions:
Here the order parameter vanishes continuously at the phase transition and the first deriva-
tive of the free energy is continuous as well. Thus, there is no latent heat and the correla-
tion length of order parameter fluctuations diverges at the critical point where the phase
transition occurs and decays in a power law fashion. Futhermore, the susceptibilities and
heat capacity display power law singularities determined by universal critical exponents.
Phenomenologically, continuous phase transitions are described by a Mexican hat poten-
tial (Landau’s famous ϕ4 theory), where the system spontaneously picks one of the many
contiguous thermodynamic configurations. This can be viewed as a spontaneous symmetry
breaking induced by a finite order parameter.
Examples:
§ Superfluid/normal fluid and superconductor/metal transitions
§ Ferromagnetic/paramagnetic order/disorder transitions.
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• Infinite order or topological phase transitions:
The derivatives of the free energy do not exhibit any discontinuity at the phase transition
but nonetheless the free energy possesses an essential singularity. In this sense it is an
infinite order phase transition (where the order parameter shows an exponential behavior
near the critical point), which is continuous but cannot break any symmetries. Thus, the
different phases are distinguished by their topology and not by their symmetries. A famous
example is the BKT transition in the two dimensional XY-model without a true long-range
ordered phase. Yet there are two phases, one with topological configurations called vortices
and a paramagnetic phase without topological excitations [53].
Examples:
§ BKT phase transition
§ Quantum phase transitions in low dimensional electron systems.
The topological phase transitions clearly show a departure from the aforementioned Lan-
dau symmetry breaking classification scheme where different phases and the related in-
ternal structure of different states of matter are described by their respective symmetries
(e.g. order/disorder). The quantum phase transitions and the fractional quantum hall ef-
fect points toward a richer yet unknown classification including different types of quantum
matter. See also [4,9] for more details.
Second order phase transitions are much better understood than first order phase transitions (at
least theoretically) due to the absence of the latent heat and the divergent correlation length
of the fluctuations of the order parameter. This divergence renders the short-range interaction-
s/behavior of the system irrelevant and only the long wavelength excitation of the order of the
large correlation length scale near the critical point are important. Right at the critical point we
expect the system to be scale invariant, which will yield a special type of quantum field theory, a
conformal field theory. This scaling behavior of thermodynamic properties is the reason why we
expect universal features to be encoded in simple effective field theories derived from Wilson’s
renormalization scheme.
2.3.2. Symmetries in quantum field theories
As explained in the previous section, the continuous phase transition between ordered and dis-
ordered (symmetric) phases is described by spontaneous symmetry breaking. Let us recapitulate
symmetries in physics, first in classical field theory and finally in quantum field theory. If the
action is invariant under a certain set of symmetry operations belonging to a symmetry group,
we say the corresponding theory is invariant under this symmetry transformations
Φipxq ÝÑ Φipxq ´ iεagaΦipxq “ Φipxq ` iεaF ia pxq,






a pxq !“ 0,
(2.87)
where ga denotes the generators of the symmetry group and F ia the action of the group gener-
ators on the fields. Note that the Hamiltonian can be viewed as the generator of the dynamical
evolution of the system since the equations of motion always leave the action invariant (Hamil-
ton’s principle of stationary action)
δSrΦs “
ż
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for vanishing variations on the boundary Φi|B “ 0.
We can also distinguish several types of symmetries:
• Global symmetries, acting on the entire system at every point, such as the Poincaré sym-
metry or the internal isospin SUp2q symmetry.
• Local symmetries, depending on local coordinate representations of the base manifold such
as the spacetime, i.e. ε “ εpxq.
Additionally, we can discriminate between
• Physical symmetries, act on physical states and commute with the microscopic Hamilto-
nian. More precisely, the physical states transform in some representation of the symmetry
group (e.g. for the Lorentz symmetry this classifies all one particle states). The Hamiltonian
commutes with all generators and thus the eigenvalues are called quantum numbers that
label the physical states.
• “Gauge” symmetries19 characterizing the mathematical redundancy in describing the same
physical state of the system. Thus, this symmetry relates redundant degrees of freedom in
the theory. Observables and physical states cannot transform under gauge symmetries.
Of course there are local and global gauge redundancies/symmetries, but physical symmetries
can only be global, because physical local symmetries can only exist for free theories (e.g. in
effective theories with Gaussian fixed point or in the T Ñ 8 limit of a statistical system). All
symmetries can be continuous, described by Lie groups, or discrete, described by a symmetry
group with finite order. Futhermore, there are purely internal symmetries acting only on internal
degrees of freedom. In Table 2.2 and 2.3 we list some physical systems and their corresponding
symmetries. For global continuous symmetries there is a powerful theorem relating conserved
“charges” (constants of motion) and “currents” to the respective generators of the symmetry
group:
Noether’s Theorem
Under an arbitrary symmetry operation
Φipxq ` iεapxqF ia pxq,






Every continuous global symmetry yields a classical conserved current (not related to
forces/interactions) for each symmetry transformation labeled by a
19A better parlance for gauge symmetry is gauge redundancy since gauge symmetry is no symmetry in a strict mathe-
matical sense and cannot be broken in principle.
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Discrete symmetries n Classical system Quantum system
Global Zn
1 Potts model —
2 Ising model quantum Ising model
8 XY model quantum rotor
boson Hubbard model




Table 2.2. Overview of some common discrete symmetries encountered in physical theories/
models. The different global Zn models are sometimes called n-state Potts model,
vector Potts model or more generally the clock model. The Ising and the XY model
may be realized as continuous vector symmetries as well, c.f . Table 2.3.
δaSrΦs “ ´
ż
ddx εaBµJµa pxq !“ 0




dDx J0a where BtQa “ ´
ż
dDx BiJ ia “ ´
ż `B dDx˘
i
J ia « 0
for sufficiently decaying currents near the boundary. Note that Noether’s theorem relies on
the on-shell action and the classical equations of motion. The off-shell quantum version of
Noether’s theorem implicitly assumes expectation values and therefore the symmetry applies
only to correlation functions. The related operator identities using equations of motion for
correlation functions are called Ward-Takahashi identities.














i ´L δxµa , (2.89)
where the action of the generators on the fields is generalizes to
igaΦ
ipxq “ BµΦpxqiδxµa ´F ia . (2.90)
For an exhaustive discussion of symmetries and conserved currents see [54]. Applying Noether’s





i ´ δµνL , (2.91)
20Only the second term follows from a invariant Lagrangian density, since spacetime variations xµ ÝÑ x ` εaδaxµ do
not leave the Lagrangian density invariant.
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Continuous symmetry n Classical system Quantum system
Global Opnq
1 Ising model quantum Ising model
2 XY model
Op2q quantum rotor model
boson Hubbard model
3 Heisenberg model Op3q quantum rotor model
4 Higgs sector toy model —
Global Upnq 1 vector/axial symmetry —
2 — isospin symmetry
Gauge Upnq
1 electrodynamics quantum electrodynamics
2 — weak interactions
3 — quantum chromodynamic
Table 2.3. Continuation of the overview of common symmetry groups in physical mod-
els. Enhancing the discrete symmetries to continuous symmetries allows for
true vector models. A very prominent model with continuous symmetry is
the standard model of elementary particle physics given by the product group
SUp3q ˆ SUp2q ˆ Up1q{Z6. There are also approximate symmetries such as the
SUp3qflavor and the chiral symmetry of QCD Up2qL ˆ Up2qR “ SUp2qL ˆ SUp2qR ˆ
Up1qvector ˆ Up1qaxial which are only realized for massless quarks. The SUp2qL ˆ
SUp2qR is spontaneously broken by a finite quark condensate and due to its ap-
proximate nature the corresponding Nambu-Goldstone bosons (the three pions) are
massive, c.f . Table 2.4.
where the corresponding charge is the conserved total energy and the spatial momentum because
the time-spatial components T 0i are the momentum density current and the T 00 component is
the energy density. The complete discussion carries over to quantum field theories (replacing
Poisson brackets with commutators) but with the caveat of so-called “anomalies”. These anoma-
lies change the functional integral measure which in turn changes the action or the Lagrangian
of the quantum field theory. The name “anomalies” is more or less a misnomer since their origin
lies in the fact that we need to take the Jacobian of a coordinate transformation into account. As
stated above, symmetries in classical physics leave the action invariant (2.87) but symmetries in
quantum physics need to be realized on the level of the quantum states and hence the partition
function needs to be invariant, so the functional integral measure must be preserved in addition
to the classical action
δSrΦs “ 0 ø δZ “ δ
ż
DΦ e´SrΦs “ 0. (2.92)
Therefore, anomalies are symmetries which hold at the classical level but are broken at the
quantum level because
DΦ ÝÑ J DΦ˜ ‰ DΦ . (2.93)
A well known anomaly is the axial anomaly. Classically the current corresponding to the global
axial symmetry
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is conserved, but in quantum field theory, there are non-zero contributions arising from what are
known as triangular diagrams due to quantum fluctuations [50]. We will see in Section 2.3.3
that quantum fluctuations can not only destroy symmetries but also dynamically restore them.
Theories with gauge redundancy are described by the action of the gauge group generators In
particular we need to modify the derivatives by introducing a gauge connection relating differ-
ent “gauges” of the physical quantities to each other. These gauge fields naturally give rise to
interactions transmitted between the fields transforming under the gauge group. A famous (and
to my knowledge the only classical example) is Maxwell’s theory of electromagnetic interactions
with a Up1q gauge group. The theory can be written entirely in the language of differential forms
allowing immediate extension to curved spacetime if necessary




pdA`d2λpxqq2 “ Lem, (2.95)
Turning to quantum physics, we show that the phase invariance (describing a true gauge re-
dundancy) of a complex quantum field implies the existence of an interaction mediated by a
gauge field. Charged matter can be described (microscopically) by quantum operators and their
respective excitations from the vacuum state such as charged fermionic particles (electrons)
transforming in the fundamental representation of the Up1q. In a heuristic picture, we can view
the different states of an electron connected by the Up1q symmetry






∣ “ 1, position of Õ “ λpxq, (2.96)
as internal indicators (displaying the phase of the wavefunction) carried by each electron. Now
the photon exchanged by two electrons plays the role of transmitting the position of the indica-
tor from an electron to the other in such a way that both electrons can retain their respective
choice of phase. Therefore for an external observer it is impossible to extract the actual phase
of an electron, because any measurement done by interchanging photons can only detect phase
changes. This “reality” of the gauge field was demonstrated by the experimental realization of
the Aharonov-Bohm effect. It can be shown that local phases accumulated by contractible loops
are represented by forces (here the magnetic force) but global phases of non-contractible loops
are not related to any classical force [4]
ϕlocal “ iq
¿
dx ¨A “ iq
ż
dn ¨B, ϕglobal “ iqnwΦmagnetic flux, (2.97)
where nw denotes the winding number and the magnetic flux is confined to a small non-accessible
region (e.g. a single flux tube), hence the loop is non-contractible. Nonetheless the free quantum
particle will be subject to some interaction since its quantum properties are changed, but the clas-
sical equations of motion are only affected by local phases generated by non-zero gauge fields.
Mathematically, the local phase is related to the holonomy of the gauge connection whereas the
global gauge are related to the monodromy. In differential geometry parlance this holonomy can
be viewed as a parallel transport around a closed loop





where the trace is the character of the irreducible representations of the gauge group and P
denotes the path ordering analogous to the time ordering in the path integral since the gauge
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one-forms may not commute at different points on the loop. In physics, (2.98) is called the
Wilson loop and is an important gauge invariant quantity in (thermal) gauge theories. The
spacetime derivative is supplemented by a gauge connection in order to define gauge invariant
derivatives and the corresponding field strength tensor is then interpreted as the curvature form
DΦ “ d Φ´ igAΦ “ d Φ´ ig rA,Φs , igF “ D^D “ rD,Ds , (2.99)
which yields the dynamical terms for the gauge field. The conservation law for currents cannot
be determined by Noether’s theorem since it only holds for global symmetries. Instead, con-
served currents arise from the identity d2“ 0 which is also valid for non-Abelian gauge groups if
we take the proper covariant extension i.e. the corresponding Bianchi identities. Note that the
corresponding charges are not conserved since for non-Abelian gauge groups the gauge field are
not neutral/uncharged. The full gauge invariant Up1q Lagrangian of quantum electrodynamics
describing charged particles/electrons (q “ ´e) and photons can then be written as
LQED “ ´1
4
F 2 `Ψ piγµDµ´mqΨ
“ ´pBµAν ´ BνAµqpBµAν ´ BνAµq ` iΨγµBµΨ´ eΨγµAµΨ (2.100)
where the gauge covariant derivative induces an interaction qΨγµAµΨ between the fermionic
fields (electrons) mediated by the gauge connection/field (photons). In quantum theories of ele-
mentary particles there exist two more forces, with no classical counterpart, the weak interaction
transmitted by an SUp2q gauge field and the strong interaction described by quantum chromody-




trF 2 “ ´1
4
F aµνF aµν where F
a
µν “ BµAaν ´ BνAaµ ` gYMfabcAbµAcν (2.101)
and the corresponding field theories are called Yang-Mills theories. In particular the gauge field
excitations or gauge bosons, being in the adjoint representation, carry charges for non-Abelian
gauge theories. The adjoint representation of the Up1q gauge group is trivial and hence the pho-
ton, and all other possible excitations transforming in the adjoint representation, are uncharged
gXg´1 ÝÑ eiqλX e´iqλ “ X ñ rX,Y s “ 0. (2.102)
yet
A ÝÑ eiqλA e´iqλ ` eiqλ d e´iqλ “ A´ iq dλ . (2.103)
A nice book discussing Yang-Mills theories and its application to particle physics is [55]. Classi-
cally, we can also consider gravity as a gauge theory (in the broader sense that gauge symmetries
describe mathematical redundancies) but here we need to be careful. The active diffeomorphism
invariance of general relativity is not a true redundancy but rather a change of reference frame.
Observers in different reference frames do measure different results for the same event. But
events are independent of the underlying parametrization of the spacetime manifold as shown
by Einstein’s hole argument; see for example [46,56].
2.3.3. Symmetry breaking, massless excitations & massive “gauge” fields
Different phases of physical systems are related to different symmetries, so for a phase transition
to happen we need to break the symmetry of the theory. For global symmetries we can have two
distinct symmetry breaking mechanisms:
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• Explicit symmetry breaking:
The symmetry is explicitly broken in the Lagrangian of the theory, i.e. a symmetry breaking
term is added, which will give rise to gapped low-energy excitations. For critical phenome-
na/phase transitions this approach cannot connect different phases by varying a (thermo-
dynamic) parameter since the symmetry is always broken.
• Spontaneous symmetry breaking:
In this case only the symmetry of the vacuum state is broken whereas the Lagrangian
remains invariant. In quantum theories a symmetry of the vacuummust also be a symmetry
of the Hamiltonian but not vice versa. An invariant Hamiltonian which commutes with





Qa | 0 y “ 0ô
eiε
















Qa | 0 y ‰ 0 e.g. x δaΦ y “ i x 0 | rQa,Φs | 0 y ‰ 0
.
(2.104)
The first case can be generalized to show the invariance of arbitrary correlation functions
leading to the Ward-Takahashi identities hinted at in the Infobox Noether’s Theorem on
page 40. Since for all εa the vacuum state is invariant, all generators must annihilate the
vacuum state. Here the symmetric vacuum state possess a finite energy gap as well. In the
second case at least one of the correlation functions is not invariant under the symmetry,
usually the vacuum expectation value of a field, which is identified as the order parameter,
by acquiring a fixed value. Additionally, a non-zero two point correlation function of the




ΦpxqΦpx1q D ‰ 0 (2.105)
and the spontaneously broken symmetry phase describes a ordered system on a global
scale.
Strictly speaking, a spontaneous symmetry breaking can only occur in the thermodynamic limit
N Ñ 8, V Ñ 8 while N{V “ const. Mathematically, the order parameter is a logarithmic
derivative of the partition function which is composed of a finite sum of weighting factors and
thus cannot be a singular function. Only in the continuous limit a singularity may emerge.
Physically, thermal and/or quantum fluctuations will destroy the uniform (fixed) value of the
order parameter and thus dynamically restore the symmetry (see also Section 2.3.4 and Infobox
Coleman-Mermin-Wagner Theorem on page 53). Thermal fluctuations vanish in the thermody-
namic limit and for quantum field theories the infinite number of degrees of freedom decouple
different vacuum/ground states since the mixed matrix elements of the Hamiltonian are zero
and there is no quantum superposition of different vacuum states anymore. So the vacuum state
characterized by the order parameter is stable and it takes an infinite time to fluctuate into a
different vacuum state.
The fact that the vacuum expectation is not invariant under the symmetry leads to the celebrated
Goldstone theorem for spontaneously broken continuous global symmetries:22























yielding vacuum/ground states with degenerate energy.
22While a discrete symmetry may also give rise to degenerate (non-contingent) vacuum states, it is not possible to move
from one symmetry-breaking vacuum state to another with zero energy fluctuations. For an infinite system (e.g. in
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Physical system Broken symmetry Excitation Quasi-particle
Fluids Galilean symmetry density/sound waves phonons
Solids translational & rotational lattice vibrations crystal phonons
Magnets rotational spin waves magnons
Superfluids global Up1q density waves phonons
QCD chiral-flavor quark-antiquark pions˚
Table 2.4. The Nambu-Goldstone excitations are universal features of physical systems exhibit-
ing spontaneous symmetry breaking. The massless/gapless modes are indepen-
dent of the microscopic details as long as the (microscopic) interactions are suf-
ficiently short-ranged. The corresponding quasi-particles are characterized by the
same quantum numbers as the respective generators. Note that the chiral symme-
try breaking yields massive pseudo-Goldstone bosons due to the quark condensate’s
explicit symmetry breaking.
Goldstone’s Theorem
A spontaneously broken continuous symmetry in a system with sufficiently short-ranged in-
teractions leads to massless excitations along the directions spanned by the generators of
the symmetry (more precisely, the coset space) that do not leave the vacuum/ground states
invariant because
































p0q “ M 2jkQaΦp0q “ 0
where the mass operator squared is defined as the curvature of the potential functional V and
the vacuum states are defined as the minima of V , i.e. BV{BΦj|Φj“Φp0q “ 0. For all generators
QaΦp0q ‰ 0 the corresponding eigenvalue of M 2jk are zero. The remaining generators, leaving
the broken symmetry vacuum state invariant, correspond to the residual symmetry gauge
group. Excitations along these directions possess an energy gap related to the shape of the
potential (i.e. the non-zero eigenvalues of M 2jk). The manifold of degenerate vacuum states
may be parametrized by a continuous field describing the effective low-energy dynamics of
the massless excitations.
The massless low-energy excitations are called Nambu-Goldstone modes and can be related to
quasi-particles in various systems, c.f . Table 2.4. In Fourier representation these modes will
manifest themselves as zero momentum poles of the corresponding correlation functions. For
the thermodynamic limit) the energy cost is infinite and the system is said to be rigid with respect to this broken
symmetry.
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continuous phase transitions the onset of the ordered phase can be probed by computing the pole
structure of the respective susceptibilities in the unbroken phase. Upon approaching the critical
point the zero momentum pole of the susceptibilities related to the order parameter fluctuations
will cross the origin of the complex frequency plane indicating an instability due to the expansion
around the “false vacuum”. Therefore, assuming well behaved low-energy effective theories, the
critical point can be determined without computing thermodynamic properties such as the free
energy in the broken and unbroken phase. This method will come into its own when applied to
holographic systems, where calculations in the ordered phase may become intractable, see e.g.
Section 4.5 and 5.3.
In principle gauge symmetries/redundancy cannot be broken spontaneously. This is the essence
of Elitzur’s theorem [57] and as a consequence we cannot construct a Landau type local order
parameter. The different phases in a gauge theory can be characterized by a gauge invariant
physical quantity, the Wilson loops introduced in (2.98). The high-temperature phase displays
an exponential decay determined by the enclosed area of the loop




whereas the low-temperature phase is related to the length of the Wilson loop




For a (lattice) Up1q gauge theory the gapped/confined phase with linear flux tubes connecting
opposite charges is described by the area law whereas the deconfined/Coulomb phase exhibit
the perimeter law. In non-perturbative/strongly coupled QCD the Wilson loops can be used to
distinguish the hadronic phase from the deconfined quark-gluon plasma phase, c.f . Figure 1.2.
The area law of the Wilson loop for the hadronic phase can be understood as being proportional
to the flux tube area which in turn is proportional to the separation of antiquark/quark pairs.
Mesons as bound states of antiquark/quark pairs contain two Wilson loops almost canceling each
other which yields a small area enclosed by the total loop. The Wilson loop in the deconfined
phase is proportional to the path traced out by “free” antiquark/quark pairs which is character-
ized by the perimeter law.
Nonetheless, we can choose a particular gauge where the gauge symmetry may be hidden in
the vacuum states, such that the gauge transformations of the gauge group become trivial. This
symmetry breaking mechanism follows from the observation that we can “gauge away” the “arti-
ficial” or spurious Nambu-Goldstone mode by a redefinition of the gauge field. This is the famous
Anderson-Higgs mechanism explaining massive photons in superconductors and the mass of the
weak force gauge bosons.
Anderson-Higgs Mechanism
The Anderson-Higgs mechanism gives rise to massive “gauge” fields for a particular choice
of gauge that encodes only the true physical degrees of freedom. The “symmetry breaking”
turns the original gauge field into a massive gauge invariant vector field by removing the
unphysical massless Goldstone mode.
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The number of degrees of freedom is conserved and the action is still manifestly gauge in-
variant. Thus, the term “spontaneously broken gauge symmetry” should be read as “gauge
symmetry/transformation becomes trivial”. Historically, the terms Anderson-Higgs mecha-
nism and spontaneously broken gauge symmetry are used synonymously due to their formal
equivalence. For an elucidating discussion on these matters see the excellent review about
spontaneously violated gauge symmetries in superconductors [58].
Experimentally, there is strong evidence that our universe is actually in a condensed phase where
a non-zero vacuum expectation value of a scalar field provides the electroweak symmetry break-
ing mechanism in the standard model and thus gives rise to massive gauge bosons and generates
masses of the elementary particles. Last year a new bosonic particle was discovered at the Large
Hadron Collider in Geneva which seems to have the properties predicted by the standard model
calculations. The mass of the particle is about 126GeV{c2 but if it is a scalar spin zero particle has
yet to be ascertained.23 If the new particle is the so-called Higgs particle, the collective excita-
tion of the condensed scalar field, the particle/field content of the standard model of elementary
particle physics would be complete. Studying the new particle more closely could yield more
information about the properties of the (current) phase or state of our universe. In principle it
could be possible that the Higgs field is of composite nature and the corresponding collective
excitations are an emergent phenomenon.24 Funnily enough, in condensed matter physics a
Higgs-like mode has been detected (even prior to the discovery at CERN) in an quantum anti-
ferromagnet displaying a dimerized disorder to magnetic long range order transition [61] and
recently in an ultracold atoms system close to the critical point of the superfluid-insulator tran-
sition [62]. A Higgs mode can only exist in a relativistic theory but in condensed matter the
low-energy excitations are non relativistic (i.e. the mass gap is not equal to the dynamic mass of
the excitation). However, in quantum phase transitions the ordered and disorder phase as well
as the quantum critical point is described by relativistic Lagrangians. In addition to the gapless
Goldstone modes, quantum critical systems possess gapped low-energy excitations with a mass
gap proportional to the curvature of the minimized potential. In the superfluid-insulator exper-
iment [62] the experimental visibility is obscured due to the low-dimensionality of the system.
The Higgs mode can decay into multiple Goldstone modes and the respective amplitude of such
a process in two dimensions has an infrared singularity.25
2.3.4. Mean field theory & universality
The simplest case to generate unique field theories from the microscopic Hamiltonian/Lagrangian
in order to study universal properties are mean-field theories employing the so-called mean-field
approximation. Once we have determined the “right” degrees of freedom (not necessarily simply
related to microscopic degrees of freedom) and the respective ground state, we can compute
physical properties by expanding about the stable ground state. Singularities in physical observ-
ables, such as response functions, imply instabilities and missing relevant degrees of freedom in-
dicating the expansion about the wrong reference ground state. In the following we will briefly
23Due to the decay channels measured so far it can be ruled out to be a spin one particle H ÝÝÑ γγ following the
Landau-Yang theorem [59,60]. In order to rule out a spin two particle we need to find the ττ and b¯b decay channels
that have not been confirmed yet.
24Personally, I am very suspicious that the Higgs field is really elementary and I hope particle physics will discover a
window to a whole new world.
25Numerical confirmation of the experimental results and theoretical predictions [63–65] has been obtained by a Monte
Carlo simulation of the Bose-Hubbard model [66].
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outline the mean field methods and its breakdown which is connected to strong fluctuations
destroying the mean field solution.
Mean Field Approximation
The central argument of the mean field theory relies on the fact that quantum fluctuations
are irrelevant and the quantum operators can be effectively replace by classical complex
numbers
∆O “ O ´ xO y ô O “ xO y `∆O.
The solution fixing the mean field xO y must be found self-consistently. As the name suggest
the complicated many-body Hamiltonian is reduced to a single quantum operator where the
effect of the interaction/entanglement with all other operators is reduced to an averaged
background field, the so-called mean field
O 1O “ O 1 @O D` @O 1 DO ´ @O 1 D @O D`∆O 1∆O
« O 1 @O D` @O 1 DO.
This scheme can be carried over to field theoretic methods, where we introduce an additional














w˙ “ ż Dϕ expˆ´1
2
v
ϕ , V ´1ϕ
w´ i pϕ , Φq˙ (2.108)
Note that the left-hand side of the Hubbard-Stratonovich transformation may involve a sum over
discrete degrees of freedom, so in this case the averaging process can be accomplished by a single
operation. This is not always possible. The integration over the original fields Φ composed of
complicated microscopic fields is now replaced by the integration over the auxiliary field ϕ. We
can view the Hubbard-Stratonovich transformation (2.108) as a decoupling of the Φ interaction
by introducing the effect of the mean field ϕ on a single composite field Φ. The self-consistent
mean field solution is determined by a stationary phase approximation (which is valid since the
mean field is a averaged quantities over a large number of microscopic degrees of freedom pro-
viding the existence of a large parameter), i.e. ϕ “ ϕ‹. Finally, the expansion about the stationary
phase solution yields the relevant/important low-energy excitations above the ground state.
It is straight forward to describe critical phenomena using mean field methods. Since we are
dealing with a low-energy effective theory encoding only the relevant information independent
of the microscopic nature, we can immediately identify the mean field as the order parameter of
a continuous phase transition. The ground or reference state mentioned above is identified with
the stable phase e.g. ϕ‹ ” 0. Upon approaching the critical point, response functions will show
singular behavior due to large fluctuations indicating the aforementioned instabilities26. Thus,
we are forced to adopt a new ground/reference state naturally arising from the new emergent
minima in the field theory potential. This parallels exactly our discussion about spontaneously
symmetry breaking in Section 2.3.3. The new reference state will be characterized by a sponta-
neously broken symmetric ground state with non-zero order parameter/mean field ϕ‹ ‰ 0. The
26Strictly speaking, as we will see at the end of this section, mean field theories fail to describe the critical point
accurately, except above a certain spatial dimension called the upper critical dimension Dc.
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Physical quantity Definition
Behavior near critical point |T ´ Tc|
T ą Tc T ă Tc






Specific heat C “ ´T B
2f
BT 2 α α
1




pϕ‹ “ 0q β
Correlation length ξ ´ν ´ν1
T ą Tc T “ Tc
Source field J pϕ‹qδ
Correlator xxϕpxqϕpyq yy |x´ y|´D`1{2 e´|x´y|{ξ |x´ y|´D`2´η
Table 2.5. The free energy functional is defined as F rϕ; Js “ ´T lnZrJs and the free en-
ergy density f “ T{LDSrϕ‹; Js is an implicit function of the temperature. The
order parameter is the thermal expectation value and may be sourced by an ex-
ternal field J . Although the connected correlation function of the order parameter
Gϕpx, yq “ ´ xxϕpxqϕpyq yy is related to the response function/susceptibility by the
fluctuation-dissipation theorem, the thermodynamic susceptibility χ encodes imag-
inary time/thermal fluctuations only and not spatial fluctuations of the order pa-
rameter field. The deeper understanding of the critical exponents will become clear
when we will apply the renormalization group scheme in Section 2.3.5.
low-energy excitations or Goldstone modes are the relevant low-energy excitations obtained by
expanding about the non-zero stationary phase solution.
The microscopic theories are thus classified according to their universal low energy behavior en-
coded in the critical exponents listed in Table 2.5. All microscopic models that can be described
by the same effective model/theory are said to be members of the same universality class, i.e. they
possess the same universal properties (symmetries, dimensionalities, range of interactions,...) in-
dependent of their microscopic origin. For each of the models in Table 2.2 and 2.3 we may find
a universality class with unique critical exponents. For instance, the Landau-Ginzburg theory














where b denotes the stiffness,27r is the reduced temperature pT´Tcq{Tc and u describes effective
interactions, is the effective field theory of the Ising universality class. Equation (2.109) can
27Strictly speaking, for b ‰ 0 we do note have a true mean field theory. The spatially uniform theory consisting solely
of a free energy functional is usually called Landau theory, whereas the inclusion of spatial fluctuations is known as
Landau-Ginzburg theory. In order to determine ν and η and to understand the breakdown of the mean field theory it
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Critical exponent D “ 1 Ising D “ 2 Ising D “ 3 Ising (computed) Mean field theory
α 1 0plogq 0.110p1q 0
β 0 1{8 0.3265p3q 1{2
γ 1 7{4 1.2372p5q 1
δ 8 15 4.789p2q 3
ν 1 1 0.6301p4q 1{2
η 1 1{4 0.0364p5q 0
Table 2.6. The one and two dimensional Ising model can be solved analytically by duality
techniques or the transfer matrix method. The three dimensional Ising model values
are obtained form high temperature expansion and Monte Carlo methods taken
from [67] and are in close agreement with experimental results. As can be seen,
the critical exponents depend on the dimensionality of the system. For increasing
dimensionality the system approaches the mean field behavior due to the decreasing
importance of fluctuations (see also Infobox Ginzburg Criterion on page 52).
be “derived” from the Ising Hamiltonian by applying a Hubbard-Stratonovich transformation
(2.108) and takeing a successive continuum limit. The Ising universality class describes phase
transitions in ferromagnetic materials and the liquid gas phase transition, whereas the superflu-
id/normal fluid phase transition is effectively described by the XY model, i.e. it belongs to the XY
model universality class. A very comprehensive and detailed overview concerning the proper-
ties of the Opnq universality classes and classification of physical phase transitions can be found






“ ´b∇2ϕ‹ ` rϕ‹ ` u
6
pϕ‹q3 ´ J !“ 0 (2.110)
J“0ùùñ
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, r ă 0, pT ă Tcq
, (2.111)



















, r ă 0, pT ă Tcq
(2.112)
We see that for T ă Tc the energetic preferred configuration f “ ´3r2{2u is the asymmetric
solution with finite order parameter. Applying all definitions of Table 2.5 to (2.110), (2.111)
and (2.112) yields the mean field critical exponents shown in Table 2.6.
Unfortunately, the mean field theory has some serious drawbacks, most importantly it fails to
reproduce computational and experimental results in two and three spatial dimensions (as can
is instructive to include these fluctuations. In Section 2.3.5 we will see that the correlation length scales like ξ „ ?b
so the microscopic interaction range is related to b motivating the colloquial term “stiffness”.
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be seen in Table 2.6) and even worse it predicts the existence of (finite temperature) phase
transitions in one and two dimensional systems. The reasons for this failure lies in the relevance
of fluctuations in low-dimensional systems which destroys the naïve mean field solution. In order
to estimate the range of applicability of the mean field approximation we require the fluctuations
to be sufficiently smaller than the mean field “strength”. This is the so-called Ginzburg criterion:
Ginzburg Criterion
The mean field approximation yields a self-consistent solution if the correlated spatial fluc-
tuations about the mean field x∆ϕpxq∆ϕpyq y are sufficiently small
Gϕpx, yq ! xϕ y2














where we neglected the interaction term due to its irrelevance and we assume that all dimen-
sionful quantities scale with the correlated fluctuations over the length scale |x´ y| “ ξ.28
Written in terms of critical exponents
Gϕ „ rpD´2qν ! r2β „ xϕ y2 ÝÑ pD ´ 2qν ą 2β
the Ginzburg criterion states that the mean field approximation is only consistent in D ą
2β{γ ` 2. In particular for the Ising universality class we find D ą 4.
In general, i.e. for all universality classes above the respective upper critical dimension Dc, fluc-
tuations can be neglected and the mean-field approximation yields a valid solution. The same
holds true for quantum fluctuations and quantum critical points at zero temperature. Only for
dimensions larger than the upper critical dimension the quantum fluctuations can be neglected
and the semi-classical approximation is valid. Therefore, only for D ą Dc the semi-classical the-
ory describes quantum critical points correctly. There is also a lower critical dimension usually
denoted by Dℓ. Only systems with larger dimension then Dℓ exhibit finite temperature phase
transitions. Heuristically, this dimension can already be seen from the expression of the correla-
tor in Table 2.5
Gϕpx, yq „ |x´ y|´D`2´η for T « Tc (2.113)
If we neglect the so-called “anomalous” scaling dimension29 η we see that for D “ 2 the long-
range correlations in the broken/condensed phase are virtually non-existent, as well as the asso-
ciated long-range order.
28For a full justification of the scaling behavior and irrelevance of interactions see the following Section 2.3.5 on renor-
malization.
29Strictly speaking a misnomer, since it only hints at another important microscopic length scale besides the correlation
length which is connected to ultra-violet divergences. In principle all other critical exponents may be corrected by
additional “anomalous” coefficient which is usually not represented by a special symbol. From the renormalization
perspective (developed in Section 2.3.5) the “anomalous” scaling dimensions arise from the influence of irrelevant
operators/fields which might be still important close to the critical point, e.g. correlations on all length scales imply
contributions of the microscopic lattice spacing or the short wavelength cut-off.
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Coleman-Mermin-Wagner Theorem
A continuous symmetry cannot be broken spontaneously in physical systems with sufficiently
short-ranged interactions. This implies that there are no finite temperature phase transitions
due to the existence of long-range fluctuations favoring the disordered high-temperature
phase, thus destroying long-range order. The Landau Ginzburg correlator for fluctuations
about the vacuum state reads











The small momenta long-wavelength (infrared) divergence, due to quantum fluctuations
of the massless Nambu-Goldstone modes, persists only in systems with spatial dimensions
D ď 2. A proper and well-explained derivation of this theorem from a statistical viewpoint
can be found in [68].
For systems with discrete symmetry breaking we can use Peierl’s argument to obtain the lower
critical dimension Dℓ “ 1. Comparing energy cost and entropy gain, we see that the free energy
of a disordered discrete one-dimensional system is always favored at finite temperature since
the entropy is logarithmically diverging with the system size. But for a two-dimensional system
the energy cost for introducing disorder scales with the length of the domain wall L, separat-
ing different degenerate ground state configurations, as does the entropy. Thus, the free energy
difference of the ordered and disordered phase approaches zero at a finite critical temperature.
Quantum fluctuations cannot alter this result since we do not have massless modes connecting
the different ground states, as in the continuous symmetry case. For completeness let us men-
tion again that the lower critical dimension of gauge/symmetries is formally 8 due to Elitzur’s
theorem.
2.3.5. Effective theories & renormalization
We finally arrive at the central section of our adventure into (thermal) field theory. As we learned
in the previous section, true universality of physical systems is encoded in the fluctuations at
the critical point. In order to understand the phase diagram of a physical system, we need to
determine the stable phases and the phase transitions at the phase boundaries. Thus, for systems
exhibiting continuous or second order phase transitions we have to deal with long-range order,
large/diverging correlation lengths and fluctuations on a global scale at the critical point. The
best framework known so far is Wilson’s renormalization group method of generating effective
field theories. Effective field theories itself are the most important concept in field theory and we
have used the term already several times so we finally will give a definition. An effective theory
is constructed by integrating out high-energy/fast fluctuating fields up to an certain cut-off λ,
generating an effective low-energy theory, which encodes the “relevant” degrees of freedom at











There are different schemes for decimating the amount of degrees of freedom, e.g. in (2.114) we
used the so-called fast-fluctuation integration which needs to be combined with a proper regu-
larization scheme due to the occurrence of divergences. Alternatives are real space RG methods,
such as block-spin transformations or the momentum shell integration, where we only integrate
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Euclidean QFT Critical phenomena
Momentum/inverse lattice spacing (UV cut-off) λ 8 fixed
reduced temperature/mass (IR cut-off) r fixed 0
d ě 4 UV difficult IR simple
d ă 4 UV simple IR difficult
Intrinsic energy scale J 8 fixed
Characteristic energy scale (excitations) ∆ fixed 0
Correlation length ξ fixed 8
Table 2.7. For critical phenomena applications we remove the effective IR30 cut-off which is
equivalent to a massless theory at the critical point. From this viewpoint the micro-
scopic degrees of freedom are irrelevant for the effective description, yet the short
distance (UV) physics is very well known. Thus, the difficulties lie in the low-energy
behavior (IR) at small frequencies and wave vectors such as collective excitations of
electrons in metals. On the other hand for high-energy physics applications we re-
move the effective UV cut-off which is equivalent to a theory without lattice spacing
or at arbitrary short distances. Here the high-energy description is well understood
but the low-energy long distance degrees of freedom are hard to describe. Note that
both pictures are equivalent since the dimensionless ratios λ{r Ñ 8 and J{∆ Ñ 8
approach the same limit.
out a small range of momenta controlled by the cut-off λ{c ă k ă λ and an additional scal-
ing parameter c. In any case we need to employ a method generically called “renormalization”
that allows us to retain a well-behaved field theory after the decimation process. This view-
point on renormalization is drastically digressing from the “technical” tool to remove diverging
sub-diagrams in perturbation theory. We now have to deal with cut-off dependent quantities
which ultimately needs to be expressed in terms of physical observables. There are two types of
effective theories
• Renormalizable theories:
Low-energy physics is decoupled from high-energy excitations. High-energy physics can be
encoded in a finite number of cut-off independent physical constants.
• Non-renormalizable theories:
High-energy physics becomes important at a particular energy scale, usually close to the
cut-off scale, where the effective field theory is not reliable. Physical quantities do not fully
encode the high-energy physics and hence are cut-off dependent.
Interestingly, if we combine the “high-energy” and “condensed matter” viewpoint on effective
field theory (c.f . Table 2.7) we assert that non-renormalizability is not really an issue. For all
30In RG parlance, “IR” stands for “infra-red” and its context dependent meaning describes low-energy, long distance,
small momenta and slow mode behavior, whereas “UV” stands for “ultra-violet”and describes the high-energy, short
distance, large momenta and fast mode behavior of an effective theory.
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we know, we can only describe the appropriate degrees of freedom accessible in experiments
which may not be related to the “real” microscopic degrees of freedom in a simple way. In
order to understand the phase diagram structure upon varying a physical parameter we need
to look at the flow along infinitely many infinitesimal “renormalization group31” steps. A single
renormalization step is (formally) conducted as follows:
i Rescaling the system by a scaling transformation
x ÝÑ x
c
, λ ÝÑ cλ, (2.115)
where c parametrizes the scale at which the system is investigated. For c ą 1 we can view
the scaling transformation (2.115) as zooming out where the distances between two points
is shrinking. Equivalently, the momentum cut-off is increased to retain longer wavelengths
only.
ii After zooming out, we decimate the degrees of freedom by an appropriate averaging pro-
cess. Aiming for effective field theory applications of renormalization, a simple decimation
procedure is to increase the cut-off and integrate out fast fluctuations. Occurring diver-
gences, in addition to initial singularities, are removed by introducing counter terms. This
can be done by adding appropriate operators to the effective action designed in such a
way not to alter the physical content of the theory (e.g. total derivative terms). Generically
new operators are generated by this averaging procedure, which must be included in the
original action, so we need to iterate this step until we have a closed set of operators Oa
and their respective coupling ga. The complete effective action reads
Seffrϕs “ gaOarϕs (2.116)
where the operators Oa are all occurring combinations of the original fields ϕ (including
higher gradient terms) respecting the symmetry of the physical system.
iii Next we need to renormalize all occurring fields ϕ in such a way that we can compare to
the original system before the rescaling step i
ϕ ÝÑ ϕ1 “ c∆ϕϕ, (2.117)
where ∆ϕ denotes the scaling dimension of the field. In order to fix the field renormal-
ization we need to single out the operators controlling the free field theory, i.e. the part
of the theory which must be invariant under renormalization for physical reasons. The
(canonical) scaling dimensions of the coordinates fixes uniquely the scaling dimension of
the fields. Finally the couplings ga are adjusted such that the renormalized effective action
is “form invariant”
Seffrϕs “ ga1O 1arϕ1s. (2.118)
Thus, we can read the single renormalization step as a mathematical mapping between coupling
constants of the form
ga
1pcq “ Rcptgauq or g1pcq “ Rcrgs (2.119)
31Mathematically speaking, it is not a group but rather a semi group since there exists no inverse to a renormalization
step. The non-existence of an inverse lies at the heart of generating effective theories via renormalization since we
can only loose information by integrating out degrees of freedom/fluctuations on length scales but not generate
information by “zooming in” on small length scales.
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Taking the finite scaling parameter to be infinitesimally small, we can define a flow equation for
the couplings. It is customary to “invert” the exponential map and define ℓ “ ln c. Then (2.119)










r1` nRℓs rgs “ g`Rpgqdℓ ñ dg
dℓ
“ Rpgq (2.120)
which defines the change in the coupling under a smooth zooming out process. We can compare
this expression to the Callan-Symanzik equation (2.142) arising from correlation function renor-
malization32 and identify the flow equation (2.120) as the generalized (coupling dependent)
β-function.
2.3.6. Fixed points & renormalization flow diagrams
The renormalization group flow equation, sometimes called Gell-Mann-Low equation, (2.120)
may be analyzed by mapping out its direction field diagram and determine the stability of sta-





!“ 0 ô Rpg‹q “ 0 (2.121)
The fixed point condition implies that the system does not change under the single RG steps
outlined in i –iii on page 55, in particular the system exhibits self similarity under spacetime
rescaling. Furthermore, the intrinsic length scale of the system, such as the correlation length
ξ describing the exponential decay of correlation functions (c.f . Table 2.5), must be invariant
under the scaling transformation (2.115). Thus, at a RG fixed point the correlation length is
either zero (ξ “ 0) or diverges ξ “ 8). The former describes a totally uncorrelated free system,
whereas the latter is indicating a second order phase transition, where at its critical point the
system exhibit fluctuations on all length scales. Therefore, critical phenomena are best studied
by analyzing the fixed points and stability structure of the effective description of critical systems
and at the same time the RG methods allow us to circumvent the problems (e.g. fluctuations)
encountered by simple mean field analysis. The nature of fixed points from a critical phenomena
perspective can be classified as follows:
• Strong coupling fixed point:
ga Ñ8 describing fluids (e.g. liquid phase)33
• Weak coupling fixed point:
ga Ñ 0 describing single (quasi-)particle collisions (e.g. gaseous phase).
• Critical fixed point:
ga “ gc describes the (fine-tuned) critical couplings.
Stable phases of matter are described by (stable) strong or weak coupling fixed points while
critical fixed points characterize phase transitions. The very different nature of the fixed points
allows us to consider each fixed point as a distinct scale invariant effective theory describing
separate physical phenomena. In this sense the Wilsonian approach to effective field theory can
be summarized as follows:
32The Callan-Symanzik equation plays the central role in sub-diagram renormalization of n-point vertex functions.
33The term fluid designate strongly correlated systems described by hydrodynamic equations. For sufficiently long length
scales, gases and liquids behave as fluids. On microscopic length scales, weakly coupled systems are characterized
by short range single particle collisions. In this sense, gases are weakly coupled whereas liquids are typically more
strongly correlated. Strongly coupled systems behave as fluids on all length scales, hence the strongly coupled fixed
point.
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i Find all scale invariant theories with the additional symmetries imposed by the given uni-
versality class, i.e. determine all possible scale covariant34 operators and their scaling di-
mension.
ii Analyze the local behavior of all scale invariant effective theories by deformations close to
their fixed points. This amounts to the analog of higher loop calculation in perturbative
QFT, which can be viewed as quantum corrections to the naïve or engineering dimension
of the scale covariant operators. Map out the local RG flows by solving the linearized RG
flow equations near the fixed points.
iii Connect all fixed points by extending the local RG flows to integrated global RG flows.
The last point is usually intractable and only possible for weak coupling fixed points. This is the
arena where the Gauge/Gravity Duality will step in and (may) provide invaluable insight, add
more strongly coupled scale invariant theories and new calculational tools for tackling strongly
coupled RG flows (see Chapter 3 and in particular Section 3.4). The stability analysis close to
the fixed points g‹ follows the stability analysis of first order differential equations. Linearizing
the generalized β-function
Rpgq “ Rpg‹q `∇Rpgqˇˇ






the stability is controlled by the eigensystem of the in general non-symmetric linear mapping
Rab. In RG parlance the components of the left-eigenvector of R
a
b are (dangerously) called
scaling fields and obey the simple flow equation with the (trivial) exponential solution
dva
dℓ
“ yava ñ va “ C eℓya . (2.123)
Note also that the corresponding operator scales with ∆O “ D ´ ya. The solution of (2.123)
allows for three different types of scaling fields:
• Repyaq ą 0 (relevant):
For increasing ℓ (zooming out) the system is driven away from the fixed point and thus the
corresponding scaling field is called relevant. Starting with a small relevant deformation,
the system flows to a different fixed point with a possibly different effective theory/univer-
sality class.
• ya “ 0 (marginal):
Invariant scaling fields under the RG flow (2.123) are called marginal and do not contribute
to the flow. However, the second order derivatives along marginal directions allow for a
more subtle classification, i.e. positive values are marginally relevant whereas negative
values are marginally irrelevant. In any case on approaching the fixed point the flow of a
marginal field will decrease until it is stationary at the fixed point.
• Repyaq ă 0 (irrelevant):
For increasing ℓ the system is attracted to the fixed point and the corresponding scaling
field is termed irrelevant. Under a small irrelevant deformation close to the fixed point, the
theory will flow back to the fixed point.35
34Operators that transform under the scale transformation, i.e. respect the scaling symmetry of the theory.
35There are also dangerously irrelevant scaling fields inducing singularities in the free energy which usually leads to
violations of hyperscaling.
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Figure 2.4.
A typical yet intricate renormalization flow
diagram connecting stable fixed points (‚)
to unstable (‚) and mixed fixed points (˝),
where the flow direction is indicated by the
arrows. The mixed or critical fixed point
defines a critical surface ( ) spanned by
the irrelevant directions. Tuning the cou-
pling of the physical system is represented
by the blue dashed line ( ) and the crit-
ical point (‚) is given by the intersection
with the critical surface. Crossing the crit-
ical surface allows the system to flow to a
different stable fixed point (stable phase of
matter), whereas right at the intersection
point the system flows to the critical fixed
point, describing a phase transition with
universal features.
The local behavior of the RG flow close to the fixed point leads to the following stability classifi-
cation:
• Stable fixed points:
A stable fixed point possesses no relevant scaling fields. Thus, small microscopic differences
in the initial theory cannot deform the effective theory under rescaling and so we can
identify stable fixed points with stable states of matter.
• Unstable fixed points:
Unstable fixed points possess only relevant scaling fields. In principle, these fixed points
are not accessible by any RG flow and are unphysical yet important artifacts that control
the global RG flow behavior.
• Mixed fixed points:
A mixed fixed point has relevant and irrelevant directions. The irrelevant scaling fields
define a tangent space denoted as critical surface. Any set of coupling constants describing
a point on the critical surface will be attracted to the mixed fixed point. A small deviation
away from the critical surface will drive the system to other fixed points in the respective
directions of the relevant scaling fields. In this sense, a mixed fixed point is related to a
phase transition and the existence of such a fixed point implies the existence of a stable
fixed point (where the relevant scaling fields will be irrelevant). However, the critical point
of a second order phase transition is in general not identical to a mixed or critical fixed
point, it is sufficient to cross the critical surface in the vicinity of the actual critical point,
c.f . Figure 2.4
In order to elucidate the power of the renormalization group method, let us apply it to the
simple scalar field theory describing the vector Opnq universality class we already investigated
in Section 2.3.4 with mean field methods. Starting with the total effective theory involving all
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we can easily determine the scaling behavior of the coupling and the field by a simple dimen-
sional analysis. First the action must be dimensionless under rescaling by construction, so
rSsc “ 0 and the scaling transformation (2.115) implies rxsc “ ´1. Furthermore, we fix the
scaling dimension of the field ϕ by identifying the leading gradient term as the free field dimen-
sionless contribution






























The corresponding RG flow equations are found by linearizing the scaling transformation ga ÝÑ
crg
asga. The trivial fixed point is g‹ “ 0 which is called Gaussian fixed point for reasons that
will become apparent in a moment. Let us determine the irrelevant operators of the Gaussian
fixed point. The gradient terms are independent of the dimensionality and the leading free field
gradient is the only marginal gradient term of the action (2.124) since
dgpjq
dℓ
“ 2p1´ jqgpjq ÝÑ 2p1´ jq ă 0, j ą 1 (2.127)













k ´ 2 ă D ă 4.
(2.128)
We immediately rediscover the Ginzburg Criterion on page 52 and obtain the Gaussian/free field
critical exponents. ForD ą 4 all higher interaction terms are irrelevant and the system is flowing












Note that the ϕ2 term is always relevant (the mass term introduces an energy scale breaking
conformal invariance) as well as the source term which naturally must be a relevant deforma-
tion as an external force preparing the system in a particular state. The RG flow diagram and
generalized β-function are shown in Figure 2.5. We see that the Gaussian fixed point in D ą 4
dimensions is actually a mixed fixed point denoting a phase transition at the critical point r‹ “ 0
and u‹ “ 0. If we consider for example the Ising universality class then the coupling r can be
identified with the reduced temperature (2.109) and the stable r‹ “ 8 fixed point describes
the paramagnetic (high-temperature) phase whereas for r ă 0 we are flowing to the r‹ “ ´8
fixed point describing the (low-temperature) ferromagnetic phase. However, forD ă 4 we see in
(2.128) that the interaction terms are becoming more and more relevant where ϕ4 is the leading














Relevant deformations/perturbations in u renders the Gaussian fixed point unstable in D ă 4
and the system is flowing to a new fixed point r‹ ‰ 0 and u‹ ‰ 0, known as the Wilson-Fisher

















Figure 2.5. In the left panel we show the renormalization group flow for D ą 4. In this case
we find a critical fixed point at r‹ “ 0 and u‹ “ 0 where the scaling field r is rele-
vant and the scaling field u is irrelevant. The Gaussian fixed point pr‹ “ 0, u‹ “ 0q
describes a phase transition with mean field critical exponents between the sta-
ble disordered high-temperature fixed point r Ñ 8 (paramagnetic phase) and
the stable ordered low-temperature fixed point r Ñ ´8 (ferromagnetic phase).
In the right panel we show the situation in the case of D ă 4. Here the Gaus-
sian fixed point destabilizes and a new critical fixed point emerges, the so-called
Wilson-Fisher fixed point. Due to the importance of the fluctuations, the mean field
solution is modified and for r ă 0 a flow to the disordered phase is possible. The
insets describe the functional dependence of the β-function in (2.131).
fixed point, c.f . Figure 2.5. For the Landau-Wilson effective theory the fast fluctuation modes
and the slow fluctuating modes are not decoupled as in the Gaussian model, so the local RG
flow equations cannot be determined from the scaling behavior alone. Corrections to the leading
RG behavior can be computed by various schemes e.g. momentum shell renormalization or the
operator product expansion of the local operators close to the critical point. The renormalized
effective action (at the one loop level regularized by dimensional regularization) leads to the
following RG flow equations36
dr
dℓ
“ 2r ` pn` 2qC
6
u
r ` λ2 ,
du
dℓ
“ p4´Dqu´ pn` 8qC
6
u2
pr ` λ2q2 ,
(2.131)
where n denotes the number of components of the Opnq vector model and C describes the phase
space factor of the momentum integration. The Wilson-Fisher fixed point is determined by
r‹ “ ´pn` 1qC
12
u‹
r‹ ` λ2 ,




36The details are outlined in almost all books about QFT and renormalization, a particular nice exposition can be found
in [6,68]
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which can be solved by an expansion in ǫ “ 4´D37







and expressing all length in units of λ´1 for convenience. The linearized RG equations for the
scaling fields close to the Wilson-Fisher fixed point read
dv
dℓ

















We see that the Wilson-Fisher fixed point is the critical/mixed fixed point, where the new scaling
field v1 is now a non-trivial combination of the old couplings r and u. Again the Wilson-Fisher
fixed point resides at v1 “ v‹ “ 0 and we may regard the coupling v1 as the reduced “tempera-
ture” describing deviations away from the critical point. Note that in term of the “old” couplings,
for sufficiently strong interactions u, the phase transition from the ferromagnetic to paramag-
netic phase might occur for r ă 0. Due to the strong fluctuations, the ferromagnetic phase is
disfavored and thus even for r ă 0 the system will flow to the disordered fixed point at r‹ “ 8.
The punchline of this example is to show that once we determine the right coupling in the vicin-
ity of the critical fixed point, we automatically include the effects of fluctuations. Applying the
scaling theory, which is briefly explained in the following paragraph, we are able to determine
all critical exponent including all “anomalous” contributions.
Scaling & Critical Phenomena
To make contact with experiments we need to connect the RG flow results to the measurable
correlation functions. The correlators must be independent of the purely theoretical renormal-
ization steps which allows us to write
Cpx; vq “ cn∆ϕCpc´1x; tcyavauq “ en{2pD´2`ηqℓ Cpc´1x; tcyavauq, (2.136)
where we used the general scaling behavior of n fields ϕ (2.126). Note that x stands for all
coordinates where ϕ is inserted. Taking the most relevant scaling field to be the leading defor-
mation,38 we can rescale the correlation function by fixing the rescaling parameter of the most
relevant scaling field v1 “ v to be cy1v1 “ cyv “ 1 since (2.136) must be true for arbitrarily
chosen ℓ and hence

















37Note that dimensional regularization introduced a real valued dimensionality.
38Usually for most fixed points after proper diagonalization there is only one relevant scaling field left.
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The function F is an universal scaling function encoding the relevant contribution close to the
critical point. Approaching the critical point v Ñ 0 all other scaling field contributions vanish
and the intrinsic characteristic length scale diverges. Therefore, we may assign to the relevant
scaling field v the intrinsic characteristic length scale of correlation functions, the correlation
length ξ. Comparing with Table 2.5 the relevant RG eigenvalue can be related to the critical
exponent ν via
ξ „ v´1{y „ |T ´ Tc|´ν ñ ν “ 1
y
. (2.138)
This relation is commonly known as a hyperscaling relation. Strictly speaking this relation is
only true for one relevant scaling field. If there are more competing relevant scaling fields the
physical description is more complex and there are competing length/energy scales related to
the behavior near the critical point. Indeed for thermodynamic or global transport properties at
zero momentum (static equilibrium) the second most relevant deformation will play the role of
the reference scale. In this case (2.137) is modified to
Cpv1, v2q “ `v1˘´np∆ϕ{y1q F „`v1˘´y2{y1 v2 . (2.139)
All other critical exponents can be related to the leading relevant scaling fields. The derivation
follows the same steps as above, where we apply the RG method to the reduced free energy
density f “ Srϕ; Js{Ld of the Landau-Ginzburg action (2.112). According to (2.126), the exter-
nal source field and the reduced temperature are the most relevant terms, whereas all irrelevant
scaling fields with ya ă 0 are denoted by va














with fsing being the singular part of the reduced free energy density at the critical point r Ñ 0.
Taking the definitions from Table 2.5 one can show that the following scaling relations hold true
α “ 2´ D
yr
, β “ D ´ yJ
yr
, γ “ 2yJ ´D
yr
, δ “ yJ
D ´ yJ . (2.141)
Note that Fisher’s scaling law γ “ p2 ´ ηqν can be directly derived by integrating (2.137) and
comparing to the definition of the susceptibility in Table 2.5. Using the reduced free energy,
Fisher’s scaling law takes the form η “ 2 `D ´ 2yJ . Eliminating the eigenvalues of the scaling
fields from (2.141) yields the thermodynamic scaling relations between α, β, γ and δ. Expres-
sions involving the critical exponents related to the correlation functions η and ν are called
hyperscaling relations, which may be violated by dangerously irrelevant scaling fields impacting
on correlation functions and Euclidean actions/free energies, differently. As an aside the scaling
behavior of the correlation function is instrumental in deriving the Callan-Symanzik equations,
usually defined not in terms of length scales but an energy scale µ
d
dµ








Cpx; gq “ 0. (2.142)
where the β and γ-function are defined as
βpgq “ µ BgBµ , γpgq “ µ
B lnaZϕ
Bµ . (2.143)
Of course the physical content of (2.142) and the combination of the RG flow equations with the
scaling functions is equivalent.





Figure 2.6. Holomorphic complex functions describe conformal maps between their domain
complex plane z “ x`iy and the image complex plane fpzq “ Re fpzq`i Im fpzq “
w ` iv. In the above figure the analytic function fpzq “ z2 is shown. As one can
see the angles of the intersection of the coordinate functions x and y are preserved,
but not the area enclosed by contour lines. Moreover, the plots indicate that the
transformation of an infinitesimal area element dx dy Ñ dw dv can be composed
of a scaling and a rotation as shown in the inset.
2.3.7. Scale invariant theories & conformal field theories
Scale invariant field theories can be extended to conformal field theories, if the theory is in addi-
tion invariant under Poincaré transformations. Conformal coordinate transformations preserve
oriented angles (directions and magnitude of the angle between two coordinate lines). For in-
finitesimal transformations the local angles and the shape are preserved, but global properties
such as the global size may change. In differential geometry parlance every object can be rep-
resented by a manifold endowed with a set of coordinate functions xµ and a certain notion of
distance between coordinate points. This distance is defined as the metric
ds2 “ gµν dxµ dxν , (2.144)
which can be represented as a symmetric cotensor of rank two and can be understand as the
“scalar” product of two tangent vectors. Since infinitesimal conformal mappings are described
by a Jacobian composed of a rotation and a scaling (c.f . Figure 2.6), the metric will change by
the square of an overall scale factor39
g1µνpx1q “ Ωpxq2gµνpxq. (2.145)
For Ωpxq “ 1 we recover the Poincaré symmetry being a subgroup of the full conformal group.
Infinitesimal transformations can be parametrized by a vector field v, i.e. x ÝÑ x1pxq ` vpxq. If
the metric is invariant under the symmetry described by the transformation v, its Lie derivative
must vanish
g ÝÑ g1 “ g ´ Lvg !“ g ñ Lvg “ 0, (2.146)




Therefore, the metric tensor, transforming as a rank two cotensor under coordinate transformations, can be written in
terms of the Jacobian matrix as g1 “ JTJg or g1κλ “ JνµJµκ gνλ. For conformal coordinate transformation J “ ΩR,
where R is a orthogonal rotation matrix RTR “ 1 and Ω a scaling factor, the metric will only be scaled by Ω2.
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since the metric field gpxq does not change when “flowing” along v. For a conformal transforma-
tion of the metric (2.145) the Killing equation (2.146) is modified to
Lvg “ 2σpxqg localÝÝÝÝÝÝÑ
coordinates
∇µvν `∇νvµ “ 2σgµν , 40 (2.147)
where Ωpxq “ 1´ σpxq follows from the linearized relation g1 “ Ω2g « g ´ Lvg. Exponentiating
the infinitesimal transformation defined by σpxq shows that a conformal transformations is in
fact a Weyl rescaling
g1µνpx1q “ e´2σpxq gµνpxq. (2.148)
In local coordinates the trace of the conformal Killing equation (2.147) yields
2∇µv




Inserting (2.149) into the conformal Killing equation allows to construct various constraint equa-
tions depending on the dimension d, and respective solutions for the vector field v. For a com-
prehensive and exhaustive treatment of the conformal invariance/group see e.g. [69]. We will
be content with understanding the different solutions for d “ 1, 2 and d ą 2. We see that for
d “ 1 (2.147) is trivially satisfied, so any vector field v describes a conformal transformation, due
to the fact that the concept of angles between tangent vectors is meaningless in one dimension.
For d “ 2 (2.147) reduces to the Cauchy-Riemann equations, so the vector field v can be con-
structed by all holomorphic functions. Thus, the two dimensional conformal group possesses an
infinite number of generators and an infinite number of associated conserved currents/charges.
In dimensions d ą 2, the vector field v can in general be expressed as follows
vµ “ aµ ` cxµ ` ωµνxν ´ xνxνbµ ` 2bνxνxµ, (2.150)
where aµ describes infinitesimal translations, the antisymmetric ωµν infinitesimal rotations, c
infinitesimal scaling transformations or dilation, and bµ so-called special conformal transforma-
tions. In general the Poincaré symmetry and scale invariance is not fully equivalent to conformal
symmetry due to the existence of the special conformal transformations. Constructing the asso-
ciated generators, one can show that the Poincaré group including scale transformations form
a subgroup of the conformal group. Futhermore, by constructing appropriate generators analo-
gous to the Poincaré generators it can be shown [69] that the conformal group is isomorphic to
SOpd` 1, 1q in Euclidean spacetime and SOpd, 2q in Minkowski spacetime, respectively.
Conformal Field Theory
Operators41 transforming under the conformal group can be constructed by representing the Lie
derivative in local coordinates of the conformal transformation O 1 “ O ´ LvO in the following
way
Lv “ vµ∇µ `∆σ ´ 1
2
p∇µvν ´∇νvµqSµν , (2.151)
40The local coordinate representation of the metric Lie derivative in terms of simple covariant derivatives is only valid
for a metric connection, i.e. ∇g “ 0.
41Note that the CFT community developed a slightly different jargon as usually used in QFT: fields are called operators,
and to add to the confusion there are two special classes of operators which are called primary and quasi-primary
fields. Primary fields transform in a simple “tensorial” manner under local and global conformal transformations,
whereas quasi-primary fields transform only under global conformal transformations. In two dimensions primary
fields have the simplest energy-momentum operator product expansion with at most second order poles.
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where ∆ denotes the scaling dimension of the operator O as defined in (2.117) and explained in
Section 2.3.5, whereas Sµν denotes the Opdq generators. A scalar conformal covariant operator
transforming in a simple “tensorial” way under global conformal transformations is called quasi-
primary. This transformation law can be derived from the conformal generators following (2.90)
and is given by












ϕpxq “ Ωpxq∆ϕϕpxq, (2.152)
where we have inserted the Jacobian of the coordinate transformation x ÝÑ x1 “ Ω´1x. Due to
this additional transformation behavior, the two-point and three-point correlation functions are
highly constrained @
ϕ11px11qϕ12px12q
D “ Ω∆1`∆2 @ϕ1pΩx11qϕ1pΩx12q D
ñ xϕ1px1qϕ2px2q y “ C12
|x1 ´ x2|∆1`∆2
, (2.153)
where C12 is a constant coefficient and we implicitly used translation and rotation invariance.
Using the special conformal transformation, one can show that the correlator is only non-zero if
∆1 “ ∆2, i.e. only quasi-primary fields with the same scaling dimension are correlated
xϕ1px1qϕ2px2q y “ C12
|x1 ´ x2|2∆
. (2.154)
Comparing with the definition of the critical exponent for correlators η in Table 2.5 we find
2∆ϕ “ d ´ 2 ` η or η “ 2 ´ d ` 2∆ϕ. This is in agreement with the hyperscaling relation
η “ 2 ` d ´ 2yJ (as expected!) where the scaling dimension of the operator is related to the
scaling of the relevant source field J by yJ “ d´∆ϕ. In the same way, the three point function
is fixed up to a constant C123 as
xϕ1px1qϕ2px2qϕ3px3q y “ C123
|x1 ´ x2|∆1`∆2´∆3 |x2 ´ x3|∆2`∆3´∆1 |x1 ´ x3|∆3`∆1´∆2
. (2.155)
Higher order correlation functions cannot be constrained by the scaling and special conformal
transformation alone because here we can construct conformally invariant dimensionless cross
ratios such as |x1´x2||x1´x3|
|x3´x4|
|x2´x4| . The non-existence of conformal invariants for two and three point
functions, due to the special conformal transformation, allows for the totally fixed simple forms
in (2.154) and (2.155). Apart from the constraints imposed on the correlation functions, there
are additional constraints for the conserved currents related to the Poincaré symmetry, in partic-
ular the energy-momentum tensor.
Polyakov’s Theorem
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whereas the rotational invariance implies a symmetric energy-momentum tensor since its
generator is totally antisymmetric
Tµνωµν “ 0 ^ ωµν “ ´ωνµ ñ Tµν “ T νµ.
Finally, conformal symmetry together with the conservation law and the symmetry condition
gives rise to a traceless condition
Tµµ “ 0.
This follows from demanding that the conservation law must hold for conformal transforma-
tions, see Appendix D of [70].
Formally, the traceless condition for the energy-momentum tensor can be derived directly from
the general source term of a quantum field theory. Lorentz invariance (or translational and ro-
tational invariance) imposes already strong constraints on the possible source terms. In general,
there is no consistent interacting theory for massless fields with higher spin excitations than spin
two in flat spacetime.42 Heuristically, a higher spin field possess more independent components
that cannot be fixed by symmetries which in turn yields unphysical degrees of freedom, e.g. in
d “ 4 a massless field has only two physical degrees of freedom. Therefore, the most general
source term is given by
Ssource “
ż
ddx pφλ` jµAµ ` Tµνgµνq . (2.156)
Physically, we can view the scalar source term λ as a Lagrange multiplier fixing the value of
the scalar, the vector source terms are usually related to gauge connections such as the elec-
tromagnetic Up1q gauge field Aµ or, conversely, a charged current jµ induces an interaction
mediated by the gauge field (see the discussion in Section 2.3.2 below (2.96)). Considering
Poincaré invariant theories, the related massless excitations to the energy-momentum tensor are
spin two excitations, so we naturally expect the metric as the source term. But even for non-
relativistic theories the deformation of a physical object due to external stresses is described by a
displacement field changing distances compared to the free reference metric. In this cases Tµν is
usually called stress-energy tensor related to the strain tensor of the deformed object. Applying










ddxTµν pLvgµνq “ 2
ż
ddxσTµνg
µν !“ 0, (2.157)
which directly implies the traceless condition for arbitrary conformal deformations σ
gµνTµν “ Tµµ “ 0. (2.158)
This also holds true for quantum field operators, where the corresponding Ward identities can
be derived for the translation, rotation (Lorentz) and scaling symmetry. Nonetheless, conformal
symmetry can be broken by quantum effects leading to a conformal anomaly. Since we learned
from the RG approach that the critical fluctuations are correlated on length scales of the inverse
reduced temperature (2.138) or the mass operator, conformal anomalies introduce a characteris-
tic length scale signaling the breakdown of the effective theory description in the chosen degrees
42An interesting possible interacting higher spin theory with massless excitations is Vasiliev’s higher spin gravity in AdS4
spacetime, see [71]
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of freedom. For example in chiral QCD the conformal anomaly sets the scale for color confine-
ment and the acquired mass of the confined quarks/composite hadrons (since the quark masses
„ Op1MeVq are much smaller than the confinement scale „ Op1GeVq). As we will see in Sec-
tion 3.1.2, for a consistent string theory the conformal anomaly of the local Weyl symmetry must
be removed which leads to a constraint on the numbers of spacetime dimensions. For purely
bosonic string theory the critical dimension is d “ 26, whereas the supersymmetric string theo-
ries are consistent in ten dimensional spacetime. For condensed matter applications some of the
symmetries might not be present in the system. Usually, the Poincaré symmetry is broken due to
anisotropies (no rotation invariance), lattices (no translation invariance) or non-relativistic de-
grees of freedom (no boosts). This allow for different scaling behavior of space and time which
is classified by yet another exponent the so-called dynamical scaling exponent z defined as
t ÝÑ t
cz
, x ÝÑ x
c
,
ω ÝÑ czω, k ÝÑ ck.
(2.159)
For z “ 1 we recover relativistic scaling symmetries found in one-dimensional electron liquids
or in two-dimensional Graphene sheets. These systems can be described by a chiral quantum
field theory and show a linear massless dispersion relation when tuned to their critical point.
A non-relativistic analogue of the conformal group is the Schrödinger group [72] where the
Schrödinger scaling (see Schrödinger equation) yields z “ 2. More complicated scaling sym-
metries, depending on the effective dispersion relation, might involve non-integer values for the
dynamical scaling exponent. In certain gravity duals one finds a particular scaling behavior called
Lifshitz scaling as well as more complicated scaling symmetries of AdS-spaces. Additionally, there
exists a spacetime metric that allows for hyperscaling violation, parametrized by another scaling
exponent [73].
To conclude the section about renormalization, I hope the reader is convinced that renormal-
ization elegantly connects the microscopic world with the macroscopic world and in the same
way different scale invariant theories that describe distinct physical phenomena. It is one of the
most powerful methods to extract relevant degrees of freedom/information of complicated mi-
croscopic theories and relates them to universal effective theories. In Chapter 3 we show that the
Gauge/Gravity duality geometrize this wonderful method in a fascinating way and at the same
time allows us to deal with new classes of strongly coupled, scale invariant theories and extend




In this chapter we will establish the “original” AdS5/CFT4 correspondence devised in [74] and
somewhat refined in [75, 76]. In this case AdS5 stands for the five dimensional Anti-de Sitter
spacetime, a hyperbolic spacetime with a boundary, which is a solution to Einstein’s classical
equations of gravity with negative cosmological constant. On the other side of the duality we
have a supersymmetric conformal field theory in four dimensions with vanishing β-function at
all energy/length scales even with regard to perturbative and non-perturbative quantum correc-
tions. The duality belongs to the very powerful class of weak/strong dualities, i.e. we can map
a strongly coupled conformal field theory with some additional properties to a weakly curved
classical gravity. Furthermore, the AdS5/CFT4 correspondence is an example of the holographic
nature of (quantum) gravity as is exemplified by its unusually thermodynamic behavior near
black holes. Therefore, we will start with a small survey of interesting features of gravity, then
move on to explain a possible way to quantize gravity, which gives rise to a vast mathemati-
cal web of theories (see Figure 3.8) and are known under the name of (super) string theories.
Again dualities play an important role to map between these different string theories. In order to
understand the AdS5/CFT4 correspondence, we will only explain the crucial objects originating
from a certain type of string theory. Clearly, this exposition of string theory will not do justice
to the huge and still intricate subject, but I hope the more stringy inclined reader does not mind
the writer’s lack of expertise on the subject. As a next step, we will employ the equivalence
of the partition function to construct generating functionals and incorporate symmetry break-
ing mechanism [77], as explained in Section 2.3. Most importantly, we will utilize the recipe
of calculating response and Green functions [78] — a real time fluctuation-dissipation theorem
connected to the Schwinger-Keldysh approach to Green functions [79] — to compile a dictionary
relating equilibrium and dynamical properties of strongly correlated systems to a simple gravita-
tional computation. Finally, we focus on generalizations of the original correspondence and show
its deep and intriguing connection to renormalization group flows and to extend the dictionary
to finite temperature/density calculations designed to tackle problems within condensed matter
theory. As we will see, the generalized gauge/gravity duality, understood as a weak/strong dual-
ity, is a powerful tool for extending field theoretic methods into previously inaccessible regimes.
69
70 Chapter 3. Gauge/Gravity Duality
3.1. Quantum Gravity & the Holographic Principle
Overview
• Gravity incorporated as curved spacetime with diffeomorphism invariance is incom-
patible with flat space quantum field theory. Canonical quantization using the Dirac
quantization scheme yields an ill-defined and intractable equation, e.g. the Wheeler
De-Witt equation [80].
• String theory is a promising candidate for quantum gravity and a unified description of
all four (known) fundamental forces.
• The holographic principle states that the entire information content of physical theories
may be encoded into their boundaries, in particular the black hole information paradox
is resolved.
3.1.1. Black hole thermodynamics
Classical gravity is described by the Einstein-Hilbert action and can be viewed as a purely geo-
metric manifestation, where the gravitational force is removed via the equivalence principle such
that free falling observers follow geodesics in curved space. The Einstein Hilbert action is fixed





?´g `R` 2κ2Lmatter˘ , (3.1)
which yields the Einstein equations
Rµν ´ 1
2
Rgµν “ κ2Tµν , (3.2)
where the energy momentum tensor arises from the matter Lagrangian via
Tµν “ ´ 2?´g
B p?´gLmatterq
Bgµν . (3.3)
By comparison with the non-relativistic limit, the gravitational coupling constant can be related
to Newton’s gravitational constant and the speed of light1 κ2 “ 8πG{c4. Physically, (3.2) relates
the energy content of our spacetime to the curvature/gravitational force, which heuristically
can be understood as the manifestation of the energy/mass equivalence as a source for the
gravitational field with field strength tensor R and “gauge” field ω, summarized by Cartan’s
structure equations
Tp2q “ de`ω ^ e “ 0, R “ dω`ω ^ ω. (3.4)
The first equation describes the vanishing torsion two form Tp2q of classical gravity. It relates the
gravitational field encoded in the so-called frame fields, which do not have an analogue in gauge
1Note that one has to be careful with defining unit systems to maintain the right dimensions. For example, setting h¯ “ 1
and c “ 1 yields the energy dimension of inverse length, whereas G “ 1 and c “ 1 yields the energy dimension of
length, which is convenient in defining the Schwarzschild radius of stars/black holes in terms of their mass.
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theory, to the spin connection one-form ω. The second equation describes the curvature two form
entering the Einstein-Hilbert action (3.1). From this construction we immediately see the non-
renormalizability of the Einstein-Hilbert action by expanding about a flat reference spacetime




d4xpBhq2 “1` κh` κ2h2 ` . . . ‰ , (3.5)
where in the IR (low-energy/long wavelength regime) there is a stable weak coupling fixed point
κ‹ “ 0 and κ is an irrelevant scaling field. Thus, we can view classical gravity as an effective
theory only valid up to energies Eκ „ 1 or even below which can be translated into E „ MP,
where MP „ Op1028 eVq denotes the Planck mass. Due to the irrelevant nature of the coupling
in the IR, gravity is a non-renormalizable theory, i.e. adding additional irrelevant fields does not
change the UV behavior, so we need an infinite number of counter terms to cure divergences in
loop integrals. At high energies E „ MP the low-energy effective theory must be replaced by a
new theory containing UV degrees of freedom. A different resolution would be the existence of
a UV fixed point in the theory.
Another interesting property of gravity is its unusual thermodynamic behavior, i.e. violating one
of the three “axiomatic” properties that define thermodynamics, the so-called entropy postulates:
• Homogeneity, i.e. the entropy is a homogeneous function of order one SpcXq “ cSpXq for
c ą 0. This shows the extensivity of the entropy and insures that a thermodynamic system
cannot be described by intrinsic variables alone (“the size of the system matters!”).
• Convexity describes a function with values larger or equal to a secant between two points
or, if its derivative exists, a tangent that is larger or equal to the functional values f2pxq ě 0.
Stability requires a convex entropy function implying the second law for conventional mat-
ter.
• Superadditivity is the following property Spx1 ` x2q ď Spx2q ` Spx1q valid for all x1,2 in
the domain of S. In particular, it implies the third law of thermodynamics Sp0q “ 0.
As can be shown, not all of the three postulates are independent. Two of the above properties
imply the third one. Normal matter as microscopic constituents of statistical systems obeys
all three postulates but gravitating matter such as stars or black holes2 violate the convexity
postulate. Note that this does not violate the second law of thermodynamics, but can rather be
seen as a consequence of it. Uniformly distributed matter can be considered as the most ordered
state regarding the gravitational interaction, whereas extreme density differences (e.g. randomly
distributed massive objects in almost empty space) yield a very high disorder on long length
scales where the gravitational interaction dominates. So introducing a small density fluctuation
in a uniformly matter distribution, a gravitational system tends to amplify these deviations in
contrast to conventional statistical systems. For example, the specific heat of huge gravitating
objects is negative, i.e. adding more matter yields a decrease in temperature. Thus, massive black
holes are colder than lighter black holes.
Taking the so-called Unruh effect into account, an accelerating observer sees a heat bath with
2A black hole can be viewed as a massive gravitational object that does not allow for light to escape its event horizon.
Strictly speaking, a black hole constitutes a causally disconnected spacetime region, where “information is trapped”
and observers inside the black hole cannot communicate or escape to the outside of a black hole. However, matters
are more complicated as we will see once we look at the Unruh effect and the Hawking radiation. For a detailed
discussion of the peculiarities of black holes see [81].





compared to a freely falling observer. This implies that the vacuum state of a quantum field
theory depends on the state of the observer and cannot be compared since the canonical com-
mutation relations are defined in the local coordinates of the free falling and the accelerated
observer.3 If we apply the equivalence principle of acceleration and gravity, we would expect
that a stationary observer close to the horizon of a black hole measures a black body tempera-




In fact this temperature has been independently discovered by Hawking, yet to date there is no
conclusive even indirect experiment to measure this effect experimentally.4 Additionally to the
thermal radiation, there is a related evaporation process, since the thermal heat bath consists
of virtual particle/anti-particle pairs, created at the horizon. A consistent extension of the local
heat bath allows for a leakage of some of the virtual particle pairs escaping to infinity and thus
becoming real. Thus, a black hole emits radiation, loses mass/energy and increases its temper-
ature in the process until it is completely evaporated (unless the mass influx from other sources
leads to a positive net increase in the black hole energy).5 For a Schwarzschild black hole the
Hawking temperature at the event horizon rH “ 2MG, κ “ p2rHq´1 is given by T “ p8πMGq´1
and we see that the temperature is inversely proportional to the black hole mass. This implies
the following entropy relation, known as the Bekenstein-Hawking entropy
dM “ T dS “ 1
8πMG
dS ñ SBH “ 4πM2G “ AprHq
4G
, (3.8)
suggesting that the information content of the black hole is encoded in its area and not in its
volume. The extensivity of the entropy in ordinary thermodynamic systems scales with the
volume of the system and since the maximal entropy is a measure for the total degrees of freedom
needed to describe the system, we conclude that the degrees of freedom to describe a quantum
gravity system scale only with its area.
Quantum mechanically, this poses the problem of naïvely violating some of the fundamental
laws of nature, i.e. the conservation of information. Unitary evolution does not allow a pure
state to evolve into a mixed quantum state characterizing a thermal ensemble. So an observer
outside of the black hole should in principle retrieve information (after the initial entropy is
halved due to evaporation) that once entered the black hole. The problem intensifies once we
take the quantum no-cloning theorem into account which asserts that a quantum state cannot
be duplicated without violating the linearity of quantum mechanics and hence the Heisenberg
3So far, it is not clear if the Unruh effect is real and measurable, but there are experiments devised for possible direct
detection, see [82].
4However, there exists an analogous table-top experiment, in the sense of emergent gravity, using phonons in perfect
fluids where the fluid is flowing faster than the local speed of sound trapping the phonons. The change from super-
sonic speed of the fluid to subsonic speed creates a event horizon where the frequency of the phonons approaches
zero. A possible realization using Bose-Einstein condensates might be expandable to detect a phononic Hawking
radiation [83]
5Interestingly, a free falling observer crossing the event horizon would not detect any thermal heat bath. Every space-
time point on its infalling trajectory close to the horizon would consist of the usually vacuum state. Furthermore,
the event horizon is not special since the free falling observer “sees” only a weakly curved locally flat Minkowski
spacetime.








Figure 3.1. Due to the Unruh effect, a stationary observer close to the black hole, will ob-
serve a heat bath with temperature TU{H. Hawking radiation allows for emission
of virtual particles becoming real particles away from the black hole horizon, thus
rendering the black hole a thermal ideal black body (left panel). Additionally in-
falling matter is observed by a distant observer as frozen in time, “heated up” and
spread over the black hole horizon because of the IR/UV connection ∆x∆t „ ℓ2P.
This stretched horizon can be described by a hydrodynamic theory incorporating
dissipation effects such as viscosity and resistivity (middle panel). Statistically, we
can view the black hole horizon as a “holographic” projection (see also Infobox
Holographic Principle on page 74) of the degrees of freedom residing “inside” the
black hole, which are partitioned into Plank area ℓ2P cells (right panel).
uncertainty principle [84]. We could imagine an external observer B, sufficiently close to the
horizon, collecting information by observing an infalling observer A and eventually entering
the black hole to retrieve again the identical/duplicated information from observer A. This is
equivalent to duplicate the information at the horizon, where one copy of the information enters
the black hole and the other copy is sent out, thus violating the no-cloning theorem. A possible
resolutions to this paradox, which violates neither the no-cloning theorem nor the conservation
of information, is called black hole complementarity stating that the external observer “sees” the
black hole as a complex system with information stored in its degrees of freedom, counted by the
area scaling of the entropy, where the infalling observer carries its information freely through the
horizon. The information paradox is resolved by taking into account that sending the information
requires at least one quantum, such as a photon, with a definite frequency/energy. In order for
A to send the information before B hits the singularity, the energy required by the observer
is larger than the black hole mass. So we conclude that in principle it is not possible for the
external observer to receive the same information outside of the horizon and inside the black
hole. In this sense, the black hole complementarity avoids a violation of quantum mechanics
and the equivalence principle. An alternative approach to resolve the puzzle, the black hole
firewalls [85], sparked a still ongoing hot debate c.f . [86]. It departs from the idea that the
horizon is a simple coordinate singularity and propose that once the black hole reaches the
“age” where information can be retrieved (after evaporating half of its initial entropy), the event
horizon turns into an impenetrable firewall burning the infalling observer. In the following, we
will assume that there exist two different viewpoints of black holes which are complementary in
the above sense of avoiding any violation of the fundamental laws observed and verified so far.
• For a distant observer (in asymptotically flat spacetime at infinity) the black hole can be
described by a nearly perfect fluid with dissipative properties, such as viscosity and elec-
trical resistivity in addition to its temperature/entropy, covering the black hole horizon.
This so-called “stretched horizon” [87] yields a hot conducting membrane with properties
explicitly computed by the membrane paradigm [88, 89]. The reason for this membrane
picture to work lies in the gravitational redshift of the infalling matter. For the distant ob-
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server the infalling matter never reaches the black hole horizon in finite time, but is frozen
infinitesimally close to the horizon, forming a membrane stretched over the horizon. The
properties of this membrane can be described by an effective hydrodynamic description
using a non-gravitational quantum field theory defined on the lower dimensional horizon
with d dimensions, say. Adding more matter to the black hole is seen as disturbing the
stretched horizon which gives rise to wave-like excitations of the fluid. In particular, due to
the quite unintuitive IR/UV connection, which states that with increasing energies we are
probing larger(!) length scales (for a detailed discussion see [81]),6 the information stored
in the infalling matter will be uniformly spread over the stretched horizon, as shown in
Figure 3.1.
• On the other hand, an infalling observer does not observe any of the properties of the
stretched horizon. On the contrary, such an observer will only approach an effectively
zero-temperature gravitating object with increasing tidal forces which can be described by
the full d` 1 gravitational theory.
Furthermore, these two pictures can be related to each other by the holographic principle, which
states that the full information content encoded in the entropy and its distribution over the (in-
ternal) degrees of freedom in the theory, characterized by the partition function, are equivalent
if we reduce the dimensionality of one of the two descriptions. As the name suggests we draw
from the analogue of optical holograms storing three dimensional information in an effectively
two dimensional object.
Holographic Principle
The holographic principle7 asserts that the maximal information of a physical system is en-
coded in its boundary area measured in units of h¯. For black holes/gravity this can be under-
stood in terms of a collapsing shell of matter which is teleologically8 equivalent to a black
hole of the same mass and entropy SBH “ A{4G. Therefore, any thermodynamic system sat-
isfying the second law of thermodynamics with given energy and entropy is bounded by the
mass of the black hole of area A and entropy SBH. The microscopic degrees of freedom
of such a thermodynamic system are distributed over the boundary of the system with a
partition of one degree of freedom per Planck area ℓ2P. Two physical descriptions are equiva-
lent if the same information is encoded, i.e. the maximal entropy, the number of degrees of
freedom and the partition functions must be equal. Therefore, the partition function of the
thermodynamic system, described by (Euclidean) quantum field theory, must be defined in
one dimension lower than the gravitating mass distribution forming the black hole.
The emergence of the holographic principle draws heavily from semi-classical considerations.
Thus, to understand these peculiarities, a true theory of quantum gravity is needed9. There have
6Resolving distances of the order of the Planck mass requires energies comparable to black hole masses, which in turn
creates a singularity shielded by the event horizon. This yields the relations∆x „ E and the corresponding spacetime
uncertainty ∆x∆t „ ℓ2P and so we are not able to probe distances smaller than the Planck length ℓP.
7A nice review about the holographic principle and its realization in terms of the AdS/CFT correspondence can be found
in [90] and an explicit AdS/CFT calculation involving the stretched horizon is conducted in [14], determining the
viscosity of black membranes.
8The Schwarzschild radius rs “ 2MG can be viewed as “real” for any mass distribution that eventually will collapse in
a spherical region with a smaller radius r ă rs.
9Due to the Weinberg-Witten theorem [91] a perturbative QFT cannot describe classical gravity. Thus, the hydrodynamic
QFT of the hot membrane must describe a non-local or strongly correlated system. On the other hand the near horizon
area of a black hole cannot be completely captured by classical gravity.
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been many attempts to formulate a quantum theory of gravity, such as loop quantum gravity
[46, 92–94], string theory [95–99], non-commutative geometry [100], string-net condensates
[101–104], just to name a few. To my knowledge, only string theory has been successful to
incorporate the holographic principle and allows for explicit realizations, for example
• Matrix Theory: M-Theory10 is conjectured to be dual to D0-branes (particles) in ten di-
mensions, providing a second quantization scheme of M-Theory in flat space in a certain
set of limits (the infinite momentum frame N{RÑ8 [105]). Thus, the eleven dimensional
membranes (extended objects of M-theory) emerge from point like fundamental degrees of
freedom in ten dimensions described in terms of supersymmetric (N ˆN matrix) quantum
mechanics with N Ñ 8. The additional dimension is removed by compactification on a
circle with radius R “ gsℓs related to the string coupling gs and the string length ℓs. The
eleven dimensional M-theory is recovered by the strong coupling limit R Ñ 8. For more
details the reader is urged to consult the comprehensive review [106]. A major difference
to the AdS/CFT correspondence lies in the fact that matrix theory deals with an infinite vol-
ume Minkowski space, whereas the AdS spacetime possess a boundary with a well defined
Cauchy problem, i.e. the boundary conditions of the “AdS box” introduce sources for the
interacting bulk fields. An overview of the connection between matrix theory and AdS/CFT
can be found in [107].
• AdS/CFT Correspondence: The AdS5/CFT4 correspondence connects holographically a
conformal N “ 4 supersymmetric SUpNcq Yang-Mills theory in four dimensions to type IIB
string theory on AdS5 ˆ S5. This holographic duality will be explained in the subsequent
sections and extended in a way to geometrize the renormalization group method.
3.1.2. Bosonic string theory
In this section we will introduce the primary objects descending from string theory to give a pre-
cise statement of the AdS/CFT correspondence. Therefore, we will give a short pictorial survey
over string theory and its main features. String theory replaces point particles by a string with
string length ℓs “
?
α1 or tension Ts “ p2πα1q´1, respectively. Thus, the particle worldline invari-
ant under reparametrization transformations11 is replaced by a two dimensional worldsheet, c.f .
Figure 3.2 and Figure 3.3, with the following symmetries12
• Global Poincaré transformations act globally on the target space coordinate functions
xa ÝÑ Λabxb ` aa. (3.9)
• Local diffeomorphisms describe a reparametrization of the worldsheet by redefining the
worldsheet coordinates
σα ÝÑ fαptσuq. (3.10)
10The “M” in M-Theory might stand for “mother”, “mysterious”, “membrane” or in the present context for “matrix”.
11In special relativity this reparametrization invariance of the action describing a relativistic point particle is usually used
to define the proper time measured by a co-moving observer.
12The worldsheet coordinates will be denoted by Greek indices with letter from the beginning of the alphabet α, β, . . . ,
whereas the Latin indices from the beginning of the alphabet a, b label the d dimensional target spacetime coordinates.
The worldsheet indices are not to be confused with the four dimensional spacetime indices with Greek letters from
the middle of the alphabet typical µ, ν, . . . . When we consider supersymmetric theories spinor indices will be denoted
by Latin indices from the middle of the alphabet, typically r, s, . . . and local Lorentz frame indices will be underline
e.g. a, α, . . . .






Figure 3.2. A relativistic point particle is described by the action S “ ´m ş ds, where ds2 “
gµν dx
µ dxν describes the relativistic worldline. The particles trajectory is deter-
mined by the coordinate functions xµpτq parametrized by the worldline parameter
τ . A one dimensional string traces out a worldsheet in two dimensional spacetime
with the corresponding Nambu-Goto action S “ ´Ts
ş
dA, where the particles mass
is replaced by the string tension Ts, defined as (potential) energy over the spatial
string length.
This is a gauge symmetry on the worldsheet where the coordinate functions transform as






or for infinitesimal transformations fαptσuq “ σα ` ǫαptσuq,
xa ÝÑ xa ´ ǫαBαxa, hαβ ÝÑ hαβ ´ p∇αǫβ `∇βǫαq . (3.12)
• Weyl rescaling as defined in (2.148)
hαβ ÝÑ e´2wpτ,σq hαβ , (3.13)
which allows to conformally deform the worldsheet and to describe the worldsheet by a
two dimensional CFT. The different conformally equivalent worldsheets can be viewed as
different gauges describing the same physical state.







is invariant under the above mentioned symmetries. The Polyakov action can be derived from
the Nambu-Goto action explained in Figure 3.2 by eliminating the square root of the area term.
This yields an additional auxiliary field hαβ which can be viewed as the induced metric on the
worldsheet up to a conformal factor. Thus, we can unleash the full power of two dimensional
conformal symmetry described by holomorphic functions. The two parametrization transforma-
tions arising from the local diffeomorphism invariance may be used to write a conformally flat
metric hαβ “ Ωpτ, σq2ηαβ which can be viewed as a certain gauge choice called the conformal
gauge. Together with the Weyl rescaling we may fix the three independent components of the
two dimensional induced metric such that the worldsheet can be written in flat Minkowski co-
ordinates i.e. hαβ “ ηαβ . Moreover, let us first work with a flat target spacetime gabpxq “ ηab







Figure 3.3. The worldsheet of a string moving in the target spacetime is parametrized by two
parameters τ and σ and the area in the Nambu-Goto action S “ ´Ts
ş
dA can be
written in terms of the induced metric on the worldsheet given by the pullback of
the coordinate functions, i.e. PrGsαβ “ gab BxaBσα Bx
b
Bσβ , as dA “
a´det pPrGsαβq d2σ
with d2σ “ dτ dσ. This idea is easily extended to higher dimensional objects
such as membranes tracing out a worldvolume and the corresponding hypersurface
enters the action with a volume element. Note that the embedding of the string
is not restricted to three dimensions as suggested by the labels of the target space
coordinate system.
and later generalize to a curved spacetime. The equations of motion in the conformal gauge
corresponding to (3.14) are simply given by the free wave equation
BαBαxa “
`B2τ ´ B2σ˘xapτ, σq “ 0, (3.15)
with the additional constraint that the conformal energy-momentum tensor vanish
BτxaBσxa “ 0, pBτxq2 ` pBσxq2“ 0. (3.16)
Solutions of (3.15) in light cone coordinates σ˘ “ τ ˘ σ yield left and right moving waves
xapτ, σq “ xaL pσ`q ` xaRpσ´q. (3.17)
The constraints (3.16) relate the Fourier modes of the left and right moving waves to the ef-
fective mass of the string. Additionally, we need to impose the periodicity condition xapτ, σq “
xapτ, σ ` 2πq for closed strings and boundary conditions for open strings. There are two types
of boundary conditions, called Neumann and Dirichlet, as shown in Figure 3.4. The Dirichlet
boundary conditions define a hypersurface in space, a so called Dp-brane, where p determines
the number of spatial directions, i.e. a D0-brane is a particle, a D1-brane a string, and Dpą2-
branes are higher dimensional membranes. Interestingly, the Dp-branes are dynamical charged
solitonic objects (where D´1-branes can be considered as instantons). A soliton is a kink-like
solution interpolating between two different (vacuum) states and hence are related to unstable
vacua and spontaneous symmetry breaking. In higher dimensions solitonic solutions are related
to vortices determined by their winding numbers which can be viewed as the classification of
maps from circles to circles or for arbitrary dimensions the homotopy groups of spheres. Indeed,
DP -branes are dynamical solutions to the supergravity equations of motion. The connection of
supergravity to string theory will be elucidated at the end of the section, c.f . Figure 3.8. Detailed
accounts of D-branes and their role in string theory can be found in [109,110].
After quantizing (3.17) physical states arise from the oscillatory states of the string according to




Figure 3.4. Open string solutions must be supplemented with two types of boundary condi-
tions, Dirichlet boundary conditions defined by xa|σ“0,π “ const. and Neumann
boundary conditions given by Bσxa|σ“0,π “ 0. Dirichlet boundary conditions de-
fine a p ` 1 dimensional hypersurface in d dimensional spacetime positioned at
xb “ cb with b “ p ` 1, . . . , d ´ 1 (Dirichlet directions) where along the p ` 1 hy-
persurface directions Neumann conditions apply, i.e. Bσxa “ 0 with a “ 0, . . . , p
(Neumann directions). These so-called Dp-branes break the global Lorentz group
SOp1, d ´ 1q into SOp1, pq ˆ SOpd ´ 1 ´ pq. In [108] the true meaning of a Dp-
brane apart from defining the Dirichlet boundary conditions was discovered. In the
context of superstring theories DP -branes carry Ramond-Ramond charges. From a
supergravity point of view Dp-branes are solitonic charged objects preserving half
of the supersymmetric generators with tension scaling as the inverse string cou-
pling g´1s (see also Section 3.2). For closed strings the boundary conditions reduce
to the periodicity condition xapτ, σq “ xapτ, σ ` 2πq.
the decomposition of SOpd´ 1q for massive and SOpd´ 2q for massless single particle states. To
quantize the classical string theory we can go about in various ways e.g. in a specific gauge, such
as the lightcone gauge or covariant quantization imposing the constraints as operator equations,
or the gauge invariant path integral method following the BRST13 quantization scheme. In all
three cases the consistency of the theory fixes the spacetime dimensions14 i.e. the requirement
of massless (massive) particles to transform under the little group SOpd´ 2q (SOpd´ 1q) of the
Lorentz symmetry or the absence of the conformal anomaly
xTαα y “ ´
c
12
R “ ´cGhosts ` cCFT
12
R “ ´´26` d
R
!“ 0 ñ d “ 26, (3.18)
assuming the d dimensional coordinate functions to be free scalar fields with central charge
c “ 1. The critical dimension for bosonic string theory is d “ 26. The spectrum of the closed
strings is formed by a tachyonic ground state, indicating the instability of the bosonic string
theory, three massless field arising from the first excited state which can be described in terms
of irreducible representations, i.e. the trace representation, describing the spin zero dilaton Φ˜,
the antisymmetric representation, describing the spin one Neveu-Schwarz two form B, and the
symmetric traceless representation, describing the metric/spin two graviton G. Higher excita-
tions are massive with masses scaling as α1´1 “ ℓ2s which are quite large for small strings. For
example, for a fundamental theory including quantum gravity the string length will be close to
13Named after Becchi, Rouet, Stora and Tyutin see [111,112]
14In the BRST quantization scheme this is not completely true since any CFT with the opposite central charge of the
ghosts, i.e. c “ 26 removes the conformal anomaly, i.e. there is no need to choose d free scalar fields.
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Figure 3.5.
Modes of open strings contains states that
transforms as “photons” under the Lorentz
group, whereas closed strings admit states
that transform under symmetric traceless
representations of the Lorentz group and
hence can be identified as “gravitons”. The
graviton arises as the quadrupole fluctua-




The replacement of point particles with ex-
tended strings yields a purely topological
smooth Feynman diagram. Locally, every point
of the worldsheet diagram looks like a free
propagating string, interactions are only affect-
ing global properties of the worldsheet. Note
that conformal invariance allows only to com-
pute on-shell correlation functions.
the Planck length ℓP and the higher excited states carry masses close to the Planck mass MP.
The open string sector spectrum consists of a tachyonic ground state confined to the brane and
for the first excited state we find two types of massless excitations, longitudinal and transverse
to the brane. The longitudinal excitation describes a spin one gauge boson on the brane trans-
forming under the brane Lorentz group SOp1, pq, which can be identified as a “photon”, whereas
the transverse excitations transform as scalars under the SOp1, pq and as vectors under the re-
maining SOpd´ p´ 1q. A simple visualization of physical particles corresponding to the excited
string states is displayed in Figure 3.5. In the open string sector the tachyonic state signals the
instability of the brane decaying into a state of closed strings. This state is only a local minimum
of the potential, however, there exists an additional global minimum with value ´8. Consider-
ing interactions as shown in Figure 3.6, the topology of the worldsheet is modified depending
on the particular string emission or absorption process. Since two dimensional gravity is purely
topological, we include a topological term encoding the type of interaction process which, ac-
cording to the Gauss-Bonnet theorem, yields a weighting factor given by the Euler number χ of
the worldsheet





´hR “ Sp0qs ` λχ. (3.19)
An expansion of the above action allows us to identify gs “ eλ as the closed string coupling since
an emission and subsequent re-absorption changes the genus by one— switching from the sphere
topology to the torum topology— and hence the Euler number by two via, χ “ 2p1´#handlesq “
2p1 ´ genusq. Clearly, an open string emission and re-absorption process will change the Euler
number only by one due to the effect of boundaries χ “ 2p1´ #handlesq ´ #boundaries, so the
open string coupling is given by
?
gs. As we will see in the effective low-energy action in curved
spacetime (3.21), the parameter λ is dynamical and not a free parameter. Turning to strings in
curved backgrounds, we can write the generalized action including all three closed string fields







hαβGabpxqBαxaBβxb ` iǫαβBabpxqBαxaBβxb ` α1Φ˜Rphq
¯
. (3.20)
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Conformal invariance is broken after quantization, so we have to determine the corresponding
β-functions in the energy-momentum tensor and set them to zero. This is done by expanding
the action (3.20) in the string length parameter ℓs “
?
α1 to obtain an interacting quantum field
theory and calculate corrections to the naïve scaling dimension up to Opα12q, which amounts to
a one loop β-function. Then, the Weyl invariance/traceless condition of the energy-momentum
tensor can be generated from a low-energy effective action in the curved spacetime fields












where the three form is the exterior derivative H “ dB and the Ricci scalar R is calculated from
the curved spacetime background metric G. Comparing with (3.19), we see that the expectation
value of the dilaton field determines the string coupling via gs “ exppxΦ˜yq, so the string length
κ20 „ ℓ24s is the only free parameter in the theory. For the open string sector the effective action
of tree-level physics to leading order in α1 is given by










The low-energy effective action is of Yang-Mills type (2.101), where the trace is taken over the








which can be interpreted as open string ends carrying gauge field charges. This is an important
ingredient when connecting open strings to Dp-branes. We will utilize this fact in the AdS/CFT
correspondence, c.f . Section 3.2.
Let us conclude the (hopefully quite intriguing to the reader) bosonic string theory section by
taking stock of the impact of extended fundamental objects to quantum theory:
• Interaction and free propagation is “unified” by removing the “singular points” in inter-
action diagrams. The properties of the interaction diagram are invariant under Lorentz
transformations and hence the “disappearance” of the fixed interaction point cures the UV
divergences in perturbative quantum gravity. Technically, this arises from the expansion of
the low-energy effective action in curved spacetime (3.21) in orders of α1 about the point
particle limit α1 Ñ 0. Each additional factor of α1 adds another “loop” in the sense of the
semi-classical expansion explained in (2.22) (α1 Ø h¯) and an extra factor of Ricci curvature
e.g. at two loops Rp2q “ Rp1 ` α1Rq which is reminiscent of the perturbative expansion in
(3.5). In this sense, the controlled expansion in α1 and gs allows to compute the coefficient
of the finite counter terms and therefore cures the UV divergences. This is known up to
two loops and for supersymmetric string theories in the pure-spinor formalism up to five
loops.
• Different known fundamental forces are “unified”, e.g. forces transmitted by spin one and
spin two bosons. To be more precise, the high-dimensional critical spacetime should be
reduced to our “perceived” four dimensional spacetime by a compactification of the addi-
tional spacetime directions in the sense of the old Kaluza-Klein theory unifying electromag-
netism and gravity. The unification of gauge interactions and gravity can also arise from D-
branes, where closed strings (describing gravity) exchanged between D-branes are viewed
as loops of open strings (describing gauge interactions). Moreover, from a reductionist
point of view, fundamental particles with different intrinsic properties arise dynamically
from a single entity, the fundamental string.
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3.1.3. Supersymmetry
Nonetheless, we encountered two problems with bosonic string theory. First, the ground state is
not stable and second we do not have fundamental fermionic degrees of freedom in our theory.
Both problems can be cured once we enhance the symmetry of our theory. The only possible
symmetry we can include is supersymmetry which follows directly from the Coleman-Mandula
theorem:15
Coleman-Mandula Theorem
Considering quantum field theories with non-trivial interactions and symmetries described by
Lie algebras, the only possible conserved charges transforming as tensors under the Lorentz
group are the generators of translations Pµ and the generators of boost and rotations Jµν .
Thus, the only possible symmetry extension is to include charges of internal symmetry gen-
erators commuting with Pµ and Jµν , i.e. spin-independent Lorentz scalars.
The only way to evade the Coleman-Mandula theorem in enhancing the symmetry is to in-
clude a symmetry that connects bosonic degrees of freedom with fermionic degrees of freedom
Q | boson y „ | fermion y. Therefore the generators of this symmetry, called supersymmetry, must











‰ “ i pγµνqrsQis,
(3.24)
where the spinor indices are denoted by r, s and i, j runs over the number of supersymmetries
N . In case of N ą 1 one speaks of an extended supersymmetry. The decomposition of the spinor


















in terms of the 2ˆ 2 canonical Pauli matrices. The anticommuting nature of the Clifford algebra




pγµγν ´ γνγµqrs . (3.26)
Writing the supersymmetry anticommutation relations (3.24) in Weyl spinors (with spinor in-











“ 2ǫαβZij , (3.27)
15For the time being we will discuss supersymmetry in d “ 4 dimensions and later generalize to arbitrary dimension d.
Note that there are limits to be discussed on the spacetime dimensionality to define a local quantum field theory with
asymptotic states with supersymmetry i.e. d ď 11.
16Weyl spinors are transforming under the irreducible Lorentz transformations for even dimensions e.g. SOp1, 3q –
SUp2qL ˆ SUp2qR where the four component Dirac spinor arises as bispinor of a two-component left-handed and a
two-component right-handed Weyl spinor. The Weyl spinors are retrieved from Dirac spinors by projections PL and
PR, respectively.
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Table 3.1. The minimal number of components needed to define irreducible spinorial repre-
sentations of the Clifford algebra in various flat Minkowski spacetime dimensions
d. The representations have periodicity of eight in d, where the minimal number of
spinor components is multiplied by 16 for d ÝÑ d` 8.
where the antisymmetric Zij are the so-called central elements/charges commuting with all
supersymmetry generators and ǫαβ denotes the total antisymmetric symbol. Due to its antisym-
metry the central charge is zero for N “ 1 . The number of supersymmetries N is determined by
the number of Majorana spinors17/charges Qi. The number of supercharges are the real degrees
of freedom of the Majorana fermions and hence depends on the spacetime dimension d since
the representation of the Clifford algebra has dimensionality of 2d{2 for d even and 2pd´1q{2 for d
odd18. Thus,
# psuperchargesq “ dminN , (3.28)
where dmin denotes the minimal spinor dimension, c.f . Table 3.1). Due to the anticommuting
nature of the generators pQiq2 “ 0, the massless supermultiplets, containing an equal number
of bosonic and fermionic degrees of freedom, are bounded by the number of available super-
symmetries i.e. Nmax “ N{4, where states with all helicities ´N{2, . . . ,N{2 are present. Without
reference to the dimensionality of spacetime more than 32 supercharges (being the components
of the supersymmetry generating spinors) yields theories with higher spin particles s ą 2 where
it is not possible to remove the unphysical states considering interactions. Thus, we will con-
sider 32 the maximal number of supercharges for supersymmetric theories including gravity or
supergravity19 theories and 16 the maximal number for non-gravitational supersymmetric the-
ories. According to (3.28), in d “ 4 only massless supermultiplets with N “ 1, 2, 4, 8 can be
defined consistently with interactions, where N “ 8 is only possible including gravity. A list of
the different supermultiplets is given in Table 3.2. Note that the supersymmetric nomenclature
for the superpartner of bosons adds an -ino to the root (as in gravitonØ gravitino) whereas for
the fermionic superpartners an additional ‘s’ is prefixed (e.g. electron Ø selectron). The same
17A Majorana spinor is a real representation of the Dirac spinor and thus reduces the number of independent components
by two due to the reality conditions.
18More details on representation of Clifford algebra in various spacetime dimensions can be found in [96,113,114].
19For supergravity the supersymmetry is a local symmetry such that the translation generator of the Poincaré group in







































p0, 1{2q ‘ p´1{2, 0q p1{2, 1q ‘ p´1,´1{2q p1, 3{2q ‘ p´3{2,´1q p3{2, 2q ‘ p´3{2,´2q
complex scalar & Weyl spinor vector & adjoint Weyl spinor
inconsistent without graviton









ph0 “ ´3{2q Graviton multiplet ph0 “ ´2q`´1{2, 02, 1{2˘‘ `´1{2, 02, 1{2˘ `0, 1{22, 1˘‘ `´1,´1{22, 0˘ `´3{2,´12,´1{2˘‘ `1{2, 12, 3{2˘ `´2,´3{22,´1˘‘ `1, 3{22, 2˘
scalar transforms as SUp2qR
doublet ÝÑ CPT completion
one vector, two adjoint Weyl
spinors & one complex scalar
one graviton, two gravitinos &
one graviphoton
N “ 4 Vector (gauge) multiplet ph0 “ ´1q N “ 4 Supergravity multiplet ph0 “ 0q`´1,´1{24, 06, 1{24, 1˘ `0, 1{24, 16, 3{24, 2˘
CPT self-dual multiplet:
a vector SUp4qR singlet, four fundamental SUp4qR Weyl
fermions & six real scalars in fundamental SOp6q – SUp4qR
contains i.a. four Weyl fermions & two gravitons
N “ 8 Supergravity multiplet ph0 “ ´2q`´2,´3{28,´128,´1{256, 070, 1{256, 128, 3{28, 2˘
Table 3.2. Physically interesting massless irreducible representation of extended supersymmetries. Under the discrete CPT (simul-
taneous charge conjugation C, parity P and time reversal transformation T) the helicity is flipped since the momentum
is a polar vector but the spin is an axial vector, so the projection of the spin onto the momentum must change sign. So
for supermultiplets with a non-symmetrically distributed helicity we need to add the CPT conjugate supermultiplet. CPT
self-conjugate supermultiplets with centered helicity distributions are only possible for a “Clifford vacuum” with helicity
h0 “ ´N{4. Each supercharge increases the helicity/spin of the state by 1{2. Due to the fermionic nature, each supercharge
can only act once. Since we focus only on local interacting quantum field theories, supermultiplets with h0 “ 2 do not exist
due to the Weinberg-Witten theorem. Of course for supergravities there are also N “ 3, 5, 6, 7 multiplets which we omitted
here, c.f . [114].
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classification can be done for massive supermultiplets with an additional subtlety. Massive states
are characterized by their spin instead of helicity and additional central elements/charges Zij
commuting with all supersymmetry generators arise. The positivity of the creation operators
constructed from the supercharges gives rise to a mass bound set by the eigenvalues
|Zi| ě 2m, i “ 1, . . . , N
2
. (3.29)
Thus, we end up with three different lengths of multiplets usually called long multiplets with
22N´1, short multiplets with 22pN´kq´1 and ultra-short multiplets with 2N´1 bosonic and fermi-
onic degrees of freedom each. k denotes the number of supersymmetries preserved, where the
long multiplets have k “ 0 and ultra-short multiplets have k “ N{2, respectively. So all short
multiplets are supersymmetry preserving i.e. they are annihilated by supersymmetry genera-
tors associated to central charge eigenvalues that saturate the mass bound (3.29). In general,
preserved supersymmetries are described by vanishing supersymmetry transformations of the
(classical) background or vacuum solutions and fluctuations above these solutions amount to
quantum corrections in the spirit of Section 2.3.3. Thus, the supersymmetry transformation
acting on fermions must vanish for supersymmetry preserving generators i.e. Q | fermion y “ 0
forming a global subset of the generically local or global supersymmetries. Furthermore, these
short-multiplets contain so-called BPS20 states (satisfying the BPS bound (3.29)) and thus can be
related to solitons where the central charge corresponds to physical topological charges. These
topological charges protect the BPS states against quantum corrections [117]. Generically there
are k{N BPS states with k “ 1, . . . ,N{2. Note that massless multiplets always have vanishing
central charges Zij “ 0, so the length of the ultra-short multiplets equals the length of massless
supermultiplets, with rearranged fields to account for the massive states. In the massive case we
only want to mention the case of N “ 4 due to its importance in the d “ 4, N “ 4 supersym-
metric Yang-Mills theory being an integral part of the AdS5/CFT4 correspondence discussed in
more detail in Section 3.2.2. In this case long-multiplets are not possible if one excludes massive
spin two particles via the Weinberg-Witten theorem [91] for local quantum field theories, thus
restricting the theory to include only an ultra-short supermultiplet. Taking the massless vector
multiplet for N “ 4 listed in Table 3.2 we only need to incorporate one of the bosonic degrees
of freedom of the scalar fields in the massive vector. Thus, we end up with one massive vector
field, four Weyl fermions or two Dirac fermions, respectively and five instead of six scalar fields.
Additionally, there is a symmetry transformation relating different supercharges. In d “ 4 and
d “ 8 the global symmetry group of the transformation is given by UpN qR. In the case of d “ 10
we have Majorana-Weyl spinors and so the R-symmetry is realized by a SOpNLq ˆ SOpNrq sym-
metry. Note that the R-symmetry generator do not commute with the supercharges of super-
symmetry. In the case of N “ 1 we find a global Up1qR symmetry group which can be broken
to a discrete subgroup Z2 called R-parity. For example, in supersymmetric extensions to the
standard model of particle physics, standard model particles possess R-parity of one whereas
their supersymmetric partners have R-parity of ´1. More details about technical aspects can be
found in [114, 118, 119]. Physical applications of supersymmetry are explained in [113]. Note
that we only discussed supersymmetric representation of asymptotic states. In order to define
a supersymmetric quantum field theory it is convenient to introduce a so called superspace to
define supersymmetric fields and a respective representation of the supersymmetric generators
in terms of superspace differentials. Some of these concepts are introduced in Section 3.3, when
we discuss the N “ 4 supersymmetric Yang-Mills theory in four dimensions.
20Named after Bogomol’nyi, Prasad, Sommerfield inequalities for solutions of partial differential equations related to
topological homotopy classes [115,116].
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3.1.4. Superstring & supergravity
After introducing supersymmetry we finally want to give an overview of supersymmetric string
theories or shorthand superstring theories. There are two equivalent ways to construct super-
symmetric string theories, the so-called Green-Schwarz formalism being supersymmetric in ten-
dimensional spacetime, and the Ramond-Neveu-Schwarz formalism which is supersymmetric on
the worldsheet. Following the latter approach, the bosonic string theory action (3.14) is supple-






´h `hαβgabpxqBαxaBβxb ` gabpxqψ¯aγαDα ψb˘ , (3.30)
where γα “ e αα γα are two dimensional Dirac matrices satisfying the Clifford algebra in a local





( “ 2ηαβ12, and Dα “ Bα ` 14ωβγαγβγγ
denotes the spinorial covariant derivative including the spin connection ωαβγ . In flat spacetime
gab “ ηab and conformal gauge hαβ “ Ωpτ, σq2ηαβ the supersymmetric Polyakov action (3.30) is
invariant under the on-shell infinitesimal global supersymmetry transformation
δǫx
a “ ǫ¯rψar , δǫψar “ pγαǫqr Bαxa, (3.31)
parametrized by a constant infinitesimal Majorana spinor ǫ with components ǫr. Redoing all
steps done for the bosonic string theory we again find left and right moving waves equations in
lightcone coordinates σ˘ “ τ ˘ σ
Bσ`ψa´ “ 0, Bσ´ψa` “ 0, (3.32)
where we have chosen the basis γ0 “ ´iσ2 and γ1 “ σ1 for the two dimensional Dirac matrices
using canonical Pauli matrices. The boundary conditions for open strings at σ “ 0 are chosen to
be ψa`pτ, 0q “ ψa´pτ, 0q and at σ “ π they split into two sectors
ψa`pτ, πq “ ψa´pτ, πq Ramond sector (R),
ψa`pτ, πq “ ´ψa´pτ, πq Neveu-Schwarz sector (NS).
(3.33)
After quantization the excited string-states are constructed by acting with the creation operators
arising from the mode expansion of the wave equation onto the vacuum state. The NS sector
only admits bosonic string states since its vacuum state is bosonic (and tachyonic). The first
excited state is again a massless vector boson. The R sector degenerate vacua are massless
spinors with different chirality in spacetime and the excited states describe massive spacetime
fermions. Thus, the target spacetime supersymmetry in the Ramond-Neveu-Schwarz formalism
arises from the two different open string sectors. In general, worldsheet supersymmetry does not
imply target spacetime supersymmetry. Spacetime supersymmetry can be achieved by truncating
the spectrum of the NS and R sector to include only physical states with even fermion number,
the so-called GSO21 projection. Therefore, in the NS sector we are left with states created by
an odd number of creation operators only, removing the tachyon respecting the supersymmetry,
i.e. at each mass level the number of bosonic and fermionic degrees of freedom coincide. For
the closed string the periodic boundary conditions consists of all combination of the two open
string sectors (NS & R) since left and right movers are not related to each other (in the open
string the reflected mode of a left mover is right moving, so the closed string has twice as many
21Named after Gliozzi, Scherk and Olive [120]. The GSO projection originates from the modular invariance of the
two-tori partition function.
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Figure 3.7.
In string theory a new duality arises since strings as extended objects can
wrap around non-trivial geometries such as cylinders or tori and hence are
sensitive to the topology of the space. For example in order to reduce the
number of dimensions, some dimensions may be curled up on a circle with
radius R and this compactification yields so-called Kaluza-Klein modes with
quantized momentum given by p “ n{R with n P Z. Closed strings (i.e. the
endpoints of the string are identified) can also wrap around the circle which
yields so-called winding modes quantized as wR{ℓ2s , where w is the winding
number, that describes how often the string wraps around the circle. The
spectrum of string theory is invariant under the exchange of the number of
winding modes and the number of momentum modes w ÐÑ n and a change
of radius R ÐÑ ℓ2s{R. For example the type IIA and type IIB are T-dual to
each other. Note that the T-duality transformation exchange Dirichlet and
Neumann boundary conditions and so a Dp-brane becomes a Dp`1-brane.
Conversely a Dp-brane wrapping a circle becomes a Dp´1-brane located at a
fixed point on the circle. This agrees with the stability of Dp-branes in type
IIA and type IIB string theories.
R
degrees of freedom as the open string). The NS-NS and R-R sector contain spacetime bosons
whereas the NS-R and R-NS sector contain spacetime fermions, respectively. The NS-NS sector of
oriented massless string states are identical to the bosonic massless excitations, i.e. the graviton
G, the Neveu-Schwarz two form B, and the dilaton Φ˜. The NS-R and R-NS states contain the
supersymmetric partners of the NS-NS states, i.e. the gravitino and the dilatino. Due to the
degeneracy of the R sector ground state, the R-R sector gives rise to two different superstring
theories, namely the so-called type IIA and type IIB. The critical dimension of the superstring
theories can be elegantly determined from the Weyl anomaly arising after BRST quantization.
The additional fermionic degrees of freedom corresponding to the extra gauge symmetry, the
worldsheet supersymmetry, give rise to more ghosts with total central charge of cSuSyGhosts “ 11.
But the CFT must be invariant under supersymmetry as well, so if we add d bosonic scalar fields
with central charge c “ 1 we also need to add d fermionic fields with central charge c “ 1{2.
Then the conformal anomaly (3.18) is modified to
xTαα y “ ´
ctotal
12
R “ ´cGhosts ` cSuSyGhosts ` cCFT
12
R






and the critical dimension of the superstring theories is d “ 10. Let us give an overview of
the different superstring theories connected either by S22- or T-dualities, c.f . Figure 3.7 or via
their connection to M-theory. Since we can choose which combinations of fermionic boundary
conditions we want to impose, there are two types of string theories, one with left and right
moving fermions and one only with fermions moving in one direction, with each type having
two different realizations:
22 S-duality is a weak/strong duality connecting a theory with coupling constant g to a theory with coupling constant
1{g. In two-dimensional lattice theories (e.g. Zn or Up1q models c.f . Table 2.2) the S-duality is known as Kramers-
Wannier duality relating high-temperature phases of a Ising modelK ! 1 to the low-temperature phase with K˜ " 1,
e.g. see [121]. In four dimensions one can find lattice gauge theories where the S-duality relates lattice models with
different gauge groups e.g. electric and magnetic fields swapped.
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• Type II superstrings with left and right moving fermions and 32 supercharges in d “ 10
dimensions (minimal spinor representation being 16 dimensional) are related to N “ 2
supersymmetries.
§ Type IIA: The R-sector vacuum state for the left and right moving sector has the op-
posite chirality in spacetime, so this theory is chirality preserving. Furthermore, the
massless R-R bosons describe one and three form gauge fields Cp1q and Cp3q, respec-
tively. Since the open string tachyon is removed, we find stable Dp-branes with p
even and unstable Dp-branes for p being odd. The stability is related to the fact that
Dp-branes are charged under the R-R fields [108].
§ Type IIB: The R-sector vacuum state for the left and right moving sector has the same
chirality in spacetime, so we have a parity violating theory. The massless R-R bosons
give rise to scalar, a two and a four form gauge field denoted by Cp0q, Cp2q and Cp4q,
respectively and Dp-branes that are stable for p odd and unstable for p even.
• Heterotic superstrings with conventionally right-moving fermions only and 16 supercharges
i.e. anN “ 1 spacetime supersymmetry. They do not possess R-R fields and no finite energy
Dp-branes since right movers cannot be reflected into left movers.
§ Heterotic SOp32q: Contains the SOp32q non-Abelian gauge group and gives rise to a
ten-dimensional SOp32q Yang-Mills theory.
§ Heterotic E8 ˆ E8: Contains the E8 ˆ E8 non-Abelian gauge group and gives rise to
a ten-dimensional E8 ˆE8 Yang-Mills theory.
So far these string theories are oriented. Additionally there is the unoriented string theory called
type I with N “ 1 supersymmetries which contains both open and closed strings. As in the
bosonic string theory we can derive an effective low-energy theory for the superstring theories.
For the AdS/CFT correspondence we are interested in string theories with stable charged D-
branes in particular in the type IIB string theory. In addition to the bosonic low-energy effective
action, α1 Ñ 0, for closed strings (3.21) we find dynamical terms for the bosonic R-R fields and
a topological Chern-Simons term














Bp2q ^ Fp4q ^ Fp4q, (3.35)

















Cp4q ^Hp3q ^ Fp3q, (3.36)
where 2κ is related to string coupling by 2κ20g
2
s where gs “ eΦ˜8 is given by the asymptotic value
of the dilaton. The field strengths are defined as Fpi`1q “ dCpiq and Hp3q “ dBp2q. The type IIB
five form
F˜p5q “ dCp4q´12Cp2q ^Hp3q `
1
2
Bp2q ^ Fp3q, (3.37)
must be supplemented by a self-duality condition involving the Hodge dual, i.e. F˜p5q “ ‹F˜p5q. Due
to the self-duality condition for the four form Cp4q, a Lorentz covariant Lagrangian formulation
of type IIB action is not feasible.



















Figure 3.8. M-theory can be understood as a “unifying framework” underlying all superstring
theories. The S-duality relation of type IIA to M-theory should be understood as a
strong coupling limit where the additional dimension arise as R “ gℓs. The d “ 11,
N “ 1 supergravity is the low-energy effective field theory of the eleven dimen-
sional M-theory and can be related to the type IIA supergravity by dimensional
reduction on a circleMˆ S1 which is in turn the low-energy effective field theory
of type IIA superstring theory. Similar constructions are possible for heterotic string
theories; more details can be found in [122]
The full effective low-energy theory including the fermionic degrees of freedom are the type IIA
and type IIB supergravities, respectively, because both type II supersymmetric actions possess 32
supercharges in ten-dimensions and hence are the unique supergravities invariant under N “ 2
supersymmetries. There exists another single unique N “ 1 supergravity in eleven dimensions
which is the maximal dimension where supergravities can exist












Ap3q ^ Fp4q ^ Fp4q

, (3.38)
where e denotes the determinant of the frame field e
a
a and Fp4q “ dAp3q. Note that the gravitino
field Ψa carries a vector index transforming in the 128 of the little group SOp9q while the bosonic
degrees of freedom are distributed in the 44, the Elfbein e
a
a, and the 84, the field Ap3q, of the
SOp9q [118]. For the gravitino field we need to introduce three inverse frame fields converting
γabc “ e aa e bb e cc γabc to local Lorentz frames. The type IIA supergravity can be obtained by
dimensional reduction on a circle e.g.M ˆ S1 from d “ 11 to d “ 10. The eleven dimensional,
32 component Majorana spinor splits into two 16 component ten dimensional Majorana-Weyl
spinors with opposite chirality, the eleven dimensional frame field splits into the ten dimensional
frame field, a one form identified with Cp1q and the dilaton Φ˜. The Ap3q form may be split
into a ten dimensional three form identified with Cp3q and the NS two form Bp2q. The eleven
dimensional supergravity (3.38) is understood as the effective low-energy action of M-theory
which in turn can be understood as a strong coupling limit of type IIA string theory since the
compactification of the x11 direction on the circle with radius R relates to the string coupling
R “ gsℓs. Thus, removing the circle RÑ8 corresponds to the limit gs Ñ8. An overview of the
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connection between the various superstring theories and M-theory as the strong coupling/UV
completion of perturbative string theory is shown in Figure 3.8.
3.2. D-branes & AdS/CFT Correspondence
Overview
• D-branes arise as non-perturbative objects in string theory where open strings can end.
Massless open strings connecting D-branes may be understood as a supersymmetric
non-Abelian gauge theory.
• Alternatively, D-branes can be viewed as macroscopic charged solitonic solutions to the
low-energy effective field theory of string theory.
• The AdS/CFT correspondence is a weak/strong duality arising from the two different
“viewpoints” on D-branes
3.2.1. D-branes
The central objects of the AdS/CFT correspondence are the Dp-branes and their seemingly two
different interpretation from the open and closed string viewpoint. Dp-branes were taken seri-
ously after they became real dynamical objects carrying R-R charges [108] and where relieved
of their existence as strange, poorly understood boundary conditions.
Open string viewpoint
Naturally, Dp-branes are connected to open strings providing the Dirichlet boundary conditions
as hyperplanes in ten-dimensional spacetime. Generalizing the Nambu-Goto action for the open
string worldsheet to higher dimensional “branes” and their respective worldvolumes yields
SDp “ ´Tp
ż
dV p . (3.39)
Including the fact that string ends carry charges (3.23) we include the respective field strength
on the worldvolume F “ dA with A “ Aα dξα and the NS two-form arising from the string






det pPrGs ` PrBs ` 2πα1F q, (3.40)
as a charged membrane with generalized charge µp embedded in ten-dimensional spacetime.
The pullback of the metric and NS two form is given by









where the worldvolume of the DP -brane is parametrized by the worldvolume coordinates ξ
α
and the worldvolume directions are indexed by Greek letters from the beginning of the alphabet
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α, β, . . . . The Dp-brane is invariant under N “ 1 supersymmetries, so it is characterized by
a BPS state and hence is stabilized by carrying R-R charges. The R-R fields are encoded in a











where the sum over the R-R fields includes only odd (type IIA) or even (type IIB) forms de-
pending on the type of string theory and the exponential is understood as a series expansion in
polynomials of wedge products of F up to the order of a total p ` 1 form. The positive sign in
(3.42) refers to aDp-brane and the negative sign to an antiDp-brane, respectively. TheDp-brane





2 g´1s . (3.43)
Comparing to the fundamental string tension Ts “ 2πα1´1 a D1-brane includes an additional
factor of g´1s . ThusDp-branes are non-perturbative objects where the brane tension scales as g
´1
s
due to the presence of e´Φ˜ with the shifted dilaton including the asymptotic value Φ˜ ÝÑ Φ˜`Φ˜8
set by the string coupling constant (see also discussion below (3.36)). In the following we will
consider a constant dilaton field with fixed asymptotic value Φ˜8. The DBI action can be expanded
to lowest order in the generalized field strength F “ PrBs` 2πα1F with the help of the identity
(A.9) in Appendix A.1.2, i.e.
detp1`F q “ etrrlnp1`Fqs « 1´ 1
4
trF 2, (3.44)















where the Yang-Mills coupling is given by g2YM “ T´1p , c.f . (2.101)). Taking Nc Dp-branes24 we
find a Up1q gauge group, arising from the string ends as in (3.23), on each of the branes yielding
a product group of Up1qˆNc encoded in the so-called Chan-Paton factors that keep track of the
Dp-branes connected by open strings, i.e. Ξij labels an oriented string starting from the i
th brane
and ending on the jth brane. From a target spacetime point of view the Chan-Paton factors give
rise to an element of a Lie algebra. So for Nc coincident Dp-branes the Up1q gauge group of the
brane gauge field A “ Aα dξα is enhanced to a UpNcq “ SUpNcq ˆ Up1q. For the particular case
of D3-branes the expanded effective DBI action reduces to an N “ 4 SUpNcq supersymmetric







´detPrGs tr `F 2˘ , (3.46)
effectively removing the NS two form field, i.e. F “ 2πα1F , with coupling g2YM “ 2πgs. The
R-symmetry group arises from the transverse directions of the D3-branes invariant under the
global SOp6q – SUp4q symmetry.
23For a more detailed calculation see the explicit constructions in Chapter 5.
24One may think of Nc as the number of colors, but effectively the subscript c is only needed to distinguish this gauge
group from other gauge groups arising in Dp-brane intersections, as explained in Section 5.1.






Figure 3.9. The left panel shows the open string viewpoint ofDp-branes with strings stretching
between different Dp-branes. For separated Dp-branes the strings will acquire a
finite tension/mass m proportional to the distance between the branes, whereas
for Nc coincident Dp-branes we find a massless UpNcq gauge theory arising from
the Lie algebra of Chan-Paton factors. In the right panel the closed string viewpoint
of massive solitonic Dp-branes curving the surrounding spacetime is shown. In
particular for Nc coincident Dp-branes the characteristic length scale of the curved
space scales with Ncgs.
Closed string viewpoint
From the closed string perspective, including the graviton excitations, the Dp-branes are massive
(gravitating) solitonic objects solving the equations of motions arising from the type IIA and type
IIB supergravity actions (3.35) and (3.36). Technically, we can view the Dp-brane solutions as
1{2 BPS solitons preserving half of the supercharges and leaving a p`1 dimensional hypersurface
invariant under the Poincaré group Rp`1 ˆ SOp1, pq. Embedded in ten dimensional spacetime
the full symmetry of a Dp-brane is given by R
p`1 ˆ SOp1, pq ˆ SOp9 ´ pq. A possible Ansatz
solving the type IIB supergravity equations of motions is given by the (extremal) BPS solution
ds2 “ H´1{2p ηµν dxµ dxν `H1{2p dy ¨dy,
e2Φ˜ “ g2sH p3´pq{2p ,
Cpp`1q “ ´pH´1p ´ 1qg´1s dx0^ ¨ ¨ ¨ ^ dxp,
(3.47)
where x are the brane worldvolume coordinates and y denotes the direction transverse to the
brane. The harmonic function Hp depends only on the distance in the transverse direction
r “ ?dy ¨dy and is fixed by the condition that far away from the Dp-brane, r Ñ 8, we need to















We are now ready to collect all the pieces we have learned about superstrings and Dp-branes to
assemble them in a intriguing way which will give rise to the AdS5/CFT4 correspondence.
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3.2.2. The AdS5/CFT4 correspondence
The AdS5/CFT4 correspondence arises from the two different viewpoints of a stack of D3-brane
in a particular limit. String theory admits two expansions, the string coupling expansion which
yields higher loop corrections characterized by higher genera of the string worldsheet, and the
expansion in the inverse string tension α1 characterizing the stringiness away from the point
particle limit. Various forms of the AdS5/CFT4 correspondence may be generated by looking at
the two string expansions in gs and α
1. The strongest form of the AdS5/CFT4 correspondence can
be stated in the following way:
AdS5/CFT4 correspondence
Field theory side: String theory side:
N “ 4 supersymmetric SUpNcq
Yang-Mills theory in d “ 4 spacetime
dimensions
é d “ 10 dimensional type IIB
superstring theory on AdS5 ˆ S5
The field theory side is characterized by the Yang-Mills coupling gYM
25 and the number of
“colors” of the gauge group Nc, while the string theory side is described by the dimensionless
parameters gs and L{?α1 “ L{ℓs with L denoting the radius of curvature of the AdS5 and S5
space. The free parameters of both sides can be mapped to each other by virtue of (3.43)
and (3.49) of a D3-brane with p “ 3






Let us give a sketch of the derivation of the correspondence in a particular limit suited to work
with low-energy supergravity theories as presented in [74]; see [123] for an in-depth review.
Consider type IIB superstring theory with a stack of Nc D3-branes in ten dimensional spacetime.
As explained in Section 3.2 the stack of D3-branes give rise to a low-energy effective theory
with massless excitations which can be split into a ten-dimensional supergravity term Sbulk, a
D3-brane term Sbrane given by (3.40) and (3.42) with p “ 3 and a bulk-brane interaction term
Seff “ Sbulk ` Sbrane ` Sint (3.50)
In the point-particle limit α1 Ñ 0, the interaction terms in Sbulk and the brane-bulk interaction
term vanishes, so we are left with free supergravity of massless excitations and the N “ 4
supersymmetric Yang-Mills theory on the D3 brane (3.46). On the other hand, the closed string

















where r denotes the transverse distance from the stack of branes and dΩ25 denotes the metric
of the spherical symmetric five sphere. Far away from the stack of Nc D3-branes, r Ñ 8, we
recover flat ten dimensional spacetime whereas close to the stack, r Ñ 0, the metric becomes
singular. In this near-horizon or Maldacena limit the effective metric reduces to the metric of
25As we will see in Section 3.3.1, the coupling gYM will not run due to protection from supersymmetry. Therefore the
field theory side is described by a four dimensional CFT denoted CFT4.
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Open string sector:
Open strings stretching between
Nc D3-branes yield N “ 4
SUpNcq SYN theory
Closed string sector:
Stack of Nc D3-branes warp
spacetime into AdS5 ˆ S5
geometry
Figure 3.10. The AdS5/CFT4 correspondence arise from the near horizon decoupling limit
Nc Ñ 8 of a stack of Nc D3-branes. The closed string sector yields free super-
gravity and massless excitations trapped in the “throat” generated by the massive
D3-branes. In the point particle limit the open string sector decouples free super-
gravity and a supersymmetric Yang-Mills theory on the D3-branes. This allows us
to identify the low-energy effective theories arising from the open and closed sec-
tor. Note that the fundamental degrees of freedom are completely different, but
their effective theories are conjectured to describe the same physics in different
perspectives.
AdS5 ˆ S5 with isometry group SOp2, 4q ˆ SOp6q and radius L4 “ 4πgsNcα12.26 The redshift
factor of the metric (3.51) is a geometric representation of approaching the low-energy regime.
For an observer in asymptotic flat spacetime at r Ñ8 the energy of an object close to the horizon








The near horizon limit decouples two types of low-energy excitations, massless excitations in the
bulk (r ‰ 0) and the near horizon excitations at r Ñ 0. The former are again described by a
free supergravity with massless excitations, whereas the latter describes massless excitations in
AdS5 ˆ S5 spacetime. Combining both perspectives we can identify the free supergravity parts
of the open and closed viewpoint and hence conjecture that the physical content of N “ 4 su-
persymmetric Yang-Mills theory in four dimensions is identical to the low-energy effective field
theory of type IIB superstring theory. So the same physical system is described by different view-
points as shown in Figure 3.10. If this conjecture is proven to be true the physics of N “ 4
supersymmetric Yang-Mills theory can be mapped onto type IIB superstring theory. In this sense
the AdS5/CFT4 correspondence obeys the holographic principle and is a special case of a gauge/-
gravity duality. Let us give an overview of the different forms of the AdS5/CFT4 correspondence:
• Strongest form: This is the conjecture stated in the Infobox AdS5/CFT4 correspondence
on page 92. Here the field theory parameters gYM and Nc can take arbitrary values and
the supersymmetric Yang-Mills theory is exactly equivalent to type IIB superstring theory
26Note that AdS-space is a hyperbolic space, so in this sense the radius should be understood as the “negative radius” of
a sphere. Therefore, the curvature of AdS5 is equal to the negative curvature of S5 and hence the overall curvature
of AdS5 ˆ S5 is zero.
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on AdS5 ˆ S5. This form is poorly understood and cannot be tested since so far no non-
perturbative quantization of string theory exists.
• Strong form: Here we keep the ’t Hooft coupling λ “ g2YMNc fixed while we take the large
Nc limit, Nc Ñ 8, which corresponds to an expansion in 1{Nc on the field theory side and
an perturbative expansion in the string coupling gs „ λ{Nc ! 1, so we effectively work with
classical/tree-level string theory
Nc Ñ8










• Weak form: As shown in Figure 3.10 and explained above we additionally take the limit
λ " 1. In this case a strongly coupled supersymmetric Yang-Mills theory with perturba-
tive expansion in λ´1{2 about the strong coupling limit λ Ñ 8 corresponds to classical







α1 Ñ 0 (3.54)
The weak form of the AdS/CFT correspondence is one of the most fascinating strong/weak dual-
ities and particularly interesting for applications to strongly correlated condensed matter system.
If we are able to find a gravitational dual capturing the essential feature of particular condensed
matter system, all the perturbative tools developed in Chapter 2 can be applied to solve strongly
coupled problems as mentioned in the introduction, by simple solving classical (super)gravity
in the saddle point approximation (see Infobox Saddle Point Approximation on page 18). So
the main task for applying the AdS/CFT correspondence to challenging physical problems is to
find a suitable Dp-brane setup and identify the physically relevant fields to describe the prob-
lem. However, for condensed matter applications we need to understand how to include physical
properties such as temperature and densities known from thermal field theory. Therefore, we will
take a broader perspective on the gauge/gravity duality which is in fact a geometrization of the
renormalization group scheme as explained in detail in Section 3.4. Interesting reviews and in-
troductory lecture notes are [124–135] and more technical details are covered in [123,136–139].
Let us conclude with an overview of other gauge/gravity dualities discovered so far
• Mesons in AdS/CFT: This is a holographic dual describing bilinear quarks or mesons by
constructing a D3-D7-brane intersection to allow for flavor degrees of freedom [140,141].
This setup allows to add matter in the fundamental representation.
• Sakai-Sugimoto model: A holographic dual describing large Nc QCD with massless pions.
The gravity dual arises from D8 and anti D8-branes put into a supersymmetry breaking
background created by D4-branes [142].
• ABJM model: Here ABJM stands for the initials of the authors of [143]. This model
introduces a topological Chern-Simons matter theory with gauge groups UpNq ˆ UpNq.
In the large N limit the gravitational dual is M-theory on AdS4 ˆ S7 generated by N M2-
branes. Interesting lecture notes connecting the ABJM model to matrix model techniques
are [144]
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• Higher Spin/Vector OpNq models: Vasiliev’s higher spin gravity in AdS4 is a possible
gravitational dual to three dimensional large N , OpNq vector models [145–147]. For a
nice review see e.g. [148].
Other extensions including Wilson loops and scattering amplitudes as well as connections to con-
cepts of string theory are described in several nice reviews [149–153]. Of course in the wider per-
spective of the so-called bottom-up approaches, reviewed in [154,155], we find even more pos-
sible gauge/gravity dualities [156–159], applications to QCD [15, 160–165], and most notably
the fluid/gravity correspondence [166–170] relaxing most of the requirements explained above.
In particular the gauge/gravity constructions geared towards application in condensed matter
physics are explained in [10, 28, 41, 171–179], and will be extensively used in the context of
holographic superfluids/superconductors [29–31,180] in Chapter 4. Furthermore, there are con-
structions for holographic non-Fermi liquids, strange metals and quantum criticality [181–184],
as well as holographic fermions [27,185]. The philosophy behind these generalized gauge/grav-
ity dualities will be motivated and discussed in Section 3.4.
3.3. Holographic Dictionary
Overview
• The weak/strong duality between a strongly coupled supersymmetric non-Abelian
gauge theory and a weakly curved classical gravity theory, allows to tackle strongly
coupled problems, by solving Einstein’s equations.
• The other way round, strongly coupled quantum gravity can be mapped in principle
onto a weakly coupled perturbative quantum field theory.
• The holographic dictionary allows us to connect various objects of the field theory side
to the gravity side.
In this section we will shortly establish the dictionary between the field theory side operators
and the supergravity side fields. Let us start with a closer description of N “ 4 SUpNcq super-
symmetric Yang-Mills theory in four dimensions.
3.3.1. Overview of d “ 4, N “ 4 supersymmetric SUpNcq Yang-Mills Theory





F ^ ‹F ` θ
8π2
F ^ F ´ i
4ÿ
a“1


























The gauge field is described by the field strength and the CP violating term is parametrized by
the instanton number θ, which will be set to zero in the following. The trace is running over
the representation of the SUpNcq gauge group and the Cabi are the structure constants of the
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R-symmetry group SUp4qR. The λa denotes the four Weyl fermions and xi the six scalars, re-
spectively. The scaling dimension of the coupling gYM is zero because the field strength tensors
has scaling dimension two. Thus, on the classical level, considering only scaling dimension, the
theory is conformal. After quantization, one can show that the one loop corrections to the β-
function vanish. Supersymmetry protects the theory against loop corrections up to all orders, so
the N “ 4 SUpNcq supersymmetric Yang-Mills theory is non-perturbatively conformal in d “ 4,
i.e. β ” 0 or in different terms exactly marginal. Since (3.55) describes a true CFT on the
quantum level, the conformal group and supersymmetry can be combined in the superconformal
group SUp2, 2|4q where the conformal subgroup SOp2, 4q commutes with the R-symmetry sub-
group SUp4qR – SOp6qR. In the following we will work with superconformal primary operators
(generalized concept of primary operators in CFTs as defined in Section 2.3.7) in particular with
single trace 1{2 BPS operators defined as
O “ str “xi1xi2 . . . xin‰ , (3.56)
where str denotes the gauge invariant symmetrized trace. There are two different types of
supersymmetric vacua where the scalar potential must vanish, i.e.
“
xi, xj
‰ “ 0 for all i, j; either
all scalar fields xi are identically zero or only one scalar field acquires a non-zero expectation
value. The former is called superconformal phase whereas the latter, called Coulomb phase,
introduces a length scale set by the vacuum expectation value that explicitly breaks conformal
invariance. As noted in the previous section the isometries of AdS5 are given by the isometry
group SOp2, 4q which is precisely the conformal group in four dimensions of CFT4. Furthermore,
the R-symmetry group SUp4qR – SOp6qR relates to the isometry group of the S5 part. The
identification of the isometry groups of AdS5 ˆ S5 with those of the field theory is known as
symmetry matching.
Let us also comment on the large Nc limit
27 involved in the AdS/CFT correspondence, i.e. Nc Ñ
8, which has a profound impact on the diagrams contributing in a perturbative expansion in
1{Nc [186]. Drawing the Feynman diagrams in double line notation, where each line carries
a gauge or color index, one can show that any gauge invariant Feynman diagram with genus
zero and no index lines crossing, can only be drawn on a two-dimensional flat sheet of paper.
Accordingly, a Feynman diagram with a given genus and no index lines crossing can only be
drawn on a surface with the same genus, e.g. a diagram with genus one can be drawn only on
a torus without line crossing. For every physical observable, such as the free energy, the loop
expansion in gYM can be written as a double expansion inNc and the ’t Hooft coupling λ “ g2YMNc









where fgpλq denotes the sum of all diagrams with genus g. For Nc Ñ 8 only the leading term
with genus g “ 0 will contribute to the value of the observable. Thus, in the large Nc limit only
planar diagrams contribute. Moreover, the vacuum expectation values of single trace operators
defined in (3.56) factorize in the largeNc limit rendering the Mean Field Approximation on page
49 exact






27This limit is often known as thermodynamic limit in statistical theories in order to apply the saddle-point method. For
many condensed matter applications the largeN limit is needed for a rigorous derivation providing the applicability of
the mean field methods. Unlike the thermodynamic limit the degrees of freedom of a single constituent is considered
to be large.
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since the disconnected diagrams naturally include more loops than the connected diagrams,
yielding additional powers ofNc. Therefore, in the largeNc limit gauge theories are described by
a double expansion in 1{Nc controlling the genus of the diagrams and operator factorization, and
λ “ g2YMNc, which yields perturbative corrections and determines the anomalous dimension of
the operators via their expectation values. This is reminiscent of the double expansion of string
theory in the string coupling gs, controlling the genus of the worldsheet or number of loops,
respectively, and α1 playing the analogous role of λ. Together with the symmetry matching this
fact can be viewed as evidence for the sanity of the strong form of the AdS/CFT correspondence
as outlined in (3.53).
3.3.2. Field-operator map
In this paragraph we will discuss the precise mapping of the classical fields in type IIB supergrav-
ity on AdS5ˆS5 onto gauge invariant operators of theN “ 4 SUpNcq supersymmetric Yang-Mills
theory. As explained in Section 3.2 the basic claim of the AdS/CFT correspondence and gauge/-
gravity duality in general is the reorganization of a d-dimensional CFT into a d` 1-dimensional
(quantum) theory of gravity. Independent of the internal distribution of the degrees of freedom
the partition functions of both theories must agree in order to encode the equivalent physical








where the operators of the field theory are sourced by J which are determined by the boundary
values of the quantum gravity fields. Operationally, the quantum gravity partition function is
not known, so we have to take the classical limit on the gravity side. For a well defined classi-
cal gravity the curvature must be small compared to the Planck length ℓP in order to suppress







This is exactly satisfied by the Maldacena limit and the conditions of the weak form of the
AdS/CFT correspondence (3.54). So the second entry in the holographic dictionary relates the
local degrees of freedom Nc and the ’t Hooft coupling λ to the string length (following from












In the large Nc and strong coupling limit, we can find weakly curved classical supergravity in the













Note that in the saddle-point approximation ISUGRA is the regularized Euclidean on-shell action
evaluated on the classical solution to the saddle-point equations (2.18) (see Infobox Saddle Point
Approximation in Section 2.1.1 for more details). From the relation between quantum statistical
partition functions and Euclidean QFT we can deduce that thermodynamic quantities scale with
N2c , and λ amounts to a scale setting the anomalous dimensions. Thus (3.62) constitutes a











































































Figure 3.11. Conceptual overview of the generalized gauge/gravity duality. Strongly coupled
large Nc gauge theory is effectively described by classical gravity. The Weinberg-
Witten theorem [91] is evaded by the holographic principle allowing gravity to
emerge from a gauge theory in a lower spacetime dimensions as the gravitational
theory.
typical weak/strong duality, where a strongly coupled non-perturbative QFT is mapped onto a
weakly curved gravity. In this sense the quasi particle description of perturbative QFT is replaced
by a geometrical description in terms of gravity when flowing to strong coupling. Correlation
functions of the strongly coupled QFT in d dimensions are calculated by functional derivatives
of the regularized on-shell action ISUGRA with the boundary condition ϕBpAdSd`1q “ J “ 0. The
main connection drawn from the holographic dictionary is summarized in Figure 3.11.
Let us derive the explicit relation between the fields in type IIB supergravity on AdSd`1. In
order to make contact with the original AdS5 ˆ S5 supergravity, let us do the calculation in
the simplest case of a scalar field in the AdSd`1 ˆ S9´d background where we generalize it to
arbitrary dimensionality of the AdS-space. In this case we can look at the effective saddle-point
action with the most relevant terms. As we have learned in Section 3.1.4 the Euclidean action
for a scalar field reads




?´g pR` 4∇aΦ∇aΦq . (3.63)
The AdSd`1 ˆ S9´d metric is given by (3.51) in the near horizon limit r Ñ 0. It is convenient
to write the metric in more suitable coordinates u “ L2{r which are local coordinates on the




`´dt2`dx2`du2˘` L2 dΩ25 . (3.64)
The d “ D ` 1 spatial coordinates will be denoted by x “ pt, xq, the radial coordinate of AdS-
space by u and the coordinates on the S9´d by y. First, we remove the extra dimensions of
the S9´d by dimensional reduction where we expand the fields in spherical harmonics Ypyq. As
a simple example, we may consider a one dimensional analog: the compactification yields a
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“Kaluza-Klein tower” following from the periodicity of compact spaces28
Φpx, u, yq “
ÿ
nPZ







ϕnpx, uq “ 0. (3.65)
In the case of spherical harmonics Ypyq the ten-dimensional Klein-Gordon equation arising from
(3.63) acquires an additional mass term
Φpx, u, yq “
8ÿ
∆“0
ϕ∆px, uqY∆pyq ÝÑ p´∇2 `m2∆qϕ∆px, uq “ 0, (3.66)
where the mass of the scalar field is given by
m2∆L
2 “ ∆p∆´ dq. (3.67)
Note that the dimensional reduction of the action (3.63) yields the effective action of a scalar
in AdSd`1 space with the most relevant terms included being a Gaussian theory as explained in





?´g `gAB∇Aϕ∆∇Bϕ∆ `m2∆ϕ∆˘ . (3.68)
In the following we will suppress the index ∆ on ϕ and m. The Laplacian, or more precisely the
Laplace-Beltrami operator, ∇2 for scalar fields can be reduced to
∇A∇





u2B2u ´ pd´ 1quBu ` u2BµBµ
˘
ϕpx, uq. (3.69)
The equation of motion (AdSd`1 Klein-Gordon equation) (3.66) in momentum space with the



















ϕpk, uq “ 0. (3.71)
According to [187] (10.13.4), the solution to (3.71) can be written in terms of modified Bessel
functions of the first Kνpkuq and second kind Iνpkuq
ϕpk, uq “ ud{2 rϕregKνpkuq ` ϕirregIνpkuqs , (3.72)
28The AdS directions are labeled by capitalized Latin indices A,B, . . . and the S9´d direction are indexed by lower case
Latin characters a, b, . . . .
29There are two possibilities to write the effective action. Firstly, we can write the action with covariant derivatives
allowing us to simply deduce the equations of motion due to the metric property ∇g “ 0, so the integration by
parts can be conducted easily. Note that the covariant Laplacian of a scalar field involves connection terms arising
from ∇ApBAϕq, where the gradient of the scalar field needs to be treated as a vector. This gives rise to connection
terms in the fully expanded Laplacian. Secondly, we know that the covariant derivative of a scalar field reduce to
partial derivatives, so we can write the effective action in terms of partial derivatives. Here the integration by parts
introduces derivatives of the metric since the partial derivative does not commute with the metric. Of course, both
approaches will yield the same equations of motion.
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d2 ` 4m2L2 ÝÑ ∆` `∆´ “ d ñ ∆` ” ∆, ∆´ “ d´∆. (3.73)
Expanding the solution in the deep interior of the AdS-space u Ñ 8, we see that the modified
Bessel functions are exponentially increasing Iνpkuq „ eku or decaying Kνpkuq „ e´ku . Impos-
ing regularity requires the irregular coefficient to vanish, ϕirreg “ 030. Expanding the solution
(3.72) at the AdS boundary uÑ 0 yields
ϕpk, uq « ϕd´∆pkqud´∆ ` ϕ∆pkqu∆. (3.74)
Considering the equivalence of the partition functions (3.59), we immediately see that ∆ sets
the scaling dimensions of the operator O sourced by the leading term ϕd´∆pkq (for more details
see the discussion in Section 3.4). Here some clarifications are in order. First, the scaling dimen-
sion must be real which requires the mass of the scalar to be larger than ´d2{4L2, the so-called
Breitenlohner-Freedman bound [188]. Due to the hyperbolic form of the AdS-space, which is a
maximally symmetric space with negative curvature, some peculiar properties arise e.g. there is
a boundary at infinity which can be reached in finite time. In fact, AdS-space acts as an isotropic
and homogeneous harmonic box, so a photon sent out inside AdS will run to the boundary and
return in finite time. This harmonic box-like structure allows stable fields with negative m2
terms. The instability expected from flat space is removed by the harmonic potential generated
by the AdS-space31. Moreover, for m2L2 ą 1 ´ d2{4 we can characterize the two independent
solutions by their asymptotic behavior. Defining the norm on a constant time slice of AdS-space
pϕ1 , ϕ2q “
ż
dd´1x dz







In order to have a well-posed variational problem of the action in (3.68), we need to fix the
non-normalizable mode ϕd´∆ by boundary conditions at uÑ 0 which can be identified with the
source for the dual operator with proper wave function renormalization32
Jpkq ” ϕd´∆pkq “ lim
uÑ0
u∆´dϕpk, uq, (3.77)
30In Minkowski signature this amounts to an outgoing mode, where the in-going mode is normalized by ϕreg. When
considering finite temperature, we will deal with a black hole horizon in the deep interior of the modified AdS-space,
so physically only the in-falling boundary condition will yield the correct causal structure for the Green functions, see
Section 2.2.2.
31Furthermore, black holes in AdS-space are thermodynamically stable objects, i.e. their specific heat is positive. Thus,
adding energy/matter to the black hole increases its temperature unlike the flat space black holes and therefore AdS
black holes can come to an equilibrium state. Heuristically, this follows again from the harmonic box property, where
any radiation (or even gravity) cannot leave the AdS-space, so the evaporation radiation will fall back into the black
hole.
32For brevity we have omitted a proper discussion on holographic renormalization. It follows the same logic of pertur-
bative QFT renormalization in removing divergent terms. The QFT correlation functions computed in a holographic
context suffer from UV divergences which can be regularized by a near boundary cut-off. Due to the IR/UV connection
of holographic theories (see Figure 3.1), the UV divergences of the field theory are related to IR divergences of the
gravitational theory [189]. Heuristically, this IR divergence arises from the infinite spacetime volume of AdS-space.
The holographic renormalization proceeds as follows. First, we integrate only to a shell near the boundary uÑ ǫ and
isolate the divergent terms under ǫ Ñ 0. Then, we introduce appropriate counterterms respecting all symmetries to
remove the divergences. In the scalar field case discussed in the main text, the renormalization was easy to obtain,
but in generic situations a true holographic renormalization must be performed. An important counterterm of the
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Supergravity field Mass of field Scaling of dual operator
Scalar m2L2 “ ∆p∆´ dq ∆˘ “ 12
`
d˘?d2 ` 4m2L2˘
massless spin two m2L2 “ 0 ∆ “ d
p-form m2L2 “ p∆´ pqp∆` p´ dq ∆˘ “ 12
´
d˘apd´ 2pq2 ` 4m2L2¯
spinors |m|L “ ∆´ d2 ∆ “ 12 pd` 2 |m|Lq
Table 3.3. Considering different types of supergravity fields, one can derive relations between
the mass of the supergravity field in d ` 1 dimensions and the scaling of the dual
sourced operator in the d dimensional supersymmetric Yang-Mills CFT. Many results
are obtained by various groups, for references see [191].
adding another piece to our dictionary. In the case of ´d2{4 ă m2L2 ă 1 ´ d2{4 we can have
two different quantizations [77] where we find operators with scaling dimension ∆ and d ´∆,
respectively. The field theory with operator scaling d ´ ∆ is unstable against relevant double-
trace deformations and thus will flow to the theory with operator scaling ∆. Exactly at the BF
bound, the two scaling dimensions are identical, which usually gives rise to additional log-like
terms in the boundary expansion. To conclude, the scalar field solution is completely fixed by the
regularity condition deep in the AdS-space, which connects the coefficient of the normalizable






This calculation can be generalized to other types of fields on the gravity side in particular for
vector fields (p-form fields), spinors and massless spin two fields. The relation between the field’s
masses and the scaling of the dual operator sourced by the supergravity field are listed in Table
3.3. Finally, let us determine the dictionary entries for correlation functions, in particular the
vacuum expectation values and the Green functions related to the scalar field sourced operator.
Applying the general formula for correlation functions from generating functionals (2.31) to the
partition function of supergravity in the saddle-point approximation (3.62) yields
xxOpx1q ¨ ¨ ¨Opxnq yy “ p´1qn`1 δ
nISUGRA




The expectation value can be calculated from a single functional derivative with respect to the
boundary value of the field. From Hamilton-Jacobi theory we know that the variation of the
action with respect to the boundary value of a generalized coordinate yields the canonical con-
jugate momentum at the boundary. Treating the radial coordinate as “time” and applying the








where γ denotes the determinant of the induces metric γµν on the near boundary shell and K is the extrinsic
curvature given by
K “ γµν∇µnν
with nν being the outward pointing normal vector to the tangent surface of the near boundary shell. More details
can be found in [190].
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Leibniz integral rule or for higher dimensions the Reynold’s transport theorem, the functional
derivative at the boundary reduces to a normal gradient to the boundary (with normal vector
pointing in the interior of AdS-space)
Πpk, uq “ δISUGRArϕs
δϕBpAdSq
“ ´?´gguuBuϕpk, uq (3.80)
ñ xOpkq y “ δISUGRArϕs
δϕd´∆pkq “ limuÑ0u
d´∆Πpk, uq. (3.81)
Note that the factor ud´∆ arises from the wavefunction renormalization of the source from the
boundary value in (3.77) and the “functional chain rule”. Inserting the boundary expansions
(3.74) and the definition of the canonical conjugate momentum yields
xOpkq y “ 2∆´ d
L
ϕ∆pkq, (3.82)
so the vacuum expectation value of an operator is given by the coefficient of the subleading term
in the boundary expansion ϕ∆, characterizing the normalizable solution according to (3.76).
The two-point correlation function is now easily obtained. Following the “traditional” way, we
would take another derivative with respect to the source of the regularized Euclidean on-shell
action ISUGRA, but we can do much better: we already know that the two boundary solutions
are connected by the regularity condition in the deep AdS-space interior u Ñ 8 as shown in
(3.78). Therefore, we can take directly the derivative with respect to J “ ϕd´∆ of the conjugate
momentum Π










Inserting the relation between ϕ∆ and ϕd´∆ yields






and transforming (3.84) to real space reads







which is exactly the conformal correlator of a quasi primary field with scaling ∆ as shown in
(2.154). In more complicated cases we cannot find an analytic solution to the classical equation
of motion in the bulk AdS-space. Therefore, we must resort to matched asymptotic expansions
or even numerical methods to determine the relation between ϕ∆ and ϕd´∆. This is extensively
shown in all applications in Chapter 5 and 4. For fermions there are more subtleties. Let us just
hint at the fact that the Dirac equation for spinors is already a first order differential equation, so
imposing boundary conditions in the AdS interior and the AdS boundary would overdetermine
the system of differential equations. Therefore half of the spinor components are related to the
other half, usually in a decomposition with respect to a projector constructed from the radial
Dirac matrix [192]. The dictionary discussed so far is summarized in Table 3.4. Further entries
will be added when systems with deformed IR geometry will be discussed.
33Proper renormalization of all quantities involved is already taken into account, i.e. working directly with the coeffi-
cients of the boundary expansion includes all limit-taking processes.
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Boundary field theory in d dimensions Bulk gravity in d` 1 dimensions















QFT partition function Z
pdq
QFTrJs é Zpd`1qQG rϕs
Quantum gravity
partition function





é e´Ipd`1q Classical Gravity
Operator Opxq é ϕpx, uq Field
Scaling dimensions ∆O é m mass carried by the field
Source of operator Jpxq é ϕpx, uqˇˇBpAdSq Field at boundary




expectation value at boundary
Quantum numbers nO é n Properties of fields
Global symmetry Gglobal é Glocal Local Symmetry
Global charge of operator QO é q
gauge charge
carried by the field
Table 3.4. The holographic dictionary as explained in the text so far. In general, a gravity
dual to a certain field theory is found by incorporating all the symmetry properties,
dimensionality and the nature of the interesting operators. However, the implemen-
tation of the field theory properties might not be simple, so in many cases one has to
work with a universal QFT, capturing the relevant properties (the so-called bottom-
up approach). The dictionary for additional symmetries follows from the fact that
gauge symmetries include so-called large gauge transformations which are reduced
to global symmetries at the spacetime boundary. The quantum numbers of the field
theory (e.g. angular momentum/spin of the operator) are encoded in certain prop-
erties of the fields. This also includes certain constraints on the metric (which is
viewed as yet another field on the gravity side), so conserved quantum numbers
from global symmetries may appear as additional dimensions in the gravity dual
(e.g. the Schrödinger metric [193]).
From the holographic principle we already know that black holes can be described as charged
objects with temperature and entropy. Thus, AdS-black hole geometries will give rise to finite
density and temperature field theories as explained in the RG context in Section 3.4.
3.3.3. Test of the AdS/CFT correspondence
There are several tests to check the AdS/CFT correspondence calculating gauge invariant quan-
tities on the field and gravity side such as
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• Exact equivalence of the three point functions of 1{2 BPS operators in N “ 4 supersymmet-
ric Yang-Mills theory [194] and the corresponding gravity counterpart [195]. This check is
independent of the coupling.
• Coupling dependent checks can be conducted using integrability methods such as Bethe
Ansätze and spin chains. An nice overview can be found in [196] and [197] with the
following 22 publications.
In the next section we will tackle the gauge/gravity duality from a different viewpoint and thus
motivate it without relying on supersymmetry, string theory and supergravity. In fact, the gener-
alized gauge/gravity dualities have proven to be quite independent of their string theory origin
and are extended to non-supersymmetric and/or non-conformal quantum field theories, includ-
ing Lifshitz/Schrödinger symmetries [156–158, 193], hyperscaling violation metrics [73, 198]
and even translational symmetry breaking configurations/lattices [33–35]. So far, all these ex-
tensions have passed all sanity checks, so one might even conjecture that gauge/gravity duality
is a general yet unproven fact of quantum field theory and quantum gravity, regardless of its con-
crete physical realization. This is much in spirit of the holographic principle arising in (quantum)
gravity.
3.4. Gauge/Gravity Duality & Renormalization
Overview
• The general gauge/gravity duality is intimately connected to the RG flow of field theo-
ries. In fact the characteristic RG length/energy scale gives rise to an emergent dimen-
sion ÝÑ RG flow is geometrized.
• Strongly correlated effects at finite temperature and density are geometrized by certain
IR geometries that correspond to deformations by relevant scaling fields ÝÑ global RG
flow of strongly coupled theories.
Now let us switch gears and motivate the gauge/gravity duality from a very different angle
and reconstruct the basic ingredients of the dictionary in a bottom-up approach, i.e. without
explicit use of string theory or supersymmetry. As already mentioned at the end of the previous
section, the original discovery of holography and in particular the AdS/CFT correspondence
is build on supersymmetric string theories and requires conformal invariance, the more general
holographic dualities allow for relaxation of these constraints. Geared towards condensed matter
applications, the renormalization flow viewpoint developed in Section 2.3.5 on holography has
been proven very powerful in understanding strongly correlated systems at finite temperature
and density. In a wider sense, the RG flow viewpoint of holography resembles the theme of
emergent phenomena found in various intricate many-body systems.
3.4.1. Emergent holography
Let us start with a generic effective action (2.116) generated by a decimation process as ex-
plained in step ii of the RG prescription on page 55 which includes a closed set of operators Oa














Figure 3.12. The RG flow prescription outlined in Section 2.3.5 as a local operation of an en-
ergy scale u can be geometrized by including the energy scale as an additional
direction. Under each RG step the degrees of freedom are reduced by an averag-
ing process. Keeping the “space” in the averaging process fixed corresponds to a
rescaling of the characteristic length scale. Thus, AdSd`1 can be understood as
an emergent space where each radial slice can be viewed as a step in the coarse-
graining of the degrees of freedom. The running couplings in the UV are then
identified according to the holographic dictionary with the boundary value of a
field in AdS space. The RG flow of the boundary quantum field theory to the IR
is determined by the equations of motion of the gravitational dual.
Note that we are looking at a statistical theory which can be mapped onto a Euclidean field
theory, where we made the discretization of the effective action explicit which is encoded in the
spatial positions x of the operators on a lattice. Generically, the couplings can vary between each
lattice site, i.e. ga “ gapxq. Iterating the RG steps i to iii on page 55 increases the lattice
spacing where the degrees of freedom on the larger lattice represent a well-defined average
of the degrees of freedom of the original lattice. The couplings are adjusted in such a way to
preserve the physical content of the low-energy excitations above the ground state. Therefore,
we can view the couplings as functions that depend on the lattice/spatial position and on the
characteristic length scale u probing the system gapx, uq. The RG flow, as combined operation
of infinite many infinitesimal RG steps, of the couplings gapx, uq is encoded in the β-function
(2.120) or (2.143) which is local in the characteristic length scale, or alternatively, in the energy
scale µ „ u´1
dgapx, uq
du
“ Rpgapx, uq, uq, µ Bg
apx, µq
Bµ “ βpg
apx, µq, µq, (3.87)
Thus, from the locality of the RG flow emerges another dimension, so we can view the couplings
as fluctuating fields in d ` 1 dimensional space described by the original d dimensional spatial
direction x and an additional direction, the characteristic length or energy scale of the RG flow
u. In this sense the RG flow is geometrized, where uÑ 0 denotes the flow to the UV and uÑ8
the flow to the IR. The geometry of the system must encode the scaling transformation (2.115)
x ÝÑ c´1x. Heuristically, the decimation process is then carried over to a “shrinking” process
of the (lattice) space. Pictorially, this is shown in Figure 3.12. The nature of the underlying
geometry can be uncovered by taking the Wilsonian view of the RG method. Here we start with
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all known scale invariant theories describing the fixed points in the global RG flow diagram (see
Figure 2.4) and try to connect them by global RG flows as outline in the Wilsonian approach
i to iii on page 57. Scale invariant theories with Poincaré symmetries give rise to conformal
theories which are invariant under the conformal group SOp2, dq in d dimensions. Since at the
fixed point the couplings remain invariant under a change in the characteristic length scale u,
the geometry of scale invariant fixed point theories must be scale invariant under x ÝÑ c´1x





Note that the isometries of the AdS-spacetime in d ` 1 dimensions SOp2, dq is exactly the con-
formal group in d dimensions. The crucial question arises, which fixed point is described by the
AdS-spacetime. Clearly, we need to start with the microscopic theory in the UV in order to de-
fine the couplings ga of the underlying lattice theory in terms of physical microscopic interaction
strengths Ja. Thus, we rediscover the holographic dictionary entry that the field living in the











Here we can make the relation between the scaling dimension and the nature of the associated
operator clear. The coefficient ϕd´∆ of the leading term in the boundary expansion of the field
scales with d´∆ under scaling transformations, which is exactly the eigenvalue yJ of a scaling
field close to the fixed point (see (2.123)). The scaling dimension of the operator is related to
the scaling of the source field by yJ “ d ´∆O . The behavior in the vicinity of the fixed point is
thus controlled by the mass of the bulk field. According to Table 3.3, for a scalar field with mass
m the corresponding scaling field of the operator is relevant when yJ ą 0 which corresponds
to ∆ ă d and ´d2{4L2 ă m2 ă 0. For m “ 0 we find ∆ “ d and thus a marginal operator
yJ “ 0, whereas for m ą 0, ∆ ą d and yJ ă 0 the operator is irrelevant. Similarly, for all other
bulk fields listed in Table 3.3 we can do the same analysis. Additionally, from (3.89) follows
that the bulk fields in AdS-spacetime must carry the same quantum numbers and charges as the
corresponding couplings. Since the effective action at an RG fixed point is a conformal field






ϕapxqOapxq `AaµJµa ` gµνTµν
˘
, (3.90)
which in turn correspond to the associated bulk fields via (3.89) with the same structure, i.e. the
effective action of the bulk theory includes scalar fields ϕpx, uq for each scalar operator O, vector
(gauge) fields AApx, uq for each current Jµ and a spin-two field gAB for the canonical energy mo-
mentum tensor Tµν , arising due to Polyakov’s Theorem on page 65. The existence of a spin-two
field is the key to the gauge/gravity correspondence. According to the Weinberg-Witten theo-
rem, and precursors [91, 199], a Lorentz invariant spin-two field theory describes a topological
theory which would not affect the couplings/sources of the QFT side or couple universally due
to the equivalence principle which effectively describes gravity. Thus, the AdS-spacetime arises
34Strictly speaking we work in Euclidean signature which corresponds to a statistical system, but we like to replace the
computation of physical quantities such as thermodynamic and transport properties by a gravitational computation
with the gravity dual. As we will shortly see, we can extend the holographic dictionary to include calculations
involving correlation functions by real-time calculations as is made explicit in the holographic fluctuation-dissipation
theorem (3.102) discussed in Section 3.5.1.
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Note that the energy-momentum tensor of the gravitational bulk theory is given by (3.3)











and must not be confused with the energy-momentum tensor of the boundary conformal field
theory. In summary, the UV fixed point conformal quantum field theory in d dimensions can
be viewed as the boundary of a d ` 1 dimensional gravitational theory described by an AdS-
spacetime. The source of the conformal energy-momentum tensor is the boundary value of the
spacetime metric and the matter fields in the bulk AdS-spacetime describe the dynamics of the
couplings under the RG flow of the quantum field theory operators. The boundary values of
these matter fields correspond to the UV fixed point couplings.
3.4.2. Finite temperature & density deformations
In order to understand the global RG flow diagram and critical phenomena, we need to deform
the fixed point CFT by relevant deformations allowing us to flow to other fixed points. Gener-
ically, the β-functions encoding the global RG flow are not accessible in complicated strongly
coupled or strongly correlated systems. A holographic realization of fixed point deformation is
realized by deforming the spacetime geometry in such a way that we recover the AdS-spacetime
asymptotically. This amounts to a theory with a UV fixed point and a non-trivial IR behavior.
Such a scenario is known from almost all condensed matter theories, where the short-range mi-
croscopic theory is known, but the long-range/low-energy behavior emerges non-trivially from
the microscopic degrees of freedom. There are many possibilities for non-trivial IR geometries,
but the holographic principle provides us already with the most simple ones. In order to define
a field theory with thermodynamic properties as temperature, entropy and a free energy, we
may consider a black hole geometry with horizon at u “ uH which approaches AdS-spacetime
asymptotically for uÑ 0. Two well-known AdS-black hole solutions to Einstein’s equations with
negative cosmological constant are given by the AdS-Schwarzschild and AdS-Reissner-Nordström
black hole, extensively discussed in Chapter 4 and applied to render a holographic dual of su-
perconductors and charged superfluids. Therefore, our holographic dictionary can be extended
by including thermal field theories with finite temperature, set by the Hawking temperature
(3.7) TH, finite entropy, defined by the black hole horizon or the Bekenstein-Hawking entropy
SBH (3.8) and a finite chemical potential related to the charge of the Reissner-Nordström black





“ 0 ñ δgAB “ ´gACgBDδgCD
and
gACgBDT
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Boundary field theory in d dimensions Bulk gravity in d` 1 dimensions
Global current
Jµpxq é AApx, uq
Gauge fieldAµpxq é AApx, uq
ˇˇ
BpAdSq
x Jµpxq y é ΠrAsApx, uqˇˇBpAdSq
Energy-momentum
tensor
Tµνpxq é gabpx, uq
spacetime metricgµνpxq é gABpx, uq
ˇˇ
BpAdSq
xTµνpxq y é ΠrgsABpx, uqˇˇBpAdSq
Entropy S é SBH Bekenstein-Hawking entropy
Free energy F é IGravity Euclidean on-shell action
Temperature T é TH Hawking Temperature
Chemical potential µ é QBH Charge of black hole
Table 3.5. From the holographic RG flow viewpoint the couplings of the strongly coupled QFT
correspond to the fields with the same symmetries, quantum numbers and tensorial
structure in the gravitational theory. The UV fixed point couplings are the sources of
the fixed point CFT operators that correspond to the boundary values of the fields
in asymptotic AdS spacetime.
hole. According to Table 2.1, once we have a thermal field theory, the thermodynamic potentials
such as the free energy are determined by the logarithm of the partition function. In the case
of gauge/gravity dualities we may employ the saddle-point approximation to the gravitational
theory for strongly coupled field theories and thus the thermodynamic potentials reduce to the
regularized Euclidean on-shell action. The extended holographic dictionary is listed in Table 3.5.
The non-trivial geometry arises from a matter Lagrangian36 Lmatter designed in such a way that
the boundary values of the matter fields correspond to the sources of the strongly coupled QFT
we want to describe holographically. In general, the so-called backreaction of the matter fields
onto the simple AdS geometry generates the non-trivial IR geometries which arise as consistent
solutions of Einstein’s equations with negative cosmological constant, c.f . Figure 3.13. Apart
from the black hole solutions there are scaling solutions for non-trivial IR fixed points and there
are other geometries like hard-wall solutions with a hard cut-off in the geometry introducing a
mass-gap, or solitonic solutions connecting two AdS-spaces with different radii. There are also
more exotic black hole solutions, such as the dionic black hole, including sources for magnetic
fields. The main task to apply holography to physical systems is to identify the correct gravita-
tional dual encoding the properties of the system and consistently solve the coupled equations
of motion with two constraints. The first constraint arises from regularity in the IR, i.e. infalling
boundary conditions at the black-hole horizon, that fixes one of the two solutions of the bulk
equations of motion. The second constraint is that the geometry must be asymptotically AdS at
the boundary, i.e. approach the UV fixed point CFT. In the next section, we will describe how
36In the following, we typically denote every Lagrangian including non-gravitational degrees of freedom as matter
Lagrangian, including gauge fields or other massless fields.
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Figure 3.13.
The IR geometry is deformed by a relevant opera-
tor which corresponds to a AdS-black-hole geom-
etry, where the boundary is still asymptotic AdS-
space corresponding to a UV fixed point CFT. More
accurately, the black hole is a spatially infinite black
brane extending across the flat spatial direction of
the field theory. The black brane horizon sets the
temperature of the deformed UV fixed point CFT,
but the matter content on the gravity side is intro-
duced at zero temperature. As explained in Section
3.5, fluctuations about the background solution to
the full Einstein equations are related to dissipative
effects described by the infalling bulk field fluctua-
tions. For charged black branes, the electric flux em-
anating from the black brane horizon sets the charge







to retrieve physical properties in terms of response functions by applying linear response theory
from Section 2.2 to our holographic setup.
3.5. Linear Response & Holography
Overview
• Transport processes of strongly correlated systems can be computed via the holographic
fluctuations-dissipation theorem.
• Response functions are related to correlators of fluctuations about background solu-
tions of Einstein’s equation.
• Finite temperature relaxation can be traced back to fluctuations being “swallowed” by
black holes/branes.
As we have seen in the previous section, thermodynamic properties of physical systems are holo-
graphically described by asymptotically AdS-black-hole geometries. In order to probe the systems
beyond thermodynamics to determine their transport behavior and to extend the holographic
dictionary to general response functions, we need to reformulate the Fluctuation-Dissipation
Theorem on page 30 in terms of bulk field fluctuations.
3.5.1. Holographic fluctuation-dissipation theorem
In Section 3.4.1 we already derived correlation functions which can be reduced easily to linear
response Green functions. The linear response Green function is defined as the ratio of the
response of the system xO y to an infinitesimal external source J . This allows us to reduce the
functional derivative to a simple division due to the linear dependence of the expectation value
to the source. According to the holographic dictionary listed in Table 3.4 and 3.5, the vacuum
expectation value of an operator is given by the subleading term in the boundary expansion ϕ∆
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and the corresponding source by the leading term ϕd´∆, respectively. Applying the holographic
dictionary and inserting (3.82) we find
Gpkq “ xOpkq y
Jpkq “ limuÑ0u
2p∆´dqΠpk, uq
Φpk, uq . (3.94)
However, to compute the Green function of real-time processes in this manner poses a serious
problem. First of all, the Euclidean Green function should by analytically continued, which is
only possible if an analytic solution relating ϕ∆ to ϕd´∆ is known. As we already hinted at in the
last paragraph of Section 3.4.2 for general bulk fields this solution cannot be obtained in closed
analytical form and we need to resort to asymptotic expansions or even numerical solutions.
Secondly, a direct calculation in real time is not feasible because we would need to modify the
holographic dictionary concerning the equivalence of the partition functions of the field theory










As discussed in [78,200] for real-time Minkowski spacetime the regularity condition at the black
hole horizon is insufficient to obtain a unique solution. This corresponds to the existence of
multiple real-time Green functions, the retarded GR, the advanced GA and the time-ordered
Green function GT (2.74) in contrast to the unique imaginary time Green function Gτ (2.75).
Luckily, there exists a powerful method, known as the Keldysh formalism, that circumvents vari-
ous problems arising in treatments of complex systems37i.a. equilibrium and close-to-equilibrium
problems where the analytical continuation from Matsubara frequencies fails. Let us postpone
the discussion of the Keldysh formalism to Section 3.5.2 and give the correct prescription to
compute response functions in holography via the fluctuation-dissipation theorem:
i Solve the background equations of motions arising from the effective classical gravity ac-
tion of the holographic dual to the field theory. The solution describes the stationary ther-
mal equilibrium state.
ii Expand the classical effective action in fluctuations about the background δϕ “ ϕ´ϕB up to
second order. The solution ϕB to the “classical” background equations of motion minimizes
the action and hence the first order term in the expansion vanishes. This is in direct analogy
to the saddle-point expansion in (2.19) where the classical solution corresponds to the
background solution ϕB of the system in equilibrium and the time corresponds to the radial
direction u










δϕpt, x, uq δ
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For homogeneous and isotropic fluctuations and a time translational invariant system the
fluctuation action may be Fourier transformed in time and spatial coordinates




´iωt`ik¨x ϕpω, k, uq, (3.97)
37To whet the reader’s appetite for the versatility of the Keldysh formalism let us advertise some of its advantages and
range of applications: non-equilibrium systems, determination of the full statistics of quantum observables, and
treatment of disordered systems/metals/superconductors.
3.5. Linear Response & Holography 111
so (3.96) reduces to




p2πqd du δϕp´ω,´k, uqGpω, k, uqδϕpω, k, uq. (3.98)
iii Solve the respective linearized equations of motions for the fluctuations in Fourier space
with fixed boundary conditions at the asymptotically AdS boundary uB i.e. ϕpuBq “ ϕ0
δϕpω, k, uq “ δϕBpAdSqpω, kqfbulkpω, k, uq, fbulkpω, k, uBq “ 1, (3.99)
and infalling wave conditions at the black hole horizon uH
fbulkpω, k, uq „ puH ´ uq´iωγ , (3.100)
where γ ą 0 describes wave propagation into the black hole. Here, the ingoing bound-
ary condition at the horizon corresponds to the retarded Green functions GRpkq, whereas
the outgoing boundary condition corresponds to the advanced Green function GApkq “
rGRpkqs˚ “ GRp´kq due to “time reversal” in k ÝÑ ´k or ω ÝÑ ´ω.









According to the holographic dictionary, the Green function is given by the second deriva-
tive of the regularized Euclidean(!) on-shell action. Since we are looking for a real-time
solution we cannot rely on the naïve prescription following from the dictionary. Here the
solution of the Keldysh formalism is crucial, which can be obtained explicitly from a gen-
uine Keldysh calculation as done in [79]. Thus, the retarded Green function only takes
contributions from the boundary into account, whereas surface terms from the horizon are
omitted




Heuristically, this is quite clear, since the Keldysh formalism is ignorant to the interior of
the AdS-spacetime, only the radial evolution under the proper boundary conditions can
affect the Green function, but not the boundary conditions at the horizon.
This prescription will be heavily applied in all the subsequent calculation and is the cornerstone
of applied holography. Pictorially, the infalling wave condition at the black hole horizon renders
the dissipation of the system, allowing for the relaxation to its equilibrium state, whereas the
fluctuation about the background solution can be viewed as the initial perturbation of the field
theory at the boundary propagating into the bulk and being swallowed by the black hole.
3.5.2. Short introduction to the Keldysh formalism
For completeness, we give a short overview of the Keldysh formalism [201], originally con-
structed for non-equilibrium problems. As it turned out, it is quite useful for a large variety of
complicated interacting, disordered, or stochastic systems. Let us first recall how to calculate
38If needed, apply the holographic renormalization prescription to obtain a regularized finite on-shell action.
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equilibrium expectation values (2.57) of observables in closed time contour as shown in Figure
3.14,
xOptq y “ trpOρˆptqq
tr ρˆptq “
trpUp´8, tqOUpt,´8qρˆp´8qq
tr ρˆp´8q , (3.103)
where the unitary time evolution operator Upt1, tq is defined in (2.1). In the last equality we used
the cyclicity of the trace and the invariance under unitary evolution. Physically, the expression
(3.103) can be viewed as an evolution of an equilibrium system described by the initial density
matrix ρˆp´8q “ ρˆ0 to the time t where the system is subject to measurement represented by
the operator O and finally brought back to its initial equilibrium configuration at t “ ´8. The
forward-backward evolution can be avoided for systems in equilibrium under the assumption
that the ground state of the system evolves adiabatically, while interactions are slowly switched
on. Therefore, extending the time evolution of the system to the distant future, tÑ 8 amounts
to adding a phase factor x 0 |Up8,´8q “ x 0 | eiα . The additional phase factor can be factored
out and so the backward segment of the closed time contour can be removed by subtracting
the disconnected diagrams. However, for non-equilibrium systems the initial and final states are
in general not identical, so the system could be relaxing into a different equilibrium state after
it was driven out of the initial equilibrium state. The main idea to circumvent this problem is
to keep the full closed time contour, where we start and end with a “trivial” description of our
system, adiabatically switch on the “non-trivial” interactions and switch them off on our way
back, i.e.
xOptq y “ trpUp´8,8qUp8, tqOUpt,´8qρˆp´8qq
tr ρˆp´8q . (3.104)
In this case we do not need to know the state of the system at t Ñ 8 nor do we accumulate a
phase and so there is no denominator and no need to subtract diagrams. As a consequence the
partition function reads
Zr0s “ trpUC ρˆp´8qq
tr ρˆp´8q “ 1, (3.105)
since UC “ Up´8,8qUp8,´8q “ 1. For interacting systems the symmetry between the for-
ward (upper) and backward (lower) parts of the contour is broken, so UCrV s ‰ 1. Nonetheless,
the denominator in the definition of the correlation functions (2.29) is absent.39 Now redoing
the steps of constructing the functional integral ii to iii on page 15, we obtain for the closed


















with indices i, j, k running from one to 2N in the discretization of the closed time contour as
shown in Figure 3.14. The propagator is given by a 2N ˆ 2N matrix of the form
39This drastically simplifies the treatment of disordered systems and poses an alternative to replica [202] or supersym-
metric approaches [203] in removing the denominator.





Figure 3.14. Discretized close time contour used to determine the expectation value of a phys-
ical observable. The computation must be independent of the initial conditions/-
preparation of the system, so we can take t1 Ñ ´8where the system is in equilib-
rium described by ρˆp´8q “ ρˆ0. The system is measured at a specific time t by an
insertion of the respective operator and then brought back to its equilibrium state
at t2N . For a symmetric extension of the adiabatically increased interactions, we
can enhance the time evolution domain to 8. For equilibrium measurements the
backward time evolution amounts to a phase factor eiα which can be removed
by subtracting the disconnected diagrams. For non-equilibrium systems the initial
state at t “ ´8 and the final state at t “ 8 are in general not identical equilib-
rium states, so the backward evolution cannot be omitted. The full propagator of
the closed time contour consists of forward propagation from t1 to tN , backward
propagation from tN`1 to t2N . The points tN and tN`1 are identified as well as t1
and t2N which are controlled by the density matrix ρˆ0 describing the equilibrium
system. Sometimes the density matrix is resolved as imaginary time evolution



















where h˘ “ 1˘ iHpϕi, ϕi´1q∆t follows from the time evolution from step ti to ti`1 “ ti`∆t and
the diagonal entries from the resolution of unity. The top-left block describes the forward time
evolution whereas the bottom-right block describes the backward evolution and the bottom-left
and top-right the correlation between forward and backward evolution and vice versa. Thus, the
single entry in the forward-backward block follows from the identification of tN with tN`1 and
the upper right entry in the backward-forward block from the matrix element of the density ma-
trix connecting the equilibrium states at t2N and t1. The last step iv on page 15 in the program
of constructing a true field theory poses some problems. Naïvely taking the continuum limit
we lose the correlation between the different contours, in particular the statistical information
encoded in the equilibrium density matrix ρ0. To keep the correlations between the forward and
backward parts of the closed time contour, we need to introduce fields with two independent
components related to the forward and backward branch. Then the action in (3.106) is written

















Computing the formal40 Gaussian integral (2.45) yields the individual Green functions
@
ϕ`ϕ`























where GT denotes the anti-time ordered Green function. Using
GTpt, t1q “ Θpt´ t1qGąpt, t1q `Θpt1 ´ tqGăpt, t1q,
GTpt, t1q “ Θpt1 ´ tqGąpt, t1q `Θpt´ t1qGăpt, t1q,
(3.110)
one can show that not all of the above Green functions are independent, in fact
GT `GT “ Gă `Gą. (3.111)
This identity holds for all t ‰ t1, whereas for t “ t1 it is violated. This follows from the relationship
to the spectral function A defined in (2.77)
A pt, x, t1xq “ i `GRpt, x, t1xq ´GApt, x, t1xq˘ “ i `Găpt, x, t1xq ´Gąpt, x, t1xq˘ , (3.112)
where for t “ t1 the spectral function is independent of the state of the system and thus given by
A pt, x, t1, 1xq “ δpx´x1q. Mathematically, this forces us to take the normalization of the Heaviside
distribution Θp0q “ 1. Thus, in order to work with the “physical” Green functions we apply the
so-called Keldysh rotation, a linear transformation in the two dimensional Keldysh space





















40The convergence of the integral is ensured by the Keldysh component of the Keldysh rotated Green function (3.117).
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with the Green function definitions
GRpt, t1q “ Gcl q “ 1
2
´
GT ´GT `Gą ´Gă
¯
“ Θpt´ t1q pGą ´Găq ,
GApt, t1q “ Gq cl “ 1
2
´
GT ´GT ´Gą `Gă
¯
“ Θpt1 ´ tq pGă ´Gąq ,
GKpt, t1q “ Gcl cl “ 1
2
´




Note that the Keldysh Green function is antihermitian, i.e. pGKq: “ ´GK. Taking the inverse of



























where the inverse of the 2ˆ 2 matrix yields a non-trivial inverse for the Keldysh component“
G´1
‰K “ `GR˘´1 F ´ F `GA˘´1 , (3.117)
parametrized by the Hermitian matrix F to ensure the antihermiticity of the Keldysh Green
function. In general, the Wigner transform of the F matrix yields the instantaneous particle
distribution function at given time t. Some comments about the notation and physical interpre-
tation of the action (3.116) are in order: First the superscripts ‘q’ and ‘cl’ stand for “quantum”
and “classical”, respectively. This notation is chosen because generically the classical-classical
component of the action is zero, i.e. S
“
ϕcl, 0
‰ “ 0, since we are dealing with a quantum statisti-
cal system. Secondly, the antihermitian quantum-quantum component ensures the convergence
of the functional integral and encodes the information about the distribution function of the
statistical system. Last, but not least, the classical-quantum components encode the causal struc-
ture of the physical system. In particular, the Fluctuation-Dissipation Theorem on page 30 can
be restated using the Keldysh Green function as
GKpωq “ 2i ImGTpωq. (3.118)
We see that the imaginary part of the response function Impωq characterizing the dissipation
of the system is related to the equilibrium fluctuations encoded in GKpωq. More details about
applications of the Keldysh formalism can be found in [51, 52, 204]. In the holographic context
the Keldysh formalism has been used to prove (3.102) explicitly [79]. The causality structure of
the Keldysh action is only satisfied if we define the retarded (advanced) Green function as




On the other hand, the Euclidean Green function can be converted into the Keldysh formalism
which allows us to identify the correlation functions for thermal theories in equilibrium with
the Green functions in the Keldysh formalism. Of course, this is applicable only to transport
problems in equilibrium, for non-equilibrium calculations the holographic dictionary needs to be
extended.41
41Approaches to render the equilibration process in holographic duals involve black hole generations by colliding gravi-
tational shock waves.
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With the working prescription for linear response theory, we close our survey of holography and
apply it to concrete physical systems and their respective gravitational duals. In particular, all
the machinery derived in this chapter and Chapter 2 can be used to tackle strongly correlated
systems where the intractable field theoretical treatment without quasi particles is mapped to
weakly coupled gravity duals, that allow for the applicability of our beloved perturbative tools
again unfolding their power to describe physical systems.
4
Universal Properties in Holographic
Superconductors
Our first application of the holographic dictionary and the weak/strong duality will be a bottom-
up approach geared towards condensed matter applications. As advertised in the introduction to
this thesis, we are looking for universal physical quantities that do not depend on the microscop-
ical details but are rather defined by universality classes in the Wilsonian sense. In particular for
the classification of novel states of quantum matter arising in quantum critical regions, strongly
correlated quantum liquids or high temperature superconductors, the gauge/gravity duality can
provide valuable insight and might even succeed to quantify some of the dimensionless functions
that are not fixed by symmetries of the effective field theory. In this chapter we will explore the
holographic superconductors aiming at the understanding of universal features, such as Homes’
law and some of its cousins as Tanner’s law to be explained in detail below. The holographic
superconductors are endowed with key features reminiscent of real superconductors, e.g. there
is a charged condensate which gives rise to a massive vector boson in the spirit of the Higgs
mechanism, although the Meißner-Ochsenfeld effect is absent. Yet, a redistribution of spectral
weight opens an energy gap in the optical conductivity and allows for an infinite DC conductivity
or vanishing resistivity. The removed local Up1q gauge symmetry on the gravity side translates
to a removed global Up1q gauge symmetry, so the holographic superconductor may be viewed
as a strongly correlated charged superfluid. In this sense there is no true dynamical photon on
the field theory side since the gauge field only sources the charged density of the system. How-
ever, we may allow for local transformation of the external source which in turn lifts the global
Up1q symmetry to a background local Up1q symmetry. As explored in [205], the additional back-
ground local Up1q symmetry permits the computation of response functions related to strongly
coupled superconductors described by an effective Abelian Higgs model. The order parameter
for the superconducting phase transition is identified with the vacuum expectation value of the
operator dual to a bulk field with no source turned on in order to mimic a spontaneous symmetry
breaking mechanism. To date there are holographic duals known for s- and p-wave supercon-
ductivity [206–208] and there are some ideas how to construct a d-wave type holographic super-
conductor [209–211]. Holographic superconductors have been studied extensively, numerically
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as well as analytically [212–214]. There are also explicit top-down constructions employing a
true D-brane setup where the field theory is explicitly known [215–217].
In this chapter I will present my work on holographic superconductors. Operationally, I have
verified most of the numerical calculations presented in [218,219] in order to test the validity of
my numerical approach for applications of the holographic dual to open questions in real world
superconductors. In particular, the empirically found Homes’ law to be discussed in Section 4.4 is
the central focus of my work on holographic superconductors. All results obtained to understand
a holographic realization of Homes’ law presented in Section 4.4 are original and first published
in [1]. To my knowledge, the s-wave equations of motion for arbitrary values of the charged
scalar field’s mass and the system’s dimensionality have not been explicitly derived so far. In the
first part of this chapter we will discuss the properties of holographic s- and p-wave supercon-
ductors and determine their phase diagrams. In the second part, an empirically found universal
relation, the so-called Homes’ law, between the superfluid density at zero temperature and the
conductivity at the critical temperature times the critical temperature is explained and a possible
holographic realization is proposed. In a way, our approach to Homes’ law can be viewed anal-
ogously to the famous ratio of shear viscosity to entropy density η{s of the quark-gluon plasma
with an important difference: for a hydrodynamic calculation the shear viscosity is determined
by the metric fluctuations about the background metric. Thus the universality of η{s follows di-
rectly from the equivalence principle, i.e. the metric must couple globally to all forms of energy
with a single coupling constant. Adding another coupling constant characterizing the charge of
the scalar field which is independent of the metric field, however, complicates this simple uni-
versality in a non-trivial way. Finally, in the last part the results obtained from our proposed
holographic realization of Homes’ law, are analyzed.
4.1. Holographic s-Wave Superconductor
Overview
• Einstein-Maxwell action with minimally coupled scalar field
ÝÑ Abelian-Higgs model describes holographic superconductors.
• Background solutions with/without backreaction in condensed/normal phase
ÝÑ charged/uncharged black brane with/without scalar hair.
• General linearized fluctuation equations for arbitrary values of the dimensionality and
the scalar field mass.
Following the original construction of holographic s-wave superconductor [207, 218] we intro-
duce the holographic Abelian Higgs model given by the Einstein-Maxwell action with a min-
imally coupled charged scalar field. The holographic dictionary relates the bulk Up1q gauge
field Aa to global Up1q current Jµ and the charged scalar field Φ to a fermion condensate op-
erator O “ ΨΨ, turning the massless gauge field into a massive vector field employing the
Anderson-Higgs Mechanism on page 47. First, we will derive the full set of equations of motion
for the bulk fields and then consider various special cases. Analytic solutions, if possible, are
given for d “ 3 and d “ 4 and numerical solutions are determined using Mathematica. The
concrete numerical setup will be explained in detail, some pedagogical simple excerpts are listed
in Appendix D.
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4.1.1. Einstein-Maxwell action & equations of motion
The best known (bottom up) holographic model to describe s-wave superconductivity is given by
the Einstein-Maxwell action coupled to a charged scalar on the gravity side dual to a field theory
with a conserved Up1q current and an operator describing the condensate [29, 207, 218]. The














ab ´ |∇Φ´ ieAΦ|2 ´ V p|Φ|q
˙
, (4.1)
where R denotes the Ricci scalar, Λ the cosmological constant, Fab the electromagnetic field
strength, and V p|Φ|q is a potential for the charged scalar Φ, respectively. The indices a, b are
running over the bulk coordinates, i.e. a, b “ 0, . . . , d` 1, where d denotes the dimensionality of
the physical system under consideration. Rescaling the gauge field A Ñ eA and the scalar field














ab ´ |∇Φ´ iAΦ|2 ´ V p|Φ|q
˙
. (4.2)
We can redefine the gravity coupling constant κ2 and the electromagnetic coupling constant e2
in a way to give a clear exposition when we need to consider the backreaction of the charged



























“ SEH ` SM. (4.3)
From the dimensionality of the fields in the action
rRs “ rΛs “ plengthq´2, rAas “ rΦs “ plengthq´1, rFabs “ plengthq´2, (4.4)
we can read off the dimensionality of the couplings“
κ2
‰ “ plengthqd´1, “e2‰ “ plengthqd´3, (4.5)
that renders the action S dimensionless. We can define a dimensionless coupling constant as a







‰ “ 1, (4.6)
describing the strength of the backreaction onto the geometry exerted by the gauge field and
the scalar field. On the field theory side, this parameter describes the ratio of charged degrees
of freedom to the total degrees of freedom and thus can be considered as an effective chemical
potential or in a loose sense some kind of “doping”. Operationally, e controls the charged degrees
of freedom of the CFT related by the central charge connected to the current Jµ, dual to the





„ cx JµJν y
cxTµνTµ1ν1 y
„ # charged dof
# total dof
. (4.7)
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The equations of motions for the complex valued, massive, charged scalar field Φ with mass m
and charge e are given by












By varying with respect to the gauge field A we find Maxwell’s equations
∇aFab “ i rΦ˚ p∇b ´ iAbqΦ´ Φ p∇b ` iAbqΦ˚s “ jb, (4.9)
with the current jb defined as the right-hand side of the Maxwell equations. This expression can
be simplified since for completely antisymmetric tensor fields the divergence is identical to that
of a vector field which can be reduced to
gab∇aAb “ 1?´g Bc
`?´ggcdAd˘ , (4.10)
so we only need to consider
gst∇sFta “ 1?´g gab
2Bc
`?´ggbdgceFed˘ “ 1?´g gabBc `?´gF cb˘ , (4.11)
where we can work with simple partial derivatives Ba instead of the Levi-Civita connection ∇a.
Finally, varying with respect to the metric yields the Einstein equations
Rab ´ 1
2






where the left-hand side represents the Einstein tensor Gab and the right-hand side is the energy-
momentum tensor of the rescaled fields A Ñ eA and Φ Ñ eΦ which give the additional factor
1{e2. The matter Lagrangian density LM is defined without the coupling constants, so the ra-
tio 2κ
2{e2 is written as an explicit factor, in order to retain the usual definition of the energy-
momentum tensor. The energy momentum tensor of LM can be split into two parts, an elec-
tromagnetic contribution denoted T emab and the contribution T
Φ
ab arising from the charged scalar
field
Tab “ T emab ` TΦab, (4.13)
where





TΦab “ p∇aΦ˚ ` iAaΦ˚q p∇bΦ´ iAbΦq ` p∇aΦ´ iAaΦq p∇bΦ˚ ` iAbΦ˚q
´ gab p∇cΦ˚ ` iAcΦ˚q p∇cΦ´ iAcΦq ´ gabV p|Φ|q. (4.15)
The most general planar and rotational symmetric solution to the set of equations (4.8),(4.9),
and (4.12) is the AdS-Reissner-Nordström black brane solution with scalar hair. In general, there
are four different possibilities we can consider: With and without backreaction and solution
with zero and non-zero scalar field. In the following sections we will discuss these background
solutions; an overview is listed in Table 4.1.
2The additional metric factor gab is needed because we want to have a covector in the end.
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α “ 0 (probe limit) α ‰ 0 (backreaction)




Φ ‰ 0 AdS-Schwarzschild black brane
numerical solution for Φ and At
AdS-Reissner-Nordström black brane
with scalar hair
numerical solution for Φ, At and gab
Table 4.1. The parameter α describes the backreaction onto the geometry, whereas Φ ‰ 0
describes the condensation of the dual operator sourced by the scalar field, i.e.
xOΦ y ‰ 0. Note that in the normal phase of the holographic superconductor ana-
lytic solutions for the background field equations of motions are feasible, whereas
the condensed phase solutions can be found only numerically. In the probe limit
the non-trivial profile of Φ related to the condensation does not affect the geometry
of the spacetime since Φ is decoupled from Einstein’s equations. The fixed probe
limit geometry is given by the AdS-Schwarzschild black brane solution discussed in
Section 4.1.4. With backreaction the finite charge density on the boundary must be
sourced by a finite charge at the horizon geometry which leads to an AdS-Reissner-
Nordström black brane geometry outlined in Section 4.1.3.
4.1.2. Background equations of motion for scalar hair black branes
Let us first derive the complete set of equations for the holographic s-wave superconductor back-
ground in arbitrary dimensions d. To my knowledge, this calculation has not been done in full




Rgab ´ dpd´ 1q
2L2
gab “ α2L2Tab, (4.16)
we have inserted the AdSd`1 cosmological constant where L denotes the AdS-radius, related to
the curvature of the AdS-space. The main ingredients of a holographic superconductor are a
charged black brane that may “grow scalar hair”, i.e. a condensate described by a charged scalar
field Φ and a respective Up1q gauge field. Due to Lorentz symmetry the fields can only depend on
the radial AdS coordinate u and it is sufficient to have a non-zero time component of the gauge
field, acting as a chemical potential at the boundary. Thus, we may take the Ansatz









and for simplicity, we will assume a special scalar potential namely,
V p|Φ|q “ m2 |Φ|2 , (4.18)
where the mass of the potential needs to be fixed to a value above the Breitenlohner-Freedman
bound m2L2 ě ´d2{4. Note that it is sufficient to assume that only quadratic terms are present
in the potential V p|Φ|q “ m2 |Φ|2, since we are only interested in the behavior near the critical
point where higher order interactions do not contribute. Deep in the condensed phase, i.e. close
to zero temperature, the ground state of the holographic superconductor depends heavily on the
from of the scalar field potential. Inserting the Ansatz (4.17) into the equations of motions of
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Φpuq “ 0. (4.19)
The Up1q gauge field Ansatz in (4.17) gives rise to the field strength
F “ dA “ BuAtpuqdu^dt “ ´BuAtpuqdt^du ñ Ftu “ ´A1tpuq, (4.20)










u2fpuq Atpuq “ 0. (4.21)
The second non trivial Maxwell equation for b “ u, yields a reality condition for the scalar field
Φ˚BuΦ´ ΦBuΦ˚ “ 0. (4.22)
For arbitrary Φpuq “ |Φpuq| eiϕpuq this reduces to
2iϕpuqϕ1puq “ 0. (4.23)
Therefore we can conclude that ϕ1 “ 0 ñ ϕ “ const. and we can choose without loss of
generality ϕ “ 0ô Φ P R. Hence, the current can be reduced to jb “ 2Φ2Ab.
For the Einstein tensor Gab we need to calculate the Christoffel symbols Γ
a
bc, the Riemann tensor






`Bbgdc ` Bcgab ´ Bdgbc˘, (4.24)
read





































`BdBagbc ´ BdBbgac ` BcBbgad ´ BcBagbd˘´ gef ´ΓeacΓfbd ´ ΓeadΓfbc¯ , (4.26)
with all indices lowered, has the following symmetries
• Rrabsrcds, i.e. antisymmetric in its first two and last two indices
• Rabcd “ Rcdab, i.e. symmetric under the interchange of the first and the last pair of indices
• Rarbcds “ 0, the first or algebraic Bianchi identity
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The only non-vanishing components thus read





















˘2 ` guuΓuiiΓuuu “3L2 2fpuq ´ uf 1puq2u4fpuq




























The Ricci tensor can be derived from the Riemann tensor by Rac “ gbdRabcd which yield a
symmetric tensor. The non-zero components are








dfpuq2 ´ d` 1
2


































































and we find a diagonal Ricci tensor reflecting our spherical symmetric Ansatz and matching the
diagonal form of the energy-momentum tensor Tab. Finally, the Ricci scalar is the trace of the
Ricci tensor












jjRijij has one zero summand, namely g
iiRiiii “ 0, so this sum yields a factor of pd´ 2q.
















We are now able to write the three different Einstein equations as





















´dpd´ 1q ´ dpd´ 1qfpuq ` pd´ 1qu
“




The right-hand side of the Einstein equations are the full energy-momentum tensor defined in
(4.13)–(4.15). The gauge field energy-momentum tensor reads
T emab “ gttFatFbt `
d´1ÿ
i“1
giiFaiFbi ` guuFauFbu ´ 1
2
gabg
ttguu pFtuq2 . (4.29)







































The energy-momentum tensor for the scalar field (4.15) can be reduced to







gttAtpuq2 |Φpuq|2 ` guuBuΦ˚puqBuΦpuq ´m2 |Φ|2
¯
,
TΦuu “ BuΦ˚puqBuΦpuq ´ guu
´




Inserting the metric Ansatz (4.17) and the reality condition (4.22) simplifies the full Einstein
equations to


















´ α2u2 eχpuqA1tpuq2, (4.32)
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Φpuq2 ´ 2fpuqΦ1puq2 ` α2u2 eχpuqA1tpuq2, (4.33)






















` α2u2 eχpuqA1tpuq2. (4.34)
















uf 1puq ´ fpuq `uχ1puq ` 2˘ ˇˇˇˇ
u“uH
. (4.35)
We may use either the tt (4.32) or uu (4.34) Einstein equation to eliminate f 1puq and the reg-
ularity conditions at the horizon, i.e. fpuHq “ 0 and AtpuHq “ 0, which reduces the Hawking
temperature to
TH “ e´χH{2 dpd´ 1q ´ 2α
2m2L4Φ2H ` α2u4H eχH A1tH2
4πpd´ 1quH , (4.36)
where we have a set of four parameters, the horizon radius uH set by fpuHq “ 0, the scalar
field at the horizon ΦpuHq “ ΦH, the electrical field perpendicular to the horizon A1tpuHq “ A1tH
and the metric field χH “ χpuHq. In order to identify the black brane temperature TH with the
temperature of the boundary (Euclidean) field theory, we need the proper normalization of the
gravitational redshift and thus the emblackening factor has to approach one, f Ñ 1 for u Ñ 0,
at the boundary. Therefore the additional constraint χ Ñ 0 as u Ñ 0 must be imposed on the
solutions of the Einstein equations. The equations of motion, the metric and the one form are
invariant under the scaling symmetry
t ÝÑ ct, At ÝÑ c´1At, eχ ÝÑ c2 eχ , (4.37)
which we can use to set χ “ 0 at the boundary. Furthermore, there are two more scaling
symmetries5
t ÝÑ ct, x ÝÑ x, u ÝÑ cu, ds2 ÝÑ c2 ds2,
m ÝÑ c´1m, L ÝÑ cL, At ÝÑ c´1At, Φ ÝÑ c´1Φ,
(4.38)
5The rescaling of the metric can be absorb in a Weyl rescaling.
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and
pt, xq ÝÑ cpt, xq, u ÝÑ cu, At ÝÑ c´1At, (4.39)
which can be used to set L “ 1 and uH “ 1, respectively. This will be done in numerical calcula-
tions in order to work with purely dimensionless equations of motion, but we will keep the factors
in all expressions which allows for easy identification of their correct dimensionality. Effectively,
the temperature depends only on the remaining set of parameters pΦH, A1tHq and the additional
external parameters α, m and d, that changes the theory of the holographic superconductor.
Numerical solution
The solution to the equations of motion (4.19), (4.21) and (4.32)–(4.34) can be obtained only
by numerical integration. We will employ the following procedure:
i Determine the asymptotic solution to the equations of motion in a power series about the
regular singular point at the horizon uH “ 1 under the regularity conditions fpuHq “ 0
and AtpuHq “ 0. This approach is known as the Frobenius method. The numerical value
of the asymptotic solution close to the horizon u À 1 is used as the initial data depending
on the initial conditions set by pΦH, A1tH, χHq. From a naïve counting we would expect six
initial conditions for a set of three coupled, second order, ordinary differential equations.
However, the Einstein equations are reduced to two first order differential equations and
imposing the regularity condition fpuHq “ 0 reduces the number of initial conditions to
one, namely χH. The four initial conditions of the scalar and Maxwell equations are re-
duced to the remaining two ΦH and A
1
tH by imposing the regularity condition AtpuHq “ 0.
ii Determine the boundary asymptotic near the asymptotic AdS-spacetime boundary u Ñ 0.
Again a power series expansion will yield the asymptotic solution. In order to have a
well-defined boundary variational problem, we need to use a holographic renormalization
scheme to regularize the boundary on-shell action. Apart from the standard gravitational
counterterms, i.e. the Gibbons-Hawking term and a boundary cosmological constant term,


























where γ describes the induced metric on a shell close to the boundary and nν is the outward
pointing normal vector on the boundary shell.
iii Finally, integrate the equations of motion from the horizon uH “ 1 to the boundary uB “ 0.
After stabilizing the numerical integration by choosing suitable values close to uH “ 1 and
uB “ 0, the solution is fitted to the boundary expansion in order to obtain the coefficients
of the leading and subleading terms. Formally, the integration defines the map
pΦH, A1tH, χHq ÞÑ pµ,ΦB, χBq, (4.41)
where At B “ µ is the chemical potential of the dual field theory, fixing the charge density.
For non-zero ΦB the background Up1q symmetry is explicitly broken, whereas spontaneous
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symmetry breaking is induced by a non-zero vacuum expectation value of the dual field
operator. Thus, we need to impose the boundary conditions ΦB “ 0 and as mentioned
above for a well-define temperature of the field theory T “ TH, the condition χB “ 0.
Using a so-called “shooting method” where we fix the boundary values in (4.41) to pµ, 0, 0q
we determine the horizon initial conditions by searching for roots of the difference function
between the integrated solution and the desired values. Operationally, we fit the numerical
solution to the boundary expansion
ΦB “ Φp1qB ud´∆ ` Φp2qB u∆ “ Φp1qB u
1
2 pd´?d2`4m2q ` Φp2qB u
1
2 p?d2`4m2`dq, (4.42)
At B “ µ` ρud´2. (4.43)
This method allows us to invert the map (4.41) and express the horizon initial conditions in
terms of the dimensionless6 boundary chemical potential µ¯, i.e. ΦHpµ¯q, A1tHpµ¯q and χHpµ¯q.
We are thus left with a one parameter family for each set of the external parameters d,
m and α of solutions for different µ¯. The remaining physical quantities of the dual field
theory are then completely determined by inserting the inverted map, e.g. the temperature
T pµ¯q via (4.36), the charge density n, the order parameter of the superconducting phase
transition xO∆ y and the energy density ǫ as






















Note that working with fixed chemical potential relates to the grand canonical ensemble
and the grand canonical thermodynamic potential ΩpT, V, µq. At the critical value of µc
or Tc the boundary conditions pΦpuHq, A1tpuHqq are such that a non-zero vacuum value of
O leads to a condensation of the charged scalar field, hovering over the charged black
brane, at the critical chemical potential/temperature µ¯c. Due to the geometry of the AdS-
space there is a stable solution where the electrostatic repulsion cancels the gravitational
attraction.
The numerical integration is executed byMathematica. For simplicity, only the probe limitMath-
ematica code is presented in D.1, since all the key features are outlined and the extension to
include the backreaction is straightforward, whereas the pedagogical value would be drastically
reduced by the increased complexity of the more complicated equations of motion. In the fol-
lowing let us discuss the remaining special cases listed in Table 4.1.
4.1.3. Background equation of motion in the normal phase
In the following we will consider the normal phase, i.e. we take the trivial solution to the back-
ground equation of motions for the scalar field Φ “ 0 and no hair for the black brane Ansatz, i.e.
χ “ 0. In this case the Einstein equations (4.32)–(4.34) reduce to a dynamical equation arising
6Barred math symbols denote dimensionless quantities.
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from the spatial components
f2puq ´ 2pd´ 1q
u
f 1puq ` dpd´ 1q
u2
fpuq ´ dpd´ 1q
u2
´ α2u2A1tpuq2 “ 0, (4.45)
and a constraint equations coming from the tt and uu components where the tt equation equals
the uu equation up to a global minus sign
d´ 1
u
f 1puq ´ dpd´ 1q
u2
fpuq ` dpd´ 1q
u2
´ α2u2A1tpuq2 “ 0. (4.46)




A1tpuq “ 0. (4.47)
Since there is no fpuq appearing in (4.47), we can solve this equations with the boundary condi-
tion Atpu “ uHq “ 0, assuming we have a charged black brane with horizon located at u “ uH.
This boundary condition avoids a conical singularity at the horizon and thus yields a well-defined








where µ is the chemical potential, describing the difference in the electric potential between the
horizon of the black brane at u “ uH and the boundary of the AdS space, at u “ 0, and thus the
energy of adding another charged particle to the black brane. Inserting this solution into the two
Einstein equations (4.45) and (4.46), we can solve the differential equation for the blackening


























Rewriting (4.49) in the form of an Reissner-Nordström black brane with dimensionless mass M¯
and charge Q¯, we find the following relations















































4.1. Holographic s-Wave Superconductor 129
which is in agreement with the general temperature (4.36) of the hairy black brane for χH “ 0
and ΦH “ 0. Since we are dealing with a scale invariant theory in the UV, the only dimensionless
physical parameter is the ratio T{µ which will be controlled numerically by the dimensionless
































αpd´ 2q 32 . (4.53)
This expression can be used to rewrite the Reissner-Nordström black brane metric in term of T{µ.
In order to find agreement with the probe limit α Ñ 0, c.f . Section 4.1.4, we have to choose
Q “ Q` as the correct solution. The two possible limits can be easily read off from (4.53) using
the l’Hospital rule for “0{0”
lim
αÑ0
Q¯´ “ ´8, lim
αÑ0
Q¯` “ 0. (4.54)
Furthermore, we are interested in the relation between the field theory side quantities like en-
ergy, entropy and charge density in terms of the black brane charge Q¯. Since we are working
with a fixed chemical potential we need to work in the grand canonical ensemble related to
the grand canonical (thermodynamic) potential ΩpT, V, µq. From the AdS/CFT correspondence
in the large N and strong coupling limit, we know that the partition function is related to the
gravitational action in the saddle point approximation
Z « e´SE ÝÑ lnZ “ ´I, (4.55)
where I denotes the regularized Euclidean on-shell action. The free energy F pT, V,Nq is related
to the canonical partition function via
F “ ´ 1
β
lnZ “ ´ 1
β
ln e´I “ 1
β
I “ kBTI, (4.56)
where β “ pkBT q´1 and in the same way we can generalize (4.56) to the grand canonical
ensemble using the grand canonical partition function and the grand canonical potential
Ω “ 1
β
I “ kBTI. (4.57)
The field theory quantities are given by [221]
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Finally, the regularized on-shell action reads
















































pd´ 1q ` pd´ 2qµ2u2Hα2
ı
,







where the horizon uH is understood as a function of µ{T given by solving (4.51) for uH.
4.1.4. Background equations of motion in the probe limit
In the large charge limit, i.e. κ
2{e2 ! L2, neglecting backreaction on the geometry, we actu-
ally consider an uncharged background described by an AdS-Schwarzschild black brane. We
can derive its metric directly form the previous Reissner-Nordström black brane by setting the
backreaction to zero, i.e. α “ 0. Therefore the Einstein equations reduce to
Rab ´ 1
2
Rgab ´ dpd´ 1q
2L2
gab “ 0. (4.63)































in agreement with (4.36) for α “ 0. The dimensionless chemical potential µ¯ “ µuH is identical








We see that the AdS-Schwarzschild solution in the probe limit and all its properties can be directly
derived from the AdS-Reissner-Nordström black brane by setting α “ 0 or equivalently Q “
Q` “ 0. In the normal phase the equation for the background gauge field At does not change
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and yields the same solution as in (4.48). The physical difference lies in the missing relation
between the chemical potential of the charged particles and the charge of the black brane Q.
Since we neglect the backreaction on the geometry, the black brane is not charged and cannot
be influenced by the charged probes. In the condensed phase we are still dealing with the
AdS-Schwarzschild black brane solution for the geometry, but with a non-trivial solution to the
equations of motion of Φ. For completeness, we again state the equations of motion (4.19) and





















u2fpuq Atpuq “ 0. (4.69)
Numerical solution
The condensed phase solution of (4.68) and (4.69) can only be obtained by numerical integration
analogous to the backreacted case. Following i to iii on page 126, a numerical solution shown
in Figure 4.1, is computed using theMathematica code shown in detail in Appendix D and listed
in Mathematica Code D.2.
4.1.5. Fluctuations about background fields
According to the holographic fluctuation-dissipation theorem explained in Section 3.5.1, the
linear response functions are related to the linearized equations of motions in the fluctuations
about the background solutions. Thus, in this section we will derive the full probe limit and
backreaction linearized equations of motion of the field fluctuations.
Fluctuation in the probe limit
We now look at fluctuations of the scalar field Φpuq and the gauge field Apuq about there fixed
background values with the scalar potential V pΦq “ m2Φ2. The metric will be fixed to the
Schwarzschild solution since we do not consider any backreaction. The complex scalar field and
the gauge field will be replaced by
Φ ÝÑ Φ` δφ, Aa ÝÑ Aa ` aa, (4.70)
with Φ P R as stated in (4.23), but δφ P C. We allow a dependence on all coordinates for the
fluctuations, i.e. δφ “ δφpt, x, uq and aa “ aapt, x, uq. Expanding the action (4.1) up to quadratic
order in the fluctuations we find


















ab ` FabδF ab
˘´∇aΦ∇a pδφ` δφ˚q
(4.73)
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´ iAa∇a pδφ´ δφ˚qΦ` i∇aΦAa pδφ´ δφ˚q















ab ´∇aδφ∇aδφ˚ ` iAa∇a pδφ˚q δφ
´ iAa∇a pδφq δφ˚ ´ iaa∇a pδφ´ δφ˚qΦ` i∇aΦaa pδφ´ δφ˚q
´AaAaδφδφ˚ ´ 2ABaaaΦ pδφ` δφ˚q ´ aaaaΦ2 ´m2δφδφ˚

. (4.75)
Variations with respect to the fluctuations of S
p0q
F are vanishing, while the variation of S
p1q
F gives
rise to the equations of motions of the background fields as expected, since this is the usual
variation procedure. The variations of the quadratic action in the fluctuations yield the linearized
equations of motions for the fluctuations
p∇a ´ iAaq p∇a ´ iAaq δφ´m2δφ´ i∇a paaΦq ´ iaa∇aΦ´ 2AaaaΦ “ 0, (4.76)
∇aδFab ` i∇bΦ pδφ´ δφ˚q ´ i∇b pδφ´ δφ˚qΦ´ 2AbΦ pδφ` δφ˚q ´ 2abΦ2 “ 0, (4.77)
where δFab is given by
δFab “ Ba pAb ` abq ´ Bb pAa ` aaq ´ BaAb ` BbAa “ Baab ´ Bbaa. (4.78)
In order to work out the quasi-normal modes we apply a Fourier transformation and assume
plain wave behavior for the spatial dependence














































aupuq “ 0, (4.80)
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δφpuq ´ δφ˚puq˘Φ1puq ´ `δφ1puq ´ δφ1˚puq˘Φpuqı “ 0, (4.83)
where kK denotes the transverse vector orthogonal to the directions given by the particular
equations for the component of apuq. For instance, we can look at the equation for one of the
d´1 spatial components, apuq “ axpuqex say, so kK “ kyey`kzez`¨ ¨ ¨ and hence kK¨a couples the
complementary components to the one chosen, i.e. aypuq, azpuq, . . . . Furthermore, assuming k “
kxex , we see that the equations of the axpuq component couples only with the atpuq component
(in this case kK “ 0), whereas the equations for all other d ´ 2 spatial components decouple.
Looking at the transverse directions e.g. k “ kyey`kzez`¨ ¨ ¨ , the equation for the fluctuations in
the x-direction will decouple from all other d´ 2 fluctuation equations, but the equations for the
remaining d´2 fluctuations will couple with each other and atpuq. The background solutions are
given by the AdS-Schwarzschild solutions for fpuq (4.65) and the numerical integrated solution
for the coupled system (4.68) and (4.69).
Fluctuations with backreaction
Turning on the backreaction we need to consider the fluctuations of the metric field, too,
gab “ Gab ` hab, (4.84)
Thus, we need to expand the determinant of the metric up to quadratic order
δp2qg “ detpGab ` habq ´ detGab
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Up to linear order in the fluctuations the indices of the metric fluctuations hab are raised and

















which can be compared to the expansion using detp1 ` Mq “ exp ptr lnp1`Mqq as given in
Appendix A.1.2, (A.10). This will lead to additional terms in (4.74) and (4.75) coming form the
quadratic expansion of
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˘ “ SEH ` SM, (4.91)
and the scalar field Lagrangian Lφcd is given by
L
p0q
φcd “ ´ p∇cΦ` iAcΦq p∇dΦ´ iAdΦq ´m2Φ2,
L
p1q
φcd “ ´∇cδφ˚∇dΦ´∇dδφ∇cΦ` i∇cΦAdδφ´ i∇dΦAcδφ˚ ´ iAc∇dδφΦ
` iAd∇cδφ˚Φ´AcAdΦ pδφ` δφ˚q ´ pAcad `AdacqΦ2 ´m2Φ pδφ` δφ˚q ,
L
p2q
φcd “ ´∇cδφ∇dδφ˚ ´ iAc∇dδφδφ˚ ` iAd∇cδφ˚δφ´ iac∇dδφΦ` iad∇cδφ˚Φ
` i∇cΦadδφ´ i∇dΦacδφ˚ ´AcAdδφδφ˚ ´ pAcad `Adacq pδφ` δφ˚q
´ aaabφ2 ´m2δφ˚δφ.
(4.92)









?´Gδp2qR` δp1q?´gδp1qR` δp2q?´g pR´ 2Λq , (4.94)
where
δp2qR “ ´hab∇pGqc ∇pGqchab ´
3
4





with ∇pGq denoting the background curved space covariant derivative constructed only out of
the background metric Gab. The full backreacted equations of motions are listed in Appendix C,
where we applied the Fourier transformation for all fluctuations i.e.
















For most of the computations, conducted in Section 4.3 and 4.4, involved in applications to
linear response and Homes’ law, the normal phase equations of motions are sufficient. The
















δφpuq “ 0. (4.97)
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The gauge field equations are extended by metric fluctuations as well, where htpuq,hupuq denotes


























































































































Note that in the normal phase the background solution for the metric is given by the AdS-
Reissner-Nordström black brane, so fpuq is given by (4.49), as well as Atpuq by (4.48).
Numerical solution
Numerical solutions are integrated by adapting the Mathematica Code D.2 for fluctuations. In
particular, we need to modify the asymptotic expansion at the horizon to use an index associated
with infalling boundary conditions, as explained in detail in Section 4.3.6, in order to extract the
retarded response function according to the holographic fluctuation-dissipation theorem outlined
in i to iv on page 111. The numerical response function is defined as the ratio of the subleading
coefficient to the leading coefficient in the boundary expansion. The numerically obtained key
features of holographic superconductors are shown in Figure 4.1


































Figure 4.1. In the left panel, the expectation value of the dual operator is shown which serves
as a order parameter for the superconducting phase transition for α “ 0, d “ 3
and m2L2 “ ´2. In this case we may define two dual operators, O∆ and Od´∆,
since ´9{4 ă m2L2 ă ´5{4 as explained below (3.77). In order to compare the
curves for the dimension one and two operator we need to take the square root
of O∆“2. In the following we will only work with the dimension two operator
O∆ with RG scaling field d ´∆ “ 1. The continuous phase transition is of mean-
field type with the critical exponent β “ 1{2, c.f . Table 2.6. The right panel shows
the response function of the spatial gauge field fluctuation corresponding to the
optical conductivity σpωq. The real part measures the dissipation of the system,
c.f . Section 4.3.2, which is exponentially suppressed in the superconducting phase.
The normal phase solutions for d “ 3 is given by a frequency independent opti-
cal conductivity. This is a general properties of conformal theories [181]. For IR
deformation induced by the non-trivial profile of the scalar field solution in the
limit ω ! T , the conformal solution is lost and a superconducting condensate al-
lows for nearly dissipationless transport. The curves are color coded as follows:
T{Tc “ 1, 0.5274, 0.2464, 0.165, 0.1212, 0.0974. Generically, upon approaching the
conformal limit in the UV, ω " T , the optical conductivity is proportional to ωd´3
for d ą 2 as derived in (4.190). Deeper implications of the gap in the real part of
the optical conductivity and its connection to the superfluid strength is discussed
extensively in Section 4.4.1.
4.2. Holographic p-Wave Superconductor
Overview
• Einstein Yang-Mills action describes condensation of internal gauge field component.
• Condensate breaks Up1q3 and spatial rotations SOp3q to SOp2q
ÝÑ vector hair AdS-Reissner-Nordström black brane solution.
• Explicit top-down construction from Dp-brane embeddings possible.
Holographic p-wave superconductors are described by a non-Abelian gauge theory, or Yang-Mills
theory. The order parameter is of p-wave type and due to the universal coupling of the met-
ric to all fields we additionally find a spatial anisotropy. Therefore, the holographic p-wave
superconductor should be thought of as a nematic superconductor, or a nematic superfluid,
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respectively. The p-wave superconductor may be connected directly to a top-down setup uti-
lizing two probe branes in a large Nc D3-brane background [217, 222]. Here we start with a
Up2q – Up1qB ˆ SUp2qI symmetry, where ‘B’ stands for the baryon number and ‘I’ for the flavor
isospin symmetry. Introducing a chemical potential explicitly breaks the isospin symmetry to a
so-called Up1q3 which is generated by the remaining unbroken generator τ3. This generator can
be chosen to be diagonal e.g. in the canonical choice for the Pauli matrices as representation
of the SUp2qI. The condensate arises from the spontaneous breaking of the remaining Up1q3
symmetry as well as the spatial SOp3q symmetry of the metric. As in the s-wave holographic
superconductor, the Up1q3 symmetry breaking condensate is identified with the superconducting
condensate of the charged degrees of freedom. Technically, we will not be able to detect the
Meißner-Ochsenfeld effect since the local Up1q3 is a global symmetry in the dual field theory,
yet it can be made local by local background transformations. Strictly speaking, we are dealing
with a rotational symmetry breaking superfluid which can be viewed as a nematic superfluid.
The p-wave superfluid has been extensively studied in [169, 219, 222, 223] as well as the ef-
fects arising from its anisotropy [22, 224]. In this section we will first motivate the bottom-up
Einstein-Yang-Mills action by expanding the top-down Dp-brane DBI action (3.40). Then we will
discuss the general Ansatz to construct vector-hair AdS-Reissner-Nordström solutions. For our
final application to understand Homes’ law, we do not need to fully construct the fluctuations, as
is further explained in Section 4.5.1.
4.2.1. Einstein-Yang-Mills action & equations of motion
In addition to gravity, non-Abelian gauge fields transforming under a non-Abelian gauge group
are considered. This system is described by the Einstein-Yang-Mills action. In the following, we
specialize to p4 ` 1q-dimensional asymptotically AdS space and to the gauge group SUp2q with
field strength tensor (2.101) in the adjoint representation
F aµν “ BµAaν ´ BνAaµ ` ǫabcAbµAcν , (4.101)
with fABC “ ǫABC , where ǫABC denotes the total antisymmetric tensor with the normalization
ǫ123 “ `1. Due to the analogy to QCD, the SUp2qI is dubbed isospin symmetry. The Einstein-














where κ5 is the five dimensional gravitational constant, Λ “ ´12{L2 is the cosmological constant
for d “ 5, with L being the AdS radius and gYM denotes the Yang-Mills coupling. The Yang-Mills
part of the action (4.102) can be derived from the Dp-brane DBI action expanded to leading

















where Nf “ 2 is the number of flavors and TDp describes the tension of the brane given in
(3.43). The Einstein-Yang-Mills action yields the Einstein and Yang-Mills equations of motion
7The internal indices running over the generators in the adjoint representation are denoted by capitalized Latin letters,
i.e. A “ AAa TA dxa, where TA are the generators of the gauge group in a certain representation.
8The detailed derivation can be found in Section 5.2, where we work completely in a top-down fashion to analyze
holographic matter at zero temperature and finite density.












where the Einstein equations are brought into the “trace-reversed” form suitable for further















4.2.2. Numerical solutions of the p-wave background equations of motion
Let us first consider the probe limit solutions with α “ κ5{gYM “ 0. Since the Einstein equations
decouple, they can be solved by the AdS-Schwarzschild solution discussed in the previous sec-
tion. This is in agreement with the top-down solution of a D-brane wrapping P AdS5 directions
and Q S5 directions, where the background metric generated by the D3-branes is exactly the
AdS5 ˆ S5-Schwarzschild metric (4.64) with temperature T “ 1{πuH. As explained in the intro-
duction the SUp2qI will be explicitly broken to a Up1q3 which in turn is subsequently broken by
a spontaneously generated condensate. Thus the Ansatz for the gauge field is of the form
A “ A1xpuqτ1 dx`A3t puqτ3 dt . (4.106)
On the field theory side this corresponds to the introduction of an isospin chemical potential
by the boundary values of the time components of the gauge field A3t . This breaks the SUp2qI
symmetry down to a diagonal Up1q3 which is generated by τ3. In order to study the transition




, such that we include the dual
gauge field A1x in the gauge field Ansatz. Since we consider only isotropic and time-independent
solutions in the field theory, the gauge fields exclusively depend on the radial coordinate u. With
this Ansatz the Yang-Mills energy-momentum tensor defined in (4.105) is diagonal. The gauge
field Ansatz (4.106) reduces the Yang-Mills equations to
A3t



























where we work in dimensionless radial coordinates u ÝÑ uuH. Furthermore for numerical
calculations the temperature can be set to T “ 1 by rescaling the gauge fields A3t ÝÑ TA3t and
A1x ÝÑ TA1x. The asymptotic expansions of the gauge fields at the horizon and the boundary are
determined via the Frobenius method, implemented in Mathematica Code D.1. The asymptotic
expansions at the horizon uH “ 1 read














˘4 ´ 12π2 `Ca1x˘2 pP ´ 5qT 2 ` 32π4 `P 2 ´ 9P ` 20˘T 4
192π4T 4
pu´ 1q3, (4.109)
`O `pu´ 1q4˘ (4.110)
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0 1 2 3 4 5 6 7 8 9
NcD3 ‚ ‚ ‚ ‚ ´ ´ ´ ´ ´ ´
NfD5 ‚ ‚ ‚ ´ ‚ ‚ ‚ ´ ´ ´
NfD7 ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ´ ´
xa x0 x1 x2 x3 u θ1 θ2 θ3 θ4 θ5
Table 4.2. The directions wrapped by the Dp-branes are listed with a ‚. The spatial directions
are denoted by xµ, the radial AdS coordinate by u and the S5 angles by θi. As
explained in the main text the D5-brane wraps P “ 4 AdS directions and Q “ 2 S5
directions with a d “ 3 field theory, while for the d “ 4 field theory the Nf “ 2 D7-
branes yields P “ 5 and Q “ 3. Note thatD3/Dp-brane embeddings with P´Q “ 2
are supersymmetric [225].














˘2 ` 3p13´ 2P qπ2T 2¯
576π4T 4
pu´ 1q3 `O `pu´ 1q4˘ . (4.111)
Due to the regularity conditions A3t puHq “ 0 we have only a two parameter family left at the
horizon determined by Ca3t and Ca
1
x. For the numerical integration we actually used a asymp-
totic horizon expansion up to O
`pu´ 1q8˘. The boundary asymptotic solution at uB “ 0 is given
by







where we included directly the vanishing source constraint for the dual operator J1x . For the
numerical solution the temperature T is set to one, so all dimensionful physical quantities are
given in units of T , e.g. the numerical values of the isospin chemical potential are in fact µ{T .
For a d “ 3 dimensional field theory we may consider a D3/D5-brane setup where the D5-brane
wraps P “ 4 directions of the AdS5 space and Q “ 2 directions of the S5, whereas a d “ 4
dimensional field theory may be described by a D3/D7-brane setup with P “ 5 and Q “ 3. The
precise extensions of the branes are listed in Table 4.2. Solving these equations numerically with
the help of the Mathematica program outlined in Mathematica Code D.2 yields the map
pCa3t , Ca1xq ÞÑ pµ, 0q. (4.113)
Note that in general this map is not unique since there are higher excitation solutions with one
or more nodes which are associated to higher energy states in analogy to higher modes of a
harmonic oscillator in a box. However, we need to pick the ground state solution in order to
apply the holographic dictionary. The isospin chemical potential µI of the Up1q3 will be set as a
free parameter, whereas the spontaneous symmetry breaking operator must not be sourced i.e.
the coefficient of the leading term must be zero. The result of the shooting yields the inverse
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Solution to Equations of Motion
Figure 4.2. The left plot shows the mapping of the numerically obtained solutions with bound-
ary values A3t B “ µ and A1x B “ 0 for a D7-brane setup. The critical temperature is
read off at Ca1x “ 0 from Ca3t « 24 and hence according to (4.114) µ « 12 « 3.18π.
Note that the curves corresponding to the ground state solutions and the 1st and 2nd
excited state of Ca3t are approaching each other for large values of the free param-
eter Ca1x at the horizon. Thus, it is virtually impossible to numerically distinguish
the sought ground state solutions from the higher excitation solutions since not
only the first and second, but all higher excitations approaching each other. Phys-
ically, this follows from the fact that for Ca3t Ñ 0, A3t “ 0, the system is described
by the totally disordered high temperature phase. The right plots shows the re-
spective ground state solutions and the 2nd excited state solutions with two nodes
in the A1xpuq profile.
map displayed in Figure 4.2 The critical temperature can be read off directly from Figure 4.2
since for Ca1x “ 0 we find the trivial solution A1x “ 0, so the initial condition Ca3t is identical to
µ according to the analytic solution of A3t in the normal phase (4.48)
9
A3t puq “ ´Ca3t
1´ uP´3




P ´ 3 . (4.114)
The critical value is µ{Tc « 3.81π. The expectation value of the operators dual to the gauge fields




















“ p2πq´p`2 2pp´3q{4L´p`3 `g2YMNc˘pp´7q{4NcNfρAµ , (4.115)
where in the last line the expression is written entirely in terms of field theory quantities via
gs
´1 “ 2π{g2YM and α1 “
a
2g2YMNc{L4´1. Plotting the subleading term of the numerical solution,
which determines the expectation value of the dual current, we see again the typical mean-field
behavior in Figure 4.3. In the backreacted case α ‰ 0, the normal phase solution @ J1x D “ 0 or
A1x “ 0, respectively, are the AdS-Reissner-Nordström black brane solution discussed in Section
9Strictly speaking the two function differ by an overall sign of the chemical potential, but this is a matter of convention
what we call a Dp-brane or an anti Dp-brane. In the following we will choose the convention that µ ą 0.
10P and p must not be confused, the former denotes the number of AdS directions wrapped by the brane, whereas the
latter numbers the spatial dimensionality of the brane.





















D7 condensate with P “ 5
Figure 4.3. The condensate arising from the non-zero expectation value of the dual operator@
J1x
D
is plotted in the D5 and D7 case. In the probe limit, we find again a typi-
cal mean-field behavior with β “ 1{2 for the second order superconducting phase
transition.








where τ3 “ σ3{2i with σ3 the third Pauli matrix. We consider the diagonal representations of
the gauge group since we may rotate the flavor coordinates until the chemical potential lies
in the third isospin direction. Furthermore, the condensed phase is described by the solution
to the full set of Einstein and Yang-Mills equations regarding the Yang-Mills energy-momentum
tensor (4.105). This is the main difference to the background solutions of the holographic s-
wave superconductors listed in Table 4.1: the AdS-Reissner-Nordström black brane solution with
scalar hair is replaced by a vector hair solution. The numerical calculation seems to be more
convenient and simpler in r-coordinates given by r “ L2{u, so in the following we will work in
these coordinates. Given that the Yang-Mills energy-momentum tensor is diagonal, a diagonal
metric is consistent
ds2 “ ´Nprqσprq2 dt2` 1
Nprq dr











D ‰ 0 also break the spatial rotational symmetry SOp3q down to SOp2q11
such that our metric Ansatz will respect only SOp2q. In addition, the system is invariant under
the Z2 parity transformation P‖ : x ÝÑ ´x and A1x ÝÑ ´A1x. Inserting our Ansatz into the
Einstein and Yang-Mills equations leads to six equations of motion for mprq, σprq, fprq, φprq,
wprq and one constraint equation from the rr component of the Einstein equations, where the
10In principle, equations of motions can be converted to different coordinates related by arbitrary bijective coordinate
transformations (c.f . Appendix A.3). However, for a set of coupled equations of motions it is advisable to start again
from the coordinate free formulation.
11Note that the finite temperature and chemical potential already break the Lorentz group down to SOp3q.
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gauge fields A3t “ φ and A1x “ w have been renamed in order to comply with the general naming

















































































The equations of motion are invariant under scaling transformations analogous to the s-wave
superconductor. As illustrated for the probe limit solution where we rescaled the gauge fields to
remove uH we can apply this rescaling to the complete set of equations (4.119) via
r ÝÑ cr, m ÝÑ c4m, w ÝÑ cw, φ ÝÑ cφ. (4.120)
to set rh to one. By a similar scaling symmetry
r ÝÑ cr, m ÝÑ c2m, L ÝÑ cL, φ ÝÑ c´1φ, α ÝÑ cα, (4.121)
the AdS radius may be set to L “ 1. More importantly, the metric at the boundary needs to be
asymptotically AdS spacetime, so we use the scaling
f ÝÑ cf, w ÝÑ c´2w, (4.122)
to set the boundary value fprBq “ 1 and
σ ÝÑ cσ, φ ÝÑ cφ, (4.123)
in order to fix the boundary value σprBq “ 1.
4.3. Applied Holography of Optical Properties of Solids
Overview
• Drude-Sommerfeld model captures key features of dissipative charge carrier transport
in metals related to conductivity/resistivity.
• Linear response connects polarization and current-current correlators
via the Einstein relations.
• Holographic calculations of strongly correlated metals
without quasi particle description.
• Breakdown of the Drude-Sommerfeld model for large frequencies
approaching conformal limit ÝÑ no well-defined plasma frequency.
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In this section we will develop the necessary tools to analyze response function characterizing
different types of metals. In our case we are aiming for strongly correlated metals that allow
for a relativistic scaling symmetry such as metallic systems close to the critical point, heavy
fermions, high temperature superconductors, or graphene close to zero electrical potential. The
holographic normal phase in the probe limit may be used to describe conformal matter and
introducing a finite density, by fixing the chemical potential, the holographic calculation with
backreaction extends to compressible matter. First, we will discuss the general Maxwell equa-
tions in d dimensions and define the dielectric function characterizing the response of matter
in the presence of external electric and magnetic fields. The connection to the optical conduc-
tivity and the polarization will be elucidated as well as the Drude-Sommerfeld model for the
conductivity in solids. Next, we define the plasma frequency and its relation to the dielectric
function, the spectral weight, and the conductivity via the Kramers-Kronig relations. Finally, we
give a detailed account of a holographic normal phase calculation on the Abelian-Higgs model
and discuss the ramification and problems of holographically modeling the plasma frequency.
The insight gained by this warming up exercise will guide us in order to devise and understand
a possible holographic dual to tackle Homes’ law in the following section.
4.3.1. Maxwell equations in d “ D ` 1 dimensions
Maxwell Equations in manifestly covariant form in curved space are given by
∇AFAB “ jB , (4.124)
where F “ dA is the field strength two-form of the gauge potential one-form A and j is the
current three-form. The indices A,B, . . . are running from 0, . . . , d ´ 1. We can split the field
strength two-form into a D “ d ´ 1 dimensional covector and a 1{2DpD ´ 1q dimensional anti-
symmetric tensor
Ea “ F0a, Bab “ 1
2
?´gǫabcdF cd, (4.125)
where the indices a and b are running from 1, . . . , D “ d´ 1, i.e. they are running only over the
spatial components of the given spacetime. In a flat comoving local reference frame the fields
can be written in terms of potentials φ and Aa
12
Ea “ ´Baφ´ B0Aa, Bab “ BaAb ´ BbAa. (4.126)
In the local reference frame, the D dimensional Maxwell equations in Ea and B
a “ 1{2ǫabcBbc
take the form
BaEa “ 4πρ, ǫabcBbBc ´ B0Ea “ 4πja,
ǫabcBbEc ` B0Ba “ 0, BaBa “ 0.
(4.127)
In the presence of matter the inhomogeneous equations are modified by contributions arising
from polarization/magnetization of the matter
BaDa “ 4πρfree, ǫabcBbHc ´ B0Da “ 4πjafree, (4.128)
12From now on the indices should be underlined since they are denoting the coordinates of the local reference frame
in order to distinguish them from the curved spacetime coordinates. However, in the following we will only work in
local reference frames so the underline is omitted.
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where Da “ Ea ` 4πPa and Ha “ Ba ´ 4πMa.13 If we restrict to linear responses the polariza-
tion/magnetization is given in terms of the generating fields
P a “ pχeqabEb, Ma “ pχmqabHb, (4.129)
which allows us to rewrite the fields Da and Ba in terms of Ea and Ha as
Da “ `δab ` 4π pχeqab˘looooooooomooooooooon
ǫ˜a
b










“ µab, since the physical fields are the E and B fields, i.e. they are describing the
change of energy density in space, e.g. by moving from one medium to another. In the following
we are only interested in non-magnetic materials where χm is negligible.
4.3.2. Dielectric function in d dimensions
Another linear response of matter is the relation between currents and the generating electric
fields known as Ohm’s Law
ja “ σabEb, (4.131)
Inserting Ohm’s Law into the magnetic field equation (4.128) yields
ǫabcBaHb “ ǫ˜cdB0Ed ` 4πjc “ pǫ˜cdB0 ` 4πσcdqEd. (4.132)
Fourier transforming this equation and comparing to the homogeneous equation, i.e. jafree “ 0,











Additionally, there can be a phase shift between ja and Ea due to a delay in the response of the
medium to the electric field which renders the conductivity to be complex as well, so in general
this will give a complex susceptibility χˆ





ǫˆcd “ Re ǫcd ` i Im ǫcd, σˆcd “ Reσcd ` i Imσcd . (4.135)
Inserting (4.135) into (4.134) the real and complex part of ǫˆ and σˆ are related
Re ǫcd “ 1´
4π
ω
















13In general we have an antisymmetric magnetization tensorMab and also an antisymmetric magnetic field tensor Hab
which can be reduced with the help of the total antisymmetric symbol ǫabc.
14Following the notation in [226] hatted symbols denote complex quantities, e.g. ǫˆ P C.
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We see that Imσcd describes dispersive processes/change of phase which are/is related to energy
transport, whereas Reσcd describes absorption processes/loss of energy which are/is related to
dissipation. As a last remark we note that we can decompose the complex dielectric tensor into











The following discussions of the Drude model, the Kubo formula for the optical conductivity,
Kramers-Kronig relations, and sum rules depend only on time derivatives and are independent
of the spatial dimensions D. Therefore, we will omit the indices and work with scalar quantities
since restoring the tensorial character is straightforward.
4.3.3. Drude-Sommerfeld model
The Drude-Sommerfeld model describes the properties of metals (i.a. electrical/thermal conduc-
tivities, heat capacities) by a simple model incorporating the behavior of the underlying charge
carriers. The original Drude model is a purely classical model describing a gas of electrons dif-
fusing through a fixed lattice of ions. These generate a positively charge background to balance
the negative charge of the electron gas. Even after the discovery of quantum mechanics, the
Drude model can still be used but some modifications are needed: The electrons are described
by a fermionic gas obeying Fermi-Dirac statistics. This extension of the original model is usually
called Drude-Sommerfeld model. There are several ways to arrive at the Drude formula each
with their own set of approximations. Essentially, there are three approaches:
i A classical approach assuming the existence of an average relaxation time describing the
relaxation to equilibrium after turning off an external electric field, i.e. the relaxation time
approximation which operationally replaces the collision integral by a linearized approx-
imation including only the relaxation time scale and the Maxwell-Boltzmann distribution
in the kinetic/Boltzmann transport equation. Strictly speaking, this derivation is borrowed
from hydrodynamics where the collisions refer to a gas of weakly interacting particles.
ii A semi-classical approach taking into account the quantum nature of the electron gas. Thus
the free mean path is determined by the Fermi velocity of the electrons ℓ “ vFτ and only
electrons near the Fermi surface can participate.
iii A full microscopic approach considering an interacting electron gas employing Fermi liq-
uid theory in combination with a diagrammatic expansion (and additional approximations
such as the random phase approximation). Here the assumptions of Fermi liquid theory,
in particular adiabatic continuity, are needed. Furthermore, it is useful to introduce an
effective frequency dependent mass m˚pωq for the quasi-particles of Fermi liquid theory,
incorporating the effects of electron-phonon and electron-electron interactions, as well as
a frequency dependent effective time scale τ˚pωq. However, in the case of impurity scatter-
ing the ratio τ
˚{m˚ is identical to the bare values since the renormalization of the lifetime
cancels the renormalization of the mass. This can be explicitly seen in a diagrammatic
calculation of the current-current correlator using the Kubo formula. Here the mass renor-
malization cancels since the diagrams included in the self-energy are also included in the
two particle diagrams. This is in agreement with Fermi liquid theory stating that the current
of the quasi particles is independent of the interaction.
4.3. Applied Holography of Optical Properties of Solids 147
Since we do not know in general if there are really quasi-particles involved in strongly corre-
lated systems (apart from heavy Fermi liquids), it seems to be a good strategy not to attempt to
explain our holographic duals microscopically, but to take the “effective field theory” philosophy
that focuses on the macroscopic rather than the microscopic degrees of freedom. In particular
dealing with “Planckian dissipation”, as hinted at in the introduction of this thesis, there is no
particle transport and we are primarily interested in quantum critical transport at finite density.
Therefore, we may follow the standard derivation using the Kubo formula without resorting to
the aforementioned technicalities and make use of all the linear response concepts laid out in
Section 2.2. A nice exposition of this derivation can be found in [226]. Here we will just state
the main ideas and the result. We start with an interaction Hamiltonian
Hint “ ´1
c
J ¨ A, (4.138)







dt x s | Jp0, kq ¨ Jpt, kq˚ | s y e´iωt , (4.139)
where the system’s response is given by the current density operator J that can be rewritten in
terms of the momentum operator. Assuming an exponential decay with a single time scale for all
current-current correlators, i.e. the relaxation time approximation, and the dipole approximation,
i.e. the external electric field is constant over the characteristic length scale which is surely valid





1´ iωτ , (4.140)





|x s |pj | s1 y|2
m˚h¯pωs ´ ωs1q . (4.141)
Furthermore the oscillator strength can be evaluated under the assumption of free electrons i.e.
















2 “ @p2j D “ h¯2k24 , (4.142)
since the self-interaction or electron-lattice interactions are already taken care of in the renor-
malization of the mass m˚pωq and the relaxation rate τ´1pωq “ τ´1impurity ` τ´1el-ph ` τ´1el-el. Inserting












´ iω , (4.143)
using the definition of the plasma frequency (4.221) which in the limit of ω Ñ 0 reduces to
(4.145). If we assume the correction of τel-ph and τel-el to be small compared to τimpurity we can
follow the reasoning presented in point iii and replace τ
˚{m˚ by τ{m. The maximum of the real
part of the optical conductivity (4.143) at ω “ 0 is called the Drude peak, whereas the imaginary
part shows a maximum at ω “ 1{τ. The generic behavior of the Drude model is displayed in





































Figure 4.4. In the left panel, we see that Reσpωq is maximal at ω “ 0 and drops to half its
maximal value at the inverse relaxation time 1{τ, where Imσpωq is maximal. At
the plasma frequency ωP the real part of σpωq has dropped to p1` 4πσDCq´1 of its
initial maximal value. The right panel shows the real part of the dielectric function
changes sign at ωP since Re ǫpωq “ 0 yields the condition ω “
b
ω2P´ 1τ2 « ωP,
whereas the imaginary part approaches one and subsequently falls off to zero.






The dielectric function of the Drude model reads





























1` ω2τ2 . (4.146)
We can distinguish three different regimes listed in Table 4.3, which are separated by the two
scales in the system, namely the relaxation time of the quasi particles and the plasma frequency,
i.e. the frequency above charged particles cannot respond to the fast changes in the external
electric field anymore, c.f . Figure 4.4. The computation of the plasma frequency and its relation
to the dielectric function and the Kramers-Kronig relation will be discussed in the subsequent
sections.
4.3.4. Different ways of computing the plasma frequency
In principle, we are looking for the 1{ω2 term in the high-frequency expression of the dielectric
function, c.f . Table 4.3. In order to arrive at this expression there are two different approaches
with different approximations/assumptions made:
• Using the random phase approximation where ǫpω, kq “ 1´ 4π
k2
χpω, kqwith χpω, kq denoting
the charge density correlation function.
• Using the dipole approximation where ǫpω, kq “ 1` 4πi
ω
σpω, kq with the conductivity calcu-
lated from current-current correlation functions.
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Table 4.3. Dielectric function and conductivity in the three different regimes depending on the
scales ωp and τ . Note that the precise form of the relations depends on the physical
assumptions encoded in the Drude-Sommerfeld model.
In general the conductivity and the polarization/Lindhard function are related by the Einstein
relation following from the fluctuation-dissipation theorem
χpω, kq “ ´ ik
2
ω
σpω, kq “ D´1σpω, kq, (4.147)
whereas the conductivity is given by the retarded current-current Green function
σpω, kq “ i
ω
GRpω, kq. (4.148)
As a further alternative the plasma frequency can be calculated with the help of the sum rules
(4.162) and Kramers-Kronig relations (4.149) to be explained in the following.
4.3.5. Sum rules and Kramers-Kronig relations
According to the derivation in Section 2.2.3 and stated in Kramers-Kronig Relation on page 37,








ω1 ´ ω , (4.149)

















ω1 ´ ω . (4.150)
In order to remove the unphysical negative frequencies we can use the reality condition of the
response functions
Gˆpωq “ Gˆp´ωq˚ ñ ReGp´ωq “ ReGpωq, ImGp´ωq “ ´ ImGpωq, (4.151)











ω1 rfpωq ´ fp´ω1qs ` ω rfpω1q ` fp´ω1qs

















ω12 ´ ω2 . (4.153)
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Example: Conductivity and dielectric function
For Gˆ ” σˆ equation (4.153) is a relation between absorption Reσ and dispersion Imσ. In the
case of Gˆ ” ǫˆ we have to take pRe ǫ ´ 1q and Im ǫ since the polarization as a response to the
applied electric field is given by 4πP pωq “ pǫˆpωq ´ 1qEpωq. A convenient form to write the
Kramers-Kronig relations for the dielectric function is







ω12 ´ ω2 ,






ω12 pRe ǫpω1q ´ 1q
ω12 ´ ω2 .
(4.154)







ω12 ´ ω2 “ 0, (4.155)
we can rewrite Im ǫ in the form (see [226] for the explicit calculation)
















dω1p1´ Re ǫpω1qq, (4.157)
and finally









ω12 ´ ω2 . (4.158)
Here we can read off some interesting properties, e.g. for non-insulating materials, σDC ‰ 0, the
imaginary part of the dielectric function diverges in the limit of vanishing frequency, i.e. all the
energy is dissipated until a static equilibrium is reached. For ω Ñ 8, we see that we have an
ideal metal described by an electron gas (in the case of the Drude model this state is reached
already for ω " ωp), since there are no losses/absorption.
Kramers-Kronig relations and physical assumptions
Combining the Kramers-Kronig relations with physical input will give rise to the sum rules for ωˆ.
First, we look at the special case for high frequencies, i.e. ω " ω1,
1









Thus, the relation (4.154) for Im ǫ can be simplified to









where we used Im ǫ “ p4π{ωqReσ from (4.136). As a reasonable physical assumption we can
take Re ǫ to be of the form
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so that we approach the constant dielectric function characteristic of an insulator in the high
frequency regime, since here we have an ideal metal without any dissipation, i.e. Im ǫpω " ω1q “
0. We take ωp to be the scale where the frequency ω can be considered as large. This particular











dω ω Im ǫpωq, (4.162)
which is called the sum-rule for conductivities. This is an important relation since the conductiv-
ity may depend on many physical properties of the system under consideration, e.g. interactions
between charged particles, band structures, and so on. Rigorously, this relation holds for any
charged excitation in a quantum mechanical system, that can be described by creation and an-
nihilation operators. This can be derived using the general Kubo formula for quantum field
operators, c.f . [227]. In terms of the so called oscillator strength, e.g. measuring transition prob-
ability between different quantum states, we find a more general expression of the sum rule









where qi denotes the charge andmi the mass of the excitation. In general there can be a collective
excitation involving ni charged particles with charge ei and mass mi.
Superconductivity, superfluid density & plasma-frequency
Let us give a brief overview over the plasma frequency and the relations to the dielectric func-
tion and its role in terms of the superfluid density. Formally, according to (4.162), the plasma







using the optical sum rule. Inserting the relations between the complex dielectric function ǫpωq
and the complex optical conductivity σpωq,
ǫ “ ǫ8 ` 4πi
ω
σpωq ñ Reσpωq “ ω
4π
Im ǫpωq, (4.165)
where we slightly generalize the dielectric functions to allow for interband screening effects, we






dω ω Im ǫpωq. (4.166)
With the help of the Kramers-Kronig relation for non-negative frequencies















ω12 ´ ω2 , (4.167)
we may relate Im ǫpωq to Re ǫpωq ´ 1. Note that for the dielectric function the polarization P pωq
is the response to the applied electric field Epωq,
4πP pωq “ pǫpωq ´ 1qEpωq. (4.168)
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Therefore a convenient form to write the Kramers-Kronig relation for the dielectric function is to
include the additional ´1 in the real part of ǫpωq,






























where we are interested in the high frequency regime, ω " 1{τ, since the sum rule is strictly valid
only for ω Ñ 8. In experiments we deal with finite frequencies only, and thus it is possible to
extract the plasma frequency by the following extrapolation of experimental data,
ω2P “ lim
ωÑ0
`´ω2Re ǫpωq˘ . (4.170)
As explained in more detail in the following section on Homes’ law the superconducting plasma
frequency determines the frequency above which the superconductors becomes “transparent” in
analogy to the normal metal plasma frequency. The reason for this terminology follows from the
fact that photons can only penetrate the superconductor for length scales smaller than the Lon-
don penetration depth λL which corresponds to ωPs. Here, the superconducting plasma frequency
should be understood with the aforementioned analogy to normal metals in mind, described by
the Drude-Sommerfeld form of the optical conductivity (4.143). In this case the superconducting
















“ λ´2L . (4.171)
Experimentally, we cannot reach infinite frequencies and thus the sum rule is modified by a cut-
off frequency ωc, sometimes called the partial optical sum rule of the Drude-Sommerfeld formż ωc
0
dpωτq 1











Expanding the inverse tangent function for ωc Ñ 8, we get a series expansion in the relaxation
rate 1{τ which reads
























from which we recover (4.164) for ωc Ñ8.
4.3.6. Holographic description of the normal metallic phase
Let us apply the holographic Einstein-Maxwell model to the normal metallic phase and calculate
optical/electrodynamic properties of the holographic metal such as the refractive index com-
puted in [228] or charge diffusion constants [229–231]. We will fist focus on the conductivity
and move on to diffusion in the next section which will be an interesting candidate for an expla-
nation of Homes’ law.
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Analytic solutions to normal phase equations of motion for the gauge field fluctuations
Choosing the gauge au “ 0 which takes into account the fact that we do not consider fluctuations
of the gauge field with different “energy scales” u, we want to solve the equations of motion


































tpuq ` k ¨ a1puq “ 0. (4.177)
Furthermore, in the case k “ 0, which implies kK “ 0, the spatial and time components of
the gauge field fluctuations decouple and the time component can be trivially solved, since the





(4.175)ñ a2t puq “ 0 ñ at “ const. (4.178)











apuq “ 0, (4.179)
where





Response function of the current-current correlator
The asymptotic behavior at the horizon and the boundary will fix the solution for the x jj y corre-
lator of the field theory as prescribed in detail in Section 3.5.1. Inserting the AdS-Schwarzschild


























apuq “ 0. (4.181)
The asymptotic behavior at the horizon is found by a series expansion around uH up to order n




by plugging in the above series as Ansatz into the differential equation (4.181) multiplied by
puH ´ uq´iω¯{d and solving for the coefficients ai. The index γ is fixed by the ingoing boundary
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conditions at the horizon and should be purely imaginary and negative. Up to linear order we
have
aHpuq “ pu´ uHq´ iω¯d
ˆ
1` ω´id
2 ` dp2uHω ` 5iq ´ 2uHω
2dpd´ 2iuHωq pu´ uHq
˙
`O`pu´ uHq2˘, (4.183)
where we have set the second initial condition parameter to one since we are dealing with a
linear equation, hence this parameter is appears linearly in all terms of the expansion. The
asymptotic behavior at the boundary is given by u Ñ 0, i.e. the coefficient functions apu, uH, dq
and bpu, uH, d, ω¯q of the differential equation (4.181) are reduced to
lim
uÑ0
































where we used the regularity condition fpuHq “ 1. The equation of motion then reads





apuq “ 0, (4.186)
which is solved by a linear combination of Bessel function, c.f . [187] (10.13.4) with λ2 “ ω¯2{u2H


















where J denotes the Bessel function of first kind and Y the Bessel function of second kind. In




















































p´1qd{2 d even, (4.189)
The Green function is proportional to the ratio of the coefficient of the normalizable mode to the
non-normalizable mode, so we get the ratio of the two terms in (4.188). Because of (4.189) we

















, with ω “ ω¯
uH
. (4.190)
15Note that the Green functions are the negative of the correlation functions of the fluctuations (c.f . generalized Kubo
formula and the discussion in [205]), thus the additional minus sign cancels.
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“ GRoddpω, 0q `#











We see that the second term will always diverge in case of even dimensionality d since sinpdπ{2q “
0 but this term is identical for all values of C1 and C2, so it is safe to ignore this additional term.
In the end we can consider the odd Green function GRpωq “ GRoddpωq only. In order to determine
C1 and C2, we need to solve the full equations of motion with ingoing boundary conditions at
the horizon. In fact, these boundary conditions will give us a relation between C1 and C2 and
the remaining overall factor amounts to a normalization of the complete solution.
Analytic solution in three dimensions
As a test for our general solution, we solve (4.181) for d “ 3 and d “ 4 explicitly, as the two easy






apuq “ 0. (4.193)
To solution is given by
apd“3qpuq “ C1 cos
`
gpu, uH, ω¯q
˘` C2 sin `gpu, uH, ω¯q˘, (4.194)
with16










´ 2 lnpu´ uHq ` ln
`
u2 ` uuH ` u2H
˘
. (4.195)
We have to fix the two integration constants by imposing the ingoing boundary condition at the
horizon u “ uH,
lim
uÑuH
gpu, uH, ω¯q “ ω¯
6
„






lnpu´ uHq ` C3. (4.196)
For ingoing boundary condition the sign of the exponent near the horizon
pu´ uHq˘ iω¯3 “ e˘ iω¯3 lnpu´uHq , (4.197)
is chosen such that the phase is constant and the wave is propagating into the black brane horizon
for increasing time t. This follows from the fact that
pu´ uHqiωϕ e´iωt “ eiωrϕ lnpu´uHq´ts . (4.198)
16Here the complex logarithm is defined on the first Riemann sheet, thus Lnp´1q “ iπ. Therefore we will assume that
the argument of the logarithm is positive and we will only consider lnp|x|q.
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The maximum of the wave packet propagates with a constant phase, so γ “ iωϕ must be purely
imaginary and depending on the behavior of the logarithm positive or negative. In our case
the sign must be negative, i.e. the coefficient of the negative exponential near the horizon must
vanish, since there is an additional minus sign coming from the function gpu, uH , ω¯q
a
pd“3q
H puq “ C1 cos
`
gpu, uH, ω¯q
˘` C2 sin `gpu, uH, ω¯q˘
“ 1
2
pC1 ´ iC2q eigpu,uH,ω¯q ` 1
2
pC1 ` iC2q e´igpu,uH,ω¯q . (4.199)
This yield the relation C1 ` iC2 “ 0 which is satisfied by C1 “ 1 and C2 “ i. Since we have a
linear equation we can pull out the overall constant factor C1 e
C3 , which finally gives rise to
a
pd“3q




which is in perfect agreement with the generic behavior (4.183) for d “ 3. Having fixed the
integration constants we can look at the limit at the boundary of AdS-Space, i.e. uÑ 0, or more
precisely the series expansion around u “ 0,
a
pd“3q

























The retarded Green function in this case reads
Gpω, 0q “ iω¯
uH
“ iω, (4.202)
which also agrees with the general result (4.190) for d “ 3. This can be confirmed by inserting














Note that the minus sign in the ratio of leading to subleading term is absorbed into the defini-
tion of the response function (2.70). Finally, the conductivity takes the constant value σpωq “
iGRpωq{ω “ 1 and thus the plasma frequency is zero since there is no 1{ω2 term in the dielectric
function (4.158). Alternatively, the sum rule integral (4.162) is not converging which implies
that the plasma frequency is not well defined or infinity in that case. This fits into our expectation
of looking at a strongly correlated theory without well-defined quasi particles. Our result is also
in agreement with the general result of the optical conductivity of a physical system described










Since we are working in the probe limit the generically undetermined dimensionless function C
is simply one. In order to find non-trivial solutions we need to resort to backreacted numerical
solutions as conducted and discussed in Section 4.4.
17We have reinstated the physical constants h¯, kB and e removed by our choice of units.
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Analytic solution in four dimensions
Following [232], we have to transform the equation of motion to new coordinates defined by








using the relations (A.18). The Green function is then given by18























The terms involving the logarithmic derivative of the Γ-function, here denoted by > “ Γ1pzq{Γpzq,
can be written as
> p´z˚q ` >pzq, with z “ ´p1` iqω¯
4
. (4.207)
Under complex conjugation of the argument the >-function changes sign i.e. >p´z˚q “ ´> p´zq,
so (4.207) reduces to >pzq´>p´zq. Using the reflection and recurrence property of the >-function
>p1´ zq ´ >pzq “ π cotpπzq, >p1` zq ` >pzq “ 1
z
, (4.208)
we can write by replacing z ÝÑ ´z in the recurrence formula
>p1´ zq ´ >pzq “ π cotpπzq ñ >p´zq ´ >pzq “ π cotpπzq ` 1
z
, (4.209)






















Inserting (4.210) into the dielectric function (4.134)
ǫpωq “ 1´ 4π
ω¯2π2T 2
















The ω Ñ8-limit of the cot-function is ´i and the 1{ω¯-term is vanishing, so we finally arrive at
lim
ωÑ8






































18Here, we reinstated the overall factors of Nc and the temperature T to make the comparison to the literature easier.
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Table 4.4.
Values of the dielectric function ǫpωq and the
conductivity σpωq for d “ 3, 4. Looking at the
real part of the dielectric function we see that
the plasma frequency is vanishing, whereas the
conductivity seems to indicate that the plasma
frequency is diverging, due to the fact that the
relaxation time is zero. The most striking devia-
tion from the Drude model can be seen for d “ 4
since here Im ǫpωq ‰ 0 and σpωq „ ω.
ǫpωq σpωq
d “ 3 d “ 4 d “ 3 d “ 4






we see a clear deviation from the Drude model and the dominating ω¯2 term that can be found in
numerical solutions for the conductivity in four dimensions. For ω¯ Ñ 8 or ω " T , respectively,
we find a linearly diverging real part and a constant imaginary part due to the limit of the cot-
function. This is again in agreement with the general conformal limit result derived from (4.192)
given by








Compare dielectric functions of different spacetime dimensionality
A comparison of the dielectric function in three and four dimensions reveal the structure already
predicted by the Green function (4.190) found from the general solution for arbitrary dimension-
ality d. Taking a naïve look at the scaling of the Green function with ω one could conclude that
we actually should have a non-vanishing plasma frequency in two dimensions. Unfortunately
the solution for d “ 2 is quite different — due to the behavior of the Bessel functions — and
so the Green function in this case again scales with ω2. Therefore, the only conclusion we can
draw from this analysis is that the plasma frequency ωP is not well defined for a holographic
system since the UV boundary behavior possess a conformal symmetry that forbids the existence
of an scale set by the plasma frequency ωP. Therefore, the quasi particle interpretation of the
Drude model cannot be applied to describe holographic charged particles as can be seen in Table
4.4. One might ask the question why is there no ω2 term in the Drude model and how does the
cut-off scale ωP arise. A simple picture is the existence of massive quasi particles which defines
a resonance frequency. Way above this resonance frequency the system is not able to respond
to the external excitations anymore, due to the inertia of the massive quasi particles. This “clas-
sical” picture underlies the “classical” derivation of the Drude model and also the semi-classical
derivation of the Drude-Sommerfeld model since the quantum nature of the Fermi gas do not
change the functional form of the conductivity. Here we see even more clearly why we have
massive quasi particles because we have to take into account the underlying interaction with the
discrete lattice, e.g. the electron-phonon interaction, as well as the electron-electron interaction.
Thus, our charged quasi-particles will have an effective mass that cannot be zero. Even if we take
a “full” microscopic approach and derive the Drude-model from linear response with the help of
the Kubo formula, as done in Section 4.3.3, we assume that we have microscopic harmonic os-
cillators with a finite mass defining the so called oscillator strength.
Conformal symmetry does not allow an underlying lattice as well as an additional scale set by
ωP. This is equivalent to have charge carrier with vanishing mass. An interesting picture is given
by a harmonic oscillator in the limit of vanishing mass. For a periodic external excitation the
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m:ξptq ` c 9ξptq ` kξptq ´ F ptq “ 0. (4.217)
In the limit of small masses the resonance frequency will diverge while keeping c{m fixed, which
just fixes the external damping parameter. Would we look at this mechanical problem withm “ 0
from the beginning the solution allows for no real resonance frequency at all. This can be in-
terpreted as a resonance frequency that is zero, although (4.216) might suggest it is infinite. As
expected the quasi particle picture seems to give contradictory explanations. This is a recurring
theme signaling the breakdown of the naïve quasi particle picture, c.f . [10, 173]. In any case
looking at harmonic oscillators with zero mass resembles the case of having no oscillator at all
since we can view it as a dumbbell — the spring becoming so stiff that there are no oscillations
possible — and hence a cut-off frequency, above which there are no oscillation, does not have
any meaning anymore.
Looking explicitly at the d “ 3 case, we see that we have a frequency independent conductivity
σ “ σDC “ 1. This can be explained by the properties of the probe limit, where we have dissipa-
tion for all frequencies since we do not take the deformations of the geometry into account. This
can be viewed as an energy flow into the geometry which gives rise to a dominant dissipation
and thus the relaxation time effectively vanishes e.g. τ Ñ 0. On the other hand, we have a finite
DC conductivity which allows for charge transport at any frequency. Thus, we conclude that the
plasma frequency should be infinite, e.g. ωP Ñ 8. If we look at the dielectric function we can
use the same argument to find exactly the opposite, i.e. τ Ñ 8 and ωP Ñ 0. This would suggest
that we have no dissipation at all due to the diverging mean free path of the quasi particles.
Reσ “ 1 ñ σDC “ 1
Imσ “ 0 ñ τ “ 0
+
ñ ωP “ 8,
Re ǫ “ 1 ñ ωP “ 0
Im ǫ “ 0
+
ñ τ “ 8. (4.218)
In the d “ 4 case the situation is more complicated as shown in Figure 4.5 and cannot be ex-
plained by the properties of the probe limit alone. Nevertheless, we essentially find the same two
possible explanations for τ and ωP looking at the asymptotic behavior of the dielectric function
for ω Ñ8
Re ǫ “ 1 ñ ωP “ 0
σDC ‰ 0
+
ñ τ “ 8, Im ǫ “
1
8
ñ ωP “ 8
σDC ‰ 0
,.- ñ τ “ 8. (4.219)
Compared to the harmonic oscillator (4.216), the two cases would be represented by m Ñ 0
and m Ñ 8. The case m Ñ 0 or k Ñ 8 looks like a dumbbell which could be viewed as
a free particle with center of mass motion. The case m Ñ 8 or k Ñ 0 looks essentially like
two free particles again. So what we can learn from interpreting this solution that the Drude-
Sommerfeld model is not accurate to describe the plasma frequency in a conformal theory. This
is to be expected since the quasi particle picture will break down at strong coupling. Possible
resolutions of this problem involve holographic systems with explicit lattices [33–35,233] or the
very intriguing system, where the lattice arises dynamically in analog to a Abrikosov lattice in
real superconductors [36].






















Figure 4.5. In the left panel we see that the four dimensional conductivity, Reσpωq „ ω2 for
small ω, whereas for large ω we find a Reσpωq „ ω dependence. Here the re-
laxation time should be diverging since the maximum of Imσpωq is located at 0.
In the right panel the four dimensional dielectric function Re ǫpωq is not changing
sign, so the plasma frequency should be either infinity or zero. Interestingly, the
real part converges to one, whereas the imaginary part converges not to zero, but
to the finite value of 1{8.
4.4. Towards a Holographic Realization of Homes’ Law
Overview
• Universal features of real world superconductors related to
“Planckian dissipation”, quantum critical regions, perfect fluids & strange metals.
• Empirically determined relation known as “Homes’ law” is not theoretically
explained/modeled yet.
• Modification of empiric Homes’ law to model a holographic version
of Homes’ law feasible for holographic computations.
Finally we turn to Homes’ law, one of the central results of this thesis. Let us start with a small
introduction to Homes’ law, perfect fluid and the concept of “Planckian dissipation”. In this
section, we outline how Homes’ law may be implemented in holography. We follow a simple
approach which allows to demonstrate the validity of Homes’ law in the absence of backreaction
of the matter fields on the geometry. We also find that our straightforward approach requires
modifications in the presence of backreaction. We present and discuss possible generalizations
and indicate directions for further research. In Section 4.4.1 we give a self-contained exposition
of Homes’ law and discuss related condensed matter concepts and their holographic realization.
In the Sections 4.1 and 4.2 we discussed the holographic s-wave and p-wave superconductors,
respectively. In particular, we focused on the effects that arise from the backreaction of the
gravitational interaction with the matter fields onto the geometry, governing the gravity dual.
For our Homes’ law calculation, we numerically determine the phase diagram where we use the
strength of the backreaction as parameter in addition to the ratio of temperature and chemical
potential. This sets the ground for the calculations of various diffusion constants, which are
discussed for the s-wave superconductor in Section 4.5.3 and for the p-wave superconductor in
Section 4.5.4. We focus on the critical diffusion and associated time scales, i.e. the diffusion
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at the critical ratio of temperature and chemical potential depending on the backreaction at
which the system transits to the superconducting phase. We find that a particular version of
Homes’ law is satisfied if the backreaction is absent, while further work is required for the case
with backreaction, as we explain. A detailed summary of the results can be found in Chapter 6
and additionally some possible explanations are given why Homes’ law is not confirmed in the
approach considered here. Some extensions of our original setup to remedy these problems are
also discussed in Section 6.1.2 of that chapter along with some new perspectives on holographic
superfluids/superconductors that might be of interest to pursue on their own.
4.4.1. Homes’ law in condensed matter
An interesting phenomenon to look for universal behavior in condensed matter systems, as ad-
vertised in the introduction to this chapter, is the universal scaling law for superconductors
empirically found by Homes et al. [42] by collecting experimental results. This so-called Homes’
law describes a relation between different quantities of conventional and unconventional super-
conductors, i.e. the superfluid density ρs at zero temperature and the conductivity σDC times the
critical temperature Tc,
ρs “ CσDCpTcqTc, (4.220)
where Homes et al. report two different values of the constant C in units rcms´2 for the different
cases considered in [43]. The value C “ 35 is true for in-plane cuprates and elemental BCS su-
perconductors, whereas for the cuprates along the c-axis and the dirty limit BCS superconductors
they find C “ 65. The superfluid density ρs is a measure for the number of particles contributing
to the superfluid phase. It can be thought of as the square of the plasma frequency19 of the su-
perconducting phase ω2Ps, because the superconductor becomes “transparent” for electromagnetic
waves with frequencies larger than





Here ns denotes the superconducting charge carrier density which describes the number of su-
perconducting charge carriers per volume (and is very different from the superfluid density ρs),
e is the elementary charge and m˚ is the effective mass of the charge carrier renormalized due
to interactions. Another way to think about the superfluid density ρs is the London penetration
depth λL which is basically the inverse of the superconducting plasma frequency, such that fre-
quencies larger than ωPs correspond to length scales smaller than λL, i.e. ρs ” λ´2L . The critical
temperature Tc is determined by the onset of superconductivity. The conductivity σDC and the
superconducting plasma frequency ωPs are for instance obtained from reflectance measurements
by extrapolation to the ω Ñ 0 limit of the complex optical conductivity σpωq,
σDC “ lim
ωÑ0
Reσpωq, ω2Ps “ lim
ωÑ0
`´ ω2Re ǫpωq˘, (4.222)
since the high frequency limit of the real part of the dielectric function ǫpωq is given by





where ǫ8 is set by the screening due to interband transitions.
Alternatively, the superconducting plasma frequency may be obtained from the optical conduc-
19The definition of the plasma frequency and its relations to the dielectric function and superconductivity is discussed in
detail in Section 4.3.5.
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Figure 4.6.
Schematic plots of the optical conductivity
above the critical temperature Tc and near
the absolute zero T “ 0 for a dirty BCS su-
perconductor. In the superconducting phase
a gap develops for frequencies ω ă 2∆.
Note that in the dirty limit the quasi-particle
scattering rate 1{τ is larger than 2∆. The
missing area (red shaded region) i.e. the dif-
ference between the area under the curve
of Reσpω, T « Tcq and Reσpω, T ! Tcq
which condenses into the δ-peak at ω “ 0
and thus the superfluid strength (being the
coefficient of the δpωq-function) is propor-
tional to the missing area. Following the
definitions given in (4.225) we see that the
area under the Reσpω, T ! Tcq curve de-










Reσpω, T « Tcq
Reσpω, T ! Tcq








for the optical conductivity. This gives rise to an alternative definition of the superfluid density



















The superfluid density ρs describes the degrees of freedom in the superconducting phase which
have condensed into a Dirac δ-peak at zero frequency, where ρs can be viewed as the coefficient
of δpωq. This δ-peak in the real part of the conductivity gives rise to an infinite DC conductivity
or zero resistivity. The superfluid density is equal to the difference between the integral over
the optical conductivity (4.224) evaluated for T ă Tc and T ą Tc and generally yields identical
values as compared to (4.222). Using the definitions of the spectral weight (4.225) we find
ρs “ 8 pNn ´Nsq . (4.226)
This is the Ferrell-Glover-Tinkham sum rule. Note that in the definition of Ns we have excluded
the δ-peak at ω “ 0 because the oscillator strength sum rule (4.224) requires that the area under
the optical conductivity curve is identical above and below Tc, i.e. in the superconducting and
normal state. Thus (4.226) determines the missing area of the spectral weight that condensed
into the δ-peak at ω “ 0, as illustrated in Figure 4.6. Although the gap describes the creation of
Cooper pairs, it is really the missing area which gives rise to superconductivity, since according
to (4.226) the missing area is equal to the degrees of freedom which condense at zero frequency,
thus forming a new coherent macroscopic ground state with off-diagonal long range order. Semi-
conductors for instance are systems exhibiting an energy gap in their spectrum as well, but are




















Figure 4.7. Plots of the complete data in Table 1 in [43]. The error bars are calculated by
∆pω2Pq “ 2ωP∆ωP and ∆pσDCTcq “ Tc∆σDC . The left plot shows data from high
Tc superconductors and for Ba1-xKxBiO3, while the one on the right includes three
data points from elemental superconductors. As shown on the right the elemental
conventional superconductors, two data points for Nb and one coming from the
Pb superconductor, actually give Homes’ law as stated in [43]. If these three data
points are ignored, as shown in the left panel, the linear fit is shifted and the data
points are below the Homes’ law line.
not necessarily superconducting since there is no missing area and hence no new ground state,
let alone a phase transition. On the other hand, superconductors retain their properties even
if the energy gap is removed (e.g. by magnetic impurities) due to the missing area under the
Reσpωq curve. As a caveat, let us note that high temperature superconductors may not satisfy
the Ferrell-Glover-Tinkham sum rule, while it is expected to hold for dirty BCS superconduc-
tors.20
In order to see clearly the relation between superfluid density and the product of the conductiv-
ity at the critical temperature and the critical temperature expressed by Homes’ law in (4.220),
we have reproduced Table I from [43] with and without the elemental superconductors niobium
Nb and lead Pb in Figure 4.7. According to [43] the constant is C “ 35.2. Despite the original
claim by Homes et al., the relation (4.220) seems not to be entirely independent of the doping.
Some interesting deviations from the Homes’ scaling line has been discussed in [234] along with
possible explanations of the origin of this relation. It would be interesting to test/check if Homes’
law strictly holds for optimally doped superconductors. Furthermore, in [40, 42, 43, 234] some
possible explanations are given concerning the origin of Homes’ law: Conventional dirty-limit
superconductors, marginal Fermi-liquid behavior, for cuprates a Josephson coupling along the c-
axis or unitary-limit impurity scattering. Moreover, the authors discuss limits where the relation
breaks down, which is true in the overdoped region of cuprates. For dirty limit BCS superconduc-
tors, Homes’ law can be explained by the very broad Drude-peak21 which is condensing into the
20Experimentally, it is not possible to “integrate” up to ω Ñ 8 since a measurement cannot be done at arbitrary high
frequencies, so in reality we need to introduce a cut-off frequency ωc. For high temperature superconductors this
cut-off frequency may be higher than the experimentally accessible frequencies and thus these superconductors may
not satisfy the Ferrell-Glover-Tinkham sum rule, c.f . [43].
21The Drude peak is located at zero frequency where the real part of σpωq reaches its global maximum, see for example
Figure 4.6 (and for more details on the Drude model see Section 4.3.3).
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superconducting δ-peak at ω “ 0. The spectral weight of the condensate may then be estimated
by an approximate rectangle of area ρs « σDC ¨ 2∆ in an optical conductivity plot, similar to
Figure 4.6, where the gap in the energy of the superconducting state is denoted by 2∆ and σDC
is the maximum of the curve at ω “ 0. According to the BCS model, the energy gap in the super-
conducting phase is proportional to the critical temperature Tc and thus ρs „ σDCTc. For high Tc
temperature superconductors the most striking argument can be found in [40] which links the
universal behavior to the “Planckian dissipation” giving rise to a perfect fluid description of the
“strange metal phase” with possible universal behavior, comparable to the viscosity of the quark-
gluon plasma. The argument, reproduced here for completeness, relies on the fact that the right
structure of ρs, σDC and Tc may be worked out by dimensional analysis: First, as already stated
above (4.221) the superfluid density must be proportional to the density of the charge carriers
in the superconducting state. The natural dimension for this quantity is ptimeq´2 so the product
of σDC and Tc should have the same physical dimension. Second, the normal state possesses
two relevant time scales, the normal state plasma frequency ωPn and the relaxation time scale
τ , which describes the dissipation of internal energy into entropy by inelastic scattering. One of
the simplest combinations is the product of the two time scales which will yield the dimension










The last and most crucial step is to convert the critical temperature into the dimension ptimeq´1.
Energy and time are related by Heisenberg’s uncertainty principle and thus quantum physics and




This time scale is the lowest possible dissipation time for a given temperature. For smaller time
scales the system will only allow for quantum mechanical dissipationless motion. Interestingly,
at finite temperature the lower bound can only be reached if the system is in a quantum critical
state [6]. This implies that high Tc superconductors exhibit a quantum critical region above the
superconducting dome, which is supported by experimental evidence [7, 235]. The “Planckian
dissipation” time scale can be compared to the ratio of shear viscosity over entropy density of a
perfect quantum fluid. The shear viscosity is the constant connecting the shear force applied to





“ pressureˆ time “ energy densityˆ time. (4.229)
Therefore, we see that the viscosity is proportional to the relaxation time τ , where ε describes
the energy density
η „ ετη, (4.230)
so the “Planckian dissipation” describes a perfect fluid in the sense of the viscosity of the quark-
gluon-plasma and black branes22. It seems that the quantum critical region, that might be above
the superconducting dome, is described by the relaxation time being the “Planckian dissipation”
time (4.228), so the “strange metal” phase is an almost perfect fluid with possible universal
22Note that in [40] there is a confusing statement about the viscosity of a Planckian dissipative process stating that it is
maximally viscous. According to [8] the author is aware of this lapse.
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Furthermore, to connect the expression on the right-hand-side of (4.220) with the left-hand-side,




relating the superfluid density to the normal state plasma frequency, as can be seen from (4.221)
and (4.227). This “explanation” of Homes’ law will guide us in order to find a holographic
realization. We will expand on this idea in the following section.
4.4.2. Homes’ law in holography
An obstacle towards checking Homes’ law directly within holography is that due to the conformal
symmetry and the absence of a lattice, the Drude peak of the conductivity is given by a delta
distribution even at finite temperatures above the critical temperature, i.e.
Reσpωq „ δpωq ô Imσpωq „ 1
ω
. (4.233)
Thus, it is not possible to evaluate ρs directly, which is related only to the superconducting
degrees of freedom condensing at ω “ 0. We therefore rewrite Homes’ law in such a way that it
becomes accessible to simple models of holography. As we now discuss, this can be achieved by
using the idea of Planckian dissipation following [40] for high temperature superconductors, as
outlined above at the end of Section 4.4.1, or by employing the Ferrell-Glover-Tinkham sum rule
(4.226) for dirty BCS superconductors as can be found in [234].
For simplicity, let us make two assumptions about holographic superconductors: First, let us
assume that they satisfy the sum rule which requires that the area under the optical conductivity
curve is identical in the superconducting phase and the normal phase. Second, we assume
that all degrees of freedom condense in the superconducting state. Using the definition of the
spectral weight in the normal phaseNn (4.225) and the definition of the superconducting plasma
frequency (4.221), we see that both plasma frequencies must be equal
ω2Ps “ ω2Pn, (4.234)
which implies that Ns “ 0 in (4.226). Here we clearly neglect possible missing spectral weight
as explained in the second paragraph of Section 4.4.1. In the holographic context, similar sum
rules have been investigated in [237–239]. Alternatively, we may assume that the holographic
superconductors obey Tanner’s law (4.235)
ns “ Bnn, (4.235)
where ns and nn denotes the charge carrier density in the superconducting and the normal phase,
respectively, and B is a numerical constant. With either one of these two assumptions, we may
rewrite Homes’ law in such a way that it becomes accessible to holography. Let us begin with the
assumption that holographic superconductors fulfill the sum rule and that all degrees of freedom
are participating in the superconducting phase: Starting from
ρs ” ω2Ps “ CσDCpTcqTc, (4.236)
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and assuming that the Drude-Sommerfeld model is still a useful approximation we can replace
















Equation (4.239) holds if there is no missing spectral weight and that all the spectral weight as-
sociated with the charge carriers condenses in the superconducting phase and hence contributes
to the δ-peak. This enables us to identify the plasma frequencies in the two different phases.
Alternatively, we can use the assumption that the charge carrier densities in both states are pro-



















Note that the proportionality constants in (4.239) and in (4.243) may not coincide. If they do
not, this will indicate that holographic superconductors behave either more like in–plane high
temperature superconductors or like dirty-limit BCS superconductors. In any case the above sim-
plifications allow us to circumvent the need to calculate spectral weights in the superconducting
phase or the plasma frequency in either phase (some obstructions are discussed in Section 4.4.3),
and to perform the calculation solely in the normal phase. Therefore, we will extract the time
scales in the normal phase of the s- and p-wave superconductors from diffusion constants, basi-
cally the momentum and R-charge diffusion denoted by DM and DR, respectively. In particular,
since DpTcq „ τc we obtain
DpTcqTc “ const. (4.244)
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This relation is directly accessible to holography. In fact, without including the backreaction of
the gauge and matter fields on gravity, the diffusion constants are given by [14,166,229]
DM “ 1
4πT
, DR “ 1
4πT
d




“ const., DRT “ 1
4π
d
d´ 2 “ const., (4.246)
where d denotes the dimensionality of the spacetime, and thus Homes’ law is trivially satisfied
in this case. This can be derived simply by dimensional analysis as is done in [220]. Extending
the calculation of the diffusion constants to include backreaction we checked analytically and
numerically that our results reduce to the known results in the limit where the backreaction
vanishes, for details see Section 4.5.2.
4.4.3. The Drude-Sommerfeld model & holography










possesses two scales, the plasma frequency ω2Pn setting the scale above which electromagnetic
waves can enter the metal and the relaxation time scale τ , connected to the mean free path
l “ vFτ of the charge carriers, where the charge carrier density is denoted by n. Interactions
between the charge carriers are included by the renormalization procedure generating effective
masses m˚ and correction to the relaxation time. The inverse of the real part of the optical con-
ductivity describes absorption processes/loss of energy which is related to dissipation, whereas
the imaginary part describes dispersive processes/change of phase which is related to energy
transport. The resistivity is defined as pReσpω “ 0qq´1 and is the inverse of the maximum of the
real part, the so called Drude peak. The width of the Drude peak is set by the relaxation rate
τ´1. The imaginary part of (4.247) is a Lorentzian-shaped curve with maximal energy transport
at resonance for ω “ τ´1. For very high frequencies ω ą ωPn the charge carriers are not able to
follow the external excitation and thus the optical conductivity must approach zero.
Comparing our holographic setup to the above condensed matter discussion, we first notice that
we do not have an underlying lattice. This implies that the Drude peak turns into a delta distribu-
tion (or δ-peak) at ω “ 0 since momentum conservation does not allow any dissipative process.
In the large frequency limit, the optical conductivity approaches the non-vanishing conformal
result, i.e. σpω Ñ 8q “ const., since the conformal symmetry does not permit any scale. In this
sense there is no well-defined plasma frequency above which the system will become transpar-
ent, but a finite absorption due to the non-vanishing real part of the optical conductivity will be
retained. A possible workaround is to define a regulated plasma frequency [237] which obey the
Kramers-Kronig relations and thus the sum-rules. Moreover, we cannot compute effective masses
m˚ or more generally, we cannot describe any physical parameter related to the lattice. Addition-
ally, interesting physics is hidden in the zero frequency limit of the optical conductivity, which
cannot be resolved without a lattice due to the δ-peak arising from momentum conservation.23
23Technically, momentum conservation can be broken by neglecting the effects of backreaction onto the geometry on the
gravity side. Physically this is not very helpful since the fixed geometry introduces an artificial dissipative reservoir.
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One way to remedy these problems is to introduce a lattice explicitly as is done in different ways
in [33–35, 233]. One of the results in [33] is the emergence of the Drude-Sommerfeld con-
ductivity (4.143) in the low-frequency limit and – even more excitingly – in the mid-frequency
range they find scaling behavior similar to cuprate superconductors. The use of an explicit lattice
may be avoided by using the simplified form of Homes’ law stated in (4.239) or (4.243) which
assumes either the validity of the sum rule or Tanner’s law, respectively. This fits in our overall
scheme of looking at universal scaling behavior which should not be affected by an underlying
microscopic lattice.
4.5. Holographic Realization of Homes’ Law in s- & p-Wave
Superconductivity
Overview
• Quasi-normal mode analysis of the linearized fluctuations
to determine instabilities/condensed phases.
• Numerically determined phase diagram depending on the backreaction
fixes the critical values of the temperature.
• Explicit calculation of R-charge and momentum diffusion
to determine universal time scale related to “Planckian dissipation” time.
In this section we give a self-contained exposition of the solution to the equations of motion de-
rived from the Einstein-Maxwell action minimally coupled to a charged scalar field. For obtaining
a family of holographic s-wave superconductors, we include the backreaction of the gauge field
and the scalar field on the metric into our analysis. We will employ a quasi-normal-mode anal-
ysis in order to determine the onset of the spontaneous condensation of the operator dual to
the charged scalar field. For this purpose, we expand the action up to quadratic order in the
fluctuations about the background and derive the corresponding equations of motion. Finally,
we determine the R-charge and momentum diffusion related to the gauge field fluctuations and
the metric fluctuations, respectively. This allows us to calculate the function relevant for testing
Homes’ law at finite backreaction.
4.5.1. Quasi-normal-mode analysis & phase diagram
In general the numerical solution to a system of coupled linear differential equation is found
by setting the initial values and numerically integrating its evolution. Alternatively, boundary
conditions can be set and thus one is sometimes forced to vary the boundary conditions on one
“side” of the integration domain to match the wanted values on the other “side”. This is usually
done using a shooting method which additionally employs a root finding algorithm as explained
in Section 4.1 for the s-wave superconductor. In our case we will follow a slightly different
strategy. For 2nd order phase transitions the critical temperature/chemical potential can be found
by looking at the background solution with vanishing fields but non-vanishing fluctuations about
this particular background solution, such that the overall value of the field is Φ ÝÑ Φ` δφ “ δφ.
The condensation of the scalar field is triggered by an instability which can be seen from the
poles of the Green function being located in the upper complex ω plane. In particular, the
pole is moving through the origin of the complex ω-plane located at ω “ 0, exactly when the
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temperature reaches the critical value Tc. The appearance of a zero mode is indicating a global
symmetry breaking that generates a massless mode according to the Goldstone’s Theorem on
page 46. Decreasing the temperature further leads to the breakdown of the effective field theory
constructed by the saddle-point solution and thus to a negative mass squared of the fluctuations
causing acausal behavior. In practice the instability and the critical temperature can be found
by:
• Find solution to the linearized fluctuation equations with
ω “ 0 (zero mode) and k “ 0 (zero momentum). Finite momenta characterize transport
processes beyond the thermodynamic validity, e.g. hydrodynamic properties of the system.
• Vary the chemical potential/temperature and look for poles in the Green function at the
origin of the complex ω plane for vanishing momenta.
In the case of ω “ 0 and k “ 0 we see that the linearized fluctuation equations (4.97) are
identical to the scalar equation for the background field Φ (4.68) and the poles of the Green
function correspond to solutions of the background equations with vanishing source (e.g. the
leading term of the boundary expansion of the background field is zero which corresponds to the
denominator of the fluctuation Green function). Generically, this is only true for a special choice
of the background scalar field potential, namely a quadratic potential . Since we are probing with
small fluctuations about the Φ “ 0 solution up to quadratic order in the action, all that remains of
the full-fledged potential is its leading quadratic term. After fixing uH, the only parameter left to
vary is T{µ. For the fluctuation equations in the probe limit we have µ¯ as an external parameter
coming from the solutions of the background fields Φ and At. For a second order differential
equation in δφ we have two free parameters. These are fixed by the infalling boundary condition
at the horizon for the fluctuations δφ and the overall normalization (which can be set to one
since it is linear in all terms of the expansion at the horizon). Therefore the Green function
for ω “ 0 and k “ 0 only depends on the dimensionless parameter µ¯ “ µuH „ µ{T . Taking
the backreaction into account we get an additional external parameter α which determines the
strength of the backreaction. Therefore we have to determine for each α the corresponding
µ¯c and take care of not running into temperatures that are non-positive since here the relation
































Setting α “ 0we recover the probe limit relation of T{µ and µ¯, see (4.67). Including the backreac-
tion we use the holographic dissipation-fluctuation theorem in order to determine the complex-
valued Green function of scalar fluctuations about the fixed scalar background in the normal
phase. For convenience we state again the equation of motion for the scalar field fluctuations
















δφpuq “ 0, (4.249)
with the Reissner-Nordström black brane blackening factor (4.49) and the background gauge
field (4.48). After fixing the incoming wave condition at the horizon of the AdS-Reissner-
Nordström black brane, we integrate out to the boundary of AdS-space and fit the numerical

































Figure 4.8. Phase diagram of the holographic s-wave superconductor for d “ 4 and d “ 3 as
a function of the backreaction parameter α, depending on the scalar field mass.
Colored regions (for d “ 3 are encoded as m2L2 “ 4, m2L2 “ 0, m2L2 “ ´2 and
for d “ 4 we have m2L2 “ 5, m2L2 “ 0, m2L2 “ ´3, m2L2 “ ´4) show phases
where the scalar field condenses yielding a superfluid phase. Due to the large Nc
limit, the Coleman-Mermin-Wagner Theorem on page 53 is evaded in d “ 2 ` 1
dimensions allowing for a phase transition to happen. Quantum fluctuations arise
only in the 1{Nc corrections. On the gravity side the Anderson-Higgs mechanism
for removing gauge symmetries is not subject to any constraint, formally the lower
critical dimension is 8 due to Elitzur’s theorem.
solution to the boundary expansion given in (4.42). Finally, we read off the Green function and
determine the critical values of T{µ for a given value of the strength of the backreaction α yielding
critical curves as shown in Figure 4.8. Additionally, we can also vary the mass of the scalar field








, m2L2 “ ∆˘ p∆˘ ´ dq . (4.250)
Note that for positive masses, i.e. m2L2 ą 0 the dual operator becomes relevant in the UV which
would drastically alter the UV conformal theory. Since this operator is not sourced, the RG flow
to the UV fixed point is not affected by the non-zero profile of the scalar field with positive masses
in the bulk.
Analytic value of αc at zero temperature
In the case of vanishing temperature, we can find an analytic solution for the critical value of
the strength of the backreaction. The charge of the extremal Reissner-Nordström black brane for
T “ 0 can be determined from (4.248) to be
Q¯2 “ d
d´ 2 ñ T “ 0. (4.251)
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Curiously, the entropy density remains finite in this case. Taking the definition of the entropy






















where in the last equality κ2 has been replaced via the definition of the backreaction α2L2 “ κ2{e2.





























































Redefining the coordinate ̺ “ pu´uHq´1 and rescaling t and x by a constant accordingly, (4.255)









` dx˜2 “ ds2AdS2 `dEd´1, (4.256)
where the AdS2 radius is is related to the AdSd`1 radius by
L2AdS2 “
L2
dpd´ 1q . (4.257)













and the near horizon expansion of Atpuq2 up to leading order reads
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For the near horizon expansion of (4.249) we need to insert the near horizon expansions of fpuq






























pu´ uHq2 “ 0. (4.260)










δφprq “ 0, (4.261)















which indicates, that the stability bound for the effective scalar field mass meff is lowered by the
strength of the backreaction α. This is true in general since the minimal coupling of the scalar






Φ “ 0. (4.263)
Of course, there is still the possibility for more complicated potentials which may lead to more
complicated mass terms in the first place. Assuming that we only have a non-zero time compo-
nent of the gauge field dependent on the radial coordinate, (4.263) can be rewritten as
∇a∇
aΦ´ `m2 ` gttAtAt˘Φ “ 0. (4.264)
Thus, there could be a critical value of α where the scalar field condenses in the near horizon



















3` L2m2 . (4.266)
We see if the mass is already below the AdS2 Breitenlohner-Freedman bound, there is no critical
value for α and hence no quantum critical point or phase transition at zero temperature between
the condensed phase and the normal phase. The different masses used in the numerical calcula-
tion and the corresponding values for the scaling and the critical backreaction strength are listed
in Table 4.5. This is true for all m2L2 we have chosen for d “ 3, 4, (m2L2 “ ´2,´3,´4 ă ´1{4)
24It is easier to work in the coordinates r “ u ´ uH with the AdS2 metric ds2AdS2 “ L2
`
r2 d t˜`dr2{r2˘ in order to
compare with the original AdSd`1 Schwarzschild metric in u coordinates since the double zeros of the blackening
factor give rise to the metric structure.










































Figure 4.9. The left plot shows the effective AdS2 mass in d “ 3 for different masses of the
scalar field. The black constant line denotes the Breitenlohner-Freedman bound in
one dimension. In the case of m2L2 “ 0, 4, the mass of the scalar field is above the
BF bound where the intersection determines αc. In d “ 4 dimensions, shown on
the right, we see that only form2L2 “ 0, 5 the masses are above the Breitenlohner-
Freedman bound in the IR and so there is a critical value αc.
so the superfluid phase is extended along the T “ 0 axis for all values of α. Finally, we can






















which upon insertion into T{µ given in (4.248) will give zero. Our results as displayed in Figure
4.8 show that the critical temperature decreases with increasing backreaction strength α. More-
over, if the scalar mass is larger than a critical value, the critical temperature goes to zero for a
finite value of α. This is the case most reminiscent of a real high Tc superconductor, when the
dome in Figure 4.8 has similarities with the right hand side of the dome in the phase diagram of
a high Tc superconductor.
Physical interpretation of the holographic superconductor
The physical interpretation of α is that it corresponds to the ratio of the number of SUp2q charged
degrees of freedom over all degrees of freedom [219]. The phase diagrams above indicate that
an increase of α reduces the numbers of degrees of freedom which can participate in pair for-
mation and condensation, such that Tc is lowered. A similar mechanism also seems to be at
work when adding a double trace deformation to the holographic superconductor [240], and
has been discussed within condensed matter physics using a BCS approach in [241]. For holo-
graphic superconductors, this mechanism is most clearly visible for the top-down holographic
superconductors involving D7 brane probes [215,217] in which the dual field theory Lagrangian
and thus the field content of the condensing operator is known. In these models, there is a Up2q
symmetry which factorizes into an SUp2qI ˆUp1qB , i.e. into an isospin and a baryonic symmetry.
A chemical potential is switched on for the SUp2qI isospin symmetry and the condensate is of
ρ-meson form,
Jx
1 “ ψ¯σ1γxψ ` φ¯σ1Bxφ “ ψ¯ÒγxψÓ ` ψ¯ÓγxψÒ ` bosons, (4.268)
where ψ “ pψÒ, ψÓq and φ “ pφÒ, φÓq are the quark and squark doublets, respectively, which in-
volve up and down flavors, with σi the Pauli matrices in isospin space and γµ the Dirac matrices.
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d “ 3 d “ 4
m2L2 4 0 ´2 5 0 ´3 ´4
∆´ ´1 0 1 ´1 0 1 2











Table 4.5. List of the critical values for the strength of the backreaction α for different masses
in three and four dimensions. Note that the instability condition is satisfied for
α ă αc. In particular, for the negative values we do not have a critical value of
α P R, so in this case for T “ 0 we always find a condensed/superfluid phase. ∆˘
describes the scaling of the dual operator according to the boundary expansion Φ «
Φsourceu
∆´ ` @O∆` Du∆` . For d “ 3 and m2L2 “ ´2 an alternative quantization
scheme yields the operator O∆´ . For d “ 4 with saturated Breitenlohner-Freedman
bound we need to introduce an additional implicit UV cut-off ln pu{δq.
As an additional control parameter, a chemical potential µB for the baryonic Up1qB symmetry
may be turned on. This leads to a decrease of Tc [222], see also [242], which may be understood
as follows: Under the Up1qB symmetry, ψ and ψ¯ have opposite charge. The same applies to φ
and φ¯. Turning on µB leads to an excess of ψ over ψ¯ degrees of freedom, which implies that
less degrees of freedom are available to form the pairs (4.268). The same applies to φ and φ¯
degrees of freedom. Thus in this case, charge carriers in the normal state are also present in the
superconducting phase, leading to the formation of a pseudo-gap.
Let us comment on the RG picture of the holographic superconductors, pictorially shown in Fig-
ure 4.10. The conformal UV fixed point is deformed by a relevant operator J t which scaling field
is associated with the boundary value of At B “ µ. According to Table 3.3, a massless vector field
with p “ 1 and m “ 0 is always a relevant scaling field with yµ “ d ´∆J ą 0. More generally,
the UV relevant operator J t, driving the system out of the conformal UV fixed point, generates a
RG flow where the Up1q gauge symmetry is removed and Lorentz invariance is broken. The deep
interior IR geometry is stabilized by the scalar field condensate. In the zero temperature case
discussed above, the emergent AdS2ˆRd´2 of the extremal AdS-Reissner-Nordström black brane
allows for a stable scale invariant solution of the scalar field by choosing a suitable IR potential
such that the ground state yields a irrelevant scalar deformation [245]. For the operator J t there
are two possibilities, either J t becomes irrelevant in the IR, restoring Lorentz symmetry which
gives rise to a AdS4 spacetime [246–248], or the operator’s anomalous dimension allows a more
intricate IR fixed point geometry. In general, these solutions involve so-called Lifshitz geome-
tries [158] with arbitrary dynamical scaling exponent z, defined in (2.159). In the case z “ 1 we
find a relativistic AdS4 geometry, whereas the extremal AdS-Reissner-Nordström black brane is
recovered in the limit z Ñ8. Lifshitz solution with finite z describe completely discharged black
brane geometries, where the charged scalar condensate sources the boundary field theory charge
density x J t y. A nice overview of the low-temperature behavior of the holographic condensed
phases are given in [249]. More details of the related fermionic story described by electron stars
can be found in [177]. Let us conclude with two open questions:
• What is the origin of the AdS2 ˆRd´2 instability close to the quantum critical point at αc?





x J t y ‰ 0
xO y ‰ 0
Tc{µc T{µ
Figure 4.10. In the normal phase T{µ ą Tc{µc the charge density of the boundary theory xJ t y
is sourced completely by the electric flux through the black brane horizon con-
nected to the electric field EH “ A1t Hpuq. A charged pair producing instability
characterizes the onset of the superconducting phase below Tc{µc generating a
charged condensate xO y that contributes to the boundary field theory charge
density. For extremely low temperatures T ! µ the IR geometry becomes more
intricate. As we already discussed in the main text at zero temperature, the ex-
tremal Reissner-Nordström black brane gives rise to an emergent AdS2ˆRd´2 IR
geometry. More “exotic” IR fixed point geometries are possible which allow for a
completely discharged and thus vanishing black brane, where the charge density
is sourced entirely by the electric flux generated by the charged condensate. In
a wider sense, geometries with charges “hidden” behind the black brane horizon
are called fully fractionalized, whereas charge distributions inside and outside of
the black brane are known as partially fractionalized. An electric flux sourced
completely by charges in the bulk are called cohesive; well-known examples are
bosonic holographic superconductors and fermionic electron stars [243,244].
• How do quantum corrections in 1{Nc affect the large Nc holographic picture? Clearly, on
the field theory side we expect an instability due to the diverging entropy (4.254) allowing
for a high ground state degeneracy. More importantly, in d “ 3 dimensions we expect that
the phase of the condensate is totally randomized due to quantum fluctuations, restoring
the Up1q as explained in Section 2.3.4.
Parts of these questions are tried to answered in a zero temperature finite density top-down setup
discussed in Chapter 5.
4.5.2. Momentum & charge diffusion constants
After extensively discussing the phase diagram, let us come back to the holographic analysis of
Homes’ law. As explained in Section 4.4, the analysis of Homes’ law requires the definition of a
relevant time scale. Possible candidates for time scales are associated with diffusive processes.
We may determine two different types of diffusion, momentum diffusion DM and R-charge diffu-
sion DR, respectively. The former can be related to the shear viscosity by studying hydrodynamic
modes
DM “ η
ε` P , (4.269)
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such that it can be solely described by thermodynamic quantities using the famous result (1.1).
The latter, however, cannot be calculated solely by thermodynamic quantities in general, such
that an independent calculation for each background is necessary. Usually the charge diffusion
constant can be read off from the dispersion relation ω “ ´iDk2 of the conserved current, which
can be derived from Fick’s law and the continuity equation
j “ ´D∇ρ, and 9ρ`∇ ¨ j “ 0, ÝÑ 9ρ´D∇2ρ “ 0. (4.270)
Fortunately, this work has already been done by [229] without backreaction.
Momentum diffusion with backreaction
Since we are working with a fixed chemical potential, we take the grand canonical ensemble to
describe the momentum diffusion in the thermodynamic limit. Using the gauge/gravity duality
the grand canonical potential is given by
Ω “ 1
β
I “ TI, (4.271)









1` Q¯2˘ . (4.272)
According to the gauge/gravity dictionary, we derive the charge density, the energy density and




















The black brane horizon uH should be understood as a function of µ or T , respectively, defined
by solving either (4.50) or (4.51) for uH, whereas Q¯ is a function of T{µ defined by the inversion
of (4.53). Starting from the definition of the momentum diffusion and using the relations (1.1)




















pd´ 1qpd´ 2q. (4.275)
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R-charge diffusion with backreaction
As explained in the previous subsection it is not straightforward to generalize the R-charge diffu-
sion with backreaction to arbitrary dimensions. To our knowledge the functional dependence on
the backreaction of DR in d “ 3 dimensions is not known yet, let alone for arbitrary dimensions
d. Surely, this would be an interesting result which is beyond the scope of this work. In d “ 4
the R-charge diffusion with backreaction is determined in [231]. Converting the expression





2p1` Q¯2q , (4.277)
into the form given by our conventions, we can use the relation (4.50) between mass and charge
of the AdS-Reissner-Nordström black brane we can rewrite the R-charge diffusion constant in
terms of the charge Q¯ only. In order to transform (4.277) into our coordinates, we apply the
following replacement R ÝÑ 1
uH
. We then have
Q¯ “ 0 ñ T “ 1
πuH
, and DR “ 1
2πT
ñ DR “ uH
2
. (4.278)








2p1` Q¯2q , (4.279)
where the dimensionless black brane charge is defined in (4.50) and we use (4.51) to eliminate







2p1` Q¯2q “ 2` Q¯
2. (4.280)












4.5.3. Diffusion constants in s-wave superconductivity
Finally, we discuss the diffusion constants determined by our numerical results. Therefore, we
insert the s-wave solutions, where we trace the critical line in the s-wave phase diagram Figure
4.8 fixing µ¯ and α and plot the behavior of the diffusion constant.



































Figure 4.11. Plots of momentum diffusion constant DM for d “ 3 (left panel) and R-charge
diffusion DR and momentum diffusion DM for d “ 4 (right panel) versus the
backreaction strength α. The color coding of the different scalar field masses
follows Figure 4.8. The probe limit properties for α “ 0 are reproduced, i.e. for
d “ 3 we find DM “ 1{3 and in the case of d “ 4, DM “ 1{4 and DR “ 1{2,
independently of the scalar field mass.
Diffusion without backreaction for arbitrary d
First of all we check our results by taking the limit of vanishing backreaction, i.e. setting α and
Q¯ to zero in (4.276) and (4.279). We see that the dimensionless temperature T¯ (4.52) has the












d´ 2 , (4.283)




d´ 2 . (4.284)
Comparing these results to our numerical solutions shown in Figure 4.11, we see that for α “ 0,
we obtain for d “ 3 dimensions a dimensionless value of 1{3 for D¯M. This is consistent with the
values obtained form the analytic calculation without backreaction (4.282). In particular, we see
that the momentum diffusion does not depend on the mass of the background scalar field since
all diffusion constants for different masses, indicated in the figure by different colors, converge
to the same value. Similarly for d “ 4, we check our numerical values for the momentum and the
R-charge diffusion by comparing to the results without backreaction. As is displayed in Figure
4.11, we find that D¯M “ 1{4 and D¯R “ 1{2 as stated in (4.282) and (4.283), as well as the
correct value of the ratio DR{DM “ 2. Again our numerical results are consistent with the analytic
solutions without backreaction and we see the same convergence effect for the different masses
of the scalar field for each diffusion constant displaying the independence on the scalar fields’
mass.
Momentum diffusion for d “ 3
Inserting the critical values for T{µ at a fixed α, we may check howmuch the momentum diffusion
is varying with respect to α.












































Figure 4.12. The constant CM related to momentum diffusion DM for d “ 3 and different
masses of the scalar field (color coded as m2L2 “ 4, m2L2 “ 0 and m2L2 “ ´2)
plotted depending on the strength of the backreaction α, defined in (4.6). The left
panel shows the numerical values found by a minimization algorithm up to the α
where poles of higher excitations in the Green function overlay with the lowest
modes, thus leading to a breakdown of the algorithm. Only in the case ofm2L2 “
´2, we have tested our algorithm up to α “ 1. In the right panel we included the
analytically determined critical points αc for m
2L2 “ 4 and m2L2 “ 0 given in
Table 4.5 which corresponds to the zero temperature case with Q¯2 “ d{pd´2q and
thus CM “ 0. Due to the reduced number of data points we use an interpolation
function in the region α P r0.35,a2{3 « 0.82s. For this reason the curves for
m2L2 “ 4 and m2L2 “ 0 should not be trusted to be very accurate. Since for








































Figure 4.13. Dimensionless momentum diffusion in d “ 4 dimensions given by CM depending
on the backreaction α (for different masses of the scalar field color coded as
m2L2 “ 5, m2L2 “ 0, m2L2 “ ´3 and m2L2 “ ´4). As already explained
in Figure 4.12, the endpoint in the curves for scalar field mass m2L2 “ 5 and
m2L2 “ 0 as shown in the right panel is set by the critical values of α listed in
Table 4.5. Due to the interpolation these curves should be taken with a grain of
salt in the vicinity of the critical point αc.
As shown in Figure 4.12, there is a mild variation of the momentum diffusion in the sense that we
are approaching the values for α “ 0 in a linear way. In order to compare our numerical results
to the constant governing Homes’ law rewritten in the form (4.239) or (4.243), we introduce the



































Figure 4.14. Dimensionless R-charge diffusion given by CR “ 4πTcDR. Note that we have used
the same prefactor in the definition (4.286) as for the dimensionless momentum
CM, which leads to the probe limit value of two. The color coding of the scalar
field masses is identical to Figure 4.13.
function







plotted in Figure 4.12. Here we assume that the diffusive process is proportional to a time scale
τc „ DMpTcq, such that the proportionality does not depend on Q¯ or α.
R-charge diffusion and momentum diffusion for d “ 4
We now repeat the discussion of the previous subsection for the four-dimensional case. In ad-
dition to the momentum diffusion, we may also calculate the R-charge diffusion which will give
us an additional time scale to choose. The constant related to 4πτcTc for the R-charge diffusion
reads
CR “ p2´ Q¯
2qp2` Q¯2q
2p1` Q¯2q . (4.286)
Note that this function is running from 2 to 0 for α P r0, αcs since the R-charge diffusion without









Note also that the ratio CR{CM is given by 2 in compliance with the ratio for the diffusion constants
(4.284). The plots of CM and CR are shown in Figure 4.13 and Figure 4.14, respectively. We see
that the numerically solutions are virtually the same as in the three dimensional case. In both
dimensions the numerical solutions display the same properties:
• Instead of the behavior DpTcqTc “ const. predicted by Homes’ law in combination with
the sum rules as discussed in Section 4.4.2, we observe a decrease of this quantity with
increasing backreaction strength α. We discuss possible explanations for this behavior in
Chapter 6.














Figure 4.15. Phase structure of the p-wave superconductor theory: In the blue and red region
the broken phase is the thermodynamically preferred phase, while in the white
region the Reissner-Nordström black brane is the ground state. In the blue region
the Reissner-Nordström black brane is unstable and the transition from the white
to the blue region is second order. In the red region the Reissner-Nordström black
brane is still stable. The transition form the white to the red region is first order.
The black dot determines the critical point where the order of the phase transition
changes. In the green region we cannot trust our numerics.
• A test on our calculations is provided by the fact that numerically, we reproduce the re-
sults known from probe limit calculations where by definition CM and CR are one or two,
respectively.
• The region where our minimization algorithm is working safely is approximately given by
α « 0.35. For higher values we use an interpolation function for the curves associated
to the non-negative scalar field masses including the zero temperature values obtained
analytically.
• At the endpoints where we encounter a quantum critical point with vanishing critical tem-
perature, CM and CR are zero since these points correspond to the critical α stated in Table
4.5. For the negative masses there exists no critical α and the curves are reaching zero only
asymptotically.
4.5.4. Diffusion constants in p-wave superconductivity
In this section we discuss the Einstein-Yang-Mills theory including backreaction in asymptotically
AdS5 which give rise to a holographic p-wave superfluid at low temperatures. Redoing exactly
the same steps conducted for the s-wave calculation, i.e. determining the phase diagram shown
in Figure 4.15 from the fluctuation equation close to the phase transition in the AdS-Reissner-
Nordström background with
















































Figure 4.16. CR “ 4πTcDRpTcq and CM “ 4πTcDM pTcq related to charge diffusion DR and
momentum diffusion DM depending on the strength of the backreaction α for
the holographic p-wave superfluid with d “ 4. The blue line corresponds to the
constants evaluated at the temperature at which the Reissner-Nordström black
brane becomes unstable (see blue line in Figure 4.15). The red dots corresponds
to the constants evaluated at the critical temperature at which the superfluid
phase is thermodynamically preferred (see red dots in Figure 4.15).



























The critical line in the p-wave phase diagram is used to fix the critical value of µ and α and
inserted into the diffusion formula for DR (4.279). As far as Homes’ law is concerned, we
observe very similar dependence of DpTcqTc on the backreaction as in the s-wave case.
p-wave phase diagram
Let us now discuss the phase structure of this theory. At temperature below the critical tem-
perature the thermodynamically favored phase is the holographic superfluid. By varying the
parameter α, the critical temperature changes. In addition in [219] it was found that the order
of the phase transition depends on the ratio of the coupling constants α. For α ď αc “ 0.365, the
phase transition is second order while for larger values of α the transition becomes first order.
The critical temperature decreases as we increase the parameter α. The quantitative dependence
of the critical temperature on the parameter α is given in Figure 4.15. The broken phase is
thermodynamically preferred in the blue and red region while in the white region the Reissner-
Nordström black hole is favored. The Reissner-Nordström black brane is unstable in the blue
region and the phase transition from the white to the blue region is second order. In the red
region, the Reissner-Nordström black brane is still stable, however the state with non-zero con-
densate is preferred. The transition from the white to the red region is first order. In the green
region we cannot trust our numerics. At zero temperature, the data is obtained as described
in [250,251].
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P-wave diffusion constants
We now determine the diffusion constants at the critical temperature. Since the system is still de-
scribed by a Reissner-Nordström black brane as in the holographic s-wave superfluid and thus the
equations of motion for the fluctuations coincide, we can use the same expressions to calculate
the diffusion constants for the holographic p-wave superfluid. The only change is the dependence
of the critical temperature on the parameter α. The numerical results are shown in Figure 4.16.
Comparing the phase diagram of Figure 4.15 and the diffusion constants of Figure 4.16, we see
that they are virtually identical. Furthermore, the analytical expression converting the curve of
critical values of T{µ into the product DpTcqTc is the same for both holographic superconductors.
Thus, it is not surprising that we will find answers that have a very large resemblance. Moreover,
the same is true for the s-wave superconductors and the comparison between the s-wave and the
p-wave superconductor: All curves for DpTcqTc are very similar in both cases.
A detailed summary and some possible extension to remedy the problems encountered to un-
cover Homes’ law completely are given in Chapter 6. Suffice it to say, dissipative effects should
be coupled to breaking the translational symmetry of holographic duals [33, 34, 37, 38] and a
deeper understanding of the emerging AdS2 spacetime related to the quantum critical point αc.
It has been shown that naïvely adding a lattice might not be enough to understand Homes’ law
completely [39]. In my view, the key to unravel this mystery lies in the understanding how
to distinguish an ideal conductor from a superconductor holographically. Since the Meißner-
Ochsenfeld effect is not accessible directly, the IR geometry is not enough to clearly see the
effective difference between these two physical systems since both show a depletion of spectral




In the previous chapter, we employed a so-called bottom-up holographic model starting with
a simple bulk action including only a few couplings that capture the essential physical proper-
ties of the problem at hand. In return, we do not know the full microscopic field theory but
rather an effective low-energy theory. In order to have a faithful one-to-one mapping, a so-called
top-down construction allows the precise knowledge of the field theory and a true comparison
with weak coupling strength calculations. However, the top-down construction usually involves
a large number of bulk fields and coupling arising from a more complicated Dq/Dp-brane setup
as well as a more intricate field theory involving possibly unwanted/unnecessary fields. The art
of model building demands to identify the correct setup encoding the effects which are crucial
to the physical problem. In this chapter we construct an explicit top-down model to understand
the nature of ultracold strongly coupled matter. As we have already seen in Chapter 4 there
is an intriguing quantum phase transition involving the critical AdS-Reissner-Nordström black
brane with an extremal horizon with finite charge but vanishing temperature (c.f . Figure 4.10).
Thus, we have a system with finite entropy density indicating a large degeneracy of correlated
microstates induced by the finite chemical potential. Any small perturbation allows the system
to settle in a possibly lower non-degenerate ground state, displaying a instability of the phys-
ical system. This instability is intimately connected to the quantum critical point discussed in
Section 4.5.1. The emerging AdS2 spacetime is one of the various potential stable ground state
geometries of the extremal AdS-Reissner-Nordström black brane, stabilized by the Breitenlohner-
Freedman bound as shown in Figure 4.9. in this case the extremal horizon is replaced by a scalar
condensate or “scalar hair”. In bottom-up models there exist a plethora of different scaling ge-
ometries such as the Lifshitz geometries or AdS4 Poincaré discussed in [249]. Additionally, the
AdS-Reissner-Nordström black hole shows simple perfect quantum fluid behavior, e.g. saturating
the viscosity over entropy density bound for isotropic fluids η{s “ 1{4π [252] and a sound mode
controlled by pure scale invariance, i.e. v2 “ 1{d [253]. This is surprising since we would expect
a breakdown of the effective hydrodynamic theory in the limit of T{µ Ñ 0 where the mean free
path diverges. An approach to understand the nature of this effective theory in the Wilsonian
RG formalism is undertaken in [254]. Moreover, taking the gauge/gravity duality seriously, we
may uncover a different state of quantum matter that does not belong to the known categories,
i.e. bosonic superfluid or fermionic non-Fermi liquid. In this chapter we are trying to unravel
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some of the mysteries by employing a stability analysis of a top-down holographic model de-
scribing compressible matter. Apart from the intricate models involving many non-trivial coupled
fields [255–258], we may use a simpler yet more tractable model: probeDp-branes embedded in
a D3 background. As explained in Section 5.1 fundamental matter may be added by embedding
a single D7-brane in AdS5 ˆ S5, wrapping the AdS5 ˆ S3 directions [140]. The corresponding
dual field theory is an N “ 4 supersymmetric SUpNcq Yang-Mills theory coupled to a single
fundamental N “ 2 hypermultiplet describing flavor fields. In particular we will study the zero-
temperature, finite baryon density case with baryon number chemical potential µ associated to
the global Up1qB flavor symmetry and a mass M for the N “ 2 hypermultiplet. This system
describe a compressible state of matter for µ ą M which is subject to a quantum critical point
at µ “ M . This field theory configurations are described by black hole embeddings as shown in
Figure 5.1. For µ ă M we are below the mass gap, so we do not find any condensates or finite
densities. In this case we find a general anti-brane/brane embedding which can be reduced to
simple Minkowski embeddings [259].
This chapter will discussed the aforementioned points in the following order: first in Section
5.1.1, we introduce fundamental flavor matter in AdS/CFT and discuss a specific setup, the
D3/D7-brane construction yielding an extension to the holographic dictionary. Then, solutions
of different Dp-brane embeddings with finite mass, density and temperature are studied in Sec-
tion 5.1.4. In order to determine the instabilities, we employ a quasi-normal mode analysis of the
fluctuations about the background solutions. As a warm-up, we first determine the fluctuations in
the trivial zero-density/Minkowski embedding following [260] and finally we will redo the same
calculation with a non-trivial zero-temperature, but finite densityD7-brane embedding. The cen-
tral result of this chapter laid out in Section 5.3 is the stability analysis of the fluctuating modes
in this D3/D7-brane system background in order to understand the nature of the peculiarities
mentioned above, i.e. the finite entropy density at zero temperature, the condensate of charged
scalars resembling a bosonic coherent state such as a Bose-Einstein condensate or a superfluid
and in principle the fermionic sector may exhibit non-trivial inhomogeneous ground states such
as chiral density waves. These fluctuating modes correspond to mesonic field theory operators
uncharged under the global baryonic Up1qB symmetry and hence our analysis is not sensitive to
superfluid instabilities. In order to uncover instabilities yielding inhomogeneous ground states
we conduct a stability analysis in finite frequencies and momenta. All calculations listed below
have been performed by myself, independent of the other authors of our publication [2] in order
to have a “blind test” concerning the correctness of the mathematical expressions. Furthermore,
all numerical computations have been carried out using an independently coded Mathematica
program, see Mathematica Code D.4 for the core parts of our numerical procedure. According
to [261], holographic Fermi surfaces generally exist, so we do not expect fermionic instabilities.
Therefore our stability analysis is complete covering all bosonic fluctuations of the D7-branes.
5.1. AdS/CFT with Fundamental Matter
Overview
• Adding matter fields, transforming in the fundamental representation
of SUpNcq, by putting probe branes into a fixed background geometry.
• State of the system is described by the embedding function
of the Nf probe brane in a NC D3-background geometry.
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Table 5.1.
Considering D3/Dp-brane construc-
tions with finite separations in the
common transverse directions yields
the following supersymmetry pre-
serving possibilities. The ‚ denotes
directions wrapped by the brane,
whereas ´ denotes transverse direc-
tions. Note that only for the D3/D7-
brane setup we find a 3 ` 1 dimen-
sional field theory. All other Dp-
brane embeddings yield lower di-
mensional defect theories. The ten
dimensional directions are labeled
by Arabic numbers, where 01234 de-
notes the AdS5 and 56789 the S
5-
directions, respectively.
0 1 2 3 4 5 6 7 8 9
Nc D3 ‚ ‚ ‚ ‚ ´ ´ ´ ´ ´ ´
Nf D7 ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚ ´ ´
Nf D7 ‚ ‚ ´ ´ ‚ ‚ ‚ ‚ ‚ ‚
Nf D5 ‚ ‚ ‚ ´ ‚ ‚ ‚ ´ ´ ´
Nf D5 ‚ ´ ´ ´ ‚ ‚ ‚ ‚ ‚ ´
Nf D3 ‚ ‚ ´ ´ ‚ ‚ ´ ´ ´ ´
• Fluctuations of probe branes correspond to mesonic operators in the dual field theory.
In this section we will give a short overview of top-down construction with flavor degrees of
freedom. Additionally, we will work out the full background geometry, the full embedded Dp-
brane action, and the embedding functions with finite baryon density and temperature. The
explicit calculations are deferred to Section 5.1.4 in order to focus on the conceptual ideas and
the symmetries of the dual field theory.
5.1.1. Adding fundamental flavor degrees of freedom to AdS/CFT
The matter fields in the N “ 4 vector multiplet (c.f . Table 3.2) transform in the adjoint represen-
tation of the gauge group SUpNcq. On the gravity side, the adjoint representation corresponds
to the open strings connecting Nc coincident D3-branes as shown in Figure 3.9. In order to
generate a fundamental representation in Nc we need a setup where strings stretch between the
stack of coincident D3-branes and additional separated Dp-branes. Preserving the R-symmetry
of supersymmetric field theories, we need to take Dp-brane constructions such that the there
are common directions in the ten-dimensional spacetime transverse to both the D3 and the Dp-
branes, which leaves us with three possibilities: p “ 3, p “ 5 and p “ 7. In Table 5.1 the possible
supersymmetry preserving D3/Dp-brane constructions are listed. Note that for D5-branes, only
defect theories in the 3` 1 dimensional spacetime are possible. Let us denote the number of ad-
ditionalDp-branes byNf where the subscript f reminds us of the number of flavors analogous to
QCD with effective flavor symmetry. In the following we will call the fields transforming under
the fundamental representation of the gauge group SUpNcq quarks. If the Nf Dp-branes are
separated from the stack of D3-branes, the quarks acquires a finite mass given by mq “ L{2πα1.1
Furthermore, the strings connecting Nf coincident Dp-branes transform in the adjoint repre-
sentation of the quark global UpNf q flavor symmetry and thus can be identified with mesonic
1In this chapter we will denote the distance between the Dp-branes and the stack of D3-branes by L, whereas R will
denote the AdS5 or S5 radius, respectively.
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degrees of freedom. More specifically, the fluctuations of the Dp-brane about the background
geometry will be dual to mesons in the gauge field theory.
Let us construct specifically the D3/D7-brane version of the AdS/CFT correspondence in the
probe limit Nf ! Nc by retracing the steps taken in Section 3.2.2. The probe limit ensures
that the quantum fluctuations of the flavor fields are suppressed and thus there is no running of
the coupling. In particular at weak ’t Hooft coupling λ the probe limit can be understood in a
perturbative diagrammatic expansion where all flavor field loop diagrams are discarded. On the
gravity side, the probe limit allows for a fixed background metric generated solely by the stack
of Nc D3-branes in the near horizon limit (3.51),









The probe D7-branes wraps the AdS5 part and the S
3 of the S5, so the common transverse di-
rections are the x8 and x9 directions. The original SOp6q symmetry arising from the transverse
directions of the D3-brane is broken into SOp4q ˆ SOp2q. As mentioned above the quark mass
mq is given by the string tension times the string length L i.e. the distance between the D3- and
D7-branes. In principle, the mass arises from a linear combination of x
8 and x9 with a relative
angle in the 89-plane. Thus we conclude there is a Up1qR – SOp2q symmetry associated with
rotations in the 89-plane leaving the quark mass invariant. The SOp4q of the 4567 directions
transverse only to the D3-brane gives rise to a SUp2qscalar ˆ SUp2qR.
All these symmetries are related to the following field theory setup: in addition to the vector
multiplet of the N “ 4 supersymmetric SUpNcq gauge theory we have Nf hypermultiplets trans-
forming in the fundamental representation of the gauge group UpNf q with baryon number one
under the baryonic Up1qB Ă UpNf q subgroup. The content of the N “ 4 vector multiplet can
be decomposed into an N “ 2 hypermultiplet and a N “ 2 vector multiplet as listed in Table
3.2. Technically, the four scalars related to the four transverse directions to the D3, i.e. 4567
are combined into the two scalars, Φ1 „ x4 ` ix5 and Φ2 „ x6 ` ix7 of the N “ 2 hyper-
multiplet, whereas the directions transverse to the D7-brane 89 are combined to the scalar of
the N “ 2 vector multiplet, Φ3 „ x8 ` ix9. Therefore the SUp4qR – SOp6qR is broken to a
SOp4q ˆ Up1qR – SUp2qscalar ˆ SUp2qR ˆ Up1qR, where the SUp2qR ˆ Up1qR part acts as N “ 2
R-symmetry group and the SUp2qscalar rotates the scalars Φ1, Φ2 of the N “ 2 hypermultiplet.
For massive flavor fields the chiral Up1qR is explicitly broken analogous to the chiral symmetry
breaking in QCD. Note also that the finite quark mass mq breaks the conformal symmetry of the
four dimensional field theory SOp2, 4q to the Lorentz group SOp1, 3q. The four fermions of the
N “ 4 vector multiplet are distributed equally among the N “ 2 hyper- and vector multiplet.
The fermions of the Nf N “ 2 hypermultiplets are quarks denoted by ψ while the supersym-
metric partners, i.e. the squarks, are complex scalars denoted by q and q˜. The N “ 4 originates
from the strings connecting the stack of D3-branes, dubbed 3 ´ 3 strings, whereas the N “ 2
hypermultiplets are induced by the strings stretching between the D3/D7 branes, the 3 ´ 7 or
7 ´ 3 strings.2 Taking the near horizon/large Nc limit, the 7 ´ 7 strings connecting D7-branes
decouple from the other 3´ 3 and 3´ 7 strings, since the eight dimensional ’t Hooft coupling of














2We define the 3 ´ 7 strings to transform in the fundamental representation, while the 7 ´ 3 strings transform in the
anti-fundamental representation of SUpNcq


















Figure 5.1. Adding fundamental matter to the original AdS5/CFT4 correspondence amounts to
adding Nf ! Nc Dp-branes to the stack of Nc D3-branes. Specifically, we show
the case for p “ 7, where the D7-brane extends in the 0123456 directions of the
ten-dimensional AdS5 ˆ S5 spacetime, wrapping the S3 of the S5 directions. The
3 ´ 3 strings describe the adjoint matter in the original AdS/CFT correspondence.
Additionally, the 3´7 strings stretching from theD3 to theD7 brane are in the fun-
damental representation of the SUpNcq gauge group Nc and hence called quarks.
For a finite distance L of the branes, the quarks acquire a mass mq „ L. The 7´ 7
strings decouple in the low-energy limit, whereas the 3 ´ 3 strings are mapped to
closed strings in the sense of the open/closed viewpoint of D-branes. The 3´7 open
strings are mapped to open strings on theD7 brane which asymptotically wraps the
AdS5 ˆ S3. Note that the S3 and S5 are not shown in the picture. Fluctuations of
theD7 brane about the background embedding describe mesonic excitations which
corresponds to open string excitations on the brane.
for λD3 and Nf fixed. Thus, we are left with an effective four dimensional low-energy theory
with a global UpNf q gauge group due to Nf ! Nc. Pictorially, the decoupling limit is shown
in Figure 5.1. Typically, one deals with the simplest probe brane embedding, i.e. Nf “ 1 where
the precise action of the D7 brane is known to be the DBI action (3.40) supplemented with
the Chern-Simons term (3.42). So far, the full generalization of the DBI action to non-Abelian
gauge groups with Nf ą 1 is not understood completely. The same derivation can be conducted
with all other D3/Dp-brane constructions listed in Table 5.1. For example, in the D3/D5-brane
setup we can retrace all steps above yielding a 2 ` 1 dimensional field theory with conformal
symmetry SOp2, 3q for mq “ 0 and the Lorentz symmetry SOp1, 2q in the case of mq ‰ 0. The
N “ 2 R-symmetry follows again from the transverse directions to the D3-brane, i.e. SOp3q456 ˆ
SOp3q678 – SUp2qV ˆ SUp2qH where the subscripts stand for vector and hyper, respectively.
5.1.2. Ten-dimensional background fields
First, we need to determine the ten-dimensional background fields, i.e. the AdS5 ˆ S5 metric in
r and u coordinates, including zero- and finite temperature geometries. Furthermore, the type
IIB supergravity in the AdS5 ˆ S5 background includes Nc units of the Ramond-Ramond (RR)
five form flux on the S5. Thus we need to determine the corresponding Cp4q form, such that
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Fp5q “ dCp4q, whereas the other RR fields Cp0q and Cp2q can be set to zero consistently.
Background metric induced by D3-branes
The D3 background field is described by an AdS5 ˆ S5-Schwarzschild metric in the near horizon
approximation





`H´ 12 prqdY ¨dY
“ H´ 12 prqηµν dxµ dxν `H´ 12 prqδab dY a dY b, (5.3)
with3






, and r2 “
6ÿ
a“1
pY aq2 “ |Y|2 , (5.4)
where R corresponds to the AdS5 curvature
4 and r denotes the transverse distance to the D3-
brane. The Minkowski metric is ηµν “ diagp´1, 1, 1, 1q. Inserting Hprq into the metric (5.3) and
































































3The index convention in this section is as follows: D3-brane/field theory directions are labeled by Greek indices
µ, ν, . . . , the ten-dimensional background coordinates by capital Latin indices A,B, . . . , the coordinates on the S5
by lower case Latin indices i, j, . . . and last, but not least the Dp-brane world volume indices are denoted by lower
case Latin letters from the beginning of the alphabet, i.e. a, b, . . . .
4In fact the curvature scalar of AdS5 is given by ´20{R2
5Since the AdS5-part scales with the same “radius” as the S5-part we find that the curvature scalar of S5 is 20{R2 and
so the total curvature of AdS5 ˆ S5 vanishes.
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where x denotes the spatial part of the D3-brane, i.e. x, y, z. In the same way we can derive the

















where uH denotes the horizon of the Schwarzschild black hole defined by fpuhq “ 0 and temper-



































The S5 is parametrized in the following way
dΩ25 “ dθ2` sin2 θ dφ2` cos2 θ dΩ23,
dΩ23 “ dψ2` sin2 ψ dΩ22,
dΩ22 “ dϑ2` sin2 ϑ dϕ2,
(5.12)






R2 0 0 0 0
0 R2 sin2 θ 0 0 0
0 0 R2 cos2 θ 0 0
0 0 0 R2 sin2 ψ cos2 θ 0
0 0 0 0 R2 sin2 ψ sin2 ϑ cos2 θ
‹˛‹‹‹‹‹‹‹‹‚
. (5.13)
The complete AdS5 ˆ S5 is the direct sum of (5.11) and (5.13), i.e. pgMN qAdS5 ‘ pgmnqS5 .
Temperature
The pure AdS5ˆS5 does not have any temperature since there is no scale to associate a period for
wrapping up the time direction on a circle. So for zero temperature calculations it is convenient
to choose the r coordinates which ranges from the deep AdS5 interior at r “ 0 up to the boundary
at r Ñ 8. on the other hand for finite temperature calculations, it is more useful to introduce
the u coordinates as done in (5.6) where the horizon of the Schwarzschild black hole is set at
uH and the boundary is located at u “ 0. The Hawking temperature can be determined from the
192 Chapter 5. Cold Holographic Matter
surface gravity, c.f . Section 3.1.1, employing the Unruh effect or alternatively from the condition
to eliminate the conical singularity in the imaginary time circle by choosing an appropriate period
T “ 1
πuH
, ô uH “ 1
πT
. (5.14)
The scale uH will be used to rewrite the equations of motion in dimensionless quantities by a
rescaling of all dimensionful quantities with appropriate factors of T .
Self-dual five form Fp5q
In type IIB supergravity the self-dual five form is defined as





where in our case it can be purely written as the exterior derivative of the Cp4q-form
Cp4q “ H´1 dx0^dx1^dx2^dx3 . (5.16)
Therefore we end up with total antisymmetric differential form of maximal degree with respect
to the AdS5 coordinates and hence is proportional to the unique volume form
Ω ” voln “
a
|g| dx0^ ¨ ¨ ¨ ^ dxn “ ‹1, (5.17)
with the proportionality factor 4{L, where L denotes the radius of the AdS5 space, i.e.







vol pAdS5q . (5.18)
We will explicitly calculate the self-dual five form when needed in coordinate representation
below. The self-duality condition has to be imposed by hand, so we need to calculate the Hodge
dual and add it to (5.18) to obtain a self-dual form. For a five form in a ten-dimensional space,





b1b2...bp dxa1 ^dxa2 ^ ¨ ¨ ¨ ^ dxan´p , (5.19)







b1b2...bp dxa1 ^ dxa2 ^ ¨ ¨ ¨ ^ dxan´p ,
where the ordering of the set of contracted indices with the set of the free indices is reversed, see [70]. Thus the two
different definitions of the Hodge dual are related by
‹ “ p´1qppn´pq‹.
Except from the inner product of two forms (where also the order of the arguments needs to be reversed) all formulae
should be independent of the chosen definition.
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which is a five form as well, since pn ´ pq “ p10 ´ 5q “ 5. The additional determinant in the
definition (5.19) is needed because the total antisymmetric epsilon symbol ǫa1a2...an´pb1b2...bp
should be replaced by an odd tensor density7of weight ´1, i.e. it transforms with an additional
factor of |det g|´
1{2










|det g|ǫ a1a2a3a4a5b1b2b3b4b5 Fa1a2a3a4a5 dΘ
b1 ^dΘb2 ^dΘb3 ^dΘb4 ^dΘb5 , (5.20)
where the Θi denote the angles of S5. Note that the first five indices of the epsilon tensor density
are upper indices because the components of the original five form Fp5q are covariant. The five
angles of the S5 are denoted by Θi. Since Fp5q is proportional to the volume form of AdS5 only
one component is non zero, namely the 01234 component. Using the fact that ǫa1a2a3a4a5b1b2b3b4b5
is totally antisymmetric ‹Fp5q must be proportional to the volume form of S5 and therefore the

















¨ dΘ5^dΘ6^dΘ7^dΘ8^dΘ9 . (5.21)
Note that det g “ detpgAdS5 ‘ gS5q “ det gAdS5 det gS5 . The determinant of a bilinear object, and
its inverse, such as the metric tensor can be written with the help of the epsilon symbol as
det g “ ǫnpqrtg0ng1pg2qg3rg4t, det g´1 “ ǫnpqrtg0ng1pg2qg3rg4t, (5.22)




ǫi1...inǫj1...jnai1j1 ¨ ¨ ¨ ainjn . (5.23)
For the metric, we have
ǫabcde det g “ ǫnpqrtgangbpgcqgdrget ô det g “ 1
5!
ǫabcdeǫnpqrtgangbpgcqgdrget. (5.24)




1{?|g|ǫa1...an , such that ε behaves as a true tensor, i.e. εa1...an “ ga1b1 ¨ ¨ ¨ ganbnεb1...bn . Alternatively, we can
choose a different convention for the epsilon symbol, which manifestly shows the odd tensor density character
ε012... “ 1 ô ε012... “ sign g |g| .
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The determinant of the metric g is not an invariant since it transforms under general coordinate
transformations
det g “ 1
n!

























This result is also consistent with the above statement that ε is an odd tensor density. Using

















“ ´4L4 vol `S5˘ , (5.26)
where rgS5 denotes the round metric8 of S5. The Hodge dual of Fp5q is proportional to the volume















Note that the particular prefactor 4{L may differ in other coordinate representations.
Self-Dual Five Form in AdS5 ˆ S5 and AdS5 ˆ S5-Schwarzschild Coordinates
The expressions for the five form Fp5q (5.18) and its dual ‹Fp5q (5.18) are coordinate indepen-
dent. In particular if we use the determinant of the AdS5-part of the metric (5.5) we find






















Compared with an explicit calculation of the coordinate representation of the five form Fp5q
starting from its definition
Fp5qprq “ dCp4q “ d
`









8The round metric of a sphere is defined without the overall radial factor, in this case L2.
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which does agree with the coordinate independent formulation. The corresponding Hodge dual
is given by






The complete self-dual five form thus reads














´ `4L4 cos3 θ sin θ sin2 ψ sinϑ˘ dθ^dφ^dψ^dϑ^dϕ . (5.34)
In the AdS5-Schwarzschild metric case (5.11) we see that we end up with the same expression
(up to an overall minus sign) for Fp5q as in the pure AdS5 coordinates. As mentioned below
(5.27) the proportionality factor may still depend on the explicit coordinate representation. The
determinant is given by




















ÝÑ Fp5qpuq “ ´4L
4
u5
dx0^dx1^dx2^dx3^du “ ´ 4
L
vol pAdS5qu . (5.36)
and for the corresponding Hodge dual






accordingly. So in the AdS5 ˆ S5-Schwarzschild metric (5.11) and (5.13) the self-dual five form
reads














` `4L4 cos3 θ sin θ sin2 ψ sinϑ˘ dθ^dφ^dψ^dϑ^dϕ . (5.38)
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Background gauge field in the AdS5 ˆ S5-Schwarzschild metric
For probe-braneDp{Dq-systems a finite density does not backreact onto the geometry and may be
included by solving the decoupled Maxwell equation in this background. The Maxwell equations
in curved space are given by
∇aF Bab “ gac∇aF Bcb “ 0 (5.39)
where the superscript B distinguishes the background gauge field from the gauge field living on
the D-brane worldvolume determined in Section 5.1.3. Allowing only for a finite charge density,
we can set all components of the gauge field to zero, except for the time component. In the
dual field theory a non-zero value of ABt at the boundary will set the chemical potential that
sets the corresponding charge density. Assuming that the gauge field only depends on the radial
coordinate
ABp1q “ ABt puqdt, F Bp2q “ dABp1q “ ´BuABt puqdt^du, (5.40)









1puq˘ “ 0. (5.41)
Solving (5.41) yields the general solution
AB “ C1 ` C2
2
u2 dt . (5.42)
The leading term is the background field theory chemical potential µB, so we want to impose the
condition ABt p0q “ µB on (5.42)
AB “ µB ` C2
2
u2 dt . (5.43)
Using the regularity condition ABt puHq “ 0 for the one-form to be well-defined at the black hole













5.1.3. Bosonic sector of D3{Dp-systems with flat zero temperature
embeddings
In this section we consider massless embeddings of Dp-branes that will wrap the AdSP and
SQ subspaces of the full ten-dimensional AdS5 ˆ S5 spacetime. Thus, we have to pullback
the spacetime metric and the background gauge field onto the Dp-brane worldvolume. In the
following we will consider a flat embedding of the Dp-brane, i.e. a flat hyperplane which give
rise to Baxm “ δ Aa since we can identify the curved spacetime coordinate functions xA with
the Dp-brane coordinate functions ξ
a. The remaining embedding functions in the transverse
direction are set to zero. This flat embedding corresponds to a massless quark hypermultiplet
(and is therefore called a massless background) since the distance L “ 0 at the boundary of the
AdS-space is proportional to the quark masses L „ mq. First we need to solve the bosonic sector
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of the Dp-brane action. It will be more convenient to write p “ 2n ` 1 since we are mainly
interested in p “ 5 and p “ 7 which corresponds to n “ 2 and n “ 3. The bosonic sector of the









‰^ tr ` eF ˘ “ 0. (5.46)
vanishes since the only non-vanishing RR form Cp4q introduces all field theory directions. In
general, for Dp-branes all directions transverse to the brane are scalars and can be set to a
constant value, yet the direction forms still remain, so all the Up1q worldvolume field strength
two form will have at least a common direction with the Cp4q form. To be specific, the D7 Cp4q




dx0^dx1^dx2^dx3´R4 cos4 θ dφ^dΩ3, (5.47)
where the transverse S2 directions are considered as scalars allowing us to choose sinψ “ 1 and










´det pgab ` p2πα1qfabq. (5.48)
As mentioned above in the case of flat embeddings we can simply restrict the ten-dimensional
background metric to the subspace spanned by the Dp-branes hypersurface. Considering zero
temperature background, we take the AdS5ˆS5-Schwarzschild metric (5.9) with vanishing hori-
zon uH Ñ 0 and the worldvolume gauge field Ansatz A “ Atpuqdt. Let us first start with the
D5-brane calculation. Setting Bp2q “ 0 and Φ˜ “ 0 allow us to reduce the DBI-action to
SDBID5 “ ´NfTD5
ż
























Here we will abbreviate the prefactor by ND5 . The action has a cyclic variable A
1
tpuq so under








with the conserved charge d which can be viewed as some charge density related to the Up1q
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where EF denotes the Legendre incomplete elliptic integral of the first kind see [187] Chapter







The solution (5.52) can be converted into a hypergeometric function using its integral represen-


















with F2 1 denoting the hypergeometric function. The D7-brane calculation can be done anal-
ogously. Curiously, the corresponding gauge field equations of motions are easier to solve in r











2{3 ` `1´?3˘N 2{37 r2



























The boundary asymptotic allows us to fix the constant of motion d in terms of physical quantities
since the boundary value of the worldvolume gauge field is identified with the baryon chemical































































˘2µ2, dˇˇD7 “ π3{2ND7Γ ` 13˘3 Γ ` 76˘3µ3. (5.59)
with ND5 “ 4πNfTD5V and ND7 “ 2π2NfTD7V . Replacing d in the solutions enables us to gen-
erate the appropriate background by dialing the baryonic chemical potential µ. Finite density
and finite temperature embeddings are not known analytically, but have been studied numeri-
cally [262,263]. The reason lies in the additional constraint that the gauge field needs to vanish
at the black hole horizon. Thus, the boundary expansion of our solutions (5.54) and (5.56)











Figure 5.2. For zero baryon density all three embeddings are possible, but for finite baryon
chemical potential inducing a finite baryon density only black hole embeddings are
consistent solutions, see [262]. The boundary separation yields the quark mass
mq and the temperature is controlled by the black hole horizon. The finite baryon
density is controlled by turning on a chemical potential by considering a non-trivial
worldvolume gauge field with the diagonal Up1qB Ă UpNf q gauge group.
cannot be solved for the constant of motion d, but must be determined by a numerical shoot-
ing method, for instance. In general, for finite temperature black hole backgrounds, there are
three possible embeddings: flat or Minkowski embeddings, critical embeddings and black hole
embeddings shown in Figure 5.2. Note that in the finite temperature case a massless embedding
can only be a flat black hole embedding. Zero-temperature backgrounds allow also a zero quark
mass Minkowski embedding, where the embedding function is strictly zero as well as the black
hole horizon.
5.1.4. Zero temperature and finite density embedding of Dp-branes
Finally, we want to generalize the zero temperature background D2n`1-brane to arbitrary em-






















where the transverse directions to the D3-brane are denoted by r and the transverse directions
of the D2n`1-brane, wrapping the Sn of the S5, are given by Y2, i.e.
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with d ´ p2n ` 2q “ 8 ´ 2n embedding functions9 depending on all worldvolume coordinates
ξa. Imposing the conditions that the embedding must not break Lorentz invariance in the field
theory directions 0123 and the rotational symmetry of the wrapped Sn directions, the embedding
functions yipρq can only depend on the radial worldvolume coordinate ρ of the pullback metric on
the D2n`1-brane. Using the rotational symmetry of the transverse direction to the D2n`1-brane,
we can set all embedding function to zero, consistently, except for one embedding function which
will be denoted simply by ypρq in the following.
Let us do the calculation for the D7-brane embedding with n “ 3, explicitly. The pullback of the
split metric (5.60) onto the D7-worldvolume is given by




Bξb GAB , (5.62)






































sin2 ϑ sin2 ψ
‹˛‹‹‚ (5.65)





1` y1pρq2 ´ p2πα1q2A1tpρq2. (5.66)














1` y1pρq2 ´ 2πα1A1tpρq2
“ d.
(5.67)
9Note that D5-embeddings describe defect theories where some of the D3 directions are transverse to the D5-branes
and hence needed to described the full embedding, c.f . Table 5.1.
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The corresponding equations of motion are given by
y1pρq “ capd2 ´ c2 `ND7ρ6q , A1tpρq “ 12πα1 dad2 ´ c2 `ND7ρ6 . (5.68)











































Furthermore, the conserved charges c and d can be written in terms of physical parameters of









































d2 ´ c2 . (5.72)
Following the holographic dictionary, the boundary values of the bulk fields ypρq and Atpρq
lim
ρÑ8
ypρq “ yˇˇBpAdSq “ mq, limρÑ8Atpρq “ At ˇˇBpAdSq “ µp2πα1q . (5.73)
are related to the sources of the corresponding dual operators,









Therefore, the parameter c is identified as the condensate of the operator












q˜: ` Hermitian conjugate, (5.75)
where q, q˜ are the squarks, two complex scalars and ψ, ψ the quarks, or a single Dirac fermion of
the N “ 2 hypermultiplet. The only R-charged scalar to be included, comes form the decompo-
sition of the N “ 4 vector multiplet, i.e. Φ3 „ x8 ` ix9. Similarly, we may identify the parameter
d as the density of the current
J t “ ψ:ψ ` i `q:Dt q ´ pDt qq:q˘` i `q˜pDt q˜q: ´Dt q˜q˜:˘ (5.76)
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As expected the microscopic Lagrangian is of the general form for scalars and fermions, schemat-
ically written as L “ iψ {Dψ`Dµ qpDµ qq˚, where D denotes the SUpNcq gauge invariant deriva-
tive. Comparing (5.74) with (5.72) allows us to express the condensate c and the density d in
































In particular, the parameter ε can be viewed as the ratio of quark mass to chemical potential due
to






The holographic dictionary identifies the on-shell bulk action Son-shell with the grand canonical
potential ΩpT, V, µq Tuning the chemical potential µ in the grand canonical ensemble enables us
to resolve the phase diagram of the theory. As extensively discussed in [259], there is a quantum
phase transition at the critical value µc “ mq. For µ ă mq the thermodynamically preferred state
is given by a flat embedding, describing a zero density theory with xOm y “ 0 and xJ t y “ 0,
as expected for a system below its mass gap. For µ ą mq we find the zero temperature, finite
density state with xOm y “ c and x J t y “ p2πα1qd where the condensate c and the density d
are determined by (5.77). Under this quantum phase transition, the embedded D7-brane con-
figuration changes from a flat ypρq “ L to a non-trivial curved embedding function. Moreover,
the parameter ε takes only values between 0 and 1 corresponding to the massless case mq “ 0
and the critical zero density case µ “ mq, respectively. In the following section, we are investi-
gating the mesonic spectrum of the theory, where the mesons are determined by the D7-brane
fluctuations about the background solution (5.69). The spectrum can be determined by a quasi-
normal mode analysis, searching for standing waves with endpoints on the D7-brane and the
AdS5 boundary, which show up as poles in the correlation functions of the dual operators. The
mesonic states can be viewed as deeply bound states since they are not related to confinement
or chiral symmetry breaking unlike their real world QCD cousins.
5.2. Stability & Fluctuations
Overview
• Instabilities are expected due to zero temperature finite entropy density
ÝÑ ground state highly degenerate.
• Instabilities are signaled by poles of the retarded correlation function
in the lower complex frequency plane.
• Zero sound mode in gauge field fluctuations.
As explained in the introduction to this chapter, the finite density state, most generally described
by a AdS-Reissner-Nordström black hole in holographic duals, displays a quantum phase transi-
tion. It is unclear, however, if there is a yet unknown stable phase associated with this critical
point. There are many reasons to expect instabilities:
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• Non zero entropy density at zero temperature c.f . (4.254) signaling the high ground state
degeneracy.
• Presence of charged fermionic and bosonic degrees of freedom. A chemical potential may
trigger a Bose-Einstein condensation of the charged scalars q and q˜, in particular a chemical
potential larger than the scalar field mass µ ą mq leads to a second order phase transition
to a broken phase of the global Up1q. The fermions of the N “ 2 hypermultiplet may form
a Fermi surface and a corresponding Cooper instability. Interestingly, as we explicitly show
in Section 5.2.2 the finite density system exhibit a zero sound mode known from Fermi
liquids. On the other hand for T ! µ the heat capacity scales as cV „ T 6 unlike any
quantum liquid known so far [264,265]. According to [266] the system seems to be stable
at low temperatures indicating a peculiar zero-temperature state which is not describe by
a Bose or Fermi liquid.
• Another question concerns symmetry breaking instabilities. In our holographic setup we
focus on mesonic operators, characterized by D7-brane fluctuations, that are gauge invari-
ant under SUpNcq and Up1q=B . This leaves us with symmetry breaking instabilities of the
remaining global SUp2qscalarˆSUp2qR symmetry and in the case of massless quarksmq “ 0,
the Up1qR symmetry.
Apart from expecting an instability, there remains the question if the squarks q, q˜ may already
form a Bose-Einstein condensate with non-zero x J t y and xOm y. Intuitively, such a squark con-
densate should break the SUpNcqˆSUp2qRˆUp1qB, yet the condensing operators are uncharged
and the solution (5.69) preserves these global symmetries. A condensation process without sym-
metry breaking might be a feature strongly correlated, compressible quantum matter as sug-
gested in the introduction chapter of this thesis. At any rate, the understanding of the quasi-
normal modes will help to unveil parts of these mysteries. So in the following we conduct a
stability analysis: at first we determine the mesonic spectrum at zero density and then move
on to finite densities. Instabilities in the mesonic spectrum will be determined by quasi-normal
modes of the D7-brane fluctuations in the lower
10 complex frequency half plane, corresponding
to poles in the correlation functions of the dual mesonic operators.
5.2.1. Fluctuations in zero density backgrounds
Before generalizing the quasi-normal analysis to the zero temperature and finite density embed-
ding, let us first discuss the meson spectrum of the D3/D7-theory. Following [260], we consider

















We will adopt the following labeling scheme: Greek indices denote Minkowski spacetime coor-
dinates, ρ denotes the radius of the spherical coordinates of the 4567-space and Latin indices
denote the coordinates on the S3. The determinant of the induce metric (5.79) is








ρ6 sin4 ψ sin2 ϑ “ ´ρ6 det rg, (5.80)
10The alert reader may wonder how the contradiction to Section 2.2 arise. The reason lies in a different convention for
the Fourier transform i.e. in this chapter we use eikµx
µ “ eiωt´ik¨x instead of e´ikµxµ . Thus, all statements in
Section 2.2 concerning correlation functions must be converted by ω ÝÑ ´ω.
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where det rg denotes the determinant of the S3 round metric. There are two types of fluctuations
we can investigate: Scalar fluctuations about x8 “ y1 “ L and x9 “ y2 “ 0 and gauge field
fluctuations about Aa “ 0.
Scalar field fluctuations
The D7-brane is embedded in the 89-space as follows
y1 “ L, y2 “ 0. (5.81)
The respective scalar field fluctuations are given by χ and ϕ being functions of all worldvolume
coordinates ξa
y1 “ L` 2πα1χpξq, y2 “ 2πα1ϕpξq. (5.82)
Since the background gauge fields are zero, the Chern-Simons term of the full action vanishes






Expanding the action in scalar fluctuations up to quadratic order, we need to expand in the
induced metric gab via
δ
a




It is sufficient to expand
?´det gab to first order, since the background scalar field embedding
are constant functions and hence the induced metric in terms of scalar fluctuations is given by
δgab “ δPrGsab “
B `xA ` δxA˘
Bξa


































pBaχBbχ` BaϕBbϕq , (5.85)
























´ BLBϕ “ 0, (5.87)
we see that the second term of (5.87) is vanishing because L does not depend on the scalar














˘ “ 0, (5.88)
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where Φ denotes the scalar field χ and ϕ. We see that the equations of motions are identical for










where we have inserted the expression for r in terms of worldvolume coordinates (5.61) and
the determinant of the induced metric given in equation (5.80) reading
?´det g “ aρ6 det rgq.
The equations of motion can be split in a four dimensional Minkowski spacetime part and the









































det rg R2pρ2 ` L2q2 ηµνBµBνϕ` 1R2adet rgBρ `ρ3Bρϕ˘` ρ3 1ρ2R2 Bi ´adet rgrgijBjϕ¯ “ 0
ñ R
4














where ∇ denotes the covariant derivative on the three sphere. This differential equation can be
separated in two modes, the plan waves in four dimensional Minkowski spacetime and the scalar
spherical harmonics on the three sphere, satisfying the following eigenvalue equation
∇i∇
iYℓ “ ´ℓpℓ` 2qYℓ, (5.91)
where YℓpS3q transform in the pℓ{2, ℓ{2q-representation of SOp4q. Therefore we can write as
Ansatz for the solution of (5.90)
Φ “ φpρq eik¨x Yℓ, (5.92)
where the scalar product of two four vectors is denoted by a dot, e.g. k ¨ x ” kµxµ. Inserting the
Ansatz (5.92) into the differential equation (5.90) yields
R4











Φ “ 0. (5.93)
With the help of the following redefinitions rendering the equations of motion dimensionless
̺ “ ρ
L






























eik¨x Yℓ “ 0
ˇˇˇˇ
ˇ ¨ L2eik¨x Yℓ
(5.95)

























φp̺q “ 0 (5.96)
The equations of motion can be solved in terms of hypergeometric functions
ϕpρq “ ρ
ℓ
pρ2 ` L2qα F2 1
ˆ





where the parameter α is related to the dimensionless mass M¯ via
α “
?
1` M¯2 ´ 1
2
. (5.98)
The regularity conditions at the origin ρ Ñ 0 and the normalization condition at the boundary
fixes the parameter α in terms of two natural numbers ℓ and n, i.e. α “ n ` ℓ ` 1 such that the
mesonic mass spectrum is given by
Mpn, ℓq “ 2L
R2
a
pn` ℓ` 1qpn` ℓ` 2q. (5.99)









where we have inserted the definition of the AdS radius R and the quark mas mq. For further
discussion on the ramifications of the mesons spectrum see [260].
Fluctuations of the Gauge Fields















^ F ^ F, (5.101)
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Note that the azimuthal angle of the S5 is independent of the D7 worldvolume and thus the
entire S3 part of the Cp4q drops out. The bulk metric of the brane’s worldvolume is given by the
induced metric (5.79). The complete action of the D7-brane can then be written as














In the following the gauge field fluctuations are denoted by A in order to keep the notation
simple since the background gauge field is zero. The directions transverse to the D3 brane, the
i.e. 4567 space are denoted by Y i. The Chern-Simons term can be simplified by inserting the
definition of the two form field strengths F “ dA as exterior derivative of the one form gauge
fields






j ^dY i, (5.104)









j ^dY i^dY l^dY k . (5.105)
Because our worldvolume of the D7-brane is eight dimensional, the complete eight form d4x^
dA^dA is proportional to the eight dimensional pseudoscalar and we can split the complete
eight dimensional differential form in a Minkowski spacetime part and the 4567-space part









^ dY j ^dY i^dY l^dY k, (5.106)














The DBI term of the action can be approximated by an expansion of the determinant up to second
order. Therefore we need to factor out the metric gab in the square roota
´det pgab ` 2πα1Fabq “
b
´det gac det pδcb ` 2πα1F cb q. (5.108)
Using the identity (A.10) in Appendix A.1.2, we can expand the determinant of 1 ` M up to
second order in M











Furthermore, we need to expand the square root up to second order as well
?
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which finally leads tob
detp1`M q «
c























Setting M “ 2πα1F cb , we see that the trace in the above expression is vanishing, since F cb is
antisymmetric and we are left witha







The formal mathematical expression for a matrix using the Einstein summation convention is
Mab , so we can safely assume that F
c
b is really a matrix where the identity (A.10) holds. But
one should be aware that the Einstein summation convention can not account for splitting the
determinant of a product of two matrices into a product of two determinants. Therefore the right
hand side of equation (5.108) is a little bit misleading, since we cannot sum over the upper index
c anymore, because after the splitting we are dealing with a simple product of determinants, i.e.
these are purely scalar numbers, that involves no summation at all. In the following, we just use
the indices to denote the mathematical object and to do some neat calculations. Starting with
the insertion of (5.112) into (5.108) we findb


















































































In order to calculate the variation of the gauge fields Ab we use the Euler-Lagrange equations







´ BLBAb “ 0. (5.116)
The second term is again vanishing because L does not depend on the gauge fields Ab directly,
but only on the field strengths F “ dA. With the help of equation (A.13) in Appendix A.2 we
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d ´ δ ad δ bc






d ´ δ ad δ bc
˘a´det gTD7 p2πα1q24
ˆ





































d ´ δ ad δ bc












d ´ δ ad δ bc














d ´ δ ad δ bc












d ´ δ ad δ bc





















The indices of ǫabij run only over the spherical coordinates of the 4567-space, i.e. the indices can
only take ρ and ijk, since for the Minkowski spacetime indices the eight form in the Chern-
Simons term of the action (5.106) is vanishing because of the occurrence of two identical
































210 Chapter 5. Cold Holographic Matter
where the index b remains free, as it should be. We see that the second term are the source free
Maxwell equations written in coordinate language
ddA “ 0, BδǫαβγδFαβ “ 0, (5.120)
























































ǫρbijBiAj “ 0. (5.122)
Because of the different structure regarding the indices in the equation of motions (5.122), it
is useful to separately write drown the equations of motions for the three different cases where
b “ ν, b “ ρ and b “ k. In the first case we will only look at the spacetime indices of the four
dimensional Minkowski spacetime and therefore the second term is vanishing. The last two cases
are described by the indices of the spherical coordinates of the 4567-space, namely the radius ρ















Inserting the induced metric (5.79) on the D7-brane worldvolume as well as its inverse and
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where we used the fact that the induced metric (5.79) is of block-diagonal form and we can insert
for every type of index (ν, ρ and k) the corresponding block of the coordinate representation of
the induced metric. Further simplifications give rise to
0 “ ρ3
a
det rgηντηµσ ˆ R2
ρ2 ` L2
˙2
Bµ pBσAτ ´ BτAσq `
a







































Finally setting λ “ ν we arrive at
0 “ R
4
pρ2 ` L2q2 η











det rgrgij pBjAν ´ BνAjqı . (5.126)
The case b “ ρ is nearly identical to the previous case, but because of the antisymmetry of the

























































det rgrgijFjρ¯ . (5.127)
Inserting the field strength Fµν gives rise to
0 “ R
4
pρ2 ` L2q2 η





det rgrgij pBjAρ ´ BρAjqı . (5.128)
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Finally, we examine the case where b “ k, where k is an index running over the S3 coordinates.









































































ˇ ¨ rgnkρadet rg
0 “ rgnkrgkmloomoon
δ mn



















pρ2 ` L2qrgnk ǫρkija
det rg BiAj .
(5.129)
Setting n “ ℓ and inserting the field strength Fµν we find
















det rgrgijrgkm pBjAm ´ BmAjqı
` 4
R2
pρ2 ` L2qrgkℓ ǫρkija
det rg BiAj . (5.130)
The term rgkℓpdet rgq´1{2ǫρkij can be considered as ǫρkij since ǫρkij is a tensor density of weight ´1
and therefore the indices of the above term can be raised and lowered as for an true tensor. A
second property of the epsilon tensor is its total antisymmetry in all its indices which leads to a
representation of the determinant of the metric while lowering or raising the indices. But since
we will strictly stick to the Einstein summation convention, we will not use this simplifications.
In order to solve these three types of equations of motion, we introduce three types of modes
listed in Table 5.2. For the first type we need vector spherical harmonics that come in three
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Type I Aµ “ 0 Aρ “ 0 Ai “ φ˘I pρq eik¨x Yℓ,˘i pS3q
Type II Aµ “ ζµφIIpρq eik¨x YℓpS3q Aρ “ 0 Ai “ 0
Type III Aµ “ 0 Aρ “ φIIIpρq eik¨x YℓpS3q Ai “ φ˜IIIpρq eik¨x∇iYℓpS3q
Table 5.2. Overview of the three types of modes used to solve the three different types of
equations of motion. Note that for the modes of type I, we use vector spherical
harmonics listed in (5.131a)– (5.131c) whereas for Type II & III scalar spherical
harmonics introduced in (5.91) are used. For the type II modes there is also an
additional constraint regarding the polarization of the modes ζµ, namely we use
transverse polarized waves, i.e. k ¨ ζ “ 0; for details see [260].
different classes
∇i∇
iYℓ,˘j ´RkjYℓ,˘l “ ´pℓ` 1q2Yℓ,˘j , (5.131a)
ǫijk∇jY
ℓ,˘
k “ ˘pℓ` 1qYℓ,˘i , (5.131b)
∇iYℓ,˘i “ 0, (5.131c)
where Yℓ,˘i with ℓ ď 1 transform in the pℓ¯1{2, l˘1{2q-representation and Rij “ 2δij is the
Ricci tensor of the S3. The second equations (5.131b) should strictly be understand with raised
indices on the epsilon tensor (density), but as has been remarked earlier, we can identify it with
the expression in the last term of (5.130). With these preliminaries in mind we can insert the
type I Ansatz in all three equations of motions b “ ν (5.126), b “ ρ (5.128) and b “ k (5.130),
leading to









“ Bν∇iAi “ Bν
”




where we have used the identity of the covariant divergence of a vector field rgijAj , see (A.14)
in Appendix A.2, and the identity of the vector spherical harmonics (5.131b). The equation of
motion for b “ ρ is identical with equation (5.132) in the case of an Ansatz of type I and is
trivially fulfilled as well. The remaining equation of motion is
Type I b “ k:
















det rgrgijrgkm pBjAm ´ BmAjqı` 4
R2
pρ2 ` L2qrgkℓ ǫρkija
det rg BiAj .
(5.134)
Let us insert the type II Ansatz in the three equations of motions starting with











































where the constraint k ¨ ζ “ 0 is translated into BµAµ “ 0 and we have used the definition of the
covariant Laplace-Beltrami operator (A.15) for scalar functions, which applies here because the
vector field Aν is only defined on the Minkowski spacetime and can therefore be regarded as a
scalar with respect to the coordinates on the S3
R4































































φIIp̺q “ 0, (5.136)
After inserting the redefinitions (5.94) we see that equation (5.136) is identical to equation
(5.96) and therefore possesses the same solution.
Type II b “ ρ, k:
ηµνBµBρAν “ Bρ pηµνBµAνq “ 0, (5.137)
which is trivially fulfilled by virtue of the constraint k ¨ ζ “ 0 and BµAµ “ 0, respectively. The
same is true for b “ k so we are finished with the Ansatz of type II. Finally we need to insert the
Ansatz type III in all three equations
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det rgrgij∇jYℓpS3q¯ ikφ˜IIIpρq eik¨x “ 0
ˇˇˇˇ


















˘´ ℓpℓ` 2qφ˜IIIpρq “ 0. (5.138)
So we have found a relation between φIIIpρq and φ˜IIIpρq.
Type III b “ ρ:
0 “ R
4






det rgrgij pBiAρ ´ BρAjqı
0 “ ´ R
4k2
pρ2 ` L2q2φIIIpρq e

















































0 “ ´ R
4ρ2k2





where we have used the fact, that for scalar spherical harmonics YℓpS3q the covariant derivative
and the partial derivative are identical, i.e. ∇iY
ℓpS3q ” BiYℓpS3q. Now we can insert relation











˘ “ 0. (5.140)
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˘ “ 0. (5.141)
As in the scalar case, the solutions are given by hypergeometric functions and the corresponding


















pn` ℓ` 1qpn` ℓ` 2q, ℓ ď 1, (5.142d)
and n P N0. In the next section we move on to finite density backgrounds and employ the
quasi-normal mode analysis in order to search for possible instabilities.
5.2.2. Fluctuations of D7-brane in zero temperature, finite density
backgrounds
The rather technical calculation presented in the last section is retraced, but this time the spec-
trum of fluctuations of bosonic D7-brane worldvolume fields are ascertained in the zero temper-
ature, finite density background given by (5.69). Again the procedure will closely follow [260],
as presented in the previous section, where the finite-mass meson spectrum for zero density
states was computed by solving the fluctuation equations about the constant background solu-
tion ypρq “ L and Atpρq “ 0. The fluctuations are dependent on all spacetime directions of the
D7-brane, i.e. the Minkowski directions, the radial directions and the angles on the S
3. In partic-
ular, we introduce the fluctuations of the embedding functions ypρq and φ, which can be viewed
as the polar coordinates of the remaining S2 after the splitting of the S5, and the worldvolume
gauge field Ab
ypρq ÝÑ ypρq ` p2πα1qχpξq φ ÝÑ 0` p2πα1qϕ Ab ÝÑ δtbAt ` δAb. (5.143)
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First, we expand the induced metric and the Up1q field strength in the fluctuations χ, φ and δAb











































Due to the appearance of F 2 in the action, it is sufficient to expand the field strength in linear
order of the Up1q gauge field fluctuations
δFab “ BaδAb ´ BbδAa. (5.146)
Similarly, the pullback of the four-form is needed only linearly in the fluctuations. Using (5.102)
the expansion in fluctuations read
























The first term vanishes since there are no fluctuations in the Minkowski directions and the last
term yields six entries of the fluctuating four form for a “ 0, . . . , 6 due to the dependence of the
fluctuation φ on all worldvolume coordinates ξ. Using (5.144) we find
































Furthermore, we define the generalized background as follows

















where we have reordered the coordinates as pt, ρ, x, θ1, θ2, θ3qwhere µ, ν, . . . denote the Minkowski
directions and i, j, . . . the coordinates on the S3. This ordering is particularly suitable for our
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numerical computations in Section 5.3.3. Note that we have replaced A1tpρq by ypρq using (5.70).
Due to the coupling it is useful to work with the full generalized metric ηab and its inverse η
ab





ηab ` ηba˘ , ηabA “ 12 `ηab ´ ηba˘ , (5.150)
where the only non-vanishing element of the inverse metric ηabA is η
ρt
A “ ´ηtρA . The action
(5.115) expanded up to quadratic fluctuations does not contain a linear term upon the insertion
of (5.146) and (5.148), as expected, since the background fields are on-shell. Dropping the



























pBcχδρd ` Bdχδρc q ` BcδAd ´ BdδAc







BαϕpBβδAγ ´ BγδAβqǫαβγ .
(5.151)
Varying (5.151) with respect to ϕ, χ, Aρ, At, Aα, and Ai yield the following equations of motion
0 “ Ba








pρ2 ` y2q2 B
2
tχ´ Ba
ˆ?´ηηρρηabS y12pρ2 ` y2q2 Bbχ
˙
` Ba
ˆ?´ηηρtηabS y1ρ2 ` y2 BbδAt
˙
´ Ba
ˆ?´ηηρtηabS y1ρ2 ` y2 BtδAb
˙
, (5.152b)
0 “ ?´ηηρρηρt y
1
ρ2 ` y2 BρBtχ` Ba
`?´ηηρρηabS BρδAb˘ , (5.152c)
0 “ ?´ηηρtηtt y
1
ρ2 ` y2 B
2
tχ´ Ba





`?´ηηttηabS BtδAb˘ , (5.152d)
0 “ ?´ηηρtηxx y
1
ρ2 ` y2 Bt∇χ` Ba
`?´ηηxxηabS ∇δAb˘´ Ba `?´ηηxxηabS BbδA˘ (5.152e)
0 “ ?´ηηρtηij y
1
ρ2 ` y2 BtBjχ` Ba
`?´ηηabS ηijBjδAb˘´ Ba `?´ηηijηabS BbδAj˘
` 4pρ2 ` y2qpρ` yy1qǫijkBjδAk. (5.152f)
We are working explicitly in the “radial” gauge δAρ “ 0, so the equation of motion for δAρ
(5.152c) imposes a constraint on the remaining fields. Due to the anti-symmetry of ǫijk, the last
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term in (5.151) drops out in the equations of motions, i.e. the Chern-Simons term only affect
the S3 gauge field fluctuations Ai in contrast to [267] where the Chern-Simons term shows up
in the full AdS5 gauge field equations of motion. Note that the equations of motion reduce to
(5.90) and (5.126) if we set Fab “ 0 and y1pρq “ 0, albeit in a different gauge: in the zero-
density calculation we implicitly applied the gauge B ¨ A “ ´BtδAt ` BµδAµ “ 0. Due to the
rotational and translational symmetry of our background solution in the field theory directions
we employ the Fourier decomposition in plane waves, where we may choose a finite momentum
in x3 direction. Thus, in our conventions adopted in this chapter the plane wave modes take
the form eiωt´ikx
3
. Let us emphasize again that in this convention the stable modes will appear
in the upper complex ω half-plane. The Fourier transformed equations of motion of the the
transverse gauge field fluctuations δA1 and δA2 decouple from all other fluctuations and are
reduced to a scalar equation, identical to the equation (5.152a) for ϕ. As in Section 5.2.1 we
decompose the fluctuations into S3 scalar and vector spherical harmonics denoted by Yℓ and
Yℓ,˘i , respectively
11 obeying the relations
∇i∇iY
ℓ “ ´ℓpℓ` 2qYℓ,
∇i∇iY
ℓ,˘ ´RkjYℓ,˘ “ ´pℓ` 1q2Yℓ,˘j ,
ǫijk∇jY
ℓ,˘




where ∇i denotes the curved space covariant derivative. Note that the Ricci tensor Rij “ 2δij
due to the maximal symmetric nature of S3 manifold. The scalar harmonics Yℓ transform in
the p ℓ2 , ℓ2 q representation for ℓ ě 0 with respect to the SOp4q “ SUp2qR ˆ SUp2qL isometry of
the S3, whereas the vector harmonics Yℓ,˘i transform in the p ℓ¯12 , ell˘12 q representation, with
ℓ ě 1. Similarly to the decomposition shown in Table 5.2, we may choose the following Ansatz
to decouple the full system of coupled equations of motion. Again, the scalar fields ϕ, χ and
the gauge fields Ai can be decomposed into scalar and vector spherical harmonics, respectively.
Therefore we generalize the Ansatz in Table 5.2 by defining
δAi “ 0, δAt “ εχ, δA3 “ ´ω
k
εχ, χ “ Φpρq eiωt´ikx3 Yℓ, (5.154a)
χ “ 0, δAt “ 0, δA3 “ 0, δAi “ Φ˘pρq eiωt´ikx
3
Yℓ,˘, (5.154b)
χ “ 0, δAt “ 0, δA3 “ Φpρq eiωt´ikx
3





with the definitions of ηij “ ηS3rgij “ r2
ρ2
rgij . The scalar harmonics Ansatz (5.154a) and the
vector harmonics Ansatz (5.154b) decouple from each other since they transform in different
representation of the SOp4q. On the contrary, the Ansatz (5.154c) entails a coupling between
the scalar and vector harmonics. Moreover, for all other scalar equations ϕ, δA1, and δA2 we
use the Ansatz(5.154a). Inserting the Ansatz (5.154) into the equations of motion, (5.152a) to
11Corresponding to (5.92) and (5.131), respectively.
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(5.152f) as well as Atpρq “ 1p2πα1q 1εypρq (c.f . (5.70)), we find
0 “ Ba




`?´ηηklηijBjδAl˘´ Ba `?´ηηijηacS BcδAj˘` 4 `ρ2 ` y2˘ pρ` yy1qǫijkBjδAk, (5.155b)
0 “ Ba
ˆ?´ηηabS 1ρ2 ` y2 BbδA3
˙
. (5.155c)
In particular, we see that (5.155a) and (5.155c) are identical to the equations of motion of χ
and of course, ϕ, δA1, and δA2. Thus, all scalar fluctuations and the gauge field fluctuations in
Minkowski directions obey the same equation of motion, as expected, since all these fluctuations
are build from scalar spherical harmonics Yℓ or ∇iY
ℓ on the S3. The radial dependent part of all
these fluctuations will be collectively denoted by Φpρq. For the fluctuations arising from vector
spherical harmonics Ym,˘ (5.155b), we find two different equations of motion denoted by Φ`pρq
and Φ´pρq. Using the relations (5.153) for the spherical harmonics the equations of motion can
be reduced to
0 “ Bρ
`?´ηηρρηxxBρΦ˘´?´η `ω2ηttηxx ` k2pηxxq2 ` ℓpℓ` 2qηS3ηxx˘Φ,
0 “ Bρp
?´ηηS3ηρρBρΦ˘q ´
`?´η `ηS3pω2ηtt ` k2ηxxq ` pηS3q2pℓ` 1q2˘
˘4 `ρ2 ` y2˘ pρ` yy1qpℓ` 1qarg¯Φ˘,
(5.156)
The first equation follows from (5.155a) and the second from (5.155b). Recalling the interpre-
tation of the AdS5 radial coordinate as a field theory energy scale, the background solutions ypρq
and Atpρq describe a RG flow. The coupling of some of the fluctuations corresponds to a mixing
of the dual field theory operators under the background field induced RG flow. From the fact that
χ, δAt and δA3 are coupled, we may infer that the dual field theory operators OM , J t, and Jx
3
are mixed as well, whereas all other fluctuations are decoupled and so the dual meson operators
do not mix with any other meson operator.
To check the validity of (5.156) let us compare to the zero density calculation. In this case the
scalar fluctuations decouple form all other fluctuations, as can be seen in (5.89). In the finite
density case the ϕ fluctuations are identical to the zero density case ϕ fluctuations, (5.152a)
but the χ fluctuations do arise from different background fields, namely ypρq “ L and the finite
density background solution (5.69). In particular for mq “ 0 the parameter ε vanishes and ac-
cording to (5.154a) decoupling χ from all other fluctuations. Since ϕ and χ are the only fields
on the D7-brane worldvolume that are charged under the chiral Up1qR symmetry, we expect that
these fluctuations are decouple from the uncharged fields being in different representations of
the Up1qR. For mq ‰ 0 the Up1qR is broken so the χ fluctuation may couple to other fluctuations
as can be seen in (5.154a) with ε ą 0 and we may consider (5.154a) as the generalization to
finite density of Table 5.2. Hoverer, due to the symmetries of the S3 spherical harmonics the
scalar fluctuations χ does decouple eventually, c.f . (5.155a). Comparing to Table 5.2 we see that
(5.154b) describes type I gauge field fluctuations, whereas the type III gauge field fluctuations
are modified by our different gauge choice and generalized to finite density in (5.154c). The type
II gauge field fluctuations are characterized by scalar harmonics on the S3 only in the Minkowski
components, whereas in our case the finite density explicitly breaks Lorentz invariance to spatial
rotation and translations. Thus, only the fluctuations of the gauge field components δA1 and δA2
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still decouple, but for finite quark masses δAt and δA3 are coupled to χ.
The special case ℓ “ 0 yields an ill-defined Ansatz in (5.154c), similarly to the type III fluc-
tuations. Equation (5.152b) and (5.152f) can be viewed as constraint equations arising from
δAρ “ 0 and δAi “ 0, respectively, which are trivially fulfilled in the case ℓ “ 0 and hence
eliminating one of the constraints. The reduction in the constraints gives rise to an additional
degree of freedom that can be identified with the zero sound mode. Therefore as an additional
sanity check of our system of equations of motion (5.152), let us re-derive the zero sound mode
found in [264,268,269].
Zero sound mode
The field theory zero sound mode appears as pole in the correlation functions of the dual Up1qB
current, which are singlets under the global SOp4q symmetry. On the gravity side, the fluctu-
ations of δAt and δA3 with ℓ “ 0 describe zero modes on the S3. For finite flavor masses we
have a non-trivial D7-brane embedding which additionally allows a coupling to the ℓ “ 0 mode
of the fluctuation χ [268]. Therefore our Ansatz (5.154a) should include a zero sound mode.
Unfortunately, (5.152f) is trivially satisfied for ℓ “ 0 since the derivatives with respect to the S3
directions are zero. Since we can view (5.152f) as a constraint equation for δAi “ 0, we expect
to find an additional physical degree of freedom which is independent of the fluctuations follow-
ing from (5.154a). Thus, we may take the simplest Ansatz involving only ℓ “ 0 S3, plane-wave
fluctuations χ, δAt, and δA3. Let us first define two functions, f1 and f2 given by
f1 “ δAt ´ εχ, f2 “ ωηρty1χ` ω η
tt
ηxx
δAt ´ kδA3, (5.157)







and the relevant equations of motion (5.152b) and (5.152d) read
0 “ Ba
`?´ηηabS ηxx `1´ ηρρηxxy12˘ Bbχ˘` Ba `?´ηηabS ηxxηρty1BbδAt˘
` ω?´η pηxxq2 ηρty1f2, (5.159a)
0 “ Ba






















we obtain a simplified equation of motion for f1,`
ε2 ´ 1˘ Bρ `ηtt{ηxx˘?´ηBρf1 ` Ba `?´ηηabS ηxxBbf1˘` ω?´η pηxxq2 f2 “ 0. (5.161)
Since the fields f1 and f2 are not gauge-invariant we need to take pure gauge solutions into
account [270]. As an advantage of our approach we have to deal only with one dynamical
equation (5.161) in contrast to [268]. As explained below (5.156) in the mq “ 0 or ε “ 0 case
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the chiral Up1qR symmetry is restored and so χ decouples in (5.157) since it transforms in a
different representation as the uncharged gauge field fluctuations δAt and δA3. In this case the
scalar and gauge field fluctuations can be viewed as a finite-density generalization of the type II
fluctuations in Table 5.2.
Following [264,268] we determine the zero sound dispersion relation by matching two solutions
in different limits in their overlapping regime. First we solve the equation in the near horizon
limit ρ Ñ 0 and expand this solution for small frequencies ω ! ρ and momenta k ! ρ while
keeping ω{k fixed. Secondly, we solve the equation in the low-frequency and low-momentum
limit and then conduct a near horizon expansion of the solution. The infalling solutions near the
horizon with rescaling ω ÝÑ ω?1´ ε2 are given by
f1 “ c1 e´
iω
ρ ρ7p1`Opρqq, f2 “ c2 e´
iω
ρ ρ2p1`Opρqq, (5.162)
where the horizon normalization constants are related by
c2 “ ´i 6c?
1´ ε2ε2N 2D7
c1, (5.163)
This is in agreement with the fact that we deal only with one dynamical equation, so to be
consistent one of the two integration constants must be eliminated.





˙?´ηBρf1 ´ Bρ `?´ηηρρS ηxxBρf1˘ “ 0. (5.164)



















with C being an undetermined constant. Note that we can add an arbitrary constant to f1 to
generate a new solution since (5.164) depends only on Bρf1. This constant has been already
fixed by the matching condition of the near horizon limit and the low-frequency limit of the
solution in (5.162) as explained above. Equation (5.166) can be converted into an incomplete
Beta function or a hypergeometric function given by


































f2 “ C 2ω
1´ ε2
Γp 76 qΓp 43 q?
π
. (5.169)
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The gauge-dependent fields change under gauge transformations of the following form δAb Ñ
δAb`Bbα. In order to preserve the gauge choice δAρ “ 0, the pure gauge solution cannot depend
on ρ and must be of plane-wave type, i.e.
χ “ 0, δAt “ iω eiωt´ikx3 , δA3 “ ´ik eiωt´ikx3 . (5.170)
Using the definitions of f1 and f2 in (5.157), the boundary expansion of the pure-gauge solution
with η
tt{ηxx Ñ ´1 reads
lim
ρÑ8
f1 “ iω, lim
ρÑ8
f2 “ ´ipω2 ´ k2q. (5.171)
Near the boundary the leading contribution will be given by a linear combination of (5.169)
and (5.171) that sources the dual field theory operators. For quasi-normal modes the leading

















iω ´ipω2 ´ k2q
‚˛“ iC Γp 76 qΓp 43 q?
π
ˆ














This is in agreement with the zero sound dispersion relation found in [268] for finite mq and
[264] for mq “ 0 reading
ωpkq “ ˘ 1?
3
k ` i k
2
6µ
`O `k3˘ . (5.174)
After gaining confidence in the correctness of our fluctuation equations by re-deriving the zero
sound mode, we move on to further simplify the equations of motion in order to bring them in a
suitable form for numerical treatments. Let us first introduce dimensionless variables in addition




























































pρ¯6 ` 1q ` 1
ε2
´ 1˘ . (5.177)
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Rewriting the equations of motion in a form susceptible for a singular point analysis, the final
version of our system of equations (5.156) reads
Φ2 ` p1pρ¯qΦ1 ` q1pρ¯, ω¯, k¯, ℓqΦ “ 0, (5.178a)




1` ρ¯6 , (5.179a)




pρ¯2 ` y¯2q2 ´
k¯2ρ¯6
p1` ρ¯6qpρ¯2 ` y¯2q2 , (5.179b)
p2pρ¯q “ ρ¯
2p2` 5ρ¯6q ` p´2` ρ¯6qy¯2 ` 4ρ¯p1` ρ¯6qy¯y¯1
ρ¯p1` ρ¯6qpρ¯2 ` y¯2q , (5.179c)
q˘2 pρ¯, ω¯, k¯, ℓq “ ´
pℓ` 1q2ρ¯4








pρ¯2 ` y¯2q2 ´
k¯2ρ¯6
p1` ρ¯6qpρ¯2 ` y¯2q2 . (5.179d)
The numerical solutions and in particular the quasi-normal mode analysis conducted in Section
5.3 allows us to obtain insights into the physical nature of the modes and the existence of any
instabilities as explained above.
Finally, we want to elucidate the connection between the fluctuations and the near horizon AdS2





`O `ρ¯7˘ . (5.180)
Let us first consider the equation (5.178a) for Φpρ¯q. The scaling behavior of (5.179b) is as
follows: the dominant term in q1pρ¯, ω¯, k¯, ℓq scales at leading order as ω¯2{ρ¯4, followed by ℓpℓ `
2qρ¯4 and k¯2ρ¯6. Since only the time and radial coordinates appear in the AdS2 we expect an
suppression of the linear momenta of the Minkowski directions and the angular momenta of the
S3 directions. According to (5.179a) in the near horizon limit p1pρ¯q Ñ 3ρ¯5 is only of sub-leading
order and hence can be removed from (5.178a). Therefore, in the near horizon limit ρ¯ Ñ 0




p1´ ε2qΦ “ 0. (5.181)






p1´ ε2qΦˆ “ 0, (5.182)
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Similarly, the near horizon limit ρ¯Ñ 0 of the Φ˘pρ¯q equation (5.178b) is constructed by looking
at the leading contribution in q2pρ¯, ω¯, k¯, ℓq (5.179d) which yields the identical result as before.
The coefficient function p2pρ¯q behaves in the near horizon limit ρ¯Ñ 0 as p2pρ¯q Ñ 2{ρ¯ and thus to






p1´ ε2qΦ˘ “ 0, (5.183)
which is identical to (5.182) and again a massless scalar equations in AdS2 with frequency
ω¯
?
1´ ε2, where the rescaling by a factor of ρ¯ is not even necessary. The emergent near horizon
AdS2 region is intimately related to a non-trivial profile of Atpρ¯q which corresponds to a finite
density on the field theory side. Zero density solutions are Lorentz invariant, hence the spatial
momentum k cannot be suppressed in the near horizon limit with respect to the frequency ω,
since ´kµkµ “ ω2 ´ k2. Due to the appearance of a massless scalar field in the emergent AdS2
spacetime which cannot violated the AdS2 BF bound given by ´1{4, we cannot obtain an insta-
bility in (5.182) and (5.183) for all values of k¯, ε, and ℓ. Nonetheless, there are two known
deformations that are capable of triggering instabilities without violating the AdS2 BF bound: a
sufficiently large Up1qB magnetic field, introducing a spontaneous breaking of the chiral Up1qR
symmetry for massless flavor fields [274–276], and an enhancement of the flavor symmetry to
include an isospin chemical potential via the Cartan generator of Up1qB ˆ SUp2q. In the latter
case an additional coincident D7-brane needs to be introduced which causes vector meson con-
densation and leads to a p-wave superconductor or superfluid state [215–217, 222]. Further
evidence comes from bosonic worldvolume fluctuations with zero sound modes, that “see” an
effective AdS2 near horizon region [254]. This follows from the fact that after rescaling f1’ by a
factor of ρ7 and f2 by a factor of ρ
2 the fluctuations obey again an equation of motion identical
to a massless scalar in AdS2.
5.3. The Spectrum of Quasi-Normal Modes in Finite Density
Systems
Overview
• Matching method of inner and outer horizon used for
small frequency and momentum expansion.
• Irregular singular points in equations of motion
ÝÑ Zig-Zag method devised to disentangle in-going and out-going
boundary conditions at the horizon.
• No instabilities found ÝÑ existence of “R-spin” diffusive mode.
Mesonic operators of the dual field theory correspond to fluctuation of the D7-brane world-
volume fields. According to the holographic dictionary of the gauge/gravity duality or more
precisely, the AdS/CFT correspondence the on-shell bulk action is identified with the field the-
ory generating functional for correlation functions. The dual two-point functions are established
by the linearized solutions the to bulk equations of motion for the fluctuations (5.178a) and
(5.178b). In the real-time formalism the Lorentz signature allows for two different correla-
tors, the advanced and the retarded Green function which corresponds to different near horizon
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boundary conditions of the bulk field, namely out-going and in-going waves, respectively. Physi-
cally, we are interested in retarded Green functions therefore we will impose in-going boundary
conditions in the near-horizon region corresponding to waves propagating into the deep interior
of AdS5 [78]. Since we are only interested in the stability of our ground state, i.e. the given fixed
gravity background describing finite density at zero temperature, it is sufficient to compute the
eigenfrequencies of the linear operators in (5.178a) and (5.178b), instead of the full correlator.
In general the eigenfrequencies are related to quasi-normal modes with complex eigenvalues due
to the “leakage” of the standing wave across the AdS5 Poincaré horizon. This is in agreement
with the field theory expectation of mesons with finite lifetime in a finite density background.
The quasi-normal modes are dual to poles in the retarded Green functions and hence an insta-
bility appears as a pole in the lower complex frequency half-plane12 yielding a fluctuation with
uncontrolled exponential amplitude. Technically, the main difficulty arise from the presence of ir-
regular singular points in (5.178a) and (5.178b) in order to apply the known recipes to compute
quasi-normal modes. Therefore, we need to deal with the irregular singular points by employing
a tricky combination of analytical and numerical techniques. The analytical low-frequency form
of the correlators are determined by a matching technique following [261], which is explained
in detail in Section 5.3.1. Furthermore, in Section 5.3.2, we discuss the nature of the singular
points and review one of the main approaches to deal with such points namely, Leaver’s method,
and explain the difficulties that arise in employing this method for the case at hand. Finally, we
present our own numerical method geared towards the computation of the quasi-normal mode
spectra, which are discussed in the final Section 5.3.3
5.3.1. Low-frequency expansion of fluctuations
Instabilities are signaled by quasi-normal modes crossing into the lower-half of the complex
frequency plane at small absolute frequency. Following [261] the exact from of the retarded
Green functions can be obtained in the low-frequency limit as follows: Divide the radial direction
into two regions dubbed the “inner” and the “outer” regions which are defined as ρ¯ ! 1 and
Ω{ρ¯ ! 1, respectively, and the overlap of both regions is given for small frequencies Ω ! 1..
Note that the inner region is given by the emergent AdS2 near horizon geometry, suggesting the
emergence of a finite-density p0 ` 1q-dimensional effective CFT at low energies. Applying the
holographic dictionary to the AdS2 geometry itself, yields for every AdS2 field a dual operator of
the p0 ` 1q-dimensional CFT living at the outer boundary which is matched to the outer region.
Massless fields in the inner AdS2 region are related to marginal dimension one scalar operators of
the p0`1q-dimensional CFT with Green functions encoding the low-frequency behavior of the full
Green function as will be explicitly shown. As derived in the last section, all bosonic fluctuations
of the D7-brane fields obeyed identical equations of motion of a massless scalar in the AdS2
region independent of their other quantum numbers, such as the spin, linear momentum in the
Minkowski directions or angular momentum in the S3 directions. Therefore, the field theory
mesonic operators are dual to a marginal scalar operators of an effective low-energy p0 ` 1q-
dimensional CFT independent of their spin, momentum or SOp4q charges.
Let us start with the equation of motion for Φpρ¯q in the inner region given by (5.181). Using the
rescaled version (5.182) with Φpρ¯q ÝÑ ρ¯Φpρ¯q the in-going solution expanded Ω ! ρ¯ in reads







, Ω ” ω¯
a
1´ ε2. (5.184)
12Note again the different sign convention, such that stable modes appear in the upper-half of the complex frequency
plane, conversely to the conventions in Section 2.2.
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We find a massless AdS2 scalar, dual to a dimension-one operator in the non-normalizable leading
term and according to the holographic dictionary we identify the coefficient of the normalizable
sub-leading term as the expectation value of the dimension one-operator. The two-point corre-
lator for linearized equations or more precisely in linear response is given by the ratio of the
coefficient of the normalizable to the non-normalizable mode which yields the expected result of
iΩ [261]. The complete inner region expansion yields
Φpρ¯q “ ρ¯ e´ iΩρ¯ p1`Opρ¯5qq, (5.185)
which can be approximated for small frequencies as
Φpρ¯q « ρ¯´ iΩ. (5.186)
The outer region expansion is obtained by the the leading-order small-frequency solution from
(5.178a) in the limit ω¯ Ñ 0 with two linearly independent solutions denoted by Φ0pρ¯q and Φ1pρ¯q.
A generic solution may be constructed by linear combinations of Φ0pρ¯q and Φ1pρ¯q, with arbitrary
coefficients depending on all parameters, i.e. pΩ, k¯, ε, ℓq. Imposing the matching conditions be-
tween the inner region and outer region given by Φ0pρ¯q Ñ 1 and Φ1pρ¯q Ñ ρ¯ as ρ¯ Ñ 0 fixes the
Ω-dependence of the ratio of the coefficients, so at small frequencies we find
Φpρ¯q “ Φ1pρ¯q ´ iΩΦ0pρ¯q. (5.187)
We find a normalizable and a non-normalizable solution in the vicinity of the AdS5 boundary
denoted by ΦVpρ¯q identified as the source and ΦSpρ¯q identified as the vacuum expectation value,
respectively. In general, the boundary solutions are connected to the horizon by a linear map of
the following form
Φ1pρ¯q “ a1ΦSpρ¯q ` b1ΦVpρ¯q,
Φ0pρ¯q “ a0ΦSpρ¯q ` b0ΦVpρ¯q,
(5.188)
where the pk¯, ε,mq-dependence of the coefficients a1, b1, a0, b0 is omitted. Close to the AdS5
boundary (5.187) reduces to
Φpρ¯q “ pa1 ´ iΩa0qΦSpρ¯q ` pb1 ´ iΩb0qΦVpρ¯q, (5.189)
where the coefficient of the first term is related to the source and the coefficient of the second
term to the expectation value. Thus, the retarded Green function GpΩq is given by the ratio
GpΩq “ b1 ´ iΩb0
a1 ´ iΩa0 . (5.190)
Note that the retarded Green function additionally depends on all the omitted parameters pk¯, ε, ℓq.
The leading small frequency behavior of all fluctuations in (5.178a) is completely determined by
(5.190) which in turn is controlled by the p0` 1q-dimensional CFT Green function given by ´iΩ.
For the other fluctuations the analysis is virtually identical, with the main difference that in the
inner region we do not need to rescale the field by a factor of ρ¯, so (5.184) is the inner region so-
lution instead of (5.186). Again the outer region expansion with Φ˘0 pρ¯q and Φ˘´1pρ¯q is matched
with the inner region solution and we can relate the the normalizable and non-normalizable
solutions in terms of a linear transformation
Φ˘0 pρ¯q “ a˘0 Φ˘S pρ¯q ` b˘0 Φ˘V pρ¯q,
Φ˘´1pρ¯q “ a˘´1Φ˘S pρ¯q ` b˘´1Φ˘V pρ¯q.
(5.191)
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´1 are necessarily real, which follows directly
from the zero frequency forms of (5.178a) and (5.178b). In order to determine these coefficient,
we need to find the solution of Φpρ¯q and Φpρ¯q˘. We succeeded only to determine their numerical
solution by the standard prescription which allows us to determine the coefficient at vanishing
frequency Ω “ 0, applied extensively in Section 4.5. Luckily, in the zero frequency case the
irregular singular point ρ¯ “ 0 reduces to a regular singular point in (5.178a) and (5.178b), that
can be solved without introducing any special mathematical methods. Thus, we numerically
compute the coefficient for different values of pk¯, ε, ℓq and check for instabilities via pole structure
of the Green functions (5.190) and (5.192). Taking the Ω Ñ 0 limit into account we find poles
crossing the real line for a1{a0 Ñ 0´ or a˘0{a˘´1 Ñ 0´. Our numerical analysis is restricted to
modes with ℓ ď 2 related to the dimension of the dual operator such that a larger ℓ corresponds
to a higher dual operator dimension. Heuristically, in field theories we expect instabilities to be
triggered by the most relevant operators, i.e. the operators with the lowest scaling dimension.
This is in general true for phase transitions, where the critical point is controlled by a CFT, e.g.
quantum critical points and related quantum critical regions. If relevant deformations fail to
induce a RG flow from the mixed fixed point, describing the critical point, to a stable fixed point,
describing a different phase of matter (c.f . Figure 2.4), it is highly unlikely that less relevant
operators might succeed. Thus, we do note expect instabilities in higher ℓ modes. Studying
numerically the parameter range of ǫ P p0, 0.9q and k¯ P p0, 50q of the ℓ “ 0, 1 modes of Φpρ¯q, the
ℓ “ 1 mode of Φ`pρ¯q and the ℓ “ 1, 2, 3 modes of Φ´pρ¯q, we did not detect any instabilities. In
fact the results for Φpρ¯q and Φ`pρ¯q do not exhibit any particularly interesting features. However,
the modes ℓ “ 1, 2, 3 of Φ´pρ¯q yields an interesting dispersion relation coming from
a´0
a´´1
Ñ Dpεqk¯2 ą 0 for k¯ Ñ 0. (5.193)
This is a typical diffusion mode with dispersion relation Ω “ iDpεqk¯2 and numerically com-
putable diffusion constant Dpεq as shown in Figure 5.3 For example the dual operator to Φ´pρ¯q
with m “ 1 is a dimension two scalar operator in the SUp2qR vector representation [260] and
hence can be written explicitly in terms of a SUp2qR doublet of squarks
OI “ Qα:σIαβQβ , (5.194)
where the doublet is defined as Qα “ pq, q˜:qT and σIαβ denote the SUp2qR Pauli matrices.
5.3.2. A Numerical method for irregular singular points: The zig-zag
method
The presence of irregular singular points in (5.178a) and (5.178b) is a main obstacle to compute
the quasi-normal modes numerically, by the usual recipe. More precisely, the irregular singular
point arises at ρ¯ “ 0 since the coefficients p1pρ¯q and p2pρ¯q possess a simple pole but q1pρ¯, ω¯, k¯, ℓq
and q2pρ¯, ω¯, k¯, ℓq a quartic pole. In the near horizon limit of Φpρ¯q (5.181) we find two solutions
ρ¯ e˘iΩ{ρ¯ , one in-going with negative sign and the out-going with positive sign. Applying our
recipe of imposing the in-going wave boundary condition at a small yet finite ρ¯, and numerically
integrate the equation of motion we find a solution that is extremely sensitive under variations of
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Figure 5.3. The “diffusion constant” Dpεq{?1´ε2 defined in (5.206) found in the ℓ “ 1, 2, 3 quasi-
normal modes of Φ´pρ¯q for k¯ Ñ 0 plotted against the ratio ε “ p2πα1qmq{µ. The
corresponding dual operator is a Lorentz scalar in the vector representation of the
SUp2qR. Thus, physically we may view this mode as a “R-spin diffusion” adding
to the zero sound mode evidence that holographic quantum critical matter may be
described by an effective theory resembling hydrodynamics very closely. Further-
more, we can even draw an analogy to “spin diffusion” modes in real world itin-
erant electron systems in the spirit of [277, 278]. Low energy electronic systems
exhibit strong suppression of the spin-orbit interaction and thus spin rotations de-
couple entirely from spacetime rotations, rendering the electron spin an internal
SUp2q quantum number and hence a global symmetry with a well-defined rate of
expansion/diffusion.
the deep interior starting point ρ¯. Thus, the solutions still depend on the deep interior properties
of the equation of motion and hence are unphysical. For quasi-normal modes with complex
frequencies, we find an exponentially growing in-going solution while the out-going solution is
exponentially suppressed as ρ¯Ñ 0. However, the near horizon series expansion
Φpρ¯q “ ρ¯ e´ iΩρ¯ `1`O `ρ¯5˘˘ , (5.195)
is only accurate for sufficiently small ρ¯ and thus the numerical error is effectively susceptible
to the exponentially suppressed solution out-going solution rendering the initial values of the
integration inaccurate. To deal with such problems some techniques have been invented [261,
279–282] i.a. the already used matched asymptotic expansions at small frequency. The matrix,
determinant or Leaver’s method [279,281] generically allows to deal with arbitrary frequencies.
For example, extracting the leading behavior of Φpρ¯q near each singular point, we may set Φpρ¯q “
ρ¯ e´iΩ{ρ¯ Φ˜pρ¯q and insert this Ansatz into (5.178a) to obtain an equation for Φ˜pρ¯q. Solving this
equation by choosing a non-singular point, such that the series expansion of Φ˜pρ¯q about this
point has an radius of convergence which includes the the two singular points at the horizon
and at the boundary. Choosing a general Ansatz for the series expansion with coefficients cp





we obtain n` 1 equations for the n` 1 unknown coefficients cp that may be written as a linear
transformation of the form
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nÿ
p“0
Mqpcp “ 0, (5.197)
with the matrix Mqp being dependent on ω¯, k¯, ε, and ℓ. The quasi-normal modes are determined
by the roots of the determinant, i.e. detMqp “ 0, and for sufficiently large n the results should
converge to trustworthy values, which we identify with the actual physical values. This method
is working perfectly for fields in the extremal AdS-Reissner-Nordström black hole [253,281,283]
due to the fact that for charged fields the coefficients cp, up to some order n, exhibit a nine-
term recurrence relation yielding a diagonal band matrix Mqp with a width of nine and hence
allow for an fast and efficient calculation of detMqp “ 0 even for large values of n. Yet in our
case a difficulty arise: the matrix Mqp is generically an upper triangular matrix such that the
computation of its determinant becomes increasingly difficult for larger values of n. In order to
have more efficient numerics we devised an method adapted to our specific problem.
i Choose an arbitrary value for the frequency ω¯ “ ω¯testQNM which needs to be tested if it is a
quasi-normal mode.,
ii Analytically continue the radial coordinate ρ¯ to complex values in such a way that the
phase of the radial coordinate coincides with the phase of the arbitrary chosen frequency,
i.e. arg ρ¯ “ arg ω¯testQNM. This reduces the exponent of ρ¯e˘iΩ{ρ¯ to purely real values, such that
the in-going and the out-going solutions become purely oscillatory and hence are simple to
disentangle.
iii Specify a contour that connects the origin of the complex ρ¯ plane with infinity on the real
ρ¯ axis in such a way that we start with the phase given by arg ρ¯ “ arg ω¯testQNM and avoid any
branch cuts appearing in the complex ρ¯ plane.
Unfortunately, there are branch cuts introduced by the background solution y¯pρ¯q of (5.177) in
the coefficients p2pρ¯q, q1pρ¯, ω¯, k¯,mq, and q2pρ¯, ω¯, k¯,mq. The solution (5.177) written in terms of


























The hypergeometric function exhibit a branch cuts for arguments running from one to infinity.
In the complex ρ¯ plane we thus find six branch cuts corresponding to ρ¯ “ 8 and ρ¯6 ` 1 “ 0.
In order to avoid crossing these branch cuts, the integration contour follows a “zig-zag” line ,
where for small values of |ρ¯| we follow the arg ρ¯ “ arg ω¯testQNM line up to the point where the
contribution from the out-going solution is negligible, but still smaller than the starting point
of the branch cut |ρ¯| “ 1. Then, we turn to the real ρ¯ axis moving along a segment of a circle
with fixed radius |ρ¯| until we reach arg ρ¯ “ 0. The final segment of the integration contour is
simply given by the real ρ¯-axis to ρ¯ “ 8. For the actual numerical integration we will stop at
a sufficiently large value of ρ¯. The complete integration contour along with the branch cuts of
the hypergeometric function is displayed in Figure 5.4. At each of the turning points ρ¯1 and ρ¯2
we need to specify matching conditions for combining the solutions on the three segments of the
integration contour. For an analytical solution in the complex ρ¯ plane the matching condition at
the turning points of a second order differential equation read
ΦIpρ¯1q “ ΦIIpρ¯1q, Φ1Ipρ¯1q “ Φ1IIpρ¯1q,
ΦIIpρ¯2q “ ΦIIIpρ¯2q, Φ1IIpρ¯2q “ Φ1IIIpρ¯2q,
(5.199)
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Figure 5.4.
Illustration of the zig-zag contour: The complex
branch cuts of the coefficients from equations
(5.178a) and (5.178b) displayed as dashed blue
lines ( ) in the complex ρ¯ plane. The con-
tour of integration is indicated by the solid or-
ange curve ( ) and the respective segments are
labeled as I, II and III between the turning points
denoted by ρ¯1 and ρ¯2. The “test” quasi-normal





as dashed black line ( ) that ends at the dot
labeled ω¯testQNM.











where the derivatives are taken along the direction of the corresponding segment of the contour.
As an example, let is explicitly illustrate our method by considering Φpρ¯q. First, we determine










where the constant coefficients are recursively computed, starting from α6 up to the order pmax.
For our numerical integration the coefficients up to α12 are sufficient to start the computation
at finite ρ¯ ď 0.1. As we explicitly checked, the numerical results are extremely stable under
variations of the starting value. After integrating the equations of motion numerically along
the zig-zag contour shown in Figure 5.4, we read off the leading normalizable and subleading
non-normalizable solution at the AdS5 boundary by fitting the numerical solution for sufficiently
large ρ¯ to the boundary expansion
Φpρ¯, ω¯, k¯q « Apω¯, k¯qΦSpρ¯q `Bpω¯, k¯qΦVpρ¯q, (5.201)
with
ΦSpρ¯q “ 1` pω¯
2 ´ k¯2q log ρ¯
2ρ¯2
`Opρ¯´3q, ΦV pρ¯q “ ρ¯´2 `Opρ¯´3q. (5.202)
for ℓ “ 0. For general ℓ, the boundary expansion reads
ΦSpρ¯q « ρ¯ℓ, ΦVpρ¯q « ρ¯´ℓ´2 (5.203)
which agrees with the boundary expansion of the scalar and type II and III gauge fluctuations
in the zero density case. The coefficients Apω¯, k¯q and Bpω¯, k¯q in (5.201) are identified with
the source and the vacuum expectation value of the dual operator, respectively. According to
the holographic dictionary linear response functions are defined as the ratio of the expectation
value and the source. The poles of the retarded Green function is thus given by Bpω¯,k¯q{Apω¯,k¯q and
the quasi-normal modes are located at the zeros of |Apω¯,k¯q{Bpω¯,k¯q|. The quasi-normal search is
conducted by a minimization procedure implemented in Mathematica Code D.4 over the complex
ω¯ plane for different fixed values of pk¯, ǫ, ℓq. The overall accuracy we aimed for so far, allows us

























Figure 5.5. The curves show the location of the first three quasi normal modes of Φpρ¯q for
ℓ “ 0, labeled by n “ 1, 2, 3. Upon varying the momentum k¯ indicated by the
solid colored lines the quasi-normal modes are shifted sideways while for discrete
variations in ε „ mq{µ (ten for n “ 1, 3 and nine for n “ 2 running from 0 to 0.9,
and 0.8, respectively, with a step size of 0.1) we choose different colors. The dashed
line indicates the behavior of the quasi-normal modes for vanishing momenta as ε
is increased. There are no quasi-normal modes in the lower complex ω¯ half-plane
indicating a stable ground state of the system. Since only ω¯2 enters the equations
of motion, we find a mirror symmetric spectrum in the complex ω¯ plane.
to treat values between 10´4 and 10´2 as sufficiently small to be considered zero, effectively.
The computational procedure of Φ˘pρ¯q follows exactly the same steps, except that the boundary
expansion of Φ˘pρ¯qfor arbitrary ℓ is given by
Φ`S pρ¯q « ρ¯ℓ`1, Φ`V pρ¯q « ρ¯´ℓ´5, (5.204)
Φ´S pρ¯q « ρ¯ℓ´3, Φ´V pρ¯q « ρ¯´ℓ´1. (5.205)
As expected the leading behaviors of Φ˘V pρ¯q agree with the type I fluctuations of Table 5.2.
The zig-zag method proved to be extremely stable under variations of the initial starting value
ρ«¯10´1. As a more rigorous test of the stability of the zig-zag method we compare our numer-
ically determined quasi-normal modes of Φ´pρ¯q to the R-spin diffusion mode arising in G´pΩq
of (5.192). At small frequencies the solution of the zig-zag method perfectly agrees with the
dispersion relation Ω “ iDpεqk2 of the R-spin diffusion mode.
5.3.3. Numerical results
The spectrum of the quasi-normal modes for ℓ “ 0, ε P r0, 0.9s and k¯ P r0, 10s of Φpρ¯q is shown
in Figure 5.5. Higher values of k¯ were not accessible to our numerical procedure since the
value of |Apω¯,k¯q{Bpω¯,k¯q| in the vicinity of its zeros was increasing drastically, rendering a stable
minimization procedure impossible and thus the identification of the precise location of the zero
failed for the required accuracy.


















Figure 5.6. Investigating the real part of the first quasi-normal frequency of Φpρ¯q for ℓ “ 0
given by the n “ 1 point in Figure 5.5, yields the curves shown for values of ep-
silon ε “ 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 from bottom to top. For increasing
momentum k¯ the modes approaches the lightcone given by the solid blue line ( )
intersecting the origin. For k¯ “ 10 the asymptotic velocities given by the slope
Re ω¯{k¯ are within 10% of vlight.
There are no instabilities in the system arising from quasi-normal modes crossing into the lower
complex ω¯ half-plane. Still there is a peculiarity visible in Figure 5.5, the imaginary part of the
quasi-normal mode decreases for increasing momentum k¯ in contrast to the zero sound disper-
sion relation (5.174). In the large momentum limit k¯ Ñ 8 we should recover a ultra relativistic
theory where the slope of the real part of the dispersion relation should reach the speed of light,
i.e. Re ω¯ “ vlightk¯. As plotted in Figure 5.6, the slope of our numerical solution reaches about
10% of the speed of light at the largest values of k¯ « 10 accessible in our numerical procedure.
Similar results are found in the case ℓ “ 1 in particular no instability occurred as well for all
values of ε and k¯ numerically explored. The results for the quasi-normal modes of Φ`pρ¯q with
ℓ “ 1 are presented in Figure 5.7. Due to numerical problems in locating the precise position of
the poles of the corresponding Green function, only the lowest lying quasi-normal mode could be
resolved with satisfying accuracy. Since there is no instability in the lowest laying quasi-normal
mode, it is highly unlikely that any instability might arise for higher excitations. Heuristically,
the most relevant modes should be sensitive to a true physical instability. As reasoned in Section
5.3.1, we are interested in the ground state instabilities therefore we may also rule out insta-
bilities arising from ℓ ą 1 quasi-normal modes corresponding to operators with higher scaling
dimension. In Figure 5.8 the results of the first three quasi normal modes of Φ´pρ¯q with ℓ “ 1 are
displayed. Qualitatively, the results are similar to the quasi-normal modes encountered for Φpρ¯q
and again there are no instabilities in the studied range of momenta. The asymptotic velocities
are quite similar to the results found for the Φpρ¯q, ℓ “ 0 quasi-normal modes displayed in Figure
5.6. The R-spin diffusion mode (5.193) is found in the quasi-normal mode spectrum of Φ´pρ¯q
located directly on the imaginary axis of the complex ω¯ plane for small momentum k¯. For larger
values of the momentum the mode is shifted away from the imaginary axis in a circular fashion
as illustrated in Figure 5.9. Employing a numerical fit of the form
ω¯ “ i Dpεq?
1´ ε2 k¯
2 ` Epεqk¯3 `Opk¯4q, (5.206)














Figure 5.7. Using the same labeling conventions as in Figure 5.5 the first quasi-normal mode of
Φ`pρ¯qwith ℓ “ 1 for ε “ p0, 0.2, 0.4, 0.6, 0.8q and k¯ P p0, 10q is shown. Higher quasi-
normal modes with n ą 1 are located above the first quasi-normal mode, so we do
not expect to find any instabilities (c.f . Figure 5.5). Unfortunately, our numerical
code is not sophisticated enough to resolve the exact locations of the these quasi-
normal modes in the complex ω¯ plane. Again we do not find any instability or












Figure 5.8. The curves show the first three quasi-normal modes of Φ´pρ¯q with ℓ “ 1 under
variations of ε and k¯. The identical convention and interpretation as in Figure 5.5
is used with the following exceptions: For the n “ 1 and n “ 3 the range of ε is
reduce to r0, 0.8s and for the n “ 2 quasi normal mode to r0, 0.7s. The range of k¯ is
again r0, 10s.
enables us to numerically compute the functions Dpεq and Epεq for sufficiently small momenta
k¯. This can be done quite analogously for the cases ℓ “ 2 and ℓ “ 3. The numerical determined
values of Dpεq are shown in Figure 5.3. Let us conclude this chapter with a last remark: the fluc-















ε P r0, 0.9s
Figure 5.9. The ℓ “ 1, Φ´pρ¯q quasi-normal modes starting on the imaginary axis for small k¯
and different ε „ M{µ “ p0, 0.1, 0.3, 0.5, 0.7, 0.8, 0.9q, which is identified with the
R-spin diffusion mode discussed in Section 5.3.1. The reason for its gaplessness
is explained in a follow up publication [284], stemming from emergent moduli
spaces related to Up1q instantons in the probe limit case Nf “ 1.
tuation Φ´pρ¯q with ℓ “ 1 is dual to the scalar operator in (5.194) which allows the interpretation
of the conserved current diffusion mode as R-spin diffusion comes as a surprise. Since there
are no perturbative instabilities the question arises what kind of symmetry principle protects the
massless SUp2qR R-spin diffusion mode. An answer to this question is given in [284] where the




The central results of this thesis are the numerical determination of the diffusion constants in
holographic superconductors and the related timescales in order to realize a theoretical descrip-
tion of the empirical found Homes’ law in real world superconductors. Secondly, a thorough
stability analysis of all bosonic fluctuations in a top-down model of holographic quantum critical
matter has been conducted. In the process, we needed to devise a new numerical scheme to
deal with irregular singular points and found an interesting unexpected additional mode which
we interpreted as R-spin diffusion. Let us give a review over the main results of each of the two
projects and an outlook for future research.
6.1. Homes’ Law
Let us summarize the main results of the Homes’ law calculation: motivated by Homes’ law
we have analyzed the diffusion constants in holographic s- and p-wave superconductors with
backreaction. In particular, we have discussed the temperature and density dependence of the
momentum and R-charge diffusion for various masses of the scalar field, in the s-wave case, and
for different strengths of the backreaction. We have found that the diffusion constants decrease
with increasing backreaction and that the decay of the diffusion constants increases with increas-
ing mass of the scalar field. For non-negative masses of the s-wave superconductor scalar field,
we find an emerging AdS2 at zero temperature which defines a critical strength of the backreac-
tion αc. Above this critical backreaction there is no phase transition to the superfluid/condensed
phase, thus implying that αc defines a quantum phase transition between the normal and the
condensed phase.
6.1.1. Overview of Homes’ law results
Let us now discuss these results in relation to Homes’ law: we have found that without back-
reaction, holographic superconductors obey Homes’ law since τcTc “ const. in all spacetime
dimensions greater than two. In the case of s-wave superconductors, this holds for all scalar
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field masses. Without backreaction, the result τcTc “ const. is almost automatic since the diffu-
sion constant D scales as 1{T . Turning on the backreaction, we find that DpTcqTc is no longer
constant, but decreases with increasing backreaction strength. Both for s-wave and p-wave holo-
graphic superconductors, we obtain virtually the same curves for the various diffusion constants
in three and four dimensions. In particular, the s-wave superconductor shows this behavior in
three and four dimensions for different masses of the scalar field. This is a strong indication that
there is a universal principle at work, although we do not find a true constant. There are several
possibilities how corrections may arise:
i The simplest explanation is the fact that we cannot assume the validity of the assump-
tion (4.234) for holographic superconductors. As discussed at the end of Section 4.5.3,
increasing the backreaction α leads to the formation of a pseudo-gap and there are normal
state charge carriers present in the superconducting phase as well. The dependence of
the pseudo-gap on the backreaction has been studied holographically in [285], where it
was found that the pseudo-gap arising in the superconducting phase becomes larger with
increasing backreaction, as is clearly visible in Figure 4 of [285]. Assuming that the Ferrell-
Glover-Tinkham sum rule (4.226) is still valid in the presence of the pseudo-gap, Ns in
(4.226) is no longer zero. This leads to correction terms to (4.234) and (4.239),








Thus, we would expect the “constant” in (4.243) to decrease and this is exactly what we
see in Figure 4.12, 4.13, 4.14 and 4.16.
ii Even more dramatically, the sum rule (4.226) may not be valid for holographic supercon-
ductors in the presence of the backreaction. In this case Homes’ law will be implied by
Tanner’s law (4.235) which applies to high Tc superconductors. It would be interesting
to study Tanner’s law in a holographic context, regardless of its relevance to Homes’ law.
Our result leads to the conjecture that the relation between the superconducting charge
carrier and the normal state charge carrier concentration is dependent on the strength of
the backreaction
ns “ Bpαqnn, (6.2)




iii The proportionality between the time scale and the diffusion constant could in principle
depend on α and Q¯, i.e. a function Apαq, say. In this case the question arises if there
might be some additional dynamics concerning diffusion in holographic superfluids/super-




iv From a condensed matter point of view, we should look at the dominant time scale which
is given by the energy relaxation time. This needs not necessarily to be the same as the
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momentum time scale. However, the Einstein-Higgs models obey relativistic symmetries
and therefore the momentum diffusion/time scales are related to the energy diffusion/-
time scales. In fact, the energy diffusion constant is identical to the momentum diffusion,
as expected from the symmetries, up to a factor depending on the spacetime dimensions:
conformal symmetry implies that the bulk viscosity vanishes, which ensures that hydro-
dynamic modes corresponding to energy and momentum diffusion are related.1 So the
natural choice is indeed to look at momentum and R-charge diffusive processes to deter-
mine the relevant time scales, as done in Section 4.4. Nevertheless, this issue deserves
further investigation.
v A more speculative and interesting correction could originate from the fact that we al-
ready have an infinite Drude peak in the normal phase,indicating an ideal conductor, i.e.
Reσpωq „ δpωq, since there is no lattice present in our model. Entering the superconduct-
ing phase seems to add additional spectral weight due to the condensation of the scalar
field. This in turn implies that the perfect conducting metal in the normal state does not turn
into a superconductor but that the ideal conductor and the superconductor coexist in the
superconducting phase. Here we would again expect a violation of equal spectral weight,
or of the Ferrell-Glover-Tinkham sum rule (4.226), as well as having a simple relation be-
tween the normal state charge carrier concentration and the one in the superconducting
state. In order to really understand what happens in the superconducting phase, one needs
to determine the behavior of ρs for small temperatures and to check that only the contri-
bution to the superconducting state is considered. It is believed that exactly at T “ 0 the
normal state δ-shaped Drude peak vanishes and the coefficient of the delta distribution is
really the superfluid strength, yet to our knowledge this is not explicitly shown so far.
6.1.2. Outlook
As is explained in the previous section, the most striking explanation for corrections to τcTc “
const. in the backreacting case comes from additional degrees of freedom in the pseudo-gap. Let
us give a list of open questions which needs to be addressed to make further progress:
• An explicit calculation to verify the validity of the sum rules of holographic superconductors
is in itself an interesting question. Therefore, one needs to calculate the superfluid density
including its dependence on the backreaction at zero temperature as well as the optical
conductivity above the critical temperature and near zero temperature. The conceptual
setting is quite clear, but the numerical implementation might be challenging.
• In order to confirm the assumptions made in (4.235) one needs to check if the holographic
superconductors show a relation between ns and nn, i.e. Tanner’s law. The same challenges
might arise as in the aforementioned point.
• It would be interesting to understand if the holographic superconductors consists of an
ideal metal coexisting with a superconductor following the speculative point v made in
the conclusion. If so, one needs to devise a scheme to calculate the superfluid strength
by removing the influence of the perfectly conducting metal. There are several ways to
achieve this: First of all it would be interesting to look for the Meißner-Ochsenfeld effect,
i.e. to calculate the transverse response of the gauge field which is only sensitive to the
1A natural candidate for energy diffusion is the sound attenuation Γ following from the dispersion relation ωpkq “
vsoundk ´ iΓk2. For a conformal fluid, Γ is determined by the momentum diffusion via Γ “ d´2d´1DM.
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superfluid strength deep in the superconducting phase. Alternatively, a further idea is to
change the geometry such that the degrees of freedom of the normal state become very
massive and are thus “gapped out” of the spectrum. Possible candidates are the hard-wall
geometry, studied in the condensed matter context in [286], or a more smooth realization
emerging in the AdS-soliton solutions [287], focusing in particular on the AdS-soliton to
AdS-soliton superconductor transition. A suppression of normal low energy spectral weight
has also been observed recently in a different context in [288]. It will also be interesting to
consider holographic systems with lattice structure, such as [33] and [34], in the context
explained here. These do not have the δ-peak in the normal phase, as expected for a system
with an underlying lattice.
• Since within condensed matter physics, energy diffusion is relevant to Homes’ law, a sys-
tematic investigation of the relation between energy diffusion and momentum diffusion in
the holographic context appears to be highly desirable, in particular in the presence of fi-
nite density and backreaction. As explained in the conclusion, our assumption that energy
and momentum diffusion are related within holography is well-motivated. Nevertheless
this is a crucial issue which requires systematic study.
• It would also be useful to calculate the dependence of fermionic excitations on the backre-
action, for instance by generalizing the work of [251] and [289].
In any case it is very important to disentangle the different contributions to the δ-peak in
the superconducting phase in order to learn the differences which arise in holographic super-
fluids/superconductors as compared to “real world” systems.
6.2. Cold Holographic Matter
6.2.1. Main results of the holographic analysis
The stability of holographic quantum matter near criticality has been studied in a top-down fash-
ion by embedding a single probe D7-brane in AdS5 ˆ S5 spacetime. The non-trivial embedding
characterizes the physical zero temperature, finite baryon density state of the single flavorN “ 2
hypermultiplet coupled to the N “ 4 SYM theory, described by the non-trivial D7-brane world-
volume gauge fields. The mesonic spectrum is computed by determining the spectrum of the
D7-brane fluctuations. For the numerically analyzed range of momenta, no instabilities were
detected. There are three main results: First, we showed that all bosonic worldvolume fluctu-
ations effectively “see” a AdS2 near horizon geometry induced by the non-trivial background of
the worldvolume fields. In the corresponding dual field theory picture, for finite-density states,
a p0 ` 1q-dimensional CFT emerges as effective low-energy theory. Secondly, we devised a new
numerical procedure, dubbed the “zig-zag” method, which may be applied to any quasi-normal
mode calculation involving irregular singular points in the bulk differential equations of motion.
Thirdly, we discovered a purely imaginary mode reminiscent to a diffusive mode of a conserved
current correlator. More specifically, the dual operator of the correlation function exhibiting the
diffusive mode, is a dimension-two scalar operator transforming under a vector representation
of SUp2qR, c.f . (5.194). A natural interpretation of this SUp2qR symmetry as electronic spin al-
lows to draw an analogy to itinerant electronic systems with decoupled spin-orbit coupling and
thus as a R-spin diffusion mode. Generalizing to higher values of ℓ, the dual operators form
an pℓ ` 2q-dimensional representation of the SUp2qR symmetry. Numerically, we computed the
diffusion constant of this mode for values of ℓ “ 1, 2, 3 and expect that this mode is generically
found for arbitrary ℓ.
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6.2.2. Future research directions
There are several possibilities to extend the analysis of cold holographic quantum matter:
• An immediate interesting extensions is to redo the quasi-normal mode stability analysis
for Nf ą 1. In this case the flavor symmetry is given by Up1qB ˆ SUpNf q, where we
may introduce an isospin chemical potential for each Cartan generator of SUpNf q. As
we already discussed in Section 4.2, the zero temperature ground state is described by
a holographic p-wave superfluid consisting of a condensate of vector mesons [215–217,
222]. Apart from the stability one may search for emergent scale invariant low energy
effective theories, e.g. a p0 ` 1q-dimensional CFT, and of course a generalization of the
R-spin diffusion mode. It is known that at finite temperature an isospin chemical potential
give rise to a squark condensation instability [290] for constant worldvolume gauge fields.
So far it is not clear how this result is modified by a non-trivial profile of the gauge-field.
• Another possibility is the extension of the analysis to other D3/Dp probe brane systems
as listed in Table 5.1. In particular, the probe brane embedding of a D5-brane extended
along AdS4 ˆ S2 inside AdS5 ˆ S5 [291–293] seems to be tractable since an exact solution
of the background fields similar to (5.69) is known. The dual field theory describes a
p2 ` 1q-dimensional defect. Again the spectrum includes a zero sound mode [264] and
there are reasons to expect an emergent p0 ` 1q-dimensional CFT [271]. D5-branes in
external Up1qB magnetic fields exhibit an instability arising from the violation of the AdS2
BF bound [271,294], so one could anticipate instabilities in the spectrum of fluctuations.
• In [284] the nature of the gaplessness of the R-spin diffusion mode has been unraveled,
which is related to moduli spaces at finite density. Similar work has been done in the
D3/D5-probe brane system in [295]. Furthermore, there is a conjecture to find a classifi-
cation of compressible states arising in the probe brane systems at finite temperature. It
would be very tempting to relate this classification to quantum order found in table-top
experiments.
• Another pressing question is the nature of the effective low energy theory of compressible
states. We already know that this theory must include the zero sound and R-spin diffusion
modes. Additionally, the low-temperature heat capacity scales as cV „ T 6 and there is
a finite entropy density. It seems that the ground state cannot be understood in terms of
known Fermi or Bose quantum liquids. Adding more properties might give a clue what
kind of microscopic state could exhibit such exotic properties.
• Studying the fermionic degrees of freedom ofD3/Dp probe brane systems [296]. Are there
any Fermi surfaces and how do they relate to the hyperscaling violation found in [198]?
This is actually work in progress and the author hopes to complete tentatively survey of
top-down fermions to find more intriguing answers and questions.

A
Some Useful Relations Concerning
Determinants & Derivatives
A.1. Series Expansions
A.1.1. Series expansion of analytic functions

















n` 1 . (A.2)








where f pnq denotes the nth derivative of the function f . We can find the series expansion around
x0 “ 0 for the exponential function immediately, since the derivative of the exponential function







Now with the help of these two elementary series expansions we are able to generate more
complicated series expansions.
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A.1.2. Expansions of determinants
The determinant of a regular, diagonalizable and invertible matrix M can be written in terms of
analytic function of M and its trace. Since the matrix M is diagonalizable we can write






eλi “ edetM , (A.5)
where λ˜ denotes the eigenvalues of the matrix eM that can be expressed by the eigenvalues λ
of M , because the diagonalization of the matrix M is carried over to the diagonalization of eM










Q “ Q ´1 eM Q “ rD. (A.6)
We can write the matrices eD and rD as
eD “
¨˚
˚˝˚ eλ1 . . .
eλN
‹˛‹‹‚, and rD “
¨˚
˚˝˚λ˜1 . . .
λ˜N
‹˛‹‹‚, (A.7)
respectively. We can easily read off the relation between the eigenvalues of the two matrices,






i“1 λi “ etrpM q , (A.8)
and after replacing eM with ĂM and splitting it intoa sum consisting of an identity matrix and a
matrix M 1 “ ĂM ´ 1, we arrive at
detp1`M q “ etrrlnp1`M qs . (A.9)
This formula is also valid for non-diagonalizable matrices. Finally one can write equation (A.9)














A.2. Several Useful Relations Between Derivatives
In order to vary actions depending on gauge fields, it is useful to find a derivative of the field
strengths F ab “ BaAb´BbAa with respect to the gauge fields Ac. Naturally, the partial derivative
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For a flat metric, i.e. gbc is not dependent on the coordinates, e.g. the Minkowski metric ηbc
(otherwise the partial derivative would be itself no covariant vector because of the additional
term appearing in (A.11)), the index of the partial derivative can be raise to yield a vector




Thus, the derivative with respect to a covariant field or one form, yields a vector. With this
















d ´ δ ad δ bc
˙ B
BFcd . (A.13)
Another useful relation is to rewrite the Laplace-Beltrami operator in arbitrary coordinates. With
the help of the metric gab and the square root of its negative determinant
?´det g, we can
rewrite the divergence of a vector field vi as







For an scalar function the partial derivative is identical to the covariant derivative, i.e.∇if ” Bif .
As stated in (A.12) we have to raise the index of the partial derivative, since the derivative
“expects” a vector field as argument or in our case the gradient of the scalar function f which is
defined to be a vector field, i.e. grad f ” gijBjf . The Laplace-Beltrami operator thus reads







which is equal to the usual “div grad f” of a scalar function. This is also true in case of applying
∇2 to every component of a vector xa.
A.3. Coordinate Transformation of 2nd Order Differential
Equations
It is useful to transform the equation (4.181) into different coordinates which might be more
suitable for a given dimensionality. Consider a second order differential equation of the following
form
φ2pxq ` apxqφ1pxq ` bpxqφpxq “ 0, (A.16)
to transform into
:φpyq ` apyq 9φpyq ` bpyqφpyq “ 0. (A.17)

















Note, that any expression occuring in apxq or bpxq involving derivatives must be transformed in a
similar fashion. In particular, terms involving first derivatives, e.g. f 1pxq in apxq can be replaced
directly by 9fpyq in apyq since the two factors arising from the transformation will cancel.

B
Gaussian Integrals, Wick’s Theorem &
Thermal Averages
B.1. Gaussian Integrals & Wick’s Theorem
If we define the partition function of the multivariate normal distribution to be





























with the help of






























d pdetMq “ tr padjM dMq “ detM tr `M´1 dM˘ , (B.5)
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or
B detM
















For a symmetric matrix M the derivative needs to be symmetrized, i.e. we need to write






























































































This is the general version of Wick’s theorem, the full series can be constructed by taking further
derivatives of (B.9).
B.2. Connected Green Functions & Thermal Averages













































































˘k´ℓ ¨ ¨ ¨xpℓqi ¨ ¨ ¨ `λjxj˘ℓ´1˙` . . . ,
(B.12)
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“ ´ tr pρxiq “ ´ xxi y . (B.14)

















































“ ´xxi y xxj y , (B.16)
whereas the second term the cyclicity of the trace is of no help and thus we would end up with
the very intricate expression of (infinite) commutators. Physically, one cannot make any sense of

















“ xxjxi y . (B.17)
The resolution of this puzzle is to use the Bogoliubov inner product which is well defined for














where f is an bounded self-adjoint operator and x, y are non-commuting with f and each other.
Zf denotes the partition function of f
Zf “ tr e´f , (B.19)
and the thermal average of an operator is given by








1Here we stick to a very strict and pedantic notation in order to make sure everything is correct.
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Actually, the Bogoliubov inner product is the same as the usual thermal average of two operators




































ds e´sf x esf , (B.23)
which are equivalent when acting on the eigenvectors of f ,












ds e´sfpϕq xϕ |x |ϕ y esfpϕq
“ y xϕ |x |ϕ y “ y @ϕ ˇˇ e´sf x esf ˇˇϕ D
“ y xϕ |Df rxs |ϕ y , (B.24)
we can rewrite (B.21) with the help of (B.22) as well as (B.18) using (B.23)
xxy yf “ x yDf rxs yf , xxxy yyf “ x yIf rxs yf , (B.25)
and thus xxy yf “ xxxy yyf . Note that
xx yf “ xDf rxs yf , xxx yyf “ x If rxs yf , (B.26)
so strictly there is no need for the double angle bracket notation, but it adds to clarify in which
order and on what operators are acting. This excess notation allows us to define a quantum
chain rule that automatically takes care of the non-commutative nature of our operators and thus
enables us to calculate the second derivative of lnZ. In order to derive the quantum chain rule,










˘ “ ´x df yf , (B.27)











ds e´sf df esf e´f
˙
. (B.28)
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Therefore we can conclude that2
d e´f “ ´If rdf s e´f . (B.29)





“ pdZf q xx yf ` Zf dxx yf





´ pdZf q xx yf
Zf
. (B.30)





“ d“tr `x e´f ˘‰ “ tr `dx e´f ˘` tr `x d e´f ˘
“ tr `dx e´f ˘´ tr `x Irdf s e´f ˘ “ Zf xdx yf ´ Zf xx If rdf s yf
“ Zf
´
xdx yf ´ xx df x yyf
¯
, (B.31)
and the second term gives rise to
´dZf “ ´ tr
`
d e´f
˘ “ tr `Irdf s e´f ˘
“ Zf x Irdf s yf “ Zf xx df yyf “ Zf x df yf . (B.32)
The full quantum chain rule of an operator reads
dxx yf “ x dx yf ´ xx df x yyf ` x df yf xx yf . (B.33)
Applying the quantum chain rule to lnZf will give us the desired result
dplnZf q “ 1
Zf
dZf “ ´x df yf . (B.34)
Higher thermal averages/cumulants are calculated by taking higher order derivatives





` xx df df yyf ´ x df yf x df yf , (B.35)
or for the mixed second derivative
di dj plnZf q “ ´dix dj f yf
“ ´x di dj f yf ` xx di f dj f yyf ´ x di f yf x dj f yf (B.36)
Written in common physicist notation we find for f “ λixi,
B2























x xi yxxj y
“ xxixj y ´ xxi y xxj y ´ xxi y xxj y ` xxi y xxj y
“ x pxi ´ xxi yq pxj ´ xxj yq y . (B.37)
2A proper way to derive the chain rule involves a bit more trickery, e.g. we need to check if it is true on the boundaries
of the integration domain.
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As an aside, applying the Bogoliubov norm to the relative entropy yields a quantum version of
the Fisher information metric [297].
B.3. Self Adjoint vs. Hermitian Operators
Transferring results obtained for finite dimensional operators to infinite dimensional spaces
yields surprises like [298]
tr prp, qsq “ trppqq ´ trpqpq “ trpqpq ´ trpqpq “ 0, (B.38)
while on the other hand we find
tr prp, qsq “ ´ tr pih¯1q ‰ 0. (B.39)
What is wrong? The reason why (B.39) fails is that we have to deal with an infinite dimensional
space where the trace of the identity does not exist. But this is not enough. At least one of
the operators needs to be unbounded in order to avoid the replacement of the finite sum by an
infinite integral. We thus conclude that the one of the two operators cannot be defined on the
entire infinite dimensional Hilbert space H. So which one is it? In order to discuss this question
we need to resort to more mathematical rigor.
Definition of an operator:
An operator consists of an pair px,Dpxqq such that
Dpxq ÝÑ H,
|ψ y ÞÝÑ x |ψ y ,
(B.40)
where Dpxq Ă H is the domain of the operator. This is physically important since we can have
operators acting the same way on the Hilbert space but with different domains, depending on
the physical system. Thus to operators are only equal if
px,Dpxqq “ py,Dpyqq ñ x |ψ y “ y |ψ y , |ψ y P Dpxq “ Dpyq. (B.41)
Self-adjoint vs. hermitian operators:
An hermitian operator x: acts in the same way as x on Dpxq, with a possible larger domain
Dpx:q, i.e.
x: |ψ y “ x |ψ y , Dpx:q ‰ Dpxq. (B.42)
An self-adjoint operator is defined as x: “ x or more precisely `x:,Dpx:q˘ “ px,Dpxqq. Therefore
we can conclude that any self-adjoint operator is hermitian but not every hermitian operator is
self-adjoint. Only if we throw away the crucial information on which domain an operator is
defined, we can come to the wrong conclusion that hermitian operators are identical to self-
adjoint operators.3
An prominent example is the momentum operator p which is hermitian but not self-adjoint.
3On finite Hilbert spaces all operators are defined on the entire spaceDpxq “ H and thus there is no difference between
Hermitian and self-adjoint operators.
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One can show that Dppq Ă Dpp:q, so `p:,Dpp:q˘ ‰ pp,Dppqq. This is very important since
only self-adjoint operators possess an real spectrum with orthogonal proper and generalized
eigenfunctions that form a complete set. On the other hand, hermitian operators do not allow
to define proper and generalized eigenfunctions in a strict sense.4 In general the spectrum of
a Hilbert space operator consists of three parts: proper eigenvalues, general eigenvalues and
the so-called residual spectrum, which is zero for a self-adjoint operator. Roughly speaking, the
residual spectrum contains the eigenvalues/functions x˚ that belong to x: but not to x. The
trace over the residual spectrum will yield/cancel the “contribution” from the trace over the
identity such that tr prp, qsq “ 0. Finally, let us calculate the residual spectrum of p. Taking the
representation
p “ ´ih¯ d “ p:, Dppq Ă Dpp:q, (B.43)
where Dppq has to respect that its eigenfunctions need to be square integrable e.g. bounded on
some interval. This is sufficient also for the operator p: and thus its domain is not “constrained”.
The residual spectrum is then given by all the eigenvalues of the eigenfunctions that are not
square integrable, i.e.
Dpp:q Q ψpqq “ e ih¯pq ñ p:ψpqq “ p˚ψpqq. (B.44)
Therefore we conclude that the residual spectrum is given by C (since p is the real physical
momentum) and our calculation of tr prp, qsq was wrong in the first place. The correct result is
given by
tr prp, qsq “ tr ppqq ´ tr ppqq: “ 0´ h¯ dimC “ tr p´ih¯1q . (B.45)
4This is the reason why physical observables must be self-adjoint and hermitian operators must be made self-adjoint if
possible in order to get the right answers to compare with experiments

C
Full Set of Equations of Motion for
Holographic S-Wave Superconductor
C.1. Scalar Field Fluctuation Equations of Motion
The Fourier transformed backreacted scalar field fluctuation δφ equations of motion including all




















































































































































































































































huupuq “ 0. (C.2)
The complex conjugated equation for δφ˚ can be obtained by replacing ω ÝÑ ´ω and k ÝÑ ´k.
There are possible gauge choices for the gauge field and metric fluctuations that allows to set au
and hau to zero.
C.2. Gauge Field Fluctuation Equations of Motion














































































































































































huupuq “ 0, (C.5)

























































huupuq “ 0. (C.6)

“Computer are like Old Testament gods:




D.1. Solutions to Holographic Background Equations in the
Probe Limit
The boundary and horizon asymptotic of a set of coupled differential equations is computed
using the Frobenius method. The final answer is written to a file. The respective Mathematica
code is listed below:
Mathematica Code D.1 Asymptotic.nb
1 IR/UV Asymptotic f o r the Background F i e l d s Ps i , Phi
in the Probe Limit
3 SetDirectory [ " /home/ s t e f f e n /Dropbox/Holographic Superconductors /s´wave/data "
] ;
$Assumptions={Element [d , Integers]&&d>0&&Element [{u ,uH} ,Reals]&& u>0 && uH>0};
5 D i f f e r e n t i a l Equat ions Phi , P s i
AdS´ Schwarzschi ld b lack hole in d dimensions with temperature T=d/(4 p i
Subscript [u , H])
7 f [u_ , uH_ , d_]=1´u^ d/uH^ d ;
f ’ [ u_ , uH_ , d_]=D[ f [u ,uH, d ] ,u ] ;
9 Def in i t ion of d i f f e r e n t i a l equat ions
eqPs i [u_ , uH_ ,m_, d_]=Psi ’ ’ [ u]+(f ’ [ u ,uH, d]/ f [u ,uH, d]´(d´1)/u) Ps i ’ [ u]+(Phi [u]^2/
f [u ,uH, d]^2´ m^ 2/(u^ 2 f [u ,uH, d]) ) P s i [u ] ;
11 eqPhi [u_ , uH_ ,m_, d_]=Phi ’ ’ [ u]´(d´3)/u Phi ’ [ u]´2 Ps i [u]^2/(u^ 2 f [u ,uH, d]) Phi [u
] ;
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Asymptot ics near the horizon Subscript [u , H] up to 4th order




17 PsiH [u_]=(u´u0 )^ alpha Sum[ aPs i [ i ] (u´u0 )^ i , { i , 0 , hord } ] ;
PhiH[u_]=(u´u0 )^ beta Sum[ aPhi [ i ](u´u0 )^ i , { i , 0 , hord } ] ;
19 Ca l cu l a t i on of horizon expansion
expans ionPs i=Simplify [(u´u0)^´ alpha eqPs i [u , u0 ,m, d ] / . { Ps i >´Function [{u} , PsiH [
u ] ] , Phi >´Function [{u} , (u´u0)^´ beta PhiH[u ] ] } ] ;
21 expansionPhi=Simplify [(u´u0)^´ beta eqPhi [u , u0 ,m, d ] / . { Ps i >´Function [{u} , (u´u0)
^´ alpha PsiH [u ] ] , Phi >´Function [{u} , PhiH[u ] ] } ] ;
hPs i=Simplify [ Series [ expansionPsi , { u , u0 , hord } ] ] ;
23 hPhi=Simplify [ Series [ expansionPhi , { u , u0 , hord } ] ] ;
Set f r e e boundary parameters and f i x index alpha
25 Solve [{ Coef f i c i en t [ hPsi , u´u0,´2]==0,Coef f i c i en t [ hPhi , u´u0,´2]==0},{alpha , beta
, aPs i [0] , aPhi [0]}]
Solve : : s va r s : Equat ions may not g ive s o l u t i on s f o r a l l " so l ve " v a r i a b l e s . >>
27 {{ alpha´>0,aPhi [0]´>0},{beta´>0,aPs i [0]´>0},{beta´>1,aPs i [0]´>0},{beta´>0,
aPhi[0]´>´I d alpha } ,{ beta´>1,aPhi[0]´>´I d alpha } ,{ beta´>0,aPhi[0]´> I d
alpha } ,{ beta´>1,aPhi[0]´> I d alpha } ,{ aPs i [0]´>0,aPhi[0]´>0}}
alpha=beta=0;
29 aPs i [0]=CPsiH ;
aPhi [0]=0;
31 Simplify [ Coef f i c i en t [ hPsi , u´u0,´2]]
Simplify [ Coef f i c i en t [ hPhi , u´u0,´2]]
33 0
0
35 s o l u t i on=Solve [{ Coef f i c i en t [ hPsi , u´u0,´1]==0,Coef f i c i en t [ hPhi , u´u0,´1]==0},{
aPs i [1] , aPhi [1]}]
Solve : : s va r s : Equat ions may not g ive s o l u t i on s f o r a l l " so l ve " v a r i a b l e s . >>
37 {{ aPs i [1]´>´((CPsiH m^ 2)/d) }}
aPs i [1]=´((CPsiH m^ 2)/d ) ;
39 aPhi [1]=CPhiH ;
Simplify [ Coef f i c i en t [ hPsi , u´u0,´1]]
41 Simplify [ Coef f i c i en t [ hPhi , u´u0,´1]]
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0
43 0
Determine asymptot ic in terms of f r e e boundary parameters
45 For [ i =2, i<=hord , i++,
so l u t i on=Solve [{ Coef f i c i en t [ hPsi , u´u0 , i´2]==0,Coef f i c i en t [ hPhi , u´u0 , i
´2]==0},{aPs i [ i ] , aPhi [ i ] } ] [ [ 1 ] ] ;
47 aPs i [ i ]=Simplify [ aPs i [ i ] / . s o l u t i on [ [ 1 ] ] ] ;
aPhi [ i ]=Simplify [ aPhi [ i ] / . s o l u t i on [ [ 2 ] ] ] ;






Write out asymptot ic expansion to ex t e rna l f i l e
55 stream=OpenWrite [ " AsymptoticBackgroundHorizon4 . dat " ] ;
Write [ stream , Table [{ aPs i [ i ] , aPhi [ i ]} ,{ i , 0 , hord } ] ] ;
57 Close [ stream ] ;
Asymptot ics near the boundary Subscript [u , B]
59 Clear [ alpha , beta , aPs i , aPhi , d ,m] ;
Modify d i f f e r e n t i a l equat ions f o r boundary computation ( equat ions decouple >´
f ind simple so l u t i on )
61 f [u_ , uH_ , d_]=1;
f ’ [ u_ , uH_ , d_]=D[ f [u ,uH, d ] ,u ] ;
63 eqPs i [u_ , uH_ ,m_, d_]=Psi ’ ’ [ u]+(f ’ [ u ,uH, d]/ f [u ,uH, d]´(d´1)/u) Ps i ’ [ u]+(Phi [u]^2/
f [u ,uH, d]^2´ m^ 2/(u^ 2 f [u ,uH, d]) ) P s i [u ] ;
eqPhi [u_ , uH_ ,m_, d_]=(Phi ’ ’ [ u]´(d´3)/u Phi ’ [ u]´2 Ps i [u]^2/(u^ 2 f [u ,uH, d]) Phi [
u]) / . P s i [u]´>0;
65 Index and Expansion
u0=uB=0;
67 bord=2;
Ps iB [u_]=(u´u0 )^ alpha Sum[ aPs i [ i ] (u´u0)^ i , { i , 0 , bord } ] ;
69 PhiB [u_]=(u´u0 )^ beta Sum[ aPhi [ i ](u´u0 )^ i , { i , 0 , bord } ] ;
Ca l cu l a t i on of horizon expansion
71 expans ionPs i=Simplify [(u´u0)^´ alpha eqPs i [u , u0 ,m, d ] / . { Ps i >´Function [{u} , Ps iB [
u ] ] , Phi >´Function [{u} , (u´u0)^´ beta PhiB [u ] ] } ] ;
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expansionPhi=Simplify [(u´u0)^´ beta eqPhi [u , u0 ,m, d ] / . { Ps i >´Function [{u} , (u´u0)
^´ alpha PsiB [u ] ] , Phi >´Function [{u} , PhiB [u ] ] } ] ;
73 hPs i=Simplify [ Series [ expansionPsi , { u , u0 , bord } ] ] ;
hPhi=Simplify [ Series [ expansionPhi , { u , u0 , bord } ] ] ;
75 Set f r e e boundary parameters and f i x index alpha , beta
Solve [{ Coef f i c i en t [ hPsi , u´u0,´2]==0,Coef f i c i en t [ hPhi , u´u0,´2]==0},{alpha , beta
, aPs i [0] , aPhi [0]}]
77 Solve : : s va r s : Equat ions may not g ive s o l u t i on s f o r a l l " so l ve " v a r i a b l e s . >>
{{ alpha´>1/2 (d´Sqrt [ d^ 2+4 m^2]) , beta´>0},{alpha´>1/2 (d´Sqrt [ d^ 2+4 m^2]) ,
beta >´´ 2+d} ,{ alpha´>1/2 (d´Sqrt [ d^ 2+4 m^2]) , aPhi [0]´>0},{alpha´>1/2 (d+
Sqrt [ d^ 2+4 m^2]) , beta´>0},{alpha´>1/2 (d+Sqrt [ d^ 2+4 m^2]) , beta >´´ 2+d} ,{
alpha´>1/2 (d+Sqrt [ d^ 2+4 m^2]) , aPhi [0]´>0},{beta´>0,aPs i [0]´>0},{beta
>´´ 2+d , aPs i [0]´>0},{ aPs i [0]´>0,aPhi[0]´>0}}
79 alpha=1/2 (d´Sqrt [ d^ 2+4 m^2]) ;
beta=0;
81 aPs i [0]=CPsiB ;
aPhi [0]=CPhiB ;
83 Simplify [ Coef f i c i en t [ hPsi , u´u0,´2]]
Simplify [ Coef f i c i en t [ hPhi / . CPsiB´>0,u´u0,´2]]
85 0
0
87 alpha=1/2 (d+Sqrt [ d^ 2+4 m^2]) ;
beta=0;
89 aPs i [0]=CPsiB ;
aPhi [0]=CPhiB ;
91 Simplify [ Coef f i c i en t [ hPsi , u´u0,´2]]
Simplify [ Coef f i c i en t [ hPhi / . CPsiB´>0,u´u0,´2]]
93 0
0
95 alpha=1/2 (d´Sqrt [ d^ 2+4 m^2]) ;
beta=d´2;
97 aPs i [0]=CPsiB ;
aPhi [0]=CPhiB ;
99 Simplify [ Coef f i c i en t [ hPsi , u´u0,´2]]
Simplify [ Coef f i c i en t [ hPhi / . CPsiB´>0,u´u0,´2]]
101 0
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0
103 alpha=1/2 (d+Sqrt [ d^ 2+4 m^2]) ;
beta=d´2;
105 aPs i [0]=CPsiB ;
aPhi [0]=CPhiB ;
107 Simplify [ Coef f i c i en t [ hPsi , u´u0,´2]]
Simplify [ Coef f i c i en t [ hPhi / . CPsiB´>0,u´u0,´2]]
109 0
0
111 Boundary asymptot ic
Ps iB [u_]=Simplify [ CPsiB [0](u´u0)^(1/2 (d´Sqrt [ d^ 2+4 m^2]))+CPsiB [1](u´u0)
^(1/2 (d+Sqrt [ d^ 2+4 m^2])) ]
113 PhiB [u_]=Simplify [CPhiB [0](u´u0) 0^´ CPhiB [1](u´u0) (^´ 2+d) ]
u^(1/2 (d´Sqrt [ d^ 2+4 m^2])) ( CPsiB[0]+u^ Sqrt [ d^ 2+4 m^ 2] CPsiB [1])
115 CPhiB[0]´u (^´ 2+d) CPhiB [1]
Check with DSolve
117 f [u_ , uH_ , d_]=1;
f ’ [ u_ , uH_ , d_]=D[ f [u ,uH, d ] ,u ] ;
119 eqPs i [u_ , uH_ ,m_, d_]=Psi ’ ’ [ u]+(f ’ [ u ,uH, d]/ f [u ,uH, d]´(d´1)/u) Ps i ’ [ u]+(Phi [u]^2/
f [u ,uH, d]^2´ m^ 2/(u^ 2 f [u ,uH, d]) ) P s i [u ] ;
eqPhi [u_ , uH_ ,m_, d_]=(Phi ’ ’ [ u]´(d´3)/u Phi ’ [ u]´2 Ps i [u]^2/(u^ 2 f [u ,uH, d]) Phi [
u]) / . P s i [u]´>0;
121 so lPh i=Simplify [DSolve [{ eqPhi [u , u0 ,m, d]==0,Phi [1]==0},Phi , u ] ] [ [1 ] ]
{Phi >´Function [{u} ,´(((u^ 2´ u^ d) C[1])/((´2+d) u^2)) ]}
123 s o l P s i=Simplify [DSolve [{( eqPs i [u , u0 ,m, d ] / . Phi >´Function [u ,mu])==0},Ps i , u
] ] [ [1 ] ]
{ Ps i >´Function [{u} ,u (^d/2) BesselJ [1/2 Sqrt [ d^ 2+4 m^2],u mu] C[1]+u (^d/2)
BesselY [1/2 Sqrt [ d^ 2+4 m^2],u mu] C[2]]}
The coupled differential equations are solved by reading the asymptotic generated by Mathemat-
ica Code D.1, using the build in function ND Solve and fitting the solution near the boundary to
the boundary expansion. For example the s-wave code form2L2 “ ´4 and d “ 4 is implemented
as:
Mathematica Code D.2 SolutionBackground–d4–m2i.nb
So lu t ion to the background f i e l d s Ps i , Phi
2 in the Probe Limit
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SetDirectory [ " /home/ s t e f f e n /Dropbox/Holographic Superconductors /s´wave/data / "
] ;
4 $Assumptions={Element [d , Integers]&&d>0&&Element [{u ,uH} ,Reals]&& u>0 && uH>0};
SetOptions [ Plot , PlotRange >´Full , PlotSty le >´Evaluate [ D i r e c t i v e [# ,Thickness
[.005]]&/@{Blue ,Red}] , FrameStyle >´Thickness [ .005] , FrameLabel >´{" x " , " y " } ,
PlotLabel >´" Caption " ,Frame´ >True , Axes >´False ] ;
6 SetOptions [ L i s t L i n eP l o t , PlotRange >´Full , PlotSty le >´Evaluate [ D i r e c t i v e [# ,
Thickness [.005]]&/@{Blue ,Red}] , FrameStyle >´Thickness [ .005] , FrameLabel >´{"
x " , " y " } , PlotLabel >´" Caption " ,Frame´ >True , Axes >´False ] ;
D i f f e r e n t i a l Equat ions Phi , P s i
8 AdS´ Schwarzschi ld b lack hole in d dimensions with temperature T=d/(4 p i )
f [u_ , d_]=1´u^ d ;
10 f ’ [ u_ , d_]=D[ f [u , d ] , u ] ;
Def in i t ion of d i f f e r e n t i a l equat ions
12 eqPs i [u_ ,m_, d_]=Psi ’ ’ [ u]+(f ’ [ u , d]/ f [u , d]´(d´1)/u) Ps i ’ [ u]+(Phi [u]^2/f [u , d]^2´ m
^2/(u^ 2 f [u , d ]) ) P s i [u ] ;
eqPhi [u_ ,m_, d_]=Phi ’ ’ [ u]´(d´3)/u Phi ’ [ u]´2 Ps i [u]^2/(u^ 2 f [u , d ]) Phi [u ] ;




18 asymptoticbackground=ReadList [ " AsymptoticBackgroundHorizon4 . dat " ] ;
asymptoticbackground=asymptoticbackground [ [1 ] ] ;
20 For [ i =0, i<= hord , i++,
aPs i [ i ]=Part [ asymptoticbackground [[ i +1]] ,1];
22 aPhi [ i ]=Part [ asymptoticbackground [[ i +1]] ,2];
]
24 PsiH [u_ ,m_, d_ , CPsiH_ , CPhiH_]=(u´u0 )^ alpha Sum[ aPs i [ i ] (u´u0 )^ i , { i , 0 , hord } ] ;
PhiH[u_ ,m_, d_ , CPsiH_ , CPhiH_]=(u´u0 )^ beta Sum[ aPhi [ i ](u´u0)^ i , { i , 0 , hord } ] ;
26 DPsiH[u_ ,m_, d_ , CPsiH_ , CPhiH_]=D[ PsiH [u ,m, d , CPsiH , CPhiH ] ,u ] ;
DPhiH[u_ ,m_, d_ , CPsiH_ , CPhiH_]=D[PhiH[u ,m, d , CPsiH , CPhiH ] ,u ] ;
28 I n t e g r a t i on to boundary Subscript [u , B] = 0
IntegrateEOMs [EOMPsi_ , Ps i_ , PsiH_ , DPsiH_ , EOMPhi_ , Phi_ , PhiH_ , DPhiH_ ,m_, d_ , CPsi_
, CPhi_ , i n i t _ , end_]:=
30 Module[{ eomPsi , eomPhi , BoundaryCondit ionPsi , BoundaryConditionPhi ,
DBoundaryConditionPsi , DBoundaryConditionPhi , s o l u t i on } ,
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eomPsi=EOMPsi[ arg ,m, d ] ;
32 eomPhi=EOMPhi[ arg ,m, d ] ;
BoundaryCondit ionPsi=PsiH [ i n i t ,m, d , CPsi , CPhi ] ;
34 BoundaryCondit ionPhi=PhiH[ i n i t ,m, d , CPsi , CPhi ] ;
DBoundaryConditionPsi=DPsiH[ i n i t ,m, d , CPsi , CPhi ] ;
36 DBoundaryConditionPhi=DPhiH[ i n i t ,m, d , CPsi , CPhi ] ;
s o l u t i on=NDSolve [{ eomPsi==0,eomPhi==0,P s i [ i n i t ]==BoundaryCondit ionPsi , Ps i ’ [
i n i t ]==DBoundaryConditionPsi , Phi [ i n i t]==BoundaryConditionPhi , Phi ’ [ i n i t ]==
DBoundaryConditionPhi } ,{ Ps i , Phi } ,{ arg , end , i n i t } ,MaxSteps >´in f ,
PrecisionGoal´>12,AccuracyGoal >´i n f ] [ [1] ]
38 ]
IntegrateToBoundar ies [EOMPsi_ , Ps i_ , PsiH_ , DPsiH_ , EOMPhi_ , Phi_ , PhiH_ , DPhiH_ ,m_,
d_ , CPsi_ , CPhi_ , i n i t _ , end_]:=
40 Module[{ eomPsi , eomPhi , BoundaryCondit ionPsi , BoundaryConditionPhi ,
DBoundaryConditionPsi , DBoundaryConditionPhi , s o l u t i on } ,
eomPsi=EOMPsi[ arg ,m, d ] ;
42 eomPhi=EOMPhi[ arg ,m, d ] ;
BoundaryCondit ionPsi=PsiH [ i n i t ,m, d , CPsi , CPhi ] ;
44 BoundaryCondit ionPhi=PhiH[ i n i t ,m, d , CPsi , CPhi ] ;
DBoundaryConditionPsi=DPsiH[ i n i t ,m, d , CPsi , CPhi ] ;
46 DBoundaryConditionPhi=DPhiH[ i n i t ,m, d , CPsi , CPhi ] ;
s o l u t i on=NDSolve [{ eomPsi==0,eomPhi==0,P s i [ i n i t ]==BoundaryCondit ionPsi , Ps i ’ [
i n i t ]==DBoundaryConditionPsi , Phi [ i n i t]==BoundaryConditionPhi , Phi ’ [ i n i t ]==
DBoundaryConditionPhi } ,{ Ps i , Phi } ,{ arg , end , i n i t } ,MaxSteps >´in f ,
PrecisionGoal´>12,AccuracyGoal >´i n f ] [ [ 1 ] ] ;
48 { P s i [ end ] , Phi [end ] , Ps i ’ [ end ] , Phi ’ [ end ] } / . s o l u t i on
]
50 Solut ionAtBoundar ies [EOMPsi_ , Ps i_ , PsiH_ , DPsiH_ , EOMPhi_ , Phi_ , PhiH_ , DPhiH_ ,m_,
d_ , CPsi_ , CPhi_ , i n i t _ , end_ , eps i lon_ , n_]:=
Module[{ Psi1 , Psi2 , Phi1 , Phi2 , so lu t ion , f i t P s i , f i t P h i , APsi , BPsi , APhi , BPhi } ,
52 s o l u t i on=IntegrateEOMs [EOMPsi , Ps i , PsiH , DPsiH , EOMPhi , Phi , PhiH , DPhiH ,m, d , CPsi ,
CPhi , i n i t , end ] ;
f i t P s i=FindFit[{#,#^´2/Log[# 10^´.413173] P s i [#]/. s o l u t i on [[1]]}&/@Range[end ,
n [[1]] ep s i l on [ [1] ] , ep s i l on [ [1] ] ] , { APsi´BPsi /Log[u]} ,{ APsi , BPs i } ,u ] ;
54 Ps i1=APsi / . f i t P s i [ [ 1 ] ] ;
Ps i2=BPsi / . f i t P s i [ [ 2 ] ] ;
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56 f i t P h i=FindFit [{# , Phi [#]/. s o l u t i on [[2]]}&/@Range[end , n [[2]] ep s i l on [ [2] ] ,
ep s i l on [ [2] ] ] , { APhi´u (^´ 2+d) BPhi } ,{ APhi , BPhi } ,u ] ;
Phi1=APhi / . f i t P h i [ [ 1 ] ] ;
58 Phi2=BPhi / . f i t P h i [ [ 2 ] ] ;
{ Psi1 , Psi2 , Phi1 , Phi2 }
60 ]
Invoke binary search to f ind the i n t e r p o l a t i o n func t ion mapping (CPsiH ,
CPhiH)´>(0,mu)
62 binsearch [ s t a r t _ , end_ , b i s e c t i on s_ , func_ ]:=
Module[{ sign1 , i n t e r v a l , d i r , pos , sign2 , i } ,
64 s ign1=Sign [ func [ s t a r t ] ] ;
i n t e r v a l=end´s t a r t ;
66 d i r=1;
pos=s t a r t ;
68 For [ i =1, i<=b i s e c t i on s , i++,
pos=pos+d i r i n t e r v a l/2^i ;
70 s ign2=Sign [ func [ pos ] ] ;
I f [ s ign2!=sign1 , d i r=´ d i r ] ;
72 s ign1=sign2 ;
] ;
74 {pos , func [ pos ]}
]
76 Solut ionAtBoundar ies [ eqPsi , Ps i , PsiH , DPsiH , eqPhi , Phi , PhiH , DPhiH ,m, d
,10^´10,4.210862533, u in i t , uend , { ep s i l onPs i , ep s i l onPh i } ,{ nPsi , nPhi }]
{3.08729∗10^´20,´1.31182∗10^´10,´2.10543,´2.10543}
78 Solut ionAtBoundar ies [ eqPsi , Ps i , PsiH , DPsiH , eqPhi , Phi , PhiH , DPhiH ,m, d






,{.17469361 ,4.19 ,´8.405609541739523 ‘∗^´13 ,´2.1108398487301363 ‘}];
i n i t ={.17469361 ,4.19};
84 i n t e r =.1;
s t a r t=i n i t [[1]]´ i n t e r ;
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86 end=i n i t [[1]]+ i n t e r ;
Monitor [
88 For [ CPhi=( i n i t [[2]]´ .02) , CPhi>=.1,CPhi´=.02,
func [ CPsi_ ]:=Solut ionAtBoundar ies [ eqPsi , Ps i , PsiH , DPsiH , eqPhi , Phi , PhiH , DPhiH ,m
, d , CPsi , CPhi , u in i t , uend , { ep s i l onPs i , ep s i l onPh i } ,{ nPsi , nPhi } ] [ [ 1 ] ] ;
90 root=binsearch [ s t a r t , end ,50 , func ] ;
mu=Solut ionAtBoundar ies [ eqPsi , Ps i , PsiH , DPsiH , eqPhi , Phi , PhiH , DPhiH ,m, d , root
[ [1] ] , CPhi , u in i t , uend , { ep s i l onPs i , ep s i l onPh i } ,{ nPsi , nPhi } ] [ [ 3 ] ] ;
92 AppendTo[ data ,N[{ root [ [1] ] , CPhi , root [ [2] ] ,mu} ] ] ;
s t a r t=root [[1]]´ i n t e r ;
94 end=root [[1]]+ i n t e r ;
] ,N[{ root [ [1] ] , CPhi , root [ [2] ] ,mu}]]
96 Write out data to ex t e rna l f i l e
stream=OpenWrite [ " datad4m2i . dat " ] ;
98 Write [ stream , dataC ] ;
Close [ stream ] ;
100 stream=OpenWrite [ " datamuCPsid4m2i . dat " ] ;
Write [ stream , datamuCPsi ] ;
102 Close [ stream ] ;
stream=OpenWrite [ " datamuCPhid4m2i . dat " ] ;
104 Write [ stream , datamuCPhi ] ;
Close [ stream ] ;
These codes are quite generic and can be extended to arbitrary systems of second order ordinary
differential equations, e.g. dealing with fluctuation and/or backreaction.
D.2. Different Root-Finding Algorithms
The following Mathematica code displays three typical root finding algorithms, the bisection
method, the Newton methods and the secant method:
Mathematica Code D.3 Numerical–Methods.nb
1 Numerical Methods
Newton ’ s Method
3 NewtonsMethod[ s t a r t _ , error_ , imax_ , f_ ]:=
Module[{x0 , x1 , i , xerror , fp } ,
5 t r a ck ing={};
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i=0;
7 x0=s t a r t ;
fp [ x_]:=Evaluate [D[ f [ x ] , x ] ] ;
9 While [True ,
x1=x0 N´[ f [ x0 ]/ fp [x0 ] ] ;
11 xer ro r=Abs[x1´x0 ] ;
x0=x1 ;
13 i++;
AppendTo[ t rack ing , xe r ro r ] ;
15 I f [ ! ( ( xerror>er ro r )&& i<=imax ) ,
Break [ ] ;
17 ] ;
] ;
19 {x0 , f [ x0 ] , e r ro r }
]
21 MultiDimensionalNewtonsMethod [ s t a r t _ , error_ , imax_ , f_ , fp_ ]:=
Module[{x0 , x1 , i , d , xerror , e r ro ra } ,
23 ( ∗ f p [ { x } _ ] : = E v a l u a t e [ D [ f@@x , { x } ] ] ; c a l c u l a t e f p i n e x a c t l y t h i s way w i t h
o u t s i d e t h e m o d u l e a n d s u p p l y i t i n t h e f p s l o t ∗ )
t r a ck ing={};
25 i =0;
x0=s t a r t ;
27 d=Length [x0 ] ;
e r ro ra=er ro r Ident i tyMatr ix [d ] ;
29 While [True ,
I f [Det [fp@@x0]==0,
31 Print [ " Er ror : Jacobian has no inve r s e ! " ] ;
Break [ ] ;
33 ] ;
x1=x0 N´[ Inverse [fp@@x0] . f@@x0] ;
35 xer ro r=Abs[x1´x0 ] ;
x0=x1 ;
37 i++;
AppendTo[ t rack ing , xe r ro r [ [ 1 ] ] ] ;
39 ( ∗ F i n d o u t how t o c o m p a r e t h e e r r o r ∗ )
I f [And@@Table[ xe r ro r [[ j ]]<er ro ra [[ j ] ] , { j , d}]|| i>=imax ,
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41 Break [ ] ;
] ;
43 ] ;
{x0 , f@@x0, xe r ro r }
45 ]
Secant Method
47 SecantMethod [ s t a r t _ , s t ep s i ze_ , error_ , imax_ , f_ ]:=
Module[{x0 , x1 , i , xe r ro r } ,
49 t r a ck ing={};
i =0;
51 x0=s t a r t ;
While [True ,
53 x1=x0 N´[ f [ x0] s t e p s i z e /( f [ x0+s t e p s i z e ]´ f [ x0 ]) ] ;
xe r ro r=Abs[x1´x0 ] ;
55 x0=x1 ;
i++;
57 AppendTo[ t rack ing , xe r ro r ] ;
I f [ ! ( ( xerror>er ro r )&& i<=imax ) ,
59 Break [ ] ;
] ;
61 ] ;
{x0 , f [ x0 ] , e r ro r }
63 ]
MultiDimensionalSecantMethod [ s t a r t _ , s t ep s i ze_ , error_ , imax_ , f_ ]:=
65 Module[{x0 , x0h , x1 , i , d , xerror , errora , fpx0 } ,
t r a ck ing={};
67 i =0;
x0=s t a r t ;
69 d=Length [x0 ] ;
e r ro ra=er ro r Ident i tyMatr ix [d ] ;
71 x0h[x_ , n_]:=Table [x [[m]]+ s t e p s i z e KroneckerDelta [n ,m] ,{m, d } ] ;
While [True ,
73 fpx0=Table [(f@@(x0h[x0 , k ]) f´@@x0) [[ j ] ] , { j , d} ,{k , d } ] ;
I f [Det [ fpx0]==0,
75 Print [ " Er ror : Jacobian has no inve r s e ! " ] ;
Break [ ] ;
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77 ] ;
x1=x0 N´[ s t e p s i z e Inverse [ fpx0 ] . f@@x0] ;
79 xer ro r=Abs[x1´x0 ] ;
x0=x1 ;
81 i++;
AppendTo[ t rack ing , xe r ro r [ [ 1 ] ] ] ;
83 ( ∗ F i n d o u t how t o c o m p a r e t h e e r r o r ∗ )
I f [And@@Table[ xe r ro r [[ j ]]<er ro ra [[ j ] ] , { j , d}]|| i>=imax ,
85 Break [ ] ;
] ;
87 ] ;
{x0 , f@@x0, xe r ro r }
89 ]
Binary Search
91 binsearch [ s t a r t _ , end_ , b i s e c t i on s_ , func_ ]:=
Module[{ sign1 , i n t e r v a l , d i r , pos , sign2 , i } ,
93 s ign1=Sign [ func [ s t a r t ] ] ;
i n t e r v a l=end´s t a r t ;
95 d i r=1;
pos=s t a r t ;
97 For [ i =1, i<=b i s e c t i on s , i++,
pos=pos+d i r i n t e r v a l/2^i ;
99 s ign2=Sign [ func [ pos ] ] ;
I f [ s ign2!=sign1 , d i r=´ d i r ] ;
101 s ign1=sign2 ;
] ;
103 {pos , func [ pos ]}
]
D.3. Three-Point Search Algorithm for Minimization
The three point step search employed to search for minima of the Green’s function in the quasi-
normal mode search is implemented as follows1:
Mathematica Code D.4 Step–Search–Method.nb
1Main parts of the code have been implemented by Jonathan Shock.
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Step Search Method to Find Loca l Minima/Maxima
2 Def in i t ion of the Setp Search Method
l e f t={cx´d i s t , cy } ;
4 r i g h t={cx+d i s t , cy } ;
top={cx , cy+d i s t } ;
6 bottom={cx , cy´d i s t } ;
cen t re={cx , cy } ;
8 coords [ cx_ , cy_ , d i s t _ ]={ r igh t , top , l e f t , bottom , cent re } ;
pm[ ar_ ]:=Posi t ion [ ar ,Min[ ar ] ] [ [ 1 , 1 ] ] ;
10 a r r a ym in f i r s t [ cx_ , cy_ , d i s t _ ]:=Module[{ a r r } ,
a r r=Apply [ func1 , coords [ cx , cy , d i s t ] , 1 ] ;
12 ( ∗ P r i n t [ { pm [ a r r ] , M i n [ a r r ] } ] ; ∗ )
{pm[ ar r ] ,Min[ a r r ]}
14 ]
( ∗ n e w n u m b e r s=A p p e n d [ M o s t [ R o t a t e L e f t [ R a n g e [ 4 ] , Mod [ # , 4 ] ] ] , 5 ] & / @Rang e [ ´ 1 , 2 ] ; ∗ )
16 newnumbers={{2 ,3 ,1 ,5} ,{1 ,4 ,2 ,5} ,{1 ,4 ,3 ,5} ,{2 ,3 ,4 ,5}};
posdep [ cx_ , cy_ , d i s t _ ]=coords [ cx , cy , d i s t ][[#]]&/@Map[Most , newnumbers ] ;
18 arraymin [ cx_ , cy_ , d i s t _ , from_ , prevmin_]:=Module[{ a r r } ,
a r r=Append[Apply [ func1 , posdep [ cx , cy , d i s t ] [ [ from ,#]]]&/@Range[3] , prevmin ] ;
20 {newnumbers [[ from ,pm[ ar r ] ] ] ,Min[ a r r ]}
]
22 newnumbers=Append[RotateLeft [Range [4] ,Mod[# ,4]] ,5]&/@Range[0 ,3] ;
newnumbers={{2 ,3 ,1 ,5} ,{1 ,4 ,2 ,5} ,{1 ,4 ,3 ,5} ,{2 ,3 ,4 ,5}};
24 ( ∗ T h e f i r s t l o o p , e n u m e r a t e d b y m i t , l o o k s i n a g r i d o f f i v e p o i n t s a n d
d e t e r m i n e s w h i c h o f t h e p o i n t s h a s a m i n imum v a l u e o f f u n c . I f t h e c e n t r e
p o i n t ( p o i n t 5 ) i s c h o s e n , t h e g r i d s i z e r e d u c e s a n d t h e f i v e p o i n t s a r e
r e c a l c u l a t e d . T h i s i t e r a t i o n c a n r u n u n t i l t h e g r i d s i z e i s t h e o r i g i n a l
d i s t a n c e /10^10 ´ v e r y s m a l l . I t ’ s u n l i k e l y t h a t i t w i l l e v e r g e t t o t h i s
p o i n t u n l e s s t h e r e ’ s a n e r r o r . ∗ )
FivePointSeek [ f i r s t x _ , f i r s t y _ , d i s t ance_ ]:=Module[{ f con t ro l , posmin , mit ,
vard i s tance , newcentrest={ f i r s t x , f i r s t y }} ,
26 va rd i s t ance=d i s t ance ;
( ∗ P r i n t [ " i n t o 5 " ] ; ∗ )
28 For [ f c on t r o l=5, f c on t r o l==5,
posmin=a r r a ym in f i r s t [ f i r s t x , f i r s t y , va rd i s t ance ] ;
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30 I f [Log [10 , va rd i s t ance]<=´ acc , Break [ ] ] ;
I f [ Sqrt [( re1´ f i r s t x )^2+(im1´ f i r s t y )^2]>ranger , t oo f a r=True ; Break [ ] ] ;
32 f c o n t r o l=posmin [ [1 ] ] ;
I f [ f c on t r o l==5,va rd i s t ance=vard i s t ance /10 , newcentrest=posdep [ f i r s t x , f i r s t y ,
va rd i s t ance ] [ [ f con t ro l , 3 ] ] ] ;
34 ] ;
{posmin , newcentrest , va rd i s t ance }
36 ]
( ∗ H e r e we u s e a r r a y m i n , w h i c h l o o k s i n a r e g i o n o f 4 p o i n t s t o d e c i d e w h i c h
d i r e c t i o n t o g o i n . ∗ )
38 ThreePointSeek [ varnewcentres_ , vard i s tance_ , varposmin_]:=Module[{newposmin , n i t
, renewcentres } ,
{newposmin , renewcentres}={varposmin , varnewcentres } ;
40 f c o n t r o l=newposmin [ [1 ] ] ;
For [ f con t ro l , f c o n t r o l !=5 ,
42 newposmin=arraymin [ renewcentres [ [1] ] , renewcentres [ [2] ] , vard i s tance , f con t ro l ,
newposmin [ [ 2 ] ] ] ;
f c on t r o l=newposmin [ [1 ] ] ;
44 I f [ f c on t r o l !=5 , renewcentres=posdep [ renewcentres [ [1] ] , renewcentres [ [2] ] ,
va rd i s t ance ] [ [ f con t ro l , 3 ] ] , Break [ ] ] ;
I f [ Sqrt [( re1´renewcentres [ [1] ] )^2+(im1´renewcentres [ [2] ] )^2]>ranger , t oo f a r=
True ; Break [ ] ] ;
46 ] ;
{newposmin , renewcentres }
48 ]
t r a ck ing={};
50 ( ∗ S ome r a n d om f u n c t i o n w i t h a l o a d o f m i n i m a ∗ )
myfunc [wx_ ,wy_ , nk_ , neb_ ,nm_, i r_ , uv_]=Sin [wx nk]+Cos[wy neb]+nm+i r uv ;
52 twodstepsearch [ f i r s t x _ , f i r s t y _ , vard i s tance_ , nk_ , neb_ ,nm_, i r_ , uv_]:=Module[{
b i t , mit , n i t , c i t , t ry1 , d i s tance , newcentres } ,
I f [NumberQ[ ranger ] , , ranger=10];
54 I f [NumberQ[ acc ] , , acc=5];
warning=False ; ( ∗ T h i s v a r i a b l e i s a f l a g w h i c h i s p r i n t e d a t t h e e n d a n d t e l l s
u s w h e t h e r a n y o f t h e p o s s i b l e e r r o r s h a v e o c c u r e d t h r o u g h t h e
c o m p u t a t i o n . I f t h e y h a v e t h e d a t a i s l i k e l y n o t t o b e a c c u r a t e ∗ )
56 t r a ck ing={};
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func1 [wx_ ,wy_]:=myfunc [wx,wy , nk , neb ,nm, i r , uv ] ; ( ∗ ( ∗ ( ( A b s [ R e [# ] ]+ A b s [ Im [ # ] ] ) &/@
{ D e t H e p s i l o n [ c , d , wx´ I wy , v a r q ] } ) [ [ 1 ] ] ; ∗ ) (Abs[Re[#]]+Abs[Im[#]])&/@{
DetHepsi lon [ c , d ,wx´ I wy, varq ]}∗)
58 ( ∗ f u n c 1 [ wx_ , w y _ ]= wx^2+wy^2; ∗ )
( ∗We h e r e d e f i n e t h e f u n c t i o n w h i c h we w o u l d l i k e t o m i n i m i s e . We u s e t h e
l o g a r i t h m s i m p l y s o t h a t we c a n s e e t h e o r d e r o f m a g n i t u d e ∗ )
60 d i s t ance=vard i s t ance ;
( ∗ d i s t a n c e i s t h e f i r s t s t e p s i z e we w i l l u s e f o r o u r g r i d . I t w i l l b e
r e d u c e d a s we g e t c l o s e r t o t h e m i n imum ∗ )
( ∗ t h e o u t p u t s o f t h e f i r s t l o o p a r e t r y 1 a n d n e w c e n t r e s . t r y 1 t e l l s u s t h e
d i r e c t i o n o f t h e m i n imum p o i n t o n t h e g r i d ( o n e o f f i v e o p t i o n s ( t o p ,
l e f t , r i g h t , b o t t o m , c e n t r e ) = ( 1 , 2 , 3 , 4 , 5 ) ) , a n d n e w c e n t r e s g i v e s t h e
p o s i t i o n o f t h e n ew c e n t r e p o s i t i o n i n t h e c o m p l e x om e g a p l a n e . ∗ )
tempdistance=d i s t ance ;
66 { try1 , newcentres , d i s t ance}=FivePointSeek [ f i r s t x , f i r s t y , tempdistance ] ;
Clear [ tempdistance ] ;
( ∗ Now we h a v e t h e p o s i t i o n o f t h e n e x t p o i n t t o s t u d y ´ i e . we w a n t t o f i n d
t h e d i r e c t i o n f r o m t h e n ew p o i n t w h i c h w i l l t a k e u s t o w a r d s t h e l o c a l
m i n imum ∗ )
70 ( ∗ P r i n t [ n e w c e n t r e s ] ; ∗ )
( ∗ T h e i f s t a t e m e n t m a k e s s u r e t h a t we h a v e n ’ t b e e n s t u c k o n t h e s am e c e n t r e
p o i n t i n t h e a b o v e l o o p . I f we h a v e , t h e n t r y 1 w i l l g i v e 5(= c e n t r e ) a n d
t h e w a r n i n g f l a g w i l l b e t u r n e d t o t r u e . I f t r y 1 i s n o t 5 , we c o n t i n u e i n
t h e d i r e c i o n o f t h e m i n imum w h i c h we h a v e f o u n d i n t h e f i r s t l o o p , a b o v e
∗ )
72 I f [ t ry1 [[1]]!=5 ,
( ∗ H e r e we mak e u p t o 50 s t e p s i t e r a t e d o v e r b i t , t o m o v e t o w a r d s t h e l o c a l
m i n imum ∗ )
For [ b i t =1, b i t <10, b i t++,
76 ( ∗ P r i n t [ d i s t a n c e ] ; ∗ )
{tempnc , tempt1}={newcentres , t ry1 } ;
78 { try1 , newcentres}=ThreePointSeek [ tempnc , d i s tance , tempt1 ] ;
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Clear [ tempnc , tempt1 ] ;
( ∗ O n c e we a r e i n a m i n imum ( g i v e n a s p e c i f i c g r i d s i z e ) we d e c r e a s e t h i s
s t e p s i z e t o b e g i n a m o r e a c c u r a t e s e a r c h c e n t e r e d a r o u n d t h i s m i n imum ∗ )
82 d i s t ance=d i s t ance /10;
( ∗ I f n i t d o e s n o t g e t t o 50 t h e n we h a v e f o u n d a m i n imum a n d we h a v e t o r e d o
e v e r y t h i n g w i t h t h e n ew ( s m a l l e r ) g r i d s t e p . ∗ )
84 { tempdistance , tempnc1 , tempnc2}={dis tance , newcentres [ [1] ] , newcentres [ [2 ] ] } ;
86 { try1 , newcentres , d i s t ance}=FivePointSeek [ tempnc1 , tempnc2 , tempdistance ] ;
88 Clear [ tempdistance , tempnc1 , tempnc2 ] ;
I f [ Sqrt [( re1´newcentres [ [1] ] )^2+(im1´newcentres [ [2] ] )^2]>ranger , t oo f a r=True ;
b i t =50];
90 I f [ d i s tance<=10^ ´acc , b i t =50];
( ∗ I f t h e g r i d s i z e h a s d e c r e a s e d f o u r t i m e s i n a r ow w i t h o u t m o v i n g f r o m t h e
s am e p o s i t i o n t h e r e i s p r o b a b l y a p r o b l e m a n d t h e w a r n i n g f l a g i s t u r n e d
o n ∗ )
92 I f [ t ry1 [[1]]==5,warning=True ; b i t =50;Print [ " yes4 " ] ] ;
94 ( ∗ T h i s i s a n a c c u r a c y c h e c k . We r e p e a t t h e w h o l e p r o c e s s ( i n s i d e t h e b i t l o o p
) u n t i l t h e l o g a r i t h m b e c o m e s n e g a t i v e . I f t h e l o o p r u n s 50 t i m e s a n d we
s t i l l h a v e n ’ t a c h i e v e d t h i s a c c u r a c y we f l a g t h e w a r n i n g . ∗ )
96 I f [ b i t>=7&&try1 [[2]]<0 , Print [ " yes3 " ] ; b i t =50];
I f [ b i t==10&&try1 [[2]]>0 ,warning=True ] ;
] ;
100 ( ∗ T h i s i s f r o m t h e f i r s t i f s t a t e m e n t . ∗ )
, warning=True ;
] ;
“Emacs is like a laser guided missile.
It only has to be slightly misconfigured
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