Data-driven constraint-based motion editing by Carvalho, Schubert Ribeiro de
POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES
acceptée sur proposition du jury:
Prof. R. Hersch, président du jury
Prof. D. Thalmann, Dr R. Boulic, directeurs de thèse
Prof. G. Abou Jaoudé, rapporteur 
Prof. T. Vetter, rapporteur 
Dr X. Wang, rapporteur
Data-Driven Constraint-Based Motion Editing
THÈSE NO 4558 (2009)
ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE
PRÉSENTÉE LE 10 DÉCEmBRE 2009
À LA FACULTÉ INFORmATIQUE ET COmmUNICATIONS
LABORATOIRE DE RÉALITÉ VIRTUELLE




Schubert Ribeiro de CARVALHO

To my parents Arneide and Schubert,
and to my wife Milene
3

i“All knowledge is subject to change and revision. Every solution
of an existing problem raises new and unsolved questions. These
new and as yet unsolved problems require, at times, new methods
of inquiry and different conceptual structures; they change the





L’augmentation du nombre de syste`mes de capture de mouvement contribue directe-
ment a` la prolife´ration de bases de donne´es de mouvements humains, principalement car
le mouvement humain est important dans de nombreuses applications, allant du divertisse-
ment comme les jeux ou les films au sport et a` la me´decine. Cependant, ces mouvements
capture´s et varie´s requie`rent usuellement des besoins spe´cifiques. Ainsi, la modification
et la re´utilisation de ces mouvements dans de nouvelles situations (par exemple pour les
adapter a` un nouvel environnement) sont devenues des domaines de recherche en pleine ex-
pansion et connues sous le terme d’´edition de mouvement. Ces dernie`res anne´es, l’e´dition
de mouvement humain est donc devenue une des activite´s de recherche les plus actives
dans le domaine de l’animation par ordinateur.
Dans cette the`se, nous pre´sentons et examinons une nouvelle me´thode d’e´dition de
mouvement humain interactive. Notre principale contribution est le de´veloppement d’une
technique de cine´matique inverse priorise´e de basse dimension (LPIK : Low-dimensional
Prioritized Inverse Kinematics) qui ge`re des contraintes de l’utilisateur dans un espace de
mouvement a` basse dimension (re´fe´rence´ comme espace latent). Sa principale proprie´te´ est
d’ope´rer dans l’espace latent au lieu de l’espace articulaire. Par construction, il est suffisant
de contraindre un seul instant par LPIK afin d’obtenir un mouvement naturel qui renforce
son flot intrinse`que. Le LPIK a l’avantage de re´duire la taille de la matrice jacobienne
e´tant donne´ que la dimension de l’espace du mouvement latent est petite en comparaison a`
celle de l’espace articulaire d’un mouvement. La me´thode offre l’avantage supple´mentaire
d’eˆtre bien adapte´e a` la gestion de personnage a` fort degre´ de liberte´ (DoF : degree of
freedom), ce qui est une des limitations des me´thodes de cine´matique inverse base´es sur
des optimisations dans l’espace articulaire. Graˆce a` cet avantage, notre me´thode fournit
toujours des de´formations plus rapidement et des re´sultats de mouvement plus naturels en
comparaison de me´thodes de la litte´rature base´es sur des contraintes et oriente´es par des
buts. Fondamentalement, notre technique est base´e sur les connections mathe´matiques en-
tre mode`les line´aires de mouvement telles que l’analyse en composantes principales (PCA
: Principal Component Analysis) et la cine´matique inverse priorise´e (PIK : Prioritized In-
verse Kinematics). Nous utilisons les PCA comme premie`re e´tape d’un pre´traitement pour
re´duire la dimensionnalite´ de la base de donne´es afin de la rendre traitable et d’encapsuler
un motif sous-jacent. Ensuite, nous relions les solutions de l’IK dans l’espace des mou-
vements naturels. Nous utilisions le PIK afin de permettre a` l’utilisateur de manipuler
des contraintes avec diffe´rentes priorite´s tout en e´ditant interactivement une animation.
La strate´gie des priorite´s assure essentiellement qu’une taˆche de haute priorite´ n’est pas
affecte´e par d’autres taˆches a` priorite´ plus faible.
De plus, nous proposons deux strate´gies base´es sur les PCA imposant la continuite´
du mouvement. Nous montrons des expe´rimentations qui e´valuent et valident (a` la fois
quantitativement et qualitativement) les be´ne´fices de notre me´thode. Et finalement nous
e´valuons la qualite´ des animations e´dite´es par rapport celle issue d’une technique base´e sur
des contraintes et oriente´e par des buts. Ceci pour ve´rifier la robustesse de notre me´thode
en termes de performance, simplicite´ et re´alisme.




The growth of motion capture systems has contributed to the proliferation of human
motion database, mainly because human motion is important in many applications, rang-
ing from games entertainment and films to sports and medicine. However, the various
captured motions normally require specific needs. Consequently, modifying and reusing
these motions in new situations - for example, retargeting it to a new environment - be-
came an increasing area of research known as motion editing. In the last few years, human
motion editing has become one of the most active research areas in the field of computer
animation.
In this thesis, we introduce and discuss a novel method for interactive human motion
editing. Our main contribution is the development of a Low-dimensional Prioritized In-
verse Kinematics (LPIK) technique that handles user constraints within a low-dimensional
motion space - also known as the latent space. Its major feature is to operate in the la-
tent space instead of the joint space. By construction, it is sufficient to constrain a single
frame with LPIK to obtain a natural movement enforcing the intrinsic motion flow. The
LPIK has the advantage of reducing the size of the Jacobian matrix as the motion latent
space dimension is small for a coordinated movement compared to the joint space. More-
over, the method offers the compelling advantage that it is well suited for characters with
large number of degrees of freedom (DoFs). This is one of the limitations of IK meth-
ods that perform optimizations in the joint space. In addition, our method still provides
faster deformations and more natural-looking motion results compared to goal-directed
constraint-based methods found in the literature. Essentially, our technique is based on
the mathematical connections between linear motion models such as Principal Component
Analysis (PCA) and Prioritized Inverse Kinematics (PIK). We use PCA as a first stage
of preprocessing to reduce the dimensionality of the database to make it tractable and to
encapsulate an underlying motion pattern. And after, to bound IK solutions within the
space of natural-looking motions. We use PIK to allow the user to manipulate constraints
with different priorities while interactively editing an animation. Essentially, the priority
strategy ensures that a higher priority task is not affected by other tasks of lower priority.
Furthermore, two strategies to impose motion continuity based on PCA are introduced.
We show a number of experiments used to evaluate and validate (both qualitatively and
quantitatively) the benefits of our method. Finally, we assess the quality of the edited ani-
mations against a goal-directed constraint-based technique, to verify the robustness of our
method regarding performance, simplicity and realism.





O aumento dos sistemas de captura de movimento tem contribuı´do com a proliferac¸a˜o
de bases de dados de movimentos humanos, principalmente por que o movimento hu-
mano e´ importante em va´rias aplicac¸o˜es, indo de jogos e filmes a esportes e medicina.
Entretanto, os movimentos capturados normalmente atendem a objetivos especı´ficos. Con-
sequentemente, a modificac¸a˜o e a reutilizac¸a˜o destas animac¸o˜es em novas situac¸o˜es - por
exemplo, o redirecionamento para um novo cena´rio - tornou-se uma a´rea de pesquisa cres-
cente conhecida como edic¸a˜o de movimento. Nos u´ltimos anos, a edic¸a˜o de movimentos
humanos ganhou um foco crescente de pesquisa na a´rea de animac¸a˜o por computador.
Nesta tese, no´s introduzimos e discutimos um novo me´todo para edic¸a˜o interativa de
movimento de corpos humanos. Nossa principal contribuic¸a˜o e´ o desenvolvimento de uma
te´cnica de cinema´tica inversa com prioridades, a qual trata as restric¸o˜es do utilizador dentro
de um espac¸o de movimentos de baixa dimensa˜o (LPIK : Low-dimensional Prioritized In-
verse Kinematics) - tambe´m conhecido como espac¸o latente. Sua principal caracterı´stica e´
de operar dentro do espac¸o latente ao inve´s do espac¸o de articulac¸o˜es. Por construc¸a˜o, e´ su-
ficiente restringir uma u´nica pose com LPIK para obter um movimento natural respeitando
a continuidade do movimentos. O LPIK tem a vantagem de reduzir a dimensionalidade
da matrix Jacobiana por que a dimensa˜o do espac¸o latente e´ menor para um movimento
coordenado comparado com o espac¸o de articulac¸o˜es. Ale´m do mais, o LPIK oferece
a grande vantagem de ser bem adaptado para gerenciar caracteres que possuam esquele-
tos com va´rios graus de liberdade (DoF: degrees of freedom). Esta e´ uma das limitac¸o˜es
dos me´todos de cinema´tica inversa que realizam otimizac¸o˜es no espac¸o de articulac¸o˜es.
Ademais, nosso me´todo ainda realiza deformac¸o˜es mais ra´pidas e fornece resultados de
animac¸o˜es mais realı´sticos, comparado aos me´todos encontrados na literatura baseados
em restric¸o˜es e direcionado por objetivo. Essencialmente, nossa te´cnica e´ baseada nas
conexo˜es matema´ticas entre um modelo linear de movimento como a Ana´lise de Com-
ponentes Principais (PCA: Principal Component Analysis) e cinema´tica inversa com pri-
oridades (PIK: Prioritized Inverse Kinematics). No´s utilizamos o PCA em uma primeira
etapa de pre´-processamento para reduzir a dimensionalidade da base de dados para torna´-la
trata´vel e tambe´m para encapsular um padra˜o de movimento fundamental. E depois, para
restringir as soluc¸o˜es de cinema´tica inversa dentro de um espac¸o de movimentos naturais.
No´s utilizamos PIK para permitir que o usua´rio manipule restric¸o˜es com diferentes priori-
dades, enquanto esta´ editando interativamente o movimento. Basicamente, a estrate´gia de
prioridades assegura que restric¸o˜es de mais alta prioridade na˜o sejam afetadas por outras
restric¸o˜es com menores prioridades.
Ale´m disso, no´s tambe´m propomos duas estrate´gias baseadas no PCA para impor con-
tinuidade no movimento. No´s mostramos experimentos que avaliam e validam quantitati-
vamente e qualitativamente os benefı´cios de nosso me´todo. E finalmente, no´s avaliamos
a qualidade das animac¸o˜es editadas em relac¸a˜o a uma te´cnica baseada em restric¸o˜es e di-
recionada por objetivo, com a finalidade de verificar a robustez do me´todo proposto em
relac¸a˜o ao desempenho, simplicidade e realismo.
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Chapter 1
Introduction
1.1 Motivation and Overview
For many years engineers and computer scientists have been dealing with different techniques
to try to model and generate realistic human motions inside a computer: modeling the human’s
body movement is a challenging problem due to the fact that human’s movement is highly syn-
ergistic and dimensional. Nevertheless, once the computer has the internal model of the motion,
we can analyze the motion’s properties, and we can even modify and reuse recorded movement
in new situations (for example, retargeting it either to a new environment or another virtual
character 1 with different proportions). In the last few years, many algorithms and techniques
from different areas of research such as computer graphics, computer animation, computer
vision and robotics have been proposed and developed to represent the human motion by a
small set of parameters [Safonova et al., 2004, Urtasun et al., 2004, Calinon and Billard, 2005,
Glardon et al., 2006b, Chai and Hodgins, 2007]. Essentially because this representation can be
exploited to analyze and synthesize the human motion within a low-dimensional space of phys-
ically balanced motions. Although this space can be explored to generate faster and more real-
istic motions compared to high-dimensional approaches (for example, joint space methods), it
can also be used in many applications. These include, but not limited to: motion editing, sports,
games entertainment, medicine and motion capture.
Technological advances in motion capture (mocap) - essentially recording the skeleton mo-
tion of a human subject - has allowed to provide high quality motions for computer animation.
However, the captured animations almost always meet specific needs. Therefore, modifying
and reusing these motions in new situations became an increasing area of research known as
motion editing. A common technique used to address such problem is inverse kinematics (IK).
The techniques based on pure IK solutions are also known as goal-directed methods. IK gives
the possibility to edit a motion by attaching constraints on the character’s body to drag its limbs
to new positions. Then, an IK solver computes the new character pose satisfying all the user-
1The virtual character is the virtual representation in our system of a real performer. We also refer to the virtual
character as character figure, actor, or simply character.
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specified constraints as much as possible. Nevertheless, when highly articulated figures are
considered, IK algorithms are iterative. So, they try to find the best solution, for some set of
constraints, iteratively minimizing some residual error (for example, the distance between the
end-effector 2 and its goal). Furthermore, the majority of the professional animation packages
have built-in IK solvers.
IK is the core of constraint-based motion editing techniques [Boulic and Thalmann, 1992,
Lee and Shin, 1999, Gleicher, 2001, Liu et al., 2006, Callennec and Boulic, 2006]. One attrac-
tive feature of such approaches is that it provides interactive motion editing. Essentially,
constraint-based techniques enable the user to specify constraints over the entire motion or
at specific times, while editing the animation. An IK solver computes the “best”motion frame
by frame, such that each posture achieves the predefined constraints as much as possible. One
of the main challenges of per-frame techniques, regardless the construction of the solver, is the
enforcement of the temporal continuity, because each frame is adjusted independently. To han-
dle discontinuities, standard techniques take into account more information than just the pose at
the current frame. For example, the solver might refer to the previous frame in order to choose
a solution for the current one that does not introduce a discontinuity. The main drawback of
this type of solution is the computation time needed to force each joint to be attracted toward its
original value, which decreases system performance. In addition, filtering techniques are also
exploited to enforce the fluidity of the motion [Lee and Shin, 1999]. Besides the great benefits
of goal-directed constraint-based approaches providing interactive user manipulation, this type
of motion editing technique presents two major drawbacks: (1) the user cannot edit the whole
movement by constraining just one key frame, which is important for motions that need to be
edited at a specific time (for example, hit time of a golf swing); and (2) the pseudoinverse com-
putation is easily affected by the characters’s degrees of freedom (DoFs), thus, the higher the
number of character’s DoFs, the slower the convergence.
In the past few years, there has been a lot of work in motion editing in the graphics commu-
nity. The proliferation of motion captured database has allowed the research and development
of data-driven or model-based techniques - data-driven approaches usually create animations
from motion captured data that contain the movement details from a human actor. The em-
bedded natural flow of the motion is their most attractive feature, because continuity can be
encapsulated by construction (for example, when a motion model is created). Basically, these
methods focus in constructing a model from mocap data - the data are usually represented by a
low-dimensional space known as the latent space - and use the model to generate new motions
from existing ones. On the other hand, it can become tedious to generate movements to meet
user-specified constraints just by manipulating the model’s parameters [Shin and Lee, 2006].
To obtain movements enforcing a new set of user-specified constraints within the latent
space, data-driven approaches are combined with constrained optimization [Safonova et al., 2004,
Grochow et al., 2004, Chai and Hodgins, 2007]. Data-driven techniques are capable to gener-
ate more natural-looking motions compared to standard constraint-based techniques, that is, the
2In our context, an end-effector is a device that is attached on the character’s joint in order to provide interactive
manipulation.
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ones that perform optimizations in the joint space 3. Despite these improvements, most recent
model-based approaches present some drawbacks. First, some methods provide a constrained
solution where the user is in charge of finding a point in the latent space that meets their con-
straints, leading to a non-automatic solution [Grochow et al., 2004]. Second, other techniques
are so computationally expensive that they slow-down system performance taking several min-
utes to generate a motion solution [Safonova et al., 2004]. Furthermore, in data-driven motion
editing, the accuracy and reliability of a data-driven application is strongly dependent on how
well the database fits the motion pattern being edited. It means that, if the solution space does
not provide enough information to match user-specified constraints, the generated animation
may not be realistic presenting motion artifacts (for example, foot sliding and discontinuities).
In the field of motion editing, model-based approaches are capable to generate more natural-
looking motions compared to goal-directed ones, but the solutions are limited to the database.
On the contrary, goal-directed approaches, for example, the ones based on pseudoinverse tech-
niques that performs optimizations in the joint space - which includes the great majority of
constraint-based methods - can achieve a wide range of user-defined tasks. However, their dis-
advantage is the frequent lack of naturalness when it comes to reproduce human activities. A
natural choice to overcome the limitations of both approaches, should be the construction of a
method capable of combining the strengths of data-driven and goal-directed techniques.
1.2 Problem Statement and Contributions
Since motion is normally difficult to create from scratch by using traditional methods (for
example, key frame animation), changing existing motions is a faster way to obtain the desired
animation. Motion editing is the process used to edit existing motions to achieve the desired
effect. It means that, motion editing is used to create new motions from existing ones. In this
context, our aim for motion editing is to take an animation that is in need of some adjustments,
for example, the motion has the basic shape that we want. This is almost always the case of
captured animations, where simple adjustments should be made. For example, consider one
adjustment: at a specific time of the motion, there is a new position that should be achieved.
Consider Figure 6.10(a) as an example. We have a good golf swing motion, but we want that
the golf club head hits the ball onto another position. We can associate a constraint to the golf
club head, to change its position, and generate the new motion. Unfortunately, making little
adjustments into a good motion may introduce some undesirable artifacts, that may destroy the
intrinsic motion flow leading to unrealistic movements. Hence, providing techniques capable
to handle motion artifacts preserving the natural motion flow of the animation is the major
challenge of motion editing techniques.
In this thesis, we introduce a data-driven constraint-based motion editing technique, which
combines the particularities of model-based and the versatility of goal-oriented approaches.
Our method is based on the connection between linear motion models such as Principal Com-
3The joint space expresses the configuration (or posture) of the character figure, which is the configuration of
all its joints.
4 CHAPTER 1. INTRODUCTION
ponent Analysis (PCA), which is used to estimate a set of Principal Components (PC) and
Principal Coefficients (PCs) [Jolliffe, 1986], and Prioritized Inverse Kinematics (PIK), which
is used to provide interactive motion editing. Essentially, PCA is used as a first step of pre-
processing to reduce the dimensionality of the database to make it tractable, to encapsulate
the main aspects of a specific motion pattern and to bound IK solutions closer to the space of
natural-looking motions. In order to learn the PCA motion model, the training motions need
to be time-normalized, such that, each motion must have the same number of samples. Nev-
ertheless, to recover the correct motion size, for each motion, we let the learning algorithm to
be sensitive to its corresponding duration. With this strategy, the motion editing system can
recover the original motion duration. PIK allows the user to manipulate constraints with differ-
ent levels of priorities while interactively editing an animation. The major strength of priorities
is that constraints belonging to the highest priority layer are enforced first (for example, feet
on the ground). Then, those of the next priority-layer are satisfied as much as possible (for
example, hit the ball in the case of golf) without disturbing the previous constraints, and so on.
We use the PCA motion model to assist the construction of a framework capable to solve
a constraint-based optimization problem within the latent space, which has a much smaller di-
mension compared to the joint space. In particular, this allow us to build a Low-dimensional
Prioritized Inverse Kinematics (LPIK) solver, which reduces the size of the Jacobian matrix
before its inversion. This dimensionality reduction speed up the computation of the pseudoin-
verse. As a result, system performance is improved even when we perform interactive editing
of articulated figures with reasonable degrees of freedom, one of the bottlenecks of inverse
kinematics techniques that perform optimizations in the joint space. In addition, during the
optimization the solver refers just to the frame where a motion editing is carried out. As a con-
sequence, this approach leads to faster deformations and also produces more natural-looking
solutions compared to goal-directed ones. Moreover, by using the LPIK solver, a movement
enforcing a new set of user-specified constraints can be obtained in just one step. By con-
struction, it is sufficient to constrain a single frame with LPIK (for example, the hit position
of the golf club head) to obtain a motion solution satisfying the user-specified constraints and
preserving the continuous motion flow.
Furthermore, we build a system to allow users to generate natural-looking motions from
key-frame constraints (i.e., the constraint is specified at specific poses) or key-trajectory con-
straints (i.e., the constraints are specified over a set of frames representing the trajectory of
end-effectors). Recalling that, when a motion is adjusted at a specific time or over a set of
not well spaced frames, the consistency between frames can be disturbed because tempo-
ral motion velocities may not be smooth in space. In order to enforce the spatio-temporal
motion flow, we impose continuity through the Principal Components space of the underly-
ing motion pattern, because velocities are intrinsically encapsulated into the model parame-
ters [Glardon et al., 2004a]. In addition, the Principal Component space is smooth and con-
tinuous and, therefore, it can handle per-frame adjustments because they can be interpolated
[Urtasun and Fua, 2004]. Furthermore, the PC is estimated from a well-defined class of motion
behaviors reducing the chances of introducing discontinuities [Safonova and Hodgins, 2005].
As a result, our continuity strategy overcomes the need to consider previous frames and filtering
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techniques improving system performance. Finally, we discuss two techniques used for han-
dling motion interpolations and extrapolations, which are used to increase the range of motion
solutions by keeping user-specified constraints constant.
1.3 Method Evaluation and Validation
We have designed a number of experiments to evaluate the usability and the performance of the
proposed technique. We first evaluate performance regarding two skeletons one with 90 and
another with 222 degrees of freedom. We measure the computation time needed to compute
the pseudoinverse, a pose deformation and a full-body goal-directed motion (i.e., reaching).
We investigate with different constraint configurations. The results obtained with the proposed
approach were compared against a PIK technique, which performs optimizations in the joint
space [Callennec and Boulic, 2006]. We verified that, the LPIK performed faster in all the
experiments.
Furthermore, we also compared our method against the PIK approach, regarding perfor-
mance, robustness, simplicity, continuity and realism. For that, we have first synthesized vari-
ous styles of golf swings played on three different ground shapes: flat, up and down slopes. This
movement is challenging because it is highly synergistic and requires a great precision while
moving with high speeds [Farrally et al., 2003]. In addition, to further validate our method, we
have also tested with other behaviors such as walking jumps and reaching motions. We have
verified that, for motions that need to be edited at a specific key (e.g., the hitting position in
the case of golf or a final reach), our method provides a more intuitive editing strategy due to
its simplicity for taking care of just one frame, and also produced more natural-looking anima-
tions. Despite this advantage, it is still faster: it was 400 times faster to edit a flat ground swing
and 34 times faster to retarget a flat ground swing to an up and down slopes. Moreover, our
approach have usually required less constraints to produce better quality animations.
We have also evaluated system performance regarding motion models learned from various
behaviors and considering different database percentages. In general, system performance im-
proves when optimizations are performed in specific motion model space (e.g., flat ground golf
swings), and when the database percentage increases. We therefore evaluated the accuracy of
the strategy used to recover the animation duration: the recovered duration presents an error of
just one frame, which is acceptable for animations played above 16 frames per second (fps).
1.4 Our Approach for Motion Editing
The proposed framework is motivated by the challenges of providing an efficient and intuitive
tool for constraint-based motion editing, where the user should be able to interactively edit
the movement without the need of constraining multiple poses on the motion. Moreover, the
proposed approach also lets the user specify constrains over a set of poses. In this case, each
frame is adjusted individually so that it achieves the predefined constraints as much as possible.
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Figure 1.1: System architecture.
The proposed motion deformation technique belongs to the general class of off-line constraint-
based methods [Gleicher, 2001]. However, our approach is data-driven.
The IK solver used in our system is the result of a constraint-based formulation, which takes
into account the information of a basis constructed from a set of motion captured data. This
basis is built by using a linear dimensionality reduction technique such as Principal Compo-
nents Analysis. In this space, each motion is represented as a set of Principal Components and
Principal Coefficients. Therefore, we solve a constraint-based optimization problem within a
low-dimensional space of some desired motion pattern. To handle conflict tasks, we have ex-
tended our IK solver to handle priorities. The prioritized strategy not only enforces important
constraints first (e.g., feet on the ground), but also speed up convergence performance.
A functional description of the system’s architecture is shown in Figure 1.1. The system is
subdivided in off-line and on-line (i.e., iteratively) computations. As the Principal Components
(i.e., the basis) are estimated once and remain constant, they are estimated off-line. The motion
capture training data can be composed of motions of the same behavior (e.g., walking jump)
or mixed patterns (e.g., golf swings and reaching). As a result, different motion models can
be constructed to handle specific tasks. For example, models constructed from mixed motion
behaviors are more general and can either handle a large space of solutions or can be used
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to edit different motion patterns. Nevertheless, mixed models normally performs at a slower
convergence rate compared to specific behavior motion models. The PCA can also be learned
from small and large dataset. In fact, the performance of our system is not related with the
size of the database, but with the percentage considered to approximate the underlying motion
pattern. Indeed, a high database percentage showed to both speed up the optimization process
and to improve the naturalness of the edited animations, for example, releasing motions with
less artifacts such as foot sliding. Once the PCA motion model is constructed, it is loaded
into the system’s data structure to assist the LPIK solver handling the user-specified constraints
within the latent space. The optimization is performed iteratively until the system release the
new animation. If artifacts remain in the modified animation, the user can fine tune it by
either manipulating the optimizer’s parameters and keeping constraints constant or he/she can
also restart the editing process by adding/removing constraints. This procedure is repeated
interactively until the user is satisfied with the resulted animation.
1.5 Outline
Chapter 2 examines the literature for related work. We look at the connections of our work
with the techniques of inverse kinematics and motion editing, regarding model-based and
non-model-based approaches.
Chapter 3 describes the strategy used to parameterize a character motion for learning the PCA
motion model. We show how the models tend to cluster similar motions and how they can
generate new motions, by exploring the mapping from the latent to the motion spaces.
Chapter 4 contains the main contribution of this dissertation: the construction of the low-
dimensional PIK solver. We look into the mathematical basis to make it possible to
perform optimizations within the latent space. We also describe one algorithm to perform
optimizations within the latent space capable to handle conflict tasks.
Chapter 5 describes the mode-based continuity approaches and some important results re-
garding the estimation of an appropriate database percentage. We also describe two tech-
niques used to handle motion interpolations and extrapolations.
Chapter 6 performs a series of motion editing experiments to validate our method both quali-
tatively and quantitatively.
Chapter 7 draws conclusions of our techniques, describes strengths and shortcomings, and
gives a perspective of on going research and future work.
Appendix A describes the optimal PCA reconstruction and the probabilistic PCA.

Chapter 2
State of the Art
2.1 Introduction
In this chapter, we present previous work related to the problem of posture control and mo-
tion editing. Results obtained in these application areas can often be shared. We start with
the challenging problem of human body positioning that arises in computer animation appli-
cations, when the character body have to met a determined configuration respecting a set of
user-specified constraints. Afterwards, we review general motion editing methods due to its
importance in character animation. Subsequently, we will draw our attention to more special-
ized techniques, for example, constraint-based and data-driven motion editing , which are more
related with the work developed in this thesis.
2.2 Inverse Kinematics
Due to its application in computer animation and more specifically in the field of constraint-
based motion editing. We present a review of inverse kinematics describing the main type of
techniques. Note that, because of the vastness of the subject, this review is not intended to be
exhaustive.
2.2.1 Analytical Methods
Analytical (or closed-form ) solutions IK systems are designed to handle simple kinematic
chains, for example, those containing up to six degrees of freedom. This kind of solutions
are very fast to compute and can be used for real-time applications. In general, in the field
of robotics, robotic manipulators are constructed, so that, solutions can be found by direct
resolution of the non-linear equations [Paul, 1981, Craig, 1986]. In the field of computer an-
imation, several researchers have addressed the case of the anthropomorphic arm and leg, to
give two important examples, Korein [Korein, 1985] provides an analytic solution for a 4-DoFs
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Figure 2.1: Local frames and the zero-posture of the right arm [Kallmann, 2008].
and 7-DoFs kinematic chaing. The first one controls only the position and the second the posi-
tion/orientation. Tolani et al. [Tolani et al., 2000] also presented a similar technique by using a
combination of analytical and numerical methods to solve the IK problem including position,
orientation, and aiming constraints. The numerical part is used to handle joint limits. More
recently [Unzueta et al., 2008] provided a real-time sequential IK method able to reconstruct
full-body poses from a reduced set of end-effectors (six in total). This technique was intended
to be used with low-cost human motion capture systems that would track only these six fea-
tures. The method recovers a pose sequentially using simple analytic-iterative IK algorithms
in different parts of the body in a specific order: by readjusting first the spine, then the clavi-
cles, and finally each of the upper and lower limbs. They have designed an analytic-iterative
reconstruction method of full spines and analytic methods for the clavicles, arms and legs that
achieve very fast and visually acceptable results. They also modeled rotation limits for only a
few known anatomical data to constrain joint orientations and developed a simple self-collision
algorithm to prevent the elbow of penetrating the torso. Kallmann [Kallmann, 2008] proposed
a whole-body analytical IK technique integrating collision avoidance and customizable body
control suitable for animating reaching tasks in real-time. The IK method computes the pos-
ture of 7-DoFs arms and legs of human-like figures (see Figure 2.1). The whole-body state is
achieved by interpolating pre-designed key body postures organized as a function of the direc-
tion to the goal to be reached. Moreover, the author also integrated a simple search method for
achieving postures avoiding joint limits and collisions. Despite its attractiveness providing fast
computations, analytic solutions do not exist for general articulated structures containing many
degrees of freedom. In that case, optimization-based methods have to be used to solve the IK
problem.
2.2.2 Optimization-based Methods
In this class of methods IK is formulated as a constrained optimization problem. The well-
known resolved motion rate control introduced by Whitney [Whitney, 1969] is based on a lin-
earization of the non-linear equations, given an initial configuration, characterized by a Jaco-
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bian matrix relating differential changes of the joint coordinates to differential changes of task
coordinates (e.g., position of an end-effector). Once the linear system of equations is solved,
a new joint configuration closer to the goal is computed by adding a joint velocity variations
to the initial configuration. By iteratively repeating the process, the system converges to a so-
lution satisfying the constraint, assuming that the initial configuration was close to the desired
goal. This method is motivated by the Newton-Raphson method for the resolution of non-linear
equations [Ortega and Rheinboldt, 1970].
Subsequent work have been focused in the investigation of the redundancy of the IK prob-
lem at the differential level. Lie´geois [Liegeois, 1977] proposed an extension for the general
linearized model of equations expressed in the joint space, by exploiting the null space of the
Jacobian matrix. Klein and Hung [Klein and Huang, 1983] provided more insight on this topic
investigating the use of the pseudoinverse for controlling redundant manipulators, and on the
meaning of the pseudoinverse solution in terms of the Singular Value Decomposition (SVD)
representation of the Jacobian matrix. Hanafusa, Nakamura and Yoshikawa [Hanafusa et al., 1981,
Nakamura et al., 1987] extended the redundancy exploitation with criteria expressed in Carte-
sian space. In their method, a secondary Cartesian task that can be satisfied without affect-
ing the primary task can be achieved. This simultaneous resolution of two tasks with dif-
ferent priorities is known as the task-priority strategy. In the same sense, Maciejewski and
Klein [Maciejewski and Klein, 1985] improved the resolution scheme of Hanafusa et al. by
exploiting pseudoinverse properties. In their task-priority formulation, the highest priority task
is used to constrain the end-effector to follow a specified trajectory. The lower one is cre-
ated to handle the obstacle avoidance point. Siciliano and Slotine [Siciliano and Slotine, 1991]
generalized the priority strategy to handle an arbitrary number of priority levels. Finally, Baer-
locher and Boulic [Baerlocher and Boulic, 2004] improved the generalized priority schema by
formulating an efficient and recursive solution speeding up the convergence performance.
When dealing with the Jacobian matrix the management of singularities becomes an impor-
tant issue, which need to be handle. Nakamura and Hanafusa [Nakamura and Hanafusa, 1986]
proposed to use the damped-least squares inverse as an alternative to the classical pseudoinverse
to handle singularities. The insight behind their approach is the simultaneous minimization of
the residual error and the solution norm. Afterwards, more sophisticated methods have been
proposed by [Maciejewski and Klein, 1988] to dynamically determine the damping factor ac-
cording to the smallest singular value. This approach has the advantage of not disturbing the
solution of configurations far from a singularities, while retaining the important characteris-
tics of the damped least squares solution on a singular configuration. To handle algorithmic
singularities, which appears in the task-priority strategy when two tasks are in conflict, Chi-
averini [Chiaverini, 1997] introduced a new formulation that overcomes the effects of these
issues. However, the method proposed by Chiaverini uses the damped least squares inverse to
compute the projectors. By doing this, some important properties of the pseudoinverse do not
hold anymore. Consequently, this leads to a violation of the priority hierarchy as demonstrated
in [Baerlocher and Boulic, 1998]
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2.2.3 Model-based Methods
In this class of techniques the human behavior is directly integrated in the process, for ex-
ample, by learning a model from the data, to obtain more realistic natural-looking solutions.
This approach is important for both computer animation applications and ergonomics. En-
gin and Chen [Engin and Chen, 1986] proposed 3D mathematical model of the shoulder com-
plex motion range based motion database. Their model was capable to predict the range
of motion of shoulder joint. Beck and Chaffin [Beck and Chaffin, 1992] proposed a behav-
ioral inverse kinematics algorithm developed from existing regression equations. Verriest et
al. [Verriest et al., 1994] used a linear statistical model to predict arm reach postures. Both ap-
proaches make use of statistical regression equations developed from a database of measured
human behaviors. For the purpose of posing a human arm with a given hand position, Wang
and Verriest [Wang and Verriest, 1998] propose an geometric inverse kinematic algorithm spe-
cific for the human arm that incorporates realistic shoulder limits. Subsequent work, in the
field of computer animation, concentrates in full-body models learned from motion capture
(mocap) data. Grochow et al. [Grochow et al., 2004] applied a nonlinear dimensionality reduc-
tion technique, called the Scaled Gaussian Process Latent Variable Model (SGPLVM) (a type
of non-linear PCA) to human motion data. The SGPLVM was capable of mapping poses from
the low-dimensional space directly to the pose space (see Figure 2.2). Furthermore, the learned
probabilistic model was combined with kinematic constraints to create new character postures.
As a consequence, the system was capable to generate natural-looking motions in simple IK
contexts, such as: interactive character posing and trajectory key-framing. As their approach is
kernel-based, it cannot handle large data sets due to the limitations of the model.
Figure 2.2: SGPLVM low-dimensional spaces learned from a walk cycle and a jump
shot [Grochow et al., 2004].
The advantage of all these methods is that they are likely to produce more realistic solutions
than those resulting from purely constraint-satisfaction based methods. On the other hand, their
application is limited by the underlying model or database. Nevertheless, this type of IK solvers
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are well-suited for constraint-based motion editing, because the aim of these techniques is to
produce small changes in the input motion [Gleicher, 2001].
2.3 Motion Editing and Synthesis
Motion editing techniques aim to slightly modify an existing animation, while preserving some
specific geometrical features of the original motion. On the other hand, motion synthesis meth-
ods aim to synthesize or generate new motions from existing ones.
2.3.1 Spacetime Constraints
Spacetime constraints treats an entire motion sequence as a single unit, ensuring that the motion
solution is physically valid. This method can be used to synthesize new motions (e.g., generat-
ing a motion “from scratch”) or to edit motion captured animations by using either kinematics
or physical-based constraints. For example, to generate an animation the user may specify pose
constraints that must be satisfied by the resulting motion sequence (e.g. the character pose at
the beginning and the ending of the animation), and also specifies an objective function that is
a metric of performance such as the total power consumption of all of the character’s muscles.
Witkin and Kass [Witkin and Kass, 1988] built a spacetime constraint-based system in which
constraints and objectives are defined over Spacetime, referring to the set of all forces and po-
sitions of all character’s degrees of freedom (DoFs) from the beginning to the ending of the
animation sequence. The method was applied for animating a luxo with mass and force prop-
erties (see Figure 2.3). Following this idea, Cohen [Cohen, 1992] construct a more complete
Figure 2.3: Spacetime constraints animating a luxo with mass and force proper-
ties [Witkin and Kass, 1988].
system and introduced the concept Spacetime windows to enable the use of spacetime con-
straints in an interactive framework, providing tools to the animator to examine and thus guide
the optimization process. Subsequent work has addressed solver performance [Liu et al., 1994]
and provide alternative solutions [Grzeszczuk and Terzopoulos, 1995, Ngo and Marks, 1993].
Rose et al. [Rose et al., 1996] applied spacetime constraints to obtain realistic transitions be-
tween motions. Nevertheless, these works have not been applicable for interactive motion edit-
ing. To achieve interactive editing, Gleicher [Gleicher, 1997] provided a different formulation
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to the problem, by combining displacement maps and spacetime constraints. To find an inter-
active performance for motion editing, he simplified the spacetime problem by removing the
physics-related aspects from the objective function. He also applied this technique for motion
retargeting [Gleicher, 1998]. Basically, the user defines a set of constraints that the retargeted
motion should preserve. Based on this set of constraints, the spacetime solver tries to find a
motion that satisfies the previous set of constraints while minimizing an objective function. In
his algorithm, Gleicher used an objective function minimizing the distance to the initial pos-
ture (in a joint value sense). In [Popovic´ and Witkin, 1999], Newton’s laws were applied on
a simplified character to minimize computational costs and to preserve the essential physical
properties of the motion. They use the spacetime constraints dynamics formulation to keep
the realism of the original motion sequence without sacrificing full user control of the editing
process. Liu and Popovic´ [Liu and Popovic´, 2002] introduced a method for rapid prototyping
of realistic motions. Starting from a simple animation generated using key framing, physical
laws are enforced to produce a more realistic one. Given an input animation, they first detect
position and sliding constraints in order to separate the animation into constrained and uncon-
strained stages. Afterward, they generate transitions between these stages by suggesting the
user a set of previously learned transition poses. Finally, they compute the final animation by
minimizing the mass displacement, the velocity of the DoFs and by ensuring static balance.
This optimization is subject to constraints on the linear and angular momentum that directly
depend on whether the character is on the ground or airborne. Generating physically realistic
animations using optimization often requires to compute first derivative of joint torques which
is of quadratic complexity. This inevitably leads to scale problems. Abe et al. [Abe et al., 2004]
used a framework similar to the one presented in [Liu and Popovic´, 2002] to generate a variety
of motions given an input one. They then generated a variety of motions in real-time by using
simple interpolation.
The work reported in these papers provides good animation results, but have a number of
restrictions. The first one is that they are computationally expensive to solve prohibiting the
use of large animation sequences. Moreover, when the number of character’s DoFs increases,
the computation time becomes rapidly prohibitive. In addition, the character must have full
knowledge of the future to optimize their actions. Another limitation is the difficulty in con-
trolling the computations due to the highly non-linear nature of the constraints and objectives,
therefore, the available numerical methods often do not converge to acceptable solutions. An-
other drawback is the failure to identify objectives other than energy consumption. Despite the
benefits regarding user interactivity pointed in some of the works cited previously, spacetime
constraints requires solving a single mathematical problem for the entire motion. This leads to
very large constrained optimization problems that is usually very difficult to solve.
2.3.2 Frequency-based Methods
This class of methods considers the animation curve as a time-varying signal, by applying sig-
nal processing techniques the input motion is modified (see Figure 2.4). In the field of charac-
ter animation, Bruderlin and Williams [Bruderlin and Williams, 1995] adapted multiresolution
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filtering, multitarget motion interpolation with dynamic timewarping, waveshaping and dis-
placement mapping for editing motion data. Witkin and Popovic´ [Witkin and Popovic´, 1995]
Figure 2.4: Adjusting gains of bands for joint angles [Bruderlin and Williams, 1995].
presented the motion warping method built from the combination of time warping and dis-
placement mapping techniques. For applying modifications on the input motion, the user con-
veniently places keyframes in the input animation, which acts as a set of spatial constraints.
Subsequently, displacement maps are computed for each animation curve as these latter are
warped independently. Finally, the interpolation between keyframes is based on the changes
(displacement maps) instead of being based on the absolute motion curves values. Unuma
et al. [Unuma et al., 1995] described a simple technique to represent periodic motions using
the so-called rescaled Fourier functional model. By using this technique, the motion can be
interpolated, extrapolated, or even subtracted with other motions.
These methods are in general difficult to use because the manipulation of a time-varying sig-
nal is fastidious and non-intuitive, for example, when the animator desires to modify a motion
with some precise requests. Furthermore, they do not ensure that original kinematic constraints
are preserved. When using motion warping, for example, if the keyframes are not correctly
placed, then the final motion may violate important geometric constraints such as the feet pen-
etrating the ground or sliding.
2.3.3 Constraint-based Methods
Gleicher [Gleicher, 2001] proposed a taxonomy of constraint-based techniques. Constraint-
based techniques enables the user to specify constraints over the entire motion or at specific
times, while editing an animation (see Figure 2.5). An inverse kinematics solver computes
the “best”motion, pose by pose, so that each pose achieves the predefined constraints as much
as possible. Boulic and Thalmann [Boulic and Thalmann, 1992] presented the first work in
motion editing using IK on a per-frame basis to enforce constraints. They used a numeri-
cal IK solver in order to simultaneously handle two tasks: the primary and the secondary.
The primary task is responsible for kinematics constraints. The latter is in charge of tracking
the original motion so that the corrected motion does not deviate too much from the initial
one. This paper clearly sets the foundations for future work using this approach. Lee and
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Figure 2.5: Constraint-based system interface [Lee and Shin, 1999].
Shin [Lee and Shin, 1999] introduced the first example of per-frame plus filtering class of mo-
tion editing techniques. Their interactive motion editing system addresses many common tasks
such as retargeting, transitions and/or editing. In this work, two concepts were introduced for
per-frame IK plus filtering methods: the intra-frame and the inter-frame consistencies. The
intra-frame consistency represents the set of spatial constraints a virtual human must achieve
at each frame of the animation. This is usually done by using an IK solver. The inter-frame
consistency specifies that neighboring adjusted frames have to be as similar as possible to avoid
adding jerkiness in the final animation. This is usually achieved by filtering the changes to the
initial motion in order not to add high frequencies. The inevitable consequence is that it poten-
tially destroys intra-frame consistency. As a result, these phases are usually iteratively repeated.
Their system makes specific choices for each key aspect of the approach: the IK solver and the
filtering process. They implemented a highly specialized IK solver for human-like articulated
figures. The final implementation is very fast. The authors have had to make several sacrifices
in order to achieve such performances. As a consequence, the set of constraints that it can
handle is limited. Inter-frame consistency is enforced by using a hierarchical B-spline-based
filter. Each displacement map is adaptively refined by hierarchically fitting B-splines defined
by uniform sequences of knots. The greater the knots used, the finer the results. The main
problem of using B-spline-based filtering is that it becomes computationally expensive if the
number of knots in the B-splines is large. Indeed, the problem of fitting a B-spline to scat-
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tered data points is reduced to finding the set of control points which best interpolates the data
points. This is done by minimizing an objective function using a least-squares method. Mon-
zani et al. [Monzani et al., 2000] proposed a method to retarget animations to characters having
both geometrical and topological differences using an intermediate skeleton. The intermediate
skeleton was used as a bridge between all the potential skeletons for which the animation have
to be mapped. To achieve smooth transitions between original end-effectors trajectories and
constraints trajectories, the authors decided to add an ease-in period (resp. an ease-out period)
before (resp. after) the constraints are activated (resp. deactivated). During the ease-in period,
the end-effector trajectory is linearly interpolated to smoothly reach the specified goal. During
the ease-out period, they preferred to linearly interpolate the postures instead of the trajectories
because of potential conflicts between constraints leading to discontinuities when one of them
is deactivated. According to the authors, this method only gives good results when the adapted
motion remains close to the original one. In particular, linear interpolation may produce no-
ticeable discontinuities because it does not take end-effectors velocity into account. Choi and
Ko [Choi and Ko, 2000] presented the first work on online motion retargeting. They built an
IK solver based on the motion rate control method. The primary task is to track the motion of
the end-effectors. The secondary task is to imitate the motion of the source character as much
as possible. As a consequence, the inter-frame consistency is implicitly enforced. Subsequent
work [Kulpa et al., 2005] proposed a motion adaptation methodology. They built an efficient
implementation of the Cyclic Coordinate Descent algorithm to adapt an animation in real-time.
Although this method does not use any kind of filtering, it provides very good results for real-
time motion adaptation of virtual characters. To ease the adaptation, the underlying skeleton is
divided into groups, each of which being an individual kinematic chain. This has the advantage
to ease the computation of a solution. However, as no synergy exists between groups, it may
lead to unrealistic results. Liu [Liu et al., 2006] proposed a motion editing technique with col-
lision avoidance to prevent the character’s limbs to interpenetrate the body during editing. Dis-
placement maps techniques and a Kalman filter were used to preserve the similarities between
the edited and original motions, and to impose continuity between frames. Le Callennec and
Boulic [Callennec and Boulic, 2006] proposed an off-line interactive motion editing technique
with prioritized constraints. The characteristics of the original motion are preserved by adding
the difference between the motion before and after editing as the lowest priority constraint by
using an optimization vector. The use of an optimization vector reduces the need to filter the
results as each adjusted posture is attracted to its initial configuration. Splines curves were used
to impose smoothly varying constraints. Our method differs from all these previous approaches
because we constructed a data-driven constraint-based method, which performs optimizations
within the latent space of some motion pattern.
2.3.4 Data-driven Methods
Data-driven (or model-based ) methods focus in constructing a model from mocap data (e.g.,
of people performing the same activity many times), and use the model to generate new mo-
tions from existing ones. Alexa and Mu¨ller [Alexa and Muller, 2000] used PCA to repre-
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sent animations as a set of principal animation components, with the aim of decoupling the
animation from the underlying geometry. In this simple application of PCA, the authors
could synthesize the same animation using different geometries (see Figure 2.6). Glardon et
Figure 2.6: The PCA for geometric animations [Alexa and Muller, 2000].
al. [Glardon et al., 2004b] generate walking, running and jumping motions by exploring the
low-dimensional space constructed from a hierarchical PCA. This further decomposition of
the PCA space was used to extract high-level parameters (e.g., walking speed) to provide user
manipulation guiding a character through the virtual environment from a small set of well un-
derstood parameters. Glardon [Glardon et al., 2006b] also integrated an optimization-based IK
solver, as a second preprocessing stage, for preventing foot sliding by exploiting the predic-
tive capability of the PCA motion model. In a subsequent work, still in character navigation,
Glardon [Glardon et al., 2006a] developed a motion blending technique in parameter space,
such as locomotion speed and jump length, to handle two PCA motion models in order to
treat transitions from walking/running to jump motions, while guiding a virtual character with
obstacle avoidance through the environment. This strategy avoids the need to perform a pre-
processing step involving all the clips of the database allowing the generation of dynamically
parameterized motions. IK is also used a second step of pre-processing to clean up foot sliding.
Subsequent data-driven approaches use mocap data to restrict the solution within the space of
natural-looking motions. Motion graphs and motion interpolation are used to produce new mo-
tions from a database [Arikan and Forsyth, 2002, Kovar et al., 2002, Kovar and Gleicher, 2004,
Mukai and Kuriyama, 2005]. These techniques have two major restrictions. The first one is
that, they are not able to handle end-effector constraints that are not represented in the mo-
tion database. The second one, they present limitations in handling constraints over multiple
frames. A number of researches have also developed techniques to synthesize human mo-
tion in a low-dimensional space, by using both linear and non-linear models. Safanova et.
al. [Safonova et al., 2004] proposed a motion synthesis framework able to synthesize new mo-
tions by optimizing a set of constraints within a low-dimensional space constructed with PCA.
The constraints are expressed in the world frame and then projected onto the low-dimensional
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space previously built. Finally, the motion is generated by optimizing its “representation”in
the PCA space over time. The optimization uses an objective function which tries to mini-
mize the torques, the jerkiness and the deviation to original motions. The final result is then
generated by using B-Splines representing the values of the PCA coefficients over time. Unfor-
tunately, some type of constraints (e.g., feet constraints) cannot be represented with sufficient
accuracy by the framework, so they incorporate a simple IK solver, as a second preprocessing
stage, to alleviate this limitation and handle foot sliding. Their approach is similar to spacetime
constraints, which requires solving a single mathematical problem for the entire motion. This
leads to a very large constrained optimization problem that is very time demanding for solving.
Urtasun et. al. [Urtasun et al., 2004] proposed a style-based motion synthesis framework able
to produce motions with different styles by extrapolating the PCs parameters. In a subsequent
work, Urtasun and Fua [Urtasun and Fua, 2004] used the PCA to improve 3D body tracking.
Their formulation is similar in spirit to ours because they need to evaluate the PCA coefficients
that describes a tracked motion style. However, as their PCA model is not combined with IK
the resulted motions generally present motion artifacts such as foot sliding. On the contrary,
our approach is capable to handle this issue because it combines PCA with prioritized IK. Shin
et. al. [Shin and Lee, 2006] proposed a framework for low-dimensional motion synthesis by
investigating three linear models: PCA, multi-dimensional scaling (MDS), and Isomap. They
constructed a user interface based on a 2D grid describing a low-dimensional representation
of the data, where the user can synthesize a motion by dragging the mouse pointer on this
grid. Despite that fact that this approach can generate natural-looking motions, the system has
a limitation handling user-specified constraints. So, given a limited set of constraints such as
the position of an end-effector or the root segment, they first find a node on the grid of which a
pose matches the constraint best and then, the IK solver blends existing data samples to achieve
the constraints as much as possible. It means that, if there is no pose matching the constraints
the method may fails. The authors do not performed any experiment to verify if their method
was capable of handling extrapolations. Chai and Hodgins [Chai and Hodgins, 2007] have pro-
posed the use of a statistical dynamic model to construct a constraint-based motion optimization
framework. Their dynamic model is trained over a motion database and then used as a prior
for generating natural-looking motions. The system can handle key-frame, key-trajectory con-
straints and both simultaneously. The first difference with our approach is that the motion is
a result of a global optimization process, similar to spacetime constraints techniques, whereas
our technique acts in individual poses. The second one, is that, their system can only gener-
ate natural motions from a minimum of four key-frame constraints, whereas ours can generate
the whole movement by constraining and editing just one key-frame on the motion. Recently,
Raunhardt and Boulic [Raunhardt and Boulic, 2009], have combined a data-driven and goal-
oriented methods to construct a hybrid postural control approach. The main focus of the work
is to treat the issue of controlling a full-body goal-directed motion (i.e. reach) where locomo-
tion is not necessary. The model is learned from pose rather than full motion data. To generate
the final posture, the method requires two steps: (1) set the goal position for an effector that cor-
responds to the captured motions; (2) set the Cartesian constraints (e.g. feet on the ground). As
a result, the system computes a solution respecting the user-specified constraints. This work is
based on our work [Carvalho et al., 2007], which combined a linear motion model and a prior-
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itized IK solver to met user-specified constraints within the latent space. The main differences
between this work and ours is that, in their work the optimization is performed in the joint
space rather than the latent space of the underlying motion pattern and we focus on interac-
tive motion editing. Ikemoto et. al. [Ikemoto et al., 2009] proposed a motion editing technique
that uses Gaussian process and a simple IK solver. The system is capable of propagate pose
modifications across the motion sequence.
2.4 Conclusion
In this chapter, we reviewed the main works regarding inverse kinematics and motion editing
techniques. Nevertheless, it is important to stress the main differences between our method and
the ones proposed in [Safonova et al., 2004, Grochow et al., 2004]. The LPIK solver handles
kinematic constraints directly in the latent space. Therefore, when the motion is reconstructed
by the model it already satisfies all the user-specified constraints. On the contrary, the method
presented in [Safonova et al., 2004] applies IK in a second stage of preprocessing, that is, after
the motion have been recovered: IK is performed in the joint space. We concentrate our in-
vestigation in motion models, instead of pose models [Grochow et al., 2004], because they are
capable to encapsulate the natural flow of the motion. We then take advantage from the natural
flow of movement provided by a motion database to develop new continuity strategies, which
are used in our motion editing system. Furthermore, the proposed data-driven constraint-based
motion editing method differs from all the approaches described in section 2.3, due to the nature
of our IK solver and the way that the system handles user-specified constraints. The proposed




This chapter describes the steps needed to build a motion model. As we are dealing with
articulated human body figures, we first concentrate our focus on the issue of joint and motion
modeling. The essential feature of a joint is that it permits some degree of relative motion
between the two segments it connects. In our approach, the joint model is used to represent a
body posture. Nevertheless, since we are dealing with motions the parameterization is extended
to handle the character movement. Then, once all the motions are parameterized, they are used
as training data for learning the PCA motion model. The complete process is described in the
next sections.
3.2 Motion Modeling
Modeling the human body movements is one of the most difficult and challenging problems
in computer animation due to its high-dimensional joint space representation. Normally, fifty
to sixty dimensions are used to represent a good quality human pose [Safonova et al., 2004,
Wang et al., 2008]. Nevertheless, for many types of behaviors (e.g., walking, golf swing, reach-
ing) the movements of the joints are very correlated tending to move in a coordinated pat-
tern [Rose and Gamble, 1994, Safonova et al., 2004, Carvalho et al., 2007]. As a consequence,
the dimensionality of human motions can be reduced and modeled by a small set of parameters,
for example, by using a dimensionality reduction technique such as PCA.
The PCA is a wide spread statistical technique used to reduce the dimensionality of an input
dataset [Jolliffe, 1986, Gonzalez and Woods, 2002]. Despite all the benefits of PCA, the most
important one, when compared with other dimensionality reduction techniques such as SG-
PLVM [Grochow et al., 2004], is that, it provides a closed form solution: the data are analyzed
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and reconstructed explicitly from a well-known set of matrices operations. In the next sections,
we show and explain more formally, how we parameterize and encapsulate an underlying mo-
tion pattern within a low-dimensional space and present important model results.
3.2.1 The Human Figure
Essentially, the human figure is modeled as a hierarchy of rigid segments connected by joints
(see Figure 3.1(a)). Segments are usually defined by their length, shape, volume and mass prop-
erties, but the bones are not necessarily modeled as 3D objects. The joints are used to modify
the posture of the body. To improve the appearance of the character, a mesh can be attached to
the skeleton to simulate, for example, the character’s skin and clothes (see Figure 3.1(b)).
(a) (b)
Figure 3.1: (a) Character skeleton connected by joints. (b) A mesh attached to the skeleton.
To construct the human figure, we use the HAnim standard [H-Anim, 2009]. HAnim pro-
vides an abstract representation for modeling three dimensional human figures. One of its most
important advantages is the extension of the family of joint types. That is, three dimensional
articulations can be represented with a single exponential map. In prior approaches, these ar-
ticulations were decomposed in a succession of three revolute joints with a common center
of rotation. For reasons that will become apparent after, we construct two skeletons with two
different levels of articulation (i.e., number of joints). The first with 29 and the second with
73 joints. The root joint is included. The joints used to model both skeletons can be seen in
Appendix B.
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3.2.2 Motion Parameterization
The choice of a motion representation plays an important role in the estimation of the model
parameters. Prior researches [Rose et al., 1998, Park et al., 2002, Kovar and Gleicher, 2003,
Glardon et al., 2006b] represent each motion as a set of joint orientations expressed by euler-
angles, quaternions or exponential maps [Grassia, 1998]. We follow this approach because it
leads to a simple and efficient motion representation, where each frame is represented by a
vector. More formally, let us define a character pose 1,
Θ = {𝑞}, (3.1)
as a state vector describing the 3D global position, P𝑟𝑜𝑜𝑡 and the 3D global orientation Q𝑟𝑜𝑜𝑡
of the root node, and a set of joint orientations 𝜃, represented by three parameters of the corre-



















Considering that there are 𝜁 orientations (the root plus (𝜁−1) joints) represented by exponential
map, the dimension 𝑛, corresponds to the number of degrees of freedom of the skeleton model,
which is equal to 3(𝜁 + 1). Essentially, no single parameterization of rotation is best and the
use of a particular representation depends on its performance in the application [Grassia, 1998].
Euler-angles suffer from gimbal lock that occurs when two of the three rotation axes align caus-
ing a rotational degree of freedom to be lost. As unit quaternions are embedded in ℜ4, there are
four directions in which a quaternion can change, but only three rotational degrees of freedom.
Moreover, as it has to keep its unit length, quaternion operations can move the quaternion off the
unit sphere leading to non-rotations. There are several strategies developed in the literature to
handle quaternion problems, but they increase code complexity degrading system performance.
We therefore use the exponential map representation because it does not have the problems
encountered by euler-angles and the limitations of unit quaternions. However, despite these ap-
parent limitations of unit quaternions, they are well suited for interpolations [Shoemake, 1985].
As we use motion capture (mocap) data from real people, and as each person tends to per-
form the same activity with some variability in speed, the database contains motions that, in
general, have different durations. So, a motion duration normalization is necessary in our ap-
proach because the PCA’s parameters (see section 3.2.3) are estimated from complete motions.
Let us recall the relationship between the frame-rate 𝐹𝑟 (e.g., 25 fps), the motion duration 𝑇 ,
and the the total number of frames, 𝑁 :
𝑁 = 𝑇 ⋅ 𝐹𝑟. (3.3)
The normalization is done as follows. As each motion has its corresponding duration, 𝑇 𝑖, we
preprocess the motion database to compute the mean time, 𝜇𝑇 , of all, 𝑑, motions as shown
1Essentially a skeletal configuration of the virtual character.
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by Eq. 3.7. Once the mean time is computed, we use its value directly into Eq. 3.3 to estab-
lish the total number of poses that all motions should have to preserve a sufficient sampling
frequency. The normalization is carried out by using quaternion spherical linear interpolation
(Slerp) [Shoemake, 1985] 2. Accordingly, every motion has now an identical number of frames
for a unit duration. In order to recover the correct motion duration, we use a similar approach
as described in [Grochow et al., 2004]: for each motion, we additionally include its original
duration (i.e., the value before normalization) in the motion vector. This feature is important to
inform the final duration of the synthesized motion, so we let the learning algorithm be sensitive
to it. A motion is then represented as a line vector of the form:
Υ𝑖 = {Ψ𝑖 = {Θ1 . . .Θ𝑘 . . .Θ𝑁}, 𝑇𝑖}. (3.4)
We let the pose varies as a function of a phase parameter 𝜑 that is defined to be 0 at the
beginning and 1 in the end of the motion. The motion is therefore represented as a sequence of
𝑁 poses indexed by the phase of the motion such that, for frame 𝑘 ∈ [1, . . . , 𝑁 ], the discrete
phase 𝜑𝑘 ∈ [0, . . . , 1] is sampled at regular time intervals. Θ𝑘 is therefore a pose corresponding
to a frame index 𝑘. Since a given motion consists of 𝑁 poses, the motion vector has dimension:
𝐷 = (𝑛 ⋅𝑁) + 1. (3.5)
3.2.3 PCA Motion Model
When the mocap data are arranged in a vector form, we use a linear motion model such as Prin-
cipal Component Analysis (PCA) to find a low-dimensional representation, which efficiently
acquires the important nuances of a specific motion pattern. The PCA is based on statisti-
cal analysis [Jolliffe, 1986]. Thus, the 𝐷 elements of the motion vector Υ are considered as
statistical variables. In motion capture, if the motion is recorded 𝑑 times, one can say that
the elements of Υ (i.e., the statistical variables) were sampled 𝑑 times. Therefore, the set of
recorded motions are organized in a motion matrix M. More formally, to learn the PCA from
motion data, we use following algorithm:
1. Build a motion matrix of dimension 𝑑×𝐷, where each motion vector is arranged as a
row,
2The initial representation of the joint angles is exponential maps. Before the time normalization, we convert
them to quaternions. Once the normalization is finished, they are converted back to exponential map for estimating
the PCA’s parameters. Note that, for the root position, we proceed with a simple linear interpolation. We suggest
the interested reader to [Herda, 2003] for more information about angle conversions.
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3. Compute the covariance matrix from the elements of M˜, such as:
S˜ = M˜M˜𝑇 . (3.8)
In practice, this stage of the PCA algorithm can be optimized by selecting between M˜M˜𝑇
or M˜𝑇M˜, that is, the matrix having the lowest dimension, because these matrices have
the same eigenvalues [Jolliffe, 1986], and the remaining (𝐷 − 𝑑) eigenvalues of M˜𝑇M˜
are equal to zero. Thereby, its remaining eigenvectors can be discarded because they
will not improve the data reconstruction in terms of the mean square error (MSE) mini-
mization [Gonzalez and Woods, 2002] (see appendix A.1.1). Therefore, to compute the
PCA it is sufficient to find a transformation matrix that maps the motion vectors into an
orthogonal space 3. This transformation matrix is simply the eigenvectors of S˜.
4. Compute the eigenvalue decomposition of S˜,
S˜𝛼 = Λ𝛼. (3.9)
The columns of the 𝑑× 𝑑 matrix 𝛼 are orthonormal eigenvectors of S˜, and Λ is a diagonal
𝑑× 𝑑 matrix containing the non-negative eigenvalues arranged in descending order, so
that 𝜆𝑖 ≥ 𝜆𝑖+1. {𝛼} are the so called Principal Coefficients (PCs) that characterize the
motion (i.e., the latent space). Then, the so called 𝑑×𝐷 Principal Components (PC) are
computed as:
3This transformation is also known as the Hotelling transform or the discrete version of the Karhunen-Loeve
Transform (KLT) [Gonzalez and Woods, 2002]
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E = 𝛼TM˜, (3.10)
with,
E = {EΨ,E𝑇}. (3.11)
Where the 𝑑× (𝐷− 1) matrix EΨ is referred as the eigen-motions and the 𝑑× 1 column
vector E𝑇 as the eigen-durations.
One important property of PCA deals with the reconstruction of M˜ from E. As the 𝜆𝑖‘s
decrease monotonically, the reconstruction error can be minimized by selecting the𝑚 eigenvec-
tors associated with the largest eigenvalues [Jolliffe, 1986, Gonzalez and Woods, 2002]. Note
that, 𝑚 represents the number of eigen-motions required to approximate a learned motion pat-
tern. One common technique used to determine a value for 𝑚 is known as the accumulated






where, 𝑚 ≤ 𝑑 controls the fraction of the total variance of the training data that is captured
by the subspace denoted by 𝜌(𝑚). So, by using the PC described by Eq. 3.10, any normalized
motion Ψ𝑖 can be approximated as:
Ψ𝑖 ≅ 𝛼𝑖EΨ +Ψ∘ (3.13)
EΨ is now (𝑚 × (𝐷 − 1))-dimensional. And a pose, here also referred as an eigen-pose, can
be computed as a function of the scalar coefficients, 𝛼𝑖 (𝑖 = 1, . . . , 𝑚) and the frame index 𝑘:
𝜓 (𝑘, 𝛼1, . . . , 𝛼𝑚) ≅ 𝛼𝑖EΨ +Ψ∘. (3.14)
The final step in the PCA framework is used to compute the duration and therefore generate
the output motion. For that, we take advantage of the duration added in the motion matrix
(Eq. 3.6). Since, Eq. 3.13 gives the best linear approximation of the normalized motion, we use
it to compute the best duration. Towards this end, we compute the time 𝑇 𝑖 corresponding to the
motion Ψ𝑖 as follows,
𝑇𝑖 ≅ 𝛼𝑖E𝑇 + 𝜇𝑇 (3.15)
E𝑇 is now (𝑚 × 1)-dimensional. Once we have 𝑇𝑖, we use its value directly into Eq. 3.3 to
establish the final motion size. Finally, the final motion is computed by using Slerp. To simplify
the notation, when the situation allows, we use just {𝛼} instead of {𝛼𝑖}.
Note that, the main advantage of learning motion models instead of pose models, is that,
the eigen-motions can be explored for constructing new continuity strategies, as will be seen in
section 5. Nevertheless, eigen-poses, as described by Eq. 3.14, are useful to under-constraining
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model-based inverse kinematics problems, as will be seen in section 4.3. In the next sections,
we show how to encapsulate a motion pattern by constructing motion models using the PCA
algorithm described above, and show that these models provide useful properties for motion
editing.
3.3 Model Results
In this section, we show how PCA tends to cluster similar motions and how it generates other
motion examples by constructing:
∙ Multi-activity or heterogeneous models: i.e., models learned from different behaviors,
e.g., both reaching and walking jumps.
∙ Single models: i.e., models learned from a single motion pattern, e.g., only walking
jumps. In this case, jumps with different lengths can be considered.
∙ Local models: i.e., specialized single models learned from a specific motion pattern, e.g.,
golf swings played on a flat ground.
Therefore, to construct a model capable to encapsulate and consequently predict the underlying
motion pattern, we first create a mocap database of one or more people performing the same
activity many times. In some situations, for example, when we have a reduced dataset, we
preprocess the original data creating new samples for increasing data variability. These real or
synthetic training data observations are used as input variables for estimating the motion model
parameters. For a better understanding of our approach, we propose to describe the process
used to learn motion models from walking jumps, reaching and golf swing motions.
1. Walking Jumps: we first consider motion models for walking jumps. We used a ViconTM
optical motion capture system to record the motions of five men and one woman perform-
ing walking jumps of 3 lengths ranging from 0.4𝑚 to 1.2𝑚, by increments of 0.4𝑚, for
a total of 89 motions. We asked the performers to adapt naturally their speed to be able
to execute the requested jump. These data acquire the natural variability of this motion
pattern. To virtually animate these motions, we retarget them to a virtual character with
𝑛 = 222 DoFs. Then, we time normalized the data such that each walking jump was
represented with 𝑁 = 26 pose samples, which gave motions with 𝐷 = 5773 DoFs. In
what follows, we learn two local models, one per subject walking jumps (15 motions)
and one per jump at 1.2𝑚 (28 motions), as well as a single model of walking jumps
(89 motions). Figure 3.2 shows the latent space of these database. Figure 3.2(d) depicts
𝜌(𝑚), in Eq. 3.12, as a function of the eigen-motions for the corresponding models.
2. Golf Swings: to learn a motion model for golf swings, we used 16 motions of one subject
performing golf swings from the CMU database [CMU, 2009]. Note that, as golf swings
are executed in high speeds, editing such movements requires precision during the ball
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(a) (b)
(c) (d)
Figure 3.2: Walking jump motion models. Latent space for (a) one male subject at walking
jumps ranging from 0.4𝑚 to 1.2𝑚; (b) all six subjects at 1.2𝑚 walking jumps; and (c) all
six subjects at walking jumps raging from 0.4𝑚 to 1.2𝑚. The data corresponding to different
walking jumps (Figure (a) and (c)) are shown in different markers and color, and to different
subjects (Figure (b)) are shown in different color. (d) Percentage of the database that can be
generated with a given number of eigen-motions for the one subject (solid green), walking
jumps at 1.2𝑚 (dash blue) and all subjects all jumps database(dotted red).
stroke. Consequently, to increase the chances of searching solutions in the space of hits,
we linearly time-warp each swing according to the beat frame such that the hit poses
are achieved at the same time. A similar approach was used in [Urtasun et al., 2005],
but there the authors completely re-sampled four key postures achieved in the beginning,
middle and end of the motion. Essentially, the normalization is done in two stages. First,
we use the approach described in section 3.2.2 to produce motions with the same duration
as illustrated in Figure 3.3(b). In second stage, we preprocess the normalized database
searching for the hit frame, 𝐾ℎ and compute the mean hit pose, 𝐾𝜇. This information
is used to subdivide the swing in two parts, such that, the first one from the beginning
of the swing to the hit frame (i.e., [1, ..., 𝐾𝜇]) and second from the hit frame +1 to the
end of the swing (i.e., [𝐾𝜇+1, ..., 𝑁 ]). Then, the final time-warped training motions, as
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illustrated in Figure. 3.3(c), are used to create a swing basis. Note that, what is aligned is
the hit frame and not the beat position between the club head and the ball, which can be
everywhere in the 3D space.
Figure 3.3: Golf swings normalization process. (a) Illustrates the swings before the duration
normalization. 𝑇𝑖 (𝑖 = 1, . . . , 𝑑) is the motion duration and the size of the rectangles represents
different durations. (b) The motions have the same duration, but the hit frame, 𝐾ℎ, is not time
aligned. (c) The motions have the same duration and the hit frame is now time aligned at key
time, 𝐾𝜇.
(a) (b) (c)
Figure 3.4: Golf swing motions. (a)(c) Golf swings executed on the down and up slopes syn-
thetically produced from the flat ground motion (b).
Each swing is therefore retarget to a virtual character with 𝑛 = 93 DoFs and each
normalized swing is represented by 𝑁 = 132 pose samples, which give motions with
𝐷 = 12277 DoFs. To provide user manipulation of the golf club, we attached an end-
effector near the club head to drive the hit to another position. In what follows, we
learned motion models from swings played on three different types of ground: 1) one
for flat ground, for a total of 16 motion; 2) one for up slopes, for angles ranging from
0.5∘ to 5.0∘ (anti-clockwise), by increments of 0.5∘, for a total of 16 motions; 3) one
for down slopes, for angles ranging from 0.5∘ to 5.0∘ (clockwise), by increments of
0.5∘, for a total of 16 motions; and 4) one for the combined down, flat and up grounds.
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The golf swings executed on the down and up slopes - see Figures. 3.4(a) and 3.4(c) -
were synthetically produced from the flat ground motions by using a motion editing sys-
tem [Callennec and Boulic, 2006]. Note that, the synthetic motions were generated by
adjusting just the position of the feet according to the ground inclination, because by ad-
justing the position of the golf club head demonstrated to add discontinuities. Figure 3.5
shows the latent space and the accumulated percentage of these models. The process
used to recover golf swings is similar to the other motion patterns. The only difference
is that, we keep a vector containing the information of the hit frames to recover the hit
alignment according to its initial position in the input motion.
(a) (b)
Figure 3.5: Golf Swings motion models. (a) Latent space. The data corresponding to different
golf swing models are shown in different color and shapes. (b) Percentage of the database that
can be generated with a given number of eigen-motions.
3. Reaching: we used the same approach to learn a full-body goal directed motion (i.e.
reaching) where locomotion is not necessary. Toward this end, we used 𝑑 = 16 reaching
motions performed by one subject provided by [VAL, 2009]. We also used the same
character with 𝑛 = 222 DoFs. Then, each reaching was time normalized and represented
by 𝑁 = 50 pose samples, which gave motions with 𝐷 = 11101 DoFs. We learned
one local model for reaching. Figure 3.6 shows the latent space and the accumulated
percentage of this database.
In the sections below, we show how these models cluster similar motions (section 3.3.1),
and how the latent space can be explored to generate new motions (section 3.3.2).
3.3.1 Motion Clustering
PCA provides a compact representation of the data describing each sample by a small set of
measurements (i.e., the principal coefficients). The latent space retains significant informa-
tion of the original data samples, which can be used for grouping similar motions into clus-
ters. Cluster analysis or data segmentation aim to grouping or segmenting a collection of
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(a) (b)
(c)
Figure 3.6: Reaching motion model. (a) Latent space. (b) Percentage of the database that can
be generated with a given number of eigen-motions. (c) Final posture of four reaching motions,
in the order they appear in the database, used to illustrate the PCA property clustering similar
motions in the latent space.
samples into subsets or clusters, such that those within each cluster are more closely related
to one another than samples assigned to different clusters [Jain et al., 1999, Verbeek, 2004,
Hastie et al., 2009]. In motion editing, we should preserve some characteristics of the original
motion as well as add new features to it [Gleicher, 2001]. In this sense, we aim of statistically
preserving the motion’s characteristics by performing optimizations in the latent space, because
this space encapsulates motion styles and actions of the underlying motion pattern being edited.
In this context, it is interesting to show that the motion models learned previously are capa-
ble to grouping similar patterns according to the subjects’ styles and actions. Figures. 3.2(a),
3.2(b) and 3.2(c) show the latent space for the walking jumps models projected onto the first and
fourth principal coefficients and each point in the clusters represents a full-body motion. We
can verify that, the one subject motion model, Figure 3.2(a), describes the inter-action variation
for the three different jumps sizes, and the motion model for the jump at 1.2𝑚, Figure 3.2(b),
describes the inter-style variation of each subject. On the contrary, the motion model learned
from the complete dataset shows a smaller inter-style and inter-action variation, demonstrating
a denser representation. Note that, this model can suffer a further clustering decomposition,
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for example, by using a hierarchical clustering technique based on a divisive (i.e., top down)
strategy [Hastie et al., 2009]. Figure 3.2(d) shows the accumulated percentage. We can see that
with a small database the model reaches a high percentage (e.g., 95%) close to the maximum
number of dimensions compared to the large dataset model.
The motion models learned from the golf swings also exhibited a good inter-style variation.
However, we would not expect a good inter-action variation because the up and down slopes
swings were produced synthetically from the flat ground ones. Figure3.5(a) shows the latent
space for the golf swing models projected onto the first and second principal coefficients. Note
that, the accumulated percentage, shown in Figure 3.5(b), is basically the same for the up and
down slopes swing motions. Figure 3.6(a) shows the reaching motions projected onto first and
second principal coefficients. Note that, similar reaching motions, here described by the final
pose depicted in Figure 3.6(c), are cluster together showing the inter-action variation.
As noticed, the PCA extracts and encapsulates motion similarities into a compact set of
coefficients. Such representation, in fewer dimensions, is advantageous because it increases
the efficiency and performance of motion editing [Grochow et al., 2004, Shin and Lee, 2006,
Carvalho et al., 2007]. Accordingly, similarities have been illustrated by projecting the appro-
priate set of principal coefficients in two dimensions. Frequently, the first two PCs are pro-
jected to illustrate the division of the clusters because they carry more information in terms
data variance [Gonzalez and Woods, 2002]. However, the assumption that the first two PCs
are the best to represent clusters separation is not completely true, because the feature infor-
mation that improves the intra-cluster distances may be in the less representative coefficients.
Choose therefore the best set of coefficients that improves clustering is a classical problem in
pattern recognition known as feature selection [Jain et al., 1999]. Consequently, for the exper-
iments reported in this section, we simply chose a subset of two PCs that best represented the
intra-cluster division to show the PCA clustering capabilities.
3.3.2 Motion Encapsulation: The Purpose of Model Generalization
We refer to the process of learning the underlying motion pattern as motion encapsulation. In
some cases, we need to isolate the core behavior, to reduce or even to eliminate the ambiguity
of having multiple solutions satisfying the same set of constraints [Chai and Hodgins, 2005].
In other cases, the aim is not to isolate the core pattern completely, but to gradually increase
the behavioral space to either satisfy different constraint configurations or edit distinct motion
patterns. The problem may be as simple as learning specialized motion models, or as complex
as generalizing the latent space by learning multi-activity models. We believe that, the purpose
of model generalization is mainly related with the application. For example, the animator may
want to adapt a walking jump motion to reach an object in the middle of the jump. In this case,
a model learned from walking jumps and reaching motions needs to be constructed.
Given a database containing motions with different behaviors and a motion to be edited,
the animator must then decide which of the behaviors he/she has to select to construct a motion
model. This is the first step of the editing process. In order to provide the animators with a first
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Figure 3.7: Model-based motion synthesis of a database of reaching motions. The latent space
is shown in the middle. Random samples are represented by black squares, excepted the mean
motion (posture 3 black circle), which represents the origin of this space.
insight of how to select an appropriate motion behavior to learn a specialized model, or how
to combine motion patterns to construct a multi-activity model. Accordingly, we explore how
the PCA motion model generalizes new motions from random samples in the latent space, this
approach is similar to [Urtasun et al., 2006]. Therefore, we experiment with the latent spaces
shown in Figure 3.7 created from a database of reaching motions (i.e., specialized model) and
in Figure 3.8 created from a database composed of golf swings, walking jumps at 0.8𝑚 and
reaching motions (i.e., multi-activity model).
In the specialized latent space the encapsulation of the core pattern is satisfied in a much
greater extent compared to the more generalized space. In other words, we found that random
samples outside and between motion clusters all produced genuine reaching motions. Fig-
ure 3.7 shows the final reaching posture of random samples computed from the first two eigen-
motions for which the remaining coefficients, 𝛼𝑖 = 0, for 3 ≤ 𝑖 ≤ 𝑑. In addition, this model
demonstrate to produce plausible motions for samples moving both away from the center and
the training data producing pleasing motions, see samples 1 and 6 in Figure 3.7. Nevertheless,
we cannot guarantee that all the samples between data points in the latent space will produce
natural motions. For example, if the database have both a small number of samples and a high
data variability, may we can find regions between data samples that produce motions violating
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joint limits.
In the multi-activity latent space, we observed that some regions of the sub-space spanned
by the first two eigen-motions of the multi-activity model (Figure 3.8) generated physically
impossible motions, see Figure 3.9(d). Nevertheless, there are regions of the subspace between
motion patterns (e.g., reaching and walking jumps) that do correspond to plausible mixed mo-
tions, see Figure 3.9(a). These regions may facilitate the satisfaction of user-specified con-
straints, for example, in situations where the animator wishes to adapt a walking jumping mo-
tion to reach an obstacle in the middle of the jump. These constraints may cannot be easily
enforced in a specialized latent space.
(a) (b)
Figure 3.8: Latent space of the multi-activity database composed of golf swings, walking jumps
at 0.8𝑚 and reaching motions. The four random samples that generate the motions of Figure 3.9
are represented by black squares.
From a practical point of view, the latent space can be used to generate new motion samples
in an easy and fast way, for example, we could construct a user interface capable of automat-
ically mapping points from the latent space directly into the joint space, by simply using the
mouse pointer for providing input data samples [Shin and Lee, 2006]. Despite this being a
simple motion generation strategy, the mapping in this way cannot easily handle user-specified
constraints (i.e., Cartesian constraints) limiting user needs. One step is this direction could
be the combination of motion models with constraint-based optimization. Essentially, when
specialized models are combined with optimization techniques the optimizer searches for so-
lutions directly in the core pattern space leading to faster optimizations, as will be seen in
section 4.6. Nevertheless, its great advantage is also its major drawback: single models can-
not be used to constraint a behavior other than the encapsulated one [Safonova et al., 2004,
Carvalho et al., 2007, Chai and Hodgins, 2007]. On the other hand, multi-activity models are
more general and can handle a large space of solutions favoring the editing of different motion
patterns, but at a slower convergence rate compared to specialized motion models. Therefore,
the need of model generalization is related with the application and with system performance.
Hence, a tradeoff between system performance and the generalization of the solution space has
to be kept when the animatior creates a model.
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We have observed the encapsulation capabilities of both specialized and more general mo-
tion models, by generating new data samples from random points in the latent space. The
animator has now the perception to design a variety of motion models according to the task in
hands. In practical terms, the animator should create specialized models when he/she wants to
edit an animation without the need of generating a mixed motion. More investigation to verify
the usefulness of specialized and more general motion models will be carried out in section 6.
3.4 Conclusion
In this chapter, we have described a simple and efficient strategy to parameterize the character
motion, for estimating the PCA motion models. As each subject performs the same movement
with some variability in duration, the training motions have to be first time-normalized before
applying PCA. In some applications, the user may need the motion solution with the correct
duration, to provide this feature, we added the duration in the motion vector letting the learning
algorithm to be sensitive to it. So, given the latent space the duration can be estimated.
The PCA motion models demonstrated an efficient clustering representation grouping simi-
lar patterns according to the subjects’ styles and actions. As shown, the PCA motion generation
schema maps motions from the latent space directly to the joint space. As a result, new natural-
looking motions can be easily generated by manipulating the latent space. However, the major
limitation of this synthesis approach is that user-specified constraints cannot be easily satisfied.
In the next chapter, we demonstrate how to explore the motion models presented in this
section, by building an optimization framework capable to handle user-specified constraints






Figure 3.9: Motions from random samples of the multi-activity database. The PCs of the
motions shown in this figure are depicted in Figure 3.8, the points 1 to 4 correspond to the
animations (a) to (d). (a) (b) Two motions that resemble a combination of walking jump and






This chapter presents a low-dimensional prioritized inverse kinematics (LPIK) solver based on
the combination of the Resolved Motion Rate Control (RMRC) [Whitney, 1969] and Principal
Component Analysis (PCA) [Jolliffe, 1986]. The goal is to solve a constraint-based optimiza-
tion problem within the latent space. The issues related to this framework are discussed in the
following sections.
4.2 Constraints
Constraint-based motion editing techniques require the user to specify constraints over an input
animation to carry out motion adaptations. Providing interactive ways to manage constraints
allow users to easily and rapidly modify preexisting human animations. In particular, geomet-
ric constraints, such as the position of an end-effector in the three-dimensional space or the
trajectory of an end-effector, are more intuitive for interactive manipulation because the user
can specify a goal just by dragging an end-effector to a new position. We equip animators with
two types of constraints: key-frame and key-trajectory constraints as illustrated in Figure 4.1,
both are firstly created in the joint space and then mapped into the latent space.
4.2.1 Key-frame constraints
In this type of constraint, end-effectors are attached directly on the character’s body and dragged
to knew positions. Key-frame constraints are pure positional constraints, that is, the effector
does not follow any specific trajectory. Figure 4.1(a) depicts this type of constraint. A key-
frame constraint is simply represented by a three-dimensional point 𝑥 expressed in the so-called
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(a) Key-frame constraint (b) key-trajectory constraint
Figure 4.1: Example of user-specified constraints. (a) key-frame constraints for modifying a
preexisting full-body reaching animation. (b) Key-trajectory constraints represented by a spline
curve describing a 3D trajectory of an end-effector across the motion for guiding the reach.
task space. In the case of multiple end-effectors applied at the same key-time, the valency of
the task can increase and integrate as many independent scalar or vectorial equations, simply
by “piling”them.
The animator can use this type of constraints to edit the whole motion by constraining either
one key-frame or multiple key-frames at different key times. Essentially, key-frame constraints
are useful to edit motions that need a great precision in time. For example, the user can adapt a
walking jump to perform a greater jump by attaching one constraint on the root, at the key frame
where the character starts the jump, and move the constraint forward in the jump direction to
generate the desire animation. In another example, the user may want to modify a reaching
motion to allow that the character reaches two objects in two different instants of the motion.
In this case, he/she could edit two character poses at different key times.
Note that, constraints such as the position of the center of mass, which are normally used
to control static balance, are not modeled because the solution is achieved within the space
of physically balanced motions [Safonova and Hodgins, 2005]. Likewise, it is not necessary
to explicitly provide for constraints on velocities because, by construction, they are intrinsi-
cally encapsulated in the model parameters [Glardon et al., 2004a]. That is one of the main
advantages of learning motions instead of poses.
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4.2.2 Key-trajectory constraints
In this section, we summarize how end-effector trajectories are constructed from a set of 3D
constraint points. This method was first introduced in [Callennec and Boulic, 2006]. However,
as will be seen in section 5.2, we have proposed a more efficient strategy for enforcing the
motion continuity when key-trajectories are used by the animator.
Key-trajectory constraints allow the animator to edit a motion by specifying end-effectors
across the whole motion as continuous trajectories. The aim of this constraint formulation is to
reduce the work of the animator of manually specifying complete end-effector trajectories. For
example, suppose an animator wants to edit a reaching motion, then instead of specifying a set
of points of the trajectory of a hand, which can be cumbersome, he/she can define a high-level
constraint specifying important locations this hand should pass through and its whole trajec-
tory is then automatically generated. To provide this feature, we use an efficient interpolation
method such that given a set of three-dimensional constraint points the system automatically
generates the entire trajectory of an end-effector. Furthermore, the user can also combine mul-
tiple trajectories from different end-effectors attached at different key times to carry out motion
adaptations. The end-effector’s trajectory is represented as a pair of curves (S(𝑢),T(𝑡)) with
𝑢 the parameter of curve S and 𝑡 the parameter of curve T . S(𝑢) defines the end-effector’s
trajectory in space. T(𝑡) is used to control the timing of S(𝑢). The parameter 𝑡 then represents
the current time in the animation. These curves are automatically constructed given a set of 3D
constraint points specified by the animator.
A constraint point is equivalent to a control point of a spline. The difference is that, it
also handles timing information to ensure that the end-effector passes through the specified
locations at the requested period of time. The time period contains the constraint points. A
constraint point P (P𝑙𝑜𝑐,P𝑖𝑛,P𝑜𝑢𝑡) is therefore defined as:
P𝑙𝑜𝑐 : specifies a 3D location that is used to interpolate the final trajectory of the end-effector
at each time. It is set by the animator in the world space to provide user manipulation
on the control points. This three dimensional location is used as a control point for the
trajectory curve S(𝑢).
P𝑖𝑛 : specifies the starting time at which the end-effector should reach P𝑙𝑜𝑐. This time is used
as a control point for the time curve T(𝑡).
P𝑜𝑢𝑡 : specifies the ending time at which the end-effector should depart from P𝑙𝑜𝑐. This time
is used as a control point for the time curve T(𝑡).
The time interval [P𝑖𝑛,P𝑜𝑢𝑡] defines a duration for which an end-effector might remain
stationary at the specified locationP𝑙𝑜𝑐. Note that, the animator only needs to define the timing
of the end-effector trajectory and the constraint points the end-effector has to pass through. The
trajectory and time curves are then automatically computed.
The trajectory of an end-effector is therefore represented as a Kochanek-Bartels spline
curve [Kochanek and Bartels, 1984]. This class of interpolating splines (i.e., the curve pass
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through its control points or knots) is based on cubic Hermite basis functions with tension, bias
and continuity parameters defined to change the behavior of the tangent. These three param-
eters are useful to explicitly change (or even break) the continuity of the curve at the control
point. Essentially, the tension is used to change the length of the tangent vector, the bias its di-
rection and the continuity the sharpness in between tangents (see [Kochanek and Bartels, 1984]
for further details about these parameters). More precisely, given the tension 𝑡, the bias 𝑏 and
the continuity 𝑐 parameters, the source st𝑙 and destination dt𝑙 tangents are computed as follows
for a control point P𝑙:
st𝑙 =
(1− 𝑡)(1− 𝑐)(1 + 𝑏)
2




(1− 𝑡)(1 + 𝑐)(1 + 𝑏)
2
(P𝑙 −P𝑙−1) + (1− 𝑡)(1− 𝑐)(1− 𝑏)
2
(P𝑙+1 −P𝑙), (4.2)
The first and the last tangents are set to the velocity of the end-effector on the initial trajec-
tory. In this way, there is no discontinuity when going from the initial trajectory to the deformed
one or when going back to the initial one. This formulation enables the addition of sharp cor-
ners on the end-effector’s trajectory, by setting the tension parameter of a specific control point
to 1 when required.
In order to reparameterize S(𝑢) such that the interval of time [P𝑖𝑛,P𝑜𝑢𝑡] corresponds to the
same value of parameter 𝑢. The time curve has to be handled. Essentially, The time curve
T(𝑡) is defined as an increasing piecewise linear function, which establishes the correspon-
dence between each time of the animation 𝑡 and the parameter 𝑢 of S(𝑢). Given a time 𝑡, the
corresponding three-dimensional end-effector’s positionP in the final trajectory is then defined
as:
P = S(T(𝑡)) (4.3)
The animator has therefore three trajectory modes to carry out motion adaptations:
1. Absolute: this mode is useful whenever the animator needs to entirely reshape the tra-
jectory of an end-effector. So, the initial trajectory of the end-effector is not taken into
account.
2. Relative: in this mode the initial end-effector’s trajectory is considered. As a result, the
final trajectory that is smoothly deformed while retaining the global shape of the initial
one as much as possible. This type of trajectory is useful in cases when the animator only
wants to add an offset to the initial trajectory.
3. Relative with Condensation: this mode uses basically the same method as for the rel-
ative mode. The basic difference is that, as the reference trajectory is moving while the
end-effector should stay stationary, the trajectory curve is readjusted such that the final
trajectory pauses at required points even if the reference one is moving.
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Note that, given these modes, the animator can choose whether he/she wants to take into
account the initial end-effector’s trajectory or not.
4.3 Low-Dimensional Inverse Kinematics (LIK)
For a better understanding of our method, we start this section recalling a standard inverse
kinematics technique based on the Jacobian. In practice, if we consider the pose of a virtual
character as a 𝑛-dimensional vector (joint space) as shown in Eq. 3.2 and the position of the
end-effector, 𝑥, as a 𝑝-dimensional vector (task space), the IK function can be defined as:
Θ = 𝑓−1(𝑥). (4.4)
For a redundant manipulator, i.e., 𝑛 > 𝑝, the problem is always ill-posed (i.e., there is no unique
solution) [Craig, 1986]. Hence, IK algorithms should determine just one solution to Eq. 4.4
given many possibilities. In the presence of redundant manipulators IK can be formulated as
the solution of a nonlinear equation:
𝑥(Θ) = g, (4.5)
where, 𝑥(Θ) and g are 𝑝-dimensional vectors expressed in the task space. The task function
𝑥(Θ) represents the position or orientation of an end-effector frame while g is the goal to be
reached. Hence, the problem may be reformulated as an optimization problem that minimizes
the residual error:
𝑒(Θ) = ∥𝑥(Θ)− g∥ (4.6)
The Euclidean norm is used here, and is supposed to be meaningful for 𝑥(Θ).
Since Eq. 4.5 is non-linear in general, it cannot be solved by simple inversion of the func-
tion 𝑥(Θ), as shown in Eq. 4.4. One approach to solve IK problems, with optimization criteria,
is the well known Resolved Motion Rate Control (RMRC) proposed by [Whitney, 1969]. As
most numerical methods, it is an iterative procedure based on a linearization of the constraint
equation about the current state Θ, that results in a Jacobian matrix. By inversion of the Ja-
cobian matrix, the resulting set of linear equations can be solved for an increment ΔΘ. Then,
a step in this direction is taken to a new configuration that approaches a solution of the task
equation Θ. By iteratively repeating the process, the system converges towards a solution that
either satisfies the task equation, or that locally minimizes the residual error when there is no
exact solution. Hence, once a direction has been computed, the final pose can be found adding
ΔΘ with respect to Θ:
Θ𝜐 = Θ +ΔΘ, (4.7)
where, Θ𝜐 is the new state vector.
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To use the RMRC technique, we need to compute the Jacobian matrix of the forward kine-
matics function, 𝑥 = 𝑓(Θ), and invert it. In practice, by using a first-order (linear) approx-
imation of the task function, 𝑥(Θ), given by the Taylor series expansion about the current
configuration, Θ,
𝑥(Θ+ΔΘ) = 𝑥(Θ) + 𝐽(Θ)ΔΘ + ... (4.8)
and keeping just the linear term of Eq. 4.8 results in:
Δ𝑥 ≅ 𝐽(Θ)ΔΘ (4.9)
where, 𝐽(Θ) = ∂𝑥/∂Θ is the joint space Jacobian matrix, Δ𝑥 = g−𝑥(Θ) is a known desired
task increment, and ΔΘ is the unknown increment of joint coordinates. The computation of
𝐽(Θ) for exponential maps is summarized in [Baerlocher, 2001]. Once, the Jacobian matrix
𝐽(Θ) and a task increment Δ𝑥 have been computed, Eq. 4.9 can be solved in order to obtain an
increment ΔΘ. In the case that, the Jacobian is square (𝑛 = 𝑝) and non-singular, the solution
is unique and can be simple: 𝐽(Θ)−1Δ𝑥. However, in general, the number of constraints 𝑝
is usually smaller than the number of degrees of freedom 𝑛, i.e., 𝑝 < 𝑛 leading to a under-
constrained configuration, where the classical matrix inverse is not applicable, and the solution
is no longer unique. The opposite case, i.e., 𝑝 > 𝑛, leads to a over-constrained configuration: in
that case, no exact solution exist (i.e., there is no guarantee that all constraints will be satisfied),
and the residual 𝐽(Θ)ΔΘ−Δ𝑥 vector cannot be zero. In both cases, additional criteria must be
defined in order to select an optimal solution. In the under-constrained case, the best solution
must be selected among the valid ones, while in the over-constrained case, the solution that
minimizes a reasonable error is selected.
The particular solution is usually based on the least-squares inverse 𝐽(Θ)† of 𝐽(Θ):
ΔΘ = 𝐽(Θ)†Δ𝑥. (4.10)
The least-squares inverse, sometimes called Moore-Penrose inverse or pseudoinverse, is a gen-
eralized inverse [Boullion and Odell, 1971, Nashed, 1976] that satisfies least-squares criteria in
both under- and over-determined situations. However, this solution has one major drawback,
in the proximity of singularities the problem becomes ill-conditioned: in an attempt to pre-
cisely minimize the residual error, the norm of the resulting least-squares solution may tend to
infinity [Maciejewski, 1990]. This is unacceptable in practice since it violates the small incre-





where, 𝐽(Θ)†𝜉 is the damped pseudo-inverse of the Jacobian matrix 𝐽(Θ). The damped factor,
𝜉, is added to prevent Jacobian’s singularities and to stabilize IK solutions. Eq. 4.11 is solved
by using Singular Value Decomposition (SVD) exploring the null space of the Jacobian ma-
trix [Press et al., 1992]. Additional information to compute the pseudo-inverse using the SVD
technique can be found in [Maciejewski, 1990, Baerlocher, 2001].
4.3. LOW-DIMENSIONAL INVERSE KINEMATICS (LIK) 43
A difficult problem with the damped least-squares technique is the evaluation of the opti-
mum damping factor. When far from singularities it should be zero to provide the best possible
tracking, and high enough to alleviate the unwanted oscillations when close to a singularity.
However, a too high value also results in poor tracking accuracy and also degrades conver-
gence performance. A common method is to set a bound 𝑏𝑚𝑎𝑥 on the norm of the solution:
∥𝐽(Θ)†𝜉Δ𝑥∥ ≤ 𝑏𝑚𝑎𝑥
We exploit the approach proposed by [Maciejewski and Klein, 1988] to compute an appro-
priate damping value. In this strategy, the value of the minimum singular value 𝜎𝑚𝑖𝑛 (or an
estimate of it), computed with SVD, is sufficient to compute an appropriate, albeit sub-optimal,




𝑎/2 if 𝜎𝑚𝑖𝑛 ≤ 𝑎/2√
𝜎𝑚𝑖𝑛(𝑎− 𝜎𝑚𝑖𝑛) if 𝑎/2 ≤ 𝜎𝑚𝑖𝑛 ≤ 𝑎
0 if 𝑎 ≤ 𝜎𝑚𝑖𝑛
where, 𝑎 = ∥Δ𝑥∥/𝑏𝑚𝑎𝑥.
The joint space Jacobian has two major drawbacks. The first one is that, its dimension
is directly dependent of the character’s degrees of freedom, and we know that the higher the
DoF is, the slower the pseudoinverse computation is. This problem can be alleviated by de-
creasing character’s DoF or by constructing smaller kinematics chains by dividing the skeleton
into groups, where each of which being an individual kinematic chain [Kulpa et al., 2005].
Both approaches have the advantage to ease the computation of a solution. However, the first
requires simple skeletons leading to less realistic characters, and the second can break the syn-
ergy between groups producing unrealistic movements. The second one is a consequence of the
high-dimensionally of the solution space, we have therefore many possible solutions satisfying
the same set of constraints. Furthermore, another disadvantage of goal-directed methods is the
frequent lack of naturalness when it comes to reproduce human activities.
In order to improve IK solutions and alleviate the issues mentioned previously, the hu-
man behavior is directly integrated in the optimization process to obtain more realistic and
natural-looking solutions. As a result, we allow IK to compute solutions directly into the low-
dimensional motion space, by exploring the latent space of a specific motion pattern. As will be
shown, this approach also reduces both the Jacobian’s size improving performance of the pseu-
doinverse computation. As an alternative that requires much less computation time to compute
the pose increment, we explore the eigen-motion space described in Eq. 3.10. Nevertheless,
instead of taking into account the complete eigen-motion vector, which has a much higher di-
mension compared to 𝐽(Θ), we consider the portion corresponding to a specific pose, Θ𝑘,
as shown in Eq. 3.14. Accordingly, optimizing with respect to the eigen-motions means that
the pose increment is computed in the latent space rather than the joint space. In practice, to
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where, 𝐽(𝛼)†𝜉 is the pseudo-inverse of the Principal Coefficients Jacobian 𝐽(𝛼) = ∂𝑥/∂𝛼,
which relates a variation Δ𝑥 in the Cartesian space with a variation Δ𝛼 in the latent space. The





















can be fast and easily computed [Baerlocher, 2001]. Besides, 𝜃𝑗





is simply extracted from the
𝑗th coordinate of E for the pose at key time 𝑘. We denote this Jacobian as 𝐽(E)𝑘 its size is
(𝑛×𝑚), to be compared to the much larger size (𝐷×𝑚) of the complete PC basis. Recalling
that the Principal Components are estimated off-line and that they remain constant for a given
latent space. As pointed before, the final (𝑝×𝑚) matrix 𝐽(𝛼) is much smaller than the (𝑝×𝑛)
matrix 𝐽(Θ), for a simple illustration consider Figure 4.2. In addition, because of the way 𝐽(𝛼)
Figure 4.2: Computing 𝐽(𝛼) from 𝐽(Θ) and 𝐽(E)𝑡𝑘 . For a simple illustration, the reaching
motions used in this thesis normally have the following configuration: 𝑝 = 3; 𝑚 = 9 and
𝑛 = 222.
is constructed, the computation of the pseudoinverse is not affected by the skeleton’s degrees of
freedom, letting the user utilize more complex characters without worrying with a decrease in
system performance. So, once we have the new increment Δ𝛼 the new pose can be computed
in two steps. First, Δ𝛼 is added with respect to 𝛼 to obtain the final principal coefficients,𝛼𝜐:
𝛼𝜐 = 𝛼 +Δ𝛼. (4.14)
Finally, by using Eq. 3.14, we compute the new state vector as follows:
𝜓 (𝑘, 𝛼𝜐) = 𝛼𝜐EΨ +Ψ∘. (4.15)
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𝜓 (𝑘, 𝛼𝜐) is equivalent toΘ𝜐 computed in Eq. 4.7. The resolution of Eq. 4.12 is achieved in the
same way as Eq. 4.11, by iteratively minimizing the norm of the difference between the current
state and the desired state: 𝑒(𝛼) = ∥𝑥(𝛼) − g∥ . A termination condition must be provided
in order to determine when the iterative process can be stopped, and the current configuration
considered as the solution. A convergence tolerance 𝜖 must be defined, in order to check if the
goal has been reached, up to a desired accuracy, i.e. when 𝑒(𝛼) ≤ 𝜖. This condition stops the
process when a solution exists and when the convergence occurs. However, when no solution
exists, this condition cannot detect the termination of the algorithm, because the distance to
the goal is not necessarily small. We handle this issue by terminating the algorithm when the
residual error stops to decrease. This stop criterion is acceptable because the solution becomes
steady after some iterations, as shown in Figure 4.3(b). Finally, we still use a third criterion in
our system determined by the number of iterations, that is, when the iterative process reaches
a certain number of iterations previously specified by the user the convergence stops. This
condition lets the user follow intermediate solutions. The complete optimization of Eq. 4.12 is
shown in Algorithm 1.
Algorithm 1 : LIK.
1: 𝛼𝜐 ← 𝛼; Δ𝛼← 0; 𝐽(E)𝑘 ← E𝑘; 𝜐 ← 0




6: 𝛼𝜐+1 ← 𝛼𝜐 +Δ𝛼
7: 𝜓 (𝑘, 𝛼𝜐+1)← 𝛼𝜐+1EΨ +Ψ∘
8: 𝜐 ← 𝜐 + 1;
9: end while









Table 4.1: Computation time of Algorithm 1 needed to converge to a pose solution depicted in
Figure 6.10(a), as a function of the number of PC. We used the values 𝜉 = 10. The termination
condition used to stop the algorithm was: 𝑒(𝛼) ≤ 0.01𝑚. The number of iterations was let free.
We verified the LIK’s convergence (Algorithm 1) for a simple example depicted by Fig-
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(a) (b)
Figure 4.3: LIK convergence. (a) Left side: original pose. Right side: edited pose. To generate
the final pose a latent space with 9 dimensions was used. (b) Convergence of algorithm 1 for
different number of model dimensions. The convergence runs faster when more than five PC
are used. In this experiment, the parameters of the optimizer were set to: 1500 iterations and
𝜉 = 10 for the damping factor.
ure 4.3. In this example, the virtual golfer has to hit the ball onto another position previously
specified by the user, as shown in Figure 6.10(a). To generate the new pose, a key-frame con-
straint was created on the hit frame by attaching one end-effector near the golf club head, which
allowed to control the club position. The latent space was constructed from 10 golf swing mo-
tions played on a flat ground (i.e., a local model). In Figure 4.3(b) is shown the convergence of
Algorithm 1 as a function of the number of dimensions of the latent space.
We observed that the convergence is faster when more than five dimensions are used (see
Table 4.1) as the pose solution is more likely to belong to the generated pose space for 𝑘.
In other words, for this model, less than six dimensions acquired insufficient information for
solving this constraint. Thereby, the solver takes more time searching for the correct pose
solution. We also noticed that when less than six dimensions were used, the reconstructed
poses presented some artifacts (e.g., loss of contact between the feet and the ground). Note
that, this issue is a consequence of the low percentage, 𝜌(𝑚), corresponding to such a small
number of eigen-motions, used during reconstruction [Safonova et al., 2004] and not of the
quality of the new 𝛼𝜐 coefficients. Further investigation by considering different models will
be seen in section 4.6.
In this section, we have recalled the main aspects of a classical technique for the numerical
resolution of the inverse kinematics problem in the joint space. Then, due to the main draw-
backs of the joint space, we proposed a new formulation of the IK problem in the latent space
of a specific motion pattern. In addition, we verified that the convergence performance of Al-
gorithm 1 is influenced by the dimension of the latent space. In the next section, we show how
to extend the current approach to deal with multiple tasks and to resolve their possible conflicts
in the latent space.
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4.4 Low-Dimensional Prioritized Inverse Kinematics (LPIK)
Let us define a set of 𝑝 tasks, each one satisfying its goal g𝑗 :
𝑥(𝛼)𝑗 = g𝑗 ,
𝑗 ∈ [1, . . . , 𝑝], and having its corresponding increment:
Δ𝑥 = (Δ𝑥1, . . . ,Δ𝑥𝑝) .
In the case of multiple tasks occurring at the same key time 𝑘, the optimal solution 𝛼∗ should
satisfy all of them, i.e., 𝑥(𝛼∗)𝑗 = g𝑗 , ∀𝑗 . However, this may be difficult because some of
the tasks may be in conflict. Tasks are said to be in conflict when they are not achievable
simultaneously. The extreme case happens when all the tasks are not achievable (e.g., the goals
are not reachable).
The first possibility to solve a conflict task is to assign a weight to each task. The purpose
of each weight is to represent the relative importance of each task with respect to the others.
The aim of the weighting strategy is to control the distribution of the residual error, by solving a
weighted least-squares problem [Ben-Israel and Greville, 1974]. However, this strategy cannot
guaranty the satisfaction of the tasks because merely weighting the tasks does not allow for a
clear prioritization. When tasks get into conflict, the total residual error is distributed among
all of them according to their weight. This implies that no task is exactly satisfied.
Because of the limitations of the weighting strategy, the so called priority strategy was
proposed to handle conflicting constraints [Maciejewski and Klein, 1985]. The major strength
of this technique is that prioritized constraints are sorted into priority-layers. As a result,
constraints belonging to the highest priority layer are enforced first. Then, those of the next
priority-layer are satisfied as much as possible without disturbing the previous constraints, and
so on. Siciliano and Slotine [Siciliano and Slotine, 1991] proposed a scheme for solving mul-
tiple tasks with priorities. They generalized the priority strategy to handle an arbitrary number
of priority level. However, its major drawback is the computation of the so called augmented
Jacobian. This matrix increases from a level to the other and it has to be inverted each time
degrading system performance. Baerlocher [Baerlocher and Boulic, 2004] improved the gen-
eralized priority schema by formulating an efficient and recursive solution speeding up the
convergence performance.
Due to the benefits of the prioritized technique compared to the weighting strategy, we ex-
plore a formulation for solving conflict tasks similar to [Baerlocher and Boulic, 2004]. How-
ever, the main difference between both strategies is that ours solve conflicting tasks within the
latent space instead of the joint space. This has still resulted in a more efficient algorithm
for solving skeletons with many DoFs. In order to construct a consistent framework linking




P𝑁(𝐽(𝛼)) = I𝑚 − 𝐽†(𝛼)𝐽(𝛼).
48
CHAPTER 4. DATA-DRIVEN CONSTRAINT-BASED OPTIMIZATION
FRAMEWORK
with the notation defined as below:
Δ𝛼 𝑚-dimensional PCs variation vector
Δ𝑥 𝑝-dimensional high priority constraints
𝐽(𝛼) 𝑝×𝑚 Jacobian matrix
𝐽(𝛼)† 𝑚× 𝑝 pseudo-inverse of 𝐽𝛼
𝐽(𝛼)†𝜉 𝑚× 𝑝 damped pseudo-inverse of 𝐽𝛼
P𝑁(𝐽(𝛼)) 𝑚×𝑚 projector operator onto the null-space of 𝐽𝛼
I𝑚 𝑚×𝑚 identity matrix
z 𝑚-dimensional PCs variation vector
The complete solution that extends Algorithm 1 and solves the Low-dimensional Prioritized
Inverse Kinematics (LPIK) problem is described by Algorithm 2.
Algorithm 2 : LPIK: Handling Conflicts
1: 𝛼𝜐 ← 𝛼; 𝐽(E)𝑘 ← E𝑘; 𝜐 ← 0;
2: while not converged do
3: Δ𝛼∘ ← 0; P𝑁(𝐽𝛼𝜐 ) ← I𝑞;
4: Compute {𝐽(Θ), 𝐽(𝛼𝜐),Δ𝑥}
5: for 𝑗 = 1 to 𝑝 do
6: Δ𝑥𝑗 ← Δ𝑥𝑗 − 𝐽(𝛼𝜐)Δ𝛼𝑗−1
7: 𝐽(𝛼𝜐)𝑗 ← 𝐽(𝛼𝜐)𝑗P𝑁(𝐽A
𝛼𝜐
)𝑗−1
8: Δ𝛼𝑗 ← Δ𝛼𝑗−1 + 𝐽(𝛼𝜐)𝑗†𝜉Δ𝑥𝑗
9: P𝑁(𝐽A𝛼𝜐 )𝑗 ← P𝑁(𝐽A𝛼𝜐 )𝑗−1 − 𝐽†(𝛼𝜐)𝑗𝐽 (𝛼𝜐)𝑗
10: end for
11: Δ𝛼← Δ𝛼𝑝 + P𝑁(𝐽A
𝛼𝜐
)𝑝z
12: 𝛼𝜐+1 ← 𝛼𝜐 +Δ𝛼
13: 𝜓 (𝑘, 𝛼𝜐+1)← 𝛼𝜐+1EΨ +Ψ∘
14: 𝜐 ← 𝜐 + 1;
15: end while
Essentially, from lines 5 to 13 the following operations are performed:
5 : compensation of motion due to higher priority tasks;
6 : restriction by projection on 𝑁(𝐽A𝛼𝜐)𝑗−1;
7 : accumulation of the partial solutions;
8 : incremental update of the projector;
10 : add a criterion minimization term z;
11 : compute the new principal coefficients;
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12 : compute the new state vector;
13 : compute the next configuration if not converged.
The core of the priority strategy is performed in the for loop and in line 10, where the term
with lowest priority is added in the solution. 𝐽A(𝛼)𝑖 is the so-called augmented Jacobian, here












each line represents a priority level. The main advantage of using a prioritized strategy in
constraint-based motion editing is the guarantee to converge to a motion that at least enforces
the most important constraints in terms of realism (e.g., feet on the ground).
In practice, the regularization factor, 𝜉, is used in our system to smooth out artifacts. Note
that, by giving a high value for the damping stabilizes singular context but at the cost of a slower
convergence. Such singular context happens when the LPIK tries to achieve unreachable poses,
i.e, poses that are not in the database. The termination condition used to stop the convergence
of the Algorithm 2 is achieved in the same way as described in section 4.3.
In this section, we presented a method for the resolution of task conflicts in the latent space,
which introduces an order of priority to arbitrate the conflicts leading to a new set of solutions.
In the next section, we discuss an important property addressed by the LPIK solver called
synergy, which is important to improve the naturalness of the edited motion.
4.5 Synergies
One common approach used to improve the performance of a constraint-based system consists
in partitioning the articulated human figure into independent substructures, this strategy offers
closed form solutions for user-defined constraints [Kulpa et al., 2005]. An advantage of this
approach is that one does not have to use any kind of filtering, which can provide good results
for real-time applications. However, its main drawback is the lack of global synergy between
groups, which may lead to unrealistic animations. In addition, there is also a lack of coopera-
tion in solving a set of conflicting constraints: some solutions might exist but the partitioning
prevents their emergence. Another technique described in [Callennec and Boulic, 2006] uses a
strategy called joint recruiting, which allows a constraint to recruit all or part of the joints from
its parent, up to the root joint. This approach provides good results in solving conflicting tasks
due to its priority strategy, which is similar to our approach, the major difference is that it acts
in the joint space. However, using just one constraint recruiting all the joints can produce mo-
tion artifacts, e.g., foot contact can be broken, making the character move through the air (this
will be illustrated in Chapter 6). On the contrary, the present approach allows a more global
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synergy between groups, because all the character’s joints are considered during optimization.
This synergy is obtained from the matrix product between the eigen-motions and the joint space
Jacobian, as shown in Figure 4.2. Accordingly, our solver can produce more natural-looking
motions compared to solvers that provide less synergies between joints (see section 6.4).
4.6 Establishing an Appropriate Database Percentage
When caring out motion adaptations, the animator is mostly interested in the visual quality of
the final animation and the time taken by the system to release the desired motion, because
animators usually need to deliver good quality animations in a short period of time. In our
system, the satisfaction of both demands is related with the dimensionality of the latent space.
We have seen in section 4.3 that, for a small database (e.g., 10 motions) both system perfor-
mance and motion quality improve as the number of model dimensions increases, that is, as
the data reconstruction becomes more accurate. However, it is not interesting to always use all
the model components, if we have a large dataset, because optimization performance decreases
with the increase of the system’s degrees of freedom. Nevertheless, as the accuracy of the mo-
tion reconstruction is controlled by the database percentage 𝜌(𝑚), the animator’s task consists
in determining an appropriate 𝜌(𝑚) value to establish the final number of model dimensions,
𝑚. In this context, it is important to provide the animators with a first insight of how to define
an appropriate 𝜌(𝑚) from small and large motion database, because the greater the style vari-
ability present in the data, the higher the number of components required to better reconstruct
a data [Safonova et al., 2004].
(a) (b)
Figure 4.4: Walking jumps latent spaces. (a)(b): latent space constructed from the complete
and reduced walking jumps database. The green point surrounded by a black circle represents
the position of the edited motion in both latent spaces.
We, therefore, investigated how the database percentage improves both system performance
and the generation of natural-looking motions. For comparison purpose, we learn two motion
models from the same motion pattern (i.e., walking jumps of 0.4𝑚, 0.8𝑚 and 1.2𝑚, each
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Figure 4.5: Motion generation with complete walking jumps database. Top row shows the
input motion: walking jump at 40𝑐𝑚. The second, third and fourth rows show the motion
results obtained by optimizing the user-specified constraints in the embedded motion model
space constructed from the complete dataset, by considering a database percentage of 60%,
80% and 98%. From left to right frames 7, 13, 18 and 25.
motion has 25 frames) differentiating in the number of data samples and subjects’ style: the
largest dataset contains 89 training motions from six subjects, and the smallest one 15 motions
from one subject. The latent space is depicted in Figures. 4.4(a) and 4.4(b). The green point
surrounded by a black circle represents the position of the edited motion in both sub-spaces.
Therefore, to verify how the database percentage improves a motion solution, we experimented
eight percentage values ranging from 50% to 99%, giving a total of 16 editing operations. In the
experiments, we set the parameters of the optimizer constant, that is, 10 for the damping factor
(𝜉), 100 for the maximum number of iterations and e = 10−3 (i.e., 1𝑚𝑚) for the convergence
threshold. In what follows, we synthesized a walking jump of 40𝑐𝑚 - first line of Figure 4.5 -
to generate a greater jump, by attaching a key-frame constraint on the root node at frame 7, that
is when the character starts the jump, and moved it 20𝑐𝑚 forward (i.e., in the jump direction).
This displacement led to jumps greater than 80𝑐𝑚.
We observe in Figure 4.6(a) that for 𝜌(𝑚) ≤ 60% the convergence becomes steady before
the end-effector reaches the goal, and for a higher value the end-effector reached the goal before
the optimizer has achieved the maximum number of iterations. In contrast, when the motion
variability is increased the task can be satisfied with sufficient accuracy independently of the
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(a) (b)
Figure 4.6: (a) convergence performance regarding number of iterations obtained by optimizing
the user-specified constraints in the latent space of the complete walking jumps motion model,
percentage values ranging from 50% to 99%. (b) the same, but for the reduced motion model.
In both figures is shown the information of the percentage value, number if iterations and model
dimensions (up right rectangle from left to right).
value of 𝜌(𝑚), as shown in Figures 4.6(b). We can clearly see that the model that encapsulates
a higher motion variability has a much lower degradation in optimization performance (i.e.,
number of iterations needed to reach the goal) with the decrease of the database percentage
than the model that presents less data variability.
In Figures 4.7(a) and 4.7(b) we compare the effect of the motion pattern encapsulation
acquired by each model for three database percentages 𝜌(𝑚): 60%, 80% and 98%. The red, blue
and black balls depicted in Figures 4.7(a) and 4.7(b) show the solution path obtained during
optimization for these three percentage values, respectively. We can observe that when the
motion variability is increased the solution locality is improved in the sense that, independently
of the database percentage, solutions are found in regions near of the training data increasing
the chances of releasing more realistic animations, as shown in Figure 4.5. Moreover, we can
also observe in Figure 4.5 that different values of 𝜌(𝑚) generate different motions. On the other
hand, optimizations performed in the reduced latent space, without an appropriate percentage
value, can optimize solutions out the space of feasible motions. In other words, unrealistic
movements can be generated as shown in the third line of Figure 4.8.
We have observed that an appropriate value of 𝜌(𝑚) improves both system performance
and animation’s realism, independently of the motion variability acquired by the model. Nev-
ertheless, this value gets higher as the motion variability decreases. In practical terms, for a
motion database containing a great motion variability, the animator can consider 𝜌(𝑚) ≥ 90%
as good start value, but if it is not the case, 𝜌(𝑚) ≥ 95% is the appropriate one.
A similar study to our was conducted in [Safonova et al., 2004], but the authors investigated
the quality of motion reconstruction from the number of model dimensions. As we have no-
ticed, the number of model dimensions is not appropriate to keep a tradeoff between system
performance and motion quality, if the data do not have enough generality to generate other
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(a) (b)
Figure 4.7: The green point surrounded by a black circle represents the position of the edited
motion in both latent spaces. (a) the black, blue and red balls represent the PCs solutions path
obtained by optimizing the user-specified constraints in the latent space of the complete motion
model, by considering percentages of 60%, 80% and 98%. (b) the same, but for the reduced
motion model.
motions. For example, with only five dimensions (i.e., 𝜌(𝑚) = 60%) the model with higher
motion variability could produce a realistic walking jump motion, but the other model could
not produce the same quality result for the same number of dimensions (i.e., 𝜌(𝑚) = 80%).
4.7 Conclusion
In this chapter, we first described the two types of user-specified constraints that our system can
handle: key-frame and key-trajectory constraints. Therefore, we have recalled the main aspects
of a classical technique for the numerical resolution of the inverse kinematics problem in the
Cartesian space, which served as a basis for the construction of the data-driven constraint-based
inverse kinematics method. In a subsequent stage, the low-dimensional IK (LPIK) solver was
extended to take into account conflicting tasks by using a prioritized strategy. The proposed
LPIK solver optimizes user-specified constraints within the latent space of the underlying mo-
tion pattern. By solving the IK problem in the latent space rather than the joint space has two
compelling advantages: (1) it reduces the Jacobian size before its inversion, making the system
independent of the character DoFs reducing computation time and (2) it restricts the IK solu-
tions in the space of feasible motions because optimizations are carried out within the pattern
space of the edited motion.
The next chapter discusses the strategies used in the proposed framework to impose conti-
nuity between poses. The first one is in charge to handle key-frame adjustments and the second
per-frame deformations. Both strategies are based on the motion model parameters.
Figure 4.8: Motion generation one subject walking jump database. Top row shows the input
motion: walking jump at 40𝑐𝑚. The second, third and fourth rows show the motion results
obtained by optimizing the user-specified constraints in the embedded motion model space
constructed from the reduced dataset, by considering a database percentage of 60%, 80% and




In this chapter, we describe our approach to enforce temporal continuity between frames. Ad-
justing just one frame individually or a set individual frames at different key-times can destroy
the inter-frame consistency. To handle these issues and both to ease the work of the animator
and improve system performance, we introduce new techniques for imposing motion continuity
based on PCA. The proposed methods offer the compelling advantage that they require neither
filtering nor previous deformations to handle discontinuities. The next sections describe these
strategies in more details.
5.2 Imposing Continuity from Key-trajectory Constraints
The strategy elaborated for imposing continuity from key-trajectory constraints uses the eigen-
motion space. This space is smooth and continuous and, therefore, can handle per-frame ad-
justments because they can be easily interpolated [Urtasun and Fua, 2004]. As in standard per-
frame constraint-based motion editing techniques, the user needs to relax the motion by using
ease-in/ease-out time intervals to prevent discontinuities. However, two important differences
arise between our approach and traditional ones. First, during the IK stage, it is not necessary
to force each joint to be attracted toward its original value. Second, filtering is not required. As
a consequence, the editing process runs faster. Figure 5.1 shows the latent trajectory obtained
from a continuous Cartesian trajectory.
In our framework position constraints are not considered as locations in space but as con-
tinuous trajectories. Firstly, to enforce a position constraint on a specific key, 𝑘, during a time
interval smaller than the motion duration, the animator has to define a trajectory between keys
𝑘 −Δ𝑘𝑂𝐺 and 𝑘 +Δ𝑘𝐺𝑂, where Δ𝑘𝑂𝐺 is the duration to go from the original trajectory to the
goal location and Δ𝑘𝐺𝑂 the duration to go from the goal location back to the original trajec-
tory. In practice, these time intervals control the activation/deactivation of constraints and they
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(a) (b)
Figure 5.1: Smooth trajectories in Cartesian and latent spaces. A Continuous end-effector
trajectory in Cartesian space (a) results in a smooth latent trajectory (b).
must be sufficiently large to provide smooth transitions from the goal location to the original
trajectory. Otherwise, discontinuities may be introduced. Secondly, to enforce a position con-
straint on different keys the ending of the trajectory of the first key should join smoothly with
the beginning of the trajectory of the second key, and so on. Otherwise, discontinuities may be
introduced.
Once constraints are created and the trajectory determined, the system can release the mo-
tion. Note that, the {𝛼} vector describes a complete motion belonging to the latent space.
Therefore, solving the problem in the latent space for many poses for determining a unique
{𝛼𝜐} satisfying all the user-specified constraints across the motion, can easily over-constraints
the problem due to the small size of the latent space. Moreover, treating the entire motion se-
quence as a single unit means to solve a spacetime constraints problem, but - as discussed in
section 2.3.1 - this approach has many drawbacks. In practice, we ease the constraints by using
a frame by frame approach, such that, from to beginning to the ending of the motion sequence
the LPIK optimizes the initial {𝛼} for each constrained frame obtaining a new set of princi-
pal coefficient vectors, such as: {𝛼𝜐1 , ..., 𝛼𝜐𝑘 , ..., 𝛼𝜐𝑁}. Proceeding in this way, key-trajectory
constraints are optimized without over-constraining the solution. Figure 5.2 illustrates the op-
timization process.
Due to the way in which PCA is constructed each vector 𝛼𝜐𝑘 represents a full-body motion.




























In order to release deformed motion {Ψ𝜐}, we proceed with a frame by frame approach
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Figure 5.2: Motion editing from key-trajectory constraints. Since a full trajectory is considered
all poses are constrained. Once, the LPIK converges to a {𝛼𝜐𝑘} satisfying all the constraints
of a pose 𝑘, the system uses Eq. 3.14 to recover the deformed pose: Θ𝜐𝑘 = 𝛼𝜐𝑘EΨ +Ψ∘. The
process is repeated in a frame by frame basis until the system solves the last constrained pose.
such that, the first pose {Θ𝜐1} of the motion is computed as: 𝜓 (1, 𝛼𝜐1) = 𝛼𝜐1EΨ +Ψ∘. In other
words, the pose {Θ𝜐1} is the pose {Θ𝜐11} of the above matrix. Thereby, the other poses of the
deformed motion are given by the diagonal of the above matrix.
5.3 Imposing Continuity from Key-frame Constraints
When a motion is deformed on a specific time or at different key-times, the motion consistency
between frames can be disturbed. In our framework, the animator can modify the whole motion
by either constraining and editing a pose on a specific time or a set of individual poses on differ-
ent key-times, without considering the end-effector trajectory. As in key-trajectory constraints,
the system releases the motion using neither filtering nor previous deformations.
5.3.1 Specific Key
In our framework, imposing continuity from specific key-time is a straightforward process us-
ing the Eq. 3.13. As the principal coefficients are learned from complete motions, each vector
{𝛼} characterizes a complete animation. Therefore, if the parameter vector is optimized for a
specific key, 𝑘, resulting from a constraint imposed on a pose Θ𝑘, the updated set {𝛼𝜐} defines
one full motion belonging to the latent space. Once the solution coefficients are computed, they
are also used to define the other poses on the motion by using Eq. 3.13. Figure 5.3 shows an
schematic illustration of the process. Furthermore, this technique also provides a great ben-
efit to animators, which is called graphic strength. This concept is related to the production
of frame sequences that look good kinematically and dynamically [Ikemoto et al., 2009]. Pro-
ducing therefore graphically strong frame sequences is a hard task due to the high kinematic
detail involved. By construction, our approach can automatically propagate strong modifica-
tions across the motion enforcing an efficient and straightforward graphic strength.
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Figure 5.3: Motion editing from specific key-time constraints. The complete animation {Ψ𝜐}
is computed as: Ψ𝜐 = 𝛼𝜐EΨ +Ψ∘. In this process, each pose {Θ𝜐𝑘} is recovered by using the
same {𝛼𝜐} vector.
5.3.2 Multiple Keys
Impose continuity from multiple key-times requires a different strategy compared to the one
used in the previous section, because a set of constraints attached on a pose at time 𝑘 will
probably destroy the constraints attached on previous poses. We observed in Figure 5.1 that a
continuous end-effector trajectory in Cartesian space leads to a smooth latent trajectory without
introducing discontinuities. According to this observation, we assume continuity as the fact that
two successive locations in the Cartesian space are also successive in the latent space. Note that,
the opposite is also true: points close in the latent space are close in the joint space, since the
PCA models a mapping either from 𝛼 to Ψ or from 𝛼 to Θ𝑘. Accordingly, when considering a
temporal sequence this fact produces smooth latent trajectories.
In order to impose continuity between multiple constrained keys at different key times, we
need to handle smooth latent transitions because it will impose continuity in the joint space.
For clarity purposes, we focus our discussion on two keys. Nevertheless, as the method is
straightforward, it is easily extended to cases with several keys. The construction of smooth
latent trajectories that holds over the interval [𝛼𝜐𝑙 , 𝛼𝜐𝑙+1] is represented as a piecewise Kochanek-
Bartels spline [Kochanek and Bartels, 1984]. More formally, given the knots 𝛼𝜐𝑙 and 𝛼𝜐𝑙+1 ∈
ℜ𝑚 parameterized by ℎ ∈ [0, 1]. Each segment of the spline is computed as:
𝑠𝑝𝑙𝑖𝑛𝑒𝐾𝐵(𝛼𝜐𝑙 , 𝛼
𝜐
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Note that, at the beginning and ending of the motion sequence a choice for the source and
destination chords of the tangent vectors shown in Eqs. 4.1 and 4.2 must be done. One choice
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could be to use 𝛼𝜐𝑙−1 = 𝛼. However, this option is not so attractive because in the first and last
intervals [1, . . . , 𝑙] and [𝑙 + 1, . . . , 𝑁 ], features of the original movement, such as foot contact,
will also be interpolated. This may introduce foot sliding. For example, if on a specific key
value of the input motion the foot is on the ground at position 𝑥 𝑖𝑛𝑝, in the deformed motion
the foot can be onto another position 𝑥𝑑𝑒𝑓 . So, the interpolation in the latent space will blend
these two contact positions resulting in foot sliding. Unless the animator wants to introduce
foot sliding to simulate, for example, a walking on ice, this vector can be used as the 𝑙 − 1
knot. Keep in mind that, when the interpolation is done in the latent space, we are in fact
interpolating either complete motion sequences or full-body poses. Accordingly, to reduce
the risks of adding foot sliding and other motion artifacts introduced from contact parts, we
performed the interpolation only between constrained keys. The piecewise interpolation is
constructed as follows:
1. At the beginning of the motion sequence, if the constraint is not in the first key, each pose
in the interval [1, . . . , 𝑙] is recovered by using the same 𝛼𝜐𝑙 vector.
2. Each segment corresponding to a time interval [𝑙, . . . , 𝑙 + 1] between two constrained
keys is interpolated from Eqs. 5.1 to 5.3, for estimating the principal coefficient vectors.
3. At the ending of the motion sequence, if the constraint is not in the last key, each pose in
the interval [𝑙 + 1, . . . , 𝑁 ] is recovered by using the same 𝛼𝜐𝑙+1 vector.
4. Compute the final motion using Eq. 3.14.
Figure 5.4: Motion editing from specific key-time constraints.
Figure 5.4 shows an illustration of the piecewise algorithm described above. This figure de-
picts the evolution of the principal coefficients across the motion for two key-frame constraints.
We show in Figure 5.5 the behavior of the curve under changing the spline parameters for
different values of: tension, continuity and bias. As described in [Kochanek and Bartels, 1984],
we assume the default value as: 𝑡 = 0, 𝑐 = 0, 𝑏 = 0. We can see that the continuity parameter
introduces a discontinuity at a knot. This is observed by a pronounced corner in the curve. The
animator can use this parameter to chance, for example, the direction of the motion.
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Figure 5.5: The behavior of the curve under changing the spline parameters.
5.4 Duration
The system provides a normalized motion. If the user is satisfied with the quality of this ani-
mation regarding its duration then the process stops. Otherwise, if the user need to warp back
to the original time domain further step is necessary. In fact, this is a two-step process: first,
the system recovers the correct duration using the process described in the end of section 3.2.3;
second, the final motion is warp back using Slerp [Shoemake, 1985].
In order to estimate the best value for the duration, we need to determine an appropriate
size for the latent space in terms of the database percentage, 𝜌(𝑚). Therefore, to achieve
this goal, we need to investigate how the database percentage influences the quality of the
reconstructed duration, 𝑇 𝜐. Of course, if all dimensions are considered the reconstruction is
perfect, but this approach is prohibitive for a large dataset because the number of dimensions
can be very high. In what follows, we learn three motion models: a single model learned
from a reaching database, as shown in Figure 3.6; a model for walking jumps, as shown in
Figure 3.2(c); and a multi-activity model learned from a database of golf swings, walking jumps
and reaching motions, as shown in Figure 3.8. Therefore, we consider, for each model, the time
from three different animations. In more details, for the reaching model was considered the time
corresponding of a reaching in three different locations; for the walking jumps, the jumps at
0.8𝑚 from three different subjects; and for the multi-activity, the time of one animation of each
behavior. In Figure 5.6 is shown the predicted duration as a function of model dimensions: for
the reaching (Figure 5.6(a)), walking jumps (Figure 5.6(b)) and multi-activity (Figure 5.6(c))
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(a) Reaching (b) Walking jumps
(c) Multi-activity
Figure 5.6: Recovered duration from key-frame constraints.
motion models. As the number of model dimensions increases 𝑇 𝜐 approaches the true value,
as expected. The related database percentages corresponding to the model dimensions can be
seem in Figures3.6(b), 3.2(d), and 3.8(b), respectively.
For the purpose of determining a suitable database percentage, we assume a reconstruction
error of one frame, which means a tolerance of ±0.04𝑠 for animations played at 25 frames
per second. This error is sufficiently acceptable as it does not change the perception of the
scene for animations played at this frame rate [Fleishman and Endler, 2000]. The latent space
learned from a small database containing motions of the same behavior (e.g., reaching mo-
tions) requires a higher database percentage to approximate the duration, because the database
do not have enough generality. When the data variability is increased (e.g., walking jumps
database) the duration can be approximated by using a smaller database percentage. On the
other hand, when motions with different behaviors are incorporated, the required dimensional-
ity of the space increases leading to a higher database percentage compared to model specific
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behaviors [Safonova et al., 2004, Carvalho et al., 2007]. Note that, the higher the percentage
database, the faster the IK convergence performance, as seen in section 4.6. Table 5.1 shows
the mean ± standard deviation (S.D.) error for the three motion models and the corresponding
database percentage necessary to approximate 𝑇 𝜐𝑖 with sufficient accuracy. The values shown
Models 𝑇 𝜐1 𝑇 𝜐2 𝑇 𝜐3 d m 𝜌(𝑚)
Reach 1.88 ± 0.02 1.59 ± 0.01 1.38 ± 0.02 16 8 97%
Walking jumps 1.11 ± 0.01 0.95 ± 0.01 1.15 ± 0.01 89 18 90%
Multi-activity 2.27 ± 0.02 1.01 ± 0.01 1.89 ± 0.02 63 26 99%
Table 5.1: Summary of the mean± S.D. for the 𝑇 𝜐𝑖 durations. These results are for the 3 motion
models investigated in this experiment. The true duration values 𝑇1, 𝑇2 and 𝑇3 are shown in
Figure 5.6. 𝑑 is the number of motions used in the database. 𝑚 is the dimensionality of the
latent space necessary to approximate 𝑇 𝜐𝑖 with sufficient accuracy.
in Table 5.1 were computed from the minimal number of dimensions. For example, consider-
ing the reaching model, 𝑇 𝜐𝑖 can be well approximated with at least 7 dimensions. Therefore,
8 or 9 dimensions can be considered as well. Hence, the mean ± S.D. were computed from
dimensions 7 to 16 for this model. We proceed in the same way for the other models.
The process for estimating the duration described previously may not be appropriate if
more than one pose is constrained. As each vector {𝛼𝜐𝑘} is used to recover a full-body pose
and not the whole animation, the use of Eq. 3.15 provides many possible duration solutions
and each of them satisfying a constrained pose. In order to estimate the best 𝑇 𝜐, we proceed
with a similar strategy based on a previous work of [Boulic et al., 1990, Boulic et al., 2004,
Glardon et al., 2004a]. Our solution is therefore limited to the construction of a function return-
ing the corresponding total time given the intermediate times of the animation. More specifi-
cally, at each time step 𝑘, the total time is incremented according to the parameter vector {𝛼𝜐𝑘}
and the phase increment Δ𝜑 = 1/𝑁 , as follows:
𝑇 𝜐 ≅ Δ𝜑 ⋅
𝑁∑
𝑘=1
𝛼𝜐𝑘E𝑇 + 𝜇𝑇 . (5.4)
5.5 Conclusion
In this chapter, two methods for imposing temporal continuity between frames have been pre-
sented. The first one for enforcing key-trajectory constraints and the other key-frame con-
straints. Both techniques are performed in the PCA parameters space. These continuity strate-
gies provide a range of solutions for the animator. For example, the animator may want to
modify a reaching motion for describing a cubic path may by constraining two key frames and
creating two trajectories connected to each other. The animator can also use the spline param-
eters for creating multiple solutions by keeping constraints constant. For example, by given a
larger value for the tension the animator can create more tightly movements.
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In the next chapter, we validate our framework in a number of experiments regarding per-
formance, robustness, expressivity and simplicity. We also compare the results of our approach






An important application of constraint-based motion editing is in the modification of existing
animations. For example, by adapting an existing motion to a new environment or another char-
acter with different proportions. As motions are hard to create from scratch and most of them
are not reusable, we concentrate the experiments and validation of the proposed framework in
motion adaptation to new environments and situations.
In this chapter, we present the data-driven constraint-based motion editing system, which
was built based on the techniques described in the previous chapters. It allows us to illustrate
the usefulness of linear motion models combined with prioritized inverse kinematics, allowing
us to illustrate the usefulness of task priorities in the latent space.
6.2 Overview of the System
6.2.1 Implementation
The motion editing system that we have proposed and used as a basis for all experiments has
been implemented in three languages: C++, C and Matlab. The system is subdivided in off-line
and on-line computations, as shown in Figure 1.1. We used Matlab (i.e., MATrix LABoratory)
to construct the PCA motion model by following the steps of the algorithm described in sec-
tion 3.2.3. We chose Matlab because it allows easy matrix manipulation, it is stable and it is
well adopted in the scientific community. The PCA parameters are stored as text files, which
are loaded in the system’s data structure when it is started. The computationally expensive cal-
culations, such as the optimization and the motion generation strategy, and the PCA synthesis
are all done in C and C++. In all the experiments reported in this chapter are run on a 3.2GHz
Pentium Xeon(TM) with 1GB memory.
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6.2.2 System Interface and Functionalities
The data-driven constraint-based motion editing system proposed in this dissertation have been
integrated into the Autodesk/Maya software as plug-in and MEL scripts, as shown in Figure 6.1.
The character scene is created by using the Autodesk/Maya software.
Figure 6.1: Data-driven constraint-based motion editing system interface.
The character model can be loaded from description files, and interactively edited in the
application. The deformed animation can be saved for future use, either as a full-body motion
or as a set of latent variables (i.e., the principal coefficients). The window devoted to the
management of end-effectors and other objects in the scene is shown in left side of Figure 6.1.
There are two ways to create an end-effector, which is represented by a sphere attached to a joint
on the hierarchy. First, the end-effector can be created by selecting among a list of predefined
joints available in the window (left side of Figure 6.1). This is a simple and accurate way to
select standard joints such as the root, the shoulders, or the hands in order to control the reach
of the character, and attach end-effectors to them. Another alternative and more direct solution
is to pick a point on the surface of a character body with the mouse pointer, in the application
window. This allows to control any visible part of the character body just by clicking on it.
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Figure 6.2: Optimizer parameters used to assist the editing process.
A set of criteria, which can be useful to improve the editing process, is available in a sepa-
rate panel. In Figure 6.2 we show the optimizer’s parameters. In this window, the animator can
manage the optimizer’s parameters controlling its major number of iterations, the value of the
damping factor and the length of the task increment (Time step slide bar). The animator should
be aware that due to the non-linearity of the task function, if the step is too large, the path of
the end-effector over several iterations may be erratic, rather than straight. For this reason, this
parameter is normally set to the unit value.
Figure 6.3: Spline parameters.
Another system functionality is associated with the key-frame mode. Once in this mode, an-
imators have the possibility to edit multiple poses and generate the final movement based on the
spline model described in section 5.3. In Figure 6.3 we show the spline interface. The animator
can produce different motion solutions by tuning the spline parameters: tension, continuity and
bias. Note that, if just one pose is edited there is no need to use the spline interpolation. In
this case, the animator has to disable the spline mode by unchecking the Spline checkbox. In
some situations the animator may want to reedit an animation be constraining less poses than
before. In this case is recommended to reset the spline knot values by checking the Reset spline
keys checkbox, to avoid undesirable computations. Once the PCA files are loaded, the animator
can edit any motion in the database by tuning the Motion slide bar. Furthermore, the system
provides the user the option of visualizing how much the deformed animation differs from the
original one, by displaying the original wireframed motion, as shown in Figure 6.4.
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(a) (b) (c)
(d) (e) (f)
Figure 6.4: Key-frame editing. (a) Original animation, the last pose is depicted. (b)-(f) De-
formed animation, frames 1, 10, 20, 30 and 50. The original wireframed animation is shown
by the blue skeleton.
6.2.3 Editing the Motion
The editing process is quite simple. Basically, the user has to create a set of constraints 𝐶𝑠
(𝑠 = 1, ..., 𝑝) described by end-effectors and specify its type: key-frame or key-trajectory.
Once constraints are created, the user has to specify new goals by dragging end-effectors to
new positions and associate priorities to them. For simplicity, we suppose that each constraint
is assigned a distinct priority level. This allows us to use the index 𝑠 as the priority level, with
𝑠 = 1 being the highest level. In the case an animator wants to use key-frame constraints, the
system can provide two solutions according to the number of constrained frames. This stage is
performed automatically, each time the animator creates a constraint the system automatically
adds the key pose value 𝑘 in a vector of constrained poses. Therefore, if just one frame is
constrained the system releases a solution based on a single set of principal coefficients vector
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describing the whole motion. Otherwise, the system releases a solution based on a piecewise
spline interpolation performed in the latent space, both solutions are described in section 5.3.
In the case of key-trajectory constraints are chosen, the system automatically adds the key time
values 𝑘 according to the duration of the trajectories, the system releases the solution using a
frame by frame strategy as described in section 5.2. Once these stages are completed the new
motion can be generated by selecting “Compute Deformation”in the motion editing plug-in
interface, as shown in Figure 6.1.
(a) (b) (c)
(d) (e) (f)
Figure 6.5: Key-trajectory editing. (a) Original animation, the last pose is depicted. (b)-(f)
Deformed animation, frames 1, 10, 20, 30 and 50. The original wireframed animation is shown
by the blue skeleton.
To illustrate the key-frame approach consider Figure 6.4. We focus in one key frame, the
case of multiple keys will be shown later in this chapter. In this example, a new reaching
motion is generated by changing the reach position in the last pose (Figure 6.5(a)). The white
cube represents the initial reach and the green ones the reaches of the motions in the database,
but the cube that has to be reached is not in the dataset. Once a pose solution is found, the
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optimized latent variables are automatically propagated across the motion. In what follows,
from Figure 6.4(b) to 6.4(f) is shown the deformed motion represented by the character body
mesh and the original animation is represented by the blue skeleton. On the other hand, when
key-trajectory constraints are selected, the user has to change the end-effector’s trajectory and
consider ease-in/ease-out time intervals for which constraints are activated/deactivated. We
illustrate this type of constraints by using the same reaching motion as described in the key-
frame constraints experiment. In the example shown in Figure 6.5, the character’s hand has to
follow the end-effector trajectory (yellow line), to reach the same green cube as before. The
motion is generated on a frame by frame basis. In what follows, from Figure 6.5(b) to 6.5(f) is
shown the deformed motion represented by the character body mesh and the original animation
is represented by the blue skeleton.
Note that, the two deformed reaching motions depicted in Figures 6.4(e) and 6.5(e) are
slightly different regarding its dynamics, but both animations reach the final goal, as seen in
Figures 6.4(f) and 6.5(f). The original motion duration is 𝑇 = 1.16 and the resulting durations
are 𝑇 𝜐 = 1.24 and 𝑇 𝜐 = 1.19 for the key and trajectory constraints, respectively. The latent
space used in both examples is described in section 3.3, we used a database percentage 𝜌(𝑚) =
98%, which gave 𝑚 = 15 dimensions, and the character has 𝑛 = 222 DoFs.
6.3 Evaluation
In this section, we have designed a number of experiments to evaluate the usability and the
performance of the proposed data-driven constraint-based motion editing system.
6.3.1 Evaluating Duration
In this section, we evaluate the accuracy of Eq. 5.4 used to recover the duration. We have used
reaching and walking jumps sequences and have edited them by increasing both the number
of constraints and constrained keys. To perform a quantitative validation we have taken two
reaching sequences with durations of 1.12𝑠 and 1.16𝑠, and two walking jump sequences with
durations of 1.08𝑠 and 1.24𝑠. We then have used a reaching database with 16 normalized
motions, such that each sequence is 2.0𝑠 long, and a walking jump database with 89 normalized
motions, such that each sequence is 1.04𝑠 long. For both models, we have considered a database
percentage 𝜌(𝑚) = 98%, which gave 𝑚 = 15 and 𝑚 = 70 dimensions, respectively.
We then have verified how the Eq. 5.4 behaves by editing these motions using both key-
trajectory and key-frame constraints. We run the system in ten cases:
1. Reaching motions We edited them using key-trajectory constraints. We first constrained
two keys on the motion and used two end-effectors to change the reaching trajectory.
Then, we have augmented the editing by attaching two foot constraints with higher pri-
orities.
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2. Walking jump motions We edited them using key-frame constraints. We constrained
two keys and attached one end-effector on the character’s root at frame 6 to increase the
jump length, and another at frame 13 to increase the jump height. We have augmented
the editing by attaching one hand constraint at key 13 with higher priority, to allow the
character to reach an object in the middle of the jump. Then, we augmented the editing
by attaching another constraint on the character’s hand at frame 17 to allow the character
to reach another object in the end of the jump.
Duration
Original 1.12 1.12 1.16 1.16 1.08 1.08 1.08 1.24 1.24 1.24
Recovered 1.12 1.11 1.13 1.13 1.09 1.06 1.06 1.26 1.23 1.26
Table 6.1: Original and recovered durations.
We observed in table 6.1 that by increasing both the number of constrained keys and end-
effectors, Eq. 5.4 provides a predicted duration with an error less than one frame. Furthermore,
the proposed duration model is sufficiently robust to handle deformations from key-frame and
key-trajectory constraints.
For the next experiments, we illustrate with normalized durations. This is necessary in order
to better visualize the editing differences, such that, the animations can be played slowly.
6.3.2 Evaluating System Performance: Skeletons with Different DoFs
One important factor that decreases system performance is the number of DoFs used to rep-
resent the character structure. This issue is mainly related with the IK solver used in the mo-
tion editing system. To evaluate how the LPIK solver improves system performance, we have
measured the computation time needed to (1) perform the pseudo-inverse, (2) perform a pose
deformation and (3) perform a full-body motion deformation. The pseudo-inverse is computed
in line eight of Algorithm 2, the pose deformation is basically the computation of Algorithm 2
and the computation of a motion deformation is the result of applying Algorithm 2 in each
constrained pose. We compared the results obtained with the LPIK solver, which performs
optimizations in the latent space, against the PIK solver, which performs optimizations in the
joint space. In all the experiments considering the PIK techniques, the character’s joints have
been recruited from its parent to the root.
In what follows, we edited a reaching animation performed by two characters with differ-
ent skeletons DoFs: 𝑛 = 222 and 𝑛 = 90, both skeletons are based on the H-Anim stan-
dard [H-Anim, 2009]. The first skeleton (Figure 6.7(b)) has 73 joints. The simplified one
(Figure 6.7(c)) has 29 joints. In both skeletons, we also added the two more joints and for
controlling foot position: right and left heel. Recalling that the root joint has six degrees of
freedom. The joints used to model both skeletons can be seen in Appendix B. For this evalu-
ation, we used a motion model, as described in section 3.3, learned from 16 time-normalized
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Figure 6.6: Skeletons. (a) final goal indicated by a blue cube. (b)(c) Skeletons with 222DoFs
and 90DoFs, respectively.
training motions, such that each motion has 𝑁 = 50 poses. We considered a database percent-
age 𝜌(𝑚) = 98%, which gave 𝑚 = 15 dimensions. In the task to be executed the character
had to reach a 3𝐷 position in cartesian space (green cube) in the end of the reach, as shown
in Figure. 6.7. Note that, this animation is illustrated in Figures 6.4 and 6.5. We therefore
considered the following setups:
∙ Pseudo-inverse and pose deformation: one key-frame constraint on the character’s hand
on the last frame;
∙ Full-body motion deformation: one key-trajectory constraint on the character’s hand,
activated from frames 1 to 50.
In all cases, we considered three configurations regarding the number of end-effectors and its
priorities: (1) one end-effector attached on the character’s hand; (2) one end-effector attached
on the character’s hand and three on the character’s feet (i.e., left toe, left heel, right toe) with
the same priorities; and (3) one end-effector on the character’s hand with lower priority and
three on the character’s feet with highest priority.
The LPIK-based system performed faster in the majority of the experiments compared to
the PIK. We observe in Figure 6.7 that as the character’s DoFs and the number of constraints
increase the PIK performance decreases faster than the low-dimensional solver introduced in
this thesis. We can draw important quantitative conclusions based on these experiments. For
example, consider the case of four constraints with the same priorities and the three experiments
(pseudo-inverse, pose and full-body motion deformation), the optimizations performed in the
joint space were 40.90, 17.18 and 4.8 times slower when the skeleton’s DoFs increased. On
the other hand, the same optimizations performed in the latent space were 6.21, 5.02 and 2.21
times slower. This means that the LPIK solver is 6.60, 6.43 and 5.98 times faster than the PIK
when the skeleton increases from 90 to 222 DoFs. We clearly see that the system performance
is strongly related with the dimensionality of the space. The LPIK performs optimizations





Figure 6.7: Evaluating system performance: lower values mean faster results.
PIK has to solve a problem in spaces with dimensions 90 × 3 or 90 × 12 and 222 × 3 or
222× 12. Although the optimizations within the latent space are carried out in a space of fixed
dimension - for the same number of constraints and model dimensions - we observed a slight
difference in performance results when the skeleton’s DoFs increased (blue and purple bars).
This is a consequence of the time required to compute the joint space Jacobian and the PCA
synthesis, because both stages depend of the character’s DoFs. Nevertheless, the decreasing in
performance gets more accentuated in the joint space (green and red bars).
6.3.3 Evaluating Motion Quality
To evaluate motion quality and perform a qualitative validation of our framework, we have
taken one motion sequence from the reaching database and use it as a testing sequence. In order
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to verify how the motion quality can be improved, we have increased the numbers of constraints
and assigned different levels of priorities to them. We have used a reaching motion model
learned from 16 time-normalized training motions, such that each motion has 𝑁 = 50 poses.
We considered a database percentage 𝜌(𝑚) = 98%, which gave𝑚 = 15 dimensions. In the task
to be performed the character has to reach a 3D position in cartesian space, represented by a
green bar, in the end of the reach as shown in Figure 6.8. This task cannot be satisfied directly by
any motion in the database. We then evaluate the quality of the generated animations by using
five key-frame constraints configurations according to table 6.2. The optimizer parameters were
kept constant in all the experiments.
Figure 6.8: The pink arrow in represents the original foot position and the red one the sliding
gap. First row: the character reaches the object, but foot sliding is introduced. Second row: the
character does not reaches the object and the right wrist presented an unnatural orientation, but
foot sliding is considerably reduced when the priority is higher on the foot.
When one hand constraint was used the character reached the object, but foot sliding was
introduced as shown in Figure 6.8. The results improve when the animator slightly increases the
number of constraints and giving them different priorities: foot sliding is reduced and the right
wrist orientation becomes more natural, as observed in the second and first rows of Figures 6.8
and 6.9. Furthermore, slightly increasing the number of constraints and give them different
priorities also demonstrated to improve the naturalness of the movement: in the beginning of
6.4. SYNTHESIS COMPARISONS 75
Figure 6.9: The pink arrow represents the original foot position and the red one the sliding
gap. First row: motion quality is improved when foot constraints with higher priorities are
used. The character reaches the object and there is no foot sliding. Second row: the result is
natural-looking. In the beginning of the motion the character looks to the object before reaching
it.
the motion the character looks to the object before reaching it, as observed in Figure 6.9.
6.4 Synthesis Comparisons
In this section, we perform experiments to compare our approach against a prioritized constraint-
based technique that performs deformations in the joint space [Callennec and Boulic, 2006], re-
garding performance, robustness, simplicity, continuity and realism, by synthesizing golf swing
motions executed on three different types of terrain: flat, up and down slope grounds. Editing
golf swings confronts the system with challenging problems, such as: dealing with different
styles of swings, time precision (e.g., the hitting position of the golf club head) and the swing
is normally executed in high speeds [Raymond, 2003, Gehrig et al., 2003, Urtasun et al., 2005].
Hence, any artifact is clearly noticeable in the solution movement. Later, we have experimented
with reaching and walking jump motions.
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Number of constraints End-effector location Priority rank
1 right hand 1
2 left toe, right hand 1,1
2 left toe, right hand 1,2
3 right and left toes, right hand 1,1,1
3 right and left toes, right hand 1,1,2
Table 6.2: The editing is gradually refined from the top to the bottom lines: 1 (top priority).
6.4.1 Local vs. Single Models
We verified the convergence performance of the LPIK for situations in which the animator may
need to increase the behavioral space. This is sometimes necessary, in order to either satisfy
different constraint configurations or edit distinct motion patterns. For that, we have considered
the editing of a golf swing played on a flat ground to achieve two distinct goals: (1) shifting the
hit position (Figure 6.10(a)); (2) adapting the swing to an up slope with 7∘ (Figure 6.10(b)).
(a) (b)
Figure 6.10: The types of considered editing for the flat ground swing. (a) Golf club head
adjustment. (b) Retargeting to an up slope with 7∘. In both figures the left side is the original
pose and the right side the modified one.
We then consider three key-frame constraint configurations:
1. attaching one constraint near the golf club head to synthesize a flat ground swing just by
shifting the hit position;
2. attaching three constraints on the feet with highest priority and one constraint near the
golf club head with a lower priority;
3. attaching three constraints on the feet and one constraint near the golf club with the same
priority.
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The hit position was the same in all cases. We built three motion models: two local models,
one learned from flat ground swing motions and another from up slope swing motions, each
database contain 16 data samples; and one single model from the combined flat, up and down
slopes swings containing 48 samples. We have used a database percentage 𝜌(𝑚) = 98%, which
gave a latent space with 𝑚 = 15 and 𝑚 = 27 dimensions for the local and combined models,
respectively. The character has 𝑛 = 93 DoFs. In the first case study, the three constraint con-
figurations were experimented, but in the second one we used just the second and third setups
because it is impossible to retarget the swing played on a flat ground to an up slope controlling
just the position of the club head. Figure 6.11 shows a typical constraint configuration used in
our system to edit a golf swing.
Figure 6.11: A typical constraint configuration used in our system to edit a golf swing. 1 means
the highest priority level.
We can see in Figure 6.12 that the LPIK’s convergence is faster when local models of the
same behavior were used. Giving different levels of priority for each set of constraints also
produces a faster convergence than giving the same importance for all the constraints. We ob-
serve that the error norm 𝑒(𝛼), decreases as expected. We also noticed that, the convergence
provided by the LPIK (Algorithm 2) depends on many parameters: the choice of a specific mo-
tion model, the priority given for each constraint, and the intrinsic parameters of the optimizer
(i.e., the damping factor, 𝜉 = 10 and the number of iterations, which we set to 1500). It took
our system at most 5.3 milliseconds per iteration.
To summarize. The aim of mixing different behaviors for constructing combined models,
is to give animators the possibility of editing different motion patterns without the need of
changing the model, but at a price of a slower convergence.
6.4.2 Joint Space vs. Latent Space
In this section is shown the editing results for optimizations performed in the joint space (or
simple PIK) and in the latent space (or simple LPIK).
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(a) Local model flat ground. (b) Single model.
(c) Local model up ground. (d) Single model.
Figure 6.12: LPIK convergence for the three constraint configurations, first (solid red), second
(dashed green) and third (dotted black).
6.4.2.1 Performance, Robustness, Simplicity and Realism
For a fair comparison between both techniques, in the joint constraint-based system, we set
the parameters of the optimizer as suggested by the authors, first line of table 6.3, to obtain
the best tradeoff between natural-looking motions and computing time performance. We made
the same with our system, second line of table 6.3, and we used local models due to its faster
convergence.
Flat ground Up slope ground Down slope ground
NoI = 100, 𝜉 = 10 NoI = 100, 𝜉 = 10 NoI = 100, 𝜉 = 10
NoI = 25, 𝜉 = 1.5 NoI = 400, 𝜉 = 0.8 NoI = 400, 𝜉 = 0.8
Table 6.3: Optimizer parameters values: number of iterations (NoI) and damping factor (𝜉).
For these experiments, we have edited the same golf swing motion, with 132 frames, exe-
cuted on a flat ground to achieve three different goals:
1. shifting the hit position of the golf club head, Figure 6.13;
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2. retargeting to a down slope ground with 7∘ clockwise, by adjusting the feet position and
by shifting the hit position of the golf club head, Figure 6.14;
3. retargeting to a up slope ground with 7∘ anti-clockwise, by adjusting the feet position and
by shifting the hit position of the golf club head, Figure 6.15.
It is important to mention that, the 7∘ slope was not learned by the model. The adjusted posture,
at frame 94, and the position of the golf club with respect to the hands were the same in all
experiments. In all deformations, key-frame constraints were used for the data-driven approach.




Figure 6.13: Synthesis comparison joint vs. latent space: golf swing flat ground. joint and
latent space results are shown in the left and right sides, respectively.
Figure 6.13 shows the deformation results for the golf swing played on the flat ground. The
motion editing system based on the joint optimization generated a less realistic swing motion
compared to one based on the latent space. We observed that, the character’s left hand lost the
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contact with the golf club and the club head described a lower trajectory for postures after the
hit pose. Moreover, by using the joint approach, we needed to attach five constraints: three on
the feet with highest priority (activated frames 1− 132), to prevent foot sliding; one to control
the center of mass (activated frames 1 − 132) with lower priority, to prevent unbalance poses
and one near of the golf club head (activated frames 90 − 99) with middle priority, to control
the hit position, as shown in Table 6.4. On the contrary, with the proposed approach, only one
constraint was necessary - the golf club head constraint - to achieve a globally continuous mo-
tion. The computing performance needed to generate the deformed motion and the necessary
number of end-effectors used per each technique is shown in the first row of Table 6.5.
Priority level Effectors
1 (highest priority) left toe, left heel, right toe
2 golf club head
3 (lowest priority) center of mass
Table 6.4: Shows the end-effectors used to edit the golf swing motions and its priorities.
Figures 6.14 and 6.15 show the deformation results for the golf swings played on the down
and up slope grounds. In both cases, the joint approach also generated less natural-looking
motions compared to the latent space. Regardless hand problems, we can see in Figure 6.15(d)
that the club trajectory is an issue for up slope deformations in the joint space: the club head
penetrated the up slope ground. The computing performance needed to generate the down and
up slope motions and the necessary number of end-effectors used per each technique is shown
in the second and third columns of Table 6.5. We also experimented to generate animation by
activating all frames on the motion (joint approach), but the results did not change significantly.
Deformation task Joint space Latent space
Flat ground 80𝑠 5 0.2𝑠 1
Down slope 102𝑠 5 3.0𝑠 4
Up slope 102𝑠 5 3.0𝑠 4
Table 6.5: Computation performance of each editing task for both approaches.
In summary, the motions generated with the joint approach showed either inter-penetration
between the arms and the golf club (e.g., Figure 6.14(a)) or with the ground (e.g., Figure 6.15(d)).
In some situations, the character’s left hand lost the contact with the golf club (e.g., Fig-
ures 6.14(d) and 6.15(d)), and always noticed the presence of discontinuities (e.g., body bal-
ance) around the hit frame.
6.4.2.2 Continuity
In this section, we compare the continuity techniques used to handle deformations in the latent
and joint spaces, by editing walking jump and reaching motions. We used a motion model
learned from 89 normalized animations, such that each motions has 26 poses. We used a
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(a) (b)
(c) (d)
Figure 6.14: Synthesis comparison joint vs. latent space: golf swing down slope ground. joint
and latent space results are shown in the left and right sides, respectively.
database percentage 𝜌(𝑚) = 95%, which gave 𝑚 = 30 dimensions. For the optimizer param-
eters, we have kept the same value for the regularization factor, 𝜉 = 10, and the number of
iterations, which we set to 100, in all the experiments. For reaching motions, We used a motion
model learned from 16 normalized training motions, such that each motion has 50 frames. We
considered a database percentage 𝜌(𝑚) = 98%, which gave 𝑚 = 15 dimensions.
In the first case study, a walking jump of 0.8𝑚 was modified to produce a greater jump, by
attaching one key-constraint on the character root node, at frame 7, which is the time where
the character starts the jump, and move the constraint slightly forward in the jump direction.
By using the joint approach, we attached one constraint on the root, at frame 7, activated from
frames 1 to 26. The end-effector’s final goal was the same in both systems. Figures 6.17
and 6.16 show the generated motions from key-trajectory (joint space) and key-frame (latent
space) constraints. The PIK-based system always produced motions with foot sliding and the
generated jumps were basically of the same length of the original one, as shown in Figure 6.17.
On the contrary, the LPIK-based system generated a greater jump without foot sliding, as we
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(a) (b)
(c) (d)
Figure 6.15: Synthesis comparison joint vs. latent space: golf swing up slope ground. joint and
latent space results are shown in the left and right sides, respectively.
can see in Figure 6.16. Note that, a greater jump requires more speed to be performed, although
speed is not measured, we can perceive its influence because the character tilts the trunk slightly
forward to increase the jump length.
The aim of the second case study is to produce a higher walking jump motion. To achieve
this goal, the same walking jump of 0.8𝑚 was modified, by also attaching one constraint on
the character root node, at frame 15, which is the time of the apex of the jump, and moving
the constraint to a higher location. The end-effector’s final goal was the same in both systems.
Figure 6.18 shows the generated motions from key-trajectory and key-frame constraints. The
PIK-based system produced a higher jump motion, but by moving the constraint to a higher
position made the character lose ground contact, which is not desired because its not natural.
On the other hand, LPIK-based system not only generated a higher jump, but also the resulted
animation kept ground contact.
In the third case study, we compared the techniques used to impose continuity from key-
trajectory constraints in the latent and joint spaces. We considered a simple task: the character
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Figure 6.16: The latent approach generated a greater jump without foot sliding.
Figure 6.17: The joint approach generated a smaller jump with foot sliding.
has to reach an object. We then attached one constraint on the character’s hand, at frame 50,
to drive the reach in the direction of the goal. The constraint was activated over all frames
because the character had to follow the path from start to end. This constraint configuration
was used in both systems. We observed in Figure 6.19 that the PIK-based system generated
a motion in which the character slides to reach the green bar. On the other hand, the synergy
encapsulated in the LPIK solver generated an animation without introducing motion artifacts
(i.e., foot slides.).
In this section, we analyzed the strengths of model-based against goal-direct continuity. We
verified, for motions that need to be edited at a specific time, that continuity from key-frame
constraints can generated better quality motions with less user tuning compared to continuity
from key-trajectory constraints. For example, to edit a walking jump, the user has just to move
a root constraint forward to say: perform a greater jump. Maybe, by using the joint approach,
the system can generate the same natural-looking motions, but the user may have to specify a
very detailed set of constraints over the entire motion, which can be cumbersome. Moreover,
the model-based key-trajectory continuity technique demonstrate improved results, compared
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(a)
(b)
Figure 6.18: Synthesis comparison joint vs. latent space: higher walking jump. (a) Input and
generated motion by using the PIK-based system. (b) The same for the proposed approach.
to the joint space technique, generating more natural-looking motions with less user-defined
constraints.
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(a)
(b)
Figure 6.19: Synthesis comparison joint vs. latent space: reach. (a) Input and generated motion
by using the PIK-based system. (b) The same for the LPIK-based approach.
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6.5 Case Study
Aiming to explore the usability of the proposed method in a more realistic context, we have
elaborated a case study to simulate editing tasks that can occur in practice. In some cases,
the animator has to adapt a sequence of pre-recorded movements to a new environment. For
example, the animator could be asked to retarget a sequence of reaching motions to an environ-
ment containing a shelf surrounded by obstacles that should be avoided. We chose the reaching
example because this type of movement can be edited with both key-frame and key-trajectory
constraints. Thereby, the evaluation regarding the handling of both constraint types can be
more accurate.
In order to have an environment as close as possible of a real situation, we asked an ex-
perienced designer to build a shelf with objects to be reached and add obstacles between the
trajectories and the goals. We show in Figure 6.20 the designed environment, the green cubes
represent the goals to be reached. The environment was built based on the pre-recorded reach-
ing motions illustrated in Figure 6.21. Each motion is 2.0 seconds long, which gives 50 frames.
For this database, we considered a percentage 𝜌(𝑚) = 98%, which gave 𝑚 = 15 dimensions,
and we set the optimizer’s parameters to 15 iterations and 𝜉 = 5. When we used key-frame
constraints, the spline parameters were set to: (1.0, 0.0, 0.0) for the tension, continuity and
bias. We chose these values because we want a smooth trajectory, as illustrated in Figure 5.5 in
section 5.3.2.
Figure 6.20: Reaching scenery.
Our task consisted in producing new motions in which the character had to avoid the ob-
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Figure 6.21: Reaching database. Final pose of each motion.
stacles while reaching the desired goal. To perform each editing, we started using a reduced
set of constraints, for example, one key-trajectory constraint attached on the character’s hand
to guide the reaching towards the goal. If one constraint was insufficient to make the character
both avoid the obstacle and reach the goal, we slightly increased the number of constraints for
tuning the trajectory. In situations in which foot sliding were observed, we created foot con-
straints. The purpose was to produce the requested animation using the minimum amount of
constraints.
The average time taken editing each motion was approximately 6 minutes. Most of the
time was spent testing different constraint configurations, for example, constraining different
key poses, modifying effector’s goal, changing the duration of trajectories - in the case of key-
trajectory constraints - and visualizing the naturalness the resulted animations. The objective
was to investigate strengths and possible limitations of the proposed approach.
For the given scenery, we could edit most of the animations by using two key-trajectory
constraints, one attached on the character’s hand and another on the right foot. The results
were natural-looking. From our experience, for reaches that needed just the addition of one
constraint to be edited, key-trajectory constraints were more efficient and intuitive to manip-
ulate compared to key-frame constraints. In fact, the major advantage of using key-trajectory
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(a) (b)
(c) (d)
Figure 6.22: (a)(b) The red line represents the original right hand’s trajectory. (c)(d) Yellow ball
represents the constraint’s position. The right side shows the respective deformed trajectory,
yellow line, resulted from the application of one key-trajectory constraint. The hand avoided
the obstacle and reached the goal. The left side shows the final hand’s trajectory obtained from
the application of one key-frame constraint. The character avoided the obstacle, but was unable
the reach the goal. From left to right keys 35 (obstacle avoidance) and 50 (goal to be reached).
constraints is that they can generate the complete trajectory in just one step, reducing the work
of the animator. We show in Figure 6.22 an editing task that required the use of just one key-
trajectory constraint to generate the desire movement. Figure 6.22(a) and 6.22(b) show the
poses of the original motion in which the character hits the obstacle while reaching. The right
hand’s trajectory is represented by the red line. The right side of Figures 6.22(c) and 6.22(d)
shows the respective deformed poses and the right hand’s trajectory (yellow line) resulted from
the application of one key-trajectory constraint at frame 25. The character avoided the obstacle
and reached the goal. Unfortunately, this benefit is lost when one key-frame constraint is used
instead, because the dynamics of the movement tends to follow the local modifications. We can
see in the left side of Figures 6.22(c) and 6.22(d) the same example edited with one key-frame
constraint applied at key 25: the character’s hand followed the direction of the adaptation. Al-
though, key-trajectory constraints provide this practical solution, sometimes it was difficult to
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Figure 6.23: Multiple key-frame editing. Top row shows the input motion. The read line
represents the original right hand’s trajectory. Bottom row shows the deformed motion. The
yellow lines show the trajectories obtained from the application of one, two and three key-frame
constraints. From left to right keys 16, 32 and 50.
find a smooth path controlling three trajectories attached to the same effector, for example, for
situations in which the character had to avoid two obstacles while reaching the final goal.
On the other hand, for motions that required more tuning (e.g., editing multiple poses) key-
frame constraints demonstrated a more intuitive handling compared to key-trajectory. Essen-
tially, we needed simply to sketch the poses for obstacle avoidance and reaching, for example,
by attaching constraints on the character’s hand and dragging them to new positions. Then set
the spline’s parameters to obtain the desired full-body animation. In particular, we show in
Figure 6.23 one example that required more tuning. The character has to avoid two obstacles
and reaches the book in the end of the reach. To produce the desire animation, we attached
two key-frame constraints on the character’s hand at frames 16 and 27 for obstacle avoidance
and another at frame 50 to reach the goal. In addition, we also attached one key-frame con-
straint with higher priority on the right foot at frame 16, for removing foot sliding. In general,
a foot constraint attached on one pose was sufficient to clean up foot sliding from all other
poses. The proposed framework was capable to generate natural-looking full-body poses ac-
cording to these local modifications. Finally, the full-body motion was automatically released
respecting the three key-frame constraints, using the spline interpolation schema described in
section 5.3.2.
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6.6 Conclusion
In this chapter, we have given several examples that illustrate the use of a model-based PIK
framework, which incorporates a task-priority strategy to deal with conflicting tasks in the latent
space. The priority concept is interesting because it is intuitive. In other words, everybody has a
clear idea of what “priority ”means: it occurs in many situations of everyday life. An important
feature of the algorithm is that while respecting the priority order, it also provides least-squares
solutions for each task, which means that the solution is optimal (for example, it minimizes the
distance between the end-effector and its goal).
The integration of a motion model brought compelling advantages for constraint-based mo-
tion editing systems:
∙ the system could release natural-looking motions from a reduced set of user-defined con-
straints favoring less experienced users;
∙ the performance of the LPIK solver is more related with the number of user-specified
constraints and the model dimensions. This favors the use of more complex skeletons
without compromising performance.
∙ for motions that need to be edited at a specific time, the key-frame constraints approach
demonstrated a more intuitive editing strategy compared to the key-trajectory one.
The system behaves well and robustly, as long as the model has sufficient information to
handle the user-specified constraints. Table 6.6 summarizes the strengths/drawbacks of the
techniques and models investigated in this thesis. These information are based both on the




Local models Provides faster convergence
compared to global models.
Constraints a single motion ac-
tivity.
Global models Capable of handling more mo-
tion activities.
Provides slower convergence
compared to local models.
Joint space Capable of constraining a wider
range of user-specified con-
straints compared to the latent
space. Do not need a motion
database.
Sometimes provides a lack of
naturalness when it comes to re-
produce human activities adding
motion artifacts.
Latent space Provides more natural-looking
solutions. Releases faster mo-
tion solutions compared to the
joint space. Requires less user-
specified constraints.
Reliability of the solution de-
pends of the database.
Key-frame Requires less computation time
to release a full-body animation.
More intuitive for editing multi-
ple keys.
The dynamics of the movement
follows the local modifications.
This may be undesirable for
some motion activities, for ex-
ample, reaching.
Key-trajectory Generate a complete trajectory
in one step.
Sometimes cumbersome when
tuning multiple connected tra-
jectories.




Conclusions and Future Work
In this thesis, we have proposed a new approach for data-driven constraint-based motion edit-
ing. Our technique is based on the link between linear motion models such as Principal
Component Analysis (PCA) and Prioritized Inverse Kinematics (PIK). The connection of both
techniques allowed us to construct a Low-dimensional Prioritized Inverse Kinematics (LPIK)
framework. The solver handles deformation problems within the latent space of some under-
lying motion pattern. By making use of the pattern space, we increased the possibilities of
performing IK in the space of feasible poses.
We have shown that by constraining and adjusting just one key frame our approach provided
faster and more fluid results without the need of considering ease-in/ease-out time intervals.
We have seen that this feature is important for motions that need to be edited at a specific time.
Also, we have demonstrated that, building motion models instead of pose models demonstrated
two important advantages: (1) our system could automatically synthesize the movement as a
whole without introducing motion artifacts, and (2) continuity between frames was imposed in
a much straightforward way improving the performance of the system. Furthermore, system
performance could also be improved by using local models instead of multi-pattern models and
by giving constraints different priorities
We have demonstrated that our method achieves a degree of generality beyond the motion
capture data. For example, we have retargeted a golf swing motion to 7∘ up and down slopes
using constraints that cannot be satisfied directly by any motion in the database, and have found
that the quality of the generated motion was believable. We have seen that our approach is
well-suited to deal with deformations and retargeting problems. We have focused our study on
modifying motions that need a great precision (for example, golf swings and walking jumps) to
demonstrated the robustness of our approach, deforming these type of movements, compared
to constraint-based techniques that perform optimizations in the joint space. Furthermore, by
using our approach, the user can also make adjustments in the motion by constraining multiple
frames. In this mode, the animator can carry out motion adaptations from effector trajectories
or from individual key-frame adjustments.
The addition of one key-frame constraint on the character’s foot was generally sufficient to
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clean up foot sliding from all other poses. However, in some situations we have observed that
one constraint applied on a specific pose was insufficient to completely remove foot sliding of
all poses. To handle this issue, we have used key-trajectory constraints instead.
Another issue noticed during the experiments was that, although we have used database
always containing balanced and natural-looking motions, we have observed that some solu-
tions produced either unbalanced animations or poses that violated joint limits. To perform the
desired task, we handled this problem by modifying the setup of the constraints, that is:
∙ by constraining different sets of frames on the motion, or
∙ by increasing/decreasing the activation/desactivation of effector trajectories - in the case
of key-trajectory constraints - or
∙ by decreasing the displacement of effectors to reduce the risks of extrapolations.
In situations where constraints could not be easily satisfied due to model specialization (e.g.,
models learned from database containing walking jumps of one length), we have increased
the style variability of the database by adding more training data (e.g., jumps with different
lengths). It is important to stress that, building the appropriate model is an assignment related
with the task, which can be time consuming if a good database is not available.
The motion normalization process described in this thesis may present some limitations for
handling complex human activities such as getting into a car. Such a type of movement presents
at least two challenges. First, subjects perform a large variety of movements that depends on
both the experience of each person and the geometrical characteristics of the vehicle. Therefore,
a global motion normalization that would not take into account the individual strategies, could
produce incorrect outcome resulting from the combination of uncorrelated strategies. This
issue can be alleviated by first identifying clusters of movements performed according to the
same strategy. The second challenge is linked to the normalization stage per se for which a
unidimensional set of keyframe is used to align the movement according to a single pattern as
in [Dufour and Wang, 2005, Urtasun et al., 2005]. Such an approach can face some limitations
when the events associated to the keyframes are triggered by differing body part (e.g. feet and
hands). Indeed, it may happen that, within a movement cluster characterizing a given strategy,
these events are not always ordered into the same sequence. Further studies are necessary to
address these data structuration issues.
The next necessary research step is the creation of new algorithms for real-time motion
control. A direct consequence of that should be the possibility of applying the techniques
developed in this thesis in applications that need real-time responses such as motion capturing,
games, robot navigation and real-time crowd simulation. Another extension should be the
integration of joint limits to handle the range of motion of the character’s joints.
Another kind of application that our LPIK solver can improve is model-based human body
tracking. The simplest approach to combine both techniques would be to use the tracker to
send an initial estimation of the principal coefficients and a set of geometrical constraints,
and the task of the solver would be to release the final principal coefficients satisfying all the
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constraints. We have seen in section 6.4.1 that the system took 5.3milliseconds per iteration and
in section 6.5 that the proposed framework have released believable motions with 12 iterations.
Thereby, in the present moment the proposed framework is capable to compute approximately
13𝑓𝑝𝑠.
Another area that requires further investigation is the extrapolation of the model parameters,
to verify how far the user-specified constraints can deviate from the motions in the database
before the quality of the resulting animation declines to an unacceptable level. We also pretend
to investigate the combination of key-frame and key-trajectory constraints. This connection can
improve the animator’s work, for example, he/she can constraint all the poses for removing foot
sliding with one key-trajectory constraint and then edit individual frames separately using key-
frame constraints. Finally, another important issue that needs improvements is the development
of a more intuitive user interface to visualize the deformation results in the latent space. An
interface like that can guide users improving their constraints because they could visualize the




A.1 Principal Component Analysis
A.1.1 Optimal Reconstruction
One important property of PCA deals with the reconstruction of M from E. Because the rows
of 𝛼 are orthonormal vectors, then 𝛼−1 = 𝛼T, and any vector Ψ of M can be reconstructed
from E by using the expression from Eq. 3.10:
M = 𝛼E+Ψ∘. (A.1)
Now suppose that instead of using all the eigenvectors of S˜ we construct a matrix 𝛼𝑚 from
the 𝑚 largest eigenvectors corresponding to the 𝑚 largest eigenvalues, leading a transformation
matrix of order (𝑑×𝑚). Therefore, the E𝑚 vectors would them be (𝑚×𝐷) dimensional, and
the reconstruction given in Eq. A.1 would no longer be exact. The vector reconstructed by
using 𝛼𝑚 is
Mˆ = 𝛼𝑚E𝑚 +Ψ∘. (A.2)
By manipulating Eqs. 3.9 and A.1, and considering that the last (𝑑−𝑚) vectors of E𝑚 and
𝛼𝑚 are zero, it can be shown that the mean square error between M and Mˆ is given by the
expression [Gonzalez and Woods, 2002]:
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The next to last line of Eq. A.3 indicates that the error is zero if 𝑚 = 𝑑 (i.e., if all the
eigenvectors are used in the reconstruction). As the 𝜆𝑖‘s decrease monotonically, Eq. A.3 also
shows that the error can be minimized by selecting the 𝑚 eigenvectors associated with the
largest eigenvalues. Thus the PCA is optimal in the sense it minimizes the mean square error
between the vectors M and its approximations Mˆ.
Appendix B
HAnim
B.1 Level of articulation
We show the two levels of articulation used to construct the two human figures. Table B.2
shown the joints used to model the character with 90DoFs and Table B.1 the joints used to
model the character with 222DoFs. Each joint is modeled by a single 3-dimensional exponen-
tial map.
HumanoidRoot HumanoidRoot Pos sacroiliac l hip l knee
l ankle l metatarsal l heel r hip r knee
r ankle r metatarsal r heel vl5 vl3
vl1 vt10 vt6 vt1 vc4
vc2 skullbase l shoulder l elbow l wrist
l hand r shoulder r elbow r wrist r hand
Table B.1: Level of articulation: 29 joints.
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HumanoidRoot HumanoidRoot Pos sacroiliac l hip l knee
l ankle l subtalar l midtarsal l metatarsal l heel
r hip r knee r ankle r subtalar r midtarsal
r metatarsal r heel vl5 vl3 vl1
vt10 vt6 vt1 l sternoclavicular l acromioclavicular
l shoulder l elbow l wrist l index0 l index1
l index2 l index3 l middle0 l middle1 l middle2
l middle3 l pinky0 l pinky1 l pinky2 l pinky3
l ring0 l ring1 l ring2 l ring3 l thumb1
l thumb2 l thumb3 r sternoclavicular r acromioclavicular r shoulder
r elbow r wrist r index0 r index1 r index2
r index3 r middle0 r middle1 r middle2 r middle3
r pinky0 r pinky1 r pinky2 r pinky3 r ring0
r ring1 r ring2 r ring3 r thumb1 r thumb2
r thumb3 vc4 vc2 skullbase
Table B.2: Level of articulation: 73 joints.
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