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The findings in this report are not to be construed as an official Department of the Army position, unless so designated by other authorized documents. LIST OF ILLUSTRATIONS The aerodynamic characteristics of standard artillery shell from subsonic to supersonic speeds are of major concern in the design of new shell or modifications to existing ones.
The use of trade names or mjr.ufaoturere' namea in this reportdoes not oonstitute indorsement of any aormeraial produat.
The possibility that a given shape may have to operate throughout a range of Mach numbers requires a detailed understanding of the flow fields associated with each Mach number.
Modern computational techniques are now being applied to projectile shapes and the ability to compute the aerodynamics of shell for a wide range of Mach numbers and Reynolds numbers is becoming a reality. Significant accomplishments have been made in the supersonic regime where static and Magnus force coefficients have been computed for standard projectile configurations; computations compare well with experimental data.
1 ' 2 Transonic flow, however, presents additional complexity for computational analysis. Figure 1 is a Schlieren photo which shows the shock pattern existing about a typical projectile shape at transonic velocity.
The formation of shock waves, imbedded in the flow field near the surface discontinuities, produces a severe change in the aerodynamic coefficients such as drag and pitching moment. For example, the drag for a projectile shape has been found to change by as much as 100% through a Mach number range of 0.95 to 0.97. 3 A change of this magnitude in the aerodynamics makes it essential to be able to understand and compute the features of the flow field which contribute to this effect.
A concentrated theoretical and experimental research program has been ongoing at the U.S. Army Ballistic Research Laboratory in order to develop the predictive capabilities required for determining projectile aerodynamics. Supersonic computations using combined inviscid flow field and boundary layer techniques have been developed by Sturek, 1 et al., for cone-cylinder and ogive-cylinder configurations.
Recent results have been obtained in supersonic flow over a typical boattailed projectile by Schiff and Sturek 2 using modern computational techniques for solving the parabolized thin-layer NavierStokes equations.
Inviscid transonic computational results have been obtained by Reklis, 1 * et al., for a secant-ogive-cylinder-boattail shape. This work was then extended to include the viscous boundary layer and modeling of the shock boundary layer interaction regions.
A comparison of the composite solution technique with experimental data 5 showed generally good agreement.
A series of 3D computations solving the thin-layer Navier-Stokes equations have been reported by Deiwert 6 for simulating afterbody flow fields. This excellent work was performed on the ILLIAC IV and allowed sufficient grid resolution in the boattail region to show the complicated flow field structure which exists at angle of attack. The availability of these new computational techniques for solving the thin-layer generalized axisymmetric Navier-Stokes equations and additional experimental data has resulted in a continued analysis of this transonic flow field problem.
A discussion of the NavierStokes and Composite computational methods and available experimental data follows.
II. GENERALIZED AXISYMMETRIC TECHNIQUE
The Navier-Stokes code which has been used in this study is the ninvariant or Generalized Axisymmetric version. 7 This code solves the thinlayer Navier-Stokes equations which are cast in strong conservation law form. The equation formulation allows for arbitrary body geometries and is solved using an implicit, approximate factorization, finite difference scheme. The "thin-layer" approximation 8 Essentially, all the viscous terms in the coordinate directions (here taken as ? and n) along the body surface are neglected while terms in the 5 or the near normal direction to the body are retained. This approximation is used because, due to computer speed and storage limitations, fine grid spacing can only be provided in one coordinate direction (usually taken as the near normal direction) and the grid spacing available in the other two directions is usually too coarse to resolve the viscous terms.
The thin-layer generalized axisymmetric Navier-Stokes equations are obtained from the three-dimensional equations by making use of two restrictions:
(1) All body geometries are of an axisymmetric type. (2) The state variables and the contravariant velocities do not vary in the circumferential direction. Given the above assumptions the transformed generalized thin-layer Navier-Stokes equations in nondimensional and strong conservation law form are written as The vector q contains the dependent variables density, p, velocity components, u, v, and w, and total energy, e.
The vectors E, G and H contain terms arising from the continuity equation, three momentum equations and energy equation. All viscous terms are contained in the vector S. The turbulence modeling used is the two layer Cebeci type eddy viscosity model as modified and reported by Baldwin and Lomax. 9 Equation (l)i contains only two spatial derivatives but does retain all three momentum equations, thus allowing a degree of generality over the standard axisymmetric equations.
In particular, the circumferential velocity is not assumed to be zero, allowing computations for spinning projectiles or swirl flow to be accomplished.
The numerical algorithm used for Equation (1) conditions can be found in Reference 7. The experiment was conducted in a continuous flow tunnel and thus an adabatic wall boundary condition was used.
The numerical grid used for all the Navier-Stokes computations was generated using an elliptic solver 11 and is shown in Figure 2 . The computational region has been extended to four model lengths in front of and four model lengths behind the projectile. The far field boundary has been set at five model lengths. Such an extensive domain is used to eliminate the possibility of any wave reflection back onto the model. The dark band of lines near the model surface results from a clustering of grid lines which are required in order to adequately resolve the boundary layer region. The minimum spacing at the wall was .0002 model diameter, which resulted in at least 3-5 grid points' being in the laminar sublayer.
The total number of points in the normal direction was 40. There were 78 grid points in the longitudinal direction with clustering taking place at X/D = 3.2 and 5.3, the ogive-cylinder and cylinder-boattail junctions, respectively. No special clustering was applied to the shock boundary layer interaction region.
The projectile base was modeled as an extention of the 7.0° boattail for a distance of two calibers. The surface line was then turned parallel to the model axis for the remainder of the wake area. The base flow is thus modeled as an extended sting. A review of free-flight shadowgraphs for projectile shapes at transonic speeds does show the wake flow to follow near the boattail angle for a distance of one to three calibers before turning parallel to the flow direction.
III. COMPOSITE INVISCID FLOW-BOUNDARY LAYER-SHOCK INTERACTION MODEL-INVISCID FLOW REGION
Inviscid flow calculations were made by methods developed by Reklis, Sturek, and Bailey 1 * involving a numerical solution of the transonic small disturbance equation for the velocity perturbation potential $ which in cylindrical coordinates is,
where M^ is the free-stream Mach number and y is the ratio of specific heats. The coordinates and 41 are nondimensionalized by the free-stream velocity and a characteristic dimension of the body. This equation is a second order nonlinear partial differential equation of mixed elliptic-hyperbolic type. The type of the equation changes to match the physical differences between regions of subsonic and supersonic flow.
Stegev, J.L., Nietuhiaz, C.J,, and Eeavey, K.R., "4 General Cuvvitineav Grid Generation Program for Projeotile Configurations," ARBRL-MR-03142, U.S. Army Ballistic Research Laboratory, ARRADCOM, Aberdeen Proving Ground, MD 21005, March 1982 (AD A107234).
Equation (2) generally yields adequate predictions of the inviscid flow about a projectile shape such as that studied here.
Certain regions of the flow, however, require some modeling. The wake is simulated by a necked-down extension from the boattail base smoothly-fared into a cylindrical sting over a distance of two calbiers; the base flow is thus modeled as an extended sting similar to the Navier-Stokes computations.
Of course, the slip surface which physically exists is thus not accounted for in the calculations.
Moreover, this obviously fails to account for the wake momentum defect and hence the base contribution to the overall drag.
Additionally, there is a slight overestimation of the pressure rise and hence the boundary layer thickness growth and skin friction drop near the end of the boattail due to neglect of the correct base pressure upstream influence.
However, for the present purposes where drag prediction is not of primary interest, these shortcomings are not deemed to be significant.
In order to develop a "conservative" algorithm to solve this equation special care must also be taken at transitions between subsonic and supersonic flow.
Nonconservative forms of the algorithm, however, often give better agreement with experiment because the breakdown in conservation approximates the effect of shock obliquity resulting from shock-boundary layer interaction. (See Eq. 3.) The algorithm used here was therefore a nonconservative one for the purposes of providing a first order composite flow model.
Consistently, first order boundary condition relations have been used with 120 streamwise grid points along the body length with higher concentration in the corner and shock regions. The solution is then marched over the body from nose to tail. At each step along the way a two-point boundary value system is solved with conditions given at the body surface and at the boundary layer edge.
The possibility of body spin is accounted for and care is taken in setting up the difference equations to maintain stability.
Turbulence is accounted for by use of an algebraic type, eddy viscosity, turbulent shear stress model with Van Driest damping. This model has proved suitable for use in cases of supersonic flow and is carried over directly to the transonic regime. 13 of the weak normal shock-turbulent interaction is employed. This model has proven very successful in treating transonic interaction on supercritical airfoils including extensive experimental verification; 14 its use therefore provides a sound treatment of both the local and downstream effects while avoiding the use of crude empirical "viscous wedge" models whose fundamental dependence on the incoming boundary layer properties is unknown.
12
The flow model (Figure 3) consists of a double-decked region of mixed transonic inviscid rotational flow surrounding a shock discontinuity and an underlying thin shear stress disturbance sublayer within the Law of the Wall region that contains the upstream influence and skin friction perturbations. An approximate analytic solution is achieved by assuming small linearized disturbances ahead of and behind the nonlinear shock jump, with a simplified treatment of the detailed shock structure within the boundary layer down to the sonic level. The resulting equations can be solved by operational methods to obtain the interactive pressure rise, displacement thickness growth, and local skin friction solution both upstream and downstream of the shock foot (See Reference 13 for details.) This solution has been adapted to the present problem by an appropriate extension of the theory that considers the additional terms and effects due to the axisymmetric geometry. 15 This interaction solution is used as a locally-imbedded "interactive module" astride each of the two shock locations.
The presence of a local compression shock abruptly terminating the local pockets of supersonic flow following both body corners is identified and located by the inviscid solution code and used to call the interaction solution as an interruptive subroutine centered about each such shock location, using the appropriate local pre-shock Mach number from the code as a driving input to the solution. When inserting the interaction we account for the fact that the nonconservative inviscid code gives shock strengths slightly less than the full Rankine-Hugoniot normal shock jump assumed in the interaction solution. The pre-shock Mach number Mi used in the latter solution is corrected to the value pertaining to a slightly oblique attached shock that produces maximum post-shock flow deflection. This method, which is strongly supported by an interpretation of experimental evidence by numerous investigators (e.g., References 14 and 16), yields Ml « Mi sin(90 -37.8 / Mi -1 ) (3) eff
The required inputs from the boundary layer code are the local incoming displacement thickness and shape factor. The interaction subroutine replaces the boundary layer code over the range of the interaction with a complete description (if desired) of the wall pressure, displacement thickness and skin friction, plus the post-interaction values of <S*, C f and the (subsonic) inviscid edge conditions needed to re-start the turbulent boundary layer code. This method of introducing the interactive solution allows us to account not only for the rapid displacement thickness growth but also for the attendant distortion of both the skin friction and profile shape. Moreover, the important influence of these changes on the subsequent boundary layer development is included in the post-interaction reinitialization of the boundary layer calculation.
Consistent with the turbulent boundary layer model employed within the interaction theory,this reinitialization is carried out at the first station after the interaction by means of the compressible version of Walz's general composite Law of the Wall -Law of the Wake velocity profile model. 17 The profile parameters are chosen to match final values of 6*, Cf and M e given by the local interaction solution while the wake function (hence shape factor) automatically takes its consequent highly nonequilibrium post-shock value. Given this starting profile, the turbulent boundary layer code then marches downstream.
It is noted that since the shock locations here are essentially fixed by the sharp corners on the body and were found to alter only slightly due to viscous effects, there is no need to carry out a global interaction for their position as would be the case for supercritical airfoils; that is, to the present first order approximation the shock strength and position may be taken from the inviscid calculation without the displacement thickness effect. 
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VI. EXPERIMENT
The experimental data to be described here are an extension of the data base reported at the 12th AIAA Fluid and Plasma Dynamics Conference 18 including new tests at additional survey stations and at Mach number 0.97 as well as the previous reported data at Mach = 0.94.
The wind tunnel measurements were performed in the NASA Langley Research Center 8 foot Transonic Pressure Tunnel (TPT). The tunnel was operated at one atmosphere supply pressure (101.3kPa) and at supply temperature of 49.2 0 C which resulted in a Reynolds number of 13 x 10 6 1/M. The TPT facility is of slotted wall construction to minimize reflected wave interference effects which were monitored using tunnel wall static pressure taps.
The model was sting mounted from the Langley support sector and roll mechanism which allowed measurements at angle of attack and at various roll positions.
The data described here is limited to the zero angle of attack and roll case.
Other experiments were performed at 4° angle of attack and at various angles around the model.
Preliminary tests for pressure distributions and boundary surveys were additionally carried out on a nonconical afterbody model. The results from these tests will be reported in the near future.
VII. MODEL
The tests were made using a model of a typical modern projectile as illustrated in Figure 4 . The configuration is an idealization of an artillery projectile consisting of a secant-ogive nose, cylindrical midsection and 7° conical afterbody (boattail) of half a caliber. Turbulent flow was assured by using a sand-grain roughness strip 5 cm from the nose. The 20.2 cm diameter model caused 0.69% blockage of the tunnel which was found acceptable for the measurements carried out. The afterbody was instrumented with 14 static pressure taps located so as to define the flow conditions in the vicinity of the boattail corner.
VIII. INSTRUMENTATION
The boundary layer surveys were made employing the same technique described in Reference 5.
The probing mechanism is shown in Figure 5 . Some new probe support arms were designed to increase the traversing distance of the probe tip to approximately 30mm.
This was found to be necessary on the lee side of the model during the previous tests. Separate probe supports were used to reach the various stations on the model and these were constructed so that all wall pressure tap stations between 3 and 9 ( Figure 5 ) could be investigated. The forward position was expected to be free of the effects of Viriginia, 1979 . the expansion at the boattail corner and thus the measurement at this station provides a test of our ability to predict the downstream effects of the boundary layer-shock wave interaction which occurs in the region of the ogivecylinder junction.
The most rearward station, only 1.27 cm from the model base, also provides information about the effects of the afterbody shock wave.
The probe travel is controlled by an electric motor within the model which drives a connecting micrometer lead screw.
The control allowed positioning of the probe within ±.03mm. The position of the probe arm was detected using a linearly variable differential transformer which was statically calibrated with an optical cathetometer which provided positioning accuracy of +0.1mm.
The probe tip was electrically insulated so that wall contact provides a reference position for calibration in the tunnel.
A major concern in using total head probes at transonic speeds is the possibility of flow interference; thus,every attempt was made to reduce exposure of the probing mechanism to the main flow field, although some disruption of the base flow is unavoidable.
The supersonic region downstream of the boattail corner effectively prevents the upstream propagation of the disturbances caused by the mechanism in wake. This has been verified through photographs of the base flow.
No significant upstream effects on the wall static pressure were observed when the probe was in the supersonic region behind the boattail corner.
Some upstream propagation from the probe was observed when the probe was in the subsonic flow upstream of the corner, but the disturbance was only significant with the probe tip within one millimeter of the model surface.
In all cases the wall static pressure measured without the probe mechanism was used to reduce the Pitot probe pressures to Mach numbers. The Mach number profiles were then reduced to velocity by assuming a Crocco temperature-velocity relationship.
IX. RESULTS
The results of the experimental investigation are summarized in terms of pressure coefficient distributions given in Table 1 and in terms of the boundary layer parameters as given in Table 2 . All results shown are for a = 0°, Re = 13 x 10 6 /m and M ■ 0.94 or M = 0.97.
Comparisons between the two theoretical methods and the measurements are made for surface pressure distribution, velocity profiles and displacement thickness. Since no experimental measurements were obtained for skin friction a comparison was made between the two theoretical methods only.
A comparison of the surface pressure coefficient for both computational techniques together with the experimental data for M = 0.94 is shown in Figure  6 . The overall agreement is generally quite good. The Navier-Stokes results indicate a better agreement with the experimental data in the vicinity of the expansion (negative C D peak) but fall off slightly at the last point on the boattail. The computational grid contained only 60 points on the body and was severely stretched in the longitudinal direction after the boattail corner; therefore, the computation may be less accurate in this region. More significant, however, is that the experimental configuration at the base is not fully modeled in the theoretical methods.
During the pressure measurements, the probe mechanism is removed, leaving a flat base with a sting of 21% of the base diameter.
In contrast, the theoretical solutions are obtained by extending the conical afterbody, thereby approximately accounting for the inviscid flow field but ignoring the free-shear layer and recirculation region near the base.
Therefore, agreement between the computation and experiment can not be expected in this region. It should be noted again, however, that the supersonic region on the boattail effectively limits the upstream effects of the base flow.
A difference between the two computed results is seen in the vicinity of the two expansion regions (ogive junction and boattail junction).
The upstream influence of the corners is seen to be quite extensive in the NavierStokes results, whereas the composite solution is less affected. The composite solution is composed of an inviscid computation which has not been iterated with the boundary layer solution.
Therefore, the effect of a boundary layer has not been accounted for in the composite pressure results, whereas the Navier-Stokes results represent a solution of the entire flow field.
Additionally, the validity of the Navier-Stokes computation over the entire projectile surface has been shown by Nietubicz 3 to be quite good over a wide Mach number regime.
The sharp spike in pressure coefficient which occurs near the nose tip for the Navier-Stokes results is due to the modeled blunt hemisphere nose shape being computed. This profile is only .06 caliber downstream from the boattail corner and is therefore in a vicinity of severe expansion. The experimental data were reduced using a constant static wall pressure throughout the boundary layer, which could possibly account for the slight difference in the profile comparison.
A calculation of the displacement thickness was made at all stations where velocity profiles were available. A comparison of the theoretical computations and experimental determination of displacement thickness is shown in Figure 8 . The composite solutions show a rapid rise in displacement thickness at the first shock location and then a gradual increase until the expansion of the second corner is felt which then produces a decrease in the displacement thickness.
The Navier-Stokes results, on the other hand, show a continuous increase in displacement thickness over the cylinder portion of the model. The experimental results are shown to compare relatively well with the computed values, however, the inability to accurately and consistently determine the boundary layer edge position and velocity in transonic flow makes any comparison suspect.
Additionally, the solution of Navier-Stokes equations does not rely on the computation of a displacement surface for improved flow field prediction.
Similar comparisons have been made for M = 0.97 in order to determine the applicability of these techniques to Mach number variation. The computed and experimental surface pressure coefficients are again shown in Figure 9 to compare favorably. The velocity profiles at four axial stations for M = 0.97 are shown in Figure 10 . The comparison in this case is shown to be good for all stations except X/D = 5.36, which again is in the expansion region. Slightly downstream of the expansion, however, at X/D = 5.49, the agreement is again very good. Station X/D = 5.61 is clearly in the supersonic region at M = 0.97 as evidenced by Schlieren pictures.
Disturbances from the probe mechanism are therefore expected to be small in this case. However, for the M = 0.94 case the supersonic pocket is smaller, and interference caused by interaction of the probe and the boattail shock wave is more likely.
Additional features of the computed flow field can be obtained from the Navier-Stokes computations by plotting Mach = 1 contour line. Figure 11 is a composite picture showing the computed contours together with a Schlieren photograph of the boattail region.
The photograph is a composite itself of two Schlieren pictures.
The upstream region was obtained by translating the model 8" downstream in order to bring the ogive-cylinder junction shock wave into view of the camera.
Although the wave locations can only be determined within a small region because of optical effects, the results are generally consistant but slightly forward of the predicted Mach one lines. The relative movement of the shock waves between M = 0.94 and M = 0.97 is consistant with the theoretical prediction.
A usually severe test of the computational capability is the accurate prediction of the skin friction coefficient.
Although the experimental data have not been reduced for comparison. Figure 11 does show the results for both numerical schemes.
The expansion about both corners is shown to produce a rapid increase in the skin friction followed by a rapid decrease after the shock.
The relative agreement between these two methods, especially in the presence of multiple shocks, is considered to be quite good.
X. CONCLUSION
The transonic flow field about a secant-ogive-cylinder-boattailed model has been computed using a generalized axisymmetric Navier-Stokes code and a composite shock boundary layer interaction technique.
The computations have been compared to the experimental data at M = 0.94 and 0.97 for a = 0. The results show generally good agreement considering the complex double-shock environment such as exists about this projectile shape.
Additional experimental data is required to fully assess the validity of the computational techniques; however, comparison of the two computational methods with the available data shows generally good agreement. The velocity profile comparisons are exceptionally good considering the severe expansion occurring at the boattail corner.
The expansion and recompression areas are apparent from the Cp curves and the agreement with the data for surface presure is especially good. A refined grid near the boattail base should improve the Navier-Stokes results in that area.
Navier-Stokes computations have been obtained for the projectile shape considered here at angle of attack, and comparisons of these results with the available experimental data and the composite solution technique will be reported in the future. 
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