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a b s t r a c t
We consider the problem of searching for an unknown horizontal or vertical line in a plane.
A search path in the plane starts at the origin and detects the unknown line, if the path hits
the line for the first time. The performance of the search path is measured by competitive
analysis. That is, we compute the ratio of the length of the path until the line is detected over
the shortest path from the origin to the given line. The competitive ratio of a given search
path is the worst-case ratio of the path among all horizontal and vertical lines in the plane.
In this paper, we design a search path that attains a competitive ratio of 12.53853842 . . .,
and slightly improves the current best-known search path. Furthermore, we prove that the
search path is optimal among all paths that proceed in a cyclic manner. There is a strong
conjecture that this path is the general optimal search path for searching axis-parallel lines.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let us assume that an agent is lost at sea (like a castaway) without sight, and is searching for an unknown shoreline. If the
position and direction of the shoreline is given, the agent can move toward it on the shortest possible path. For an unknown
shoreline, the agent has to take a detour into account. One would like to minimize this detour for all possible shorelines.
Geometrically, we model the problem as follows. We are searching for an unknown line l in the Euclidean plane starting
from an origin o as depicted in Fig. 1. Since the line is not known in advance, we have to make use of a search pathΠ that
never ends and hits any possible line in the plane. A line l is detected, if the path Π hits the line for the first time. Let us
assume that the search pathΠ hits the unknown line l at some point pl for the first time, as shown in Fig. 1. The path from
o to pl is denoted byΠ
pl
o . The shortest path from o to the line is given by the line segment o l⊥ perpendicular to l. Let |o l⊥|
denote the length of this line segment, and let |Πplo | denote the length of the path from o to pl. The length of o l⊥ will be
denoted as the orthogonal distance of o and l.
In this situation, the relative detour of the search path Π for line l is given by the ratio |Π
pl
o |
|o l⊥| . Our task is to find the
search pathΠopt that minimizes this ratio over all possible locations of l in the plane. Formally, a search pathΠ has overall
performance C = supl |Π
pl
o |
|o l⊥| , and we would like to find the path that attains the smallest C among all search paths. Since the
line l is not known in advance, the problem of finding an efficient search path belongs to the field of online algorithms.
In the notion of online algorithms, the above measure of the relative detour is a so-called competitive analysis. That is, we
compare the cost of the online algorithm to the cost of the best algorithmunder full information, the optimal offline algorithm.
Technically, for a class of problems P and any instance P ∈ P, the cost OnlAlg(P) of the online algorithm is compared to the
cost OfflOpt(P) of the optimal offline algorithm. If there are constants C and A, such that
OnlAlg(P) ≤ C × OfflOpt(P)+ A
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Fig. 1. Searching for a line in the plane under the competitive framework. Along the search pathΠ , the line l is met at pl for the first time. The shortest path
to the line is given by |ol⊥|.
holds for any P ∈ P, the online algorithm is called C-competitive with a competitive ratio of C . Competitive analysis was
introduced by Sleator and Tarjan [22], and it has been used in many settings since then; see for example the survey by Fiat
and Woeginger [5] or, for the field of online robot motion planning, see the surveys [11,19].
From now on, for convenience we denote the decision of how to move in the plane as a strategy. Any strategy results in
a corresponding search path in the plane denoted byΠ .
For the online problem definition above, any line l in the plane is a single problem instance. The additive constant A
normally is used for starting situations. For example, for any ε > 0 there are infinitely many lines with an orthogonal
distance ε to o. Therefore, the relative detour of any strategy will be arbitrarily large for some lines very close to the origin o.
In the following, we will assume that the unknown line is at least one step away from the origin. That is, the line we are
searching for has orthogonal distance to o of at least 1. In this case we can omit the additive constant, and consider the
competitive ratio C by
sup
P∈P
OnlAlg(P)
OfflOpt(P)
= C .
The goal is to find a strategy that attains the smallest competitive ratio among all strategies.
A 30-year old conjecture of Gal [8] says that the best strategy for searching for an arbitrary line in the plane is given by
a logarithmic spiral, and that the best logarithmic spiral attains a competitive ratio of 13.81113 . . .; see also [2,3,7]. This
conjecture is still open.
In this paper, we concentrate on a restricted version of this fundamental search problem.We assume that the line we are
searching for is parallel to one of the axes and that the agent knows the corresponding four possible directions, east, north,
west, and south. The directions are meant as follows. An axis-parallel line l lies in the east if it is defined by X = d for some
positive value d ∈ R, the line l lies in the north if it can be defined by Y = d; lines in the south and in the west are defined
by X = −d and Y = d, respectively.
In [12], Jeż and Łopuszański define a strategy using a path that somehow looks like a polygonal spiral; see Fig. 3. The given
strategy visit lines in the four possible directions in a cyclic order east, north, west, south, east, north, and so on. Additionally,
the strategy is monotone, since the path always increases the distance from the origin o. The details of the strategy will be
discussed in Section 2.
Formally, we define a cyclic and monotone strategy as follows. The path Π of the strategy is cyclic if it can be defined
in polar coordinates (φ, d(φ)) with increasing angle φ ∈ [0,∞), and d(φ) < d(2π + φ) holds. The path is monotone if
d(φ1) ≤ d(φ2) holds for any φ1 < φ2.
In [12], it is shown that the strategy of Fig. 3 achieves a competitive ratio that is never greater than 12.5406 . . . Since then,
it was open whether this strategy is optimal in the sense that it attains the smallest competitive ratio among all strategies.
In this paper, we present a strategy that slightly reduces the above ratio; see Fig. 4. Additionally, it will be shown that for
any cyclic strategy there is no room for further improvements, and we will present the best cyclic strategy.
It is not clearwhether the best cyclic strategy is optimal in general. But there is a strong conjecture that the corresponding
polygonal spiral path will be optimal, for the following reasons.
The conjecture that a logarithmic spiral gives an optimal search path with respect to the competitive ratio has been
made for many two-dimensional search problems; see for example [8,2,6,7,4]. Additionally, it was recently shown that
using a logarithmic spiral is optimal for the problem of searching for a point in the plane; see [16]. This problem was also
introduced by Gal [8], and was also open for 30 years. Within this problem, the unknown point p in the plane is detected by
a search pathΠ starting from origin o, if there is a point pa on the path, so that p lies on the line segment o pa. The shortest
path that detects p is given by the line segment o p. The optimal strategy is a logarithmic spiral; see Fig. 2.
The optimization of so-called functionals is a well-knownmethod for obtaining optimal competitive strategies inmotion
planning; see for example [9,8,10,15,18,14,20].
Recently, a conceptwas proposed in [17,13] for solvingmore complicated functionals by combining some of themethods.
We will apply this approach to our problem.
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Fig. 2. The agent discovers the goal p on the segment between pa and the origin o. The ratio between the length of the path from o to pa and the length of
the segment o p gives the competitive ratio ofΠ for the goal p. The optimal strategy with respect to the competitive ratio is given by a logarithmic spiral.
The spiral is defined by its eccentricity α. The optimal logarithmic spiral attains a competitive ratio of 17.289 . . ., as shown in [16].
The paper is organized as follows. In Section 2, we present the details of the strategy of Jeż and Łopuszański and define
main terms for the case of searching for an axis-parallel line.We present the best cyclic strategy, which attains a competitive
ratio of 12.53853842 . . ., in Section 3. This result is proved in the remaining sections. First, in Section 4 we design a
representation of the lower bound of all cyclic strategies. The main benefit is that the problem results in the optimization of
two-sequence functionals. More precisely, it is shown that we have to find two infinite sequences β := (β0, β1, β2, . . .) and
D := (d0, d1, d2, . . .) that minimize the supremum of the following functionals for all k.
Fk(β,D) :=
k
i=1

(di + βi−1 di−1)2 + (2di+3 − βi di − di−1)2
dk
.
For optimizing such functionals, amethod of combining twomain approaches for single-sequence functionals was proposed
in [17,13]. We follow this approach in Section 5. In Section 5.1, we briefly explain a main theorem introduced by Gal [9,8]
that has to be applied. Finally, optimization gives the above lower bound result and in turn the best cyclic strategy for the
axis-parallel line case.
The remaining open question is whether there is always a cyclic optimal strategy.
2. Preliminaries
We have a closer look at the strategy presented in [12] and refer to Fig. 3. The path is given by a polygonal chain defined
by a sequence of points (xi, yi) for i = 1, 2, 3, . . . These points are visited in the given order. Jeż and Łopuszański define a
strategy by fixing two starting values x1 = 1 and y2 = √α for an α that will be used for optimizations. Then they recursively
define x2k+1 := −α x2k−1, x2k = x2k−3, y2k+2 = −α y2k, and y2k+1 = y2k−2.
This design expands the projections onto the axes by a factor α, as follows; see Fig. 3. If lines in the east were visited up
to orthogonal X-distance xi, the next visit for lines in the west goes up to X-distance α xi. Similarly, if lines in the north were
visited up to Y -distance yi, the next step to lines in the south goes up to Y -distance α yi. Fig. 3 shows the strategy for the
best α with starting values x1 = 1 and y2 = √α. For α = 2.03 . . ., the strategy achieves a competitive ratio never greater
than 12.5406 . . . Details of the motivation and optimization are given in [12].
In the following, we define some main terms for strategies in the axis-parallel line case. The position of the line is not
known in advance; therefore, the path of any strategy finally has to visit all axis-parallel lines. Let us assume that the path of
the strategy is parameterized over time, and letΠ([O, t]) denote the path fromΠ(0) = o to some pointΠ(t) at time t . For
the pathΠ([O, t]), and for any direction, there is an axis-parallel line that has been visited byΠ([O, t]) and has the greatest
orthogonal distance from the origin among all axis-parallel lines visited in the corresponding direction. These axis-parallel
lines are denoted as extremal lines, and for any direction their orthogonal distances to the origin define the smallest current
depth in this direction. For example, in Fig. 3, for point Π(t) = q the lines le, ln, lw , and ls are the extremal lines, and they
define the smallest current depth of the direction forΠ([O, t]).
For the visit of an extremal line, there are two situations that can occur when the strategy proceeds after time t . Both
situations can be considered with respect to the competitive ratio.
On the one hand, the current pointΠ(t)might be located on an extremal line, and the strategy further extends the path
into the corresponding direction. In this case, the extremal line in this direction is successively shifted farther away from the
origin. This situation is denoted as an expansion of the corresponding direction. For example, the strategy in Fig. 3 from q
to point pln expands the extremal line into the east. Note that the competitive ratio for the lines newly detected in a given
direction during the execution of an expansion of the given direction normally will decrease.
On the other hand, there is the special situation where the above expansions starts. At some point Π(t), the strategy
crosses an extremal line that has been visited at Π(t1) with t1 < t and has not been crossed in the interval (t1, t). This
means that the line was not expanded between t1 and t . For example, some other direction could have been preferred
between t1 and t . The strategy crosses the extremal line of Π(t1) at time t for the first time and starts an expansion. In
this case, an axis-parallel line arbitrarily close to the extremal line of Π(t1) is met for the first time. In other words, the
orthogonal distance (to the origin) of a newly detected line is arbitrarily close (smaller than any ε > 0) to the smallest
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Fig. 3. The strategy of Jeż and Łopuszański [12] is cyclic and monotone, and attains a competitive ratio never greater than 12.5406 . . . The projections onto
the axes are adjusted by a factor of α. The local worst-case situation occurs at kinks of the path; see the points p1 , pln , and plw .
current depth of Πo(t1) in this direction. This situation is denoted as a local worst-case situation for the following reason.
Since |Πo(t1)| < |Πo(t)| holds, the competitive ratio with respect to this direction attains a local maximum if the extremal
line ofΠo(t1) is crossed for the first time.
For computing the ratio of a local worst-case situation, the length of the pathΠo(t) is compared to the smallest current
depth of Πo(t1) in the given direction (since ε can be arbitrarily small). The corresponding ratio is denoted as a local
worst-case ratio. For example, at point pln in Fig. 3, the extremal line ln is met again, and this is a local worst-case situation.
The competitive ratio for an axis-parallel line arbitrarily close to ln gives the local worst-case ratio. After that, the strategy
expands further on into the north. The local worst-case ratio is given by the ratio |Π
pln
o |
|o ln⊥ | .
Both situations can interact with each other for different directions. While expanding a direction, we can detect a local
worst-case situation for another direction; see for example point pln in Fig. 3. Furthermore, the expansion is helpful in order
to keep the competitive ratio small for future worst-case situations. The smallest current depth is extended continuously
The strategy presented in [12] and illustrated in Fig. 3 behaves in a very special way. A local worst-case situation for the
strategy in Fig. 3 is always attained exactly at a kink at coordinate x2k = x2k−3 or y2k+1 = y2k−2. Additionally, the strategy
exactly ends its expansion of the preceding direction in this point.
3. An optimal cyclic strategy
The optimal cyclic strategy is shown in Fig. 4 and slightly improves the result of Jeż and Łopuszański. Themain difference
is that the expansion of an extremal line will not end at the local worst-case situation of the succeeding direction. First, we
present our main result; then, the corresponding strategy is defined in detail.
The optimality of the strategy and the corresponding ratio is proved in the remaining sections.
Theorem 1. An optimal cyclic strategy that finds a horizontal or vertical line in the plane attains an optimal competitive ratio of
12.53853842 . . ., and can be uniquely defined by the rules presented below.
In principle, the optimal cyclic strategy will be uniquely represented by fixing the visits on extremal lines. The lines will
be visited in the order south, east, north, west, south, east, and so on. We proceed as follows. First, we define the sequence
of points on the extremal lines; after that, the movement between such points will be explained. Finally, the strategy is
presented in total.
For values a = 1.431489 . . . and c = 2a = 2.826979 . . ., we consider the following sequence of points. The values a and
c stem from our optimization in Section 5. The extremal lines are visited with increasing orthogonal distance ai from the
origin o.
The strategy visits the extremal line in the southwith orthogonal distance a0 = 1 at point (−c ·a0, a0); the next extremal
line in the east is visited at orthogonal distance a1, and is visited at point (a1,−c ·a1). Then the strategy visits an extremal line
in the north with orthogonal distance a2 at point (c · a2, a2). The next visit lies on an extremal line in the west at orthogonal
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Fig. 4. The optimal cyclic strategy is uniquely defined by values a = 1.431489 . . . and c = 2a = 2.826979 . . ., a cyclic sequence of visits of extremal lines,
and specular reflections in between. Note that there is a small kink whenever a local worst-case situation is met.
distance a3 at point (−a3, c · a3), and the next extremal line is visited at point (−c · a4, a4) in the south again. In this way
we proceed in a cyclic manner.
This means that, for i = 0, 1, 2, . . ., we visit the extremal lines in the south at points (−c · a4i, a4i), the extremal lines in
the east at points (a4i+1,−c · a4i+1), the extremal lines in the north at points (c · a4i+2, a4i+2), and the extremal lines in the
west at points (−a4i+3, c · a4i+3) in this order.
We uniquely define a polygonal chain that represents our strategy. Let us assume that we visit an extremal line in the
south at point (−c · a4i,−a4i). By visiting this point, we also made an expansion to the west with orthogonal distance c · a4i
from the origin. But for the next visit of an extremal line to the west, we have decided to visit the extremal line at point
(−a4i+3, c · a4i+3) with orthogonal distance a4i+3 > c · a4i from the origin. Therefore, during the movement from point
(−c · a4i,−a4i) to point (a4i+1,−c · a4i+1), we would like to visit the line defined by X = −a4i+3. For example, in Fig. 4, from
point (−c · a0,−a0) to (a1,−c · a1)we would like to visit the line X = −a3. The shortest path from (−c · a4i,−a4i) to point
(a4i+1,−c · a4i+1) that visits line Y = −a4i+3 in between can be easily computed as follows.
We mirror point (−c · a4i,−a4i) at line X = −a4i+3 and obtain point a′ = (−2a4i+3 + c · a4i,−a4i); see for example
point a′ = (−2a3 + c · a0,−a0) in Fig. 4. Then, we consider the segment from (a4i+1,−c · a4i+1) to a′. The segment hits
line X = −a4i+3 at some point b′, and we mirror the subsegment b′ a′ back along X = −a4i+3. Thus, the shortest path
from (−c · a4i,−a4i) to point (a4i+1,−c · a4i+1) that visits line X = −a4i+3 in between makes use of a specular reflection at
X = −a4i+3. That is, the incoming angle and the outgoing angle of the path at b′ with X = −a4i+3 are the same. We will
make use of such shortest paths. In general, our strategy is defined as follows.
Optimal cyclic strategy. For i = 0, 1, 2, . . ., we visit an extremal line in the south at points (−c · a4i,−a4i); then, with a
specular reflection on X = −a4i+3, we move to the point (a4i+1,−c · a4i+1) on an extremal line in the east. From point
(a4i+1,−c · a4i+1)with a specular reflection on line Y = −a4(i+1), we move to the point (c · a4i+2, a4i+2) on an extremal line
in the north. From point (c ·a4i+2, a4i+2)with a specular reflection on line X = a4(i+1)+1, wemove to point (−a4i+3, c ·a4i+3)
in the west. From point (−a4i+3, c · a4i+3) with a specular reflection on Y = a4(i+1)+2, we move to (−c · a4(i+1),−a4(i+1)),
and so on.
The starting situation can be handled as follows. Starting from o, we have to visit the lines X = a and Y = a2 until arriving
at point (−c · a0,−a0) at Y = −1. For this movement, we make use of the shortest path from o to (−c · a0,−a0) that visits
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Fig. 5.A cyclic strategy successively visits the directions, east, north, west, and south, and so on, up to discrete points qi , and visits localworst-case situations
at discrete points pi in the next round. Between pi and pi+1 , the strategy can only expand the directions of di−1 and di up to points qi+3 and qi+4 .
X = a, and Y = a2 in between, in this order. This path makes use of specular reflections on the corresponding lines. It can
be easily computed by applying the above mirror technique successively.
4. A lower bound design for cyclic strategies
In this section, we design a lower bound for all cyclic strategies. More precisely, we would like to find a unique lower
bound design for all local worst-case situations of cyclic strategies. It will turn out in Section 5 that this gives the strategy of
Section 3 that achieves the best local worst-case ratio as its overall ratio. Thus the strategy is an optimal cyclic strategy.
In the following, let di denote an axis-parallel extremal line, and for simplicity di also denotes its orthogonal distance to
the origin. Any cyclic strategy has the following general behavior. There are local worst-case situations that successively
occur in the directions east, north, west, and south, and so on. For the visits of the corresponding extremal lines
(d0, d1, d2, . . .), we use a sequence of points (p0, p1, p2, . . .). Additionally, the corresponding extremal lines stem from an
expansion in the corresponding direction one round before. Therefore, we have a second sequence of points (q0, q1, q2, . . .)
that represent the origination of the extremal line (d0, d1, d2, . . .).
For example, in Fig. 5, at qi, the strategy maximally expands the given direction up to distance di. After a full round, at
the next visit of the axis-parallel line di at discrete points pi, a local worst-case situation for the ratio occurs at di by visiting
the extremal line di originating from qi.
Closely behind di and after pi was visited, a line at orthogonal distance di + ε is met. This gives a local worst case for the
ratio, and in turn a lower bound for the overall ratio. In the very beginning there is a local worst-case ratio for the last line
that is visited at distance 1; see for example p0 in Fig. 5. Therefore, d0 is a line at orthogonal distance 1 from the origin.
Note that, before pi is met, exactly the lines with distance ≤ di in the specified direction already have been detected. It
makes no sense for a cyclic strategy to keep behind pi if the direction of qi is visited next. In this sense, a cyclic strategy has
to be monotone for each direction.
Between two local worst-case situations pi and pi+1, the strategy might further expand a given direction. As already
mentioned, this is helpful for future local worst-case situations. In general, for a cyclic strategy, we can characterize the
following behavior. Between two local worst-case situations pi and pi+1, the strategy can only expand the direction of di up
to point qi+4 and the direction of the preceding worst-case situation di−1 up to point qi+3.
For example, in Fig. 5, between the local worst-case situations at p4 (south) and p5 (east), the strategy expands up to
distance d8 at point q8 to the south. This will later give a new local worst-case situation for d8.
The observation that only di and di−1 can be expanded in the path from pi and pi+1 holds in general for the following
reason. The horizontal and vertical lines running through pi and pi+1 will always define a unique quadrant where the
strategy has to run in from pi and pi+1. In this quadrant, only the distances of di and of di−1 can be expanded to di+4 and di+3,
respectively.
For example, in Fig. 5, between p3 and p4, the strategy runs in the quadrant indicated by the shaded rectangle Q(p3,p4).
Here, the strategy expands to the south up to d6 at q6 and to the west up to d7 at q7. Between p3 and p4, the strategy has to
move inside the quadrant indicated by Q(p3,p4).
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Altogether, we can categorize the behavior of any cyclic strategy between pi and pi+1 into separate cases, as follows.
Path from pi to pi+1 and its expansions.
1. A path from pi to pi+1 does not expand either di to di+4 or di−1 to di+3. The extremal line di−1 is expanded to di+3 before
pi is visited, and the extremal line di is expanded to di+4 after pi+1 was visited. See for example the path between p2 and
p3 in Fig. 5, where neither d6 nor d5 is visited.
2. A path from pi to pi+1 only expands di to di+4. The extremal line di−1 is expanded to di+3 before pi is visited. See for
example the path between p4 and p5 in Fig. 5, where d8 is visited but not d7.
3. A path from pi to pi+1 only expands di−1 to di+3. The expansion of extremal line di to di+4 occurs after pi+1 is met. See for
example the path between p6 and p7 in Fig. 5, where d9 is visited but not d10.
4. A path from pi to pi+1 expands di to di+4 and di−1 to di+3. See for example the path between p3 and p4 in Fig. 5 where d7
and d6 is visited.
5. In the beginning, we move from the start to p0 and visit the last shoreline at distance d0 = 1. During this movement, the
extremal lines d1, d2, and d3 with orthogonal distance greater than or equal to 1 were visited. See for example the path
from the start to p0 in Fig. 5, where d1, d2, and d3 are visited.
In the next section, we will replace the path between pi and pi+1 accordingly. The replacement can be done for any cyclic
strategy.
4.1. Polygonal path between pi and pi+1
As mentioned in the beginning of this section, we would like find a lower bound on all local worst-case situations.
Therefore we replace the path from pi to pi+1 and by a polygonal path as follows. The different situations are specified
by ordered lists of visits of points and lines.
Polygonal path from pi to pi+1 and its expansions.
1. (pi, pi+1): A segment from pi to pi+1, if themaximal expansion of di and di−1 to di+4 and di+3 occurs outside the path from
pi to pi+1. See for example the path between p2 and p3 in Figs. 5 and 6, where neither d6 nor d5 is visited.
2. (pi, di+4, pi+1): A path from pi to pi+1 that makes a specular reflection at di+4, if the maximal expansion for di to di+4
occurs between pi to pi+1 and the maximal expansion for di−1 to di+3 occurs before pi is met. See for example the path
between p4 and p5 in Figs. 5 and 6, where d8 is visited but not d7.
3. (pi, di+3, pi+1): A path from pi to pi+1 that makes a specular reflection at di+3, if the maximal expansion for di−1 to di+3
occurs between pi to pi+1 and the maximal expansion for di to di+4 occurs before after pi+1 is met. See for example the
path between p6 and p7 in Figs. 5 and 6, where d9 is visited but not d10.
4. (pi, di+3, di+4, pi+1): A path from pi to pi+1 that makes a specular reflection at di+3 and di+4 if the maximal expansion for
di to di+4 and for di−1 to di+3 occurs between pi to pi+1. See for example the path between p3 and p4 in Figs. 5 and 6, where
d7 and d6 are visited.
5. (p0, d1, d2, d3, p0): In the beginning, we move from the start to p0 and visit the last shoreline at distance d0 = 1 with
some specular reflections at d1, d2, and d3. See for example the path from the start to p0 in Figs. 5 and 6, where d1, d2, and
d3 are visited.
In principle, we have optimize the sequence (q0, q1, q2, . . .) by using specular reflections and shortest paths instead. For
the strategy in Fig. 5, the corresponding replacement is shown in Fig. 6.
By using specular reflections, we have constructed the shortest path from pi and pi+1 that also satisfies the expansion
into the specified directions. This means that in the above reformulation the ratio at the local worst-case situations at points
pi will never be greater than the ratio at such points in the original strategy. Additionally, in comparison to the strategy of
Jeż and Łopuszański presented in Fig. 3, our reformulation is more general. We allow additional kinks between the points pi
and pi+1.
The next step is to find a unique representation of the paths between pi and pi+1. Obviously, any cyclic strategy defines
an infinite sequence of positive values (d0, d1, d2, . . .) that represent the lines for the points (p0, p1, p2, . . .). In principle,
we have to fix the points pi on the lines di.
Instead of fixing all points pi, we would like to find a unique representation for the length of the polygonal chain from pi
to pi+1 independently from the case distinction above. Otherwise it is difficult to define a unique formula for all strategies.
As shown in the remaining sections, for this task we can use a second infinite sequence of values (β0, β1, β2, . . .). This
sequence will allow us to represent the length of any path between pi to pi+1 by values di, di+1, di+4, βi, and βi+1. Our goal is
to use the second sequence, so that the length of the path between any pi and pi+1 is uniquely determined by
(di+1 + βi di)2 + (2di+4 − βi+1 di+1 − di)2, (1)
regardless of which of the first four cases in the enumeration above occur. The formula will be explained in detail in the next
section.
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Fig. 6. For the original strategy in Fig. 5, we replace the movements between local worst-case situations pi and pi+1 accordingly. The ratio closely behind
the points pi will never be greater than the ratio at those points in Fig. 5.
The starting round from the start to p0 with some specular reflections at d1, d2, and d3 (item 5 in the enumeration above)
will also fit into our representation. If we make use of d−1 := −2d1 and extend β by β−1 := − d2d1 , we can verify that in this
case 
(d0 + β−1 d−1)2 + (2d3 − β0 d0 − d−1)2 (2)
exactly represent the first three reflections. For convenience, we simply omit this first step in the following. This is allowed
because we are searching for a lower bound on the ratio. Furthermore, at the end, this first step will have no influence on
the optimal strategy.
If we can guarantee that the length for any polygonal path between pi and pi+1 is given by (1), it is easy to verify that a
lower bound on the supremum of all local worst-case situations can be defined by
sup
k
k
i=1

(di + βi−1 di−1)2 + (2di+3 − βi di − di−1)2
dk
. (3)
The numerator gives a lower bound to the length of the path at the local worst-case situation at pk. The local worst-case
shoreline is detected closely behind dk.
Fortunately, (3) represents a functional defined by two infinite sequences (d0, d1, d2, . . .) and (β0, β1, β2, . . .). In
Section 5, we will show how to find the optimal sequences for minimizing (3).
Finally, this gives a lower bound for all cyclic strategies andwill also define the discrete strategy of Section 3. Fortunately,
this strategy attains the corresponding optimal ratio.
The remaining task of this section is to interpret the values (β0, β1, β2, . . .), so that the movement between pi and pi+1
always has length given by (1).
4.2. Unique representation of the path from pi to pi+1
In order to find the representation (1) for a path between pi and pi+1, we transform the specular reflections from pi to
pi+1 to a single segment of the same length. If there is only a single reflection between pi and pi+1, we reflect either pi or pi+1
on di+3 or di+4, respectively.
For example, in Fig. 7, p5 is reflected on d8 to p′5 for the path between p4 and p5, and the segment p4p
′
5 has the same length
as the path between p4 and p5. Analogously, p6 is reflected on d9 to p′6 for the path between p6 and p7. Here, p
′
6p7 has the
same length as the polygonal path between p6 and p7.
Similarly, if there is a specular reflection on di+3 and di+4 between pi and pi+1, we project pi on di+3 and pi+1 on di+4. Thus
we obtain p′i and p
′
i+1, and the length of the segment p
′
ip
′
i+1 equals the length of the path from pi and pi+1. For example, see
the path from p3 to p4, which can be replaced by the line segment p′3p
′
4.
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Fig. 7. The polygonal path from pi to pi+1 is replaced by a segment if we resolve the reflections.
In general, the rule is that we reflect pi on di+3 and obtain p′i . For a general representation, we would like to translate the
path between pi and pi+1 by the segment pip′i+1. The problem is that there might be two reflections between pi and pi+1, and
we have to consider the segment p′ip
′
i+1 instead of pip
′
i+1; see p
′
3p
′
4 in Fig. 7. Similarly, the polygonal path between pi and
pi+1 should be translated to p′ipi+1 instead of pip
′
i+1; see p
′
6p7 in Fig. 7. We solve this problem by renaming.
4.3. Let pip′i+1 always represent the path from pi and pi+1
In order to use a unique representation, we make use of the following trick. If pip′i+1 does not represent the polygonal
path between pi and pi+1, we allow renaming pi by p′i or pi+1 by p
′
i+1, and vice versa. The overall rule is that, if the expansion
of pi to di+4 does not occur between pi and pi+1 (and therefore has to occur between pi+1 and pi+2), we will rename pi+1 by
p′i+1, and vice versa. This renaming is always consistent for the neighboring paths. If the expansion of pi on di+4 does occur
between pi+1 and pi+2, we have the following situation. The segment for pi and pi+1 should end at pi+1, and the segment for
pi+1 and pi+2 should start at p′i+1. Therefore, the renaming of pi+1 by p
′
i+1 and vice versa guarantees that the polygonal paths
are finally interpreted by pip′i+1 and pi+1p
′
i+2.
For example, in Fig. 8, we have renamed the reflection points p1, p2, p3, p6, and p7 from Fig. 7 in this sense. The expansion
of p5 to d9 occurs between p6 and p7. Therefore, we rename p6 and p′6; see Fig. 8. Thus the path p5p
′
6 represents the length
of the path between the original points p5 and p6, and p6p′7 represents the path between the original points p6 and p7.
4.4. Represent pip′i+1 uniquely by sequences
Let us assume that we have renamed the points in the sense of the preceding section. Finally, we will represent these
sets of points pi and p′i by making use of two infinite sequences (d0, d1, d2, . . .) and (β0, β1, β2, . . .). This will show that the
length of the segment pip′i+1 always has length (1). Without loss of generality, for the cyclic strategy we can assume that d0
is in the south, d1 in the east, d2 in the north, d3 in the west, d4 in the south, and so on. Any point pi is represented by values
±di and±βidi. We uniquely set
p4k := (−β4kd4k,−d4k), p4k+1 := (d4k+1,−β4k+1d4k+1),
p4k+2 := (β4k+2d4k+2, d4k+2), p4k+3 := (−d4k+3, β4k+3d4k+3);
see also Fig. 9. Note that we have to allow that βi is negative. For example, the point (β4k+2d4k+2, d4k+2) need not necessarily
lie in the first quadrant: it can be in the first or second quadrant.
For example, the point p6 = (β6d6, d6) in Fig. 9 could have been located in the second quadrant, if β6 is negative. In
principle, this is allowed.
In any case, the reflection points p′i are always given by a reflection of pi on di+3. For example, if we reflect p4k+2 :=
(β4k+2d4k+2, d4k+2) on d4k+5 in order to obtain p′4k+2, we have the same Y -coordinate d4k+2, but the X-coordinate of p
′
4k+2 is
d4k+5 + (d4k+5 − β4k+2d4k+2) = 2d4k+5 − β4k+2d4k+2.
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Fig. 8. After renaming, the polygonal path from the original pi to the original pi+1 is always represented by the segment pip′i+1 .
See for example p′6 = (2d9 − β6d6, d6) in Fig. 9. Note that the reflection construction from pi to p′i also holds, if βi is
negative.
In general, the reflection points can be uniquely defined by the following representation:
p′4k := (−2d4k+3 + β4kd4k,−d4k),
p′4k+1 := (d4k+1,−2d4k+4 + β4k+1d4k+1),
p′4k+2 := (2d4k+5 − β4k+2d4k+2, d4k+2),
p′4k+3 := (−d4k+3, 2d4k+6 − β4k+3d4k+3).
Altogether, we can express the length of pip′i+1 by a unique formula using the correct definition of pi and p
′
i . Surprisingly,
it turns out that pip′i+1 has always length (1). For example, for i = 4k + 1, the Euclidean length of the segment from
p4k+1 := (d4k+1,−β4k+1d4k+1) to p′4k+2 := (2d4k+5 − β4k+2d4k+2, d4k+2) is given by
(d4k+2 + β4k+1 d4k+1)2 + (2d4k+5 − β4k+2 d4k+2 − d4k+1)2.
One can easily check that pip′i+1 has length (1) for any i.
5. Optimizing the two-sequence functional
We would like to find the best cyclic strategy and optimize the ratio (3). Our task is to find optimal sequences β =
(β0, β1, . . .) and D = (d0, d1, d2, . . .) that minimize the supremum of the following functional for all k.
Fk(β,D) :=
k
i=1

(di + βi−1 di−1)2 + (2di+3 − βi di − di−1)2
dk
. (4)
The method in [17] suggests the following steps for optimizing a two-sequence functional.
Step 1. Show that there are sequences that exactly attain the best (still unknown) ratio by equality for any k. Then,
application of Fk(β,D) = C = Fk−1(β,D) yields a new functional Gk(β,D) of less complexity. (This is the equality
approach, suggested for example in [10,15,18,14,20] for solving the single-sequence case.)
Step 2. By fixing β , find the optimal sequence D for minimizing supk Gk(β,D) by application of a well-known theorem
of Gal for single-sequence functionals; see Theorem 2 in Section 5.1. The theorem says that an optimal D =
(d0, d1, d2, . . .) can be assumed to be defined by an exponential function di = ai for a > 1. (This is the optimality
of the exponential function introduced in [9,8].)
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Fig. 9. After renaming, the length of segment pip′i+1 can be uniquely represented by (1).
Step 3. Show that β can be assumed to be a constant sequence β = (b, b, b . . .).
Step 4. Optimize supk Gk(β,D) for β = (b, b, b . . .) and D = (a0, a1, a2, . . .) on a and b.
Our proof exactly follows these steps. In Lemma 1, we prove that for any k there is an optimal cyclic strategy with
Fk(β,D) = C = Fk−1(β,D). This means that
C (dk − dk−1) =

(dk + βk−1 dk−1)2 + (2dk+3 − βk dk − dk−1)2,
and we obtain a new functional
Gk(β,D) :=

(dk + βk−1 dk−1)2 + (2dk+3 − βk dk − dk−1)2
dk − dk−1 ,
and the new task is to find sequences β andD so that supk Gk(β,D) is minimal. Fortunately, in Lemma 2, for a fixed sequence
β , we can prove that Theorem 2 can be applied to Gk(β,D). In Lemma 3, we prove that for di = ai the sequence β can be a
constant sequence β = (b, b, b . . .) sequence, and finally we find optimal values b and a; see Lemma 4.
Before we proceed in Section 5.2, we briefly repeat the main theorem of Gal [9,8,1], which is used in Step 2.
5.1. Optimality of the exponential function
Let us assume that a set of functionals Fk(X) for k ∈ N is given, and that the functionals depend on an infinite sequence
X = (x0, x1, x2, . . .). For a fixed k, the functional Fk(X) depends on O(k) values of X . Note that O(k) also includes a constant
number of terms. Additionally, the functional might use another infinite sequence B = (b0, b1, b2, . . .) of coefficients for
Fk(X).
For example, for X = (x0, x1, x2, . . .) and B = (b0, b1, b2, . . .),
Fk(X) := xk+2 − bk+3 xkbk+4 xk
is an admissible description of such a functional.
We are searching for an infinite sequence X ′ = (x′0, x′1 . . .) so that
inf
Y
sup
k
Fk(Y ) = C and sup
k
Fk(X ′) = C .
A method for solving this problem is given by a general theorem introduced by Gal [9,8]. The theorem claims that an
exponential function X = ai minimizes the supremum of a functional, if some conditions hold. This method can be denoted
as optimality of an exponential function.
For two sequences X = (x0, x1, x2, . . .) and Y = (y0, y1, y2, . . .), let X + Y := (x0 + y0, x1 + y1, x2 + y2, . . .) and
E · X := (E · x0, E · x1, E · x2, . . .) for a constant E.
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Theorem 2 (Adapted from Gal [9,8], Alpern and Gal [1] and Schuierer [21]). Let Fk(X) be a sequence of functionals for k ≥ k0
and for infinite sequences X = (x0, x1, x2, . . .) and Y = (y0, y1, y2, . . .) with xi > 0 and yi > 0. For the sequence X, let k+ i be
the greatest index, so that Fk(X) depends on xk+i.
If the following conditions hold for Fk:
(i) Fk is continuous,
(ii) Fk is unimodal, which means that, for any constant D > 0,
Fk(E · X) = Fk(X) and Fk(X + Y ) ≤ max{Fk(X), Fk(Y )},
(iii)
lim inf
a→∞ Fk

1
ak+i−1
, . . . ,
1
a
, 1

= lim inf
εk+i−1,...,ε1→0
Fk (εk+i−1, . . . , ε1, 1) ,
(iv)
lim inf
a→0 Fk

1, a, a2, . . . , ak+i−1
 = lim inf
εk+i,εk+i−1,...,ε1→0
Fk (1, ε1, ε2, . . . , εk+i−1) ,
(v) Fk+1(x0, . . . , xk+i+1) ≥ Fk(x1, . . . , xk+i+1),
then
sup
k
Fk(X) ≥ inf
a
sup
k
Fk(Aa),
with Aa = a0, a1, a2, . . . and a > 1. The supremum of the functional is minimized by an exponential function.
Note that the given form of condition (v) is a replacement shown by Schuierer [21]; see also Alpern and Gal [1].
5.2. Optimization of the two-sequence functional
We apply the method proposed at the beginning of this section. The next lemma proves Step 1, and shows that equality
can be achieved. The proof is technical and non-constructive.
Lemma 1. For the functional (4) and the optimal sequences β and D with supk Fk(β,D) = C, there always exist sequences β ′
and D′ so that Fl(β ′,D′) = C is fulfilled for all l ≥ 1.
Proof. The proof works by induction on k. It is non-constructive because an optimal strategy is not known so far.
Let us assume that the optimal constant C and an optimal cyclic strategy that minimizes supk Fk(β,D) = C are given.
We would like to show by induction that for every k there is always a strategy defined by D′ and β ′ so that Fl(D, β) = C
is fulfilled for all 1 ≤ l ≤ k and Fl(D, β) ≤ C for l > k.
First, we show that we can let a single dk become a bit smaller so that Fk(β,D) increases and all other Fl(β,D) will
decrease for l ≠ k. More precisely, let us assume that Fk(D, β) < C holds. Then we can let dk decrease to d′k and adjust βk to
β ′k so that Fk(β ′,D′) = C and Fl(β ′,D′) ≤ C for all l ≠ k holds.
The adjustment works as follows, and is illustrated in Fig. 10. If we move the line of dk toward the origin then three
movements of the strategy are involved. First, the movement between the local worst-case points on dk−4 to dk−3 that
reflects on dk changes. This part of the strategy will always get shorter, if we move dk toward the origin. If one of the
corresponding segments become horizontal or vertical, we proceed by moving the corresponding segments toward the
origin, also. Additionally, dk and βk dk define a point pk. The movement from pk to the next local worst-case point on dk+1
that might reflect on dk+4 and/or dk+3 and the movement of pk toward the local worst-case point of dk−1 that might reflect
on dk+3 and/or dk+2 could be involved, if we move dk to the origin. In Fig. 10, the path from pk to pk+1 reflects on dk+4 and
the path from pk to pk−1 reflects on dk+3.
We will now let the line dk move towards the origin, and will show that the corresponding path lengths decrease. More
precisely, let us first assume that the kink happens on dk+3 before pk is met. Let us assume that q defines the point on dk+3
where the kink happens. So there is a path from q to pk and a path from pk to p′k+1. We move dk down to d
′
k, as depicted
in Fig. 10.
The intersection point p′k of d
′
k and the path of the original strategy from pk−1 to pk define the new worst-case situation.
In turn, β ′k is uniquely defined by this intersection. The point p
′
k lies on the segment qpk. We compare the length of the
polygonal chain from segments from p′k over pk to p
′
k+1 with the length of the segment p
′
kp
′
k+1; see the dashed path in Fig. 10.
By the triangle inequality, the path length decreases.
We can move dk down in this way until d′k hits the reflection point q on dk+3. Adapting the values d
′
k and β
′
k will always
decrease the overall path length, as indicated above. Fortunately,we can evenmove furtherwithout changing the description
of the ratio or the functional.
Let us assume that we move dk below the reflection point q to some line d′′k , and let p
′′′
k be the intersection of d
′′
k with the
original strategy from pk−1 to pk, as indicated in Fig. 10. We obtain a point p′′k = (β ′′k , d′′k ) by reflecting p′′′k on dk+3; the value
β ′′k is uniquely defined.
E. Langetepe / Theoretical Computer Science 447 (2012) 85–99 97
Fig. 10. If wemove dk downwards to d′k closer to the origin, we decrease all distanceswhich are involved. This remains true if wemove beyond the reflection
at dk+3; see d′′k . The ratio Fk(D′, β ′) increases, and all other ratios decrease or remain the same.
We do not have to change the description of the strategy; we only change the values from dk to d′′k and from βk to β
′′
k .
Similar to the renaming in Section 4.3, here p′′′k and its reflection on dk+3, namely p
′′
k , change the role. The movement from
pk−1 at dk−1 to p′′′k and the movement from p
′′
k to pk+1 are described by the same formulas as before. More precisely,
dk+1 + β ′′k d′′k
2 + 2dk+4 − βk+1 dk+1 − d′′k2 and d′′k + βk−1 dk−12 + 2dk+3 − β ′′k d′′k − dk−12.
Although the reflection on dk+3 now appears after p′′′k , we have the same description of the strategy. That is, we can move
d′k closer to the origin to d
′′
k . The polygonal path with segments from p
′′′
k q and qpk+1 has length greater than the segment
p′′kpk+1. Therefore, the length of the overall path decreases.
Altogether, if dk moves down to d′k, the value of Fl(β ′,D′) decreases for l ≥ k+ 1 and remains the same for l ≤ k− 1.
In the induction proof below, we will see that there will be some d′k > 0 with d
′
k < dk which attains Fk(β
′,D′) = C . We
will also see that we never have to move dk below dk−4 in order to obtain this equality.
Therefore, finally, we will have Fk(β ′,D′) = C and Fl(D′, β ′) ≤ C for all l ≠ k.
The full proof works by induction. First, let d1 shrink so that F1(D′, β ′) = C and Fl(D′, β ′) ≤ C for all l ≥ 2 hold. This
is always possible, because the numerator for k = 1 cannot shrink arbitrarily; the value d0 ≥ 1 remains the same. Thus,
finally, we will find a corresponding value d′1 > 0.
The induction hypothesis says that for index k there is always an adjustment of a strategy so that D′ and β ′ exist with
Fl(D′, β ′) = C holding for all 1 ≤ l ≤ k and Fl(D′, β ′) ≤ C for l > k. Additionally, the adjustment lets the values of D′ shrink,
but they will never get to zero.
If Fk+1(D′, β ′) = C holds, we are done. Otherwise, for Fk+1(D′, β ′) < C , we adjust dk+1 and let it shrink to d′k+1. By the
induction hypothesis Fk−3(D′, β ′) = C holds before dk+1 and βk+1 are adjusted. This means that we will attain equality for
Fk+1(D′, β ′) = C for d′k+1 and β ′k+1 before d′k+1 reaches d′k−3.
Now we have Fk+1(D′, β ′) = C and Fl(D′, β ′) ≤ C for l ≠ k + 1. We apply the induction hypothesis again for the first k
values of this new vector D′. Of course we can successively repeat this process. This means that we will have shrinking but
positive values (d′0, d
′
1, d
′
2, . . . , d
′
k+1); furthermore, (β
′
0, β
′
1, β
′
2, . . . , β
′
k+1) is uniquely adjusted for any sequence D′.
We will show that finally the sequence D′ (and the adjusted sequence β ′) achieves a limit that gives Fl(D′, β ′) = C for
1 ≤ l ≤ k + 1. First, any d′i gives a monotonically decreasing sequence that runs into a limit, so the full vector runs into a
limit. Additionally, β ′ directly depends on the adjustments of D′, so (β ′0, β
′
1, β
′
2, . . . , β
′
k+1) has a limit as well.
For any intermediate sequences (d′0, d
′
1, d
′
2, . . . , d
′
k+1) and (β
′
0, β
′
1, β
′
2, . . . , β
′
k+1), we have Fl(D′, β ′) = C for all 1 ≤ l ≤ k
and Fk+1(D′, β ′) ≤ C . Since Fl(D′, β ′) is continuous, this is also true for the limit. If the limit gives Fk+1(D′, β ′) < C , there is
a contradiction, because we can further shrink the vector D′. Thus, Fk+1(D′, β ′) = C , and the inductive step holds.
This means that for all k there is an optimal strategy so that Fl(D′, β ′) = C for 1 ≤ l ≤ k and Fl(D′, β ′) ≤ C for all
l > k. 
As already mentioned above, by using Fk(β,D) = C = Fk−1(β,D), which is part of Step 1, we now obtain a functional
Gk(β,D) :=

(dk + βk−1 dk−1)2 + (2dk+3 − βk dk − dk−1)2
dk − dk−1 , (5)
and the new task is to find sequences β and D so that supk Gk(β,D) is minimal.
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For fixed β , we can apply the optimality of the exponential function to Gk(β,D), which is Step 2 in the method proposed
at the beginning of the section.
Note that the application of Theorem 2 directly on Fk(β,D) for a fixed sequence β is also possible. It is not clear how the
corresponding result can be used for finding the optimal sequence β afterwards. More precisely, Step 3 is more complicated
in this case. Fortunately, for the reduction to Gk(β,D) Steps 2 and 3 are applicable.
Lemma 2. For a fixed infinite sequence β , there is a sequence di := ai with a > 1 that attains the infimum of supk Gk(β,D) for
all k.
Proof. Application of Theorem 2 to Gk(β,D) with respect to sequence D is admissible. This can be shown by the following
arguments.
The functional Gk with fixed β depends on the values from dk−1 to dk+3 of D, so i in Theorem 2 equals 3. Obviously Gk is
continuous. Furthermore, the statements in (iii) and (iv) go to infinity on both sides. The part Gk(β, E ·D) = Gk(β,D) of (ii)
is obviously fulfilled. Condition (v) holds, because Gk+1(β, (d0, . . . , dk+4)) and Gk(β, (d1, . . . , dk+4)) are exactly the same
expressions. Note that we have to shift β also.
Thus, the remaining task is to prove that unimodality holds in the additive sense, which is that Gk(β, X + Y ) ≤
max{Gk(β, X),Gk(β, Y )}. Note that this is normally the most difficult part to prove for such functionals.
The triangle inequality of the vectors (a+ β b, 2c − γ d− e) and (f + β g, 2h− γ i− j) gives
(a+ β b)2 + (2c − γ d− e)2 +

(f + β g)2 + (2h− γ i− j)2
≥

((a+ f )+ β (b+ g))2 + (2(c + h)− γ (d+ i)− (e+ j))2.
Now, let Gk(β, X) ≤ K and Gk(β, Y ) ≤ K , which is also true for K := max{Gk(β, X),Gk(β, Y )}. For this K we have
(xk + βk−1 xk−1)2 + (2xk+3 − βk xk − xk−1)2
xk − xk−1 +

(yk + βk−1 yk−1)2 + (2yk+3 − βk yk − yk−1)2
yk − yk−1
≤ K · (xk − xk−1 + yk − yk−1),
and we can prove that Gk(β, X + Y ) ≤ K by the inequality shown above. This gives unimodality in the additive sense
for (5). 
Substituting di by ai in (5) and using some simple analytic transformation shows that it suffices to optimize
Gk(β, a) =

(a+ βk−1)2 + (2a4 − βk a− 1)2
a− 1 (6)
for a > 1.
Now let us assume that we have found the best a for (6). Since βk−1 takes over the role of βk if we consider Gk+1, the
best we can do is let βi be a constant for all i. We will give a formal proof for this intuition, which is Step 3 in the method
mentioned above.
Lemma 3. If a > 1 is given, for minimizing the expression supk Gk(β, a) (see (6)) a constant sequence β = (b, b, . . .) will be
optimal.
Proof. Let us assume thatβ = (β0, β1, β2, . . .) is an optimal sequence. First, if there is some k so that (a+βk)2 ≤ (a+βk−1)2
holds, we can use a fixed b = βk so that
√
(a+b)2+(2a4−b a−1)2
a−1 is not greater than supk Gk(A, β). This means that the statement
holds.
Let us assume that for all indices kwe have (a+ βk)2 > (a+ βk−1)2.
Now, (a+ βk)2 is a monotonically increasing sequence. If it is unbounded, Gk(A, β)will go to infinity, and we can better
make use of a constant sequence. On the other hand, if (a+βk)2 is bounded, the sequence (a+βk)2 has a unique limit. This
means that βk has a unique limit b. 
This means that we have to optimize a function f (a, b) :=
√
(a+b)2+(2a4−b a−1)2
a−1 , which is Step 4 in the method mentioned at
the beginning of this section. We would like to find the minimum of f (a, b) by analytic means. The derivative of f (a, b) in b
gives b+2a−2a
5+ba2√
(a+b)2+(2a4−b a−1)2(a−1)
. It is zero if and only if b := 2(a2−1)a holds. So for all awehave to use this b forminimization.
Finally, we only have to optimize the function f (a) :=
√
(a2+1)(2a2−1)2
a−1 . For a > 1, this function has a unique minimum of
12.53853842 . . . for a = 1.431489 . . ., and we have b = 2(a2 − 1)a = 3.0037344 . . . The result is collected in Lemma 4.
Note that this is only a very small improvement on the strategy of Jeż and Łopuszański, but in comparison to the former
result we can state that this is the best strategy that visits the directions in a cyclic order.
Lemma 4. The sequencesβ andD thatminimize supk Gk(β,D) over all k are given byD = (a0, a1, a2, . . .) andβ = (b, b, b, . . .)
for a = 1.431489 . . . and b = 2(a2 − 1)a = 3.0037344 . . . supk Gk(β,D) is always smaller than C = 12.53853842 . . ., and
there are no other sequences that attain a smaller C.
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Finally, we would like to show that Theorem 1 holds. In Section 4, we designed the strategy for a = 1.431489 . . . and
c = 2a = 2.826979 . . . by the visits of the extremal lines in the south at points (−c · a4i, a4i), the extremal lines in the east
at points (a4i+1,−c · a4i+1), the extremal lines in the north at points (c · a4i+2, a4i+2), and the extremal lines in the west at
points (−a4i+3, c · a4i+3), in this order.
Now, we would like to show that the sequences βi di = 2(a2 − 1)a ai and di = ai of Lemma 4 exactly represent this
strategy. For verification, we have a closer look at the interpretation of the sequences in Section 4. For the values of a and
b = 2(a2 − 1)a in Lemma 4, we have βi di > di+3. This means that from pi to pi+1 the strategy expands the direction of di−1
to di+3 and then visits point pi+1. Between pi and pi+1 there is a single specular reflection on di+3; see Section 4.
With respect to the notation of pi and p′i+1 in Section 4.4, the visits of the extremal lines at di+1 are exactly given by the
points p′i+1. The points were defined by
p′4k := (−2d4k+3 + β4kd4k,−d4k), p′4k+1 := (d4k+1,−2d4k+4 + β4k+1d4k+1),
p′4k+2 := (2d4k+5 − β4k+2d4k+2, d4k+2), p′4k+3 := (−d4k+3, 2d4k+6 − β4k+3d4k+3).
Applying βj = b = 2(a2 − 1)a and dj = aj gives
p′4k := (−2a · a4k,−a4k), p′4k+1 := (a4k+1,−2a · a4k+1),
p′4k+2 := (2a · a4k+2, a4k+2), p′4k+3 := (−a4k+3, 2a · a4k+3),
which exactly represents the strategy of Section 3 for c = 2a.
Fortunately, this strategy attains its maximal competitive ratio at the local worst-case situations with the ratio given in
Lemma 4. By construction, the sequence in Lemma 4 gives a lower bound on the local worst-case situations of any cyclic
strategy. Therefore the strategy is the optimal cyclic strategy, and Theorem 1 holds.
6. Conclusion
In this paper, we found the current best competitive strategy for searching a horizontal or vertical shoreline. We
formalized a lower bound on all cyclic strategies, and by optimizing two-sequence functionals we slightly improve the
current best strategy. The main open question is how to find a general (tight) lower bound. It remains to show that there is
always an optimal strategy that visits the directions in a cyclic order.
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