Abstract
Introduction
The use of embedded, real-time systems has become ubiquitous in modern society. As a result, human beings are increasingly dependent upon the correct behavior of safety-critical software and hardware computer systems in everyday life. Formal methods have been successfully applied to improve the reliability and correctness of such systems, but their use, particularly the use of model-checking approaches has been hindered by the state-space explosion problem, in which the size of the representation of the behavior of a system grows exponentially with the size of the system. Representing the timed behavior also contributes to this problem.
In practice, abstractions have been commonly used to mitigate this problem. An abstraction of a formal specification is a simplified representation of that specification which preserves important details while eliminating or hiding other details. Abstractions are guaranteed to have at least all of the timed behaviors of the original system with respect to the events of interest. That is, every timed behavior of the original system is a timed behavior of the abstraction. However, it is hoped that the formal representation of the abstraction behavior will be smaller due to the eliminated details. Then, if a property holds for all computations of the abstraction, it will hold for all computations of the original when the computations are restricted to the events of interest.
In practice, abstractions are often developed in ad hoc, informal ways, when model-checking fails due to the state-space explosion problem. Without a formal framework for demonstrating that an abstraction relationship exists, erroneous conclusions may be reached. This paper makes two contributions. It describes a formal framework for showing that one specification is an abstraction of another. It should be noted that this relationship requires that the timing constraints of the original specification hold for the abstraction. The approach described in this paper, based on minmax automata, offers a more compact representation than some other approaches, while permitting the application of abstraction and equivalence relationships described in the formal methods literature for labeled transition systems.
The second contribution of this paper is a technique for automatzc generation of abstraction specifications. This technique exploits dependency information in the specification to eliminate parts of the specification irrelevant to the events of interest. The key idea is that some events of the specification cannot affect the events of interest. That is, the occurrence or non-occurrence or timing of these events does not affect the timing or occurrence of the salient events.
Two types of behavior are typically eliminated. Parts of the specification that represent internal detail at a level of granularity too fine to affect the events of interest may be eliminated, as can parts of the specification which execute in parallel, if they do not affect the events of interest. The approach is similar to program slicing.
The approach is illustrated by two examples in which abstractions are generated for a robot in a manufacturing system. The state-space is reduced between 12% and 88%, automatically.
The paper is organized as follows: Section 2 introduces the Modechart language, while Section 3 describes computation graphs which are the standard representation of timed behavior in Modechart.
Section 4 introduces min-max automata which are a representation more amenable to definition of abstraction relations. Section 5 describes some abstraction relationships within the context of Modechart and min-max automata. Section 6 describes the automatic generation of abstractions using the dependency marking technique, while Section 7 presents future work and conclusions.
Modechart language
The Modechart language is a graphical specification language based on concurrent finite state diagrams. It provides a compact and structured way to represent real time systems [16, 151 . Although similar to Harel's Statecharts [9] , Modechart is specifically designed for the specification of real time systems. It allows for the specification of modes which represent control information which impose structure on the operation of a system.
Modechart is extended from Statecharts with constructs for expressing timing constraints. It has a visual hierarchical structure and a small set of well defined constructs for the definition of event-driven real time systems. These constructs include modes, mode transitions, events, and mode transition expressions.
Modes represent control information that impose structure on the operation of a real-time system. Figure 1 depicts a simple Modechart specification. Notice that modes are represented graphically by squares.
During a non-zero moment in time, a mode can be either active or inactive. Informally, the state of a real time system is described by the collection of modes which are active. Modes are also entered and exited; the entry of a mode corresponds to the mode becoming active and the exit of a mode corresponds to the mode becoming inactive. Modes are hierarchically arranged in a tree structure; there is a top level mode from which all modes are descended, and each mode has only one parent.
Each mode is either atomic, serial, or parallel. An atomic mode has no internal structure, that is, it has no child modes.
A parallel mode has child modes The parallel relationship between these modes indicates that they are active simultaneously. The entry of a parallel mode causes the simultaneous entry of all of its children and the exit of a parallel mode causes the simultaneous exit of all of its children.
In contrast, a serial mode is constructed from a collection of children by serial composition. That is, when the parent mode becomes active, exactly one of its children becomes active and throughout the period during which a serial mode is active, whenever one of the child modes is exited, another child mode is immediately entered. One child mode of a serial mode is distinguished as an initial mode. It is the first mode to become active upon entry of the serial parent mode, unless the entry of the serial mode explicitly indicates that some other child is to become active instead. The initial mode of a serial mode is represented graphically by a square with a thicker edge. Timing Condition: A timing condition consists of a pair (delay, deadline), where delay is a nonnegative integer, and deadline is either 00 or a non-negative integer such that delay 5 deadline.
The timing condition represents the constraint that the transition may not occur less than delay time units after the entry of the source mode or greater than deadline time units after the entry of the source mode.
Triggering Condition: A triggering condition is a conjunction of events and predicates of the specification. Each conjunct can be a mode entry event, a mode exit event, a mode transition event, or a predicate on the active modes of the Specification.
Events link Modechart specifications to the computation model. The events of a Modechart specification (i.e. its mode entry, mode exit, mode transition, and external events) are the events of the computations associated with a Modechart specification.
Computation graphs
Since Modechart specifications often model systems with an infinite number of computations, generally with infinite length, a finite representation of system behavior is necessary to support automated modelchecking. Computation graphs are the construct used to perform mechanical model-checking of Modechart.
Each computation of a system is represented by a timed trace. The elements of a timed trace are points which contain information sufficient to indicate which modes are active and which transitions can be taken.
A point in a timed trace represents the occurrence of an event at an instance in time.
A trace without timing assignments is an untimed trace. These can be combined into computation trees and finally, computation graphs [31] .
The timing constraints which govern the assignment of times are represented by a separation gmph. For a given trace, the separation graph for that trace is a directed graph whose vertices are the points of the trace and whose edges correspond to timing constraints of the constrained trace. The weight of the edges represents the minimum time separation between the occurrence of the events represented by the points. More precisely, if there is a timing constraint to showing whether one specification implements another, i.e. whether one specification has behavior which is a subset of another. Min-max automata [3] were developed to remedy this situation; min-max automata are a formal representation of Modechart specification behavior which are amenable to testing whether a formal abstraction relationship exists between two specifications. Min-max automata, like discrete timed automata, are examples of Lynch's [27] untimed automata. And like discrete-timed automata, the time-passage actions can be used to assign occurrence times to external events in a trace to form a computation.
Definition Definition 4.1. A man-max automaton, A is defined as the tuple < states(A), initial(A), actions(A), n e z t ( A )
T is distinguished as the internal action of A. It is considered to be invisible outside of A. If U is a sequence of actions in actions(A), then 6 is the same sequence with all T actions removed. 
If ( s , a , s ' ) c n e x t ( A )
,
Representing computation graphs as min-max automata
In order to use min-max automata to model Modechart specifications, it is necessary to have a correspondence between computation graphs and minmax automata. The basic structure of a min-max automaton is derived directly from a computation graph which explicitly describes the untimed executions of a system. However, time-passage edges must be added which capture the timing constraints expressed in separation graphs. Since separation graphs may express timing constraints between non-adjacent points in the computation graph, there are subtle issues in how the time-passage edges can be inserted.
[3] describes how to generate a min-max automaton from a computation graph.
Abstraction relations for min-max automata

Issues in defining abstraction relations
Direct application of the definitions for abstraction relations described in the literature is problematic, since each path through a min-max automaton represents more than one (timed) computation. As a consequence, soundness and completeness results which hold for the ordinary definitions of abstraction relationships (e.g. bisimulation) will hold for traces of min-max automata, but not necessarily for computations. Moreover, time-passage edges have some properties which cause unexpected results when the ordinary abstraction relations are applied directly using the usual definition of a move. The definition of a move is relaxed, leading to more powerful abstraction relations. Details can be found in
This problem is avoided by extending the definition of a move, to permit time-passage edges to be matched to time-passage edges which are inclusive of the times represented by the original edge. That is, a time-passage edge ( m , n ) will be matched to a This paper now considers the issues of when one specification is an abstraction (or implements) another specification. Trace inclusion or trace equivalence has been widely used as a describe when one system implements another [26, [l] have all been used to reduce the problem of showing trace inclusion to proving something about transitions in some kind of automaton. Thus, only a local property needs to be demonstrated. All of these techniques relate systems in terms of the timed behavior of visible events. In each case, the behavior of internal events is hidden. This section describes the use of weak bisimulation to show equivalence between min-max automata min-max automata, and forward simulation to describe abstraction relationships between automata.
Equivalence relations for min-max aut omat a
One common technique for showing that two systems are observationally equivalent is called bisimulation [29] . Bisimulation involves finding a relation on the states of two systems such that two states being bisimilar means that each state has an edge to a state so that the resulting states are bisimilar. This approach can be relaxed (called weak bisimulation) so that an edge in each system is matched by a move (including internal events) so that the resulting states are bisimilar. Bisimulation is a rather conservative notion of system equivalence, as it is sound but not complete, but it is widely used especially in process algebras [28] . In order to hide internal events, a sequence of steps, or a move is more relevant to the question of whether two automata similarly. A move, as defined above, is a subpath between two points where no intervening events are externally visible. A weak bisimukh'on [29] relaxes the requirement that the two systems proceed in lockstep. Rather, it is only necessary that an edge between two points correspond to a move between two points. 
and Informally, this states that two points are bisimilar if any edge from one of the points can be matched by the other point making a move on the same event and reaching a point that is weakly bisimilar to the point reached from the first point. Since weak bisimulations are closed under union, it can be shown that there is a largest weak bisimulation, denoted M , for any pair of computation graphs for a given set of observable events.
The following theorem establishes the soundness of bisimulation.
Definition 5.4. The notation comps(P) E comps(Q) indicates comps(P) E comps(Q) and comps(Q) C comps(P).
Theorem 5.1. P M Q =j comps(P) 5 comps(Q).
Proof. Similar to the proof for ordinary timed automata found in the literature [27] . The proof is in Bisimulation is not complete. That is, there are systems which have the same set of timed traces, but which are not bisimilar. This is because bisimulation captures some aspects of system structure. Each point must be bisimilar to a point in the other system which permits actions which move to points which are bisimilar to those which can occur in the original specification. As a consequence, bisimulation distinguishes with regard to the state of the system as well as the sequence of actions or events.
Forward simulations
If the definition of bisimulation is modified to apply in only one direction, the result is called a forward simulation [26] . Forward simulations are also related to simulations [33, 181, history measures [22] , downward simulations [lo, 14, 201 , and possibilities mappings [25] . Because the restriction is in one direction, a forward simulation shows trace inclusion rather than trace equivalence.
In practice, this approach is desirable. Often a general purpose specification will be designed as well as an implementation or operational specification which has a narrower set of behaviors. It is not necessary for the implementation to have the full set of behaviors as the specifications. Alternatively, perhaps a simplification can be made to a specification which reduces the size of the computation graph, but which admits a larger set of behaviors. If the a trace inclusion relationship holds between the two systems, then it may be possible to model-check the simpler system and apply the results to the more complicated system. Lynch [26] shows that forward simulations are a pre-order (i.e. they are reflexive and transitive). Soundness follows from the soundness of bisimulations .
Other types of abstraction relations
Forward-Backward simulations [26] are similar to the invariants and ND-measures of [21, 22] as well as subset simulations [19] , and simple failure simulations [7] . They are less restrictive than forward simulations. Perhaps, most noteworthy is that they are complete for trace inclusion for Lynch's timed automata. However, since a single trace of a min-max automaton can represent more than one timed computation, forward-backward simulations are not complete for timed computations.
Homomorphisms [8, 231 and refinement mappings [l, 24, 261, are more restrictive than forward simulations, because they require a function from states(P) to states(&) rather than a relation.
Another interesting relation is failures inclusion or equivalence, developed by Hoare [4, 131. An alternative characterization, given by Hennessy and de Nicola [6] , is called testing equivalence in which equivalent automata pass or fail the same set of tests. Testing and failures relationships cannot be characterized by matching an edge in one automaton with some kind of move in another automaton and so are not discussed in this paper.
Automatic generation of abs t ract ions
Having defined abstraction relationships between min-max automata (and therefore between Modechart specifications) , it is necessary to discuss how these relationships can be be practically used. Direct checking for the existence of such a relationship may be intractable, so it is desirable to be able to generate abstraction or refinement specifications that are guaranteed to participate in an abstraction relationship. This section describes a dependency marking algorithm to automatically generate an abstraction of a specification. This approach has been fully automated. Events in a Modechart specification are related by a dependency relation. Intuitively, this relation specifies which events can cause other events to occur. This is derived from the Modechart semantics. In order to generate an abstraction specification, it is necessary to specify which events should have their behavior preserved in the abstraction. The dependency relation is used to identify which modes and transitions might affect the events of interest. This procedure is called dependency marking. Modes and transitions which are not marked may be deleted from the specification without affecting the events of interest. This technique is related to program slicing and is explored by [ll] in the context of SCR specifications.
In Modechart, mode transition events depend upon the exit event of their source mode and the entry event of their destination modes. Conversely, mode entry and exit events are dependent upon the transition event which causes the mode to be entered or exit. Moreover, the entry and exit events of modes are dependent upon the entry and exit events of their child modes. Finally, mode transition events are dependent upon all events mentioned in their mode transition expressions. Definition 6.1. Dependency Relation V:
For events el The transitive and reflexive closure of the interface events under this relation is used to determine the set of events which can potentially affect the behavior of the interface events of a module. The Modechart specification which consists of those objects which are identified by the transitive and reflexive closure of the interface events is an abstraction of the original specificat ion. In the context of min-max automata, the proof is based on showing that the elimination of events outside of the transitive closure, 0' is equivalent to deleting T edges from the automaton.
Proof. Found in [3].
0
This result shows that an abstraction can be automatically generated from a module, without generation of the computation graph or the corresponding min-max automaton.
This discussion of dependency marking is a formalism of the "focusing" technique developed in [5] . It is conservative in several ways. First, some transitions may never become eligible to occur. In this case, it would be desirable to exclude these transitions from the dependency relation. Second, some events may always occur simultaneously. In this case, the choice of which one to use in a mode transition expression will affect the dependency relation and the size of the transitive closure. However, because the events always occur simultaneously, the behavior of the specification is not affected by which event is used. These opportunities for further reduction in the size of the abstraction are explored in the section on abstraction preserving transformations below. The abstraction can be constructed by application of the dependency marking algorithm to the original specification. where e is the number of events in the specification.
Since generation of the computation graph is generally exponential in terms of the size of the computation, generation of this abstraction is computationally inexpensive, since it can result in substantial savings in the size of the computation graph. Further, since it is fully automatic, it can be executed automatically by a verification tool before generating a computation graph to evaluate a particular property. processes control two conveyer belts carrying items to be processed by a robot. These producer processes are responsible for moving items from position 1 to position 2 and from position 3 to position 4. When an item is in position 2 or position 4, the robot picks up the item, rotates away from the belt and processes the item. (If the robot fails to pick the item up in a timely fashion, and the conveyer belt is still moving, the item may move off the end of the conveyer belt and fall onto the floor.) Next, the robot rotates again and attempts to drop the item. Finally, the robot rotates in the opposite direction to return to the initial position. These controller processes are physically distributed and communicate with each other (as well as with the environment) through sensors. These sensors are also specified in Modechart. Finally, Modechart is also used to model certain aspects of the environment in which the system operates. This permits expression of various natural constraints on the behavior of the system. For example the event + RC.ChangeDirection sends a signal to the robot arm to change the direction it is rotating. The controller sends two sets of signals to the robot environment. The first is the "change direction" signal. The change direction signal readies the robot to grab from the appropriate producer belt. The second set is the "rotate, extend, grab, process, rotate, wait, drop, retract, rotate'' sequence which controls the robot processing. Each signal in this sequence is sent after the environment indicates that it has responded to the previous signal.
Examples of automaticallygenerated abstractions
Other modes specifiy the behavior of the conveyor belts, sensors, and the physical environment.
Because sensors sample the environment periodically, there is a delay between the occurrence of an event in the environment and the time which that event is visible to the controller process. In this specification, the sensor at position 2 is slightly slower than than the other sensors, requiring three time units to detect a state change in the environment. Example 6.2. Consider a variation of the robot manufacturing specification which has only one input belt. These specifications can be composed together repeatedly to specify a larger manufacturing system as depicted in Figure 6 . This system has much less feedback than the above system, so the results of applying this technique are even more dramatic. In this case, sensors one and two are of interest.
The results are described in 
Conclusions and future work
This paper has described a framework and technique for automatic generation of abstraction relations for the Modechart language. While the formalism for the abstraction relations are based on min-max automata, the min-max automata representing the behavior of a Modechart specification are not generated in the process of creating an abstraction specification. Instead, the technique involves identification of dependency information at the specification level which permits elimination of irrelevant aspects of the specification. The usefulness of this approach has been demonstrated using two examples of a robot arm in a manufacturing environment. In related work, the author has identified a set of transformations that can be applied to Modechart specifications to generate abstractions. Future work will involve the development of a tool which integrates the automatic abstraction generation technique with the ad hoc transformations developed in 131. Further, the transitive and reflexive closure of the interface events under the dependency relation can be represented in a dependency graph. The theorem states that all events which are not connected to the interface events in the dependency graph can be automatically removed. Future work will explore how the dependency graph can be further examined to generate module abstractions.
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