Introduction
A significant part of mathematical models of dynamic systems functioning processes are constructed and described in terms of general graph theory [1, 2] . It is usually assumed that the system can be in one of the possible states at any time and passes from that state to another under the influence of some random process. The distribution laws of the duration of stay in each of the possible states before transition to another state are taken to be defined (or can be obtained by statistical processing of the original data). In many practical cases, the problem of finding the stationary probability distribution of the system states can be formulated and solved. However, the theoretical and practical interest is to solve a more complex problem -finding the probability distribution of the system stay in its possible states at an arbitrary point of time after the start of functioning from a given initial state.
The solution to this problem under the most general assumptions regarding the nature of the influencing random process is practically impossible. However, this solution can be obtained for an important special case when the process is Markov [3, 4] . Comprehensive results are obtained for the case when the random process determining transitions from one state to another is discrete in the phase state space, and the distribution law of intervals between transitions is exponential [5, 6] . Relations for calculating the final state probability distributions are also obtained for semi-Markov systems, when the distribution densities of the length of stay before transition to another state are integrable functions [7, 8] . However, the problem of obtaining simple relations for calculating the probabilities of stay in each of the states at an
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UDC 004.415.53 : 519.711 DOI: 10.15587/1729-4061.2019.184637 arbitrary point in time has not been studied enough. The problem is as follows. There is no methodology relating two mathematical objects. The first is the distribution density of the duration of the system stay in each of the states until the transition to another state. The second is the desired functions describing the probability dynamics of the system stay in its possible states. The solution to this problem is an urgent task.
Literature review and problem statement
The problem of analysis of semi-Markov systems is discussed in numerous publications. [9] considers the problem of evaluating the efficiency of the system, the model of which is a queuing system with non-uniform arrivals. In this case, the final state probability distribution for the nested Markov chain is sought. In [10] , the production system is investigated using the semi-Markov model. The analysis ends with the calculation of the final probability distribution of the system states [11] describes a queuing system with arbitrary arrivals. The result of the study is a stationary state probability distribution. In [12] , the possibility of using semi-Markov models for the analysis of computer networks, transport networks, and Internet of things objects is investigated. The decision regarding the efficiency of the system is made on the basis of the final state probability distribution obtained. [13] explores a queuing system with non-Poisson arrivals and non-exponential service in order to obtain stationary performance characteristics. In [14] , a queuing system with semi-Markov arrivals is investigated. The analysis of the system ends with the calculation of the final state probability distribution. Finally, in [15] , an analysis of a queuing system with an arbitrary distribution of random service duration is made. To evaluate the efficiency of the system, the obtained stationary state probability distribution is used.
As a result of the review of the known publications on the problem of analysis of semi-Markov systems, the following conclusion can be drawn. The known theoretical results of the study of semi-Markov systems are limited to the calculation of the final probability distribution of the system states. This is sufficient for solving some practical problems. However, in many cases, for example, when solving problems of evaluating the efficiency of restored systems, it is essential to know the probability dynamics of the system stay in a set of functional states. The same problem is important for critical multi-channel service systems. The availability of such systems is determined by the probability that the number of normally functioning channels is not lower than the given one. Thus, in the theoretically and practically important direction of studying an extensive class of complex systems, the functioning model of which is described in terms of the theory of semi-Markov processes, there is a significant gap associated with studying the state probability dynamics of such systems.
The aim and objectives of the study
The aim of the study is to develop a methodology for determining the probability dynamics of the system stay in its possible states. When solving many practical problems, it is important to know not only the stationary distribution of the probabilities of the system states, but also the values of these probabilities at any time. This information makes it possible to solve the problems of system state management.
To achieve this aim, the following objectives are set.
-to develop a mathematical model establishing a relationship between a given set of distribution densities of random durations of the system stay in its possible states and functions describing the state probability dynamics;
-to develop a method for obtaining analytical relationships for the direct calculation of the probabilities of the system stay in possible states at an arbitrary point in time;
-to consider the implementation of the developed methodology for calculating the relationships describing the probabilistic dynamics of the states of the semi-Markov system using a specific example.
Development of a mathematical model of the probability dynamics of system states
We introduce a mathematical model of the probabilistic dynamics of the system states as follows. Let the semi-Markov system be in one of n possible states ( ) 1 ,..., .
n H H The system functions in an external environment, under which it passes from one state to another. A formal description of the mechanism of the environment and system interaction is given by the following set of distribution densities of random variables:
( ) ij f t -distribution density of the duration of the system stay in the state i H before transition to the state ;
The random dynamics of the system states is described by the set of functions:
( ) ij G t -conditional probability of being in the state j H at the time t, if at the initial moment the system was in the state , i H 1, 2, ..., , i n = 1, 2, ..., . j n = To find the unknown functions ( ), ij G t we introduce a system of integral equations
Consider the implementation of the method using a simple example of a system with two possible states H 0 and H 1 .
For this system, we introduce:
( ) 01 f t -distribution density of the duration of the system stay in the state 0 H before transition to the state 1 ; H ( ) 10 f t -distribution density of the duration of the system stay in the state 1 H before transition to the state 0 ; H ( ) 00 G t -conditional probability of being in the state 0 H at the time t if the object is in the state 0 H at the initial time;
( ) 01 G t -conditional probability of being in the state 1 H at the time t if the object is in the state 0 H at the initial time;
( ) 10 G t -conditional probability of being in the state 0 H at the time t if the object is in the state 1 H at the initial time;
( ) 11 G t -conditional probability of being in the state 1 H at the time t if the object is in the state 1 H at the initial time.
We record the system of equations for the unknown functions 11 .
G t
The object that is in the state 0 H at the initial time may be in the state 0 H when one of two possible independent op- 
The object that is in the state 0 H at the initial time can be in the state 1 H passing into that state at the time [0, ), t τ Î then in the interval ( , ] t τ remaining until the time , t making a number of transitions from the state 1 H returning to it by the time .
t Wherein:
The object that is in the state 1 H at the initial time can be in the state 0 H passing into that state at the time [0, ), t τ Î then in the interval ( , ] t τ remaining until the time , t making a number of transitions from the state 0 H returning to it by the time .
( ) ( ) ( )
Finally, the object that is in the state 1 H at the initial time can stay in this state until the time , t or, leaving that state at the time [0, ), t τ Î return to it at the time . t Wherein:
The system of integral equations (1)-(4) forms a mathematical model that relates the known distribution densities of the lengths of the system stay in possible states and the desired functions that describe the probabilistic dynamics of the system. We use this model.
Note that when constructing the model, no restrictions were imposed on the nature of the densities. Thus, this model can be used for probabilistic analysis of any semi-Markov system. The resulting system of equations (1)-(4) is solved using the Laplace transform [16] [17] [18] .
The Laplace transform of the function ( ) u t is the function:
To simplify recording, it is convenient to introduce ( ) ( ) ( ) * . L u t u s = Taking into account the properties of the Laplace transform, we record equations (1)-(4) in operator form.
If we integrate (5) in parts, then: 
In this case, the Laplace images of the relations (1)-(4) will have the form: .
G s f s G s = ⋅
Substituting the second of these equations into the first, we get: 
We use the obtained general relations describing the Laplace images of the desired functions to solve a specific problem. Let the restored system be in one of two states: -0 H -the system is functioning normally; -1 H -the system is restored after failure. We first perform calculations for the simplest case when the system is Markov. We set the distribution density of the duration of stay in each of the states before transition to another state as follows: . f s s
Substituting (14) in (10) 
After bringing to a common denominator, we get: 
We find the unknown coefficients a and b in (16) by solving the system of equations obtained after equating the coefficients of like powers of s in the numerators of fractions on the left and right in (17) . We have: ,
Substituting (18) 
The inverse transformations for the images of other functions describing the laws of probability distribution are given without explanation. ,
If the initial state of the system is normal functioning, the result of solving the problem is the following functions describing the dynamics of states:
In this case, of course, ( )
1. G t G t + = The obtained relations determine the values of the probabilities of the system stay in the states 0 Н and 1 Н at an arbitrary time .
t In particular, it follows that these values asymptotically approach their stationary values:
Let us now consider a more complex situation when the system functioning processes are semi-Markov. Let us describe the distribution densities of the length of the system stay in each of the states before transition to another state by second-order Erlang distributions: G t is of practical interest. Accordingly, we substitute (25) in (10) . In this case, we get: 
Wherein:
If is the discriminant 0 D > , then the equation (27) has two different real roots:
If the discriminant 0, D = then the roots If, finally, 0, D < then the roots 2 s and 3 s are complex. In all these cases, the expression for the inverse Laplace transform is found using the decomposition of (26) into elementary fractions.
If all the roots are real and different, this decomposition is as follows: 0  1  2  3  00  0  1  2  3   0  1  2  3  1  2  3   1  2  3   2  1  3  3  1  2   1  2  3   1  2  3 . 
After multiplication and cancellation of like terms, this decomposition takes the form: We bring the third term in (37) to the form convenient for performing the inverse Laplace transform. Wherein: The accuracy of the histogram approximation naturally increases, but the complexity of the problem solution remains practically the same due to the fact that the Laplace transform of the n order Erlang distribution has the form: The resulting feature consists in the need to find the roots of an algebraic equation of 2 , n 2 n > degree. Of course, an analytical solution to this problem is impossible, but numerical is always feasible, which significantly increases the applicability of the proposed method.
Conclusions
1. The methodology for analyzing the system, which in the process of functioning at random times passes from one state to another is proposed. The methodology is based on the proposed mathematical model of the relationship between the distribution densities of the duration of the system stay in possible states and the functions describing the system dynamics. To describe the probabilistic mechanism of transitions, the Erlang distribution is used.
2. The methodology allows obtaining relations for calculating the conditional probabilities of the system stay in any of its possible states at the time , t provided that the system was in another state at the initial time.
3. The implementation of the proposed methodology for solving a specific problem of probabilistic analysis of reliability of the restored system is considered.
