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na metrickém prostoru s mı́rou a to tak, aby zahrnoval Lebesgue̊uv integrál.
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Introduction
The aim of the theory of nonabsolutely convergent integrals is to build up an
integral, which integrates all derivates and includes the Lebesgue integral. In
this thesis we study nonabsolutely convergent integration in the framework of
measure metric spaces.
The first convincing nonabsolutely convergent integral in R was introduced
by Denjoy [8]. Further, early constructions are due to Lusin [14] and Perron [16].
Lusin’s idea is a typical representative of the so-called descriptive approach. He
defined the indefinite integral F of a function f on an interval I via derivatives
at almost all points of I. The indefinite integral has to obey some condition in
spirit of absolute continuity. This is a bit restrictive condition, but it solves the
requirement for uniqueness of the integral.
Another approach was chosen by Kurzweil [13] and Henstock [12]. They
constructed integral of f on I using Riemann sum of functions. They improved
the treatment of partitions of intervals. Their work opened a new era in theory of
nonabsolutely convergent integrals, in which also the multidimensional integral
was intensively studied.
Let us mention the work of Pfeffer [17], who defines an indefinite integral as
a function of BV -set. He applies his integral to establish a very general version
of the Gauss-Green Theorem.
In the work [15], Malý defines the so-called UC-integral of a function with
respect to a distribution in Rn. The idea is based on the elementary construction
given in [5].
In this thesis, we generalise his approach to the setting of metric spaces.
The thesis is divided into four parts. The first part starts with notations and
recalls some famous theorems such as Monotone Convergence Theorem or Vitali
Theorem. Then we define the ζ-spherical measure Hζ , which we will need in the
definiton of UCN -integral.
We continue with spaces of continuous functions and by the Riesz Represen-
tation Theorem we remind the relationship between Radon measures and func-
tionals on the space C0(X).
Afterwards, in the second chapter, we concentrate on spaces of Lipschitz func-
tions and we define the normed linear space Lipb(X) of all bounded Lipschitz
functions equipped with the norm ‖f‖Lipb(X) = max{Lipf, ‖f‖sup}. This space
is fundamental for introducing the UC-integral, since it is space of our ”test”
functions. Then we move to the dual spaces and define the space of convergent
metric distributions D′(X) as the closure of C0(X)
∗ in the space Lipb(X)
∗. This
space is irreplaceable for us, since the UC-integral is defined as an element of
D′(X). Because of the importance of these spaces we would like to obtain an
exact description of their properties. Therefore we apply tools of functional anal-
2
ysis and obtain an isometric isomorphism of Lipb(X) and D
′(X)∗, which allows
us to introduce a weak* convergence on the space Lipb(X). Equipped with this
knowledge, we describe properties of this weak* convergence and we are prepared
for introducing the UC-integral.
At the beginning of the third chapter, so-called Key Lemma is situated. It is
based on covering of compacts and on the partition of unity and give us technical
methods needed in the next section.
Now we are prepared to define the most important notion of this thesis, the
UC-integral (for details see Notation 2.11 and Definition 2.6):
Definition. Let (X, ρ) be a locally compact separable metric space equipped
with a doubling Radon measure µ and let f : X → R be a function. We say that
a functional F ∈ D′loc(X) is an UC-integral (uniformly controlled integral) of f
with respect to G ∈ D′loc(X) if there exist τ ≥ 1 and a Radon measure Φ such
that for all x ∈ X we have:
‖F − f(x)G‖∗x,r = o(rΦ(B(x, τr))) as r → 0+,




In the next text we verify the uniqueness and linearity of UC-integral, con-
centrate on the integration with respect to a measure and then we continue with
describing its relationship to the Lebesgue integral.
The last part of this chapter introduces the UCN -integral, which is an analogy
of the UC-integral ommiting sets with zero Hausdorff measure, and check its basic
properties.
In the last chapter we work with currents, which were studied by Ambrosio
and Kirchheim in [2]. We present our definition of currents and introduce basic
definitions connected with them. Then we establish the definition of UC-integral
with respect to a current and we illustrate this topics on some examples, well
known in the theory of curve and surface integrals.
Then we give a very general version of Gauss-Green Theorem. As a bonus
of the setting of metric spaces, our generality includes the Stokes Theorem for
differential forms on manifolds.
The thesis terminates with some applications of Gauss-Green Theorem, such





In this section we define the ζ-spherical outer measure Hζ , which we need for the
definition of UCN -integral (see Section 3.3).
Notation 1.1. Let (X, ρ) be a metric space. Then B(x, r) denotes the open ball
centered at x with radius r, thus B(x, r) = {y ∈ X : ρ(x, y) < r}. Further,
B̄(x, r) denotes the closed ball centered at x with radius r, thus B(x, r) = {y ∈
X : ρ(x, y) ≤ r}.
Definition 1.2. Let µ be an outer measure on a locally compact metric space
(X, ρ). We say that µ is Borel regular, if every Borel set is µ-measurable and for
every set A ⊂ X there exists a Borel set B ⊃ A such that µ(A) = µ(B).
Definition 1.3. A Borel regular outer measure µ on a metric space (X, ρ) is said
to be doubling, if µ(G) > 0 for every open set G and if there exists a constant cD
such that for each B(x, r) we have
µ(B(x, 2r)) ≤ cDµ(B(x, r)).
Remark 1.4. We can see that cD ≥ 1.
Now we would like to introduce the notion of the ζ-spherical outer measure
Hζ according to Carathéodory. For details and proofs see [11, pg.169-173].
Definition 1.5. Let (X, ρ) be a metric space, B the family of all closed balls in
X and ζ : B → [0,∞] be a function. Then for δ ∈ [0,∞] we construct the size δ
approximating outer measure ζδ and the ζ-spherical outer measure H
ζ as follows:


















Proposition 1.6. (1) Hζ and ζδ are outer measures on X.
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(2) Let 0 < δ < σ ≤ ∞. Then ζδ ≥ ζσ, which implies the existence of
limδ→0+ ζδ(A) = H
ζ(A).
(3) All open subsets of X are Hζ-measurable, but not all open sets need to be
ζδ-measurable.
(4) Hζ is a Borel regular outer measure.
1.2 Spaces of continuous functions
In this section we recall spaces of continuous functions and the well known Riesz
Representation Theorem, which will be very useful in the next section. Although
some mentioned results work with complex measures, we will concentrate on
signed real measures.
Henceforward in this chapter, X will denote a separable and locally compact
metric space.
Definition 1.7. Let (X, ρ) be a locally compact separable metric space. Then
Cb(X) denotes the Banach space of all bounded continuous functions on X equip-




Further, Cc(X) denotes the set of all continuous functions on X with compact
support and C0(X) denotes the closure of Cc(X) in Cb(X).
Now let us, just for completeness, recall the Riesz Representation Theorem.
For the proof see [18, Theorem 6.19].
Theorem 1.8 (Riesz Representation Theorem). To each bounded linear func-
tional Φ on C0(X), where X is a locally compact Hausdorff space, there corre-




f dµ, f ∈ C0(X). (1.1)
Moreover, if Φ and µ are related as in (1.1), then
‖Φ‖ = |µ|(X).
Remark 1.9. The Riesz Representation Theorem allows us to extend the func-
tional Φ on larger classes of functions via integration. We will identify the ex-
tended functionals with the original functional Φ.
1.3 Vitali Theorem
We will use the term disjointed for pairwise disjoint.
The proof of the Vitali Theorem mentioned below is an easy consequence of
[3, Theorem 2.2.3]. The countability of the subsystem V ′ follows from the fact
that X is separable.
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Theorem 1.10 (Vitali). Let (X, ρ) be a separable metric space and E ⊂ X. Let
V be a system of closed balls in X covering E. Suppose that
R := sup{r : B̄(x, r) ∈ V} <∞.







Spaces of Lipschitz functions
In this chapter we start with basic definitions of Lipschitz functions, spaces of
Lipschitz functions and their duals and preduals. Then we continue with some
technical lemmas leading to the main theorem of this chapter, Theorem 2.9, which
provides utilities for introducing the UC-integral. We complete this chapter with
the characterisation of weak* convergence in the spaces of Lipschitz functions and
we mention also the space of metric distributions.
It is well known that spaces of Lipschitz functions are preduals, see [4], [19].
However, we use a different approach, which we have not found in the literature.






denotes the Lipschitz constant of f . Further Lip(X) denotes the family of all
functions f such that Lip(f) <∞.
Lemma 2.2. Let (X, ρ) be a metric space and ω, η : X → R be bounded Lip-
schitz functions. Then the product ωη is also a Lipschitz function and Lip(ωη) ≤
sup |ω|Lip(η) + sup |η|Lip(ω).
Proof. Let us estimate:
|ω(x)η(x)− ω(y)η(y)| ≤ |ω(x)η(x)− ω(y)η(x)|+ |ω(y)η(x)− ω(y)η(y)|
≤ |η(x)||ω(x)− ω(y)|+ |ω(y)||η(x)− η(y)|
≤ sup
x∈X
|η(x)|Lip(ω)ρ(x, y) + sup
y∈X
|ω(y)|Lip(η)ρ(x, y).
Definition 2.3. Let (X, ρ) be a locally compact separable metric space. Then
Lipb(X) denotes the normed linear space of bounded Lipschitz functions equipped
with the norm ‖f‖Lipb(X) = max{Lip(f), ‖f‖sup}.
Proposition 2.4. Let (X, ρ) be a locally compact separable metric space. Then
C0(X)
∗ →֒ Lipb(X)
∗ in the sense of Remark 1.9.
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Proof. Let Φ ∈ C0(X)





Since bounded continuous functions are integrable with respect to finite mea-
sures, we obtain C0(X)
∗ →֒ Cb(X)
∗ and because Lipschitz functions are also con-
tinuous, the proof is done.
Definition 2.5. The closure of C0(X)
∗ in Lipb(X)
∗ is denoted by D′(X) and
called the space of convergent metric distributions.
Definition 2.6. Let (X, ρ) be a metric space and K ⊂ X be compact. Then
LipK(X) denotes the normed linear space of all Lipschitz functions f with spt f ⊂
K and is equipped with the norm ‖ · ‖Lipb(X).
Further, Lipc(X) denotes the topological linear space of all Lipschitz functions
on X with compact support endowed with inductive topology generated by the
family of functions ιK : LipK(X) → Lip(X), ιK = Id, where K ranges over
all compact subsets of X. Analogously, CK(X) denotes the space of all C0(X)
functions with support in K.
Now we can define D′K(X) as the closure of CK(X)
∗ in DK(X)
∗. Further,
D′loc(X) denotes the intersection of D
′
K(X) over all compact K ⊂ X. We will call
its elements (metric) distributions.
Lemma 2.7. For every µ ∈ C0(X)
∗ there exists a sequence (µn) such that µn are
linear combinations of Dirac measures and µn → µ in Lipb(X)
∗.
Proof. At first, we will show that the set of Radon measures with compact support
is dense in C0(X)
∗ with respect to the norm of Lipb(X)
∗. Let us pick µ ∈ C0(X)
∗,
we need to find a sequence of measures with compact support (µk), µk → µ in
Lipb(X)
∗.
Since X is separable and locally compact, it can be covered by increasing
(countable) sequence of compact sets (Kk, k ∈ N).
Now, let us define µk(A) := µ(A ∩ Kk) for every A µ-measurable. By the
properties of measure, we have µ(X) = µ (
⋃
kKk) = limk µ(Kk) = limk µk(X)
and since µ is finite, we have limk(X \Kk) = 0.


















|f | dµ ≤ µ(X \Kk)
and hence µk → µ in Lipb(X)
∗.
We have shown that the set of Radon measures with compact support is dense
in the set C0(X)
∗. Now, we would like to show that the set of linear combinations
of Dirac measures is dense in the set of measures with compact support (both in
the Lipb(X)
∗ norm).
Let us choose µ ∈ C0(X)
∗ with a compact support K, we need to find a
sequence (µj), such that µj → µ in Lipb(X)
∗.








−j for all i. Thus, choose xji ∈ N
j








Now, for every ε > 0 there exists n ∈ N, such that 2−j < ε. Hence, for
every f ∈ Lipb(X), ‖f‖Lipb(X) ≤ 1, and every x, y ∈ X, ρ(x, y) ≤ 2
−j, we have











































µ(N ji ) = εµ(K).
Thus, µj → µ in Lipb(X)
∗.
We have proved that the set of linear combinations of Dirac measures is dense
in the set of measures with compact support. But, since a dense subset of a dense
set is also dense in the entire space, we proved that the linear combinations of
Dirac measures form a dense subset of C0(X)
∗ (in the Lipb(X)
∗-norm). Hence, for
every µ ∈ C0(X)
∗ there exists a sequence (µn), µn → µ (in Lipb(X)
∗-norm).
Corollary 2.8. The set of linear combinations of Dirac measures is dense in
D′(X). In particular, the space D′(X) is separable.
Proof. Let us start with the fact that the linear combinations of Dirac measures
are dense in D′(X) (Lemma 2.7). Since the space (X, ρ) is separable, there exists
a countable dense subset Y ⊂ X. We can immediatelly see that if xn → x in X,
then δ(xn) → δ(x) in Lipb(X) and hence that the set of linear combinations of
Dirac measures at points of Y is dense in D′(X). Further, linear combinations
of Dirac measures at points of Y with rational coefficients are dense in linear
combinations with real coefficients, which proves the separability.
Theorem 2.9. Let (X, ρ) be a locally compact separable metric space. Then the
spaces Lipb(X) and D
′(X)∗ are isometrically isomorphic.
The proof presented below is based on construction of such isomorphism. In
the first step, for fixed f ∈ Lipb(X) we introduce auxiliary mapping εf : D
′(X) →
R. We continue with the definition of canonical embedding ε : Lipb(X) → D
′(X)∗,
ε(f) = εf . Then we show that ε is an isometry. Our last task is to prove that
ε is onto D′(X)∗. In the third step we for fixed T ∈ D′(X)∗ define fT : X → R
and then we check that fT belongs to Lipb(X). Finally, we verify the fact that
ε(fT)(µ) = T(µ) for every µ ∈ D
′(X) and the proof is done.
Proof. Step 1
Let us start with the mapping εf : D
′(X) → R defined for given f ∈ Lipb(X)
as
εf (T ) := 〈T , f〉, T ∈ D
′(X).
Now, we can define canonical embedding ε : Lipb(X) → D
′(X)∗ as
ε(f) := εf .
Obviously, ε is a linear mapping, is well defined and is injective. Now, we would
like to show that ‖ε(f)‖D′(X)∗ = ‖f‖Lipb(X) for every f ∈ Lipb(X). By the defini-
tion, we obtain
‖ε(f)‖D′(X)∗ = ‖εf‖D′(X)∗ = sup{|εf (µ)|;µ ∈ D
′(X), ‖µ‖Lipb(X)∗ ≤ 1}.
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Since D′(X) is the closure of C0(X)
∗, we have
sup{|εf (µ)|;µ ∈ D
























′(X), ‖µ‖Lipb(X)∗ ≤ 1
}
≤ ‖f‖Lipb(X).
To prove the second inequality, we need to show that
sup
{
|µ(f)| ;µ ∈ D′(X), ‖µ‖Lipb(X)∗ ≤ 1
}
≥ ‖f‖Lipb(X) = max{Lip(f), ‖f‖sup}.
Let us denote s := supx∈X |f(x)|. By properties of supremum, we can find a
sequence (xn, n ∈ N), such that |f(xn)| → s. Now, let us consider Dirac measures
δxn . Obviously, δx ∈ C0(X)











On the other hand, let us consider a functional µx,y(f) :=
δx−δy
ρ(x,y)
, x 6= y.
Obviously, µx,y ∈ D









and we have shown that ‖ε(f)‖D′(X)∗ = ‖f‖Lipb(X) for every f ∈ Lipb(X).
Step 2
Now, we need to show that ε is onto. Let T ∈ D′(X)∗. Then let us define
fT(x) := T(δx) for x ∈ X, where δx denotes the Dirac measure.
We can see that fT is well defined. Further, fT ∈ Lipb(X), since
|fT(x)− fT(y)| = |T(δx)− T(δy)| = |T(δx − δy)|
≤ ‖T‖D′(X)∗‖δx − δy‖Lipb(X)∗ ≤ ‖T‖D′(X)∗ |x− y|
and
|fT(x)| = |T(δx)| ≤ ‖T‖D′(X)∗‖δx‖Lipb(X)∗ ≤ ‖T‖D′(X)∗ ,
hence ‖fT‖Lipb(X) ≤ ‖T‖D′(X)∗ .
Step 3
Now, let us choose µ ∈ D′(X)∗. Then, by Corollary 2.8, there exists a sequence
(µk), such that µk are linear combinations of Dirac measures and µk → µ in
Lipb(X)
∗. Since T ∈ D′(X)∗ is a continuous functional, we have limn→∞ T(µk) =






which concludes the proof.
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Remark 2.10. Since Lipb(X)
∼= D′(X)∗, the weak∗ topology and the weak∗
convergence on Lipb(X) is well defined.
Notation 2.11. Let (X, ρ) be a metric space and M be a bounded nonempty
subset of X such that diamM ≤ 2r. Then LiprM(X) denotes the normed linear
space of all Lipschitz functions f : X → R with {f 6= 0} ⊂M equipped with the
norm







Especially, let B(x, r) be an open ball in X. Then the space LiprB(x,r)(X) is
defined as above. For simplicity, we will denote its norm by ‖ · ‖x,r.
Further, the space of all weak*–continuous linear functionals on LiprB(x,r)(X)
is denoted by LiprB(x,r)(X)
∗ and the norm ‖ · ‖∗x,r on this space is defined as
‖F‖∗x,r = sup{〈F , η〉; η ∈ Lip
r
B(x,r)(X), ‖η‖x,r ≤ 1}.
Proposition 2.12. Let u, fn ∈ Lipb(X), n ∈ N. Then the following assertions
are equivalent:
(i) fn → f weak* in Lipb(X),
(ii) (fn) is bounded in Lipb(X) and fn → f pointwise,
(iii) (fn) is bounded in Lipb(X) and fn → f locally uniformly.
Proof. (i) =⇒ (ii). Since (fn) is a weak* convergent sequence, it is bounded
in Lipb(X). The pointwise convergence can be easily obtained by applying the
weak* convergence on Dirac measures.
(ii) =⇒ (iii): We need to show that the sequence (fn) is uniformly convergent
on every compact K ⊂ X. Since (fn) is bounded, there exists M such that for
every n ∈ N we have ‖fn‖Lipb(X) ≤ M . Let us choose a compact K and ξ > 0.
Let us construct a covering V = {B(x, ξ), x ∈ K}. Since K is compact, there




B(xi, ξ) ⊃ K.
Further, since (fn) is pointwise convergent, for every i = 1 . . . k there exists
ni, such that for every n ≥ ni we have
|fn(xi)− f(xi)| < ξ.
Let us denote n0 := max{n1, . . . nk}. Now let us choose y ∈ K. SinceK is covered
by {B(xi, ξ), i = 1 . . . k}, there exists i ∈ (1, . . . , k), such that ρ(y, xi) < ξ. Then
for every n > n0 we have
|fn(y)− f(y)| ≤ |fn(y)− fn(xi)|+ |fn(xi)− f(xi)|+ |f(xi)− f(y)|
≤Mρ(xi, y) + ξ +Mρ(xi, y) ≤ (2M + 1)ξ,
which we needed.
(iii) =⇒ (ii): This implication is obvious.
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(ii) =⇒ (i): Let us choose ν ∈ D′(X) and ξ > 0. Since the set of linear
combinations of Dirac measures is dense in D′(X), there exists µ ∈ C0(X)
∗ such
that µ is a linear combination of Dirac measures and ‖µ− ν‖D′(X) < ξ.
We assume that fn → f pointwise, which can be expressed as εfn(µ) → εf (µ),
where µ is a linear combination of Dirac measures. Hence, there exists n0 ∈ N
such that for every n ≥ n0 we have |εfn(µ)− εf (µ)| < ξ.
Further, let us denote c := supn∈N ‖fn‖Lipb(X). Since (fn) is bounded in
Lipb(X), we have c <∞.
Now, we obtain
|εfn(ν)− εf (ν)| ≤ |εfn(ν)− εfn(µ)|+ |εfn(µ)− εf (µ)|+ |εf (µ)− εf (ν)|
≤ ‖fn‖Lipb(X)‖µ− ν‖D′(X) + ξ + ‖f‖Lipb(X)‖µ− ν‖D′(X)
≤ (2c+ 1)ξ,
which concludes the proof.
Now let us quote two Theorems related to weak* continuity on Banach spaces.
For the proofs see [10, Proposition 3.24] and [10, Corollary 4.46].
Theorem 2.13. Let X be a Banach space. (BX∗ , w
∗) is metrizable if and only
if X is separable.
Theorem 2.14. Let X be a Banach space, and let F be a linear functional on
X∗. The following are equivalent.
(1) F is w∗-continuous.
(2) F ∈ X; that is, there is x ∈ X such that F (f) = f(x) for every f ∈ X∗.
(3) The restriction of F to BX∗ is w
∗-continuous.
(4) F−1(0) ∩ BX∗ is w
∗-closed.
Proposition 2.15. Let T : Lipb(X) → R be a linear functional. Then the
following properties are equivalent:
(i) T ∈ D′(X),
(ii) T is weak* continuous on Lipb(X),
(iii) T is sequentially weak* continuous on Lipb(X).
Proof. (i) ⇐⇒ (ii) follows from Theorem 2.14 applied to the space D′(X).
(ii) =⇒ (iii) is obvious.
(iii) =⇒ (ii) Since T is sequentially weak* continuous on Lipb(X), it is also
sequentially weak* continuous on the unit ball in Lipb(X). Since the space D
′(X)
is separable (see Corollary 2.8), we can apply Theorem 2.13 and we obtain that
the unit ball is metrizable. However, the continuity and sequential continuity
coincide on metric spaces, hence we obtain, that T is w∗-continuous on the
unit ball in Lipb(X). Then the w
∗-continuity on the space Lipb(X) follows from
Theorem 2.14.
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Definition 2.16. Let (X, ρ) be a metric space. We say that X is boundedly
compact, if all closed bounded subsets of X are compact.
Proposition 2.17. Let X be a boundedly compact metric space. Then Lipc(X)
is weak* dense in Lipb(X).
Proof. Let us choose f ∈ Lipb(X). We need to find a sequence (fn) ⊂ Lipc(X)
such that fn → f in weak* norm. By the Theorem 2.12 it is enough to find a
bounded sequence (fn), such that fn → f pointwise.





1, x ∈ B(x0, n),
1− (ρ(x, x0)− n), x ∈ B(x0, n+ 1) \B(x0, n),
0, x 6∈ B(x0, n+ 1),
where n ∈ N. Now, let us set fn := fκn. Since X is boundedly compact, fn have
compact support. Applying Lemma 2.2 we obtain that the functions fn belong
to Lipc(X) for every n ∈ N. Since the sequence (fn) is obviously bounded in




The aim of this chapter is to present the concepts of UC and UCN -integrals.
The chapter starts with some technical utilities and continues with the definition
of the UC-integral. We focus on the integral of a function with respect to a
metric distribution and study its relation to the Lebesgue integral. The chapter
is concluded with the UCN -integral, which neglects sets of Hausdorff measure
zero.
3.1 Key lemma
In this section we will prepare some general technical utilities, which are necessary
for introduction of the integral in a metric space and which will guarantee such
fundamental properties of integral as uniqueness (see Section 3.2). We will start
with some basic facts.
Lemma 3.1. Let (X, ρ) be a locally compact metric space equipped with a
doubling Radon measure µ and let σ ≥ 1. Then there exists a constant cT with
the following property: for each Radon measure Φ, x ∈ X and R > 0 there exists
0 < r < R such that the sum Φ + µ satisfies:
(Φ + µ)(B(x, 10σr)) ≤ cT (Φ + µ)(B(x, r)).
Proof. By the definition of a doubling measure there exists a constant cD such
that
µ(B(x, 2r)) ≤ cDµ(B(x, r)), x ∈ X, r > 0.
Further let us find k ∈ N such that 10σ ≤ 2k. Then for every x ∈ X and for
every r > 0 we have
µ(B(x, 10σr)) ≤ µ(B(x, 2kr)) ≤ ckDµ(B(x, r)). (3.1)
Now, let us denote cT := 2c
k
D, fix R > 0 and assume by contradiction that for
each r ∈ (0, R] we have
(Φ + µ)(B(x, 10σr)) > 2ckD(Φ + µ)(B(x, r)).















for each n ∈ N, which is a contradiction.
Now we are prepared to formulate and prove key lemma of this section.
Lemma 3.2. Let (X, ρ) be a locally compact metric space equipped with a
doubling measure µ. Let N ⊂ X, F ∈ D′loc(X) and τ ≥ 1 be a constant.
Let N = (B(zn, dn), dn ≤ 1) be a (finite or infinite) system of balls covering
N . Further, let us suppose that ‖F‖∗x,r = o(rΦ(B(x, τr))) as r → 0+ for each
x ∈ X \N . Then there exists a constant c > 0 such that





for every η ∈ Lipc(X).
Proof. The main idea of the proof is to choose η ∈ Lipc(X) and then cover its
support K using Vitali Theorem by a system of open balls. Further we construct
partition of the unity with respect to this system and afterwards use it in the
final estimate.
Step 1
Choose η ∈ Lipc(X) and ε > 0. Let us denote K = spt(η).
In this step we construct a covering of the set K \ N . Choose x ∈ K \ N .
We have assumed that ‖F‖∗x,r = o(rΦ(B(x, τr))) as r → 0+. Therefore there
exists 0 < r0(x) < 1 such that for each 0 < r < r0(x) and for each ϑ ∈ Lip(X),
‖ϑ‖x,r ≤ 1 we have
|〈F , ϑ〉| < εrΦ(B(x, τr)). (3.2)
Furthermore, Lemma 3.1 yields the existence of r(x) > 0 such that
Φ(B(x, 10τr(x))) ≤ cTΦ(B(x, r(x))) (3.3)
and 10τr(x) < r0(x).
Since such r(x) exists for each x ∈ K \N , we obtain a covering
C = {B̄(x, r(x)), x ∈ K \N},
where r(x) < 1.







Now, we build up
V := {B(x, r) ∈ N} ∪ {B(x, 5r); B̄(x, r) ∈ C ′},
which covers all points in K by open balls. Further, K is compact, so we can
find a finite subcovering: {B(x1, r1), . . . B(xk, rk)} such that B(xi, ri) ∈ V for
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i = 1, . . . , k and
⋃k
i=1B(xi, ri) ⊃ K. Moreover, by a careful choice of r(x) we can
guarantee that
⋃k
i=1B(xi, ri) ⊂ K
′, where K ′ is a compact set. Without loss of
generality we can assume that r1 ≥ r2 ≥ . . . ≥ rk.
Step 3





1, x ∈ B(xi, ri),
1− 1
ri
(ρ(x, xi)− ri), x ∈ B(xi, 2ri) \B(xi, ri),
0, x 6∈ B(xi, 2ri).
Further, set
ω1 = σ1 := κ1,
σi := max{κ1, . . . κi}
and








ωi(x) = 1, x ∈ K







Now we complete our estimates. Let us recall that F is additive and let us
compute











Let us start with balls B(xi, ri) ∈ N . We assumed that η is Lipschitz and since
η has a compact support, it is also bounded. Functions ωi are also Lipschitz and
of compact support, which follows from the construction. Using Lemma 2.2, we
obtain that ωiη are also Lipschitz. Furthermore, spt(ωiη) ⊂ B(xi, 2ri). Now,
since F is a linear functional we have
∑
{i:B(xi,ri)∈N}






















Now, for each i = 1, . . . , k there exists n ∈ N (different n for different i) such
















Now, we would like to estimate the second sum of (3.1). Let us recall that F
is linear and that ‖ωiη‖xi,2ri ≤
3
ri
‖η‖Lipb(X). Let us denote c := 3‖η‖Lipb(X). Then
we have








and since ‖ riωiη
c
‖xi,2ri ≤ 1, we can use (3.2) and obtain
∑
{i:B̄(xi, 15 ri)∈C′}








































′) = εc′. (3.7)
Now we can draw the conclusion. The estimates (3.6) and (3.7) give us to-
gether








and if we send ε→ 0 the proof is done.
3.2 UC-integral
In this section we introduce the UC-integral with respect to a distribution. Then
we study the relationship between the UC-integral with respect to a measure and
the Lebesgue integral.
Definition 3.3. Let (X, ρ) be a locally compact separable metric space equipped
with a doubling Radon measure µ and let f : X → R be a function. We say that
a functional F ∈ D′loc(X) is an UC-integral (uniformly controlled integral) of f
with respect to G ∈ D′loc(X) if there exist τ ≥ 1 and a Radon measure Φ such
that for all x ∈ X we have:
‖F − f(x)G‖∗x,r = o(rΦ(B(x, τr))) as r → 0+. (3.8)
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For simplicity, we will use the notation
E1 ∼ E2, x ∈ G
if E1(x, ·), E2(x, ·) ∈ D
′
loc(X), x ∈ G, and there exist τ ≥ 1 and a Radon measure
Φ such that for all x ∈ G ⊂ X we have:
‖E1 − E2‖
∗
x,r = o(rΦ(B(x, τr))) as r → 0+,
Especially, the integral above can be written as
F ∼ f(x)G, x ∈ X.
Remark 3.4. The role of the scaling parameter τ is to provide the invariance of
the integral with respect to bilipschitz mappings. Especially, in the case X = Rn
we can avoid the dependence on the choice of the norm and the geometry of balls.
Remark 3.5. By Theorem 2.17 we know that Lipc(X) is weak* dense in Lipb(X).
Hence the functional F is determined by its values on Lipc(X).
Lemma 3.6. Let F ,G,H ∈ D′loc(X). Suppose that F ∼ G, x ∈ X and G ∼ H,
x ∈ X. Then F ∼ H, x ∈ X.

































and the proof is done.
Theorem 3.7 (Uniqueness of UC-integral). Let (X, ρ) and µ be as above. Let
H1 ∈ D
′
loc(X) and H2 ∈ D
′
loc(X) be UC-integrals of a function g : X → R with
respect to G ∈ D′loc(X). Then H1 = H2.
Proof. Since H1 and H2 are UC-integrals of g, H1 − H2 is an UC-integral of
h ≡ 0. So, it is enough to prove that if F is an UC-integral of f = 0, then
〈F , η〉 = 0 for each function η ∈ Lipc(X). However, this claim easily follows from
Lemma 3.2 by setting N = ∅.
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Notation 3.8. The (unique) indefinite UC-integral of f with respect to G will
be denoted by
G⌊f.
Theorem 3.9 (Linearity of UC-integral). Let (X, ρ) and µ be as above and
let α, β ∈ R. Let F ∈ D′loc(X) be the UC-integral of a function f : X → R
and G ∈ D′loc(X) be the UC-integral of a function g : X → R with respect to
H ∈ D′loc(X). Then αF + βG is the UC-integral of αf + βg with respect to H.
Proof. We need to find a Radon measure Φ and a constant τ ≥ 1 such that for
every x ∈ X we have
lim
r→0+
‖αF + βG − (αf(x) + βg(x))H‖∗x,r
rΦ(B(x, τr))
= 0.
Since F is an UC-integral of f , there exists τf ≥ 1 and a Radon measure Φf













Let us set Φ := max{Φf ,Φg} and τ := max{τf , τg}. Then
lim
r→0+






























In the sequel, we will estimate the relationship between Lebesgue and UC-
integrability with respect to a Radon measure.
Notation 3.10. Let ν be a Radon measure on a locally compact metric space
X. Then the functional Gν ∈ D
′
loc(X) defined as
〈Gν , η〉 =
∫
X
η dν, η ∈ Lipc(X),
is called the metric distribution induced by ν.
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Lemma 3.11. Let µ be a Radon measure on X and N ⊂ X be such that Gµ ∼ 0
for every x ∈ N . Then there exists a Radon measure µ∗ which is absolutely
continuous with respect to µ and a lower semicontinuous function w on X such
that w ≥ 1, w = ∞ on N and dµ∗ = w dµ.
Proof. Since N is µ-null, we can for every n ∈ N find an open set Gn such that
N ⊂ Gn and µ(Gn) < 4
−n.
Then, let us define




Since w is a supremum of lower semicontinuous functions, it is also lower semi-
continuous. Obviously, w = ∞ on N .
Finally, µ∗ defined via dµ∗ = w dµ is absolutely continuous with respect to µ
and the proof is done.
Lemma 3.12. Let ν be a Radon measure on a locally compact metric space X.
Let f : X → R be a function such that f = 0 ν-a.e. and let F ∈ D′loc(X) be an
UC-integral with respect to Gν . Then F = 0.
Proof. Let us denote N := {x ∈ X, f(x) 6= 0}. We need to find a Radon measure







= 0, x ∈ X.
This is obvious for x 6∈ N .
Now, let us choose x ∈ N . Since ν(N) = 0, we can see that Gν ∼ 0 for
every x ∈ N . Then by Lemma 3.11 there exists a Radon measure ν∗ and a lower
semicontinuous function w on X such that w ≥ 1, w = ∞ on N and dν∗ = w dν.
Now, let us choose ε > 0. Since w is lower semicontinuous and w = ∞ on
N , we can find r > 0 such that w(y) > |f(x)|/ε on B(x, r). Now, let us choose
ϕ ∈ LiprB(x,r)(X), ‖ϕ‖x,r ≤ 1. Then we have





























If we set Φ = ν∗ and τ = 1, the proof is done.
Theorem 3.13 (Relation to the Lebesgue integral). Let ν be a Radon measure








f(y)η(y) dν(y), η ∈ Lipb(X).
Then F is the indefinite UC-integral of f with respect to Gν .
Proof. We need to find a Radon measure Φ and a constant τ ≥ 1 such that for
all x ∈ X we have
‖F − f(x)Gν‖
∗
x,r = o(rΦ(B(x, τr))) as r → 0+.
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In other words, we need to find a Radon measure Φ and a constant τ ≥ 1 such
that for all x ∈ X and ε > 0 there exists δ > 0 such that for all r ∈ (0, δ) and
η ∈ LiprB(x,r)(X), ‖η‖x,r ≤ 1 we have
|〈F , η〉 − f(x)〈Gν , η〉| < εrΦ(B(x, τr)).
At first, since continuous functions are dense in L1(ν) (see [18, Theorem 3.14]),
we can find a sequence (fn) of continuous functions such that
∫
X
|fn − f | dν ≤ 2
−n−1.
Then we can define functions













g is lower semicontinuous and hence Lebesgue integrable with respect to ν. Now,




(1 + g) dν, E ⊂ X,E Borel.








n |gn(x)| = ∞.
Further, fix x ∈ X and choose ε > 0. Now, we will consider two cases. At
first, let us suppose that
∑
n |gn(x)| < ∞. Then we can find k ∈ N such that
ε > 1/k and |fk(x) − f̄(x)| < ε. Since fk is continuous, there exists δ > 0
such that |fk(y) − fk(x)| < ε for every y ∈ B(x, δ). Fix 0 < r < δ and choose
η ∈ LiprB(x,r)(X), ‖η‖x,r ≤ 1. Then we have















|f̄ − fk||η| dν +
∫
X























In the second case, we assume that
∑
n |gn| = ∞. Let us find k ∈ N such that
ε > 1/k.
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Since g is lower semicontinuous we can find δ > 0 such that |fk(y)− f̄(x)| <
εg(y) for y ∈ B(x, δ). Fix 0 < r < δ and choose η ∈ LiprB(x,r)(X), ‖η‖x,r ≤ 1.
Then we have















|f̄ − fk||η| dν +
∫
X

















Thus, for all x ∈ X we have shown that
‖F − f̄(x)Gν‖
∗
x,r = o(rΦ(B(x, τr))) as r → 0+
and hence F is the UC-integral of f̄ . The fact that F is also the UC-integral of
f follows from Lemma 3.12.
Our next aim is to prove that if a function is UC-integrable with respect to
Gν , then it is measurable with respect to ν. Before introducing this theorem we
will concentrate on some technical tools.
Definition 3.14. Let µ be a measure on locally compact separable metric space
X. Then the set
sptµ := {x ∈ X;µ(U) > 0 for every neighbourhood U of x},
is called the support of µ.
Lemma 3.15. Let (X, ρ) be a locally compact metric space and let λ, ν be finite






holds for ν-a.e. x ∈ spt ν.
Proof. Let us set
An :=
{






, n ∈ N
and suppose K ⊂ An is compact. Applying the Vitali Theorem on K and using
properties of compact set we obtain a pairwise disjoint system of open balls
B(xi, ri), i = 1, . . . , k such that K ⊂
⋃
iB(xi, 5ri) and
nν(B(xi, 5ri)) ≤ λ(B(xi, ri)).
























where K denotes a compact set. If n→ ∞, then ν(An) ց 0. Since
{










we obtain that ν(A) = 0 and the statement is proved.
Definition 3.16. Let F ∈ D′loc(X). We say, that F is nonnegative (F ≥ 0) if
〈F , η〉 ≥ 0
for every η ≥ 0.
Lemma 3.17. Let (X, ρ) be as above and ν be a Radon measure. Let f : X → R
be a nonnegative function and let F be the UC-integral with respect to Gν . Then
F ≥ 0.
Proof. We need to show that for every η ∈ Lipc(X), η ≥ 0 we have 〈F , η〉 ≥ 0.
Let us choose such η, denote K := spt η and continue analogously to the
proof of Lemma 3.2. We obtain a finite system of balls B(xi, ri), i = 1, . . . k, and






B(xi, ri) ⊂ K
′,




ωi(x) = 1, x ∈ K.
Then we have








‖η‖Lipb(X) (see 3.2), we continue analogously to Lemma 3.2
(and use the equivalent of (3.1)). By the definition of UC-integral we can for
every ε > 0 find r0(i) > 0, such that for every r < mini{r0(i)} we have
|〈F , ωiη〉 − f(x)〈Gν , ωiη〉| < 3‖η‖Lipb(X)εΦ(B(xi, τr)).
Hence we have
〈F , ωiη〉 > f(x)〈Gν , ωiη〉 − cεΦ(B(xi, τr)),
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where c = 3‖η‖Lipb(X), and since f ≥ 0 and Gν ≥ 0 we obtain
〈F , ωiη〉 > −cεΦ(B(xi, τr)).
Together we have















If we send ε→ 0, the proof is done.
Corollary 3.18. The UC-integral depends monotonically on the integrand.
Notation 3.19. Let (X, ρ) be a metric space. Then
Lip+c (X) =
{
ϕ ∈ Lipc(X);ϕ(x) ≥ 0 ∀x ∈ X
}
.
Theorem 3.20. Let (X, ρ) be a locally compact separable metric space equipped
with a doubling measure µ. Let ν be a Radon measure on X and Gν be as in
Remark 3.10. Let f : X → R be a function and let F be its UC-integral with
respect to Gν . Then
(1) f is ν-measurable,
(2) if F = 0 then f ≡ 0 ν-a.e.,






Since F is the UC-integral of f with respect to Gν , we can find a constant








Now, let us fix a δ ∈ R and for k, l ∈ N define
Ak,l :=
{
x ∈ X : 〈F , ϕ〉 ≥ δ〈Gν , ϕ〉 − 2
−krΦ(B̄(x, τr));












Our aim is to show that
{x ∈ X : f(x) ≥ δ} = A,
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which ensures that f is measurable, because Ak,l are closed. At first, we will show
that
{x ∈ X : f(x) ≥ δ} ⊂ A.
Equation (3.9) can be rephrased as follows: For each k ∈ N there exists l ∈ N
such that for every 0 < r < 1/l and for every ϕ ∈ LiprB(x,r)(X), ‖ϕ‖x,r ≤ 1 we
have
−〈F , ϕ〉+ f(x)〈Gν , ϕ〉 ≤ 2
−krΦ(B(x, τr))
and
〈F , ϕ〉 − f(x)〈Gν , ϕ〉 ≤ 2
−krΦ(B(x, τr)).
For f(x) ≥ δ we obtain
−〈F , ϕ〉+ δ〈Gν , ϕ〉 ≤ 2
−krΦ(B(x, τr))
and consequently
〈F , ϕ〉 ≥ δ〈Gν , ϕ〉 − 2
−krΦ(B(x, τr)),
which gives
{x ∈ X : f(x) ≥ δ} ⊂ A.
In order to get the converse inclusion, let us denote λ = Φ + µ and suppose












Hence, we can find a sequence (rn) ց 0 such that
Φ(B(x, τrn) ≤ λ(B(x, τrn) ≤ Cλ(B(x, rn/10)) ≤ Cν(B(x, rn/2)).
Furthermore, we can also find a sequence (ϕn) of nonnegative functions ϕn ∈
LiprnB(x,rn)(X) such that ‖ϕn‖x,rn ≤ 1 and ϕn ≥ 1/2 on B(x, rn/2). Hence
Cν(B(x, rn/2)) ≤ C〈Gν , ϕn〉.
Thus, since x ∈ A, we have
f(x) ≥ lim sup
n→∞














, m = 1, 2, . . . .
Because, using Lemma 3.15, for ν-a.e. x ∈ A (3.10) is satisfied, we obtain
f ≥ δ ν-a.e. on A and thus A ⊂ {x ∈ X : f(x) ≥ δ}. Hence, f is ν-measurable.
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Step 2
Now, let us suppose F = 0. If we set δ = 0 we obtain f ≥ 0 ν-a.e. on X and
analogously f ≤ 0 ν-a.e. on X. Hence, f = 0.
Step 3
Suppose f ≥ 0. Since f is ν-measurable, we can find locally ν-integrable
functions fn ր f , fn ≥ 0. Let us choose ϕ ∈ Lip
+
c (X). By the Monotone
Convergence Theorem we have
∫
X










fnϕ dν = lim
n→∞
〈Gν⌊fn, ϕ〉 ≤ 〈F , ϕ〉 <∞,
which we needed.
Corollary 3.21. Let (X, ρ) be a locally compact separable metric space equip-
ped with a doubling measure µ, let ν be a Radon measure on X and f : X → R
be a function. Then f is locally ν-integrable if and only if there exist both Gν⌊f
and Gν⌊|f |.
3.3 UCN(ζ)-integral
In this section we use the definition of the UC-integral equipped with the idea
of omitting a set of measure zero, which allows us to integrate another class of
functions. However, this feature is offsetted by a new condition on the integral.
Let us start with the definition and then continue with some basic properties.
Definition 3.22. Let (X, ρ) be a locally compact separable metric space equip-
ped with a doubling Radon measure µ and let f : X → R be a function. Let
ζ : B → [0,∞] be a function with following property:
ζ(B(x, 2r)) ≤ cζζ(B(x, r)) (3.11)
and let G ∈ D′loc(X) be such that ‖G‖
∗
x,r = O(r)ζ(B(x, r)), as r → 0+. We say
that F ∈ D′loc(X) is an UCN(ζ)-integral (UC-integral with H
ζ-neglection ) of f
with respect to G and ζ, if we have
‖F‖∗x,r = O(r)ζ(B(x, r)), as r → 0+, (3.12)
and if there exists τ ≥ 1 and a Radon measure Φ such that for Hζ-a.e. x ∈ X we
have:
‖F − f(x)G‖∗x,r = o(rΦ(B(x, τr))) as r → 0+. (3.13)
Theorem 3.23 (Uniqueness of UCN(ζ)-integral). Let (X, ρ), µ, ζ and G be as
above. Let H1 ∈ D
′
loc(X) and H2 ∈ D
′
loc(X) be UCN(ζ)-integrals of a function
g : X → R with respect to G ∈ D′loc(X). Then H1 ≡ H2.
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Proof. Using the same arguments as in the proof of Theorem 3.7 it is enough to
prove that if F is an indefinite integral of f ≡ 0, then 〈F , η〉 = 0 for each test
function η ∈ Lipc(X).
Let N ⊂ X denote the set of all x ∈ X for which (3.13) is not satisfied. At
first, we construct a covering of N . Obviously, Hζ(N) = 0 = limδ→0+ ζδ(N),
which means that for given ε > 0 there exists 1 ≥ δ > 0 such that ζδ(N) < ε.










Bn ⊃ N, diamBn ≤ δ
}
.
Using properties of infimum and the definition, there exists a countable covering
N ⊂ B of N such that diamB ≤ δ for B = B(zn, dn) ∈ N and
∑
B∈N
ζ(B) < ε. (3.14)
Now, we apply Lemma 3.2 and for every η ∈ Lipc(X) we obtain










≤ cζ(B(zn, 2dn)) ≤ cζ(B(zn, dn)).
Applying (3.14) we obtain
〈F , η〉 ≤ c′ε,
which we needed.
Theorem 3.24 (Linearity of UCN(ζ)-integral). Let (X, ρ), µ and ζ be as above
and let α, β ∈ R. Let F ∈ D′loc(X) be the UCN(ζ)-integral of a function f :
X → R and G ∈ D′loc(X) be the UCN(ζ)-integral of a function g : X → R with
respect to H ∈ D′loc(X). Then αF + βG is the UCN(ζ)-integral of αf + βg with
respect to H.
Proof. We need to find a Radon measure Φ and a constant τ ≥ 1 such that for
Hζ-a.e. x ∈ X we have
lim
r→0+
‖αF + βG − (αf(x) + βg(x))H‖∗x,r
rΦ(B(x, τr))
= 0.
Since F is an UCN(ζ)-integral of f , there exists τf ≥ 1 and a Radon measure
Φf such that for H






Analogously, there exists τg ≥ 1 and a Radon measure Φg such that for H
ζ-a.e.







Let us set Φ := max{Φf ,Φg} and τ := max{τf , τg}. Then for H
ζ-a.e. x ∈ X
(3.15) and (3.16) are satisfied and for such x ∈ X we have
lim
r→0+






























Remark 3.25. Let f : Rn → R be a function, such that its total differential




is the UCN -integral of ∂f
∂x1



























(x)(yj − xj) dy
)
.











































Now, let us verify the condition (3.12). Let us choose an r > 0 and a function
ϕ ∈ LiprB(x,r)(X), ‖ϕ‖x,r ≤ 1. Then we have



























≤ ‖f‖supλ(B(x, r)) ≤ crr
n−1,
which we needed.
This is an example of application of the UCN -integral. We have obtained
result on ”removable singularities”, for which purpose the UC-integral does not
seem to work.
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Remark 3.26. There is no evident relationship between the UC-integral and
UCN -integral. While the condition (3.13) allowed us to integrate functions with
removable singularities and generally neglect problem sets of zero measure, we
pay for this advantage by the requirement (3.12).
Remark 3.27. For comparison see the integral in [6], where the idea of neglecting
sets of σ-finite Hausdorff measure was used . This approach yields some type of
Gauss-Green Theorem on sets with finite perimeter. Unfortunately, the UCN -
integral brings some complications and does not seem to allow such applications.
It is a theme for an additional research to find a kind of integral which would





The idea of metric currents goes back to De Giorgi [7]. The theory of metric
currents with a finite mass was then developed by Ambrosio and Kirchheim [2].
However, for our purposes we need to go further and drop the assumption of finite
mass.
In this chapter, k denotes an integer k ∈ N0, X = (X, ρ) denotes a locally
compact metric space as above, Y denotes a Banach space equipped with a norm
‖ · ‖Y and L = L(X, Y ) denotes the space of all linear functionals X → Y .
Notation 4.1. Let (X, ρ) be a metric space and k ∈ N0. Then D
k(X) denotes
the set of all ordered (k + 1)-tuples g = ĝ dψ1 ∧ · · · ∧ dψk, where ĝ ∈ Lipb(X)
and ψi ∈ Lip(X) for i = 1, . . . , k.
The support of g is defined as the support of ĝψ1 · · ·ψk and the space of all
functions g ∈ Dk(X) with compact support is denoted by Dkc .
Definition 4.2. Let (X, ρ) be a metric space and k ∈ N0. We say that an
operator T : Dk(X) → Y is an Y -valued k-dimensional (metric) current on X
if it satisfies the following conditions:
(C1) T is multilinear.
(C2) (continuity) Let (ψni ;n ∈ N), i = 1, . . . , k be a uniformly bounded sequence
of Lipschitz functions such that ψni (x) → ψi(x) for every x ∈ X. Then
T (ĝ dψn1 ∧ · · · ∧ dψ
n
k ) → T (ĝ dψ1 ∧ · · · ∧ dψk)
in Y .
(C3) If a linear combination of ψi, i = 1, . . . , k is constant on a neighbourhood of
the set {ĝ 6= 0}, then T (ĝ dψ1∧· · ·∧ dψk) = 0. Especially, T is alternating
in ψ1, . . . , ψk.
(C4) We have
〈T , ĝ dϕπ ∧ dψ2 ∧ · · · ∧ dψk〉 = 〈T , ĝϕ dπ ∧ dψ2 ∧ · · · ∧ dψk〉
+ 〈T , ĝπ dϕ ∧ dψ2 ∧ · · · ∧ dψk〉.
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The vector space of all Y -valued k-dimensional metric currents is denoted by
MCk(X, Y ).
We will also use the alternative notation
T (g) = T (ĝ, ψ1, . . . , ψk)
for 〈T , ĝ dψ1 ∧ · · · ∧ dψk〉.
Definition 4.3. The mapping d : Dk(X) → Dk+1(X) defined as
d(ĝ dψ1 ∧ · · · ∧ dψk) = (1 dĝ ∧ dψ1 ∧ · · · ∧ dψk), ĝ dψ1 ∧ · · · ∧ dψk ∈ D
k(X),
is called the exterior differential.
Definition 4.4. Let T ∈MCk+1(X, Y ). Then the functional ∂T : D
k(X) → Y
defined as
∂T (g) = T ( dg), g ∈ Dk(X),
is called the boundary of T .
Remark 4.5. We can ask if ∂T is also a current. It is easily seen that ∂T is
really a current and ∂T ∈MCk(X, Y ).
Now, let us introduce a definition of finite mass according to [2].
Definition 4.6. Let T ∈ MCk(X, Y ) be a k-dimensional current. We say that
T is of finite mass if there exists a finite Borel measure ν such that








for all g = ĝ dψ1 ∧ · · · ∧ dψk ∈ D
k(X).
In the case k = 0, we define
∏k
i Lip(ψi) = 1.
The minimal measure satisfying (4.1) is said to be the mass of T and is
denoted by ‖T ‖.
Definition 4.7 (Integral with respect to a current). Let (X, ρ) be a locally com-
pact separable metric space equipped with a doubling Radon measure µ. Let
f : X → L be a function and F ∈ D′k,loc(X,Z), G ∈ D
′
k,loc(X, Y ) be currents.
We say that F is an indefinite integral of f with respect to G if for each k-tuple
(ψ1, . . . , ψk) of Lipschitz functions on X we get that F(·, ψ1, . . . , ψk) is an in-
definite integral of f with respect to G(·, ψ1, . . . , ψk). The indefinite integral is




f dψ1 ∧ · · · ∧ dψk = 〈G⌊f, 1 dψ1 ∧ · · · ∧ dψk〉,
if G⌊f ∈ D′k(X).
Examples 4.8. (1) This example recalls the metric distribution induced by a
measure. Let (X, ρ) be a locally compact separable metric space equipped







(2) Let M be a 2-dimensional smooth surface. Then we can understand inte-
gration over M as 2-dimensional current T :
〈T , f̂ dψ1 ∧ dψ2〉 :=
∫
M
f̂ dψ1 ∧ dψ2.
(3) (Volume integral) Given a measurable set G ⊂ Rn we can define an n-
dimensional metric current LG as follows:




ϕ̂ dψ1 ∧ . . . ∧ dψn ∈ D
n(Rn) and ψ = (ψ1, . . . , ψn).
(4) Let G ⊂ Rn be an open bounded set with C1 boundary and let LG be as
above. Then we can define (n − 1)-dimensional metric current ∂LG as in
Definition 4.4.
Especially, set n = 3, ~ϕ = (ϕ1, ϕ2, ϕ3) and ϕ = ϕ1 dy2∧ dy3+ϕ2 dy3∧ dy1+








div ~ϕ dy =
∫
∂G












Let us notice, that the dimension of the current does not correspond with
the dimension of integration.
(6) Let G ⊂ R3 be an open set, f : G → R3 be a smooth vector field and let
ϕ ∈ Dc(Ω). Then
∫
G
ϕ(x) div f(x) dx = −∂(T ⌊f)(ϕ),
where
T (ϕ, ψ) = e1
∫
G
ϕ dψ ∧ dx2 ∧ dx3 + e2
∫
G




ϕ dψ ∧ dx1 ∧ dx2.
(7) This example deals integrals which appear in the classical Stokes Theorem.
We can define R3 valued 1-current as follows







ϕ dψ ∧ dxi.
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Especially, for f : M → R3, f = (f1, f2, f3) a smooth vector field, g =
(g1, g2, g3) = curl f and ϕ ∈ Dc(M) we obtain
∫
M













fi dϕ ∧ dxi = −(T ⌊f)(1, ϕ) = −∂(T ⌊f)(ϕ).
4.2 Gauss-Green Theorem
Definition 4.9. Let T be a 1-current. We say that a set N ⊂ X is T -null if
we have
T ∼ 0, x ∈ N.
Definition 4.10. Let (X, ρ) be a metric space and µ a measure on X. Let G ⊂ X
be a µ-measurable set. We say that a point x ∈ X is a density point of G if
lim sup
r→0+
µ(B(x, r) ∩ (X \G))
µ(B(x, r))
= 0.
Definition 4.11. Let µ be a measure on X and let G ⊂ X be a µ-measurable
set. Then the µ-density topology boundary ∂µG is defined by
∂µG :=
{
x ∈ G; lim sup
r→0+













Let us mention Vitali-Carathéodory Theorem. For the proof of the following
Theorem, see [18, Theorem 2.24].
Theorem 4.12 (Vitali-Carathéodory). Suppose f ∈ L1(µ), f is real valued,
and ε > 0. Then there exist functions u and v on X such that v ≤ f ≤ u,




(u− v) dµ < ε.
Lemma 4.13. Let T be a 1-current, f : X → R a function and let T ⌊f exists.
Let g, ψ ∈ Lipc(X). If fψ = 0 on X, then 〈T ⌊f, g dψ〉 = 0.
Proof. Given ψ ∈ Lipc(X), we would like to prove that
S ⌊f = 0,
where S is the metric distribution ϕ 7→ 〈T , ϕ dψ〉. Then we obtain that
〈T ⌊f, g dψ〉 = 0 by the uniqueness of the UC-integral.
Since we can write ψ = ψ+−ψ− and T ⌊f is multilinear, we can suppose that
ψ ≥ 0.
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Now, we consider two possibilities. At first, let spt f ∩ sptψ = ∅. By the
definition of UC-integral there exists a Radon measure Φ and a constant τ ≥ 1
such that for every x ∈ X and every ε > 0 there exists r0 such that for every
r < r0 and every ϕ ∈ Lip
r
B(x,r)(X) we have
|〈T ⌊f, ϕ dψ〉| < |f(x)〈T , ϕ dψ〉|+ εrΦ(B(x, τr)).
Now we distinguish two cases. At first, let x 6∈ spt f . Then f(x) = 0 and we have
|〈T ⌊f, ϕ dψ〉| < εrΦ(B(x, τr)).
Now, let x ∈ spt f . Then there exists r > 0 such that ψ = 0 on a neighbour-
hood of B̄(x, r). Hence, for ϕ ∈ LiprB(x,r)(X) the condition (C3) is satisfied and
〈T , ϕ dψ〉 = 0. Thus
|〈T ⌊f, ϕ dψ〉| < εrΦ(B(x, τr)).
Now, let us suppose that spt f ∩ sptψ 6= ∅. Then let us define a sequence
(ψn), ψn := (ψ − 2
−n)+. Now, if x 6∈ spt f , we continue as above. On the other
hand, if x ∈ spt f , we can find a neighbourhood of x such that ψn = 0 and hence
there exists r0 > 0 such that for all r < r0 and for every ϕ ∈ Lip
r
B(x,r)(X) the
condition (C3) is satisfied (as above) and hence 〈T , ϕ dψn〉 = 0.
Finally, since ψn(x) → ψ(x) for every x ∈ X, we obtain the statement by
(C2).
Lemma 4.14. Let T be a 1-current and let µ be a doubling Radon measure
majorizing the mass of T . Let ϕ, ψ ∈ Lipc(X) and let f ∈ L
1
loc(X). Then




where W = {ψ 6= 0}.
Proof. Applying Lemma 4.13, we can consider f = 0 on X \W . Then we will
use the same approach as in Lemma 3.2.
Step 1
At first, we would like to construct a covering of K := spt(ϕ).
Let us pick an ε > 0. Applying Theorem 4.12 on fϕ, we can find a lower






|fϕ| dµ+ ε. (4.2)
Since u is lower semicontinuous, for every x ∈ X we can find 1 > δ(x) > 0 such
that
|f(x)| < u(y) (4.3)
for all y ∈ B(x, 10δ(x)).
By the Definition of UC-integral, we can for every x ∈ X find r0(x) > 0,
δ(x) ≥ r0(x) such that for every 0 < r < r0(x) we have
|〈T ⌊f, η dψ〉 − f(x)〈T , η dψ〉| ≤ εrΦ(B(x, τr)) (4.4)
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for every η ∈ Lip10rB(x,10r)(X), ‖η‖x,10r ≤ 1.
Furthermore, Lemma 3.1 yields the existence of a constant cT and r(x) > 0
such that
Φ(B(x, 10τr(x))) ≤ cTΦ(B(x, r(x))) (4.5)
and 10τr(x) < r0(x).
Thus, we obtain a covering C := {B̄(x, r(x)); x ∈ K}. Moreover, since X is
locally compact, a suitable choice of r(x) ensures the existence of a compact K ′
such that
⋃
C B̄(x, r(x)) ⊂ K
′.
Step 2






SinceK is compact, we can find a finite subcovering: {B(x1, r1), . . . , B(xk, rk)}
such that B(xi, ri/5) ∈ C
′ for i = 1, . . . , k and
⋃k
i=1B(xi, ri) ⊃ K. Without loss
of generality we can assume that r1 ≥ r2 ≥ . . . ≥ rk.





1, x ∈ B(xi, ri),
1− 1
ri
(ρ(x, xi)− ri), x ∈ B(xi, 2ri) \B(xi, ri),
0, x 6∈ B(xi, 2ri),
where i = 1 . . . k.
Further, set
ω1 = σ1 =: κ1,
σi := max{κ1, . . . , κi}
and








ωi(x) = 1, x ∈ K







Using the linearity of T , we have





















|〈T ⌊f, ωiϕ dψ〉| .




‖ϕ‖Lipb(X). Let us denote c := 3‖ϕ‖Lipb(X). Then we use
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|f(xi) 〈T , ωiϕ dψ〉|+ cεcTΦ(K
′).



























Together these estimates give us
|〈T ⌊f, ϕ dψ〉| ≤ ‖ψ‖x,r
∫
X
|f(y)ϕ(y)| dµ+ ε+ εccTΦ(K
′),
which we needed.
Remark 4.15. Let us fix T ∈MCk(X), then
〈T , ϕ〉 − 1〈T , ϕ〉 ∼ 0
and hence from the uniqueness of the UC-integral we have
〈T ⌊1, ϕ〉 = 〈T , ϕ〉.
Theorem 4.16 (Gauss–Green–Stokes). Let T be a boundary-free 1-current,
G ⊂ X be a µ-measurable set and f be a continuous function on X. Let χ be
the characteristic function of G. Further, let the following assumptions hold:
(G1) µ majorizes the mass of T ,
(G2) there exists an “isoperimetric measure” ν such that













∂(T ⌊f)-a.e. on the µ-density boundary of G.
Then the Gauss-Green-Stokes formula
∂(T ⌊χf) = ∂(T ⌊f)⌊χ+ ∂(T ⌊χ)⌊f (4.8)
holds if at least one of the integrals on the right makes sense.
Proof. The proof is divided into several steps. In the first two steps we will show
that it does not matter, which integral on the right side of (4.8) makes sense and
find out the condition, which we need to prove:
∂(T ⌊χ(f − f(x)))− ∂(χ(x)T ⌊(f − f(x))) ∼ 0.
In the third step we will express the final condition, which will be proved in
the last, fourth, step, in which we will consider various x ∈ X and, applying
assumptions of the Theorem, we finish the proof.
Step 1
Theorem 3.13 shows the existence of T ⌊χf . Hence, the boundary ∂(T ⌊χf)
is well defined according to Remark 4.4.
Now, let us assume that ∂(T ⌊f)⌊χ exists. Then we need to show that the
functional
∂(T ⌊χf)− ∂(T ⌊f)⌊χ
is the UC-integral of f with respect to ∂(T ⌊χ). In other words, that for every
x ∈ X we have
∂(T ⌊χf)− ∂(T ⌊f)⌊χ ∼ f(x)∂(T ⌊χ). (4.9)
Our aim is to formulate an equivalent condition, which, however, will be easier to
prove. To do this, let us apply some facts. Using the definition of the boundary
of current and linearity of T , we have
〈∂(T ⌊χf), ϕ〉 = 〈T ⌊χ(f − f(x)), dϕ〉+ f(x)〈T ⌊χ, dϕ〉
and
〈∂(T ⌊f)⌊χ, ϕ〉 = 〈(T ⌊f)⌊χ, dϕ〉.
Next, by the Definition of UC-integral for every x ∈ X we obtain
∂((T ⌊f)⌊χ) ∼ χ(x)∂(T ⌊f).
Further, since ∂T = 0, we have
χ(x)〈T ⌊f, dϕ〉 = χ(x)〈T ⌊(f − f(x)), dϕ〉+ f(x)χ(x)〈T ⌊1, dϕ〉
= χ(x)〈T ⌊(f − f(x)), dϕ〉+ f(x)χ(x)〈∂T , ϕ〉
= χ(x)〈T ⌊(f − f(x)), dϕ〉.
Now, applying Lemma 3.6, we can reformulate (4.9) as
∂(T ⌊χ(f − f(x))) + f(x)∂(T ⌊χ, dϕ)− χ(x)∂(T ⌊(f − f(x))) ∼ f(x)∂(T ⌊χ),
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hence
〈T ⌊χ(f − f(x)), dϕ〉 − χ(x)〈T ⌊(f − f(x)), dϕ〉 ∼ 0.
Step 2
On the other hand, let us assume the existence of ∂(T ⌊χ)⌊f . Then we need
to prove that
∂(T ⌊χf)− ∂(T ⌊χ)⌊f
is the UC-integral of χ with respect to ∂(T ⌊f). Hence, we need to show that for
every x ∈ X we have
∂(T ⌊χf)− ∂(T ⌊χ)⌊f ∼ χ(x)∂(T ⌊f).
We use the same considerations as above and we obtain
∂(T ⌊χ(f − f(x))) + f(x)∂(T ⌊χ)− f(x)∂(T ⌊χ) ∼ χ(x)∂(T ⌊f),
which is the same as in (4.9).
Step 3
In the first two steps we have shown, that if there exists either ∂(T ⌊f)⌊χ or
∂(T ⌊χ)⌊f we need to prove that
∂(T ⌊χ(f − f(x))) + f(x)∂(T ⌊χ)− f(x)∂(T ⌊χ) ∼ χ(x)∂(T ⌊f).
Now, the following process is the same in both cases. Let us denote by χc the
characteristic function of Gc. Then, since the UC-integral is linear, we can write
χ(x)∂(T ⌊(f − f(x))) = χ(x)∂(T ⌊χ(f − f(x))) + χ(x)∂(T ⌊χc(f − f(x))).
Thus, we need to prove that there exists Φ and τ such that for every x ∈ X there
exists r0 > 0 such that for every r < r0 and ϕ ∈ Lip
r
B(x,r)(X), ‖ϕ‖x,r ≤ 1 we have
‖〈T ⌊χ(f − f(x)), dϕ〉 − χ(x)〈T ⌊χ(f − f(x)), dϕ〉
+ χ(x)〈T ⌊χc(f − f(x)), dϕ〉‖∗x,r < εΦ(B(x, τr)).
Step 4
Let us fix ε > 0 and x ∈ X. Now, we will consider several cases depending on
x. They give us estimates of Φ and τ , which complete the whole proof.
(1) Let x ∈ G and let x be a density point of G. Then we need to show that
there exists r0 > 0 such that for every r < r0 we have
‖〈T ⌊χc(f − f(x)), dϕ〉‖∗x,r < εrΦ(B(x, r)).
Since f is continuous, we can find δ > 0 such that for every y ∈ B(x, δ) we
have |f(y)−f(x)| < ε. Further, since x is a density point of G, we find r1 >
0, δ > r1 such that for every r > 0, r < r1 the estimate µ(B(x, r) ∩ G
c) ≤
µ(B(x, r)∩G) holds. Then, using Lemma 4.14, for every ϕ ∈ LiprB(x,r)(X),
‖ϕ‖x,r ≤ 1 we obtain
|〈T ⌊χc(f − f(x)), dϕ〉| ≤ ‖ϕ‖x,r
∫
B(x,r)
|χc(f − f(x))| dµ
≤ ε‖ϕ‖x,rµ(B(x, r) ∩G
c).
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Now, by the assumption (4.6), there exist r0 > 0, r0 < r1 and a constant
C > 0 such that for every r > 0, r < r0 we have
µ(B(x, r) ∩Gc) ≤ Crν(B(x, r)).
Together
|〈T ⌊χc(f − f(x)), dϕ〉| ≤ ε‖ϕ‖x,rCrν(B(x, r)).
(2) Let x ∈ Gc and let x be a density point of Gc. Then we need to show that
there exists r0 > 0 such that for every r < r0 we have
‖〈T ⌊χ(f − f(x)), dϕ〉‖∗x,r < εrΦ(B(x, r)).
Analogously, for suitable δ, r1 > 0 we have for every r < r1 and ϕ ∈
LiprB(x,r)(X), ‖ϕ‖x,r ≤ 1
〈T ⌊χ(f − f(x)), dϕ〉 ≤ ‖ϕ‖x,r
∫
B(x,r)
|χ(f − f(x))| dµ
≤ ε‖ϕ‖x,rµ(B(x, r) ∩G)
and since x is a density point of Gc, we have for every r > 0, where r < r0
for some suitable r0
µ(B(x, r) ∩G) ≤ Crν(B(x, r)).
Together we obtain
〈T ⌊χ(f − f(x)), dϕ〉 ≤ ε‖ϕ‖x,rCrν(B(x, r)).
(3) Now, consider x ∈ ∂µG, such that (4.7) is satisfied. Let us find δ > 0 such
that for every y ∈ B(x, δ) we have |f(y)− f(x)| < ε.
If either x ∈ G and µ(B(x, r) \ G) = O(r)ν(B(x, r)), r → 0+, or x ∈ Gc
and µ(B(x, r) ∩G) = O(r)ν(B(x, r)), r → 0+, we proceed as above.
In the other cases, we will consider the estimate, which follows from (4.7):
there exist r0 > 0 and M > 0 such that for every r > 0, r < r0 we have
max{µ(B(x, r) ∩G), µ(B(x, r) \G)}
≤M min{µ(B(x, r) ∩G), µ(B(x, r) \G)}.
Applying this, we obtain
〈T ⌊χ(f − f(x)), dϕ〉 ≤ ‖ϕ‖x,r
∫
B(x,r)
|χ(f − f(x))| dµ
≤ ε‖ϕ‖x,rµ(B(x, r) ∩G) ≤Mε‖ϕ‖x,rµ(B(x, r) \G)
≤ εMCr‖ϕ‖x,rν(B(x, r))
or
〈T ⌊χc(f − f(x)), dϕ〉 ≤ ‖ϕ‖x,r
∫
B(x,r)
|χc(f − f(x))| dµ
≤ ε‖ϕ‖x,rµ(B(x, r) \G) ≤Mε‖ϕ‖x,rµ(B(x, r) ∩G)
≤ εMCr‖ϕ‖x,rν(B(x, r)).
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(4) Finally, consider x ∈ ∂µG such that (4.7) is not satisfied. As above, we can
find δ > 0 such that for every y ∈ B(x, δ) we have |f(y)− f(x)| < ε.
If either x ∈ G and µ(B(x, r) \ G) = O(r)ν(B(x, r)), r → 0+, or x ∈ Gc
and µ(B(x, r) ∩G) = O(r)ν(B(x, r)), r → 0+, we proceed as above.
If not, we use the following estimate
|〈T ⌊χ(f − f(x)), dϕ〉 − 〈T ⌊χc(f − f(x)), dϕ〉| ≤ |〈T ⌊(f − f(x)), dϕ〉|.
Hence
|〈T ⌊χ(f − f(x)), dϕ〉| ≤ |〈T ⌊χc(f − f(x)), dϕ〉|+ |〈T ⌊(f − f(x)), dϕ〉|
or
|〈T ⌊χc(f − f(x)), dϕ〉| ≤ |〈T ⌊χ(f − f(x)), dϕ〉|+ |〈T ⌊(f − f(x)), dϕ〉|.
Next, by Definition 4.9, there exists a Radon measure Φf and a constant τf
such that there exist r0 > 0, δ > r0 such that for every r > 0, r < r0 and
ϕ ∈ LiprB(x,r)(X), ‖ϕ‖x,r ≤ 1 we have
|〈T ⌊(f − f(x)), dϕ〉| = |〈T ⌊f, dϕ〉| ≤ εrΦf (B(x, τfr)).
Now, we can estimate
|〈T ⌊χ(f − f(x)), dϕ〉| ≤ |〈T ⌊χc(f − f(x)), dϕ〉|+ |〈T ⌊(f − f(x)), dϕ〉|
≤ ε‖ϕ‖x,rµ(B(x, r) \G) + εrΦf (B(x, τfr))
≤ εCr‖ϕ‖x,rν(B(x, r)) + εrΦf (B(x, τfr)).
Conclusion: Let us define Φ := ν + Φf and τ := τf . Obviously, for such Φ
and τ the condition (4.9) is satisfied for all x ∈ X and hence the proof is done.
4.3 Applications
In the sequel, we will need some definitions related to the sets of finite perimeter.
For details see [1, Definition 3.35], [1, Definition 3.54] and [1, Definition 2.57].
Definition 4.17. Let E ⊂ Rn be a Hk-measurable set. We say that E is count-









Definition 4.18. Let G be an λn-measurable subset of Rn. We say that G is a
set of finite perimeter if ~ν := −DχG is a vector Radon measure.
Definition 4.19. Let G be an λn-measurable subset of Rn. We call reduced





exists and satisfies |nG(x)| = 1. The function nG : FG → S
n−1, where Sn−1
denotes the unit sphere in Rn, is called the generalized exterior normal to G.
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Theorem 4.20. Let G ⊂ Rn be a set of finite perimeter. Then there exists a
isoperimetric measure ν carried by the reduced boundary.
Proof. Let Γ be the reduced boundary to G.
By [9, 5.6.2] we have that Γ is (n − 1)-dimensional countably rectifiable and
by [1, 3.54] we obtain that |ν|(Ω \ Γ) = 0.
Then we use the local isoperimetric inequality [1, pg. 149, (3.37)] and we
obtain
min{λ(B(x, r) ∩G), λ(B(x, r) \G)}
≤ min{λ(B(x, r) ∩G), λ(B(x, r) \G)}1−1/nλ(B(x, r))1/n
= Crmin{λ(B(x, r) ∩G), λ(B(x, r) \G)}1−1/n
≤ Cr|ν|(B(x, r))
for every x ∈ Ω \ Γ, which we needed.
Proposition 4.21. Let G ⊂ Rn be a relatively compact set with a finite perime-
ter. Let f : Rn → Rn be a continuous vector field. Let ∂(T ⌊f)-a.e. x of the
density boundary also belong to reduced boundary. Let T be a 1-dimensional
R
n current defined as follows


























Proof. Our aim is to apply the Gauss-Green Theorem 4.8 setting X = Rn and
µ = λ. Now we check the conditions (G1)-(G3).
At first we show, that T is majorized by the Lebesgue measure. We start
with the fact, that the euclidean and maximum norm are equivalent, hence there
exist a constant c > 0 such that










































































hence the Lebesgue measure majorizes T and (G1) is satisfied.
Further, by the Theorem 4.20 there exists an ”isoperimetric measure” satis-
fying (4.6) and hence also the condition (G2) is satisfied.
Now, we need to show (G3). By [1, Lemma 3.58] we obtain that (4.7) is
satisfied for all x in reduced boundary of G. Since we assumed, that ∂(T ⌊f)-a.e.
x of density boundary are in the reduced boundary, (G3) is satisfied.
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We verified all conditions of Theorem 4.8 and we have
∂(T ⌊χf) = ∂(T ⌊f)⌊χ+ ∂(T ⌊χ)⌊f.
In other words,
〈T ⌊χf, dϕ〉 = 〈(T ⌊f)⌊χ, dϕ〉+ 〈(T ⌊χ)⌊f, dϕ〉 (4.10)
for every ϕ ∈ Lipb(X). Further, we can find a function ϕ ∈ Lipc(X) such that
ϕ = 1 on a neighbourhood of G. By the definition of integral we have
〈∂(T ⌊χf), ϕ〉 = 〈T ⌊χf, dϕ〉 ∼ χ(x)f(x)〈T , dϕ〉, x ∈ X.
Since ϕ has compact support, we obtain



















and hence 〈∂(T ⌊χf), ϕ〉 = 0. Then, by (4.10) we have
〈(T ⌊f)⌊χ, dϕ〉 = −〈(T ⌊χ)⌊f, dϕ〉.
Further, since ϕ = 1 on Ḡ, we have

















Remark 4.22. Theorem above, in fact, says that
∫
∂G




in some generalized sense.
Proposition 4.23. Let G ⊂ Rn be an relatively compact open set such that there
exists the exterior normal for every x in topological boundary. Let f : Rn → Rn









Proof. The condition (G1) can be obtained similarly as above in Proposition 4.21.
Further, by Theorem [1, Theorem 2.61] we obtain that G is countably (n−1)-
rectifiable.






for every x ∈ ∂G. Since λ(B(x, r)) = crn and since G is open, the condition (G2)
follows.
The condition (G3) follows from the fact that there exists the exterior normal












for every x in topological boundary.
Next we proceed similarly as in Proposition 4.21.
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