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1. Introduction
A closed (i.e. compact, connected, boundaryless) regular hypersurface Σ in R2n = Rnp ⊕ Rnq has,
with respect to the standard symplectic form
ω = dp ∧ dq = dp1 ∧ dq1 + · · · + dpn ∧ dqn
intrinsically deﬁned Hamiltonian dynamics, see e.g. [10]. A relevant question concerning Hamiltonian
dynamics asks for the minimum number of periodic orbits existing on Σ . In this article we address
this problem for natural Hamiltonian hypersurfaces, namely in the case Σ = {H = 1} and the Hamilton
function H is of the form “kinetic + potential energy”:
H(p,q) = 1
2
(
A(q)p, p
)+ V (q). (1)
Precisely, we consider the case when Σ corresponds to a potential well (see the next section for the
rigorous deﬁnition): if
π :R2n → Rnq,
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π :Σ → D
where ∂D is smooth, D is diffeomorphic to the Euclidean unit ball in Rnq and the typical ﬁbers over D
are ellipsoids. Existence of at least one periodic orbit for this problem has been proved originally by
Seifert [15], then this result has been improved by Weinstein [17] and Rabinowitz [14], see also [2].
A general existence result for natural Hamiltonian functions is a consequence of Hofer and Zehnder
proof [9] of Weinstein’s conjecture for contact type manifolds, cf. [11].
Our main result is:
Theorem 1.1. Let Σ = {H = 1} where H(z) = 12 (A(q)p, p) + V (q) is a natural Hamiltonian function and
Σ is a potential well. Let ω1 > · · · > ωn > 0 and let r1 , r2 be two positive numbers such that for every
z = (p,q) ∈ Σ :
r21
(
ω21p
2
1 + · · · +ω2n p2n
)
<
1
2
(
A(q)p, p
)
< r22
(
ω21p
2
1 + · · · +ω2n p2n
)
.
If the ratio r2r1 is suﬃciently small, there exist at least n periodic orbits for the Hamiltonian dynamics on Σ .
Remark 1.1. The existence of n periodic orbits on an energy level of a natural Hamiltonian system with
n degrees of freedom is the content of a conjecture of Seifert [15], cf. [14,17]. Our theorem answers
in the aﬃrmative to this conjecture under the pinching hypothesis on smallness of the ratio r2r1 :
smallness of this ratio depends both on A(q) and V (q). We explicitly observe that this result does not
follow from [3] for we do not suppose Σ is a star-shaped hypersurface.
The above theorem is not a perturbative-like result as the one in Weinstein [16]: our approach will
be close to the one introduced by Rabinowitz in [13], with added pinching hypotheses as in Berestycki
et al. in [3]: periodic orbits on Σ are found as critical points of a suitable modiﬁcation of the classical
Maupertuis–Euler–Lagrange variational principle, relative to the action functional I constrained to the
Hilbert hypersurface S of admissible closed curves having ﬁxed mean value of the energy. A crucial
argument introduced by Rabinowitz is the following: if Σ is star-shaped, i.e. radially diffeomorphic to
the sphere in the phase space, S is a star-shaped Hilbert hypersurface too, and a comparison between
the Hamiltonian dynamics on Σ and those of n harmonic oscillators is possible. We complement this
idea with the following remark: if Σ is a natural Hamiltonian then S is always “dynamically star-shaped.”
Here dynamical star-shapedness of S means the existence of an S1-equivariant vector ﬁeld in the
functional space E , ambient of the variational formulation of the oscillation problem, which turns to
be transverse to S and to the L2 spheres in E . This is a consequence of the geometry of S , inﬂuenced
by that of Σ , and of the S1-invariance of S .
The pinching hypothesis on the ratio r2r1 is used to prevent from considering as distinct periodic
solutions critical points of the action corresponding to the same geometric loop, as was done in [5],
where this hypothesis has been introduced, and in [3]: the question if the multiplicity results hold
true without this hypothesis is still an open problem.
We brieﬂy describe the structure of the article. The next section is technical and reduces the
original problem, stated in Theorem 1.1 to the equivalent Theorem 2.1, relative to a suitably modiﬁed
Hamiltonian function. This theorem is proved in the third section: the proof is divided in several parts,
indexed as subsections, and it is based on equivariant Lusternik–Schnirelmann theory, a comparison
argument between the original problem and the systems of n linear oscillators having n distinct
frequencies, and an approximation procedure reducing the variational problem to a ﬁnite-dimensional
one. This is a modiﬁcation to our case of study of an original argument in [13].
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We denote z = (p,q) ∈ R2n = Rnp ⊕ Rnq : the spaces R2n , Rnp , Rnq are equipped with inner product
structures denoted (·,·)R2n , (·,·)Rnp , (·,·)Rnq ; lower labels are usually dropped for they can be inferred
from the context.
Deﬁnition 2.1. Let
V : Rnq → R,
A : Rnq → Rn
2
be C2 functions: in particular q → A(q) is a matrix-valued function, and each A(q) is symmetric and
positive deﬁnite. A natural Hamilton function H(z) = H(p,q) is
H(p,q) = 1
2
(
A(q)p, p
)
R
n
p
+ V (q).
Of course, V (q) is the potential energy and K (p,q) = 12 (A(q)p, p)Rnp is the kinetic energy. Let En be
the identity in Rn and let
J =
(
0 −En
En 0
)
be the symplectic matrix deﬁning the standard symplectic structure on R2n . According to energy
conservation law, we are interested on the solutions of
z˙ = J∇H,
z(0) = z(T ),
H
(
z(t)
)≡ 1 (2)
where T > 0 is unknown, and ∇ is the gradient with respect to the standard Euclidean structure
in R2n .
The standard symplectic structure deﬁnes the trivial bundle
π :R2n = Rnp ⊕ Rnq → Rnq .
Deﬁnition 2.2. Σ is a natural Hamiltonian hypersurface over a potential well, or a potential well for short,
if there exists in C2(R2n,R) a natural Hamilton function
H(p,q) = 1
2
(
A(q)p, p
)+ V (q)
such that:
Σ is a connected component of {H = 1},
∂V
(q) = 0 if q ∈ ∂D.
∂q
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φ(Bn1(0)) = D , Bn1(0) unit ball in Rn .
In this case Σ is the total space of the trivial singular bundle
π :Σ → D
where:
for every q ∈ D the typical ﬁber π−1(q) is an ellipsoid with respect to the Euclidean structure
on Rnp ,
the singular ﬁbers correspond to points q ∈ ∂D and verify: π−1(q) = {(0,q)}.
In this section we will show how to modify the natural Hamiltonian entering in the deﬁnition of
a potential well to a new Hamilton function H˜ still satisfying that Σ is a connected component of
{H˜ = 1} together with several other analytic properties which will work at our advantage in the proof
of Theorem 1.1.
Let
Ω =
(
Ωp
Ωq
)
and
Ωp = Ωq =
⎛
⎜⎝
ω21
. . .
ω2n
⎞
⎟⎠
where ω1 > ω2 > · · · > ωn > 0. Let 〈·,·〉 be the standard Euclidean product and let for any x, y ∈ R2n
(x, y) = 〈Ωx, y〉, (3)
|x|2 = (x, x) = 〈Ωx, x〉, (4)
∥∥x(t)∥∥22 =
1∫
0
〈
Ωx(t), x(t)
〉
dt. (5)
Let
EΩ,p =
{
p ∈ Rn: ptΩp p = 1
}
be the ellipsoid with principal axes r1 < · · · < rn , r j = 1ω j with respect to the standard Euclidean
structure given by 〈 , 〉 in Rnp , i.e. the unit ball with respect to the inner product ( , ) in Rnp . EΩ,q is
deﬁned in an analogous way, and
EΩ =
{
z ∈ R2n: ztΩz = 1}.
Of course, the fact that Σ is a potential well does not depends on the choice between the two inner
products 〈 , 〉, ( , ).
We recall that for a given closed hypersurface Σ in R2n , intΣ is the bounded connected com-
ponent of R2n\Σ (Jordan–Brouwer Separation Theorem). In analogous way, for every q ∈ D and with
respect to the bundle structure π :Σ → D , we deﬁne the ellipsoid E(q) = π−1(q)∩Σ and its interior
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that: if Σ is a potential well and there exist R1, R2 > 0 such that for every q ∈ D:
R1 intEΩ,p ⊂ intE(q) ⊂ R2 intEΩ,p (6)
and the ratio R2R1 is suﬃciently small, then the Hamiltonian dynamics on Σ have at least n closed
orbits.
Firstly, referring to the map φ entering in Deﬁnition 2.2, we deﬁne the diffeomorphism
ψ :R2n → R2n (7)
where
(p,q) = ψ−1(P , Q ) =
((
∂φ−1
∂Q
)t
(Q )P , φ(Q )
)
.
ψ is a canonical map, cf. [14]: more precisely if Σ˜ = ψ(Σ):
ψ :Σ → Σ˜
is a bundle map between the singular bundle deﬁning the potential well and the model potential well
deﬁned by the singular ﬁber bundle
π : Σ˜ → Bn1(0).
Moreover from
H˜(P , Q ) = H ◦ ψ−1(P , Q ) = 1
2
(
∂φ−1
∂Q
(Q )A
(
φ(Q )
)(∂φ−1
∂Q
)t
(Q )P , P
)
+ V ◦ φ(Q )
it follows that ψ is an automorphism of the class of natural Hamiltonians. Therefore we can state and
prove Theorem 1.1 for a model problem relative to a potential well over Bn1(0) = {q ∈ Rnq: qtΩqq = 1}.
Of course, this deﬁnition of φ implies that R1 < 1 < R2, but this condition is by no means restrictive
and generalizations are obvious.
The next proposition shows the realization of a potential well over the unit ball in the conﬁgura-
tion space as a connected component of the 1-level set of a Hamilton function H˜ satisfying several
useful properties. It is worth noticing that such Hamiltonian function is no longer a natural one: this
fact is related with condition (9) below.
Proposition 2.1. A C2 model potential well π : Σ˜ → Bn1(0) can be realized as
Σ˜ = {H˜ = 1}
where
H˜(P , Q ) = 1
2
(
A˜(P , Q )P , P
)+ V˜ (Q )
and Q → V˜ (Q ), (P , Q ) → A˜(P , Q ) are C2 functions satisfying:
(V.1) 0 V˜ (Q ) < 1 for |Q | < 1,
(V.2) a|Q |2  V˜ (Q ) b|Q |2 for a,b > 0, Q ∈ Rn,
1212 M. Villarini / J. Differential Equations 246 (2009) 1207–1234(V.3) | ∂ V˜
∂Q (Q )| < c0|Q | for c0 > 0, Q ∈ Rn,
(V.4) ( ∂ V˜
∂Q (Q ), Q ) α|Q |2 for α > 0, Q ∈ Rn,
and
(A.1) for every (P , Q ) ∈ R2n, A˜(P , Q ) is a symmetric positive-deﬁnite n× n matrix,
(A.2) 0 < γ˜  λ˜1(P , Q )  · · ·  λ˜n(P , Q ) < Γ˜ < ∞ for the eigenvalues λ˜ j(P , Q ) of A˜(P , Q ), and more-
over if Γ˜
γ˜
< 2 there exists C > 0 such that for every (P , Q ) ∈ R2n:
(
∂ H˜(P , Q )
∂ P
, P
)
 C |P |2,
(A.3) A˜(P , Q ) is a constant matrix outside a compact set: there exist δ, L > 0 such that, for every L > L, if
(P , Q ) ∈ R2n, |Q | > 1+ δ or |P | > L: A˜(P , Q ) ≡ A where A is a symmetric positive-deﬁnite matrix.
Remark 2.1. Of course, the statement concerning the eigenvalues of A˜(P , Q ) in (A.2) follows from
(A.1), (A.3): it is reported here for future quotation. We explicitly observe that if H˜ satisﬁes (V.1)–
(V.4) and (A.1)–(A.3) then for z ∈ R2n:
m|z|2  H˜(z) M|z|2, (8)∣∣∇ H˜(z)∣∣ C |z| (9)
where m = min{ 12 γ˜ ,a}, M = max{ 12 Γ˜ ,b}, while the existence of C > 0 satisfying (9) follows from
(A.3), (V.3).
Moreover, if L > L it is possible to choose the Hamilton function H˜ satisfying the above properties
and such that if (P , Q ) ∈ {H˜ = 1}\Σ˜ then |P | > L.
Therefore if
R1 = 1√
M
R2 = 1√
m
, (10)
we have
R1 intEΩ ⊂ int Σ˜ ⊂ R2 intEΩ, (11)
or equivalently B2nR1 (0) ⊂ int Σ˜ ⊂ B2nR2 (0) if we refer to the Euclidean structure deﬁned by Ω . In the
next section we will prove, referring to Proposition 2.1 for the analytic form of the Hamiltonian func-
tion associated to a potential well, the following result, where c = c2 > 0 is deﬁned on Proposition 3.2,
cf. Remark 2.2 too, and a0 = 2πK min{ Cα2(α+M) R21, α2 R21}, where α, C are deﬁned in Proposition 2.1, M is
deﬁned in (13) and K =maxΣ ‖ ∂2 H˜∂z2 ‖:
Theorem 2.1. Let π : Σ˜ → Bn1(0) be a potential well such that for every q ∈ Bn1(0):
R1 intEΩ ⊂ int Σ˜ ⊂ R2 intEΩ
where R1, R2, r1, . . . , rn satisfy
(
R2
R
γ
)2
<
{
a0
(
r1
r
)2
,
(
r2
r
)2
, . . . ,
(
rn
r
)2}
. (12)1 n 1 n−1
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Then there exist at least n closed orbits for the Hamiltonian dynamics on Σ˜ .
Of course, Theorem 1.1 follows from the above result: the pinching hypothesis (12) in the above
statement is equivalent to that in Theorem 1.1. Confusion between deﬁnition (10) and the constants
appearing in the statement is intentional. Finally, the bounds on r2r1 in Theorem 1.1 can be easily
deduced from (12) and the explicit form of φ.
Remark 2.2. The explicit form of c entering in (12) is, cf. the proof of Proposition 3.2,
c2 =min
{
δ2
8
,
(R1 − )2
2
}
where δ <  and δ is suﬃciently small for
α(R1 − )2 −
(
c0(R2 + )2 + Mδ2
)
> 0
and, from (A.3), M is deﬁned by
∣∣∣∣∣12
1∫
0
((
∂q A˜(P , Q )Q
)
P , P
)
dt
∣∣∣∣∣ 12M‖P‖22. (13)
Therefore, even if c depends on the way we deﬁne the auxiliary Hamiltonian H˜ , roughly speaking its
order of magnitude is
c ≈ R
2
1
2
,
therefore,
γ ≈ e
R22−R21
R21 .
The rest of this section is devoted to the proof of Proposition 2.1.
Let Σ ⊂ {H = 1}, where
H(P , Q ) = 1
2
(
A(Q )P , P
)+ V (Q ). (14)
We start deﬁning V˜ in order that V˜ ≡ V in a neighbourhood of ∂Bn1(0) and it satisﬁes (V.1)–(V.4).
For suﬃciently small δ > 0 the level sets {V = 1 − δ} and {V = 1 + δ} have respectively, in a
suﬃciently small neighbourhood of {V = 1} = ∂Bn1(0), connected components A− , A+ which are C2-
radially diffeomorphic to Sn−1 = ∂Bn1(0). Let B− = {Q : |Q | > 12 } ∩ int A− and B+ = {Q : |Q | < 2}\
int A+: the boundary of each of these two sets is made by two star-shaped connected components.
Let u± ∈ C2(B±) ∩ C(B±) be the solutions of the two capacity problems:
u = 0 in B±, (15)
u = 1± δ in A±, (16)
u = 4±1 in ∂Bn±1 . (17)2
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V0(Q ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
|Q |2, |Q | 2,
u+(Q ), Q ∈ B+,
V (Q ), Q ∈ int A+\ int A−,
u−(Q ), Q ∈ B−,
|Q |2, |Q | 12 .
Therefore, V0(Q ) :Rn → R, V0 ∈ C(Rn) ∩ C2(Rn\K ) where K = ∂Bn2(0) ∪ A+ ∪ A− ∪ ∂Bn1/2(0). By
a straightforward application of the Maximum Principle and by well-known geometric properties
(still holding true in the case  is the Laplace operator deﬁned by Ωq) of the solutions of capac-
ity problems (cf. [6, §9.5.1]), we get that 0  V0(Q ) < 1 if |Q | < 1 and for every open bounded
neighbourhood N of K there exists a constant c = c(N) such that for Q ∈ Rn\N:
(
∂V0
∂Q
(Q ), Q
)
 c|Q |2. (18)
We will deﬁne V˜ by suitable smoothing of V0 in small neighbourhoods of each of the star-shaped
level sets of V0 deﬁning K . Such modiﬁcation of V0 is based on repeated applications of the following
elementary lemma, for which the hypothesis that Σ is a potential well turns to be relevant.
Lemma 2.1. Let f : A ⊂ Rn → R, A open set, f ∈ C(A)∩C2(A\S), and S = { f = l} C2-radially diffeomorphic
to ∂Bn1(0). Let
(
∂ f
∂x
(x), x
)
> 0
for x ∈ A\S. Then for every compact K ⊂ A there exist c > 0, a C2 function
g : K → R
and δ > 0 suﬃciently small such that if S± = { f = l ± δ} then
g| = f |
in K\(int S+\ int S−), and
(
∂ g
∂x
(x), x
)
 c|x|2
for c > 0 and for every x ∈ K .
Before we prove this lemma, we observe that applying it to smoothing of V0 near its level sets
∂Bn1
2
(0), ∂Bn2(0), A− , A+ , it gives a function V˜ having the desired properties.
Proof of Lemma 2.1. We refer int S+\ int S− to (local) spherical coordinates (θ, r), θ ∈ Sn−1, r ∈ R+ ,
and we show how to change the deﬁnition of f in a neighbourhood of ∂Bnl (0) in int S+\ int S−
in order to deﬁne g satisfying the statement. We choose δ > 0 suﬃciently small for S± = graph r±
where r± : Sn−1 → R+ are C2 functions. We reduce to a 1-dimensional problem with the following
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a ﬁxed θ , ϕθ (r) = Φ(r, θ), then
ϕ′θ (r) =
(
∂ f
∂x
(x),
x
|x|
)
> 0
in [a,b]\{c}, f (x(c, θ)) = l. Let δ = 14 min{c − a,b − c} and ρθ = ρ : [a,b] → R+ a smooth function,
ρ ≡ 1 in [c − δ, c + δ], ρ ≡ 0 in [a,b]\[c − 2δ, c + 2δ], ∫ ba ρ(s)ds = 1. Deﬁne
ψθ(r) = ϕθ (a) +
r∫
a
(
kρ(s) + ϕ′θ (s)
(
1− ρ(s)))ds,
a s b, k = ϕθ (b) − ϕθ (a) −
∫ b
a ϕ
′
θ (s)(1− ρ(s))ds. Note that k > 0.
The function Ψ (r, θ) = ψθ(r) is C2 regular, ψθ(r) = ϕθ (r) outside [c − 2δ, c + 2δ], and ψ ′θ (r) > 0.
Therefore the function g(x) coinciding with f (x) outside a neighbourhood of S , and deﬁned in such
neighbourhood as
g(x) = g(x(r, θ))= ψθ(r),
satisﬁes the statements of the lemma. 
We pass now to the deﬁnition of A˜(P , Q ) satisfying (A.1)–(A.3) in Proposition 2.1.
We start observing that changing the deﬁnition in (14) according to A(Q ) := A( f (|Q |)Q ), where
f is smooth, monotonic, f (r) ≡ 1 if 0 r  1 and f ≡ 0 if r > 1 + δ, does not change the deﬁnition
of Σ as a connected component of {H = 1} if δ > 0 is suﬃciently small. For |Q | < 1+ δ let
D(Q ) = 1− V˜ (Q )
1− V (Q ) A(Q ).
Note that as V˜ (Q ) = V (Q ) in a neighbourhood of {|Q | = 1}, Q → D(Q ) is a well-deﬁned C2 function
when |Q | < 1 + δ. Moreover D(Q ) is a positive-deﬁnite symmetric matrix, and Σ = {(P , Q ) ∈ R2n:
|Q | < 1+ δ, 12 (D(Q )P , P ) + V˜ (Q ) = 1}. Let
ρ(P , Q ) = α(P )β(Q )
where α,β :R → R+ are smooth functions such that:
α
(|P |)≡ 1 if |P | L,
α
(|P |)≡ 0 if |P | > L + 1, 1 > 0,
α
(|P |) is monotonically decreasing, and for μ > 0: ∣∣α′(|P |)∣∣|P | 1+μ,
and
β
(|Q |)≡ 1 if |Q | 1+ δ, δ > 0,
β
(|Q |)≡ 0 if |Q | > 1+ 2δ,
β ′(s) 0.
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to ﬁnd 1 such that α′(|P |)|P | 1+μ. We consider for (P , Q ) ∈ R2n the function
(P , Q ) → A˜(P , Q ) = ρ(P , Q )D(Q ) + (1− ρ(P , Q ))γ˜ En (19)
whose values are symmetric, positive-deﬁnite matrices satisfying
γ˜ |P |2  A˜(P , Q ) Γ˜ |P |2. (20)
Let
H˜(P , Q ) = 1
2
(
A˜(P , Q )P , P
)+ V˜ (Q ). (21)
Choosing L such that
γ˜ L2 > 2
we observe that if |P | > L,
H˜(P , Q ) 1
2
(
A˜(P , Q )P , P
)
 1
2
γ˜ L2 > 1,
hence,
Σ˜ = {H˜ = 1}.
Denoting D(Q ) = (di, j(Q ))i, j , En = (δi, j)i, j , we get
(
∂ H˜(P , Q )
∂ P
, P
)
= ( A˜(P , Q )P , P)+ 1
2
α′(|P |)
|P |
n∑
k=1
P2k
n∑
i, j=1
(di, j − γ δi, j)Pi P j .
From (20) and (A.2) we obtain
(
∂ H˜(P , Q )
∂ P
, P
)
 γ˜
(
1− (1+μ)Γ˜
2γ˜
)
|P |2 = C |P |2 (22)
where C > 0 follows choosing 1 large enough for μ <
√
2− 1.
3. Multiplicity in a model problem
This section is devoted to the proof of Theorem 2.1: to simplify notations throughout this section
we drop the symbol “tilde” on the deﬁnition of the mathematical objects relative to the statement of
that theorem and we denote z = (p,q) the coordinates in the phase space. Therefore, here we will
always refer to the (model) potential well as
π :Σ → Bn1(0).
Moreover, according to the results proved in the last section, we suppose that
Σ = {H = 1}
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H(p,q) = 1
2
(
A(p,q)p, p
)+ V (q)
and A(p,q), V (q) satisfy (V.1)–(V.4) and (A.1)–(A.3) in Proposition 2.1. We also recall that the inner
product (z,w) refers to the metric deﬁned by Ω , cf. (3), and the L2-metric is accordingly deﬁned,
cf. (4).
We divide this section in several subsections, each developing the various tools and arguments of
the proof.
3.1. Functional setting and variational approach
The content of this subsection is now classical, and is reported here to ﬁx notations: in addition
to [13] we refer, for a related approach, to the monographs [4,10,12]. The subject of our study is the
problem
(P) =
{ z˙ = J∇H(z),
z(0) = z(T ),
H(z(t)) ≡ 1
where T > 0 is unknown. Problem (P) admits the following variational formulation. Let e1, . . . ,e2n
be the canonical basis in R2n , and let
{
e2πkt J rlel
}
k∈Z, l=1,...,2n (23)
be an orthonormal system in L2(S1,R2n), cf. (5). The real Hilbert space
E ∼= H1(S1,R2n)
=
{
ζ =
∑
k∈Z
e2πkt J z(k):
∑
k∈Z
k2
∣∣z(k)∣∣2 < ∞}
where z(k) =∑nl=1 z(k,l) , z(k,l) ∈ E(k,l) and
E(k,l) = 〈e2πkt J rlel, e2πkt J rlel+n〉R, (24)
and ζ : t → z(t), z(0) = z(1). We also denote
E(k) =
n⊕
l=1
E(k,l) (25)
and z(k) ∈ E(k) ≈ R2n ≈ (Cn)R .
The inner product in E between ζ,η ∈ E , ζ =∑k∈Z e2πkt J z(k) , η =∑k∈Z e2πkt J w(k) is
(ζ,η) = (z(0),w(0))+∑
k∈Z
k2
(
z(k),w(k)
)
therefore,
‖ζ‖2 = ∣∣z(0)∣∣2 +∑k2∣∣z(k)∣∣2 (26)
k∈Z
1218 M. Villarini / J. Differential Equations 246 (2009) 1207–1234while the L2 norm is obviously
‖ζ‖22 =
∑
k∈Z
∣∣z(k)∣∣2. (27)
Sometimes it will be useful to consider
E = (EC)R,
i.e. to consider E as the decomplexiﬁcation of the complex Hilbert space:
EC ∼= H1
(
S1,Cn
)
=
{
ζC =
∑
k∈Z
e2πkit z(k)
C
:
∑
k∈Z
k2
∣∣z(k)
C
∣∣2 < ∞}
where z(k,l)
C
∈ E(k,l)
C
, z(k)
C
=∑nl=1 z(k,l)C and
E(k,l)
C
= 〈e2πkitel〉C, (28)
and
E(k)
C
=
n⊕
l=1
E(k,l)
C
. (29)
If ζC, ηC ∈ EC:
(ζC, ηC) =
(
z(0)
C
,w(0)
C
)+∑
k∈Z
k2
(
z(k)
C
,w(k)
C
)
.
The action functional I : E → R is deﬁned by
I(ζ ) = 1
2
1∫
0
〈
J z(t), z˙(t)
〉
dt = 〈 Jζ, ζ˙ 〉L2 .
E splits as
E = E− ⊕ E0 ⊕ E+ (30)
where
E− =
−∞⊕
k=−1
E(k), (31)
E+ =
∞⊕
k=1
E(k). (32)
To complete the useful splittings of E we observe that
E = Ep ⊕ Eq (33)
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Ep ∼= H1
(
S1,Rnp
)
,
Eq ∼= H1
(
S1,Rnq
)
and
E(k) = E(k)p ⊕ E(k)q (34)
with E(k)p ≈ E(k)q ≈ Rn .
Let
S =
{
ζ ∈ E: ψ(ζ ) =
1∫
0
H(ζ )dt = 1
}
. (35)
The Mean Maupertuis Principle, see [8,13], states that the (not stationary) solutions of the variational
problem:
critS I, (36)
i.e. the critical points of the action functional I constrained to S , coincide with the solutions of (P):
regularity of these critical points is easily proved, see [4,10,12].
The proof of Theorem 2.1 will consist in ﬁnding solutions of (36) via Lusternik–Schnirelmann the-
ory, following original ideas in [13].
Let μk, j ’s be the eigenvalues of the action considered as a quadratic form on E with respect to the
L2 norm deﬁned in (5). They are the critical points of
I| : SL2 (
√
2 ) → R (37)
where SL2(
√
2 ) = {ζ ∈ E: 12
∫ 1
0 〈Ωζ, ζ 〉dt = 1}. The Euler equation of this problem is
J z˙ +μΩz = 0
with the boundary conditions z(1) = z(0). The solutions of this problem are the eigenvalues μk,l =
2πkr2l , k ∈ Z, l = 1, . . . ,n, corresponding to the Lagrange multipliers of the variational problem (37),
and the relative eigenspaces E(k,l) deﬁned in (24), whose intersections with SL2 (
√
2 ) are the critical
points of (37):
e2πkt Je jr j .
The expansion of the vectors ζ ∈ E with respect to the system (23) realizes the simultaneous reduc-
tion of the quadratic forms I(ζ ), QΩ(ζ ) = ‖ζ‖22 to their principal axes, namely identifying ζ with the
Fourier coeﬃcients {ζ (k, j)}k, j ∈ l2(Z), ζ (k, j) ∈ E(k, j):
I(ζ ) = π
∑
k∈Z, j=1,...,n
kr2j
〈
ζ (k, j), ζ (k, j)
〉
L2 ,
QΩ(ζ ) =
∑
k∈Z, j=1,...,n
∥∥ζ (k, j)∥∥22. (38)
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S1 acts as a compact abelian Lie group on E as “phase shift” of loops: the action
T : S1 × E → E
is deﬁned on ζ : t → z(t) by
T (θ, ζ ) = θ ∗ ζ : t → z(t + θ) (39)
where t = t mod 1. One easily checks that:
I(θ ∗ ζ ) = I(ζ ),
ψ(θ ∗ ζ ) = ψ(ζ )
therefore the variational problem (36) is invariant with respect to the S1-action. This important in-
variance property of the problem (36) has been introduced in [13].
In the rest of this article we will refer to the S1-invariance, or to the S1-equivariance, of mathe-
matical objects simply as invariance and equivariance.
The action T admits a representation {Tθ }θ∈S1 , T (θ, ζ ) = Tθ (ζ ), where
Tθ =
⊕
k∈Z, l=1,...,n
T (k,l)θ , (40)
T (k,l)θ : E
(k,l) → E(k,l) (41)
and
T (k,l)g =
(
cos(2πkg) − sin(2πkg)
sin(2πkg) cos(2πkg)
)
.
Of course, T acts isometrically on E with respect to the norms (27), (26).
3.3. Geometry of S and Sm
In order to apply Lusternik–Schnirelmann theory to a ﬁnite-dimensional reduction of the varia-
tional problem (36) we must prove that Sm = S ∩ Em is a nonempty regular hypersurface in
Em =
k=m⊕
k=−m
E(k)
where S is deﬁned in (35). Moreover we will prove that S , hence Sm too, satisﬁes suitable bounds
with respect to the L2 norm in E which will turn to be important along the proof of the multiplicity
theorem.
We start proving that S is a Hilbert codimension one manifold in E: actually we do not need
this property, but its proof is essentially the same as the proof of the analogous geometric property
for Sm , and for this reason is reported here. Referring to the splitting (33) we denote
ζ = (P , Q )
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T(P ,Q )E ≈ Ep ⊕ Eq
and a straightforward computation gives
dψ(P , Q )(ξ,η) =
1∫
0
(
∂H
∂p
(P , Q ), ξ
)
dt +
1∫
0
(
∂H
∂q
(P , Q ), η
)
dt
=
1∫
0
(
A(P , Q )P , ξ
)
dt + 1
2
1∫
0
((
∂p A(P , Q )ξ
)
P , P
)
dt
+ 1
2
1∫
0
((
∂q A(P , Q )η
)
P , P
)
dt +
1∫
0
(
∂V
∂q
(Q ), η
)
dt (42)
where ∂p , ∂q denote partial differentiation. Let ζ ∈ S , then
ψ(ζ ) = 1
2
1∫
0
(
A(P , Q )P , P
)
dt +
1∫
0
V (Q )dt = 1.
Let ζ = (P , Q ) ∈ S , ζ = (0, Q ). From the pinching hypothesis (12), the condition on smallness of the
ratio between the maximum and the minimum of the eigenvalues of A(p,q) appearing in (A.2) of
Proposition 2.1 is satisﬁed, therefore from (A.2) we have that
dψ(ζ )(P ,0) C‖P‖22 > 0.
On the other hand, if ζ = (0, Q ) ∈ S then ∫ 10 V (Q )dt = 1, and from (V.1):
dψ(ζ )(0, Q ) =
1∫
0
(
∂V
∂q
(Q ), Q
)
dt > 0.
Therefore for every ζ ∈ S , dψ(ζ ) = 0, which implies that S is a Hilbert hypersurface in E . The proof
that Sm is a regular hypersurface in Em is quite similar: ﬁrstly we observe that there exists an obvious
embedding Σ ↪→ E(0) , associating to each point z the vector in E having mean value equal to z and
all the other Fourier coeﬃcients equal to 0. Therefore Sm = ∅. From
Sm =
{
ζ ∈ Em: ψ(ζ ) = 1
}
evaluating dψ(P , Q ) for (P , Q ) ∈ Sm and arguing exactly as for S we prove that Sm is a manifold.
An important geometric property of S follows from (8): for every ζ ∈ S we have, with respect to
the Euclidean structure deﬁned in R2n by the positive-deﬁnite matrix Ω:
R1  ‖ζ‖2  R2. (43)
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In this subsection we will deﬁne a vector ﬁeld X : E → T E which is equivariant, transverse to S
and to the L2 spheres SL2 (r), R1 < r < R2, and moreover respects the splittings (30), (31). The ﬂow of
this vector ﬁeld will lead to an equivariant Poincaré map with respect to the sections S and SL2 (r),
which permits to compare the variational problem (36) to the analogous one (37) relative to the
dynamical systems of n linear oscillators having n distinct frequencies. This argument turns to be
a direct generalization of the one introduced in [13] and a nonlinear version of that used in [1].
Let
ζ = (P , Q ) → (P ,0) = X˜1(ζ ).
From (42) and from the pinching hypothesis (12) we can apply, by the same argument just used in
the previous section, (A.2) to obtain
dψ(ζ ) X˜1(ζ ) C‖P‖22  0
and dψ(ζ ) X˜1(ζ ) = 0 if and only if ζ = (0, Q ). Averaging X˜1 with respect to the action gives the
equivariant vector ﬁeld
X1(ζ ) =
1∫
0
T−g X˜1(T gζ )dg.
The restriction of the action T (k)g : E
(k) → E(k) is
T (k)g =
(
cos(2πkg)En − sin(2πkg)En
sin(2πkg)En cos(2πkg)En
)
,
hence, identifying vectors in E with their l2(Z) representations, ζ =⊕∞−∞ ζ (k) , ζ (k) = (Pk, Qk) ∈ E(k)
and we get
T (k)g ζ
(k) = (Pk cos(2πkg) − Qk sin(2πkg), Pk sin(2πkg) + Qk cos(2πkg)),
therefore,
X˜1(T gζ ) =
∞⊕
k=−∞
(
Pk cos(2πkg) − Qk sin(2πkg),0
)
and
T−g X˜1(T gζ ) =
∞⊕
k=−∞
T (k)g
(
Pk cos(2πkg) − Qk sin(2πkg),0
)
.
Computing the above expression, from the L2 orthogonality of (23) follows:
X1(ζ ) = 1
(
ζ+ + ζ−)+ P02
M. Villarini / J. Differential Equations 246 (2009) 1207–1234 1223where of course ζ− ∈ E− , ζ+ ∈ E+ , ζ 0 = (P0, Q 0) ∈ E0. From the invariance of ψ it follows that,
cf. [12]:
dψ(ζ ) = dψ(T gζ )T g .
Hence, writing P (ζ ), Q (ζ ) when ζ = (P , Q ):
dψ(ζ )X1(ζ ) =
1∫
0
dψ(T gζ ) X˜1(T gζ )dg =
1∫
0
〈
∂H(T gζ )
∂p
P (T gζ ), P (T gζ )
〉
dg.
From hypothesis (A.2) in Proposition 2.1,
dψ(ζ )X1(ζ ) 0
and moreover if ζ /∈ E(0)q , and introducing the projection
πV ζ = ζ− + ζ+ + P0(ζ )
we get
dψ(ζ )X1(ζ )
C
4
1∫
0
∣∣P (T gζ )∣∣2 dg = C
4
(‖ζ‖22 − ‖Q 0‖22)= C4
∥∥πV (ζ )∥∥22.
Here we referred to the splitting E(0) = E(0)p ⊕ E(0)q . We will deﬁne X = X1 + X2 where X2 is zero
outside a suitable L2 neighbourhood of a compact region in E(0)q where X1 is not transverse to S . Let
A(R1, R2,) =
{
ζ = Q 0 ∈ E0q : R1 −  ‖Q 0‖ R2 − 
}
where  > 0 is suﬃciently small. We deﬁne C,δ as the L2 cylinder over the base A(R1, R2,):
C,δ =
{
ζ ∈ E: R1 − 
∥∥Q 0(ζ )∥∥ R2 + , ‖πV ζ‖2 < δ}
where δ > 0 will be suﬃciently small according to the requests speciﬁed below. Let ζ ∈ S\C, δ2 : then
ζ /∈ E(0)q . Let us choose δ <  suﬃciently small to get δ24 + (R1 −)2 < R21: then ‖πV ζ‖2  δ2 . In fact,
from (43) if ‖πV ζ‖2 < δ2 :
R21 < ‖πV ζ‖22 +
∥∥Q 0(ζ )∥∥22 = ‖ζ‖22 < δ24 + (R1 − )2 < R21
which is impossible. Therefore, for suﬃciently small δ, if ζ ∈ S\C, δ2 then
dψ(ζ )X1(ζ )
C
4
δ2
4
. (44)
Let us suppose now that ζ ∈ S ∩ C, δ . Let ρ j :R+ → R+ , j = 1,2, be two smooth functions such that:2
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ρ1(s) ≡ 0 if s /∈
[
(R1 − )2, (R2 + )2
]
,
ρ1(s) ≡ 1 if s ∈
[
R21, R
2
2
]
,
ρ2(s) ≡ 0 if s > δ2,
ρ2(s) ≡ 1 if 0 s δ
2
2
,
ρ2 is decreasing in
[
δ2
2
, δ2
]
.
We deﬁne
ε(ζ ) = ρ1
(∥∥Q 0(ζ )∥∥2)ρ2(∥∥πv(ζ )∥∥22).
Proposition 3.1. ζ → ε(ζ ) is smooth, invariant, such that ε(ζ ) ≡ 0 outside C,δ .
Proof. The invariance of ε(ζ ) follows from the fact that the S1-action is an isometry with respect to
the L2 norm in E; the other properties are obvious. 
Let us deﬁne
X2(ζ ) = ε(ζ )Q 0(ζ ).
The main property of X2 is its weak transversality to S , namely,
dΨ (ζ )X2(ζ ) 0 (45)
for ζ ∈ S . In fact,
dΨ (ζ )X2(ζ ) = ε(ζ )
{
1
2
1∫
0
〈(
∂q A
(
P (ζ ), Q (ζ )
)
Q 0(ζ )
)
P (ζ ), P (ζ )
〉
dt +
1∫
0
〈
∂qV
(
Q (ζ )
)
, Q 0(ζ )
〉
dt
}
and from (13):
ε(ζ )
∣∣∣∣∣12
1∫
0
〈(
∂q A
(
P (ζ ), Q (ζ )
)
Q 0(ζ )
)
P (ζ ), P (ζ )
〉
dt
∣∣∣∣∣ ε(ζ )M∥∥P (ζ )∥∥22  ε(ζ )Mδ2 (46)
where we used the fact that ε(ζ ) = 0 if ‖πV (ζ )‖22  δ2. Moreover from statements (V.2), (V.4) in
Proposition 2.1 and the fact that if ‖Q 0‖2 > (R2 + ) or ‖Q 0‖2 < (R1 − ) then ε ≡ 0:
1∫
0
〈
∂qV
(
Q (ζ )
)
, ε(ζ )Q 0(ζ )
〉
dt = ε(ζ )
{ 1∫
0
〈
∂q
(
V Q (ζ )
)
, Q (ζ )
〉
dt +
1∫
0
〈
∂qV
(
Q (ζ )
)
, Q 0(ζ ) − Q (ζ )
〉
dt
}
 ε(ζ )
{
α
∥∥Qo(ζ )∥∥22 − c0∥∥Q (ζ )∥∥2∥∥πV (ζ )∥∥2}
 ε(ζ )
{
α(R1 − )2 − c0(R2 + )δ
}
.
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dΨ (ζ )X2(ζ ) ε(ζ )
{
α(R1 − )2 −
(
c0(R2 + )δ + Mδ2
)}
. (47)
This inequality proves (45) for δ suﬃciently small. Moreover from the fact that ε(ζ ) ≡ 1 in C, δ2 ,
from (44) and (47) we have that X = X1 + X2 satisﬁes
dΨ (ζ )X(ζ ) c1 =min
{
C
4
δ2
4
,α(R1 − )2 −
(
c0(R2 + )δ + Mδ2
)}
. (48)
We collect the above proved fundamental properties of X , together with some other of its impor-
tant dynamical characteristics in the following proposition:
Proposition 3.2.
(a) X is complete,
(b) the ﬂow of X preserves the splittings (30), (31),
(c) X is equivariant,
(d) X is strictly transverse to S: for every ζ ∈ S: dψ(ζ )X(ζ )  c1 > 0, c1 = min{ C4 δ
2
4 ,α(R1 − )2 −
(c0(R2 + )δ + Mδ2)},
(e) let SL2 (r) = {ζ ∈ E: ‖ζ‖22 = r2}; for every r ∈ [R1, R2], X is strictly transverse to SL2 (r), namely
〈X(ζ ), ζ 〉L2  c2 > 0, where c2 =min{ δ
2
8 ,
(R1−)2
2 },
(f) for every t ∈ R the ﬂow of X deﬁnes an equivariant map ζ → φtX (ζ ) such that
I
(
φtX (ζ )
)= et I(ζ ).
Proof. Statement (a) follows from the bound: ‖X(ζ )‖ ‖ζ‖. (b) is a consequence of the differential
equation in E deﬁned by X :
ζ˙− = 1
2
ζ−,
P˙0 = P0,
Q˙ 0 = ε(ζ )Q 0,
ζ˙+ = 1
2
ζ+.
(c) follows from Proposition 3.1. Statement (d) has been proved in (48). To prove (e) we put ζ = φtX (η)
and compute
d
dt
{
1
2
∥∥φtX (η)∥∥22
}
= 1
2
(∥∥ζ+∥∥22 + ∥∥ζ−∥∥22)+ ∥∥P0(ζ )∥∥22 + ε(ζ )∥∥Q 0(ζ )∥∥22
 1
2
‖πvζ‖22 + ε(ζ )
∥∥Q 0(ζ )∥∥22  c2.
Finally, (f) follows from (38) and the fact that (φtX (ζ ))
+ = e t2 ζ+ , (φtX (ζ ))− = e
t
2 ζ− , then
I
(
φtX (ζ )
)= et I(ζ ). 
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In this subsection we will recall the elements of index theory for S1-equivariant subsets of E\{0}
and we will apply it to ﬁnd critical points of the function
I| : Sm → R.
In the next section we will prove that these critical points, which depend on m, actually converge to
critical points of the action on S .
Let E be the class of invariant subsets of E\{0}: for such subsets of E we deﬁne the (cohomological)
index according to Fadell and Rabinowitz [7]. Every A ∈ E has a geometric interpretation related to
the S1-principal bundle:
S∞ × A → S
∞ × A
S1
where S∞ → CP∞ is the universal bundle with respect to the S1-action. In the following diagram:
S∞ × A f A
π
S∞
π
S∞×A
S1 f A
CP∞
the maps π are the bundle projections, and f A is the projection on the ﬁrst factor of S∞ × A. The
classifying map f A induces, with respect to any cohomology, the homomorphism
f ∗A : H∗
(
CP∞,Q
)→ H∗( S∞ × A
S1
,Q
)
.
Let α be the 2-form generating the cohomology H∗(CP∞,Q): the index of A is (multiplication is the
ordinary cup product)
i(A) =min{k ∈ N: ( f ∗A(A))k = 0}
if the minimum exists, otherwise we put i(A) = ∞; ﬁnally i(∅) = 0. This deﬁnition of the index of
invariant sets turns to be well-suited for the application of Lusternik–Schnirelmann theory to ﬁnd
minimax critical points of
I| : Sm → R
for every m ∈ N, cf. [7]. Let SL2 (r) = {ζ ∈ E: ‖ζ‖2 = r} and let SL2,m(r) = SL2 (r) ∩ Em . Then
int SL2,m(R1) ⊂ int Sm ⊂ int SL2,m(R2). (49)
For any submanifold M in Em , we deﬁne the classes
Γ mk (M) =
{
A ∈ E: A ⊂ Em, i(A) k
}
.
Let us deﬁne
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sup
B
I, (50)
μ
(m)
k (r) = infB∈Γmk (SL2,m(r))
sup
B
I. (51)
The theory developed in [7] implies that these are minimax critical levels of the m-approximated
versions of the variational problems (36) and (37), namely the c(m)k ’s are critical points of
I| : Sm → R
and the μ(m)k ’s are critical points of
I| : SL2,m(r) → R.
The quadratic behaviour of the action functional implies
μ
(m)
k (r) = μ(m)k (
√
2 )
R2
2
. (52)
We will denote: μ(m)k = μ(m)k (
√
2 ).
Remark 3.1. Not every critical level c(m)k is of interest for us, cf. [13]. For instance c
(m)
1 = minSm I and
c(m)2nm+2 = maxSm I deﬁne two diverging sequences. For this reason we look for a “packet” of n critical
values lying as far as possible from the minimum and the maximum of I on Sm .
There are two choices for such a packet, and we will consider the one corresponding to negative
frequencies. Let j = 0, . . . ,n − 1, and deﬁne
E( j) = {E−(m)
C
⊕ · · · ⊕ E−(2)
C
⊕ E(−1,n)
C
⊕ · · · ⊕ E(−1,n− j)
C
}R
where E(−p,l)
C
is deﬁned in (28) and the exponent in the above deﬁnition of E( j) means decomplexi-
ﬁcation of a complex vector space. Following the theory developed in [7] we get
i
(
SL2,m(r) ∩ E( j)
)= dimC(E−(m)C ⊕ · · · ⊕ E−(2)C ⊕ E(−1,n)C ⊕ · · · ⊕ E(−1,n− j)C )
= n(m− 1) + j + 1
and moreover:
i
(
SL2,m(r) ∩ E( j)
)+ dimC(E(−1,n− j)C ⊕ E(−1,n− j−1)C ⊕ · · · ⊕ E1C ⊕ E0C ⊕ E(1)C ⊕ · · · ⊕ E(m)C )
> dimC(Em)C.
From the equality we get: μ(m)n(m−1)+ j+1 −πr2n− j , while from the inequality and the theory developed
in [13] every invariant subset A of SL2,m(
√
2 ) such that i(A) = n(m − 1) + j + 1 have nonempty
intersection with the decomplexiﬁcation of E(−1,n− j)
C
⊕ E0
C
⊕ E(1)
C
⊕ · · · ⊕ E(m)
C
, hence from (38):
sup I −πr2n− j
A
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μ
(m)
n(m−1)+ j+1 = −πr2n− j .
3.6. A comparison theorem
In this subsection we will obtain bounds, independent of m, for the minimax critical levels c(m)k ,
k = nm,nm − 1, . . . ,nm − n + 1. Following [13] this will be accomplished through comparison of the
critical levels of the action on Sm and SL2,m(r), r = R1, R2. Our comparison argument is based on the
equivariant transversal vector ﬁeld deﬁned in Proposition 3.2.
Proposition 3.3. Let m ∈ N, j = 0, . . . ,n − 1, and c(m)n(m−1)+ j+1 , μ(m)n(m−1)+ j+1 deﬁned in (50), (51). Then if
γ = ed, d = R22−R212c , and c = c2 is deﬁned in the statement of Proposition 3.2:
μ
(m)
n(m−1)+ j+1γ
−1 R21
2
= −πr2n− jγ−1
R21
2
 c(m)n(m−1)+ j+1 −πr2n− jγ
R22
2
= μ(m)n(m−1)+ j+1γ
R22
2
. (53)
Proof. Firstly, we will show that there exists a bijection between Γ (m)q (Sm) and Γ
(m)
q SL2,m(Rl),
l = 1,2, where, of course, we pay particular attention to the cases when q = n(m − 1) + j + 1:
ϕ˜1 : Γ (m)q
(
SL2,m(R1)
)→ Γ (m)q (Sm), (54)
ϕ˜2 : Γ (m)q (Sm) → Γ (m)q
(
SL2,m(R2)
)
. (55)
Let X be the transversal vector ﬁeld deﬁned in Section 3.4. In Proposition 3.2 we proved that S and
(S2L)(r), R1  r  R2, are strictly transverse to X . Therefore, recalling that X preserves the splitting
of E and therefore Em is X-invariant, there exist two C1 functions
τ1 : SL2 → R+,
τ2 : S → R+
deﬁned by the equations
ψ
(
φ
τ1(η)
X (η)
)= 1,∥∥φτ2(η)X (η)∥∥22 = R22.
From Proposition 3.2
1
2
d
dt
∥∥φtX (η)∥∥22  c2 > 0,
therefore,
0< τ1(η) + τ2(η) < d, (56)
d = R22−R212c2 . We deﬁne
ϕ1 : SL2 (R1) → S,
ϕ2 : S → SL2 (R2)
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ϕ1(η) = φτ1(η)X (η),
ϕ2(η) = φτ2(η)X (η).
We claim that for l = 1,2:
τl is invariant,
ϕl is equivariant,
ϕl preserves the splittings (30), (31).
In fact, for any θ ∈ S1, the invariance of S and the equivariance of X imply
φ
τ1(Tθ η)
X (Tθη) = Tθφτ1(Tθ η)X (η) = ζ,
hence, φτ1(Tθ η)X (η) = T−θ ζ , and necessarily φtX ((η)) ∈ S has a unique t-solution t = τ1(η). It follows
that
τ1(Tθη) = τ1(η).
The proof of the invariance of τ2 is analogous. Let us prove the equivariance of ϕ1, the proof for ϕ2
being analogous. Using the deﬁnition of ϕ1, the invariance of τ1 and the equivariance of φtX , we get
Tθϕ1(η) = Tθφτ1(η)X (η) = Tθφτ1(Tθ (η))X (η) = φτ1(Tθ (η))X (Tθη) = ϕ1(Tθη).
The regularity of ϕ1 follows from general properties of the ﬂows and a straightforward application of
the Implicit Function Theorem. We deﬁne:
ϕ˜1(A) = ϕ1(A),
ϕ˜2(A) = ϕ2(A).
For every A ∈ Γ (m)k (SL2,m(
√
2 )):
i
(
ϕ1(A)
)
 i(A).
This follows easily from the equivariance of ϕ1, the fact that it preserves the splittings (30), (31) and
the monotonicity property of the Fadell–Rabinowitz index, cf. [7]. This ends the proof that ϕ˜l , l = 1,2,
are well deﬁned, and it is easy to check that the same is true for their inverses ϕ˜−1l (A) = ϕ−1l (A),
l = 1,2. From statement (f) in Proposition 3.2, for η ∈ SL2,m(R1):
I(η) eτ1(η) I(η) = I(ϕ1(η)) I(ϕ2 ◦ ϕ1(η))= eτ2(ϕ1(η))+τ1(η) I(η).
From (56): 0 τ2(ϕ1(η)) + τ1(η) d hence if B ∈ Γk(SL2 (R1)):
sup
B
I  sup
ϕ˜(B)
I  sup
ϕ˜2◦ϕ˜1(B)
I.
Let γ = ed . From
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(
Γ mq
(
SL2 (r1)
))
,
Γ mq
(
SL2 (R2)
)= ϕ˜2 ◦ ϕ˜1(Γ mq SL2 (R1))
(53) follows. 
3.7. Convergence of the approximated critical points
In the previous section we proved for any m ∈ N and for j = 0, . . . ,n − 1 the bounds
−πr2n− j
R22γ
2
 c(m)n(m−1)+ j+1 −πr2n− j
R21
2γ
. (57)
For any ﬁxed j = 0, . . . ,n−1 let {ζm, j}m be the sequence of critical points of the variational problems:
I| : Sm → R
and let {λm, j}m be the relative Lagrange multipliers, therefore:
dI(ζm, j)h = λm, jdψ(ζm, j)h (58)
for every h ∈ Em . If ζm, j = (Pm, j, Qm, j) we can choose h = (Pm, j,0) and we obtain by easy computa-
tion that
dI(ζm, j)(Pm, j,0) = c(m)n(m−1)+ j+1, (59)
then from (58), (59):
c(m)n(m−1)+ j+1 = λm, j
1∫
0
(
∂H
∂p
(Pm, j, Qm, j), Pm, j
)
dt. (60)
Analogously, putting h = (0, Qm, j) in (58), we get
c(m)n(m−1)+ j+1 = λm, j
1∫
0
(
∂V
∂q
(Qm, j), Qm, j
)
dt + 1
2
1∫
0
((
∂q A(Pm, j, Qm, j)Qm, j
)
Pm, j, Pm, j
)
dt. (61)
If there exists c > 0 such that ‖Pm, j‖22  c for every m, boundedness of a subsequence {λm, j}m of
Lagrange multipliers follows from (60) and (A.2) in Proposition 2.1. Therefore we can suppose, possibly
selecting a subsequence and using (43) that ‖Pm, j‖22 = o(1), and ‖Qm, j‖22  R21 − o(1). Then for m >
m0, statement (V.4) in Proposition 2.1 and (13):
∣∣∣∣∣
1∫
0
(
∂V
∂q
(Qm, j), Qm, j
)
dt + 1
2
1∫
0
((
∂q A(Pm, j, Qm, j)Qm, j
)
Pm, j, Pm, j
)
dt
∣∣∣∣∣> α2 R21 − α4 R21 = α4 R21
and from (61) a subsequence of {λmj}m is bounded also in this case.
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must show that {ζ˙m, j}m is L2-bounded. In fact
dI(ζm, j)(− J ζ˙m, j) = ‖ζ˙m, j‖22 = λm, j
1∫
0
(∇H(ζm, j),− J ζ˙m, j)dt,
hence
‖ζ˙m, j‖22  |λm, j |
∥∥∇H(ζm, j)∥∥2‖ζ˙m, j‖2.
From (9) and boundedness of the Lagrange multipliers it follows that {ζm, j}m is bounded in E . There-
fore for a diverging sequence {mk}k we get λmk → λ and ζmk ⇀ ζ j in E (hence ζmk → ζ j uniformly,
too). From (58) it follows that
(
dI(ζ j) − λdψ(ζ j)
)
h = 0
for every h ∈⋃∞N=1 EN , therefore dI(ζ j)−λdψ(ζ j) ≡ 0 in E , and ζ j is a critical point of the restriction
of the action to S .
3.8. Geometrically distinct solutions and end of the proof of Theorem 2.1
Let ζ,η ∈ E , ζ : t → z(t), η : t → w(t) with
Γ = z(S1)= w(S1).
We say that ζ , η are not geometrically distinct. Let ζ , η be two not geometrically distinct C1 curves,
which are critical points of the action corresponding to different positive critical values: hence
dI|S (ζ ) = dI|S (η) = 0, Ψ (ζ ) = Ψ (η) = 1 and I(ζ ) = I(η). The orbit Γ is an embedded circle in Σ :
let γ : S1 → Γ ⊂ R2n be an embedding diffeomorphism. We can associate to ζ and η two (nonzero)
integers l, m which are the degrees of the mappings z ◦ γ −1 : S1 → S1, w ◦ γ−1 : S1 → S1. Let
I0 = I(γ (t)) =
∫
Γ
p dq, then I(ζ ) = lI0, I(η) =mI0 and we can suppose 0< l <m.
Lemma 3.1. I0 is a critical value of I| : S → R.
Proof. In fact, H(γ (t)) ≡ 1 hence γ ∈ S; moreover γ (S1) = Γ is a closed characteristic (cf. [10]) on Σ
hence is a critical point of I restricted to S . 
We need another lemma, due to Yorke [18]: for completeness we report here the proof given in [3],
adapting it to our case of study.
Lemma 3.2. (See [3,18].) Let t → z(t) be a periodic solution of
z˙ = J∇H(z)
such that H(z(t)) ≡ 1. If ‖ ∂2H(z)
∂z2
‖ K on Σ then the period T of t → z(t) satisﬁes
T  2π
K
.
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∂z2
‖ implies
∣∣z˙(t + s) − z˙(t)∣∣ K ∣∣z(t + s) − z(t)∣∣,
hence
∣∣z¨(t)∣∣ K ∣∣z˙(t)∣∣. (62)
Let t → z(t) be T -periodic: then ∫ T0 z˙(t)dt = 0 and the Poincaré–Wirtinger inequality applies to z˙(t)
giving
2π
T
T∫
0
∣∣z˙(t)∣∣2 dt 
T∫
0
∣∣z¨(t)∣∣2 dt.
Then from this inequality and (62) we get
2π
T∫
0
∣∣z˙(t)∣∣2 dt  T
T∫
0
∣∣z¨(t)∣∣2 dt  T K
T∫
0
∣∣z˙(t)∣∣2 dt,
which proves the lemma. 
We prove now a lower bound for the positive critical values of I| : S → R.
Lemma 3.3. Let H(p,q) be the Hamilton function deﬁned in Section 2, and let K be the constant introduced
in the above lemma. Then a positive critical value c of I| : S → R veriﬁes
c  a0 = 2π
K
min
{
Cα
2(α + M) R
2
1,
α
2
R21
}
(63)
where C , α, M, R1 are deﬁned respectively in statements (A.2) and (V.4) in Proposition 2.1, inequality (13) and
in the geometric bounds (43).
Proof. Let ζ : t → (p(t),q(t)) be a critical point of I| → R, I(ζ ) > 0. As we already noticed, we have
I(ζ ) = dI(p(t),q(t))(p(t),0)= λ
1∫
0
〈
Hp
(
p(t),q(t)
)
p(t), p(t)
〉
dt (64)
and
I(ζ ) = dI(p(t),q(t))(0,q(t))= λ
1∫
0
{〈
Vq
(
q(t)
)
,q(t)
〉+ 〈(Aq(p(t),q(t))q(t))p(t), p(t)〉}dt. (65)
The curve t → (p(t),q(t)) is a 1-periodic solution of
p˙ = −λHq(p,q),
q˙ = λHp(p,q),
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teristic deﬁned by ζ on Σ . From Lemma 3.2:
λ 2π
K
,
therefore from (64), (65), Proposition 2.1 and (13) we have
I
(
p(t),q(t)
)
 2π
K
C‖p‖22
and
I
(
p(t),q(t)
)
 2π
K
(
α‖q‖22 − M‖p‖22
)
.
Then from (43) ‖p|22 + ‖q‖22  R21 and (63) follows immediately analyzing the two different cases
‖p‖22  α2(α+M) and ‖p‖22 < α2(α+M) . 
Let ζ , η be the two not geometrically distinct positive critical points of I| : S → R, corresponding to
the positive critical levels lI0, mI0, 0< l <m. From Lemma 3.3 it follows the fundamental inequality:
I(η) − I(ζ ) (m − l)I0  a0. (66)
We can now ﬁnish the proof of Theorem 2.1.
Proof of Theorem 2.1. For every m ∈ N we found n approximated critical values satisfying (57), i.e.
c(m)n(m−1)+ j+1, j = 0, . . . ,n − 1:
−πr2n− j
R22γ
2
 c(m)n(m−1)+ j+1 −πr2n− j
R21
2γ
.
In the last subsection we proved that to each of these n sequences of approximated critical values
correspond at least one critical point ζ j , j = 0, . . . ,n − 1, whose relative critical value c j obviously
satisﬁes
c j ∈ I j =
[
−πr2n− j
R22γ
2
,−πr2n− j
R21
2γ
]
.
In order to prove that the ζ j ’s are n geometrically distinct critical points, in view of (66) it is suﬃcient
to prove that:
(a) the critical values c0, . . . , cn−1 are distinct,
(b) if c j < ck , j,k = 0, . . . ,n− 1, then: |ck − c j| < a0.
Condition (a) follows from
I j ∩ I j+1 = ∅
for j = 0, . . . ,n− 2 which is implied by
(
rn− j
r
)2
>
(
R2
R
γ
)2
. (67)n− j−1 1
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(
R2
R1
γ
)2
< a0
(
r1
rn
)2
. (68)
Conditions (67), (68) are exactly those requested in the pinching hypothesis of Theorem 2.1. From the
constrain on the mean value of the energy and from Energy Conservation Law, it follows that each
of these periodic solutions satisﬁes H(p(t),q(t)) = H(z(t)) ≡ 1 hence belongs to Σ = {H = 1}. The
values of the action at these periodic orbits are different from zero, hence they are not stationary
solutions. Moreover we remark that these n periodic solutions correspond to different values of the
action. 
From the bundle structure π :Σ → D the n periodic solutions obtained from Theorem 1.1 project,
via the standard symplectic bundle structure in Rnp ⊕Rnp , onto D , and in fact it is easy to see that the
projections of such periodic solutions onto the conﬁguration space can only have isolated intersections
with ∂D . This is related to the existence of brake orbits, see Seifert [15] and Weinstein [17].
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