Abstract-This paper addresses the problems of state space reconstruction and spatio-temporal prediction for lattice dynamical systems. It is shown that the state space of any finite lattice dynamical system can be embedded into a reconstruction space for almost every, in the sense of prevalence, smooth measurement mapping as long as the dimension of the reconstruction space is larger than twice the size of the lattice. Based on this result, an input-output spatio-temporal dynamical relation for each site within the lattice is derived and used for spatio-temporal prediction of the system. In the case of infinite lattice dynamical systems, an approach based on constructing local lattice dynamical systems is proposed. It is shown that the finite dimensional results can be directly applied to the local modelling and spatio-temporal prediction for infinite lattice dynamical systems. Two numerical examples are provided to demonstrate the proposed theory and approach.
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I. INTRODUCTION
L ATTICE dynamical systems (LDSs) are spatially extended dynamical systems composed of a finite or infinite number of interacting dynamical systems modelled on an underlying spatial lattice with some regular structure, for example, the integer lattice in the plane. Such systems arise as models in many applications, including chemical reactions [8] , materials science [3] , image processing and pattern recognition [6] , biology [15] , [16] , and ecology [25] . On the other hand, many LDSs arise from the discretisation of a system of partial differential equations. For example, consider the following two-dimensional Sine-Gordon equation: (1) A discretisation of (1) in the space variables by approximating the Laplace operator as (2) Manuscript received January 19, 2005 ; revised August 2, 2006. Recommended by Associate Editor E. Bai. This work was supported by the EPSRC (U.K.).
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Digital Object Identifier 10.1109/TAC. 2007 . 894513 and letting leads to a continuoustime lattice dynamical system (3) where , , , , . By further discretising the time variable, a discrete-time and discrete-space lattice dynamical system representation of the Sine-Gordon equation can be derived.
A fundamental characteristic of LDSs is the fact that the local state-space variables associated to each lattice node or spatial site are the same over the given lattice, that is, represent the same set of physical quantities such as pressure, temperature, velocity etc., which makes the global states of LDSs distributions on the lattice. This feature distinguishes LDSs from conventional dynamical systems.
As a class of spatially extended dynamical systems, LDSs are able to reproduce complex spatio-temporal patterns and to exhibit surprisingly rich dynamical behaviours, including spatiotemporal chaos, intermittency, traveling waves and pattern formation [14] , [6] , [12] , [1] . Most of the early work relating to the identification and prediction of spatially extended dynamical systems involved time series analysis characterised by correlation dimensions, Lyapunov characteristic exponents and Kolmogorov entropies, but these provide little information about the spatial structure or the underlying spatio-temporal relationships.
Various methods for the identification of local LDS models, in particular coupled map lattice (CML) models, from spatio-temporal observations have already been proposed [7] , [18] , [19] , [9] , [21] . An important step in all of these modelling methods is the proper reconstruction of the local state vectors at some specified site in the lattice from the measured data, that is determining the spatio-temporal region which influences the dynamics of that site. In all previous studies, this spatio-temporal relationship was determined by various heuristic or pre-specified approaches. Then the following question naturally arises, "does such a reconstruction of the state space exist for any generic observation functions?"
A positive answer to this question is that it is closely related to the embedding problem. The time-series embedding theory for -dimensional dynamical systems has been established by Packard et al. [20] , Takens [26] , and Sauer et al. [23] . These results are dedicated to time-series embedding and prediction of -dimensional autonomous dynamical systems. Sauer et al. [23] have shown that the delay-coordinate embedding theorem for single-variable measures could be extended to the case of multivariable measures (cf. [23, Rem. 2.9] ). The result of [23] can be directly applied to autonomous LDSs with a finite lattice. For instance, consider an LDS defined on a finite lattice with sites and with a one-dimensional local state space at each site, then such a spatially extended system can be regarded as a -dimensional dynamical system when using distributions on the lattice as global states. The result of [23] says that for any spatial region of sites of the lattice, there generically exists a one-to-one correspondence between the global states and the mixed delay coordinate vectors as long as the dimension of the reconstruction space is larger than . Then a spatio-temporal dynamical relationship within can be derived which can be used to predict the dynamics in one spatial site knowing the others.
The time-series embedding theoretical problem for dynamical systems with external inputs has also been studied by [4] and [22] . However, [4] only gave a heuristic argument for single variable systems and [22] presented their results in the sense of dense rather than in the sense of prevalence. In this paper, the embedding result is extended to the case of finite lattice LDSs with external inputs in a rigorous mathematical manner. It is shown that under similar conditions, for almost every, in the sense of prevalence, set of smooth functions there exists a one-to-one correspondence between the states and the mixed delay coordinate vectors as long as the input space is bounded. In the case of an infinite lattice, approaches to local state space reconstruction and spatio-temporal prediction are discussed.
The paper is organised as follows. Section II introduces the state space representation of finite lattice LDSs with external inputs and presents the construction of mixed spatio-temporal delay coordinate vectors for such systems. Section III provides some fundamental concepts on "prevalence" and "almost every" and then gives the main results about spatio-temporal embedding problems. In Section IV some estimation techniques for the identification and spatio-temporal prediction of LDSs for both finite and infinite lattices are introduced. Section V illustrates the proposed approach using two numerical examples. Finally, conclusions are given in Section VI.
II. LATTICE DYNAMICAL SYSTEMS AND SPATIO-TEMPORAL DELAY COORDINATE VECTORS
This paper involves a study of a class of LDSs which can be described as follows. Let be an integer and be the -dimensional integer lattice or a subset of it. That is, . The LDS considered herein is a system with discrete time where the spatial variable takes values in the discrete lattice . The state of the system is represented by the vector with (here for brevity and without loss of generality it is assumed that the local state is one-dimensional) for each . In the case , the phase space is an infinite-dimensional Banach space as follows: (4) where and the norm could be the or norm. The LDS with discrete time can be expressed by (5) where is the input of the system, and is the input space. In this and the following section, it is assumed that is a finite subset. That is LDSs with a finite number of interacting dynamical systems are investigated. Let . In this case the state-space representation (5) can be rewritten as (6) where and , , is the cardinal number of set , are the state and input of the system at time instant . Here, it is assumed that the admissible control set is a bounded subset of . is a smooth nonlinear map. In general, the direct measurement of the state vector is not possible and only some observable variable which depends on the state and the input can be measured. Therefore, the state-space model (6) of the LDS is usually complemented with a measurement equation (7) where is a smooth map from to . For any given smooth map and any positive integers (without loss of generality it is assumed that throughout the paper), consider the following spatio-temporal delay coordinate vector: (8) where and for any . . .
then a map can be defined by (10) where . The map is well defined and smooth. To be able to reconstruct the state space and in turn to guarantee an input-output relationship exists, the requirement is (10) has a unique solution for with respect to and smoothly depending on and , which means there exists a one-to-one immersion between states and the delayed inputs and outputs. Let represent such a relationship as follows: (11) It follows, by substituting the in relation (11), into (6) and iterating, that a function relation exists satisfying (12) Remark 1: Following (12), if it is considered are observations from different spatial sites in the lattice , then for each observed site (13) where represents the coupling effects from other observed spatial locations and represents the time lag at the location . With the establishment of this input-output spatio-temporal relationship, the spatial evolution of the underlying spatio-temporal dynamical systems can be predicted using observations as long as they are deterministic.
III. SPATIO-TEMPORAL EMBEDDINGS FOR LDSS

A. The Finite Lattice Case
Let be a complete metric space. Here a measure on means a nonnegative measure that is defined on the Borel sets of and is not identically zero. For a subset , means the translate of by a vector . Definition 1: [13] Let be a complete metric linear space. A measure is said to be transverse to a Borel set if it has a compact support and for any . A set is said to be shy if there exists a Borel set such that and a Borel measure on which is transverse to .
A set is said to be prevalent if is shy. The motivation of shyness and prevalence comes from the Fubini theorem. Note that any prevalent set is dense in and that for Euclidean spaces any is shy if and only if the Lebesque measure of vanishes. Therefore, for subsets of finite dimensional spaces the term prevalent is synonymous with "almost every," in the sense of outside a set of measure zero.
Definition 2: [13] A finite-dimensional subspace is a probe for a set if the Lebesque measure supported on is transverse to a Borel set which contains the complement of . Following the Definitions 1 and 2, a sufficient condition for to be prevalent is that it has a probe . The box-counting dimension of a compact set in is defined as follows.
Definition 3: Let be a compact set in . For a positive number , let be the set of all points within of , that is for some . Let be the number of boxes that intersect . Then, the box-counting dimension of is defined as (14) if the limit exists. If not, the upper box-counting dimension or lower box-counting dimension can be defined by replacing the limit by the or . Let and are bounded subsets, be a smooth map, and any positive integers (assuming that ). Let be the set of all smooth maps from to . For any and any , let be the smooth map from to defined by (10) , that is, for any and
Now, define an extended map as (16) then the map is well defined and smooth. First, let us consider the case that the system has no input, that is and the system is autonomous. In this case, it is easy to see that all the results in [23] hold. For completeness, the main embedding theorem there is listed here Theorem 1: [23] Let be a diffeomorphism on an open subset of and let be a compact subset of with . Assume that for every positive integer , the set of the periodic points of period satisfies , and that the linearisation for each of those orbits has distinct eigenvalues. Then, if , for almost every smooth function on , is 1) one-to-one on ; 2) an immersion on each compact subset of a smooth manifold contained in . This theorem says that when the system has no input, as long as , for any given smooth observation function , is an embedding for almost every where is the infinitesimal disturbance of along its probe space. Intuitively, the introduction of an input space should not affect the embedding properties of the autonomous system. However, there are indeed some inputs which destroy the conclusions of Theorem 1. That is, there might exist an observation function such that no matter how disturbing it is along the probe space, is still not an embedding because of the constraints of the inputs. In this case, one possible way to make an embedding is to disturb the inputs. In what follows, this will be discussed in detail. Since , . Then, the probability that the set contains 0 is at most the probability that , which is a constant times . For any positive number , the probability that at least of the images contain 0 is at most a constant times . Therefore, can be covered by fewer than of the subsets of except with probability at most . 
B. The Infinite Lattice Case
In this section, the problem of local state-space reconstruction for infinite lattice LDSs will be discussed.
Let be the -dimensional integer lattice. A LDS defined on has a phase space which is an infinite-dimensional Banach space. The systems of interest herein are the infinite lattice LDSs having the property of finite-range interaction. Specifically, let be a fixed finite subset of the lattice, which represents the finite-range interaction. Then, the infinite lattice LDS (5) can be written as (22) where is a smooth function.
In what follows, the local dynamics of the LDS will be constructed. To this end, let , be the following finite lattice: (23) Then, the local finite lattice LDS defined on can be constructed according to (22) with some boundary condi-tions. The width of the frame of boundary sites is usually equal to the neighbourhood size . For instance, if , , then and the boundary sites are (24) The three most commonly chosen boundary conditions are: Neumann, periodic and Dirichlet boundary conditions. The Neumann boundary condition is the zero flux boundary condition, that is the states of the boundary sites are set equal to the states at the corresponding neighbourhood sites in . For the previous example, then , , and (25) The periodic boundary condition identifies the first and the last rows (respectively, columns) of the array , namely, for ,
The Dirichlet boundary condition involves fixed boundary values which are prescribed on the boundary sites. If the finite subset is large enough ( ), then with any specified boundary condition, the LDS defined on forms a discrete system defined on a -dimensional phase space. Therefore, Theorem 1 can be directly applied to such a finite dimensional system to obtain a local spatio-temporal input-output relationship between the sites with for the measurement functions defined on the same lattice . Discussions on the effects of these boundary conditions on the global spatiotemporal patterns can be found in [24] .
IV. SYSTEM IDENTIFICATION AND SPATIO-TEMPORAL PREDICTION
Consider a LDS which is defined on either a finite or infinite lattice having the property of finite range interaction. That is, for any given location , the dynamics of this location can only be affected directly by the dynamics from finite spatial locations. The set of those spatial locations is called a neighbourhood of that particular location . Let denote the location and its neighbourhood which is composed of a total of spatial locations, then as discussed in the previous section, the local -dimensional lattice LDS on of the LDS can be described with some specific boundary conditions. The task of system identification is to reconstruct the local -dimensional dynamics using a set of inputs and observations. The rationale of this reconstruction follows Theorem 2. First, Theorem 2 suggests, that for a given (local) LDS and a set of observation functions, a nonlinear input-output map , which can reproduce the dynamics of the LDS, exists generically. Second, Theorem 2 also suggests how a good choice of time lags for an approximation of the model (12) depends on the underlying space dimension and the number of observed locations. Now let denote the local LDS defined on the lattice , and are the observation functions from different spatial locations in . Reconstructing the dynamics means to approximate the function (27) Note that (12) can be written as (27) if all are equal. Even if they are not equal, this can still be done by introducing new output variables, for instance, . The most commonly used approach to find an approximation to an unknown nonlinear function is to describe as a linear-in-the-parameters model using a set of given basis functions and then to identify the corresponding parameters for those basis functions using an identification algorithm. In this paper, an orthogonal forward regression algorithm (OFR) [5] is applied to a set of polynomial basis functions.
Generally speaking, model structure selection and parameter estimation are the two central issues in any nonlinear system identification problem including LDS identification. No matter what methods are used such as, for example Akaike's information criterion (AIC) and minimum description length (MDL), cross-validation (CV) procedures, or the alternating conditional expectation (ACE) method, model structure selection often involves a great number of candidate model terms or basis functions. This problem is relatively simple in the linear model case but becomes acute for nonlinear models where typically many candidate terms exist. The first key step therefore is to determine which terms or bases are significant and should be included in the system model. The inclusion of insignificant or redundant model terms might result in a much more complex model, involving a large number of parameters, and as a consequence the model may become oversensitive to the fitting data and is likely to exhibit a poor generalisation property. Therefore, a parsimonious model structure is highly desired. It follows that what we are looking for is a model structure as simple as possible, which can reproduce the system dynamics in a robust and effective way. In this paper, an OFR algorithm is used. An outstanding advantage of the algorithm, which distinguishes it from any other identification algorithms including AIC and related methods, is that the significant terms can be selected sequentially, optimally and independently. This means that the contributions of candidate model terms can be decoupled and decomposed, and as a consequence the significance of each candidate model term can be measured using the associated error reduction ratio (ERR). Significant model terms can therefore be ranked according to the ERR values. The order of selected model terms is independent of the order in which candidate model terms are progressively entered into the regression equation. It has been shown that the OFR algorithm can often produce a very simple and effective model structure when applied in system identification. A rigorous analysis of the algorithm can be found in [2] . However, like any other identification method, a candidate set of model terms needs to be specified in advance for the OFR algorithm. This leads to the question "how can we determine this candidate set of model terms?" This is very important because if some of the significant terms/variables are not included in this set, it definitely will result in a wrong model structure and hence we cannot expect a good model to be obtained by system identification algorithms. The main result of this paper provides guidelines on how to solve this important problem. Although the state space reconstruction theorem in this paper does not provide any structural or order information for the approximation, it does provide a significant number-the embedding dimension. This number tells us that if we use the lagged data up to this number as candidate model variables, all significant variables should have been included in the model (the state space can be well reconstructed). Using this initial candidate set of variables and some basis function structure, a candidate set of model terms with all significant variables and terms can be easily obtained. In this sense, the embedding theorem for the system identification can be situated within the framework of model selection developed in statistical science.
For a given location , from (27) the input-output dynamics at that particular location are (28) which can alternatively be rewritten as (29) where are augmented inputs representing all of , and . Approximating in terms of a polynomial expansion of a given degree gives the representation (30) where , all represent parameters and all represent lagged terms in or , and denotes the error of this approximate representation.
The OFR algorithm involves a stepwise orthogonalisation of the regressors and a forward selection of the relevant terms based on the error reduction ratio (ERR) criterion [2] . The algorithm provides the optimal least-squares estimate of the parameters . The identification procedure to obtain an estimate of the function is outlined as follows.
i) Determine the neighbourhood for the identified spatial location and then the dimension of the local LDS around that location. In practice, the neighbourhood of a given location for a LDS might not be known a priori. In some cases it might not be possible to observe or measure even if the neighbourhood is known. In these cases, the algorithm can be applied by using a collection of other spatial locations, which can be observed but which may be different from the proper neighbourhood. This follows because the idea behindTheorem2isthatitshouldbesufficientto useanumber of "proper" independent spatial and temporal quantities to specify the state of a LDS at any given time and any given location. In other words a (local) LDS can be modelled in many different ways depending on the selection of the independent variables. Assume the number of total locations which can be observed is . ii) Determine the time lags satisfying for a finite lattice LDS with sites. In the case that the underlying LDSs are infinite lattices with finite range interaction, practically the local reconstruction can still be carried out with sufficiently large because the local LDS is of finite dimension. iii) Apply the OFR algorithm to select the relevant terms and obtain estimates of the parameters. iv) Apply model validity tests to evaluate the obtained model. The local LDS model identified using a set of data from a given spatial site can be validated on data recorded at different spatial locations by computing the model predicted output
where represent lagged terms in , or . The model predicted output is a much more rigorous test than the one step ahead predicted output which most authors use. The one-step-ahead predicted output is given by replacing the estimated outputs on the righthand side of (31) by the measured values . If no valid models are found, repeat the procedure with a larger set of candidate terms.
V. NUMERICAL EXAMPLES
A. Example 1: Nonhomogenuous Wave Equation
Consider the following non-homogenuous wave equation Such a spatially extended dynamical system can be considered as a lattice dynamical system when both the space and time are properly discretised. In the simulation, the spatial domain was sampled at 21 equally spaced points over [0, 1] . In this way, this system can be regarded as a lattice dynamical system with a finite lattice where . Therefore, the global state-space is . For each site, 200 input/output data points sampled at were generated. The data are plotted in Figs. 1 and 2 .
In this simulation, the following three cases were investigated: Case 1) For a given site , observation locations were set to be and while the observation function was taken as (36)
Case 2) For a given site , observation locations were set to be , , and while the observation function was taken as
Case 3) For a given site , observation locations were set to be , , and while the observation function was taken as (38) In all three cases it is theoretically required that the time lags for each set should be , . However, here the simulation results show that a small time lag is sufficient to represent this particular system. The identification data consisted of 100 data points randomly selected from the data set. In addition, 100 input and output data from neighbouring locations acted as regressors during the identification. The three identified models are listed in Table I , where Estimates denotes the identified parameters , and ERR denotes the error reduction ratio [2] . More specifically, the identified models for the three cases are Case 1:
Case 3:
The model predicted output and the model predicted errors are plotted in Figs. 3-5 which show very good agreement between the exact solution and the model outputs. Most existing results on the reconstruction of local dynamics for spatio-temporal dynamical systems require a knowledge of the neighbourhood of the identified spatial location, that is the embedding dimension. However, it is often a difficult task to determine the proper neighbourhood. Actually the problem of determining the embedding dimension for scalar time-series has been studied extensively over the past decade. Many practical methods has been proposed such as the well-known false neighbours method [17] . However, it is much more difficult to determine a suitable embedding dimension for LDSs. In [7] , the spatio-temporal dynamical equations were assumed to be symmetrically coupled with neighbouring lattice sites within a circular neighbourhood with some finite radius in the spatial domain. In [9] and [21] , a state vector was reconstructed from a set of neighbouring values in a rectangular spatio-temporal region while a simple triangular region was used by [18] . A coarse-to-fine strategy was also proposed to detect the proper neighbourhood in [10] . However, from Theorem 2 and the simulation results here it is shown that a spatio-temporal dynamical system can be locally embedded in different reconstruction spaces.
B. Example 2: Sine-Gordon Equation
Consider the two-dimensional Sine-Gordon equation [11] (42) which describes the motion of the magnetic flux quanta on a Josephson junction transmission line.
The exact three-soliton solution of (42) can be expressed in the following form: From each location, 20 input-output data points sampled at were generated. Fig. 6 shows four snapshots of at , , , and , respectively. In this simulation, the neighbourhood for site was chosen as and . The identification data consisted of 15 data points of input/output data , at the node . The identified model is listed in Table II . The model predicted outputs are plotted in Fig. 7 , which show that the identified LDS model can reproduce the spatio-temporal patterns of the original system very well.
VI. CONCLUSION
A spatio-temporal embedding theorem for finite lattice LDSs with external inputs has been proved. Although this result is similar to that of [23] who studied the simpler time series case, it is believed that the insight the new embedding result brings to the spatio-temporal case is an important step in the development of spatially extended dynamical systems. With this result, the spatio-temporal prediction of LDSs can be realized. It has also been demonstrated that the new embedding theorem can be directly applied to the local modelling of LDSs defined on an infinite lattice. Furthermore, from a practical point of view, the new results provide a guide to determining the neighborhood and time lags for the problem of system identification of LDSs.
