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Abstract
This paper is concerned with the regularity, exponential stability of solutions and existence of
universal attractor in H 4 for a nonlinear one-dimensional compressible Navier–Stokes equations
describing a motion of heat-conductive viscous real gas in a bounded domain = (0, 1). Some
new ideas and more delicated estimates are introduced to prove these results.
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1. Introduction
In this paper we prove the regularity, exponential stability of solutions and existence
of universal attractor in H 4 for a nonlinear one-dimensional compressible Navier–Stokes
equations which describe a motion of heat-conductive viscous real gas in a bounded
domain  = (0, 1). It is well known that referential (Lagrangian) form of the conser-
vation laws of mass, momentum and energy for a one-dimensional real gas with the
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reference density 0 = 1 reads (see, e.g., [6,23,25,26,29,30,35–40,43,45–48,50,52,53,57])
ut − vx = 0, (1.1)
vt − x = 0, (1.2)
(e + v2/2)t − (v)x +Qx = 0 (1.3)
and the second law of thermodynamics is expressed by the Clausius–Duhem inequality
t + (Q/)x0. (1.4)
Here subscripts indicate partial differential derivations, u, v,, e,Q,  and  denote the
speciﬁc volume, velocity, stress, internal energy, heat ﬂux, speciﬁc entropy and absolute
temperature, respectively. Note that u,  and e may only take positive values.
We consider problem (1.1)–(1.3) in the region {0x1, t0} under the initial
conditions
u(x, 0) = u0(x), v(x, 0) = v0(x), (x, 0) = 0(x), x ∈ [0, 1] (1.5)
and boundary conditions
v(0, t) = v(1, t) = 0, Q(0, t) = Q(1, t) = 0, t0 (1.6)
or
v(0, t) = v(1, t) = 0, (0, t) = (1, t) = T0 = const. > 0, t0. (1.7)
For a one-dimensional homogeneous real gas, e,,  and Q are given by the constitutive
relations (see, e.g., [6,23,25,26,29,30,35–40,43,45–48,50,52,53,57])
e = e(u, ),  = (u, , vx),  = (u, ), Q = Q(u, , x) (1.8)
which in order to be consistent with (1.4), must satisfy
(u, , 0) = u(u, ), (u, ) = −(u, ), (1.9)
((u, v,w)− (u, , 0))w0, Q(u, , g)g0, (1.10)
where  = e −  is the Helmholtz free energy function.
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We consider a linearly viscous gas (or Newtonian ﬂuid)
(u, , vx) = −p(u, )+ (u, )
u
vx (1.11)
verifying Fourier’s law of the heat ﬂux
Q(u, , x) = −k(u, )
u
x, (1.12)
where the internal energy e and the pressure p are coupled by the standard thermody-
namical relation
eu(u, ) = −p(u, )+ p(u, ) (1.13)
to comply with (1.4).
We assume that e, p, and k are C5 functions on 0 < u < +∞ and 0 < +∞.
Let q and r be two positive constants (exponents of growth) satisfying one of the
following relations:
0r1/3, 1/3 < q, (1.14)
1/3 < r < 4/7, (2r + 1)/5 < q, (1.15)
4/7r1, (5r + 1/9) < q, (1.16)
1 < r13/3, (9r + 1)/15 < q, (1.17)
13/3 < r, (11r + 3)/19 < q. (1.18)
We assume that there exist positive constants , p0, p1, k0 and for any u > 0, there are
positive constants N(u), p2(u), p3(u) and k1(u) such that for any uu and 0 the
following conditions hold:
0e(u, ), (1+ r )e(u, )N(u)(1+ r ), (1.19)
p0
r+1 < up(u, )p1(1+ r+1), (1.20)
−p2(u)[l + (1− l)+ r+1]pu(u, ) − p3(u)[l + (1− l)+ r+1],
l = 0, 1, (1.21)
|p(u, )|p3(u)(1+ r ), (1.22)
k0(1+ q)k(u, )k1(u)(1+ q), (1.23)
|ku(u, )| + |kuu(u, )|k1(u)(1+ q). (1.24)
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For the viscosity (u, ), we assume that
(u, ) = 0, (1.25)
where 0 > 0 is a constant.
For the case of an ideal gas, i.e.,
e = CV ,  = −R 
u
+ vx
u
, Q = −	x
u
(1.26)
with suitable positive constants CV ,R, and 	, the global existence and asymptotic
behaviour of smooth (weak) solutions in Hi (i = 1, 2) to problem (1.1)–(1.3) and (1.5)–
(1.6) have been investigated by many authors (see, e.g., [1,6,23, 25,26,29, 30,35–41,
43,45–48, 52,53]). For the Cauchy problem with (1.26), we refer to the works [24,28,29,
32,33,39,40,43,51,67]. For a nonlinear one-dimensional heat-conductive viscous real
gas, the classical solutions (weak solutions in H 1) exist globally in time and con-
verge exponentially to a steady state in H 1 with some stronger assumptions than
(1.14)–(1.24) for problem (1.1)–(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5), (1.7) (see, e.g.,
[25,26,30]). Later on, with the assumptions (1.8)–(1.25), the author [45–48,50] es-
tablished the same results as above on the global existence and exponential decay
of weak solutions in H 1. Recently, with these assumptions (1.8)–(1.25), the author
[52] established the global existence of weak solutions in H 2 and exponential stabil-
ity in Hi (i = 1, 2) of the corresponding nonlinear C0-semigroup S(t), the latter of
which implies the exponential decay of solutions in Hi (i = 1, 2) and so improved
the results in [25,26,30,45–48,50]. For multidimensional initial boundary value prob-
lems and Cauchy problem, the global existence and asymptotic behaviour of smooth
solutions have been investigated for general domains only in case of “small ini-
tial data’’ (see, e.g., [1,7,11,12,17,20,24,27–29,31–40,42–44,51,57,63,67] and references
cited therein).
In this direction, based on the results in Hi (i = 1, 2) obtained in [52], we have
established in this paper the regularity and exponential stability of global solutions in
H 4 (or associated C0-semigroup), which are two new ingredients of this paper. As a
result, by the embedding theorem, the global solutions obtained in H 4 is actually a
classical one in C3+1/2 when it is subjected to the corresponding compatibility condi-
tions. Thus the exponential stability of classical solutions is obtained, which is a new
result for this model. This is the third new ingredient of this paper. Because the global
existence of classical solutions to problem (1.1)–(1.3), (1.5) and (1.6) was obtained
in [26,30], while the exponential decay (stability) in H 1 was given in [25,45–48,50],
and the global existence of weak solutions in Hi (i = 1, 2) and the exponential sta-
bility of the corresponding C0-semigroup on Hi (i = 1, 2) were established in [52].
Chen et al. [6] obtained global existence, asymptotic behaviour and regularity in H 1
of weak solutions to the compressible Navier–Stokes equations (1.1)–(1.3), (1.5)–(1.6)
with discontinuous initial data which were assumed that u0 ∈ BV, v0 ∈ L4(0, 1), 0 ∈
L2(0, 1), ‖v0‖L4+‖0‖+T V (u0)c0, c−10 u0(x)c0, 0c−10 , while in our case, we
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have established global existence and exponential stability in H 4 for both solutions and
the associated nonlinear C0-semigroup. This is the fourth new ingredient of this paper.
On the other hand, it is well known that continuous dependence of solutions on initial
data is very important, especially when we study inﬁnite-dimensional dynamics (which
is in fact equivalent to that the associated semigroup is continuous with respect to
initial data or the semigroup as an operator is continuous for any but ﬁxed time t). For
example, we refer to the works by Hoff and Serre [16], Hoff [17], Hoff and Zarnowski
[18] and Hoff [19] and the references therein. Hoff [19] established the continuous de-
pendence on initial data in L2 for the Cauchy problem of the Navier–Stokes equations
of one-dimensional isentropic compressible ﬂow with discontinuous initial data, while
we show in this paper that the associated C0-semigroup is continuous with respect to
initial data in H 4 which implies continuous dependence on initial data in H 4. This is
the ﬁfth new ingredient of this paper. For other models including thermoviscoelasticity
and phase transitions, we refer to the works [3–5,49,55,59,61,64].
As far as the associated inﬁnite-dimensional dynamics is concerned, we refer to works
[2,8–10,13–15,21,22,54,56,58,60,62,64–66] and references therein for the Navier–Stokes
equations of incompressible ﬂuids.
Concerning an ideal gas (1.26), Zheng and Qin [65] proved the existence of maximal
attractors in Hi (i = 1, 2) for problem (1.1)–(1.3), (1.5) and (1.6). Recently Qin and
Rivera [53,54] established the existence of universal attractors in Hi (i = 1, 2) for a
one-dimensional heat-conductive real gas of problem (1.1)–(1.3), (1.5), (1.6) or (1.1)–
(1.3), (1.5), (1.7) and for a compressible ﬂow between two horizontal parallel plates
in R3. Hoff and Ziane [21,22] proved the existence of a compact (global) attractor for
the one-dimensional isentropic compressible viscous ﬂow in a ﬁnite interval, while we
prove in this paper the existence of a universal attractor in H 4 for the compressible
heat-conductive viscous non-isentropic real gas whose Eqs. (1.1)–(1.3) are more com-
plicated than those in [21,22]. Moreover, the isentropic compressible viscous ﬂows in
a bounded domain in R3 was studied in [8,9,56]. Since they were based on the funda-
mental results on global existence of weak solution by Lions [34] and the uniqueness
is not known, it is not possible to exploit the usual solution semigroup approach. As
a result, the authors adopted a quite different method, i.e., they replaced the usual
solution semigroup approach by simple time shift, in other words, they worked on
the space of “short” trajectories. Therefore, besides some differences between [21,22]
and this paper mentioned above, there also exist some differences between this pa-
per and Refs. [8,9,56] in the following aspects: non-isentropic via isentropic; one-
dimensional heat-conductive viscous real gas via three dimensional compressible ﬂows;
solution semigroup approach via simple time shift. In this direction, based on the re-
sults on the existence of universal attractors in Hi (i = 1, 2) in [53] and the abstract
framework in [13], we have established the existence of universal attractor in H 4.
As for main difﬁculties encountered when studying the inﬁnite-dimensional dynamics
of problem (1.1)–(1.3), (1.5) and (1.6) or (1.7), we refer to the related statements
in [53].
It is noteworthy that since our arguments will involve more general constitutive rela-
tions in (1.8)–(1.13) and (1.19)–(1.25), the higher nonlinearities and partial derivatives
of higher order, more delicated estimates are needed.
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We deﬁne three spaces as
H 1+ = {(u, v, ) ∈ H 1[0, 1] ×H 1[0, 1] ×H 1[0, 1] : u(x) > 0, (x) > 0, x ∈ [0, 1],
v|x=0 = v|x=1 = 0, |x=0 = |x=1 = T0 > 0 for (1.7)},
H 2+ = {(u, v, ) ∈ H 2[0, 1] ×H 2[0, 1] ×H 2[0, 1] : u(x) > 0, (x) > 0, x ∈ [0, 1],
v|x=0 = v|x=1 = 0, x |x=0 = x |x=1 = 0 for (1.6) or
|x=0 = |x=1 = T0 for (1.7)}
and
H 4+ = {(u, v, ) ∈ H 4[0, 1] ×H 4[0, 1] ×H 4[0, 1] : u(x) > 0, (x) > 0, x ∈ [0, 1],
v|x=0 = v|x=1 = 0, x |x=0 = x |x=1 = 0 for (1.6) or
|x=0 = |x=1 = T0 for (1.7)}
which become three metric spaces when equipped with the metrics induced from the
usual norms. In the above, H 1, H 2, H 4 are the usual Sobolev spaces.
Let
Hi
 := {(u, v, ) ∈ Hi+ :
∫ 1
0
(E(u, )+ v2/2) dx
1,

6 
∫ 1
0
(e(u, )+ v2/2) dx
7 for (1.6),

2 
∫ 1
0
u dx
3, 
4
5, 
2/2u2
3}, i = 1, 2, 4,
where
E(u, ) =: (u, )−(1,)−u(1,)(u− 1)−(u, )(−) (1.27)
with  = 1 for (1.6) or  = T0 for (1.7), while 
i (i = 1, . . . , 7) are any given
constants satisfying

1 > 0, 0 < 
2 < 
3, 0 < 
4 < 
5, 0 < 
6 < 
7 (1.28)
with the following constraints:
0 < 
4 < T0 < 
5 for (1.7) (1.29)
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or
0 < 
4 < min
∈[
2,
3],e∈[
6,
7]
ˆ(, e), max
∈[
2,
3],e∈[
6,
7]
ˆ(, e) < 
5 for (1.6). (1.30)
Here ˆ = ˆ(, e) is the unique inverse function of the function e = e(, ) for any ﬁxed
 ∈ [
2, 
3], which is a monotone increasing function in e for any ﬁxed  ∈ [
2, 
3].
The unique existence of ˆ = ˆ(, e) follows from our assumption (1.19).
Obviously, Hi
 (i = 1, 2, 4) is a sequence of closed subspaces of Hi+ (i = 1, 2, 4).
We will see later on that the ﬁrst three constraints are invariant, while the last two
constraints are not invariant. These two constraints are just introduced to overcome the
difﬁculty that the original spaces Hi+ (i = 1, 2, 4) are incomplete. It should be pointed
out that it is very crucial to prove that the orbit starting from any bounded set of Hi

will re-enter Hi
 and stay there after a ﬁnite time.
The notation in this paper will be as follows:
Lp¯, 1 p¯ +∞,Wm,p¯, m ∈ N, H 1 = W 1,2, H 10 = W 1,20 denote the usual (Sobolev)
spaces on (0, 1). In addition, ‖ · ‖B denotes the norm in the space B; we also put
‖ · ‖ = ‖ · ‖L2 . We denote by Ck(I, B), k ∈ N0, the space of k-times continu-
ously differentiable functions from I ⊆ R into a Banach space B, and likewise by
Lp¯(I, B), 1 p¯ +∞ the corresponding Lebesgue spaces. Subscripts t and x denote
the (partial) derivatives with respect to t and x, respectively. We use Ci(i = 1, 2, 4) to
denote the universal positive constant depending only on the Hi norm of initial data,
minx∈[0,1] u0(x) and minx∈[0,1] 0(x). C
 (sometimes C′
) stands for the universal posi-
tive constant depending only on 
i (i = 1, . . . , 7), but independent of initial data. CBi,

denotes the universal positive constant depending on 
j (j = 1, 2, 3, 4, . . . , 7), Hi norm
of initial data (u0.v0, 0) with ‖(u0, v0, 0)‖HiBi (i = 1, 2, 4), minx∈[0,1] 0(x) and
minx∈[0,1] u0(x). Without danger of confusion we will use the same symbol to denote
the state functions as well as their values along a thermodynamic process, e.g. p(u, ),
and p(u(x, t), (x, t)) and p(x, t).
Our main results read as follows:
Theorem 1.1 (H 4 regularity and exponential stability). Assume that e, p, and k are
C5 functions on 0 < u < +∞ and 0 < +∞, and assumptions (1.8)–(1.25) hold.
Then for any (u0, v0, 0) ∈ H 4+, there exists a unique global solution (u(t), v(t), (t)) ∈
C([0,+∞);H 4+) to problem (1.1)–(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5) and (1.7) ver-
ifying that for any (x, t) ∈ [0, 1] × [0,+∞),
0 < C−11 (x, t)C1, 0 < C−11 u(x, t)C1 (1.31)
and for any t > 0,
‖u(t)− u¯‖2
H 4 + ‖u(t)− u¯‖2W 3,∞ + ‖ut (t)‖2H 3 + ‖utt (t)‖2H 1 + ‖v(t)‖2H 4 + ‖v(t)‖2W 3,∞
+‖vt (t)‖2H 2 + ‖vtt (t)‖2 + ‖(t)− ¯‖2H 4 + ‖(t)− ¯‖2W 3,∞
+‖t (t)‖2H 2 + ‖t t (t)‖2C4, (1.32)
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∫ t
0
(‖u− u¯‖2
H 4 + ‖u− u¯‖2W 3,∞ + ‖ut‖2H 4 + ‖utt‖2H 2 + ‖uttt‖2 + ‖v‖2H 5
+‖v(t)‖2
W 4,∞ + ‖vt‖2H 3 + ‖vtt‖2H 1 + ‖− ¯‖2H 5
+‖(t)− ¯‖2
W 4,∞ + ‖t‖2H 3 + ‖t t‖2H 1)() dC4. (1.33)
Moreover, the global solution (u(t), v(t), (t)) ∈ H 4+ deﬁnes a nonlinear C0-semigroup
S(t) on H 4+ which maps H 4+ into itself and satisﬁes that for any (u0, v0, 0) ∈ H 4+,
S(t)(u0, v0, 0) = (u(t), v(t), (t)) ∈ C([0,+∞);H 4+) (1.34)
and S(t) is continuous with respect to initial data, i.e.,
‖S(t)(u01, v01, 01)− S(t)(u02, v02, 02)‖H 4+
C4‖(u01, v01, 01)− (u02, v02, 02)‖H 4+ (1.35)
where (uj (t), vj (t), j (t)) (j = 1, 2) is the unique global solution with initial datum
(u0j , v0j , 0j ) ∈ H 4+ (j = 1, 2). Finally, for any (u0, v0, 0) ∈ H 4+, there are constants
C4 > 0 and 4 = 4(C4) > 0 such that for any ﬁxed  ∈ (0, 4], the following estimates
hold for any t > 0,
‖u(t)− u¯‖2
H 4 + ‖u(t)− u¯‖2W 3,∞ + ‖ut (t)‖2H 3 + ‖utt (t)‖2H 1 + ‖v(t)‖2H 4
+‖v(t)‖2
W 3,∞ + ‖vt (t)‖2H 2 + ‖vtt (t)‖2 + ‖(t)− ¯‖2H 4
+‖(t)− ¯‖2
W 3,∞ + ‖t (t)‖2H 2 + ‖t t (t)‖2C4e−t , (1.36)
∫ t
0
e(‖u− u¯‖2
H 4 + ‖u− u¯‖2W 3,∞ + ‖ut‖2H 4 + ‖utt‖2H 2 + ‖uttt‖2
+‖v‖2
H 5 + ‖v(t)‖2W 4,∞ + ‖vt‖2H 3 + ‖vtt‖2H 1 + ‖− ¯‖2H 5
+‖(t)− ¯‖2
W 4,∞ + ‖t‖2H 3 + ‖t t‖2H 1)() dC4, (1.37)
where
u¯ =
∫ 1
0
u0(x) dx, ¯ = T0 f or (1.7) (1.38)
or for (1.6) ¯ > 0 is uniquely determined by
e(u¯, ¯) =
∫ L
0
(e(u0, 0)+ v20/2)(x) dx. (1.39)
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Corollary 1.1. Under assumptions of Theorem 1.1, estimate (1.36) implies that semi-
group S(t) is exponentially stable on H 4+, i.e., for any ﬁxed  ∈ (0, 4] and any t > 0,
‖(u(t), v(t), (t))− (u¯, 0, ¯)‖2
H 4+
= ‖S(t)(u0, v0, 0)− (u¯, 0, ¯)‖2H 4+C4e
−t . (1.40)
Moreover, (u(t), v(t), (t)) is the classical solution verifying that for any ﬁxed  ∈
(0, 4] and for any t > 0,
‖(u(t)− u¯, v(t), (t)− ¯)‖2
C3+1/2×C3+1/2×C3+1/2C4e
−t . (1.41)
Remark 1.1. The similar results to those in Theorem 1.1 and Corollary 1.1 also hold
for the thermoviscoelastic model in [49].
Remark 1.2. The approach for the proof of Theorem 1.1 can be used to deal with
other models in [4,5,23,24,27–29,31–33,35–41,43,49,55,59,65–67].
Theorem 1.2. Assume that e, p, and k are C5 functions on 0 < u < +∞ and
0 < +∞, and assumptions (1.8)–(1.25) hold. Then semigroup S(t) deﬁned on H 4+
by the solution to problem (1.1)–(1.3), (1.5) and (1.6) or (1.1)–(1.3), (1.5) and (1.7)
maps H 4+ into itself. Moreover, for any 
i (i = 1, . . . , 7) satisfying (1.28)–(1.30), it
possesses in H 4
 a universal (maximal) attractor A4,
.
Remark 1.3. The set A4 =⋃
1,...,
5 or 
1,...,
7 A4,
 is a global noncompact attractor in
the metric space H 4+ in the following sense that it attracts any bounded sets of H 4+
with constraints uu,  with u,  being any given positive constants.
Remark 1.4. The similar results to those in Theorems 1.1–1.2 are also hold
for the models of a nonlinear polytropic viscous ideal gas between two horizontal
parallel plates in R3 in [54] and the polytropic viscous ideal gas (1.26) in [24,27–29,31,
33,43,45,46,51,65,66].
Remark 1.5. The similar results to those in Theorems 1.1–1.2 are also hold for the
model in [25] under assumptions of the constitutive relations in [25].
We organize the rest of this paper as follows. Section 2 is concerned with the global
existence in H 4+. In Section 3, we establish the existence of a nonlinear C0-semigroup
S(t) on H 4+. Section 4 deals with the exponential stability of solutions in H 4+ or
nonlinear C0-semigroup S(t) on H 4+. In Section 5, we prove the existence of absorbing
sets in H 4
 and hence complete the proofs of Theorems 1.1–1.2.
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2. Global existence in H 4+
This section concerns the existence of global solutions in H 4+, while the existence
of global solutions and nonlinear C0-semigroup S(t) on Hi+ (i = 1, 2) have been
established in [52]. More precisely, we have
Lemma 2.1. Assume that e, p, and k are C2 functions on 0 < u < +∞ and 0 <
+∞ and assumptions (1.8), (1.11)–(1.25) hold, then for any (u0.v0, 0) ∈ H 1+, there
exists a unique global generalized solution (u(t), v(t), (t)) in H 1+ to problem (1.1)–
(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5) and (1.7) which deﬁnes a nonlinear C0-semigroup
S(t) on H 1+ such that S(t)(u0, v0, 0) = (u(t), v(t), (t)) ∈ C([0,+∞);H 1+), ut ,
vt , t , x, vx, ux, vxx, xx ∈ L2([0,+∞);L2). Moreover,
0 < C−11 (x, t)C1, 0 < C−11 u(x, t)C1 on [0, 1] × [0,+∞), (2.1)
‖u(t)− u¯‖2
H 1 + ‖ut (t)‖2 + ‖(t)− ¯‖2H 1 + ‖v(t)‖2H 1 +
∫ t
0
(‖u− u¯‖2
H 1
+‖ut‖2H 1 + ‖v‖2H 2 + ‖− ¯‖2H 2 + ‖vt‖2 + ‖t‖2)() dC1, ∀t > 0
(2.2)
and there exist constants C1 > 0 and 1 = 1(C1) > 0 such that for any ﬁxed  ∈ (0, 1]
and for any t > 0,
et (‖u(t)− u¯‖2
H 1 + ‖ut (t)‖2 + ‖(t)− ¯‖2H 1 + ‖v(t)‖2H 1)+
∫ t
0
e(‖u− u¯‖2
H 1
+‖ut‖2H 1 + ‖v‖2H 2 + ‖− ¯‖2H 2 + ‖vt‖2 + ‖t‖2)() dC1. (2.3)
Proof. See, e.g., [52]. 
Lemma 2.2. Assume that e, p, and k are C3 functions on 0 < u < +∞ and 0 <
+∞ and assumptions (1.8), (1.11)–(1.25) hold, then for any (u0.v0, 0) ∈ H 2+, there
exists a unique global generalized solution (u(t), v(t), (t)) in H 2+ to problem (1.1)–
(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5) and (1.7) which deﬁnes a nonlinear C0-semigroup
S(t) on H 2+ such that for any t > 0,
S(t)(u0, v0, 0) = (u(t), v(t), (t)) ∈ C([0,+∞);H 2+), (2.4)
‖S(t)(u0, v0, 0)‖ = ‖(u(t), v(t), (t))‖H 2+C2, (2.5)
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‖t (t)‖2 + ‖xx(t)‖2 + ‖vt (t)‖2 + ‖uxx(t)‖2 + ‖vxx‖2
+
∫ t
0
(‖uxx‖2 + ‖vtx‖2 + ‖tx‖2 + ‖vxxx‖2 + ‖xxx‖2)() dC2. (2.6)
In addition, there is a positive constant 2 = 2(C2)(1) such that for any ﬁxed
 ∈ (0, ′2], the global generalized solution (u(t), v(t), (t)) ∈ H 2+ to problem (1.1)–
(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5) and (1.7) veriﬁes that for any t > 0,
et (‖u(t)− u¯‖2
H 2 + ‖v(t)‖2H 2 + ‖(t)− ¯‖2H 2)
+
∫ t
0
e(‖vtx‖2 + ‖tx‖2)() dC2. (2.7)
Proof. See, e.g., [52]. 
Lemma 2.3. Under assumptions of Lemma 2.2, for any (u0, v0, 0) ∈ H 2+, the global
solution (u(t), v(t), (t)) ∈ H 2+ to problem (1.1)–(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5)
and (1.7) veriﬁes the following estimates:
‖u(t)− u¯‖2
H 2 + ‖ut (t)‖2H 1 + ‖v(t)‖2H 2 + ‖vt (t)‖2 + ‖(t)− ¯‖2H 2
+‖t (t)‖2 +
∫ t
0
(‖u− u¯‖2
H 2 + ‖ut‖2H 2 + ‖v‖2H 3 + ‖vt‖2H 1
+‖− ¯‖2
H 3 + ‖t‖2H 1)() dC2 (2.8)
and there is 2 = 2(C2)(1) > 0 such that for any ﬁxed  ∈ (0, 2] and for any
t > 0,
et (‖u(t)− u¯‖2
H 2 + ‖ut (t)‖2H 1 + ‖v(t)‖2H 2 + ‖vt (t)‖2 + ‖(t)− ¯‖2H 2
+‖t (t)‖2)+
∫ t
0
e(‖u− u¯‖2
H 2 + ‖ut‖2H 2 + ‖v‖2H 3
+‖vt‖2H 1 + ‖− ¯‖2H 3 + ‖t‖2H 1)() dC2. (2.9)
Proof. By (1.1)–(1.3) and Poincaré’s inequality, and using Lemmas 2.1–2.2, we deduce
that for any t > 0,
‖ut (t)‖H 1 = ‖vx(t)‖H 1C1‖v(t)‖H 2 , (2.10)
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‖ut (t)‖H 2 = ‖vx(t)‖H 2C1‖v(t)‖H 3 , (2.11)
‖u(t)− u¯‖H 2  C1(‖u(t)− u¯‖H 1 + ‖uxx(t)‖), (2.12)
‖vt (t)‖H 1  C1‖vtx(t)‖, (2.13)
‖t (t)‖  C1[‖vx(t)‖ + ‖vx(t)‖L∞‖vx(t)‖
+(‖ux(t)‖ + ‖x(t)‖)‖x(t)‖L∞ + ‖xx(t)‖]
 C1(‖v(t)‖H 2 + ‖(t)− ¯‖H 2), (2.14)
‖t (t)‖H 1  C1[‖t (t)‖ + ‖tx(t)‖)
 C1(‖v(t)‖H 2 + ‖(t)− ¯‖H 2 + ‖tx(t)‖). (2.15)
Now differentiating (1.2) with respect to x, using (1.1) (utxx = vxxx), we see that
0

t
(uxx
u
)− puuxx = vtx + E(x, t), (2.16)
where
E(x, t) = puuu2x + 2puxux + p2x + pxx − 20vxu2x/u3.
Multiplying (2.16) by uxx/u, and using Young’s inequality, Lemmas 2.1–2.2 and (1.21),
we deduce
d
dt
‖uxx
u
(t)‖2 + C−11 ‖
uxx
u
(t)‖2  1
4C1
‖uxx
u
(t)‖2 + C1(‖x(t)‖4L4 + ‖ux(t)‖4L4
+‖vtx(t)‖2 + ‖xx(t)‖2 + ‖vxu2x(t)‖2)
 1
2C1
‖uxx
u
(t)‖2 + C2(‖ux(t)‖2
+‖vtx(t)‖2 + ‖tx(t)‖2).
That is,
d
dt
‖uxx
u
(t)‖2 + (2C1)−1‖uxx
u
(t)‖2C2(‖xx(t)‖2 + ‖ux(t)‖2 + ‖vtx(t)‖2). (2.17)
Multiplying (2.17) by et and picking  > 0 so small that 2 = min[′2, 1/(4C1)],
and using Lemmas 2.1–2.2, we conclude
et‖uxx(t)‖2 +
∫ t
0
e‖uxx()‖2 dC2. (2.18)
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Thus estimates (2.8)–(2.9) follows from (2.10)–(2.15) and (2.18). The proof is
complete. 
In what follows, we establish estimates in H 4+.
Lemma 2.4. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+ and for
any t > 0, and  ∈ (0, 1) small enough, we have
‖vtx(x, 0)‖ + ‖tx(x, 0)‖  C3, (2.19)
‖vtt (x, 0)‖ + ‖t t (x, 0)‖ + ‖vtxx(x, 0)‖ + ‖txx(x, 0)‖  C4, (2.20)
‖vtt (t)‖2 +
∫ t
0
‖vttx‖2() d  C4 + C4
∫ t
0
‖txx‖2() d, (2.21)
‖t t (t)‖2 +
∫ t
0
‖t tx‖2() d  C4−3 + C2−1
∫ t
0
‖txx‖2() d
+C1
∫ t
0
(‖vttx‖2 + ‖vtxx‖2)() d. (2.22)
Proof. We easily infer from (1.2) and Lemmas 2.1–2.3 that
‖vt (t)‖  C1(‖ux(t)‖ + ‖x(t)‖ + ‖vx(t)‖L∞‖ux(t)‖ + ‖vxx(t)‖)
 C2(‖vx(t)‖H 1 + ‖ux(t)‖ + ‖x(t)‖). (2.23)
We differentiate (1.2) with respect to x, and use Lemmas 2.1–2.3 to get
‖vtx(t)‖C2(‖vx(t)‖H 2 + ‖ux(t)‖H 1 + ‖x(t)‖H 1) (2.24)
or
‖vxxx(t)‖C2(‖v(t)‖H 2 + ‖ux(t)‖H 1 + ‖x(t)‖H 1 + ‖vtx(t)‖). (2.25)
Differentiating (1.2) with respect to x twice, using Lemmas 2.1–2.3 and the embedding
theorem, we conclude
‖vtxx(t)‖  C2(‖ux(t)‖H 2 + ‖vx(t)‖H 3 + ‖x(t)‖H 2 + ‖vx(t)‖L∞‖uxxx(t)‖
+‖ux(t)‖L∞‖vxxx(t)‖ + ‖vxx(t)‖L∞‖uxx(t)‖)
 C2(‖ux(t)‖H 2 + ‖x(t)‖H 2 + ‖vx(t)‖H 3) (2.26)
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or
‖vxxxx(t)‖C2(‖ux(t)‖H 2 + ‖vx(t)‖H 2 + ‖x(t)‖H 2 + ‖vtxx(t)‖). (2.27)
Analogously, we infer from (1.3),
‖t (t)‖  C1[‖vx(t)‖ + ‖vx(t)‖L∞‖vx(t)‖
+(‖ux(t)+ ‖x(t)‖)‖x(t)‖L∞ + ‖xx(t)‖]
 C1(‖x(t)‖H 1 + ‖vx(t)‖H 1), (2.28)
‖tx(t)‖  C2(‖t (t)‖ + ‖x(t)‖H 2 + ‖ux(t)‖H 1 + ‖vxx(t)‖)
 C2(‖ux(t)‖H 1 + ‖vx(t)‖H 1 + ‖x(t)‖H 2) (2.29)
or
‖xxx(t)‖C2(‖x(t)‖H 1 + ‖vx(t)‖H 1 + ‖ux(t)‖H 1 + ‖tx(t)‖) (2.30)
and
‖txx(t)‖C2(‖ux(t)‖H 2 + ‖vx(t)‖H 2 + ‖x(t)‖H 3) (2.31)
or
‖xxxx(t)‖C2(‖ux(t)‖H 2 + ‖vx(t)‖H 2 + ‖x(t)‖H 2 + ‖txx(t)‖). (2.32)
Differentiating (1.2) with respect to t , using Lemmas 2.1–2.3, (2.24), (2.26) and (2.28)–
(2.29), we have
‖vtt (t)‖  C2(‖vx(t)‖H 1 + ‖ux(t)‖ + ‖t (t)‖ + ‖tx(t)‖
+‖vtx(t)‖ + ‖vtxx(t)‖) (2.33)
 C2(‖ux(t)‖H 2 + ‖vx(t)‖H 3 + ‖x(t)‖H 2). (2.34)
Similarly, we get
‖t t (t)‖  C2(‖vx(t)‖H 1 + ‖ux(t)‖ + ‖t (t)‖ + ‖tx(t)‖
+‖vtx(t)‖ + ‖x(t)‖H 2 + ‖txx(t)‖) (2.35)
 C2(‖ux(t)‖H 2 + ‖vx(t)‖H 2 + ‖x(t)‖H 3). (2.36)
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Thus estimates (2.19)–(2.20) follows from (2.24), (2.26), (2.29), (2.31), (2.34) and
(2.36).
Differentiating (1.2) with respect to t twice, multiplying the resulting equation by vtt
in L2(0, 1), performing an integration by parts, using Lemmas 2.1–2.3, (2.19)–(2.20),
we obtain
1
2
d
dt
‖vtt (t)‖2 = −
∫ 1
0
t t vttx dx
 −0
∫ 1
0
v2t tx
u
dx + C2(‖ptt (t)‖ + ‖vtx(t)‖ + ‖vx(t)‖)‖vttx(t)‖
 −C−11 ‖vttx(t)‖2 + C2(‖vx(t)‖2 + ‖t (t)‖2 + ‖tx(t)‖2
+‖vtx(t)‖2 + ‖t t (t)‖2). (2.37)
Thus, by Lemmas 2.1–2.3,
‖vtt (t)‖2 +
∫ t
0
‖vttx‖2() dC4 + C2
∫ t
0
‖t t‖2() d
which along with Lemmas 2.1–2.3 and (2.35) gives estimate (2.21).
Similarly, differentiating (1.3) with respect to t twice, multiplying the resulting equa-
tion by t t in L2(0, 1) and integrating by parts, we arrive at
1
2
d
dt
∫ 1
0
e
2
t t dx = −
∫ 1
0
(
kx
u
)ttt tx dx −
∫ 1
0
(et tt + eutt vx)t t dx
−3
2
∫ 1
0
et
2
t t dx −
∫ 1
0
(eu + p − 0vx/u)vttxt t dx
−2
∫ 1
0
[eut − (−p + 0vx/u)t ]vtxt t dx
+
∫ 1
0
(−p + 0vx/u)tt vxt t dx
= A1 + A2 + A3 + A4 + A5 + A6. (2.38)
By virtue of Lemmas 2.1–2.3 and (2.19)–(2.20), and using the embedding theorem, we
deduce for any  ∈ (0, 1),
A1  −C−11 ‖t tx(t)‖2 + C2‖tx(t)‖L∞(‖vx(t)‖ + ‖t (t)‖)‖t tx(t)‖
+C2‖( k
u
)tt (t)‖‖x(t)‖L∞‖xx(t)‖
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 −(2C1)−1‖t tx(t)‖2 + C2(‖vx(t)‖2H 1 + ‖t (t)‖2 + ‖tx(t)‖2
+‖vtx(t)‖2 + ‖t t (t)‖2 + ‖txx(t)‖2), (2.39)
A2  C1
∫ 1
0
[(|vx | + |t |)2 + |vtx | + |t t |](|t | + |vx |)|t t | dx
 C1‖t t (t)‖L∞(‖t (t)‖ + ‖vx(t)‖)[(‖vx(t)‖L∞ + ‖t (t)‖L∞)
×(‖vx(t)‖ + ‖t (t)‖)+ ‖vtx(t)‖ + ‖t t (t)‖]
 C2(‖t t (t)‖ + ‖t tx(t)‖)(‖vx(t)‖H 1 + ‖t (t)‖ + ‖tx(t)‖ + ‖vtx(t)‖ + ‖t t (t)‖)
 ‖t tx(t)‖2 + C2−1(‖vx(t)‖2H 1 + ‖t (t)‖2 + ‖tx(t)‖2
+‖vtx(t)‖2 + ‖t t (t)‖2), (2.40)
A3  C1
∫ 1
0
(|vx | + |t |)2t t dx
 C1(‖t t (t)‖ + ‖t tx(t)‖)(‖vx(t)‖ + ‖t (t)‖)‖t t (t)‖
 ‖t tx(t)‖2 + C2−1‖t t (t)‖2, (2.41)
A4  ‖vttx(t)‖2 + C2−1‖t t (t)‖2, (2.42)
A5  C2‖vx(t)‖L∞‖t t (t)‖[(‖vx(t)‖L∞ + ‖t (t)‖L∞)(‖vx(t)‖ + ‖t (t)‖)
+‖vtx(t)‖ + ‖t t (t)‖ + ‖vttx(t)‖ + ‖vx(t)‖]
 C2‖t t (t)‖(‖vx(t)‖H 1 + ‖t (t)‖ + ‖tx(t)‖ + ‖vtx(t)‖ + ‖t t (t)‖ + ‖vttx(t)‖)
 ‖vttx(t)‖2 + C2−1(‖t t (t)‖2 + ‖vx(t)‖2H 1 + ‖t (t)‖2
+‖vtx(t)‖2 + ‖tx(t)‖2) (2.43)
and
A6  C1
∫ 1
0
(|vx | + |t | + |vtx | + |vx |2)|vtx ||t t | dx
 C2‖vtx(t)‖1/2‖vtxx(t)‖1/2(‖vx(t)‖ + ‖t (t)‖
+‖vtx(t)‖)‖t t (t)‖ (2.44)
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which implies
∫ t
0
A6 d  C2 sup
0 t
‖t t ()‖(
∫ t
0
‖vtxx‖2() d)1/4(
∫ t
0
‖vtx‖2() d)1/4
×[
∫ t
0
(‖vx‖2 + ‖t‖2 + ‖vtx‖2)() d]1/2
 ( sup
0 t
‖t t ()‖2 +
∫ t
0
‖vtxx‖2() d)+ C2−3. (2.45)
Thus we infer from (2.38)–(2.45) that for  ∈ (0, 1) small enough,
‖t t (t)‖2 +
∫ t
0
‖t tx‖2() d  C1[ sup
0 t
‖t t ()‖2 +
∫ t
0
(‖vtxx‖2 + ‖vttx‖2)() d]
+C4−3 + C2−1
∫ t
0
(‖t t‖2 + ‖txx‖2)() d.
(2.46)
Thus taking supremum in t on the left-hand side of (2.46), picking  ∈ (0, 1) small
enough, and using (2.35), we can derive estimate (2.22). The proof is now
complete. 
Lemma 2.5. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+, the fol-
lowing estimates hold for any t > 0 and for  ∈ (0, 1) small enough,
‖vtx(t)‖2 +
∫ t
0
‖vtxx‖2() d
C3−6 + C12
∫ t
0
(‖txx‖2 + ‖vttx‖2)() d, (2.47)
‖tx(t)‖2 +
∫ t
0
‖txx‖2() d  C3−6 + C22
∫ t
0
(‖vtxx‖2 + ‖t tx‖2
+‖xxx‖2‖tx‖2)() d. (2.48)
Proof. Differentiating (1.2) with respect to x and t , multiplying the resulting equation
by vtx in L2(0, 1), and integrating by parts, we arrive at
1
2
d
dt
‖vtx(t)‖2 = B0(x, t)+ B1(t) (2.49)
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with
B0(x, t) = txvtx |x=1x=0, B1(t) = −
∫ 1
0
txvtxx dx.
We employ Lemmas 2.1–2.4, the interpolation inequality and Poincaré’s inequality to
get
B0  C1(‖vx(t)‖L∞ + ‖t (t)‖L∞)(‖ux(t)‖L∞ + ‖x(t)‖L∞)
+‖vxx(t)‖L∞ + ‖tx(t)‖L∞ + ‖vtxx(t)‖L∞ + ‖ux(t)‖L∞‖vtx(t)‖L∞
+‖vx(t)‖L∞‖vxx(t)‖L∞ + ‖vx(t)‖2L∞)‖vtx(t)‖L∞
 C2(B01 + B02)‖vtx(t)‖1/2‖vtxx(t)‖1/2 (2.50)
where
B01 = ‖vx(t)‖H 2 + ‖t (t)‖ + ‖tx(t)‖
and
B02 = ‖tx(t)‖1/2‖txx(t)‖1/2 + ‖vtxx(t)‖1/2‖vtxxx(t)‖1/2
+‖vtxx(t)‖ + ‖vtx(t)‖1/2‖vtxx(t)‖1/2.
Applying Young’s inequality several times, we have that for any  ∈ (0, 1),
C2B01‖vtx(t)‖1/2‖vtxx(t)‖1/2  
2
2
‖vtxx(t)‖2 + C2−2/3(‖vtx(t)‖2
+‖vx(t)‖2H 2 + ‖t (t)‖2 + ‖tx(t)‖2) (2.51)
and
C2B02‖vtx(t)‖1/2‖vtxx(t)‖1/2  
2
2
‖vtxx(t)‖2 + 2(‖txx(t)‖2 + ‖vtxxx(t)‖2)
+C2−6(‖tx(t)‖2 + ‖vtx(t)‖2). (2.52)
Thus we infer from (2.50)–(2.52) and Lemmas 2.1–2.4
B0  2(‖vtxx(t)‖2 + ‖vtxxx(t)‖2 + ‖txx(t)‖2)
+C2−6(‖vx(t)‖2H 2 + ‖t (t)‖2 + ‖tx(t)‖2 + ‖vtx(t)‖2) (2.53)
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which together with Lemmas 2.1–2.3 further leads to
∫ t
0
B0 d2
∫ t
0
(‖vtxx‖2 + ‖vtxxx‖2 + ‖txx‖2)() d+ C2−6, ∀t > 0. (2.54)
Similarly, by Lemmas 2.1–2.2 and the embedding theorem, we get that for any  ∈
(0, 1),
B1  −0
∫ 1
0
v2txx
u
dx + C1[(‖vx(t)‖ + ‖t (t)‖)(‖ux(t)‖L∞ + ‖x(t)‖L∞)
+‖vxx(t)‖ + ‖tx(t)‖ + ‖ux(t)‖L∞‖vtx(t)‖ + ‖vx(t)‖L∞‖vxx(t)‖
+‖vx(t)‖2L∞‖ux(t)‖]‖vtxx(t)‖
 −(2C1)−1‖vtxx(t)‖2 + C2(‖vx(t)‖2H 1 + ‖t (t)‖2H 1
+‖vtx(t)‖2 + ‖ux(t)‖2) (2.55)
which combined with (2.49), (2.54) and Lemmas 2.1–2.4 gives that for  ∈ (0, 1) small
enough,
‖vtx(t)‖2 +
∫ t
0
‖vtxx‖2() dC3−6 + C12
∫ t
0
(‖txx‖2 + ‖vtxxx‖2)() d. (2.56)
On the other hand, differentiating (1.2) with respect to x and t , and using Lemmas
2.1–2.4, we derive
‖vtxxx(t)‖  C1‖vttx(t)‖ + C2(‖vxx(t)‖H 1 + ‖x(t)‖H 1
+‖ux(t)‖H 1 + ‖t (t)‖H 2). (2.57)
Thus inserting (2.57) into (2.56) implies estimate (2.47).
Analogously, we get from (1.3),
1
2
d
dt
∫ 1
0
e
2
tx dx = D0(x, t)+D1(t)+D2(t)+D3(t), (2.58)
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where
D0(x, t) = (kx
u
)txtx |x=1x=0, D1(t) = −
∫ 1
0
(
kx
u
)txtxx dx,
D2(t) = −
∫ 1
0
(euvx + vx)txtx dx,
D3(t) = −
∫ 1
0
(etxt + 12et + ext t )tx dx.
Similarly to (2.50)–(2.53), we infer
D0  C2(‖vx(t)‖L∞ + ‖t (t)‖L∞ + ‖vxx(t)‖L∞ + ‖tx(t)‖L∞
+‖t (t)‖L∞‖xx(t)‖L∞ + ‖txx(t)‖L∞ + ‖xx(t)‖L∞)‖tx(t)‖L∞
 C2(D01 +D02)(D03 +D04),
where
C2D01D03 
2
3
‖txx(t)‖2 + C2−2(‖vx(t)‖2H 2 + ‖x(t)‖2H 2 + ‖t (t)‖2H 1),
C2D02D03 
2
3
(‖txx(t)‖2 + ‖txxx(t)‖2)+ C2−6‖tx(t)‖2,
C2D01D04  C2(‖vx(t)‖2H 2 + ‖t (t)‖2H 1 + ‖x(t)‖2H 2)
and
C2D02D04
2
3
(‖txx(t)‖2 + ‖txxx(t)‖2)+ C2−2‖tx(t)‖2.
That is,
D0  2(‖txx(t)‖2 + ‖txxx(t)‖2)+ C2−6(‖vx(t)‖2H 2
+‖x(t)‖2H 2 + ‖t (t)‖2H 1). (2.59)
Similarly,
D1  −(2C1)−1‖txx(t)‖2 + C2(‖vx(t)‖2H 1 + ‖x(t)‖2H 2 + ‖t (t)‖2H 1), (2.60)
D2  2‖vtxx(t)‖2 + C2−2(‖vx(t)‖2H 2 + ‖t (t)‖2H 1 + ‖vtx(t)‖2), (2.61)
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D3  2‖txx(t)‖2 + C2−2(‖vx(t)‖2H 1 + ‖t (t)‖2H 1 + ‖x(t)‖2H 2
+‖vtx(t)‖2 + ‖ux(t)‖2). (2.62)
Using Lemmas 2.1–2.4 and the embedding theorem, we easily deduce that
‖( k
u
)txx(t)‖  C2(‖ux(t)‖H 1 + ‖vx(t)‖H 2 + ‖x(t)‖H 1 + ‖t (t)‖H 2),
‖( k
u
)t (t)‖ + ‖( k
u
)tx(t)‖  C2(‖vx(t)‖H 1 + ‖t (t)‖H 1)
and
‖( k
u
)x(t)‖L∞ + ‖( k
u
)xx(t)‖C2(‖ux(t)‖H 1 + ‖x(t)‖H 1)C2
which imply
‖( k
u
)txxx(t)‖  C2‖( k
u
)txx(t)‖
 C2(‖ux(t)‖H 1 + ‖vx(t)‖H 2
+‖x(t)‖H 1 + ‖t (t)‖H 2), (2.63)
‖( k
u
)txxx(t)‖  C2‖( k
u
)tx‖L∞
 C2(‖ux(t)‖H 1 + ‖vx(t)‖H 2 + ‖x(t)‖H 1
+‖t (t)‖H 2), (2.64)
‖( k
u
)txxx(t)‖  C1(‖( k
u
)t‖L∞‖xxx(t)‖
 C2(1+ ‖tx(t)‖)‖xxx(t)‖, (2.65)
‖( k
u
)xxtx(t)‖ + ‖( k
u
)xtxx(t)‖C2‖tx(t)‖H 1 . (2.66)
Differentiating (1.3) with respect to x and t , using Lemmas 2.1–2.4 and (2.63)–(2.66),
we conclude
‖txxx(t)‖  C1(‖kx
u
)txx(t)‖ + ‖( k
u
)txxx(t)‖ + ‖( k
u
)txxx(t)‖ + ‖( k
u
)txxx(t)‖
+‖( k
u
)xxtx(t)‖ + ‖( k
u
)xtxx(t)‖)
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 C2(‖ux(t)‖H 1 + ‖vx(t)‖H 2 + ‖x(t)‖H 2 + ‖t (t)‖H 2 + ‖t t (t)‖H 1
+‖vtx(t)‖H 1 + ‖tx(t)‖‖xxx(t)‖). (2.67)
Hence inserting (2.67) into (2.59), using (2.35) and Lemmas 2.1–2.4, and choosing
 ∈ (0, 1) small enough, we can derive estimate (2.48) from (2.58)–(2.62) and (2.67).
The proof is complete. 
Lemma 2.6. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+ and for
any t > 0, we have
‖vtt (t)‖2 + ‖vtx(t)‖2 + ‖t t (t)‖2 + ‖tx(t)‖2 +
∫ t
0
(‖vttx‖2 + ‖vtxx‖2
+‖t tx‖2 + ‖txx‖2)() dC4, (2.68)
‖uxxx(t)‖2H 1 + ‖uxx(t)‖2W 1,∞
+
∫ t
0
(‖uxxx‖2H 1 + ‖uxx‖2W 1,∞)() dC4, (2.69)
‖vxxx(t)‖2H 1 + ‖vxx(t)‖2W 1,∞ + ‖xxx(t)‖2H 1
+‖xx(t)‖2W 1,∞ + ‖utxxx(t)‖2 + ‖vtxx(t)‖2
+‖txx(t)‖2 +
∫ t
0
(‖vtt‖2 + ‖t t‖2 + ‖vxx‖2W 2,∞
+‖xx‖2W 2,∞ + ‖txx‖2H 1 + ‖vtxx‖2H 1
+‖tx‖2W 1,∞ + ‖vtx‖2W 1,∞ + ‖utxxx‖2H 1)() dC4, (2.70)∫ t
0
(‖vxxxx‖2H 1 + ‖xxxx‖2H 1)() dC4. (2.71)
Proof. Adding up (2.47) and (2.48), picking  ∈ (0, 1) small enough, we arrive at
‖vtx(t)‖2 + ‖tx(t)‖2 +
∫ t
0
(‖vtxx‖2 + ‖txx‖2)()C3−6
+C22
∫ t
0
(‖vttx‖2 + ‖t tx‖2 + ‖xxx‖2‖tx‖2)() d. (2.72)
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Now multiplying (2.21) and (2.22) by  and 3/2, respectively; then adding the resultant
to (2.72), and choosing  ∈ (0, 1) small enough, we obtain
‖vtx(t)‖2 + ‖tx(t)‖2 + ‖vtt (t)‖2 + ‖t t (t)‖2 +
∫ t
0
(‖txx‖2 + ‖vtxx‖2
+‖vttx‖2 + ‖t tx‖2)() dC4−6 + C22
∫ t
0
‖xxx‖2‖tx‖2() d
which, by Lemma 2.3 and Gronwall’s inequality, gives estimate (2.68).
Differentiating (2.16) with respect to x, and using (1.13), we get
0

t
(
uxxx
u
)− puuxxx = E1(x, t) (2.73)
with
E1(x, t) = vtxx + Ex(x, t)+ puxuxx + 0(
uxxux
u2
)t .
Obviously, we can infer from Lemmas 2.1–2.5 that
‖E1(t)‖C2(‖ux(t)‖H 1 + ‖vx(t)‖H 2 + ‖x(t)‖H 2 + ‖vtxx(t)‖) (2.74)
leading to
∫ t
0
‖E1‖2() dC4, ∀t > 0. (2.75)
Multiplying (2.73) by uxxx
u
in L2(0, 1), we obtain
d
dt
‖uxxx
u
(t)‖2 + C−11 ‖
uxxx
u
(t)‖2C1‖E1(t)‖2 (2.76)
which combined with (2.75) and Lemmas 2.1–2.5 gives
‖uxxx(t)‖2 +
∫ t
0
‖uxxx‖2() dC4, ∀t > 0. (2.77)
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By (2.25), (2.27), (2.30), (2.32), (2.68), (2.77) and Lemmas 2.1–2.5, and using the
embedding theorem, we get that for any t > 0,
‖vxxx(t)‖2 + ‖xxx(t)‖2 + ‖vxx(t)‖2L∞ + ‖xx(t)‖2L∞
+
∫ t
0
(‖vxxx‖2H 1 + ‖xxx‖2H 1 + ‖vxx‖2W 1,∞
+‖xx‖2W 1,∞)() dC4. (2.78)
Differentiating (1.2)–(1.3) with respect to t , using (2.68) and Lemmas 2.1–2.5, we infer
that for any t > 0,
‖vtxx(t)‖  C1‖vtt (t)‖ + C2(‖vx(t)‖H 1 + ‖vtx(t)‖
+‖t (t)‖H 1)C4, (2.79)
‖txx(t)‖  C1‖t t (t)‖ + C2(‖vx(t)‖H 1 + ‖vtx(t)‖ + ‖t (t)‖H 1
+‖x(t)‖H 1)C4 (2.80)
which combined with (2.27) and (2.32) imply
‖vxxxx(t)‖2 + ‖xxxx(t)‖2 +
∫ t
0
(‖txx‖2 + ‖xxxx‖2 + ‖vtxx‖2
+‖vxxxx‖2)() dC4, ∀t > 0. (2.81)
Therefore it follows from (2.78), (2.81) and the embedding theorem that
‖vxxx(t)‖2L∞ + ‖xxx(t)‖2L∞ +
∫ t
0
(‖vxxx‖2L∞ + ‖xxx‖2L∞)() dC4, ∀t > 0.
(2.82)
Now differentiating (2.73) with respect to x, we ﬁnd
0

t
(uxxxx
u
)
− puuxxxx = E2(x, t), (2.83)
where
E2(x, t) = E1x(x, t)+ puxuxxx + 0

t
(uxxxux
u2
)
.
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Using the embedding theorem, Lemmas 2.1–2.5, (2.68) and (2.79)–(2.82), we can de-
duce that
‖Exx(t)‖  C4(‖x(t)‖H 3 + ‖ux(t)‖H 2 + ‖vx(t)‖H 2),
‖E1x(t)‖  C1(‖Exx(t)‖ + ‖vtxxx(t)‖ + ‖(puxuxx)x(t)‖ + ‖(uxxux
u2
)tx(t)‖)
 C1‖vtxxx(t)‖ + C4(‖x(t)‖H 3 + ‖ux(t)‖H 2 + ‖vx(t)‖H 3),
whence
‖E2(t)‖C1‖vtxxx(t)‖ + C4(‖x(t)‖H 3 + ‖ux(t)‖H 2 + ‖vx(t)‖H 3). (2.84)
We infer from (2.33)–(2.36) that
∫ t
0
(‖vtt‖2 + ‖t t‖2)() dC4, ∀t > 0 (2.85)
which together with (2.57) and (2.67)–(2.68) gives
∫ t
0
(‖vtxxx‖2 + ‖txxx‖2)() dC4, ∀t > 0. (2.86)
Thus it follows from (2.68), (2.84), (2.86) and Lemmas 2.1–2.5 that
∫ t
0
‖E2‖2() dC4, ∀t > 0. (2.87)
Multiplying (2.83) by uxxxx
u
in L2(0, 1), we get
d
dt
‖uxxxx
u
(t)‖2 + C−11 ‖
uxxxx
u
(t)‖2C1‖E2(t)‖2, (2.88)
whence by (2.87),
‖uxxxx(t)‖2 +
∫ t
0
‖uxxxx‖2() dC4, ∀t > 0. (2.89)
Differentiating (1.2) with respect to x three times, using Lemmas 2.1–2.5 and Poincaré’s
inequality, we infer
‖vxxxxx(t)‖C1‖vtxxx(t)‖ + C2(‖ux(t)‖H 3 + ‖vx(t)‖H 3 + ‖x(t)‖H 3). (2.90)
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Thus we conclude from (1.1), (2.81), (2.86), (2.89) and (2.90) that
∫ t
0
(‖vxxxxx‖2 + ‖utxxx‖2H 1)() dC4, ∀t > 0. (2.91)
Similarly, we can deduce from (1.3) that
∫ t
0
‖xxxxx‖2() dC4, ∀t > 0 (2.92)
which with (2.91) and (2.78) gives
∫ t
0
(‖vxx‖2W 2,∞ + ‖xx‖2W 2,∞)() dC4, ∀t > 0. (2.93)
Finally, using (1.1), (2.77)–(2.82), (2.87), (2.89), (2.91)–(2.93) and Sobolev’s
interpolation inequality, we can derive the desired estimates (2.69)–(2.71). The proof
is complete. 
Lemma 2.7. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+ and for
any t > 0, we have
‖u(t)− u¯‖2
H 4 + ‖ut (t)‖2H 3 + ‖utt (t)‖2H 1 + ‖v(t)‖2H 4 + ‖vt (t)‖2H 2 + ‖vtt (t)‖2
+‖(t)− ¯‖2
H 4 + ‖t (t)‖2H 2 + ‖t t (t)‖2 +
∫ t
0
(‖u− u¯‖2
H 4 + ‖v‖2H 5 + ‖vt‖2H 3
+‖vtt‖2H 1 + ‖− ¯‖2H 5 + ‖t‖2H 3 + ‖t t‖2H 1)() dC4, (2.94)∫ t
0
(‖ut‖2H 4 + ‖utt‖2H 2 + ‖uttt‖2)() dC4. (2.95)
Proof. Exploiting (1.1) and Lemmas 2.1–2.6, we easily obtain estimates (2.94) and
(2.95). The proof is complete. 
By Lemmas 2.6–2.7, we have proved the global existence of solution to (1.1)–
(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5) and (1.7) in H 4+ with arbitrary initial datum
(u0, v0, 0) ∈ H 4+ and the uniqueness of solution in H 4+ follows from that of solution
in H 1+ or in H 2+.
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3. A nonlinear C0-semigroup S(t) on H 4+
In this section we establish the existence of a nonlinear C0-semigroup S(t) on H 4+.
Lemma 3.1. The global solution (u(t), v(t), (t)) in H 4+ to problem (1.1)–(1.3), (1.5)–
(1.6) or (1.1)–(1.3), (1.5) and (1.7) deﬁnes a nonlinear C0-semigroup S(t) on H 4+
(also denoted by S(t) by the uniqueness of solution in H 1+ and H 2+) such that for any
(u0, v0, 0) ∈ H 4+, we have
‖S(t)(u0, v0, 0)‖H 4+ = ‖(u(t), v(t), (t))‖H 4+C4, ∀t > 0, (3.1)
S(t)(u0, v0, 0) = (u(t), v(t), (t)) ∈ C([0,∞);H 4+), ∀t > 0. (3.2)
Proof. We conclude from Lemmas 2.6–2.7 that for any t > 0, the operator S(t) :
(u0, v0, 0) ∈ H 4+ −→ (u(t), v(t), (t)) ∈ H 4+ exists and (3.1) holds, where (u(t), v(t),
(t)) is the unique solution to problem (1.1)–(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5) and
(1.7) with the initial datum (u0, v0, 0) ∈ H 4+, and by the uniqueness of global solution
in H 4+, it veriﬁes on H 4+ that for any t1, t2 ∈ [0,+∞),
S(t1 + t2) = S(t1)S(t2) = S(t2)S(t1). (3.3)
We know from Lemmas 2.6–2.7, S(t) is uniformly bounded on H 4+ with respect to
t > 0, i.e.,
‖S(t)‖L(H 4+,H 4+)C4, ∀t > 0. (3.4)
First of all, we verify the continuity of S(t) with respect to the initial data in H 4+
for any t > 0. To this end, we assume that (u0j , v0j , 0j ) ∈ H 4+, (j = 1, 2),
(uj , vj , j ) = S(t)(u0j , v0j , 0j ), and (u, v, ) = (u1, v1, 1)− (u2, v2, 2). Subtracting
the corresponding Eqs. (1.1)–(1.3), (1.5)–(1.6) or (1.1)–(1.3), (1.5) and (1.7) satisﬁed
by (u1, v1, 1) and (u2, v2, 2), we obtain
ut = vx, (3.5)
vt = −pu(u1, 1)ux − (pu(u1, 1)− pu(u2, 2))u2x − p(u1, 1)x
−(p(u1, 1)− p(u2, 2))2x + 0
[
vx
u1
− v2xu
u1u2
]
x
, (3.6)
e(u1, 1)t = −(e(u1, 1)− (e(u2, 2))2t − (eu(u1, 1)− eu(u2, 2))v2x
−eu(u1, 1)vx − p(u1, 1)vx − (p(u1, 1)− p(u2, 2))v2x
+
[
k(u1, 1)
u1
x +
(
k(u1, 1)
u1
− k(u2, 2)
u2
)
2x
]
x
. (3.7)
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t = 0 : u = u0, v = v0,  = 0, (3.8)
x = 0, 1 : v = 0, x = 0 or  = 0. (3.9)
Clearly, we know from Lemmas 2.6–2.7 that for any t > 0 and j = 1, 2,
‖(uj (t)− u¯, vj (t), j (t)− ¯)‖2H 4 + ‖ujt (t)‖2H 3 + ‖ujtt (t)‖2H 1 + ‖vjt (t)‖2H 2
+‖vjtt (t)‖2 + ‖j t (t)‖2H 2 + ‖j tt (t)‖2 +
∫ t
0
(‖uj − u¯‖2H 4 + ‖vj‖2H 5
+‖j − ¯‖2H 5 + ‖vjt‖2H 3 + ‖vjtt‖2H 1 + ‖j t‖2H 3 + ‖j tt‖2H 1 + ‖ujt‖2H 4
+‖ujtt‖2H 2 + ‖ujttt‖2)() d ≤ C4 (3.10)
here and hereafter in the proof of this lemma, C4 > 0 denotes the universal constant
depending only on the H 4 norm of the initial data (u0j , v0j , 0j ) and minx∈[0,1] u0j (x)
and minx∈[0,1] 0j (x) (j = 1, 2), but independent of t .
Multiplying (3.5), (3.6) and (3.7) by u, v and  in L2(0, 1), respectively, adding them
up, using Lemmas 2.1–2.7, (3.10) and the Cauchy inequality, the embedding theorem
and the mean value theorem, we deduce that for any small 	 > 0,
1
2
d
dt
(‖u(t)‖2 + ‖v(t)‖2 + ‖√e(u1, 1)(t)‖2)+
∫ 1
0
[
0v
2
x
u1
+ k(u1, 1)2x
]
dx
	(‖vx(t)‖2 + ‖x(t)‖2)+ C1H1(t)(‖u(t)‖2 + ‖(t)‖2H 1)
which leads to
d
dt
(‖u(t)‖2 + ‖v(t)‖2 + ‖√e(u1, 1)(t)‖2)+ C−11 (‖vx(t)‖2 + ‖x(t)‖2)
C1H1(t)(‖u(t)‖2 + ‖(t)‖2H 1), (3.11)
where
H1(t) = ‖1t (t)‖2 + ‖2t (t)‖2 + ‖v1xx(t)‖2 + ‖v2xx(t)‖2
+‖1xx(t)‖2 + ‖2xx(t)‖2 + 1C4. (3.12)
Obviously, we have from (3.6),
‖vxx(t)‖2  C1[‖vt (t)‖2 + ‖vx(t)‖2L∞ + ‖(t)‖2H 1 + (1+ ‖v2xx(t)‖2)‖u(t)‖2H 1 ]
 1
2
‖vxx(t)‖2 + C1(‖vt (t)‖2 + ‖(t)‖2H 1)+ C1[‖vx(t)‖2
+(1+ ‖v2xx(t)‖2)‖u(t)‖2H 1 ],
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that is,
‖vxx(t)‖2C1‖vt (t)‖2 + C4(‖vx(t)‖2 + ‖u(t)‖2H 1 + ‖(t)‖2H 1). (3.13)
Differentiating (3.5) with respect to x, multiplying the result by ux and integrating by
parts, and using (3.13), we derive that for any small 	 > 0,
d
dt
‖ux(t)‖2C1	‖vt (t)‖2 + C4(	)(‖vx(t)‖2 + ‖u(t)‖2H 1 + ‖(t)‖2H 1). (3.14)
Multiplying (3.6) by vt in L2(0, 1), and using Lemmas 2.1–2.7, we get
d
dt
‖ vx√
u1
(t)‖2 + C−11 ‖vt (t)‖2C4(‖vx(t)‖2 + ‖u(t)‖2H 1 + ‖(t)‖2H 1). (3.15)
Similarly to (3.13), we infer that
‖xx(t)‖2C1‖t (t)‖2 + C4(‖vx(t)‖2 + ‖u(t)‖2H 1 + ‖(t)‖2H 1). (3.16)
Similarly to (3.15), we deduce from (3.7),
d
dt
‖
√
k(u1, 1)x(t)‖2 + C−11 ‖t (t)‖2C4(‖vx(t)‖2 + ‖u(t)‖2H 1 + ‖(t)‖2H 1). (3.17)
Adding up (3.11), (3.14)–(3.15) and (3.17), and taking 	 > 0 small enough, we conclude
d
dt
M1(t)C4(‖vx(t)‖2 + ‖u(t)‖2H 1 + ‖(t)‖2H 1)C4M1(t), (3.18)
where
M1(t) = ‖u(t)‖2H 1 + ‖v(t)‖2 + ‖
vx√
u1
(t)‖2 + ‖√e(u1, 1)(t)‖2
+‖
√
k(u1, 1)
u1
x(t)‖2
satisﬁes
C−11 (‖v(t)‖2H 1 + ‖u(t)‖2H 1 + ‖(t)‖2H 1)
M1(t)C1(‖v(t)‖2H 1 + ‖u(t)‖2H 1 + ‖(t)‖2H 1). (3.19)
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Differentiating (3.6) with respect to x, we see that
vtx = 0(vxxx/u1 − 2vxxu1x/u21)+R(x, t), (3.20)
where
R(x, t) = −(p1uuu1x + p1u1x)ux − p1uuxx − (p1u − p2u)u2xx
−[p1uuux + (p1uu − p2uu)u2x + p1ux
+(p1
u − p2u)2x]u2x − (p1uu1x + p11x)x − p1xx
−(p1 − p2)2xx − [p1uux + (p1u − p2u)u2x
+p1x + (p1 − p2)2x]2x
−0(vxu1xx/u21 + 2vxu21x/u31)
with pj = p(uj , j ), j = 1, 2. By virtue of Lemmas 2.1–2.7, the embedding theorem
and the mean value theorem, we easily obtain
‖ixR(t)‖2C4(‖u(t)‖2H 2+i + ‖(t)‖2H 2+i + ‖v(t)‖2H 1+i ), i = 0, 1, 2 (3.21)
which along with (3.20) gives
‖vxxx(t)‖2  C1‖vtx(t)‖2 + C2(‖vxx(t)‖2L∞ + ‖R(t)‖2)
 1
2
‖vxxx(t)‖2 + C1‖vtx(t)‖2 + C2(‖vxx(t)‖2 + ‖u(t)‖2H 2 + ‖(t)‖2H 2)
i.e.,
‖vxxx(t)‖2C1‖vtx(t)‖2 + C2(‖vxx(t)‖2 + ‖u(t)‖2H 2 + ‖(t)‖2H 2). (3.22)
Differentiating (3.5) twice with respect to x, multiplying the result by uxx in L2(0, 1),
and using (3.22), we obtain
d
dt
‖uxx(t)‖2C1‖vtx(t)‖2 + C2(‖u(t)‖2H 2 + ‖v(t)‖2H 2 + ‖(t)‖2H 2). (3.23)
Differentiating (3.6) with respect to t , multiplying the result by vt in
L2(0, 1), integrating by parts for each term and using Lemmas 2.1–2.7, we
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deduce that
d
dt
‖vt (t)‖2 + C−11 ‖vtx(t)‖2  C2(1+ ‖v2xt (t)‖2)(‖vt (t)‖2 + ‖t (t)‖2 + ‖u(t)‖2H 1
+‖v(t)‖2
H 1 + ‖(t)‖2H 1). (3.24)
Multiplying (1.3) by e−1 , differentiating the resulting equation with respect to t , we
arrive at
t t = I1(u, v, )+ I2(u, v, )+ I3(u, v, )+ I4(u, v, )+ I5(u, v, ), (3.25)
where
I1(u, v, ) = −(et /e2)(kx/u)x, I2(u, v, ) = (kx/u)xt /e,
I3(u, v, ) = pvxet /e2, I4(u, v, ) = −(tpvx + pt vx + pvxt )/e,
I5(u, v, ) = 0[2vxvxt /eu− v2x(et u+ evx)/e2u2].
We denote by
I
j
i = Ii(uj , vj , j ), j = 1, 2, i = 1, 2, 3, 4, 5.
In term of Lemmas 2.1–2.7, the embedding theorem and the mean value theorem, we
infer that for (u, v, ) = (u1 − u2, v1 − v2, 1 − 2),
‖I 11 − I 21 ‖2  C2(1+ ‖1xxx(t)‖2)(‖u(t)‖2H 1 + ‖v(t)‖2H 1
+‖(t)‖2
H 1 + ‖t (t)‖2), (3.26)
‖I 13 − I 23 ‖2  C2(‖u(t)‖2H 1 + ‖v(t)‖2H 1 + ‖(t)‖2H 1 + ‖t (t)‖2 + ‖vt (t)‖2), (3.27)
‖I 14 − I 24 ‖2  C2‖vxt (t)‖2 + C2(1+ ‖v1xt (t)‖2)(‖u(t)‖2H 1 + ‖v(t)‖2H 1 + ‖(t)‖2H 1
+‖t (t)‖2 + ‖vt (t)‖2), (3.28)
‖I 15 − I 25 ‖2  C2‖vxt (t)‖2 + C2(1+ ‖v2xt (t)‖2)(‖u(t)‖2H 1 + ‖v(t)‖2H 1 + ‖(t)‖2H 1
+‖t (t)‖2 + ‖vt (t)‖2). (3.29)
Subtracting the corresponding Eq. (3.25) satisﬁed by (u1, v1, 1) and (u2, v2, 2), mul-
tiplying the resulting equation by t = (1 − 2)t , using (3.26)–(3.29), we easily
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infer that
1
2
d
dt
‖t (t)‖2 
∫ 1
0
(I 12 − I 22 )t dx + C2‖vxt (t)‖2 + C2(1+ ‖1xxx(t)‖2
+‖v1xt (t)‖2 + ‖v2xt (t)‖2)(‖u(t)‖2H 1 + ‖v(t)‖2H 1
+‖(t)‖2
H 1 + ‖t (t)‖2 + ‖vt (t)‖2). (3.30)
In (3.30), using (3.9) and integration by parts, the ﬁrst term on the right-hand side can
be estimated, for any 	 > 0, as
∫ 1
0
(I 12 − I 22 )t dx = −
∫ 1
0
k12xt /(e
1
u1) dx + J1 + J2 + J3, (3.31)
J1 = −
∫ 1
0
(tx/e1)[k1t x/u1 − k1xv1x/u21 + ((u22x(k1 − k2)− k2u2x)/u1u2)t ] dx
 	‖tx(t)‖2 + C2(1+ ‖2xt (t)‖2)(‖u(t)‖2H 1 + ‖v(t)‖2H 1
+‖(t)‖2
H 1 + ‖t (t)‖2), (3.32)
J2 =
∫ 1
0
(e1xt /(e
1
)
2)[(k1tx + k1t x)/u1 + k1xv1x/u21] dx
 	‖tx(t)‖2 + C2(‖(t)‖2H 1 + ‖t (t)‖2), (3.33)
J3 =
∫ 1
0
(e1xt /(e
1
)
2)[(u22x(k1 − k2)− k2u2x)/u1u2]t dx
 C2(1+ ‖2xt (t)‖2)(‖u(t)‖2H 1 + ‖v(t)‖2H 1 + ‖(t)‖2H 1 + ‖t (t)‖2) (3.34)
with kj = k(uj , j ), ej = e(uj , j ), j = 1, 2. Choosing 	 > 0 small enough in
(3.32)–(3.33), using Lemmas 2.1–2.7, inserting (3.31)–(3.34) into (3.30), we conclude
d
dt
‖t (t)‖2 + C−11 ‖tx(t)‖2  C1‖vtx(t)‖2 + C2H2(t)(‖vt (t)‖2 + ‖t (t)‖2
+‖u(t)‖2
H 1 + ‖v(t)‖2H 1 + ‖(t)‖2H 1) (3.35)
with
H2(t) = 1+ ‖1xxx(t)‖2 + ‖2xt (t)‖2 + ‖v1xt (t)‖2 + ‖v2xt (t)‖2C4.
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Now multiplying (3.24) by a large number N2 > 2C21 , then adding up the result, (3.23)
and (3.30), we conclude
d
dt
M2(t)  C2H2(t)(‖vt (t)‖2 + ‖t (t)‖2 + ‖u(t)‖2H 2 + ‖(t)‖2H 1 + ‖v(t)‖2H 1)
 C4(M1(t)+M2(t)), (3.36)
where M2(t) = ‖uxx(t)‖2 +N2‖vt (t)‖2 + ‖t (t)‖2.
Obviously,
Mˆ(t) ≡M1(t)+M2(t)
veriﬁes
C−12 (‖u(t)‖2H 2 + ‖v(t)‖2H 2 + ‖(t)‖2H 2)
Mˆ(t)C2(‖u(t)‖2H 2 + ‖v(t)‖2H 2 + ‖(t)‖2H 2). (3.37)
It follows from (3.6) and (3.21) that
0
(
uxx
u1
)
t
− p1uuxx = R1(x, t) (3.38)
with
R1(x, t) = vtx − 0
v1xuxx
u21
−R(x, t)− p1uuxx
verifying
‖ixR1(t)‖C1‖i+1x vt (t)‖ + C4(‖u(t)‖Hi+2 + ‖(t)‖Hi+2 + ‖v(t)‖Hi+1),
i = 0, 1, 2. (3.39)
Differentiating (3.38) with respect to x, we arrive at
0
(
uxxx
u1
)
t
− p1uuxxx = R2(x, t), (3.40)
where by Lemmas 2.1–2.7 and (3.39), the mean value theorem and the embedding
theorem,
R2(x, t) = R1x + 0
(
u1xuxx
u21
)
t
+ p1uxuxx
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veriﬁes
‖ixR2(t)‖2C1‖i+2x vt (t)‖2 + C4(‖u(t)‖2H 3+i
+‖v(t)‖2
H 3+i + ‖(t)‖2H 3+i ), i = 0, 1. (3.41)
Multiplying (3.40) by uxxx
u1
in L2(0, 1) and using Lemmas 2.1–2.7, we get
d
dt
‖uxxx
u1
(t)‖2 + C−11 ‖
uxxx
u1
(t)‖2C2‖R2(t)‖2. (3.42)
Differentiating (3.40) with respect to x, we see that
0
(
uxxxx
u1
)
t
− p1uuxxxx = R3(x, t), (3.43)
where by Lemmas 2.1–2.7 and (3.41),
R3(x, t) = 0
(
u1xuxxx
u21
)
t
+ p1uxuxxx +R2(x, t)
satisﬁes
‖R3(t)‖  C4(‖vtxxx(t)‖ + ‖u(t)‖H 4 + ‖v(t)‖H 4 + ‖(t)‖H 4). (3.44)
On the other hand, we differentiate (3.21) with respect to t , and use the embedding
theorem, Lemmas 2.1–2.7 to get
‖vtxxx(t)‖  C4(‖vttx(t)‖ + ‖vtxx(t)‖ + ‖txx(t)‖ + ‖u(t)‖H 2 + ‖v(t)‖H 2
+‖(t)‖H 2 + ‖t (t)‖ + ‖vtx(t)‖ + ‖tx(t)‖) (3.45)
which with (3.44) implies
‖R3(t)‖  C4(‖vttx(t)‖ + ‖vtxx(t)‖ + ‖txx(t)‖ + ‖u(t)‖H 4 + ‖v(t)‖H 4
+‖(t)‖H 4 + ‖t (t)‖ + ‖vtx(t)‖ + ‖tx(t)‖). (3.46)
Analogously, we get
d
dt
‖uxxxx
u1
(t)‖2 + C−11 ‖
uxxxx
u1
(t)‖2C1‖R3(t)‖2. (3.47)
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We easily deduce from (3.5)–(3.6)
‖vt (t)‖  C2(‖u(t)‖H 1 + ‖v(t)‖H 2 + ‖(t)‖H 1), (3.48)
‖t (t)‖  C2(‖(t)‖H 2 + ‖u(t)‖H 1 + ‖v(t)‖H 1) (3.49)
or
‖vxx(t)‖  C2(‖u(t)‖H 1 + ‖v(t)‖H 1 + ‖vt (t)‖ + ‖(t)‖H 1), (3.50)
‖xx(t)‖  C2(‖t (t)‖ + ‖(t)‖H 1 + ‖u(t)‖H 1 + ‖v(t)‖H 1). (3.51)
We differentiate (3.5)–(3.6) with respect to x, respectively, and use Lemmas 2.1–2.7 to
derive
‖vtx(t)‖  C4(‖(t)‖H 2 + ‖u(t)‖H 2 + ‖v(t)‖H 3), (3.52)
‖tx(t)‖  C4(‖(t)‖H 3 + ‖u(t)‖H 2 + ‖v(t)‖H 2) (3.53)
or by (3.50) and (3.51),
‖vxxx(t)‖  C4(‖u(t)‖H 2 + ‖v(t)‖H 2 + ‖(t)‖H 2 + ‖vtx(t)‖),
 C4(‖u(t)‖H 2 + ‖v(t)‖H 1 + ‖(t)‖H 1 + ‖vt (t)‖
+‖t (t)‖ + ‖vtx(t)‖), (3.54)
‖xxx(t)‖  C4(‖(t)‖H 2 + ‖tx(t)‖ + ‖u(t)‖H 2 + ‖v(t)‖H 2)
 C4(‖tx(t)‖ + ‖u(t)‖H 2 + ‖v(t)‖H 1 + ‖vt (t)‖
+‖(t)‖H 1 + ‖t (t)‖). (3.55)
Similarly, we differentiate (3.5) and (3.6) with respect to t , respectively, use Lemmas
2.1–2.7 and (3.50), (3.51), (3.54)–(3.55) to get
‖vtxx(t)‖  C4(‖vtt (t)‖ + ‖u(t)‖H 1 + ‖v(t)‖H 2 + ‖(t)‖H 1
+‖vtx(t)‖ + ‖t (t)‖ + ‖tx(t)‖)
 C4(‖vtt (t)‖ + ‖u(t)‖H 1 + ‖v(t)‖H 1 + ‖(t)‖H 1
+‖vtx(t)‖ + ‖t (t)‖ + ‖tx(t)‖), (3.56)
‖txx(t)‖  C4(‖t t (t)‖ + ‖u(t)‖H 1 + ‖v(t)‖H 1 + ‖(t)‖H 1
+‖vtx(t)‖ + ‖t (t)‖ + ‖tx(t)‖) (3.57)
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or
‖vtt (t)‖  C4(‖vtxx(t)‖ + ‖u(t)‖H 1 + ‖v(t)‖H 1 + ‖(t)‖H 1
+‖t (t)‖ + ‖vtx(t)‖ + ‖tx(t)‖), (3.58)
‖t t (t)‖  C4(‖txx(t)‖ + ‖u(t)‖H 1 + ‖v(t)‖H 1 + ‖(t)‖H 1
+‖t (t)‖ + ‖vtx(t)‖ + ‖tx(t)‖). (3.59)
We differentiate (3.5)–(3.6) with respect to x twice, use the mean value theorem to get
‖vtxx(t)‖  C4(‖u(t)‖H 3 + ‖v(t)‖H 4 + ‖(t)‖H 3), (3.60)
‖txx(t)‖  C4(‖u(t)‖H 3 + ‖v(t)‖H 3 + ‖(t)‖H 4 + ‖t (t)‖ + ‖tx(t)‖)
 C4(‖u(t)‖H 3 + ‖v(t)‖H 3 + ‖(t)‖H 4) (3.61)
or by (3.50)–(3.51) and (3.54)–(3.57),
‖vxxxx(t)‖  C4(‖u(t)‖H 3 + ‖v(t)‖H 3 + ‖(t)‖H 3 + ‖vtxx(t)‖
 C4(‖u(t)‖H 3 + ‖v(t)‖H 1 + ‖(t)‖H 1 + ‖t (t)‖
+‖vtx(t)‖ + ‖vtt (t)‖ + ‖tx(t)‖), (3.62)
‖xxxx(t)‖  C4(‖u(t)‖H 3 + ‖v(t)‖H 3 + ‖(t)‖H 3 + ‖t (t)‖
+‖tx(t)‖ + ‖txx(t)‖)
 C4(‖u(t)‖H 3 + ‖v(t)‖H 1 + ‖(t)‖H 1 + ‖t (t)‖
+‖vtx(t)‖ + ‖tx(t)‖ + ‖t t (t)‖). (3.63)
On the other hand, inserting (3.48)–(3.49), (3.52)–(3.53) and (3.60)–(3.61) into (3.58)–
(3.59) gives that
‖vtt (t)‖  C4(‖u(t)‖H 3 + ‖v(t)‖H 4 + ‖(t)‖H 3), (3.64)
‖t t (t)‖  C4(‖u(t)‖H 3 + ‖v(t)‖H 3 + ‖(t)‖H 4). (3.65)
Now differentiating (3.6) with respect to t twice, multiplying the resulting equation
by vtt in L2(0, 1), integrating by parts, and employing Lemmas 2.1–2.7, estimates
(3.48)–(3.65), the mean value theorem and the embedding theorem, we ﬁnally deduce
d
dt
‖vtt (t)‖2 + C−11 ‖vttx(t)‖2
C4(1+ ‖v2t tx(t)‖2 + ‖2t tx(t)‖2)
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×(‖u(t)‖2
H 1 + ‖v(t)‖2H 1 + ‖(t)‖2H 1 + ‖vt (t)‖2 + ‖t (t)‖2
+‖vtx(t)‖2 + ‖tx(t)‖2 + ‖vtt (t)‖2 + ‖t t (t)‖2). (3.66)
Similarly, differentiating (3.25) with respect to t , subtract the corresponding equations
satisﬁed by (u1, v1, 1) and (u2, v2, 2), multiplying the resulting equation by t t =
(1−2)tt , using Lemmas 2.1–2.7, the embedding theorem and the mean value theorem,
we infer that for (u, v, ) = (u1 − u2, v1 − v2, 1 − 2),
d
dt
‖t t (t)‖2 + C−11 ‖t tx(t)‖2
C4(1+ ‖2t tx(t)‖2)(‖u(t)‖2H 1 + ‖v(t)‖2H 1
+‖(t)‖2
H 1 + ‖t (t)‖2 + ‖vtx(t)‖2 + ‖tx(t)‖2 + ‖t t (t)‖2). (3.67)
Differentiating (3.6) with respect to t and x, respectively, perfuming an integration by
parts, we arrive at
1
2
d
dt
‖vtx(t)‖2 = H0 +H1 +H2 +H3, (3.68)
where
H0 = 0
(
vx
u1
− v2xu
u1u2
)
tx
vtx |x=1x=0,
H1 = −0
∫ 1
0
(
vx
u1
− v2xu
u1u2
)
tx
vtxx dx,
H2 = −0
∫ 1
0
(p1uux + p1x)txvtx dx,
H3 =
∫ 1
0
[(p1u − p2u)u2x + (p1 − p2)2x]txvtx dx.
Using Sobolev’s interpolation inequality, we infer from Lemmas 2.1–2.7, (3.50)–(3.51),
(3.54)–(3.55) and (3.62)–(3.63) that for any  ∈ (0, 1),
H0  C4[‖vtxx(t)‖L∞ + ‖vtx(t)‖L∞ + ‖vx(t)‖L∞ + ‖vxx(t)‖L∞
+(1+ ‖v2txx(t)‖L∞)‖u(t)‖L∞ + ‖ux(t)‖L∞]‖vtx(t)‖L∞
 C4[‖vtxx(t)‖1/2‖vtxxx(t)‖1/2 + ‖vtxx(t)‖ + ‖vtx(t)‖ + ‖v(t)‖H 3
+‖v2txxx(t)‖‖ut‖ + ‖u(t)‖H 2 ](‖vtx(t)‖1/2‖vtxx‖1/2 + ‖vtx(t)‖)
 (‖vtxxx(t)‖2 + ‖vtxx(t)‖2)+ C4()(1+ ‖v2txxx(t)‖2)(‖u(t)‖2H 2
+‖v(t)‖2
H 1 + ‖(t)‖2H 1 + ‖t (t)‖2 + ‖vt (t)‖2 + ‖vtx(t)‖2), (3.69)
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H1  −0
∫ 1
0
v2txx
u1
dx + ‖vtxx(t)‖2 + C4()(‖vtx(t)‖2 + ‖vx(t)‖2H 1)
 −(C−11 − )‖vtxx(t)‖2 + C4()(‖vtx(t)‖2 + ‖u(t)‖2H 1 + ‖v(t)‖2H 1
+‖(t)‖2
H 1 + ‖vt (t)‖2). (3.70)
Similarly, we conclude for any  ∈ (0, 1),
H2  (‖vtxx(t)‖2 + ‖txx(t)‖2)+ C4()(‖u(t)‖2H 2 + ‖v(t)‖2H 1 + ‖(t)‖2H 1
+‖vt (t)‖2 + ‖t (t)‖2 + ‖vtx(t)‖2 + ‖tx(t)‖2), (3.71)
H3  ‖vtxx(t)‖2 + C4()(‖u(t)‖2H 1 + ‖v(t)‖2H 1 + ‖(t)‖2H 1 + ‖vt (t)‖2
+‖t (t)‖2 + ‖tx(t)‖2). (3.72)
Thus the combination of (3.68)–(3.72) gives
1
2
d
dt
‖vtx(t)‖2  −(C−11 − C4)‖vtxx(t)‖2 + C4(‖vttx(t)‖2 + ‖txx(t)‖2)
+C4()(1+ ‖v2txxx(t)‖2)(‖u(t)‖2H 2 + ‖v(t)‖2H 1
+‖(t)‖2
H 1 + ‖t (t)‖2 + ‖vtx(t)‖2 + ‖tx(t)‖2). (3.73)
Similarly, differentiating (3.25) with respect to x, subtracting the resulting equations
satisﬁed by (u1, v1, 1) and (u2, v2, 2), multiplying the corresponding equation by
tx = (1 − 2)tx , we ﬁnally conclude
1
2
d
dt
‖tx(t)‖2  −(C−11 − C4)‖txx(t)‖2 + C4(‖t tx(t)‖2 + ‖vtxx(t)‖2)
+C4()(1+ ‖2txxx(t)‖2)(‖u(t)‖2H 2 + ‖v(t)‖2H 1
+‖(t)‖2
H 1 + ‖t (t)‖2 + ‖vtx(t)‖2 + ‖tx(t)‖2). (3.74)
Put
M3(t) = ‖vtt (t)‖2 + 12‖vtx(t)‖
2 + ‖t t (t)‖2 + 12‖tx(t)‖
2
+(‖uxxx
u1
(t)‖2 + ‖uxxxx
u1
(t)‖2).
Then multiplying (3.42) and (3.47) by  respectively, adding up the resulting equations,
(3.66)–(3.67) and (3.73)–(3.74), and using (3.41), (3.46), and picking  > 0 small
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enough, we get
d
dt
M3(t)+ C−14 (‖vttx(t)‖2 + ‖vtxx(t)‖2 + ‖t tx(t)‖2 + ‖txx(t)‖2
+‖uxxx(t)‖2 + ‖uxxxx(t)‖2)
C4H3(t)G(t), (3.75)
where
G(t) = ‖u(t)‖2
H 4 + ‖v(t)‖2H 4 + ‖(t)|2H 4 + ‖vt (t)‖2 + ‖t (t)‖2 + ‖vtx(t)‖2
+‖tx(t)‖2 + ‖vtt (t)‖2 + ‖t t (t)‖2
and by Lemmas 2.6–2.7,
H3(t) = 1+ ‖v1t tx(t)‖2 + ‖v2t tx(t)‖2 + ‖2t tx(t)‖2 + ‖2txxx(t)‖2 + ‖v2txxx(t)‖2
veriﬁes
∫ t
0
H3() dC4(1+ t), ∀t > 0. (3.76)
On the other hand, we derive from (3.48)–(3.49), (3.52)–(3.53) and (3.64)–(3.65)
‖u(t)‖2
H 4 + ‖v(t)‖2H 4 + ‖(t)‖2H 4
G(t)C4(‖u(t)‖2H 4 + ‖v(t)‖2H 4 + ‖(t)‖2H 4). (3.77)
If we put
M(t) = M1(t)+M2(t)+M3(t),
then we easily infer from (3.50)–(3.51), (3.54)–(3.55) and (3.62)–(3.63) that
G(t)  C4(‖u(t)‖2H 4 + ‖v(t)‖2H 1 + ‖(t)‖2H 1 + ‖vt (t)‖2 + ‖t (t)‖2
+‖vtx(t)‖2 + ‖tx(t)‖2 + ‖vtt (t)‖2 + ‖t t (t)‖2)
 C4M(t). (3.78)
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Also it follows from the deﬁnition of M(t), (3.19) and (3.37) that
M(t)  C4(‖u(t)‖2H 4 + ‖v(t)‖2H 1 + ‖(t)‖2H 1 + ‖vt (t)‖2 + ‖t (t)‖2
+‖vtx(t)‖2 + ‖tx(t)‖2 + ‖vtt (t)‖2 + ‖t t (t)‖2)
 C4G(t)
which along with (3.78) gives
C−14 (‖u(t)‖2H 4 + ‖v(t)‖2H 4 + ‖(t)‖2H 4)
M(t)C4(‖u(t)‖2H 4 + ‖v(t)‖2H 4 + ‖(t)‖2H 4). (3.79)
Thus adding up (3.18), (3.36) and (3.75) yields
d
dt
M(t)C4H3(t)M(t)
which with (3.79) and Gronwall’s inequality that for any t > 0,
‖u(t)‖2
H 4 + ‖v(t)‖2H 4 + ‖(t)‖2H 4  C4M(t)C4M(0) exp(C4
∫ t
0
H3() d)
 C4 exp(C4t)(‖u0‖2H 4 + ‖v0‖2H 4 + ‖0‖2H 4),
∀ t > 0.
That is,
‖S(t)(u10, v10, 10)− S(t)(u20, v20, 20)‖H 4+
C4 exp(C4t)‖(u10, v10, 10)− (u20, v20, 20)‖H 4+
which implies the continuity of semigroup S(t) with respect to the initial data in
H 4+ (and also the uniqueness of global solutions in H 4+). In order to prove (3.2), by
(3.3)–(3.4), it sufﬁces to show that for any (u0, v0, 0) ∈ H 4+,
‖S(t)(u0, v0, 0)− (u0, v0, 0)‖H 4+ −→ 0 (3.80)
as t → 0+, which also gives
S(0) = I (3.81)
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with I being the unit operator (i.e., identity operator) on H 4+. To show (3.81), we
choose a function sequence which is smooth enough, for example, (um0 , v
m
0 , 
m
0 ) ∈
H 6 ×H 6 ×H 6 such that
‖(um0 , vm0 , m0 )− (u0, v0, 0)‖H 4+ −→ 0 (3.82)
as m → +∞. By the local regularity result, we conclude that there is a small t0 > 0
such that there exists a unique smooth solution (um(t), vm(t), m(t)) ∈ H 6×H 6×H 6
(∀t ∈ (0, t0)). This implies that for m = 1, 2, . . . ,
‖(um(t), vm(t), m(t))− (um0 , vm0 , m0 )‖H 4+ −→ 0 (3.83)
as t → 0+. By the continuity of the operator S(t), we conclude that for any t ∈ (0, t0),
‖(um(t), vm(t), m(t))− (u(t), v(t), (t))‖H 4+
= ‖S(t)(um0 , vm0 , m0 )− S(t)(u0, v0, 0)‖H 4+
C4(t0)‖(um0 , vm0 , m0 )− (u0, v0, 0)‖H 4+ −→ 0
as m→+∞, this along with (3.82)–(3.83) leads to
‖S(t)(u0, v0, 0)− (u0, v0, 0)‖H 4+ = ‖(u(t), v(t), (t))− (u0, v0, 0)‖H 4+
‖(um(t), vm(t), m(t))− (u(t), v(t), (t))‖H 4+
+‖(um(t), vm(t), m(t))− (um0 , vm0 , m0 )‖H 4+ + ‖(u
m
0 , v
m
0 , 
m
0 )− (u0, v0, 0)‖H 4+
−→ 0
as m → +∞ and t → 0+, which implies (3.80) and (3.81). The proof is now
complete. 
4. Exponential stability in H 4+
In this section, we will use estimates established in Section 2 to show the exponential
stability of solution in H 4+ or of the nonlinear C0-semigroup S(t) on H 4+.
Lemma 4.1. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+, there
exists a positive constant (1)4 = (1)4 (C4)2(C2) such that for any ﬁxed  ∈ (0, (1)4 ],
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the following estimates hold for any t > 0 and  ∈ (0, 1) small enough,
et‖vtt (t)‖2 +
∫ t
0
e‖vttx‖2() dC4 + C4
∫ t
0
e‖txx‖2() d, (4.1)
et‖t t (t)‖2 +
∫ t
0
e‖t tx‖2() d
C1
∫ t
0
e(‖vtxx‖2 + ‖vttx)() d
+C4−3 + C2−1
∫ t
0
e‖txx‖2() d. (4.2)
Proof. The proofs of (4.1)–(4.2) are basically same as those of (2.21)–(2.22). The
difference here is to estimate (4.1)–(4.2) with weighted exponential function et . Mul-
tiplying (2.37) by et and using (2.33) and Lemma 2.3, we have
1
2
et‖vtt (t)‖2  C4 − (C−11 − C1)
∫ t
0
e‖vttx‖2() d+ C2
∫ t
0
e‖t t‖2() d
 C4 − (C−11 − C1)
∫ t
0
e‖vttx‖2() d+ C4
∫ t
0
e‖txx‖2() d
which gives (4.1) if we take  > 0 so small that 0 <  min[ 14C21 , 2(C2)].
Similarly, multiplying (2.38) by et and using (2.35), (2.39)–(2.44) and Lemma 2.3,
we derive that for any  ∈ (0, 1) small enough,
1
2
et‖√et t (t)‖2  C4 + 2
∫ t
0
e‖√et t‖2() d
+
∫ t
0
e(A1 + A2 + A3 + A4 + A5 + A6)() d
 C4−3 − (C−11 − 2)
∫ t
0
e‖t tx‖2() d
+C2−1
∫ t
0
e‖txx‖2() d+ 
∫ t
0
e‖vttx‖2() d+ C2et/2
× sup
0 t
‖t t ()‖(
∫ t
0
e‖vtxx‖2() d)1/4
×
[∫ t
0
(‖vx‖2+‖t‖2+‖vtx‖2)() d
]1/2 (∫ t
0
e‖vtx‖2() d
)1/4
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 C4−3 − (C−11 − 2)
∫ t
0
e‖t tx‖2() d
+C2−1
∫ t
0
e‖txx‖2() d
+
∫ t
0
e(‖vttx‖2 + ‖vtxx‖2)() d+ et sup
0 t
‖t t ()‖2
which, by taking supremum on the right-hand side and choosing  ∈ (0, 1) small
enough, implies (4.2). The proof is complete. 
Lemma 4.2. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+, there is a
positive constant (2)4 
(1)
4 such that for any ﬁxed  ∈ (0, (2)4 ], the following estimates
hold for any t > 0 and  ∈ (0, 1) small enough,
et‖vtx(t)‖2 +
∫ t
0
e‖vtxx‖2() d
C3−6 + C22
∫ t
0
e(‖txx‖2 + ‖vttx‖2)() d, (4.3)
et‖tx(t)‖2 +
∫ t
0
e‖txx‖2() d
C3−6 + C22
∫ t
0
e(‖vtxx‖2 + ‖t tx‖2)() d, (4.4)
et (‖vtx(t)‖2 + ‖tx(t)‖2)+
∫ t
0
e(‖vtxx‖2 + ‖txx‖2)() d
C3−6 + C22
∫ t
0
e(‖t tx‖2 + ‖vttx‖2)() d. (4.5)
Proof. Multiplying (2.49) by et , using (2.53), (2.55) and Lemma 2.3, we infer that
for any  ∈ (0, 1) small enough,
et‖vtx(t)‖2  C3−6 − [(2C1)−1 − 2 − C1]
∫ t
0
e‖vtxx‖2() d
+2
∫ t
0
e(‖vtxxx‖2 + ‖txx‖2)() d
which with (2.57) gives (4.3) if we take  > 0 and  ∈ (0, 1) so small that 0 <  <
min[1, 1/(8C1)] and 0 <  min[(1)4 , 1/(8C21 )] ≡ (2)4 . In the same manner, we easily
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derive (4.4) from (2.58)–(2.62) and (2.67). Adding (4.3) to (4.4) and picking  ∈ (0, 1)
small enough give (4.5). The proof is complete. 
Lemma 4.3. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+, there is a
positive constant 4(2)4 such that for any ﬁxed  ∈ (0, 4], the following estimates
hold for any t > 0,
et (‖vtt (t)‖2 + ‖vtx(t)‖2 + ‖t t (t)‖2 + ‖tx(t)‖2)+
∫ t
0
e(‖vttx‖2 + ‖vtxx‖2
+‖t tx‖2 + ‖txx‖2)() dC4, (4.6)
et (‖uxxx(t)‖2H 1 + ‖uxx(t)‖2W 1,∞)+
∫ t
0
e(‖uxxx‖2H 1
+‖uxx‖2W 1,∞)() dC4, (4.7)
et (‖vxxx(t)‖2H 1 + ‖vxx(t)‖2W 1,∞ + ‖xxx(t)‖2H 1 + ‖xx(t)‖2W 1,∞ + ‖utxxx(t)‖2
+‖vtxx(t)‖2 + ‖txx(t)‖2)+
∫ t
0
e(‖vtt‖2 + ‖vxxxx‖2H 1 + ‖vtxx‖2H 1
+‖t t‖2 + ‖xxxx‖2H 1 + ‖txx‖2H 1 + ‖vxx‖2W 2,∞ + ‖vtx‖2W 1,∞ + ‖xx‖2W 2,∞
+‖tx‖2W 1,∞ + ‖utxxx‖2H 1)() dC4. (4.8)
Proof. Multiplying (4.1) and (4.2) by  and 3/2 respectively, adding the resulting
inequality to (4.5), and then taking  > 0 small enough, we can obtain the desired
estimate (4.6).
Multiplying (2.76) by et , using (2.74), (4.6) and Lemma 2.3, and choosing  > 0 so
small that 0 < 4 ≡ min[ 12C1 , 
(2)
4 ], we conclude that for any t > 0,
et‖uxxx
u
(t)‖2 + 1
2C1
∫ t
0
e‖uxxx
u
‖2() d
C3 + C1
∫ t
0
e‖E1()‖2 dC4,
whence
et‖uxxx(t)‖2 +
∫ t
0
e‖uxxx‖2() dC4, ∀t > 0. (4.9)
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Similarly to (2.78), (2.81)–(2.82), (2.85)–(2.86), using (4.6), (4.9) and Lemma 2.3, we
have that for any ﬁxed  ∈ (0, 4],
et (‖vxxx(t)‖2H 1 + ‖vxx(t)‖2W 1,∞ + ‖vtxx(t)‖2
+‖xxx(t)‖2H 1 + ‖xx(t)‖2W 1,∞ + ‖txx(t)‖2)
+
∫ t
0
e(‖vxxx‖2H 1 + ‖vxx‖2W 1,∞ + ‖xxx‖2H 1 + ‖xx‖2W 1,∞
+‖vtxx‖2 + ‖txx‖2)() dC4 (4.10)
and
∫ t
0
e(‖vtt‖2 + ‖t t‖2 + ‖vtxxx‖2 + ‖txxx‖2)() dC4, ∀t > 0. (4.11)
Similarly to (4.9), multiplying (2.88) by et , using (2.84), (4.6), (4.9)–(4.11) and Lemma
2.3, we get that for any ﬁxed  ∈ (0, 4],
et‖uxxxx
u
(t)‖2 + 1
2C1
∫ t
0
e‖uxxxx
u
‖2() d
C4 + C1
∫ t
0
e‖E2‖2() dC4.
That is,
et‖uxxxx(t)‖2 +
∫ t
0
e‖uxxxx‖2() dC4, ∀t > 0. (4.12)
Similarly to (2.91)–(2.93), we easily derive that for any ﬁxed  ∈ (0, 4],
∫ t
0
e(‖vxxxxx‖2 + ‖xxxxx‖2 + ‖utxxx‖2H 1
+‖vxx‖2W 2,∞ + ‖xx‖2W 2,∞)() dC4, ∀t > 0. (4.13)
Finally, we combine estimates (4.6), (4.9)–(4.13) with the interpolation inequality to
derive the required estimates (4.7)–(4.8). The proof is now complete. 
Now we can use (1.1), Lemma 2.3, Lemmas 2.6–2.7 and Lemmas 4.1–4.3 to prove
the following lemma.
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Lemma 4.4. Under assumptions of Theorem 1.1, for any (u0, v0, 0) ∈ H 4+ and for
any ﬁxed  ∈ (0, 4], the following estimates hold for any t > 0,
et (‖u(t)− u¯‖2
H 4 + ‖v(t)‖2H 4 + ‖(t)− ¯‖2H 4 + ‖ut (t)‖2H 3 + ‖utt (t)‖2H 1 + ‖vt (t)‖2H 2
+‖vtt (t)‖2 + ‖t (t)‖2H 2 + ‖t t (t)‖2)C4, (4.14)∫ t
0
e(‖u− u¯‖2
H 4 + ‖v‖2H 5 + ‖− ¯‖2H 5 + ‖vt‖2H 3 + ‖vtt‖2H 1 + ‖t‖2H 3 + ‖t t‖2H 1
+‖ut‖2H 4 + ‖utt‖2H 2 + ‖uttt‖2)() dC4. (4.15)
5. Universal attractor in H 4+
In this section we will show the existence of a universal attractor in H 4+.
Lemma 5.1. If (u0, v0, 0) ∈ H 1
 , then the following estimates hold for any t > 0,

2
∫ 1
0
u(x, t) dx =
∫ 1
0
u0(x) dx
3, (5.1)

6
∫ 1
0
(e(u, )+ v2/2)(x, t) dx
=
∫ 1
0
(e(u0, 0)+ v20/2)(x) dx
7, for (1.6), (5.2)
∫ 1
0
(E(u, )+ v2/2)(x, t) dx +
∫ t
0
∫ 1
0
(
k(u, )2x
u2
+ 0v
2
x
u
)
(x, ) dx d
=
∫ 1
0
(E(u0, 0)+ v20/2)(x) dx
1, (5.3)
∫ 1
0
(r+1 + v2)(x, t) dx +
∫ t
0
∫ 1
0
(
(1+ q)2x
u2
+ v
2
x
u
)(x, ) dx dC
, (5.4)
0 < C−1
 
∫ 1
0
(x, t) dxC
, (5.5)
∗ ¯∗, (5.6)
0 < C−1
 (x, t), ∀(x, t) ∈ [0, 1] × [0,+∞), (5.7)
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where
∗ = min[T0, min
u∈[
2,
3],e∈[
6,
7]
ˆ(u, e)]
and
∗ = max[T0, max
u∈[
2,
3],e∈[
6,
7]
ˆ(u, e)].
Proof. See, e.g., Lemmas 4.1–4.3 in [53]. The proof is complete. 
Lemma 5.2. For initial data belonging to an arbitrary ﬁxed bounded set B1 of H 1

there is tˆ0 > 0 depending only on boundedness of this bounded set B1 such that for
all t t0, x ∈ [0, 1],

4(x, t)
5, 
2/2u(x, t)2
3. (5.8)
Proof. See, e.g., Lemma 4.6 in [53]. 
Lemma 5.3. Under assumptions of Theorem 1.2, for any 
i (i = 1, . . . , 7) verifying
(1.28)–(1.30), the nonlinear C0-semigroup possesses in Hi
 (i = 1, 2) a universal (max-
imal) attractor Ai,
 (i = 1, 2).
Proof. See, e.g., Theorem 2.1 in [52]. 
In what follows, with the help of Lemmas 5.1–5.3, we will establish the existence
of an absorbing set in H 4
 . To this end, from now on, we always assume that the
initial data belong to an any given bounded set B4 in H 4
 , and so there exists a sufﬁ-
ciently large positive constant B4 such that ‖(u0, v0, 0)‖H 4+B4. By virtue of Lemma
2.3, Lemmas 5.1–5.3 and repeating the same argument as the proof of Lemma 4.4,
we easily derive the following lemma which yields the existence of an absorbing
set in H 4+.
Lemma 5.4. There exists a positive constant ˆ4 = ˆ4(C
,B4) ˆ3(C
,B4) such that for
any ﬁxed  ∈ (0, ˆ4], it holds that for any t > 0,
et (‖u− u¯‖2
H 4 + ‖v‖2H 4 + ‖− ¯‖2H 4 + ‖ut (t)‖2H 3 + ‖utt (t)‖2H 1 + ‖vt (t)‖2H 2
+‖vtt (t)‖2 + ‖t (t)‖2H 2 + ‖t t (t)‖2)+
∫ t
0
e(‖u− u¯‖2
H 4 + ‖v‖2H 5 + ‖− ¯‖2H 5
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+‖vt‖2H 3 + ‖vtt‖2H 1 + ‖t‖2H 3 + ‖t t‖2H 1 + ‖ut‖2H 4
+‖utt‖2H 2 + ‖uttt‖2)() dC
,B4
which implies
‖u(t)‖2
H 4 + ‖v(t)‖2H 4 + ‖(t)‖2H 4  2(u¯2 + ¯
2
)+ C
,B4e−t
 R2(
)+ C
,B4e−t (5.9)
with R2(
) = 2(
23 + (∗)2).
It follows from Lemma 5.3 (see also Theorem 4.10 and Theorem 5.3 in [53]) that for
any bounded set Bi ∈ Hi
 (i = 1, 2) and any initial datum (u0, v0, 0) ∈ Bi (i = 1, 2)
with ‖(u0, v0, 0)‖Bi (i = 1, 2) where Bi (i = 1, 2) are positive constants, there
exists some time ti = ti (
, Bi, t0) tˆ0 (i = 1, 2), t2 t1 tˆ0 such that as t ti ,
‖(u(t), v(t), (t))‖2
Hi

2R2(
), (i = 1, 2)
i.e., the ball Bˆi = {(u, v, ) ∈ Hi
, ‖(u, v, )‖2Hi
2R
2(
)} is an absorbing ball in Hi

with
Ai,
 = (Bˆi) =
⋂
s0
⋃
t s
S(t)Bˆi (i = 1, 2),
where the closures are taken with respect to the weak topology of Hi (i = 1, 2). Now
if we take t4 = t4(C
,B4) = max[t2(C
,B2 ,−ˆ−14 ln R
2(
)
C
,B4
)], then we readily derive the
following lemma from Lemma 5.4.
Lemma 5.5. The ball Bˆ4 = {(u, v, ) ∈ H 4
 , ‖(u, v, )‖2H 4
 2R
2(
)} is an absorbing
set in H 4
 , i.e., when t t4(C
,B4), we have
‖(u(t), v(t), (t))‖2
H 4

2R2(
).
Since we have proved the existence of absorbing balls Bˆ1, Bˆ2 and Bˆ4 in H 1
 , H
2

 and
H 4
 , we can follow the abstract framework established in [13] by Ghidaglia to conclude
that:
Lemma 5.6. The set
(Bˆ4) =
⋂
s0
⋃
t s
S(t)Bˆ4, (5.10)
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where the closures are taken with respect to the weak topology of H 4+, is included in
Bˆ4 and nonempty. It is invariant by S(t), i.e.,
S(t)(Bˆ4) = (Bˆ4), ∀t > 0. (5.11)
Remark 5.1. If we take B a bounded set in H 4
 , we can also deﬁne (B) by (5.10) and
when B is nonempty, (B) is also included in Bˆ4, nonempty and invariant. Since Bˆ4
is an absorbing ball, we know that (B) ⊆ (Bˆ4). This shows that (Bˆ4) is maximal
in the sense of inclusion.
Theorem 5.1. The set
A4,
 = (Bˆ4) (5.12)
satisﬁes
A4,
 is bounded and weakly closed in H 4
 , (5.13)
S(t)A4,
 = A4,
, ∀t0 (5.14)
for every bounded set B in H 4
 ,
lim
t−→+∞d
w(S(t)B,A4,
) = 0. (5.15)
Moreover, it is the maximal set in the sense of inclusion that satisﬁes (5.13), (5.14)
and (5.15).
Remark 5.2. Since we have obtained three attractors A4,
, A2,
 and A1,
 which satisfy
that A4,
 is bounded in H 4
 (⊆ H 2
 ⊆ H 1
 ) and A2,
 is bounded in H 2
 (⊆ H 1
 ), so A4,

is bounded in both H 1
 and H
2

 and A2,
 is bounded in H 1
 , and by the invariance
property (5.14), we have
A4,
 ⊆ A2,
 ⊆ A1,
. (5.16)
On the contrary if we knew that A1,
 is bounded in H 2
 or/and A2,
 is bounded in
H 4
 , then we know that A1,
 = A2,
 or/and A2,
 = A4,
.
Till now we have ﬁnished the proof of Theorem 1.2. 
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