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Abstract
We study the weak limit behavior of certain types of point processes obtained by replacing the
original observations by the bootstrap sample. The usual bootstrap fails asymptotically in cases
for which there exists a Poisson point process or a xed point measure in the limit. In some cases,
by subsampling at the rate m=m(n) = o(n)!1 in the bootstrap (where n is the sample size),
this problem will be resolved and convergence holds in probability. If m log log n=n! 0 then
asymptotic results are valid almost surely. The method is applied to some statistical problems.
c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Properties of the bootstrap for the mean of heavy-tailed distributions have been the
subject of much attention in statistical literature (see, for example, Athreya, 1987;
Knight, 1989; Hall, 1990). It has been pointed out that the usual bootstrap is not
consistent for estimating the distribution of the mean. When the bootstrap fails asymp-
totically, some authors suggest changing the resampling sample size to m=o(n) when
m!1 (see for example, Wu et al., 1990).
Instead of a specic statistic, here we study the weak limit behavior of the point
process induced by the original sample and the point process induced by the boot-
strap sample. More precisely, if X 1 ; : : : ; X

n is the bootstrap sample, we check whetherPn
k=1 a−1n X i ()
vd! () (in some mode of convergence) when the limit based on the
original sample is
Pn
k=1 a−1n Xi()
vd! (). Note that the probability measure induced by
the bootstrap sample is a random probability measure and its limit can be convergent
almost surely, in probability or in distribution. The notation \ vd!" used throughout this
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paper denotes convergence in distribution with respect to the vague topology and for
any set A dene
x(A) =

1 if x 2 A;
0 if x 2 Ac:
For details see Kallenberg (1983). Throughout this paper, we will denote N=N(C)
for the set of point measures on C and d is the vague metric on N. We also write
m= mn for the resampling sample size, where m!1 as n!1.
2. Regularly varying tails
In this section, we give a relatively general result for the limiting distribution of the
bootstrap point process when the data arise from a distribution with a regularly varying
tail. Theorem 2.1 shows that in this scenario, the usual bootstrap fails to recover the
original distribution asymptotically. In the limiting point process a random multiplicity
makes the limiting bootstrap point process dierent from the original asymptotic point
process. However, changing the bootstrap sample size to m=o(n) resolves this problem.
Using this result we will present some examples and applications. The basic idea is
always to nd the right point process that converges to a Poisson random measure and
apply the continuous mapping theorem in a suitable way.
Theorem 2.1. (i) For n>1; let fXn;1; : : : ; Xn;ng denote i.i.d. random elements of
any Polish space (C;S) such that nP(Xn;1 2 ) v! () where  is a Radon measure
(measure of compact sets are nite) on C and \ v!" is the vague convergence. Also
assume that fX n;1; : : : ; X n;ng (the bootstrap sample) are i.i.d. from the distribution
F (1)n (x) =
1
n
nX
i=1
I(Xn; i6x); (2.1)
where Xn; i = a−1n Xi; i = 1; : : : ; n and an!1 is a nonnegative sequence of constants.
We have
n() :=
nX
j=1
Xn; j () vd! () :=
1X
j=1
Uj ()
where () is a Poisson point process with  mean measure. Moreover;
n() :=
nX
j=1
X n; j ()
vd! () :=
1X
k=1
Mk Uk () in distribution
where fMk g are i.i.d. with a Poisson distribution with unit mean. (In fact  is a
Poisson random measure with the random mean measure :)
(ii) Under the same assumptions as in (i); suppose m = o(n)!1 are positive
integers and let fX m;1; : : : ; X m;mg be i.i.d. from
F (2)n (x) = n
−1
nX
i=1
I(Xm;i6x); (2.2)
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where Xm;i = a−1m Xi for i = 1; : : : ; n. We have
n−1m
nX
j=1
Xm; j ()
vp! () (2.3)
and
n () :=
mX
j=1
X m; j ()
vd! () =
1X
k=1
Uk () in probability; (2.4)
where () :=
P1
k=1 Uk () is the same point process as in (i) and \
vp!" stands for
convergence in probability with respect to the vague metric.
(iii) Under the same assumptions as in (i) and (ii); and if m log log n=n! 0 then
we have
n−1m
nX
j=1
Xm; j () v! ()
for almost any sample path X1; X2; : : : . Therefore in this case (2:4) holds almost
surely.
Proof. For parts (i) and (ii) see Feigin and Resnick (1997). For part (iii), if we
show that (2.3) holds almost surely with respect to the vague topology then we get
mP(X m;1 2 ) v! () a.s.. Therefore by appealing to Theorem 3:21 of Resnick (1987)
the result follows. To prove that (2.3) holds almost surely with respect to the vague
topology notice that from Proposition 3:12 in Resnick (1987) for a sequence of random
measures n; n()! () if and only if n(B)! (B) for all relatively compact set B
with (@(B)) = 0. Since mP(Xm;1 2 ) v! () we need to prove that
n−1m
nX
i=1
Xm; i(B)− mP(Xm;1 2 B) = n−1m
nX
i=1
(Xm; i(B)− P(Xm;1 2 B)) a:s:! 0:
To prove this we use a version of the law of the iterated logarithm given in Laha and
Rohatgi (1979), Theorem 2:4:1 that can be applied to triangular arrays of independent
random variables (r.v.’s). Dene
Yi;n = Xm; i(B)− P(Xm;1 2 B)
for i = 1; : : : ; n and Sn =
Pn
i=1 Yi;n. We get
s2n =
nX
i=1
E(Y 2i; n) = nP(Xm;1 2 B)(1− P(Xm;1 2 B))!1:
Since jYi;nj61 take
kn =

log log s2n
s2n
1=2
;
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where kn! 0 follows because s2n is of order n=m from
mP(Xm;1 2 B)(1− P(Xm;1 2 B))! (B):
Therefore from the law of the iterated logarithm (Laha and Rohatgi, 1979, Theorem 2:4:1)
jSnj
(2s2n log log s2n)1=2
a:s:! 1:
With s2n of order n=m and because m log log n=n! 0 by assumption, it follows that
almost surely mSn=n
a:s:! 0 and result follows.
Notice that for almost sure convergence the regularity condition for m in Arcones
and Gine (1989) does not seem to be necessary.
Theorem 2.1 can be used to check asymptotic validity of the bootstrap in dif-
ferent circumstances. Consider g :C!C0 where C and C0 are Polish spaces. As-
sume g is continuous and g−1(K 0) is compact in C for every compact set K 0 in C0.
Then g^ :N(C)!N(C0) dened by g^ =   g−1 is continuous (see Resnick, 1987).
Thus if
Pn
j=1 X n; j ()
vd!P1k=1 Uk () then Pnj=1 g(X n; j)() vd!P1k=1 g(Uk )(). Also if
T :N(C)!R is a real-valued continuous function then by the continuous mapping
theorem we get T(
Pn
j=1 X n; j ())!dT(
P1
k=1 Uk ()). Throughout this paper \!d"
denotes convergence in distribution.
3. An application to a regression model
Consider the linear regression model
Yi = 0 + 1x1i +   + p xpi + i = 0xi + i;
where 0 = (0; 1; : : : ; p) is an unknown parameter and fig is an i.i.d. sequence of
r.v.’s from a distribution F such that F(x)−F(0)=sgn(x)jxjL(jxj) where L is a slowly
varying function at 0 and 0<< 1 is a constant. This restriction ensures that
n(F(x=bn)− F(0))! sgn(x)jxj
for some constant bn. In particular, this implies the concentration of i’s near zero.
We will consider fXig to be independent (but not necessarily i.i.d.) r.v.’s satisfying
n−1
Pn
i=1 Xi()! . By using the following lemma in conjunction with Theorem 2.1
we will see that the bootstrap can be used to approximate the distribution of the Lr
estimator for . The lemma can be proved following an argument similar to Proposition
3:2:1 of Resnick (1987) by using the Laplace functional.
Lemma 3.1. If fn;1; : : : ; n;ng have the same distribution on a Polish space E such
that nP(n;1 2 ) v!  and n−1
Pn
i=1 Xi() v! () for Radon measures  and  then
Nn() =
nX
i=1
(n; i ; Xi)
vd! ();
where  is a Poisson random measure with a mean measure d= d  d.
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To estimate  we minimize
Pn
i=1 jYi − 0xijr for some r > 0 such that r + < 1.
Let n; i = bni. Dene
Zn(u) = brn
nX
i=1
[ji − u0xi=bnjr − jijr] =
Z
[jv− u0xjr − jvjr]Nn(dv dx):
It can be shown that
Zn(u)!d Z(u) :=
Z
[jv− u0xjr − jvjr]N (dv dx):
The minimizer of Zn is bn(^−). Since the minimizer of Zn converges to the minimizer
of Z , we get bn(^ − )!d U where U is the minimizer of Z . Notice that Zn is not
convex so the bn consistency is not immediate but this argument can be tightened up to
yield bn consistency of the estimator. The condition
R ju0xjr+(dx)<1 is essential
for a nite limiting distribution. See Knight (1998), for details.
The bootstrap can be used to approximate the sampling distribution of this estimate.
Let m= o(n) and ^i = Yi − ^0xi = i + ( − ^)0xi for i = 1; : : : ; n. We havemn−1
nX
i=1
bmi()− mn−1
nX
i=1
bm^i()
 vp! 0:
This can be proved by a similar technique to that used in Lemma 5 of Davis and Wu
(1997). Now dene Zn (u) by replacing i by 

i , the bootstrap sample of residuals, to
get bm(^
− ^)!d U in probability (almost surely if m log log n=n! 0). See also Davis
and Wu (1997).
4. Fatter tails
Suppose that X1; : : : ; Xn are nonnegative i.i.d. r.v.’s with a distribution function F
that has a slowly varying tail at innity. For example, F(x) = [1− (log x)−]I(x>e)
for > 0. With a slowly varying tail at innity, there exists a sequence of nonnegative
real numbers fang such that
lim
n!1 n(1− F(anx)) = 1 for x> 0:
Consider C = (0;1] with the metric
d(x; y) = jx(1 + x)−1 − y(1 + y)−1j
and N(C) is the set of point processes on ((0;1]; d). Dene the point process
() =Pni=1 a−1n Xi(). Since limn!1 n(1 − F(anx)) = 1 for x> 0 on N((0;1]) we
get
nX
i=1
a−1n Xi()
vd! ();
where () is a Poisson point process with the mean measure 1(). Note that 1(A)=1
if 1 2 A and 1(A)=0 otherwise. Furthermore, by a Poisson r.v. with zero mean, we
shall mean a r.v. that is 0 with probability 1. Now assume X 1 ; : : : ; X

n is the bootstrap
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sample and dene () =Pni=1 a−1n X i (). With the same method as for Theorem 2.1
we get
n() :=
nX
i=1
a−1n X i ()
vd! () in distribution
where () is a Poisson random measure with a random mean measure (). Thus,
obviously the usual bootstrap fails in this case as well. Again if we choose a resampling
sample size of m= o(n)!1 we get
m
n
nX
i=1
a−1m Xi()
vp! 1()
and therefore
n () :=
mX
i=1
a−1m X i ()
vd! () in probability:
This shows a recovery from the failure of the bootstrap in this case as well. By using
the continuous mapping theorem we may nd a variety of subsidiary results. With a
slowly varying function at 1 for the tail of the distribution (or similarly at −1) from
Darling (1952) we get M−1n Sn
P! 1 where Mn =
Wn
i=1 Xi and Sn =
Pn
i=1 Xi. Therefore,
n() :=
Pn
i=1 M−1n Xi()
vp! () := 1(). This implies that
nX
i=1
M−1n X i ()
vd!N() in distribution;
where N is a Poisson random measure with mean measure . This is true since
nP(M−1n X

i 2 ) = n()
vp! (). In this case we get
nM−1n ( X
 − X )!d M − 1 in distribution;
where M has a Poisson distribution with mean 1. This is similar to the result by Hall
(1990). In this case changing the bootstrap sample size to m = o(n)!1 forces the
bootstrap to work asymptotically if there is a comparable limiting distribution for the
original statistic. Similarly, if m log log n=n! 0 then the result holds almost surely.
5. Asymptotic failure of the bootstrap in probability
Let Xn;1; : : : ; Xn;n be i.i.d. random elements in C. For any nondecreasing sequence
an!1,
a−1n
nX
k=1
Xn; k ()
vp! () (5.1)
if and only if
na−1n P(Xn;1 2 ) v! (); (5.2)
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where  is a xed measure. See Resnick (1987) for details. Notice that  is a xed
measure. An example of such a sequence can be constructed on [0;1) satisfying
lim
t!1
F(tx)− F(t)
g(t)
= log x;
where g is some slowly varying function. The function g is called an auxiliary function.
Distribution functions F satisfying the above property are called -varying and are
intimately related to extreme valued distributions (Resnick, 1987). By taking Xn; k =
a−1n Xk then we get (5.1) where (a; b] = log a
−1b. This is true because, if F is 
varying then na−1n F(an) v!L():
Theorem 5.1. For n>1; let fXn;1; : : : ; Xn;ng be an i.i.d. random elements of any Polish
space (C;B) and 0<an!1 be a sequence in R. We have
(i) Eq. (5.1) holds if and only if (5.2) holds.
(ii) Let fX n;1; : : : ; X n;ng be i.i.d. from the distribution (2.1) where fXn; ig satisfy
(5.1); or equivalently (5.2); we have
n() := a−1n
nX
i=1
X n; i()
vd! () in probability;
where  is a Poisson random measure with mean measure ().
(iii) Under the assumption in (ii); assume fX m;1; : : : ; X m;mg is an i.i.d from the
distribution (2:2) with m= o(n)!1. We have
mn−1a−1m
nX
i=1
Xm; i()
vp! ():
In this case we have
n () := a−1m
mX
i=1
X m; i()
vp! () in probability:
Also if m log log n=n! 0 then the above convergence holds almost surely.
Proof. For (i) see Resnick (1986), Proposition 5:3. For (ii), note that the space of ran-
dom measures with the vague topology is complete and separable. Thus it is metrizable
and by using the Skorohod representation theorem we may nd a probability space and
random measures n and  with the same distribution as n() := n−1
Pn
i=1 Xn; i() and
(), respectively, such that na−1n n() a:s:! () with respect to the vague topology. Now
since P(X n;1 2 ) = n(), on this space na−1n P(X n;1 2 ) a:s:! () with respect to the
vague topology. On this space, for any continuous and nonnegative function with com-
pact support on C, we have
	n (f) = E[exp(−f dn)] =
 
1−
R
(1− exp(−f(x)))na−1n P(X n;1 2 dx)
n
!n
! E[exp(−f d)]:
Therefore convergence holds in distribution in the original space.
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For (iii), notice that for any set I in DC-semiring we have
E
"
exp
 
n−1a−1m m
nX
i=1
Xm; i(I))
!#
= [P(Xm;1 2 I)(exp(n−1a−1m m)− 1) + 1]n
! exp((I)):
This is due to the fact that ma−1m P(Xm;1 2 ) v! (). Now to prove n () vd! () in
probability, we show that for any I in the DC-semiring n (I)!d (I) in probability.
Given Xm;1; : : : ; Xm;n, the moment generating function of n (I) converges to the moment
generating function of (I) in probability. Use part (ii) to observe
Mn () = E
[exp(n (I))] =
"
1 + ma−1m n
−1
nX
i=1
Xm; i(I)

exp(a−1m )− 1
ma−1m
#m
P! exp((I)):
If m log log n=n! 0 then use the law of iterated logarithm and a similar approach as
for Theorem 2.1 (iii) to get the result. This completes the proof of (ii).
Theorem 5.1 provides a class of examples in which the bootstrap fails in probability.
6. Bootstrapping extremes
Bootstrapping extremes have been discussed by many authors (see, for example,
Bickel and Freedman, 1981; Deheuvels et al., 1993). The asymptotic failure of the usual
bootstrap for extremes is well-known. Theorem 2.1 can be used to get these results
easily. Let  k =
Pk
i=1 Ei where fEig is an i.i.d. sequence of r.v.’s. with exponential
distribution with unit mean. Let fXig be i.i.d. with distribution F in the maximum
domain of attraction of the distribution G. This means that there exist an > 0 and bn,
such that
P
 
n_
i=1
Xi6anx + bn
!
= Fn (anx + bn) !G(x) (6.1)
as n!1 where Wni=1 Xi = max(X1; : : : ; Xn). It can be shown (Resnick, 1987) that G
is of the type of one of the following three classes: (x) = expf−x−gI (x>0) for
some > 0; 	(x) = I (x< 0)expf−(−x)g + I (x>0) for some > 0 or (x) =
exp(−exp(−x)) for x 2 R. For these types we have
(i) G =  on N(−1;1] if and only if
n() =
nX
k=1
a−1n (Xk−bn)()
vd! () =
1X
k=1
−log  k ();
(ii) G = , F(0) = 0 if and only if
n() =
nX
k=1
a−1n Xk ()
vd! () =
1X
k=1
 −1=k
() and
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(iii) G =	 if and only if
n() =
nX
k=1
(Xk−x0)=(x0−n)() vd! () =
1X
k=1
− 1=k
();
where x0 = supfx: F(x)< 1g and n= inffs: F(s)> 1− 1=ng. Proving this is a simple
consequence of Theorem 2.1 if we show using (6.1) that
nP(a−1n (Xk − bn) 2 ) v! ():
for an appropriate . In each of the 3 cases, the limiting bootstrap point process contains
random multiplicities, and so the bootstrap will fail without an adjustment. In particular
for case (i) the limiting bootstrap point process is () =P1k=1 Mk −log  k (), while
for case (ii) we get ()=P1k=1 Mk  −1=k (), and nally for case (iii) we get ()=P1
k=1M

k − 1=k
(). By using m = o(n)!1 sample in the bootstrap we get the same
limiting Poisson point processes as the original point processes. This indicates that the
usual bootstrap fails asymptotically in these cases but by changing the resampling sam-
ple size to m= o(n)!1 this problem will be resolved. Now, consider the functional
T; T :N(C)!R in either of three cases by dening T(Pni=1 Ui()) = Wni=1 Ui.
The mapping T is continuous (Resnick, 1987). Therefore a−1n (
Wn
i=1 X

i − bn)!dM
where M has the random distribution
G(x) = P(M6x) = exp(−(x;1]):
By using resampling sample size of m= o(n) we get
a−1m
 
m_
i=1
X i − bm
!
!dM in probability;
where P(M6x)=G(x) and G is the same as (6.1). Under m=n! 0 or m log log n=n! 0
convergence occurs in probability or almost surely, respectively. This idea can be
generalized to the mean, multivariate extremes and the convex hull of observations in
Rd with a regularly varying distribution function with limit measure  (see Zarepour,
1999).
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