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Abstract—This paper presents a new technique for the passivity
enforcement of linear time-invariant multiport systems in state-
space form. This technique is based on a study of the spectral prop-
erties of related Hamiltonian matrices. The formulation is appli-
cable in case the system input-output transfer function is in admit-
tance, impedance, hybrid, or scattering form. A standard test for
passivity is first performed by checking the existence of imaginary
eigenvalues of the associated Hamiltonian matrix. In the presence
of imaginary eigenvalues the system is not passive. In such a case, a
new result based on first-order perturbation theory is presented for
the precise characterization of the frequency bands where passivity
violations occur. This characterization is then used for the design
of an iterative perturbation scheme of the state matrices, aimed at
the displacement of the imaginary eigenvalues of the Hamiltonian
matrix. The result is an effective algorithm leading to the compen-
sation of the passivity violations. This procedure is very efficient
when the passivity violations are small, so that first-order pertur-
bation is applicable. Several examples illustrate and validate the
procedure.
Index Terms—Hamiltonian matrices, linear macromodeling,
passivity, perturbation theory.
I. INTRODUCTION
THE RESEARCH that motivates this work is focused onthe generation of linear lumped macromodels for multiport
interconnects. Such macromodels are of paramount importance
for the analysis and design of any high-speed electronic system.
In fact, the signal integrity (SI) of such systems can only be as-
sessed by accurate system-level simulations including suitable
models for all the parts of the system that have some influence on
the signals. It is well known that electrical interconnects such as
packages, vias, and discontinuities in general may strongly af-
fect the SI if the design is poor. Therefore, accurate models for
such structures must be derived and connected one to each other
in order to perform system-level SI analyzes. This latter stage
may lead to serious instabilities if the single macromodels are
nonpassive. In fact, it is well known that stable but nonpassive
structures may become unstable depending on the termination
networks.
The standard procedure for the generation of lumped macro-
models is to derive some rational approximation of the transfer
matrix for the structure under investigation. A large number of
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publications have recently appeared, focusing on various ap-
proaches to this rational approximation problem. The reader is
referred to [6], [8], [12], [16], [10] (this list only illustrative)
and references therein. Some methods start from large circuit
descriptions of the structure and perform some model order re-
duction for the derivation of reduced complexity macromodels.
These methods, usually based on Krylov subspace techniques
and congruent transformations, guarantee the passivity of the
macromodels if the original circuit description is passive. Un-
fortunately, such a circuit description may not always be avail-
able. Therefore, alternative approaches have been proposed for
the identification of lumped macromodels starting from input-
output port responses, either in time or frequency domain. Al-
though very accurate approximations can be generated even for
quite complex structures, the typical outcome of such methods
is a stable but possibly nonpassive model. This paper intends to
propose a technique for the detection and compensation of pas-
sivity violations for such macromodels.
Passivity may be defined in a loose sense as the inability of a
given structure to generate energy. The precise definition of pas-
sivity [2] requires that the transfer matrix under investigation be
positive real (in case of hybrid representations of the multiport)
or bounded real (in case of scattering representations). The di-
rect application of these definitions for testing passivity, how-
ever, requires a frequency sweep since these conditions need to
be checked at any frequency [13], [7]. The results of such tests,
therefore, depend on an accurate sampling of the frequency axis,
which is not a trivial task [19]. Erroneous results may occur. For
this reason, purely algebraic passivity tests are highly desirable
[17].
Fortunately, the positive real lemma and the bounded real
lemma provide an answer to this problem [4]. These results
provide a connection between the passivity definitions and var-
ious equivalent algebraic conditions. These conditions can be
expressed via feasibility of linear matrix inequalities (LMI), or
via existence of solutions to equivalent algebraic Riccati equa-
tions (ARE), or via the spectral properties of associated Hamil-
tonian matrices. For an excellent review and a rich bibliography
on the subject, we refer the reader to [4]. In this paper, we focus
on the latter formulation using Hamiltonian matrices, since a
study of their spectral properties leads not only to a precise cri-
terion for passivity check, but also to a simple algorithm for the
passivity compensation in case some passivity violations are de-
tected. We remark that the investigated problem has several con-
nections in partially related fields of application, including op-
timal control [24]. However, the main results will be presented
under the perspective of macromodeling, without making con-
nections to other possible applications. This paper gives a de-
1057-7122/04$20.00 © 2004 IEEE
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tailed formulation for the preliminary results presented in [9].
An alternative passivity compensation algorithm also based on
Hamiltonian matrices is described in [20].
The outline of this paper is as follows. First, the notations
and the background material will be detailed in Section II. Sec-
tion III will present the main results for the characterization of
passivity violations. These results will be summarized in two
algorithms for the precise characterization of local passivity vi-
olations for hybrid (including impedance and admittance) and
scattering representations. These algorithms are based on appli-
cation of first-order perturbation theory to the imaginary eigen-
values of the associated Hamiltonian matrices. Section IV will
describe a procedure for the passivity enforcement. Also in this
case, the first-order perturbation theory will be applied, but as
an inverse problem. The perturbation of the original system that
is necessary for a suitable modification of the spectrum of the
associated Hamiltonian matrices will be computed. An iterative
perturbation algorithm will be designed for the automatic pas-
sivity compensation. Section V will present several validations
and application examples.
II. PRELIMINARY AND NOTATIONS
In this section, we set the notations, we recall the known back-
ground material that will be used throughout this work, and we
highlight the working hypotheses that are needed for the deriva-
tion of the main results.
A. Basic Vector and Matrix Notations
Throughout this paper, we use boldface lowercase fonts, e.g.,
, to denote vectors and boldface uppercase fonts, e.g., , to
denote matrices. The identity matrix will be denoted as , with
a size to be defined by the context. Similarly, a matrix with van-
ishing entries will be denoted as . For a generic complex matrix
, we will denote with its complex conjugate, with its
transpose, and with its complex conjugate transpose. With
, we denote the set of all eigenvalues of , whereas
indicates the set of its singular values. We recall that the singular
values are characterized as
(1)
The Kronecker matrix product [22] will be a useful tool for the
formulation of the passivity compensation algorithm. Given a
matrix and an arbitrary matrix , the Kronecker product
is defined as
.
.
.
.
.
.
(2)
A useful property of the Kronecker product is the following
equivalence, for suitable matrices for which the products make
sense:
(3)
where the notation denotes the a vector storing the
stacked columns of matrix . This equivalence is useful to re-
state in explicit form the linear constraint between the matrices
and on the left. Note that the following equivalence holds
between the Frobenius norm of and the Euclidean norm of
:
(4)
where denotes the trace, i.e., the sum of the diagonal ele-
ments of its argument.
B. Hamiltonian Matrices
We will need the following basic facts on real Hamiltonian
matrices. More details can be found, e.g., in [3], [15], [4] and
references therein. A matrix is Hamiltonian if
(5)
where
(6)
Note that . If is an eigenvalue of
, then also , since the characteristic polynomial
is real and even. Therefore, the spectrum of is symmetric
with respect to both real and imaginary axis. Let and be
the left and right eigenvectors associated to some eigenvalue ,
(7)
and let , be the left and right eigenvectors associated to
the eigenvalue . A straightforward calculation leads to the
following relations:
(8)
In particular, when is an imaginary eigenvalue, we
have . Consequently, we have
and so that
(9)
These relations indicate that the left eigenvectors associated to
imaginary eigenvalues do not need to be explicitly computed if
the right eigenvectors are known. We will use this fact repeat-
edly.
C. Perturbation of Eigenvalues
Some basic results of the perturbation theory on eigenvalues
[23] will be used for the passivity test and the passivity compen-
sation algorithms. We consider a small perturbation of a generic
matrix , which we write as
(10)
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If we denote with a simple eigenvalue of and with
its induced perturbation, for sufficiently small , there exists the
convergent power series representation
(11)
The first-order term can be characterized as
(12)
where , are the left and right eigenvectors of the unperturbed
matrix associated to , normalized with unitary norm, i.e.,
. This result is also applicable if the multiplicity
of is larger than one, provided that there exists a complete set
of eigenvectors for the associated eigenspace [23].
D. State–Space Multiport Representations
We consider a linear time-invariant multiport system in
state–space form
(13)
where the dot denotes time differentiation. The number of ports
and the dynamic order will be denoted by and , respectively,
so that the state vector , input and output vectors
, and consequently, , , ,
. Two main multiport representations will be dis-
cussed, namely the scattering and the hybrid representation, the
latter including as special cases both impedance (open-circuit)
and admittance (short-circuit) representations. The input-output
transfer matrix associated to (13) is
(14)
where is the Laplace variable. Throughout the following
we will assume that the system (13) is strictly stable, so that
all eigenvalues of , or equivalently the poles of have
a strictly negative real part. In addition, we will postulate
both controllability and observability [14] for the state-space
realization (13), which is thus assumed to be minimal. If this
is not the case, standard reduction techniques can be applied.
Finally, no assumptions on reciprocity will be made.
E. Passivity
A multiport is passive if it cannot generate energy. This is a
key fact since the interconnection of passive multiports is guar-
anteed to be stable. On the other hand, stable but nonpassive sys-
tems may become unstable depending on the termination net-
works. This important fact is indeed what motivates this work.
The precise definition of passivity for a multiport described by
its transfer matrix (14) depends on the type of representation
being adopted. For the particular case of hybrid representations,
the transfer matrix must be positive real [2]. Since we consider
only the case of strictly stable systems with no poles in the
imaginary axis, the passivity condition may be expressed by re-
quiring that the Hermitian part of the transfer matrix must be
nonnegative definite on the imaginary axis, i.e.,
(15)
This condition can be checked by ensuring that all its eigen-
values are nonnegative at any frequency
(16)
Instead, in case of scattering representation, the transfer matrix
must be unitary bounded, i.e.,
(17)
This condition is equivalent to
(18)
which states that all singular values must be bounded by one at
all frequencies. We have strict passivity if (16) or (18) are satis-
fied with strict inequalities. We remark that the conditions (16)
and (18) can be easily checked at a set of individual discrete
frequencies . However, this frequency-sweep test for pas-
sivity may lead to erroneous results if the sampling is not accu-
rate. This is the reason why purely algebraic passivity tests are
regarded as more reliable. Tests based on the spectral properties
of associated Hamiltonian matrices follow in this latter class, as
detailed in Section III.
We will denote as locally passive for a multiport
satisfying conditions (15) and (17) only within the indicated fre-
quency band. Similarly, an asymptotically passive system satis-
fies the passivity conditions for . In this work, we will
assume a slightly stronger condition, namely strict asymptotic
passivity. In the hybrid case such a condition reads
(19)
whereas in the scattering case, we have
(20)
Since both eigenvalues and singular values are continuous func-
tions of frequency, these conditions insure that there exists an
upper frequency such that the system is strictly pas-
sive for .
III. CHARACTERIZATION OF PASSIVITY VIOLATIONS
The passivity of a multiport described by its transfer matrix
(14) can be characterized at various levels of detail. One may be
interested in a binary test answering the simple question whether
the multiport is passive or not. However, more refined charac-
terizations are possible. In particular, we will describe here an
algebraic procedure that allows to pinpoint very accurately the
frequency bands where passivity violations occur, i.e., where ei-
ther (16) or (18), according to the specific representation being
investigated, are not satisfied.
We begin this section by reporting the main results of [3].
These results will be the starting point for the further develop-
ments. The following two theorems motivate the introduction of
Hamiltonian matrices for passivity characterization.
Theorem 1: (Scattering representation). Assume that has
no imaginary eigenvalues, is not a singular value of ,
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Fig. 1. Singular values distribution plotted versus normalized frequency for two different stable and nonpassive multiports.
and . Then, if and only if
, where
(21)
and and .
The proof of this theorem, reported in [3], is based on a di-
rect computation of the singular values of the transfer matrix
and leads to the definition of . A straightforward calculation
shows that is a Hamiltonian matrix. Note that this theorem
allows to compute the exact frequencies (if any) at which the sin-
gular values cross or touch any given threshold . These
frequencies are the imaginary eigenvalues of . Therefore,
setting this threshold to the maximum allowed value for pas-
sivity, i.e., , allows to derive a simple algebraic procedure
for passivity test in case of scattering representation. However,
some care must be taken in the design of this test, as discussed
in the following. We state first the equivalent results for the hy-
brid representations.
Theorem 2: (Hybrid representations). Assume has
no imaginary eigenvalues, is not an eigenvalue of
, and . Then, if and only
if , where
(22)
and .
As for Theorem 1, Theorem 2 allows to compute the fre-
quencies at which the eigenvalues of the Hermitian part of the
transfer function cross or touch any given threshold . A
passivity test can be readily designed by using the critical level
. Since all multiport representations lead to investigate
the spectral properties of associated Hamiltonian matrices, we
will focus our attention on the scattering representation for the
derivation of our results. The corresponding results for the hy-
brid case will only be summarized.
Let us consider the situation depicted in Fig. 1. Both panels
show the frequency dependence of all singular values for two
different stable and nonpassive two-ports ( ). The number
of imaginary eigenvalues (with positive imaginary part) of the
associated Hamiltonian matrix is the same (two) for the two
cases. The frequency axis is therefore subdivided into three fre-
quency bands , , and . It is clear from this
example that only the number of imaginary eigenvalues does not
allow the local characterization of passivity in each frequency
band. For example, the multiport depicted in the left panel is lo-
cally passive in , while the one in the right panel is not.
In fact, Theorem 1 does not give information on the number of
singular values exceeding the threshold. Nonetheless, this type
of information is very valuable when a passivity compensation
algorithm is to be designed and applied.
A more careful look at Fig. 1 reveals that the situation in
the two panels can be differentiated by the slope of singular
values curves at the crossing points. The panel on the left has
one crossing with positive slope at and one with negative
slope at . Conversely, the panel on the right has two cross-
ings with negative slope at both frequencies. Since the singular
values are continuous functions of frequency, the number of
successive crossings with positive (negative) slopes can be pre-
cisely related to the number of singular values exceeding the
threshold in each frequency band. These observations are made
more precise in the following.
Let us consider the set of all imaginary eigenvalues (with pos-
itive imaginary part) of the Hamiltonian matrix at the critical
level , defined as
(23)
We require that the multiplicity of each eigenvalue is unitary
for the moment. Generalizations will be discussed at the end of
this section. Since the imaginary eigenvalues are simple, there
exists a small disk surrounding in the complex plane where
no other eigenvalues are present. This allows to consider the
perturbation of each eigenvalue in induced by small variations
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of the threshold around the critical level. More precisely, if
we indicate with the perturbation of the original
eigenvalue for , we have the following convergent
power series representation:
(24)
The first-order coefficient is related to the slope of the sin-
gular value curve at the crossing, since
(25)
Note that is complex, so there is no guarantee in general that
the perturbed eigenvalue will remain purely imaginary. How-
ever, we will show below that its real part vanishes in case of
Hamiltonian matrices, so that the first-order perturbation can be
written as
(26)
This first-order coefficient can be computed using the pertur-
bation theory results listed in Section II. We need to express
the Hamiltonian matrix as a first-order expansion around
the critical level. A straightforward calculation leads to the fol-
lowing expression:
(27)
where
(28)
where and . Consequently,
the expression of the first-order perturbation term on the imag-
inary eigenvalues reads, using (12)
(29)
where , are the left and right eigenvectors associated to .
This expression can be further simplified since the first-order
expansion matrix is also a Hamiltonian matrix. Therefore,
using (9), we have
(30)
The denominator in this expression is purely imaginary since
the matrix is real and skew symmetric. Conversely, the matrix
is real and symmetric, so the numerator is real. This con-
firms that the first-order perturbation of simple imaginary eigen-
values remains on the imaginary axis since . With
reference to the examples depicted in Fig. 1, the real number
(31)
corresponds to the slope of the singular values versus frequency
plots at the crossing points of the critical level . These ob-
servations can be summarized by the following theorem, which
gives a condition for the characterization of local passivity in
the frequency bands determined by the breakpoints in the set .
Theorem 3: (Scattering representation) Let , defined as
in (23), collect the (positive imaginary parts of the) imaginary
eigenvalues of the Hamiltonian matrix in (21) at the critical
level , sorted in ascending order. Let all these imaginary
eigenvalues be simple. Finally, let be defined as in (31).
Then, is locally passive for if and only
if
(32)
where extracts the sign of its argument and .
Proof: The proof follows immediately from the above
considerations if the system is asymptotically passive. In fact,
starting from the largest element in and moving toward
decreasing frequencies, each time a crossing (i.e., an element
of ) is found with a negative slope, the number of singular
values exceeding the critical level increases by one. Conversely,
when a crossing is found with negative slope, this number
decreases by one. Therefore, the sum in (32) indicates exactly
the number of singular values exceeding the critical level in
the frequency band . If this number equals zero, the
system is locally passive in .
We give now the corresponding result for the case of hybrid
representations. The passivity characterization is summarized in
the following theorem, that we state without proof.
Theorem 4: (Hybrid representation) Let , defined as in
(23), collect the (positive imaginary parts of the) imaginary
eigenvalues of the Hamiltonian matrix in (22) at the critical
level , sorted in ascending order. Let all these imaginary
eigenvalues be simple. Finally, let be defined as
(33)
where
(34)
with , denotes the first-order perturbation of
according to
(35)
Then, is locally passive for if and only
if
(36)
where .
Note that in this case the number of eigenvalues exceeding
(from below) the critical level increases (decreases) when the
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Fig. 2. Collective information gathered from the proposed passivity characterization algorithms. Breakpoints, slopes, and bounds for singular values are depicted
with thick lines. The thin lines represent all singular values plotted versus frequency.
crossing has positive (negative) slope. This sign change does
not affect the form of (36).
Theorems 3 and 4 provide a direct algebraic criterion for
the characterization of passivity violation frequency bands. This
criterion is summarized in the algorithm below for the scattering
case. Obvious modifications apply for the hybrid representa-
tions.
Algorithm 1 (Location of passivity violations).
Compute the Hamiltonian matrix in (21);
Compute the imaginary eigenvalues of and form the set
defined in (23);
If is empty,
Multiport is passive, stop;
else
Compute the matrix as in (28);
Compute the set of as in (31);
For each element in the set ,
Compute according to (32);
if ,
multiport is locally passive in ;
else
multiport is locally nonpassive in ;
end
end
end.
The information provided by Algorithm 1 can be comple-
mented by the quantification of the passivity violation in each
frequency band. In particular, if has been detected
by Algorithm 1 to violate passivity, the bisection algorithm de-
tailed in [3] can be used to determine the maximum value of the
largest singular value within this band to any prescribed accu-
racy.
We illustrate the behavior of the proposed passivity charac-
terization on a simple example. Fig. 2 shows the distribution of
singular values for a synthetic stable and nonpassive multiport
( and ). The results of application
of the proposed algorithms are superimposed with thick lines.
Each frequency band where passivity violation occurs has been
identified, and a corresponding estimate (with error bounds) for
the maximum singular value has been generated. Note also that
the slopes at the crossing points are indicated in the plot. This in-
formation will be used in Section IV for the design of a suitable
algorithm for the compensation of these passivity violations.
A. Generalizations
The applicability of the passivity characterization procedure
is general except for the requirement that the imaginary eigen-
values of the associated Hamiltonian matrices must be simple.
In this section we discuss generalizations, analyzing the possible
situations that may occur. We remark that the slopes defined in
(31) and (33) are defined via first-order perturbations localized
around a given imaginary eigenvalue . They are not influ-
enced by the multiplicity of other eigenvalues distinct from .
Consequently, we can focus on one eigenvalue at the time. Also,
we discuss the case of scattering representation, obvious modi-
fications applying in the hybrid case.
1) Nondefective Eigenspaces: A trivial generalization can
be devised in presence of one imaginary eigenvalue having
multiplicity and characterized by a complete set of
(right) eigenvectors for the associated eigenspace. We denote
these eigenvectors as
(37)
They form a basis of the eigenspace of dimension and lead to
a purely diagonal block in the Jordan canonical form associated
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Fig. 3. Illustration of singular values behavior in case of a nonsimple imaginary eigenvalue j! with multiplicity  = 2.
to the Hamiltonian matrix. For each of these eigenvectors we
can compute the slopes as
(38)
It is clear that each of these slopes counts independently from
the others in the computation of as in (32). With obvious
modifications Theorem 3 holds. We remark that this situation
occurs when two separate singular values cross the critical level
in the same frequency point, as illustrated in the left panel of
Fig. 3.
2) Defective Eigenspaces: More care is to be taken in case
of defective eigenspaces. In such case the number of indepen-
dent eigenvectors is , i.e., less than the multiplicity of the
associated eigenvalue . The general situation may be very
complex, so we discuss only the nonderogatory case, i.e., the
case of only one eigenvector ( ), or equivalently, the case
of a single Jordan block associated to the imaginary eigenvalue
. In this case the theory developed in [23] shows that the
perturbed eigenvalues are displaced by a
dominant term which is not linear in the perturbation parameter
. More precisely, they are displaced within a small disk
(39)
with some coefficient . We illustrate the implications of this
result in the simple case .
Let us consider the singular value behavior depicted in the
right panel of Fig. 3, where a maximum occurs at the critical
level . We can write the quadratic expansion of the sin-
gular value curve around as
(40)
Inversion of this expression leads to
(41)
which is compatible with the perturbation result of (39). In this
situation, the singular value touches but does not cross the crit-
ical level . Therefore, this eigenvalue should not be in-
cluded in the evaluation of in (32). This case can be general-
ized to any even multiplicity . Conversely, if the multiplicity
is odd, the singular value curve will cross the critical level, and
a more refined perturbation analysis is needed. For a discussion
see [15]. In the most general derogatory case, i.e., with multiple
Jordan blocks associated to the same eigenvalue , any com-
bination of the above special cases may occur. It is clear that
this general case requires a more careful analysis, which is be-
yond the scope of this work. We remark that in all our tests we
have never encountered a case of defective Hamiltonian matrix,
therefore Algorithm 1 could be applied without modifications.
IV. PASSIVITY ENFORCEMENT
In this section, we address the problem of finding a passive
approximation to a given stable but nonpassive multiport. In par-
ticular, we want to derive a new passive system which is
“close” in some sense to the original . Of course, this can be
an ill-posed problem if the passivity violations are significant,
since in such case any compensation of passivity may lead to a
multiport with very different input-output behavior. Therefore,
we give up any claim of generality, and we address the particular
case of small passivity violations. This situation is nonetheless
typical for the application area that motivates this paper, namely,
macromodel generation for electrical interconnect structures. In
a loose sense, we define as small passivity violations those re-
quiring a small perturbation of the initial system in order to be
compensated. This condition will be made more precise in the
following.
Let us consider a state-space representation of the multiport
as in (13) and (14). The aim is to compute a new state-space
realization which satisfies the passivity requirements. We
will impose the additional requirements listed below.
• The dynamic part of the original system will be preserved,
in particular all the system poles will remain unchanged.
This is guaranteed by preserving the state matrix in the
new system .
• The direct coupling at should be preserved since
we suppose that the original system is asymptotically
passive. Therefore, we will preserve also the state matrix
.
• Since the transfer matrix of the system is linear in the state
space matrices and , it is convenient to apply a per-
turbation to only one of them and to leave the other un-
changed. We will retain and we will modify only ma-
trix . The feasibility of this approach is guaranteed by
the underlying hypotheses of controllability and observ-
ability.
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As a result, we will consider the modified state-space system
(42)
where only the matrix is perturbed in order to satisfy pas-
sivity. We remark that this is not the only possible choice for
the passivity compensation, but this will the only one herewith
investigated.
A. Criteria for Best Approximation
First, we will derive suitable conditions on the perturbed ma-
trix that guarantee the minimal deviation of the input-output
responses from those of the original system. Let
(43)
indicate the perturbation of the state matrix. We consider the
difference in the impulse response matrices of the two systems
induced by this perturbation, expressed as
(44)
The new matrix will be derived in order to minimize the
following functional expressing the cumulative energy of the
impulse responses perturbations
(45)
A straightforward substitution of (44) into the above expression
leads to
(46)
where is the controllability Gramian [5] defined as
(47)
This can be computed as the unique symmetric and positive def-
inite solution of the Lyapunov equation
(48)
Due to the controllability assumption the Gramian admits a
Cholesky factorization
(49)
where is a nonsingular upper triangular matrix. Therefore, we
can express the perturbation of in a new coordinate system
induced by a change of basis defined by the Cholesky factors,
(50)
Fig. 4. Perturbation of imaginary eigenvalues of Hamiltonian matrix.
Substitution into (46) leads to
(51)
The latter expression shows that minimization of the impulse
responses perturbations is achieved by minimizing the pertur-
bation of the state matrix , using the appropriate coordinate
system.
B. Passivity Compensation Algorithm
This section presents an iterative algorithm for the compensa-
tion of small passivity violations. We will assume that the Algo-
rithm 1 has been applied to characterize all frequency intervals
where passivity violations occur, and accurate estimates of the
violation amounts (largest singular value or smallest eigenvalue
according to the representation being adopted) are available [3].
As in Section III, we will focus on the scattering representation
case for the presentation of the results, and we will summarize
only the equivalent results for the hybrid representations.
The main algorithm is based on the spectral properties of the
associated Hamiltonian matrix at the critical level .
We illustrate the main idea through a simple example. Let us
assume that the characteristic polynomial of the Hamiltonian
matrix can be written as
(52)
where has no roots in small disks surrounding and
where . With reference to Fig. 4, the roots of are
depicted with crosses, while the roots of are depicted by
dots. According to the sign of the small parameter , we may
have the following three cases (using a first-order expansion in
)
if
if
if
(53)
with any possible combination of signs. This example shows
that a small perturbation may be applied (see Fig. 4) in order to
displace purely imaginary eigenvalues ( ) off the imaginary
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axis ( ). Of course, the general case may be much more
complicated than this simple situation. We will discuss in detail
the various cases that may occur in the following paragraphs.
We will apply first-order perturbations on the matrix in
order to displace its imaginary eigenvalues and eventually force
them to move off the imaginary axis. We will achieve this by
computing the perturbation on the state matrix as in (43)
that is needed to move the eigenvalues in the correct direction.
Note that the level is now kept fixed at the critical level .
From definition (21) we can write
(54)
where the perturbation matrix , neglecting the second-
order terms, reads
(55)
A straightforward check shows that also is a Hamiltonian
matrix. Therefore, the first-order perturbations induced on the
imaginary eigenvalues of remain imaginary if the perturba-
tion term is sufficiently small. We want to design the perturba-
tion, i.e., find the matrix , in order to displace each imaginary
eigenvalue by a prescribed quantity. If the new location is
denoted , we have the first-order approximation
(56)
We now express the numerator as a linear expression of the per-
turbation . To this end, it is convenient to partition the eigen-
vector using the induced block partition of the Hamiltonian
matrix, as . Simple algebraic manipulations
lead to the expression
(57)
where
(58)
Now using the basis change in (50) and the property (3) of the
Kronecker product we can write
(59)
In summary, the state matrix perturbation that is required
for a small displacement of the imaginary eigenvalue into
the new location must satisfy the condition
(60)
This is a linear constraint, since it has been derived using first-
order approximations. For each imaginary eigenvalue in the set
a constraint (60) can be devised once a suitable location for
the perturbed eigenvalues has been defined. All these constraints
can be collected in a compact matrix form
(61)
where also the best approximation condition that minimizes (51)
has been included. Each row in matrix stores the left-hand
side of (60). This is a standard least squares problem whose so-
lution does not require special care. Note that this problem is
usually underdetermined since the number of unknowns is ,
while the number of linear constraints matches the number of
imaginary eigenvalues pairs, which is bounded by the dynamic
order . The condition on the right in (61) insures that the partic-
ular solution that minimizes the deviation from the input output
behavior of the original system is actually computed.
We focus now on the determination of the new eigenvalue
locations. We may refer to the example in Fig. 2 for illustra-
tion. We want to obtain the effect of lowering the singular values
curves below the critical level . It is clear that this effect
can be achieved by moving each crossing point in the direction
pointed by its slope, i.e., eigenvalues with positive slopes are
moved toward higher frequencies, while eigenvalues with neg-
ative slopes are moved toward lower frequencies. Note that this
would also be equivalent to raising the critical level of a small
amount above one. The above observations give only informa-
tion on the correct sign that should be used for the right-hand
side in (60). The amount of displacement for each eigenvalue
should be determined in order to satisfy the first-order assump-
tions. Several cases may apply, as itemized below.
• We consider first the simple case of a localized passivity
violation with only one singular value exceeding the crit-
ical level. This situation is illustrated in the left panel of
Fig. 5. The dashed lines represent the information col-
lected using Algorithm 1 and the bisection algorithm in
[3], i.e., local slopes at the crossing points and an esti-
mate for the local maximum . A possible choice for
the determination of the new locations is the intersection
between the upper bound and the two tangent lines at the
crossing points
(62)
• The case illustrated above is characterized by a uniformly
concave behavior of the singular value curve throughout
the violation interval. This may not always be the case, as
illustrated in the middle panel of Fig. 5. In this case, the
intersection with the upper bound as in (62) leads to
no useful information, since it may be even outside the vi-
olation bandwidth. Therefore, as an additional constraint,
we will set an upper bound on the eigenvalue displacement
based on the distance between the two edges of the viola-
tion bandwidth . We set
for
for . (63)
The factor can be used to tune the perfor-
mance of the algorithm. Investigations on the influence
of this parameter on the algorithm are presented in Sec-
tion V.A.
• Another situation that may occur is the case of two adja-
cent crossing points having slopes with equal sign. Also
in this case, illustrated in the right panel of Fig. 5, the in-
tersection between tangent and upper bound provides no
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Fig. 5. Determination of the perturbed eigenvalue locations ! (crosses) for various possible situations. The dots denote the unperturbed eigenvalues. See text
for details.
useful information. Therefore, we use an upper bound sim-
ilar to (63) by restricting the displacement of each eigen-
value by an amount not larger than times its distance
from the nearest eigenvalue in the direction pointed by its
slope.
The most general case may be any combination of these three
scenarios, with possibly many singular values exceeding the
critical level in some frequency intervals. Therefore, the pro-
cedure for the displacement of the eigenvalues must be iterated
until all imaginary eigenvalues have been displaced. We have
the following algorithm.
Algorithm 2 (Passivity enforcement).
Set and ;
Apply Algorithm 1 using and form the set ;
Repeat
Increase the iteration count ;
Apply the bisection algorithm in [3] to each violation band-
width;
Determine the new eigenvalues locations using (62) and
(63);
Solve the linear least squares problem (61) and compute
using (50);
Update the state matrix ;
Apply Algorithm 1 using and form the set ;
Until is empty.
If the algorithm stops in iterations, exactly first-order per-
turbations to the state-space matrix have been applied. In par-
ticular, the new state matrix is expressed by
(64)
The hypothesis of initial small passivity violation can be verified
on the relative perturbation that was necessary to compensate it,
i.e., by checking the condition
(65)
This condition insures that the input-output responses of the
modified passive system are close in a suitable norm (see Sec-
tion IV.A) to those of the original nonpassive system. Condition
(65) can be inserted as an additional check for stopping iter-
ations in Algorithm 2 in order to detect whether the passivity
violations in the original system are not sufficiently small to
be compensated via first-order perturbations. We remark that,
in principle, Algorithm 2 could be applied in case of large pas-
sivity violations, i.e., not satisfying (65). However, no tests were
performed in such cases. We expect that, for large passivity vi-
olations, the number of required iterations may be large, and
consequently other approaches should be attempted.
We summarize now the passivity compensation algorithm for
the hybrid representation case. The perturbation on the Hamil-
tonian matrix in (22) at the critical level induced by
small perturbations in the state matrix reads
(66)
where, neglecting the second-order terms
(67)
Using this expression and repeating the above calculations, we
are led to define, for each imaginary eigenvalue of the
vector
(68)
which replaces the corresponding definition in (58) relative to
the scattering case. Using the above modifications we can write
a set linear constraints in the form (60) and assemble them in a
compact form as in (61). With these new definitions, Algorithm
2 can be applied for the passivity compensation also in case of
hybrid representations.
C. Algorithm Complexity
This section provides a discussion on the computational com-
plexity of the proposed passivity compensation algorithm and
highlights possible future improvements. The most demanding
parts of Algorithm 2 are
• Computation of imaginary eigenvalues of the Hamiltonian
matrix. This general problem requires operations.
• The above computation must be repeated at each iteration,
thus making the computational compexity of the algorithm
problem-dependent.
• The numerical solution of the Lyapunov (48) and the
corresponding Cholesky factorization (49). This requires
as well, but this computation is performed only
once before starting the iterations.
• The solution of the least-squares system (61). The compu-
tational cost for solving this system is , where
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is the number of imaginary eigenvalues pairs to be per-
turbed. Since generally and usually , this
operation is less critical than the above listed ones.
The above discussion shows that the CPU time is dominated by
the determination of the eigenvalues of the Hamiltonian matrix,
which is therefore per iteration. However, this applies if
the standard Schur decomposition is blindly used for this com-
putation. The present implementation of the algorithm is still
lacking any optimization in this respect. However, the following
points should be considered
• The stucture of any Hamiltonian matrix is very particular,
and its spectrum is characterized by a high degree of sym-
metry. Therefore, there is a large margin for the develop-
ment of a customized eigenvalue solver that fully exploits
this structure.
• The particular type of macromodels being considered have
a quite sparse state-space representation. In particular,
and are nearly diagonal and block-diagonal. This spar-
sity is not currently exploited in the eigenvalue solver,
which (at the moment) works only on full matrices.
• Only the imaginary eigenvalues are needed and not the
full spectrum. Currently, all eigenvalues are found and the
imaginary ones are extracted a posteriori.
Based on the above observations, we conclude that the current
implementation of Algorithm 2 is immediately applicable to
small and medium sized problems with high efficiency. Larger
problems will need an optimized eigenvalue solver. Progress in
this direction will be documented in a future report.
V. NUMERICAL EXAMPLES
This section illustrates the performance of the passivity check
and compensation algorithms. We will use in some cases syn-
thetic multiports that have been generated ad hoc in order to il-
lustrate special features of the algorithms. In other cases, some
nonpassive macromodels arising from rational approximation
algorithms will be analyzed.
A. Algorithm Parameterization
This section illustrates the influence of the parameter in-
troduced in (63) on the performance of the algorithm for pas-
sivity enforcement. We recall that this parameter is used to limit
the displacement of each eigenvalue with respect to its distance
to its closest neighbor. We will consider the simple one-port
test problem characterized by the following state matrices (scat-
tering representation)
(69)
A simple substitution into (21) leads to the following associated
Hamiltonian matrix
(70)
Fig. 6. Singular value plot (solid line) for the test system (69) and for the
compensated system obtained using  = 0:3 (dashed line). Only one iteration
is required for the passivity compensation.
TABLE I
INFLUENCE OF PARAMETER  ON PERFORMANCE OF PASSIVITY
ENFORCEMENT ALGORITHM
Fig. 7. Single via structure. Two ports are defined between vertical conductor
and top (bottom) ground planes.
whose four eigenvalues are purely imaginary. Precisely, the set
of (23) reads
(71)
whereas the maximum value of the (unique) singular value is
. The frequency behavior of the singular value
is depicted in Fig. 6. The passivity compensation algorithm has
been run using several different values of the control parameter
. The results are summarized in Table I.
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Fig. 8. Passivity compensation for the single via structure of Fig. 7. Left panel: singular values for the nonpassive macromodel (thin solid lines) and for the
passive macromodel (thin dashed lines). Right panel: transient responses.
The results in the table are easily justified as follows. With
reference to the illustrations in the left panel of Fig. 5, the inter-
section between the tangents at the crossing points and the upper
bound computed via (62) leads to a displacement of the two
eigenvalues by a fraction of 0.275 and 0.262 of the entire vio-
lation bandwidth, respectively. Therefore, for values of larger
than 0.275 this parameter has no effect. The table shows that, in
this case, only one iteration is sufficient for the compensation of
passivity. Conversely, smaller values of limit the displacement
of the perturbed eigenvalues and provide a better guarantee of
validity for the first-order approximations used in the algorithm.
However, if smaller perturbations are applied, a larger number
of iterations are necessary to reach passivity. It is clear that when
is too small the algorithm becomes very inefficient (43 itera-
tions if ), although it provides passivity compensation
using smaller and more accurate perturbations on the original
system. The data on relative perturbation applied to the state
matrix in order to reach passivity clearly indicate that use of
a very small value for is not justified. We have performed ex-
tensive testing on various systems with varying number of ports
and dynamic order. A value of seems to be a reasonable
compromise, so this value is used for all numerical examples re-
ported in this work.
B. Macromodeling of Electrical Interconnects
This section presents a few application examples to electrical
modeling of three-dimensional interconnects. We will concen-
trate on the issue of passivity check and compensation of lumped
macromodels, and we will not give extensive details on how the
macromodels have been generated. However, a small summary
of the various modeling steps is presented for each case.
1) Single via Structure: The first structure that will be inves-
tigated is a two-port ( ) macromodel derived for a single
via interconnect crossing a solid metal plane. The structure is de-
picted in Fig. 7. The two ports are defined between the vertical
Fig. 9. Surface mount package structure with 14 pins (28 ports). Bonding
wires and printed circuit board on which package is mounted are not shown.
conductor and top and bottom planes, respectively. The structure
has been meshed and analyzed via the partial element equivalent
circuit (PEEC) method (see, e.g., [18] and references therein). A
time-domain full-wave formulation has been adopted, including
retardation to take into account propagation effects. The PEEC
scheme has been solved in time-domain to obtain the scattering
port responses (referenced to 50- loads) to a unitary triangle
pulse excitation with a 10 ps rise and fall time. These responses
have been processed by a time-domain vector fitting algorithm
[10], [11], and a rational approximation to the transfer matrix
has been derived. The resulting number of poles is .
Finally, a state-space realization in Jordan canonical form has
been obtained using the procedure of [1], with a size of the state
matrix of (all residue matrices of the approximation
have full rank, therefore ). The resulting state-space
realization is nonpassive, as shown in Fig. 8. Note that the pas-
sivity violation is in a localized frequency band in the low fre-
quency range. This passivity violation has been characterized
via Algorithm 1 and the bisection algorithm in [3], obtaining
the slope at the (unique) crossing point and the upper bound for
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Fig. 10. Passivity compensation for the package structure of Fig. 9. The singular values are plotted versus frequency for the nonpassive macromodel (left panel)
and for the passive macromodel (right panel).
the singular values in the violation interval. Finally, Algorithm
2 has been applied to compensate the passivity violation. Only
one iteration was necessary for compensation, requiring a frac-
tion of a second of CPU time on a 2-GHz Pentium IV-based
notebook. The singular values of the passive macromodel are
shown for comparison in the left panel of Fig. 8. The three sets
of transient responses (original, nonpassive macromodel, pas-
sive macromodel) are depicted in the right panel of Fig. 8. A
very good accuracy has been achieved in the reproduction of
the input-output behavior of the via structure in a broad range
of frequencies. Note that the perturbation that was necessary
for passivity compensation is such that
(72)
which confirms that the passivity violation in the raw macro-
model was actually small.
2) Package Structure: The last example that we consider is
a commercial 14-pin surface mount package depicted in Fig. 9.
The structure has , half being defined between
a corresponding pin and the printed circuit board on which the
package is mounted, and half being defined between the bonding
pad on the included die and the reference plane below the die
itself. All ports are defined using a 50- reference load. The
structure has been meshed and analyzed with a full-wave elec-
tromagnetic solver based on the finite-difference time-domain
(FDTD) method [21]. The raw dataset obtained by FDTD is a set
of 28 28 transient scattering responses due to Gaussian pulse
excitation having a 30 GHz frequency bandwidth. Note that an
extended bandwidth was used for macromodel generation, in
order to stress the robustness of the algorithms. Indeed, at these
frequencies, propagation delays and distributed couplings make
the macromodeling task quite challenging.
The complete set of responses has been processed by a time-
domain vector fitting algorithm [10], [11] in order to derive a
fully coupled rational macromodel. Two different procedures
were applied. The first used a common set of 30 poles for all
the transfer matrix entries. However, all the corresponding ma-
trices of residues in the partial fraction expansion of the transfer
matrix had a full numerical rank, leading to a state-space re-
alization of order . The second approach used
a private set of 30 poles for each column of the transfer ma-
trix. The resulting order of the state space realization was the
same, but the accuracy was significantly better. Results are pre-
sented for this latter macromodel. Passivity was characterized
using the algorithms presented in this paper. The singular values
distribution is depicted in the left panel of Fig. 10 (the crossing
points and the slopes are not shown for clarity). A total number
of 56 pairs of imaginary eigenvalues of the Hamiltonian ma-
trix were detected, with a maximum number of singular values
exceeding the critical level equal to 10. We remark that this ex-
ample is illustrative of a typical problem occurring in the gen-
eration of rational macromodels. Due to the presence of a few
complex poles slightly outside the frequency band of the exci-
tation pulse, the passivity violation outside this bandwidth can
be significant. In this case the maximum singular value reaches
the value of 1.08. Conversely, the in-band behavior is character-
ized by a very small violation (the largest in-band singular value
is bounded by . It should be kept in mind that a
bandlimited excitation may only lead to the identification of a
macromodel that is accurate in the tested frequency interval.
Algorithm 2 was applied to compensate passivity, reaching
the goal in 30 iterations. The CPU time required for completing
this task was 72 min (using a 2-GHz Pentium IV-based note-
book). The CPU time needed for solving the Lyapunov (48) was
about 6 s, while the solution of the least squares problem (61)
required from 0.1 to 2 s per iteration, depending on the number
of eigenvalues being perturbed. Therefore, most of the CPU
time was required for the computation of the eigenvalues/eigen-
vectors of the Hamiltonian matrix, which in this case has size
1680. For a discussion on possible improvements and algorithm
speedup see Section IV.C. The resulting singular values distri-
bution is depicted in the right panel of Fig. 10. Some of the tran-
sient scattering responses of the passive macromodel are com-
1768 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 51, NO. 9, SEPTEMBER 2004
Fig. 11. Selected transient responses for the package structure of Fig. 9.
pared in Fig. 11 to the original responses obtained by the FDTD
simulations, that were used for the identification of the macro-
model. It is clear that passivity compensation did not degrade
the accuracy in the approximation.
VI. CONCLUSION
We have presented a set of algorithms for the detection and
correction of small passivity violations in minimal state-space
realizations of linear multiport systems. All the algorithms
presented here are based on spectral perturbations of some
Hamiltonian matrices associated to the system. The presented
algorithms find immediate application in the construction
of passive macromodels for lumped/distributed interconnect
networks which are known only through (frequency or time
domain) input-output responses. Lumped macromodels are
usually constructed by computing suitable rational approx-
imations of the transfer matrices. Unfortunately, the direct
state-space realization of such approximations often results
nonpassive. However, if the approximation error is well under
control, and if the original responses are representative of a
passive structure, the passivity violations are small. With the
denomination “small” we characterize those violations that can
be compensated by applying small corrections to the nonpas-
sive macromodel. In this case, the proposed algorithm results
very efficient and guarantees that the passivity compensation is
performed with the least impact on the input-output behavior
of the system.
The main algorithms presented in this work are based on
the assumption that the imaginary eigenvalues of the associated
Hamiltonian matrices are simple or characterized by complete
sets of eigenvectors. All the numerical examples that were in-
vestigated fall in this category. However, it is conceivable that in
some applications the Hamiltonian matrix results defective. In
such cases further investigations are needed for the precise char-
acterization of the passivity violations. These investigations will
be documented in a future study.
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