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A HOCHSCHILD-CYCLIC APPROACH TO ADDITIVE HIGHER
CHOW CYCLES
JINHYUN PARK
Abstract. Over a field of characteristic zero, we introduce two motivic op-
erations on additive higher Chow cycles: analogues of the Connes boundary
B operator and the shuffle product on Hochschild complexes. The former
allows us to apply the formalism of mixed complexes to additive Chow com-
plexes building a bridge between additive higher Chow theory and additive
K-theory. The latter induces a wedge product on additive Chow groups for
which we show that the Connes operator is a graded derivation for the wedge
product using a variation of a Totaro’s cycle. Hence, the additive higher Chow
groups with the wedge product and the Connes operator form a commutative
differential graded algebra. On zero-cycles, they induce the wedge product
and the exterior derivation on the absolute Ka¨hler differentials, answering a
question of S. Bloch and H. Esnault.
Introduction
There have been so far at least two problems with which the additive higher Chow
theory, defined first in [3, 4], had been shown to have connections with: motives
over k[x]/(xm) and the Euclidean scissors congruence (see [5, 8, 15, 16]). This paper
provides the third such area, in particular, regarding the adjective “additive” that
originally comes from the additive K-theory.
Throughout this paper, we always suppose that k is a field of characteristic zero.
Under this assumption the additive K-theory is the cyclic homology of A. Connes
([7, 10]) so that this third interpretation in this paper should involve cyclic objects,
or more generally mixed complexes (c.f. [11]) and their related formalisms. This
paper shows how the additive Chow cycles form such objects with a remark that it
could be nice if we can rename them as Hochschild Chow cycles, or maybe additive
noncommutative Chow cycles to reserve the name additive Chow cycles for a new
cycle complex theory.
In §1, we review some relevant properties of K-theories: Quillen K-theory,
Hochschild homology, and cyclic homology. The author explains briefly why he
proposes the above new nomenclature, although he still used the name additive in
this paper.
The §2 extends the definition in [15] of the additive Chow complexes in such
a way that for each Artin local k-algebra (A,m) with A/m ≃ k, we associate
a cycle complex Z∗(X × ♦∗(A)) for a k-variety X (see Definition 2.5). When
A = k[x]/(xm), we recover the additive Chow groups with modulus considered in
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[16, 17]. This construction is necessary for our discussion of the shuffle product
structure defined in §5.
Although it is not used in the sequel we show that it is covariant functorial in
A so that it forms a functor Z∗(X × ♦∗(−)) : (Art/k) → Kom−(Ab). Combined
with the homology functor at Zq(X × ♦n(−)), we deduce a covariant functor
ACHq(X,n;−) : (Art/k)→ (Ab).
Thus, the additive Chow theory gives a deformation functor. (c.f. [19])
The §3 and beyond discuss the Hochschild-cyclic argument on additive higher
Chow cycles. The §3 defines a motivic analogue of the Connes boundary operator
B (c.f. [11]) denoted by δ on the additive Chow complexes for A = k[x]/(xm):
δ : Zp(X,n;A)→ Zp(X,n+ 1;A).
Unfortunately this Connes operator δ doesn’t behave well with the intersection
boundary map ∂ on cycles. After using a moving lemma argument as in [2], we
obtain a quasi-isomorphic subcomplex(
(Z∗(X, ∗;A)0, ∂
′ = ∂0last) ⊂ (Z∗(X, ∗;A), ∂)
)
.
We call it the reduced additive higher Chow complex. The operator δ descends to
this reduced one, and works well with the boundary map:
Proposition 0.1. ∂′δ = δ∂′.
For Z(n) :=
⊕
p≥0 Zp(X,n;A)0, thus we have
Theorem 0.2. The reduced additive higher Chow complex (Z(∗), ∂′) is a mixed
complex with a Connes operator δ:
...
∂′

...
∂′

...
∂′

...
∂′

Z(3)
∂′

Z(2)
δoo
∂′

Z(1)
δoo
∂′

Z(0)
δoo
Z(2)
∂′

Z(1)
δoo
∂′

Z(0)
δoo
Z(1)
∂′

Z(0)
δoo
Z(0)
The total complex will be called the cyclic higher Chow complex, and its homol-
ogy groups will be denoted by CCHp(X,n;A), the cyclic higher Chow groups. The
usual formalism of mixed complexes then give
Theorem 0.3. ACH and CCH form the following Connes periodicity long exact
sequence
· · ·
B
→ ACHp(n)
I
→ CCHp(n)
S
→ CCHp−1(n− 2)
B
→ ACHp−1(n− 1)
I
→ · · · ,
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where ACHp(n) := ACHp(X,n;A) and CCHp(n) := CCHp(X,n;A). The maps
I, S,B have bidegrees (0, 0), (−1,−2), (0,+1) in (p, n), respectively.
This result with the calculation CCH0(k, n; k[x]/(x
2)) ≃ Ωn−1k/Z /dΩ
n−2
k/Z (see The-
orem 4.5) supports the author’s point regarding the usage of the word additive.
Suppose X = Spec(k). In §5, under the identification Ae1 ×r1 × Ae2 ×r2 ≃
Ae1+e2 ×r1+r2 we first define the concatenation × and the shuffle product ×sh of
additive Chow cycles. Specifically for given two Artin local k-algebras A1 and A2,
we have
×,×sh : Zp(k, r1;A1)⊗Zq(k, r2;A2)→ Zd(k, n;A1 ⊗k A2),
where d := p + q and n := r1 + r2. The intersection boundary ∂ is a graded
derivation for × and ×sh so that for ×· = × or ×sh, we have
∂(x×· y) = (∂x)×· y + (−1)
r1x×· (∂y).
These product maps induce the homomorphisms on the additive Chow groups:
×·∗ : ACHp(k, r1;A1)⊗ACHq(k, r2;A2)→ ACHd(k, n;A1 ⊗k A2),
where ×·∗ = ×∗ or sh∗.
When A1 = k[x]/(x
m1) and A2 = k[x]/(x
m2), using the product µ : Gm×Gm →
Gm, we obtain a well-defined multiplication µ∗ on the image of sh∗ in Zd(k, n;A1⊗k
A2). We define the wedge product ∧ := µ∗ ◦ sh∗ that gives a homomorphism
∧ : ACHp(k, r1; k[x]/(x
m1))⊗ACHq(k, r2; k[x]/(x
m2))→ ACHd(k, n; k[x]/(x
m)),
where m = min{m1,m2}.
When A := A1 = A2 = k[x]/(x
m), the most interesting result between the
Connes map δ∗ and the wedge product ∧ is the following:
Theorem 0.4. For cycles ξ ∈ Zp(k, r1;A)0, η ∈ Zq(k, r2;A)0 with ∂′ξ = 0, ∂′η =
0, we have
δ∗(ξ ∧ η)− (δ∗ξ) ∧ η − (−1)
r1ξ ∧ (δ∗η) = −∂(ξ ∧
′ η),
for some cycle ξ ∧′ η (see Definition 6.5), called the cyclic shuffle product. That is,
the Connes map δ∗ is a graded derivation for the wedge product ∧ on the additive
higher Chow groups.
Corollary 0.5. The triple (ACH∗(k, ∗;A),∧, δ∗) is a CDGA. In particular, when
A = k[x]/(x2) and for 0-cycles, the CDGA (Ω∗k/Z,∧, d) is motivic.
This answers the Challenge 5.3 of Bloch and Esnault in [3] that asks for a motivic
description of the wedge product and the exterior product on the Ka¨hler differen-
tials.
1. Additive Chow theory and additive K-theory
Several results on various K-theories presented in this section guide our studies,
where we use a paradigm in [12] on the classification of various K-theories:
noncommutative commutative
multiplicative Leibniz K-theory? Quillen K-theory
additive Hochschild homology cyclic homology
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For instance, we think of the Hochschild homology theory as the additive non-
commutative K-theory. We will compare the Quillen K-theory, Hochschild homol-
ogy, and cyclic homology. First, recall the following result:
Theorem 1.1 ([14, 18, 20]). The group homology of GL(k) has the following list
of properties:
Q1) stability:
Hn(GLn(k);Q)
≃
→ Hn(GLn+1(k);Q)
≃
→ · · ·
≃
→ Hn(GL(k);Q)
Q2) 1st obstruction to stability: The following sequence is exact:
Hn(GLn−1(k);Q)→ Hn(GLn(k);Q)→ K
M
n (k)→ 0
Q3) primitive part: H∗(GL(k),Q) is a graded Hopf algebra with its primitive
part
Prim∗(H∗(GL(k),Q)) ≃ K∗(k)Q.
Q4) 0-cycles: The higher Chow groups give the obstruction groups in Q2):
CH0(k, n) ≃ K
M
n (k).
When we work with the Lie algebra gl(k) and its Lie algebra homologyHn(gl(k))
instead of the group GL(k) and its group homology, we get the additive K-theory
K+n (k). This group K
+
n (k) ≃ HCn−1(k), thus the additive K-theory is in fact
the cyclic homology, with a shift of the degree. This theory too enjoys analogous
properties:
Theorem 1.2 ([7, 11, 10]). The Lie algebra homology of gl(k) has the following
list of properties:
C1) stability:
Hn(gln(k); k)
≃
→ Hn(gln+1(k); k)
≃
→ · · ·
≃
→ Hn(gl(k); k)
C2) 1st obstruction to stability: The following sequence is exact:
Hn(gln−1(k); k)→ Hn(gln(k); k)→ Ω
n−1
k/Q /dΩ
n−2
k/Q → 0.
C3) primitive part: H∗(gl(k); k) is a Hopf algebra with its primitive part
Prim∗(H∗(gl(k); k)) ≃ K
+
∗ (k)
the additive K-theory of Feigin and Tsygan, which is isomorphic to the
cyclic homology HC∗−1(k) over Q.
From the comparison of the Quillen K-theory (Theorem 1.1) and the additive
K-theory (Theorem 1.2), we can call the group Ωn−1k/Q /dΩ
n−2
k/Q the Milnor-cyclic
homology HCMn−1(k). (c.f. 10.3.3 in [11]) It is easy to see that for char(k) = 0, we
have Ωn−1k/Q = Ω
n−1
k/Z .
One problem we see here is that C4) is missing from Theorem 1.2, and despite
the name additive higher Chow group, its zero-cycle group ACH0(k, n − 1) does
not produce the obstruction group HCMn−1(k). That means, although the groups
ACH are important in the calculation of the motivic cohomology groups of the fat
point Spec
(
k[ǫ]/ǫ2
)
as seen in [15], the additive Chow theory is not quite the right
additive cycle theory for the additive K-theory.
But, the Hochschild homology and the theory of Leibniz homology of Cuvier
and Loday ([6, 11]) show that the naming of ACH was very close; the Leibniz
ADDITIVE CHOW GROUPS 5
homology is a noncommutative vesion of the Lie algebra homology in the sense
that we systematically ignore the antisymmetry axiom of Lie algebras, where we
replace the Jacobi identity by the Leibniz rule, and we replace the wedge product
∧ by the tensor product ⊗ in the Chevalley-Eilenberg resolution of the Lie algebra.
(See p. 302 and p. 326 in [6])
Theorem 1.3 ([4, 6, 11]). The Leibniz homology HL∗(gl(k)) of gl(k) has the fol-
lowing list of properties:
H1) stability:
HLn(gln(k))
≃
→ HLn(gln+1(k))
≃
→ · · ·
≃
→ HLn(gl(k))
H2) 1st obstruction to stability: The following sequence is exact:
HLn(gln−1(k))→ HLn(gln(k))→ Ω
n−1
k/Q → 0.
H3) primitive part: HL∗(gl(k)) is a Hopf algebra with its primitive part
Prim∗(HL∗(gl(k))) ≃ HH∗−1(k),
the Hochschild homology of k over Q.
H4) 0-cycles: The additive higher Chow groups give the obstruction groups in
H2):
ACH0(k, n− 1) ≃ Ω
n−1
k/Q .
We can call the group Ωn−1k/Q the Milnor-Hochschild homology group HH
M
n−1(k)
of k over Q using the analogy between Theorem 1.1 and Theorem 1.3 as before.
(c.f. p. 337 in [11])
Thus, we may suspect that the group ACH should actually be called the additive
noncommutative higher Chow groups. Since the Hochschild homology HHn and
the cyclic homology HCn satisfy the Connes periodicity sequence
· · · → HHn(k)
I
→ HCn(k)
S
→ HCn−2(k)
B
→ HHn−1(k)→ · · · ,
the absence of C4) suggests the following new question:
Question 1.4. Can we find a cycle complex, to be named as the additive commu-
tative higher Chow complex or cyclic higher Chow complex, that satisfies at least
the following two properties:
(i) its homology fits into a Connes periodicity exact sequence as the cyclic
part, where the ACH fits into the sequence as the Hochschild part.
(ii) its zero-cycle group gives the right obstruction group of stability: Ωn−1k/Z /dΩ
n−2
k/Z .
The answer to this question is given in the Theorems 4.4 and 4.5.
2. Additive Chow groups associated to Artin local rings
Let q, n ≥ 0 be integers, and let X be an equi-dimensional quasi-projective k-
variety. Let (Art/k) be the category of Artin local k-algebras with the residue field
k. For an object A in (Art/k), we denote by mA its unique maximal ideal. For two
rings A,B ∈ (Art/k), a morphism A→ B is a k-algebra homomorphism such that
f(mA) = mB. For each integer e ≥ 0, denote by Xe, the set of l indeterminates
{x1, · · · , xe}.
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The section extends the definition of the additive higher Chow groups with mod-
ulus in [15, 17] to the category (Art/k). In this way, we obtain a functor
ACHq(X,n;−) : (Art/k)→ (Ab),
where (Ab) is the category of abelian groups. When the Artin local ring A is
k[x]/(xm) where m ≥ 2, we recover the notion of additive Chow groups with
modulus. This functor ACHq(X,n;−) is a functor of Artin rings in the sense
of Schlessinger [19], which is sometimes called a deformation functor.
The essential point of the construction is to use the embedding dimension (see
Definition 2.1) of a given Artin ring A to construct an affine space on which our
algebraic cycles reside.
2.1. Presentations of Artin local k-algebras. Let (A,mA) be an Artin ring in
(Art/k).
Definition 2.1. The embedding dimension of A is the dimension of the k-vector
space mA/m
2
A. We denote it by edim(A).
The following is a polynomial version of the Cohen structure theorem for Artin
local k-algebras.
Lemma 2.2. Let (A,mA) be an Artin ring in (Art/k) with embedding dimension
e. Then there is a polynomial presentation
0→ J → k[Xe]→ A→ 0
such that the ideal J of k[Xe] is contained in the ideal m2, where m is the ideal
generated by Xe in k[Xe]. This e is the minimal number of indeterminates for
which A has a polynomial presentation.
Proof. Our proof uses the Cohen’s theorem applied to A, that already gives us a
presentation by a formal power series ring
0→ Ĵ → k[[Xe]]→ A→ 0(2.1)
where m̂ is the ideal generated by Xe in k[[Xe]] and Ĵ is an ideal in k[[Xe]] satisfying
Ĵ ⊂ m̂2. We choose a presentation with the minimal value of e.
Since A is Artinian, there is an integer N such that m̂N ⊂ Ĵ ⊂ m̂2. Let IN be
the image of Ĵ in k[Xe]/m
N under the isomorphism of k-algebras
k[[Xe]]/m̂
N ∼→ k[Xe]/m
N .
Then the sequence (2.1) gives an exact sequence
0→ IN → k[Xe]/m
N → A→ 0.
Let J be the ideal in k[Xe] whose image in k[Xe]/mN is IN , thus we obtain a
commutative diagram
0 // IN // k[Xe]/mN // A // 0
0 // J
OO
// k[Xe]
OO
that immediately yields a desired presentation. That e is a minimal such integer is
obvious. 
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Let PresF in(k) be a category defined in the following fashion. Its objects
are pairs (k[Xe], J), where J is an ideal of the polynomial ring k[Xe] such that
k[Xe]/J ∈ (Art/k). For two objects (k[Xe1 ], J1) and (k[Xe2 ], J2), and two k-algebra
homomorphisms φ, ψ : k[Xe1 ]→ k[Xe2 ] such that φ(J1) ⊂ J2, ψ(J1) ⊂ J2, we define
an equivalence φ ∼ ψ if the induced homomorphisms φ¯, ψ¯ : k[Xe1 ]/J1 → k[Xe2 ]/J2
are equal. Morphisms in PresF in(k) are the collection of all such k-algebra homo-
morphisms modulo the above equivalence.
Lemma 2.3. Let A1, A2 be two Artin local k-algebras in (Art/k) with presentations
P1 = (k[Xe1 ], J1), P2 = ((k[Xe2 ], J2) given by the Lemma 2.2. Let f : A1 → A2
be a morphism in (Art/k). Then, it induces a unique morphism f˜ : P1 → P2 in
PresF in(k). Furthermore, there is a natural bijection
hom(Art/k)(A1, A2)
∼
→ homPresFin(k) (P1, P2) .
Proof. We construct f˜ that fits into the diagram:
0 // J1

// k[Xe1 ]
q1
//
ef

A1 //
f

0
0 // J2 // k[Xe2 ]
q2
// A2 // 0
This is easy: for each i ∈ {1, · · · , e}, pick yi ∈ q
−1
2 f(q1(xi)) and define f˜(xi) = yi.
It determines f˜ . For g ∈ J1, since q1(g) = 0 we have f˜(g) ∈ q
−1
2 (0) = J2. Suppose
we choose a different set of y′i ∈ q
−1
2 (f(q1(xi))) and the corresponding f˜
′. Then,
yi − y′i ∈ J2 so that q2(yi) = q2(y
′
i) = f(q1(xi)). Hence f˜ and f˜
′ induce the
same map f : A1 → A2. Hence in the category PresF in(k), they are the equal
morphisms.
The bijection between the two sets obvious. 
Lemma 2.4. For two objects Pi = (k[Xei ], Ji), i = 1, 2, if there is an isomorphism
P1 ≃ P2 in PresF in(k), then the corresponding Artin rings A1 := k[Xe1 ]/J1 and
A2 := k[Xe2 ]/J2 are isomorphic under the induced isomorphism.
Proof. Suppose that g˜ ◦ f˜ = IdP1 and f˜ ◦ g˜ = IdP2 for morphisms f˜ : P1 → P2 and
g˜ : P2 → P1. The maps f˜ and g˜ induce maps f : A1 → A2 and g : A2 → A1. That
g˜ ◦ f˜ = IdP1 means g ◦ f = IdA1 . Similarly we hae f ◦ g = IdA2 . Thus A1 ≃ A2. 
Thus, we have an equivalence of categories
ι : (Art/k)→ PresF in(k)(2.2)
that sends an Artin local k-algebra A to its presentation P , and a morphism f :
A1 → A2 of Artin local k-algebras to a morphism f˜ : P1 → P2 defined as above.
2.2. Additive higher Chow complex. Let X be an irreducible quasi-projective
variety over a field k, and let p, q, n ≥ 0 be integers. Let  = P1 − {1}, and let
P = (Xe, J) be an object in PresF in(k). Define an affine space
♦n(P ) := A
e ×n.
Let ♦̂n(P ) = Ae ×
(
P1
)n
. For an irreducible closed subvariety Z ⊂ X × ♦n(P ), let
Ẑ be its Zariski closure in X × ♦̂n(P ) and let ν : Z → Ẑ be its normalization. Let
I(P ) be the sheaf of ideals of Ob♦n(P ) generated by Xe. Let V0 := V (I(P )) be the
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closed subvariety of X × ♦̂n(P ) associated to the ideal sheaf I(P ). For the Artin
ring A := k[Xe]/J , we also denote then by I(A) and V (I(A)).
For each i ∈ {1, · · · , n} and j ∈ {0,∞} we have codimension one “nondegener-
ate” faces{
F ji : X × ♦n−1 →֒ X × ♦n
(y, x, t1, · · · , tn−1) 7→ (y, x, t1, · · · , ti−1, j, ti, · · · , tn−1)
and the “degenerate” face
V0 →֒ X × ♦n.
Various higher codimension faces are obtained by intersecting the above faces as
well.
We associate to each object P = (k[Xd], J) a complex of abelian groups Zq(X ×
♦∗(P )) ∈ Kom
−(Ab) as follows:
Definition 2.5. Let c0(X,n;P ) be the free abelian group on the set of 0-dimensional
irreducible reduced closed points in X×♦n(P ) not intersecting the faces. For p ≥ 1,
let cp(X,n;P ) be the free abelian group on the set of p-dimensional irreducible
closed subvarieties Z ⊂ X × ♦n(P ) satisfying
(1) Ẑ intersects all lower dimensional faces properly.
(2) For each closed point p ∈ ν∗V0, there is an integer 1 ≤ i ≤ n such that
1− ti ∈ (J) · OZ,p.
This second condition is called the modulus condition in ti. Let Zp(X,n;P )
be the group cp(X,n;P ) modulo the subgroup of degenerate cycles, i.e. those
obtained by pulling back cycles on X × ♦n−1(P ) via various projections. The
cycles in Z∗(X, ∗;P ) are said to be admissible.
For i ∈ {1, · · · , n} and j ∈ {0,∞}, let ∂i : Zp(X,n;P ) → Zp−1(X,n− 1;P ) be
the intersection product with the face F ji . Let ∂ :=
∑n
i=1(−1)
i
(
∂0i − ∂
∞
i
)
. It is
easy to see that ∂2 = 0. Thus, we have a complex
· · ·
∂
→ Zp+1(X × ♦n+1(P ))
∂
→ Zp(X × ♦n(P ))
∂
→ Zp−1(X × ♦n−1(P ))
∂
→ · · ·
called the additive Chow complex associated to P . If p+ q = dimX + e+ n, then
we also write Zq(X × ♦n(P )) in terms of codimensions.
Definition 2.6. The homology group at Zp(X,n;P ), denoted by ACHp(X,n;P ),
is called the additive Chow group associated to P . For an Artin local k-algebra in
(Art/k), choose a presentation P forA, and define ACHp(X,n;A) := ACHp(X,n;P ).
If p+ q = dimX + e+ n, then we define ACHq(X,n;P ) = ACHp(X,n;P ).
Lemma 2.7. Suppose we have two isomorphic objects P1 ≃ P2 in PresF in(k).
Then, the complex (Zq(X × ♦∗;P1), ∂) is isomorphic to (Zq(X × ♦∗;P2), ∂).
Proof. Obvious. 
Lemma 2.8. When A = k, the group Zp(X × ♦n(k)) = 0. In particular, its
homology group ACHp(X,n; k) = 0.
Proof. The ring k has its embedding dimension 0, thus its corresponding presenta-
tion is P = (k, 0) with mk = 0. Thus, the set V0 is the whole X×♦n(k) = X×n.
Hence if Z ⊂ X × ♦n(k) is an admissible irreducible closed subvariety with the
normalization ν : Z → Ẑ, then ν∗V0 = Z. But, the modulus condition requires
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that for all p ∈ Z = ν∗V0 we must have 1− ti ∈ (0) ·OZ,p, i.e. 1 = ti at mathfrakp.
Hence, we must have ν(p) ∈ Ẑ\Z for all p. But this is impossible unless Z = ∅.
Thus Zp(X,n; k) = 0 so that ACHp(X,n; k) = 0. 
2.3. Functoriality. In this section, for two objects P1, P2 of PresF in(k) and a
morphism P1 → P2, we define a homomorphism Z
q(X × ♦n(P1)) → Z
q(X ×
♦n(P2)). Then we show that it gives a functor
Zq(X × ♦∗(−)) : (Art/k)→ Kom
−(Ab).
Let A1, A2 be two Artin local k-algebras in (Art/k) with embedding dimensions
e1, e2, respectively. We define Zq(X × ♦n(f)) for each f : A1 → A2. It will be
denoted by f∗ when no confusion arises. There corresponds a k-algebra homomor-
phism f˜ : k[Xe1 ]→ k[Xe2 ] on the level of their minimal presentations. It induces a
morphism f# : X×Ae2 ×n → X×Ae1 ×n. For an irreducible closed subvariety
Z ⊂ X × Ae1 ×n, consider the fibre square
Z ×X×♦n(A1) X × ♦n(A2) //

X × ♦n(A2)
f#

Z // X × ♦n(A1)
and define f∗(Z) := Zq(X × ♦n(f))(Z) := [Z ×X×♦n(A1) X × ♦n(A2)], where [ ]
means the associated cycle.
Lemma 2.9. For f : A1 → A2 and an irreducible reduced admissible closed
subvariety Z ∈ Zq(X × ♦n(A1)), the cycle f∗(Z) is admissible, thus belongs to
Zq(X × ♦n(A2)).
Proof. Choose presentations Pi = (k[Xei ], Ji) forAi, i = 1, 2. LetW ⊂ Z×X×♦n(A1)
X×♦n(A2) be an irreducible reduced component. Consider a commutative diagram
W
ν1 //
φ

Ŵ

// X × ♦̂n(A2)
f#

Z
ν // Ẑ // X × ♦̂n(A1)
where Ŵ and Ẑ are the Zariski closures and ν1 and ν are normalization maps. The
morphism φ is given by the universal property of the normalization ν.
To check the modulus condition, let p ∈ ν∗1V (I(P2)) be a closed point. Then,
φ(p) ∈ φ(ν∗1V (I(P2)) = ν
∗(f#(V (I(P2))))
= ν∗V (I(P1)).
Thus, by the modulus condition at φ(p), there exists 1 ≤ i ≤ n such that
1− ti ∈ (J1) · OZ,φ(p).
Since we have a natural map OZ,φ(p) → OW,p for which the ideal J1 is mapped
into J2, we have a natural map (J1) · OZ,φ(p) → (J2) · OW,p. Thus, we have
1− ti ∈ (J2) · OW,p as desired. This proves the modulus condition.
Proper intersection with faces is obvious since the map f# is a closed immersion
whose image is at worst one of the faces. Hence f∗ sends admissible cycles to
admissible cycles. 
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Notice that in terms of dimensions, where p+ q = dimX + e1 + n, the induced
map f∗ maps Zp(X × ♦n(A1)) into Zp+(e2−e1)(X × ♦n(A2)).
Lemma 2.10. For n ≥ 0, the maps f∗ are compatible with the boundary maps. In
other words, f∗ : Zq(X×♦∗(A1))→ Zq(X×♦∗(A2)) is a morphism in Kom
−(Ab).
Proof. Obvious. 
The last property is the functoriality.
Lemma 2.11. Consider two morphisms A1
f1
→ A2
f2
→ A3 in (Art/k). Then, the
induced morphisms of complexes satisfy
(f2 ◦ f1)∗ = f2∗ ◦ f1∗.
In other words, we have a covariant functor
Zq(X × ♦∗(−)) : (Art/k)→ Kom
−(Ab).
Proof. The transitivity of the fibre products implies the functoriality. 
Thus, by composing the above functor with the homology functorHn : Kom
−(Ab)→
(Ab), we obtain the following corollary:
Corollary 2.12. We have the additive higher Chow functor
ACHq(X,n;−) : (Art/k)→ (Ab).
A detailed study of this deformation functor is not pursued in this paper, and
should be treated elsewhere.
3. A motivic Connes boundary operator δ
3.1. Ka¨hler differentials. Recall the following useful result on the absolute Ka¨hler
differentials:
Lemma 3.1 (Lemma 4.1 in [3]). We have an isomorphism of k-vector spaces
φ :
k ⊗ ∧nk×
R
∼
→ Ωnk/Z
a⊗ b1 ∧ · · · ∧ bn 7→ ad log b1 ∧ · · · ∧ d log bn,
where R is the vector subspace spanned by all elements of type
(a⊗ a+ (1− a)⊗ (1− a)) ∧ b1 ∧ · · · ∧ bn−1
for a ∈ k, bi ∈ k×.
Remark 3.2. What do exact forms in Ωnk/Z look like? For a generator ad log b1 ∧
· · · ∧ d log bn−1 ∈ Ω
n−1
k/Z , observe that
d(ad log b1 ∧ · · · ∧ bn−1) = da ∧ d log b1 ∧ · · · ∧ d log bn−1
= ad log a ∧ d log b1 ∧ · · · ∧ d log bn−1
= φ(a⊗ a ∧ b1 ∧ · · · ∧ bn−1).
This simple observation combined with Lemma 3.1 implies the following result.
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Corollary 3.3. The map φ induces an isomorphism of k-vector spaces
φ :
k ⊗ ∧nk×
R′
∼
→ Ωnk/Z/dΩ
n−1
k/Z ,
where R′ is the vector subspace spanned by all elements of type
a⊗ a ∧ b1 ∧ · · · ∧ bn−1,
for a ∈ k, bi ∈ k×.
Remark 3.4. From the proof of Theorem 6.4 in [4] that ACH0(k, n) ≃ Ωnk/Z, we
know that the generators of R′ correspond to the closed points(
1
a
, a, b1, · · · , bn−1
)
∈ A1 ×n−1.
Our motivic operator δ in the next section is motivated by this point.
3.2. The operator δ. Let A = k[x]/(xm) for some m ≥ 2. For integers 1 ≤ k ≤
n+ 1, define rational maps
δk : A
1 ×n · · · → A1 ×n+1
(x, t1, · · · , tn) 7→
(
x, t1, · · · , tk−1,
1
x
, tk, · · · , tn
)
.
These rational maps naturally induce homomorphisms
δk : Zp(X × ♦n(A))→ Zp(X × ♦n+1(A)).
Lemma 3.5. For i, j ∈ {1, · · · , n+ 1}, we have{
δiδj = δj+1δi if i ≤ j,
δiδj = δjδi−1 if i > j.
Proof. Straightforward. 
Define the operator
(3.1) δ :=
n+1∑
k=1
(−1)kδk : Zp(X × ♦n(A))→ Zp(X × ♦n+1(A)).
Corollary 3.6. δ2 = 0. Thus, (Z∗(X × ♦∗)(A), δ) is a complex.
Proof. It immediately follows from Lemma 3.5. 
We want to know how δk interacts with the face maps ∂
j
i .
Lemma 3.7. We have the following identities:
(3.2)

∂ji δk = δk−1∂
j
i if i < k,
∂ji δk = 0 if i = k,
∂ji δk = δk∂
j
i−1 if i > k.
Equivalently,
(3.3)
{
δk∂
j
i = ∂
j
i+1δk if k ≤ i,
δk∂
j
i = ∂iδ
j
k+1 if k ≥ i.
In particular, ∂i+1δi = ∂iδi+1.
Proof. Tedious but straightforward calculations show them easily. 
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Unfortunately these identities show that ∂ and δ do not interact very nicely. For
instance, the reader can easily see that
(3.4)
{
∂δ1 = −δ1∂,
∂δlast = δlast∂,
but for intermediate δk, we do not really have very enlightening interactions. To
remedy this situation, we replace the additive higher Chow complex (Z∗(X × ♦∗(A)), ∂)
by a quasi-isomorphic subcomplex. We use the ideas given in Lemma 4.2.3 and
Theorem 4.4.2 in [2]:
Definition 3.8. Define
Zp(X × ♦n(A))0 :=
(
n−1⋂
i=1
ker(∂0i ) ∩ ker(∂
∞
i )
)
∩ ker(∂∞n ).
Note that ∂0n = ∂
0
last is the only nontrivial face map. Let’s denote this map by
∂′. Certainly ∂′
2
= 0. Then,
Lemma 3.9. The inclusion (Z∗(X × ♦∗(A))0, ∂
′) ⊂ (Z∗(X × ♦∗(A)), ∂) is a ho-
motopy equivalence.
Proof. The same arguments as in Lemma 4.2.3, Theorem 4.4.2 in [2] show this
lemma. 
Let’s call (Z∗(X × ♦∗(A))0, ∂′) the reduced additive higher Chow complex asso-
ciated to A.
Lemma 3.10. δk (Zp(X × ♦n(A))0) ⊂ Zp(X × ♦n+1(A))0 for all 1 ≤ k ≤ n+ 1.
Proof. Let x ∈ Zp(X × ♦n(A))0 so that
(3.5) ∂ji (x) = 0 for
{
1 ≤ i ≤ n− 1,
i = n, j =∞.
If i = n+ 1 and j =∞, then we always have i ≥ k so that
∂∞n+1δk(x) =
{
0 if i = k,
δk∂
∞
n (x) = 0 if i > k,
by (3.2) and (3.5).
If 1 ≤ i ≤ n, then both ∂ji (x) and ∂
j
i−1(x) are zero. Thus, by (3.2)
∂ji δk(x) =
 δk−1∂
j
i (x) = 0 if i < k,
0 if i = k,
δk∂
j
i−1(x) = 0 if i > k.
This finishes the proof. 
Corollary 3.11. The operator δ descends to the subgroups:
δ : Zp(X × ♦n(A))0 → Zp(X × ♦n+1(A))0.
On the level of these subgroups, the boundary ∂′ interacts very nicely with δ:
Theorem 3.12. The operator δ and ∂′ = ∂0last satisfy
δ∂′ = ∂′δ.
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In particular, the reduced additive higher Chow complexes form a bicomplex with
two boundary maps (∂′, δ):
(3.6) ...
∂′

...
∂′

· · · Zp+1(n+ 2)0
∂′

δoo Zp+1(n+ 1)0
∂′

δoo · · ·
δoo
· · · Zp(n+ 1)0
∂′

δoo Zp(n)0
∂′

δoo · · ·
δoo
...
...
where Zp(n)0 := Zp(X × ♦n(A))0.
Proof. It follows from the (3.2) and (3.3). Indeed, for any x ∈ Zr+1(n+ 1),
δ∂′(x) = δ∂0n+1(x)
=
n+1∑
k=1
(−1)kδk∂
0
n+1(x)
=
n+1∑
k=1
(−1)k∂0n+2δk(x)
= ∂0n+2
(
n+1∑
k=1
(−1)kδk
)
(x)
= ∂0n+2(δ − (−1)
n+2δn+2)(x).
But by (3.2) we have ∂0n+2δn+2 = 0. Thus, the last expression is ∂
′δ(x), as desired.

Corollary 3.13. The δ induces a map
δ∗ : ACHp(X,n;A)→ ACHp(X,n+ 1;A).
In particular, when X = Spec(k), A = k[x]/(x2), and p = 0, the map
δ∗ : Ω
n
k/Z → Ω
n+1
k/Z
is identical to (n+ 1)d, where d is the exterior derivation.
Proof. The first assertion is obvious. The second assertion follows from Theorem
6.4 of [4], Lemma 3.1, Remark 3.2, and Remark 3.4. 
Recall that the maps δk came from rational maps between varieties. Thus, we
proved that
Corollary 3.14. The exterior derivation is motivic.
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4. Cyclic higher Chow theory
In this section we propose a cycle complex that behaves like the cyclic homology
out of the bicomplex Zr(n) of (3.6). Note that ∂′ decreases both p and n by 1,
whereas δ increases n by 1 but does not change p. If we let Z(n) :=
⊕
pZp(n)0,
then the bicomplex Z(n) looks as follows:
(4.1) ...
∂′

...
∂′

...
∂′

...
∂′

Z(3)
∂′

Z(2)
δoo
∂′

Z(1)
δoo
∂′

Z(0)
δoo
Z(2)
∂′

Z(1)
δoo
∂′

Z(0)
δoo
Z(1)
∂′

Z(0)
δoo
Z(0)
Let BZ be this bicomplex. A perceptive reader will notice that this is actually
a mixed complex in the sense of A. Connes (c.f. p. 79 in [11]). We apply the usual
formalism of mixed complexes to BZ. By definition, its homology Hn(BZ) is the
homology of the first column, i.e. the additive higher Chow group ACH∗(X,n;A).
Its cyclic homology HCn(BZ) is the homology Hn(Tot(BZ)) of the total complex.
Notice that the bicomplex (3.6) itself is not a mixed complex, but since BZ is the
direct sum of these, the groups Hn(BZ) and HCn(BZ) have natural decomposi-
tions.
Definition 4.1. The cyclic (or, additive commutative) Chow group CCH∗(X,n;A)
is the cyclic homology HCn(BZ) of the bicomplex BZ. The group CCHp(X,n;A)
is the direct summand of CCH∗(X,n;A) that comes from the diagonal of (3.6)
that contains Zp(n) in the first column.
Remark 4.2. Notice that, despite the indices (p, n) of the group CCHp(X,n;A),
by definition this group contains cycles not just from Zp(n)0, but from
min{p,⌊n2 ⌋}⊕
i≥0
Zp−i(n− 2i)0.
Remark 4.3. If we work with the additive higher Chow complex, not the reduced
one, then we have serious difficulties due to the absence of the commutativity of δ
and ∂.
Following the formalism of mixed complexes, we have the long exact sequence of
complexes
0→ (Z(∗), ∂′)
I
→ Tot(BZ)
S
→ Tot (BZ[1, 1])→ 0.
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Notice that Tot (BZ[1, 1]) = (Tot(BZ)) [2]. Thus, we obtain the homology long
exact sequence, which is the Connes periodicity exact sequence, that decomposes
as follows:
Theorem 4.4. We have the Connes periodicity exact sequence involving ACH and
CCH:
· · ·
B
→ ACHp(n)
I
→ CCHp(n)
S
→ CCHp−1(n− 2)
B
→ ACHp−1(n− 1)
I
→ · · · ,
where ACHp(n) := ACHp(X,n;A) and CCHp(n) := CCHp(X,n;A). The maps
I, S,B have bidegrees (0, 0), (−1,−2), (0,+1) in (p, n), respectively.
Using the functoriality of the additive higher Chow complex for projective mor-
phisms f : X → Y and for flat morphisms f : X → Y of two varieties X,Y of
finite type over k (Lemma 3.6 and Lemma 3.7 of Krishna and Levine [9]), up to a
possible shift of indices, we can see that the above Connes periodicity sequence is
functorial for a projective morphism and a flat morphism, up to a possible shift of
degrees.
Now we can provide the missing C4) of the section §1:
Theorem 4.5. We have an isomorphism
CCH0(k, n) := CCH0(k, n; k[x]/(x
2)) ≃ Ωnk/Z/dΩ
n−1
k/Z .
Proof. By definition,
CCH0(k, n) =
Z0(k, n)0
∂′Z1(k, n+ 1)0 + δZ0(k, n− 1)0
.
By Theorem 6.4 in [4], we have Z0(k, n)0/∂′Z1(k, n + 1)0 ≃ Ωnk/Z, whereas by
Remark 3.2, Corollary 3.3, and Remark 3.4, elements of the group δZ0(k, n − 1)0
are exact forms. This finishes the proof. 
5. The shuffle product and the wedge product
In this section we define the shuffle product structure on the classes of additive
higher Chow groups. Together with the multiplication of the algebraic group Gm,
we define the wedge product for the additive higher Chow groups with modulus.
5.1. Permutations.
5.1.1. Definitions. We use the following notations:
• For integers r ≥ 0, let Permr be the group of permutations on {1, 2, · · · , r}.
• For an integer s ≥ 1 and integers p1, p2, · · · , ps ≥ 0, a (p1, · · · , ps)-shuffle
is a permutation σ ∈ Permp1+···+ps such that
σ(1) < σ(2) < · · · < σ(p1),
...
σ(p1 + · · ·+ pi + 1) < σ(pi + 2) < · · · < σ(p1 + · · ·+ pi + pi+1),
...
σ(p1 + · · ·+ ps−1 + 1) < σ(p1 + · · ·+ ps−1 + 2) < · · · < σ(p1 + · · ·+ ps−1 + ps).
We denote by Perm(p1,··· ,ps) the set of all (p1, · · · , ps)-shuffles in Permp1+···+ps .
16 JINHYUN PARK
Note that |Perm(p1,··· ,ps)| =
(p1+···+ps)!
p1!···ps!
. Also, Permr = Perm(1, · · · , 1︸ ︷︷ ︸
r
)
We will use the double shuffles Perm(r,s) and triple shuffles Perm(1,r,s) in this
paper.
5.1.2. Permutation actions. Let A ∈ (Art/k) with edim(A) = e ≥ 1. Consider the
associated space ♦r(A) = Ae × r. For k-rational closed points, a permutation
σ ∈ Permr acts naturally via
σ · (x, t1, · · · , tr) :=
(
x, tσ−1(1), · · · , tσ−1(r)
)
.
This action naturally generalizes to all closed subvarieties of ♦r(A) as well. Fur-
thermore, it sends admissible cycles to admissible cycles in ♦r(A).
5.1.3. Some properties of multiple shuffles. The following lemmas on double shuffles
and triple shuffles will play important roles in the Proposition 6.6. It is not necessary
to read them now.
Lemma 5.1. Permutations τ in Perm(1,n) are in one to one correspondence with
the numbers {1, · · · , n}, where the correspondence is given by τ ↔ τ(1).
Proof. Obvious. 
Definition 5.2. For permutations σ ∈ Permn and τ ∈ Perm(1,n) with τ(1) = i ∈
{1, · · · , n}, define the permutation στ = σ[i] ∈ Permn+1 by sending
j ∈ {1, · · · , n+ 1} 7→

σ(j) if j < i,
j if j = i,
σ(j − 1) if j > i.
Lemma 5.3. Let σ ∈ Perm(r,s) and τ ∈ Perm(1,r+s). Then, the product στ · τ
in Permr+s+1 is a (1, r, s)-shuffle, i.e. στ · τ ∈ Perm(1,r,s). Furthermore, the set-
theoretic map
φ1 : Perm(r,s) × Perm(1,r+s) → Perm(1,r,s)
(σ, τ) 7→ στ · τ
is a bijection.
Proof. The first statement is obvious. For the second statement, the surjectivity
part is obvious by keeping track of where 1 is sent. But since both sides have the
cardinality (r+s)!r!s!
(r+s+1)!
(r+s)! =
(r+s+1)!
r!s! , the map φ1 must be bijective. 
Lemma 5.4. In the group ring Z[Permr+s+1], we have∑
σ∈Perm(r,s)
(sgn(σ))
 ∑
τ∈Perm(1,r+s)
(sgn(τ))στ · τ
 = ∑
ν∈Perm(1,r,s)
(sgn(ν))ν.
Proof. Note that sgn(στ · τ) = sgn(σ)sgn(τ). Thus, together with the Lemma 5.3,
we get the desired result. 
Lemma 5.5. For σ ∈ Perm(r+1,s) and τ ∈ Perm(1,r), the permutation σ · (τ × Ids)
is in Perm(1,r,s). Furthermore, the set-theoretic map
φ2 : Perm(r+1,s) × Perm(1,r) → Perm(1,r,s)
(σ, τ) 7→ σ · (τ × Ids)
is a bijection.
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Proof. The first statement is obvious. For the second statement, the surjectivity
part is obvious by keeping track of where 1 is sent. But since both sides have the
cardinality (r+s+1)!(r+1)!s!
(r+1)!
r! =
(r+s+1)!
r!s! , the map φ2 must be bijective. 
Lemma 5.6. In the group ring Z[Permr+s+1], we have ∑
σ∈Perm(r+1,s)
(sgn(σ))σ
 ∑
τ∈Perm(1,r)
(sgn(τ))(τ × Ids)
 = ∑
ν∈Perm(1,r,s)
(sgn(ν))ν.
Proof. It follows immediately from Lemma 5.5 together with the observation that
(sgn(σ))(sgn(τ)) = (sgn(σ · (τ × Ids))). 
Lemma 5.7. For σ ∈ Perm(r,s+1) and τ ∈ Perm(1,r+s), the permutation σ ·(Idr×τ)
is in Perm(1,r,s). Furthermore, the set-theoretic map
φ3 : Perm(r,s+1) × Perm(1,r+s) → Perm(1,r,s)
(σ, τ) 7→ σ · (Idr,×τ)
is a bijection.
Proof. The proof is similar to Lemma 5.5. 
Lemma 5.8. In the group ring Z[Permr+s+1], we have
(−1)r
 ∑
σ∈Perm(r,s+1)
(sgn(σ))σ
 ∑
τ∈Perm(1,r+s)
(sgn(τ))(Idr × τ)

=
∑
ν∈Perm(1,r,s)
(sgn(ν))ν.
Proof. It follows immediately from Lemma 5.7 together with the observation that
(−1)r(sgn(σ))(sgn(Idr × τ)) = (sgn(σ · (Idr × τ))). 
5.2. The shuffle product. Although we can develop our theory more generally,
for simplicity of notations we work with X = Spec(k). Let (A1,m1) , (A2,m2) ∈
(Art/k) be two Artin local k-algebras with edim(Ai) = ei ≥ 1. We will always
identify the product ♦r1(A1)×♦r2(A2) = A
e1×r1×Ae2×r2 with Ae1+e2×r1+r2 .
Lemma 5.9. Let Z1 ⊂ ♦r1(A1), Z2 ⊂ ♦r2(A2) be admissible irreducible closed
subvarieties. Then, their product Z1 × Z2 ⊂ A
e1+e2 ×r1+r2 is also an admissible
closed subvariety in ♦r1+r2(A1 ⊗k A2).
Proof. Out of the requirements for admissibility, only the modulus condition is less
trivial. Fix presentations
A1 ≃ k[X1]/J1, A2 ≃ k[X2]/J2
as in §2. The ring (A1 ⊗k A2, 〈m1,m2〉) is in (Art/k), and
A1 ⊗k A2 ≃ k[X1 ∪ X2]/ 〈J1, J2〉 .
Note that the embedding dimension of A1 ⊗k A2 is e1 + e2.
Let Ẑi ⊂ Aei×(P)
ri be the Zariski closures of Zi, where i = 1, 2. Let νi : Zi → Ẑi
be their normalizations. Recall (c.f. Lemma 3.1 in [9]) that the product of two
reduced normal finite type k-schemes is again normal over perfect fields. Thus,
ν = ν1 × ν2 : Z1 × Z2 → Ẑ1 × Ẑ2 = Ẑ1 × Z2 ⊂ A
e1+e2 ×r1+r2
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is a normalization of Ẑ1 × Z2. We will identify Z1 × Z2 with Z1 × Z2.
For a closed point p ∈ Supp (ν∗V (〈m1,m2〉)) in Z1×Z2, there correspond closed
points pi ∈ Supp (ν∗1V (mi)) in Zi for i = 1, 2. Thus by the modulus conditions for
Z1 and Z2, there exist indices j1 ∈ {1, · · · , r1} and j2 ∈ {r1 + 1, · · · , r1 + r2} such
that
1− tj1 ∈ (J1) · OZ1,p1 , 1− tj2 ∈ (J2) · OZ2,p2 .
Via the natural maps
(Ji) · OZi,pi → (Ji) · OZ1×Z2,p → 〈J1, J2〉 · OZ1×Z2,p for i = 1, 2,
we have the both 1 − tj1 , 1 − tj2 ∈ 〈J1, J2〉 · OZ1×Z2,p. This proves the modulus
condition. 
Definition 5.10. Extend the above product Z-bilinearly to obtain the concatena-
tion product
× = ×(r1,r2) : Zp(♦r1(A1))⊗Zq(♦r2(A2))→ Zp+q (♦r1+r2(A1 ⊗k A2)) .
Lemma 5.11. For x ∈ Zp(♦r1(A1)) and y ∈ Zq(♦r2(A2)), we have
∂(x× y) = (∂x)× y + (−1)r1x× (∂y).
Proof. This is obvious from the definition of ∂. 
Definition 5.12. Let d ≥ 0 be an integer. An admissible irreducible closed sub-
variety Z ∈ Zd(♦n(A1 ⊗ A2)) is said to be (A1, A2)-decomposable if for some per-
mutation σ ∈ Permn and integers r1, r2 ≥ 1 such that r1 + r2 = n, the variety σ ·Z
is in the image of the concatenation product ×(r1,r2). The subgroup generated by
(A1, A2)-decomposable cycles will be denoted by Zd(♦n(A1 ⊗k A2))dec(A1,A2), or
just Zd(♦n(A1 ⊗k A2))dec if reference to (A1, A2) is unnecessary.
Definition 5.13. Let p, q ≥ 0 be integers. Let Zi ⊂ ♦ri(Ai), i = 1, 2, be admissible
irreducible closed subvarieties of dimension p and q, respectively. Let d = p+ q and
n = r1 + r2. Define the (r1, r2)-shuffle product ×sh(r1,r2) by
Z1 ×sh(r1,r2) Z2 :=
∑
σ∈Perm(r1,r2)
sgn(σ)σ · (Z1 × Z2) ∈ Zd(♦n(A1 ⊗k A2)).
When the reference to (r1, r2) is unnecessary, we may write×sh instead of×sh(r1,r2).
By extending it Z-bilinearly, we have the (r1, r2)-shuffle product
×sh = ×sh(r1,r2) : Zp(♦r1(A1))⊗Zq(♦r2(A2))→ Zd(♦n(A1 ⊗k A2)).
Remark 5.14. Note that in general we do not have x × y = (−1)r1r2y × x, but we
do have x ×sh y = (−1)r1r2y ×sh x. The proof just follows from the definition of
the double shuffles and the shuffle product.
Proposition 5.15. For the intersection boundary map ∂ : Zd(♦n(A1 ⊗k A2)) →
Zd−1(♦n−1(A1⊗kA2)) and two admissible cycles x ∈ Zp(♦r1(A1)) and y ∈ Zq(♦r2(A2))
with p+ q = d and r1 + r2 = n, we have
∂(x×sh y) = (∂x)×sh y + (−1)
r1x×sh (∂y).
In other words, the boundary map ∂ is a graded derivation for the shuffle product
×sh.
Proof. It follows from Lemma 5.11. This is just a matter of rewriting the definition
of ∂ and ×sh carefully midning signs.(c.f. Proposition 4.2.2. on p. 123 in [11]) 
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Generally for a fixed integer d ≥ 0 and n ≥ 0, we can define the total shuffle
product as the sum of all possible shuffle products:
×sh :=
∑
r1+r2=n
×sh(r1,r2) :
⊕
r1+r2=n
⊕
p+q=d
Zp(♦r1(A1))⊗Zq(♦r2(A2))
→ Zd(♦n(A1 ⊗k A2)).
For the tensor product of two total additive Chow complexes Z(♦∗(Ai)) =⊕
p≥0Zp(♦∗(Ai)), by the Proposition 5.15 we have a homomorphism of complexes
×sh : (Z(♦∗(A1))⊗Z(♦∗(A2)), ∂ ⊗ Id + (−1)
∗Id⊗ ∂)→ (Z(♦∗(A1 ⊗k A2)), ∂) .
Corollary 5.16. Let d = p+ q and n = r1 + r2. The shuffle product ×sh induces
homomorphisms
sh∗ : ACHp(k, r1;A1)⊗ACHq(k, r2;A2)→ ACHd(k, n;A1 ⊗k A2),
sh∗ : ACH∗(k, ∗;A1)⊗ACH∗(k, ∗;A2)→ ACH∗(k, ∗;A1 ⊗k A2).
Remark 5.17. One may wonder if this sh∗ is an isomorphism. Unfortunately to ap-
ply the argument of the proof of the Eilenberg-Zilber theorem (c.f. Theorem 4.2.5.
in [11] and Theorem 8.1. in [13]), one needs an analogue of the deconcatenation
operation on tensor coalgebras, which is an unlikely one for cycles because we do
not in general has a natural way of decomposing a closed subvariety Z ⊂ Ae × n
into the concatenation of two Z1 ⊂ Ae1 × r and Z2 ⊂ Ae−e1 × n−r even up to
boundary.
5.3. The wedge product. Let A1, A2 ∈ (Art/k) be Artin local k-algebras of
edim(Ai) = 1. Thus, Ai ≃ k[x]/(xmi) for somemi ≥ 1. The groupsACHp(X,n;Ai)
are equal to the additive Chow groups with modulus mi in [15, 17]. For an inde-
terminate w, define a k-algebra homomorphism
φ : k[w]→ A1 ⊗k A2 ≃ k[x, y]/(x
m
1 , y
m2), w 7→ xy.
Notice that kerφ = (wm) where m = min{m1,m2}.
Definition 5.18. Define min{A1, A2} = min{k[x]/(xm1), k[x]/(xm2 )} := k[w]/(wm).
Recall that the linear algebraic group Gm has the multiplication µ : Gm×Gm →
Gm. This extends to µ : A1 × A1 → A1, and it gives a morphism of varieties
µ : A2 ×n → A1 ×n.
For a k-rational point (x, y, t1, · · · , tn) ∈ A2×n = ♦n(A1⊗kA2), this µ induces
an action
µ∗(x, y, t1, · · · , tn) := (xy, t1, · · · , tn) ∈ A
1 ×n.
For a general admissible closed subvariety Z ⊂ A2×n = ♦n(A1⊗k A2), since µ is
not a closed morphism (but it is an open morphism), the set µ(Z) is not necessary
closed. Thus, we define
µ∗(Z) := cl(µ(Z)) ⊂ A
1 ×n
where cl(·) means the Zariski closure in the space. One difficulty is that µ∗ does
not always respect the admissibility conditions, especially the modulus condition.
Lemma 5.19. Let Z ⊂ ♦n(A1⊗kA2) be an admissible irreducible closed subvariety.
Let (x, y, t1, · · · , tn) ∈ A
2 × n = ♦n(A1 ⊗k A2) be the coordinates. Let A =
min{A1, A2}.
If Z is a (A1, A2)-decomposable cycle, then µ∗(Z) is admissible in ♦n(A).
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Proof. We may assume that Z is irreducible and Z = Z1 ×Z2 for some irreducible
Z1 ∈ Zp(♦r1(A1)) and Z2 ∈ Zq(♦r2(A2)), where d = p + q and n = r1 + r2. Note
that the Zariski closure of cl(µ(Z)) in A1 ×
(
P1
)n
is equal to the Zariski closure
of µ(Z) in the same space. Let µ̂(Z) be the Zariski closure, and let ν : µ(Z) →
µ̂(Z) ⊂ A1×
(
P1
)n
be its normalization. Consider the normalization ν′ : Z → Ẑ of
the Zariski closure of Z in A2 ×
(
P1
)n
. By the universality of normalization ν, we
have a map µ : Z → µ(Z) that fits into the commutative diagram:
Z
ν′ //
µ

Ẑ
µ

// A2 ×
(
P1
)n
µ

µ(Z)
ν // µ̂(Z) // A
1 ×
(
P1
)n
Let (w, t1, · · · , tn) ∈ A1 ×
(
P1
)n
be the coordinates.
Let p ∈ Supp (ν∗{w = 0}) be a closed point on µ(Z). Then, µ−1(p) lies in
Supp(ν′
∗{x = 0} + ν′∗{y = 0}). Pick any point q ∈ µ−1(p). Since Z is (A1, A2)-
decomposable, we have either
1− tj1 ∈ (x
m1) · OZ1,pi1(q) for some 1 ≤ j1 ≤ r1,
or
1− tj2 ∈ (y
m2) · OZ2,pi2(q) for some r1 + 1 ≤ j2 ≤ n,
where πi are the projections from ♦n(A1⊗k A2) to ♦ri(Ai) for i = 1, 2. But, either
case, we have maps
(xm1) · OZ1,pi1(q)
((R
RR
RR
RR
RR
RR
RR
(xm1 , ym2) · OZ,q // (w
m) · Oµ(Z),p
(ym2) · OZ2,pi2(q)
66lllllllllllll
where m = min{m1,m2}, so that the image of 1 − tj1 for some 1 ≤ j1 ≤ r1 or
1 − tj2 for some r1 + 1 ≤ j2 ≤ n lies in (w
m) · O
µ(Z),p
. This proves the modulus
condition. Proper intersections with faces are obvious. 
Lemma 5.20. The product µ∗ : Zd(♦n(A1 ⊗k A2))dec(A1,A2) → Zd(♦n(A)) is ∂-
equivariant, where A = min{A1, A2}. Thus, µ∗ induces a map
µ∗ : ACHd(♦n(A1 ⊗k A2))
dec(A1,A2) → ACHd(♦n(A)).
Proof. Obvious. 
Proposition 5.21. Let A ∈ (Art/k) be an Artin local k-algebra with edim(A) = 1.
Then the map ∧ := µ∗ ◦ sh∗ makes ACH∗(k, ∗;A) a commutative graded algebra.
Proof. We apply the above discussion with A1 = A2 = A and consider the shuffle
product
sh∗ : ACH∗(k, ∗;A)⊗ACH∗(k, ∗;A)→ ACH∗(k, ∗;A⊗k A).
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The map µ∗ is not necessarily defined on all of ACH∗(k, ∗;A⊗kA), but by Lemma
5.19, it is defined on the image of sh∗ so that ∧ is well-defined:
∧ = µ∗ ◦ sh∗ : ACH∗(k, ∗;A)⊗ACH∗(k, ∗;A)→ ACH∗(k, ∗;A),
where min{A,A} = A. That this is commutative in graded sense follows from
Remark 5.14. 
6. CDGA of additive Chow groups
In §3, we defined the motivic Connes boundary operator δ on the reduced additive
Chow complex that induces
δ∗ : ACHp(k, n;A)→ ACHp(k, n+ 1;A), with δ
2
∗ = 0,
when edim(A) = 1. On the other hand, in §5 we proved that (ACH∗(k, ∗;A),∧)
is a commutative graded algebra. In this section, we show that δ∗ is actually a
derivation for ∧ thus (ACH∗(k, ∗;A),∧, δ∗) is the CDGA (commutative differential
graded algebra). This result generalizes Ru¨lling’s theorem [17] that ACH0(k, ∗;A)
is a CDGA of generalized de Rham-Witt complex.
The central result is the construction of the “cyclic shuffle product” that gives
Proposition 6.6. This construction is motivated by Chapter 4 of [11], but unlike
this reference we do not actually use what Loday calls the cyclic shuffle product,
although we use this name for a psychological reason. In our construction we use
triple shuffles in Perm(1,r1,r2). Recall the following result from Lemma 2.5 in [16]:
(c.f. Proposition 6.3 in [4]. This is a variation of a cycle of B. Totaro in [20].)
Lemma 6.1. For a ∈ k, b1, b2 ∈ k×, define a 1-cycles in Z1(♦2(k[x]/(x2)))
C
a,(b1,b2)
2 :=
{ {(
1
a , t,
b1t−b1b2
t−b1b2
)
|t ∈ k
}
if a 6= 0,
0 if a = 0.
Then,
∂C
a,(b1,b2)
2 =
(
1
a
, b1
)
+
(
1
a
, b2
)
−
(
1
a
, b1b2
)
,
where the symbol
(
1
a , b
)
is interpreted as 0 if a = 0.
The cycle C
a,(b1,b2)
2 is in fact in Z1(♦2(k[x]/(x
m))) for all m ≥ 2.
Definition 6.2. Let A = k[x]/(xm) and let p, q, r1, r2 ≥ 0 be integers. Let n =
r1 + r2 and d = p + q. For two admissible irreducible closed subvarieties Z1 ∈
Zp(♦r1(A1)) and Z2 ∈ Zq(♦r2(A2)), motivated by the above Lemma, we define the
extra-degenerate concatenation Z1 ×′ Z2 as follows: consider a locally closed space
M ⊂ Gm × Gm × A1 × 2 defined by the collection of curves parametrized by
(x, y) ∈ Gm ×Gm
M =
{
(x, y)×
(
xy, t,
yt− 1
xyt− 1
)
|x, y ∈ k×, t ∈ k
}
where we have two natural projections
M
piα
zztt
tt
tt
tt
t
piβ
$$I
II
II
II
II
Gm ×Gm A1 ×2
.
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We have a cross-section of πα:
C : Gm ×Gm · · · → M
(x, y) 7→ the curve
{(
xy, t,
yt− 1
xyt− 1
)
|t ∈ k
}
.
It induces C′ : Gm × Gm × 
n C×(Idn )−→ M × n
piβ×Idn
−→ A1 × n+2 Define
Z1 ×′ Z2 := the Zariski closure of C′(Z1 × Z2) in A1 × n+2. In general, we have
dim(Z1 ×′ Z2) = dimZ1 + dimZ2 + 1.
Lemma 6.3. For the above Z1 and Z2, the extra-degenerate concatenation Z1×′Z2
is admissible in ♦n+2(A1 ⊗k A2)
Proof. The proper intersection condition is obvious. The modulus condition follows
from the conditions for Z1 and Z2. 
Remark 6.4. On k-rational points (x, t1, · · · , tr1) ∈ Z1 and (y, tr1+1, · · · , tn) ∈ Z2,
we have
(x, t1, · · · , tr1)×
′ (y, tr1+1, · · · , tn) = C
1
xy
,( 1x ,
1
y )
2 × (t1, · · · , tr1 , tr1+1, · · · , tn).
This is a 1-cycle in Z1(♦n+2(A)).
Definition 6.5. Under the above assumptions, define the cyclic shuffle product ∧′
by
Z1 ∧
′ Z2 :=
∑
ν∈Perm(1,r1,r2)
(sgn(ν))ν · (Z1 ×
′ Z2) ∈ Zd+1(♦n+2(A)),
where ν ∈ Perm(1,r1,r2) acts on the set {(1, 2), 3, 4, · · · , n + 2} of (n + 1)-objects
treating (1, 2) as a single block. We extend it Z-bilinearly.
Proposition 6.6. Let A = k[x]/(xm), and let p, q, r1, r2 ≥ 0 be integers. Let
d = p + q and n = r1 + r2. Let ξ ∈ Zp(♦r1(A))0 and η ∈ Zq(♦r2(A))0 such that
∂′(ξ) = 0 and ∂′(η) = 0. Then,
δ∗(ξ ∧ η)− (δ∗ξ) ∧ η − (−1)
r1ξ ∧ (δ∗η) = −∂(ξ ∧
′ η) in Zd(♦n+1(A)).
Remark 6.7. Before we prove the Proposition, observe that the map δ∗ can be
written as a sum over the set Perm(1,n) of double shuffle permutations. Indeed, for
a k-rational point (x, t1, · · · , tn), we have
δ∗(x, t1, · · · , tn) =
n+1∑
i=1
(−1)i(x, t1, · · · , ti−1,
1
x︸︷︷︸
ith
, ti, · · · , tn)
= −
∑
τ∈Perm(1,n)
(sgn(τ))τ ·
(
x,
1
x
, t1, · · · , tn
)
.
But, it is not an element of Z[Permn+1].
Proof of Proposition 6.6. It is enough to check the identity for k-rational points.
Let ξ = (x, t1, · · · , tr1), η = (y, tr1+1, · · · , tn). Thus,{
ξ × η = (x, y, t1, · · · , tn),
ξ ×′ η =
{(
xy, t, yt−1xyt−1
)
t ∈ k
}
× (t1, · · · , tn).
Let’s compute each term.
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δ∗(ξ ∧ η)
= δ∗µ∗(ξ ×sh η) = δ∗
 ∑
σ∈Perm(r1,r2)
(sgn(σ))σ · µ∗ (ξ × η)

= δ∗
 ∑
σ∈Perm(r1,r2)
(sgn(σ))σ · (xy, t1, · · · , tn)

=
∑
σ∈Perm(r1,r2)
(sgn(σ))δ∗(xy, tσ−1(1), · · · , tσ−1(n)))
= −
∑
σ∈Perm(r1,r2)
(sgn(σ))
∑
τ∈Perm(1,n)
(sgn(τ))τ · (xy,
1
xy
, tσ−1(1), · · · , tσ−1(n))
= −
∑
σ∈Perm(r1,r2)
(sgn(σ))
∑
τ∈Perm(1,n)
(sgn(τ))(στ · τ) · (xy,
1
xy
, t1, · · · , tn)
= −
 ∑
ν∈Perm(1,r1,r2)
(sgn(ν))ν
 · (xy, 1
xy
, t1, · · · , tn),
where the last equality follows from Lemma 5.4.
(δ∗ξ) ∧ η
= µ∗
 ∑
σ∈Perm(r1+1,r2)
(sgn(σ))σ · ((δ∗ξ)× η)

= −µ∗
∑
σ∈Perm(r1+1,r2)
(sgn(σ))σ ·
 ∑
τ∈Perm(1,r1)
(sgn(τ))τ · (x,
1
x
, t1, · · · , tr1)
× (y, tr1+1, · · · , tn)
= −
 ∑
σ∈Perm(r1+1,r2)
(sgn(σ))σ
 ·
 ∑
τ∈Perm(1,r1)
(sgn(τ))(τ × Idr2)
 · (xy, 1
x
, t1, · · · , tn)
= −
 ∑
ν∈Perm(1,r1,r2)
(sgn(ν))ν
 · (xy, 1
x
, t1, · · · , tn),
where the last equality follows from Lemma 5.6.
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Similarly,
(−1)r1ξ ∧ (δ∗η)
= −
 ∑
σ∈Perm(r1,r2+1)
(sgn(σ))σ
 ·
 ∑
τ∈Perm(1,r2)
(sgn(τ))(Idr1 × τ)
 · (xy, 1
y
, t1, · · · , tn)
= −
 ∑
ν∈Perm(1,r1,r2)
(sgn(ν))ν
 · (xy, 1
y
, t1, · · · , tn),
where the last equality follows from Lemma 5.8. Thus,
δ∗(ξ ∧ η)− (δ∗ξ) ∧ η − (−1)
r1ξ ∧ (δ∗η)
= −
 ∑
ν∈Perm(1,r1,r2)
(sgn(ν))ν
 ·((xy, 1
x
) + (xy,
1
y
)− (xy,
1
xy
)
)
× (t1, · · · , tn).
On the other hand,
−∂(ξ ∧′ η)
= −∂
 ∑
ν∈Perm(1,r1,r2)
(sgn(ν))ν
 · C 1xy ,( 1x , 1y )2 × (t1, · · · , tn).
Since ∂ji
(
C
1
xy
,( 1x ,
1
y )
2 × (t1, · · · , tn)
)
= 0 for i ≥ 3 and j = 0,∞, to prove the
equality of the Proposition, we may assume that r1 = r2 = n = 0, in which case
the set Perm(1,r1,r2) is a singleton. Thus, it remains to check that(
xy,
1
x
)
+
(
xy,
1
y
)
−
(
xy,
1
xy
)
= ∂C
1
xy
,( 1x ,
1
y )
2 .
But, this is indeed true by Lemma 6.1. This finishes the proof. 
Corollary 6.8. The Connes boundary map δ induces δ∗ which is a derivation for
∧ in ACH∗(k, ∗;A).
Thus, we proved that
Theorem 6.9. The triple (ACH∗(k, ∗;A),∧, δ∗) is a CDGA, where ∧ and δ∗ are
induced by algebraic cycles. In particular, on 0-cycles, the wedge product and the
exterior derivation for Ω∗k/Z are motivic. In other words, the CDGA
(
Ω∗k/Z,∧, d
)
is motivic.
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