Abstract-This paper presents new computationally efficient algorithms for estimating the parameters (frequency, amplitude, and phase) of one or more real tones (sinusoids) or complex tones (cisoids) in noise from a block of uniformly spaced samples. The first algorithm is an interpolator that uses the peak sample in the discrete fourier spectrum (DFS) of the data and its two neighbors. We derive Cramer-Rao bounds (CRB's) for such interpolators and show that they are very close to the CRB's for the maximum likelihood (ML) estimator. The new algorithm almost reaches these bounds. A second algorithm uses the five DFS samples centered on the peak to produce estimates even closer to ML. Enhancements are presented that maintain nearly ML performance for small values of For multiple complex tones with frequency separations of at least rad/sample, unbiased estimates are obtained by incorporating the new singletone estimators into an iterative "cyclic descent" algorithm, which is a computationally cheap nonlinear optimization. Single or multiple real tones are handled in the same way. The new algorithms are immune to nonzero mean signals and (provided is large) remain near-optimal in colored and non-Gaussian noise.
I. INTRODUCTION

E
STIMATING the parameters (frequency, amplitude, and phase) of one or more sinusoids in noise is an important and much studied problem with many practical applications. Many specialized techniques have been developed for it (or for frequency estimation alone), and many general spectrum estimation techniques have also been applied to it. In the statistics literature, e.g., [18, ch. 10] , the problem is called harmonic estimation or [6] frequency estimation. In the signal processing literature, e.g. [14, ch. 13] , the word "harmonic" normally implies a set of related frequencies; therefore, the general problem is called sinusoid, cisoid, or tone parameter estimation.
Section II of this paper considers parameter estimation of a single complex tone in additive white Gaussian noise. The maximum likelihood (ML) solution is well known and involves maximizing the periodogram of the data with respect to frequency. This is usually performed [4] , [7] , [12] by an FFT-based coarse search followed by nonlinear optimization. Cramer-Rao lower bounds (CRB's) on the variance of the ML estimator have been derived [2] , [4] , [7] . Since this estimation task is nonlinear, there is a threshold signal-to-noise ratio (SNR) below that the estimate variance rapidly increases, and this has also been studied [7] , [13] , [21] .
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Section III discusses interpolator-based estimation using the peak sample in the DFS and its two neighbors. Theoretical CRB's are derived for such interpolators and are shown to be close to the CRB's for the true ML parameter estimates. A new interpolator is described whose variance almost reaches the CRB's at lower computational cost than a recently published interpolator [24] , which reaches the CRB's for large A modified interpolator for shorter blocklengths is described, which gives lower MSE than any other interpolator, including [24] .
The use of five DFS samples is then considered. Again, CRB's are derived, and an interpolator that almost reaches them is presented. These new algorithms nearly achieve the low bias, variance, and SNR threshold of ML algorithms at much lower computational cost.
Section IV considers the multiple tone case, where in general, ML estimation requires computationally expensive nonlinear optimization, but a well-known simplification may be made [2] , [4] , [8] when the frequencies are sufficiently well separated. The problem then reduces to sequential singletone estimation tasks [4] but with biases [8] due to the presence of the other tones. These biases can be reduced using window functions [3] , [11] but at the expense of increased estimate variance. Alternatively, the unbiased ML estimates can be found using a computationally simple "cyclic descent" optimization algorithm [9] , [20] . We explain how the new interpolators can be incorporated into the cyclic descent algorithm to produce unbiased multiple tone estimates at much lower computational cost than by any previous algorithm. The extension to real tones, which are treated as constrained pairs of complex tones, is also described.
Section V explains the immunity of the new algorithms to nonzero mean signals and (provided the blocklength is large) their near optimality in colored and non-Gaussian noise. Comparisons between the new algorithms and other approaches are presented in Section VI.
II. SINGLE TONE ML ESTIMATION
The observed signal is modeled as
where is zero-mean white complex Gaussian noise of variance (The case of a nonzero-mean signal is considered later.) and are the (complex) amplitude and normalized frequency (in radians/sample) of the cisoid may alternatively be written [7] as , where and are the (real) amplitude and phase of the cisoid. The SNR is defined as
A. Maximum Likelihood Estimation
As is well known, the ML estimates and of and are those that minimize (2) that is, give least squared error. The ML estimate of is the value that [7] maximizes the periodogram
where is the discrete time Fourier transform (DTFT) of (4) (The name "spectrogram" would be better for (3), but in naming it the "periodogram," Schuster [1] plotted it against the period and not against ) The ML estimate of is then The DTFT of a single unit amplitude cisoid is
where Equation (6) has a peak of magnitude at frequency ; it also has local peaks in the frequency range ; therefore, the search for the maximum requires a coarse search to find the largest peak followed by a fine search to determine accurately. The coarse search is often based [4] , [7] on the discrete Fourier spectrum (DFS) of signal , which is obtained by the discrete Fourier transform (DFT) (7) where rad/sample. The DFT may be computed efficiently by the FFT [18] .
is the th Fourier or standard or bin frequency. From (4) and (7), it is clear that The DFT of (1) 
In the region around the peak , and Hence, an approximation to (9) , which is useful for later analysis, is (10) which is the product of a complex constant and the real function From (9) or (10), is maximum at , that is, A coarse frequency estimate can therefore be made by finding the peak in the DFS. However, the magnitude of falls from when to when , which reduces the probability of finding the correct local peak at low SNR. One solution [7] is zero padding; the data vector is extended to samples by appending zeros, where is typically 2 or 4, and the -point DFT of the resulting vector is computed, giving a finer frequency grid spacing of rad/sample. An alternative method exists [17] that uses the standard DFS and is computationally much cheaper, with only slightly reduced performance.
Given the initial coarse estimate, the ML estimate can be obtained by nonlinear optimization [7] , [12] .
B. Cramer-Rao Bounds and Thresholds
An estimator is characterized by its bias (mean error), variance (mean squared error), and the threshold SNR below which the bias or variance rapidly worsens. The above-threshold bias of all the estimators we will consider is negligible of the rms error); therefore, estimators will be compared using their variance and threshold SNR.
The ML estimator is unbiased, and lower bounds on its variance-CRB's-have been derived [2] , [4] , [7] . Let the (real) parameters to be estimated be formed into a vector (in this case, Re Im , or The corresponding Fisher information matrix has elements [7] Re (11) where , and signifies complex conjugate. The CRB's are then given by var (12) where is the th diagonal element of In [7] , the CRB for frequency estimation is shown to be var (13) The inverse cube dependence of (13) on is often said to be unusual. However, let us define the spectrum SNR of a tone as the ratio of the peak "energy" of its DTFT to the variance (17) . (e) --Hamming windowed DFS interpolator [3] , [8] , [10] .
of the noise in the DTFT. Since, from (6), the peak magnitude of is , the spectrum SNR, SNR is SNR (14) (Note that this SNR is also used without comment in [12] .) If we then express frequency in units of DFS bins, , 
Thus, the variance of the frequency estimate, in DFS bins, is simply inversely proportional to the spectrum SNR. This result is shown later to be easy to relate to the process of interpolation in the DFS domain. It also means that plots of frequency estimate variance in bin versus SNR are independent of , easing comparisons. The variance of the ML frequency estimator [7] for is plotted in Fig. 1(a) , and the CRB (15) is plotted in Fig. 1(b) . Clearly, the estimator is close to ideal above a threshold SNR of about 17 dB. The value of the threshold SNR as a function of is plotted in [7] , and very similar analytical formulae for it are derived independently in [13] and [21] . Multiplying these results by gives the threshold SNR , which varies very little with : from about 15.5 to about 17.2 dB over the range to The threshold effect results from the increasing probability of false (noise-induced) peaks in the periodogram as the SNR falls [7] , [13] . The resulting frequency errors are large on average and swamp any small differences resulting from different fine search or interpolation algorithms. Hence, for a given value of , the variance-SNR plot for the ML estimator [ Fig. 1(a) for ] provides lower bounds on the threshold SNR and sub-threshold variance of all estimators.
This analysis of threshold SNR assumes that the coarse search covers the entire frequency range. However, if there is prior information about the tone frequency (as there always is in multiple tone estimation), the search for a DFS peak is restricted to a smaller range. Hence, at a given SNR, both the probability of a false peak and the frequency error resulting from it are reduced. This lowers the threshold SNR and decreases the severity of the threshold effect, and the performance of the fine estimator at low SNR becomes more significant. In order to reveal these differences, from this point onwards, all trials in which the detected peak is more than one bin away from the true frequency will be flagged as failures. The fine estimator or interpolator will be applied if the peak is within one bin of the true frequency, and the mean squared errors (variances) presented below are averaged over only those cases. They therefore indicate the best that could possibly be achieved with the given fine estimator, given tight prior bounds on frequency. Note that the above procedure does not affect the measured variances at high SNR since as SNR increases, the probability of false peaks rapidly tends to zero.
The result of applying this procedure to the ML estimator [7] is shown in Fig. 1(c) . It does not display a sharp threshold, even as its variance rises toward that which corresponds to uniformly distributed random error over bins, i.e., 0.083 bin or 11 dB.
III. DFS INTERPOLATORS
Estimation by interpolation using the peak sample in the DFS and its two neighbors is intuitively justified by the fact that most of the "energy" (sum of squares) of the DFS of a cisoid (8) is contained in these three samples; even in the worst case , the fraction is over 85% of the total "energy." An interpolator using only the modulus of the DFS to estimate frequency and amplitude was first described in [3] , further investigated in [10] , where a phase estimator was added, and used in [12] . If the peak in the DFS is , the polarity of the offset is estimated as Iff else (16) and is then estimated as (17) giving rad/sample. The MSE of (17) averaged over all values of is plotted in Fig. 1(d) . At low SNR, it is 10 dB worse than the CRB, and the gap widens as the SNR increases; in fact, it is proportional to SNR This is because for any given SNR, there is a range of values of around in which there is a high probability that the polarity estimate (16) will be wrong, that is, sign Within this range the estimator variance and bias are greatly increased. A statistical analysis of this estimator has recently been presented by Quinn [24] .
We commented earlier that (15) is natural in the context of interpolator algorithms. This is because the relative rms error in the DFS samples is proportional to SNR Thus, , which is computed as a ratio of weighted sums of DFS samples as in (17) , has a relative rms error that (for sufficiently high SNR) is also proportional to SNR Hence, var var SNR , in agreement with (14) .
A. Improving Interpolation
To obtain better performance, it is necessary to use the phase information in the DFS as well as the modulus. From (24)- (25). (e) interpolator from [24] . (f) new five-sample interpolator (35) and (36).
(10), the DFS of a cisoid is approximately a real function multiplied by a complex constant whose phase equals that of the noiseless peak sample Hence, to improve performance, we have proposed [16] , forming a phase reference whose phase is an estimate of the phase of the peak sample and, then, using only the components of the measured spectrum in phase with this reference. These (indexed relative to the peak) are computed as Re (18) The simplest phase reference is just (19) If , (19) is optimal because is the optimal estimate of , and for small , it remains almost optimal since Using (19) in (18) and (10), it is simple to show that for and large , both the following estimates of are exact:
For small , and if , then on average, ; therefore, var var ; the reverse is true for A full analysis has recently been presented by Quinn [24] . To select the better estimate, we still therefore require an estimate of sign although a wrong choice between and causes much less error than an error in in (17) .
Quinn [19] proposed the test : If both  and  ,  choose ; otherwise, However, if the SNR is low and is sufficiently close to 0, this test is not optimal; therefore, both the bias and variance of the the estimator rise. Its MSE, averaged over , is plotted in Fig. 2(b) , showing a threshold SNR of approximately 20 dB. A better test is as follows:
with average variance as illustrated in Fig. 2(c) , showing its lower threshold.
The phase error variance of the simple phase reference increases as ; therefore, we have investigated alternatives with lower average phase error variance (e.g. [16] ). However, simulations show that using these in (18) produces no improvement in the frequency estimate.
B. CRB's for Interpolators
What is the best possible performance that can be achieved from an estimator using only the three peak DFS samples? If we assume that the peak is correctly detected so that round and consider the three samples centerd on as the only available measurements of the signal, then since the noise in the DFS is i.i.d. Gaussian, the ML estimator minimizes the squared error (22) where with respect to and It is possible to compute the CRB's for this estimator as before but with (11) replaced by Re
The analytical expressions for the derivatives in (23) are complicated, but they can be computed using finite difference approximations. The resulting CRB's were first published in [16] . Except for short blocklengths , the exact results are well approximated by the asymptotic formulae, corresponding to the use of the approximation (10), which have recently been given in [24] . The CRB's are found to be functions of but not and are symmetrical about They are plotted, normalized to the CRB's of the full ML estimator, in Fig. 3 . The surprising result, which confirms the attractions of the interpolator approach, is that even in the worst case, at , the rms error bound for the three-sample frequency estimator is only 28% (2.1 dB) above that of the full ML estimator. At , the bound for the three-sample estimator is almost the same as that of the full ML estimator, despite the fact that causes maximum leakage.
C. A Nearly Optimum Three-Sample Interpolator
The variance of the improved interpolator (18)- (21) is close to the three-sample CRB for ; however, for small , its variance is significantly above the CRB. We see from (20 that when is small, and provide independent estimates of ; therefore, for small , it is advantageous to average them. We have investigated a number of computationally simple numerator and denominator combinations, and the best was found to be [16] (24)
Using (10), we find that (25) For large , the variance of this estimator at high SNR is very close to the three-sample CRB. In fact, as shown in Fig. 3(d) , it almost attains the CRB at and , and the maximum difference between the estimator variance and the CRB is 0.14 dB at
The variance averaged over is plotted in Fig. 2(d) ; it is only 1.2 dB above the full ML CRB, and its threshold SNR is also improved to dB. Quinn has recently published [24] a three-sample estimator that, for large , actually achieves the three-sample CRB's. However, it requires significantly more computation than (24) and (25). It also has a higher threshold, as shown in Fig. 2(e) . Finally, for , the MSE of both the Quinn estimator and (24) and (25) is increased by bias due to the approximation error in (10) . In the next section, a modified interpolator is presented with near-optimal MSE for Phase and amplitude estimates can be made using the peak sample alone, but to achieve close to minimum variance, it is necessary form a weighted combination of the peak and the larger neighbor Again, slightly more complicated estimators that actually achieve the CRB's for large are given in [24] .
D. Corrections for Finite
For and , all the above interpolators are exact. However, for finite , systematic errors (biases) arise due to a) the approximation in (10) , which also affects all previous interpolators, including [3] , [8] , [10] , [11] , [19] , [24] ; and b) the approximation in (10) , which affects all phase-referenced interpolators, including [19] and [24] .
The worst-case biases can be determined by calculation with no noise. The worst-case biases in and in (24)-(28) are found to be bins, rad, and , respectively. These biases may be ignored if they are much smaller than the rms errors due to noise, which can be calculated from the corresponding CRB's. For example, if , the worst bias in frequency estimate is bins, which is less than the rms error due to noise unless SNR dB, that is SNR dB. However, in high SNR environments, the bias dominates the estimator MSE. For example, the MSE of the Quinn frequency estimator [24] for and is shown in Fig. 3 (d) and (e); the MSE of (24) and (25) is almost the same.
If only a frequency estimate is required, the following enhanced estimator has a worst-case bias of only bins: (29) where is defined by (25). If amplitude and phase are also to be estimated, then we first correct phase by replacing (18) with Re (30) is computed using (24) and (25), and the following corrected estimate then has a worst-case error of only bins:
(31) Equation (26) is then replaced by the phase-corrected form (32) where sign , and the phase estimate (33) then has worst-case error of rad. An initial estimate of is computed using in (28), and the following corrected estimate then has a worst-case error of only :
Even greater accuracy can, of course, be achieved by incorporating additional correction terms.
E. A Five-Sample Interpolator
A further small reduction in frequency estimate variance can be achieved by using five samples centered on the peak, rather than 3. The CRB's for this case can be calculated as before; to a close approximation, they are as shown in Fig. 3 , using vertical axis scale B. An estimator that nearly achieves the five-sample CRB is
The heuristic formula (36) gives a worst-case bias of bins; again, further terms can be added to increase accuracy. This estimator has average variance only 0.6dB above the ML CRB and the same threshold behavior as in (24) and (25), as shown in Fig. 2(f) .
F. Increasing Robustness
To make phase-referenced interpolator estimators [especially (35)] robust in very low SNR environments, it is advisable to incorporate a limit on of 0.5 a) to guard against outliers caused by the noisy denominator becoming small and b) because the approximate formulae (29)-(36) may magnify inaccuracies outside that range.
IV. MULTIPLE AND REAL TONE ESTIMATION
For multiple tones, ML estimation in general requires computationally expensive nonlinear optimization, but as , the effects of each tone on the estimation of the others vanish, and the frequencies of the largest peaks in the periodogram are the ML estimates [2] . As , the ML estimates can be obtained by the following sequence of single-tone estimation tasks [4] . 1) Find the largest peak in the periodogram, and make single tone parameter estimates from it. 2) Subtract this estimated tone from the data, compute the new periodogram, and repeat from 1), until all tones are estimated. This procedure is better than picking the largest peaks of the original periodogram because it enables detection of any peaks that are initially masked by leakage from nearby large tones. If the model order is not known, the procedure may be modified to estimate as well; is initially set to zero, and at each repetition of 1), a suitable statistical test [2] , [18] is applied to determine whether the new largest peak is significant. If the new peak is significant, is incremented; if not, the process is terminated.
When is finite, the CRB's for multiple tone estimation depend on the SNR's of the tones and the frequency and phase differences between the tones [8] . For two tones, the CRB's approach the corresponding single-tone CRB's provided the frequency separation is more than 1.8 bins. Biases that depend [8] on relative phase and amplitude also occur. For two equal tones, the worst-case bias is an oscillating function of the frequency separation bins (i.e., rad/sample), with a bounding envelope approximately equal to bins. For interpolator estimators, the bias depends, in a more complicated way, on the two frequencies. Let the frequencies of two tones be and with a and a integer. The worst-case bias is an oscillating function of both and bounded by an envelope that decays as The worst-case bias in still depends on relative phase and occurs when , maximizing leakage from the second tone.
For the modulus-based interpolator [see (16) and (17)], the bias in is particularly severe near due to incorrect determination of (as mentioned in [3] ). For the best phasereferenced interpolator (24) and (25), the bias is worst when and is given by the following empirical formulae. In these, and are the amplitudes of the largerand smaller-amplitude tones (i.e., is the resulting bias (in bins) of the larger tone (which is the first to be estimated), and is the bias of the smaller tone:
These are illustrated in Fig. 4 (a) and (b) for Note that the bias of the smaller tone is independent of the amplitudes. One approach to the reduction of bias is to use window functions with suitable interpolators. A side effect of windowing is that a modulus-based interpolator [3] is satisfactory, and phase referencing is not required. With a Hanning window [3] , [8] , [11] , the worst-case biases for two tones are found to be (38) as illustrated in Fig. 4(c) and (d) for However, windowing increases the estimator variance to 5.3 dB above the CRB [ Fig. 1(e) ] and reduces detection performance [17] .
A second approach is to design interpolators with intrinsic leakage rejection. The three-sample interpolator (39) has bias bounded approximately by , but its average variance is 3.3 dB above the CRB. The five-term linear interpolator (40) is only slightly better.
A. Enhanced Cyclic Descent
Given the initial (biased) estimates of the tone parameters, obtained as described above, a third approach to the removal of bias is nonlinear optimization. This could use, for example, Newton's method [9] , [12] , but a simpler nonlinear optimizer that has been applied to multiple tone estimation is "cyclic descent" [9] or the very similar method in [20] . For each tone, in turn , all the other estimated tones are subtracted from the observed signal, and the parameters of tone are re-estimated. This cycle is repeated as necessary until convergence is achieved. In the absence of noise, this method always converges correctly, provided the tone frequency separations are
As the separation reduces, convergence fails at some relative phases of the two tones even in the absence of noise, and convergence is further impaired in high noise. This is evident in [20, Fig. 4 ], where two tones with separation cause incorrect convergence on some occasions. More detailed results on, and methods for, highresolution estimation (separation will be the subject of future publication.
The cyclic descent procedure can be modified to use the new interpolators for single-tone parameter estimation at each stage, and the subtraction (and reinsertion) of estimated tones can be performed directly in the DFS domain to avoid repeated FFT computation. This enhancement of the cyclic descent method has important computational advantages over the existing versions [9] , [20] .
Consider first the initial detection and estimation of each tone. Estimation of frequency in [9] requires Newton-Raphson iterations (each involving multiple -sample computations), whereas in [20] , a -point zero-padded DFS is searched. In the new method, the computational cost of the interpolator is negligible. Then, after each tone is estimated, [9] and [20] require -sample generation of the estimated tone, its subtraction from the data, and an -point [9] or -point [20] FFT. The new method requires only subtraction of thesample DFS of the estimated tone. For efficient computation of this DFS, (9) may be partitioned into three terms. The numerator , which also needs to be multiplied by , only needs to be computed once. The denominator term can be linearly interpolated with very high accuracy from an -entry table of (and optionally, to simplify interpolation further, its gradient). The complex numerator is divided by this real term, and the result is multiplied by , which can again be computed by table lookup, or computed on-line at a cost of one multiplication by per point. When re-estimating each tone, the existing methods [9] , [20] require as much computation again. The new method has an even greater advantage at this stage since only those sections of the DFS centered on the identified peaks need to be updated before and after each re-estimation.
Further conditional computational savings may sometimes be possible. For example, after initial estimation of all frequencies, the approximate separations are known. Computation of the worst-case bias initially (37) or after one re-estimation (41) can be used to determine whether re-estimation is required. In addition, if an estimate of the noise floor is available, the addition or subtraction of the computed spectrum of an estimated tone can be carried out only in the frequency range over which it is greater than the noise floor. In appropriate cases, techniques such as the Zoom FFT may be used to further reduce computation.
A single re-estimation cycle gives lower biases than the windowing method; the worst-case biases for two tones are (41) as illustrated in Fig. 4(e)-(f) for Hence, for all except very closely spaced tones or very high SNR applications, a single re-estimation may be all that is required.
B. Estimation of Real Tones
A real sinusoid can be written as the sum of two complex tones , where
The tone at frequency interferes significantly with the tone at frequency if or , that is, if or Provided the sinusoid frequencies all lie between these limits, and their separations are at least , the multiple-complex-tone estimation procedures above can be applied, with the simplification that only the postive frequency DFS need be considered and as soon as a tone at frequency is estimated, both its DFS and that of its negative image can be subtracted from the spectrum. The standard algorithms for computing the FFT of real data [9] can be used to approximately halve computational effort.
V. IMMUNITY TO DC, NON-GAUSSIAN, AND COLORED NOISE
The mean (dc) level of affects only and has no effect on all other DFS samples. Hence, provided the DFS peak is at implying interpolator-based estimation is unaffected by dc.
A second advantage of the DFS domain approach is that for large (e.g., as is usually the case), the noise in the DFS tends asymptotically to Gaussian distribution even when the input noise is non-Gaussian, provided the input noise is i.i.d and zero-mean [5] . The optimal design and performance of interpolator-based estimators are therefore unaltered in this case.
A third advantage is that the interpolator requires no modification in the case of mildly colored noise because in this case, the noise in the three DFS samples centered on any detected peak remains independent and almost identically distributed. This is in accord with Hannan's observation [6] that only the noise PSD near (or asymptotically "at") the frequency of the tone matters. Hence, the task of parameter estimation from the peak sample and the two adjacent samples is the same as for the white noise case, although the effective value of clearly depends on the noise PSD at the frequency of the tone.
VI. COMPARISON WITH OTHER TECHNIQUES
Most other techniques for single-and multiple-tone estimation are reviewed in [14] . Standard AR methods have larger MSE and a much higher threshold SNR than the methods presented in this paper. Other simple frequency estimation methods (for example, [22] ) also have much higher MSE. Kay's IFA improves on AR estimation but has a slightly higher threshold, displays significant bias at low SNR, and is generally more computationally intensive than the new methods presented in this paper. Eigenanalysis-based techniques are even more computationally intensive.
An algorithm for frequency estimation of single complex tones is presented in [15] , which achieves nearly optimal performance at high SNR with lower computational cost than the methods in this paper. However, it is only applicable to single complex tones in white noise (not real or multiple tones) and has a higher threshold SNR. It also does not support restriction of the frequency search to a prescribed band. A recent refinement [23] reduces the threshold SNR for lowfrequency signals at the expense of worse performance for high-frequency signals. Again, it only handles single complex tones.
In applications where the DFS is already available for other reasons, the cost of the new interpolator-based approaches is very low.
VII. CONCLUSIONS
This paper has presented new theoretical analysis of interpolators for single-tone parameter estimation; new results on existing interpolators; new interpolator algorithms that achieve nearly ML estimation of the parameters of single complex tones for large or small values of blocklength ; a new cyclic descent algorithm that achieves nearly ML estimation of complex multiple tones, provided they have frequency separations of at least two bins; the extension of these methods to the case of single or multiple real tones; and formulae for worst case bias that allow the required number of cyclic descent iterations to be predetermined. Implementation in all cases consists of a single FFT followed by modest further computation. The performance of the algorithms is affected by neither nonzero mean level nor (for large ) colored or non-Gaussian noise.
The detection of tone peaks has been assumed to use existing tests [2] , [18] . Further work on efficient detection and high-resolution estimation using the new DFS domain approach will be the subject of future publication.
