Short-term single-object (STSO) tracking in thermal images is a challenging problem relevant in a growing number of applications. In order to evaluate STSO tracking algorithms on visual imagery, there are de facto standard benchmarks. However, we argue that tracking in thermal imagery is different than in visual imagery, and that a separate benchmark is needed. The available thermal infrared datasets are few and the existing ones are not challenging for modern tracking algorithms. Therefore, we hereby propose a thermal infrared benchmark according to the Visual Visual Object Tracking (VOT) protocol for evaluation of STSO tracking methods. The benchmark includes the new LTIR dataset containing 20 thermal image sequences which have been collected from multiple sources and annotated in the format used in the VOT Challenge. In addition, we show that the ranking of different tracking principles differ between the visual and thermal benchmarks, confirming the need for the new benchmark.
Introduction
Tracking of objects in video is a problem that has been subject to extensive research [18] . Indicators of the popularity of the topic are challenges/contest like the recurring Visual Object Tracking (VOT) challenge [12, 13] the Online Object Tracking (OTB) benchmark [18] , and the series of workshops on Performance Evaluation of Tracking and Surveillance (PETS) [20] .
Thermal infrared tracking has historically been of interest mainly for military purposes. Thermal cameras have delivered noisy images with low resolution, useful mainly for tracking small objects (point targets) against colder backgrounds. In recent years, thermal cameras have decreased in both price and size while image quality and resolution has improved, which has opened up new application areas [7] . Thermal cameras are now commonly used, e.g., in cars and in surveillance systems. The main advantages of thermal cameras are their ability to see in total darkness, their robustness to illumination changes and shadow effects, and less intrusion on privacy.
In spite of the popularity of tracking in visual video and availability of a range of benchmark datasets, the currently available thermal infrared datasets are either outdated or address other problems. As a consequence, many papers describing new thermal tracking methods perform the evaluation on proprietary sequences. This makes it hard to get an overview of the current status and advances within the field. Furthermore, tracking in thermal infrared video poses different challenges compared to tracking in visual video [22] , hence, a separate benchmark is needed. For these reasons, we have prepared and will make publicly available a new thermal infrared benchmark for short-term singleobject (STSO) tracking methods.
Contribution Our contribution is a publicly available benchmark, including a dataset of annotated thermal infrared image sequences to be used for comparing tracking methods. The benchmark contains previously available sequences as well as several newly recorded and annotated sequences for this specific purpose. The benchmark has been integrated in the VOT2015 Challenge.
Background and motivation
The infrared wavelength band is usually divided into different bands according to their different properties: near infrared (NIR, wavelengths 0.7-1 µm), shortwave infrared (SWIR, 1-3 µm), midwave infrared (MWIR, 3-5 µm), and longwave infrared (LWIR, 7.5-12 µm). Other definitions exist as well. These bands are separated by regions where the atmospheric transmission is very low (i.e., the air is opaque) or where sensor technologies have their limits. LWIR, and sometimes MWIR, is commonly referred to as thermal infrared (TIR). TIR cameras should not be confused with NIR cameras that are dependent on illumination and in general behave in a similar way as visual cameras.
In thermal infrared, most of the captured radiation is emitted from the observed objects, in contrast to visual and 978-1-4673-7632-7/15/$31.00 c 2015 IEEE near infrared, where most of the radiation is reflected. Thus, knowing or assuming material and environmental properties, temperatures can be measured using a thermal camera (i.e., the camera is said to be radiometric).
Thermal cameras are either cooled or uncooled. Highend cooled cameras can deliver hundreds of HD resolution frames per second and have a temperature sensitivity of 20 mK. Images are typically stored as 16 bits per pixel to allow a large dynamic range, for example 0-382.2K with a precision of 10 mK. Uncooled cameras usually have bolometer detectors and operate in LWIR. They give noisier images at a lower framerate, but are smaller, silent, and less expensive. Some uncooled cameras provide access to the raw 16-bit (radiometric) intensity values, while others convert the images to 8 bits and compress them e.g. using MPEG. In the latter case, the dynamic range is adaptively changed in order provide an image that looks good to the eye, and the temperature information is lost.
Why is TIR tracking different?
There are two common beliefs regarding object tracking in TIR. One is that it is all about hotspot tracking, that is, tracking warm (bright) objects againts a cold (dark) background. In certain military applications, such as missile warning, this assumption is valid, but for most other applications the situation is more complex. The other is that TIR tracking is identical to tracking in grayscale visual imagery, and, as a consequence, that a tracker that is good for visual tracking is good for TIR tracking. However, there are differences between the two types of imagery that indicate that this is not the case.
First, there are no shadows in TIR. A tracker that is optimized to handle shadows might thus be suboptimal for TIR.
Second, the noise characteristics are different. Compared to a visual camera, a TIR camera typically has more blooming, lower resolution and a larger percentage of dead pixels. As a consequence, a tracker that depends heavily on (high resolution) spatial structure is presumably suboptimal for TIR imagery.
Third, visual color patterns are discernible in TIR only if they correspond to variations in material or temperature. Again, the consequence is that trackers relying on (high resolution) spatial patterns might be suboptimal for TIR imagery, and, moreover, re-identification and resolving occlusions might need to be done differently. For example, two persons with differently patterned or colored clothes might look similar in TIR.
Fourth, in most applications, the emitted radiation change much slower than the reflected radiation. That is, an object moving from a dark room into the sunlight will not immediately change its appearance (as it would in visual imagery). Thus, trackers that exploit the absolute levels (for example, distribution field trackers) should have an advantage in TIR. This is especially relevant for radiometric 16-bit cameras, since they have a dynamic range large enough to accommodate relevant temperature intervals without adapting the dynamic range to each frame.
In conclusion, we argue that:
1. Hotspot tracking is applicable for specific applications only; see Fig. 1c for an example where it is not.
Benchmarking trackers on visual and TIR imagery will
give different results. We intend to show that by the evaluation described in Sec. 4.
3. TIR tracking should exploit different principles and image features compared to visual tracking. Trackers exploiting absolute values rather than spatial patterns will have an advantage in TIR. We intend to show that as well in Sec. 4.
Related work
A summary of currently available civilian TIR datasets for benchmarking of tracking methods is provided in Table 1. The most common datasets for evaluation of TIR tracking methods are the OTCBVS datasets [3, 4, 14] . They were published in 2005 and are characterized by low resolution, warm objects against cold backgrounds (i.e., easily tracked objects) and few challenging events. Since then, both cameras and tracking techniques have advanced and the OCTBVS datasets have become outdated.
Another dataset that also mainly contains warm objects moving against cold backgrounds without any occlusions is the LITIV dataset [17] . The included sequences are heavily compressed, resulting in severe compression artifacts. Furthermore, there is no groundtruth for tracking.
The ASL-TID [15] dataset provides sequences simulating a thermal camera mounted on a UAV. This is the only publicly available dataset including sequences with a moving camera. The included sequences are of varying difficulty, high/low object resolution, cluttered backgrounds and occlusions. The dataset is primarily designed for object detection, not tracking.
Furthermore, only one of the existing datasets, the BU-TIV dataset [19] , provides high-resolution 16-bit sequences captured with a cooled sensor. The purpose of the dataset is various visual analysis tasks, i.e., it is not specifically designed for tracking.
Description of the benchmark
As mentioned, existing publicly available datasets for thermal infrared tracking have become outdated or do not address the specific task of short-term, single-object (STSO) tracking given an initial bounding box. Because there are too few available sequences suitable for this task, 
Dataset design criteria
The aim when designing the dataset was to fulfil a number of predefined criteria. An explicit purpose was, for example, to collect a dataset from various sources recorded with different sensors. Thus, several other owners or producers of thermal image sequences have been contacted and asked if they would like to contribute to the dataset. Further, the dataset should contain representative sequences of the presently most common application areas. Different environments, natural as well as man-made backgrounds, indoors as well as outdoors, should all be represented. Other aims were to include sequences recorded from different platforms (static, hand-held, moving, flying) as well as having various natures of the objects to track (humans, animals, non-deformable objects, objects on ground, objects that fly). Finally, the sequences should span the space of local and global attributes described below.
Data collection
Sequences to be included in the dataset have been collected from seven different sources using eight different types of sensors, see Table 2 . The included sequences originate from industry, universities, a research institute and an EU FP7 project. Resolutions range from 320 × 240 to 1920 × 480 pixels and some of the sequences are available with both 8-and 16-bit pixel values. There are sequences from indoor and outdoor environments, and the sequences outdoors have been recorded in different weather conditions. The average sequence length is 563 frames. All included sequences are listed in Table 2 and described further below. The format of the included sequences and annotations have been standardized. The image data is stored as 8-or 16-bit PNG files, and the annotations are stored in ground truth text files which contain the corner coordinates of the bounding boxes, one row per frame. This format is in accordance with the VOT sequence-and annotation-format [13] .
Included sequences
All included sequences found in Table 2 are further described below. In addition, example frames from four sequences are shown in Fig. 1 .
1-2 The first two sequences, rhino behind tree and running rhino, contain natural background and are recorded from a UAV. The objects to track are two rhinoceros at the Kolmården Zoo. The sequences were provided by the Smart Savannah project at Linköping University.
3-4 garden and horse are both collected using a moving, hand-held camera. They contain natural background (with a few man-made elements) and the objects to track are a human and a horse respectively. The sequences originate from the ASL-TID [15] dataset but have been cut and annotations converted in accordance with the format.
5-6 hiding and mixed distractors were originally recorded by the School of Mechanical Engineering at University of Birmingham [16] for the purpose of thermal/visual fusion tracking. The sequences are recorded indoors and the object to track is a human.
7-8 saturated and street are recorded in the German test village of Bonnland by the Fraunhofer IOSB institute [11] . The background is urban and the objects to track are humans. In the saturated sequence the human pixels are saturated, implying that there are no spatial structure that can be utilized for tracking. 9-11 Sequences car, crouching and crowd were recorded by the EU FP7 project P5
1 at an undisclosed location in the UK. Car contains large variations in scale and viewpoint, crowd has cluttered background and crouching includes both occlusions and changes in aspect ratio.
12 soccer is a panorama of three static cameras provided by Aalborg University. The sequence was originally recorded for the purpose of evaluating tracking of sports players [8] .
1 http://foi.se/P5/ 13-20 The final eight sequences have been provided by the company Termisk Systemteknik AB. The sequences mainly address surveillance applications where different objects (human, quadrocopter, dog) are to be tracked. Two sequences, birds and quadrocopter were recorded using a moving, hand-held camera.
Benchmark annotations
All benchmark annotations have been performed in accordance with the VOT2013 annotation process [12] . One object within each sequence has been annotated in each frame with a bounding box that encloses the object throughout the sequence. The bounding box is allowed to vary in size but not to rotate. In addition to the bounding box annotations, global attributes have been per-sequence annotated and local attributes per-frame annotated.
Global attributes The per-sequence global attributes from VOT had to be adapted to the properties of thermal infrared in order to be useful. Below, the global attributes have been arranged according to similarity to VOTattributes. Attributes different from VOT: Dynamics change and temperature change have been introduced instead of illumination change and object color change. Not all cameras provide the full 16-bit range, instead, an adaptively changing 8-bit dynamics is sometimes used. Dynamics change indicates whether the dynamics is fixed during the sequence or not. Temperature change refers to changes in the thermal signature of the object during the sequence. Attributes similar to VOT: In TIR, Blur indicates blur due to motion, high humidity, rain or water on the lens. Attributes equal to VOT: Camera motion, object motion, background clutter, size change, aspect ratio change, object deformation, and scene complexity.
Local attributes The local, per-frame annotated attributes are: motion change, camera motion, dynamics change, occlusion, and size change. The attributes are used in the evaluation process to weigh tracking results. They can also be used to evaluate the performance of the method on frames with specific attributes.
Evaluation methodology
We have chosen to use the same evaluation methodology as in the VOT Challenge. In short, each tracker is evaluated in terms of accuracy and robustness, and then ranked (i.e., the best tracker getting rank 1, and so on). In order to compensate for individual sequences having an impact on tracker rankings, the results are weighted so that the attributes above should have equal significance. The final result is an accuracy and a robustness ranking for each tracker.
Evaluation
In order to evaluate whether benchmarking of trackers on visual and TIR imagery will give different results, seven different trackers have been evaluated on the VOT 2014 and LTIR datasets respectively. The VOT toolkit 2 was used to perform the evaluation.
The correlation coefficients for the local attribute rankings can be found in Table 3 and the accuracy/robustnessplots (AR-plots) in Fig. 2 . The correlation coefficients and distribution of tracker ranking results in the AR-plots indicates that the ranking between trackers are not equal for the Acc. Rob. Acc + Rob ASLA [10] 0.55 -0.37 0.03 CSK [9] 0.47 0.27 0.66 CXT [5] 0.60 0.65 0.81 DSST [2] 0.19 -0.56 -0.29 EDFT [6] 0.55 -0.56 0.48 NCC [1] 0.54 1.00 0.85 SCM [21] -0.61 0.33 0.21 Table 3 : Correlation coefficients for ranking of different trackers.
two benchmarks. Furthermore, the mean ranking change is 1.37, i.e., each tracker has on average changed its ranking with 1.37 between visual and thermal. When inspecting the two AR-plots in Fig. 2 , the DSST [2] tracker is not as superior to the others in thermal as it is in visual. This is probably due to the fact that DSST partly relies on HOG-features and there is less (high-resolution) spatial structure in thermal compared to visual. ASLA [10] has a lower accuracy ranking while SCM [21] has a higher one. EDFT [6] receives an increased ranking in both accuracy and robustness. In Table 3 , it is confirmed that DSST, ASLA and SCM have the least correlated ranking results.
Conclusion
We have described a new benchmark for evaluation of short-term single-object tracking methods on thermal infrared imagery. The benchmark consists of: a) 20 sequences originating from multiple sources. b) Object annotations. c) Local and global attribute annotations. d) An evaluation metric (same as used in VOT). The LTIR dataset and annotations can be downloaded from http://www.cvl. isy.liu.se/en/research/datasets/ltir/.
We have also performed an evaluation of seven tracking methods designed for visual sequences on both visual and thermal data. The evaluation shows that different methods are optimal for visual and thermal tracking respectively. Trackers based on spatial structure and/or sparse representations (ASLA, DSST, SCM) are ranked better on visual imagery than they are on thermal imagery. For the tracker based on distribution of pixel values (EDFT), it is the other way around.
Future work include a more detailed analysis of which features/principles are beneficial for thermal tracking. Considering that the rescaling ability of ASLA, SCM and DSST is lacking in EDFT, our next step would be to investigate how distribution-based tracker with rescaling ability would perform on thermal imagery.
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