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Abstract - -Network reliability models for determining optimal network topology have been pre- 
sented and solved by many researchers. This paper presents ome new types of topological optimiza- 
tion model for communication network with multiple reliability goals. A stochastic simulation-based 
~enetic algorithm is also designed for solving the proposed models. Some numerical examples are 
finally presented to illustrate the effectiveness of the algorithm. (~) 2000 Elsevier Science Ltd. All 
rights reserved. 
Keywords- -Network reliability, Stochastic programming, Genetic algorithm, Simulation. 
1. INTRODUCTION 
An important problem appearing in computer-communication network is to design an optimal 
topology for balancing system reliability and cost. When the reliability of nodes and communi- 
cation links of a network is given, the system reliability is dependent on how nodes are connected 
by communication links. There are mainly two ways to model such problems, one is to minimize 
the total cost subject to a reliability constraint, while the other is to maximize the reliability 
subject to a cost constraint, for example, [1-3]. 
Jan et al. [4] designed a branch-and-bound algorithm to minimize the total cost subject to a 
reliability constraint. It has been proved that communication network reliability problems are 
NP-hard. So some heuristic algorithms are designed to solve the problem of larger network. 
Chopra et al. [3] and Aggarwal et al. [1,2] employed greedy heuristic approaches for maximizing 
the overall and terminal reliability. Ravi et al. [5] designed a nonequilibrium simulated annealing 
algorithm. Painton and Campbell [6] presented a genetic algorithm for optimizing the system 
reliability. Kumar et al. [7,8] proposed a genetic algorithm for solving various network expansion 
problems, such as minimizing diameter, minimizing average distance, and maximizing computer- 
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network reliability. Dengiz et al. [9] presented a genetic algorithm for optimization of all-terminal 
reliable networks. 
In practice, a large network consists of a backbone network and several ocal access networks. 
This fact provides a motivation to develop topological optimization models with multiple relia- 
bility goals. In order to do this, at first, we introduce stochastic programming. With the require- 
ment of considering randomness, appropriate formulations of stochastic programming have been 
developed to suit the different purposes of management. The first method dealing with stochas- 
tic parameters in stochastic programming is the so-called expected value models which optimize 
the expected objective functions subject to some expected constraints. The second, chance- 
constrained programming, was pioneered by Charnes and Cooper [10] as a means of handling 
uncertainty by specifying a confidence level at which it is desired that the stochastic onstraint 
holds. Sometimes a complex stochastic decision system undertakes multiple tasks, called events, 
and the decision-maker wishes to maximize the chance functions which are defined as the prob- 
abilities of satisfying these events. In order to model this type of problem, Liu [11] initiated 
a theoretical framework of the third type of stochastic programming called dependent-chance 
programming. A stochastic simulation-based genetic algorithm for solving dependent-chance 
programming models has also been designed. 
In this paper, we present some new types of topological optimization model for communication 
network with multiple reliability goals. We will also design a stochastic simulation-based genetic 
algorithm for solving the proposed models and illustrate its effectiveness by some numerical 
examples. 
2. TOPOLOGICAL  OPT IMIZAT ION MODELS 
Let G = (]2, C, P) be a communication network in which ]2 and C correspond to terminals and 
links, and T' is the set of reliabilities for the links E. If there are n vertices (terminals), then the 
links C may also be represented by the link topology of x = {xij : 1 < i < n - 1, i + 1 < j < n}, 
where xij E {0, 1}, and xij = 1 means that the link ( i , j )  is selected, 0 otherwise. 
If we assume that the terminals are perfectly reliable and links fail s-independently with known 
probabilities, then the success of communication between terminals in subset/C of V is a random 
event. The probability of this event is called the/C-terminal reliability, denoted by R(/C, x), when 
the link topology is x. A network G is called/C-connected if all the vertices in/C are connected 
in G. Thus, the/c-terminal reliability 
R (/C, x) = Pr {g is/C-connected with respect o x}. (I) 
Notice that when/C - "}2, the/C-terminal reliability R(/C, x) is the overall reliability. 
n--1 n X In addition, for each candidate link topology x, the overall cost should be ~-~i=1 ~]j=i+l c~j ij, 
where cij is the cost of link ( i , j ) ,  i = 1, 2 , . . . ,  n - 1, j = i + 1, i ÷ 2, . . . ,  n, respectively. 
If we want to minimize the total cost subject o multiple reliability constraints, then we have 
n-1  n 
minZ Z 
i=1 j= i+ l  
subject o: 
R (/ck, x) > Rk, k= 1 ,2 , . . . ,m,  
(2) 
where/ck are target subsets of G, Rk are predetermined minimum reliabilities called confidence 
levels, k = 1,2, . . . ,  m, respectively. This is clearly, a type of chance-constrained programming. 
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If we want to maximize the/C-terminal reliability subject to a cost constraint, then we have 
the following dependent-chance programming model: 
max R (/C, x) 
subject o: 
n-1 ~ 
E CijXij CO, <_ 
i=l j=i+l 
(3) 
where co is the maximum capital available. 
Now we assume that /C1,/C2,.-.,/cm are ra target subsets of g, then we have a dependent- 
chance multiobjective programming model, 
max [R (/C1, x), R (/C2, x) , . . . ,  R (/cm, x)] 
subject o: 
~_, (4) 
i=i j=i+l 
We can also formulate the topological optimization problem for communication network reli- 
ability as a dependent-chance goal programming according to the priority structure and target 
levels set by the decision maker, 
l 
min E Pd ~ (uiJ d+ + vijd: ) 
j=l i=1 
subject o: 
R (/ci, x) + d~- - d + = Ri, 
n--1 n 
Z c,s j _< co 
i=l j=i+l 
d~,d + > 0, i = 1 ,2 , . . . ,m,  
i=  1,2, . . . ,m (5) 
where Pj = the pre-emptive priority factor which expresses the relative importance of various 
goals, Pj >> Pj+I, for all j, uij = weighting factor corresponding to positive deviation for goal i 
with priority j assigned, vii = weighting factor corresponding to negative deviation for goal i with 
priority j assigned, d+ = positive deviation from the target of goal i, d~- = negative deviation 
from the target of goal i, Ri -- the target reliability level of the set/ci, l = number of priorities, 
m = number of goal constraints. 
3. K: -TERMINAL REL IAB IL ITY  
After a link topology x is given, we should estimate the M-terminal reliability R(/C, x) with 
respect o some prescribed target set/C. Estimating M-terminal reliability has received consid- 
erable attention during the past two decades. It is almost impossible to design an algorithm to 
compute R(/C, x) analytically. In order to handle larger network, we may employ the stochastic 
simulation (Monte Carlo simulation) which consists of repeating s-independently N times trials. 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Set counter N' = 0. 
Randomly generate an operational link set £' from the link topology x according 
to P. 
If (V, E') is/C-connected, then N' + +. 
Repeat he second and third steps N times. 
R(/C, x) = N'/N. 
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In Step 3, we have to check if the graph G -- (~), ~') is ]C-connected. In fact, the n-node graph 
g = 02,£ ') can be described by its adjacency matrix, which is the n x n matrix A = (ai j)  with 
entries 
1, i fthel ink ( i , j )  E C', 
aij = O, otherwise. 
Let I be an n x n unit matrix, and t be the smallest integer such that 2 t _> n - 1. If all entries a~j 
of (I + A) 2~ are positive, then the graph ~ is connected. Moreover, if the entry a~j of (I + A) 2' 
is positive for any given indexes i , j  E ]C, then the graph G is ]C-connected. 
4. STOCHASTIC SIMULATION-BASED GENET IC  ALGORITHM 
Genetic algorithms are a stochastic search method for optimization problems based on the 
mechanics of natural selection and natural genetics. Genetic algorithms have demonstrated 
considerable success in providing good solutions to many complex optimization problems and 
received more and more attentions during the past three decades. When the objective functions 
to be optimized in the optimization problems are multimodal or the search spaces are partic- 
ularly irregular, algorithms need to be highly robust in order to avoid getting stuck at local 
optimal solution. The advantage ofgenetic algorithms i just to obtain the global optimal solu- 
tion fairly. Genetic algorithms (including evolution programs, evolution strategies, and genetic 
programming) have been well documented in the literature, such as in [12-14], and applied to a 
wide variety of optimization problems. Especially, for chance-constrained programming, Iwamura 
and Liu [15] provided astochastic simulation-based genetic algorithm for stochastic case; Liu and 
Iwamura [16,17] provided a fuzzy simulation-based genetic algorithm for fuzzy optimization mod- 
els. The dependent-chance programming models have also been solved by the simulation-based 
genetic algorithm for stochastic case [11,18] and for fuzzy case [19,20]. For detailed exposition, 
the reader may consult [21]. 
In this section, we present a stochastic simulation-based genetic algorithm for solving the 
topological optimization models for communication network reliability. 
4.1. Representat ion Structure 
Now we use an n(n  - 1)/2-dimensional vector V = (Yl, Y2 , . . . ,  Yn(n-1)12) as a chromosome to
represent a candidate link topology x, where Yi is taken as 0 or 1 for 1 < i < n(n  - 1)/2. Then 
the relationship between a link topology and a chromosome is 
Xij  = Y (2n- i ) ( i -1 ) /2+j - i ,  1 < i < n - 1, i + 1 < j < n. (6) 
4.2. Init ial izat ion Process 
We set y~ as a random integer from {0, 1}, i = 1,2,. . . ,  n(n  - 1)/2, respectively. If the gen- 
erated chromosome V = (yl, y2,.. . ,  Yn(n-1)/2) is proven to be feasible, then it is accepted as a 
chromosome, otherwise we repeat he above process until a feasible chromosome is obtained. We 
may generate pop_size initial chromosomes V1, V2, . . . .  Vpop..siz e by repeating the above process 
pop_size times. 
4.3. Evaluat ion Funct ion 
The evaluation function, denoted by eval(V), assigns a probability of reproduction to each 
chromosome V so that its likelihood of being selected is proportional to its fitness relative to the 
other chromosomes in the population, that is, the chromosomes with higher fitness will have a 
greater chance of producing offspring through roulette wheel selection. 
Let V1, V2,..., Ypop_size be the pop_size chromosomes in the current generation. At first, we 
calculate the objective values of the chromosomes. According to the objective values, we can 
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rearrange these chromosomes V1, V2,. . . ,  Vpop_size from good to bad (i.e., the better the chromo- 
some, the smaller the ordinal number). For the single-objective case, a chromosome with larger 
objective value is better; for the multiobjective case, we may define a preference function to eval- 
uate the chromosomes; for the goal programming case, we have the following order relationship 
for the chromosomes: for any two chromosomes, if the higher-priority objectives are equal, then, 
at the current priority level, the one with a minimal objective value is better, and if two different 
chromosomes have the same objective values at every level, then we are indifferent between them. 
Now let a parameter a E (0, 1) in the genetic system be given, then we can define the so-called 
rank-based evaluation function as follows: 
eval (Vi) = a (1 - a) i-1 , i = 1, 2,. . . ,  pop_size. (7) 
We mention that i = 1 means the best individual, i = pop_size the worst individual. 
4.4. Selection Process 
The selection process is based on spinning the roulette wheel pop_size times, each time we 
select a single chromosome for a new population in the following way. 
Step 1. Calculate the cumulative probability qi for each chromosome Vi, 
Step 2. 
Step 3. 
Step 4. 
q0 = 0, 
(8) 
qi = ~-'~ eval (Vj), i = 1,2, . . .  ,pop_size. 
j= l  
Generate a random real number in (0, qpop-size]. 
Select the i th chromosome Vi (1 < i < pop_size) such that qi-1 < r < qi. 
Repeat the second and third steps for pop_size times and obtain pop_size copies of 
chromosomes. 
4.5. Crossover Operation 
We define a parameter Pc of a genetic system as the probability of crossover. In order to 
determine the parents for a crossover operation, let us repeat he following process from i = 1 to 
pop_size. Generate a random real number r from the interval [0, 1], then the chromosome Vi is 
selected as a parent if r < Pc. 
We denote the selected parents as V~, V~, V~,. . . ,  and split them into the following pairs: 
(y ; ,  ,y , '  y ' ,  y, '  ' . . . .  3, 4J,( 
Let us illustrate the crossover operation on each pair by (V~, 
Yl' ~Yl ,Y2 " " 'Vn(n -1) /2 ] '  V2 -~ \ 
V~). We denote 
, . .  Hn(n_ l ) /2  ] • 
First, we randomly generate two crossover positions nl and n2 between 1 and n(n - 1)/2 such 
that nl < n2, and exchange the genes of V~ and V~ between l and n2, thus, produce two children 
by the crossover operation as follows: 
( . . (1) y(2),. ~,(2) ~ (1) ,~ (,) "~ 
V~'= y~l), . . ,~n1-1, . ' ,~2 ,~2+1,""  ~(~-1) /2 / ,  
(2) ~,(1) ~,(1) a (2) . (2) "~ 
Vff = y~2), . . . ,y,~_l ,~nl , ' ' "~n2 ,~n2+l, ' ' ' ,Yn(n-1)/2) " 
We note that the two children are not necessarily feasible, thus, we must check the feasibility of 
each child and replace the parents with the feasible children. 
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4.6. Mutat ion  Operation 
We define a parameter Pm of a genetic system as the probability of mutation. Similarly, with 
the process of selecting parents for a crossover operation, we repeat he following steps from i = 1 
to pop_size. Generate a random real number r from the interval [0, 1], then the chromosome Vi
is selected as a parent for mutation if r < Pro. 
For each selected parent, denoted by V -- (Yl, Y2,..., Yn(n-1)/2), we mutate it in the following 
way. We randomly generate two mutation positions nl and n2 between 1 and n(n - 1)/2 such 
that nl < n2, and regenerate the sequence {Ynl, Ynl+l,..., Yn2} at random from {0, 1} to form a 
new sequence {Y~nl ' .. ,Y' ,Yn~+l, • n2}- We thus, obtain a new chromosome 
V'= (Yl,.-. ,YnI - I ,Y '~,- . .  ,Y ' , ,Yn~+I, . - . ,  Yn(,-I)/~) • 
Finally, we replace the parent V with the offspring V ~ if it is feasible. If it is not feasible, we 
repeat the above process until a feasible chromosome V ~ is obtained. 
4.7. Genet ic  A lgor i thm Procedure  
The following selection, crossover and mutation, the new population is ready for its next 
evaluation. The genetic algorithm will terminate after a given number of cyclic repetitions of the 
above steps. We now summarize the genetic algorithm for solving the topological optimization 
models for the communication network reliability as follows. 
Input parameters: pop_size, Pc, Pro. 
Initialize pop_size chromosomes with the Initialization Process. 
REPEAT 
Update chromosomes by crossover and mutation operators. 
Compute the evaluation function for all chromosomes. 
Select chromosomes by the sampling mechanism. 
UNTIL(termination_condit ion) 
Report the best chromosome as the optimal ink topology. 
5. NUMERICAL  EXAMPLES 
The computer code for the stochastic simulation-based genetic algorithm to topological opti- 
mization models has been written in C language. In order to illustrate the effectiveness of genetic 
algorithm, a lot of numerical experiments have been done and the result is successful. Here we 
give two numerical examples performed on a personal computer with the following parameters: 
the population size is 30, the probability of crossover Pc is 0.3, the probability of mutation Pm 
is 0.2, the parameter a in the rank-based evaluation function is 0.05. Each simulation in the 
evolution process will be performed 2000 cycles. 
EXAMPLE 1. Let us consider a ten-node, fully-connected network. Suppose that the cost matrix 
is as follows. 
Nodes 1 2 3 4 5 6 7 8 9 10 
1 
2 30 
3 43 26 
4 45 76 38 
5 50 45 17 35 
6 62 25 30 28 15 
7 25 46 30 16 25 38 
8 15 45 13 20 37 40 36 
9 51 15 45 10 34 10 46 42 - 
10 45 25 45 15 37 40 16 24 45 - 
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We suppose that the reliabilities of all links are 0.90. We also suppose that the total capital 
available is 250. Thus, we have a constraint, 
9 10 
Z Z <- 
i=1 j=~+l  
We may set the following target levels and priority structure. 
Priority 1. For the subset of nodes /C1 = (1,3,6,7), the /Cl-terminal reliability R(/CI,x) 
should achieve 99%, thus, we have 
R (/C1, x) -I- d~- - dl + = 99%, 
where d~- will be minimized. 
Priority 2. For the subset of nodes /C2 = (2, 4, 5, 9), the /c2-terminal reliability R(/C2, x) 
should achieve 95%, thus, we have 
R (/C2, x) + d~- - d + = 95%, 
where d~ will be minimized. 
Priority 3. For the subset of nodes/C3 = (1,2, 3, 4, 5, 6, 7, 8, 9, 10), the/Ca-terminal reliability 
R(/C3, x) (here the overall reliability) should achieve 90%, thus, we have 
R (/Ca, x) + 43 - d + = 90%, 
where d 3 will be minimized. 
Then, we obtain the following topological optimization model for communication etwork re- 
liability: 
lexmin {d~-, d~, d 3 } 
subject to: 
R (/C1, x) + d I - d + = 99%, 
R (/C2, x) + d~- - d + = 95%, 
R (/Ca, x) + d 3 - d + = 90%, 
9 10 
i= l  j= i+ l  
xij = 0 or 1, Vi,j, 
d?,a + >_ o, i = 1 ,2 ,3 .  
A run of stochastic simulation-based genetic algorithm with 100 generations hows that the 
optimal link topology is 
- 0 0 0 0 0 1 1 0 0 
- 1 0 0 1 0 0 0 1 
- 0 1 0 0 1 0 0 
- 0 0 0 1 1 0 
- 1 1 0 0 0 
x* = - 0 0 1 0 ' 
- 0 0 1 
- 0 0 __o 
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which can satisfies the three goals. Moreover, the terminal reliability levels are 
R(]CI,x*) = 0.991, R(K:2,x*) = 0.956, R(]C3,x*) = 0.938, 
and the total cost is 242. 
If the total capital available is 210, then the optimal link topology obtained by the stochastic 
simulation-based genetic algorithm with 600 generations is 
i_ 0 0 0 0 0 0 1 0 0 
- 1 0 0 1 0 0 0 1 
- 0 1 0 0 1 0 0 
- 0 0 1 I 1 1 
- 1 0 0 0 0 
- 0 0 1 0 ' 
- 0 0 0 
- 0 0 
- 0 
which can satisfy the first goal, but the deviations of the second and third goals are 0.08 and 
0.15, respectively. In fact, the terminal reliability levels are 
R(]CI,X*) = 0.99, R(]C2,x*) = 0.87, R(]C3,x*) = 0.75. 
and the total cost is 207. 
EXAMPLE 2. Now we consider a 20-node, fully-connected network. Suppose that the cost matrix 
is as follows. 
Nodes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 
2 30 - 
3 43 26 
4 45 76 38 
5 50 45 17 35 
6 62 25 30 28 15 
7 25 46 30 16 25 38 - 
8 15 45 13 20 37 40 36 
9 51 15 45 10 34 10 46 42 - 
10 45 25 45 15 37 40 16 24 45 
11 10 35 35 35 16 30 17 35 33 31 - 
12 55 35 35 30 35 37 15 38 35 24 15 
13 10 40 10 40 15 34 35 10 47 45 35 35 
14 50 19 40 65 45 30 35 35 10 42 30 37 40 
15 45 16 40 10 45 37 10 35 35 45 30 40 40 25 
16 15 45 15 47 20 30 45 35 23 45 36 35 15 45 45 
17 30 40 25 48 20 25 36 15 25 49 i0 25 25 37 35 25 
18 50 10 45 10 50 30 15 35 40 15 40 30 40 18 15 40 40 - 
19 30 40 25 43 20 25 35 25 25 46 10 25 27 35 35 25 55 40 
20 25 40 25 45 25 30 47 10 25 45 10 38 20 43 40 42 10 45 18 
Topological Optimization Models 67 
We suppose that the reliabilities of all links are 0.90. We also suppose that the total capital 
available is 600, thus, we have the following constraint: 
19 20 
E c jx j _< 600. 
i=1 j= i+ l  
We may set the following target levels and priority structure. 
Priority 1. For the subset of nodes K1 = (3,6,7, 13, 17, 19), the KFterminal reliability 
R(~l ,  x) should achieve 99%, thus, we have 
n (/C1, x) + d{ - d + = 99%, 
where d~ will be minimized. 
Priority 2. For the subset of nodes ~2 = (1,2, 4, 5, 9, 11, 12, 14, 15, 18, 20), the/C2-terminal 
reliability R(K2, x) should achieve 96%, thus, we have 
R (/(:2, x) + d 2 - d + = 96%, 
where d 2 will be minimized. 
Priority 3. For the set of all nodes/(:3 =- V, the/C3-terminal reliability R(K3, x) (here the 
overall reliability) should achieve 95%, thus, we have 
n (~3, x) + d 3 - d + = 95%, 
where d~ will be minimized. 
Then the topological optimization model based on dependent-chance goal programming is
formulated as follows: 
lexmin {d~-, d2, d~ } 
subject o: 
R (/C1, x) + d~- - d + = 99%, 
R(~2,x )+d 2 -d  + =96%, 
R (/(:3, x) + d 3 - d + = 95%, 
19 20 
Z E c,j  j < 600 
i~ l  j= i+ l  
xij = 0 or 1, Vi , j  
d ( ,d  + > O, i = 1,2,3. 
A run of stochastic simulation-based genetic algorithm with 300 generations shows that the 
optimal ink topology is 
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- 0 0 0 
0 0 
- 0 
0 0 
0 0 
0 0 
0 0 
- 1 
0 1 0 0 0 0 1 0 0 1 0 0 0 0 
0 0 0 1 0 0 0 0 1 0 0 1 0 1 
1 1 0 0 0 0 1 0 0 1 0 0 1 0 
1 0 1 0 0 0 0 0 1 1 0 1 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 1 0 
0 0 1 1 0 0 0 0 0 0 0 0 0 0 
- 0 0 0 0 0 0 0 0 0 0 0 0 0 
- 0 0 0 0 0 0 0 0 1 0 0 0 
- 0 0 0 0 1 0 0 0 0 0 1 
- 0 0 0 0 0 0 0 1 0 0 
- 1 0 0 0 0 1 0 1 1 
- 0 1 0 0 0 0 0 0 
- 0 0 0 0 0 0 0 
- 0 0 0 0 0 0 
- 0 0 0 0 0 
- 0 0 0 0 
- 0 0 1 
- 0 0 
- 0 
which can satisfy the three goals. Furthermore, the reliability levels are 
R(ICI ,x*) = 0.993, R (IC2,x*) = 0.971, R(IC3,x*) = 0.953, 
and the total cost is 594. 
6. CONCLUSION 
Topological optimization models for communication network reliability have been discussed by 
many researchers. In order to model communication network with multiple reliability goal, this 
paper presented a dependent-chance multiobjective programming model and a dependent-chance 
goal programming model. A stochastic simulation-based genetic algorithm was also designed for 
solving the proposed models. We also illustrated the effectiveness of genetic algorithm by two 
numerical examples. 
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