We report the test of many of the key elements of the laser-based calibration system for muon g − 2 experiment E989 at Fermilab. The test was performed at the Laboratori Nazionali di Frascati's Beam Test Facility using a 450 MeV electron beam impinging on a small subset of the final g − 2 lead-fluoride crystal calorimeter system. The calibration system was configured as planned for the E989 experiment and uses the same type of laser and most of the final optical elements. We show results regarding the calorimeter's response calibration, the maximum equivalent electron energy which can be provided by the laser and the stability of the calibration system components.
Introduction
The muon g − 2 experiment at Fermilab (E989) plans to measure the muon anomaly with a total uncertainty of 1.6 × 10 −10 (0.14 ppm), which includes a 0.10 ppm statistical error and about 0.07 ppm systematic uncertainties both on the muon anomalous precession angular velocity ω a and on the magnetic field measurement with the proton Larmor precession angular velocity ω p [1] . The new experiment efficiently uses the unique properties of * Corresponding author: antonioanastasi89@gmail.com the Fermilab beam complex to produce the necessary flux of 3.1 GeV muons, which will be injected and stored in the (relocated) muon storage ring. To achieve a statistical uncertainty of 0.14 ppm, the total data set must contain more than 1.8 × 10 11 positrons with energy greater than 1.8 GeV.
The energies of these positrons will be measured by responding to one beam fill (700 µs). On longer timescales, the goal is to keep systematic contributions due to gain fluctuations at the sub-percent level.
The full E989 calibration system will employ a suite of six identical diode laser light sources, all fired by a common driver. The light pulses from the lasers are simultaneously injected into the 1296 calorimeter crystals which are viewed by silicon photomultiplier (SiPM) photo-detectors [2] . The laser light pulses closely resemble the Cherenkov light pulses from positron showers in the crystals. Since the laser light pulses originate from a common source they will provide a reliable reference for the time of detection and for positron energy measurement. They can also be used to equalize the response of different calorimeter elements. The laser calibration system will monitor the intensity of the common light source and the stability of the light distribution system to the crystals, which may be affected by laser beam pointing fluctuations, mechanical vibrations or the aging of the transmission elements.
In this paper we report on a test of the key elements of the full E989 calibration system that were employed during a beam test using a subset of the calorimeter. The Beam Test Facility (BTF) of the Laboratori Nazionali di Frascati [3] was used to provide a monoenergetic 450 MeV electron beam, which established the absolute energy scale. The objectives of the measurements included:
• Test of the complete calibration system chain (from the control board to the calorimeter).
• Calibration of the equivalent luminous energy of the laser by comparing the intensity of the laser calibration signals to that produced in the crystals by the electron beam.
In the following sections the experimental setup and results will be described.
Experimental setup
The Frascati BTF provides a highly collimated elec- 
Laser system
The experiment tested the full distribution chain that will be used to send light to all 1296 channels of the muon g − 2 experiment. The setup is illustrated schematically in 
Laser distribution system
Thirty percent of the primary laser beam is re-directed using a splitter cube to the monitoring system that will Monitor (see next section). A motorized neutral-density filter wheel placed before the silica fiber is used to change the intensity of the laser pulse reaching the calorimeter.
Monitoring system
The monitoring system consists of a Source Monitor and a Local Monitor. The Source Monitor (SM) directly measures the laser intensity at the source using thirty percent of the laser light delivered to it by a beam splitter. and an Americium trigger from each of the two SM being tested. Fig.4 illustrates the trigger configuration. Data from temperature sensors, including ambient, SiPM and electronic board temperatures, were also acquired.
Results

Calibration of the light yield to electron energy
We ran a laser calibration procedure after every configuration change and before all runs with electrons. Be- Waveform display ch.6 -Event 3. 
where β includes all contributions proportional to L. A typical fit of the variance versus signal strength is shown in Fig. 5 . We measure between 600 and 800 fired pixels, depending on SiPM, bias voltage and temperature, when no filtering is applied by the filter wheel. This is about 1% of the 57600 pixels contained in each SiPM [4] , where saturation corrections are expected to be in the order of 0.5%
and have negligible impact on these calibration results.
During the runs with electron beam we also pulse the laser at a comparable frequency of 50 Hz. This provides a reference to relate the laser intensity to the electron beam energy and also allows to calibrate slow variations of the SiPM response during the runs with beam. The calorimeter response to the beam is taken to be the sum of all SiPMs normalized to the response of the central one after correcting for the laser calibrations. This is a reasonable choice given that the beam is strongly focused on the central calorimeter crystal, which collects about 90% of the electron energy.
An example of the distribution of the calorimeter response is shown in fig. 6 ; given the small number of elec- 
Stability monitoring and corrections
The SiPM response to the electron incident on the 
where R 
where R SiP M laser (t) is the laser light received by the SiPM. The light received can in turn vary due to laser intensity and distribution chain fluctuations:
where f laser (t) and f distribution (t) are determined respectively by the Source and Local Monitors. Corrected electron beam signal is then given by
The result of this correction process is illustrated in figure 7 where the variations, relative to the first point, in As shown in Fig. 7 , the data without any corrections exhibit a positive drift of about 1.2% over a four-hour run.
The laser data are seen to track the electron data. However, before using this laser data to correct for the SiPM gain variations, the laser data were, in turn, corrected for fluctuations in the laser intensity and in the transmission efficiency of the laser pulses from the source to the calorimeter. These variations are shown in figure 8 , together with the ambient temperature recorded during the data-taking period (see next page).
The source monitor checks the stability of the laser in- Since the ambient temperature variations (see figure 8) are small, one does not expect a large effect on the PiD on the basis of the expected [8] temperature dependence (0.1%/
• C at 400 nm) [5] . Temperature-dependence of the PiD response was nevertheless measured using a temperature controlled chamber which allowed control and measurement of the ambient conditions.
Measurements were made with a PiD inside the chamber (PiD1) and another identical one (the reference diode, PiD2) outside, both connected to their frontend electronics. The results of these measurements indicate that the response of the PiDs, coupled to their frontend electronics, is almost independent of temperature (see figure 9 ).
These results indicate a very good temperature stability of the PiDs and their electronics. An upper limit to the systematic error of 0.02 % on the PiD response may be estimated by assuming the published temperature coefficient [8] and a maximum temperature variation within 0.2%/ • C as achieved during more than four hours of our test. The variation of the PiD response reported in figure 8 reflects therefore true variations of the laser intensity.
The temperature-dependence of the NaI response reported in the literature [9] is comparable to that reported for the PiDs. The electron-energy equivalent of the laser intensity was measured and it was found that up to 10 GeV of equivalent energy could be delivered to every single calorimeter cell. This measurement allowed us to establish that six lasers will be sufficient to calibrate all the 24 calorimeters in the E989 experiment. It was also verified that the system is presently able to monitor and correct for laser intensity variations at the 10 −4 level with less than 1000 laser pulses. Variations in the distribution chain can be corrected by the LM at the same level on a longer timescale.
