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lower bound for the smallest positive eigenvalue are given, which
generalize earlier results of Li et al. (2007) [4] to include a more
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of the Local Tangent Space Alignment (LTSA) method (Zhang and
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© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Alignmentmatrices arise in the dimensionality reduction problems in nonlinearmanifold learning,
where we are concerned with finding a low dimensional parametrization of data points sampled from
a low dimensional manifold embedded in a high dimensional space [5,9]. The alignment matrix is
derived in the Local Tangent Space Alignment (LTSA) method [13] and its spectral properties form a
theoretical basis of the LTSA method [4,10]. Here, we are interested in a theoretical study of its null
space and its smallest positive eigenvalue.
Wefirst define the alignmentmatrix in a general setting. Given anN×matrix Z , let Zj ∈ Rkj× (for
1 ≤ j ≤ s) be s submatrices consisting of certain rows of Z , i.e. Zj = ETj Z for some Ej = [ej1 , . . . , ejkj ] ∈
R
N×kj (with 1 ≤ j1 < j2 < · · · < jkj ≤ N), where ei ∈ RN is the ith column of IN (the N × N identity
< Supported in part by the National Science Foundation under Grant DMS-0915062.∗ Corresponding author.
E-mail addresses: qye@ms.uky.edu (Q. Ye), wzhi@ms.uky.edu (W. Zhi).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.07.007
Q. Ye, W. Zhi / Linear Algebra and its Applications 436 (2012) 2944–2962 2945
matrix). Let PZj = ZjZ†j be the orthogonal projector inRkj onto the column space of Zj , where Z†j is the
pseudo-inverse of Zj [2], and let P
⊥
Zj
= I − PZj . Embed P⊥Zj into RN×N according to the position of the
rows of Zj in Z and denote the resulting N × N matrix by j , i.e. j = EjP⊥Zj ETj . Then the matrix
 :=
s∑
j=1
j. (1.1)
is called the alignment matrix for {Zj : 1 ≤ j ≤ s}, see [4,10]. It is easily seen from P⊥Zj Zj = 0 that
jZ = 0 and hence
Z = 0 or span(Z) ⊂ null() (1.2)
where span(Z) is the span of the columns of Z. Under a condition called fully overlap among {Zj},
it is proved in [10] that null() = span(Z). With this property, Z can be obtained, up to a linear
transformation, by computing null().
In the context of dimensionality reduction, the rows of Z are the low dimensional coordinates
(parametrization) of the data points that we wish to find. We obviously do not have Zj , but for points
lying in a small neighborhood, a low dimensional parametrization can be computed through linear
approximations, i.e. projection into a tangent space. The computed local coordinates are not the same
as Zj but they differ approximately by a linear transformation on columns and thus have the same
column space; see [10,13]. Then an alignment matrix  can be constructed from the computed local
coordinates in a similar way and is indeed equal to the alignment matrix  as defined from {Zj}, see
Section2 formoredetails. In thisway,Z canbe reconstructed from .Wealsonote that theconstruction
of the alignment matrix bears some similarity to constructions of some other matrices, such as finite
element matrices [6] and the matrices in the LLE method [5]. Hence the alignment matrix may have a
theoretical interest on its own.
To computationally separate the null space, it is important to have a sufficient gap between the
smallest positive eigenvalue and the zero eigenvalue, see [2,8]. It is therefore interesting to study
lower bounds of the smallest positive eigenvalue of . This is the subject of [4,12] and indeed a full
characterization of eigenvalues of  was obtained in [4]. In particular, a lower bound on the smallest
positive eigenvalue was derived relating the gap to the “amount" of overlap among {Zj}. All these
results are established under the fully overlapped condition for {Zj}, which requires, in the case of two
submatrices Z1 and Z2, that thematrix consisting of common rows of Z1 and Z2 has full column rank ,
see Section2 for details. In our recentwork [11],wehave considered a situation in the LTSAmethod that
a local neighborhood may consist of points lying on a lower dimensional branch, which corresponds
to the case that some Zj may be rank deficient. In this case, the original fully overlapped condition
can not hold. Furthermore, the computed local coordinates may typically contain large errors in the
vanishing complements. Interestingly, however, we have shown in [11] that, with some conditions,
the columns of Z can still be recovered from an alignment matrix constructed from such perturbed
local coordinates.
In this paper, we generalize the results of [4] to a general case where some Zj may be rank deficient
and the computed local coordinates (an approximation of PZj ) may contain large errors in its vanishing
components. In this case, the alignment matrix  constructed from the perturbed local coordinates
may be significantly different from.Wepresent some characterizations of the eigenvalues of , from
which the null space is determined and a lower bound on the smallest positive eigenvalue is derived.
Our results show that  has spectral properties similar to .
The paper is organized as follows. We set up the framework and introduce notation by introducing
the LTSAmethod and the alignmentmatrix in Section 2. As in [4],we shall first present ourmain results
for the case of two submatrices and then discuss how to obtain a bound recursively in the general case
in three subsections in Section 3. We present some numerical examples to illustrate our bounds in
Section 4, which is followed by some concluding remarks in Section 5.
We shall follow theMATLAB-like notation used in [4]. Specifically,Rm×n denotes the set of allm×n
real matrices; eig(X) denotes the set of the eigenvalues of a square X . For 1≤ i≤ j≤ n, i : j is the set
of integers from i to j inclusive and i : i={i}. For vector u and matrix X , u(j) is u’s jth entry, X(i,j) is the
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(i, j)th entry of X . Moreover, subvector u(I) consists of all entries i ∈ I; submatrices X(I, J), X(I,:), and
X(:, J) consist of intersections of all rows i ∈ I and all columns j ∈ J , all rows i∈ I and all columns, and
all rows and all columns j∈ J , respectively.
Throughout, we use e to denote a column vector of all ones with a dimension that should be
determined from the context. For two Hermitianmatrices X and Y , X  Y means that Y −X is positive
semi-definite, and accordingly X ≺ Y means Y − X is positive definite. We also use X cols⇔ Y to denote
span(X) = span(Y) for convenience, where span(X) is the span of the columns of X .
2. Alignment matrix for dimensionality reduction
In this section, we describe how the alignment matrix arises in the manifold learning problem.We
also set the related notation.
LetM be a d-dimensional parameterized manifold embedded in Rm (d 	 m) defined by a non-
linear map, f : C ⊂ Rd → Rm,where C is a compact and connected subset ofRd. Consider a data set
{x1, . . . , xN} ⊂ Rm sampled fromMwith
xj = f (τj), j = 1, . . . ,N, (2.3)
where τj ∈ C. The problem of dimensionality reduction is to recover the low-dimensional coordinates
(parametrization) τj ’s from xj ’s, see [1,3,5,8,9,13] for several methods that have been developed in the
last few years for this problem. We follow [3] to assume that f is a local isometry, in which case τj is
well defined up to a rigid motion, see [3].
The LTSA (Local Tangent SpaceAlignment)method [13] is basedonpartitioning thepoints into small
local neighborhoods, then constructing coordinates for points in each local neighborhood through
linear approximation, and finally aligning the locally constructed coordinates into (global) coordinates
for all points. This last step is accomplished through the alignment matrix as follows.
Let X = {x1, . . . , xN} and let {X j, j = 1, . . . , s} be a collection of subsets of X with X j ={xj1 , . . . , xjkj } (j1 < j2 < · · · < jkj ). Assume that∪jX j = X . EachX j consists of points in a small neigh-
borhood so that a local coordinate system can be approximately constructed through the projection on
the local tangent space. More generally, we only need to assume that X j is any subset for which a local
isometric coordinate {s(j)1 , . . . , s(j)kj } ⊂ Rd can be constructed, i.e. ‖s(j)p − s(j)q ‖2 = ‖τ (j)p − τ (j)q ‖2 (for
any1 ≤ p, q ≤ kj),where xjp = f (τ (j)p ). Fromthis isometric property andprovided that [τ (j)1 , . . . , τ (j)kj ]
has full row rank, it can be shown [10] that the two coordinate sets differ by a rigid motion, i.e. there
is an orthogonal matrix Vj and some cj ∈ Rd such that
Sj = VjTj + cjeT . (2.4)
where
Sj =
[
s
(j)
1 , . . . , s
(j)
kj
]
, Tj =
[
τ
(j)
1 , · · · , τ (j)kj
]
. (2.5)
In practice, Sj is constructed by computing a basis for a local tangent space through the singular value
decomposition(SVD) of [xj1 − x¯, . . . , xjkj − x¯] where x¯ = (xj1 + · · · + xjkj )/kj . The local coordinate
s
(j)
p is the projection of xjp − x¯ in this basis; see [13].
Let
T =
[
τ1, . . . , τN
]
, Z = [e, TT ]. (2.6)
and
Yj = [e, STj ] and Zj = [e, TTj ]. (2.7)
We have defined the alignment matrix for {Zj} in the introduction. The alignment matrix for {Yj}
can be defined similarly. Namely, let PYj = YjY †j be the orthogonal projector inRkj onto span(Yj) and
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let P⊥Yj = I − PYj . Letj be the embedding of P⊥Yj intoRN×N , i.e.j = EjP⊥Yj ETj ∈ RN×N . Note that Ej is
defined through the positions of Zj in Z as in Section 1. Then
 =
s∑
j=1
j. (2.8)
is called the alignment matrix for {Yj}.
It follows from (2.4) that PYj = PZj . Therefore  =  and
null() = span(Z) (2.9)
provided that {Zj, 1  j  s} satisfies a condition called fully overlapped [10]. In the case of two sub-
matrices, the condition can be easily stated as follows (the case of s submatrices is defined recursively,
see Definition 3.1).
Definition 2.1. Two submatrices Z1 and Z2 of Z are said to be fully overlapped if the matrix consisting
of their common rows has full column rank.
This definition necessarily implies that each Zj has full column rank. This is equivalent to that the
data points in a local neighborhood has dimension  (or their projections into the local tangent space
span a full tangent space). Here,we are interested in a practical situationwhere the local neighborhood
may consist of points lying (or nearly lying) in a lower dimensional branch of the manifold. In that
case, Zj will be (or nearly) column rank deficient. Furthermore, the computed Sj may not satisfy (2.4)
but may contain some large errors in the vanishing components of τj . In that case, j need not be the
same asj . In a recent paper [11], we have considered somemanifold learning problems giving rise to
this situation and we have shown that with a proper generalization of the fully overlapped condition,
the main result (2.9) on the null space remains intact.
In the next section, we study the spectral properties of  , generalizing the result of [4] for 
to allow the cases that Zj may be rank deficient or the computed local coordinates may have large
error components. As pointed out in the introduction, it is important to bound the smallest positive
eigenvalue away from 0 for the computation of the null space (2.9).
3. Eigenvalues of alignment matrix
In this paper, we consider a more general fully overlapped condition defined below. Recall that
Z ∈ RN× with N >  and Zj ∈ Rkj× (for 1 ≤ j ≤ s) are submatrices of Z. Let
I j = {j1, j2, . . . , jkj} (3.1)
be the index set for the rows of Zj , i.e.
Zj = Z(I j,:) = (IN)(I j,:) × Z ∈ Rkj×. (3.2)
Assume throughout this paper that
⋃s
j=1 I j = {1, 2, . . . ,N}.
Definition 3.1. This definition is recursive.
(1) Zi always fully overlaps itself regardless of its rank.
(2) Zi and Zj for i = j are fully overlapped, if one of themhas full column rank andmin{rank(Zi), rank
(Zj)} = rank(Z(I i ⋂ I j,:)).
(3) The collection Z = {Zj, 1 ≤ j ≤ s} for s ≥ 3 is fully overlapped, if it can be partitioned into
two nonempty disjoint subsets Z1 and Z2 each of which is a fully overlapped collection and that
Z
(˜I1,:) and Z(˜I2,:) are fully overlapped, where I˜ i =
⋃
Zj∈Z i I j .
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We now discuss spectral properties of the alignment matrix  for two submatrices Z1 and Z2
in Section 3.1 and spectral properties of the alignment matrix  for two submatrices Y1 and Y2 in
Section 3.2. We then describe how to extend these results to general s submatrices in Section 3.3.
3.1. Case of two submatrices for 
As in [4], we first analyze  as constructed from two submatrices Z1 and Z2, but here we only
assume the more general definition of the fully overlapped condition (Definition 3.1). Most results
follow directly by adapting those of [4] to this more general case; we therefore only present the result
concerning the null space as an illustration.
Let Z1 and Z2 be two fully overlapped submatrices and, without loss of generality, we assume
rank(Z1) =   rank(Z2) = rank(Z(I1⋂ I2,:)) = d1. Furthermore, upon permuting rows of Z , we
may write
Z1 =
( 
m11 Z
(1)
1
m12 Z
(1)
2
)
, Z2 =
( 
m21 Z
(2)
1
m22 Z
(2)
2
)
, (3.3)
where Z
(1)
2 = Z(2)1 is the common rows in Z1 and Z2 andm12 = m21.
We shall always consider the nontrivial case that m12 ≥ 1, m11 ≥ 1, and m22 ≥ 1. We first show
that, using Theorem 3.2 of [4], the original theorem on the null space of extends to ourmore general
definition of the fully overlapped condition (Definition 3.1).
Theorem 3.1. Let Z1 and Z2 be two fully overlapped submatrices of Z. We have null() = span(Z).
Proof. First, applying Theorem 3.1 of [4], we have the following decompositions
Z
(1)
1 = U2 ×
⎛⎝
d1 r2 −d1−r2
r2 M˜1 2 0
m11−r2 M1 0 0
⎞⎠ ×
⎛⎝
d1 −d1
I 0
0 V∗2
⎞⎠ V∗1 , (3.4)
Z
(2)
1 = Z(1)2 = U1 ×
⎛⎝
d1 −d1
d1 1 0
m12−d1 0 0
⎞⎠ V∗1 , (3.5)
Z
(2)
2 = U3 ×
⎛⎝
d1 r3 −d1−r3
r3 M˜2 3 0
m22−r3 M2 0 0
⎞⎠ ×
⎛⎝
d1 −d1
I 0
0 V∗3
⎞⎠ V∗1 , (3.6)
where U1 ∈ R(m12×m12), U2 ∈ R(m11×m11), U3 ∈ R(m22×m22), V1 ∈ R(×), and V2 ∈ R(−d1)×(−d1)
and V3 ∈ R(−d1)×(−d1) are orthogonal matrices,1,2 and3 are diagonal matrices with positive
diagonal entries. In particular
d1 = rank(Z(2)1 ), r2 = rank((Z(1)1 V1)(:,d1+1:)), r3 = rank((Z(2)2 V1)(:,d1+1:)). (3.7)
It follows from the fully overlapped condition that rank(Z(1)2 ) = rank(Z2) and hence r3 = 0. Now,
using Theorem 3.2 of [4], we have dim null() = d1 + r2. Since span(Z) ⊂ null() and rank(Z) =
d1 + r2, we obtain null() = span(Z). 
3.2. Case of two submatrices for 
In the application of dimensionality reduction, we do not have Zj ’s (and Tj ’s). Instead, we construct
Sj ’s (and hence Yj ’s) through singular value decompositions (see Section 2). If Zj has full column rank,
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Yj = ZjHj for some Hj . However, if Zj is rank deficient, say, rank(Zj) = d1 < d, then the corresponding
data points lie on a d1-dimensional branch. When constructing local coordinates for these points, we
can only compute the first d1 coordinates correctly while the remaining coordinates computed are
essentially noise. For example, in a typical situation like this, Zj has the last  − d1 columns zero, but
Yj , as computed from the corresponding data, may have random nonzero vectors in its last  − d1
columns that result from errors, i.e.
Yj =
⎛⎝
d1 −d1
m21 Z
(j)
11 Y
(j)
12
m22 Z
(j)
21 Y
(j)
22
⎞⎠, if Zj =
⎛⎝
d1 −d1
m21 Z
(j)
11 0
m22 Z
(j)
21 0
⎞⎠, (3.8)
where Y
(j)
12 , Y
(j)
22 are error components. Therefore, when Zj is rank deficient, it is no longer reasonable to
assume and indeed we do not have in practice that Yj = ZjRj . What we have is that span(Yj) contains
span(Zj), but it may also contain some other components. We shall therefore assume that
span(Zj) ⊂ span(Yj),
which is equivalent to (3.8) after a column transformation as shown in the lemma below.
For two fully overlapped submatrices Z1 and Z2 in the form (3.3), we note that, with a column
transformation Z1R and Z2R for some nonsingular matrix R, we can write Z1 and Z2 as
Z1 =
⎛⎝
d1 −d1
m11 Z
(1)
11 Z
(1)
12
m12 Z
(1)
21 0
⎞⎠, Z2 =
⎛⎝
d1 −d1
m21 Z
(2)
11 0
m22 Z
(2)
21 0
⎞⎠, (3.9)
where Z
(1)
21 = Z(2)11 and d1 = rank(Z2).
Lemma 3.1. Let Z1 ∈ Rk1× and Z2 ∈ Rk2× be two submatrices of Z in the form (3.9) with rank(Z2) =
d1 ≤ rank(Z1) = l. Let Y1 ∈ Rk1× and Y2 ∈ Rk2× be such that span(Zj) ⊂ span(Yj). Then, there are
some nonsingular matrices H1 and H2 such that
Y1 = Z1H1, Y2 =
⎛⎝
d1 −d1
m21 Z
(2)
11 Y
(2)
12
m22 Z
(2)
21 Y
(2)
22
⎞⎠H2. (3.10)
Proof. Since rank(Z1) = , we have span(Z1) = span(Y1) and then Y1 = Z1H1 for some nonsingular
H1 ∈ R×. For Y2, let Yˆ2 ∈ Rk2×p with p ≤  − d1 be such that the nonzero columns of Z2 and the
columns of Yˆ2 form a basis for span(Y2). Then there is some full row rank matrix Hˆ2 such that
Y2 =
⎛⎝
d1 −d1
m21 Z
(2)
11 Y
(2)
12
m22 Z
(2)
21 Y
(2)
22
⎞⎠Hˆ2 where Yˆ2 =
⎛⎜⎝ Y (2)12
Y
(2)
22
⎞⎟⎠ .
Now, if p =  − d1 the lemma is proved with H2 = Hˆ2. If p <  − d1, we can append  − d1 − p
zero columns to Yˆ2 and correspondingly some rows to Hˆ2 to obtain the equation (3.10) for Y2 with a
nonsingular H2. The lemma is proved. 
We now proceed to calculate span(Yj) and hence j through a sequence of simplifications of Yj
using column transformations. First, the following lemma follows directly from the QR factorization
with column pivoting.
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Lemma 3.2. Let W ∈ Rp×q and rank(W) = r. Then there exist Q ∈ Rp×r with orthonormal columns
and a nonsingular matrix R ∈ Rq×q such that
WR =
[ r n−r
Q , 0
]
. (3.11)
Lemma 3.3. Under the assumptions of Lemma 3.1, there are two nonsingular matrices R1 and R2 such that
Y1R1 = W1 :=
( d˜1 −d˜1
m11 W
(1)
11 W
(1)
12
m12 W
(1)
21 0
)
,
and
Y2R2 = W2 :=
( d˜1 −d˜1
m21 W
(2)
11 W
(2)
12
m22 W
(2)
21 W
(2)
22
)
,
where W
(1)
21 = W(2)11 , W(2)12 =
[ d˜2−d˜1 −d˜2
W˜
(2)
12 , 0
]
with
[
W
(2)
11 , W˜
(2)
12
]
having orthonormal columns, d˜1 =
rank(Z(2)11 ), and d˜2 = rank([Z(2)11 , Y (2)12 ]).
Proof. With Lemma 3.1, we can assume without loss of generality that
Y1 =
( d1 −d1
m11 Z
(1)
11 Z
(1)
12
m12 Z
(1)
21 0
)
, Y2 =
( d1 −d1
m21 Z
(2)
11 Y
(2)
12
m22 Z
(2)
21 Y
(2)
22
)
. (3.12)
From Lemma 3.2, there is a nonsingular matrix R˜1 such that
Z
(2)
11 R˜1 =
[ d˜1 d1−d˜1
W
(2)
11 , 0
]
,
whereW
(2)
11 has orthonormal columns. Furthermore, we also have a nonsingular matrix R2 such that
[
Z
(2)
11 , Y
(2)
12
]
R2 =
[ d˜1 d˜2−d˜1 −d˜2
W
(2)
11 , W˜
(2)
12 , 0
]
,
with [W(2)11 , W˜(2)12 ] having orthonormal columns. Then the lemma follows with
R1 =
( d1 −d1
d1 R˜1 0
−d1 0 I
)
. 
Lemma 3.4. Under the assumptions and notation of Lemma 3.3, let W
(1)
1 =
[
W
(1)
11 , W
(1)
12
]
, W
(1)
2 =[
W
(1)
21 , 0
]
, W
(2)
1 =
[
W
(2)
11 , W
(2)
12
]
andW
(2)
2 =
[
W
(2)
21 , W
(2)
22
]
. Then, we have the following decompo-
sitions
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W
(1)
2 = U1 ×
⎛⎝
d˜1 −d˜1
d˜1 I 0
m12−d˜1 0 0
⎞⎠ (3.13)
W
(2)
1 = U1 ×
⎛⎝
d˜2 −d˜2
d˜2 I 0
m12−d˜2 0 0
⎞⎠ (3.14)
W
(1)
1 = U2 ×
⎛⎝
d˜1 r1 −d˜1−r1
r1 M˜1 1 0
m11−r1 M1 0 0
⎞⎠ ×
⎛⎝
d˜1 −d˜1
I 0
0 V∗2
⎞⎠ (3.15)
W
(2)
2 = U3 ×
⎛⎝
d˜2 r2 −d˜2−r2
r2 M˜2 2 0
m22−r2 M2 0 0
⎞⎠ ×
⎛⎝
d˜2 −d˜2
I 0
0 V∗3
⎞⎠ (3.16)
where U1 ∈ R(m12×m12), U2 ∈ R(m11×m11), U3 ∈ R(m22×m22), V2 ∈ R(−d˜1)×(−d˜1) and V3 ∈
R
(−d˜2)×(−d˜2) are orthogonal matrices, 1 and 2 are diagonal matrices with positive diagonal entries.
In particular,
r1 = rank
(
(W
(1)
1 )(:,˜d1+1:)
)
, r2 = rank
(
(W
(2)
2 )(:,˜d2+1:)
)
. (3.17)
Proof. Let Q be such that U1 :=
[
W
(2)
11 , W˜
(2)
12 , Q
]
∈ Rm21×m21 is a square orthogonal matrix. This
immediately leads to (3.13) and (3.14). Let
W
(1)
12 = U2 ×
( r1 −d˜1−r1
r1 1 0
m11−r1 0 0
)
V∗2 (3.18)
be the SVD of W
(1)
12 . Now noting that U
∗
2W
(1)
1 =
[
U∗2W
(1)
11 , U
∗
2W
(1)
12
]
and using (3.18), we have (3.15)
with M˜1 andM1 being the top r1 rows and the bottomm11 − r1 rows of U∗2W(1)11 , respectively. Similarly
let the SVD of the submatrix consisting of the last  − d˜2 columns ofW(2)2 be
(W
(2)
2 )(:,˜d2+1:) = U3 ×
( r2 −d˜2−r2
r2 2 0
m22−r2 0 0
)
V∗3 (3.19)
This leads to (3.16) with M˜2 and M2 being the top r2 rows and the bottom m22 − r2 rows of U∗3
(W
(2)
2 )(:,1:˜d2), respectively. 
We now calculate the spaces spanned by W1 and W2. Note that span(Yj) = span(Wj) by Lemma
3.3. Below, recall that we use Y
cols⇔ Z to denote span(Y) = span(Z).
First, from Lemma 3.4, (3.5) and the fact that
( d˜1 −d˜1
d˜1 I 0
m12−d˜1 0 0
)
×
( d˜1 −d˜1
I 0
0 V∗2
)
=
( d˜1 −d˜1
d˜1 I 0
m12−d˜1 0 0
)
,
2952 Q. Ye, W. Zhi / Linear Algebra and its Applications 436 (2012) 2944–2962
we have
W
(1)
2 = U1 ×
( d˜1 −d˜1
d˜1 I 0
m12−d˜1 0 0
)
×
( d˜1 −d˜1
I 0
0 V∗2
)
. (3.20)
Then we obtain
⎛⎝U∗2
U∗1
⎞⎠⎛⎝W(1)1
W
(1)
2
⎞⎠ cols⇔
⎛⎜⎜⎜⎜⎜⎝
d˜1 r1
r1 M˜1 1
m11−r1 M1 0
d˜1 I 0
m12−d˜1 0 0
⎞⎟⎟⎟⎟⎟⎠
cols⇔
⎛⎜⎜⎜⎜⎜⎝
d˜1 r1
r1 M˜1 I
m11−r1 M1 0
d˜1 I 0
m12−d˜1 0 0
⎞⎟⎟⎟⎟⎟⎠
cols⇔ F1 :=
⎛⎜⎜⎜⎜⎜⎝
d˜1 r1
r1 0 I
m11−r1 M1 0
d˜1 I 0
m12−d˜1 0 0
⎞⎟⎟⎟⎟⎟⎠
⎛⎝E1
I
⎞⎠ , (3.21)
where
E1 = (I + M∗1M1)−1/2. (3.22)
It is easy to check that
F⊥1 :=
⎛⎜⎜⎜⎜⎝
m11−r1 m12−d˜1
r1 0 0
m11−r1 I 0
d˜1 −M∗1 0
m12−d˜1 0 I
⎞⎟⎟⎟⎟⎠
⎛⎝D1
I
⎞⎠ with D1 = (I + M1M∗1 )−1/2
has orthonormal columnsand spans theorthogonal complementof span(F1). Then
⎛⎝U2
U1
⎞⎠ F⊥1 spans
the orthogonal complement of span(W1).
Similarly, forW2, we have
W
(2)
1 = U1 ×
( d˜2 −d˜2
d˜2 I 0
m12−d˜2 0 0
)
×
( d˜2 −d˜2
I 0
0 V∗3
)
. (3.23)
By (3.16) and (3.23),
⎛⎜⎝U∗1
U∗3
⎞⎟⎠
⎛⎜⎝W(2)1
W
(2)
2
⎞⎟⎠ cols⇔
⎛⎜⎜⎜⎝
d˜2 r2
d˜2 I 0
m12−d˜2 0 0
r2 M˜2 2
m22−r2 M2 0
⎞⎟⎟⎟⎠ cols⇔ F2 :=
⎛⎜⎜⎜⎝
d˜2 r2
d˜2 I 0
m12−d˜2 0 0
r2 0 I
m22−r2 M2 0
⎞⎟⎟⎟⎠
⎛⎝E2
I
⎞⎠ , (3.24)
where
E2 = (I + M∗2M2)−1/2. (3.25)
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Let
F⊥2 :=
⎛⎜⎜⎜⎜⎜⎝
m22−r2 m12−d˜2
d˜2 −M∗2 0
m12−d˜2 0 I
r2 0 0
m22−r2 I 0
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎝D2
I
⎞⎟⎠ with D2 = (1 + M2M∗2 )−1/2.
Then, F⊥2 has orthonormal columns and spans the orthogonal complement of span(F2). It follows that⎛⎝U1
U3
⎞⎠ F⊥1 spans the orthogonal complement of span(W2). Let
G1 =
(
m11+m12 F⊥1
m22 0
)
, G2 =
⎛⎝m11 0
m12+m22 F⊥2
⎞⎠,
and let
G = (G1 G2) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m11−r1+d˜2−d˜1 m12−d˜2 m22−r2 m12−d˜2
r1 0 0 0 0
m11−r1 D 0 0 0
d˜2 M 0 −M∗2D2 0
m12−d˜2 0 I 0 I
r2 0 0 0 0
m22−r2 0 0 D2 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
D =
(m11−r1 d˜2−d˜1
m11−r1 D1 0
)
and
M =
( m11−r1 d˜2−d˜1
d˜1 −M∗1D1 0
d˜2−d˜1 0 I
)
.
Set
Q :=
⎛⎜⎜⎝
m11 m12 m22
m11 U2
m12 U1
m22 U3
⎞⎟⎟⎠. (3.26)
Then Q is an orthogonal matrix and it can be checked QGiG
∗
i Q
∗ = i. Let
˜ := Q∗Q = Q∗1Q + Q∗2Q = G1G∗1 + G2G∗2 = GG∗. (3.27)
Then the null space of ˜ is the same as the null space of G∗, which is the same as the orthogonal
complement of the column space of G.
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We construct the orthogonal complement of span(G). Let
G3 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r1 d˜1 r2
r1 I 0 0
m11−r1 0 M1 0
d˜1 0 I 0
m12−d˜1 0 0 0
r2 0 0 I
m22−r2 0 (M2)(:,1:˜d1) 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that inG, the4thblock column is the sameas the2ndone, and thefirst 3block columnsare linearly
independent. Therefore rank(G) = m11 +m12 +m22 − (r1 + r2 + d˜1)which implies dim null(G∗) =
r1 + r2 + d˜1. Evidently, rank(G3) = r1 + r2 + d˜1. Therefore null(˜) = null(G∗) = span(G3) because
G∗G3 = 0. We have proved the first two parts of the following theorem on the null space of  .
Theorem 3.2. Under the assumptions of Lemma 3.1, let all symbols keep their assignments so far in this
section. Then
(1) dim null() = dim null(˜) = r1 + r2 + d˜1;
(2) null(˜) is the column space of G3 and null() = Q null(˜);
(3) null() = span(Z) if and only if rank(Y (2)1 ) = rank(Y2) where
Y2 =
⎛⎝

m21 Y
(2)
1
m22 Y
(2)
2
⎞⎠. (3.28)
Proof. We only need to prove part 3. If rank(Y (2)1 ) = rank(Y2), then rank(W(2)1 ) = rank(W2) = d˜2.
Combining this with Lemma 3.4, we have r2 = 0, which implies dim null() = r1 + d˜1 by part 1.
Since Y1 has full column rank, r1 + d˜1 = . Now dim span(Z) =  and span(Z) ⊂ null() imply
null() = span(Z). On the other hand, suppose rank(Y (2)1 ) < rank(Y2). It implies r2 > 0. Then we
have dim null() = d˜1 + r1 + r2 > d˜1 + r1. Thus null() = span(Z). 
Note that Part 3 (the if part) has been shown in [11] directly. Next, we discuss the eigenvalues of
or GG∗ (see (3.26)), which has the same nonzero eigenvalues as G∗G.We note that
G∗G =
⎛⎜⎜⎜⎜⎝
m11−r1+d˜2−d˜1 m12−d˜2 m22−r2 m12−d˜2
m11−r1+d˜2−d˜1 I 0 −MM∗2D2 0
m12−d˜2 0 I 0 I
m22−r2 −D2M2M∗ 0 I 0
m12−d˜2 0 I 0 I
⎞⎟⎟⎟⎟⎠
is permutationally similar to a direct sum of⎛⎝I I
I I
⎞⎠ and
⎛⎝ I −MM∗2D2
−D2M2M∗ I
⎞⎠ .
The former matrix has positive eigenvalue 2 with multiplicity m12 − d˜2; the latter matrix has eigen-
values 1 ± σj for ≤ j ≤ k, where σ1, . . . , σk are the nonzero singular values of D2M2M∗, and the
remaining eigenvalues equal to 1. Thus we have proved the following main theorem of this paper.
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Theorem 3.3. Under the assumptions of Lemma 3.1, let all symbols keep their assignments so far in this
section. Let the nonzero singular values of D2M2M
∗ be σ1, σ2, . . . , σk. Then the eigenvalues of  are
1 ± σj for 1 ≤ j ≤ k
2 with multiplicity m12 − d˜2
1 with multiplicity m11 + m22 − r1 − r2 + d˜2 − d˜1 − 2k
0 with multiplicity r1 + d˜1 + r2
Using this theorem, we can bound the smallest positive eigenvalue of as follows. For the singular
value σj of D2M2M
∗, we have
σj ≤ ‖D2M2M∗‖2
≤ ‖D2M2‖2 ‖M‖2,
≤ ‖M2‖2√
1 + ‖M2‖22
. (3.29)
By Lemma 3.3, Y
(2)
i R2 = W(2)i . If we make additional assumption that rank(Y (2)1 ) = rank(Y2) = ,
then d˜2 =  andW(2)1 has orthonormal columns. Then (Y (2)1 )† = R2(W(2)1 )T . It follows from (3.14) and
(3.16) with r2 = 0 that
Y
(2)
2 (Y
(2)
1 )
† = W(2)2 (W(2)1 )† = U3M2U∗1 .
It follows that
σj ≤ ‖Y
(2)
2 (Y
(2)
1 )
†‖2√
1 + ‖Y (2)2 (Y (2)1 )†‖22
.
We have proved the following corollary that bounds the smallest positive eigenvalue in terms of
‖Y (2)2 (Y (2)1 )†‖2.
Corollary 3.1. Under the assumptions of Lemma 3.1, let all symbols keep their assignments so far in this
section. Assume that rank(Y (2)1 ) = rank(Y2) = . Then the positive eigenvalues of  is no smaller than
1 − τ where
τ
def= ‖Y
(2)
2 (Y
(2)
1 )
†‖2√
1 + ‖Y (2)2 (Y (2)1 )†‖22
. (3.30)
Its largest eigenvalue is no greater than 1 + τ if m12 = d˜2 and it is 2 if m12 > d˜2. In particular,
λ+min() P⊥Z    λmax() P⊥Z ,
where λ+min() is the smallest positive eigenvalue of  , and λmax() is the largest eigenvalue of  .
Let t = 1/‖Y (2)2 (Y (2)1 )†‖2 ≤ σmin(Y (2)1 )/σmax(Y (2)2 ). Then t is a measure of “amount" of overlap.
We can write (3.30) as
λ+min() ≥ 1 −
1√
1 + t2 ≥
t2
2(1 + t2) .
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The lower bound implies that if Y
(2)
1 has full column rank but with nearly linearly dependent
columns, σmin(Y
(2)
1 ) is small and the smallest positive eigenvalue λ
+
min() may be nearly zero. In
particular, λ+min()may be of order t2.
3.3. Case of s submatrices
We now generalize the result of Section 3.2 to the case of s submatrices Z = {Zj, 1 ≤ j ≤ s}where
Zj = Z(I j,:) ∈ Rkj× is a submatrix of Z; see (3.2). Assume thatZ = {Zj, 1 ≤ j ≤ s} is a fully overlapped
collection.
From Definition 3.1, through the recursive process, for each Zj , there is a subset Z j ⊂ Z such that Zj
and Z
(˜I j,:) are fully overlapped where
I˜ j =
⋃
Zi∈Z j
I i. (3.31)
We also consider smatrices {Yj, 1 ≤ j ≤ s} with Yj ∈ Rkj× such that span(Zj) ⊂ span(Yj) for all
j. Note that the index set for the rows of Yj that correspond to the common rows of Zj and Z(˜I j,:) is
K j = {k : jk ∈ I j ∩ I˜ j}, (3.32)
where I j = {j1, j2, . . . , jkj}, see (3.1).
Theorem 3.4. Assume that {Zj, 1 ≤ j ≤ s} is a fully overlapped collection and {Yj, 1 ≤ j ≤ s} is a
collection of matrices such that span(Zj) ⊂ span(Yj) for all j. For each Zj that is rank deficient, let I˜ j be
defined as in (3.31) and assume that rank(Yj(K j,:)) = rank(Yj). Then we have null() = null() =
span(Z).
Proof. First null() = span(Z) is proved by virtually the same proof as the one for Theorem 2.3
of [10] by using Theorem 3.1 for the more general fully overlapped condition. We omit the details.
null() = span(Z) is also proved similarly by an induction in s as follows.
The case s = 2 has already been proved in Theorem 3.2. So suppose the theorem is true for any
collection with at most s − 1 submatrices. We now prove the theorem is true for a fully overlapped
collection Z = {Zj, 1  j  s}with s ≥ 3. From Definition 3.1, we can partition Z into two nonempty
disjoint subsets, say, Ẑ1 = {Zj, i = 1, . . . , p} and Ẑ2 = {Zj, j = p + 1, . . . , s}, such that both Ẑ1 and
Ẑ2 are fully overlapped and {Z(Iˆ1,:), Z(Iˆ2,:)} are fully overlapped, where
Iˆ i =
⋃
Zj∈Ẑ i
I j. (3.33)
Let Zˆi = Z(Iˆ i,:).
We first consider the case that 2  p  s− 2. Then Ẑ1 and Ẑ2 each has less than s− 1 submatrices
and has more than 1 submatrix. Let ˆ1 and ˆ2 be the alignment matrices for {Yj, j = 1, . . . , p} and{Yj, j = p + 1, . . . , s}, respectively. Then we have
null(ˆ1) = span(Zˆ1), null(ˆ2) = span(Zˆ2),
by the induction assumption. For the collection {Zˆ1, Zˆ2}, let P⊥
Zˆi
, ˆi and ˆ be the matrices defined
according to (1.1). Then ˆi =
[
(IN)(Iˆ i,:)
]T × P⊥
Zˆi
× (IN)(Iˆ i,:) and ˆ =
∑2
i=1 ˆi. Since {Zˆ1, Zˆ2} being
fully overlapped, we obtain
null(ˆ) = null(ˆ1)
⋂
null(ˆ2) = span(Z),
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by Theorem 3.1. Now  = ∑sj=1 j is the alignment matrix for {Yj, j = 1, . . . , s} with j defined
according to (2.8). We notice that
p∑
j=1
j =
[
(IN)(Iˆ1,:)
]T × ˆ1 × (IN)(Iˆ1,:)
and
s∑
j=p+1
j =
[
(IN)(Iˆ2,:)
]T × ˆ2 × (IN)(Iˆ2,:).
Noting that null(ˆi) = span(Zˆi) and null(P⊥
Zˆi
) = span(Zˆi), we see
null
([
(IN)(Iˆ i,:)
]T × ˆi × (IN)(Iˆ i,:)
)
= null
([
(IN)(Iˆ i,:)
]T × P⊥
Zˆi
× (IN)(Iˆ i,:)
)
= null(ˆi).
(3.34)
Then we have
null() = null(1 + · · · + p)
⋂
null(p+1 + · · · + s)
= null
([
(IN)(Iˆ1,:)
]T × ˆ1 × (IN)(Iˆ1,:)
)⋂
null
([
(IN)(Iˆ2,:)
]T × ˆ2 × (IN)(Iˆ2,:)
)
= null(ˆ1)
⋂
null(ˆ2)
= span(Z).
The theorem is proved in this case.
We now consider the case that p = 1 or p = s − 1. Then one of {Zj, j = 1, . . . , p} and {Zj, j =
p+1, . . . , s} has only one submatrix.Without loss of generality, we assume p = 1, and let Z˜2 = Z(˜I2,:)
where
I˜2 =
s⋃
j=2
I j. (3.35)
Then, {Z1, Z˜2} is fully overlapped. Since Z˜2 contains at least two submatrices that are fully overlapped
and one of which is of full column rank, then Z˜2 has full column rank. Let ̂2 be the alignmentmatrices
for {Yj, j = 2, . . . , s}. We have null(̂2) = span(˜Z2) by the induction assumption. Furthermore,
s∑
j=2
j =
[
(IN)(Iˆ2,:)
]T × ̂2 × (IN)(Iˆ2,:).
Thus
null() = null(1)
⋂
null(2 + · · · + s)
= null(1)
⋂
null
([
(IN)(˜I2,:)
]T × ̂2 × (IN)(˜I2,:)
)
= null(1)
⋂
null
([
(IN)(˜I2,:)
]T × P⊥˜
Z2
× (IN)(˜I2,:)
)
. (3.36)
For the collection {Z1, Z˜2}, {Y1, Y˜2} with Y˜2 = Z˜2 satisfies the assumption of Theorem 3.2. Let ˜2 =[
(IN)(˜I2,:)
]T × P⊥˜
Y2
× (IN)(˜I2,:). Them, by Theorem 3.2, we have null(1 + ˜2) = span(Z). Thus, it
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follows from (3.36) null() = null(1)⋂ null(˜2) = span(Z). The theorem is proved in this case
too. 
Corollary 3.2. Under the assumption of Theorem 3.4, we have
λ+min() P⊥Z    λmax() P⊥Z ,
where λ+min() is the smallest positive eigenvalue of  , and λmax() is the largest eigenvalue of  .
Under the assumption of Theorem 3.4, we now show how to construct a lower bound for λ+min()
recursively for the case s > 2. As in the proof of Theorem 3.4, Z can be partitioned into two nonempty
disjoint subsets Z1 and Z2 such that
Z˜1 = Z(˜I1,:) and Z˜2 = Z(˜I2,:) (3.37)
are fully overlapped, where Z i = {Zi1 , Zi2 , . . . , Ziki }. Let Y i = {Yi1 , Yi2 , . . . , Yiki } and let ˜i be the
alignment matrix for Y i as defined in (2.8). The alignment matrix  for {Yj, 1 ≤ j ≤ s} is
 =
[
(IN)(˜I1,:)
]T × ˜1 × (IN)(˜I1,:) + [(IN)(˜I2,:)]T × ˜2 × (IN)(˜I2,:). (3.38)
Since Z is fully overlapped, we have either one of Z1 and Z2 contains only one submatrix which is
rank deficient, say Z1 = {Zj} for some j, or both Z˜1 and Z˜2 have full column ranks. In the former case,
using (3.38), we have
λ+min(˜2)
{[
(IN)(˜I1,:)
]T × P⊥Yj × (IN)(˜I1,:) + [(IN)(˜I2,:)]T × P⊥˜Z2 × (IN)(˜I2,:)
}
 . (3.39)
In the latter case, we have
min
i=1,2{λ
+
min(˜i)}
{[
(IN)(˜I1,:)
]T × P⊥˜
Z1
× (IN)(˜I1,:) +
[
(IN)(˜I2,:)
]T × P⊥˜
Z2
× (IN)(˜I2,:)
}
 .
(3.40)
Define
τ (˜Z1, Z˜2)
def=
⎧⎪⎨⎪⎩
1√
1+t2 , if Z1 or Z2 is {Zj} and rank(Zj) < ;
1√
1+t21
1√
1+t22
, if rank(˜Z1) = rank(˜Z2) = ; (3.41)
where t =
∥∥∥∥Yj(J j,:) Yj†(K j,:)
∥∥∥∥−1
2
, ti =
∥∥∥∥Z(Li,:) Z†(˜I1⋂ I˜2,:)
∥∥∥∥−1
2
, J j is the complement set of K j (see (3.32)) in
{1, 2, . . . , kj}, and Li is the complement set of I˜1⋂ I˜2 in I˜ i . Here we note that in the first case that Z1
or Z2 is {Zj},α(Z1, Z2) is defined implicitly from Z1 and Z2 through Yj that corresponds to Zj . Bounding
(3.39) using Corollary 3.1 and bounding (3.40) using Theorem 3.6 of [4], we have
min{λ+min(˜1), λ+min(˜2)}
[
1 − τ (˜Z1, Z˜2)] P⊥Z  ,
where we note that λ+min(P⊥Yj ) = 1. Then we can construct the lower bound for λ+min() recursively
by the method similar to [4]. We calculate α(Z) that satisfies α(Z)P⊥Z   by the following three
equations recursively:
α({Zi}) = 1, (3.42)
α({Zi, Zj}) = 1 − τ(Zi, Zj), (3.43)
α(Z) = [1 − τ (˜Z1, Z˜2)] min{α(Z1), α(Z2)}. (3.44)
The smallest positive eigenvalue λ+min() is then no smaller than α(Z).
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Theorem 3.5. Under the assumption of Theorem 3.4, let α(Z) be computed recursively by (3.42)–(3.44).
Then α(Z)P⊥Z   , where alignment matrix  is defined by (2.8).
We illustrate the recursive computation of the bound with an example.
Example 3.1. Consider a fully overlapped set {Z1, Z2, Z3}. Suppose Z3 and Z˜2 def= Z(I1⋃ I2,:) are fully
overlapped. Then write Z1 = {Z3} and Z2 = {Z1, Z2}. Let I˜2 def= I1⋃ I2. rank(Z3) < rank(Z1) =
rank(Z2). We have a lower bound for λ+min() by Corollary 3.1.[
1 − τ(Z3, Z˜2)] P⊥Z  (IN)T(I3,:) × P⊥Y3 × (IN)(I3,:) + (IN)T(˜I2,:) × P⊥˜Z2 × (IN)(˜I2,:),
and
[1 − τ(Z1, Z2)] (IN)T(˜I2,:) × P
⊥˜
Z2
× (IN)(˜I2,:) 
2∑
j=1
(IN)
T
(I j,:) × P⊥Yj × (IN)(I j,:).
Put the two inequalities together to get α(Z)P⊥Z   with
α(Z) = [1 − τ(Z3, Z˜2)] [1 − τ(Z1, Z2)] . (3.45)
4. Numerical examples
In this section, we present two numerical examples to illustrate the lower bound of the smallest
positive eigenvalueλ+min(). In particular,we study thedependenceof the smallest positive eigenvalue
on the number of overlapped rows and the “amount" of overlap t.
Consider the following matrix
Z =
⎛⎜⎜⎜⎝
1 1 1 1 1 1 1 1
1 2 3 4 5 6 · · · N
a b c d e 0 · · · 0
⎞⎟⎟⎟⎠
T
∈ RN×3 (4.46)
where a, b, c, d, e are distinct random numbers.
Example 4.1. Let Z1 = Z(1:N−5,:) be the matrix consisting of the first N − 5 rows of Z and Z2 = Z(j:N,:)
be the matrix consisting of the last N − j + 1 rows of Z (for some j with 6 ≤ j ≤ N). Then we have
rank(Z1) = 3 and rank(Z2) = 2. Z1 and Z2 have no overlap if j > N−5. Z1 and Z2 are fully overlapped
if j < N − 6.
Let Y1 = Z1 and let Y2 be the matrix such that its first two columns of Y2 are the same as Z2 (i.e.
Y2(:,1:2) = Z2(:,1:2)) and its third column Y2(:,3) is random numbers uniformly distributed between 0
and 1. Noticing that Z1(j:N−5,:) = Z2(1:N−j−4) is the common part of Z1 and Z2, from (3.30), our bound
(3.43) on the smallest positive eigenvalue of  as constructed from Y1 and Y2 is
λ+min() ≥ 1 −
1√
1 + t2
where t = 1/‖Y2(N−j−3:N−j+1,:)(Y2(1:N−j−4,:))†‖2.Wecompare this boundwith the computed fourth
smallest eigenvalue of  for varying values of j, which changes the number of rows in the overlap or
the amount of overlap t. For all of our test cases, the first three computed eigenvalues are less than
10−13, confirming that the null space of  is of dimension 3.
In Fig. 1, we present the results for two tests (two sets of different Z and Y2) with N = 30, one on
the left and the other on the right. Here, we plot λ+min() and its lower bound 1 − 1√1+t2 against the
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Fig. 1. λ+min() (∗-line) and its bound (solid line) vs. number of rows overlapped.
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Fig. 2. λ+min() (solid line) vs. amount of overlap t.
number of overlapped rows in the overlap. To investigate the dependence of λ+min() on the amount
of overlap t, we also plot λ+min() against t for the same problems in Fig. 2.
We observe that our lower bound on λ+min() is indeed correct. The figures also clearly show that
the bound aswell as the smallest positive eigenvalue increases as the overlap increases. Although it is a
bit pessimistic, it tracks the changing behavior of the eigenvalue very well, namely the point at which
the eigenvalue increases significantly (Fig. 1). Furthermore, Fig. 2 also demonstrates near quadratic
dependence on the amount of overlap t.
Example 4.2. Weconsider an examplewith s = 3. Let Z1 = Z(1:5,:) be thematrix consisting of the first
5 rows of Z , Z2 = Z(3:N−5,:) be the matrix consisting of the 3rd to the (N − 5)th rows and Z3 = Z(j:N,:)
be the matrix consisting of the last N − j + 1 rows of Z (for some j with 6 ≤ j ≤ N), where Z is given
in (4.46). Then we have {Zj, 1 ≤ j ≤ 3} is a fully overlapped collection if j < N − 6. We consider the
case that Y1 = Z1, Y2 = Z2 and Y3 is the matrix such that its first two columns are the same as Z3 (i.e.
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Y3(:,1:2) = Z3(:,1:2)) and its third column Y3(:,3) is random numbers uniformly distributed between 0
and 1, as in Example 3.1.
To determine a lower bound, we use Z1 = {Z3} and Z2 = {Z1, Z2}. Z3 and Z˜2 def= Z(I1⋃ I2,:) are fully
overlapped. We can find the lower bound for the smallest positive eigenvalue of by (3.45). Noticing
that Z1(3:5,:) = Z2(1:3,:) is the common part of Z1 and Z2, from (3.41), our bound (3.43) as constructed
from Y1 and Y2 is
1 − τ(Z1, Z2) = 1 − 1√
1 + t21
1√
1 + t22
,
where t1 = 1/‖Y1(1:2,:)(Y1(3:5,:))†‖2 and t2 = 1/‖Y2(4:N−7,:)(Y2(1:3,:))†‖2.
From Z2(j−2:N−7,:) = Z3(1:N−j−4) being the common part of Z˜2 and Z3 and (3.45), our bound (3.44) on
the smallest positive eigenvalue of  as constructed from {Yj, 1  j  3} is
λ+min() ≥
(
1 − 1√
1 + t2
)⎛⎝1 − 1√
1 + t21
1√
1 + t22
⎞⎠ , (4.47)
where t = 1/‖Y3(N−j−3:N−j+1,:)(Y3(1:N−j−4,:))†‖2.Wecompare this boundwith the computed fourth
smallest eigenvalue of  for varying values of j, which changes the number of rows in the overlap or
the amount of overlap t. For all of our test cases, the first three computed eigenvalues are less than
10−13, confirming that the null space of  is of dimension 3.
In Fig. 3, we present the results for two tests (two sets of different Z and Y3) with N = 30, one
on the left and the other on the right. Here, we plot λ+min() and its lower bound (4.47) against the
number of overlapped rows in the overlap.
We observe that our lower bound on λ+min() is indeed correct. The figures also clearly show that
the bound as well as the smallest positive eigenvalue increases as the overlap increases. The bound is,
however, much more pessimistic now. Nevertheless, it tracks the changing behavior of the eigenvalue
very well.
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Fig. 3. λ+min() (∗-line) and its bound (solid line) vs. number of rows overlapped.
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5. Concluding remarks
We have presented some characterizations of eigenvalues of the alignment matrix  , from which
we have derived the null space and a lower bound of the smallest positive eigenvalue. The bound
suggests a quadratic dependence of the smallest positive eigenvalue on the amount of overlap,which is
confirmed inournumerical tests.Our resultsdemonstrate the robustnessofusing thealignmentmatrix
for reconstructingglobal coordinates, in the sense thatmost spectralpropertiesof thealignmentmatrix
are preserved even when the local coordinates are computed with large errors in certain components.
This together with earlier analysis on the null space provides a solid theoretical basis for the LTSA
method.
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