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ABSTRACT 
In this paper, the use of a signal to noise ratio (SNR) is proposed for the quantification of the goodness of some selected 
processing techniques of thermographic images, such as differentiated absolute contrast, skewness and kurtosis based 
algorithms, pulsed phase transform, principal component analysis and thermographic signal reconstruction. A new hy- 
brid technique is also applied (PhAC—Phase absolute contrast), it combines three different processing techniques: 
phase absolute contrast, pulsed phase thermography and thermographic signal reconstruction. The quality of the results 
is established on the basis of the values of the parameter SNR, assessed for the present defects in the analyzed specimen, 
which enabled to quantify and compare their identification and the quality of the results of the employed technique. 
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1. Introduction 
Non-destructive testing (NDT) of materials using infra- 
red thermography enable to quickly and reliably analyze 
them, regardless of size or shape, without permanently 
altering their physical, chemical or mechanical properties. 
Non-destructive testing using active infrared thermogra- 
phy provides information on material, structure, physical 
and mechanical properties and discontinuities and defects 
present on the analyzed specimen [1]. This information is 
obtained from analyzing the resulting thermograms; this 
analysis has three phases: pre-processing, processing and 
analysis of results [2,3]. The selection of the processing 
techniques that will be used depends on the objectives 
and needs of the study. This paper is focused on the auto- 
mation of the comparative study of the techniques proc- 
essing thermographic sequences obtained in non-destruc- 
tive testing using active infrared thermography. This au- 
tomation process is based on the quantification of good- 
ness through the signal to noise ratio (SNR) of some of 
the main processing techniques (DAC, PPT, PCT, TSR, 
PhAC, Skewness and Kurtosis) employed in thermal se- 
quence analysis [4-6]. 
2. Processing Techniques 
There is a large number of image processing techniques 
in NDT using active infrared thermography; their appli-  
cation depends on the characteristics and objectives of 
the study. Most of the algorithms of the different proc- 
essing techniques have been created for pulsed active 
thermography testing since it is the most employed tech- 
nique. However, adapting and modifying the algorithms, 
they can be applied to the other existing techniques. 
These techniques can be mainly classified in three groups: 
techniques using thermal contrast [6], techniques based 
on transforms [3] and techniques using statistical meth- 
ods [7,8]. Some of the main techniques of these groups 
will be explained below. 
2.1. Thermal Contrast 
Differential Absolute Contrast (DAC) 
Processing technique using differential absolute contrast 
(DAC) was developed as a solution for the limitation of 
the absolute thermal contrast technique, which is defined 
by the difference between the temperatures of a defective 
area Td and a soundarea Tsa [9], where the obtained re- 
sults depend on the need to prior locate a soundarea. 
Processing technique using differential absolute contrast 
is based on the one-dimensional solution of Fourier’s 
diffusion equation for a pulsed thermal wave (Dirac delta 
function). The application of this processing technique 
enables to model the time evolution profiles of the speci- 
men surface temperature, obtaining the values of the 
thermal energy transferred in each point of the surface  
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and reducing the effects of the non-uniform heating on 
the surface. The limitation in the selection process of t’ is 
removed with the automation method designed for this 
technique (IDAC) [3].  
2.2. Transforms 
2.2.1. Pulsed Phase Thermography (PPT) 
Pulsed phase thermography is a processing technique for 
image sequences captured by active infrared thermogra- 
phy that enables to change from time domain to fre- 
quency domain [10] the signal of the thermal response of 
the sequence, that is one-dimensionally defined, on the 
base of discrete Fourier transform (DFT), Analyzing the 
time evolution of the image sequence using PPT, one-di- 
mensional Fourier transform is applied to each pixel of 
the image sequence, obtaining two new image sequences: 
amplitude and phase. Image sequences of amplitude and 
phase are symmetrical about the frequency f = 0 Hz, 
making redundant the half of the resulting data, which 
enables to reduce the calculation time necessary for pro- 
cessing. Among the sequences resulting from applying 
PPT, the phase sequence or phasegram should be high- 
lighted since this component is the less affected one by 
the effects of signal degradation [11] and enables to es- 
timate the depth of the defects existing in the specimen. 
The calculation of the defect depth is given by the blind 
frequency, where, on the base of the phase contrast defi- 
nition, the defect phase and the soundarea curves cross. 
2.2.2. Principal Component Thermography 
Processing technique for thermal image sequences using 
principal component thermography (PCT) is based on re- 
ducing the information from the singular value decom- 
position to compactly extract spatial and temporal infor- 
mation of the image sequence using orthogonal empirical 
functions or EOF [12]. Before applying decomposition, 
the 3D-matrix of the image sequence is transformed in a 
2D matrix. Each sequence image is transformed from 3D 
to 2D. The columns contain the temporal dimension and 
the rows contain the spatial dimension, so the complete 
sequence will be a 3D-matrix (Nx × Ny × Nt with Nt = 
total number of images). In the matrix A decomposition, 
U columns represent the empirical orthogonal functions 
(EOF) describing the spatial variations, and VT columns 
represent the main components of the temporal varia- 
tions. 
2.3. Statistical Techniques 
2.3.1. Signal Reconstruction 
Processing techniques based on statistical methods in- 
clude signal reconstruction from polynomials or TSR, 
used especially in noise filtering and data reduction [2]. 
This technique has its origin in the Fourier’s one-dimen-  
sional heat-transfer equation on a semi-infinite surface 
that has been previously subject to thermal excitation 
(Dirac delta) [3]. This equation models the evolution of 
the surface temperature of a non-defective pixel in its 
logarithmic scale in line with slope 1 2 . The thermal 
evolution of a pixel can be modeled using a polynomial 
of degree N, as follows: 
       2 N0 1 2 NLn t a a Ln t a Ln t a Ln t       (1) 
So, image sequence information is reduced to the num- 
ber of the coefficient of regression of the polynomial 
used in the reconstruction. 
2.3.2. Skewness 
The processing technique using skewness enables to 
summarize the whole sequence in one image (skewgram), 
containing the third central moment values or skewness 
of the thermal evolution of each pixel [7]. So the good- 
ness of the data adjustment is determined in reference to 
a specific type of distribution, highlighting the presence 
of possible defects and inhomogeneities of the specimen. 
2.3.3. Kurtosis 
As the previous technique, the Kurtosis-based processing 
technique enables to gather in one image (kurtogram) the 
image sequence information containing the values of the 
forth statistical moment (kurtosis) of the thermal evolu- 
tion of all the pixels of each image of the original se- 
quence [8].  
The fourth statistical moment is defined as the meas- 
urement that reflects the degree in which distribution 
reaches a peak, providing information on the height of 
the distribution related to the value of its standard devia- 
tion. According to the derivative of a standard distribu- 
tion, kurtosis (K) value is classified in: mesokurtic (stan- 
dard distribution with K = 0), leptokurtic (high degree of 
peakedness, K > 0) and platykurtic (low degree of peak- 
edness, K < 0) [5]. Applying this processing technique, it 
is possible to estimate kurtosis values for each pixel, cre- 
ating a kurtogram with the information of the location of 
eventual surface defects and their thermal diffusivity. 
2.4. Hybrid Technique 
Phase Absolute Contrast (PhAC) 
The hybrid processing technique using Phase absolute 
contrast (PhAC) combines three different processing tech- 
niques: phase absolute contrast, pulsed phase thermo- 
graphy and thermographic signal reconstruction. Phase 
absolute contrast calculation comes from the phase se- 
quence obtained from PPT; a filtering by TSR has been 
previously applied to this sequence to reduce the signal 
noise (a polynomial of degree 5 was employed in this 
case). Due to the symmetry with respect to the frequency 
f = 0 Hz that the phase sequence presents, the half of the 
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data are subtracted, which simplifies the further process- 
ing, where the differential absolute contrast is applied to 
the resulting sequence using as reference the thermogram 
previous to the appearance of the first defect. Figure 1 
shows the differences in the evolution of the thermal re- 
sponse when applying these techniques to a synthetic se- 
quence modeled with the software ThermoCalc® with 6 
defects (air) at the same depth (see Figure 2). As seen in 
Figure 1, the results obtained with PhAC enable to in- 
crease the level of contrast between a defective area and 
a soundarea, which allows a better identification and ana- 
lysis of the existing defects of the specimen (see Figure 
2). 
3. Analysis and Results 
3.1. Signal to Noise Ratio 
Signal to noise ratio analysis applied to each processing 
technique mentioned above enables to determine which 






Figure 1. Evolution of the thermal response for phase (a) 





Figure 2. Thermograms resulting from phase (a) and PhAC 
(b) calculation. 
 
tion. SNR describes the contrast between a defective area 
and its neighbourhood, establishing a dynamic range 
measured in decibels (dB). For this purpose, two areas 
for each defect are selected: an area in the defect that will 
be considered as “signal” (sarea) and an area around the 
defect defined as “noise” (narea) (see Figure 3). The 
calculation of the SNR value comes from: 









where σ is the standard deviation of the noise and 
Sareamean and Nareamean are the average values of each 
area, respectively [13]. 
The automatic quantification method, which is based 
on signal to noise ratio analysis applied to the processing 
techniques of the images mentioned of the previous sec-  
tions, is independent of how the defect appears in the 
material. The defect can appear colder or hotter than its 
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neighbourhood, but it does not affect to the result due to 
the absolute value calculation. 
3.2. Results 
The quantification analysis using signal to noise ratio 
was applied to the results obtained when using the se- 
lected image processing techniques (DAC, PPT, PCT, 
TSR, PhAC, Skewness and Kurtosis) in four specimens 
(see Figures 4 and 5). The three CFRP (carbon fiber) and 
the PLEXI014 (plexiglas) specimens were tested in re- 
flection through pulsed thermography using two high 
power flashes (6.4 kJ) during 5 ms. The process of heat 
transfer on material was captured by an IR camera (3 - 5 
µm) at frequency of 157 Hz. Figure 4 shows the geome- 
try of flat specimens and Figure 5 shows the geometry of 
curve (a) and trapezoidal (b) specimens and the distribu- 
tion of the defects in each of them.  
For the image sequences with more than a thermogram, 
the thermogram with the higher number of identified 
defects and providing as much information as possible 
regarding the composition of the plate was selected. The 
thermograms selected for the specimen CFRP006 are: the 
thermogram obtained at 1s when applying DAC, the ones 
obtained by Kurtosis and Skewness, the EOF3 through 
PCT, the thermogram obtained at the frequency of f = 53 
Hz when applying the PhAC, at 0.1 Hz to the amplitude 
sequence and at 0.3 Hz to the phase sequence, and the 
thermogram formed by the coefficients of the fifth order 
derivative obtained from TSR with a polynomial of de- 
gree 5. The thermograms selected for the specimen 
CFRP007: DAC (thermogram at 1.4 s), PCT (EOF3), 
PhAC (at f = 63 Hz), PPT in amplitude (at f = 0.1 Hz) 
and phase (at f = 0.1 Hz) and TSR (fifth order derivative). 
The thermograms selected for the specimen CFRP008 
are: DAC (thermogram at 0.7 s), PCT (EOF3), PhAC (at 
f = 42 Hz), PPT in amplitude (at f = 0.1 Hz) and phase 
(at f = 0.1 Hz) and TSR (fifth order derivative). The 
thermograms selected for the specimen PLEXI014 are: 
 
 





Figure 4. Squematic representation and defects location for 
flat specimens CFRP006 (a) and PLEXI014 (b). 
 
DAC (thermogram at 1.3 s), PCT (EOF3), PhAC (at f = 
43 Hz), PPT in amplitude (at f = 0.1 Hz) and phase (at f 
= 0.1 Hz) and TSR (forth order derivative). Figure 6 
shows the areas selected for the quantification calculation 
using signal to noise ratio. In both types of specimens 
(CFRP and PLEXI014), xy configurations were em- 
ployed for the defects and XY configurations (Figure 
6(c)).were used for the noise; the dimensions of the areas 
depended on the dimensions of the defects in each case. 
The defects are listed from left to right. Table 1 shows 
the SNR values resulting from applying the processing 
techniques, and the selected defects in each specimen. As 
can be noted, SNR values enable to quantify the defect 
identification when applying the processing techniques to 
each specimen, which also depends on their configura- 
tion since the defects with less depth from the material 
surface and the bigger defects can be more easily identi- 
fied. So, in the case of CFRP specimens, where the ana- 
lyzed defects are at the same depth but have different 
dimensions, the values of SNR parameter depend on the 
imension and vary from ND (in the case of unidentified  d    
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(a)                                            (b) 
Figure 5. Squematic representation and defects location for specimens CFRP007 (a) and CFRP008 (b). 
 
 
(a)                                                         (b) 
 
(c) 
Figure 6. Representation of the areas selected for the quantification analysis of the specimens CFRP (a) and PLEXI014 (b) 
and their configuration (c). 
 
defects) and SNR < 0 (in the case of smaller defects) to 
SNR > 0 (for bigger and better identified defects). In the 
case of the specimen PLEXI014, the values of the SNR 
parameter depend on the defects depth, where the deeper 
ones have a worse signal to noise ratio (SNR < 0) and in 
some cases, depending on the applied processing tech- 
nique, they will not be detected (ND) and the less deep 
nes will provide better results (SNR > 0). o      
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Table 1. SNR values obtained. Identified defects are shaded (SNR > 0). 
DAC Skewness Kurtosis PCT PhAC PPT (A) PPT (F) TSR 
Defect 
SNR (dB) SNR (dB) SNR (dB) SNR (dB) SNR (dB) SNR (dB) SNR (dB) SNR (dB) 
CFRP006  
1 −5.3137 16.336 −1.7974 20.122 18.754 1.5565 18.000 11.190 
2 −6.3980 14.212 −6.7074 15.800 14.780 −3.3189 14.844 7.2080 
3 −9.6487 8.1776 −5.5789 11.479 10.936 −3.1861 10.133 3.9698 
4 −10.054 7.5233 −4.5943 7.8692 7.1626 −2.3576 7.7152 4.4094 
5 ND −2.4943 ND −3.1546 −5.2655 ND ND ND 
CFRP007  
1 1.6855 −0.2790 1.6605 8.4535 16.652 5.2505 11.383 12.715 
2 −8.9459 −4.7246 −3.1775 5.0399 11.805 2.3987 8.1432 8.3981 
3 −13.325 −2.6747 −1.7589 0.2698 7.3762 3.6985 3.6756 4.5537 
4 −28.387 −6.8746 −6.0684 −1.8597 5.2835 2.5269 1.9108 1.9823 
5 ND ND ND −8.3242 −1.4090 ND −1.5169 ND 
CFRP008  
1 10.227 16.848 18.933 20.321 9.7993 6.2104 19.241 13.299 
2 10.821 11.528 12.799 13.365 3.7292 0.5056 11.657 6.8070 
3 4.4206 6.6887 8.1210 9.0130 −0.2692 −4.0726 7.4970 3.0313 
4 −0.7430 4.3930 5.3361 5.7132 −5.2795 −13.973 3.4268 −3.2360 
5 ND −2.6479 −5.4450 −24.159 −6.1668 ND ND ND 
PLEXI014  
1 11.611 ND −14.845 12.025 7.1290 −8.2767 19.345 16.397 
2 11.938 −6.8970 −1.7400 5.7135 12.983 −2.3434 20.232 16.020 
3 11.611 −1.0002 4.0645 −4.9244 14.358 4.7830 19.251 11.569 
 
4. Conclusion 
On the basis of the results obtained using the analysis of 
quantification of the selected processing techniques ap- 
plied to several specimens of different configurations, we 
conclude that the automatic identification of defects or 
discontinuities depends on the defects and discontinui- 
ties characteristics, so these results vary depending the 
processing methods that are employed. After assessing 
the number of detected defects (SNR > 0) and their con- 
figuration in each case, the processing method that pro- 
vides better results to automate, is the Principal Compo- 
nents Thermography (PCT) using EOF3. 
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