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ABSTRACT 
 
Midwest agriculture depends heavily on corn, soybean, and wheat production which requires 
considerable diesel fuel to meet producer output objectives.  An ability to anticipate fuel price 
movements may allow producers, farm managers, and fuel distributors to better plan their 
transactions to reduce costs or to hedge against price change. Despite potential gains from 
understanding diesel fuel price movements, little research has been performed to generate and 
assess diesel price forecasts. This research focuses on developing and evaluating the 
effectiveness of futures-based, structural-based, and time-series models to forecast diesel prices.  
Several composite forecast techniques, such as averaging, least squared regressions, and Harvey, 
Leybourne, and Newbold encompassing procedures also are evaluated to determine if they can 
improve forecasting performance.  Models are specified and evaluated during an in-sample 
period, March 1994-February 2002, for one-, two-, and three-month forecast horizons.  Using the 
in-sample specifications that are re-estimated each month for an out-of-sample period, March 
2002-December 2008, diesel fuel price forecasts are developed and assessed.  For the out-of-
sample period, models are re-estimated recursively, and by using 4-year, 8-year rolling-window 
regressions to allow for the effects of structural change on forecast performance.   
During the in-sample period, no individual model consistently outperforms its rivals.  
However, composite forecasting methods improve forecast precision, but they are not 
statistically superior to the individual forecasts.  Further, composite methods are generally not 
able to anticipate price changes as well as the individual models, which are led by the ARIMA 
specification.  During the out-of-sample period, model performance decreases relative to the 
earlier period as new information and events emerge.  In particular, mean squared errors 
gradually increase throughout the out-of-sample period. Among the models, forecast errors are 
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highly correlated and anticipated information gains from combining forecasts do not arise.  As a 
reflection of changing market conditions, 4-year rolling-window estimates clearly dominate 
forecast performance for all models and forecast horizons. Despite coefficients that are rarely 
significant, relative inventory-based models consistently are most accurate, suggesting the 
importance of allowing for inventories particularly in periods of low stocks and high prices.  
Interestingly, most models are able to anticipate price changes relatively well, with crude oil 
futures-based and time series models correctly identifying the direction of price change 60-80 
percent of the time. 
Clearly, forecasting in periods of structural change is challenging.  The research here 
suggests forecasts based on a relatively short rolling-window framework provide the most 
precise diesel fuel price estimates which are able to identify the direction of price change with 
reasonable accuracy.  Further research may find it useful to consider allowing for more flexible 
model specification during periods of structural change.  However, particularly in a rolling-
window context, this approach will require careful monitoring of forecast performance to reduce 
the likelihood that large anomalies don’t unwarrantedly drive specifications leading to reduced 
accuracy.  Another avenue for research might focus on longer-term forecasting, but based on the 
findings here this challenge seems somewhat formidable.  In contrast, it might be useful to 
further investigate the ability to forecast the direction of price change, and to assess its economic 
value to decision makers.  
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CHAPTER 1 
Introduction 
1.1 Introduction 
 
Diesel fuel is an important input for many industries in the United States. It is used extensively in 
transportation, construction, fishing, and agriculture because it is a more efficient fuel and the 
engines that run on diesel are generally cheaper and easier to maintain.  The biggest consumer of 
diesel fuel is on-highway transportation which accounts for 70 percent of distillate1 fuel 
consumption in the U.S., which is not surprising given that approximately 90 to 94 percent of 
U.S. goods are shipped via diesel-powered transport (Thies and Brown 2009; EIA 2010).  
Agriculture is also a major consumer of diesel since approximately two-thirds of farm machinery 
is powered by diesel fuel (EIA 2010).  This is particularly true in the Midwest, where diesel 
powered equipment plays a major role in the production of corn, soybeans and wheat.  Diesel 
fuel requirements will vary due to varying sizes of equipment, efficiency, age of equipment and 
type of machinery operation, but on a per acre basis it is estimated that a farmer uses 1.8 gallons 
of diesel fuel on an acre to harvest corn, and 1.5 gallons of diesel fuel on an acre to harvest 
soybeans (Lattz and Schnitkey 2005).  Since diesel fuel can be a necessary input for many 
industries, making timely decisions in regards to the purchase or selling of diesel fuel can affect 
the bottom line for many business entities, especially if large amounts of diesel fuel are involved.  
For example, for Midwest farmers, Lattz and Schnitkey estimate that if fuel is $2.00 per gallon, 
then the fuel cost per acre during harvest season will equal $3.60 per acre (Lattz and Schnitkey 
2005.  However, if the price of fuel were to increase by $1, the fuel cost per acre during harvest 
                                                 
1 According to the Energy Information Administration, distillate fuel is a general classification for one of the 
petroleum fractions produced in conventional distillation operations. It includes diesel fuels, heating oil, and fuel 
oils. 
2 
season will increase to $5.40 per acre.2  If a large number of acres are involved, this increase in 
price can have an impact on the input costs for a commercial farm operation.  
Normally, any diesel fuel user who expects to consume large amounts of diesel and 
expect its price to rise in the future can enter into a forward contract with fuel distributors in 
which the user/buyer agrees to buy diesel fuel at a pre-agreed future date. This permits the 
purchaser to lock in a diesel price and provides protection from future price increases.  However, 
during periods of high price volatility, the timing of when to enter into forward contracts is 
critical for users as their ability to accurately anticipate fuel prices will produce better fuel 
purchasing decisions.  Prior to 2002, price levels of diesel fuel (Figure 1.1) were relatively stable 
and somewhat predictable.  However, in recent years developments in the energy complex have 
made it more difficult to anticipate diesel prices as both price and variability have dramatically 
increased. The price of diesel fuel is much higher than it has been in the past and despite a recent 
decrease in diesel price caused by the 2008 financial crisis which reduced global demand for 
crude oil, prices for diesel fuel are still relatively high when compared to previous periods. The 
increased volatility of price is reflected in coefficients of variation (Table 1.1) which show that 
between March 2002 and December 2008, mean adjusted volatility more than doubled when 
compared to the previous period.   The increases in both the price of diesel and its volatility 
further complicate smarter fuel purchasing decisions.  
                                                 
2 These estimates will vary depending upon that work that is being done i.e. tilling, or planting.  Also, keep in mind 
that these numbers refer to crop harvesting and do not include planting estimates.    
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         Notes:  1. Diesel price is for “Other End User Diesel with Sulfur Greater than 500 P.P.M”. 
                      2. Source of Data:  Energy Information Administration (EIA), U.S. Department of Energy. 
 
Table 1.1. Percent Coefficient of Variation for Midwest Diesel Price 
Date Midwest Average of Diesel Fuel Price  (Percents) 
March 1994 - February 2002 20.30  
March 2002 - December 2008 42.04 
Notes:  1. Diesel price is for “Other End User Diesel with Sulfur Greater than 500 P.P.M”. 
             2. Source of Data: Energy Information Administration. 
 
1.2 Problem Statement 
 
Forecasts of commodity prices allow users and producers to better anticipate future market 
conditions. The accuracy of these forecasts may often determine success or failure for business, 
agriculture and government programs because the degree to which the forecasts vary from the 
actual price will influence both financial success and quality of policy decisions (Allen 1994).  
As a result, forecasting of specific agricultural commodity prices has been extensively 
Figure 1.1. Monthly Midwest Diesel Fuel Price 
March 1994-December 2008 
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researched by agricultural economists.  However, less research focused on forecasting diesel fuel 
prices, which is understandable given their history of relatively stable prices and volatility.      
Economists in the energy complex have used several methods to forecast prices, 
including: futures prices, structural models, and time series techniques.  Not all commodities 
have futures markets, but where they do exist, futures prices can provide efficient, and unbiased 
short-term forecasts (Gray and Tomek (1970), Fama and French (1987), French (1986), Kofi 
(1973), and Leuthold (1974)).  While futures-based forecasts are not always precise, it is usually 
difficult to improve on their accuracy because those prices are a function of a complex set of 
factors (French 1986).  Crude oil price forecasting literature indicates that futures-based forecasts 
are equal or superior to other forecasting methods (Bopp and Lady (1991); Zeng and Swanson 
(1998); Chinn et al. (2005); Merino and Ortiz (2005); and Aborseda (2006));   however, there is 
no evidence that futures prices for diesel provide an accurate forecast of prices because those 
markets are relatively new.  For example, the NYMEX started offering a Gulf Coast Ultra Low 
Sulfur Diesel and a New York Harbor Ultra Low Sulfur Diesel Futures Contract in 2007. Both 
contracts are offered monthly and have listed contracts for 36 consecutive months. However, it 
may not be a reliable forecaster since it is not a commonly traded with little or no volume which 
can make it prone to unanticipated price swings.  Because these contracts are relatively new and 
not commonly traded, there is insufficient information available to assess their forecasting 
ability.  In the absence of a complete correspondence between a futures market and a cash 
commodity, some researchers have used futures prices of a similar commodity as a tool for 
forecasting.  For instance, Dhuyvetter et al. (2005) examine the direct use of crude oil futures 
prices to forecast diesel fuel prices using data from 1992 to 2002, and find that they can produce 
effective forecasts using futures prices of a similar commodity.  
5 
Structural-based models offer an alternative to the futures market method of forecasting 
commodity prices.  In oil markets, structural models emphasize the importance of inventories as 
they represent a balance between product supply and demand and can reflect changing market 
pressures on the commodity being forecasted (Longo et al. 2007).  A structural model used to 
forecast prices in oil markets, which shows potential for forecasting diesel prices, is a relative 
inventory model.  The concept behind the use of relative inventories, which are deviations of 
actual stock levels from their normal levels, is that they can be used as a measure for the 
relationship between price and supply-demand fundamentals.  This measure of inventory levels 
was used by Ye et al (2005) to forecast crude oil prices and was shown to be an effective method 
to forecast short-term. They may be a potential forecaster of diesel prices since diesel and crude 
oil prices have similar price dynamics. 
In addition to futures-based and structural based models, historical diesel prices can be 
used to forecast diesel price in the form of an Autoregressive Integrated Moving Average 
(ARIMA) time series model. These models can provide a better understanding of the underlying 
structure of the time-series that produced the observed data. Also, provided there is an 
underlying structure, these models are able to make use of that structure to produce viable 
forecasts.  
Despite the model identified, whether it is a futures-based, a structural based, and/or time 
series forecast, these models may still lack information pertaining to future diesel prices. For 
instance, the oil price futures may not capture information unique to the production and use of 
diesel fuel, since they reflect the price of different commodities. Also, structural forecasting 
models may not capture other dynamics entailed in the price of diesel fuel such as market 
psychology, or war premiums that the futures markets may be able to reflect quickly.  To help 
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reduce the information gap between forecasting models, a composite forecast can be constructed 
by pooling forecasts. This technique is beneficial when alternative forecasts contain useful 
information not included in the other forecast, a concept closely related to forecast encompassing 
(e.g., Granger and Newbold 1986; Diebold and Lopez 1995; Fang 2003).  They can improve 
forecast performance where there is model instability because they can diversify against model 
uncertainty. Some models may adapt more quickly to a change in the behavior of the predicted 
variable, while others adapt more slowly and combining forecasts may provide insurance for 
breaks or other non-stationarities in the future (Colino et al. 2008).   
Some of the more popular methods to combine forecasts include averaging and least 
square regressions.  Generally, averaging will outperform least squared regression-based 
composites because they are simpler to estimate and do not require the estimation of the 
variance-covariance matrix of forecast errors which can reduce the degrees of freedom of any 
empirical analysis (Clemen 1989).  However, averaged composites may be biased since it is an 
equal weight composite. Alternatively, least square regressions can be used in several ways to 
produce more optimal forecasting weights (Bates and Granger 1969; Nelson 1972; Granger and 
Ramanathan 1984).  For example, forecasting weights can be generated by regressing the actual 
price of a product onto its price forecasts, or by performing regression-based encompassing tests 
which statistically differentiate forecasts that contain useful information (Fang 2003).  However, 
there is a trade off between regression-based and average composites because regression-based 
composites require the estimation of variance-covariance matrix of forecast errors which can 
reduce the degrees of freedom which may make them less efficient compared to averaging 
forecasts. 
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1.3 Objectives and Overview 
 
Diesel fuel is used to power most farm equipment and it plays a major role in the production of 
corn, soybeans and wheat in the Midwest. The number of acres farmed and the techniques used 
to produce the crop will determine fuel requirements. Cultivating large acreages and using more 
mechanization intensive techniques will increase diesel requirements. During periods of high 
price volatility, both producers and diesel fuel providers can benefit by a better understanding of 
future prices of diesel prices.   
The first objective of the thesis is to develop and evaluate diesel price forecasting models, 
with a specific focus on agricultural diesel prices.3 The models are based on models found in the 
energy price forecasting literature; therefore a futures-based, structural-based, and time-series 
model is constructed to forecast short-term monthly Midwest diesel prices.  The second objective 
of the thesis is to determine if composite forecasts composed of appropriate combinations of the 
individual forecasts (futures-based, structural, and time-series models) can be developed which 
can improve in a meaningful manner on the performance of the individual forecasting methods.   
Since the two objectives of the thesis are to forecast agricultural Midwest diesel prices, 
“Midwest Other End User Diesel with Sulfur Greater than 500 P.P.M” is used to represent the 
typical price agricultural diesel producer or providers will encounter. To achieve the first 
objective, five individual models are estimated based on the following variables: NYMEX Crude 
oil futures prices; NYMEX Heating oil futures prices; Midwest distillate and OECD crude oil 
relative inventory; and diesel prices (through an ARIMA and a no-change model).  Using 
regression analysis crude oil and heating oil futures prices are used as forecasters because there 
                                                 
3 Diesel typically used in the agricultural setting is off-road diesel.  It is cheaper than on-highway diesel, the diesel 
typically used by the transportation industry, and agricultural fuel users are not taxed for the fuel.  Additionally, off-
road diesel does not have the strict requirements on the chemical makeup of the fuel as on-highway diesel does; 
therefore its fuel tends to have higher sulfur content. 
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isn’t a reliable futures price for diesel fuel.  Although futures prices for crude oil and heating oil 
may reflect different market expectations relative to diesel fuel, they may still provide an 
effective forecast of diesel price since they are relatively similar products.  Relative inventory-
based models are examined using regression analysis because relative inventories measure 
imbalances between supply and demand fundamentals and have been successfully used in 
forecasts for crude oil spot prices (Ye et al 2005).  More specifically, Midwest distillate and 
OECD crude oil are specifically examined to determine if these local and global variables can 
effectively forecast diesel price.  Historical price data is used to construct a time series model to 
determine if any historical structure of diesel prices can be used to forecast future prices.  Lastly, 
diesel fuel price data is also used to construct a simple no-change model where current prices at 
time t are used to forecast diesel price at a given forecast horizon.    
 All variables are converted into logs and tested for stationarity before any of the 
individual forecasts are estimated.  If non-stationary variables are encountered then the data are 
differenced and the models are estimated using OLS.  Alternatively, tests for cointegration are 
performed if all of the variables used in a forecasting model are integrated at the same order.  If 
cointegration is present, a long-run relationship exists among the variables and an Error 
Correction Model (ECM) should be used.   ECM models are models estimated in differences 
with a lagged correction term which helps re-establish the long-run relationship. 
After the individual models are specified and estimated, the second objective is to 
develop composite forecasts based on the individual forecasts.  Before these composites are 
constructed, the individual models are evaluated by plotting their errors, obtaining Root Mean 
Squared Error (RMSE) scores, using Modified Diebold-Mariano (MDM) tests to determine if 
there are any statistical differences between the forecast performance measures, and obtaining 
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directional change percentages. Based on the results of these post-estimation procedures, three 
composite forecasts are estimated.  The first simply averages the forecasts together; the second 
uses least squared regressions (LSR) to regress actual diesel price onto the forecasts of diesel 
price to derive forecasting weights; and the third method uses regression analysis to perform 
Harvey, Leybourne, Newbold encompassing procedures (HLN) to derive forecasting weights.  
The averaging method is used and evaluated because it is simple to perform and is generally the 
best performing composite technique (Clemen 1989, Clemen 1989; Makridakis and Hibon 2000; 
Stock and Watson 2004); however this method can be biased because it applies equal weights to 
all the forecasts in the composite forecast.  As an alternative the LSR and the HLN methods are 
used and evaluated because they use regression analysis to apply weights to each forecast 
making them unbiased and more optimal when compared to the averaging method.  Furthermore, 
the HLN encompassing procedures can be used to differentiate forecasts that contain useful 
information from the forecasts that do not so that straightforward forecasting weights which can 
be used to produce a composite forecast (Fang 2003). However, the LSR and HLN composites 
may be less efficient than the averaging method because they require the estimation of the 
covariance between forecast errors which can introduce an additional source of error in their 
weight estimation.  After the composites are constructed they are evaluated using the same post-
estimation procedures used for evaluating the individual models.   
For this analysis three forecast horizons are investigated for each of the models:  one-, 
two-, and three months.  These three-horizons are examined because little work has been done in 
regards to forecasting diesel prices, therefore the approach is to examine short-term forecast 
horizons first, and if these forecasts are effective for short-horizons then longer forecast horizons 
may be examined.  Next, two forecasting periods are used to evaluate the forecasts in each of the 
10 
forecast horizons:  an in- and an out-of-sample period.  The in-sample period is used to specify 
models and the out-of-sample period is used to evaluate the in-sample specifications.  The in-
sample forecasts are estimated for the period March 1994 – February 2002 since this period is 
similar to the periods used by Dhuyvetter et al (2005) and Ye et al. (2005) when they estimate 
diesel and crude oil price forecasts, respectively.  The out-of-sample period is from March 2002-
December 2008 and it is treated as an unknown period. To make the models more flexible the 
models are re-estimated after each month using three different forecasting procedures: a 4-year 
moving window, an 8-year moving window, and a rolling (or recursive) regressions. Essentially, 
each of these procedures involves re-estimation of the forecast model when a new observation is 
added to the out-of-sample period.  The moving windows use the last n-number of observations 
in the re-estimation of a forecast while the rolling regression uses all of the observations in the 
re-estimation of its forecast.  The moving windows should be a more effective forecast in the 
presence of a structure break since they are able drop historical data points from a previous 
structure period while the rolling regression should perform better where there is no-structural 
break since it is able to use more data which can reduce forecast variance.  
After the out-of-sample forecasts are estimated, their performances are compared using 
Root Mean Squared Error (RMSE) and Root Mean Squared Percent Error (RMSPE).  
Additionally, 12-month moving RMSE and RMSPE scores are estimated and plotted to evaluate 
the evolution of the forecasting models performance throughout the out-of-sample period. MDM 
tests are performed on the out-of-sample results to determine whether the forecast performance 
measures differ statistically. Lastly, each model’s ability to anticipate directional changes in 
diesel price are measured by counting the number of times the model is able to predict future 
diesel price directional change. 
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1.4 Importance of Study 
 
In the thesis, I provide information intended to improve diesel fuel purchasing and selling 
decisions.  By better anticipating the price movements of diesel fuel, producers and other users 
may be able to make more effective purchasing decisions.  In agriculture, more accurate diesel 
fuel forecasts could help farmers provide to their lenders a better estimate of operating capital 
requirements for the upcoming year, help in the determination of optimal crop mix and input use, 
and help agribusinesses make decisions regarding management practices (Dhuyvetter et al 2005).   
While forecasting diesel fuel prices is difficult, identifying the structure of prices and factors 
affecting their behavior may provide producers, providers, and other diesel fuel users with a 
better understanding how these markets function.  There has been limited research focused on 
modeling and forecasting diesel prices. The purpose of this effort is to develop and evaluate 
simple forecasting techniques that can form the basis for further research.  
 
 
 
 
 
12 
CHAPTER 2 
Literature Review 
2.1 Diesel Fuel Forecasts 
 
Economists have long thought that forecasts are potentially useful as decision aids, and have 
devoted considerable efforts to develop and assess forecasting methods (Allen 1994).  Forecasts 
can provide decision makers with technical and market support to help execute policies.  In 
agriculture, forecasts are typically made for commodity prices and commodity outputs.  Less 
work has been done on forecasting the primary inputs needed to produce the commodities.  
Perhaps one of the most important variable inputs in farming is diesel fuel, since diesel is used to 
power two-thirds of the equipment used in farming (EIA 2010).  With the recent price volatility 
in the fuel market, making wrong decisions in fuel purchasing can have a big impact on the 
bottom-line for farming firms or fuel providers.  While the ability to anticipate short-term fuel 
prices may be useful, very little work has been done to evaluate the ability to forecast diesel 
price.  The dearth of research on this topic requires us to examine the energy forecasting 
literature in order to design an approach to forecasting diesel fuel prices. 
2.2 Futures-Based Forecasting Models 
 
For commodities with futures markets, contract prices can be used to forecast subsequent spot 
prices.  Based on the Efficiency Market Hypothesis (Fama 1970) prices on traded assets, e.g., 
stocks, bonds, or commodities reflect all known information since they reflect the collective 
beliefs of all investors about future prospects.   Futures prices can reflect a wide and complex set 
of factors regarding a commodity which includes fundamental information and more complex 
information that are difficult to measure. 
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There are several examples of applying this framework in the general forecasting setting.  
Gray and Tomek (1970) discovered that for storable commodities (e.g. corn and soybeans) 
futures prices provide fairly accurate forecasts but not for non-storable commodities.  French 
(1986) found evidence that suggests it is difficult for structural or time series economic models 
to improve on the futures markets forecasting ability.  He attributes this to the fact futures 
markets can reflect a complex set of factors often missing in the structural and time series 
models.  Fama and French (1987) used futures to forecast spot prices for 21 commodities and 
found evidence of forecasting power for 10 of 21 commodities.  Tomek (1997) also concluded 
that it is difficult for structural and time-series based forecasting models to out-perform futures-
based models.  Nevertheless, he indicated that it is difficult for futures prices to provide forecasts 
at longer horizons as precision declines after 3 to 4 months.    
In general, the energy forecasting literature suggests that futures markets may be 
effective forecasters of energy markets since these forecasts are equal to or superior to other 
simple forecasting methods, such a random walk models and univariate time-series models.  For 
example, Bopp and Lady (1991) evaluate the hypothesis that futures and spot prices perform 
similarly as forecasting subsequent cash prices.  They tested their hypothesis using two monthly 
models based on lagged New York Harbor ex-shore futures prices and the lagged national 
average heating oil spot price from December 1980 – October 1988.  They compared the two 
models to a random walk model, and found that spot prices provided essentially the same 
forecasting significance as futures prices and worked just was well or better than the random 
walk model. Zeng and Swanson (1998) compared the out-of-sample performance of daily futures 
against a simple random walk model to forecast the spot price of crude oil for the period January 
1990 to October 1991 and found that futures-based forecasts perform better.  Chinn et al. (2005) 
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test the ability of futures markets to predict the monthly spot price of crude oil, gasoline, heating 
oil, and natural gas by developing three-, six-, and twelve-month forecasts with an in-sample 
period from January 1990 to December 1997, and an out-of-sample period from January 1998 to 
October 2004.  They used NYMEX futures prices for each commodity and found that the futures 
markets were unbiased predictors of crude oil, gasoline, heating oil, and natural gas prices, and 
they fared better than univariate time-series forecasting models.  Aborseda (2006) developed a 
one-month forecast for the spot price of crude oil using crude oil futures prices for the period of 
January 1991 to December 2001.  He compared a futures-based error correction forecast model 
to that of a univariate model and found the futures-based forecast performed better than the 
univariate forecast.  Additionally, encompassing tests indicate that the univariate forecast doesn’t 
contribute any information to the futures forecast while the futures forecast can contribute 
information to the univariate forecast.  However, a recent study by Alquist and Killian (2010) 
suggests that using futures prices to forecast crude oil prices may not be as effective as previous 
literature suggests.  In particular, using daily spot and futures prices for crude oil they find that a 
no-change model4 for crude oil prices outperforms a futures-based model for an out-of-sample 
period January 1991 through February 2007 when using Mean Squared Percent Error (MSPE) 
and Mean Absolute Percent Error (MAPE) to measure forecast precision.  They believe these 
results are probably due variability between crude oil futures prices and crude oil’s spot price.  
They attribute this variability to a presence of marginal convenience yield in the crude oil 
markets.  Overall, the literature suggests that futures price may potentially be good forecaster for 
diesel prices, however caution may need to be taken considering the results found by Alquist and 
Killian (2010).   
                                                 
4 A no-change model is a model which uses the current price at time t to forecast for a particular horizon. 
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Despite the potential that futures prices hold in forecasting, there are no reliable futures 
markets for diesel and this raises the question as to whether or not related but not identical 
futures prices provide accurate forecasts of diesel.  Using regression techniques, Dhuyvetter et al. 
(2005) investigated the ability of crude oil futures to forecast diesel fuel. They developed a 
forecast for a localized southwest Kansas diesel price and find that crude oil futures prices can be 
effective in forecasting diesel fuel prices.  However, Dhuyvetter et al’s analysis is limited for 
several reasons.  First, they do not account for non-stationarity in the data which means their 
findings may be spurious (Granger and Newbold 1974).  Secondly, they do not incorporate a 
temporal component to the model because their explanatory variables are not lagged.  Finally, 
their models are only fitted models and are not tested out-of-sample, therefore it is difficult to 
gauge their forecasting effectiveness.   
Despite the limitations, Dhuyvetter et al. do provide a starting point, since using crude oil 
futures prices may be an excellent source of short-term information for a diesel fuel prices.  
However this method of forecasting with futures prices may not offer the encompassing 
characteristics that traditional futures-based models offer since diesel will have subtly different 
market expectations relative to the futures price used.  With this in mind, it is useful to look at 
alternative methods of forecasting diesel to determine if the futures-based forecasts are superior 
or inferior.  Should any of the alternative methods provide information that differs from the 
futures-based forecasts, then the forecasts can be combined to produce composite forecasts 
which may potentially improve forecasting performance.     
2.3 Structural-Based Forecasts 
 
Structural-based forecasts provide an alternative to the futures prices.  In energy markets, 
structural-based models emphasize the importance of variables describing characteristics of the 
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oil market (Longo et al 2007).  Inventory can be used to represent a balance between supply and 
demand and can reflect changing market pressures on a commodity being forecasted (Longo et 
al. 2007).  An example of a recent inventory model by Ye et al (2002 and 2005) provides some 
insight.  In 2005, they proposed a linear monthly forecast model for the spot price of WTI crude 
oil based on relative inventory levels.  Their analysis began with the assumption that there is a 
relationship between price and supply-demand fundamentals.  To measure the imbalances 
between supply and demand fundamentals, a relative inventory variable (RIN) was defined in 
which the relative inventory is the difference between the actual inventory and the normal or 
“expected” inventory level at time t.  Ye et al obtained a normal inventory, by simply regressing 
inventory on a trend variable and dummy variables representing each month of the year.   
Using a relative inventory variable based on OECD crude oil inventory levels, Ye et al 
developed one-, two-, and three-month forecasts with an in-sample forecasting period from 
January 1992 to December 1999, and an out-of-sample period from January 2000 to December 
2003.  They modeled relative inventories with OECD crude oil inventory because these countries 
consume a large portion of the global crude oil supply.  Furthermore, they found a strong 
relationship between price swings in WTI crude oil price and OECD inventory. In their model, 
they also include a 1-month lag of the dependent variable; dummy variables to account for the 
attacks on September 11, 2001; and a step dummy variable to account for the structural change 
in crude oil price that occurred after OPEC cut production to 2.04 million barrels per day.   They 
compared this model to two other forecasting models.  The first model was a naïve 
autoregressive model (NAIV) which included one- and twelve-month autoregressive terms; 
dummy variables for September 11, 2001; and a step dummy variable for OPEC’s production 
cut.  The second model was a modified alternative model (MALT) where the crude oil spot price 
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is a function of a one-month lag of industrial oil inventories; the deviation of industrial oil stocks 
from the previous years level; the 1-month lag of the oil spot price; a linear trend variable; 
dummy variables for September 11; and a step dummy variable. In both in-sample and out-of-
sample periods, the Ye et al’s relative inventory model outperformed the NAIV model and the 
MALT model based on Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and 
Mean Absolute Percent Error (MAPE).    
 Although Ye et al. analysis indicate useful forecasts can be estimated using their relative 
inventory model, further research suggests an inventory-based model may not out-perform or 
encompass a futures based model, because relative inventory and structural-based models may 
not represent all the complex information that futures prices can provide.  Merino and Ortiz 
(2005) use the relative inventories based Ye et al.’s (2005) modeling technique and find that for 
the period January 1992 to June 2004 that forecast performance significantly improves when a 
measure for speculation, long positions held by non-commercials of gasoline and heating oil 
futures, is included in their forecast model.  This result suggests that forecasts from relative 
inventory-based model may be improved by considering futures markets and their information.  
2.4 Composite Forecasting and Encompassing Tests  
 
Regardless the model specified, its diesel price forecast may lack information. For instance, a 
futures-based model using crude and/or heating oil may not capture information unique to the 
production and use of diesel fuel, since they reflect the price of different commodities. Structural 
forecasting models may not capture other dynamics entailed in the price of diesel fuel such as 
market psychology, or war premiums that the futures markets may be able to reflect quickly.  
When alternate forecasts contain useful information not included in other forecasts, a concept 
closely related to forecast encompassing, forecast combination techniques should be considered 
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(e.g., Granger and Newbold 1986; Diebold and Lopez 1995; Fang 2003).  Forecast combination 
procedures can diversify model uncertainty, providing a type of insurance for breaks or other 
non-stationarities in the future (Stock and Watson 2003; 2004; Colino et al. 2008).  For example, 
Stock and Watson (2003) examined old and new evidence on the predictive performance of asset 
prices for inflation and real output growth using quarterly data for thirty-eight economic 
indicators for seven OECD countries between the years 1959 through 1999.  They found the 
individual models used in their analysis are unstable, but after using trimmed mean composite 
methods (when the largest and smallest forecasts are removed from the average composite) their 
models performed much better across all countries and horizons.  In further analysis with more 
composites combination techniques, Stock and Watson (2004)  evaluated combining forecasts of 
real output using a data set which covers seven OECD countries from 1959 through 1999. In 
particular, they examined simple forecasting methods such as mean, median, and trimmed mean 
forecasts along with more complex methods such as discounted mean squared forecast error 
forecasts; shrinkage forecasts; factor model forecasts; and time-varying-parameter combination 
forecasts.  They found it is difficult for the more sophisticated methods to improve on the 
performance of the more simple forecasting methods such as mean and trimmed mean composite 
forecasts.  Colino et al. (2008) also found that averaging can improve forecast performance.  
They investigated the predictability of hog price forecasts released by Iowa State University 
relative to univariate time-series models, vector autoregressive and Bayesian vector 
autoregressive models with no updating, and futures-based models, using several averaging 
combination techniques to allow for potential model instabilities. 
Several approaches can be used to combine forecasts.  The two more popular methods are 
arithmetic averages and least square regressions (Clemen 1989; Makridakis and Hibbon 2000; 
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Stock and Watson 2002 Stock and Watson 2004; Colino et al. 2008).  Arithmetic averages are 
simpler to use and are generally more effective than the least-squares regression method, which 
is a more complex method (Clemen 1989).  However, arithmetic averages can be biased since it 
applies equal weights to all the forecasts in the composite. The least squares procedures (Bates 
and Granger 1969; Nelson 1972; Granger and Ramanathan 1984) may provide more optimal 
weights than averages since it applies different weights to the forecasts used in the construction 
of the composites.  However they are not as efficient because they require the estimation of the 
variance-covariance matrix of forecast errors.  Therefore, a tradeoff when using both procedures 
may exist. 
Another approach to combining forecasts is to use encompassing tests to differentiate 
forecasts that contain useful information (Fang 2003).  Harvey, Leybourne, and Newbold (1998) 
provide an encompassing test which determines weights based on the covariance between the 
errors from a preferred forecast, e1t, and the difference between the errors of the preferred 
forecast and its alternatives, (e1t-e2t).   If the covariance is not equal to zero, then information can 
be gained and a composite forecast can be built.  The test can be extended to do multiple forecast 
encompassing (Harvey and Newbold 2000).  Furthermore, its test equation can provide weights 
which can be used to construct an optimal forecast.   
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CHAPTER 3  
Procedures, Methods, and Data 
 
Accurate forecasts of economic variables can play an important role in the functioning of 
business, agriculture and government programs because they help users anticipate future 
developments (Allen 1994). Here, the procedures and data used to forecast Midwest diesel prices 
are identified starting with a presentation of the preliminary procedures used in this analysis, 
stationary and cointegration tests. Representations for the futures-based, relative inventory-
based, and the time-series models are provided, and the forecasting performance measures and 
tests used are introduced.  The methods used to construct the composite models are presented 
next, and finally the data are discussed. 
3.1 Preliminary Procedures 
 
3.1.1 Stationarity Testing Procedures 
  
A stationary process has the statistical properties of having a constant mean and variance. Use of 
Ordinary Least Squares (OLS) requires that variables be stationary or OLS can produce spurious 
results (Granger and Newbold 1974).   To account for non-stationarity, the data are transformed, 
by differencing, because differencing generally makes a non-stationary time series stationary 
(Brockwell and Davis 2002).   
Several methods can be used to test for stationarity.  The first method used in this 
analysis is the Augmented Dickey-Fuller (ADF) test which is regression based and allows for 
adding lag lengths to the model to produce test models with white noise.  Depending upon the 
data generating process, this test can take several forms with different critical values for each 
version of the test.  The least restrictive model includes an intercept and trend variable (equation 
3.1), the next restrictive form includes only an intercept variable (equation 3.2), while the most 
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restrictive form is a pure random walk model (equation 3.3).  The test procedure is the same 
regardless of which of the three forms of equations is estimated; however the critical values used 
to test for stationarity depend upon which equation is used.  Dickey and Fuller (1979) found that 
the critical values for the test statistic depend upon the form of the regression and the sample 
size; therefore they developed the appropriate statistics to be used for the equations.   
(3.1) 
 
 
(3.2) 
 
 
  .              (3.3) 
 
The test is sensitive to the presence of deterministic regressors.  Inappropriately omitting 
the intercept and time trend can reduce the power of the test.  On the other hand, extra regressors 
can reduce the degrees of freedom and the power of the test causing a failure to reject the null of 
a unit root when in fact none exists.  Therefore, Dickey and Fuller (1981) provide three 
additional F-statistics to test joint hypotheses on the coefficients which allow for tests of a null 
hypothesis of whether the data is generated by a restricted model to the alternative that the data is 
generated by the unrestricted model.   
Using the ADF test, the procedure by Doldado, Jenkinson, and Sosvilla-Rivero (1990) 
can be used if the data generating processes are unknown.  It implements multiple forms of the 
test by using the least restrictive of the ADF equations and gradually working down to the most 
restrictive models until a conclusion about stationarity is made.  The rational behind this method 
is that, unit root tests have low power to reject the null hypothesis; which means if the null 
hypothesis is rejected using the least restrictive of the ADF equations, then there is no need to 
examine the results of the other two models.  However, if the null hypothesis is not rejected 
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using the least restrictive ADF equation, then it may be due to having too many deterministic 
regressors which may be reducing the power of the test.  Therefore, their method involves 
eliminating the insignificant deterministic regressors of the ADF equation until the appropriate 
repressors are found.   
 The first step of the procedure is to estimate equation (3.1) and check to see if γ = 0 using 
the Dickey-Fuller critical values.  If γ ≠ 0, it is concluded that there is no unit root.  If γ = 0, then 
a F-test is performed to determine if a2 = 0 given γ = 0.  If a2 ≠ 0 given γ = 0, then a test for γ = 0 
is performed using a normal distribution. If γ = 0 using a normal distribution then conclude that 
the yt has a unit root, otherwise conclude there is no unit root. On the other hand, if a2 = 0 given γ 
= 0, then equation (3.2) is applied to determine if γ = 0 using the Dickey-Fuller critical values.  If 
γ ≠ 0, then conclude that there is no unit root, but if γ = 0, then a F-test is performed to determine 
if a0 = 0 given γ = 0.  If a0 ≠ 0 given γ = 0 then γ = 0 is tested using a normal distribution. If it is 
shown that γ = 0, then conclude that the yt has a unit root.  However, if a0 = 0 given γ = 0, an 
ADF test using equation (3.3) is performed to determine if γ = 0.  If γ = 0 then it is concluded 
that {yt} has a unit root.  Otherwise, if  γ ≠ 0, then it is concluded that there is no unit root in 
sequence {yt}.  
 The second method used to test for stationarity is the Phillips-Perron Test (Phillips and 
Perron 1988).  This test uses the same ADF test equations (3.1 through 3.3) and ADF critical values 
to test the null hypothesis that a unit root exists, against the alternative that it doesn’t.  However it 
differs from an ADF test because the Phillips-Perron test deals with residual serial correlation 
and heteroskedasticity differently.   More specifically, while the ADF test uses an autoregression 
to approximate the ARMA structure in the test equation, the Phillips-Perron test addresses serial 
correlation in the test region by modifying the test statistics so that the variance parameters are 
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more consistent.  This corrects for any serial correlation and heteroskedasticity in the errors of 
the test regression.  It has several advantages over the ADF test because the results are robust 
when serial correlation and heteroskedasticity are present in the error terms. Also, model lag 
lengths do not need to be specified. 
 
3.1.2 Akaike Information Criterion 
 
The Augmented Dickey-Fuller (ADF) test can make use of additional lags to help produce 
residuals which behave like white noise.  However, adding too many lags to the model entails 
additional coefficients and an associated loss or degrees of freedom.  Moreover, extraneous 
coefficients can also reduce the performance of a fitted model.  Ideally, a balance is needed such 
that the model fits the data well without using any extraneous coefficients. To help produce a 
more parsimonious ADF test model, the Akaike Information Criterion (AIC) and Schwartz 
Bayesian Criterion (SBC) can be used to select the appropriate lags needed for a given model.  
Of the two criterions, the SBC has superior large sample properties since in large data samples 
the SBC is asymptotically consistent.  On the other hand, the AIC is biased towards selecting an 
over-parameterized model, but in small samples it can work better than the SBC (Enders 2004) 
therefore it is used for this research since the sample sizes are relatively small.   
The AIC (see equation (3.4)) is based on an extension of the maximum likelihood 
principle.  It asymptotically produces minimum mean squared prediction errors of the dependent 
variable.  
AIC = T ln(sum of squared residuals) + 2n                                    (3.4) 
where T is the usable number of observations and n is the number of parameters estimated.  To 
use the AIC criterion, the ADF model which produces the smallest AIC score is said to be the 
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best fitting model. Therefore multiple ADF models, with a fixed number of observations5, are 
estimated with varying lag lengths so AIC scores can be compared, and the model with the 
lowest AIC score is chosen.       
 
3.1.3 Cointegration Testing - Engle Granger Two Step  
 
If a variable in a model is non-stationary, the data can be differenced to make it stationary and 
usable in an OLS generated model.  However, if two or more variables in a model are non-
stationary and the linear combination of these variables produce stationary residuals, then the 
system is said to be cointegrated.  When variables are cointegrated, they have time paths that are 
influenced by deviations from a long-run equilibrium.  For the system to return to equilibrium, 
the movements of some of the variables must respond to the magnitude of the disequilibrium, 
and generally this can be done by using short-term dynamics which are influenced by the long-
term dynamics.  A model which allows for this form of correction is an error correction model 
(Engle and Granger 1987).  Therefore, cointegration testing is done to determine if error 
correction models are needed to correct for cointegration. 
Previous research suggests that there may be a cointegration relationship between crude 
oil futures prices and the spot prices for crude oil and/or crude oil products (Moosa and Al-
Loughani, 1995; Gjolberg and Johnsen, 1999; Asche F., O. Gjølberg, and T. Völker, 2003; and 
Lanza, Manera, and Giovannini, 2005), and a similar relationship may exist between futures 
price and Midwest diesel price Dhuyvetter et al (2005). Therefore, cointegration testing is 
performed on the in-sample forecast variables to determine if an error correcting forecast model 
should be used.  To test for cointegration relationships, the Engle Granger Two-Step test is used 
(Engle Granger 1987) because it is simple to implement when only one cointegrating 
                                                 
5 The number of observations is fixed to ensure that the models are compared over the same period. 
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relationship is being explored. The test also provides the long-run equilibrium estimations which 
can be used to estimate an error correction model if needed.   
The first step of the procedure is to estimate the long-run equilibrium equations and 
obtain their residuals.  If the residuals are stationary then a relationship is considered to be 
cointegrated. To obtain the residuals the following model is estimated, 
   tt10t exββy ++=                                               (3.5)                       
where yt and xt are the non-stationary variables being tested for cointegration, and et are the 
residuals used to test for stationarity in the relationship examined.  
      After the residuals are obtained from the first step, the second step is to test if êt is 
stationary using the Augmented Dickey-Fuller (ADF) test.  An ADF test equation without a 
trend or intercept is used (see equation (3.6)) for this step. This form is used since the residuals 
are from a regression equation which means that they should display no trend and have an 
expected value of zero.  ADF test critical values cannot be used because regressions fit values so 
that their sum of squared residuals is minimized biasing ADF critical values toward finding a 
stationary error process.   To account for this, critical values developed by MacKinnon (1991) 
are used (Appendix C),   
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3.2 Individual Forecasting Models 
 
After testing for stationarity and cointegration relationships, three forecasting models are 
specified:  Futures-based model, a structural-based model, and a time series model.  Two futures-
based models are estimated based on crude oil futures and heating oil futures.  A structural-based 
model will be estimated based upon relative inventories for Midwest distillate and OECD crude 
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oil. Finally, historical diesel prices are used to produce an Autoregressive Integrated Moving 
Average (ARIMA) model.  It is constructed using the Box-Jenkins method.  To estimate the 
forecasting models, OLS is used to fit the models, and AIC is used to specify lag-length for each 
of the variables.   
 
3.2.1 Futures-based Forecast   
 
The Efficient Market Hypothesis (Fama 1970) asserts that prices on traded assets, e.g., stocks, 
bonds, or commodities reflect all known information since they reflect the collective beliefs of 
all investors about future prospects.  Using this assumption, futures prices for heating oil and 
crude oil are being tested as forecasters of diesel fuel since their prices can reflect complex 
information that cannot easily be measured, a concept that Dhuyvetter et al (2005) find to be 
useful when forecasting diesel prices.  
Equation (3.7) is the commonly used expression used to examine the relationship 
between the spot price at time t (St) and the oil futures price at time t with maturity T (Ft).  
                                                            tit10t eFββS ++= −                .                        (3.7)  
Generally, the commodity or product of the futures price used in the model corresponds to the 
spot price being forecast, however, since there isn’t a reliable futures price for diesel fuel, crude 
oil futures and heating oil futures are used as alternatives.  Although these futures prices may 
reflect different market expectations relative to diesel fuel, they may still provide an effective 
forecast of diesel price since they are relatively similar products.  For that reason, one model is 
based on crude oil-futures prices and another based on heating oil futures prices. 
Depending upon the stationarity test results, the futures models are estimated one of three 
ways:  (1) regressing the price of diesel on the futures price, (2) regressing the differenced price 
of diesel on the futures price, or (3) through the use of an error correction model (ECM).  In the 
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presence of stationary diesel prices, the forecasting models are estimated by simply regressing 
diesel price in levels on the futures price and lagged diesel prices (see equations (3.8) and (3.9)).    
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where β11, β12, β13,  β21, β22, and β23 are the parameters to be estimated; MWDt-1, COFt-1, and 
HOFt-1,   are the prices for diesel fuel, crude oil futures and heating oil futures, respectively; Dk, k 
= 2, 3… 12 are the monthly seasonal dummy variables for months February through December 
included to capture any seasonality in diesel price. Finally ε1t, and ε2t is the model error which 
should approximate white noise.  If prices are non-stationary, but not cointegrated then 
forecasting models are estimated in differences using the same model parameters in equations 
(3.8) and (3.9) since differencing should make the variables stationary (Brockwell and Davis 
2002).   
   For the third case, in the presence of cointegration, an error correction model is 
constructed based on the system of equations (3.10) through (3.13).  Equations (3.10) and (3.11) 
make up the complete error correction system using the crude-oil futures contracts while 
equations (3.12) and (3.13) make up the error correction system using the heating-oil futures 
contract.  Each of these models uses the residuals from a long-run equilibrium regression based 
on equation (3.5) as the error correction term.  This regression is estimated using the diesel prices 
as the dependent variable and the one-period lagged futures prices as the independent variable. 
 
           ∑ ∑ ++++= −−−−−− 1t1it131it121t1,mwd111t εΔMWDβΔCOFβeˆββΔMWD                    (3.10) 
 
           ∑ ∑ ++++= −−−−− 1tit23it221t1,cof211it εΔCOFβΔMWDβeˆββΔCOF                          (3.11) 
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            ∑ ∑ ++++= −−−−−− 2t1it331it321t2,mwd311t εΔMWDβΔHOFβeˆββΔMWD                   (3.12) 
 
            ∑ ∑ ++++= −−−−− 2tit43it421t2,hof411it εΔHOFβΔMWDβeˆββΔHOF          .              (3.13) 
 
Since we are only concerned with forecasting diesel price, the forecasts are modeled using 
equations (3.10) and (3.12) and the general forms of these models are presented in equations 
(3.14) and (3.15), 
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where β11, β12, β13, β21, β22, and β23 are the parameters to be estimated; Δ MWDt-1, Δ COFt-1, and 
Δ HOFt-1,  are the differenced prices for diesel fuel, crude oil futures and heating oil futures, 
respectively; ECMCOFt and ECMHOFt, 1,1ˆ −te  and 1,2ˆ −te respectively, are the error correcting 
variables; and Dk, k = 2, 3… 12 are the monthly dummy variables intended to capture any 
seasonality in diesel price. 
 Overall, this approach differs from previous research done by Dhyvetter et al (2005) for 
two reasons.  First, this approach takes into account that price data may be non-stationary and 
cointegrated, therefore model specification allows for adjustment if the data is found to be non-
stationary and cointegrated.  Second the models differ from Dhyvetter et al (2005) because 
monthly dummy variables are included in the models to capture seasonality in diesel prices.    
3.2.2 Relative Inventory-based Forecasts 
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Structural-based forecasting models are alternatives to futures-based forecasting models. In 
energy markets, structural-based models emphasize the importance of variables describing 
characteristics of the oil market (Longo et al 2007).  Relative inventories models, a structural-
based model which uses relative inventory variables to measure imbalances between supply and 
demand fundamentals, have been successfully used in forecasts for crude oil spot prices.  Since 
crude oil and diesel fuel are similar products and their prices move closely, relative inventory 
variables should be successful in forecasting diesel price.  To examine this, a relative inventory 
based model based on Ye et al’s crude oil price forecast (Ye et al 2005) is used.   
The relative inventory variables for OECD crude oil and Midwest distillate inventories 
must be estimated prior to estimating the relative inventory model.  The general method to 
construct these relative inventories is the same method used by Ye et al (2005), which involves 
estimating a normal or “expected” inventory, *tIN , for time t and subtracting it from actual 
inventory, INt, at time t (see equation 3.16).   
                                                   *ttt ININRIN −=                                .                     (3.16)  
To derive the normal inventory variable, *tIN , OECD and MWDIST are estimated using 
equation (3.17) and OLS. 
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where Dk, k = 2, 3… 12 are the monthly seasonal dummy variables, and T is a linear trend. The 
monthly dummies are for months February through December and are used to de-seasonalize and 
de-trend the inventory.  The trend variable is included in each model to account for the recent 
world-wide emphasis on larger strategic reserves for petroleum and for changes in inventory 
holding strategies, such as just-in-time replacements and product proliferation requirements.  
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Equations (3.16) and (3.17) are used for both OECD and MWDIST to produce relative 
inventories for each inventory measure.  Once the relative inventories are obtained, they are 
denoted as R_OECD and R_MWIST. 
The specification of the forecasting model is dependent upon the results of the stationary 
tests. If diesel price is stationary, then the relative inventory model (MWDr_invt) is estimated with 
MWD at its actual level. However, if diesel price is non-stationary, then the relative inventory 
model is estimated with MWD differenced.  
The general representation of the relative inventory-based model is presented in equation 
(3.18), 
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where subscript t representing the tth month, MWD is the Midwestern diesel fuel price, R_OECD 
and R_MWDIST are the relative inventory variables, and i, j, and k are the number of lags to be 
estimated.  
 
3.2.3 Time Series Forecast - Box Jenkins  
 
A time series model also is developed in order to compare the forecasts with those of both the 
futures and structural-based forecasts. The Box-Jenkins (1976) procedure is used to select an 
appropriate Autoregressive Integrated Moving Average (ARIMA) model for each forecast 
horizon (MWDARIMAt).  The fundamental idea in the Box-Jenkins approach is the principle of 
parsimony.  Box-Jenkins argues that parsimonious models produce better forecasts than 
overparemeterized models, because it will be more efficient as it will fit the data well without 
adding coefficients.   
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The first step is to plot the original data, the data’s Autocorrelation functions (ACF), and 
Partial Autocorrelation functions (PACF).  Plotting the data helps identify outliers, structural 
breaks, and determine whether the data are stationary or not.  Plotting the ACF and PACF also 
allows us to proceed to the second step of the Box Jenkins method which is to decide if the data 
need to be transformed.  For example, if a trend is apparent or the data are non-stationary, then 
differencing the data often eliminates the trend.    
 The third step is to identify the model which best fits the data.  Three to four potential 
models often are selected and the model with the lowest AIC score is chosen.  To evaluate the 
model’s adequacy, the coefficients are evaluated to determine if they are all significant; a Ljung-
Box test is used to determine if the residual of the model is free of any residual correlation; 
normality is assessed by looking at a histogram of the residuals or by using a quantile-quantile 
(Q-Q) plot; and model independence is evaluated by obtaining ACF and the PACF plots of the 
model residuals to see if they are white noise.  If the model fails these tests, the next model with 
the lowest AIC score is chosen and re-evaluated using the same procedures until a viable model 
is obtained.   
 
3.2.4 No-Change Model  
 
A simple no-change model is constructed and it simply uses the non-logged price of diesel at 
time t to forecast for a given forecast horizon h (see equation 3.19).   
tPP ht =+                                                      (3.19) 
where Pt is the current price and Pt+h is the forecast at forecast horizon h. It is essentially a 
random walk model without a constant term included in the model.  The no-change model is 
assessed in light of Alquist and Kilian’s (2010) finding that it outperforms a futures based model 
when forecasting daily crude oil spot prices for the period January 1991 through February 2007.   
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3.3 Forecasting Performance Measures 
 
Before evaluating how well the individual models forecast diesel spot prices, all of the models 
which used logged differenced data have its output data transformed into dollars per gallon of 
diesel6. Once the data outputs are consistently in this format, model performance is evaluated 
using root mean percent squared error (RMSE), computed using equation (3.20),  
( )
n
ForecastActual
RMSE
2∑ −= tt                                           (3.20) 
where Actualt is the actual price of diesel at time t; Forecastt is the forecast price for time t, and n 
is the number of forecasts measured to produce the score.  There is no criterion as to what 
constitutes an acceptable value of RMSE, but the lower the RMSE the better the model is 
performing.  The RMSE scale is the same scale as the data being forecasted and is interpreted as 
the size of the “average” error of the forecast model.  
It is important to remember that the RMSE is an arithmetic mean and as such, outliers 
can have undue influence on the value of RMSE since it gives greater weight to larger error 
values. Therefore, RMSE is compared with the Root Mean Squared Percent Error (RMSPE) if 
forecasting results are more volatile since the RMSPE gives results in percentage points. RMSPE 
is calculated using equation (3.21) and measures the error as a percent of the actual spot price.  
( )
n
)/ActualForecastActual
RMSPE
2
ttt∑ −= *100      .              (3.21) 
 
                                                 
6 To transform the logged data back to level data, an exponential function is used.  Granger and Newbold (1976) 
demonstrate that the exponential of a logged forecast does not equal the expected value of a time series in levels; 
therefore the exponential of the forecast should be multiplied by the exponential of the forecast variance of the 
logged variable divided by two. However, Mayr and Ulbricht (2007) conclude that transforming logged data back to 
level data using a simple exponential function leads to pretty much the same results. 
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RMSE and RMSPE are used two ways.  First, they are used to measure forecast 
performance for an in-sample and out-of-sample period.  For example, to compare forecast 
performance for the in-sample period RMSE and RMSPE are estimated for each forecast for the 
period March 1994- February 2002.  The second way they can be used is by rolling their origin 
to produce a n-month moving RMSE or RMSPE to study the evolution of RMSE and RMSPE 
over time.  For example we can construct a 12-month RMSE and RMSPE by simply estimating 
RMSE and RMSPE at each time t using only the last twelve observations at each point in time 
and then plotting them on a graph.   
Next, statistical differences between forecast performance measures, or forecast loss 
functions, are evaluated using the Modified Diebold-Mariano test (MDM).  The test is useful 
because it indicates if there is a statistical difference between the performances of the two 
forecasts being evaluated exists.  The MDM test is a modified version of the Diebold-Mariano 
test and has been shown to perform better when non-normal distributions of the forecast error 
series are present (Harvey, Leybourne, and Newbold 1997).  It tests whether or not the expected 
value of the difference between two errors series, (e1t, e2t) under a specific loss function g(e) is 
equal to zero.   The null hypothesis of this test is that the difference between g(e1t) and g(e2t) is 
equal to zero.  The test statistic is then compared to the critical values from a t-distribution with 
n-1 degrees of freedom.  If the null hypothesis is accepted then there is no statistical difference 
between the performances of the two forecasts being evaluated.  If it is rejected, then there is a 
statistical difference between the forecasts and the better performing forecast is considered 
statistically superior to its alternative. 
The MDM statistic is calculated using equation (3.22), 
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where d is the sample mean of dt where dt is equal to )g(e)g(e 2t1t − , ∑ += −− −−= n 1kt ktt1k )d)(dd(dnγˆ , k 
is the estimated kth autocovariance of dt,  n is the number of observations, and h is the forecast 
horizon.    
 Lastly, to evaluate a model’s ability to anticipate directional changes in diesel price, the 
percentage of times a model is able to correctly anticipate diesel price directional changes is 
obtained.  For example, if the forecast model predicts an increase in diesel price and diesel price 
increases, then that is tallied as a correct prediction, and if the model anticipates a price decrease 
but diesel price increases then it is tallied as an incorrect prediction.  This is done for each 
model’s forecast. Next, the number of times the model correctly anticipates a price movement is 
divided by the total amount of forecasts produced by the model to obtain the directional change 
percentage.  If the models are not precise at predicting prices but are still able to anticipate price 
movements, then this result still may be useful to forecast users in that it may help them prepare 
for eventual price movements.  
3.4 Composite Forecasts  
 
Pooling forecasts is often beneficial to forecasting performance since the individual forecasts 
may well contain unique information not available in other forecasts (e.g., Granger and Newbold 
1986; Diebold and Lopez 1996; Fang 2003).  It can also improve forecast performance when 
there is model instability because they can diversify against model uncertainty, potentially 
providing a type of insurance against breaks or other non-stationarities in the future (Colino et al. 
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2008).  For this analysis, Composite forecasts are constructed using three procedures: averages; 
least squared regression (LSR); and Harvey, Leybourne, Newbold encompassing procedures 
(HLN). 
 
3.4.1 Averaged Composite 
 
The first and most simple method for constructing a composite forecast is to simply average the 
forecasts.  This method of constructing a composite forecast generally produces accurate forecast 
results (Clemen 1989; Makridakis and Hibon 2000; Stock and Watson 2003 and 2004) and often 
outperform more complex methods, such as the LSR procedure (e.g., Bates and Granger 1969; 
Nelson 1972; Granger and Ramanathan 1984). This may be due, in part, to the fact that they do 
not require the estimation of covariances between forecast errors which can introduce an 
additional source of error in weight estimation (Timmermann 2006).  However, this method of 
combination is sometimes suboptimal and prone to bias because it applies equal weights to the 
set of forecast used to construct the composite.   
 
3.4.2 Least Squares Regressions Composite 
 
Another common and simple method to construct composite forecasts to use least squared 
regressions (LSR) to estimate forecasting weights, w, which are applied to a set of forecasts 
(Bates and Granger 1969; Nelson 1972; Granger and Ramanathan 1984).  This procedure may be 
more optimal than the average composite method and is unbiased since it assigns different 
weights to the forecasts instead of applying equal weights.   However, these models lose 
efficiency because they require the estimation of the covariance between forecast errors, which 
can add additional error to the composite weight estimations (Timmermann 2006).    
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The weights (w) are estimated by regressing the actual values of the target variable, in 
this case Midwest Diesel spot prices (pt+h), on the forecasts (f1, f2,…,fK) for the K number of 
forecasts estimated over the period.  The LSR method has three forms which can be used to 
estimate forecast weights, but only the unconstrained form (see equation (3.23)) is examined, in 
which the weights do not have to sum to unity and the constant coefficient,α , corrects for any 
bias in the individual forecasts. 
            hthKtKh2t2h1t1ht efw...ffwp +++++ +++++= wα            .                        (3.23) 
3.4.3 Harvey Leybourne Encompassing Test and Composite Weights 
 
The final composite procedure examined here is based on the Harvey, Leybourne, and 
Newbold’s (1998) test for multiple forecasts encompassing (HLN). The general framework of 
the test is similar to the LSR method since it uses regression analysis to derive forecasting 
weights.  However, this approach differs from the LSR method because it can be used to 
determine if a preferred forecast, f1, encompasses a set of alternative forecasts, f2, f3,…, fK.  If the 
test shows that the preferred forecast does not encompass the set of alternative forecasts, then the 
coefficients from the test equation can be used to develop a composite forecast.7   
 The test is performed by regressing the forecast error series of the “preferred” forecast 
on the differences in the preferred error series and each “competing” forecast (see equation 
(3.24)), 
                                        tKt1t1K2t1t11t ε)e(eλ...)e(eλe +−++−= −                                (3.24) 
where e1t is the forecast error series of the “preferred” forecast f1, and e2t,…,eKt are the forecast 
error series of K number of “competing” forecasts f2, f3,…, fK.     
                                                 
7 A proof to show that the encompassing test coefficients can be used to produce a composite forecast is shown in 
Appendix A.  The proof also demonstrates how the Harvey, Leybourne, and Newbold encompassing procedures are 
another type of regression-based composite.  
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Estimating equation (3.24) allows a test of whether or not the covariance between e1t and 
(e1t – e2t)…(e1t – ekt) are zero. Where the null hypothesis of λk =0 cannot be rejected, the weight 
of that competing forecast can assumed to be zero, and where the null can be rejected, the 
coefficient can be used as the weight for that particular forecast. The weight of the preferred 
forecast is simply one minus the sum of the weights of the competing forecasts (1 – Σλ). Using 
these criteria, the composite forecast can be constructed by summing the weighted forecasts. The 
result is a forecast with a smaller expected squared error than simply using the preferred forecast 
by itself.  However, using this criterion may prevent HLN composite forecasts from being 
constructed in some forecast horizons since none of the coefficients in the HLN test may be 
significant (indicating the preferred forecast encompasses all of its competing forecasts).  
Therefore, for this analysis, all of the coefficients from the encompassing test are used to 
construct the HLN composite, even if they are insignificant.  This will give a HLN composite for 
each horizon, but it may produce poorly performing composites.  Therefore, each coefficient is 
used as the weight for its corresponding forecast, and the weight of the preferred forecast is 
simply one minus the sum of the weights of the competing forecasts (1 – Σλ). The composite 
forecast is constructed by summing the weighted forecasts, noting when ever a composite is 
constructed using insignificant HLN coefficients.   
3.5 Forecasting Data 
 
3.5.1 Forecasting Periods 
 
Two periods are used to analyze the forecasting models, an in-sample and an out-of-sample 
period.  The in-sample period is March 1994 – February 2002 and forecasts for this period are 
generated to obtain model specifications.  The main criteria for choosing this period is that it 
corresponds closely to the periods used by Dhuyvetter et al (2005) and Ye et al. (2005).    Next, 
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the out of sample period is March 2002 through December 2008.  It is used to evaluate how well 
the in-sample model specifications perform and is structured to be identical to the real-world-
forecasting environment (in which we stand in the present and forecast the future).  Furthermore, 
the out-of-sample models and regression-based forecasting weights are re-estimated ex-post to 
produce the ex-ante forecasts. This is done since the out-of-sample period is structured to be 
identical to the real-world-forecasting environment (in which we stand in the present and 
forecast the future) therefore the forecasts are constructed and estimated as so to be structurally 
identical as if used in a real-world-forecasting environment. 
 In order to provide flexibility for the out-of-sample models, including the LSR and HLN 
composite methods, the forecasts are re-estimated for each period by using rolling-origin 
methods which successively updates the forecasting origin. This produces forecasts from each 
new origin and allows the models to be updated to account for a changing business environment 
(Tashman 2000).  The rational for this is that fixed-origin model estimations (a model estimated 
at time t used to forecast for periods t+1, t+2,..,t+n)) are susceptible to corruption by occurrences 
unique to that origin (Tashman 2000).  Three different forms of the rolling origin method are 
examined in order to allow for change in the structure of diesel price: 4-year moving window, 8-
year moving window, and rolling regressions. The rational for examining moving window 
forecasts is that when a new observation is added the oldest observation is removed, thus 
reducing the effect of the older information when the model coefficients are re-estimated 
(Swanson and White 1997; and Tashman 2000). This means that moving window forecasts uses 
only the last n-years of observations in their estimated forecasts for each new period.  For 
example, if the individual models use a one-month horizon, the 4-year moving window will only 
use the last 48 observations (48 months is equal to 4 years) to generate each new forecast.  The 
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same methods are applied to the estimation of the LSR and HLN composite methods; so that 
LSR and HLN composites estimated using the 4-year moving window use the same 4-year 
window to generate the forecasting weights for their particular composite.  The rolling window 
technique, on the other hand, simply re-estimates a new forecasting model as each new 
observation is added without dropping any old observations, thus old information is not 
discarded as new information enters.    
It is expected that the moving window estimations will perform better in the presence of a 
structural change since those forecasts drop observations from the previous structure. The 
smaller the window, the quicker the forecast can adapt to the new structure.  Unfortunately, 
decreasing the size of the moving window can lead to higher forecast variance since the amount 
of observations used to estimate the models becomes smaller. Absent structural change, the 
rolling regression should perform better because it is consistently adding observations which 
over time will reduce the variance in the model.   
 
3.5.2 Data and Data Structure 
 
Before the forecasting models are estimated, the data are structured according to forecast 
horizons.  For each forecasting period, a one-step ahead forecast will be estimated for three 
forecast horizons (one-, two-, and three-month horizons). These three horizons are examined 
because little work has been done in regards to forecasting diesel prices, therefore the approach 
is to examine short-term forecast horizons first, and if these forecasts are effective for short-
horizons then longer forecast horizons can be examined.  To simulate the data a forecaster will 
have at the time a forecast is generated, the data are structured so that size of the forecast horizon 
determines the lag of the data required in the data set used for the estimation.  For example, the 
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one-month forecasts uses data one month prior to the period being forecast, the two-month 
forecasts uses data two months prior to the period being forecast, and etc.   
Midwest diesel fuel price (see Figure 3.1) is obtained from the Energy Information 
Administration (EIA).  The EIA have regional-based price data based on the regions representing 
each Petroleum Administration Defense District (PADD)8.  Since the focus is to forecast diesel 
prices typically used by Midwest farmers “Other End User Diesel Fuel Prices with a Sulfur 
Content greater than 500 parts per million” (MWD) for Petroleum Administration Defense 
District II (PADD II)9 is used.  This fuel category represents off-road diesel with high sulfur 
content, the typical fuel used in the agricultural sector.  The data are obtained from the EIA’s 
website in a monthly format and are given in cents per gallon.  The only conversion done to this 
data was to log it consistent with the literature.   
                                                 
8 The Petroleum Administration for Defense Districts was constructed during World War II to help organize the 
allocation of fuels derived from petroleum products. The regions are broken down into five regions: PADD I (East 
Coast); PADD II (Midwest); PADD III (Gulf Coast); PADD IV (Rocky Mountain); and PADD V (West Coast).  
Today, these regional breakdowns are used for data collection purposes. 
9 The PADD II district consists of the following states:    Illinois, Indiana, Iowa, Kansas, Kentucky, Michigan, 
Minnesota, Missouri, Nebraska, North Dakota, South Dakota, Ohio, Oklahoma, Tennessee, and Wisconsin.  
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                    Source of Data: EIA 
The NYMEX Light Sweet crude oil contracts and the NYMEX Number 2 Heating Oil 
contracted are used as the futures prices in the futures-based models.  The futures prices for these 
commodities are used because there isn’t a reliable futures price for diesel and crude oil and 
heating oil futures prices may serve as proxies because they are related and similar products.  
They are related products because diesel, a distillate fuel, is the product of crude oil, a non-
renewable resource and approximately 25 percent of a barrel of crude oil is used to obtain 
distillate fuel.  Additionally, heating oil, also a distillate fuel compete with diesel fuel for 
distillate demand since approximately 84 percent of distillate fuel goes towards producing diesel 
and the remaining 16 percent goes towards producing heating oil (EIA 2010).   
To describe the futures price data, we start with the crude oil futures prices.  The 
NYMEX Light Sweet crude oil contract (see Figure 3.2) started trading in 1983 and is one of the 
worlds most heavily traded futures commodity contract with an average of 570,000 contracts 
Figure 3.1. Monthly Midwest Diesel Fuel Price 
March 1994-December 2008 
In-sample Out-of-sample 
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traded a day in January of 2009 (CME Group 2010).  Currently, there are contracts trading for 
the next 108 consecutive months (nine years).10  Each futures contract is for 1000 barrels of 
crude oil and is expressed in U.S. dollars per barrel and expires on the third business day prior to 
the 25th calendar day of the month proceeding the delivery month.  This means the delivery 
month for one-month ahead is the calendar month following the trade date (For example the 
April 2008 crude oil futures contract ends on Wednesday, March 20, 2008) 11. Settlement is done 
with physical delivery of the commodity to Cushing Oklahoma.   
Next, the NYMEX Number 2 Heating Oil contract (see Figure 3.3) started trading in 
1978, and at any given point of time there is a futures contract trading for the next 31 
consecutive months.  The futures contract is for 42,000 gallons (1000 barrels) of heating oil and 
it is expressed in U.S. cents per gallon.  Each contract expires on the last business day of the 
month proceeding the delivery month with delivery of the physical commodity being at New 
York Harbor.  Similar to the crude oil futures contract, it is heavily traded contract with about a 
daily volume averaging of 89,000 contracts trading in January 2009 (CME Group 2010). 
 
                                                 
10 In addition to these contracts, additional June and December contract months are listed beyond the sixth year. 
Additional months are added on an annual basis after the December contract expires, so that an additional June and 
December contract would be added nine years forward, and the consecutive months in the sixth calendar year will be 
filled in. 
11If the 25th calendar day of the month is a non-business day, trading ceases on the third business day prior to the 
business day proceeding the 25th calendar day.    
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Figure 3.2. NYMEX Crude Oil Futures Prices  
March 1994-December 2008 
Figure 3.3. NYMEX Heating Oil Futures Prices 
March 1994-December 2008 
In-sample Out-of-sample 
In-sample Out-of-sample 
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Before the two futures prices are used in a forecasting model, several transformations are 
performed.  First, all of the futures prices are converted to U.S. cents per gallon and are naturally 
logged so they are consistent with the diesel price being forecasted. Second, to forecast diesel 
price n-months ahead of month t (where n is the forecast horizon) the average futures contract 
price for n-months ahead for month t is used.  For example, in June we want to forecast the price 
for July and August, then the average futures contract price of July delivery in June is used in the 
one-month horizon and the futures contract price for August delivery in June is used for the two-
month forecast.  To denote this, the crude oil and heating oil futures prices for a one-month 
forecast are denoted as COF1 and HOF1.  COF2 and HOF2 are the price of crude oil and heating 
oil for the futures contract two months in advance of month t, and COF3 and HOF3 are the price 
of crude oil and heating oil for the futures contract three months in advance of month t.   
Third, to prevent residual correlation, the futures data are structured so that there are no 
overlapping observation intervals (Hansen and Hodrick 1980).  To do so, the futures prices with 
multiple forecast horizons are constructed to be less than or equal to the observation interval 
being analyzed (Newbold, Rayner, Ennew, and Marrocu 1999).   As a result the contract price 
for every other contract month must be used in the two-month horizons, and every third contract 
price in the three month horizon.  To use the data available, the data in the two month horizon 
are split into two different samples, and the data in the three month horizon are split into three 
different samples.  This means there will be two futures forecasts estimated for each model in the 
two-month horizon and three futures forecasts estimated for each model in the three-month 
horizon.  Table 3.1 presents how the data are split in each sample. 
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Table 3.1.  Forecast Sample Breakdown 
Sample Months Period Observations 
 
One Month Horizon 
1 January, February, March, April, May, June, July, August, September, October, November, December 
March 1994-
December 2008 178 
 
Two-Month Horizon 
2-1 January, March, May, July, September, November March 1994-November 2008 89 
2-2 February, April, June, August, October, December April 1994-December 2008 89 
 
Three-Month Horizon 
3-1 March, June, September, December  March 1994-December 2008 60 
3-2 January, April, July, October April 1994- October 2008 59 
3-3 May, August, November, February  May 1994 – November 2008 59 
 
 
Following the two future contract prices, the two inventory variables are structured so 
they can be used to produce relative inventories.  They are OECD Countries Crude Oil Stocks 
(OECD) and the Midwest Distillate Fuel Ending Stocks (MWDIST).   The OECD crude 
inventory estimates are monthly estimates of OECD crude oil stocks and this data is updated 
monthly by the EIA (see Figure 3.4). However, there is a four-month lag in the reporting of 
inventory, which means when the October 2010 report for inventory estimates are published, the 
latest inventory month presented is for June 2010.  Therefore, despite the fact the data may not 
have practical applications in terms of forecasting due to the availability issue with the data, it is 
used as a proxy for global crude oil inventories because OECD represents a larger proportion of 
the world demand, but they do not include the crude oil inventory for developing countries, such 
as China and India which recently has become major consumers of crude oil (EIA 2009) 
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3.12. OECD Crude Oil Inventories
 
         Source of Data: EIA 
 
Next, the MWDIST variables (see Figure 3.5) are used as a regional measure of distillate 
inventories for the Midwest.  The EIA updates and provides this data weekly and is available in 
units of thousand of barrels, thus making this data more applicable to forecast with since the data 
is updated weekly. However for this analysis the monthly average of Midwest distillate in units 
of million of gallons of inventory are used.  Midwest diesel fuel ending stock data would have 
been preferable, but the data are not available in a monthly format.  Nevertheless, this distillate 
ending stock may be a useful proxy since approximately 85 percent of distillate inventories 
ultimately become diesel fuel while the other 15 percent of distillate inventories are used to 
produce other fuels such as heating oil (EIA 2010).   
Figure 3.4. OE D Crude Oil Inventory  
March 4- cember 2008 
In-Sample Out-of-sample 
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3.13. Midwest Distillate Inventories
 
Source of Data: EIA 
 
To structure the inventory data, the units for both inventory variables are converted from 
thousand barrels to million gallons so that the inventory numbers are easier to work with and are 
consistent with the diesel price units.  They do not require spitting like the futures data because 
there are no overlapping observations. Instead its sole purpose is to construct the relative 
inventory variables.  Once the relative inventory variables are estimated the data are naturally 
logged. To make sure all of the models are fairly assessed; the data used to estimate the relative 
inventory models are split into samples just like the data used for the futures-based models so 
their in-sample model estimations are equally evaluated.  This method of structuring the data is 
also applied to the diesel price data used for the ARIMA time series models. 
 
 
 
 
 
 
 
Figure 3.5. Midwest D stillate Fuel Inventory  
Marc  94- ecember 2008 
In-Sample Out-of-Sample 
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3.5.3 Descriptive Statistics 
 
3.5.3.1 Price Data 
 
Visual examination of Figures 3.1 through 3.3 show that the prices for crude oil futures, heating 
oil futures, and diesel prices are similar and generally move together. However, descriptive 
statistics show that the price levels for all three products are at different levels (see Table 3.2).  
They vary because diesel fuel and heating oil are sold at a premium when compared to crude oil 
since crude oil is a raw material and needs to be refined to produce the diesel and heating oil.  
Additionally, diesel is sold at a premium when compared to heating oil because there is more 
refining involved in the production of diesel and there are additional taxes included with diesel 
price not included in the price of heating oil.  Although the prices vary by their levels, they are 
highly correlated as demonstrated in Table 3.3.  This is an indication that production costs/taxes 
for diesel fuel and heating oil are constant.  However, when the prices are differenced the 
correlation drops, which suggests that there is a weak relationship between changes in diesel 
prices and changes in crude and heating oil futures prices.  
When comparing the futures prices for crude and heating oil by horizon, the descriptive 
statistics in Table 3.2 reveal that the futures prices are modestly higher in the one-month horizon, 
compared to the prices in the two- and three- month horizons.  This is the result of a 
“backwardation” relationship (where spot prices are higher than futures prices) in oil markets 
during this period (Litzenberger and Rabinowitz (1995); Tabak (2003); French, 2005; and 
Huang, Yang, and Hwang (2009)).  During this period in the market, demand was relatively low, 
enough oil is being generated to supply demand, and there was plenty of spare refinery capacity 
available to offset concerns that there will be a shortage of commodity (Kaufmann et al. (2008)).  
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Therefore, there was no incentive to hold or build crude oil stocks because the crude oil could be 
purchased at a lower price without the additional costs of physical storage.   
 
Table 3.2.  Descriptive Statistics for In-Sample Diesel and Futures Prices, 
                  March 1994 - December 2008 
Statistic One-Month 
Two- 
Month 
2-1 
Two- 
Month 
2-2 
Three- 
Month 
3-1 
Three- 
Month 
3-2 
Three- 
Month 
3-3 
 
Midwest Diesel  
Mean (Cents/Gallon) 133.069 134.162 132.977 133.420 133.273 132.507
Standard Deviation (Cents/Gallon) 79.081 80.342 78.369 80.302 79.938 78.324
Minimum(Cents/Gallon) 55.479 55.479 56.486 56.486 55.980 55.479
Maximum(Cents/Gallon) 410.100 405.800 410.100 410.100 405.800 391.700
 
Crude Oil Futures 
Mean (Cents/Gallon) 89.687 89.977 89.539 89.179 89.535 89.709
Standard Deviation (Cents/Gallon) 61.379 62.147 61.493 62.518 62.862 62.071
Minimum(Cents/Gallon) 26.924 29.844 27.716 28.446 30.084 29.224
Maximum(Cents/Gallon) 319.095 319.262 320.286 320.905 320.286 297.809
 
Heating Oil Futures  
Mean (Cents/Gallon) 104.758 105.490 104.943 105.200 105.135 105.184
Standard Deviation (Cents/Gallon) 73.910 75.305 73.846 75.813 75.857 74.831
Minimum(Cents/Gallon) 31.156 34.090 31.690 34.226 34.467 32.298
Maximum(Cents/Gallon) 381.200 381.320 383.750 387.030 384.810 364.660
       
Observations 178 89 89 60 59 59 
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Table 3.3. Correlation Between Midwest Diesel and Futures Prices 
                  March 1994 - December 2008 
In Levels 
Variables One-Month 
Two-
Month 
2-1 
Two-
Month 
2-2 
Three-
Month 
3-1 
Three-
Month 
3-2 
Three-
Month 
3-3 
 MWD MWD MWD MWD MWD MWD 
HOF1(-1) 0.985 . . . . . 
HOF2(-2) . 0.956 0.946 . . . 
HOF3(-3) . . . 0.902 0.924 0.916 
COF1(-1) 0.985 . . . . . 
COF2(-2) . 0.962 0.951 . . . 
COF3(-3) . . . 0.907 0.931 0.921 
 178 89 89 60 59 59 
 
 
In Differences 
 ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD 
ΔHOF1(-1) 0.258 . . . . . 
ΔHOF2(-2) . -0.021 0.084 . . . 
ΔHOF3(-3) . . . -0.012 0.134 0.234 
ΔCOF1(-1) 0.304 . . . . . 
ΔCOF2(-2) . 0.027 0.045 . . . 
ΔCOF3(-3) . . . -0.159 0.099 0.137 
Observations 177 88 88 59 58 58 
 
 
3.5.3.2 Inventory Data 
 
Visual examination of the OECD and MWDIST variables show there is not any pronounced 
seasonality in either OECD or MWDIST variables (see Figures 3.4 and 3.5).  Figure 3.4 reveals 
that OECD crude oil inventory is increasing over the in-sample period; while Figure 3.5 reveals 
that Midwest distillate inventories are moving around 1300 million gallons.  Descriptive 
statistics for the two inventories (see Table 3.4) display that the average values of the OECD 
crude oil inventories are much larger than Midwest distillate inventories, as expected since 
OECD crude oil inventories are a global measure of inventory while Midwest distillate 
inventories are a regional measure.   
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Table 3.4.  Descriptive Statistics for Inventory Variables  
                  March 1994 - December 2008 
Statistics OECD  Crude Oil 
Midwest 
Distillate 
Mean (Million Gallon) 165602.94 1252.54
Standard Deviation (Million Gallons) 6171.39 94.53
Minimum(Million Gallons) 152664.81 1054.69
Maximum(Million Gallon) 178795.86 1472.92
Observations 178 178
 
Correlations between the inventories and diesel prices (see Table 3.5) identify a negative 
relationship between diesel price and Midwest distillates and a positive relationship between 
diesel and crude oil inventories. This means when Midwest distillate inventory levels move 
diesel will move inversely.  In regards to OECD crude oil inventories, as the crude oil 
inventories move, diesel prices will follow.  When the variables are differenced, the relationship 
between diesel and the two inventories is negative but diminishes suggesting that changes in 
diesel may not be influenced by inventories.    
 
 
Table 3.5.  Correlations of Diesel Price and Inventories  
                  March 1994-December 2008 
 
In Levels  
Variables  MWD 
OECD(-1)  0.677 
MWDIST(-1) -0.323 
Observations 178 
 
In Differences   
Variables  ΔMWD 
ΔOECD(-1) -0.088 
ΔMWDIST(-1) -0.024 
Observations 177 
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CHAPTER 4 
Results and Discussion 
4.1 Introduction  
 
This chapter reports the results of the procedures outlined in Chapter 3.  The analysis has two 
objectives:  Develop and evaluate the effectiveness of futures, structural, and time-series-based 
models to forecast short-term monthly Midwest diesel prices; and determine if composite 
forecasts, composed of a combination of individual forecasts, can be developed which can 
improve on the performance of the individual forecasting methods.  To achieve the objectives, 
five monthly one-step ahead Midwest diesel price forecasts are specified using: crude oil futures; 
heating oil futures; Midwest distillate and OECD crude oil relative inventory; historical diesel 
price (ARIMA models), and no-change models.  After evaluating these models, three composite 
forecasts are constructed using averages, least squares regressions (LSR) and the Harvey, 
Leybourne, and Newbold encompassing procedure (HLN) (which is an alternative least squares 
regression composite) and the accuracy of the composite forecasts are assessed.  
In-sample and out-sample forecast periods are used to construct and evaluate these 
models. Data for the in-sample period, March 1994 through February 2002, are used to fit and 
specify the forecast models.  The out-of-sample period, March 2002 through December 2008, is 
used to assess the performance of the in-sample model specifications.  In order to provide 
flexibility for the out-of-sample models, the forecasts are re-estimated for each month by using 
three different rolling-origin methods: a 4-year a moving window; an 8-year moving window, 
and a rolling regression.   
Before the models are constructed, the in-sample data are tested for stationarity and 
cointegration so the models can be specified to account for non-stationarity or cointegration, if 
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they exist. To test for stationarity, Augmented Dickey-Fuller and Phillip-Perron stationarity tests 
are used.  To test for cointegration the Engle Granger Two-Step procedure is used.  
Lastly, the data are the following: For diesel price (MWD), Petroleum Administration 
Defense District II (PADD II)12 Other End User Diesel Fuel Price with a Sulfur Content greater 
than 500 parts per million is used. For the futures prices, the NYMEX Light Sweet crude oil 
contract and NYMEX Number 2 Heating Oil contract are used for crude oil and heating oil 
futures prices respectively.  To forecast diesel price n-months ahead of month t (where n is the 
forecast horizon) using futures prices, the average futures contract price for n-months ahead for 
month t is used; therefore the crude oil and heating oil futures prices for a one-month forecast are 
denoted as COF1 and HOF1.  COF2 and HOF2 are the price of crude oil and heating oil for the 
futures contract two months in advance of month t, and COF3 and HOF3 are the price of crude 
oil and heating oil for the futures contract three months in advance of month t.  Finally, monthly 
OECD crude oil (OECD) and Midwest distillate inventories (MWDIST) are used to construct 
relative inventories.   
4.2 Stationarity Test Results 
 
The Augmented Dickey-Fuller and Phillip-Perron tests are performed on in-sample data. The 
Augmented Dickey-Fuller procedure is a regression based test which allows varying lag lengths 
to produce models with white noise.  AIC criterion is used to determine the appropriate lag 
length since it works better at selecting models in small N samples (Enders 2004)13. The model 
can take three forms, depending on how the test data are generated.  The least restrictive model 
includes an intercept and trend variable, the next restrictive model includes only an intercept 
                                                 
12 The PADD II district consists of the following states:    Illinois, Indiana, Iowa, Kansas, Kentucky, Michigan, 
Minnesota, Missouri, Nebraska, North Dakota, South Dakota, Ohio, Oklahoma, Tennessee, and Wisconsin.  
13 Bayesian Information Criterion (SBC) was considered, but the criterion generally chose models with no lag 
lengths, and these models generally suffered from serial correlation.  Therefore, SBC criterion was not used.  
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variable, while the most restrictive model is a pure random walk model.  The test procedure is 
the same regardless of which of the three forms of equations is estimated; however the critical 
values used to test does depend upon the equation that is used and the sample size being tested 
(Dickey and Fuller, 1979).  The test is also sensitive to the presence of deterministic regressors.  
Inappropriately omitting the intercept and time trend can cause the power of the test to go to 
zero.  However, extra regressors can reduce the degrees of freedom causing a failure to reject the 
null of a unit root when in fact one exists.  Therefore, Dickey and Fuller (1981) provide three 
additional F-statistics to test joint hypotheses on the constant and trend coefficients to help 
determine if they are needed in the test equation.   
The Augmented Dickey-Fuller tests are performed using the procedure outlined by 
Doldado, Jenkinson, and Sosvilla-Rivero (1990).  They implement multiple forms of the 
Augmented Dickey Fuller (ADF) test by using the least restrictive of the ADF equations and 
gradually working down to the most restrictive of the models until a conclusion about 
stationarity is made.  For example, consider an assessment of diesel price (MWD) at the one-
month horizon (Table 4.1).  To begin, an ADF test equation with a trend and a constant is first 
estimated (equation (3.1)).   The ADF test statistic for this model is -1.711 and is not significant 
(p > 0.10) which the data are not stationary, and the F-test to determine if a2=0 given γ = 0 is 
insignificant as well (F-value=2.27, p > 0.10) indicating the trend coefficient should be removed 
from the equation.  Therefore, a second ADF test is conducted using an equation without a trend 
variable (equation (3.2)). The ADF statistic for this test is -1.716 and it is not significant (p > 
0.10) indicating these data are still non-stationary and an F-test to determine if a0=0 given γ = 0 
is insignificant (F-value=1.55, p > 0.10) which means the constant coefficient should be removed 
from the ADF equation. Therefore, the most restrictive ADF test equation (equation (3.3)) is 
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estimated. The test ADF statistic is 0.316 which is also insignificant (p > 0.10) which means that 
Midwest diesel prices in the one-month horizon are non-stationary. To ensure the once-
differenced series are stationary the stationarity testing procedure is performed using equation 
(3.1) using the differenced data.  The ADF test statistic from this equation is -6.714 is significant 
(p < 0.10) which means that Midwest diesel price in the one-month horizon is stationary when 
differenced once.14  Table 4.1 contains a summary of this testing procedure. 
 
Table 4.1.  ADF Tests Results for MWD in One-Month,   
                  March 1994-February 2002 
Deterministic 
Components  Observations Lags 
ADF 
statistic 
γ = 0 when 
a2=0? 
 (p-value) 
γ = 0 when 
a0=0?  
(p-value) 
a0 ≠ 0 , a2 ≠ 0 94 1 -2.120 0.110 . 
a0 ≠ 0 , a2 = 0 94 1 -1.716 . 0.218 
a0 = 0 , a2 = 0 94 1 0.316 . . 
a0 ≠ 0 , a2 ≠ 0 93 1 -6.714 . . 
Notes:  Bold numbers are significant (p < .10). 
 
Table 4.2 contains the findings of all the ADF tests for stationarity.  Generally, the price 
data (e.g. MWD, COF1, HOF1) are non-stationary with the exception of MWD in two-month 2-
1, three-month 3-1 and 3-2; and HOF3 in three-month 3-3.  MWDIST and OECD inventories 
data are stationary with the exception of MWDIST in three-month 3-2 and OECD in three-month 
3-3.  
  
 
 
 
 
 
 
                                                 
14 For more detailed results of the stationarity tests refer to Appendix B, Section A. 
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Table 4.2.  ADF Test Findings, March 1994-February 2002 
Variable One-Month Two- Month  2-1 
Two- 
Month 2-2 
Three-
Month 3-1 
Three-
Month 3-2 
Three-
Month 3-3 
MWD I(1) I(0) I(1) I(0) I(0) I(1) 
COF1 I(1) . . . . . 
COF2 . I(1) I(1) . . . 
COF3 . . . I(1) I(1) I(1) 
HOF1 I(1) . . . . . 
HOF2 . I(1) I(1) . . . 
HOF3 . . . I(1) I(1) I(0) 
MWDIST I(0) I(0) I(0) I(0) I(1) I(0) 
OECD I(0) I(0) I(0) I(0) I(0) I(1) 
Note: I(0) indicate stationary data (p< 0.10),  I(1) indicate stationary data when differenced once  
          (p < 0.10). 
 
Next, Phillips-Perron tests (Philips and Perron 1988) are performed.  It uses the same test 
equations as the ADF test but it corrects for any serial correlation in their test statistics while the 
ADF test does not.  For this analysis, the Phillips-Perron tests produce generally similar results 
when compared to the ADF tests; however the results for more the Phillips-Perron tests are more 
consistent.  For example, between horizon samples differences emerge with the stationarity 
results of MWD, while the results of the Phillips-Perron test consistently indicates that MWD are 
I(1) stationary in all horizon samples.  Overall, the Phillips-Perron results demonstrate that the 
price data are consistently stationary at all horizons when these data are differenced once (p< 
0.10 and p< 0.05) (the exception is HOF3 in the Three-month 3-3 horizon); and the inventory data are 
stationary (p< 0.10) at all horizons when they are in levels (Table 4.3).15   
Based on the results, the price data are considered stationary when differenced once; 
therefore cointegration testing is done in all forecast horizons.  The inventories data are 
considered stationary when they are in levels; therefore they are not differenced and no 
cointegration tests are performed. 
 
                                                 
15 For more detailed results of the stationarity tests refer to Appendix B, Section B. 
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Table 4.3.  Phillips-Perron Test Findings, March 1994-February 2002 
Variable One-Month Two- Month  2-1 
Two- 
Month 2-2 
Three-
Month 3-1 
Three-
Month 3-2 
Three-
Month 3-3 
MWD I(1) I(1) I(1) I(1) I(1) I(1) 
COF1 I(1) . . . . . 
COF2 . I(1) I(1) . . . 
COF3 . . . I(1) I(1) I(1) 
HOF1 I(1) . . . . . 
HOF2 . I(1) I(1) . . . 
HOF3 . . . I(1) I(1) I(0) 
MWDIST I(0) I(0) I(0) I(0) I(0) I(0) 
OECD I(0) I(0) I(0) I(0) I(0) I(0) 
Note: I(0) indicate stationary data (p< 0.10),  I(1) indicate stationary data when differenced once  
          (p < 0.10).  
 
 
4.3 Cointegration Testing - Engle Granger Two Step  
 
Cointegration is present if two or more variables are non-stationary and their linear combinations 
produce stationary residuals.  Cointegration implies that the time paths of the variables are 
influenced by deviations from a long-term equilibrium, and previous research suggests that there 
may be a cointegration relationship between crude oil futures prices and the spot prices for crude 
oil and/or crude oil products (Moosa and Al-Loughani (1995); Gjolberg and Johnsen (1999); 
Asche F., O. Gjølberg, and T. Völker, (2003); and Lanza, Manera, and Giovannini (2005)), as 
well as between crude oil futures and Kansas diesel price (Dhuyvetter et al. 2005).   A model that 
corrects for this kind of disequilibrium is an error correction model which uses short-term 
dynamics to correct for any long-term deviations (Engle and Granger 1987). Therefore, 
cointegration testing is done to determine if error correction models need to be used.  
The Engle Granger two-step approach is used to test for cointegration in the in-sample 
price data. The first step in the Engle Granger method is to estimate long-run equilibrium 
relations. These estimates are contained in Table 4.4 below. 
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Table 4.4.  Long-Run Equilibrium Estimates, March 1994-February 2002 
  
One-
Month 
Two-
Month 
2-1 
Two-
Month 
2-2 
Three-
Month 
3-1 
Three-
Month 
3-2 
Three-
Month 
3-3 
 
Crude Oil Futures and Diesel Price 
VARIABLES MWD MWD MWD MWD MWD MWD 
COF1 0.711  . . . . . 
 (0.030) . . . . . 
COF2 . 0.744  0.727  . . . 
 . (0.050) (0.054) . . . 
COF3 . . . 0.594  0.734  0.693  
 . . . (0.063) (0.077) (0.076) 
Constant 1.612  1.484  1.566  2.073  1.530  1.686  
 (0.118)  (0.194) (0.211) (0.246) (0.300) (0.296) 
Observations 95 47 47 31 31 31 
R-squared 0.85 0.832 0.798 0.753 0.758 0.742 
Durbin-Watson 1.006 1.513 1.42 1.575 1.634 1.320 
 
Heating Oil Futures and Diesel Price 
VARIABLES MWD MWD MWD MWD MWD MWD 
HOF1 0.696  . . . . . 
 (0.030) . . . . . 
HOF2 . 0.709  0.678  . . . 
 . (0.056) (0.059) . . . 
HOF3 . . . 0.599  0.687  0.767  
 . . . (0.070) (0.078) (0.085) 
Constant 1.579  1.523  1.658  1.969  1.621  1.824  
 (0.122) (0.224) (0.239) (0.283) (0.313) (0.341) 
Observations 95 47 47 31 31 31 
R-squared 0.855 0.783 0.744 0.715 0.729 0.660 
Durbin-Watson 0.750 1.249 1.250 1.376 1.490 1.235 
Note:  Standard error in parentheses.    
 
The next step is to test the long-run equilibrium residuals for stationarity.  If stationary, 
then a cointegration relationship exists.  An ADF test without a trend and constant is used to test 
for stationarity since the variables being tested are residuals derived from a regression equation.  
However, OLS estimates, by definition, produce the smallest possible residual variance which 
can possibly bias the ADF procedure and result in finding the residuals to be stationary when 
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they are not. Critical values derived by MacKinnon (1991)16 are used to correct for this potential 
bias.    
The results of the cointegration tests are presented in Table 4.5.  Using MacKinnon’s 
critical values, the tests show that the long-run equilibrium residuals between crude oil futures 
and diesel prices in the one-month horizon are stationary (p< 0.05); the long-run equilibrium 
residuals between heating oil futures and diesel price are stationary in the one-month and two-
month 2-1 and 2-2 horizons (p< 0.05).  When the residuals are stationary, the system is 
cointegrated and an error correction model should be used.  In the absence of cointegration, the 
non-stationary price series are used in the models by using their first-differenced series.   
Table 4.5.  Long-Run Equilibrium Stationarity Results, March 1994-February 2002 
  
One 
Month  
Two  
Month 2-1 
Two  
Month 2-2 
Three  
Month 3-1 
Three  
Month 3-2 
Three  
Month 3-3 
COF1 -5.933 . . . . . 
COF2 . -2.250 -2.329 . . . 
COF3 . . . -2.483 -2.978 -3.091 
HOF1  -4.795 . . . . . 
HOF2 . -5.021 -5.022 . . . 
HOF3 . . . -1.921 -2.476 -2.463 
Notes: 1. H0 = There exists a unit root. 
            2. Bold number indicates significance (p< 0.05).   
 
 
4.4 Forecast Model Estimations 
 
After stationarity and cointegration testing are performed, the in-sample models are estimated for 
the period March 1994 through February 2002.  First, the two futures-based models (the crude 
oil futures-based and the heating oil futures-based models are estimated). Next, relative 
inventories for Midwestern distillate inventory and OECD crude oil inventory are constructed 
and used to estimate a relative inventory-based model.  Next, time series models are estimated 
using average historical spot prices of diesel.  Lastly, no-change models are estimated for each 
                                                 
16 The critical values by MacKinnon are found in Appendix C. 
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horizon and horizon sample, and since this model simply uses current price at time t to forecast 
for a horizon, h, there is no model estimation section since there is no coefficients for this model.  
After each of the forecasts are obtained, each of the model outputs are converted to cents per 
gallon and are evaluated using RMSE and MDM tests in order to determine which models will 
be used in the composite forecasts. 
 
4.4.1 Future-based Models  
 
Futures-based forecasts are made using both crude oil-futures (MWDCOFt) and heating oil futures 
(MWDHOFt).  The main inputs for the models are the futures prices.  Also included in the models 
are lagged diesel prices and monthly dummy variables for months February through December 
to account for monthly seasonality. 17 To specify model structure, AIC was used by examining 
and comparing models with varying lagged futures price, lagged diesel prices, and monthly 
dummy variables.18 When additional lags were added for the futures prices the AIC increased; 
therefore additional lagged futures prices were not included in the models.  When additional 
lagged diesel prices were added AIC increased therefore additional lags for diesel prices were 
not included, and in some instances AIC was lowered when the lagged diesel prices were 
completely eliminated from the equation.  Finally, AIC declined when certain monthly dummy 
variables are removed from the equations; therefore they are removed accordingly.  Generally, 
the monthly dummy variables removed from the models produce insignificant coefficients. 
Engle Granger cointegration tests indicated that error correction models should be used to 
estimate the one-month crude oil futures-based model, and the one- and two-month heating oil 
futures-based models.  The other models are estimated in first-differences.  Note, that heating oil 
                                                 
17 January is used as the base month and it is omitted from this list of dummy variables. 
18 The number of lags for each model was allowed to vary.  For example, a model with one lag for futures prices and  
    one lags for diesel prices was compared to a  model with one lag for futures prices and two lags for diesel prices   
    and so forth.  
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futures-based models in the one- and two-month horizons 2-1 and 2-2 are estimated using just 
the first-differenced data without the error correcting term.  This was done because the error 
correction terms were not significant.19  Furthermore, AIC decreased when the insignificant error 
correction terms were removed from the models.  These results suggest that cointegration may 
not be significant in the forecast models and this may be due to the fact that price expectations 
generated by the proxy futures prices do not reach long term equilibrium with diesel prices 
because they are different commodities.  Another reason is that the cointegration relationship 
between the futures and diesel prices may be caused by something other than a real market 
relationship, and could be caused by an underlying stochastic trend just moving together.  
Therefore, when the error terms are added to the forecast models they are not able to contribute 
to forecast performance.  
The final model coefficients for the two futures-based models are presented in Tables 4.6 
and 4.7.  Despite the absence of autocorrelation, R2 and adjusted-R2 are low which suggests that 
the models are poorly fitting. However, the crude oil futures-based models generally fit better 
than the heating oil futures-based models.  The futures prices coefficients are rarely significant (p 
> .05) but they appear to be emerging more at longer horizons (specifically the 2-2 and 3-1 
horizons). Due to the structure of the two and three-month data, this consequence may reflect 
that there is a more pronounced relationship between the futures and diesel prices when certain 
months are isolated.  Lagged diesel prices are significant (p < .05) at the one- and two-month 2-1 
horizons and are only used in these instances.  In each case the lagged diesel prices are more 
significant and have larger coefficients relative to the futures price in the model.  Finally, 
monthly dummy variables included in the model indicate there is significant seasonality in diesel 
prices. The monthly dummy variables reveal that diesel prices generally increase in January and 
                                                 
19 Refer to Appendix D to see the ECM heating oil futures-based model coefficients. 
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April, decrease in the months May and June, increase in August and October, and decrease in 
November and December.  The price increase in January may be attributed to diesel competing 
with heating oil driving up demand.  The significant price increase April may be attributed to 
planting season in the Midwest also causing an increase in demand for diesel.  Prices may 
significantly decline in May and June because field work tends to decrease after planting season, 
thus decreasing the demand for fuel.  Lastly, prices may significantly increase in August and 
October, due to higher fuel demand caused by the harvest season.   
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Table 4.6.  Coefficient Estimates for the Crude Oil Futures-Based Forecasts, March 1994-February 2002 
  
One- 
Month 
Two-
Month  
2-1 
Two-Month  
2-2 
Three-
Month  
3-1 
Three-
Month  
3-2 
Three-
Month   
3-3 
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD 
ΔCOF1 0.116 . . . . . 
 (0.075) . . . . . 
ΔCOF2 . 0.031 0.230 . . . 
 . (0.803) (0.027) . . . 
ΔCOF3 . . . 0.355 0.251 0.247 
 . . . (0.006) (0.070) (0.111) 
ΔMWD(-1) 0.401 . . . . . 
 (0.000) . . . . . 
ΔMWD(-2) . 0.372 . . . . 
 . (0.037) . . . . 
ECMCOF(-1) -0.229 . . . . . 
 (0.009) . . . . . 
DAPR . . . . 0.123 . 
 . . . . (0.006) . 
DMAY -0.051 -0.073 . . . . 
 (0.002) (0.013) . . . . 
DJUNE . . -0.108 -0.109 . . 
 . . (0.001) (0.004) . . 
DAUG 0.035 . . . . . 
 (0.032) . . . . . 
DOCT . . . . 0.089 . 
 . . . . (0.026) . 
DNOV -0.051 -0.134 . . . -0.098 
 (0.002) (0.000) . . . (0.023) 
DDEC . . -0.101 -0.164 . . 
 . . (0.001) (0.000) . . 
Constant 0.007 0.036 0.037 0.066 -0.051 0.032 
 (0.171) (0.004) (0.007) (0.002) (0.033) (0.146) 
Observations 94 46 46 30 30 28 
R-squared 0.385 0.388 0.349 0.543 0.328 0.241 
Adj. R-squared 0.343 0.329 0.303 0.491 0.250 0.184 
F-Value 9.074 6.506 7.520 10.320 4.223 2.293 
 (0.000) (0.000) (0.000) (0.000) (0.015) (0.0805) 
Ljung-Box Stat 21.794 17.187 13.659 12.836 6.135 11.896 
  (0.533) (0.143) (0.323) (0.076) (0.632) (0.104) 
Lags 24 12 12 8 8 8 
Notes: 1. P-values in parenthesis. 
            2. Bold numbers indicate it is significant (p< .05). 
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 Table 4.7.  Coefficient Estimates for the Heating Oil Futures-Based Forecasts, March 1994-February 2002 
  
One- Month 
Two-
Month  
2-1 
Two-Month  
2-2 
Three-
Month  
3-1 
Three-
Month  
3-2 
Three-
Month   
3-3 
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD 
ΔHOF1 0.022 . . . . . 
 (0.762) . . . . . 
ΔHOF2 . 0.021 0.142 . . . 
 . (0.877) (0.170) . . . 
ΔHOF3 . . . 0.420 0.240 0.214 
 . . . (0.001) (0.089) (0.121) 
ΔMWD(-1) 0.251 . . . . . 
 (0.016) . . . . . 
ΔMWD(-2) . 0.379 . . . . 
 . (0.047) . . . . 
DAPR . . . . 0.135 . 
 . . . . (0.005) . 
DMAY -0.057 -0.072 . . . . 
 (0.001) (0.025) . . . . 
DJUNE . . -0.103 -0.069 . . 
 . . (0.003) (0.052) . . 
DAUG 0.040 . . . . . 
 (0.017) . . . . . 
DOCT . . . . 0.084 . 
 . . . . (0.035) . 
DNOV -0.057 -0.134 . . . -0.114 
 (0.001) (0.000) . . . (0.011) 
DDEC . . -0.103 -0.186 . . 
 . . (0.002) (0.000) . . 
Constant 0.008 0.036 0.037 0.062 -0.052 0.036 
 (0.110) (0.004) (0.009) (0.002) (0.032) (0.099) 
Observations 94 46 46 30 30 30 
R-squared 0.335 0.388 0.301 0.600 0.317 0.237 
Adj. R-squared 0.297 0.328 0.251 0.554 0.239 0.180 
F-Value 8.860 6.490 6.028 13.000 4.029 4.185 
 (0.000) (0.000) (0.002) (0.000) (0.018) (0.026) 
Ljung-Box Stat 21.403 16.944 15.386 8.315 10.992 12.256 
  (0.557) (0.152) (0.221) (0.306) (0.139) (0.140) 
Lags 24 12 12 8 8 8 
Notes: 1. P-values in parenthesis. 
            2. Bold numbers indicate it is significant (p< .05). 
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4.4.2 Relative Inventory-Based Models 
 
4.4.2.1 Relative Inventory Variable Development 
 
In energy markets, structural-based models emphasize the importance of explanatory variables 
describing peculiar characteristics of the oil market (Longo et al. 2007).  Relative inventory 
models are a type of structural-based model which use variables that measure imbalances 
between supply and demand fundamentals.  They have been successfully used in forecasts for 
crude oil spot prices (Ye et al. 2002 and 2005).  Since crude oil and diesel fuel are similar 
products, relative inventory variables are assessed in forecasting diesel price.  Relative 
inventories are constructed in this analysis using OECD crude oil inventories (OECD) and 
Midwest distillate inventories (MWDIST), and Ye et al’s (2005) method is used to construct the 
relative inventories. It involves simply taking actual inventories and subtracting them from a 
normalized inventory.  To derive the normalized inventory each inventory measure is regressed 
onto monthly dummy variables and a trend variable and these model estimates are used as the 
normal inventories.    
The coefficient estimations for the normal inventories are presented in Table 4.8.  Ljung-
Box tests indicate that the two normal inventory equations produce significant serially correlated 
residuals (p <.05), therefore none of the t-tests for the coefficients are correct and are omitted 
from Table 4.8.  Furthermore, the models do not fit the data well and none of the model 
coefficients are significant (p < .05).  However, the coefficients of the OECD normal inventories 
compare with the results obtained from Ye et al. (2005) who also display coefficients which 
show that in a given year, inventories decrease between December and April and increase in 
months July- November.  In contrast, their model coefficients are significant (p < .05). However, 
they do not present the R2 of their normal inventory model nor do they test for serial correlation;  
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therefore it is very well possible that their model suffered from a low R2 as well as serial 
correlation.   
The relative inventory levels are constructed and graphs of the final in-sample normal 
and relative inventory levels are presented in Figures 4.1 and 4.2.   
 
Table 4.8.  Estimates of the Normal Inventories, 
                   March 1994-February 2002 
VARIABLES OECD MWDIST
Trend 41.010 -0.426
February -1532.809 -10.284
March -2784.824 -121.977
April -1372.082 -83.447
May 553.027 -58.294
June 874.568 -67.860
July 1844.389 -12.510
August 2037.803 -17.588
September 2516.857 -18.686
October 2315.007 -140.370
November 2026.819 -32.317
December -444.945 35.336
Constant 159549.700 1343.220
Observations 96 96
R-squared 0.228 0.286
F-Value 2.050 2.780
  (0.029) (0.003)
738.666 182.194Ljung-Box -  Lags(24) (0.000) (0.000)
Note:  P-values are not included in this table because Ljung- 
           Box tests are significant (P> 0.05) which means that  
           the  model residuals are serially correlated, and t-tests  
           for the coefficients will not be correct. 
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Figure 4.1. Normal and Relative Inventory, Midwest Distillate Ending Stock 
March 1994-February 
Figure 4.2. Normal and Relative Inventory, OECD Crude Oil Ending Stocks 
March 1994-February 
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4.4.2.2 Relative Inventory Model 
 
The relative inventory-based models are estimated after constructing the relative inventories. The 
main inputs for these models are OECD crude oil and Midwest distillate relative inventories.  
Also included in the models are lagged diesel prices and monthly dummy variables for months 
February through December to account for monthly seasonality.  The empirical formulation 
(equation (3.19)) is a variation of the model Ye et al. (2005) develop and it differs from their 
model for several reasons.  First, relative inventories for Midwest distillate ending stocks and 
OECD crude oil ending stocks are used in the model instead of relying solely on OECD relative 
inventories.  Second, monthly dummy variables for months February through December are also 
included in the model to capture seasonality in diesel prices.20 Third, the models are estimated 
using differenced diesel prices since stationarity tests show diesel price is non-stationary.  
Finally, the relative inventories are logged to reduce the variance in the relative inventories.  The 
modeling approach is similar to Ye et al.’s because the relative inventory variables are used in 
levels, and this is done because the relative inventories are the difference between actual 
inventories and normal inventory which means they should be stationary.   
 To specify the structure of the models AIC was used by examining and comparing 
models with varying lagged relative inventories, lagged diesel prices, and monthly dummy 
variables.21  For the relative inventory coefficients, only one lagged relative inventories for both 
OECD and MWDIST was needed in the model; however, there are some instances where 
additional relative inventory lags are needed such as the two-month 2-1, three-month 3-1, and 
three-month 3-2 horizon samples.  In some instances AIC was lower when the lagged diesel 
                                                 
20 January is used as the base month and it is omitted from this list of dummy variables.   
21 The number of lags for each model was allowed to vary.  For example, a model with one lag for OECD and   
    one lags for MWDIST was compared to a  model with one lag for futures prices and two lags for MWDIST   
    and so forth. 
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prices were eliminated from the equation, therefore they are omitted.  Finally, AIC declined 
when certain monthly dummy variables are removed from the equations; therefore monthly 
dummy variables are removed from the equation if it lowered the AIC score.   
The final model coefficients are presented in Table 4.9.  According to Ljung-Box tests, 
the models generally exhibit no serial correlation.22  The fit of the models are also consistent, but 
low, as the R2 are generally between 0.35 and 0.44.  This indicates that the models can only 
account for a small portion of the variance in the future price of diesel, a similar results seen in to 
the two futures-based models.   The exception, for the worse, is for the model estimated in the 
three-month 3-3 horizon as it has a R2 of 0.18 giving indication that the model in the three-month 
3-3 horizon is having a harder time fitting the data.  F-tests for the model parameters are 
generally significant (p < .05); except for the model in the three-month 3-3 horizon as it has a p-
value of 0.12.  This further demonstrates that the model in the 3-3 month horizon is having 
trouble fitting the data.   
 
 
 
 
 
 
 
 
 
 
                                                 
22 Breusch-Godfrey tests confirm these results.  See Appendix E for the results of the tests.   
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Table 4.9. Coefficient Estimates for the Relative Inventory-based Forecasts, March 1994-February 2002 
 
One-  
Month 
Two-
Month  
2-1 
Two- 
Month   
2-2 
Three-
Month  
3-1 
Three-
Month  
3-2 
Three-
Month   
3-3 
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD 
        
R_MWDIST(-1) 0.002 0.001 0.004 -0.003 0.004 0.000 
 (0.131) (0.694) (0.298) (0.573) (0.439) (0.983) 
R_MWDIST(-2) . . -0.005 . -0.011 . 
 . . (0.112) . (0.044) . 
R_OECD (-1) 0.000 0.001 -0.005 -0.002 0.002 0.002 
 (0.715) (0.436) (0.080) (0.431) (0.662) (0.555) 
R_OECD (-2) . . 0.008 0.007 0.005 . 
 . . (0.007) (0.019) (0.219) . 
ΔMWD(-1) 0.249 . . . . . 
 (0.008) . . . . . 
ΔMWD(-2) . 0.410 . . . . 
 . (0.004) . . . . 
ΔMWD(-3) . . . . 0.402 . 
 . . . . (0.051) . 
DAPR . . . . 0.152 . 
 . . . . (0.002) . 
DMAY -0.057 -0.078 . . . . 
 (0.001) (0.008) . . . . 
DJUNE . . -0.100 . . . 
 . . (0.002) . . . 
DAUG 0.040 . . . . . 
 (0.016) . . . . . 
DOCT . . . . 0.121 . 
 . . . . (0.005) . 
DNOV -0.057 -0.138 . . . -0.102 
 (0.001) (0.000) . . . (0.024) 
DDEC . . -0.100 -0.095 . . 
 . . (0.001) (0.017) . . 
Constant 0.008 0.039 0.040 0.031 -0.061 0.037 
 (0.109) (0.002) (0.003) (0.111) (0.020) (0.102) 
              
Observations 94 46 46 30 30 28 
R-squared 0.364 0.422 0.441 0.388 0.437 0.188 
Adj. R-squared 0.311 0.346 0.349 0.299 0.350 0.186 
F-Value 8.299 5.836 5.129 3.970 2.98 2.083 
 (0.000) (0.000) (0.001) (0.013) (0.027) (0.126) 
Ljung-Box Stat 25.883 16.858 7.950 4.500 8.738 12.635 
  (0.306) (0.155) (0.789) (0.809) (0.272) (0.125) 
Lags 24 12 12 8 8 8 
Notes: 1. P-values in parenthesis. 
            2. Bold numbers indicate it is significant (p < .05). 
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The coefficients obtained from the relative inventory-based models indicate the relative 
inventories are not consistently significant (p > .05).   R_MWDIST is significant in the one-
month horizon, two-month 2-2 horizon, and three-month 3-2 horizon, while R_OECD is 
significant in the two-month 2-2 and three-month 3-1 and 3-2 horizons.  In general, these 
coefficient estimates indicate that percent changes in relative inventory may not play a huge role 
in forecasting diesel price for the in-sample period.  In contrast, these result differs from Ye et al 
(2002 and 2005) when their models generally indicate that their OECD crude oil relative 
inventory variable is significant (p < .05) during this general time period. Next, the lagged diesel 
prices included in the models in the models are only significant (p < .05) in the one-month, two-
month 2-1, and three-month 3-2 horizons, and in each instance they generally produce larger are 
more significant coefficients when compared to the relative inventory coefficients.   This result is 
similar to the results obtained in the futures-based models. Lastly, the dummy variable 
coefficients are significant and produce similar coefficient estimations similar to the dummy 
coefficients obtained in the two futures-based models.  This gives further evidence that there is a 
strong seasonal component in diesel prices during this time period.  
 
4.4.3 ARIMA Time Series Model 
 
Using historical diesel price data, Autoregressive Integrated Moving Average (ARIMA) 
forecasting models are estimated using Box-Jenkins procedures. This method of forecasting is 
used as a comparison to the futures-based and relative inventory-based models and to 
consistently evaluate these models to their alternatives the historical price data are split into 
samples similar to the samples used to estimate the futures and relative inventory-based models. 
Additionally, monthly dummy variables for months February through December are included in 
the model to capture seasonality in diesel price. 
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 To outline how the Box-Jenkins procedure was applied, consider a model for the one-
month horizon.  The first step involved estimating and plotting the Autocorrelation (ACF) and 
Partial Correlations (PACF) for diesel fuel price (Figures 4.3)23.    These estimations suggest that 
the natural log of diesel fuel price (MWD) is non-stationary and that the data needs to be 
transformed to make these data stationary.  The second step was to make MWD stationary; to do 
so the data was differenced.   After differencing the data, the ACFs and PACFs (Figure 4.3) are 
re-estimated and they demonstrate that MWD maybe an ARIMA(1,1,1) or an ARIMA(1,1,2) 
process.  The PACF for the differenced data also shows there may be some seasonality in diesel 
price since there is a spike in the PACF around every twelve months.  This result supports 
including monthly dummy variables into the models to capture seasonality that may exist.  This 
approach is similar to the one used in the futures- and relative inventory-based models. 
  
                                                 
23 ACF and PACF of diesel price in the all three- horizons can be found in Appendix F. 
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Figure 4.3. Diesel Price Autocorrelations and Partial Autocorrelations 
 One-month Horizon, March 1994-February 2002 
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Next, several models which include monthly dummy variables for months February-
December are specified24:  ARIMA(1,1,1),  ARIMA(1,1,2), ARIMA(1,1,0), ARIMA(0,1,1), and 
an ARIMA(0,1,2).  The model with the lowest AIC was an ARIMA (1,1,0) without a constant 
term with dummy variables for months March, April, August, September and October.  The 
constant and the other monthly dummy variables were removed from the model because they 
produced models with higher AIC, and in all instances the variables were generally insignificant.  
Ljung-Box test results are insignificant (p > .05) meaning there is no serial correlation in the 
model residuals.  Normality of the model was assessed using a quantile-quantile (Q-Q) plot (see 
Figure 4.4), and its plot reveals that the model lies on the 45-degree reference line, which means 
the model’s observations are normally distributed.  Lastly, model independence is accessed by 
inspecting the sample autocorrelations of the residuals to see if they would resemble white noise, 
and Figure 4.5 shows that the residuals approximate white noise.   Based on these results an 
ARIMA (1,1,0) with monthly dummy variables is used to estimate the time series forecast in the 
one-month horizon.   
Model specifications are presented in Tables 4.10 and 4.11.  Overall, the big difference 
between the time-series models and the futures- and relative inventory-based models are the 
dummy coefficients used in the models.  In particular the dummy variables identified in the time 
series models are not always consistent to the futures- and relative inventory based models, and 
this may be due to the fact that the constant terms were excluded from the time series models. 
For example in the two-month horizon 2-2 the time series-based model identify only the August 
dummy as being significant (p < .05) while in the futures- and relative inventory-based models 
the months identified are June, December, and January.  However, the signs for the coefficients 
are pretty consistent to the results seen in the futures and relative inventory-based models since 
                                                 
24 January is used as the base month and it is omitted from this list of dummy variables.   
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they indicate that diesel prices generally increase in April, decrease in the May, increase in 
August, September, and October, and decrease in November and December. 
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Figure 4.4.  Q-Q Plot of ARIMA(1,1,0) Residuals 
One Month Horizon, March 1994-February 2002 
Figure 4.5.  Autocorrelation of ARIMA(1,1,0) Residuals 
One Month Horizon, March 1994-February 2002 
76 
Table 4.10.  ARIMA Models Specified, March 1994-February 2002 
Horizon  Model Specified 
One-Month  ARIMA(1,1,0) with Monthly Dummy Variables 
Two-Month 2-1 ARIMA(1,1,0) with Monthly Dummy Variables 
Two-Month 2-2 Restricted ARIMA(3,1,0) with Monthly Dummy Variables 
Three-Month 3-1 ARIMA(1,1,0) with Monthly Dummy Variables 
Three-Month 3-2 ARIMA(1,1,0) with Monthly Dummy Variables 
Three-Month 3-3 Restricted ARIMA(3,1,0) with Monthly Dummy Variables 
 
Table 4.11.  Coefficient Estimates for the ARIMA Models, March 1994-February 2002 
  
One- 
Month 
Two-
Month 
2-1 
Two-
Month 2-
2 
Three-
Month 3-
1 
Three-
Month 3-
2 
Three-
Month  
3-3 
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD ΔMWD 
        
AR (-1) 0.306 0.312 . 0.358 0.428 . 
  (0.002) (0.011) . (0.028) (0.020) . 
AR (-3)   0.322 . . 0.047 
   (0.058) . . (0.011) 
DMAR . 0.045 . . . . 
 . (0.013) . . . . 
DAPR . . . . 0.086 . 
 . . . . (0.004) . 
DMAY -0.046 . . . . . 
 (0.044) . . . . . 
DAUG 0.046 . 0.079 . . . 
 (0.041) . (0.023) . . . 
DSEPT . 0.057 . 0.099 . . 
 . (0.050) . (0.005) . . 
DOCT     0.072 . 
     (0.012) . 
DNOV -0.046 -0.073 . . . -0.087 
 (0.000) (0.001) . . . (0.009) 
DDEC    -0.084 . . 
    (0.002) . . 
       
Sigma 0.042 0.060 0.075 0.076 0.082 0.093 
  (0.003) (0.000) (0.000) (0.000) (0.020) (0.000) 
       
Observations 95 47 47 31 31 31 
R-squared    0.325    0.370    0.241  0.433 0.314  0.342 
Adj. R-squared    0.295    0.310    0.207  0.370 0.238  0.295 
Ljung-Box Stat 24.722 18.149 14.294 8.735 9.441 5.116 
  (0.421) (0.111) (0.282) (0.189) (0.150) (0.529) 
Ljung-Box Lags 24 12 12 6 6 6 
Notes:  1. P-values in parentheses. 
             2. Bold numbers indicate it is significant (p<.05). 
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4.5 In-sample Individual Forecast Performance 
 
After the individual forecast models were generated, the forecasts were transformed from log and 
differences into cents per gallon of diesel to make interpretation of the results easier to 
understand. Next, each of the above models are evaluated to determine if any poorly performing 
forecasts need to be eliminated from a forecasting pool.  Furthermore, they are evaluated to 
determine which forecasts will be the preferred forecast in the Harvey, Leybourne, and Newbold 
encompassing tests.  The forecasts with the lowest root mean squared error (RMSE) for each 
horizon and horizon sample will be considered the preferred forecast. 
To evaluate the models, the residuals from the fitted models are plotted. Next, RMSE is 
used to measure the forecast’s numerical accuracy, and it is representative of the size of an 
“average” error of the forecast model.   Modified Diebold-Marino tests are performed with each 
of the forecasts to determine if there are any consistently statistically different performances 
between the forecasts in each horizon.  Mean squared error is used as the loss criterion for the 
test, since it closely corresponds to RMSE.  Finally, each model’s ability to anticipate directional 
changes in diesel prices are evaluated by collecting the percentage of time a model is able to 
anticipate a change in diesel price direction. 
Using these methods, the forecasts are evaluated for each horizon and when their horizon 
samples are combined.  For example, the crude oil futures model in two-month 2-1 has a forecast 
for these months: March, May, July, September, November, and January; and the two-month 2-2 
model forecasts for these months: April, June, August, October, December, and February.  To 
see how well these two samples work as a system in a particular horizon, the forecast samples 
are combined so that there is a forecast for every month of the year at each horizon. 
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Overall, the results for the models are mixed in regards to the most precise forecaster as 
performance varies between horizon and horizon sample (see Table 4.12 and 4.13).  Table 4.12 
demonstrates that the crude oil futures-based  model performs the best in the one-month horizon, 
the relative inventory-based model performs the best in the two-month horizon, and there are 
mixed results in the three-month horizon as the heating oil futures-based model performs the best 
in three-month 3-1, the relative inventory-based model performs the best in three-month 3-2, and 
the time series model performs the best in three-month 3-3. Table 4.13 displays similar results 
when the forecasts in the two- and three-month horizons are merged, except that the heating oil 
futures-model is the best performing model in the three-month horizon.  As for the worst 
performer, Tables 4.12 and 4.13 show that the no-change model consistently performs the worst 
of all of the models, a result which contrasts with the results obtained by Alquist and Kilian 
(2010).25  However, MDM test results in Tables 4.14 and 4.15 shows that most of the models are 
not consistently different from its alternative models indicative that there is no consistently 
superior forecast.  The exception is the no-change models which are statistically inferior to the 
alternative models, due in part to their poor forecasting performance.  Lastly, the model residuals 
(Figure 4.6)26 show that the models move pretty closely with one another and that the errors are 
pretty stable except after June 2001 when they become greater and more volatile.  This result 
suggests that the models are performing similar to one another and this understandable since the 
coefficients for each of the models demonstrate that they are primarily driven by the monthly 
dummy variables that are similarly specified in each of the forecasting models.   
                                                 
25 Using regression analysis minimizes the sum of squared errors, therefore the model which produces the best fit, or 
has the highest R2 or adjusted R2 should have the lowest RMSE.   As expected, these RMSE results correspond to 
the R2 and adjusted-R2 obtained from the model estimations since the best fitting models in each horizon and horizon 
sample have the lowest RMSE results.    
26 For brevity, the residuals displayed in Figure 4.6 are from the models when the forecasts are merged with their 
corresponding forecast in each horizon.  To see the sample-by-sample break down please refer to Appendix G.  
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Table 4.12.  In-Sample Individual Forecast Performance Between Forecasts 
                     in each Horizon Sample, March 1994-February 2002 
  RMSE 
Two-
Month 
Two-
Month 
Three-
Month 
Three-
Month 
Three-
Month 
Forecast 
One 
Month 2-1 2-2 3-1 3-2 3-3 
1. MWDCOFt 3.484 5.139 6.481 5.716 6.882 8.436 
2. MWDHOFt 3.745 5.146 6.809 5.272 6.98 8.471 
3.MWDr_INVt 3.625 4.948 6.132 6.821 6.318 8.372 
4. MWDARIMAt 3.976 5.137 6.945 6.345 6.637 8.115 
5. MWDNo-Changet 4.399 6.203 7.713 7.958 8.385 9.318 
              
Notes: 1.  RMSE are reported as cents/gallon  
            2. Bold numbers represent the best performing forecast in each horizon and   
                sample. 
 
Table 4.13.  In-Sample Forecast Performance with Forecasts from Two and Three Month    
                    Horizon Samples Merged, March 1994-February 2002 
RMSE 
Forecast 
One Month Two-Month Three-Month 
1. MWDCOFt 3.484 5.849 7.099 
2. MWDHOFt 3.745 6.035 7.030 
3.MWDr_INVt 3.625 5.589 7.252 
4. MWDARIMAt 4.241 6.126 7.425 
5. MWDNo-Changet 4.399 6.999 8.572 
    
Notes: 1. RMSE are reported as cents/gallon 
            2. Bold numbers represent the best performing forecast in each horizon and horizon  
                sample. 
            3. Forecasts in one-month horizon were not merged, but are included in this table for  
                comparison purposes. 
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Table 4.14.  Modified Diebold-Mariano Test Results Between Forecast                 
                    in each Horizon Sample, March 1994-February 2002 
Test Conclusions 
Horizon Forecast 1 2 3 4 
1 . . . . 
2 (1) . . . 
3 (1) (3) . . 
4 (1) (2) (3) . 
One Month 
5 (1) (2) (3) (4) 
1 . . . . 
2 (1) . . . 
3 (3) (3) . . 
4 (1) (2) (3) . 
Two-Month 
 2-1 
5 (1) (2) (3) (4) 
1 . . . . 
2 (1) . . . 
3 (3) (3) . . 
4 (1) (2) (3) . 
Two-Month  
2-2 
5 (1) (2) (3) (4) 
1 . . . . 
2 (2) . . . 
3 (1) (2) . . 
4 (1) (2) (3) . 
Three-Month 
 3-1 
5 (1) (2) (3) (4) 
1 . . . . 
2 (1) . . . 
3 (3) (3) . . 
4 (1) (2) (3) . 
Three-Month  
3-2 
5 (1) (2) (3) (4) 
1 . . . . 
2 (1 . . . 
3 (3) (3) . . 
4 (1) (2) (3) . 
Three-Month  
3-3 
5 (1) (2) (3) (4) 
Notes:  1. Numbers under “Forecast” column refer to the following models:    
              1=Crude Oil Futures     2=Heating Oil Futures     3=Relative Inventory 
              4=ARIMA                     5=No-Change.                        
             2. Number in parenthesis is the superior forecast. 
             3. Number which is bolded is significant (p < .05) 
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Table 4.15.  Modified Diebold-Mariano Test Results with   
                    Forecasts from Two- and Three-month Horizon   
                    Samples Merged,  March 1994-February 2002                               
Test Conclusions Horizon 
Forecast 1 2 3 4 
1 . . .  
2 (1) . .  
3 (1) (3) .  
4 (1) (2) (3)  
One Month 
5 (1) (2) (3) (4) 
1 . . .  
2 (1) . .  
3 (3) (3) .  
4 (1) (2) (3)  
Two-Month 
5 (1) (2) (3) (4) 
1 . . .  
2 (1) . .  
3 (3) (3) .  
4 (1) (2) (3)  
Three-Month 
5 (1) (2) (3) (4) 
Notes:  1. Numbers under “Forecast” column refer to the following     
     models:  
              1=Crude Oil Futures     2=Heating Oil Futures      
              3=Relative Inventory    4=ARIMA          
              5=No-Change.                        
            2. Number in parenthesis is the superior forecast. 
            3. Number which is bolded is significant (p < .05). 
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Figure 4.6.  In-Sample Forecast Residuals 
March 1994-February 2002 
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Lastly, the in-sample models are able to anticipate directional changes in diesel price 
between 65 to 97 percent of the time. (see Table 4.16).  In general, the results indicate that the 
ARIMA models do the best job of anticipating price movements although they are the least 
precise of the forecast models.  The individual model that generally anticipates price the worst is 
the Relative Inventory-based model.  It has the lowest percentages of all the models except in the 
Three-month 3-1 horizon as it has the highest percentage of three of the models. 
Table 4.16.  Percent Of Time Forecasts Are Able to Anticipate Diesel Price Movements,  
                    March 1994-February 2002  
  
One-
Month 
Two-
Month  
2-1 
Two-
Month  
2-2 
Three-
Month  
3-1 
Three-
Month  
3-2 
Three-
Month  
3-3 
Crude Oil 0.80 0.78 0.82 0.67 0.81 0.83 
Heating Oil 0.85 0.78 0.82 0.70 0.77 0.80 
Relative Inventory 0.78 0.73 0.78 0.73 0.71 0.77 
ARIMA 0.86 0.78 0.89 0.65 0.97 0.77 
Note: 1. Bold indicates it is best model at anticipating price movements. 
          2. The no-change model is excluded from this table since it anticipates there will be no change in the  
              price of diesel is almost always incorrect.   
 
Based on these results, all of the forecasts, except the no-change model, are used to form 
the forecasting pool used to construct the composites.  The no-change model is excluded since 
the forecasting precision is poor relative to the alternative models, and its forecasting 
performance is statistically different from its alternatives.  Next, the results indicate that the 
preferred forecasts for the Harvey, Leybourne, and Newbold encompassing tests (the forecasts 
with the lowest RMSE in each horizon) should be the crude oil futures-based forecast in the one-
month horizon; the relative inventory-based model in two-month horizon 2-1 and 2-2; the 
heating oil futures-based model in three-month 3-1; the relative inventory-based model in three-
month 3-2; and the time series model in three-month 3-3. 
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4.6 Composite Forecast Estimations  
 
In-sample composite forecasts are constructed using all of the individual forecasts except the no-
change model since its forecasting precision was poor relative to the other forecasts.  Composites 
are constructed because pooling forecasts can be beneficial to forecasting performance when 
alternative forecasts contain useful information not included in the other forecast (e.g., Granger 
and Newbold 1986; Diebold and Lopez 1996; Fang 2003). In addition, combining forecast 
models can improve forecast performance where there is model instability because may provide 
a type of insurance for breaks or other non-stationarities in the future (Colino et al. 2008).  To 
construct the composites, the following techniques are used: averages, least squares regressions 
(LSR), and Harvey, Leybourne Newbold encompassing methods (HLN).  
First, average composites are constructed.  This method of constructing a composite 
generally produces accurate forecast results (Clemen 1989; Makridakis and Hibon 2000; Stock 
and Watson 2003 and 2004) and are highly attractive because they often outperform more 
complex methods, such as the LSR procedure (e.g., Bates and Granger 1969; Nelson 1972; 
Granger and Ramanathan 1984).  However, this method of combination is sometimes suboptimal 
and prone to bias because it applies equal weights to the set of forecast used to construct the 
composite.  To construct the average composites, they are simply the average between the crude 
oil futures-based, heating oil futures-based, and relative inventory-based forecasts at a time t. In 
other words, it is an equal weight forecast with an applied weight of 1/n (n is the number of 
forecasts in the composite) for each forecast.   
Next, the LSR method is used to compute composite forecasts in each horizon sample.  
The method used in this analysis is a regression equation which includes a constant coefficient to 
prevent forecast bias.  The estimation of a regression weights are presented in Table 4.17.   
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Table 4.17.  Least Squares Regression Weights, March 1994-February 2002 
 Two-Month 
Two-
Month 
Three-
Month 
Three-
Month 
Three-
Month 
 
One 
Month 2-1 2-2 3-1 3-2 3-3 
Forecast MWD MWD MWD MWD MWD MWD 
       
MWDCOFt 0.757 0.551 0.768 0.327 0.761 -0.654 
MWDHOFt -1.314 -4.073 -2.117 2.068 -0.924 -0.449 
MWDr_INVt 1.414 4.128 1.964 -0.991 1.190 1.072 
MWDARIMAt 0.160 0.347 0.343 -0.501 -0.0393 0.800 
 Constant -1.372 3.803 3.227 7.714 1.247 17.8 
       
Observations 94 46 46 30 30 30 
R2 0.957 0.909 0.890 0.917 0.869 0.818 
 
Lastly, the HLN encompassing test procedure, an alternative least squared regression 
composite method, is used.  This test requires a preferred forecast to be tested against alternative 
forecasts to determine if it encompasses the alternative forecasts. Here, the preferred forecast is 
the individual model with the lowest RMSE at each forecast horizon and horizon sample.    The 
other remaining forecasts are the alternative forecasts.  Using Harvey, Leybourne, Newbold 
encompassing test equation we test the null hypothesis of whether λk=0 for all k, with a rejection 
of this hypothesis implying a composite forecast can be constructed from the forecasting series 
which will result in a smaller expected squared error than using the individual forecast by itself.  
Results of the encompassing tests are presented in Table 4.18.   
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Table 4.18.   HLN Multiple Forecast Encompassing Test, March 1994-February 2002 
  
One- 
Month 
Two- 
Month 
2-1 
Two- 
Month 
2-2 
Three-
Month 
3-1 
Three- 
Month 
3-2 
Three- 
Month 
3-3 
Preferred Forecasts Alternative  
Forecasts       MWDCOFt MWDR_MWDFt MWDR_MWDFt MWDHOFt MWDR_MWDFt MWDARIMAt 
             
MWDCOFt . 5.590 1.976 -0.767 0.849 0.927 
 . (0.480) (0.009) (0.274) (0.532) (0.560) 
MWDHOFt -1.046 -6.039 -2.167 . -0.815 -0.853 
 (0.097) (0.453) (0.010) . (0.547) (0.615) 
MWDR_MWDFt 0.586 . . 0.493 . 0.611 
 (0.338) . . (0.027) . (0.076) 
MWDARIMAt 0.172 0.354 0.326 -0.686 -0.069 . 
 (0.383) (0.448) (0.173) (0.163) (0.780) . 
       
Observations 94 46 46 30 30 30 
R2 0.034 0.021 0.169 0.187 0.044 0.146 
F-Test  1.05 0.310 2.920 2.080 0.190 1.540 
P-Value (0.373) (0.816) (0.045) (0.126) (0.903) (0.227) 
Ljung-Box Stat 21.731 17.729 8.387 2.221 6.735 7.007 
  (0.595) (0.124) (0.754) (0.898) (0.346) (0.320) 
Ljung-Box Lags 24 12 12 6 6 6 
Notes:  1. P-values in parentheses. 
             2. Bold numbers indicate it is significant (p<.05). 
 
Table 4.18 shows that Ljung-Box tests indicate that tests do not suffer from residual 
correlation, therefore the results from the tests should be accurate.  Overall, the results of the test 
show that few of the forecasts in each horizon sample can contribute information to the preferred 
forecast.  The exception is the two-month horizon 2-2 since the test shows that the crude oil 
futures-based and the heating oil futures-based forecast coefficients are significant illustrating 
that these models can contribute information to the relative inventory-based forecast.  
Additionally, the F-test for the model parameters is significant (p<.05).   Another exception is the 
three-month 3-1 horizon since this test shows that the relative inventory-based model may 
contribute information to the heating oil futures-based model.  However, the F-test for the model 
parameters is not significant (p<.05).  Therefore, based on this result, constructing a HLN 
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composite in the two-month 2-2 horizon should improve forecast performance, while 
constructing HLN composites in the other horizons may not.   
4.7 In-Sample Composite Forecast Performance  
 
After the composite forecasts were constructed, their in-sample performances were evaluated by 
plotting their forecast residuals to observe the structure the forecast residuals, estimating RMSE 
for each of the models to examine their forecasting precision, performing MDM tests with mean 
squared errors as the loss criterion to determine whether forecast performances are statistically 
significant from each other, and evaluating the percent of time a model is able to anticipate diesel 
price directional changes.  These forecasts did not need to be converted into cents per gallons, 
since the forecasting units used to construct the composites were already in cent per gallon.  
Also, similar to the evaluation of the individual models, the RMSE and the MDM tests for the 
composite models were examined two ways:  on a sample-by-sample basis, and by merging the 
corresponding forecasts in each horizon.   
The results of their performances show two things.  First, RMSE show that the LSR and 
HLN composite methods can improve forecast performance (see Table 4.19).  In particular, 
RMSE reveals that the LSR is the best performing composite method as well as overall 
forecasting method. The HLN composite also does well in the one and two-month horizons but 
not as well in the three-month horizon, a surprising result considering HLN tests showing that 
only the 2-1 month forecasts would benefit from constructing an HLN composite.   Despite these 
findings, it must be noted that the performance of these forecasts are only modestly better than 
their alternatives and MDM tests show that their performances are generally not statistically 
different (p > .05) to best performing individual forecast in each sample (see Table 4.20) but they  
are generally statistically different to no-change models.  However, using these composite 
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methods do appear to help diversify the models because when there are peaks and valleys in 
diesel price these two composites have less pronounced peaks and valleys relative to the other 
forecasts (see Figure 4.7).27  These results should be expected since both of these composite 
methods use regression analysis which minimizes the sum of squared errors when the individual 
forecasts are pooled, therefore they are minimum variance forecasts and which means they 
should be better performing forecasts compared to the individual models.  It is important to keep 
in mind though that these results observed in the in-sample may not carry over to the out-of-
sample period because the regression-based weights will be measured ex-post to produce ex-ante 
forecasts; therefore there is no need for the procedure to provide the minimum forecast error out-
of-sample. 
 
Table 4.19.  In-Sample Composite Forecast Performance with Horizon Samples Merged,  
                  March 1994-February 2002 
RMSE  
Forecast One Month Two Month Three Month 
5. MWDAveraget 3.608 5.702 6.819 
6. MWDLSRt 3.417 5.237 6.085 
7. MWDHLNt 3.425 5.267 7.151 
    
Notes: 1. RMSE reported as cents/gallon.  
            2. Bold numbers represent the best performing forecast in each horizon and sample. 
            3. For brevity, RMSE of the merged horizon samples are presented since their results are similar to     
               the RMSE obtained for each  of the horizon samples.  
 
 
 
 
 
 
 
 
                                                 
27 For brevity the residuals plotted in Figure 4.7 are from the models when the forecasts are merged with their 
corresponding forecast in each horizon.  To see the sample-by-sample break down please refer to Appendix G.  
89 
Table 4.20.  MDM Test, In-Sample Composites with Horizon Samples Merged, 
                    March 1994-February 2002 
Test Conclusions 
Horizon Forecast  1 2 3 4 5   6 7 
6 (1) (6) (6) (6) (6) . . 
7 (7) (7) (7) (7) (7) (7)  . One Month 
8 (8) (8) (8) (8) (8) (6) (8) 
6 (6) (6) (3) (6) (6) . . 
7 (7) (7) (7) (7) (7) (7)  . Two-Month 
8 (1) (2) (3) (4) (8) (6) (7) 
6 (6) (6) (6) (6) (6) . . 
7 (7) (7) (7) (7) (7) (7)  . Three-Month 
8 (1) (2) (3) (4) (8) (6) (7) 
Notes:   1. Numbers under “Forecast” column refer to the following   
                  models:  
                            1=Crude Oil Futures                              2=Heating Oil Futures  
                            3=Relative Inventory                             4=ARIMA  
                            5=No-Change                                        6=Average 
                            6=Least Squared Regression                 8=Harvey Leybourne and Newbold.    
             2. Number in parenthesis is the superior forecast. 
             3. Bold signifies significance (p<.05). 
             4. For brevity only the MDM test results of the merged horizon           
                samples are presented since their results are similar to the   
                results obtained for each of the horizon samples. 
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Figure 4.7.  In-Sample Composite Forecast Residuals 
March 1994-February 2002 
91 
Second, RMSE reveals that the average composite does not do as well as the LSR and 
HLN methods. This is counter to previous research which has shown that averaging techniques 
should outperform more complex composite techniques such as the LSR and HLN methods 
(Clemen 1989; Makridakis and Hibon 2000; and Stock and Watson 2003).  To understand why 
they do not perform well, note that the average composite does not outperform the best 
performing individual forecast in each forecast horizon and horizon sample, but it does 
outperform the remaining individual forecasts in each horizon.  Also, Table 4.21 demonstrates 
that each of the individual models’ performances are highly correlated.  Coupling these two 
results together suggests that the average composite may be simply biasing the best performing 
individual forecast to perform more poorly. 
 
Table 4.21. Correlation of One-Month Forecast Model Residuals,  
                   March 1994-February 2002 
  
Crude Oil 
Futures 
Heating Oil 
Futures 
Relative 
Inventory ARIMA 
Crude Oil Futures 1 . . . 
Heating Oil Futures 0.96 1 . . 
Relative Inventory 0.96 0.99 1 . 
ARIMA 0.87 0.89 0.88 1 
  
Finally, the percent of time a composite model is able to anticipate diesel price 
directional changes were obtained (see Table 4.22.)  In general, the composites are able to 
anticipate price directional changes between 63-90 percent of the time.  Of all the composites, 
the average composite does the best job of anticipating directional change even though it is the 
worst performing of the composite methods.  When comparing the directional change 
percentages with the individual models, the composites are not able to anticipate price 
movements better than the ARIMA model.  The exception to this is in the three-month 3-3 
horizon as the average and the LSR composite have the higher percentage of accuracy.     
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Table 4.22. Percent Of Time Forecasts Are Able To Anticipate Diesel Price Movements,  
                   March 1994-February 2002 
  
One-
Month 
Two-
Month  
2-1 
Two-
Month  
2-2 
Three-
Month  
3-1 
Three-
Month  
3-2 
Three-
Month  
3-3 
Average 0.85 0.73 0.82 0.63 0.90 0.87 
LSR 0.78 0.69 0.82 0.60 0.77 0.87 
HLN 0.79 0.73 0.80 0.70 0.77 0.67 
Note: Bold indicates it is best model at anticipating price movements. 
 
Overall, the in-sample composite forecast evaluations suggest that the LSR and HLN 
composites can improve forecast precision relative to the individual models; however they are 
not superior results according to MDM tests and nor does it mean the results will carry over to 
the out-of-sample period since these weights will be measured ex-post to produce the ex-ante 
forecasts.  The average composite cannot improve forecast precision despite previous literature 
suggesting it should produce better composites when compared to more complex techniques such 
as the LSR and HLN methods.    Finally, the results suggest that the average, LSR and HLN 
composites generally cannot improve the ability to anticipate directional change relative to the 
individual model; however the average composite does a better job of anticipating price 
movements when compared to other composite methods. 
4.8 Out-of-Sample Forecasts and their Performance 
 
Using the specifications from the in-sample forecast, individual and composite forecasts are 
estimated for the period March 2002-December 2008 to analyze how well in-sample 
specifications perform using rolling regressions and moving window structures.  In particular a 
4-year moving window, an 8–year moving window, and a rolling regression are examined.  The 
moving window forecasts should reduce the effect that non-relevant historical information may 
have on a model during a period of structural change since it can drop historic information while 
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the rolling regression should perform better in periods where no structural change occurs since 
more data can be used to fit the models which in turn can reduce model variance (Tashman 
2000).    
Before the out-of-sample forecasts are evaluated, the individual model outputs are 
converted from logs and differences into cents per gallons.  Next, the models are evaluated using 
several methods.  First forecast precision is evaluated by examining Root Mean Squared Error 
(RMSE) and Root Mean Squared Percent Error (RMSPE).  RMSPE is used along with RMSE 
because RMSE may give disproportionate weight to the very large errors.  Furthermore, diesel 
price has increased during this period which means the increase in price and forecast error may 
produce larger RMSE results.  Therefore, RMSPE is used as an alternative measure because it is 
presented in percentage points.  Second, MDM tests are performed to determine if there are any 
statistical differences between the performance measures.  Third, forecast errors as well as 12-
month moving RMSE and RMSPE are plotted over the period to evaluate the evolution of each 
model’s performance over time.  The 12-month RMSE and RMSPE are simply RMSE and 
RMSPE estimated at each time t using only the last twelve observations at each point in time.  
Lastly, to evaluate a model’s ability to anticipate diesel price directional change, the percentage 
of times a model is able to correctly anticipate diesel price movements is obtained.  This form of 
evaluation is done due to the volatile nature of diesel prices.  If the models are not precise at 
predicting prices but are still able to anticipate price movements, then this result may be useful to 
forecast users in that it may help them prepare for eventual price movements. 
First, RMSE and RMSPE results (see Tables 4.23 and 4.24) identify the models estimated 
with the 4-year moving window generally do the best job of forecasting followed by the 8-year 
moving window, and the rolling regression technique.  For example, the MWDr_invt  using the 4-
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year moving widow produces a lower RMSE and RMSPE score in each horizon relative to the 
estimates obtained from the 8-year moving windows and the rolling regressions.  Overall, this 
result suggests that there is some sort of structural change occurring during this period.  Further 
evidence of this is supported by the fact that a coefficient of variation taken for the out-of-sample 
period (a value of .41) is approximately twice of that for a coefficient of variation for the in-
sample period (a value of .20) indicating that the out-of-sample period is a more volatile period 
relative to the in-sample period.  Therefore, based on these results, the rest of the analysis will 
focus on the forecasts estimated with the 4-year moving window.  
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Table 4.23.  Out-of-Sample Forecast RMSE, March 2002-December 2008 
Forecast 
One 
Month 
Two-
Month   
2-1 
Two-
Month   
2-2 
Two 
Month, 
Samples 
Merged 
Three-
Month 
3-1 
Three-
Month 
3-2 
Three-
Month 
3-3 
Three 
Month, 
Samples 
Merged 
4-Year Moving Window 
1. MWDCOFt 12.033 25.029 23.578 24.314 28.813 26.645 27.558 27.700 
2. MWDHOFt 14.155 24.921 23.120 24.037 29.101 26.265 26.839 27.450 
3. MWDr_INVt 11.851 23.350 23.047 23.199 27.924 22.608 27.154 26.026 
4. MWDARIMAt 15.804 25.247 27.445 26.369 32.378 34.545 33.043 33.323 
5. MWDAveraget 12.673 24.005 23.495 23.751 28.806 26.447 27.775 27.707 
6. MWDLSRt 12.816 27.211 25.529 28.265 35.345 34.365 35.817 35.183 
7. MWDHLNt 19.053 25.050 26.093 27.812 36.014 30.175 42.791 36.683 
8-Year Moving Window 
1. MWDCOFt 14.045 26.651 25.288 26.156 36.290 31.816 30.420 32.941 
2. MWDHOFt 15.046 26.614 25.690 27.045 36.579 31.650 30.103 32.491 
3. MWDr_INVt 13.642 25.798 28.238 27.940 35.949 31.411 29.651 37.736 
4. MWDARIMAt 16.237 26.175 29.599 26.372 39.115 35.942 38.030 33.508 
5. MWDAveraget 14.276 26.028 26.712 28.044 36.375 32.224 31.613 30.550 
6. MWDLSRt 13.792 27.821 28.266 27.888 28.569 32.210 30.833 38.564 
7. MWDHLNt 19.377 27.207 28.554 26.156 40.598 33.256 41.241 32.941 
Rolling Regression 
1. MWDCOFt 14.879 27.368 26.683 27.028 39.143 35.073 32.424 35.699 
2. MWDHOFt 15.633 27.262 27.000 27.131 38.891 34.816 32.303 35.485 
3. MWDr_INVt 13.891 26.830 29.105 27.991 37.162 35.237 31.156 34.641 
4. MWDARIMAt 16.265 27.363 31.069 29.275 40.632 35.929 38.234 38.342 
5. MWDAveraget 14.843 27.015 28.085 27.555 38.580 34.735 33.233 35.625 
6. MWDLSRt 13.297 27.370 29.132 28.265 32.851 38.961 32.528 35.183 
7. MWDHLNt 20.960 27.280 28.334 27.812 42.702 36.859 40.872 36.683 
No-Change Model 
8. MWDNo-changet 17.802 28.838 32.089 30.507 42.109 38.753 38.381 39.812 
Notes:  1. All figures are reported as cents/gallon. 
             2. Bold numbers indicate they are best performing forecast in horizon or horizon sample.   
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Table 4.24.  Out-of-Sample Forecast RMSPE, March 2002-December 2008 
Forecast 
One 
Month 
Two-
Month   
2-1 
Two-
Month   
2-2 
Two 
Month, 
Samples 
Merged 
Three-
Month 
3-1 
Three-
Month 
3-2 
Three-
Month 
3-3 
Three 
Month, 
Samples 
Merged 
4-Year Moving Window 
1. MWDCOFt 5.641 11.046 10.159 10.612 13.811 12.176 12.703 12.926 
2. MWDHOFt 6.349 10.959 9.900 10.443 14.143 12.004 12.473 12.922 
3. MWDr_INVt 5.475 10.116 10.192 10.154 13.072 9.709 11.374 11.488 
4. MWDARIMAt 7.077 11.032 12.616 11.850 15.667 14.303 14.513 14.850 
5. MWDAveraget 5.751 10.522 10.220 10.372 13.808 11.638 12.231 12.608 
6. MWDLSRt 8.506 11.186 12.410 12.157 17.682 11.914 18.917 15.174 
7. MWDHLNt 6.250 11.720 11.058 12.083 16.136 13.277 15.905 16.472 
8-Year Moving Window 
1. MWDCOFt 6.263 11.539 10.935 11.241 16.665 14.040 13.283 14.759 
2. MWDHOFt 6.655 11.504 11.197 11.351 16.925 14.013 13.139 14.809 
3. MWDr_INVt 6.003 11.224 12.510 11.885 17.225 13.431 12.486 14.561 
4. MWDARIMAt 7.230 11.441 13.429 12.475 17.863 14.803 15.990 16.288 
5. MWDAveraget 6.276 11.307 11.696 11.503 16.943 13.777 13.436 14.831 
6. MWDLSRt 6.542 12.014 11.891 11.861 18.110 14.200 16.989 13.096 
7. MWDHLNt 6.817 12.137 11.580 11.952 12.879 13.924 12.449 16.537 
Rolling Regression 
1. MWDCOFt 6.508 11.824 11.467 11.647 17.644 14.954 13.851 15.592 
2. MWDHOFt 6.782 11.776 11.700 11.738 17.522 14.896 13.699 15.482 
3. MWDr_INVt 6.084 11.570 12.987 12.299 18.223 14.646 13.185 15.532 
4. MWDARIMAt 7.249 11.863 14.289 13.132 18.485 14.771 16.003 16.518 
5. MWDAveraget 6.446 11.670 12.348 12.014 17.802 14.495 13.970 15.545 
6. MWDLSRt 9.051 11.924 12.240 12.157 18.893 15.196 17.491 15.174 
7. MWDHLNt 8.704 11.908 12.401 12.083 14.608 16.121 13.948 16.472 
No-Change Model 
8. MWDNo-changet 8.059 12.416 15.264 13.913 21.296 15.936 16.917 18.240 
Notes:  1. All figures are reported as percent error. 
             2. Bold numbers indicate they are best performing forecast in horizon or horizon sample.   
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Next, RMSE and RMSPE for the models using the 4-year moving windows demonstrate 
that the models are not very precise in terms of forecasting, but are better at forecasting than 
when using a no-change model.  In particular, RMSE for the forecast models are very large when 
compared to their in-sample RMSE, but this may be a consequence of the increase in diesel price 
and forecast error compared to the in-sample period.  RMSPE estimated in the out-of-sample 
period are lower than the RMSE estimates, and they indicate that the average forecast error is 
five-percent in the one-month horizon, around ten-percent in the two-month horizons, and about 
eleven and half percent in the three-month horizon.  This indicates that after the one-month 
forecast horizon the decrease in forecast performance almost doubles in percentage points.   
Third, the results show that the forecasting models are struggling to interpret changes in 
the environment and that no forecasting model that can significantly outperform any of its 
alternative models.  This is supported by the fact that RMSE has increased relative to the in-
sample period. Fourth, MDM tests (see Table 4.25)28 on the forecasts reveal that there are few 
instances where forecast performances are statistically different from its rival forecasts (p < .05), 
a similar result obtained in the in-sample models.  Lastly, plotting the forecasting errors show 
that the errors are increasing throughout the out-of-sample period (see Figures 4.8 and 4.9)29. 
They also show that the forecast errors are moving closely together, which is confirmed in Table 
4.26 by obtaining correlations of the forecast errors thus giving visual support for MDM test 
results which indicate there is no statistical differences between the forecasts’ performances.   
 
 
                                                 
28 Since the MDM test results of the individual samples and the merged samples are similar only the MDM test from 
the merged forecasts are presented in Table 4.25.  This is done for brevity.  To see the sample-by-sample break 
down please refer to Appendix G. 
29 For brevity, the errors plotted in Figures 4.8 and 4.9 are from the models when the forecasts are merged with their 
corresponding forecast in each horizon.  To see the sample-by-sample break down please refer to Appendix H. 
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Figure 4.8.  Out-of-Sample Individual Forecast Errors, March 2002-December 2008 
4-Year Moving Window Estimates 
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Figure 4.9.  Out-of-Sample Composite Forecast Errors, March 2002-December 2008 
4-Year Moving Window Estimates 
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Table 4.25.  MDM Test Results for 4 –Year Moving Window  Out-of-Sample  
                     Forecasts, March 2002-December 2008 
Test Conclusions 
Horizon Model  1 2 3 4 5 6 7 
1 . . . . . . . 
2 (1) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (1) (5) (3) (5) (6) . . 
7 (1) (6) (3) (6) (7) (5) . 
One Month 
8 (1) (2) (3) (4) (8) (5) (6) 
1 . . . . . . . 
2 (2) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (5) (5) (3) (5) (6) . . 
7 (1) (2) (3) (4) (7) (5) . 
Two-Month 
8 (1) (2) (3) (4) (8) (5) (7) 
1 . . . . . . . 
2 (2) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (1) (2) (3) (4) (6) . . 
7 (1) (2) (3) (4) (7) (5) . 
Three-Month 
8 (1) (2) (3) (4) (8) (5) (6) 
Notes: 1.  Numbers under “Forecast” column refer to the following  models:  
                            1=Crude Oil Futures                              2=Heating Oil Futures  
                            3=Relative Inventory                             4=ARIMA  
                            5=No-Change                                        6=Average 
                            6=Least Squared Regression                 8=Harvey Leybourne and Newbold. 
           2. Number in parenthesis is the superior forecast and bold is significant (p<.05). 
 
 
 
 
 
 
 
 
101 
Table 4.26. Correlation of Out-of-Sample Forecast Errors, 4-Year Window Forecasts,  
                      March 2002-December 2008 
 COF HOF r_INV ARIMA Average LSR HLN 
COF 1.00 . . . . . . 
HOF 0.94 1.00 . . . . . 
r_INV 0.90 0.93 1.00 . . . . 
ARIMA 0.86 0.91 0.81 1.00 . . . 
Average 0.96 0.98 0.94 0.94 1.00 . . 
LSR 0.73 0.62 0.76 0.61 0.70 1.00 . 
HLN 0.81 0.67 0.51 0.73 0.71 0.52 1.00 
 
The decline in the performance of the models may probably be attributed to a couple 
factors in the oil market which may have caused the price of diesel to increase and become more 
volatile relative to the in-sample period.  First, between 2005 and 2008, strong world demand 
driven primarily by China, the Middle East, and other industrialized economies coupled with the 
failure of global production to increase to meet rising demand helped to increase diesel prices 
(Hamilton 2008; and Ohana 2010).  This may have caused a shift in the markets due to future 
worries that supply would be disrupted by weather or war causing the dynamics of the oil market 
to shift from a backwardation market to a contango market.30  During the in-sample period 
(March 1994-February 2002) the crude oil markets were backwardated since there was no 
incentive to store fuel because demand was low, and enough products could reach the market to 
match demand (Litzenberger and Rabinowitz 1995; Tabak 2003; French 2005; and Huang, Yang, 
and Hwang 2009). Starting around 2005, with the increase in demand for crude oil, coupled with 
the fear that not enough crude oil would be produced to meet demand, more oil began to be 
stored and more contracts dated further in the future began being sold causing the crude oil 
market to shift into contango (Chantziara and Skiadopoulos 2008; de Alemdia and Silva 2009; 
Huang, Yang, and Hwang 2009; and Ohana 2010).  However, this market structure fluctuated 
                                                 
30 A market in “backwardation” is where near-term future prices for a product are higher than long-term future 
prices while a market in “contango” is the opposite, that is, near-term future prices for a product are lower than long-
term future prices.    
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from a backwardation relationship to contango relationship between 2005 and 2008 meaning the 
markets were in constant flux (de Alemdia and Silva 2009; and Chantziara and Skiadopoulos 
2008).  The second major factor affecting model performance are the exogenous events which 
caused major price shocks in the oil markets.  In particular, in last half of 2005 Hurricanes 
Katrina and Rita temporally shut down major refineries in the Gulf Coast delaying production 
and causing a sudden increase in price.  Additionally, the Financial Crisis of 2008 caused a 
massive drop in diesel price due to massive deleveraging of assets and the looming world-wide 
recession causing the demand for oil products to drop.  
With these changes in the market affecting diesel prices, the forecast models appear to 
have trouble adjusting appropriately.  A plot of 12-month moving RMSE and RMSPE for the 
merged forecasts in each horizon (see Figures 4.10 and 4.11) demonstrates this since they display 
an increasing trend with jumps around the time the exogenous events take place.  More 
specifically, the 12-month moving RMSE and RMSPE are pretty stable until the end of 2005 
when there is a sudden upward shift. This is around the time Hurricanes Katrina and Rita hit the 
Gulf Coast and slowed refinery production causing a spike in the price of diesel.  They stay at 
this elevated level until the beginning of 2007 when there is another spike in the moving RMSE 
and RMSPE caused by a drop in the price of diesel fuel which the models cannot account for.  
The moving RMSE and RMSPE decline around August 2007, but never reach the pre-2005 
levels.  Nevertheless, the improvement in performance is short lived, as there is a sudden 
increase in the price of diesel which causes a sudden jump in RMSE and RMSPE in the 
beginning of 2008.  They increase further in the last part of 2008 when there was a sudden 
decrease in the price of diesel caused by concerns of a looming global recession which caused a 
drop in demand for oil products. 
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Figure 4.10.  12-Month Moving RMSE 
March 2003-December 2008 
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Figure 4.11.  12-Month Moving RMSPE 
 March 2003-December 2008 
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Clements and Hendry (1999) state that for forecast models to be successful, they need to 
capture regularities that are informative about the future, and exclude non-regularities that can 
swamp any regularity modeled.  The evolution of the performance results displayed in Figures 
4.10 and 4.11 suggest that the regularities that were originally captured in the in-sample period 
are slowly being swamped by the new business environment. In part, this stems from the fact that 
the models were specified in a period where diesel prices were more stable. However, as time 
progresses and diesel prices become more unstable the model specifications become more 
irrelevant.  To exhibit how the models struggle to capture any diesel price regularities, Tables 
4.27 through 4.30 identifies model coefficients for each of one-month forecasts at four evenly 
spaced periods in the out-of-sample period. The tables illustrate that none of the model 
coefficients are consistently significant during the out-of-sample period, even though four-year 
moving window methods are used to help the models adjust to any structural changes.  In 
particular, the monthly dummy variables used to capture the seasonality are insignificant because 
they are being “swamped” by events occurring in the out-of-sample period.  This may have a 
negative effect on the each models’ out-of-sample performance because these variables appeared 
to be major drivers for forecasts during the in-sample period.   Furthermore, the crude oil futures, 
heating oil futures, and relative inventory-based coefficients are not consistently significant 
throughout the period for their respective models.  Finally, the error correction term in the crude 
oil futures-based model is significant in all but one period of the out-of-sample period, but is still 
unable to produce a better performing model relative to the relative inventory-based model.  This 
result may indicate that the cointegration relationship between COF1 and MWD is caused by 
something other than a real market relationship, and could be cointegration simply caused by 
underlying stochastic trends just moving together. Overall, these results suggest that different 
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information maybe relevant to forecasting diesel price in only certain portions of time during the 
period, and implies that the models may need more than the periodical re-estimations with the 
moving windows.  Instead, continuous re-specification as well as continuous re-estimations may 
be required to determine which variables are significant and which dummy variables and lag 
lengths should be used to make the models more effective.   
 
Table 4.27.  Coefficient Estimates for the Crude Oil Futures-Based Forecasts 
  
Dec. 1999 –  
Nov. 2003 
Sept. 2001 - 
Aug.  2005 
June 2003 -  
May 2007 
Feb. 2005 - 
Dec. 2008  
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD 
ΔCOF1 0.267 0.133 0.143 0.484 
 (0.027) (0.350) (0.270) (0.001) 
ΔMWD(-1) 0.433 0.229 0.329 0.803 
 (0.016) (0.293) (0.057) (0.000) 
ECMCOF(-1) -0.512 -0.117 -0.295 -0.736 
 (0.006) (0.515) (0.013) (0.000) 
DMAY -0.024 -0.012 -0.003 0.024 
 (0.434) (0.720) (0.923) (0.477) 
DAUG 0.028 0.047 -0.031 -0.039 
 (0.380) (0.164) (0.351) (0.260) 
DNOV -0.037 -0.059 -0.046 -0.009 
 (0.233) (0.096) (0.188) (0.801) 
Constant 0.028 0.022 0.060 0.157 
 (0.028) (0.188) (0.002) (0.000) 
Observations 48 48 48 48 
R-squared 0.328 0.218 0.235 0.589 
Adj. R-squared 0.210 0.081 0.101 0.517 
F-Value 3.328 1.900 2.096 9.803 
 (0.009) (0.104) (0.075) (0.000) 
Ljung-Box Stat 11.291 7.321 11.038 8.253 
Lags(12) (0.504) (0.834) (0.526) (0.765) 
Notes: 1. P-values in parenthesis. 
           2. Bold numbers indicate it is significant (p < .05). 
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Table 4.28. Coefficient Estimates for the Heating Oil Futures-Based Forecasts 
  
Dec. 1999 –  
Nov. 2003 
Sept. 2001 - 
Aug.  2005 
June 2003 -  
May 2007 
Feb. 2005 - 
Dec. 2008  
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD 
ΔHOF1 0.118 0.046 -0.056 0.076 
 (0.318) (0.691) (0.695) (0.662) 
ΔMWD(-1) 0.076 0.152 0.146 0.537 
 (0.634) (0.360) (0.370) (0.006) 
DMAY -0.025 -0.015 -0.014 0.025 
 (0.447) (0.668) (0.681) (0.550) 
DAUG 0.056 0.050 -0.024 -0.049 
 (0.089) (0.132) (0.504) (0.237) 
DNOV -0.050 -0.062 -0.057 -0.048 
 (0.125) (0.078) (0.130) (0.265) 
Constant 0.005 0.014 0.023 0.003 
 (0.608) (0.198) (0.045) (0.802) 
Observations 48 48 48 48 
R-squared 0.198 0.203 0.111 0.360 
Adj. R-squared 0.081 0.086 -0.019 0.266 
F-Value 2.073 2.144 1.044 4.731 
 (0.088) (0.079) (0.405) (0.002) 
Ljung-Box Stat  6.711 6.081 9.784 10.981 
Lags(12) (0.876) (0.912) (0.635) (0.531) 
 
 
Table 4.29.  Coefficient Estimates for the Relative Inventory-Based Forecasts 
  
Dec. 1999 –  
Nov. 2003 
Sept. 2001 - 
Aug.  2005 
June 2003 -  
May 2007 
Feb. 2005 - 
Dec. 2008  
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD 
R_MWDIST(-1) 0.005 0.002 0.006 0.003 
 (0.092) (0.397) (0.061) (0.375) 
R_OECD(-1) 0.000 0.002 -0.001 0.049 
 (0.788) (0.161) (0.669) (0.280) 
ΔMWD(-1) 0.098 0.058 0.022 0.533 
 (0.496) (0.716) (0.892) (0.002) 
DMAY -0.033 -0.024 -0.014 0.027 
 (0.292) (0.473) (0.681) (0.508) 
DAUG 0.054 0.052 -0.022 -0.054 
 (0.092) (0.111) (0.528) (0.193) 
DNOV -0.052 -0.056 -0.056 -0.056 
 (0.109) (0.100) (0.115) (0.192) 
Constant 0.015 0.016 0.043 -0.421 
 (0.205) (0.186) (0.019) (0.294) 
Observations 48 48 48 48 
R-squared 0.246 0.273 0.189 0.388 
Adj. R-squared 0.114 0.146 0.047 0.281 
F-Value 2.227 2.572 1.590 4.334 
 (0.060) (0.033) (0.175) (0.002) 
Ljung-Box Stat  5.980 5.310 11.593 10.962 
Lags(12) (0.917) (0.947) (0.479) (0.532) 
Notes:  1. P-values in parenthesis.          
             2. Bold numbers indicate it is significant (p < .05). 
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Table 4.30.  Coefficient Estimates for the ARIMA Models 
  
Dec. 1999 –  
Nov. 2003 
Sept. 2001 - 
Aug.  2005 
June 2003 -  
May 2007 
Feb. 2005 - 
Dec. 2008  
VARIABLES ΔMWD ΔMWD ΔMWD ΔMWD 
AR (-1) 0.175 0.356 0.259 0.618 
  (0.134) (0.138) (0.170) (0.114) 
DMAY -0.021 -0.001 0.001 0.016 
 (0.066) (0.036) (0.045) (0.060) 
DAUG 0.058 0.038 -0.022 -0.046 
 (0.030) (0.027) (0.020) (0.024) 
DNOV -0.047 -0.052 -0.030 -0.009 
 (0.029) (0.029) (0.057) (0.033) 
Sigma 0.057 0.058 0.064 0.074 
  (0.007) (0.008) (0.006) (0.006) 
Observations 48 48 48 48 
Ljung-Box Stat 6.077 6.513 13.531 9.197 
Lags(12)  (0.912) (0.888) (0.332) (0.686) 
Notes: 1. P-values in parenthesis. 
            2. Bold numbers indicate it is significant  (p < .05). 
 
In regards to the performance of specific models, RMSE and RMSPE show that the 
relative inventory-based forecasting model is the best performer in most of the forecast horizons. 
This means the relative inventory variables may be providing better information relative to the 
information used in its alternative models. For example, the relative inventory models perform 
better than the futures-based models, signifying that futures prices for cross-products may not be 
effective at forecasting.  They perform better than historical diesel fuel data as ARIMA models 
perform poor in the out-of-sample period, but these models appear to be greatly debilitated by 
the lack of significance found in the dummy variables.  Lastly, they perform better than a no-
walk model, as the no-change models are the poorest performing which contrasts with the 
Alquist and Kilian’s (2010) results who find that no-change models perform better in forecasting 
crude oil prices compared to a crude oil futures-based model.  The results here may differ from 
Alquist and Kilian (2010) because additional variables, such as seasonal dummy variables, were 
included in the models which are not included in the no-change framework.  However, despite 
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the RMSE and RMSPE results of the relative inventory-based model, there is no strong evidence 
supporting why the relative inventory-based models perform better. Table 4.29 displays that few 
of its model’s coefficients are significant in the one-month horizon for each of the four model 
estimates. Also, MDM tests identify that the model’s performance are generally not significantly 
different when compared to its alternatives.  Therefore these performance results may not be 
robust.   
Next, RMSE and RMSPE display that forecast performance cannot be improved when 
using composite forecasting techniques, despite in-sample results showing LSR and HLN 
composites improving forecast performance. This result suggests that although the in-sample 
regression-based composites work well, they are not indicative of out-of-sample performance 
since these forecast weights measured ex-post used to make ex-ante cannot improve forecast 
performance. Overall, the results demonstrate that average composite methods do better than the 
LSR and the composite HLN methods, a result that is more in line to the results found in the 
composite forecasting literature (Clemen 1989; Makridakis and Hibon 2000; Stock and Watson 
2003 and 2004); however they do not outperform the relative inventory models.   
The composite models can improve forecast performance when alternative forecasts 
contain additional unbiased information not included in the original forecast (Diebold and Lopez 
1996 Fang 2003).  They also can diversify against model uncertainty, since some models may 
adapt more quickly (or even over respond) to a change in the behavior of the predicted variable, 
while others adapt more slowly. However, the composites did not function as well as expected 
for several reasons.  First, the individual forecasts used to develop the composites became less-
reliable over time. This specifically affects the LSR and HLN composite methods which use 
regression analysis to construct the weights. The findings confirm the results in Kang (1986) and 
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Elliott and Timmermann (2005) who indicate that LSR composites frequently break down in the 
presence of structural breaks or changes because they bring instability to the covariance matrix 
used to construct the weights. Second, since all the forecasts were adversely affected by the 
structural change in a similar manner as evidenced by the high correlations in the forecast errors, 
they provide little gains from diversification. 
Lastly, the forecasts are able to anticipate diesel price directional changes a majority of 
the time, despite the fact that the model coefficients cannot stay consistently significant.  Table 
4.31 displays the percent of times a forecast is able to anticipate diesel price directional changes 
while Table 4.32 displays matrices comparing the number of times each forecast model moves 
correctly or incorrectly with the diesel price movements.31  Overall, the out-of-sample models’ 
ability to anticipate price movements decrease relative to the models in the in-sample period, 
however, these out-of-sample models are still able to anticipate price movements between 60-80 
percent of the time.  In particular the results show that the crude oil futures-based model seems to 
anticipate price movements the best in the one-month horizon, while the ARIMA model 
generally does the best job of anticipating price movements in the two- and three-month 
horizons, except for two-month 2-1.  The ARIMA results are interesting because in-sample 
directional change percentages indicated that the ARIMA model also generally do a better job of 
anticipating directional changes in diesel price relative to the other models.  Next, the directional 
change percentages show that the relative inventory-based model, the most precise out-of-sample 
forecast according to RMSE and RMSPE, does not anticipate price movements as well as the 
others. The directional change percentages also generally show that composite methods cannot 
help improve the anticipation of diesel price movements.  However, the percentages show that 
                                                 
31 For example, if the forecast model predicts an increase in diesel price and diesel price increases, then that is tallied 
in the upper left side of the matrix, or, if the model anticipates a price decrease but diesel price increases then it is 
tallied in the lower left side of the matrix. 
111 
the average composite does a better job at anticipating price movements when compared to the 
alternative composite methods, and it anticipates movements the best in the two-month 2-1 
horizon.  
Although the results show that the models are able to anticipate price movements a 
majority of the time, further analysis of the directional changes shows the models are not able to 
anticipate price movements relatively well after there are big events in diesel price.  For 
example, Figure 4.12 shows that for a select number of models in the one-month horizon the 
forecast models tend to be incorrect in anticipating the proper directional change after there is a 
sharp peak in the price of diesel.  For example all of the models are not able to anticipate the 
correct directional change in diesel at the beginning of the Financial Crisis of 2008.  However, 
some models do appear to adjust better than others after making incorrect predictions.  For 
example, Figure 4.12 the Crude Oil Futures-based model and the ARIMA model in the one-
month horizon appear to adjust better in terms of predicting directional change than the average 
and the relative inventory-based model.    
Overall, the directional change percentages indicate that these models/methods may have 
some practical use in anticipating diesel price movements which could be beneficial to fuel users 
and providers when making decisions in regards to diesel fuel.  However, care should be taken 
and further research should be done to see if more consistent results can be obtained.  
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Table 4.31. Percent of Time Forecasts are Able to Anticipate Diesel Price Directional   
                   Movements, March 2002-December 2008  
  
One-
Month 
Two-
Month  
2-1 
Two-
Month  
2-2 
Three-
Month  
3-1 
Three-
Month  
3-2 
Three-
Month  
3-3 
Crude Oil 0.72 0.83 0.78 0.86 0.81 0.63 
Heating Oil 0.67 0.83 0.78 0.86 0.81 0.63 
Relative Inventory 0.66 0.80 0.80 0.75 0.81 0.59 
ARIMA 0.70 0.83 0.83 0.93 0.93 0.93 
Average 0.66 0.88 0.80 0.89 0.89 0.70 
LSR 0.67 0.71 0.80 0.89 0.78 0.85 
HLN 0.64 0.66 0.78 0.86 0.74 0.85 
Note: Bold indicates it is best model at anticipating price movements 
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Table 4.32. Comparisons of  Diesel and Forecast Price Changes, March 2002-December 2008   
   
One-Month Two-Month 2-1 Two-Month 2-2 Three-Month 3-1 Three-Month 3-2 Three-Month 3-3 
   Diesel Price 
Forecast Up Down Up Down Up Down Up Down Up Down Up Down 
Up 45 14 23 2 21 3 16 1 15 1 11 1 
C
r
u
d
e
 
 
 
 
O
i
l
 
Down 8 15 5 11 6 11 3 8 4 7 9 6 
Up 41 14 23 2 21 3 16 1 15 1 11 1 
H
e
a
t
i
n
g
 
O
i
l
 
Down 12 15 5 11 6 11 3 8 4 7 9 6 
Up 40 14 22 2 21 2 13 1 15 1 10 1 
R
e
l
a
t
i
v
e
 
I
n
v
e
n
t
o
r
y
 
Down 13 15 6 11 6 12 6 8 4 7 10 6 
Up 40 11 24 3 22 2 18 1 17 1 19 1 
A
R
I
M
A
 
Down 13 18 4 10 5 12 1 8 1 8 1 6 
Up 41 15 25 2 22 3 17 1 17 1 13 1 
A
v
e
r
a
g
e
 
Down 12 14 3 11 5 11 2 8 2 7 7 6 
Up 41 14 19 3 23 4 18 2 15 2 18 2 
L
S
R
 
Down 12 15 9 10 4 10 1 7 4 6 2 5 
Up 38 14 17 3 21 3 16 1 14 2 17 1 
H
L
N
 
Down 15 15 11 10 6 11 3 8 5 6 3 6 
Note:  “Up” referrers to an upward movement in price/forecast and “down” refers to a downward movement in price/forecast. 
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Figure 4.12. Correct and Incorrect Directional Movements for Select Out-of-Sample  
                                                           One-Month Horizon Forecasts, March 2002-December 2008  
A. Crude Oil Futures
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B. ARIMA
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4.9 Summary 
 
The first objective of this analysis was to generate and analyze monthly forecasts for agricultural 
Midwest diesel price, and the second objective was to construct composite forecasts to determine 
if they can improve on the individual forecasts performance.  In general, the results from this 
analysis show that the diesel price forecasts during the in-sample period fit the data well and able 
to anticipate price movements 63-97 percent of the time.  The estimated relationships appear to 
be driven primarily by month dummy variables included to capture seasonality. These cause the 
models to perform in a similar way which mean none of the individual forecasts can statistically 
distinguish themselves when using Modified Diebold-Mariano tests.  In most cases, these 
forecasts are statistically better than the no-change alternative, again highlighting the importance 
of seasonality. Despite the similarities in performance, composite techniques such as the least 
squared regressions and the Harvey, Leybourne, and Newbold methods show that they can help 
improve in-sample forecast performance, although their performance is not statistically superior 
to the individual models.  
The results in the out-of-sample period differ.  During the out-of-sample period, the price 
of diesel becomes more volatile, and the forecasts that use the 4-year moving window perform 
best, suggesting the dominant effect of structural change.  However, even these relatively short-
window models struggle to forecast diesel prices as forecasts errors increase dramatically 
through time. No statistical differences among the model-generated forecasts were encountered, 
but these forecasts did dominate a no-change alternative which contrasts with Alquist and Kilian 
(2010). The deterioration of the models may be attributed to changes in the market caused by an 
increase in world oil demand driven primarily by China, and other industrialized economies 
coupled with the failure of global production to increase to meet rising demand (Hamilton 2008; 
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and Ohana 2010).  This effect may have been exacerbated by worries that supply in the future 
would be disrupted by weather or war further increasing the price of diesel and causing the 
dynamics of the oil market to shift from a backwardation market (where near-term future prices 
are higher than long-term future prices) to a contango market.  In addition, the models may have 
struggled to account for shocks in the market caused by hurricanes Katrina and Rita as well as 
the Financial Crisis of 2008.  
The analysis does show that some models perform better than others; however evidence 
to support why they perform well is weak.  Many of the models lack statistical significance and 
precision, in part of a function reduced observed seasonality during the period and the sharp 
changes in diesel prices.  However, despite rather weak statistical significance, the relative 
inventory model generally outperforms all of the models in the out-of-sample period.  This may 
suggest that during periods of higher prices and increased volatility some measure of inventory is 
of value.   
The out-of-sample analysis also reveals that constructing composite forecasts with the 
individual models does not improve out-of-sample forecast performance.  Although in-sample 
estimates demonstrate that LSR and HLN composite methods can produce better performing 
forecasts compared to the best performing individual forecasts, they are not effective in reducing 
RMSE and RMSPE in the out-of-sample period.  Overall, the result may reflect the poor 
performance of the individual forecasts and high degree of correlation among the forecast errors.  
 Finally, despite the poor performance in the out-of-sample, the models are able to 
anticipate directional changes 60-80 percent of the time.  While all models have difficulty 
anticipating large changes, several adjusted more quickly to these abrupt price movements.  The 
results show that the crude oil futures-based model anticipates prices the best in the one-month 
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horizon, the average composite anticipates prices the best in the 2-1 month horizon, while the 
ARIMA models anticipates prices the best in the 2-2 month and the three-month horizons. 
Overall, these results suggest that the models may have some practical use in anticipating diesel 
price movements for business decisions.  
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CHAPTER 5 
Summary, Conclusion, Limitations, and Future Research 
5.1 Summary 
 
Midwest agriculture depends heavily on corn, soybean, and wheat production which requires  
considerable diesel fuel to meet current output objectives.  An ability to anticipate fuel price 
movements may allow producers, farm managers, and fuel distributors to better schedule their 
transactions to reduce costs or to hedge against price increases.  Prior to 2002, price levels of 
diesel fuel were relatively stable, and somewhat predictable.  However, recent developments in 
the energy complex have made it more difficult to anticipate diesel prices. Increases in price and 
its volatility complicate profitable diesel fuel marketing decisions, but little work has been done 
in investigating diesel fuel price forecasts. This research focused on developing and evaluating 
the effectiveness of futures-based, structural, and time-series models to forecast Midwest diesel 
fuel prices for different short-term horizons.  
Five individual diesel price forecasting models were developed: crude oil futures-based, 
heating oil futures-based, a relative inventory based, time-series-based (ARIMA), and no-change 
models.  The two futures-based forecasts were developed because there is no reliable futures 
price for diesel fuel.  Instead, crude oil and heating oil futures are used since diesel fuel is a 
derivate of crude oil while heating oil and diesel are both distillate fuels and are very similar 
products.  The relative inventory-based model was developed because relative inventories can be 
used as a measure for the relationship between price and supply-demand fundamentals, and this 
structure had been used with some success to forecast crude oil spot price (Ye et al. 2002 and 
2005).  The model for this analysis was similar to the model that Ye et al (2005) use to forecast 
crude oil spot price, except it uses relative inventories of Midwestern Distillate Inventory Ending 
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Stocks and the OECD crude oil stocks in the same forecast.  The fourth individual forecasting 
model was an Autoregressive Integrated Moving Average (ARIMA) model constructed using the 
Box-Jenkins procedure.  The last model was a simple no-change alternative which used current 
diesel prices at time t to forecast diesel price at a forecast horizon h.    After eliminating the no-
change alternative because of its poor performance, individual forecasts were used to generate 
composite forecasts using averages, least squares regressions, and the Harvey Leybourne and 
Newbold encompassing procedures.   
Prior to the analysis, the series were tested for stationarity and cointegration where 
appropriate. Nonstationary was assessed using the Augmented Dickey-Fuller tests and Phillips-
Perron tests.  In the presence of nonstationarity, the Engle Granger two-step was used to 
determine if variables were cointegrated.  Error-correction models were used to forecast diesel 
prices when series were cointegrated, otherwise first differenced models with lag structures 
specified using the AIC criterion were developed.   
Models were developed during an in-sample period, March 1994 through February 2002, 
and evaluated during an out-of-sample period, March 2002 through December 2008.  Forecasts 
were generated for one-, two-, and three-month horizons. To provide flexibility, the forecasts 
were re-estimated for each month by using three different rolling-origin methods: a 4-year 
moving window; an 8-year moving window, and a rolling regression.  The first two methods 
were moving window techniques; because they use the last n-years of observations when re-
estimating a forecast model, and may be able to adjust quicker to structural change in a market 
since more distant historic information is removed.  The third method, the rolling regression, 
doesn’t drop any observations when a new observation is added and reduces forecast variances in 
the absence of structural change (Tashman 2000). Forecast performance was evaluated using 
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standard forecast error measures (e.g. Root Mean Squared Error (RMSE), Modified Diebold-
Mariano (MDM) tests for statistical differences in forecast errors, and the ability to predict 
turning points correctly). 
5.2 Results and Conclusions 
 
In-sample RMSE indicate crude oil futures-based models perform the best in the one-month 
horizon, relative inventory-based models perform the best in the two-month horizon,  and 
heating oil futures-based, relative inventory-based, and time-series-based models perform the 
best in the three-month 3-1, 3-2 and 3-3 horizons, respectively.  Also, the results show that the 
no-change model is consistently outperformed by the other models, a finding which contrasts 
with the counterintuitive crude oil market results identified by Alquist and Kilian (2010).  
However, MDM tests suggest the forecasts are statistically different, which is confirmed by 
highly correlated residuals. In-sample estimates show that LSR and HLN composite techniques 
can help to improve forecasting precision, but they cannot improve the ability to anticipate diesel 
price directional change.  In-sample results do indicate that the models are able anticipate price 
movements 60-97 percent of the time.  In particular, the ARIMA models generally do the best 
job of anticipating price movements.  
The results for the out-of-sample period differ to some degree.  First, diesel price 
increases and becomes more volatile, and RMSE and RMSPE  show that models re-estimated 
after each period with 4-year moving windows perform the best when compared to models 
estimated with an 8-year moving window and rolling regressions. This confirms that the smaller 
moving windows can improve forecasting performance in times of structural changes.  However, 
the models based on the shorter-moving window exhibit high errors which increase through time. 
Root Mean Squared Percentage Errors are around five percent for one-month horizon forecasts, 
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ten percent for two-month forecasts, and eleven and half percent for three-month forecasts.  No 
statistical differences among the model-generated forecasts were encountered, but these forecasts 
did dominate a no-change alternative which contrasts with Alquist and Kilian (2010).  Despite 
limited statistical differences, the out-of-sample RMSE and RMSPE show the relative inventory 
model consistently outperforms all models, including the composite forecasts. The ability of the 
inventory may suggest that, particularly during periods of high prices and increased volatility, 
some representation of inventory provides valuable market information.  The failure of the 
composite models is likely related to poor performance of the individual forecasts, and high 
degree of correlation among forecast errors across models. Finally, despite the poor performance 
in the out-of-sample, the models are able to anticipate directional changes 60-80 percent of the 
time.  While all models have difficulty anticipating large changes, several adjusted more quickly 
to these abrupt price movements.  This ability to anticipate directional changes in diesel price 
movements may be of practical use to diesel fuel users and distributors.  
It should be clear that forecasting during periods of structural change is challenging. It is 
likely the models lack forecast precision because they struggle to adjust to the events in the out-
of-sample period.  Changes in world demand for petroleum products, a failure to increase global 
production, uncertainty about future weather and geopolitical events, and shocks like Katrina and 
the Financial Crisis are difficult to address in forecast context.   
5.3 Future Research   
 
Several areas for future research exist.  First, to avoid the use of overlapping data in futures 
prices which can be important in assessing pricing effectiveness of futures contracts, data to 
develop models and forecast diesel prices for two- and three-month horizons were partitioned.  
This segmenting of data reduced the number of observations for the models at these horizons.  
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Further research may consider using more observations to increase the precision of the findings, 
either by extending the data period or by using estimation procedures that account for 
overlapping data issues.  Another concern with the data might be the availability of cash diesel 
price and inventory data to perform the analysis in a real-time context.  Two-month lags in the 
reporting of the off-road diesel price and a five-month lag in the reporting OECD Crude Oil 
Inventory data exist.  In a real-time context, efforts may need to be made to adjust for these 
temporal differences in the structure of the forecasting models.   
 Future research may also consider the use of more flexible models, and information 
generated by recently initiated NYMEX futures contract for Gulf Coast Harbor Ultra Low Sulfur 
Diesel and New York Harbor Ultra Low Sulfur Diesel. Here, we used rolling windows and re-
estimation to increase model flexibility, but models could also have been completely re-specified 
at each forecast point.  While this re-calibration may improve performance, the effectiveness of 
this strategy during periods of structural change and highly volatile prices may be a concern, 
particularly in the context of shorter-window regression structure.  The presence of large, abrupt 
changes may require careful monitoring of forecast performance to reduce the likelihood that 
these anomalies don’t unwarrantedly drive specifications leading to reduced accuracy. In terms 
of the futures contract which was launched in 2007 and its ability to provide useful forecasting 
information, only time will tell whether contracts pick up sufficient trading volume to warrant an 
investigation into its forecasting ability.  
 Finally, although the out-of-sample forecasts lose their precision they do anticipate diesel 
price directional changes reasonably well, 60-80 percent of the time.  This result suggests that 
these forecast models may be useful in anticipating diesel price movements and may be 
beneficial to fuel users and providers when making decisions in regards to diesel fuel.  For the 
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decision maker, often correct information about the direction of price change can permit 
appropriate market actions to reduce price risk.  More research on the value of forecasting 
directional prices changes within the decision-maker’s context seems warranted. 
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APPENDIX A 
Harvey, Leybourne, and Newbold Encompassing Test/Composite Proof 
 
 
Proof: 
tkt1t1k3t1t22t1t11t ξ)e(eλ...)e(eλ)e(eλe +−++−+−= −    equals: 
t1k211tkt1k3t22t1t ξ))λ...λ(λ(1ffλ...fλfλp ++++−++++= −−  
 
 
Define: 
(1) Error from forecasts is equal to the following: 
1tt1t fpe −=   
2tt2t fpe −=  
3tt3t fpe −=  
. 
. 
. 
kttkt fpe −=  
 
Given: 
(2) tkt1t1k3t1t22t1t11t ξ)e(eλ...)e(eλ)e(eλe +−++−+−= −   
 
substitute the error definitions in (1)  ( kt3t2t1t e,...,e,e,e ) into (2) to get the following: 
 
(3) tktt1tt1k3tt1tt22tt1tt11tt ξ)fpf(pλ...)fpf(pλ)fpf(pλfp +−−−++−−−+−−−=− −  
(4) tkt1t1k3t1t22t1t11tt ξ)ff(λ...)ff(λ)ff(λfp ++−+++−++−=− −  
(5) t1tkt1k1t3t21t2t11tt ξ)f(fλ...)f(fλ)f(fλfp +−++−+−=− −  
(6) t1t1tkt1k1t3t21t2t1t ξf)f(fλ...)f(fλ)f(fλp ++−++−+−= −  
(7) t1t1t1kkt1k1t23t21t12t1t ξffλfλ...fλfλfλfλp ++−++−+−= −−  
(8) t1t1k1t21t11tkt1k3t22t1t ξfλfλfλffλ...fλfλp +−−−++++= −−  
(9) t1k211tkt1k3t22t1t ξ)λ...λλ(1ffλ...fλfλp +−−−−++++= −−  
(10) t1k211tkt1k3t22t1t ξ)λ...λ(λ(1ffλ...fλfλp ++++−++++= −− .  QED 
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APPENDIX B 
Stationarity Test Results 
 
A.  Augmented Dickey-Fuller Test Results, March 1994-Feburary 2002 
 
 
Table B.1.  One-Month  
Variables  Deterministic Components  Observations 
Number 
of Lags 
ADF 
statistic 
Does a2=0 
when γ = 0?  
(p-value) 
Does a0=0 
when γ = 0?  
(p-value) 
γ = 0 using a 
normal 
distribution? 
 (p-value)  
Conclusion 
COF1 a0 ≠ 0 , a2 ≠ 0 94 1 -1.721 0.615 - - - 
COF1 a0 ≠ 0 , a2 = 0 94 1 -1.769 - 0.764 - - 
COF1 a0 = 0 , a2 = 0 94 1  0.185 - - - - 
ΔCOF1 a0 ≠ 0 , a2 ≠ 0 93 1 -7.092 - - - I(1) 
HOF1 a0 ≠ 0 , a2 ≠ 0 94 1 -1.855 0.172 - - - 
HOF1 a0 ≠ 0 , a2 = 0 94 1 -1.832 - 0.190 - - 
HOF1 a0 = 0 , a2 = 0 94 1 0.049 - - - - 
ΔΗOF1 a0 ≠ 0 , a2 ≠ 0 93 1 -5.779 - - - I(1) 
MWD a0 ≠ 0 , a2 ≠ 0 94 1 -1.711 0.129   I(0) 
MWD a0 ≠ 0 , a2 = 0 94 1 -1.716 - 0.218 - - 
MWD a0 = 0 , a2 = 0 94 1 0.316 - - - - 
ΔMWD a0 ≠ 0 , a2 ≠ 0 93 1 -6.714 - - - I(1) 
MWDIST a0 ≠ 0 , a2 ≠ 0 94 1 -4.233 - - - I(0) 
OECD a0 ≠ 0 , a2 ≠ 0 94 1 -2.435 0.050 - 0.017 I(0) 
Note:  Bold numbers are significant (p < .10). 
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Table B.2.  Two-Month 2-1 
Variables  Deterministic Components  Observations 
Number 
of Lags 
ADF 
statistic 
Does a2=0 
when γ = 0?  
(p-value) 
Does a0=0 
when γ = 0?  
(p-value) 
γ = 0 using a 
normal 
distribution? 
 (p-value)  
Conclusion 
COF2 a0 ≠ 0 , a2 ≠ 0 47 1 -1.760 0.212 - - - 
COF2 a0 ≠ 0 , a2 = 0 47 1 -1.680 - 0.253 - - 
COF2 a0 = 0 , a2 = 0 47 1 0.045 - - - - 
ΔCOF2 a0 ≠ 0 , a2 ≠ 0 46 1 -3.775 - - - I(1) 
HOF2 a0 ≠ 0 , a2 ≠ 0 47 1 -1.999 0.141 - - - 
HOF2 a0 ≠ 0 , a2 = 0 47 1 -1.909 - 0.173 - - 
HOF2 a0 = 0 , a2 = 0 47 1 -0.029 - - - - 
ΔΗOF2 a0 ≠ 0 , a2 ≠ 0 46 1 -5.333 - - - I(1) 
MWD a0 ≠ 0 , a2 ≠ 0 44 3 -2.537 0.047 - 0.015 I(0) 
MWDIST a0 ≠ 0 , a2 ≠ 0 47 1 -3.123 - - - I(0) 
OECD a0 ≠ 0 , a2 ≠ 0 47 1 -2.736 0.012 - 0.003 I(0) 
Note:  Bold numbers are significant (p < .10). 
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Table B.3.  Two-Month 2-2 
Variables Deterministic Components Observations 
Number 
of Lags 
ADF 
statistic 
Does a2=0  
when γ = 0?  
 (p-value) 
Does a0=0 
when γ = 0?  
(p-value) 
γ = 0 using a 
normal 
distribution? 
(p-value) 
Conclusion
COF2 a0 ≠ 0 , a2 ≠ 0 46 1 -1.829 0.198 . . . 
COF2 a0 ≠ 0 , a2 = 0 46 1 -1.659 . 0.260 . . 
COF2 a0 = 0 , a2 = 0 46 1 0.059 . . . . 
ΔCOF a0 ≠ 0 , a2 ≠ 0 45 1 -4.206 . . . I(1) 
HOF2 a0 ≠ 0 , a2 ≠ 0 46 1 -1.944 0.159 . . . 
HOF2 a0 ≠ 0 , a2 = 0 46 1 -1.850 . 0.186 . . 
HOF2 a0 = 0 , a2 = 0 46 1 -0.011 . . . . 
ΔHOF2 a0 ≠ 0 , a2 ≠ 0 45 1 -4.196 . . . I(1) 
MWD a0 ≠ 0 , a2 ≠ 0 46 1 -1.617 0.281 . . . 
MWD a0 ≠ 0 , a2 = 0 46 1 -1.337 . 0.390 . . 
MWD a0 = 0 , a2 = 0 46 1 0.307 . . . . 
ΔMWD a0 ≠ 0 , a2 ≠ 0 45 1 -4.869 . . . I(1) 
MWDIST a0 ≠ 0 , a2 ≠ 0 46 1 -3.351 0.006 . 0.002 I(0) 
OECD a0 ≠ 0 , a2 ≠ 0 46 1 -2.945 0.018 . 0.005 I(0) 
Note:  Bold numbers are significant (p < .10). 
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Table B.4.  Three-Month 3-1 
Variables  Deterministic Components  Observations 
Number of 
Lags 
ADF 
statistic 
Does a2=0  
when γ = 0?  
 (p-value) 
Does a0=0 
when γ = 0?  
(p-value) 
γ = 0 using 
a normal 
distribution? 
(p-value)  
Conclusion 
COF3 a0 ≠ 0 , a2 ≠ 0 30 1 -1.986 0.152 . . . 
COF3 a0 ≠ 0 , a2 = 0 30 1 -1.835 . 0.2045 . . 
COF3 a0 = 0 , a2 = 0 30 1 -0.154 . . . . 
ΔCOF3 a0 ≠ 0 , a2 ≠ 0 29 1 -2.676 0.036 . 0.013 I(1) 
HOF a0 ≠ 0 , a2 ≠ 0 30 1 -2.204 0.104 . . . 
HOF3 a0 ≠ 0 , a2 = 0 30 1 -2.058   . 0.1397 . . 
HOF3 a0 = 0 , a2 = 0 30 1 -0.148 . . . . 
ΔHOF3 a0 ≠ 0 , a2 ≠ 0 29 1 -3.907 . . . I(1) 
MWD a0 ≠ 0 , a2 ≠ 0 29 2 -2.544 0.050 . 0.018 I(0) 
MWDIST a0 ≠ 0 , a2 ≠ 0 30 1 -4.041 . . . I(0) 
OECD a0 ≠ 0 , a2 ≠ 0 30 1 -3.071 0.018 . 0.005 I(0) 
Note:  Bold numbers are significant (p < .10). 
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Table B.5.  Three-Month 3-2 
Variables  Deterministic Components  Observations 
Number of 
Lags 
ADF 
statistic 
Does a2=0  
when γ = 0?   
(p-value) 
Does a0=0 
when γ = 0?  
(p-value) 
γ = 0 using a 
normal 
distribution? 
(p-value)  
Conclusion 
COF3 a0 ≠ 0 , a2 ≠ 0 30 1 -1.929 0.1736 . . . 
COF3 a0 ≠ 0 , a2 = 0 30 1 -1.715 . 0.2470 . . 
COF3 a0 = 0 , a2 = 0 30 1 -0.017 . . . . 
ΔCOF3 a0 ≠ 0 , a2 ≠ 0 29 1 -3.060 0.017 . 0.005 I(1) 
HOF3 a0 ≠ 0 , a2 ≠ 0 30 1 -2.010 0.1497 . . . 
HOF3 a0 ≠ 0 , a2 = 0 30 1 -1.873 . 0.192 . . 
HOF3 a0 = 0 , a2 = 0 30 1 -0.086 . . . . 
ΔΗOF3 a0 ≠ 0 , a2 ≠ 0 29 3 -3.378 0.008 . 0.002 I(1) 
MWD a0 ≠ 0 , a2 ≠ 0 30 1 -3.478 . . . I(0) 
MWDIST a0 ≠ 0 , a2 ≠ 0 30 1 -2.155 0.101 . 0.041 I(0) 
OECD a0 ≠ 0 , a2 ≠ 0 30 1 -2.590 0.0478 . 0.016 I(0) 
Note:  Bold numbers are significant (p < .10). 
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Table B.6.  Three-Month 3-3 
Variables  Deterministic Components  Observations 
Number of 
Lags 
ADF 
statistic 
Does a2=0  
when γ = 0?  
 (p-value) 
Does a0=0 
when γ = 0?  
(p-value) 
γ = 0 using a 
normal 
distribution?  
(p-value)  
Conclusion 
COF3 a0 ≠ 0 , a2 ≠ 0 29 2 -2.790 0.033 . 0.010 I(0) 
HOF3 a0 ≠ 0 , a2 ≠ 0 30 1 -2.039 0.1433 . . . 
HOF3 a0 ≠ 0 , a2 = 0 30 1 -1.890 . 0.1866 . . 
HOF3 a0 = 0 , a2 = 0 30 1 -0.066 . . . . 
ΔHOF3 a0 ≠ 0 , a2 ≠ 0 29 1 -3.110 0.0160 . 0.005 I(1) 
MWD a0 ≠ 0 , a2 ≠ 0 30 1 -1.694 0.256 . . . 
MWD a0 ≠ 0 , a2 = 0 30 1 -1.358 . 0.387 . . 
MWD a0 = 0 , a2 = 0 30 1 0.288 . . . . 
ΔMWD a0 ≠ 0 , a2 ≠ 0 29 1 -2.881 0.025 . 0.008 I(1)  
MWDIST a0 ≠ 0 , a2 ≠ 0 30 1 -2.606 0.037 . 0.015 I(0) 
OECD a0 ≠ 0 , a2 ≠ 0 30 1 -2.204 0.103 . 0.037 I(0) 
Note:  Bold numbers are significant (p < .10). 
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B.  Phillips Perron Stationarity Test Results, March 1994-Feburary 2002 
 
 
Table B.7. One Month  
Variables  Deterministic Components  Observations 
Phillips 
Perron 
statistic 
Z(rho) 
Phillips 
Perron 
statistic 
Z(t) 
COF1 a0 = 0 , a2 = 0 96 0.062 0.291
Δ COF1 a0 = 0 , a2 = 0 95 -92.818 -9.640
HOF1 a0 = 0 , a2 = 0 96 0.027 0.132
Δ HOF1 a0 = 0 , a2 = 0 95 -66.188 -7.205
MWD a0 = 0 , a2 = 0 96 0.043 0.339
ΔMWD a0 = 0 , a2 = 0 95 -58.849 -6.707
MWDIST a0 = 0 , a2 ≠ 0 96 -41.738 -5.006
OECD a0 = 0 , a2 = 0 96 -12.022 -2.636
ΔOECD a0 = 0 , a2 = 0 95 -87.051 -8.487
Note:  Bold numbers are significant (p < .10). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table B.8. Two-Month 2-1  
Variables  Deterministic Components Observations
Phillips 
Perron 
statistic 
Z(rho) 
Phillips 
Perron 
statistic 
Z(t) 
COF2 a0 = 0 , a2 = 0 47 0.049 0.224
Δ COF2 a0 = 0 , a2 = 0 46 -45.745 -6.510
HOF2 a0 = 0 , a2 = 0 47 0.022 0.101
Δ HOF2 a0 = 0 , a2 = 0 46 -39.236 -5.734
MWD a0 = 0 , a2 = 0 47 0.019 0.142
ΔMWD a0 ≠ 0 , a2 ≠ 0 46 -44.011 -6.117
MWDIST a0 = 0 , a2 ≠ 0 47 -28.825 -4.294
OECD a0 = 0 , a2 ≠ 0 47 -12.467 -2.743
ΔOECD a0 = 0 , a2 ≠ 0 46 -33.447 -5.850
Note:  Bold numbers are significant (p < .10). 
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Table B.9. Two-Month 2-2 
Variables  Deterministic Components  Observations
Phillips 
Perron 
statistic 
Z(rho) 
Phillips 
Perron 
statistic 
Z(t) 
COF2 a0 = 0 , a2 = 0 47 0.036 0.163
Δ COF2 a0 = 0 , a2 = 0 46 -49.132 -6.992
HOF2 a0 = 0 , a2 = 0 47 0.015 0.067
Δ HOF2 a0 = 0 , a2 = 0 46 -39.402 -5.791
MWD a0 = 0 , a2 = 0 47 0.043 0.327
ΔMWD a0 ≠ 0 , a2 ≠ 0 46 -55.659 -7.506
MWDIST a0 = 0 , a2 ≠ 0 47 -40.088 -5.357
OECD a0 = 0 , a2 ≠ 0 47 -10.405 -2.416
ΔOECD a0 = 0 , a2 ≠ 0 46 -25.325 -4.601
Note:  Bold numbers are significant (p < .10). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table B.10.  Three-Month 3-1  
Variables  Deterministic Components Observations
Phillips 
Perron 
statistic 
Z(rho) 
Phillips 
Perron 
statistic 
Z(t) 
COF3 a0 = 0 , a2 = 0 31 0.051 0.236
Δ COF3 a0 = 0 , a2 = 0 30 -24.660 -4.220
HOF3 a0 = 0 , a2 = 0 31 0.033 0.162
Δ HOF3 a0 = 0 , a2 = 0 30 -22.251 -4.117
MWD a0 = 0 , a2 = 0 31 0.016 0.114
ΔMWD a0 ≠ 0 , a2 ≠ 0 30 -42.342 -5.766
MWDIST a0 = 0 , a2 ≠ 0 31 -23.035 -4.271
OECD a0 = 0 , a2 ≠ 0 31 -12.397 -2.836
ΔOECD a0 = 0 , a2 ≠ 0 30 -19.713 -5.058
Note:  Bold numbers are significant (p < .10). 
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Table B.11. Three-Month 3-2  
Variables  Deterministic Components  Observations
Phillips 
Perron 
statistic 
Z(rho) 
Phillips 
Perron 
statistic 
Z(t) 
COF3 a0 = 0 , a2 = 0 31 0.039 0.193
Δ COF3 a0 = 0 , a2 = 0 30 -30.201 -5.114
HOF3 a0 = 0 , a2 = 0 31 0.013 0.066
Δ HOF3 a0 = 0 , a2 = 0 30 -28.115 -4.898
MWD a0 = 0 , a2 = 0 31 0.018 0.116
ΔMWD a0 ≠ 0 , a2 ≠ 0 30 -34.461 -5.093
MWDIST a0 = 0 , a2 ≠ 0 31 -30.354 -4.660
OECD a0 = 0 , a2 ≠ 0 31 -10.885 -2.543
ΔOECD a0 = 0 , a2 ≠ 0 30 -22.043 -4.948
Notes:  Bold numbers are significant (p < .10). 
 
 
 
 
Table B.12. Three-Month 3-3 
Variables  Deterministic Components Observations
Phillips 
Perron 
statistic 
Z(rho) 
Phillips 
Perron 
statistic 
Z(t) 
COF3 a0 = 0 , a2 = 0 31 0.029 0.131
Δ COF3 a0 = 0 , a2 = 0 30 -25.375 -4.384
HOF3 a0 = 0 , a2 = 0 31 0.001 0.005
Δ HOF3 a0 = 0 , a2 = 0 30 -26.490 -4.726
MWD a0 = 0 , a2 = 0 31 0.047 0.329
ΔMWD a0 ≠ 0 , a2 ≠ 0 30 -36.257 -5.778
MWDIST a0 = 0 , a2 ≠ 0 31 -18.918 -3.319
OECD a0 = 0 , a2 ≠ 0 31 -8.839 -2.196
ΔOECD a0 = 0 , a2 ≠ 0 30 -26.814 -5.475
Notes:  Bold numbers are significant (p < .10). 
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APPENDIX C 
Engle Granger Two-Step Critical Values 
 
Table C.1.  Critical Values For an Engle Granger Cointegration Test  
                    Between Two Variables 
T 1% 5% 10% 
50 -4.123 -3.461 -3.130 
100 -4.008 -3.398 -3.087 
200 -3.954 -3.368 -3.067 
500 -3.921 -3.350 -3.054 
Source: MacKinnon (2001) 
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APPENDIX D 
Estimated Models 
 
 
 Table D.1.  ECM Heating Oil Futures-Based Models 
  
One- Month Two-Month 2-1 
Two-Month   
2-2 
VARIABLES ΔMWD ΔMWD ΔMWD 
     
ΔHOF1 0.075 . . 
 (0.083) . . 
ΔHOF2 . 0.088 0.212 
 . (0.167) (0.155) 
ΔMWD(-1) 0.326 . . 
 (0.118) . . 
ΔMWD(-2) . 0.442 . 
 . (0.208) . 
DMAY -0.053 -0.067 . 
 (0.017) (0.032) . 
DJUNE . . -0.096 
 . . (0.034) 
DAUG 0.040 . . 
 (0.016) . . 
DNOV -0.055 -0.134 . 
 (0.016) (0.028) . 
DDEC . . -0.103 
 . . (0.031) 
ECMHOF1(-1) -0.117 . . 
 (0.093) . . 
ECMHOF2(-1) . -0.140 -0.110 
 . (0.206) (0.184) 
Constant 0.007 0.035 0.036 
 (0.005) (0.012) (0.014) 
        
Observations 94 46 46 
R-squared  0.572 0.751 0.681 
F-Value 19.420 24.140 21.890 
 [0.000] [0.000] [0.000] 
Ljung-Box Stat 22.821 16.956 16.535 
  [0.471] [0.151] [0.168] 
Ljung-Box Lags 24 12 12 
Notes: 1. Standard error in parentheses and p-values in brackets. 
            2. Bold numbers indicate it is significant (p < .05) 
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APPENDIX E 
Breusch Godfrey Serial Correlation Tests 
 
 
Table E.1. Normal Inventory Model  
Lags Midwest Distillate 
OECD Crude 
Oil 
1 44.636 85.992
2 44.855 86.095
3 46.226 86.108
4 47.326 86.985
5 47.561 87.035
6 47.872 87.429
7 48.024 87.456
8 48.651 87.503
9 48.682 87.582
10 49.158 88.112
Note:  Numbers in bold are significant (p < .05). 
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Table E.2.  In-Sample Results 
Lags One Month 
Two-
Month 
2-1 
Two-
Month 
2-2 
Three-
Month 
3-1 
Three-
Month 
3-2 
Three-
Month 3-3 
 
Crude Oil Futures-Based Model 
1 1.457 1.192 1.579 0.531 0.611 2.421 
2 1.722 2.073 1.739 0.725 0.779 3.489 
3 1.731 2.083 1.743 7.805 6.449 9.598 
4 2.174 2.561 3.230 8.795 6.504 9.734 
5 2.417 6.072 6.402 11.158 13.266 15.575 
6 2.439 6.077 6.616 11.887 14.211 15.597 
7 3.802 15.044 13.046 12.049 14.224 16.906 
8 3.933 15.253 15.345 15.552 16.031 17.115 
9 8.528 15.255 16.461 15.947 18.429 17.155 
10 9.497 15.328 16.461 16.749 19.821 17.401 
       
Heating Oil Futures-Based Model 
1 0.949 1.216 1.434 0.329 0.995 2.232 
2 1.044 2.144 1.585 0.336 1.505 2.660 
3 1.044 2.144 1.628 7.091 5.751 8.795 
4 1.808 2.666 4.130 7.353 5.836 8.903 
5 2.427 5.715 6.047 9.299 11.828 15.370 
6 2.429 5.726 6.047 9.873 12.601 15.675 
7 2.927 14.979 14.312 10.033 12.612 16.551 
8 3.119 15.186 14.937 13.375 14.815 16.655 
9 5.925 15.188 16.396 14.555 16.587 16.965 
10 6.089 15.243 16.401 15.182 18.141 17.463 
       
Relative Inventory-Based Model 
1 0.518 1.471 0.628 2.526 1.914 0.013 
2 0.758 2.305 1.749 3.084 2.500 0.037 
3 0.933 2.319 2.193 4.800 2.916 5.758 
4 2.851 3.185 3.316 5.758 5.679 6.038 
5 3.186 5.666 3.401 6.016 9.764 10.966 
6 3.204 5.690 4.125 9.207 10.929 11.182 
7 3.797 15.227 5.499 9.271 12.644 12.799 
8 4.317 15.752 5.504 14.503 17.740 13.168 
9 7.224 15.754 5.703 17.395 19.570 13.299 
10 7.604 15.755 5.886 19.420 19.607 15.217 
Note:  Numbers in bold are significant. (p <  .05). 
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Note:  Numbers in bold are significant. (p <  .05). 
Table E.3.  LSR Composite Forecasts 
Lags One-Month 
Two-
Month 2-1 
Two-
Month 2-2 
Three-
Month 2-2 
Three-
Month 3-2 
Three-
Month 3-3 
in Levels 
1 0.091 0.239 2.250 0.000 0.422 3.464
2 0.119 0.705 2.785 0.093 1.298 5.377
3 0.451 0.706 3.803 6.065 6.806 13.132
4 1.563 1.749 3.918 6.070 7.149 14.765
5 1.753 5.874 5.968 6.380 9.470 15.124
6 1.759 7.185 6.255 6.824 9.907 15.124
7 3.924 12.854 7.398 6.829 10.520 15.870
8 4.297 12.968 11.711 11.937 16.338 15.911
9 10.706 13.324 12.455 15.257 18.215 15.920
10 13.193 13.412 12.455 16.023 18.573 17.004
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APPENDIX F   
Autocorrelations and Partial Autocorrelations 
 
Figure F.1. Diesel Price Autocorrelations and Partial Autocorrelations, One- Month 
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Figure F.2. Diesel Price Autocorrelations and Partial Autocorrelations, Two-Month 2-1 
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Figure F.3. Diesel Price Autocorrelations and Partial Autocorrelations, Two-Month 2-2 
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Figure F.4. Diesel Price Autocorrelations and Partial Autocorrelations, Three-Month 3-1 
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Figure F-5. Diesel Price Autocorrelations and Partial Autocorrelations, Three-Month 3-2
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Figure F-6. Diesel Price Autocorrelations and Partial Autocorrelations, Three-Month 3-3
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APPENDIX G 
Modified Diebold-Mariano Results 
 
 
Table G.1.  4 –Year Moving Window Out-of-Sample  Forecasts, March 2002-  
                   December 2008 
Test Conclusions 
Horizon Model 1 2 3 4 5 6 7 
1 . . . . . . . 
2 (1) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (1) (5) (3) (5) (6) . . 
7 (1) (6) (3) (6) (7) (5) . 
One 
Month 
8 (1) (2) (3) (4) (8) (5) (6) 
1 . . . . . . . 
2 (2) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (5) (5) (3) (5) (6) . . 
7 (1) (2) (3) (4) (7) (5) . 
Two-
Month 2-1 
8 (1) (2) (3) (7) (8) (5) (7) 
1 . . . . . . . 
2 (2) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (5) (5) (3) (5) (6) . . 
7 (1) (2) (3) (6) (7) (5) . 
Two-
Month 2-2 
8 (1) (2) (3) (7) (8) (5) (6) 
Notes: 1. Numbers under “Forecast” column refer to the following  models:  
                            1=Crude Oil Futures                              2=Heating Oil Futures  
                            3=Relative Inventory                             4=ARIMA  
                            5=No-Change                                        6=Average 
                            6=Least Squared Regression                 8=Harvey Leybourne and Newbold.             
           2. Number in parenthesis is the superior forecast and bold is significant (p < .05).        
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Table G.1.  4 –Year Moving Window Out-of-Sample  Forecasts, March 2002-  
                   December 2008 (Continued) 
Test Conclusions 
Horizon Model 1 2 3 4 5 6 7 
1 . . . . . . . 
2 (1) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (5) (5) (3) (5) (6)  . 
7 (1) (2) (3) (4) (7) (5) . 
Three-
Month 
3-1 
8 (1) (2) (3) (4) (8) (5) (6) 
1 . . . . . . . 
2 (2) . . . . . . 
3 (3) (3) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (5) (2) (3) (5) (6) . . 
7 (1) (2) (3) (6) (7) (5) . 
Three-
Month 
3-2 
8 (1) (2) (3) (7) (8) (5) (7) 
1 . . . . . . . 
2 (2) . . . . . . 
3 (3) (2) . . . . . 
4 (1) (2) (3) . . . . 
5 (1) (2) (3) (4) . . . 
6 (1) (2) (3) (5) (6) . . 
7 (1) (2) (3) (4) (7) (5) . 
Three-
Month 
3-3 
8 (1) (2) (3) (4) (8) (5) (6) 
Notes: 1. Numbers under “Forecast” column refer to the following  models:  
                            1=Crude Oil Futures                              2=Heating Oil Futures  
                            3=Relative Inventory                             4=ARIMA  
                            5=No-Change                                        6=Average 
                            6=Least Squared Regression                 8=Harvey Leybourne and Newbold.        
           2. Number in parenthesis is the superior forecast and bold is significant (p < .05).           
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APPENDIX H 
Forecast Residuals 
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Figure H.1.  In-Sample Forecast Residuals 
March 1994-Februrary 2002 
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Figure H.1 (Continued).  In-Sample Forecast Residuals 
March 1994-Februrary 2002 
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Figure H.2.  In-Sample Composite Residuals 
March 1994-Februrary 2002
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Figure H.2 (Continued).  In-Sample Composite Residuals 
March 1994-Februrary 2002 
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Figure H.3.  Out-of-Sample Forecast Errors 
March 2002-December 2008 
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Figure H.3 (Continued).  Out-of-Sample Forecast Errors 
March 2002-December 2008 
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Figure H.4.  Out-of-Sample Composite Errors 
March 2002-December 2008 
  160
-2
00
-1
00
0
10
0
Ce
nt
s p
er
 G
al
lo
n
Mar-02 Jan-03 Nov-03 Sep-04 Jul-05 Jun-06 Apr-07 Feb-08 Dec-08
Month
D. Three-month 3-1
-2
00
-1
00
0
10
0
C
en
ts
 p
er
 G
al
lo
n
Mar-02 Jan-03 Nov-03 Sep-04 Jul-05 Jun-06 Apr-07 Feb-08 Dec-08
Month
E. Three-month 3-2
-2
00
-1
00
0
10
0
C
en
ts
 p
er
 G
al
lo
n
Mar-02 Jan-03 Nov-03 Sep-04 Jul-05 Jun-06 Apr-07 Feb-08 Dec-08
Month
F. Three-month 3-3
 
 
 
 
 
Figure H.4 (Continued).  Out-of-Sample Composite Errors 
March 2002-December 2008 
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APPENDIX I 
Diesel Price Correlations 
 
Table I.1. Correlations of Diesel Prices,  
March 1994 December 2008  
 
Prices in Levels 
  
Retail 
Price of 
Diesel 
(U.S.) 
Price of 
High Sulfur 
Off-road 
Diesel 
(U.S.) 
Retail Price 
of Diesel 
(Midwest) 
Price of High 
Sulfur Off-
road Diesel 
(Midwest) 
Retail Price of Diesel (U.S.) 1.000 . . . 
Price of High Sulfur Off-road Diesel (U.S.) 0.999 1.000 . . 
Retail Price of Diesel (Midwest) 0.998 0.999 1.000 . 
Price of High Sulfur Off-road Diesel (Midwest) 1.000 0.999 0.999 1.000 
Differenced Prices 
  
Retail 
Price of 
Diesel 
(U.S.) 
Price of 
High Sulfur 
Off-road 
Diesel 
(U.S.) 
Retail Price 
of Diesel 
(Midwest) 
Price of High 
Sulfur Off-
road Diesel 
(Midwest) 
Retail Price of Diesel (U.S.) 1.000 . . . 
Price of High Sulfur Off-road Diesel (U.S.) 0.976 1.000 . . 
Retail Price of Diesel (Midwest) 0.967 0.976 1.000 . 
Price of High Sulfur Off-road Diesel (Midwest) 0.991 0.969 0.972 1.000 
 
