We present a general theory of comparison of quantum channels, concerning with the question of simulability or approximate simulability of a given quantum channel by allowed transformations of another given channel. These questions are studied in an extension of the framework of general probabilistic theories (GPT), suitable for dealing with channels. This extension carries a natural norm, which is an extension of the base norm and for quantum channels is the diamond norm. Using this norm, we introduce the notion of deficiency of one channel with respect to the other, defined as the accuracy of simulation by a given set of transformations. We prove a general randomization theorem in the GPT setting, giving an operational interpretation of the deficiency. This theorem is applied to some specific cases of simulability of quantum channels and measurements, obtaining a characterization of deficiency in terms of conditional min-entropies as well as success probabilities in guessing games.
Introduction
For a pair of quantum channels Φ 1 and Φ 2 , we consider the following problem: is it possible to simulate one channel by transforming the other channel by a quantum network of a specified type? Since quantum channels are the fundamental objects in quantum information theory, this question subsumes a variety of special cases already studied extensively in the literature: comparison of statistical experiments [1, 2] , simulability of measurements [3, 4] or more general comparison of channels [5, 6, 7, 8, 9, 10, 11, 12] . In fact, this kind of questions goes back to the classical theory of comparison of classical statistical experiments [13, 14] (see also [15] ). This problem can be also put into the setting of resource theories for channels [16, 17] by choosing the allowed maps to be the free operations in the theory, whence it becomes the important question of simulability of one device by another using free operations.
Two types of characterizations of simulability are mostly discussed: either by inequalities in (some modification of) conditional min-entropy (e.g. [8, 9] ), or in terms of success probabilities in some discrimination tasks [5, 12] . These two characterizations are closely related, in fact, the latter can be seen as an operational interpretation of the former. These conditions provide a complete set of monotones in the given resource theory.
In the more general situation where the target channel is simulated only approximately, there are different possible approaches as to e.g. the distance measures used to assess the accuracy of the approximation. A common choice is the diamond norm, which is natural since it is well known as the distinguishability norm for channels [18] . With this choice the problem becomes a direct extension of the problem of the classical theory of comparison of statistical experiments. This framework also includes some more specific cases such as quantum dichotomies [19] (pairs of states), where we can restrict to channels that simulate one of the states exactly, but the other may differ from the target.
The aim of the paper is to study these problems in a convenient framework that in a sense is an extension of the general probabilistic theories (GPTs), suitable for discussion of various types of quantum channels and networks. Our framework includes the operational theories of [20] and higher-order theories [21] , where 'noncausality' may appear, in the sense that the theories admit more than one unit effect. Following the classical notions of Le Cam theory of comparison of experiments, we introduce the deficiency as the minimal simulation distance that can be obtained in the given situation. Using certain norms and their duality, appearing naturally in our setting, we prove a general randomization theorem that gives an operational characterization of deficiency. These norms generalize the order unit and base norms from the GPT framework. In particular, the diamond norm and its duality to the conditional min-entropy [11, 22] is obtained as a special case. The general result is then applied to quantum channels with several types of allowed transformations (postprocessings, preprocessings and partial superchannels), the corresponding deficiency is characterized by comparing either some quantities related to (a modification of) the conditional min-entropy of some states, or the success probabilities in certain discrimination tasks (or guessing games). For preprocessings, we also characterize the related pseudodistance as a distance of the ranges of the two channels tensored with identity. As another example, we treat classical simulability for sets of quantum measurements.
The GPT formulation
General probabilistic theories (GPT) form a framework for description of a large class of physical theories involving probabilistic processes, see [23] for an introduction and background. This framework is built upon basic notions of states and effects and under some general assumptions on the theories, it can be put into the setting of the theory of (finite dimensional) ordered vector spaces.
The basic object in GPT is the set of states of a physical system in the theory, represented as a compact convex subset of an Euclidean space. Such a set can be always seen as a base of a closed convex cone in a finite dimensional real vector space. It is clear that the set of channels, or physical transformations of the systems in the theory, has a convex structure as well and can be, at least formally, treated as a "state space" in the convenient framework of GPT. For example, the set of quantum channels was considered in this way in [24] . However, observe that the set of quantum channels is, by definition, a special subset of the cone of completely positive maps, but it no longer forms a base of this cone. We will therefore need a somewhat more general representation of compact convex sets, described in the next paragraph.
Base sections and corresponding norms
Let V be a finite dimensional real vector space and let V + ⊂ V be a closed convex cone which is pointed
Base sections were studied in [11, Appendix] and in [25] in the special case of the space of hermitian linear operators with the cone of positive operators. In this paragraph, we summarize some of the results. For the ease of the presentation, it will be convenient to introduce the category BS whose objects are finite dimensional real vector spaces V endowed with a fixed proper cone V + ⊂ V and a base section B(V) in (V, V + ). The morphisms Λ : V → W in BS are linear maps such that Λ(V + ) ⊆ W + and Λ(B(V)) ⊆ B(W), [26] .
For V ∈ BS, we define the dual object V * ∈ BS as the dual vector space with the dual cone V * + := {ϕ ∈ V * , ϕ, c ≥ 0, ∀c ∈ V + } and the dual base section
Note that indeed, V * + is a proper cone in V * and B(V * ) is a base section in (V * , V * + ). Moreover, V * * V in BS, where the isomorphism is given by the natural vector space isomorphism V → V * * . Let us denote
Then we have
We now define a norm in V as
ψ, x .
The following proposition summarizes some properties of these norms.
(ii) the norms · V and · V * are mutually dual;
(v) Let Λ : V → W be a morphism in BS. Then Λ is a contraction with respect to the corresponding norms:
The state spaces of GPT can be also seen as objects in BS. Indeed, let K be any compact convex subset in R N , then there is a finite dimensional real vector space V with a proper cone V + , such that K is a base of V + . This means that there is some functional u ∈ int((V + ) * ) such that
The space V with V + and B(V) = K is clearly an object in BS. For the dual object, we have B(V * ) = {u}. The norm · V is the base norm with respect to K and · V * is the order unit norm with respect to u. In this way, the category BS is a common generalization of order unit and base normed spaces.
The prototypical examples in GPT are the classical state space of probability distributions over a finite set, and the quantum state space of all density density operators on a finite dimensional vector space. In the classical GPT, we have V = R n , with the simplicial cone V + = (R + ) n and K = {(p 1 , . . . , p n ) ∈ V + , i p i = 1} is the probability simplex. The morphisms in BS between such spaces are precisely the stochastic maps, given by stochastic matrices. The norm · V = · 1 is the L 1 -norm. In the quantum case, (V, V + ) is the space of hermitian operators on a finite dimensional Hilbert space with the cone of positive operators and the morphisms are positive trace preserving maps. The two dual norms are the trace norm and the operator norm, respectively.
The prototypical example of an object in BS is the set of quantum channels which is a base section in the vector space of hermitian maps with the cone of completely positive maps, more details will be given in Section 3.1.6.
It is not difficult to see that the restriction of · V to span(B(V)) coincides with the base norm with respect to the base B(V) of the cone V + ∩ span(B(V)). The advantage of our extended definition is that the dual space is now an object of the same category. As the base norm, · V has an operational interpretation as a distinguishability norm for elements in B(V). Given two elements b, b ∈ B(V), assume that one of them is chosen, each with probability 1/2. The task is to test the hypothesis that the chosen element is b, against the alternative b . The tests are defined as affine maps B(V)) → [0, 1], assigning to each element the probability of the "yes" outcome. Any test is given by some ϕ ∈ [0, B(V * )], these elements are called effects. The maximal probability of a correct guess is 1
of elements x i ∈ B(V) and prior probabilities λ i . The interpretation is that x i is prepared with probability λ i and the task is to guess which element was prepared. Any guessing procedure is described by a collection of k effects (ψ i ), such that ψ i ∈ B(V * ), the value ψ i , x j is interpreted as the probability of guessing i if the true state was x j . The average success probability using ψ = (ψ i ) is P succ (E, ψ) := i λ i ψ i , x i and the optimal success probability for E is P succ (E) := max ψ P succ (E, ψ).
Comparison in GPT
We now formulate the comparison problem in the above setting and prove a general randomization theorem, which in later sections will be applied to quantum channels. Assume that a subcategory F in BS is given, such that for any V, W ∈ F, the set F(V, W) of all morphisms V → W in F is convex (we will say in this case that F is a convex subcategory). For two objects
. The F-deficiency of b 1 with respect to b 2 is defined as the minimum distance we can get to b 2 by images of b 1 under all morphisms
We also define the F-distance of b 1 and b 2 as
Proof. The only thing to prove is the triangle inequality.
since this holds for all Θ ∈ F(V 2 , V 3 ) and all µ > 0, we get the result.
The following data processing inequalities for δ F follow easily from Prop. 1 (v) (cf. [10, Prop. 3] ).
We next turn to the main result of this paragraph, which is the randomization theorem in GPT. For the proof, we will need the following minimax theorem (cf. [15, Th. 48.5] ). 
Then the following are equivalent.
(iii) for all W ∈ F and all ψ ∈ W * + , we have
where we have used Prop. 1 (iv) and (v). Since this holds for all Θ ∈ F(V 2 , W) and > 0, this proves that (i) implies (iii). Since (iii) obviously implies (ii), it is enough to prove (ii) =⇒ (i). By Prop. 1 (iv), we have
] is convex and compact and the map (ϕ, Λ) → ϕ, b 2 − Λ(b 1 ) is linear in both components, so that we may apply the minimax theorem (Thm. 1). Assume that (ii) holds, then
Let us discuss an operational interpretation of the above results. The set B(V) represents some interesting set of devices in some GPT and the elements ϕ ∈ [0, B(V * )] are interpreted as tests on this set. Theorem 2 (ii) says that δ F (b 1 b 2 ) ≤ if and only if for any test ϕ ∈ [0, B(V *
2 )] there is some Θ ∈ F such that Θ(b 1 ) has up to 2 a higher probability of the 'yes' outcome than b 2 . Part (iii) says that the same will happen for any image of b 2 under a morphism in F.
We next give two easy examples of an application the randomization theorem.
Let F be the subcategory whose objects are experiments with fixed k and morphisms in F(V k , W k ) are given by
Since the norm · V * is the order unit norm with respect to u, any (ψ i ) of the above form satisfies 0
becomes a measurement with k+1 outcomes and the value 1 k i ψ i , Φ(y i ) =:P succ (E, (ψ i )) becomes the success probability for the ensemble E = { 1 k , Φ(y i )} in the inconclusive discrimination with the measurement (ψ i ), here ψ k+1 represents the inconclusive outcome. Now we see that δ F (x y) ≤ if and only if for any measurement
extending the result [12, Cor. 15 ]. If we restrict F to classical state spaces and let F be the set of all stochastic maps, δ F ((x i ) (y i )) becomes the Le Cam deficiency of the classical experiments (x i ) ∈ (R n ) k and (y i ) ∈ (R m ) k . In this case, Theorem 2 is precisely the Le Cam randomization theorem [14] . Similarly, restricting the objects to quantum state spaces and letting F be the set of all quantum channels, we obtain the quantum version of the randomization theorem, cf. [1, 10] .
Dividing v by c := i u, v i we obtain an ensemble:
extending the result of [12, Thm. 14] . More examples will be treated in the next section.
Comparison of quantum channels
In this section we will present the sets of quantum channels and superchannels as objects in BS and show how Theorem 2 applies for some choices of the subcategory F, obtaining several types of randomization theorems for quantum channels. These results will be applied to characterizations of simulability of quantum measurements. We need some preparation first.
Basic ingredients
In what follows, H A , H B , . . . will always denote a finite dimensional Hilbert space, labelled by the system it represents. The Hilbert space will often be referred to by its label, so we denote by B(A) the set of bounded operators on H A , similarly, B h (A) denotes the set of self-adjoint operators, B + (A) the set of positive operators and S(A) the set of states on H A . We will also put d A := dim(H A ) and I A denotes the identity operator on H A . The trivial Hilbert space C will be labeled by 1. For W ∈ B(A 0 ), we will use the notation (cf. [27] )
here W T denotes the transpose of W in the standard basis {|i }.
Linear maps and Choi representation
Let L(A 0 , A 1 ) denote the set of hermitian linear maps B(A 0 ) → B(A 1 ), that is, linear maps satisfying
Let L + (A 0 , A 1 ) denote the subset of completely positive maps in L(A 0 , A 1 ) and C(A 0 , A 1 ) the set of quantum channels, that is, trace preserving maps in L + (A 0 , A 1 ).
This establishes a linear isomorphism between L(A 0 , A 1 ) and
Diagrams
We will make use of the common diagrammatic representation of maps in L(A 0 , A 1 ) as
If some of the systems is trivial, the corresponding wire will be omitted. The special symbols
will represent |I A0 I A0 | as a preparation (a channel 1 → A 0 A 0 ) and as an effect (a channel A 0 A 0 → 1) respectively. In this way, we may write the Choi isomorphism and its inverse as
The link product
The Choi matrix of a composition of maps is given by the link product of the respective Choi matrices, [27] . For general multipartite matrices X ∈ B(AB) and Y ∈ B(BC), the link product is defined as
here (·) T B denotes the partial transpose on the system B. Diagrammatically:
The link product is commutative (up to the order of the spaces) and associative provided that the three matrices have no labels in common. The order of the spaces is not taken into account, applying an appropriate unitary conjugation swapping the spaces in the tensor products if necessary, so, for example, if
where U B1,B2 is the conjugation by the unitary swap U B1,B2 : H B1B2 → H B2B1 .
Superchannels and 2-combs
A quantum superchannel is a special type of causal quantum network that transforms channels into channels, with possibly different input and output systems. Any superchannel Λ that maps C(A 0 ,
, consisting of a pre-processing channel Λ pre ∈ C(B 0 , RA 0 ) and a post-processing channel Λ post ∈ C(RA 1 , B 1 ), where R is some ancilla [27] . We will write Λ = Λ pre * Λ post for this concatenation of channels. The set of all such superchannels will be denoted by C 2 (A, B) , where we used the abbreviation
and acts on a map φ as
The Choi matrices of superchannels are called 2-combs in [27] . Using the link product and its properties,
which means that C 2 is the Choi matrix of some channel in C(B 0 , A 0 ).
c-c channels and superchannels
Let P = P A0 ∈ C(A 0 , A 0 ) denote the channel with the Choi matrix
We will use the symbol 
for a set of conditional probabilities p = {p(i|j)} and any matrix of this form is the Choi matrix of a c-c channel. The c-c channel determined by p will be denoted by α p .
We will also encounter c-c superchannels, that is, c-c channels in C 2 (A, B). In such a case, there are conditional probabilities {p(x, i|y, j)} such that the Choi matrix has the form By putting p i,y (x|j) := q(i|y) −1 p(x, i|y, j) if q(i|y) > 0 and choosing any conditional probabilities for p i,y otherwise, we obtain the following result. A c-c superchannel corresponding to conditional probabilities of the above form will be denoted by Θ p .
Diamond norm and the conditional min-entropy
It is not difficult to see that L(A 0 , A 1 ) with the cone L + (A 0 , A 1 ) and B(L(A 0 , A 1 )) = C(A 0 , A 1 ) is an object in BS, similarly for the set of superchannels. It was observed in [25] that in these cases the structures described in Section 2.1 yield some well known quantities. This will be discussed in the present and the next section. We will use the identification of the dual space
Diagrammatically, this can be expressed as
The last equality in (5) follows from (3) and
With these identifications, the dual cone is L * + (A 0 , A 1 ) B + (A 0 A 1 ) and the dual section
The corresponding base section norm is the diamond norm Φ L(A0,A1) = Φ := max
well known as the distinguishability norm for quantum channels, [18, 28] .
Remark 1. Using the Choi representation, we may also identify L * (A 0 , A 1 ) L(A 1 , A 0 ), with duality ·, · * given as ψ, φ * :
where the functional τ : L(A 0 , A 0 ) → R is given by
Choosing the Hilbert-Schmidt inner product and the basis {|i j|} in B(A 0 ), we see that τ is the usual trace of elements in L(A 0 , A 0 ) as linear maps. In this identification, the dual section becomes the set of replacement channels in C(A 1 , A 0 ), mapping all states in S(A 1 ) to a fixed state σ A0 ∈ S(A 0 ). Let us introduce the notation · A1|A0 := · L * (A0,A1)
for the dual norm. By Prop. 1 (iii), we have for ρ ∈ B + (A 0 A 1 ):
where H min denotes the conditional min-entropy [29, 30] . We also have
Note that the last equality corresponds to the operational interpretation of the conditional min-entropy as (up to multiplication by d A ) the maximum fidelity with the maximally entangled state that can be obtained by applying a quantum channel to part A 0 of the state ρ A0A1 [30] .
The following result follows easily from the first equality in (7) .
Here χ V := V · V * ∈ L + (A 0 , A 0 ) and · denotes the operator norm.
Diamond 2-norm and conditional 2-min entropy
As we have seen, the set of superchannels C 2 (A, B) is a subset of C(B 0 A 1 , B 1 A 0 ). In fact, it is itself a base section. More precisely, put
Using the same identification of the dual space as before, we have L * (A, B) 
Using the identification of the dual space as in Remark 1, this corresponds to a set of superchannels where the preprocessing is a replacement channel, of the form
The norm · L2 (A,B) is the distinguishability norm · 2 for quantum networks, see [31, 32] for the definition. Let us denote · 2 B|A := · L * 2 (A,B) ,
Here H
min will be called the conditional 2-min entropy. Note that this quantity coincides with the extended conditional min-entropy of [9] but we prefer the present notation since it can be extended to any N ∈ N in an obvious way using the set of N -combs, see also [22] . The last equality shows an operational interpretation as the maximum fidelity (again up to multiplication by the dimension) with the maximally entangled state that can be obtained by applying a structured quantum channel to part B 0 A 1 of ρ B0A1B1A0 as depicted in the diagram
be an ensemble of states ρ i ∈ S(A) and prior probabilities λ i . Quantum measurements with k outcomes are given by operators M = {M 1 , . . . , M k }, where M j ∈ B + (A), j M j = I A , the set of all such measurements for the system A will be denoted by M k (A). It is well known that the optimal success probability P succ (E) is related to the conditional min entropy as follows, [30] . Let us define the quantum-classical state ρ E = i λ i ρ i ⊗ |i i| ∈ S(AR), where d R = k. Then for any channel α ∈ C(A, R), we have
see also Example 2. This implies the following result that will be useful later.
be an ensemble on A and let M ∈ M k (B). Then for any pair of channels
here we used Prop. 1 (iv) and (v) and (9) .
It was proved in [10, Prop. 2] that the dual norm · R|A can be interpreted as a success probability not only for quantum-classical states. Namely, for any state ρ ∈ S(AR) we can find an ensemble E R ρ on AR such that Let
} defines the Bell measurement on RR. We also put
For any channel β ∈ C(A, R) we have
Also conversely, for any measurement M ∈ M d 2 R (AR) there is β ∈ C(A, R) such that
this proves (10).
Remark 2. The above construction implies another operational interpretation of ρ R|A . Namely, observe that {d −2 R , U R i } can be interpreted as an ensemble of quantum channels. Here the measurements can be described by pairs (ρ, M ), consisting of an input state ρ ∈ S(AR) with some ancilla A and M is a measurement on AS, such triples are also called quantum testers [31] . The average success probability for the tester (ρ, M ) is then
Any state ρ ∈ S(AR) can be seen as the input state of some tester. We claim that the norm ρ R|A can be interpreted as (d R times) the maximal success probability that can be obtained by all testers with input
Hence there is a channel α ∈ C(R, A) such that C = C α * . Finishing the above computation, we obtain
As we have seen, equality is attained for Φ i = U R i . Let us now return to the guessing game given an ensemble E of states of A, but assume that only one given measurement M ∈ M l (A) can be performed and the true state has to be guessed using its outcome. Any guessing procedure is described by conditional probabilities {p(i|j)}, giving the probability of guessing i ∈ {1, . . . , k} if j ∈ {1, . . . , l} was measured. The average probability of a correct guess using this procedure is
and the maximal success probability is denoted by (cf. 
in diagram
This proves the following result. 
Randomization theorems for quantum channels
We now prove several versions of the randomization theorem for a pair of quantum channels Φ 1 and Φ 2 . We will use the setting of Section 2.2, where the objects in F are some spaces of channels (as in Sec. 3.1.6) and morphisms between them are given by some convex subsets of superchannels, (so F is in fact a convex subcategory of the category of quantum channels with superchannels). We will use the notation
Let L(A 0 , A 1 ) and L(B 0 , B 1 ) be objects in F and let
The following general randomization theorem for quantum channels is a straightforward reformulation of Thm. 2 from the GPT setting.
Theorem 3. Let ≥ 0. The following are equivalent.
In the paragraphs below, we will consider several choices of F: quantum channels with postprocessings and preprocessings, bipartite channels with superchannels applied to one of the parts. We will show that in these cases, the quantities in the part (iii) of the above theorem can be expressed as conditional min-entropies or conditional 2-min-entropies. Furthermore, we will show an operational interpretation in terms of success probabilities in some modified guessing games that involve the use the channel Φ 1 or Φ 2 . Such games can be described as follows.
Let E be an ensemble on A and let a channel Φ ∈ C(B, C) be fixed. Let C pre ⊆ C(A, B) be a set of channels and M ⊆ M k (C) a set of measurements. We consider guessing games where the allowed procedures consist of preprocessing the unknown state by some α ∈ C pre , sending it through the channel Φ and measuring some M ∈ M. The optimal success probability using this scheme is then 
Comparison by postprocessings
We begin with the description of the postprocessing deficiency. This case was already considered in [10] , where the results below were obtained. We will state these results without proof for completeness, just noting that they fit into the present setting. Assume that the channels Φ 1 ∈ C(A 0 , A 1 ) and Φ 2 ∈ C(A 0 , B 1 ) have the same input spaces. The postprocessing deficiency of Φ 1 with respect to Φ 2 is defined as
Let the objects of F be the spaces of channels L(A 0 , R 1 ) with a fixed input system A 0 and morphisms L(A 0 , R 1 ) → L(A 0 , S 1 ) given by postprocessings: Φ → Λ • Φ for some Λ ∈ C(R 1 , S 1 ). Then it is clear that δ F ≡ δ post .
Theorem 4. Let Φ 1 ∈ C(A 0 , A 1 ), Φ 2 ∈ C(A 0 , B 1 ) and let ≥ 0. The following are equivalent.
(ii) For any ρ ∈ S(A 0 B 1 ), there is some α ∈ C(A 1 , B 1 ) such that
(iii) For any ancilla R 1 and ρ ∈ S(A 0 R 1 ), we have
(iv) For any ancilla R 1 and any ensemble E on A 0 R 1 , we have
Moreover, in (iii) and (iv), it is enough to use R 1 B 1 and equiprobable ensembles.
Note that for = 0, we obtain an ordering on the set of channels that was treated also in [6, 7, 5, 8] . For the infinite dimensional case, see [33] .
Comparison by preprocessings
This time, the objects of F are L(R 0 , A 1 ), with fixed output system A 1 , and the morphisms L(R 0 , A 1 ) → L(S 0 , A 1 ) in F are restricted to preprocessings Φ → Φ • Λ, Λ ∈ C(S 0 , R 0 ). The F-deficiency becomes the preprocessing deficiency of Φ 1 with respect to Φ 2 :
We will also consider the corresponding F-distance, which will be denoted by ∆ pre . A part of the following theorem was proved in [11] .
Theorem 5. Let Φ 1 ∈ C(A 0 , A 1 ), Φ 2 ∈ C(B 0 , A 1 ) and let ≥ 0. The following are equivalent.
(iii) For any ancilla R 0 and ρ ∈ S(R 0 A 1 ), we have
(iv) For any ancilla R 0 , any ensemble E on R 0 A 1 and any fixed measurement M on A 1 A 1 , we have
Moreover, in (iii) and (iv), it is enough to use R 0 B 0 and equiprobable ensembles.
Note that in (iv) we skipped some tensoring with identity channels, so the preprocessing channels and Φ 1 or Φ 2 are applied to appropriate systems, as in the diagram
Here the measurement M is fixed, Φ is either Φ 1 or Φ 2 and α is any preprocessing chosen from C(R 0 , A 0 ) or C(R 0 , B 0 ).
Proof. The equivalences (i) ⇐⇒ (ii) ⇐⇒ (iii) follow from Thm. 2 and
In diagram:
be an ensemble on R 0 A 1 and let M ∈ M k (A 1 A 1 ). For any α ∈ C(R 0 , B 0 ), we have by Lemma 3
Conversely, assume (iv) holds with R 0 = B 0 and let ρ ∈ S(B 0 A 1 ) and α ∈ C(B 0 , A 0 ). Recall the notation of Sec. 3.1.8 and put
and similarly for Φ 2 . This yields (iii) with R 0 = B 0 , which clearly implies (ii).
Let us consider the more general situation when the morphisms of F are preprocessings by channels in some convex subset F(S 0 , R 0 ) ⊆ C(S 0 , R 0 ) such that F is a subcategory. Then
It can be seen as in the above proof that we have δ F (Φ 1 Φ 2 ) ≤ if and only if for any ensemble E on B 0 A 1 and any fixed measurement M on A 1 A 1 there is some Λ ∈ F(B 0 , A 0 ) such that
that is, the distance of Φ to the set F. If F is the set of free channels in a resource theory for quantum channels, then F is a subcategory and this distance is a resource measure, [16] . The above considerations now give the following operational characterization of this distance. 3.4.1 ∆ pre as the distance of ranges
In this paragraph, we obtain a characterization of the deficiency δ pre and the pseudo-distance ∆ pre in terms of the ranges of channels. Recall that the range of a channel Φ ∈ C(A 0 , A 1 ) is defined as
Our first result in this direction is based on the following simple lemma. The proof is rather standard and is included for the convenience of the reader.
Lemma 5. Let σ ∈ S(AR) and let Z ∈ B(R) be such that σ R = Tr A [σ] = ZZ * . Then there is some channel
Proof. Let p = supp(σ) and let p R = supp(σ R ), then p ≤ I ⊗ p R and we may put
where U ∈ B(R) is a unitary such that Z = σ 1/2 R U and the inverse is restricted to p R . Since C ≥ 0 and Tr A [C] = I R , there is some β ∈ C(R, A) such that C = C β . We have
Put σ = (Λ ⊗ id)(ξ), then we also have σ R = ξ R , so that the supremum on the right hand side is upper bounded by δ pre . For the converse, let ρ ∈ S(B 0 A 1 ). By Lemma 2, there is some V ∈ B(B 0 ), Tr [V V * ] = 1 and an element G ∈ B + (B 0 A 1 ) such that
Using (5) and (6), we have
By Lemma 5, there is some channel β ∈ C(B 0 , A 0 ) such that σ = (β ⊗ id)(|V V |). We now have
here the inequalities follow from the fact thatG ∈ B + (A 1 B 0 ) , properties of the trace norm · 1 and G = G = ρ A1|B0 . From Thm. 5 (ii), we obtain that δ pre (Φ 1 Φ 2 ) ≤ .
Using the above corollary, we immediately obtain that for any R with
In the case of q-c channels, that is for measurements (POVMs), this result was proved in [34] , where also a counterexample was given, showing that inclusion of the ranges of the channels is not enough for existence of even a positive preprocessing, so that tensoring with id R is necessary in general. We next show that the pseudo-distance ∆ pre can be expressed as the distance of ranges. Recall that for two subsets S, T of a metric space with metric m, the Hausdorff distance is defined by A natural choice for a metric on the set of states would be the trace distance
As it turns out, we will have to add a term for the distance of the restrictions to R. For σ 1 , σ 2 ∈ S(R), let p(σ 1 , σ 2 ) denote the purified distance
where F denotes the fidelity F (σ 1 , σ 2 ) = σ
where d R = max{d A0 , d B0 } and m H is the Hausdorff distance with respect to the metric m in S(A 1 R), given as
Proof. From Corollary 2, we easily obtain that m H (R(Φ 1 ⊗id R ), R(Φ 2 ⊗id R )) ≤ ∆ pre (Φ 1 , Φ 2 ). For the converse, put
The idea of the proof is similar to the previous proof. Let ρ ∈ S(RA 1 ), α ∈ C(R, B 0 ) and let V and G be connected to ρ as in the proof of Corollary 2. Let also ξ :
Note that unlike the previous proof, we may now have
We now have
The last inequality implies that δ pre (Φ 1 Φ 2 ) ≤ and we similarly obtain that also δ pre (Φ 2 Φ 1 ) ≤ .
Comparison of bipartite channels
Assume that we have a pair of bipartite channels, Φ 1 ∈ C(A 0 C 0 , A 1 C 1 ), Φ 2 ∈ C(B 0 C 0 , B 1 C 1 ) and the task is to approximate Φ 2 by applying a superchannel Λ = Λ 1 * Λ 2 ∈ C 2 (A, B) to the first part of Φ 1 , in diagram
In the setting of Sec. 2.2, the objects of F are spaces of channels L(R 0 C 0 , R 1 C 1 ) with C 0 , C 1 fixed. The morphisms L(R 0 C 0 , R 1 C 1 ) → L(S 0 C 0 , S 1 C 1 ) in F are given by elements of C 2 (R, S). The corresponding Fdeficiency will be called the A|B deficiency of Φ 1 with respect to Φ 2 :
and let ≥ 0. The following are equivalent.
(iv) For any spaces R 0 , R 1 , any ensemble E of k states on R 0 C 0 R 1 C 1 , any fixed measurement M ∈ M k (C 1 C 1 ) and any ancilla S with d S ≥ d A0R0 , we have
Moreover, in (iii) and (iv) it is enough to put R 0 B 0 , R 1 B 1 and S A 0 B 0 .
We give a diagrammatic description of the guessing games of (iv): For an ensemble E = {λ i , ρ i } and a fixed measurement M , we pick a preprocessing α and a measurement N , applied as
Proof. As before, the equivalences (i) ⇐⇒ (ii) ⇐⇒ (iii) follow from Thm. 2 and the definition of the norm · 2 . To prove that (i) =⇒ (iv), let Λ ∈ C 2 (A, B) be such that (Λ ⊗ id)(Φ 1 ) − Φ 2 ≤ and let Λ 1 and Λ 2 be channels such that Λ = Λ 1 * Λ 2 . Let E = {λ i , ρ i }, M and S be as in (iv). Then for any α ∈ C(R 0 , SB 0 ) and N ∈ M k (SR 1 B 1 ), we have by Lemma 3
Note that Θ := α * Φ N is a superchannel mapping every channel B 0 → B 1 to a q-c channel on R 1 R 0 :
By the properties of the link product
where Θ := Θ • Λ is a superchannel on C(A 0 , A 1 ) with range in the set of q-c channels. By [27] , there is a realization of Θ as Θ = Θ 1 * Θ 2 such that the ancilla dimension is equal to d A0R0 . It follows that we may assume that Θ 1 ∈ C(R 0 , SA 0 ) and that Θ 2 is a q-c channel on
this proves (iv).
To finish the proof, we will show that (iv) with R 0 B 0 , R 1 B 1 , S A 0 B 0 and an equiprobable ensemble implies (ii). As before, we will use the results of Sec. 3.1.8 to relate the values of ρ, Θ(Φ i ) in (ii) to success probabilities in the guessing games of (iv).
So let ρ ∈ S(B 0 C 0 B 1 C 1 ) and consider the ensemble E = E B1C1 ρ . Note that the group of generalized Pauli unitaries on B 1 C 1 has the form
and we have B B1C1 = B B1 ⊗ B C1 . By (10) , we obtain
where we put the fixed measurement to M x,y = B C1 y , x = 1, . . . , d 2 B1 , y = 1, . . . , d 2 C1 . The inequality is seen by the choice α = id B0 ⊗ σ S ∈ C(B 0 , SB 0 ) for arbitrary σ S ∈ S(S) and N ∈ M d 2
x , x = 1, . . . , d 2 B1 , y = 1, . . . , d 2 C1 . In diagram:
here the diagram on the left gives the value ρ, Φ 2 , while summing over all x, y of the right hand side and dividing by d 2 B1C1 gives d B1C1 P succ ((α ⊗ id)(E), Φ * 2 (N ⊗ M )). From this inequality and (iv), we obtain that there is some channel β ∈ C(B 0 , SA 0 ) and a measurement N ∈ M d 2
Since the channel Φ 1 • β acts only on B 0 C 0 , we see that withρ = Φ 1 • β(ρ), the last expression is equal to d B1 d C1 P succ (Eρ, N ⊗ M ). We now use (12) to show that that there is a channel γ ∈ C(SA 1 C 1 , B 1 C 1 ) such that
Moreover,
for some channel γ 1 ∈ C(SA 1 , B 1 ). Putting all together, we obtain using the link product and its properties A, B) . This finishes the proof.
Classical simulability of measurements
As an application, we investigate the problem of classical simulability of measurements, [4] . In this problem, two sets of measurements M = {M 1 , . . . , M k }, M i ∈ M l (C), i = 1, . . . , k and N = {N 1 , . . . , N m }, N y ∈ M n (C), y = 1, . . . , m are given. We will say that M can simulate N if all elements in N can be obtained as convex combinations of postprocessings of elements in M. It can be seen that we may exchange the order of convex combinations and postprocessings, and always obtain the same notion of simulability. Our aim is to study an approximate version with respect to some suitable norm. In particular, we will show that this problem can be put into the setting of comparison of bipartite channels: we represent M and N by bipartite channels and express the simulations as applications of superchannels to one of the parts.
Let Φ M be a channel in C(A 0 C, A 1 ), d A0 = k, d A1 = l with the Choi matrix
Note that Φ M is a bipartite channel as in the setting of Thm. 6, with C 0 = C and C 1 = 1, moreover, the first input and the output of Φ M is classical. Similarly, N is represented by a similar channel Φ N ∈ C(B 0 C, B 1 ), with d B0 = m, d B1 = n. We now introduce the following notion of approximate simulability: for ≥ 0, we say that N is -simulable by M if M can simulate some set of measurements N = {(M ) 1 , . . . , (M ) m } ⊂ M n (C) such that
Assume that M can simulate N . Then there are conditional probabilities 
The next result shows that the deficiency δ A|B (Φ M Φ N ) is related to approximate simulability. 
Proof. Assume that N is -simulable by M. As shown above, there is some superchannel
so that the minimum in δ A|B (Φ M Φ N ) is attained at a c-c superchannel Θ p and using Lemma 1, we see that Θ p (Φ M ) = Φ N for some set N of measurements that are simulated by M. It follows that N is -simulable by M.
We now show that -simulability can be characterized by guessing games and that in this case, it is enough to use ensembles on the system C (so R 0 = R 1 = 1 in Thm. 6 (iv)). For M consisting of a single element and = 0, this result was proved in [3] . Proof. We proceed by expressing the success probabilities of part (iv) of Thm. 6 for R 0 = R 1 = 1. Since C 0 = C and C 1 = 1, the guessing games with Φ M can be represented as in the diagram
Here, as a preprocessing, we pick a quantum-classical state σ ∈ B + (SB 0 ), and we also pick a measurement F on SB 1 . The success probability is then
with Θ := σ * Φ F ∈ C 2 (A, Q), where as before A = A 0 A 1 and Q = Q 0 Q 1 , Q 0 = 1, Q 1 is the output system of Φ F . Since Θ is obviously a c-c superchannel, by Lemma 1 there are conditional probabilities p i (a|j) and probabilities q(i) such that Θ = Θ p with p(ai|j) = q(i)p i (a|j). We obtain Since any c-c superchannel in C 2 (A, Q) consists of a preprocessing and postprocessing of the above form, we see that Since we have a similar equality for Φ N , we obtain the 'if' part. For the converse, let ρ ∈ S(B 0 CB 1 ). It is easy to see from the shape of the Choi matrix C N that there are probabilities λ(y), conditional probabilities µ(x|y) and states ρ y Let now F y ∈ M n (C) be such that P succ (E y ) = P succ (E y , F y ) and let F = {F 1 , . . . , F m }. As we have seen before, y λ(y)P succ (E y ) = y λ(y)P succ (E y , F y ) = ρ, Φ F ≤ ρ B1|B0C .
By Thm. 3 (ii), this finishes the proof.
Conclusions
We have introduced a general framework for comparison of channels, in quantum information theory as well as in the broader setting of GPT. The framework is based on the category BS, which is a special category of ordered (finite dimensional) vector spaces, modelled on the set of channels. In this setting, we defined a notion of deficiency and pseudo-distance with respect to a convex subcategory F and proved a general randomization theorem giving an operational characterization of these notions. In the case of classical state spaces, our randomization theorem corresponds to the classical randomization criterion for statistical experiments due to Le Cam [14] . This result was then applied to several problems of comparison (or simulability) of quantum channels, where we obtained a characterization of the deficiency by (an extension of) the conditional min-entropy and by success probabilities in some guessing games. Note that Thm. 3 is broad enough to include a variety of problems of simulability of special types of channels by specified types of networks e.g. LOCC or PPT. By the properties of the link product, we have in the setting of this theorem that ρ, Θ(Φ i ) = ρ * (C Θ * C Φi ) = (ρ ⊗ C Φi ) * C Θ = ρ ⊗ C Φi , Θ .
It follows that the suprema in Thm. 3 (iii) can be, similarly as the conditional 2-min entropy, interpreted as a modification of the conditional min-entropy of the element ρ ⊗ C Φi . Moreover, as can be seen from the structure of the proofs, the characterization by success probabilities in modified guessing games can be extended to any F such that the corresponding superchannels can be characterized as concatenations Θ pre * Θ post with Θ pre ∈ F pre and Θ post ∈ F post for some suitable sets of channels F pre and F post .
This work concerns only the one shot situation, when the channels in question are used only once. To go beyond the one shot setting in the general framework, we have to discuss possible monoidal structures (tensor products) in BS, their properties and the corresponding behaviour of the related norms. Another important direction is an extension to infinite dimensions. The present framework strongly depends on the finite dimensional setting, but some corresponding results for post-and preprocessings for quantum channels on semifinite von Neumann algebras were proved in [33] .
