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We investigate the low density behaviour of fluids that interact through a short-ranged attraction
together with a long-ranged repulsion (SALR potential) by developing a molecular thermodynamic
model. The SALR potential is a model of effective solute interactions where the solvent degrees
of freedom are integrated-out. For this system, we find that clusters form for a range of interaction
parameters where attractive and repulsive interactions nearly balance, similar to micelle formation in
aqueous surfactant solutions. We focus on systems for which equilibrium behaviour and liquid-like
clusters (i.e., droplets) are expected, and find in addition a novel coexistence between a low density
cluster phase and a high density cluster phase within a very narrow range of parameters. Moreover,
a simple formula for the average cluster size is developed. Based on this formula, we propose a non-
classical crystal nucleation pathway whereby macroscopic crystals are formed via crystal nucleation
within microscopic precursor droplets. We also perform large-scale Monte Carlo simulations, which
demonstrate that the cluster fluid phase is thermodynamically stable for this system. © 2014 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4869109]
I. INTRODUCTION
Clustering in fluids is important in many areas of science
and engineering, such as in protein solutions,1 pharmaceutical
crystallisation,2 biomineralisation,3 and nanotechnology.4–6
For example, the aggregation of proteins influences their
structure and function and is associated with specific
diseases,7 including neurodegenerative diseases such as
Alzheimer’s. In addition, proteins are thought to form “rafts”
in cell wall membranes.8–10 Moreover, exploiting clustering
and self-assembly of peptides or nanoparticles in solution is
considered to be a useful method for the design and man-
ufacture of novel nanomaterials, such as peptide-based bio-
scaffolds11 or novel sensors.12 Naturally, understanding clus-
ter formation is fundamentally interesting and important, but
particular difficulties arise when the clustering particles, and
perhaps even the clusters themselves, cannot be imaged di-
rectly in situ. For these cases, statistical thermodynamic mod-
els of clustering take on increased importance.
Perhaps the simplest model that exhibits clustering is the
“short-range attractive, long-range repulsive” (SALR) poten-
tial model. This one-component model of solute particles,
where the solvent degrees of freedom have been integrated-
out, involves only spherically symmetric pair-interactions,
and as such can be considered a “simple” fluid. That such a
simple model can give rise to behaviour normally associated
with more complex molecules, such as surfactants or block
copolymers, provides the impetus to understand its behaviour
in more detail. A great deal of theoretical, simulation, and
experimental work has focused on SALR systems for which
a)Author to whom correspondence should be addressed. Electronic mail:
martin.sweatman@ed.ac.uk
the range of the attractive interactions is short compared to
the particle “core” diameter because this regime is considered
to be relevant for protein solutions. Colloid-polymer mix-
tures with effectively similar interactions (where the polymer
radius of gyration is small compared to the colloid diame-
ter) are often studied to provide insight in this regime be-
cause the particles and/or clusters can be imaged directly.1
For these systems, characterized by ζ ∼ 0.1, where ζ is the
ratio of the range of the attraction to the size of the core, in-
teresting behaviour arises when the strength of attractive in-
teractions is several times kBT, where kB is the Boltzmann
constant and T is the absolute temperature (let us call this
energy-scale ratio ε). This behaviour is generally character-
ized by the formation of small clusters with intermediate-
range order at low solute concentrations, which tend to
elongate and form arrested networks and gels as the parti-
cle concentration is increased.1, 13–22 Similar arrested network
formation is also observed in the absence of long-ranged re-
pulsive interactions23 (e.g., in “diffusion limited aggregation”
and attractive glasses) and in the absence of short-ranged
attractions21 (e.g., in repulsive, or “Wigner,” glasses). This
non-equilibrium behaviour masks the underlying equilibrium
structures that would result from competition between attrac-
tion and repulsion. Moreover, because the length scales, and
hence time scales, are very different between colloidal and
protein domains, it is not always clear whether the directly
observed colloidal structures are generally representative of
protein clusters. As such, the physics of equilibrium SALR
structures is less well understood.
One important aspect of this physics involves so-called
“two-step” crystal nucleation, whereby crystal nucleation oc-
curs within a liquid-like cluster24–27 (that is, the liquid cluster
0021-9606/2014/140(12)/124508/16/$30.00 © 2014 AIP Publishing LLC140, 124508-1
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
82.43.196.90 On: Sat, 29 Mar 2014 11:16:54
124508-2 Sweatman, Fartaria, and Lue J. Chem. Phys. 140, 124508 (2014)
nucleates and forms first on short time-scales, followed by
crystal nucleation within the cluster on longer time-scales). If
the timescale for crystal nucleation is much longer than clus-
ter formation this two-step process can only occur if micro-
scopic liquid-like precursor solute clusters can be stabilized,
and is another reason for the interest in SALR fluids. This
two-step process is considered distinct from classical crystal
nucleation where solute aggregation and crystal structure for-
mation occur simultaneously, and is associated with diseases
such as sickle-cell anemia.28, 29 It is also suggested to occur in
some molecular mixtures such as glycine solutions,30, 31 and
so could be important for the design of continuous crystal-
lization processes for pharmaceuticals.2 Equilibrium SALR
structures can be expected to arise naturally when ζ ∼ 1 and
ε ∼ 1, since for these systems local re-ordering can easily
occur. Unfortunately, there is no experimental work in this re-
gion of the phase diagram with colloid-polymer mixtures, and
consequently our understanding of equilibrium clustering and
two-step nucleation of the SALR model is incomplete. How-
ever, the recent work of Bartlett and co-workers32, 33 with un-
charged colloid-polymer mixtures with ζ ∼ 1 suggests that
such experiments might be feasible.
Many approaches have been used to examine equilibrium
SALR systems, from Monte-Carlo simulation34 through to
thermodynamically consistent integral equation approaches20
and density functional theories,35 yielding insight into spe-
cific systems such as clustering in two-dimensional films36
and the three-dimensional (3D) SALR system considered in
this work.37 A good introduction to this body of work is pro-
vided by Wilding and Archer.34 While much has been learned
about fluid structure and thermodynamics at intermediate den-
sities, both for disordered cluster fluid states and ordered, or
“modulated,” cluster phases at intermediate density,34, 35, 37–39
the low density cluster fluid phase is much less well studied.
To be clear, we define a disordered cluster fluid phase as one
that is isotropic, but actually consists of a uniform dispersion
of large clusters of particles. The aim of this work is to bet-
ter understand this low density part of the equilibrium SALR
phase diagram.
For these SALR systems, the Lifshitz point and lambda-
line are sometimes analyzed,37, 40, 41 which often involves lo-
cating mechanical instabilities in the uniform fluid without
clusters. However, these techniques are incapable of provid-
ing the precise location, or clarifying the nature, of associated
phase transitions, which are of thermodynamic origin.
Monte Carlo simulations have revealed that for the equi-
librium SALR fluids of interest here, ζ ∼ 1, a series of mod-
ulated phases with increasing density are expected,34 start-
ing with an ordered phase of spherical clusters (a cluster
solid), followed by columnar, lamellar, and ordered columnar
and spherical bubble phases. All these phases occur at den-
sities “intermediate” between the uniform vapour and liquid
phases. The usual bulk vapour–liquid transition is metastable
with respect to these modulated phases. However, Archer and
Wilding34 do not investigate the disordered cluster fluid phase
at low density. They clearly do find states corresponding to
a single spherical cluster with liquid-like density surrounded
by a vapour, but due to the periodic boundary conditions they
use, such isolated clusters correspond to an ordered cluster
(simple cubic) solid phase, not a cluster fluid phase. On the
other hand, molecular simulations13–16 and experiments17–19
in the region where ζ ∼ 0.1 demonstrate that small irregular
clusters exist at low densities even if they are not always at
equilibrium.42 Our interest here is in understanding how this
behaviour is changed for ζ ∼ 1, where equilibrium structures
are expected.
Spatially ordered aggregates can also be modeled using
standard density functional or self-consistent field-theoretic
approaches.35, 38, 39 However, the disordered cluster fluid
phase we investigate here, consisting of a dispersion of liquid-
like droplets, has so far avoided treatment using these meth-
ods. From a theoretical perspective, the likely reasons for
this are that within this phase, the clusters themselves be-
have like mesoscopic fluid particles, and therefore there are
strong, long-range correlations in the pair density. The usual
mean-field approaches do not capture these long wavelength
correlations and so do not exhibit the correct physics. For ex-
ample, Jiang and Wu43 attempt to investigate a cluster fluid
at low density for a similar SALR potential to that investi-
gated here using mean-field DFT. They find a non-uniform
solution to their model, consisting of a spherical cluster at the
origin surrounded by a uniform vapour, and identify this so-
lution with the cluster fluid. They take this as an indication
that the system will form an isotropic dispersion of clusters.
This approach is similar to the earlier work for surfactant mi-
celles by Stillinger44 for aqueous surfactant systems. How-
ever, the difficulty with this interpretation is that the vapour
surrounding the central cluster is “cluster-less,” because the
mean-field DFT they use does not describe a uniform disper-
sion of clusters. That is, it cannot generate the pair or higher
body distribution functions of a cluster fluid. Note, the differ-
ence between an isotropic clustered and “un-clustered” fluid
is not the equilibrium density profiles, which can be identical,
but rather the correlations within the systems. This seems to
indicate that conventional density functional theories do not
properly account for the long range correlations that lead to
the formation of these clusters.
Bomont et al.20 use a thermodynamically self-consistent
integral equation theory to analyze the onset of equilib-
rium clustering at intermediate densities in the approach to
modulated phases, signified by mechanical instabilities (the
lambda-line), in the ζ ∼ 0.1 regime of SALR fluids. The ad-
vantage of this approach, compared to other integral equa-
tions, is illustrated further by Bomont and colleagues41, 45 and
Kim et al.,46 who are able to find solutions to their integral
equations in regions of parameter-space at intermediate den-
sities where most other approximate integral equations fail.
Indeed, Bomont et al. find intriguing jumps45 in the first peak
of the radial distribution function for a range of SALR param-
eters similar to those used here, indicative of a potential phase
transition from a uniform phase of clusters to a non-uniform
(modulated) clustered phase at intermediate densities. Despite
the significant advance this approach brings, the nature of this
phase transition is not clear and no results are provided at
low density. We return to this work in our summary and re-
interpret their results in light of our findings.
From a simulation perspective these phases are difficult
to treat due to their size (because of the longer range of the
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
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interactions when ζ ∼ 1, compared to ζ ∼ 0.1, each clus-
ter can involve hundreds to thousands of particles, and many
clusters need to be simulated for a cluster fluid), the existence
of long-range interactions which requires lengthy summations
over particle pairs, and poor sampling of configurations unless
advanced cluster-move algorithms are used that treat sepa-
rately the length-scales involved. These considerations, when
combined, lead to expensive simulations.
Interestingly, a straightforward treatment of the low den-
sity SALR cluster fluid is achieved through a kind of mi-
celle theory.47–51 Groenewold and Kegel52 applied this kind of
method to colloidal dispersions modeled with a more sophis-
ticated variant of the SALR model. Their model includes the
effect of charge binding at a colloid surface, and so the long-
range screened-coulomb repulsion is generated in a more self-
consistent manner. Their main result concerns the charge of a
colloidal cluster, and they do not consider phase behaviour
more generally. Later, Foret and Destainville53 applied this
kind of approach directly to an SALR fluid, focusing on a
region of the phase diagram analogous to pre-micellization.
However, despite this earlier work, the wider phase behaviour
of the equilibrium SALR fluid at low density remains unex-
plored.
In summary, the modulated, or ordered, equilibrium
phase behaviour of SALR fluids at intermediate density is
well studied, but little progress has been made with the dis-
ordered cluster fluid phase at low density for ζ ∼ 1. In Sec. II,
we develop a molecular thermodynamic model that goes be-
yond the mean-field level and is able to describe this disor-
dered cluster fluid phase. We then relate this model to theo-
ries for micelle formation in surfactant solutions. In Sec. III,
we apply this thermodynamic model to examine the low den-
sity phase behaviour of these SALR systems. In brief, for
the same three-dimensional SALR system studied by Archer
et al.,37 we find micelle-like behaviour at low density and
identify a critical cluster concentration. We expect that tran-
sitions from the cluster fluid phase to ordered (modulated)
phases occur at higher densities. Interestingly, we locate a
novel cluster–vapour to cluster–liquid phase transition over
a very narrow range of SALR parameters with weaker attrac-
tive interactions. We also remark on a potential mechanism
for two-step non-classical crystal nucleation. In Sec. IV, we
compare results of the thermodynamic model with large-scale
Monte Carlo simulations at a single state point and conclude
with a summary of this work in Sec. V.
II. THEORY
A. SALR fluid model
The system of interest in this work comprises spherical
particles interacting through a core of diameter d (taken to be
a hard sphere here) plus a short-range attraction and a longer-
ranged repulsion (the SALR potential),
φ(x) = φHS(x) + φSALR(x), (1)
where x = r/d and r is the separation between a pair of parti-
cles. A convenient form of the SALR potential is provided by
the combination of two Yukawa potentials for x > 1,
βφSALR(x) = −Aa
x
exp(−za(x − 1)) + Ar
x
exp(−zr (x − 1)),
(2)
where β = 1/(kBT). The parameters Aa and Ar (both > 0) de-
termine the strength of attractive and repulsive interactions,
respectively, relative to kBT, while the parameters za and zr
(with za > zr) determine their range. So, four independent
parameters are needed to define the SALR model, including
temperature. A fifth independent parameter is the overall sys-
tem density, ρb. The SALR potential for a set of parameters
investigated in this work (Aa = 2.0, Ar = 0.5, za = 1.0, zr
= 0.5) is shown in Figure 1(a). The choice za = 1.0 should
result in equilibrium clusters rather than non-equilibrium ar-
rested states.
In this work, we fix Ar = 0.5, za = 1.0, and zr = 0.5,
and consider the effect of varying Aa. In experiments with
colloid-polymer mixtures, this choice corresponds to keeping
the temperature, colloid charge and solvent dielectric con-
stant fixed (thus fixing Ar and zr), and varying the concen-
tration (but not the radius of gyration) of polymer such that
the depletion potential strength (but not range) induced by
the polymer is varied. For other experimental systems this
set of parameters will correspond to other experimental con-
straints, and possibly involve manipulating the temperature.
For example, for modeling mesostructure in liquid mixtures
the long-ranged repulsive term would correspond to a model
of the screened coulomb interaction between solutes caused
by charge dissociation of the solute in the solvent, while the
short-ranged attractive term might correspond to hydrogen
bonding or other short-ranged dispersive interactions between
solute molecules.
B. Thermodynamic model
We take an approach originally inspired by earlier work
by one of us54, 55 concerning a coarse-grained density func-
tional theory of adsorption. Our approach might also be called
a “minimal” or an “order parameter” model.37 Ultimately, we
find that our molecular thermodynamic model resembles ear-
lier models of micellization47–51 in some respects.
We assume the disordered cluster fluid phase is com-
posed of spherical clusters of particles (liquid-like droplets)
with body-density ρl = nl/Vc and cluster density ρc = nc/V
dispersed in a vapour of density ρv (here, nl is the average
number of particles per cluster of volume Vc, nc is the average
number of clusters in system volume V , and ρv is the average
density of particles in the vapour outside the clusters). Actu-
ally, the system is not phase separated into vapour and liquid
droplets per se; more properly, the vapour and clusters are
all part of the same phase and cannot be treated separately.
In general clusters are polydisperse in their size and shape.
However, on average they are statistically identical, and so we
choose them to be spherical and monodisperse, with diameter
dc = 2Rc; therefore, the density profile Pc(r − R) of a cluster
centered at position R is
Pc(r − R) = ρl(Rc − |r − R|), (3)
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FIG. 1. (a) The SALR potential investigated in this work, with Aa = 2.0,
Ar = 0.5, za = 1.0, and zr = 0.5. The inset shows the long range repulsive
contribution on a larger scale. (b) Effective cluster–cluster interaction (full
line) for the same system as Figure 1(a), with bulk density ρb = 0.01, cor-
responding to equilibrium cluster diameter dc = 13.49d. The corresponding
Mayer-f function (dotted line) is shown on the right-hand axis, along with the
effective cluster-cluster hard sphere diameter (deffc = 26.30d) determined
via the Barker-Henderson route (Eq. (17)) shown as the dashed vertical line.
(c) Effective particle–cluster interaction (full line) for the same system as in
Figure 1(b). The corresponding Mayer-f function (dotted line) is shown on
the right-hand axis.
where  is the Heaviside step-function. We show later that the
polydispersity of the clusters is not expected to be very great
for our model, and hence we are justified in neglecting fluctu-
ations in size and shape polydispersity at this stage. We also
assume for convenience a discontinuous, or sharp, interface
between the clusters and the background vapour, although this
is not an essential feature of the model. The volume fraction
ϕ of the clusters is
ϕ = ρcVc = ρb − ρv
ρl
, (4)
where Vc = πdc3/6 is the cluster volume.
We begin the development of the molecular thermody-
namic model by partitioning the configurational Helmholtz
free energy density fc of the cluster fluid phase into energetic
and entropic contributions,
fc = uc − T sc = (uself + ucc + ucg + ugg)
−T (sself + smix), (5)
where uself and sself are the internal, or self, energy and entropy
densities of a cluster, ucc, ucg, and ugg are the energy densities
arising from cluster–cluster, gas–cluster, and gas–gas interac-
tions, and smix is the entropy density of mixing of clusters and
gas. In turn, to parallel the development of micellar theories,
we group these energy and entropy contributions into two free
energy contributions,
f = (uself − T sself ) + (ucc + ucg + ugg − T smix)
= fself + fmix. (6)
Namely, fself, which describes the free energy density of par-
ticles within the clusters and fmix, which is the mixing free
energy density of gas particles and clusters. In the following,
we develop simple expressions for fself and fmix in terms of the
model parameters, ρb, ρv, ρ l, and ρc.
1. Self-free energy
The self-free energy of the clusters is composed of two
terms,
fself = ρc(Uself − T Sself ), (7)
where Uself is the interaction energy between particles in a
cluster, i.e., its self-energy and Sself is the entropy of the par-
ticles within a cluster. To estimate Uself, we assume that the
correlations between particles within a cluster are similar to
those within a bulk liquid. Taking a “simple liquid” view, we
choose a hard sphere fluid as reference, and so the interaction
energy of particles within a cluster is given by
Uself = 12
∫
drdr′φSALR(|r − r′|; d)gHS(|r − r′|; d, ρl)
×
∫
dR Pc(r − R)Pc(r′ − R)
= 2π
∫
dr r2φSALR(r; d)gHS(r; d, ρl)Pdc(r), (8)
where gHS(r; d, ρ) is the bulk hard sphere radial distribution
function for hard spheres of diameter d at density ρ, which
we approximate using the Percus-Yevick (PY) theory,56 and
Pdc(r) is related to the form factor of the clusters and repre-
sents the geometric convolution of two cluster density distri-
butions.
The self-entropy can be written in terms of the cluster
density as
Sself = Vcsv(ρl) + AcsA(ρl, ρv, dc). (9)
In the first term on the left hand side sv is the entropy density
of a uniform liquid at the same average density as the cluster,
while in the second term sA is the entropic contribution per
cluster of the cluster–gas interface. Here, we omit higher or-
der contributions to the cluster entropy caused by fluctuations
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
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in the size of the cluster. This is discussed in more detail later,
and we will see that cluster size fluctuations are not very large
for the system under consideration here.
For the first term we once again take a simple liquid view
and set,
sV (ρl) = sHS(ρl, d), (10)
where sHS(ρ l, d) is the entropy density of a hard sphere fluid
with particle diameter d at the same fluid density. In this work
we neglect the interfacial entropy per cluster, SA, for conve-
nience.
2. Mixing free energy
We deal with the contribution of the configurational en-
ergy density contribution to the mixing free energy first,
which is given exactly by the usual energy equation,56
umix = ρ
2
b
2V
∫
drdr′φSALR(|r − r′|)g(|r − r′|)
= ρ
2
v
2V
∫
drdr′φSALR(|r − r′|)gvv(|r − r′|)
+ρvρc
V
∫
drdr′φSALR(|r − r′|)
∫
dR Pc(r′ − R)gvc(|r − R|)
+ ρ
2
c
2V
∫
drdr′φSALR(|r − r′|)
∫
dRdR′ Pc(r − R)gcc(|R − R′|)Pc(r′ − R′), (11)
where gvv(r) is the radial distribution function (rdf) between
particles in the vapour, gvc(r) is the rdf between particles in
the vapour phase and cluster centers, and gcc(r) is the clus-
ter center-cluster center rdf. We now describe our approxima-
tions for these rdfs.
First consider taking the “simple fluid” view that locally
fluid structure can be well approximated by a hard sphere ref-
erence fluid, in this case an additive hard sphere mixture of
large spheres (representing clusters) and small spheres (rep-
resenting particles in the gas). Unfortunately, this will not be
accurate because it ignores effective interactions in the sys-
tem. The effective interaction between two non-overlapping
clusters whose centers are separated by r = R − R′ is
Ueffcc (|R − R′|) =
∫
drdr′P (r − R)φSALR(r − r′)P (r′ − R′).
(12)
A typical form of this effective cluster–cluster interaction is
plotted in Figure 1(b), along with its corresponding Mayer
function. It shows that typical clusters experience a strong
mutual repulsion at a range much larger than dc, and hence
do not approach each other closely. The effective interaction
between a vapour particle and a cluster separated by r is
Ueffvc (|R − R′|) =
∫
dr′φSALR(R − r′)P (r′ − R′). (13)
A typical form of this effective vapour–cluster interaction is
plotted in Figure 1(c), along with its corresponding Mayer
function. It shows that gas particles experience a weak re-
pulsion around clusters at a range somewhat larger than dc,
but much less than the range at which clusters experience
a strong mutual repulsion. Consequently, if we are to repre-
sent the system in terms of a hard sphere mixture, this sys-
tem corresponds approximately to a highly size-asymmetric
hard sphere mixture with significant negative non-additivity.
For the case shown in Figures 1(b) and 1(c) the non-additivity
parameter would be 
 ∼ −0.5. Unfortunately, there are no
robust analytical theories for the radial distribution functions
of such systems in the literature. We proceed by making the
following approximations for the rdfs,
gcc(r) =
⎧⎨
⎩
exp
(− βUeffcc (r)), r > rmincc
0, r < rmincc
,
gvc(r) =
⎧⎨
⎩
gmixvc (r; ρv, d, ρc, dc) exp
(− βUeffvc (r)), r > rminvc
gmixvc (r; ρv, d, ρc, dc) exp
(− βUeffvc (rminvc )), r < rminvc ,
gvv(r) = gmixvv (r; ρv, d, ρc, dc),
(14)
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where gmixxx (r; ρ1, d1, ρ2, d2) are the rdf components of an ad-
ditive binary hard sphere mixture (which we approximate in
terms of the PY functions obtained from a Fundamental Mea-
sure Theory57) with component densities ρ1 and ρ2 and com-
ponent diameters d1 and d2 respectively and rminxx are the sep-
arations corresponding to the minima of exp(−βUeffxx (r)).
Note that the model for the energy density is multi-scale
in the sense that it simultaneously includes radial distribution
functions on primary particle and cluster length-scales, with
the cluster-cluster and gas-cluster rdfs determined through
Eqs. (19)–(21) where Eqs. (19) and (20) also incorporate these
multiple scales.
For a uniform fluid without clusters we have
u = 2πρ2b
∞∫
0
drr2φSALR(r)gHS(r; d, ρb). (15)
We now deal with the mixing entropy of the system; this is
where we introduce the key ingredient that generates a non-
mean-field theory similar to theories of micellization. The en-
tropy of mixing accounts for the entropy of the coarse-grained
system
smix = s−mixHS
(
d, ρv, dc, ρc, d
eff
c
)+ ρcScom. (16)
The first term on the left-hand side approximates this en-
tropy in terms of an asymmetric binary hard sphere mixture
with significant negative non-additivity, where the clusters are
treated as large spheres with diameter dc, and the primary par-
ticles are treated as small spheres with diameter d, but the
cluster–cluster effective interaction corresponds to an effec-
tive diameter deffc . We approximate this effective diameter in
terms of the Barker-Henderson prescription56
deffc =
∞∫
0
dr
(
1 − exp (− βUeffcc (r))). (17)
The second term in (16) is a center of mass correction, which
ensures the coarse-grained clusters have a precisely defined
position and is described later.
Clearly, this approximation for smix does not take into ac-
count the effect of Ueffvc on the distribution of primary parti-
cles surrounding each cluster. Nor does it take into account
the effect of the direct interaction between primary particles
in the vapour on the mixing entropy. Nevertheless, it will be
accurate for a dilute system with low vapour and cluster densi-
ties and is a convenient approximation at this stage. However,
we are not aware of any well-tested thermodynamic theories
for the entropy of such a hard sphere mixture, and so must
develop our own prescription here. Fortunately, for this par-
ticular SALR system a very straightforward and convenient
approximation can be found.
For this particular kind of hard sphere mixture consider
the density profile of small particles surrounding the large par-
ticles. Provided this density profile is unaffected by most typi-
cal large particle configurations, then to a good approximation
this system can be de-coupled and its entropy written accu-
rately as
s−mixHS
(
d, ρv, dc, ρc, d
eff
c
) = ξsHS(d, ρg) + sHS(deffc , ρc),
(18)
where ρg = ρv/ξ is the vapour density between clusters, and
ξ = 1 – ϕ is the volume fraction of vapour. This approxima-
tion becomes more accurate as the size asymmetry and neg-
ative non-additivity increase. Once again, this approximation
omits the contribution to the entropy of the primary particles
due to their interface with the clusters. Because the cluster
volume fraction (η = πρcd3c /6) is typically quite low (<0.1),
this interfacial entropic contribution should be quite small.
Each hard sphere entropy term includes an ideal gas con-
tribution and an excess hard sphere term,
−T sHS(d, ρ) = fid (ρ) + f exHS(d, ρ) = kBTρ(ln(ρ) − 1)
+f PYexHS (d, ρ). (19)
Note that we have omitted terms in the ideal gas free energy
density involving the thermal de Broglie wavelength of the
primary particles, which are not required for this study on
equilibrium phase behaviour. For the excess hard sphere free
energy density, we use the PY compressibility result,56 which
is quite accurate for packing fractions, η = πρd3/6, up to the
hard sphere freezing transition,
βf PYexHS (d, ρ)/ρ = − ln(1 − η) +
3η(1 − η/2)
(1 − η)2 . (20)
The center of mass correction, Scom, arises because the
coarse-grained clusters are required to have a well-defined po-
sition so that the entropy of mixing of the cluster and vapour
can be evaluated. We define the cluster position by its cen-
ter of mass. However, the cluster self-entropy density defined
so far through Eq. (10) does not have a constrained center
of mass; Eq. (10) simply refers to an equation of state for
a bulk hard sphere fluid. Therefore, the cluster self-entropy
density must be corrected to take account of this center of
mass constraint. The effect of this constraint on the cluster
self-entropy can be estimated by considering how the posi-
tion (i.e., the center of mass) of a cluster with M particles
can be constrained to coincide with a specified cluster cen-
ter position s. To achieve this, we can consider constraining
the position of one of the particles in a cluster such that it
counter-balances the positions of the other M − 1 particles in
the cluster to produce a center of mass at s. However, we must
remember that this particular particle must remain part of the
cluster as defined by the operational definition. Therefore its
position is constrained to lie within a region Vc, the volume
of the cluster, in order for it be counted as part of the cluster.
Hence, the free energy of the system is increased by a factor
approximately equal to
−kBT ln (Pcom/Vc) , (21)
per cluster, where Pcom is the probability that the sum of the
positions of the other M − 1 particles (with respect to s) lies
within a region such that it can be counter-balanced by the fi-
nal particle, which is constrained to lie within Vc. The factor
Vc in Eq. (21) arises because the position of this last particle is
no longer free within Vc, but is instead constrained such that
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it counter-balances the cluster at s. Hence the configurational
phase space available to the cluster is reduced by a factor of
Vc. To make analytical progress, we make the simplification
that Vc is spherical (i.e., all particles within the cluster lie
within a spherical region of radius Rc = 3
√
3Vc/4π centered at
s) and take the case of an ideal gas. For this spherical ideal gas
case the probability distribution function for the sum of posi-
tions, relative to s, of the M − 1 particles corresponds to a ran-
dom walk in three-dimensional space of random step length
less than Rc, and is given simply by IFT[((k;Rc)/Vc)M−1],
where (k;Rc) is the 3D Fourier transform of the Heaviside
step-function of radius Rc and IFT denotes the inverse 3D
Fourier transform. The probability this lies within a region
of radius Rc is
Pcom = 4π
Rc∫
0
drr2IFT [((k; Rc)/Vc)M−1]. (22)
We now seek an analytic approximation to this. For large M
this distribution function in k-space is concentrated around k
= 0. By expanding the k-space function around k = 0 in a
Taylor series,
(k; Rc)/Vc ≈ 1 −
k2R2g
6
+ · · · , (23)
where Rg is the radius of gyration of the cluster, we obtain
Pcom ≈ 4π
Rc∫
0
drr2IFT [exp(−(M − 1)(kRg)2/6)]. (24)
Evaluating the 3D-Inverse Fourier transform gives
Pcom ≈ 4π
Rc∫
0
drr2
(
1
2
√
aπ
)3
exp(−r2/4a), (25)
where a = R2g(M − 1)/6. Integration gives
Pcom ≈ 16
√
1000
π (M − 1)3 . (26)
The resulting approximation for the center of mass correction
is then
Scom ≈ kB ln Pcom
Vc
= kB ln
(
ρl
6M
√
1000
π (M − 1)3
)
. (27)
Note that in the limit of diverging cluster size ρcScom vanishes.
For the uniform fluid of density ρb without clusters to be
consistent with the above approximations for the cluster fluid
we model the entropy density as
s = sHS(d, ρb). (28)
3. Model summary
Our final expression for the configurational Helmholtz
free energy density for the cluster phase is
fc = uc−T sc =fself +fmix
≈
∫
dr′φSALR(|r−r′|; d)ρc2 gHS(|r − r
′|; d, ρl)
∫
dR Pc(r−R)Pc(r′−R) −T ϕsHS(d, ρl)+kBTρc ln
(
6M
ρl
√
π (M − 1)3
1000
)
+
∫
dr′φSALR(|r − r′|)
∑
ij
ρiρj
2
∫
dRdR′ Pi(r − R)gij (|R − R′|)Pj (r′ − R′) − T
(
sHS
(
deffc , ρc
)+ ξsHS(d, ρg)),
(29)
where i,j stand for cluster (c) or vapour (v), Pv(r) = δ(r), and
M = ρ lπdc3/6 is the average number of particles per clus-
ter. Note that the logarithmic terms involved in the centre of
mass constraint (ln(Pcom/Vc)) and the ideal gas free energy of
clusters (ln(ρc)) can be combined to produce a dimensionless
argument.
For a uniform phase without clusters this becomes
f (ρb)=2πρ2b
∞∫
0
drr2φSALR(r; d)gHS(r; d, ρb)−T sHS(d, ρb).
(30)
For a uniform bulk liquid phase this approximation is reason-
able provided the range over which φSALR varies is large com-
pared to typical nearest neighbor separations, i.e., the liquid
behaves like a simple liquid. Accordingly, we only consider
an SALR fluid with relatively long-ranged interactions. For
a uniform bulk vapour phase this approximation becomes in-
creasingly accurate with reducing density, where the entropy
dominates.
A system separated into bulk liquid and vapour phases
has free energy density
f (ρb) = ϕf (ρl) + ξf (ρg). (31)
The free energy density of the cluster phase (Eq. (29))
correctly tends to this limit for very large clusters where
ρc → 0.
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C. Solving the model
We wish to find the minimum of this free energy model
with respect to the primary variables; ρv , ρ l, ρc, at fixed over-
all density ρb. Accordingly, we set(
∂f
∂x
)
ρb
= 0, (32)
for each primary variable x = ρg, ρ l, and ρc. These equations
can be solved using a Newton-Raphson method where the dif-
ferential terms are approximated by central finite differences.
We also apply physically reasonable constraints to the so-
lution space as follows; the cluster volume fraction, ϕ, is con-
strained to be less than the hard sphere fluid volume fraction
at fluid-solid coexistence, i.e., ϕ < 0.496; and the number of
particles in a cluster, M, is constrained to be at least 2.0, as a
cluster cannot be defined for fewer particles.
III. RESULTS
We study the same three-dimensional SALR fluid stud-
ied earlier by Archer and co-workers.37 This will allow us to
compare our results with theirs. Specifically, we set Ar = 0.5,
za = 1.0, and zr = 0.5. Results are obtained for a uniform
fluid and the disordered cluster fluid using Eq. (29) and (30)
for the configurational Helmholtz free energy density for a
range of bulk densities, ρb, and values of Aa. The Newton-
Raphson method is used to minimize the free energy density
of the cluster fluid phase. The configurational chemical poten-
tial, μ, and pressure, P, are obtained by (central) finite differ-
ences using the standard thermodynamic relations μ = df/dρb
and P = ρbμ – f. For a given chemical potential, where two
or more phases exist the equilibrium phase is the one with the
highest pressure; the other phases are metastable.
A. The cluster fluid phase diagram
Figure 2 shows the phase diagram generated by this
model at low densities, ρb < 0.1. We find that the cluster fluid
forms for 1.55 < Aa < 2.51 when ρb < 0.1. This parameter
range corresponds well with those where modulated phases
are predicted to form at higher densities for this system, ac-
cording to mean field DFT methods.37 We will now discuss
the features of this diagram. All parameters are expressed in
their reduced form, with an energy scale of β and length scale
of d.
1. Micelle-like behaviour
Figure 2 shows the cluster fluid phase separated from the
uniform vapour (with pre-clusters) by the critical cluster con-
centration (black solid line). This is typical behaviour for mi-
cellar solutions. To explain this behaviour we choose initially
to examine results at Aa = 2.0. Figure 3(a) shows how the
free energy density of the cluster fluid phase varies with clus-
ter density for three bulk densities close to the CCC. Here,
the cluster fluid free energy density is minimized with respect
to the liquid and vapour densities. When the bulk density is
below the CCC the free energy minimum occurs when the
FIG. 2. Low density phase diagram of the cluster fluid for the SALR param-
eters Ar = 0.5, za = 1.0, zr = 0.5, and a range of values for Aa. The full black
line is the critical cluster concentration (CCC) that denotes the boundary of
the cluster fluid phase. The cluster fluid phase occurs at densities higher than
the CCC, while for densities less than the CCC the bulk vapour exhibits pre-
clusters. The long-dashed black line is the metastable vapour branch of the
bulk vapour–liquid transition. The blue line signifies our estimate for a phase
transition from the cluster fluid to an ordered, or modulated, phase, possibly a
cluster “solid.” The red lines signify a first-order cluster vapour to cluster liq-
uid transition. At around Aa = 1.65 the cluster vapour becomes unstable with
respect to the bulk vapour containing pre-clusters, producing a bulk vapour
(with pre-clusters) to cluster liquid transition. We expect the cluster fluid–
cluster liquid transition terminates at a critical point close to Aa = 1.75. The
dashed-dotted-dotted line at Aa = 2.19 indicates that solid particle clusters
are expected above this value.
cluster density is nearly zero (corresponding to a bulk vapour
with pre-clusters, i.e., the uniform fluid without clusters is al-
ways unstable relative to the cluster fluid or uniform vapour
with pre-clusters). Above the CCC, the free energy minimum
shifts to much larger cluster densities. To understand this be-
haviour we analyze (29) in terms of micelle theory.49 First we
re-write the free energy function in terms of the vapour and
cluster densities as
βfc(ρv, ρc) = ρv(ln(ρv) − 1) + ρc(ln(L3ρc) − 1)
+βfself (ρc) + βf exmix(ρv, ρc), (33)
where the first two terms on the right are the ideal gas free
energy density of the vapour–cluster mixture, the third term
is the self-free energy density of clusters and final term ac-
counts for the remaining “excess” mixing free energy density.
Note there are several novel features in this expression. First,
micelle theories typically set the excess mixing free energy
density to zero and consider clusters of all sizes. Here, in-
stead, we include approximations for both the configurational
energy and entropy in the excess mixing free energy, but ne-
glect fluctuations in cluster size. Second, theories of micel-
lization typically set L = d arbitrarily, whereas we find that
L3 = Vc/Pcom, i.e., the length-scale L arises as a consequence
of the cluster center of mass constraint, Scom. Finally, this de-
rived expression contains no adjustable parameters. In con-
trast, micelle theories usually contain adjustable parameters
that are calibrated to reproduce experimental data.
The vapour and cluster densities are linked through
ρb = ρv + Mρc, (34)
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FIG. 3. (a) Difference, 
f, in the free energy density of the cluster fluid phase and the uniform bulk phase at the same bulk density for the SALR parameters Aa
= 2.0, Ar = 0.5, za = 1.0, and zr = 0.5 and for a range of cluster densities and three bulk densities; ρb = 0.00315 (very slightly below the CCC, full line), ρb
= 0.0032 (slightly above the CCC, short-dashed line), and ρb = 0.0033 (somewhat above the CCC, long-dashed line). (b) Variation of cluster density with bulk
density for the same SALR parameters as in Figure 3(a). The trend is nearly linear above the CCC (0.003155), while the inset shows it is nearly exponential
below the CCC. (c) Variation of cluster diameter with bulk density for the same SALR parameters as in Figure 3(a). A “knee” is clearly observed in the vicinity
of the CCC. (d) Pressure, P, is plotted for a range of chemical potentials, μ, for the same system as Figure 3(a). At low chemical potential the uniform vapour
phase without clusters (solid line) is indistinguishable from the pre-cluster/cluster fluid branch on the scale of this plot. At μ = −5.78, corresponding to ρb
= 0.006 and prior to the bulk vapour–liquid transition at ρb = 0.0089, the cluster fluid phase branch (dashed line) clearly separates from the uniform vapour
branch, which is always metastable. The cluster fluid phase pressure increases slowly with bulk density, and we expect a transition to a modulated cluster “solid”
phase occurs close to μ = −5.763, corresponding to ρb = 0.061.
where M = ρlVc, and Vc is given by (4). If we fix ρ l and M
equal to their values at the CCC, then we can simplify the
analysis as follows. Minimizing (33) with respect to ρc gives
ρc = ρMv exp(−β
G), (35)
where 
G is the driving force for aggregation

G =
(
∂fself
∂ρc
)
+
(
∂f exmix
∂ρc
)
ρv
− M
(
∂f exmix
∂ρv
)
ρc
= μself + μexmix,c(ρv, ρc) − Mμexmix,v(ρv, ρc). (36)
Note that μself, which is a constant now that ρ l and M are
fixed, includes a logarithmic term that balances dimensions
in (35). If we specify the critical cluster concentration as the
bulk density for which particles are divided equally between
the vapour and clusters (i.e., when ρv = Mρc), then we find
exp(−β
Gccc) = 1
M
(
2
ρccc
)M−1
, (37)
which in turn leads to
ρc = ρv
M
(
2ρv
ρccc
)M−1
exp(−β(
G − 
Gccc)). (38)
At low cluster and vapour densities, the excess mixture terms
are insignificant, and we are left with
ρc = ρv
M
(
2ρv
ρccc
)M−1
. (39)
This shows that below the CCC, when most particles are in
the vapour, the cluster density grows geometrically with the
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vapour density as the CCC is approached with large exponent
M − 1. Close to and below the CCC, we can write this as
ρc ≈ ρv
M
exp(−(M − 1)(1 − 2ρv/ρccc)), (40)
which is observed as nearly exponential growth in the cluster
density just below the CCC. However, above the CCC, nearly
all the particles are within a cluster, and in this case we ob-
serve nearly linear growth
ρc ≈ ρb
M
. (41)
These two very different growth regimes result in a sharp
“knee” in the variation of cluster density with bulk density
close to the CCC. We call clusters that form below the CCC
“pre-clusters” to distinguish these two very different regimes.
This behaviour is illustrated in Figures 3(b) and 3(c) for Aa
= 2.0. Figure 3(b) shows how the variation of cluster den-
sity with bulk density changes from being almost exponential
below the CCC to almost linear just above the CCC. In ex-
periments with micelle forming surfactants the CMC is often
determined from plots of this kind by extrapolation of the lin-
ear trend above the CMC down to the abscissa. Figure 3(c)
shows how cluster properties change in the vicinity of the
CCC. Above the CCC they are nearly constant, while below
the CCC they vary much more quickly, which provides fur-
ther motivation for distinguishing clusters from pre-clusters.
Experimental or simulation methods unable to resolve pre-
clusters at the very low cluster concentrations in the exponen-
tial (or geometric) growth regime would erroneously conclude
that this transition corresponds to a second order one, as sug-
gested by Figure 3(a). In fact, the free energy is continuous,
except in the limit M → ∞, and as such the CCC is not a
true phase transition (the CMC is sometimes referred to as
a pseudo phase transition). Figure 2 shows that the CCC is
less than the density of the bulk “un-clustered” vapour-liquid
binodal density, which is metastable, in this range of SALR
parameters.
Figure 3(d) shows how the pressure of the bulk vapour
and the cluster fluid vary with chemical potential. Below the
CCC pre-clusters are very slightly more stable than a uni-
form vapour phase without any clusters. At the CCC, at ρb
= 0.003155 in this case, the difference between the free en-
ergy of the uniform vapour without pre-clusters and the clus-
ter fluid are indistinguishable on the scale of this plot be-
cause the cluster density is so low. Above the CCC the cluster
fluid branch clearly separates from the uniform vapour phase.
The cluster fluid chemical potential and pressure vary very
slowly with bulk density, resulting in a highly compressible
fluid.
2. Cluster size and a non-classical crystal
nucleation pathway
Figure 4(a) shows how the cluster size varies with Aa
and bulk density above the CCC. We see that the cluster size
grows with increasing Aa, and it increases very slowly with
increasing bulk density beyond the CCC. Figure 4(b) shows
how the energy and entropy contributions to the free energy
density vary with cluster size at Aa = 2.0 and ρb = 0.02,
FIG. 4. (a) Variation of cluster diameter with Aa and bulk density for the
same system as Figure 2. (b) Variation of (i) the difference in the configu-
rational entropy density from its minimum value (
s, full line), (ii) the dif-
ference in the configurational energy density from its minimum value(
u,
short-dashed line), and (iii) the vapour density (ρg, long-dashed line), with
cluster size for the same SALR system as Figure 3(a) with ρb = 0.02. The
energy minimum coincides with an entropy minimum and a minimum in the
vapour density. (c) Comparison of cluster size along the CCC predicted via
the full model (minimisation of Eq. (29), dashed line) and via Eq. (43) with
ρl = 086 (solid line). The SALR parameters are the same as for Figure 2.
obtained by minimizing the free energy with respect to ρg
and ρ l at fixed ρb, holding dc fixed at the given value. The
cluster density is then given via Eq. (4). Over this range of
cluster sizes, which includes the minimum size at dc = 13.5,
the entropy and energy combine to produce a relatively flat
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free energy profile. Interestingly, the energy and entropy min-
ima are located at almost precisely the same cluster diameter.
This coincident behaviour is quite general for the cluster fluid
phase and occurs because the energy and entropy densities are
coupled through the background vapour density ρv , which is
also minimized at the equilibrium cluster size. In essence, the
cluster fluid energy density, which is dominated by the cluster
self-energy, is minimized at the equilibrium cluster size. For
larger or smaller clusters the cluster self-energy increases, in-
creasing the chemical potential. Hence the background vapour
density increases to match the chemical potential of parti-
cles in the cluster. In turn, the entropy density of the system
is dominated by the vapour entropy, which produces a min-
imum coincident with its density minimum and the energy
minimum.
Taking this analysis a step further, if the cluster self-
energy is minimized at equilibrium, then taking the cluster
volume fraction ϕ and body density ρ l, as fixed, the cluster
size can be determined from Eq. (8) by setting ∂uself/∂dc = 0,
which gives
∞∫
0
drr2φSALR(r; d)gHS(r; d, ρl)∂ (Pdc(r)/Vc)
∂dc
= 0. (42)
Using Eq. (3) results in a relatively straightforward estimate
for the equilibrium cluster diameter
dc∫
d
drr3
(
1 −
(
r
dc
)2)
φSALR(r; d)g(2)(r; d, ρl) = 0, (43)
where we have replaced the approximate rdf used in the ther-
modynamic model, represented by the hard sphere function
gHS(r; d, ρ l), with the exact radial distribution function of the
uniform liquid at the same body-density as the cluster, g(2)(r;
d, ρ l). This more general equation might find use in experi-
ments, on colloidal dispersions for example, if the cluster di-
ameter can be measured by an appropriate kind of microscopy
for a range of experimental parameters, since then it might be
possible to invert Eq. (43) to obtain the effective inter-particle
interaction potential.
Figure 4(c) shows the predictions of this approximation
against results for the full model. In each case we set g(2)(r;
d, ρ l) = gHS(r; d, ρ l) where ρ l = 0.86, representing ap-
proximately the liquid density at Aa = 2.0. The agreement
is quite satisfactory. Using Eq. (43), dc is estimated to di-
verge at around Aa = 2.51. However, for Aa greater than about
2.19 the cluster liquid density exceeds the hard sphere fluid
freezing density and the Lennard-Jones fluid freezing density,
which are both close to a reduced density ρb ∼ 0.935. Conse-
quently, we expect clusters in the region Aa > 2.19 to be solid
(indicated by a dotted line in Figure 2), and, therefore, for
Aa > 2.19, the CCC would correspond to a bulk vapour–solid
particle transition. To be clear, this is an estimate of the lo-
cation of this transition, from liquid-like clusters to solid-like
clusters. Its precise location is not important for this work, but
if required could be evaluated by reformulating the model in
terms of solid clusters, and comparing the resulting free ener-
gies with those of this fluid model.
Interestingly, Eq. (43) suggests that a change in the inter-
nal state of the clusters (i.e., from liquid to crystalline solid)
along the CCC line at this point, which will be accompanied
by a discontinuous change in the radial distribution function,
will likely result in a discontinuity in the cluster diameter. In
turn this will result in a different estimate for the value of
Aa at which the cluster size diverges, most likely lower than
the present one. Indeed, given that the cluster size depends
on the rdf through Eq. (43) it is conceivable that, for some
systems, the cluster size can diverge at the point at which the
clusters themselves solidify. This could have important con-
sequences for crystal nucleation from solution of solutes that
possess these kinds of effective SALR interactions. For ex-
ample, one can imagine formation of a cluster fluid phase
with liquid-like cluster droplets, a fast process, followed by
a potentially slower process of droplet crystallization, which
then in turn could prompt a divergence in crystal size towards
formation of macroscopic crystal particles in solution. This
proposed two-step nucleation process is very similar to that
described by Vekilov and others.24–27 It clearly derives from
the two-step nucleation process described by ten Wolde and
Frenkel,24 in the context of protein crystallization, concerning
systems without long-range repulsions where critical fluctua-
tions in a metastable fluid phase lead to an enhanced probabil-
ity of crystal nucleation. In that particular work, the division
in timescales between cluster formation and crystal nucleation
within clusters, which has not been established here, is clear.
An additional ingredient we add to the mechanism here con-
cerns Eq. (43), which suggests the equilibrium crystal size
can be different to the pre-cursor cluster size because of the
change in rdf. Moreover, Eq. (43) suggests that if the effective
interactions between solute particles can be adjusted (by ad-
justing pH or salt concentration for example) then nanocrys-
tals of any desired size can be produced.
3. Divergence in cluster size
The Lifshitz point is defined to occur at the point where
the uniform fluid becomes mechanically unstable with respect
to density fluctuations with an infinite range. To locate the
Lifshitz point, we use an approximation for the pair direct
correlation function which is exact in the low density limit,
i.e.,
c(2)(r, ρb) =
{
c
(2)
HS(r, η), r < d
exp(−βφSALR(r)) − 1, r ≥ d
. (44)
Using Eq. (44) and finding the value of Aa or which
ρbc
(2)(k, ρb)k=0 = 1 generates a Lifshitz point at Aa = 4.12
for the SALR potential used in this work. However, according
to the model presented here and Eq. (43), the cluster diameter
diverges when
∞∫
d
drφSALR(r)g(2)d (r, ρl)r3 = 0. (45)
For the SALR model of this work Eq. (45) predicts a diver-
gence in the equilibrium cluster size at Aa = 2.51, which
is much less than for the Lifshitz point predicted earlier.
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FIG. 5. Variation of pressure with chemical potential for the SALR parame-
ters Aa = 1.75, Ar = 0.5, za = 1.0, and zr = 0.5 showing the intersection of
the cluster fluid phase signifying a first-order cluster vapour to cluster liquid
transition at μ = −3.62182 and P = 0.02759.
However, as previously discussed, it is likely that clusters will
solidify at Aa ∼ 2.19, and so we suggest cluster size will ac-
tually diverge for 2.19 < Aa < 2.51.
4. Modulated phases
When the packing fraction of clusters reaches some upper
limit we suggest a phase transition from a disordered cluster
fluid phase to an ordered cluster solid occurs. If we consider
clusters to behave as mesoscopic hard spheres with diame-
ter deffc , we can expect this transition to occur at the cluster
packing fraction ηeffc = πρc(deffc )3/6 ∼ 0.496, equivalent to
the hard sphere fluid packing fraction at freezing. The locus of
this transition line, from disordered to ordered cluster phase,
is shown in Figure 2. We expect the modulated phases seen
by Archer and Wilding34 occur beyond this transition line.
5. Cluster vapour to cluster liquid transition
Over the narrow range 1.6 < Aa < 1.75, the cluster fluid
phase separates via a first-order transition into cluster vapour
and cluster liquid phases for ρb < 0.1. Although the transi-
tion occurs over a narrow range of bulk vapour densities, the
change in cluster density is proportionately much greater. The
bulk density range over which the cluster vapour phase is sta-
ble is very narrow, and vanishes near to Aa = 1.65, resulting
at higher values of Aa in a bulk vapour (with pre-clusters) to
cluster liquid transition. We locate the phase transition densi-
ties by plotting μ against P and finding the intersection point
of the cluster vapour and cluster liquid branches. Figure 5
shows one such plot for Aa = 1.75. A first-order phase transi-
tion is clearly visible. The cluster size is very similar in both
the cluster vapour and liquid phases, changing from 10.66 to
10.81 at the transition at this value of Aa.
We suggest the mechanism for this transition is an ef-
fective depletion potential caused by effective vapour–cluster
interactions. Consider again Figure 1(c), which depicts this
effective interaction for a typical set of SALR parameters. Al-
though the thermodynamic model predicts the cluster vapour–
cluster liquid transition occurs for smaller values of Aa than
this, Figure 3(c) does give a good indication of strength and
range of the effective vapour–cluster interaction. It will cause
the vapour to be significantly depleted in the region surround-
ing each cluster. When two clusters approach each other these
depletion zones overlap, causing the vapour density between
the clusters to be suppressed further. So the net force of the
vapour on each cluster results in a mutual cluster-cluster at-
traction along a vector joining cluster centers, characterized
by a depletion potential. This potential will increase in mag-
nitude as the vapour density increases (i.e., as Aa decreases
– in agreement with Figure 2). Interestingly, this means that
clusters experience two effective forces. First, they experience
the direct effective cluster–cluster interaction, which is repul-
sive, given by Eq. (12) and illustrated in Figure 1(b) for the
same SALR parameters. Second, there is the depletion po-
tential mediated by the vapour, which is always attractive.
These effective interactions compete on the length scale of
clusters and beyond. So we have competing interactions over
two different length scales. This suggests the possibility of
a hierarchy of ordering over different length scales, i.e., the
intriguing potential for clusters of clusters, or super-cluster
phases. For much smaller clusters the depletion effect and
size-asymmetry between clusters and primary particles will
be proportionately smaller. For these reasons we expect this
transition will vanish for much smaller clusters, typical of
ζ ∼ 0.1.
The origin of this cluster vapour–cluster liquid transition
in the thermodynamic model is the excess mixture free en-
ergy, f exmix(ρv, ρc). It has not been observed before in theo-
retical work because this term is normally ignored, i.e., set
equal to zero, in micellization theories. Neither have previous
simulations been large enough to observe it; a very expen-
sive simulation consisting of perhaps several thousand clus-
ters (i.e., several million particles) would be required. And,
as explained earlier, experimental work has focused on the
ζ ∼ 0.1 region of the phase diagram.
B. Fluid structure
The radial distribution function (rdf) features promi-
nently in the energy density (see Eqs. (8) and (11)). Fig-
ure 6 shows how the rdf predicted by the model changes with
bulk density along an isotherm at Aa = 2.0 above the CCC,
within the cluster fluid phase. The general shape of the rdf is
similar to that predicted by self-consistent integral equation
theories20, 41, 45, 46 and Monte Carlo simulations.34 The inset in
Figure 6 shows the same results presented on a logarithmic
scale. At higher densities, on approaching the suggested loca-
tion of the transition to a modulated phase, we begin to see
longer range structure on the scale of the cluster diameter de-
velop, which is 13.5 at this temperature.
C. Cluster size distribution
Fluctuations in cluster size and shape around the equi-
librium are expected, but the current model does not explic-
itly account for them. Nevertheless, it is useful to understand
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FIG. 6. Radial distribution function generated by Eqs. (8) and (11) for the
SALR parameters Aa = 2.0, Ar = 0.5, za = 2.0, and zr = 1.0 for a series
(starting at the top) of bulk densities above the CCC, ρb = 0.005, 0.01, 0.015,
0.02, 0.025, 0.03, 0.035, 0.04, 0.045, and 0.05. The inset is on a logarithmic
scale.
the expected extent of size and shape fluctuations in order to
gauge their influence. In principle, this cannot be achieved
precisely within the current model. However, the cluster size
distribution can be estimated by minimizing the free energy
density for a range of cluster sizes at fixed bulk density. Al-
though this generates the free energy density for a cluster
fluid with an average cluster size not equal to the equilibrium
size, rather than for a system with fluctuations in the clus-
ter size around the equilibrium, it should nevertheless provide
a reasonable estimate of cluster size fluctuations provided
the cluster density is very small, since then cluster–cluster
interactions are insignificant and we can consider a cluster in
isolation.
To this end we choose Aa = 2.0 and ρb = 0.01, which
is somewhat above the CCC but with sufficiently low clus-
ter effective packing fractions 0.05 < ηeffc < 0.074 such that
clusters are largely isolated. The relative probability of a fluc-
tuation in the size of a single cluster is given by the exponen-
tial of the free energy density of that state multiplied by the
system volume per cluster, i.e.,
P (dc) ∝ exp(−βfc(dc)/ρc). (46)
Figure 7 shows how this estimate for the relative probability
varies with cluster diameter for the above cluster fluid phase.
We see that dc is expected to vary within the rather narrow
range 13.5 ± 0.7 to 2 standard deviations. We consider this
justifies the neglect of explicit cluster size and shape fluctua-
tions within the model, which we expect will have a relatively
small influence for this system. However, we should be aware
that other types of SALR model with either different parame-
ters or different forms of interaction potential might generate
larger cluster size fluctuations.
IV. COMPARISON WITH MONTE CARLO
SIMULATIONS
Monte Carlo simulations were used to verify the model’s
predictions, specifically the existence of a cluster fluid and
cluster characteristics such as cluster density and size. More
FIG. 7. Estimate, using Eq. (46) and the procedure outlined in the text, of
the relative probability distribution for cluster size fluctuations for the same
SALR system as Figure 6 at ρb = 0.01.
detailed comparison of theory and simulation is left for an-
other publication, including verification, or otherwise, of the
cluster vapour to cluster liquid transition.
The SALR parameters used were Aa = 2.0, Ar = 0.5, za
= 1.0 and zr = 0.5 and therefore a bulk density of 0.02, which
we expect to correspond to the cluster fluid (see Figure 2),
was chosen. A total of 10 648 particles were used. Simulat-
ing systems that have long-range interactions and structure on
multiple scales presents several difficulties, which we now de-
scribe, together with the strategies adopted to overcome them.
Very long range interactions demand a large cutoff in the in-
teractions and expensive pairwise energy sums. In this case
a cutoff of 15 times the hard sphere diameter was used to-
gether with standard cell lists.58 To enable the sampling of
both vapour and cluster internal structure by standard Monte
Carlo moves a dual displacement size was employed with step
sizes of 0.1 and 1.5 hard sphere diameters selected at random
with probability 0.8 and 0.2, respectively. In order to sample
the cluster fluid phase efficiency, cluster moves58 were also
used. After a calibration process a bond length of 2.0 hard
sphere diameters was chosen to define clusters within each
microstate. This bond length allows the translation and rota-
tion of clusters as a whole unit, and leads to efficient sam-
pling. Much shorter or longer bond lengths were found to be
less efficient.
An initial trial simulation was started from a fully dis-
persed state, allowed to evolve to form clusters, and then
reach equilibrium. The result was the formation of a cluster
phase of relatively small clusters, when compared to the pre-
dictions of the thermodynamic model. For sufficiently long
simulations we expected to observe clear steps in the config-
urational energy, corresponding to the fusion or evapouration
of these small clusters. However, it soon became apparent that
this would be a very rare event and that in practice once a
specific number of clusters is established, they remain stable.
Essentially, each cluster state is metastable within this sam-
pling scheme. This is a consequence of the strong repulsion
between clusters at short range, which prevents fusion events,
and the nature of the free energy dependence on cluster size,
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which tends to prevent cluster evapouration once clusters have
achieved a sufficiently large size.
Therefore, another strategy was adopted. Our aim is to
simulate several metastable cluster states where the number
of large clusters is fixed to evaluate their energy. The thermo-
dynamic model indicates that the free energy minimum coin-
cides with the energy minimum. So, accepting this result, we
can determine the equilibrium number of large clusters for
our chosen number of particles and system volume (which
are fixed) by finding which cluster state (i.e., the simulation
with a given number of large clusters) with the lowest energy.
Our simulation strategy to achieve this aim consists of three
steps: (i) establish initial conditions for several simulations
with a given number of large clusters, (ii) perform simula-
tions to find the locally stable behaviour for each metastable
state, and (iii) compare resulting energies to find the global
equilibrium state (assuming, as revealed by the theory, that it
is dominated by energy). It is important to note that we are
not interested in evaporation, nucleation, splitting, or merging
of clusters, because this would change the number of clusters,
which we want to remain fixed in each simulation. We wish
only to sample microstates of metastable cluster states so that
we can evaluate their respective energies. We proceeded as
follows.
Starting from the initial simulation described earlier with
a large number of clusters, new cluster states, with fewer,
larger clusters, were generated by choosing the smallest clus-
ters and dispersing them. To achieve this we generated a
table of the cluster size distribution. The largest X clusters
were allowed to remain (where X is the target number of
large clusters for that simulation), but the remaining clus-
ters larger than 50 particles in size were dispersed. Disper-
sion of these clusters occurred simply by assigning random
positions to their particles. Note that the cluster size distri-
bution for all simulations has a broad “zero” in the region
of 50 particles, which justifies our choice of this cluster size
to distinguish between large stable clusters and small volatile
clusters. The small volatile clusters, which generally consist
of just a few particles, are able to nucleate and evapourate
readily in each simulation, and so there is no need to disperse
them. Once the desired number of large clusters is achieved
each simulation is stable and no further re-distribution of clus-
ters is required. Having achieved suitable initial conditions
for each simulation, ensemble averages are calculated after
further equilibration. The straightforward cluster moves and
dual-step-size sampling we use are sufficient for this purpose.
Within these metastable cluster simulations clusters are rela-
tively mobile, remain apart from each other and interchange
particles through the background vapour (a movie59 of the
simulation with 13 large clusters is available in the supple-
mentary material and shows how the clusters are mobile, i.e.,
the movie shows that this is a cluster fluid phase and not a
cluster glass).
Figure 8(a) shows the variation of the equilibrium (con-
figurational) energy with the number of large clusters. A min-
imum is observed in the region between 10 and 15 clusters.
Figure 8(b) shows a snapshot of an equilibrium configuration
from the simulation with 13 clusters. Therefore, MC simu-
lations indicate that the most favorable cluster density is be-
FIG. 8. (a) Average configurational energy per particle at equilibrium for
Monte Carlo simulations with different numbers of large clusters. System
details: number of particles = 10 648, system volume = 532 400 (ρb = 0.02),
SALR parameters: Aa = 2.0, Ar = 0.5, za = 1.0, and zr = 0.5. Standard
errors are provided at the level of two standard deviations. (b) Snapshot of an
equilibrium configuration from a system with 13 clusters, where the SALR
parameters are the same as those used in Figure 8(a). Colouring is used to
differentiate clusters and the background vapour.
tween 1.9 × 10−5 and 2.8 × 10−5 with clusters of 1065–710
particles respectively. This is in reasonable agreement with
the thermodynamic model that predicts a cluster density of
1.5 × 10−5, with an average size of 1112 particles.
V. SUMMARY
The thermodynamic model developed here for the cluster
fluid phase of the SALR fluid is essentially a kind of micelle
theory. However, it has some novel features that, to our knowl-
edge, are unique in theories of micellization, and these lead to
unique predictions. First, it is designed to operate on a pair
potential φ(r) (i.e., it can predict how changes in phase be-
haviour depend on details of the pair potential). This approach
is unusual, in that micelle theories are usually framed in terms
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of emergent properties, such as the binding energy per parti-
cle and interfacial tension which are often adjusted to repro-
duce experimental data. Second, the model is parameterized
by four densities, and in this regard it can also be considered a
kind of non-mean-field density functional theory. By includ-
ing the liquid, or body, density in this set we are able, for
the first time, to investigate how the cluster density is traded
against the other parameters at equilibrium. In particular, this
enables identification of a threshold beyond which clusters
are likely to be solid particles, rather than liquid-like droplets.
This, in turn, leads to our proposal for a non-classical two-step
crystal nucleation process, similar to those proposed by oth-
ers in earlier work based on a division of timescales between
cluster formation and nucleation within clusters. The novel
contribution of this work to the two-step proposal concerns
the insight generated by the approximate cluster size formula,
Eq. (43), which indicates that cluster size will change upon
crystallization of the droplets. It will be interesting to investi-
gate this proposal in future work, and in particular to discover
if macroscopic crystals can grow out of microscopic droplets.
Third, the model is unique among theories of micellization
for the SALR fluid in that f exmix(ρv, ρc) 
= 0. This enables pre-
diction of a novel cluster vapour to cluster liquid transition
which we aim to investigate further by simulation of suitable
equilibrium SALR systems in future work.
The phase behaviour predicted here might also be inves-
tigated by experimental means if suitable equilibrium SALR
systems can be devised. The colloid-polymer systems used
recently by Bartlett and co-workers32, 33 for which ζ ∼ 1
are interesting in this respect. It is not clear if these predic-
tions can be confirmed by other kinds of experimental sys-
tems. Systems that might exhibit effective interactions sim-
ilar to the SALR model will be those with relatively strong
short ranged interactions, perhaps caused by hydrogen bond-
ing, and weaker long ranged interactions, perhaps caused by
charge dissociation in solution (i.e., by de-protonation or dis-
solution of other ionic groups). The list of systems that dis-
play these kinds of phenomena (e.g., hydrogen bonding and
de-protonation in solution) is very long and encompasses so-
lutions of amines, amino acids, peptides, and many other
molecules of biological relevance. For example, clusters have
recently been observed experimentally in aqueous glycine
solutions.30 However, there is considerable debate about the
existence and cause of clusters like these in molecular liquid
mixtures. It is frequently argued that they could be caused by
impurities, and due to the length-scales involved it is diffi-
cult to refute this. Nevertheless, clustering in these molecular
liquids could be in the equilibrium regime due to the length
and energy-scales involved, and it would be interesting if this
could be confirmed.
The thermodynamic model developed here is most ap-
propriate for large clusters where the influence of interfacial
entropy and roughness, which the model neglects, are less sig-
nificant. We have applied it to one particular combination of
SALR parameters where large clusters are expected. We ex-
pect the behaviour obtained for this particular set is quite gen-
eral, but nevertheless it will be interesting to map equilibrium
cluster fluid behaviour for a much wider range of parame-
ters. In particular, it will be interesting to apply the model to
smaller values of ζ where non-equilibrium effects are more
likely in simulations and experiment. In cases where such
frustrated phases occur the model might reveal the underly-
ing equilibrium phase towards which these phases are slowly
evolving, which could be one of the cluster phases described
here.
We are now in a position to comment on previous work
by Bomont et al.45 based on self-consistent integral equation
methods. They find evidence of long-ranged correlations that
grow quickly with small changes of system parameters, sug-
gestive of clustering, and observe a jump in structural proper-
ties over a narrow range of system parameters. Their results
are obtained for a two-Yukawa fluid similar to ours, but with
slightly different parameters (Ar/Aa = 0.1, za = 1.5, and zr
= 0.5; with 0.86 < Aa < 0.91) and at much higher densi-
ties than we investigate here, ρb = 0.382. At these high den-
sities, our work indicates that the cluster fluid will not be
seen, since instead modulated phases are expected. However,
Figure 2 does indicate the possibility of a first order transi-
tion from the bulk vapour (with pre-clusters) to a modulated
phase at sufficiently high densities and low values of Aa. We
suggest the jump they observe in structural properties might
correspond to this transition.
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