Abstract. We prove the existence of canonical bases in the K-theory of quiver varieties. This existence was conjectured by Lusztig.
Introduction
Lusztig proposed in [16] to construct a signed basis of the equivariant K-theory of a quiver variety. As in [14] , this signed basis should be characterized by an involution and a metric. He suggested a formula for the involution and the metric and he conjectured the existence of the signed basis. This signed basis should also satisfy some positivity property, related, hopefully, to the positivity of the structural constants of the product and the coproduct of the modified quantum algebra in the canonical basis, for all simply laced types. The main purpose of this paper is to give a precise definition of this signed basis and to prove its existence. It was conjectured in [24] that the K-theory of the quiver variety, with the action of the quantized enveloping algebra of affine type defined in [20] (see also [23] for the type A case), is isomorphic to the 'maximal integrable module' introduced by Kashiwara in [8] . This module has a canonical basis, see loc. cit. The conjectures in [9, §13] suggest that Kashiwara's canonical basis and the geometric one are related, see Remark 7.2.2.
2. The algebra U 2.1. Let g be a simple, simply laced, complex Lie algebra. Let (a ij ) i,j∈I be the Cartan matrix. The quantum loop algebra associated to g is the Q(q)-algebra U ′ generated by x We have also set ε = + or −, and where the elements h is are such that
Put
Observe that U coincides with the A-subalgebra generated by the elements (e i ) n /[n]!, (f i ) n /[n]!, and k 
Let ∆ be the coproduct of U
′ defined in terms of the Kac-Moody generators as follows ∆(e i ) = e i ⊗ 1 + k i ⊗ e i , ∆(f i ) = f i ⊗ k
Let τ, ψ, S be the anti-automorphisms of U ′ such that τ (e i ) = f i , τ (f i ) = e i , τ (k i ) = k
ψ(e i ) = qk i f i , ψ(f i ) = qk 
LetU
′ be the modified algebra of U ′ , and letU be the corresponding A-form. Let η λ ∈U be the idempotent denoted by 1 λ in [13, §23.1].
The braid group
3.1. Let P, Q, be the integral weight lattice, and the root lattice of g. Let ω i , α i , i ∈ I, be the fundamental weights and the simple roots. Let Q + ⊂ Q, P + ⊂ P be the subsemigroups generated by the simple roots and the fundamental weights. We set ρ = i∈I ω i . Let a i , i ∈ I, be the positive integers such that the element θ = i∈I c i α i ∈ Q + is the highest root. The integer c = 1 + i c i is the Coxeter number of g. Let δ be the smallest positive imaginary root of the corresponding affine root system. Recall that the affine root α 0 is δ − θ. We setP = P ⊕ Zδ.
Let W be the Weyl group of g. Let w 0 ∈ W be the longest element. The extended affine Weyl group is the semi-direct productW = W ⋉ P . For any element w ∈W let l(w) be the length of w. Let s i ∈W , i ∈ I ∪ {0}, be the affine simple reflexions. The affine Weyl group is the normal subgroupŴ ⊂W generated by the elements s i , i ∈ I ∪ {0}. Let Γ be the quotient groupW /Ŵ . It is identified with a group of diagram automorphisms of the extended Dynkin diagram of g. In particular Γ acts on U,W in the obvious way.
Let B W , BW be the braid groups of W ,W . The group BW is generated by elements T w , w ∈W , with the relation T w T w ′ = T ww ′ whenever l(ww ′ ) = l(w) + l(w ′ ). The group B W is the subgroup generated by the elements T w , w ∈ W . For simplicity we set T i = T si for any i ∈ I ∪ {0}, and θ i = T ωi for any i ∈ I. The group BW acts on U by algebra automorphisms. Let T i be the operator denoted by T We have also T i (k j ) = k j k
−aij i
for all i, j. For a future use, we introduce the following notations : -let σ be the automorphism of BW such that σ(T w ) = T −1 w −1 for all w ∈W ; -for any α ∈ Q, let U α ⊂ U be the subset of the elements x such that k i x k −1 i = q (α,αi) x for all i; -for any i ∈ I let i ∈ I be the unique element such that w 0 (α i ) = −α i ; -let (, ) : P × P → Q be the pairing such that (ω i , α j ) = δ ij ; -for any α ∈ Q we set |α|
3.2. Let γs i1 s i2 · · · s i k be a reduced expression for the element ω i ∈W . Set
Proof. Let ∆ ± ⊂ i∈I Zα i be the sets of positive and negative roots. Let∆ ± ⊂ ∆ + Zδ be the sets of positive and negative affine roots. We put
β.
Recall that∆
and that ω i (α) = α − (ω i , α)δ for all affine root α. Thus,
where we set a i = −(ω i , α). Thus,
Let κ be the Killing form. We get
We fix the Drinfeld generators of U in such a way that
where o i = ±1 and o i + o j = 0 if a ij < 0, see [2, Definition 4.6] . Note that there is exactly two choices for the map i → o i . A case-by-case computation shows that the integer o i o i does not depend on i : it is equal to (−1) c .
Proposition.
(1) There are unique A-algebra automorphisms A, B : U → U such that
Proof. Claim 2 is known, see [2] . Claim 1 is a consequence of the identities 3. Let us prove 3. Let T i , ψ T i be the automorphisms of the algebra U such that
for all i, see [13, §37] . Thus,
where
Note that θ i (k i ) = k i , see [2] . Using (3.2.1) we get
Similarly we have
Reminder on quiver varieties 4.1. Let the couple (J, H) denote the quiver such that J is the set of vertices, H is the set of arrows. If h ∈ H let h ′ , h ′′ ∈ J be the incoming and the outcoming vertex of h. Let h denote the arrow opposite to h. We will consider the following cases :
-Π = (I, H) where I is as in 2.1 and H is such that there are 2δ ij − a ij arrows from i to j for all i, j. Then, let Ω ⊂ H be any set such that H = Ω ⊔Ω. Let n ij (resp.n ij ) be the number of arrows in Ω (resp.Ω) from i to j. Note that n ij =n ji .
-Fix a set I 1 with a bijection I
The dimension of the graded vector space V is identified with the root α while the dimension of W is identified with the weight λ.
The space
is identified with the set of representations of the quiver Π e on V ⊕ W . For any (B, p, q) ∈ M λα let B h be the component of the element B ∈ Hom (V h ′′ , V h ′ ) and set
where ε is a function ε :
Following [19] , we consider the varieties
where / / is the categorical quotient,
λα are canonically isomorphic.
There is an open subset m 
Convention. Hereafter, we assume that (µ, α) = 0 for any root α.
4.3.
Put d λα = dim Q λα . It is known that d λα = (α, 2λ−α). If α ≥ β the extension by zero of representations of the quiver gives a closed embedding N λβ ֒→ N λα . For any α, α ′ , we consider the fiber product
where φ is the automorphism of Q λ × Q λ taking an element (x, y) to (y, x). The variety X λαα ′ is smooth, see [20, §5.3] . Consider the following varieties
where α, α ′ take all the possible values in Q + and F λα = π −1 λα (0). 4.4. For any complex algebraic linear group G, and any quasi-projective G-variety X let K G (X) be the Grothendieck group of G-equivariant coherent sheaves on X. We put R G = K G (point). Let X G ⊂ R G be the set of the simple modules. If the G-equivariant sheaf E is locally free, let ∧ i E is its i-th wedge power, and E be its maximal wedge power. Note that E is still defined, in the obvious way, whenever E is a G-equivariant complex on X.
Convention. Hereafter, let f * , f * , ⊗, denote the derived functors Rf * , Lf * , ⊗ L when they exist. Here ⊗ is the tensor product of coherent sheaves. We use the same notation for a sheaf and its class in the Grothendieck group.
Let q denote also the character of the group C × such that z → z. The canonical bundle of the variety Q λα is (4.5.1) 
The groupG λ acts on the variety Q (µ)
λα . There is a unique ring homomorphism
and similarly for
λ is denoted by E α . For simplicity we set F i;α = (F i ) α , etc.
Consider the map
where the upperscript t stands for the transpose map. Note that † does not commute to the action of the groupG λ × G α . Let † be the group automorphism ofG λ × G α such that
is an isomorphism of algebraic varieties. Let † : RG λ ×Gα → RG λ ×Gα , E → E † be the ring automorphism induced by the group automorphism †. For any element
λα ) by the automorphism †. We have
For any w ∈ W we set w * α = λ − w(λ) + w(α). The element w * α depends on the weight λ. However, since λ is fixed in the whole paper the notation w * α should not make any confusion. There is aG λ -equivariant isomorphism of algebraic varieties S w :
λ,w * α for each w, such that
see [15] , [18] , [21] (for simplicity we set S i = S si , where s i is the simple reflexion with respect to the root α i ). The precise definition of S w is given in the proof of Lemma 4.6. Consider the composed map ω = S w0 † . This choice is motivated by [16] and [21, Theorem 11.7] . The map ω is an isomorphism of algebraic varieties
Proof. We use the construction of the operator S w given in [18] , see also [15] . Let us recall it briefly. Set α
be the set of pairs (x, x ′ ), where 
is a smooth variety. Moreover, the obvious projections are isomorphisms of algebraic varieties p
see [18, Proposition 40] . The groupG λ acts in the obvious way on Q µ i , making the maps p
2,α ′ equivariant. By construction, for any i = j we have
We set (recall that m i < 0)
If m i > 0 we set
Note that the map S i commutes to the action of the groupG λ . Thus,
The general formula is
We now assume that the weight µ is dominant. Thus, F (µ) j = F j . Fix an element w in the Weyl group. Let us prove that
We may assume that l(w) > 0 and that (4.6.4) holds for any x with l(x) < l(w). Fix k ∈ I such that w(α k ) ∈ −Q + . Let s i , s k be the subgroup generated by s i , s k . Let x be the element of minimal length in the set w s i , s k . Then, x(α i ), x(α k ) ∈ Q + . One of the following two cases holds, see [12, Proof of Proposition 1.8].
-Either a ik = 0, w = xs k , l(w) = l(x) + 1. Then, x(α i ) = α j . Using (4.6.4) for x, and (4.6.3), we get
Using the identity
we get also a(w, i) = a(x, i). Thus (4.6.4) holds.
-Either
We are reduced to the A 2 case. Set
we get also a(w, i) = a(x, k) + 1. Thus (4.6.4) holds.
Setting w, i, j → w 0 s i , i, i in (4.6.4) and using the formula for S * i , we get S *
see (4.6.1). Moreover we have, see 3.2,
By definition we have qF
Using (4.6.1), (4.6.5) and the equality a ij = a ij we get the identity
Claim 1 is proved.
From the definition of the operator S i we get †S i = S i † for all i. Claim 2 follows immediately.
We now prove Claim 3. Using Claim 2 it is sufficient to prove that ω(F λα ) ⊆ F λ,w0 * α . Assume that α ′ = s i * α, µ ′ = s i (µ) as above. It is sufficient to prove that
λα (0) is generated by the following two types of functions :
In particular we have
Thus any function of type (i) coincide on x and x ′ . We have also
Thus any function of type (ii) coincide on x and x ′ . In particular x ∈ F (µ)
, where E * is the dual module, obtained by composing theG λ -action by the group automorphism
). Note that, in the particular case where
. To simplify the notations we put ν = w 0 * 0.
The involution on the convolution algebra
23 Z 23 is proper and maps to Z 13 . The convolution product is the map
If Z 12 = Z 23 = Z 13 = Z, the map ⋆ endows K G (Z) with the structure of an R G -algebra. See [4] for more details.
5.2.
Let D Xa be the Serre-Grothendieck duality operator on K G (X a ). Assume that X a is connected. Let Ω Xa be the canonical bundle of X a , and let O Xa be the structural sheaf. We have
for any G-equivariant locally free sheaf E on X a . Assume that there is a character q of the group G such that Ω Xa = q − dim Xa for all a. Consider the operator
See [14] for more details.
We consider the maps
By Lemma 4.6.1 the operators ω * , ζ λ are †-semilinear automorphisms of RG λ -modules, and γ λ , γ ′ λ , Γ λ are¯-semilinear. Let κ : F λ ֒→ Q λ be the closed embedding.
Lemma. The following identities hold :
(
we get an associative product on the space A λ . The rings R C × , A are identified as in 4.5. An A-algebra homomorphism Φ λ : U → A λ is given in [20] . In this subsection we fix a particular normalization for Φ λ . Let δ : Q λ ֒→ Q λ × Q λ be the diagonal embedding, and let p, p ′ : Q λ × Q λ → Q λ be the first and the second projection. Let f i;α , f ± i;α , v i;α be the ranks of F i;α , F ± i;α , V i;α . We have
Set t α = (α, 2λ − α)/2 + |α| 2 , and
Let 1 λαα ′ ∈ A λ be the class of the structural sheaf of X λαα ′ . For any r ∈ Z we put
Let also k ± i (z) be the expansion at z = ∞ or 0 of
The map Φ λ takes x ± ir to x ± ir , and k
For a future use, let us mention the following.
Lemma. For any n > 0 we have
and similarly for (x
Proof. By the same argument as in [20, §11.1-3] it is enough to check this relation for type A 1 . In this case, using the faithful representation introduced in [22] the formula follows from a direct computation : the formula for the action of the operator (x + i0 ) (n) may be found in [20, Lemma 12.1.1], its relation with the identity above is proved as in [22] .
⊓ ⊔ Convention. Hereafter we may omit the maps δ * , p * , p ′ * , ⊗, hoping that it makes no confusion.
Lemma.
are free of finite type, and we have 
there is a canonical action of the Weyl group of
. Thus, the elements p i,s ∈ R GL ℓ i are the elementary symmetric polynomials or zero. Claim 3 follows.
⊓ ⊔ Convention. Although most of our constructions are meaningful for any closed subgroup
5.6. The same construction as in 5.5 yields also a left and a right action of
are integrable left U-modules, they admit a left RH λ -linear action of the group B W . We normalize this action in such a way that the element T i ∈ B W acts as the operator T (1) There is a unique action of the group B W on A λ by RH λ -algebra automorphisms such that
Proof. Let us prove Claim 1. We fix elements i ∈ I, λ ∈ P + . Let U ′ i ⊂ U ′ be the subalgebra generated by e i , f i , k 
Let us recall the construction of τ ′ i , following [5] . For any Q(q)-vector space V we set V * = Hom Q(q) (V, Q(q)). Let R 
Let t i be the operator on V taking v to τ i · v. It is invertible and the inverse takes v to τ
for all x ∈ U ′ and v ∈ V , by [5, §2] . Therefore
where we take the product in the ring R ′ i * in the left hand side.
For any n ∈ N let Λ i (n) be the simple U 
For each n we choose τ in ∈ U ′ i such that 
for any x ∈ U α , see [13, §37.2.4] .
Recall that N λ is a cone over the point 0 equal to the class of the trivial representation, and that the fixed points subset (N λ ) C × is reduced to {0}. Hence A λ ⊗ A Q(q) coincides with the tensor product (W G λ ⊗ RGλ W G λ ) ⊗ A Q(q) by the Kunneth isomorphism, see [4, 5.6] and [20, §7] . Since A λ is torsion free over A, it embeds in A λ ⊗ A Q(q). Then, a standard argument implies that W G λ is a faithful A λ -module, see [4, §5] 
see [11, Lemma 5.6] . Let r w ∈ RH λ be the unique element such that T w (1
The varieties Q λα , Q λα ′ are reduced to a point. Thus, using Lemma 5.4 we get
The classes of theH λ -equivariant sheaves V i;α , V i;α ′ , F + i;α ′ are identified with elements of RH λ in the obvious way. Let first assume that we have (5.6.1)
By induction on l(w) we get 
Finally, we prove (5.6.1). We have an isomorphism ofG λ -varieties Q Convention. The elements r ± i;α depend on the choice of the orientation Ω. Hereafter we assume that n ij = n ij for all i, j if c is even, and n ij =n ij for all i, j if c is odd (i.e. if g is of type A 2n ). The existence of such an orientation is checked case-by-case.
Using the convention above, a direct computation gives g i;α+αj + g j;α = g j;α+αi + g i;α , h i;α+αj + h j;α = h j;α+αi + h i;α for all i, j. Thus there are unique quadratic maps x : Q → Z, y : Q → Z/2Z such that (5.7.1)
Proof. Fix α, α ′ such that α ′ = α−α j . For any i we consider the following elements in W
The rank of U i;α is v i;α + v i;w0 * α = v i;ν . From Lemma 4.6.1 we have
The quantum Cartan matrix (i.e. the I × I-matrix whose (i, j)-th entry is [a ij ]) is invertible over Q(q). Thus, for any α, α ′ , i we get
We have c ′ λ = i V * i ⊗Ui and F − i = −V i . Thus, using (5.7.2) we get
Thus Claim 1 follows, using (5.7.1) and the identity v j;ν = f Since Q λν is a point, we identify the equivariant sheaf Vi;ν with an element in RH λ in the obvious way. Using (5.7.2) we get
A direct computation (see the Appendix) shows that ξ(α) = ξ(w 0 * α), ̺(α) = ̺(w 0 * α) for all α. We are done. ⊓ ⊔ Let C λ be the R λ -linear automorphism of A λ such that
Proof. The variety X λαα ′ is smooth of dimension
Let Ω λαα ′ be its canonical bundle. If α ′ = α + α i , using (4.5.1), Lemma 4.6.1 and Remark 4.6 we get
Using (5.7.3-4) we get
Thus, using (5.7.5) we get
, where e i;α ′ = r 
We consider the automorphisms β Z λ , ψ Z λ of the ring A λ such that
Corollary.
(1) The map β Z λ is¯-semilinear, the map ψ Z λ is †-semilinear. Moreover, we have β
w0 . Thus ψ Z λ is an idempotent. From Proposition 5.7.1 and [13, §37] we get also
w0 . Thus β Z λ is an idempotent. Claim 2 is immediate.
⊓ ⊔ 6. The metric and the involution on standard modules
Proposition.
( 
Thus Claim 4 follows from Proposition 5.6.3.
⊓ ⊔
Remark. For any closed subgroup H
commute with the involutions β λ , β ′ λ .
6.2.
For any A-module M , letM be the set of formal series in q −1 with coefficients in M . We get (see 5.5)
Recall that if λ = λ 1 + λ 2 in P + then the direct sum of representations of the quiver Π e gives an embedding ̟ : Q λ1 × Q λ2 ֒→ Q λ . Fix a pair of ring isomorphisms
We have
where 1 ≤ i ≤ ℓ 1 and 1 ≤ j ≤ ℓ 2 . Recall that κ is the closed embedding F λ ֒→ Q λ .
Proof. Let first prove Claim 1. Assume that H λ = T λ . We set ℓ = i ℓ i . There is an isomorphism of rings 
We can assume that n k < 0 for all k. Thus this determinant is invertible in the ringRT λ . The case of a general group H λ follows from Lemma 5.5. Let us prove Claim 2. In [24, Proposition 7.10.(v)] we define an embedding of R T λ ⊗ U-modules
By [24, Theorem 7.12 ] the map ∆ W is an isomorphism whenever q, x j , y i are specialized to non-zero complex numbers such that y i /x j / ∈ q 1+N for all i, j. Hence it yields an isomorphism ofR λ1/λ2 ⊗ U-moduleŝ
Proof. First, note that a λ0 = 1. By Lemma 5.7.2 we have c λ0 = (r †
For all w ∈ W let 1 λ,w * 0 ⊠ x ∈ KH λ (Z λ,w * 0,α ) be the obvious element. We have (1 λ,w * 0 ⊠ x) ⋆ y = (x : y)1 λ,w * 0 .
Thus, the associativity of ⋆ gives
Thus we get
Assume now that x ∈ W H λ ,α ′ , y ∈ W H λ ,α . Using (6.3.0), Lemma 5.2.3, Proposition 5.6.1, (5.7.6) and (5.8.3) we get
Then, apply Corollary 5.8.2. Claim 3 is proved. Claim 4 follows from Lemma 5.5.2. Assume now that x ∈ W H λ ,α , y ∈ W ′ H λ ,α as above. For all w we have
Fix u λ such thatŤ w0 (1 λν ) = u λ 1 λ . Using Proposition 5.6 we get
Claim 5 is analoguous to [14, Lemma 12.15] . First, using (4.5.1) one gets
Note that
Using (6.3.0), Lemma 5.7.2, (6.3.4) and (6.3.3) we get
Using Lemma 5.7.2 and (6.3.1) we get
The same argument as for (6.3.1) gives
Recall that ω is †-linear, (r λ s λ ) † = r λ s λ , and
Thus, (5.8.3) givesŤ w0 c −1
for all x ∈ W H λ . Using (6.3.4), (6.3.5), (6.3.2) we get
Claim 5 is proved. Claim 1 follows from (6.3.2), (6.3.5) and Lemma 5.7.2. Indeed
Claim 6 follows from the Schur Lemma and the fact that ( : ) is a perfect pairing of RH λ -modules. with the new action of U, denoted by ⋄, such that u⋄x = φ * Φ λ S(u)⋆x, where S is the antipode; then, the U-module W * H λ is the right dual of W H λ .
Construction of the signed basis
7.1. Following Lusztig we consider the sets
We also set B
Proof. Claim 1 is standard, see [14, §12.20] for instance. We reproduce a proof here for the convenience of the reader. Fix an element
On the other hand, we have ∂(b|b)
. It follows that n = 0 and . Hence, using [11] we get T −1
. Finally, Proposition 5.6.3 gives T −1 w0 (x1 λ ) = xr λ 1 λν . We are done.
⊓ ⊔
Remark. In general 1 λα / ∈ B H λ .
7.2.
For any λ ∈ P + let V (λ) be Kashiwara's maximal integrable module. By definition, V (λ) is the free A-module with the action of the algebra U such that there is a weight vector v λ of weight λ which generates V (λ) and satisfies the following defining relations :
It is proved in [8] that the module V (λ) admits a global basis. Let B(λ) be this basis. The element v λ belongs to B(λ). Let¯: V (λ) → V (λ) be the unique A-antilinear map such thatb = b for all elements b ∈ B(λ). It is conjectured in [24, Remark 7.19] that there is an isomorphism of U-modules V (λ) → W λ such that v λ → 1 λ . Let us first consider the case λ = ω i . Let W (ω i ) ′ be the fundamental simple finite dimensional U ′ -module associated to the weight ω i , see [9, (5 
′ be the corresponding A-form For any Umodule M and any formal variable z, let M z be the representation of U on the space 
Moreover, b|b
Proof. Let us prove Claim 1. We identify K C × (F ωi ) with the specialization of the U-module W ωi at the maximal ideal of R Gω i associated to 1 ∈ G ωi . There is a unique element a i ∈ Q(q)
× and a unique isomorphism of
′ ai such that 1 ωi → w ωi , since both U ′ -modules are simple, see [20] . The U-modules K
The identification of the group G ωi with C × is such that for any (B, p, q) ∈ M ωiα and any g ωi ∈ G ωi we have
Then the group G ωi acts trivially on F ωi and the natural isomorphism of A[z
takes V j to V j ⊗ z i , and W j to W j ⊗ z i . In particular we have
1 H. Nakajima remarked that Theorem A.1 was not stated correctly in a previous version of the paper. He also mentioned to us that the isomorphism of U-modules V (ω i ) ∼ → Wω i was known to him.
The map φ takes the involution v →v on V (ω i ) to the involution β ωi on W ωi since both U-modules are cyclic and the involutions are compatible with u →ū on U. The map β ωi is z i linear by Corollary 5.8.1, the map v →v on V (ω i ) is z linear since product by z preserves B(ω i ). Henceā i = a i . The j-th Drinfeld polynomial of K
δij . An easy computation shows that the elements h i,±1 act on the vector w ωi ∈ W (ω i ) as follows h i,±1 (w ωi ) = a ±1 i q ±c w ωi . Since h i,±1 belongs to U the element a i q −c belongs to A and is invertible. Thus a i = ±1 because a i ∈ ±q Z and a i =ā i . Let us prove Claim 2. We first recall some well-known fact. LetḂ be the canonical basis ofU, see [13, §25.2] . By [8, §8] there is a subset I(λ) ⊂Ḃ such that the space I(λ) = b∈I(λ) A b ⊂Uη λ is a leftU-submodule, and such that there is a unique isomorphism ofU-modulesUη λ /I(λ) → V (λ) which takes η λ to v λ . The U-module V (λ) beeing integrable, Kashiwara's modified operatorsẽ j , 
We now assume that λ = ω i . Then the
There is an isomorphism of crystals
Any element in B 0 (ω i ) can be reached at w ωi after applying a monomial in the operatorsẽ j , j ∈ I ∪ {0}, see [1, Lemma 1.5. 
We claim that
3) is obvious. To prove (7.2.4) we use the following Lemma, whose proof is given after the proof of the proposition.
j (x r ) and e j (x r ) = 0.
The U-module V (ω i ) is endowed with itsP -gradation, see [9] . For anyμ 
We first prove by induction on k that
Thus, (7.2.6) for k = 0 reduces to
which follows from z m v ωi | z n v ωi = δ mn . Similarly, (7.2.7) for k = 0 reduces to
This is obvious if j = 0 because f j (z n v ωi )|y = 0 or z n v ωi |ẽ j (y) = 0 implies that y ∈ n V (ω i ) ωi+θ+nδ , and V (ω i ) ωi+θ+nδ = {0} for all n, see [9, Proposition 5.14.(i)] for instance. If j = 0, (7.2.8) is proved as follows. Since e j (z n v ωi ) = 0, we
The computation in [13, Proposition 19.1.3] gives the result, since z n v ωi | y s ∈ Z[q −1 ] for all s, by (7.2.6) for k = 0. We may therefore assume that (7.2.6), (7.2.7) are already known for k − 1 with k > 0. Using (7.2.5) we see that (7.2.6) for k follows from (7.2.6), (7.2.7) for k − 1. Finally, (7.2.7) for k is proved as in [13, Proposition 19.1.3] using (7.2.6) for k, and Lemma 7.2.3. From (7.2.6) we get
On the other hand there is a positive integer a such that
We have proved (7. 
Hence (7.2.10) for k follows from (7.2.10)
, and thus b = b ′ ). Hence (7.2.9) for k follows from (7.2.9) for k − 1. Finally, Claim 2 follows from (7.2.9), (7.2.10) and Proposition 7. 
Here is the main result of the paper. is endowed with the unique pairing ofR i1/.../i ℓ -modules such that
and the pairing ( | ) on each factor is as in 6.3. As in 7.1 let ∂( | ) i1/.../i ℓ be the corresponding pairingˆ
We have an isomorphism of U-modules W Tω i ≃ V (ω i ) such that 1 ωi → v ωi , see The U-module W T λ is generated by R Since ψ is an antiautomorphism, there is a unique U-module structure on V (ω i ) * such that (7.3.1) (u · f )(x) = f (ψ(u) · x), ∀u ∈ U, ∀x ∈ V (ω i ).
The U-module V (ω i ) * is endowed with theP -grading such that V (ω i ) * µ+nδ = Hom (V (ω i ) µ+nδ , A).
Recall that V (ω i ) ωi = A · v ωi . Let f ωi ∈ V (ω i ) * be the unique linear form such that f ωi (v ωi ) = 1, and f ωi (v) = 0 for all v ∈ V (ω i )μ withμ = ω i . Hence, f ωi ∈ V (ω i ) * ωi . We must prove that there is a unique morphism of U-modules V (ω i ) → V (ω i ) * which takes v ωi to f ωi , and that it is invertible. The spaces V (ω i )μ, V (ω i ) * µ have the same dimension for allμ. Thus the set of the weights µ ∈ P such that V (ω i ) * µ+nδ = {0} for some n ∈ Z is contained in ω i − j∈I N α j , since this is true for V (ω i ). Hence f ωi is an extremal vector of weight ω i , see [9, Theorem 5.3] . By the universal property of V (ω i ), there is a unique morphism of U-modules φ : V (ω i ) → U·f ωi ⊆ V (ω i ) * which takes v ωi to f ωi . Moreover, we have φ(V (ω i )μ) ⊆ V (ω i ) * µ for allμ ∈P . Since V (ω i )μ is finite dimensional it is sufficient to prove that the map φ is injective. Let the operator z i acts on V (ω i ) * by (z i · f )(x) = f (z −1
i · x), ∀x ∈ V (ω i ), ∀f ∈ V (ω i ) * .
Then φ commutes to z i . Since W (ω i ) ≃ V (ω i )/(z i − 1)V (ω i ), the map φ induces a non-zero morphism of U-modules W (ω i ) → W (ω i ). It is injective since W (ω i ) is simple. Thus φ is injective. The pairing is symmetric because it is unique and ψ 2 = Id . ⊓ ⊔
Example
We assume that Π = ({1}, ∅). We set λ = ℓω 1 , α = aα 1 . To simplify we omit the subscripts 1 and we set Q ℓa = Q λα , d ℓa = d λα , etc. Set We have Q ℓa = ∅ if and only if 0 ≤ a ≤ ℓ. More precisely F ℓa is smooth and isomorphic the Grassmanian of a-dimensional subspaces in C ℓ , and Q ℓa = T * F ℓa . An element in Q ℓa may be viewed as a couple (V, u), where V ⊆ C ℓ is a a-dimensional subspace, and u ∈ End (C ℓ ) is a nilpotent map such that Im u ⊆ V ⊆ Ker u. The element z ∈ C * acts on T * F ℓa by multiplication by the scalar z 2 along the fibers.
The automorphism ω : Q ℓa → Q ℓ,ℓ−a takes the couple (V, u) to (V ⊥ , t u), where V ⊥ ⊆ C ℓ is the subspace orthogonal to V , with respect to the canonical scalar product on C ℓ . Let E ′ a be the tautological rank a vector bundle on T * F ℓa . Let E a be the restriction of E ′ a to F ℓa . Set Q ′ a = W a /E ′ a , Q a = W a /E a . Set E = a E a , E ′ = a E ′ a , etc. We have
Hereafter we omit the operators κ * and ⊗. The following lemma is immediate, see for instance [22] .
(1) We havex 
A direct computation gives 
