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Abstract
We establish an existence result for strongly indeﬁnite semilinear elliptic systems with
Neumann boundary condition, and we study the limiting behavior of the positive solutions of
the singularly perturbed problem.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
In the 70s, Keller and Segel [12] studied the chemotaxis of an amoeba using a
system of parabolic differential equations. Later, Gierer and Meinhardt [8] studied
the activation–inhibition of two chemical components as a model of pattern
formation again deducing a system of differential equations. Experimental evidence
showed that the solutions must concentrate about a point, that is, a spike-layered
behavior. Under some assumptions, the stationary solutions of these two
biochemical systems are solutions of a nonlinear elliptic equation.
The ﬁrst approach to solve these elliptic systems was given by Ni and Takagi. In a
series of papers [13–17] they studied the shape of the positive solution of an equation
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of a prototype
e2Du þ u ¼ jujp1u; in O; ð1Þ
@u
@n
¼ 0 on @O; ð2Þ
where O is a bounded domain in RN with smooth boundary @O; and e is a parameter.
Using the ground state solution w of the equation
Dw þ w ¼ wp in RN ; ð3Þ
and its exponential decay they obtained, for e small, an upper estimate of the critical
value given by the Mountain Pass Lemma. Moreover, they proved the existence of a
nontrivial solution ue of (1) and (2). Using the uniqueness of the ground state, they
proved that ue concentrates about a point PA@O where P maximizes the mean
curvature of the boundary.
Our main goal is to study the same phenomena for the nonlinear elliptic system
e2Du þ u ¼ jvjq1v; e2Dv þ v ¼ jujp1u in O; ð4Þ
@u
@n
¼ @v
@n
¼ 0 on @O; ð5Þ
where the exponents p and q are below the critical parabola, that is,
1
p þ 1þ
1
q þ 14
N  2
N
; p; q41: ð6Þ
One of the main characteristic of this system is that the functional associated to (4)
and (5) is strongly indeﬁnite. Using linking theorems De Figueiredo and Felmer [4]
and Hulshof and Van der Vorst [11] proved the existence of nontrivial solutions of
Eqs. (4) for Dirichlet boundary conditions. However, the Neumann problem (4)–(5)
allows constant solutions. A direct application of linking theorems cannot avoid this
kind of solutions. To obtain nontrivial solutions, one estimates the critical value
from above by eN ; and push it below the energy of constant solutions by taking e40
small. But the estimate of the critical value given by the linking approach is difﬁcult
to handle. We use a different framework, the dual variational formulation of the
problem, which allow us to ﬁnd a critical point of the related functional by the
Mountain Pass Lemma. Indeed, we use the ground state solution of the problem
Du þ u ¼ vq; Dv þ v ¼ u p in RN ð7Þ
to construct a test function. By a ground state solution of (7) we mean the least energy
solution of (7). It was proved in [5,18] the existence of a ground state solution of (7)
and the exponential decay at inﬁnity of the solution and their derivatives. These facts
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enable us to obtain an upper bound for the critical value described by the Mountain
Pass Lemma. Then, we are able to show that (4) and (5) possesses at least one
nontrivial solution. Furthermore, using a characterization of the critical value given
by the Mountain Pass Lemma we show that the corresponding solutions are actually
positive. Thus, we get our ﬁrst result.
Theorem 1.1. There exists e040 such that system (4)–(5) possesses at least a nontrivial
positive solution ze ¼ ðue; veÞ provided that 0oeoe0:
Next, we investigate the limit behavior of the positive solutions as e-0: Using a
blow-up technique, we obtain a uniform LN-bound in e: Then, we study the
behavior of the maxima of ðue; veÞ obtained in Theorem 1.1. We obtain the following
result.
Theorem 1.2. Let Pe and Qe be a maximum point of ue and ve; respectively and suppose
that Nþ2
N24p; q: Then
(i) Pe and Qe are on the boundary @O for e small,
(ii) Pe and Qe approach to a point P on the boundary when e-0:
The restriction p; qoNþ2
N2 is due to an application of Liouville Theorem for systems.
The best result we know requires such a condition.
We also consider the asymptotic behavior of the critical value ce of the associated
dual functional which is deﬁned in (11). Let ðu; vÞ be a ground state solution of (7)
and
cN :¼ p
p þ 1
1
2
  Z
RN
upþ1ðxÞ dx þ q
q þ 1
1
2
  Z
RN
vqþ1ðxÞ dx: ð8Þ
Denote by a the maximum of the mean curvature of the boundary @O:
Our result is as follows.
Theorem 1.3.
ce ¼ eN c
N
2
 eagþ Oðe2Þ
 
; ð9Þ
where g is a positive constant.
The conclusions of Theorem 1.3 will be completed by ﬁnding a lower estimate of
the critical value. It is usually studied by using the uniqueness of the ground
state of (3). However, up to our knowledge, there is no uniqueness result for (7) in
the literature. To solve this problem and inspired by the work [7], we use a ground
state solution of (7) to construct a test function which will give us the right lower
bound.
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Finally, we study the case e40 large. We obtain
Theorem 1.4. There exists e40 such that if e4e; system (4)–(5) has only constant
positive solutions. More precisely, if e4e; u ¼ v ¼ 1 is the only positive solution of
system (4)–(5).
The work is divided as follows: in Section 2 we state the dual formulation of the
system and prove the existence of a solution for (4)–(5). Then, in Section 3, we show
that this solution is positive. In Section 4 we ﬁnd an upper bound for the critical
value associated to the solution. Also, it gives that the solution is nontrivial for e40
small. This completes the proof of Theorem 1.1. In Section 5 we prove Theorem 1.2
and obtain the lower bound to conclude Theorem 1.3. Finally, we prove Theorem 1.4
in Section 6.
2. Dual functional and existence
The energy functional associated to (4) and (5) in H1ðOÞ  H1ðOÞ is
given by
Ieðu; vÞ ¼
Z
O
ðe2ru 
 rv þ uvÞ dx  1
p þ 1
Z
O
jujpþ1 dx  1
q þ 1
Z
O
jvjqþ1 dx: ð10Þ
Because of the indeﬁnite sign nature of the quadratic part, one uses a linking
theorem to ﬁnd a critical point. See [4,5,10,11]. But the critical value described by the
linking theorem is not easy to handle as the one described by the Mountain Pass
Lemma. Thus, we need an alternative functional given by the dual variational
principle to apply the Mountain Pass Lemma.
To deﬁne the dual functional, we consider the quadratic part and the nonlinear
part separately. For the quadratic part we need to recall some analysis. We know
that the inclusion
ir : W
1;rðOÞ-Lpþ1ðOÞ
is compact if 2op þ 1o Nr
Nr and N4r: Also, for e40 the operator Ae :¼ e2Dþ id :
fW 1;rðOÞ; @u@n ¼ 0g-W1;rðOÞ is an isomorphism. Hence, the operator
Te :¼ i23ðe2Dþ idÞ13i2 : L
1þ1
qðOÞ-Lpþ1ðOÞ
is linear, self-adjoint, and continuous. Thus, Tew ¼ u if and only if Aeu ¼ w:
For the nonlinear part, we denote by X ¼ Lpþ1  Lqþ1ðOÞ and by X  its
dual L
1þ1
pðOÞ: We note that the Legendre–Fenchel transformation F  of FðuÞ ¼
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1
pþ1 jujpþ1 is
FðsÞ ¼ sup
tAR
st  1
p þ 1 jtj
pþ1
 
¼ p
p þ 1 jsj
1þ1
p:
With these two relations, we deﬁne on X  the dual functional
JeðwÞ ¼
Z
O
p
p þ 1 jw1j
1þ1
p dx þ
Z
O
q
q þ 1 jw2j
1þ1
q dx
 1
2
Z
O
ðw1Tew2 þ w2Tew1Þ dx; ð11Þ
where w ¼ ðw1; w2ÞAX : The critical points of Je satisfyZ
O
ðjw1j
1
p
1
w1fþ jw2j
1
q
1
w2jÞ dx ¼ 1
2
Z
O
ðfTew2 þ w2Tefþ jTew1 þ w1TejÞ dx
for ðf;jÞAX : Because Te is self-adjoint, we have the following relation between the
two components of w:
Tew2 ¼ jw1j
1
p
1
w1; Tew1 ¼ jw2j
1
q
1
w2: ð12Þ
Let u ¼ Tew2; v ¼ Tew1: Then (12) is transformed to the original system
e2Du þ u ¼ jvjq1v; e2Dv þ v ¼ jujp1u;
with the boundary condition (5). Thus, ðu; vÞ is a solution of system (4)–(5). On the
other hand, the dual functional evaluated at the critical points but with respect to the
u and v variables gives
JeðwÞ ¼ p
p þ 1
Z
O
jujpþ1 dx þ q
q þ 1
Z
O
jvjqþ1 dx  1
2
Z
O
ðjujpþ1 þ jvjqþ1Þ dx
¼ 1
2
 1
p þ 1
  Z
O
jujpþ1 dx þ 1
2
 1
q þ 1
  Z
O
jvjqþ1 dx: ð13Þ
Replacing ðu; vÞ in (10) we have that
Ieðu; vÞ ¼ 1
2
 1
p þ 1
  Z
O
jujpþ1 dx þ 1
2
 1
q þ 1
  Z
O
jvjqþ1 dx:
Therefore, at a critical point both functionals coincide, that is,
Ieðu; vÞ ¼ Jeðw1; w2Þ:
Hence, solutions of (4) and (5) can be obtained as critical points of Je:
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In the same way, we deﬁne the dual functional for functional (9) deﬁned in the
whole RN by
JðwÞ ¼
Z
RN
p
p þ 1 jw1j
1þ1
p dx þ
Z
RN
q
q þ 1 jw2j
1þ1
q dx  1
2
Z
RN
ðw1Tw2 þ w2Tw1Þ dx
with w ¼ ðw1; w2Þ:
As we mentioned, critical points of Je will be found by the Mountain Pass Lemma.
Let us prove that Je satisﬁes the conditions of this lemma.
Lemma 2.1. There exist r40; a40 such that
JeðwÞXa; if jjwjjX  ¼ r:
Proof. Let cd ¼ minf ppþ1d
1
p
1
; q
qþ1d
1
q
1g: For 0odo1 we have
p
p þ 1 jsj
1þ1
p
Xcdjsj2 if jsjpd;
¼ p
pþ1 jsj
1þ1
p if jsjXd:
8<
: ð14Þ
Hence, we have
JeðwÞX cd
Z
fjw1jpdg
jw1j2 dx þ cd
Z
fjw2jpdg
jw2j2 dx
þ p
p þ 1
Z
fjw1jXdg
jw1j1þ
1
p dx þ q
q þ 1
Z
fjw2jXdg
jw2j1þ
1
q dx
 1
2
jjw1jj
L
1þ1
p
jjTew2jjLpþ1 þ jjw2jj
L
1þ1
q
jjTew1jjLqþ1
 !
:
Since Te is continuous, there is a b40 such that
jjTew1jjLqþ1pbjjw2jj
L
1þ1
q
; jjTew2jjLpþ1pbjjw1jj
L
1þ1
p
:
By Ho¨lder’s inequality, for any oCO
Z
o
w21 dxXjoj
p1
pþ1jjw1jj2
L
1þ1
pðoÞ
:
Let d be small such that cd satisﬁes
joj
p1
pþ1cd  b2Xc40;
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with c a positive constant. We have
cd
Z
fjw1jpdg
jw1j2 dx  b
2
Z
fjw1jpdg
jw1j1þ
1
p
 ! 2p
pþ1
dxXc
Z
fjw1jpdg
jw1j1þ
1
p
 ! 2p
pþ1
dx
and for jjwjjX  small
p
p þ 1
Z
fjw1jXdg
jw1j1þ
1
p dx  b
2
Z
fjw1jXdg
jw1j1þ
1
p
 ! 2p
pþ1
dx
Xc
Z
fjw1jXdg
jw1j1þ
1
p
 ! 2p
pþ1
dx
for some constant c40: Thus,
c
Z
fjw1jpdg
jw1j1þ
1
p dx
 ! 2p
pþ1
þc
Z
fjw1jXdg
jw1j1þ
1
p
 ! 2p
pþ1
dxXcjjw1jj2
L
1þ1
p
:
Similarly,
cd
Z
fjw2jpdg
jw2j2 dx  b
2
Z
fjw2jpdg
jw2j1þ
1
q
 ! 2q
qþ1
dxXc
Z
fjw2jpdg
jw2j1þ
1
q
 ! 2q
qþ1
dx
and
c
Z
fjw2jpdg
jw2j1þ
1
q dx
 ! 2q
qþ1
þc
Z
fjw2jXdg
jw2j1þ
1
q
 ! 2q
qþ1
dxXcjjw2jj2
L
1þ1
q
:
Consequently,
JeðwÞXc0jjwjj2X  ¼ c0r2: &
Lemma 2.2. There exist t40 and %wAX  such that Jeðt %wÞp0:
Proof. Let %w be ﬁxed and such that
R
O w1Tew2 dx40: Since
Jeðt %wÞ ¼ p
p þ 1t
1þ1
p
Z
O
jw1j1þ
1
p dx þ q
q þ 1t
1þ1
q
Z
O
jw2j1þ
1
q dx
 t
2
2
Z
O
ðw1Tew2 þ w2Tew1Þ dx
and 1þ 1
p
; 1þ 1
q
o2; the conclusion follows for t40 large enough. &
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Lemma 2.3. Je satisfies the ðPSÞ condition.
Proof. Let fwngCX  be a (PS)-sequence of Je; that is,
jJeðwnÞjpC; J 0eðwnÞ-0:
Thus for wn ¼ ðw1n; w2nÞ; we have,
/J 0eðwnÞ; wnS ¼
Z
O
jw1nj
1þ1
p dx þ
Z
O
jw2nj
1þ1
q dx 
Z
O
ðw1nTew2n þ w2nTew1nÞ dx
¼ oð1ÞjjwnjjX  :
Because fJeðwnÞg is a bounded sequence, we obtain
p
p þ 1
Z
O
jw1nj
1þ1
p dx þ q
q þ 1
Z
O
jw2nj
1þ1
q dx
p1
2
Z
O
ðw1nTew2n þ w2nTew1nÞ dx þ C
¼ 1
2
Z
O
jw1nj
1þ1
p dx þ 1
2
Z
O
jw2nj
1þ1
q dx þ C þ oð1ÞjjwnjjX  :
This gives
p  1
2p þ 2
Z
O
jw1nj
1þ1
p dx þ q  1
2q þ 2
Z
O
jw2nj
1þ1
q dxpC þ oð1ÞjjwnjjX  :
Therefore, jjwnjjX  is bounded. Let zn ¼ ðTew2n; Tew1nÞ: Since Te is bounded, it
follows that
jjznjjXpC;
and for E ¼ H1ðOÞ  H1ðOÞ we obtain
jjznjjEpCjjwnjjEpCjjwnjjX pC:
Solving the equations Aez
1
n ¼ w2n; Aez2n ¼ w1n and using elliptic regularity theory [14]
we obtain
znAW
2;1þ1
qðOÞ  W 2;1þ
1
pðOÞ:
Thus zn ¼ ðun; vnÞ satisﬁes
jjunjj
W
2;1þ1
qðOÞ
pC; jjvnjj
W
2;1þ1
pðOÞ
pC:
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Hence we have a subsequence fzkngCfzng such that znk,z in E and X : Furthermore,
znk-z in L
aðOÞ  LbðOÞ for all 2oa; bo 2N
N2: Since fwng is bounded in X ; we have
e2Dun þ un  jvnjq1vn ¼ e1;n in L1þ
1
q;
e2Dvn þ vn  junjp1un ¼ e2;n in L1þ
1
p;
where e1;n and e2;n goes to 0 in the corresponding spaces. Therefore, for Tew ¼ z ¼
ðu; vÞ
jjwn  wjjX pjj junjp1un  jujp1ujj
L
1þ1
p
þ jj jvnjq1vn  jvjq1vjj
L
1þ1
q
þ jjenjjX  :
The right-hand side goes to zero as n-0 and the proof is completed. &
Deﬁne
ce ¼ inf
gAG
max
wAg
JeðwÞ; ð15Þ
where
G ¼ fgACð½0; 1; X Þ: gð0Þ ¼ 0; gð1Þ ¼ %w; Jeð %wÞo0g;
for some ﬁxed %wAX :
Proposition 2.1. The functional Je has a critical point we such that JeðweÞ ¼ ce:
Proof. Using Lemmas 2.1–2.3, and the Mountain Pass Lemma, we obtain a critical
point we: &
Obviously, system (4)–(5) has constant solutions (0,0), (1,1), and ð1;1Þ:
Although Proposition 2.1 implies that system (4)–(5) has a solution ze ¼ Tewe; with
ze ¼ ðue; veÞ; it does not conﬁrm that the solution is nontrivial, that is, a nonconstant
solution. To obtain a nontrivial solution of (4)–(5), in Section 4 we will ﬁnd an upper
estimate of ce such that ce is strictly less than the energy of the constant solutions for
e small. We ﬁrst show in next section that the solution is positive.
3. Positive solutions
To obtain positive solutions we need to prove the following equivalent
characterization of the critical value for systems. Let us deﬁne
ce ¼ inf
wAX 
sup
tX0
JeðtwÞ:
Lemma 3.1. ce ¼ ce :
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Proof. Clearly cepce : Let us prove that ceXce : For wAX  ﬁxed,
dJeðtwÞ
dt
¼ t
1
p
Z
O
jw1j
pþ1
p dx þ t
1
q
Z
O
jw2j
qþ1
q dx  t
Z
O
ðw2Tew1 þ w1Tew2Þ dx:
The nontrivial critical points of JeðtwÞ satisfy
t
1
p
1
Z
O
jw1j
pþ1
p dx þ t
1
q
1
Z
O
jw2j
qþ1
q dx ¼
Z
O
ðw2Tew1 þ w1Tew2Þ dx:
We can deﬁne %t as the unique solution of this equality for w ﬁxed. Then, we can write
ce ¼ inf
wAM
JeðwÞ
with
M ¼ f %w ¼ %tw: wAX ; wa0; %toNg:
Let gAG be a path. If for all gAG; g-Ma| then the inequality is proved. If there
exists g ¼ ðg1; g2Þ such that gðtÞeM for all tA½0; 1; then we haveZ
O
jg1j
pþ1
p dx þ
Z
O
jg2j
qþ1
q dx4
Z
O
ðg1Teg2 þ g2Teg1Þ dx
and
JeðgÞ ¼ p
p þ 1
Z
O
jg1j
pþ1
p dx þ q
q þ 1
Z
O
jg2j
qþ1
q dx  1
2
Z
O
ðg1Teg2 þ g2Teg1Þ dx
4
p
p þ 1
1
2
  Z
O
jg1j
pþ1
p dx þ q
q þ 1
1
2
  Z
O
jg2j
qþ1
q dxX0:
This is a contradiction with the Mountain Pass characterization of ce: Consequently,
ce ¼ ce : &
Let ðue; veÞ be the solution obtained by Proposition 2.1. We are ready to prove
Proposition 3.1. ue and ve are positive functions.
Proof. Let we be a critical point of Je obtained by Proposition 2.1. We know that we
satisﬁes
jw1e j
1
p
1
w1e ¼ Tew2e ¼: ue; ð16Þ
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jw2e j
1
q
1
w2e ¼ Tew1e ¼: ve; ð17Þ
which is equivalent to (4) and (5).
We claim that we ¼ ðw1e ; w2e Þ does not change in sign so does ðue; veÞ: Suppose by
contradiction that ðweÞþ ¼ ððw1e Þþ; ðw2e ÞþÞc0 and ðweÞ ¼ ððw1e Þ; ðw2e ÞÞc0 where
wþ ¼ max fw; 0g and w ¼ min fw; 0g: Let
hþðt; weÞ :¼ p
p þ 1 t
pþ1
p
Z
O
ðw1e Þ
pþ1
p
þ dx þ
q
q þ 1 t
qþ1
q
Z
O
ðw2e Þ
qþ1
q
þ dx
 1
2
t2
Z
O
ððw2e Þþ Tew1e þ ðw1e ÞþTew2e Þ dx ð18Þ
and
hðt; weÞ :¼ p
p þ 1 t
pþ1
p
Z
O
jðw1e Þj
pþ1
p dx þ q
q þ 1 t
qþ1
q
Z
O
jðw2e Þj
qþ1
q dx
 1
2
t2
Z
O
ððw2e ÞTew1e þ ðw1e ÞTew2e Þ dx: ð19Þ
The critical points of hþðt; wÞ in t; which we called te; satisfy
0 ¼ @hþðt; weÞ
@t
¼ t
1
p
Z
O
ðw1e Þ
pþ1
p
þ dx þ t
1
q
Z
O
ðw2e Þ
qþ1
q
þ dx
 t
Z
O
ððw2e ÞþTeðw1e Þ þ ðw1e ÞþTeðw2e ÞÞ dx: ð20Þ
By (16) and (17) we have
ðt
1
p
e  teÞ
Z
O
ðw1e Þ
pþ1
p
þ dx þ ðt
1
q
e  teÞ
Z
O
ðw2e Þ
qþ1
q
þ dx ¼ 0;
which implies te ¼ 0 or 1. Therefore,
hþð1; weÞ ¼ max
tX0
hþðt; weÞ:
In the same way, we have
hð1; weÞ ¼ max
tX0
hðt; weÞ:
Decomposing JeðweÞ we obtain
ce ¼ JeðweÞ ¼ hþð1; weÞ þ hð1; weÞ: ð21Þ
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Let
f ðtÞ :¼ Jeðtwþe Þ ¼
p
p þ 1 t
pþ1
p
Z
O
ðw1e Þ
pþ1
p
þ dx þ
q
q þ 1 t
qþ1
q
Z
O
ðw2e Þ
qþ1
q
þ dx
 1
2
t2
Z
O
ðw2e ÞþTeðw1e Þþ þ ðw1e ÞþTeðw2e Þþ
 
dx: ð22Þ
The critical points of f ðtÞ satisfy
0 ¼ f 0ðtÞ ¼ t
1
p
Z
O
ðw1e Þ
pþ1
p
þ dx þ t
1
q
Z
O
ðw2e Þ
qþ1
q
þ dx
 t
Z
O
ððw2e ÞþTeðw1e Þþ þ ðw1e ÞþTeðw2e ÞþÞ dx: ð23Þ
Again by (16) and (17) we obtain
ðw1e Þ
1þ1
p
þ ¼ ðw1e ÞþTew2e ¼ ðw1e ÞþTeðw2e Þþ þ ðw1e ÞþTeðw2e Þ;
ðw2e Þ
1þ1
q
þ ¼ ðw2e ÞþTew1e ¼ ðw2e ÞþTeðw1e Þþ þ ðw2e ÞþTeðw1e Þ:
Substituting them in (23) we obtain
0 ¼ðt
1
p
1  1Þ
Z
O
ððw1e ÞþÞ
pþ1
p dx þ ðt
1
q
1  1Þ
Z
O
ððw2e ÞþÞ
qþ1
q dx

Z
O
ððw1e ÞþTeðw2e Þ þ ðw2e ÞþTeðw1e ÞÞÞ dx: ð24Þ
By the maximum principle, one infers thatZ
O
ððw1e ÞþTeðw2e Þ þ ðw2e ÞþTeðw1e ÞÞÞ dxp0: ð25Þ
It follows from (24) and (25) that the critical point tþe of f ðtÞ is uniformly bounded in
e: Similarly, we may deduce that te satisfying
dJeðtwe Þ
dt
jt¼te ¼ 0 is uniformly bounded in
e: From (21), (25) and Lemma 3.1 we obtain
ce ¼ JeðweÞ ¼ hþð1; weÞ þ hð1; weÞXhþðtþe ; weÞ þ hðte ; weÞ
X Jðtþe ðweÞþÞ þ Jðte ðweÞÞ  C
Z
O
ððw1e ÞþTeðw2e Þ þ ðw1e ÞTeðw2e ÞþÞ
X Jðtþe ðweÞþÞ þ Jðte ðweÞÞX2ce;
a contradiction. &
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4. Upper bound for the critical value
Let PA@O be a point at the boundary. We ﬁx a coordinate system about P such
that x ¼ FðyÞAC1 where F is related to the local parametrization of the boundary
about P and it is deﬁned in [16] (2.8). Its domain is a ball B3k for k40 ﬁxed,
P ¼ Fð0Þ; det DF ¼ I ; where I denotes the N-dimensional identity matrix. Also,
denote F1 by C:
Let us consider for t40 and s40 the value
Jeðtw1; sw2Þ ¼ p
p þ 1 t
1þ1
p
Z
O
jw1j1þ
1
p dx þ q
q þ 1 s
1þ1
q
Z
O
jw2j1þ
1
q dx
 ts
2
Z
O
ðw1Tew2 þ w2Tew1Þ dx: ð26Þ
Let zrðtÞ ¼ 1 if 0ptpr; zrðtÞ ¼ 2 tr if rptp2r; and zrðtÞ ¼ 0 if t42r; be a cut-off
function, and ðu; vÞ be a positive ground state of
Du þ u ¼ vq; Dv þ v ¼ up in RN : ð27Þ
We deﬁne ðuðzÞ; vðzÞÞ ¼ zk
e
ðjzjÞðuðzÞ; vðzÞÞ: Denote by Dj ¼ FðBþjkÞ for j ¼ 1; 2:
Then D1CD2CO: Now denote by
ðfeðxÞ;ceðxÞÞ ¼
ðuðCðxÞe Þ; vðCðxÞe ÞÞ if xAD2;
0 otherwise:
(
ð28Þ
Let us denote ðw1; w2Þ ¼ ðfpe ;cqe Þ in the whole section, we have from (26) that
Jðtw1; sw2Þ ¼ pt
1þ1
p
p þ 1
Z
O
fpþ1e dx þ
qs
1þ1
q
q þ 1
Z
O
cqþ1e dx 
st
2
Z
O
ðfpeTecqe þ cqeTefpe Þ dx:
We begin with the following proposition.
Lemma 4.1. We have the estimate
Jðtw1; sw2Þ ¼ pt
1þ1
p
p þ 1
Z
O
fpþ1e dx þ
qs
1þ1
q
q þ 1
Z
O
cqþ1e dx
 st
2
Z
O
ðfpþ1e þ cqþ1e Þ dx þ Oðe
mk
e Þ ð29Þ
as e-0:
Proof. Consider the system
Tef
p
e ¼ ce þ xe; Tecqe ¼ fe þ Ze in O: ð30Þ
A.I. !Avila, J. Yang / J. Differential Equations 191 (2003) 348–376360
Thus, solving for xe we have
ðe2Dþ idÞxe ¼ fpe  ðe2Dþ idÞce: ð31Þ
Let %xeðxÞ ¼ xeðexÞ; %feðxÞ ¼ feðexÞ; and %ceðxÞ ¼ ceðexÞ: Then, system (31) changes
to
ðDþ idÞ%xe ¼ %fpe  ðDþ idÞ %ce; ð32Þ
in Oe ¼ fx: exAOg: Since the right-hand side of (32) is a smooth function with
compact support. Estimating by Newtonian potential and the interpolation theorem
[9] we obtain as e-0;
jj%xejjW 2;2ðOeÞpCeN jjfpe  ðe2Dþ idÞcejjL2ðD2Þ
¼CeN
Z
D2
ðfpe  ðe2Dþ idÞceÞ2
 1
2
dx
¼CeN
Z
D2
u
CðxÞ
e
 

p
ðe2Dþ idÞv CðxÞe
  2 !12
dx
¼C
Z
Bþ
2k
e
ðjuðyÞjp  ðDþ idÞvðyÞÞ2ð1 aeyN þ OðjeyjÞ2Þ
0
B@
1
CA
1
2
dy;
ð33Þ
where we used the estimate given in Lemma A.1 in [16]
det DF ¼ 1 aeyN þ Oðjeyj2Þ ð34Þ
for e40 small, and a denotes the mean curvature at the point P: Denote R ¼ ke:
Using the decay of the ground state solutions ðu; vÞ; we have on the half-ball Bþ2R that
Z
Bþ
2R
ðjuðyÞjp  ðDþ idÞvðyÞÞ2ð1 aeyN þ OðeyÞ2Þ
 !1
2
dy ¼ Oðe
mk
e Þ;
where m40 is a constant. By the Sobolev embeddings we get if 1ppp 2N
N4;
eN jjxejjLpðOÞ ¼ jj%xejjLpðOeÞpcjj%xejjW 2;2ðOeÞ:
This implies that jjxejjLpðOÞ ¼ Oðe
mk
e Þ: Similarly, we can obtain an estimate for Ze: On
the other hand, by (30),Z
O
ðw1Tew2 þ w2Tew1Þ dx ¼
Z
O
ðfpþ1e þ fpe Ze þ cqþ1e þ cqe xeÞ dx:
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Because jjfejj; jjcejj are uniformly bounded,Z
O
fpe Ze dx

pjjfejjppþ1jjZejjp ¼ Oðemke Þ;
Z
O
cqe xe dx

pOðemke Þ:
Thus, (29) follows. &
Next, we have an asymptotic estimate for the integrals obtained in (29).
Lemma 4.2.
Z
O
fpþ1e dx ¼ eN
Z
RNþ
upþ1 dx  ae
Z
RNþ
upþ1yN dx þ Oðe2Þ
( )
; ð35Þ
Z
O
cqþ1e dx ¼ eN
Z
RNþ
vqþ1 dx  ae
Z
RNþ
vqþ1yN dx þ Oðe2Þ
( )
ð36Þ
as e-0:
Proof. By deﬁnition of fe; and changing variables ey ¼ CðxÞ; dx ¼ eN det DF dy; we
get Z
O
fpþ1e dx ¼ eN
Z
B2k
e
upþ1ðyÞzpþ1k ðjyjÞ det DF dy:
If we denote by R ¼ ke; we can write B2R ¼ BR,ðB2R\BRÞ: Thus, the last integral can
be split as
eN
Z
RNþ
upþ1ðyÞ det DF dy 
Z
RNþ \BR
upþ1ðyÞ det DF dy
 
þ
Z
B2R\BR
upþ1ðyÞzpþ1k ðjyjÞ det DF dy

:
On the other hand, it was proved in [5] the estimate uðxÞpceyjxj; for 0oyo1 ﬁxed
and jxj large. Then, using again (34), the second integral can be estimated by
Z
RNþ \BR
upþ1ðyÞ det DF dy

pc
Z N
R
egrrN1ð1þ ear þ OððerÞ2ÞÞ dr;
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where g ¼ yðp þ 1Þ and c denotes a generic positive constant. This integral is
bounded by cRNþ2egR: Similarly, we get thatZ
B2R\BR
upþ1ðyÞzpþ1k ðjyjÞ det DF dy

pcRNþ2egR:
But R ¼ ke; then for e smallZ
O
fpþ1e dx ¼ eN
Z
RNþ
upþ1ðyÞð1 eayN þ e2Oðjyj2ÞÞ dy þ Oðe
gk
2eÞ: ð37Þ
We can compute a similar estimate for
R
O c
qþ1
e dx: &
Let d ¼ qðpþ1Þ
pðqþ1Þ: Solving for s in the derivatives of Jeðtw1; sw2Þ with respect to t we
get the relation t
1þ1
p ¼ s1þ
1
q: Denote s ¼ sðtÞ ¼ td:
Lemma 4.3. Suppose that t040 maximizes Jðtw1; sðtÞw2Þ; then for e40 small we have
t0ðeÞ ¼ 1þ beþ Oðe2Þ; ð38Þ
where b is a positive constant.
Proof. To prove this result, we will use the Implicit Function theorem. Choosing w
as in Lemma 4.1 and using (29) we obtain
Jeðtw1; sw2Þ ¼ p
p þ 1t
1þ1
p
Z
O
fpþ1e dx þ
q
q þ 1t
1þ1
p
Z
O
cqþ1e dx
 1
2
t1þd
Z
O
ðfpþ1e þ cqþ1e Þ dx þ Oðe
mk
e Þ
 
:
From Lemma 4.2, we can writeZ
O
fpþ1e dx ¼ eNðA0  eA1 þ Oðe2ÞÞ;
Z
O
cqþ1e dx ¼ eNðB0  eB1 þ Oðe2ÞÞ; ð39Þ
where A0; B0; A1; B140: Taking derivative of Jeðtw1; tdw2Þ with respect to t and using
(39) we have
sðe; tÞ :¼ 1
eN
d
dt
Jðtw1; sw2Þ ¼ ðt
1
pðA0  eA1 þ Oðe2ÞÞ þ dt
1
pðB0  eB1 þ Oðe2ÞÞ
 1
2
ð1þ dÞtdðA0 þ B0  eðA1 þ B1Þ þ Oðe2ÞÞ
which gives sð0; 1Þ ¼ 0 and
ds
dt
ð0; 1Þ ¼ A0 1
p
 d
2
ð1þ dÞ
 
þ B0 d
p
 d
2
ð1þ dÞ
 
: ð40Þ
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Since d412ð1þ 1pÞ; suppose that the coefﬁcient of A0 is nonnegative, then
2
p
Xdð1þ dÞ41
2
1þ 1
p
 
1þ 1
2
1þ 1
p
  
;
namely 3p2  4p þ 1o0: The inequality has no solution if p41: We obtain a
contradiction. If the coefﬁcient of B0 is nonnegative, we have
2
p
X1þ d43
2
þ 1
2p
; i.e.,
14p which is again a contradiction. Thus, ds
dt
ð0; 1Þo0: Using the Implicit Function
Theorem we conclude the asymptotic formula. &
We are ready to prove the main result in this section.
Proposition 4.1.
cepeN
cN
2
 eagþ Oðe2Þ
 
; ð41Þ
where cN is defined by (8), and
g ¼ p  1
2ðp þ 1Þ
Z
RNþ
upþ1yN dy þ q  1
2ðq þ 1Þ
Z
RNþ
vqþ1yN dy:
Proof. Let we ¼ ðt0fpe ; sðt0Þcqe Þ where t0 is given in (38). Then,
JeðweÞ ¼ eN p
p þ 1t
1þ1
p
0 
t1þd0
2
 ! Z
O
fpþ1e dx
 
þ q
q þ 1t
1þ1
p
0 
t1þd0
2
 ! Z
O
cqþ1e dx 
t1þd0
2
Z
O
ðfpe Ze þ cqe xeÞ dx
!
:
By Lemma 4.2 and (39), we have
JeðweÞ ¼ eN p
p þ 1 t
1þ1
p
0 
t1þd0
2
 !
ðA0  eA1Þ þ q
q þ 1t
1þ1
p
0 
t1þd0
2
 !
ðB0  eB1Þ
 
þ Oðe2Þ  t
1þd
0
2
Oðe
g
eÞ

: ð42Þ
Lemma 4.3 implies
p
p þ 1t
1þ1
p
0 
t1þd0
2
¼ p  1
2ðp þ 1Þ þ be 1
1þ d
2
 
þ Oðe2Þ;
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where b is the constant given in (38). Similarly,
q
q þ 1t
1þ1
p
0 
t1þd0
2
¼ q  1
2ðq þ 1Þ þ be d
1þ d
2
 
þ Oðe2Þ:
Replacing in (42), we get
JeðweÞ ¼ eN p  1
2ðp þ 1Þ A0 þ e b 1
1þ d
2
 
A0  p  1
2ðp þ 1ÞA1
 
þ q  1
2ðq þ 1ÞB0 þ e b d
1þ d
2
 
B0  q  1
2ðq þ 1Þ B1
 
þ Oðe2Þ

:
Since ðu; vÞ is a ground state of (7) and ðu; vÞ is radially symmetric we have that
A0 ¼ B0: Therefore,
b
1
2
 d
2
 
A0 þ b d
2
 1
2
 
B0 ¼ 0:
We conclude that
JeðweÞpeN p  1
2ðp þ 1Þ
Z
RNþ
upþ1 dx þ q  1
2ðq þ 1Þ
Z
RNþ
vqþ1 dx  eagþ Oðe2Þ
 !
: &
Now we complete the proof of Theorem 1.1 by Proposition 4.1.
Proof of Theorem 1.1. We remark that the only constant solutions of (4)–(5) are
ð1;1Þ; (0,0), and (1,1), and
%c ¼ Jeðð71;71ÞÞ ¼ p  1
2ðp þ 1ÞjOj þ
q  1
2ðq þ 1ÞjOj ¼ 1
1
p þ 1
1
q þ 1
 
jOj40:
By Proposition 4.1, it yields JeðweÞ ¼ ceo%c for e40 small. We conclude that we is
nontrivial, and by results in Proposition 4.1 it is positive. &
5. Lower bound for the critical value
In this section we prove Theorems 1.2, 1.3, and we ﬁnd a lower bound for the
critical value. We assume that ðue; veÞ is the solution obtained in Theorem 1.1 and
1op; qoNþ2
N2: We split the proofs in several lemmata.
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Lemma 5.1. Let x1 and x2 be points where ue and ve attain their supremum
respectively. Then
ueðx1ÞX1; veðx2ÞX1:
Proof. Let x0 be a point where ue þ ve attains a local maximum. First, we prove that
either ueðx0ÞX1 or veðx0ÞX1: By contradiction, if ueðx0Þo1 and veðx0Þo1; then there
is a ball BRðx0Þ such that ueðxÞ; veðxÞo1 for xABRðx0Þ-O: If x0AO we can choose a
smaller ball Brðx0ÞCO and then
e2Dðue þ veÞ ¼ ueð1 up1e Þ þ veð1 vq1e Þ40; in Brðx0Þ:
However, e2Dðue þ veÞðx0Þp0: We obtain a contradiction. If x0A@O we have that
ueðxÞ þ veðxÞoueðx0Þ þ veðx0Þ for x in a neighborhood of x0: By Hopf’s Lemma we
have that
@ðueþveÞ
@n ðx0Þ40 contradicting the boundary condition @ue@n ðx0Þ ¼ 0; and
@ve
@nðx0Þ ¼ 0: Thus, we conclude that at least one of the functions ue and ve is larger
than 1 at x0: Let us suppose that ueðx0ÞX1:
By Lemma 2.2 in [6] we obtain, 1pueðx0Þpvqþ1e ðx2Þ; where x2 is the point where
the supremum of ve is attained. Thus, we conclude that veðx2ÞX1: Obviously, we can
conclude that ueðx1ÞXueðx0ÞX1 with x1 is the maximum of ue: &
Lemma 5.2. There exists e040 such that if 0oeoe0; then
max fjjuejjLN ; jjvejjLNgpc; ð43Þ
where c40 is a constant independent of e:
Proof. We will use a blow-up argument as in [2]. We sketch the proof. Denote
un :¼ uen and vn :¼ ven and suppose there exists en-0 as n-N; and such that
max fjjunjjLN ; jjvnjjLNg-N:
We may assume for some constant ln that
l
1
b1
n jjunjjLNXl
1
b2
n jjvnjjLN ;
with b1; b240 to be determined later. Suppose unðxnÞ ¼ jjunjjLN-N; with
xn-x0AO; and lnjjunjjLN ¼ 1: Then, ln-0 as n-N: Let w1;nðyÞ ¼ lb1n unðenlny þ
xnÞ and w2;nðyÞ ¼ lb2n vnðenlny þ xnÞ: The Laplacian with respect to the y variable is
Dyw1;nðyÞ ¼ e2nlb1þ2n DxunðxÞ;
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which gives us the equation
Dw1;n þ l2nw1;n ¼ lb1þ2b2qn wq1;n:
Similarly,
Dw2;n þ l2nw2;n ¼ lb2þ2b1pn wp2;n:
Choosing b1; b2 such that
b1 ¼
2ð1þ qÞ
pq  1 ; b2 ¼
2ð1þ pÞ
pq  1 ;
and using Lp and Schauder’s estimates we have
w1;n-w1; w2;n-w2;
in C2;alocðRNÞ-C1;alocð %RNÞ for 0oao1: Thus, ðw1; w2Þ satisﬁes the system
Dw1 ¼ wq2; Dw2 ¼ wp1 in RN ;
with w1ð0Þ ¼ 1: This is a contradiction with the Liouville-type results for systems [3].
In the case xn-x0A@O we may argue in the same way by using Liouville theorem in
the half-space. &
Lemma 5.3. Z
O
ure dxpcreN and
Z
O
vre dxpcreN for rX1
provided that 0oeoe0:
Proof. Since ðue; veÞ is a solution of (4) and (5),Z
O
ðe2jruej2 þ u2e Þ dx ¼
Z
O
vqeue dx;
Z
O
ðe2jrvej2 þ v2e Þ dx ¼
Z
O
upeve dx:
We can assume that pXq41: Then by Lemma 5.2 and Ho¨lder’s inequality we obtain
Z
O
ðe2jrvej2 þ v2e Þ dxp
Z
O
upþ1e dx
  p
pþ1 Z
O
vpþ1e dx
  1
pþ1
p c
Z
O
upþ1e dx
  p
pþ1 Z
O
vqþ1e dx
  1
pþ1
:
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From Proposition 4.1 and the fact that ðue; veÞ is a critical point satisfying (13), we
can get the following estimates:Z
O
upþ1e dx ¼
Z
O
vqþ1e dx ¼ OðeNÞ:
Hence, Z
O
ðe2jrvej2 þ v2e Þ dxpCe
Np
pþ1e
N
pþ1 ¼ CeN :
On the other hand, using Young’s inequality we haveZ
O
ðe2jruej2 þ u2e Þ dxp
Z
O
u2e dx
 1
2
Z
O
v2qe dx
 1
2
p d
Z
O
u2e dx þ cd
Z
O
v2qe dx:
Thus, Z
O
ðe2jruej2 þ ð1 dÞu2e Þ dxpcd
Z
O
v2qe dx:
By (43) Z
O
v2qe dxpC
Z
O
vqþ1e dx:
Choosing d ¼ 1
2
; we getZ
O
e2 jruej2 þ 1
2
u2e
 
dxpC
Z
O
v2qe dxpC
Z
O
vqþ1e dxpCeN :
In particular, Z
O
u2e dxpCeN :
Thus we obtain Z
O
ðe2jruej2 þ u2e ÞdxpCeN :
Using a bootstrap argument (see [13, Lemma 2.3]), we obtain the result. &
Lemma 5.4. Let Pe and Qe denote a local maximum of ue and ve; respectively. Then for
e40 small
dðPe; @OÞpCe and dðQe; @OÞpCe;
where C40 is independent of e:
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Proof. Assume that one of the inequalities is false, for example, there exists a
sequence ej-0 such that
rj ¼
dðPej ; @OÞ
ej
-N:
Let us deﬁne %uj ¼ uej ðPej þ ejzÞ and %vj ¼ vej ðPej þ ejzÞ for zABrj : These new functions
satisfy the system
D %uj þ %uj ¼ %vqj ;
D%vj þ %vj ¼ %upj in Brj :
ð44Þ
On the other hand, using Lemma 5.3 we see that there is a constant C40 such thatZ
Brj
%urj dxpC and
Z
Brj
%vrj dxpC for rX1:
By Lp and Schauder estimates, we have %uj-u and %vj-v in C
2
locðRNÞ: By Lemma 5.1,
uX1 and vX1 at some points. Thus, u and v are nontrivial, positive, and satisfy
Eq. (27).
From [5], we know that a solution ðu; vÞ of (24) has an exponential decay as
jxj-N: Thus, for rjX2R;
jj %uj  ujjC2ð %B2RÞpdR :¼ Ce
R
2 and jj%vj  vjjC2ð %B2RÞpdR: ð45Þ
Denoting IA the functional I ; deﬁned as in (10) in the whole R
N ; restricted to the
set A: Noticing Jej ðupej ; vqej Þ ¼ Iej ðuej ; vej Þ we get for BðPe; eRÞ; a ball centered at Pe with
radius eR;
cj ¼ Iej ðuej ; vej ÞXIej jBðPej ;ejRÞðuej ; vej Þ
¼ eNj ðIBð0;RÞðu; vÞ þ IBð0;RÞð %uj; %vjÞ  IBð0;RÞðu; vÞÞ: ð46Þ
Using the exponential decay, we know that jj %upþ1j  upþ1jjCðBRÞpcdR and jj%v
qþ1
j 
vqþ1jjCðBRÞpcdR: Then, the difference of the last two integrals is small.
Since u is positive and radial, it decays exponentially to zero at inﬁnity.
Therefore, Z
RN \Bð0;RÞ
upþ1dxpC
Z N
R
upþ1ðrÞrN1dr
pC
Z N
R
eyRðpþ1ÞrN1dr
¼CRNeyRðpþ1ÞpCe
yRðpþ1Þ
2 ð47Þ
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with y40 constant. We get a similar estimate for v: This yields to
IRN \Bð0;RÞðu; vÞpCe
yðpþ1ÞR
2 :
Because
IBð0;RÞðu; vÞ ¼ eNj ðIðu; vÞ  IRN \Bð0;RÞ ðu; vÞÞ;
we obtain the estimate
cjXeNj Iðu; vÞ  Ce
yRðpþ1Þ
2
 
:
Taking dR ¼ ej small and using (41), we obtain
eNj
1
2
Iðu; vÞXcjXeNj ðIðu; vÞ  OðejÞÞ;
which is the desired contradiction. &
From Lemma 5.4 we know that Pe-PA@O and Qe-QA@O when e-0: It is
natural to ask if P ¼ Q: We have the following lemma which completes the proof of
Theorem 1.2.
Lemma 5.5. When e-0; Pe and Qe-P: Moreover, for e small both Pe and Qe are on
the boundary @O:
Proof. First, we show that P ¼ Q: Suppose by contradiction that there is a sequence
ej-0 such that Pj ¼ Pej satisﬁes rj ¼ dðPj ;QÞej -N as j-N: Let B2k be a ball centered
at Q with radius k40 . Let F be the parametrization of the boundary at Q; with
Fð0Þ ¼ Q: Deﬁne
u˜jðzÞ ¼
ujðFðPj þ ezÞÞ if zA %Bþk
e
;
ujðFðp0j þ ez0; ajeÞÞ if zA %Bk
e
;
8<
: ð48Þ
where %Bþk
e
:¼ %BðPj; keÞ-fx: xNX0g and %Bk
e
:¼ %BðPj; keÞ-fx: xNg: We deﬁne similarly
*vj and we denote z˜j ¼ ðu˜j; *vjÞ: Because fðuj; vjÞg is uniformly bounded in e in H1 
H1; by Lemma 5.4 and Lp and Schauder estimates fajg is a bounded sequence. We
can prove that z˜j-z in C
2
locðRNÞ; where z a ground state of (7). Since ðuj; vjÞ :¼
ðuej ; vej Þ is a solution of (4) and (5) we obtain
cj :¼ cej ¼
p  1
2ðp þ 1Þ
Z
O
jujjpþ1 dx þ q  1
2ðq þ 1Þ
Z
O
jvjjqþ1 dx:
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We split O in two domains as O ¼ FðBReÞ,ðO\FðBReÞÞ with rjX2R: Using (47) and
the estimate of det DF given in (34) we get that
JFðBReÞðwÞXeN
Z
Bþ
R
p  1
2ðp þ 1Þjuj
pþ1 þ q  1
2ðq þ 1Þjvj
qþ1
 
dx  Ce
yRðpþ1Þ
2  Ce
 !
:
Applying a Harnack-type inequality in a neighborhood of P; a ball BðP0j; eÞ [13,
Lemma 4.3], we get a constant C independent of e such that at least
JO\FðBReÞðwÞXeN
Z
BðP0
j
;eÞ
p  1
2ðp þ 1Þjuj
pþ1
dxXCeN :
By the estimates on FðBReÞ and O\FðBReÞ; Proposition 3.1, and taking e ¼ e
R
2 we
get
eN 1
2
JðwÞXcjXeNð12JðwÞ þ C  Ceyðpþ1Þ  CeÞ;
which is again a contradiction. Hence P ¼ Q:
Now we prove that PeA@O for e40 small. Suppose Pee@O for all e40: Let C
denote the parametrization of the boundary at P such that P ¼ Cð0Þ: Denote pe ¼
CðPeÞefzn ¼ 0g: We reﬂect the function u˜j about the hyperplane zn ¼ 0 then @u˜j@n ¼ 0
on this hyperplane. Because Pe is a local maximum, we also have that
@u˜j
@xN
ðPeÞ ¼ 0:
Applying Rolle’s theorem to
@u˜j
@xN
we see that there is a point Ze ¼ fze; zNg with
0pzNppeN such that
@2u˜j
@x2N
ðZeÞX0:
But from Lemma 5.4, we know that xe ¼ Zepee -0 as e-0: Then, because 0 is a
maximum point of u we obtain that
04
@2u
@x2N
ð0Þ ¼ lim
e-0
@2u˜j
@x2N
ðxeÞX0;
which is a contradiction. Thus, PeA@O: In the same way we may show that
QeA@O: &
Remark 5.1. Comparing with the single equation, we cannot prove that there is a
unique maximum point. The main problem to prove this fact is the lack of
uniqueness of the ground state. See [1], for example, where they proved the
uniqueness of the maximum via uniqueness of the ground state.
Finally we prove the lower bound.
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Proposition 5.1.
JeðweÞXeN c
N
2
 eagþ Oðe2Þ
 
: ð49Þ
Proof. Let Pe be a maximum point of ue on %O: By Lemma 5.4, we know that PeA@O
and Pe-PA@O as e-0:
In the set Oe ¼ 1e ðO PeÞ let us deﬁne u˜eðyÞ ¼ ueðPe þ eyÞ and *veðyÞ ¼ veðPe þ eyÞ:
Using an argument as in Lemma 5.2, we can prove that ðu˜e; *veÞ converges as e-0 in
the C2locðRNþÞ sense to ðu; vÞ; a solution of the system
Du þ u ¼ vq; Dv þ v ¼ up in RNþ
with zero Neumann boundary condition. Extending ðu˜; *vÞ to RN as even functions
we know by Theorem 2.2 in [5] that there are positive constants c and y such
that u˜ðyÞpceyjyj; *vðyÞpceyjyj: Hence the C2loc convergence yields that
u˜eðyÞpceyjyj; *veðyÞpceyjyj for yAO:
Let Ve be a neighborhood of Pe: There is a local parametrization Ce of the
boundary at Pe such that Ceð0Þ ¼ Pe; C0eð0Þ ¼ 0 and O ¼ fðx0; xNÞ: xN4Ceðx0Þg:
Because of the convergence of Pe; we can consider that Ce-C in a C2 sense, the
local parametrization of the boundary at P:
Denote by JA the functional Je restricted to the set A; then
ce ¼ JeðweÞXJeðtweÞ ¼ eN JOeðtw˜eÞ; ð50Þ
where w˜e ¼ ðu˜pe ; *vqe Þ:
Now, let us extend ðu˜e; *veÞ to RNþ by deﬁning %ueðyÞ ¼ u˜eðyÞ if Ceðey0ÞpyN and
%ueðyÞ ¼ u˜eðy0;Cðey0ÞÞ ifCeðey0Þ4yN ; and %veðyÞ in the same way. Denote %we ¼ ð %upe ; %vqe Þ:
Then,
JOeðt %weÞXJOe-Veðt %weÞ ð51Þ
¼ JRNþ-Veðt %weÞ þ JðOe-VeÞ\RNþ ðt %weÞ  JðRNþ-VeÞ\Oeðt %weÞ: ð52Þ
Choosing t ¼ te such that JRNþ ðt %weÞ maximizes at te; we deduce
JRNþ-Veðte %weÞ ¼ JRNþ ðte %weÞ  JðRNþ \VeÞðte %weÞX12 cN  Oðe
beÞ; ð53Þ
with a positive constant b:
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Let us call J1 and J2 the second and third integrals in (52), using the exponential
decay we get that
J1 ¼
Z
Be
Z 0
Ceðey0Þ
e
p  1
2ðp þ 1Þj %uej
pþ1ðy0; ey0Þ þ q  1
2ðq þ 1Þj%vej
qþ1ðy0; ey0Þ
 
dyN
þ Oðe
b
e Þ
and
J2 ¼
Z
Be
Z Ceðey0Þþ
e
0
p  1
2ðp þ 1Þj %uej
pþ1ðy0;Ceðey0ÞÞ

þ q  1
2ðq þ 1Þj%vej
qþ1ðy0;Ceðey0ÞÞ

dyN þ Oðe
b
e Þ;
where fþ ¼ maxff ; 0g and f ¼ minff ; 0g: To get the limit behavior of these
integrals, we ﬁrst notice that Cee ¼ e2Ci;jð0Þ þ Oðe2Þ: Using the fact that the ground
state solutions on RN are radial, when e goes to zero we get
J1 þ J2
e
-
1
2
XN1
i;j
Z
RN1
Ci;jð0Þy0iy0j
p  1
2ðp þ 1Þjuj
pþ1 þ q  1
2ðq þ 1Þjvj
qþ1
 
y0dy0
¼ 1
N  1 DCð0Þ
Z
RNþ
p  1
2ðp þ 1Þjuj
pþ1 þ q  1
2ðq þ 1Þjvj
qþ1
 
yN dy ¼ ag; ð54Þ
where g is the same constant given in the upper bound, and a is the mean curvature at
the point P: From (50), (53), and (54) we obtain the lower estimate. &
Proof of Theorem 1.3. Using the two bounds given in Propositions 4.1 and 5.1, we
obtain the asymptotic formula for the critical value ce of Je: &
6. Positive constant solutions
In this section we prove Theorem 1.4. We follow the arguments in [15]. First we
have a priori estimates for the positive solutions of (4) and (5).
Lemma 6.1. Suppose ðu; vÞ is a nonnegative solution to (4) and (5). Then ðu; vÞ satisfies
jjðu; vÞjjCyð %OpC maxf1; eag
for some yAð0; 1Þ; a41 and C40 independent of ðu; vÞ and e:
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Proof. Integrating (4) and (5) on O we ﬁndZ
O
u dx ¼
Z
O
vq dx;
Z
O
v dx ¼
Z
O
up dx:
Applying Ho¨der’s inequality to the right-hand side ofZ
O
ðup þ vqÞ dx ¼
Z
O
ðu þ vÞ dx;
we see that Z
O
ðup þ vqÞ dx
is uniformly bounded. Then by Lp estimates (see [15]) we obtain
jjujjW 1;gðOÞpC maxð1; e2Þ; jjvjjW 1;gðOÞpC maxð1; e2Þ:
The assertion follows by bootstrap arguments as [15]. We omit the details. &
Proof of Theorem 1.4. We decompose ðu; vÞ as u ¼ u0 þ f; v ¼ v0 þ c; where
u0 ¼ jOj1
Z
O
u dx; v0 ¼ jOj1
Z
O
v dx
and Z
O
f dx ¼ 0;
Z
O
c dx ¼ 0:
Then
e2Df fþ q
Z 1
0
ðv0 þ tcÞq1 dt
 
c ¼ u0  vq0:
Multiply both sides by f and integrate over O; it yields
e2
Z
O
jrfj2 dx þ
Z
O
f2 dx ¼
Z
O
Z 1
0
qðv0 þ tcÞq1 dt
 
fc dx:
It follows from Lemma 6.1 that ðu; vÞ is uniformly bounded. Thus, an application of
Young’s inequality and Poincare´ inequality gives
ð1þ c0e2Þ
Z
O
f2 dxpC
Z
O
ðf2 þ c2Þ dx
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for some c040: Similarly, we obtain the same inequality for c
ð1þ c0e2Þ
Z
O
c2 dxpC
Z
O
ðf2 þ c2Þ dx:
Adding these two inequalities yields
ð1þ c0e2Þ
Z
O
ðf2 þ c2Þ dxpC
Z
O
ðf2 þ c2Þ dx:
It implies f  0;c  0 if e24ðC  1Þ=c0; i.e., ðu; vÞ is a constant solution. &
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