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ABSTRACT 
This thesis presents the analysis, design and development 
of aids for robotic assembly_ The purpose of these aids is to 
extend the scope of low-cost industrial robots to the terminal 
aligning and insertion phases in the assembly of discrete components. 
Following a brief survey of existing aids, several novel aids 
are investigated. These have been divided into two distinct 
categories: the 'active' category, suitable for the aligning phase 
and based on the conscious feedback of touch or force information 
arising from mechanical contact between the components during 
assembly, and the 'passive' category, suitable for the insertion 
phase and based on the implicit, direct, use of such information. 
An in-depth treatment of the fundamental principles of active 
feedback technique forms a major section of the thesis. This is 
followed by a section on the hardware developed for implementing 
these techniques. The final section covers passive assembly and 
describes a simple and effective passive-assembly device. 
For the theoretical aspects of the work, a pot-pourri of tools 
was borrowed from a range of disciplines such as Modern and Linear 
Algebra, Kinematics, Mechanics, and Numerical Analysis. The 
experimental aspects included the , construction and testing 
of Digital Electronic hardware and Computer software for real-time 
computer control. 
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CHAPTER 1 
INTRODUCTION 
In general, the of two or more mechanical components may 
conveniently be divided into four phases: 
(i) . pick-up phase: the components are collected from their 
storage areas (bins, magazines, pallets, etc .. ); 
(ii) transport, or gross-positioning, phase: they are carried to some 
assembly station and brought into contact with each other; 
(iii) aligning, or fine-positioning, phase: their positional errors are 
reduced and they are taken inside an insertion envelope, a spatial 
region defined by their geometry. 
(iv) fitting, or insertion, phase: their positional errors are completely 
eliminated and they are driven horne. 
Most existing industrial robots can tackle the first two 
simple, pick-and-place This study is concerned with the design 
and development of cost-effective devices and techniques which will extend 
the applicability of these robots to the more intricate aligning and fitting 
At the outset, in Chapter 2, the field of assembly mechanisation 
will be surveyed in order to provide a background for subsequent work. It 
will be seen that current assembly systems can be grouped according to 
whether or not they employ feedback. In non-feedback or open-loop assembly 
, all the four assembly phases listed above are implemented by 
structuring the assembly environment and observing high dimensional and 
positional accuracy. These systems are efficient, but also 
inflexible, and therefore suitable only for mass-production situations. 
and 
20 
On the other hand, feedback or closed-loop systems show real 
potentialities for batch production. Frequently, in these systems 
programmable robots guided by sophisticated visual and tactile sensors 
are employed to execute phases (i), (iii) and (iv). As these systems 
can perceive and interact with their environments, they require a much 
lower degree of environmental structuring and achieve a much higher 
of flexibility than do open-loop systems. In the present state of the 
art, however, most closed-loop assembly systems are still relatively slow, 
expensive and capable of performing only simple and artificial tasks. 
From the survey, it will be apparent that the viability of batch-
oriented robotic assembly hinges on the development of improved feedback 
techniques. Therefore, in Chapter 3, the study will focus on the problem 
of feedback. Initially, the threads left in the survey will be picked 
up with a comparative examination of current sensing techniques, this 
time from a more abstract viewpoint. The concept of sensor and error spaces 
will be introduced, and sensing regarded as a relation between the two spaces. 
In this light, visual sensing will approximate to a functional relation, 
while unilateral contact sensing will show up as a one-to-many relation. 
Unilateral contact sensing, the only form of contact sensing 
developed to date, involves obtaining feedback information from a single 
array of sensors fixed to either a robot or a work table. It will be shown 
that contact sensing can theoretically be made functional if bilateral 
information is extracted from two sensor arrays, one fixed to the robot and 
the other to the work table. The Chapter will close with the description 
of a family of feedback techniques based on this bilateral principle 
Work on bilateral feedback will continue in Chapter 4 where detailed 
examples will be provided to illustrate both the theoretical and cal 
facets of selected bilateral techniques. It will be shown that in order to 
these techniques, either the robot or the work table must be capable 
3. 
of making small and accurate movements during the detection and correction 
of positioning errors. 
Because in most assembly operations the robot has to perform gross 
material-handling tasks involving large and swift movements, it seems al 
that the finer corrective steps be carried out the work table. To 
achieve high positioning accuracy as well as reasonable operating speeds, 
the work table must be , but also light and manoeuvrable. Chapter 5 
will be dev0ted to the analysis of an original computer-controlled work table 
which possesses all the required characteristics. It is envisaged that, 
by using this machine in conjunction with the bilateral techniques proposed 
in Chapters 3 and 4, even a modestly accurate robot will be able to 
the aligning phase without difficulty. 
Finally, in Chapter 6, a simple device will be described which, when 
coupled to such a robot, will help it succeed also in the insertion phase. 
The device has been proven on a Unimate 2000B Industrial Robot~ the Unimate, 
which under normal circumstances can merely position its hand to ±1.2 mm 
repeatability, has become capable of consistently 
cylinders with diametral clearances as fine as 0.02 mm. 
pistons into 
4. 
CHAPTER 2 
MECHANISED ASSEMBLY 
The term 'mechanised assembly' is used here in its broad sense 
to cover the production, 
gation of smaller objects. 
by machines, of objects from an aggre~ 
There are two approaches to mechanised assembly. The first 
approach is to use special~purpose fixed or programmable machines 
with high accuracy and rigidity and no sensory feedback; the second 
approach involves flexible robots with sensors, interactive skills 
and decision-making abilities. 
This chapter outlines assembly systems representative of these 
open-loop and closed-loop approaches and exposes their underlying 
principles and techniques. 
2.1 OPEN LOOP SYSTEMS 
2.1.1 Description 
A fixed open-loop assembly system [1J [2J is, in general, made 
up of several work stations. Each station is equipped with workheads 
and part feeders and is joined to the next station by a conveyor. The 
assembly operation is shared between the work stations, the work being 
built up on a work carrier and transferred from station to station on 
the conveyor At each station, the work carrier is firmly and 
accurately located by j and fixtures while workheads perform part 
placing and fastening or inspection tasks. Workheads may be supplied 
with either magazined or individual parts from hopper-feeding and 
orienting devices. 
In addition to all the basic components of a fixed , a 
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programmable system [3J possesses a programmable controller which 
synchronizes and co-ordinates the various work stations. Therefore, 
the system's operating sequence may be 
programs stored in the controller's memory. 
changed by changing the 
To date, many fixed and programmable open-loop assembly systems 
have been developed and successfully applied to large and medium-scale 
production. Fixed automatic transfer lines have been dedicated to 
the repetitive assembly of one type of item, such as lamps [5J, 
microphones [5J, gear boxes [5J, and water pumps [6J. Programmable 
assembly machines, on the other hand, have been employed for producing 
groups of similar items, for example, a family of post office relays [7J, 
vehicle locks [8J, or printed-circuit boards [9J. 
Finally, programmable assembly systems making extensive use of 
current industrial robots have also been investigated. The most 
impressive effort in this direction has been demonstrated by Kawasaki 
Heavy Industries whose prototype engine assembly shop features ten 
Kawasaki-Unimate robots and a minicomputer for controlling them [lOJ. 
There are five work stations, each manned by two robots and equipped 
with a work platform, a hydraulic press and the traditional array of 
jigs, fixtures and feeding and orienting devices. In this set up, 
mechanisation is only partial as humans have to be employed in two of 
the twelve stages forming the complete assembly operation. 
2.1.2 principles 
Since an open-loop system, by definition, has no feedback mechanism 
to help it cope with uncertainties, it must work in a structured environ-
ment in which these uncertainties are minimised. For assembly systems, 
uncertainties may exist in the dimensions of parts, their alignment and 
orientation, and the positioning of the workheads. The principle of 
open-loop assembly is then that of observing high dimensional and 
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positional accuracy. This means (1) parts must have tight tolerances 
and must be accurately located relative to workheads, (2) workheads 
positioning must be precisely repeatable, and (3) the assembly machine 
must be highly rigid. 
2.1.3 Discussion 
The determinate nature of a structured assembly environment is 
conducive to high output rates but its stringent requirements on 
accuracy have created a heavy reliance on expensive jigs and fixtures. 
In consequence, an open-loop assembly system gets so costly that it can 
only be used for large-scale production in which a million identical 
assemblies, or more, are required per year, over a period of several 
years [3J. 
The incorporation of programmable controllers which facilitate 
minor product changes has extended the scope of open-loop machines to 
the domain of medium-scale production. However, since without feed-
back accurate jigging is still mandatory, even programmable machines 
do not seem economical for small-batch assembly [llJ. 
Attempts have been made to reduce the environmental structuring 
in open-loop systems (and hence their costs) by fitting them with 
special assembly aids and thus enabling them to tolerate some degrees 
of uncertainty in their environment. For example, parts need not be 
located exactly, if chamfers are present and compliant workheads are 
used [12J [13J [14J [ISJ. Dynamic aids involving random vibration [16], 
ordered search [12], or air flow [17] [18J [ have also been reported, 
which can correct small initial misalignments between parts and workheads. 
However, assembly aids which are, of necessity, job-oriented cannot 
increase the versatility of an assembly system: a special device for 
assembling cylindrical pegs and holes is in general useless with square 
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pegs and holes. To be truly versatile, -then, a must have 
sensors which empower it to perceive its environment and cope with any 
arbitrary changes ·therein. 
2.2 
2.2.1 
ASSEMBLY SYSTEMS 
In general, closed-loop assembly systems are physically very 
similar to the programmable machines described in the previous section. 
That is, a closed-loop system also employs a programmable controller 
(usually a minicomputer) and a number of parts feeding, orienting, 
conveying and placing devices. The distinctive feature of a closed-
loop system is that, here, the controller can modify the system's 
behaviour by making real-time decisions based on the environmental 
information gathered by the system's feedback sense. 
A closed-loop assembly system can be classified according to the 
types of sensing it uses. There are currently three types of systems: 
(1) those with contact sensing, (2) those with non-contact sensing, and 
(3) those with both types of sensing. 
2.2.1.1 
Contact sensing involves the detection of force, pressure, or 
binary contact at the interface between a and its environment 
[20J [21J. 
Binary contact (or touch) sensing is the simplest of all contac·t 
sensing techniques. Mechanical microswitches fitted to the hand of 
a manipulator are usually the cheapest and most reliable touch sensors, 
although magnetic switches [22] [23J and even analogue pressure and 
force transducers [24] [25] [26J [27] have also been applied. 
Pressure , on the other hand, can be easily implemented 
with binary switches [28J [29J [30J. Proportional transducers found 
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in existing robot systems include piezoelectric crystals [31J which 
emit electric currents when deformed, and graphite cells [3 or con~ 
ducting polymeric fibres [3 [33] which in resistance under 
pressure. An original transducer has also been reported, in which 
the amount of light received by a phototransistor varies directly with 
the applied pressure [34J. Pressure transducers are usually arranged 
into a matrix and embedded in some elastic and insulating medium where 
they act like nerve endings in the human skin. 
Force (and moment) sensing can be practised at the fingers [30J, 
the wrist [25J [26] [35J 6J or other joints of a manipulator [24J 
[37J [38J, or can be incorporated into a sensing pedestal separate 
from the manipulator [35] [39J. Rugged and inexpensive strain gauges 
are perhaps the most popular devices for finger, wrist and pedestal 
force sensing, but combinations of springs and displacement transducers 
can also be used for the same purpose [26J [40J [41J. The feedback 
of joint forces and moments generally involves measuring motor currents 
or differential hydraulic pressures on the appropriate joint actuators 
[42J. Although it is convenient, joint force sensing is an inaccurate 
method of determining the forces on a manipulator's hand, because of 
the variability of the manipulator's inertia and the non-uniform fric-
tion in the individual joints [20J. 
In spite of its apparent simplicity, contact sensing has not been 
widely applied. So far, the only commercial ass~bly systems equipped 
with contact sensors are the Hitachi's Hi~T-Hand machines for cylindrical 
peg-hole insertion tasks and the Olivetti's SIGMA machines for more 
general assembly operations. 
The Hi-T-Hand Expert-l model [25J, used for the assembly of pistons 
into cylinders with 20-micron clearances, has a simple pin-board 
sequential controller and two pick-and-place robots. In a typical 
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assembly cycle, the main robot picks up a piston, and the auxiliary 
robot, a cylinder. Both components are then brought together, but 
the positioning accuracy of the robots is insufficient for direct 
mating to take place. The main robot corrects the initial piston-
cylinder misalignment by moving the piston in the direction in which 
it tips when it contacts the cylinder's mouth. This direction is 
detected with strain gauges mounted on the compliant wrist of the 
main robot. When the misalignment becomes sufficiently small, the 
springs on the main robot's wrist automatically push the piston into 
the cylinder, and the insertion phase begins. During this phase, 
the main robot continuously makes small hand displacements based on 
the sensor's feedback in order to avoid jamming the piston against the 
cylinder's wall. 
The more recently developed Hi-T-Hand Expert-S [23J can assemble 
end brackets of electric motors into ball bearings with clearances 
around 5 microns. It is also sequentially controlled and is equipped 
with only a simple binary switch for contact sensing. with the bearings 
held firmly in a horizontal plane, the Expert-S performs the assembly 
by pushing the brackets down until the switch is activated, which 
indicates the presence of an obstacle, and then moving them horizontally 
in a spiral search pattern to dodge the obstacle. The machine may 
need to alternate several times between pushing and spiralling to com-
plete a successful assembly cycle. 
SIGMA machines have been employed for a variety of assembly 
operations, such as the production of typewriter sub-assemblies and 
the insertion of Ie chips into printed-circuit boards [26J [43J. The 
basic machine has two computer-controlled arms which can travel along 
overhead guide rails. Each arm is equipped with a flexibly-mounted 
hand and force-displacement transducers for measuring the forces applied 
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to the hand and the location of the hand relative to the arm. This 
feedback information helps the system to itself and the com-
ponents it assembles, check the progress of an assembly operation, 
or compensate for any small positional discrepancies during the 
operation. SIGMA can continuously harness feedback for implementing 
search manoeuvres similar to those in the Hi-T-Hands. In general, 
however, it employs feedback in a binary mode for making conditional 
tests ("are parts present or absent?", "are dimensions correct or 
abnormal?" etc.) and branching to the appropriate sections in its 
control program. 
Contact sensing assembly has also been investigated by a number 
of research institutions including the MIT Laboratory [44J [4SJ, 
the Stanford Research Institute [46J [47J, and the University of 
Canterbury [48J [49J. So far, the emphasis appears to have been in 
studying the fundamentals of the assembly process, deriving useful 
contact-sensing strategies, and investigating basic part-mating 
operations (such as threading a nut onto a bolt or inserting a peg 
into a hole). One of the few experimental contact-sensing 
used for more comprehensive assembly work is the Little Robot System 
of the MIT Artificial Intelligence Laboratory. This system has a 
computer-controlled arm with Linear-Variable Differential Transformers 
(LVDTs) mounted at the wrist for force and torq1..:\e measurements. It 
can assemble an bearing complex, a task which involves screwing 
a nut onto a bolt, inserting pegs into holes with small clearances, 
and picking up thin washers from a flat surface [50]. A feature of 
the system is its extensive application of force feedback in implementing 
active accommodation. Active accommodation consists of making small 
displacements to comply with external constraints and is, in general, 
only suitable for correcting small positioning errors. For example, 
to house a partially inserted peg, the arm is programmed to move the 
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peg so as to nullify the lateral forces and tilting moments acting on 
it, which usually means moving it in the direction of the sensed forces 
and moments. 
2.2.1.2 with non-contact sens 
Non-contact sensing enables a system to identify and locate 
objects, measure their distances to a datum, or simply detect their 
presence in, or absence from, a scene, without making mechanical contact 
with its environment. 
The non-contact detection of objects can be implemented with 
proximity sensors. various types of proximity sensors are commer-
cially available. These can be grouped into air-jet devic~s for 
the short range detection of solid objects [51J [52J, permanent-
magnet devices for the short-range detection of ferrous objects; 
inductive devices for the short-range detection of metallic objects; 
capacitive devices for the short or medium range detection of any 
object; and transmitter-receiver type devices using ultrasonic or 
light beams for the short, medium, or long-range detection of any 
object [53J. 
The distance of a point to a datum can be measured by range 
finders. There are three major range-finding schemes [32J: the 
first is based on transmitting laser or sound and measuring the 
arrival time of the reflected signals [30J [54J [55J, the second, on 
sending laser or sound waves and determining the phase shifts of the 
reflected signals [56J [57], and the third, on transmitting continuous 
frequency-modulated waves and measuring the instantaneous differences 
between the frequencies of the transmitted and received signalS [S8J. 
The identity and location of objects can be determined visually 
with electro-optical imaging sensors [20J. The simplest of these 
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devices is the linear diode array which consists of between 16 to 1872 
photodiodes in a straight line [59]. An pair of 
arrays used in conjunction with a moving scene (e.g. objects on a 
conveyor) can three-dimensional pictures of the scene [60J. 
The taking of two-dimensional pictures is, in general, performed 
directly with standard television cameras (vidicon, silicon-vidicon, 
plumbicon, etc.) [61J or with solid-state diode-matrix cameras (also 
known as area-array cameras) [59J. These cameras on a 
sequential raster-scan mode, a raster comprising up to approximately 
415 x 625 elements (pixels) in a standard TV camera and 
between 32 x 32 and 320 x 512 pixels in an area-array camera. Another 
type of camera is the image-dissector camera which is capable of 
measuring light intensities at arbitrarily selected Image 
dissectors can achieve resolutions higher than 1000 x 1000 pixels [62J. 
Assembly which employ non-contact sensing as their sole 
guidance method have been mostly confined to artificial research 
environments. In assembly research, it is the third category of non-
contact sensing, namely, visual imaging, which has received the most 
attention. To illustrate visual feedback 
four experimental systems are now described. 
and its potential, 
They are (1) The 
Nottingham SIRCH general-purpose assembly machine, (2) the Mitsubishi 
motor-brush insertion robot, (3) the General Motors' wheel mounting 
system, and (4) the Hitachi Central Research Laboratory's intelligent 
robot. 
The SIRCH assembly machine [63] [64J consists of a manipulator 
with three different hands, a TV camera and a small computer. The 
manipulator's hands and the camera's 'eye' are mounted on a common 
turret, the mechanical arrangement being to one with the 
eye incorporated in the hands. SIRCH employs heuristic visual 
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recognition methods. First, it obtains an elect,rical image of a scene 
by sampling the brightness of the scene at a fixed number of points, 
converting the brightness values into binary data and storing them in 
the computer memory. Second, it spatially differentiates the stored 
image and reduces it to an outline 'diagram' in which edges are 
represented by l's and everything else by D's. Third, it chains the 
edges into closed contours and calculates the areas, perimeters, and 
centroid co-ordinates of the objects enclosed by the contours. Fourth, 
with these statistics, it tentatively identifies the object to be 
picked up, moves the eye-hand assembly to a position above the object's 
centroid and 'zooms in' on the object. Fifth, it takes a close-up 
picture of the object and repeats the outlining and edge-tracing 
algorithms to obtain more accurate measurements of the object's 
features including its area, perimeter, and centroid co-ordinates, 
, 
the number of holes in the object, the sizes and locations of the holes, 
and the polar co-ordinates of points on the object's periphery. 
Finally, using these new feature measurements, it decides whether the 
object under scrutiny is the desired object. If so, it computes the 
co-ordinates of the point from which the object is to be picked up and 
makes successive moves to reach the pick-Up location where it selects 
the appropriate hand and acquires the object. otherwise the machine 
backs off and chooses an alternative object for examination. 
The Mitsubishi assembly system [65], used for inserting brushes 
into DC motor sub-assemblies, comprises a brush-feeding unit, a brush-
handling robot, a TV camera, a brush-inserting machine and a minicom-
puter. The system also adopts the eye-in-the-hand approach, with 
the camera mounted directly between the two fingers in the robot's 
hand. The main tasks of the robot are to place a brush holder in the 
inserting machine, measure the position and orientation of a brush as 
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it is presented by the feeding unit, up the brush accurately, 
place it in the inserting machine, and remove the brush holder when 
four brushes have been inserted. position measurements are made by 
displacing the camera and analysing the parallax which results from 
viewing the scene (a brush) from two separate stations. Orientation 
measurements are made by rotating the camera in a prescribed sequence 
until the observed image aligns with an internally stored image. 
The General Motors' experimental system for mounting wheels onto 
automobile hubs [66J has a manipulator, a hub supporter, a TV camera, 
and a computer. At the beginning of an assembly operation, the 
experimenter roughly locates a hub on the supporter and slips a wheel 
into the manipulator's hand. The camera then takes a picture of the 
hub and processes the picture to determine the hub's centre and 
orientation. While the processing takes place, the manipulator brings 
the wheel into the field of view of the camera. Next, the picture of 
the wheel is taken and its centre and orientation are found. The 
displacements between the hub's studs and the wheel's corresponding 
stud holes are calculated and the results fed to the manipulator which 
then makes appropriate movements to mount the wheel onto the hub. The 
pictures are always taken in a plane perpendicular to the axis of the 
hub (or the wheel) so that the input patterns always assume flat, sym-
metrical, circular shapes. Owing to this circular symmetry, the 
algorithms for finding the hub's (or wheel's) centre and orientation 
can make use of efficient signal-processing techniques (peak detection, 
thresholding. and convolution filtering) instead of the tedious visual 
recognition procedures described above. 
The Hitachi Central Research Laboratory's intelligent assembly 
robot [67J is equipped with a mechanical hand, two TV cameras and a 
computer. The robot, which exhibits both visual pattern recognition 
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and imaginative reasoning abilities, has been programmed to assemble 
three-dimensional objects from plan drawings. With one of the 
cameras, it examines the drawings then deduces the three-dimensional 
structures of the objects, breaks the objects into their component 
parts and formulates assembly strategies. with the other camera, it 
looks at the real placed randomly on a table, identifies the 
required parts, and makes decisions on how to manipulate these parts 
to produce the objects in the drawings. Object recognition is done 
by spatially differentiating the camera pictures to obtain sharp out-
lines, fitting segments onto the outlines and extracting the 
geometric features of the resulting patterns. Drawings understanding 
is achieved by having a pre-programmed set of rules which enable 
the robot to treason' like humans do when they engineering 
drawings. 
2.2.1.3 Integrated assembly systems 
Integrated assembly systems are assembly with both contact 
and non-contact sensing. The sensors found in integrated systems are, 
in essence, the same as those already described in conjunction with 
contact-sensing and non-contact-sensing assembly systems. In general, 
non-contact sensors (TV cameras, etc.) are used for global sensing with 
coarse resolution while contact sensors (binary touch, pressure, or 
force transducers) are for local sensing and finer resolution. 
Although to date a number of integrated assembly systems have been 
developed, only one system is believed to have reached commercial status. 
This system, developed by Hitachi, is equipped with a TV camera and touch 
sensors and is used to tighten bolts in moulds for concrete piles during 
the casting and curing process [68J. As the moulds move along the 
production line, the bolts are recognised by the camera which also 
determines their approximate positions. A robot arm then moves in, 
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locates the bolts accurately using its touch sensors, and 
them with an impact wrench. 
Other integrated assembly systems include the experimental 
systems built at the university of Edinburgh, IBM, Stanford University 
and Hitachi Central Research Laboratory. 
The Edinburgh versatile assembly equipment consists of a movable 
table, a mechanical hand with force sensors, and two TV cameras, all 
connected to a supervisory computer [3rJ. This system has been taught 
to put rings onto pegs and construct simple devices such as a toy car 
and a toy ship [69J. Teaching is by showing the parts to be assembled 
to one of the cameras and 'leading' the hand through the layout and 
assembly motions. During this process, the machine creates internal 
models (or hierarchical descriptions) of the parts and memorizes the 
assembly sequence. The parts are subsequently dumped in a heap on 
the table. The machine breaks the heap, recognizes each part by 
matching its structure with one of the internal models and lays it 
out in its standard position and orientation. The machine then 
assembles the parts, helped by force feedback in the final fitting 
stage. Force feedback is used to implement searches as in the Hitachi 
and Olivetti systems already described. 
The IBM's experimental assembly set-up comprises a robot with 
force, touch, and proximity sensors, a work table, and a supervisory 
computer system [70J. There are also provisions for equipping the 
robot with a comprehensive array of tactile, visual and acoustic range-
imaging devices [30J. The set-up is intended for the class of 
assemblies which measure less than 300 mm cube and contain up to 50 
each weighing between 1 g and 500 g. Programs have been written 
to stack toy blocks, assemble a toy train, and construct a complex 
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20-part typewriter sub-assembly that includes two screws and a 
Again, touch and force feedback is used to implement blind 
searches, although novel work has also been done on using force feed-
back for directly measuring the position and orien·tation of the com-
ponents to be assembled [72J. 
At Stanford University, a programmable assembly system has been 
developed which incorporates a robot (two, in some experiments) with 
touch sensors and joint force transducers, a TV camera, a work station 
with simple fixtures and tools, and a pair of control computers [27] 
[38J. The system has been used for a variety of tasks, including the 
assembly of a pencil sharpener, a door hinge and an automobile water 
pump. The judicious integration of the different sensory modalities 
is well illustrated by the water pump assembly operation [39J, A 
water pump consists of a base, a gasket, a top (including a rotor), 
and screws. First, with the TV camera, the robot roughly locates the 
base and then grasps it accurately, guided by touch sensors'mounted 
between the robot's fingers. Next, the robot places the base in its 
standard position and orientation against fixed aligning blocks Using 
force feedback, the robot searches for two of the screw holes in the 
base and inserts guide pins into them. It then places the gasket on 
the base and visually inspects the gasket's position. Finally, it mounts 
the pump top onto the base, withdraws the guide pins, and secures the top 
to the base by means of the screws. Force feedback enables the robot to 
control the torque it applies when screwing and to check that the rotor 
can turn freely after the screws have been inserted. 
The integrated assembly equipment at Hitachi Central Research 
Laboratory comprises two co-ordinated robot arms (the heavy POWER arm 
and the light SENSOR fitted with an impressive battery of 30 
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touch, force and pressure sensors, seven stationary TV cameras, a 
mobile camera (held in the hand of SENSOR arm), an image processor, 
and two control computers [73] [74]. This equipment has been 
programmed to assemble a vacuum cleaner consisting of a filter unit, 
a motor unit and a dust case. The assembly operation has been 
divided into six stages. First, from a heap of identical filter 
units, that unit which can be most easily picked is recognised by the 
visual system using one of the stationary overhead (vertical) cameras 
which also determines its macroscopic position. SENSOR arm then 
approaches this position and, with its movable 'eye', precisely 
locates the filter's rim. This information enables the arm to pick 
up the filter unit by the rim, the final pick-Up steps being guided 
by touch sensors in the arm's extremities. Second, with the 
assistance of POWER arm, SENSOR arm finds a stable and convenient 
location in the centre of the filter unit and regrasps it there. This 
unusual handling operation involves touch sensing in alternate arms. 
Third, POWER arm picks up the dust case and carries it to the assembly 
area. There, POWER arm holds the case, and SENSOR arm inserts the 
filter unit into it. During insertion, information on the state of 
contact between these two components is relayed to the active SENSOR 
arm by means of contact sensors in the now-passive POWER arm. 
Fourth, POWER arm picks up the motor unit, an object with a shiny 
plastic cover, The vision system, with adaptive light~intensity 
thresholding abilities, enables the object's approximate location to 
be determined. Again, touch sensors in the tip of the arm are sub-
sequently used for guiding the precise grasping of the object. Fifth, 
POWER arm mounts the firmly grasped motor unit onto the dust case, 
Three stationary cameras (2 horizontal and 1 vertical) survey this 
operation, each camera measuring the linear positioning errors in the 
horizontal x and y axes and the angular misalignment about the 
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vertical z axis, Sixth, SENSOR arm and then POWER arm, 
each presses an over~centre catch to lock the motor unit to the dust 
case. This locking operation is monitored by force sensors in the 
wrists of the arms. 
2.2.2 
Since a closed-loop assembly machine is endowed with sensors for 
perceiving its environment, it no longer needs to by 'dead 
reckoning', but is capable of working in unstructured situations where 
there may be variations in the dimensions of the components to be 
assembled and uncertainties in their initial alignment and orientation. 
Unlike in open-loop assembly machines which have to maintain high 
dimensional and positional accuracy by means of structural rigidity 
and jigs and fixtures, the principle here is gradually to achieve the 
required degree of functional accuracy through intelligent utilization 
of sensory information. The required functional accuracy is determined 
by the geometrical properties of the components being assembled. For 
example, if the components are a peg and a hole, the functional accuracy 
to be achieved by a positioning system is directly related to the 
diameters of the peg and the hole. 
In general, contact-sensing assembly machines achieve functional 
accuracy through trial and error and heuristic methods. Consider the 
common task of placing a peg (a shaft or a piston) into a hole (the 
bore of a or a cylinder) . 
Initially, the sensors (touch, force, or pressure sensors) may 
show null , which indicates that most probably the peg is 
located outside the hole. This can be confirmed if the sensor outputs 
remain null after the peg has been displaced by small amounts in various 
directions relative to the hole, As the peg is brought nearer to the 
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hole, the sensors will eventually register contact. If it can then 
be assumed that the peg has not hit a foreign obstacle, some of the 
possible states of the peg are (i) it is touching the plane of the 
hole entrance at one point, (ii) it is standing squarely on this plane, 
next to the entrance, (iii) it is contacting the entrance at two points, 
(iv) it is on the chamfer, (v) it is jammed against the hole, and so on. 
To determine that state with the maximum likelihood of being the 
actual state, various tests based on contact sensing must be performed. 
A logical test, applicable when force sensors are used, may be to feel 
the resistance of the peg to rocking while still in contact with the 
component containing the hole. If no resistance is felt as the peg is 
rocked about any arbitrary axes, state (i) is highly probable. If the 
peg offers equal resistance to rocking about all axes, state (ii) is a 
good candidate. On the other hand, if the peg shows particular 
susceptibility to rocking about a single axis, either state (iii), (iv) 
or (v) may be true, and so on. 
Subsequent motions to be imposed on the peg depend on the outcome 
of this and similar tests. For instance, if it has been decided that 
the peg is currently standing next to the hole entrance (whose location 
relative to the peg is still unknown), the peg may be set moving in a 
spiral to search for this entrance. Searching halts when a change in 
the contact state is detected. More tests are then performed and 
appropriate motions imposed until, after exhaustive attempts, the final 
state is reached when the peg is properly seated inside the hole. 
From the above example emerges a pattern common to existing con-
tact sensing assembly machines: due to the ambiguity of contact infor-
mation, they cannot perceive with absolute certainty the true current 
state of an assembly operation (which, in the example, is represented 
by the actual misalignment between the peg and the hole), and, hence, 
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are restricted to postulating likely states, verifying their postulates, 
and iterating • 
On the 
in general, 
• towards the goal state. 
assembly machines with non-contact sensing are, 
of 'seeing' the current state of an operation and, 
thus, of achieving functional accuracy by deterministic methods. In 
the case of peg-hole assembly, for example, they will measure (using 
vision or otherwise) the misalignment between the peg and the hole and 
then position the peg accordingly. All measurements are based on 
physical or geometrical principles. If initially the peg and the block 
containing the hole lie on known supporting surfaces (say, the top of a 
work table) and if a TV camera is used for sensing, then the 'support 
hypothesis' method [75J can be applied to enable the camera to measure 
distances and from a fixed viewing station, If no a-priori 
information is given on the initial peg-hole location, then 'parallax' 
(using a moving camera) or 'stereoscopic vision' (using 2 or more cameras) 
methods based on the triangulation principle [75J may be necessary to 
yield three-dimensional measurements from the observed two-dimensional 
images. 
Naturally, integrated assembly machines, which have both contact 
and non-contact sensing, resort to both trial-and-error and determin-
istic methods to achieve functional accuracy, Again, in assembling 
a peg into a hole, they may at first use visual sensors for measuring 
the gross peg-hole misalignment and then touch sensors for guiding the 
peg into the hole when vision is occluded or the visual sensors have 
reached the limits of their resolving power. 
2,2,3 Discussion 
Batch production is characterised by frequent product changes. 
To be suitable for batch production an machine must be able to 
cope with these changes without involving major hardware modifications 
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and machine-downtimes. In addition, its cost must be reasonably low, 
and its speed, at least commensurate with that of human workers. 
In the present state of the art, it is impossible to 
meet these conflicting requirements on flexibility, cost, and efficiency, 
all at once. For example, consider contact-sensing assembly. It 
would be relatively easy to construct an machine with off-
the-shelf sensors, robot arms, and a simple programmable con-
troller. The machine could be made quite flexible by minimising its 
reliance on complex peripherals (jigs, fixtures, and feeding and 
orienting devices). However, this reduction in environmental struc-
turing would be accompanied by a proportional increase in the ambiguity 
of contact information. In consequence, the required search strategies 
would be very elaborate and the machine, extremely slow. To achieve 
realistic speeds, existing contact-sensing machines have had 
to maintain a considerable degree of environmental structuring, thus 
sacrificing flexibility and increasing cost. 
On the other hand, non-contact-sensing machines are 
inherently flexible by'virtue of their high level of 'consciousness'. 
As seen previously, even machines at the lower end of the flexibility 
spectrum can recognise randomly placed objects, determine their loca-
tions, pick them up, and assemble them according to pre-taught 
sequences. In the machines developed to date, the key operation, 
object recognition, is usually performed by processing large matrices 
of visual data 
100,000 elements} 
matrices often consist of between 50,000 and 
This complex operation is time-consuming and 
necessitates the use of either an image processor or a general-purpose 
computer with sophisticated software. It is obvious, then, that the 
two major drawbacks of these machines are their slow response and 
relatively high cost. 
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At present, non-contact-sensing assembly machines also suffer from 
low resolving power. In visual systems, this is due to non-linearities 
in the cameras, their susceptibility to noise from the environment, and 
digitising errors committed in the processing of The 
resolution obtained with most machines is seldom better than a few 
millimetres and, therefore, unacceptable for the majority of real 
assembly tasks. This explains why non-contact-sensing assembly is 
still restricted to laboratory situations where only artificial tasks 
are performed. 
Finally, there are integrated assembly machines, in which the 
inherent flexibility of non-contact sensing is augmented by the natur-
ally high sensitivity of contact sensing. As a result of this logical 
association, these 'intelligen~ machines are of performing 
genuine industrial tasks involving the type of tolerances once nego-
tiable by humans only_ Although low speed is again a problem with 
these machines, it will certainly be overcome when more work is 
furthered into developing and refining the current techniqu~s of visual 
recognition and tactile sensing. What seems at present insuperable 
is the problem of complexity associated with the high order of intell-
igence of these machines. Naturally, complexity means high cost, and 
this is the ultimate barrier to the widespread application of integrated 
assembly. 
2.3 SUMMARY 
The vast domain of mechanised assembly has been surveyed and 
partitioned into two distinct areas known respectively as open-loop 
and closed-loop assembly 
Open-loop assembly has been briefly analysed and found to depend 
on maintaining absolute accuracy throughout the assembly process by 
means of well-built hardware systems and highly structured environments. 
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Consequently, open~loop assembly is efficient but inflexible, very 
expensive, and applicable only to medium-scale and mass production. 
Closed-loop assembly, a potential candidate for small-batch 
production, has been studied in more detail. Representative closed-
loop machines have been described and grouped according to the sensory 
modality they employ - contact sensing, non-contact sensing, or both. 
Currently, each group has its strengths and weaknesses although, in 
theory, all can tolerate unstructured environments by systematically 
eliminating uncertainties through the use of sensory information. 
Practical contact-sensing assembly machines are fast, sensitive, but 
relatively inflexible. Non-contact sensing machines, on the other 
hand, are much more adaptable, but also complex, slow and inaccurate. 
Integrated machines, equipped with both contact and non-contact sensors, 
can achieve accuracy and flexibility comparable to human standards. 
These machines, however, are still troubled by the problems of low 
speeds and unrealistic costs. 
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3 
The viability of batch~oriented robotic hinges 
on the feedback techniques employed. Therefore, in this chapter, we 
shall focus our attention onto the problem of feedback. 
The chapter begins with a brief comparative examination of 
current feedback techniques from an abstract viewpoint. The concept 
of sensor and error spaces is introduced and sensing is regarded as a 
relation between the two spaces. This preamble into the abstract 
will lead us to the formulation of a new feedback principle. A dis-
cussion of a family of feedback techniques based on this principle 
concludes the chapter. 
3.1 SENSOR AND ERROR SPACES 
The sensor space of an assembly machine is defined as the set 
of all the possible states of its sensors. For example, if a machine 
employs a binary switch as its only sensing device, its sensor state 
is finite and composed of two elements. If the machine has six binary 
switches, the number of elements increases to 26 , or 64. On the other 
hand, if the sensors are analogue devices (strain gauges, photo-
transistors, etc.), then the sensor space is theoretically an infinite 
set Each element of a sensor space is a vector whose components 
characterise the states of the individual sensors. The number of 
components in a vector can range between I (as in the single-switch 
machine) and several thousand (as in a visual robot). 
The error space during the assembly of two rigid bodies is 
defined as the set of all the possible misalignments between them. The 
error space is theoretically infinite. In general, each of its elements 
is a 6-dimensional vector specifying the relative position and 
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orientation of the two mating bodies. 
The assembly of two bodies may be regarded as a problem of matching 
their respective coordinate systems, and sensing, a case of deducing 
the systems' misalignments from the states of the sensors involved. 
That is, sensing (or more correctly, perception) is a relation from 
sensor space to error space (Fig. 3.la). 
A general observation can be made at this point. Ideally, 
sensing should be an unambiguous procedure, which means that the 
relation from sensor space to error space should be functional (or 
that to each element in sensor space there should correspond one and 
only one element in error space) (Fig.3,lb). As an error-space 
element is defined by six independent quantities, ~a~~~~~~~c~o~n~d~l~'~t~i~o~n 
for functionality is that each element in sensor space has at least six 
independent co-ordiEates. 
3.2 CURRENT SENSING TECHNIQUES 
Current techniques have already been described in Chapter 
2, in connection with closed-loop assembly In this section, 
we shall attempt to provide somewhat more formal explanations for their 
inherent The simple but classical example of peg-hole 
assembly will sometimes be used to illustrate abstract concepts although 
these can apply to more general situations. The discussion will follow 
the pattern of Chapter 2 and will proceed from the simple contact-sensing 
techniques to the more complex non-contact and integrated techniques. 
3.2.1 Contact sensing 
In all of the assembly systems that we have reviewed, contact 
sensing may be described as unilateral. That is, it involves extracting 
information from a single array of sensors mounted either on a robot or 
on a work table (even where two arrays are employed, as in the Hitachi 
sensing 
sensor 
space 
error 
space 
(a) sensing as a relation 
sensor 
space 
error 
space 
(b) sensing as a functional relation 
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integrated assembly system [73], contact information is still derived 
from a s array during any given phase of an assembly task) . 
If, as in some contact-sensing machines [23], the sensor array 
consists of only one binary switch, then clearly the necessary condition 
for functionality stated in Section 3.1 is not satisfied. Consequently, 
contact sensing with a binary switch is a one~to-many relation from 
sensor space to error space (Fig. 3.2a). In more practical terms, a 
robot fitted with a simple binary switch cannot uniquely determine the 
relative location between a part fixed to a work table and another held 
in its hand, unless it uses the switch for performing searches as a 
blind man does with his cane (like the man, the robot then needs to 
combine its touch sense with a sense of position or proprioceptive sense). 
In most contact-sensing robots developed to date, the sensor array 
is a six-degree-of-freedom force (and moment) transducer. A sensor-
space vector then consists of six components. However, as we shall now 
demonstrate, it still cannot be mapped unequivocally to a counterpart in 
error space. 
First, note that the outputs of a force transducer are continuous, but 
in some applications they are used simply to signal binary contact events 
along the different axes of the transducer [26] [38] [69]. For example, 
while assembling a peg into a hole, a robot often is concerned not 
with the true contact force and moment vectors on the peg 
whether they exceed a given threshold along, say, the transducer's axis 
corresponding to the peg's axis. In such a case, a sensor-space element 
is effectively a vector with six binary components whose states charac-
terise the states of the contact forces in the respective transducer axes. 
The sensor space then consists of a finite number of elements. On the 
other hand, the error space is infinite and each of its elements is the 
'image' of at least one element in sensor space. Since a finite space 
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cannot be mapped onto an infinite space, binary-vector contact sensing 
is clearly not a functional relation (Fig. 3.2b). Again, this means 
the robot must resort to blind search as it is unable to pin point the 
relative location of mating parts with the information derived from a 
single contact between them. 
Finally, in the case of analogue-vector contact sensing where the 
sensor space is infinite because the reaction forces and moments on 
mating parts are recorded as true vector quantities, it can be shown that 
each sensor-space element is equivalent in geometric information content 
to a vector with only five components at the most. The geometric 
information content of a sensor-space vector is that part of the vector 
which can provide clues about the error space. (Geometric information 
is to be distinguished from stress, deformation, or 
information picked up by a sensor array). 
types of 
To show that a sensor-space vector consisting of a reaction force 
F (with 3 components) and a reaction moment M (with another 3 components) 
contains no more than 5 pieces of geometric information, we shall invoke 
a theo·rem by Poinsot on the reduction of systems of forces and moments 
[76] • In essence, the theorem states that, except when F is null, the 
intrinsic resultant of F and M is a wrench which comprises a force 
acting along a straight line and a couple, both parallel to F. Clearly, 
only the line of action of the force (or the axis of the wrench) and, 
perhaps, the ratio of the magnitudes of the force and the couple (or 
the pitch of the wrench) are of potential geome'tric relevance in the 
determination of the location of mating parts (whereas the absolute mag-
nitudes of the force and the couple would be important in the determina-
tion of stresses and deformations in the parts) . Since four parameters 
are required to define the axis of a wrench and one parameter, to define 
its pitch, it follows that when F is non-zero, there are five available 
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independent items of geometric information. Of course, if F but not 
M is null, we have a pure couple and hence only three such information 
items. 
Thus, in practice the number of geometrically significant compon-
ents in a force-moment vector is always less than six. Again, by 
referring to the functionality condition stated in section 3.1, we can 
conclude that analogue-vector contact sensing, too, is a one-to-many 
relation between sensor and error spaces. 
Figure 3.2c illustrates the ambiguity of analogue-vector contact 
information and provides justification for blind search in the simple 
peg-hole configuration. 
3.2.2 
Although various forms of non-contact sensing are possible, this 
section will only discuss visual sensing, a prevalent form of non-contact 
sensing found in existing assembly systems. It is assumed that a TV 
camera is used as the visual organ. A sensor-space vector then consists 
of light intensity measurements taken at all the points in the image 
plane of the camera. 
First, consider the two-dimensional case where parts are flat and 
located on a plane surface whose position and orientation with respect 
to the camera are known 
Referring to a pinhole model of the camera ,Fig. 3.3~ we observe 
that each point belonging to an object on the surface projects uniquely 
onto a belonging to the image of the Object in the camera's image 
plane, and vice versa, providing of course there is an infinite number 
of points in the image plane (i.e. the camera is ideal). The co-or-
dinates of an object point with respect to a set of axes fixed to the 
camera are then directly proportional to the co-ordinates of the 
sensor 
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corresponding image point. As the coordinates of image points are given 
by their positions in a sensor-space vector, the coordinates of object points, 
and hence the location of the object itself, can be readily determined. 
Clearly, if several objects lie on the plane surface in the field of view of 
the camera, their relative location can be unambiguously deduced from the 
sensor-space vector. In other words, visual sensing with an ideal T.V. 
camera in a two-dimensional situation is a functional relation between sensor 
and error spaces (Fig.3.4a). 
A real camera, however, has its image plane divided into a grid pattern 
with a finite number of image points where the light intensities from an 
infinite number of object points are sampled. Thus, there no longer is a 
one-to-one correspondence between image and object points or a strict 
functional relation between sensor-space and error-space vectors. Instead, 
each image point projects into a small portion of the object plane and each 
sensor7space vector, into a small subset of the error space (Fig. 3.4b). 
The size of such an error-space sub-set, or object-plane portion, is directly 
related to the resolution of the camera. 
Finally, in three dimensions where objects are not flat or located on 
a known support, but have thicknesses and may be arbitrarily placed, 
ambiguity can arise (even with an ideal camera) because any two points on 
the same light ray passing through the camera's pinhole will share the 
same image (Fig.3.Sa). To avoid this kind of ambigui ty, standard methods 
of obtaining depth information based on the triangulation principle (Fig.3.Sb) 
can be employed; when this is done, spatial visual sensing theoretically 
becomes a functional relation between sensor and error spaces, although 
unlike in the two-dimensional case, it is not a binary relation as it 
relates a pair of sensor-space vectors to every error-space vector. Again, 
due to the finite resolving power of real cameras, a pair of sensor-space 
vectors in effect transforms into a hyper-volume of error-space vectors. 
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Naturally, in an assembly machine using visual feedback alone, this 
volume must be 'smaller' than that allowed by 
assembly to occur. 
clearances for direct 
3.2.3 Integrated sensing 
Where parts with fine clearances are to be mated, force or touch 
sensing can be combined with visual sensing to achieve the high resolution 
This combination has been termed 'integrated sensing', 
AS mentioned in Chapter 2, integrated sensing is typically carried out 
in two stages, with visual sensing employed in the first stage to reduce 
the large initial error space to a I smaller'- hyper-volume, and force or touch 
sensing in the second to implement blind search within this 
volume. From Fig. 3.6 it is obvious that integrated sensing cannot be a 
functional relation between sensor and error spaces. 
3.2.4 Discussion 
Thus, for various reasons, none of the sensing s is 
strictly a functional relation and none can give, in a single step and with 
complete certainty, the state of relative misalignment of two objects during 
an assembly operation. 
The non-functionality of contact sensing is due to its inherent 
deficiency in vital geometric information. This deficiency, which cannot 
be remedied by any improvement in contact- sensing hardware, means tha-t the 
error-space subset associated with each sensor-space vector is large and 
blind search is mandatory_ So as to minimize the error-space subset, and 
hence the time spent in blind search, it is necessary to restrict the size 
of the total error space. As previously described, this is achieved in 
assembly machines equipped with pure contact sensing by structuring the 
assembly environment so that parts can only deviate from their designed 
locations by small amounts. 
visual 
sensor space 
con~act 
sensor space 
error space 
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The of visual sensing on the other hand is mainly 
caused by the limitations and imperfections of visual hardware. However, 
since the geometric information content of visual sensing is still 
fundamentally complete, functionality can be approached as visual hardware 
is upgraded. fically, the error-space subset associated with each 
sensor-space vector will be contracted, and the definition in a visual image, 
enhanced, if the ratio of image points and corresponding points is 
increased, either by focussing an existing camera onto a narrowed field of 
view or by a camera with improved resolution. Although theoretically 
the image-point-to-obj 
limited by the 
ratio can tend to 1, in 
of an image processor to cope 
it is 
with 
excessive redundant information. (Note that, because only 6 parameters are 
required to define an error-space vector, a visual-sensor space vector which 
has several thousand components always contains redundant information. As 
the resolution of a camera increases, so will the number of components, the 
amount of redundancy, and hence the time required for sorting out useful 
geometric information.) 
Finally, is a non-functional relation because it is a 
nested sequence of two non-functional relations. Integrated sensing 
machines can also be as contact-sensing machines in which the size 
of the total error space is controlled by visual sensing rather than by 
environmental structuring. 
3.3 BILATERAL CONTACT SENSING 
Basically, contact sensors are inexpensive and contact sensing, easy to 
implement. However, it has been found that unilateral contact sensing must 
usually be complemented by either visual sensing or environmental structuring 
to limit the total error space and facilitate blind search. Some of the 
penalties then incurred are the complexity of artificial vision or the 
inflexibility associated with environmental structuring. 
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On the other hand, if con'tact sensing can be complemented by contact 
sensing, its inherent low cost and simplicity will be retained and the above 
penalties averted. This is the case with bilateral (or stereo) contact 
sensing where two arrays of contact sensors are and the information 
related to contact during the assembly of two ects is extracted 
simultaneously from their respective arrays. 
In this section we shall outline the general pri of bilateral 
sensing and illustrate it with examples of a family of bilateral contact 
sensing techniques. 
3,3.1 Principle 
Let Al and A2 be two sensor arrays fixed respectively to two rigid bodies 
Bl and B2 whose relative location :B is to be determined. Clearly, e can be 
-B 
computed from the relative location e of Al and A2 provided e is known. 
_A -A 
Bilateral sensing is an indirect technique for obtaining :A based on 
comparing the observations of Al and A2 when these arrays are stimulated by 
identical world events (e.g. light rays from a point source or contact reactions 
on Bl and B2 at their mutual interface.) 
To appreciate how comparing the observations of Al and can Id :A' 
consider the special case where the observations of Al coincide with those of 
for all world events: it is obvious that Al and A2 must then coincide, or 
o. 
More generally, if ~l and ~2 are the observations of Al and A2 correspond-
ing to the Sillne world event W, comparing ~l and ~2 becomes to 
intersecting their respective error-space subsets El and E2 3.7a) . 
Since by definition El and E2 each contains :A' the intersection of El and E2 
denoted by El n E 2 , must also contain 
The problem of inferring from El n E2 would be trivial if El n E2 were 
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an ideal intersection of and E 2 , that is, if this intersection contained 
only one element ~ the vector e . 
-A However, even when n E2 contains other 
elements in addition to we can still intuitively visualize the possibility 
of pinpointing e if the intersection of error-space subsets is repeated ad 
-A 
(Fig 3.7b). In practice, the number of intersections then required 
is finite and dependent on the exact nature of each intersection. 
3.3.2 A of bilateral contact sens 
------~------------------------------~------~---
How mUltiple intersections of error-space subsets can yield ~A will now 
be demonstrated mathematically for cases where both Al and A2 are arrays of 
contact sensors. 
In the following discussion, it is assumed that is mounted on a robot 
hand and A2 on a worktable. (Thus body ~ can be the robot hand or a part 
thereof and similarly, body B2 can be the work table or a part thereof.) Let 
the location of Al relative to some fixed reference be defined by the triad of 
coordinate axes (~l' ~l' ~l) and the location of A2 , by (~2' ~2' ~2) as shown 
in Fig. 3.8. For simplicity we also take (~lf ~lf 
location of BI , and (~2f ~2' ~2) , the location of B2 · 
} as representing the 
As mentioned previously, the location of A2 relative to Al is specified 
by where 
t being a translation vector which defines 
the position of A2 relative to AI' and ~, a 
rotation 'vector' which defines the orientatiol 
of relative to AI" 
Generally t 
Iy}z( 1 L J where x, y and z are the coordinates of the origin of 
However, several alternative forms for r exist, including 
sensor 
space 
CD 
error space sensor 
space 
(£) 
(a) the intersedion of error-space subsets 
(b) the double intersection of error-space subsets 
40. 
arbitrary 
reference 
/ 
joint position sensors 
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sensor array A 1 
body B1 
(robot hand 
& pegs) 
sensor 
array A2 
body B2 
(work table and holes) 
and 
r 
~C 
r 
~R 
Uj 
where ¢, 8 and W 
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are the Euler angles of (X , Y , ~2) ~2 ~2-
relative to (~l' ~l' ~l)' 
where 8 , 8 and 8 are the an9les of the elementary 
x y z 
rotations R , R and R about the Cartesian axes 
x y z 
~l' ~l and ~l' which, when combined in this order, 
transform the orientation of Al into that of A2 , 
11IvAJ I t-' where A, l-l and V are the Rodrigues parameters correspond-
ing to the single rotation which transforms the 
orientation of Al into that of A2 
For convenience, we shall not deal with any of these particular forms of 
r in this Chapter, Instead, we shall be concerned only with finding the 
general rotation matrix [R] which also completely specifies the orientation of 
A2 with respect to AI' [R] is a 3x3 orthogonal matrix defined as 
[R] - [no 
~l 
A 
n. 
~J 
A ] ~ Eq. 3,0 
where the column vectors ~i' ~j and ~k are precisely ~2' :2 and ~2 expressed 
in the (~l' ~l' ~l) coordinate system. 
n., Ii. and Ii satisfy the following identities ~l ~J . ~k 
A 2 
n. 
~l 
A 2 
n. 
~J 
A 
n. 
~l 
I 
1 
A 0 n· ~J 
A A 
- n x n. ~i ~J o 
which are the orthogonality conditions for [R]. 
Eq. 3.1 
Eq. 3.2 
Eq. 3,3 
EqS 3.4 to 3.6 
Note that once [R] is known, ::E' rand r can be easily derived since ~C ~R 
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cos ~ cos e cos ljJ - cos ~ cos e sin ljJ cos ~ sin e l 
- sin 1> sin ljJ - sin 1> cos ljJ 
sin 1> cos e cos ljJ - sin 1> cos e sin ljJ sin 1> sin e 
[R] 
+ cos 1> sin ljJ + 1> cos ljJ cos 
- sin e cos ljJ sin e sin ljJ cos e 
case case sine sine case case sine case y z x y z x y z 
- case sine + sine sine 
x z x z 
case sine sine sine sine case sine sine y z x y z x y z 
+ case case - sine case 
x z x z 
- sine sine case case case y x y x y 
I (A 2 _ 2 2 I I I + jl - \) ) - \) + - Ajl jl + - A\) 4 2 2 
I I I 2 2 2 A I \) + - Ajl I + (-A + jl - \) ) + - jl\) 
[., 2 4 2 
I A + I I 2 2 ,/) -jl + - AI) jl\) I + (-A - jl + 2 2 4 
where I 2 2 2 I + (A + jl + v ) 
4 
We shall now describe four groups of techniques for deriving t and [R] 0 
These groups have been arranged according to whether 
I - A 
I and A2 are both force sensor arrays 
2 - A I is made up of touch sensors, and A2 of force sensors 
3 - A I is made up of force sensors, and A2 of touch sensors 
or 4 - Al and A2 are both touch sensor arrays. 
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3.3.2.1 Force-force sensing 
It is assumed that both the robot hand (body Bl ) and the work table 
(body B2) are equipped with force sensors (arrays Al and A2 ) . First, 
suppose Bl and B2 are in static contact and the forces and moments they 
mutually exert are picked up by A and A2 as (f l , ml ) and (f 2 , m ) . For 1 - - --2 
equilibrium (see also Fig. 3.9a) 
~l 
m + [R] m 
-1 -2 
[R] ~2 
t x f 
-1 
Eqs 3.7 to 3.9 
Eqs, 3.10 to 3.12 
Suppose now that the contact forces and moments mutually exerted by Bl 
will satisfy the following equilibrium relations 
F 
-1 
~l + [R] ~2 
- [R] ::2 
t x F 
-1 
Eqs 3.13 to 3.15 
Eqs 3.16 to 3.18 
The set of Equations 3.0 to 3.18 is solvable for [R] and t if ~l and :1 
are linearly independent. An exact, closed-form solution based on vector 
algebra exists and will be described in Chapter 4. Another method of finding 
[R] and t involves numerical procedures. For example, Brown's algorithm for 
solving systems of non-linear equations [77] (which will be explained 
in Chapter 5) can be applied to the set of Equations 3.0 to 3.8 and 3.13, to 
yield [R]. t can then be obtained from any triplet of linearly-independent 
equations selected from the set of Equations 3.10 to 3.12 and 3.16 to 3.18. 
In Equations 3.13 to 3.18, for simplicity we have assumed that the 
relative location between Bl and B2 remains constant although the contact 
However, in reality so that ::1 and ~l can be linearly independent, the 
relative location between Bl and B2 must change. We shall now demonstrate 
45. 
that as long as this change is known, the new system of equations obtained will 
still be of the same form as above. 
Let the (known) displacement of Bl be represented by [R]D and ~D and the 
new location of B2 relative to Bl' by [R]NE\il and !Nmil (Fig.3.9b). If the 
forces and moments measured by A and A are again (F , Ml ) and (F ,M) I then 1 2 ~l - -2 _2 
~l Eqs 3.19 to 3.21 
~l + [Rk M = t EW "'2 -NEW x ~l Eqs 3.22 to 3.24 
From McCallion and Pham [78] 
[R]NEW 
T 
[RJ D [R] 
!NEW [R] ~ (t - t ) 
-D 
where [R] T . 1 h' f [ ] 1S the transpose as wel as t e 1nverse 0 R D D. 
Substituting these expressions for [R]NEW and ~NEW in Eqs 3.19 to 3.21 gives 
::1 -
[R] T [R] F Eqs 3.25 to 3.27 
D ,...2 
~l + [R]T [R] ~2 = [[R] ~ (t - t ) 1 x ~l Eqs 3. 28 to 3.30 D 
-
-D 
Multiplying both sides of Eqs 3.25 to 3.27 by [R]D gives 
Eqs 3.31 to 3.33 
* Since [R]D and ~l are known, ~l is also known. Eqs 3.31 
to 3.33 become 
- [R] F 
,.,2 
Eqs 3. 34 to 3.36 
which are identical in form to Eqs 3.13 to 3.15. 
Now, substituting the expression for ~l (Eqs 3.25 to 3.27) in Eqs 3.28 to 
3.30 gives 
460 
force 
(a) equil.ibrium of forces 
1 [RJ 
(b) coordinate transformation 
FIG ·9 FORCE FOR NSING 
~l + [R]~ [R] ~2 = 
As [RJ~ is orthogonal, [RJ~ ~ x [R]~ ~ [R]T (x x y) D 
for any x and y. Thus 3.37 to 3.39 become 
~l + [R]~ [R] ~2 
* 
[R] T [(t 
D 
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3.37 to 3.3~ 
Eqs 3.40 to 3.42 
Replacing [R] ~2 by -~l in Eqs 3.40 to 3.42, multiplying both sides of 
these equations by [R]D' and rearranging the result, give 
'" + [RJ ~2 
* Let ~l 
* Since [R1 D, ~l' ~D' and ~l 
3.45 become 
* '" ~l + [R] ~2 t x 
* t x 
* are known, ~l 
which are identical in form to Eqs 3.16 to 3.18. 
3.43 to 3.45 
is also known. Eqs 3.43 to 
Eqs 3.46 to 3.48 
Thus the methods for computing [R] and ~ from the set of equations 3.0 to 
3.18 can equally be applied for computing [R] and t from the set of equations 
3.0 to 3.6, 3.34 to 3.36, and 3.46 to 3.48. 
3.3.2.2 Touch-force sensing 
Here, it is assumed that the robot hand (body Bl ) is fitted with a 'wand' 
(array AI) which can detect when touching occurs at its sensitized tip. The 
wand is rigid and the location of its tip, or in other words the position of 
the contact point, with respect to the robot hand coordinate system is known. 
The work table (body B2) is again assumed to have an array of force sensors 
(array A2 ) capable of measuring forces and moments in three dimensions. 
We shall now indicate how [R] and t can be found if the robot establishes 
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3 non-collinear contact points with the work table. There are two cases 
to consider, depending on whether the positions of the contact points are 
individually or collectively determined in the work table coordinate 
(It is recalled that the coordinate of Bl and B2 have been 
taken as coinciding with those of Al and A2 respectively.) 
(i) Contact points found individually 
Let ~l be the known position vector, in the robot hand coordinate 
system, of the tip of the wand when it touches the work table at a point u. 
The position vector of the contact point U in the work table system may 
be found, for example, by intersecting the surface S of the work table with 
the line of action of the contact force exerted at U by the wand tip on the 
work table (this line of action is completely determinable from the force 
and moment information 
Similarly, let ~l and ~l be the known vectors, in the robot 
hand coordinate system, of the tip of the wand when it touches the work 
table at V and W. Again, the position vectors ~2 and ~2 of V and W in the 
work table system may be found by intersecting S with the lines of action 
of the contact forces through V and W respectively . 3.10). 
The following rules for coordinate transformation 
~l [R] ~2 + t 3.49 to 3.51 
~l [R] :':2 + t 3.52 to 3.54 
~l [R] W ~2 + t 3.55 to 3.57 
Therefore 
~1 ~l [R] (~2 - V ) ~2 3.58 to 3.60 
~l - W = [R] (~2 ~2) 3.61 to 3.63 ~l 
which are identical in form to 3.7 to 3.9 and Eqs 3.13 to 3.15. If 
U , V and Ware non--collinear I (~l - V ) ~l and (~l - W ) ~l are linearly 
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independent and [R] can be found as indicated in Section 3.3.2.1. Then 
either Egs 3.49 to 3.51, Egs 3.52 to 3.54, or Egs 3.55 to 3.57 can be 
employed to t directly. 
( ii) Contact found collectively 
When an accurate model of the surface S is not available, ~2' ~2 
and ~2 may be found collectively, as we shall see below. 
Again, we assume that, using the wand, the robot makes three successive 
contacts with the work table at 3 non~collinear , U, V and tv. Let 
t , t , and t be the lines of action of the contact forces through these 
u v w 
points. In the work table coordinate system, t , t and t can be 
u v w 
described by , L 2 and L 2' such that 
~v ~w 
F 2 x M 
+ 
~u ~u2 
a 2 3.64 to 3.66 F 
-u2 
F x M 2 
S :V2 
~v2 
-v 
+ 
F 2 ~v2 
3.67 to 3.69 
F x M 
L Y :w2 + 
~w2 ~w2 
_w2 
F 2 ~w2 
3.70 to 3.72 
where L , and L 2 are the position vectors, in the work table system 
-u2 ~W 
of arbi points on t 
u' 
t 
v' 
and t 
w' 
a, S, and yare arbitrary scalars; 
(F 2' ~u2) , ( , ~v2) and(F 2' ~w2) are the forces and moments felt by A2 , 
-u -w 
due to the contact forces through U, V and W. 
Since U, V and Ware located on t u ' tv and t w' ~2' ~2 and ~2 must 
satisfy 3.64 to 3,72, i.e. 
F x M 2 ~u2 -u 
+-----
::2 + 
2 
F ~u2 
~v2 x ~V2 
F 2 
yy') 
Egs 3.73 to 3.75 
Egs 3.76 to 3.78 
~2 y + 
F x M 
-w2 -w2 
F 2 
_w2 
500 
Eqs 3.79 to 3.81 
* * * a , Sand y can be obtained simultaneously from the set of non-
linear equations which express the invariance of scalar distances in 
coordinate transformations, viz: 
2 2 (~2 - ~2) (U - ~l) ~l Eq. 3.82 
(U ~ 
_2 W )2 _2 (U -
-1 
W )2 
-1 
Eq. 3.83 
(V -
_2 
w ) 2 
_2 (V -_1 W )2 
-1 
Eq. 3.84 
where ~l' ~l' and ~l are the position vectors of U, V, and W in the robot 
hand coordinate 
Again, Brown's algorithm may be applied to solve Eqs 3.82 to 3.84 
for a*, S* and y*. Once a*, S* and y* are found, ~2' ~2 and ~2 are 
known (Eqs 3.73 to 3.81) and the method described in (i) may be used to 
determine [R] and t. 
3.3.2.3 Force-touch 
In this case the robot hand is still equipped with a wand. However, 
instead of detecting binary contact at the of the wand, the robot 
will determine the direction of any contact force applied there, using 
force sensors located in its hand. A small ball bearing fitted to the 
tip of the wana ensures frictionless contacts with the work table. 
It is assumed that the work table has three smooth, mutually orthogonal 
datum planes P" P, and P k , on which these contacts will be made. Touch l J 
sensors are fixed to , P j and Pk to inform the robot on the identity of 
the plane it is touching. 
For convenience, the normals to and Pk are taken as the axes 
of the work table coordinate system, and the point of intersection of P" 
l 
line of action 
of 
contact force 
FIG 3 ·10 TOUCH-FORCE SENSING 
contact force 
fk 
FIG 3 ·11 FORCE-TOUCH NSING 
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of this sytem (Fig. 3.11). 
Relative to the robot-hand coordinate system, the normals are 
~kl 
where ~il' ~jl and ~kl are the contact 
forces on the tip of the wand when it touches 
Pi' P j and Pk respectively. 
Hence, from Eq. 3.0, 
[R] 
Let ~l' 11' and ~l be the position vectors of the of the wand whe~ 
it touches p., P, and respectively. The position vector t of the point of 
1. ] 
intersection of Pi' P j and Pk must satisfy the following relations 
A (t ~l) 0 n, ~1. 
A (t 21) 0 n, :::::: ~J 
A (t ~l) 0 n ~k 
since (t - ~l) , (t ~l) and (t ~l) are parallel 
~ ~ 
respectively (see . 3.11 ) . 
Equations 3.85 to 3.87 can be rewritten as 
[ n, ~1. 
where 
A 
n. 
~J :\:-A JT t 
C 
= C 
A 
n. . 
-1. 
A 
::::: n. 
~J 
A 
~k 
Eq. 3.85 
Eq. 3.86 
Eq. 3.87 
to P, , P, and Pk 1. J 
Eqs 3.88 to 
~l 
11 
~l 
3.90 
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or c 
t [R] C 
3.3.2.4 Touch-touch sensing 
The robot hand again has a wand with a sensitive to touching 
as in Section 3.3.2.2. The work table retains the datum-plane and 
touch-sensor arrangement of Section 3.3.2.3. No force sensors are 
involved. 
We shall describe three strategies for deriving (R] and t, based 
solely on knowledge of the position of the wand when it contacts the 
datum The first s involves the robot in contacting each 
of the three planes at two points. In the second strategy, three contact 
points are established with one plane, two with a second plane, and one 
with the third plane. Both these strategies utilise the minimum possible 
number of contact points but will not work if certain geometric conditions 
hold between the relative locations of these points. To avoid complications 
a redundant contact point is introduced in the third strategy where one 
contact point is made with one plane, and three with each of the other 
two 
(i) First strategy : two contact points on each of , P j and P k' 
Let ~l' ~l" 21' ~l'f ~l and ~l' be the position vectors, relative to 
the robot hand coordinate 
the datum planes p. f P. and 
1 J 
of the tip of the wand when it contacts 
respectively. 
Pk respectively (see Fig. 3.12a) 
A (~l i ) 0 Eq. 3. !H n. . -~1 
A 
(21 hi) 0 3.92 n. . . ~] 
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o Eq. 3.93 
The situation is similar to, but more general than, that originally 
described by McEntire [79]. AS indicated in [79], n., n. and n can be 
-1 ~J -k 
found by solving the system of non-linear equations formed by Eqs 3.1 to 3.6 
and Eqs 3.91 to 3.93. If no two vectors among (~l 
(~l - ~l') are parallel to each other, this will have a unique 
solution. Once such a solution is found (using Brown's algori too or 
otherwise), [R] is directly obtainable from Eq. 3.0. 
t can then be derived as shown in 3.3.2.3, 
(ii) Second strategy: three contact points on p., two on p. and one on P
k
' 
1 J 
The advantage of this strategy over the previous one is that non-
linear equations are avoided as a closed-form solution for [R] and t exists. 
Let ~l' ~l" ~l'" ~l' ~l' and ~l be the position vectors of the tip of 
the wand when it contacts P. , p. and Pk respectively. 1 J We now have (~1 
( . , I ) () 1 to Pi' and II - 21 parallel to P j Fig. 3.12b . 
Hence 
..... (~l i ') 0 Eq. 3.94 n, ~1 
-1 
(~1 - ~+ ") 0 . 3.95 
..... ( n. , 
-] 
. ') 
21 0 Eq. 3.96 
If (~1 - ~l') and (~l - ~l") are linearly independent (that is, if the 
three contact points on p. are non-collinear), we can combine Eqs 3.1, 3.94 
1 
and 3.95 to give 
± 
(~l - ~l') x (~l - ~l") 
1(~1 - ~l') x (~l - ~/)I 
The actual direction of n. must be chosen such that n. t' , n. 
-1 
. , 
::1 ' 
-1 -1 
and n. 
-1 
~l" are negative. 
Again, assuming that I) are linearly independent we can 
, ) 
55. 
combine Eqs 3.2, 3.3 and 3.96 to give 
A (;h 11 .) n x ~ 
A 
± n. 
-] In. x (11 - . ') I 
-1. h 
As with ~i' the actual direction of ~j must be chosen such that ~j .1 
and n .. j' are 
-] 
Once ~i and ~j are known, ~k can be obtained 
directly from Eqs 3.4 to 3.6. [R] is then given by • 3.0 and t can be 
derived as shown in 3.3.2.3. 
(iii) Third : three contact points on p., three on p., and one on P k ' J. ] 
In strategy (ii), (1 1 - ~l') must not be parallel to ~i if ~j is to be 
determinable. This restriction is removed by introducing an additional 
contact point between and the tip of the wand, while keeping the numbers 
of contact points on and P
k 
the same as in (ii). 
Let ~l' ~l" tion vectors of the 
tip of the wan d as it contacts Pi' P j and P k respectively. 
parallel to p .• 
] 
, Eqs 3.94 to 3.96 still 
(~l - il") is also parallel to P j (see Fig. 3.l2c) and hence 
A ( • ' '') n .. J l -J 1 
-J - ~ 
o 
In addition, 
. 3.97 
n. is derived from 
-1 
3.1, 3.94 and 3.95 exactly as in (ii), whereas, 
by virtue of Eqs 3.2, 3.96 and 3.97, n. now becomes 
-J 
(assuming that (j -
-1 
± 
(11 11 ') x (11 - 11 ") 
1(11 -ll') x (~l ~ ~/)I 
') and '2+ - 21") are linearly independent I or in 
other words, that the three contact points on p. are non-collinear) .. ] 
The actual direction of n. again is dictated by the fact that n. jl' 
-J -J-
~j hi and ~j . 21" must be negative. 
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(a) first strategy 
t\, 
I 1 I 1 
(b) secoro strategy 
third strategy 
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n is computed from n. and n. using Eqs 3.4 to 3.6. 
~k ~l ~J 
[R] is given 
by Eq. 3.0 and t can be derived as shown in 3.3.2.3. 
3.3.3 Discussion 
Thus, it is theoretically possible to determine the misalignment 
between two contacting objects by comparing the observations of contact 
sensors associated with each object. Bilateral sensing, which operates 
on this comparison principle, is therefore a functional relation between 
sensor and error spaces. From our brief look at a family of simple bilateral 
sensing techniques, the following points have emerged: 
(i) Bilateral sensing requires the use of computers. However, most of 
the numerical tasks involved are relatively simple and can be implemented 
in low-cost microcomputers. 
(ii) Bilateral sensing relies heavily on position sensing. In force-
force sensing, the displacement of the robot hand from the first to the 
second contact location must be measured. In all the other sensing schemes, 
the position of the tip of the wand relative to the robot hand must be 
found. However, note that neither the absolute location of the hand nor that 
of the work table need be known in any of the techniques considered. This 
suggests that the initial positioning of the hand with respect to the work 
table is unimportant and can therefore be performed quite inaccurately by a 
high-speed robot arm. 
(iii) Bilateral sensing is a multinary relation between sensor and error 
spaces. Within the family of bilateral techniques described in 3.3.2, the 
number of sensory observations needed for uniquely specifying an error-space 
vector ranges between 2 (as in force-force sensing) and 7 (as in touch-touch 
sensing) The need for multiple observations and its implications will be 
discussed in Chapter 4. 
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3.4 SUMMARY 
This chapter has been devoted to the study of feedback techniques. 
Both existing and new techniques have been examined from a theoretical 
viewpoint. The existing techniques have included (unilateral) contact 
sensing, visual sensing, and integrated sensing. The new techniques, 
known as bilateral contact sensing, are based on the use of two arrays of 
contact sensors. This combination has been shown to allow the spatial 
relationship between the two arrays to be found without the necessity for 
blind search or environmental structuring. 
59. 
4 
FEEDBACK : A SPECIAL CASE 
AND A GENERAL THEOREM 
Force-force sensing, a special case of bilateral sensing already 
outlined in Chapter 3, is re-examined in more detail in the present chapter. 
First, a closed-form solution is derived, which will yield the relative 
location of two force-sensing arrays when two pairs of force-moment vectors 
measured in one array are matched with two corresponding in the other 
array. The necessity for making at least two pairs of measurements in each 
array is proven for both the case of small misalignments and the case of 
arbitrary misalignments between the two arrays. The approach adopted in 
the proof for the second case leads to a convenient kinematic representation 
of force-force sensing, which is then used to establish a theorem on 
bilateral sensing in general. 
4.1 FORCE-FORCE SENSING 
It is recalled that, if (~l' ::"1) and(~2' ~) are the forces and 
moments detected by two force-sensing arrays Al and A2 in response to 
internal forces f and -f between Al and A , then for equilibrium (Fig.4.l) ~ _ 2 
~l - [R] Eq. 4.1 
t x ~l . 4.2 
where [R] is a 3x3 orthogonal matrix describing the orientation of A2 
relative to Al and t is a Jxl vector representing the position of A2 relative 
to 
Similarly, when the internal forces are changed to F and -F and the 
detected forces and moments to (~l' ~l) and (~2' ~2) without altering the 
relative orientation [R] and relative position t of Al and A2 , 
60. 
contact force 
f 
2 
t 
"" 
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. 4.3 
Eq. 4.4 
A numerical procedure for obtaining [R] and ~ from the above equations 
and from the orthogonality conditions of [R] was suggested in Chapter 3. 
We shall now determine [R] and! vectorially instead. The determination 
of [R] is based on a formula first published by Rodrigues in 1840 in 
connection with spatial displacements of rigid bodies [80]. 
4.1.1 The Rotation Matrix 
Let us rewrite Eg. 4.1 as 
== [R] (-f ) 
~2 
Eq.4.5 
which suggests that ~l can be regarded as the vector J-!2) after the 
body rotation [R] about an. axis ~ and through an angle a. 
Consequently, we can apply the vectorial version of Rodrigues formula 
relating , (-~2)' ~ and a [81], viz 
. (0)" ( Sln 2" ~ x 
Similarly, from Eq. 4.3 we can write 
sin (%) a x ( - F ) 
~2 
Eq. 4.6 
Eq. 4.7 
First, using Eqs 4.6 and 4.7, we shall find ~ and 0 in terms of ~l' ~ 
, and Once a and 0 are known, we can obtain [R] by equating it to 
the Euler matrix [78] , 
R..2 + (1_R.. 2 ) coso R..m (l-coso)- n sinO. R..n (l-cosa) + m sino 
mt ( I-cosO) + n sinS m2 + 2 coso (I-coso) - R.. sino (l-m ) mn 
nR.. (I-cosO) sinO nrn (I-coso) + R..sina 2 2 cosO m n + (l-n ) 
62. 
where £, fi, and n are the components of the unit vector ao 
1. 
We shall distinguish two possibilities 
o 
4.1.1.1 (~l - ~2) x (:1 - :2) o 
( i) If (f -
~l (:1 - :2) = 0 (Fig. 4.2a) then from Egs 4.1 
and 4.3 
[R]~2 + ~2 o Eq.4.8 
As ~2 and~F2 are non zero, • 4.8 implies that E = -1 is an 
eigenvalue of [R]. From Thompson [82], E is related to 0 by 
where 
io 
E e 
o II 
Also, since [R] is orthogonal 
Combining Eqs 4.8 and 4.9 gives 
Eq. 4.9 
x Eq. 4.10 
If ~2 and :2 are independent, Eq. 4.10 means that x :2 
is an invariant vector of the rotation [R]. That is, ~2 x and a 
are parallel, or 
A 
a 
(ii) If 
and (a) ~l F = 0 ~2 . 4. 2b) 
then 0 = IT as in case (i). 
To find a, note that[R) ( - f ) ~2 
63. 
[Rr~l 
- [R] [R) ~2 + ~l Eg. 4.11 
Since [R] is a rotation through IT ... [R] [R] is the identity matrix 
and . 4.11 becomes 
~l - ~2 
which again means ~2) is parallel to a and 
or (b) ~l -:~2 t 0 (Fig. 4.2c) 
Let 
and 
then - f ) x (F - F ) ~2 ~l ~2 
- f ) ~2 
where S is a non-zero scalar. 
~l 
p = f -~2 ~2 ~2 
4.13 can then be rewritten as 
p - p = 0 ~l ~2 
From Eqs 4.8, 4.14 and 4.15 
o implies 
Eq. 4.12. 
· 4.13 
· 4.14 
Eq. 4.15 
· 4.16 
Eq. 4.17 
'" a 
,.. 
11- ::: - :::0 
FIG 4·2 
1- 'f iii -f2 
12 .i 0 - £2:::0 f1 ;to 
ANGLE OF ROTAT WHEN (f 1-12) x !.E1- £2)::: 0 
.i 0 
C> 
~ 
As proved in case (i), 4 . 16 and 4. 17 
a can be derived as shown in case (ii) (a) . 
Hence A a 
~l 
4.1.1. 2 Second --~~~~------~ 
F - F ~l ~2 
IF - F I -1 ~2 
First we shall prove that, unlike in the 
be to n. 
Suppose 0 II. 
Then Eqs 4.6 and 4.7 simplify to 
o 
is to be violated), Eq. 4.18 yields 
A 
a 
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o ;=; II. 
section, 8 cannot 
· 4.18 
Eq. 4.19 
) :j: 0 
· 4.20 
However, substituting Eq. 4.20 in Eq. 4.19 gives 
= 0, which is impossible hypothesis. 
Hence, d :j: II for all cases where ( x (F I - F ) :j: 0; and we 
- ~2 
can rewrite Eqs 4.6 and 4.7 as 
0 
13. x - f ) tan (2") (:1 ~l + f _2 ~2 • 4.21 
0 13. (:1 - :2) tan (2") x F ~l + F ~ 2 · 4.22 
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For convenience, let 
6 A 4.23 w tan(-) a . 
2 
~l ~2 
+ ~2 
~2 - F 
-2 
;{2 == + ~2 
and 4.21 and 4.22 become 
w :x: ~l ;{l Eq. 4.24 
w :x: ~2 == Y"2 Eq. 4.25 
Therefore 
(w :x: :51 ) :x: (w :x: :x: ) == Y :x: Y"2 
-
-2 _1 
which, upon development and simplification, gives 
Y"l • ::2 w Y"l :x: Y"2 Eq. 4.26 
(i) If Yl :x: Y t 0 (Fig. 4.3a) 
- -2 
Then from Eq. 4.26, Y"l . :52 t 0 and 
Y"l . :52 
Eq. 4.27 w 
Using Eqs 4.23 and 4.27, we deduce that 
0 2 tan -1 Y"l 
:x: Y"2 
Y"l ::2 
1\ [ ) 1 ~l :x: ~2 and a == --6 
'" ~l . :x: tan (2) _2 
(ii) If ~l x ~2 =::: 0 (Fig. 4.3b) 
Then due to Eg. 4.25 
~l 0 ::2 o 
Combining 4.24 and 4.28 
Hence w ot.::1 + (3::2 where ct and f3 are scalars. 
Substituting w in Egs 4.24 and 4.25 gives 
w 
~2 . (::1 x ::2)~1 - ~1 . (~l x ~2)~2 
(~1 x :2)2 
o and a can be deduced from w as in (i). 
NOTE: When = y = 0 ~2 
w 0 
o 0 and a is indeterminate 
[R] [I), the identity matrix. 
4.1.2 The Translation Vector t 
67. 
Eg. 4.28 
Once the rotation matrix [R] is determined, the L.H.S. of Eq.402 
is known and can be grouped into a single vector 21 
Eq. 4.29 
Similarly, the LoB.S. of Eg. 4.4 can be grouped into a single 
vector ~1 
Eq. 4.30 
68. 
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Eqs. 4.29 and 4.30 are identical in form to Eqs 4.24 and 4.25. 
Therefore, as was shown for w in section 4.1.1.2 
t 
or t when ~l x ~l o 
4.1.3 Discussion 
In sections 4.1.1 and 4.1.2, we have determined, or shown how to 
determine, the relative location [R] and t of two force-sensing arrays Al 
and A2 , for an exhaustive combination of forces and moments mutually 
experienced by these arrays. 
The need to measure more than one pair of force-moment vectors in 
each array should have been obvious from the process of deriving[R] and 
t. However, we shall provide two additional proofs which will 
conclusively establish this need. 
The first proof applies when the angular misalignment between Al 
and A2 is small and the second proof, when Al and A2 are arbitrarily 
located. In both cases, we shall demonstrate that [R] and t cannot be 
uniquely specified if one pair of measurements only is used. 
4.1.3.1 Small misalignments. 
For a small angular misalignment, [R] can be thought of as 
representing a rotation through a small angle 0 about some axis a, and 
can therefore be linearised as 
[R] 
-nO 
1 
to 
where t, m, and n are again the components of the unit vector a. 
f '1 x.. 
f yl and ~2 
forces sensed by Al and respectively. 
Eq. 4.1 then becomes 
fXl 
fYl 
which, upon rearrangement gives 
* [A] w b 
0 -f 
z2 
where [A) 0 
fX2 
and b :: 
fxl + fX2 
f + f y2 
+ f , 
z2 
1 
nO 
-rna 
f y2 
-f 
x2 
0 
Clearly, [A] i5 a singular matrix, 
* 
f 
x2 
f y2 
-no 
1 
f(,Q 
70. 
be the contact 
rna f 
x2 
-1(,0 f y2 Eq. 
1 fZ2 
Eq. 
. 4;32 has an infinite 
4.31 
4.32 
number of solutions w , and therefore [R] cannot be uniquely determined. 
The indeterminacy of t follows directly from Eq. 4.2 which can be 
rewri tten as 
[B] t Eq. 4.33 
where [B] == 
and ~l + [R]~2 
o fzl 
o 
71. 
Again, it is readily appreciated that even if ~l were unique, t 
would not be so, as [B] is a singular matrix. 
4.1.3.2 Arbitrary misalignments 
As before, let !l and be the forces sensed by Al and A2 
respectively, and rewrite Eq. 4.1 as 
or 
T 
[R] !l 
f T [R) 
~l 
-f 
~2 
Eq. 4.34 
T 
where [R] , T and T are the transpose of [R], ~l and !2 respectively. 
Substi tuting [R] [~i ~j ~k] in Eq. 4.34 yields 
A 
!l -f: n. . ~1 x2 Eq. 4.35 
A 
= -f n. 
~J y2 Eq. 4.36 
A ~l -f ::k . z2 Eq. 4.37 
f i2 , fY2 and fZ2 being the components of !z' 
Equations 4.35 to 4.37 specify the projections along a given vector 
, of the triad of unit direction vectors (r1., n., ~k). 
~l. - J-
,Suppose 
* * (£1. , n. , 
-l. -J 
equations. 
* ~k ) is a triad which projects onto !l according to these 
It is obvious that if this triad is spun about to some 
* new orientation, the new triad * * (n.. , n. , 
~L ~J 
nk ) thus obtained will also ~ NEW 
satisfy 4.35 to 4.37 (Fig. 4.4). In fact, there will be an infinite 
number of triads (n., fl., ~k) f and hence an infinite number of matrices [R], 
~1 ~J-
corresponding to any pair of force vectors ~l and ~2' 
72. 
The indeterminacy of t can be proven algebraically with the help of 
. 4.2, as in Section 4.1.3.1. Geometrically I however, 4.2 specifies 
the moment ~I' about the origin 01 of array AI' due to the direction vector 
of a straight line 1 through the origin 02 of array A2 ; t, the position 
vector of 02 relative to 01 is the moment arm of ~l. Fig. 4.5 shows array A2 
* at some position relative to , the position vector t of 02 satisfying 
Eq.4.2. Clearly, if A2 is slid along 1 to a new position, the new vector 
~NEW thus obtained will also satisfy Eq.4.2. In fact, there will be an 
infinite number of possible positions for A2 , and hence of vectors t, 
corresponding to any pair of force and moment vectors 
The existence of rotational and translational freedom between Al and A2 
when feedback information is underspecified suggests the kinematic model of 
Fig.4.6a. As shown in this figure, 1 is the line of action of the contact 
force between Al and A2 (the force that manifests itself as , ~l in Al 
and ~2' ~2 in A2 ) . The triads of coordinate axes associated with Al and 
A2 are joined to 1 by cylinder pairs Cl and C2 which allow these triads to 
rotate about, and slide along, 1 relatively to each other. It is easy to 
visualize that these motions do not affect how Al and A2 perceive the 
contact force, i.e., as Al and A2 are displaced, they still 'see' the force 
as (~l' ~l) and (~2' ~2) respectively. Therefore, conversely we can deduce 
that there exists more than one relative location between Al and A2 for 
which a given contact force is 'seen' as 
The locking effect of an extra contact forc€! between Al and A2 is 
illustrated in Fig.4.6b (for simplicity, we have shown as rigidly linked 
to the lines of action of the two contact forces) . That Al and A2 can no 
longer move relatively to each other can be ascertained by computing the 
number of degrees of freedom F of the linkage shown in the above Figure. 
For a spatial linkage with no general constraints, F is given by 
Kutzbach formula [83] 
/ 
/ 
FIG. 4.4 AM BIGUOUS ORIENTATION 
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F 6 (n 1) - 6j + Ef Eq. 4.38 
where n number of links (including the fixed link) 
j number of joints (or pairs) 
Ef total number of degrees of freedom in all the joints. 
In the linkage of Fig.4.6b, 
n 2 
j 2 
and Ef 4. 
F -2 
As F ~ 0, the linkage is a structure and the relative location between 
Al and A2 is completely specified. 
4.2 BILATERAL SENSING: A KINEMATIC PERSPECTIVE 
Thus, using a simple kinematic model has enabled us, without having 
recourse to mathematics, to demonstrate the multinary character of force-force 
sensing, a member of the family of bilateral techniques outlined in Chapter 3. 
We shall now extend kinematic modelling to the remaining members of this 
family, namely touch-force, force-touch, and touch-touch sensing. We shall 
first construct kinematic models to show that these particular techniques, 
also, are multinary and then generalise our arguments to prove the multinary 
nature inherent in all bilateral techniques. 
4.2.1 Kinematic Models 
4.2.1.1 Touch-force 
We may recall that Al is now a wand which can detect touching at its 
sensitized tip, and A2 is still an array of force sensors capable of measuring 
forces and moments in three dimensions. If the tip of the wand contacts 
an object fixed to A2 , then the position of the contact point is known 
relatively to the coordinate system of A2 and the location of the line of 
75 ~ 
I.ine of action of contact force 
\ 
cyl!nder 
_ - pairs 
( a) RELATI VE fREEDOM BETWEEN TWO fORC NSING ARRAYS 
(b LOCKING BETWEEN TWO FORCE SENSING ARRAYS 
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action of the contact force applied by the wand on B2 is known relatively 
to the coordinate system of A2 " 
Fig. 4.7a depicts this situation, showing the position vector ~l of a 
contact point U, fixed to the coordinate system of Al and the line of action 
~u of a contact force applied at U, fixed to the coordinate system of A2 . 
As indicated in Section 3.3.2.2, we can intersect ~ with the boundary 
u 
S of B2 and obtain the position of U relative to A2 . Let this position be 
represented by vector U fixed to the coordinate system of A2 . 
-2 
Obviously, 
~l and ~2 must meet at U, and Al and A2 are free to revolve about any axis 
through U without affecting ~l and ~2· This is modelled in Fig. 4.7b by 
joining Al and A2 with a spheric pair at the contact point u. 
Likewise, when the positions of two additional contact points V and W 
are known relatively to both Al and A2 , we can join Al and A2 with spheric 
pairs at V and W. The resulting linkage is shown in Fig. 4.7c. 
For this linkage, 
n 2 
j 3 
and E'f 9. 
Applying Kutzbach formula (Eq. 4.38) we deduce that F = 3, i.e., the 
linkage is a structure and the relative location between Al and A2 is 
completely specified. 
Figs 4.7d and 4.7e illustrate the case where the positions of U, V and W 
are found simultaneously. The prismatic pair in Fig.4.7d models the indeter-
minacy of the position of the contact point U considered by itself (relative 
to A2 , U can lie anywhere along the force line ~u) . The rigid triangular 
plate UVW, also in Fig. 4.7d, is a reminder of the invariability of the 
distances between U, V and W. When the corners of this plate are fitted 
simultaneously onto the respective force lines (Fig.4.7g), the linkage between 
77. 
( a) 
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(d) 
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Al and A2 , for which 
n 2, 
j 3, 
and 1:f 12, 
becomes locked, with F= 0 degrees of freedom. Again, it follows that the 
relative location between Al and A2 then is completely specified. 
4.2.1.2 Force-touch 
As described in Section 3.3.2.3, array Al is a wand capable of detecting 
forces applied at its tip and array A2 consists of touch sensors mounted in 
thD.ee mutually orthogonal datum planes. 
When the tip of the wand contacts a datum plane, the touch sensor in the 
latter is triggered and the plane's identity established. The location of the 
plane then becomes evident to the coordinate system of A2 (which naturally, is 
fixed with respect to all datum planes) . 
If the contact between the tip of the wand and the plane is frictionless, 
the contact force picked up by Al is aYways normal to the plane and therefore 
the orientation of the plane relative to Al can be found, Also, because the 
position of a point on the plane (namely the tip of the wand) is known, the 
location of the plane with to Al is completely determinable. 
We can model the fact that the location of a plane is known in both the 
coordinate systems of Al and A2 by joining them with a plane-plane 
(Fig.4.8a). Note that one half of this pair is rigidly attached to the 
coOrdinate of Al and the plane as 'seen' by Ali the other 
half of the pair is rigidly attached to the coordinate system of A2 and 
represents the same plane as 'seen' by A2 , Clearly, both halves must lie 
flat against each other, although they, and hence 
sliding and rotating relatively to each other. 
and A2 , are capable of 
By establishing the locations of 3 different planes relative to both Al and 
A2 , we arrive at the model of 
together with 3 plane-plane 
.4.8b, where Al and A2 are shown joined 
Thus, for the linkage between A, and A?, 
80. 
plane-plane 
pair 
(a) 
Rigid connection 
( b) 
n 2, 
j 3, 
and 9. 
Therefore, ,according to Kutzbach formula, 
F =-3 
81. 
which implies that Al is completely located with respect to A
2
, 
4.2.1.3 Touch-touch sensing 
The sensor arrangement in this case is similar to that in force-touch 
Al is still a wand and A2 a set o£ touch sensors mounted in a triad 
of mutually orthogonal datum planes. Unlike in force-touch , however, 
the wand does not measure forces applied at its tip and can only detect whether 
touching occurs there. 
Thus, when the tip of the wand contacts a datum plane, the location of the 
is defined with respect to the coordinate system of in force-touch 
sensing) while only the position of the contact point is defined with respect 
to the coordinate system of AI. This is modelled in Fig,4.9a by rigidly 
fixing the plane to A2 and the point (represented by a Since 
the point must always lie on the plane, Al and A2 are in effect, joined by a 
sphere-plane pair with two translational and three rotational degrees of 
freedom. 
Figs 4.9b and 4.9c are kinematic models of the two variants of touch-touch 
sensing in which the tip of the wand makes six contacts with the datum planes. 
Hence, in both figures we find Al and A2 joined by six sphere-plane 
pairs. The linkages between Al and A2 then have 
n 2, 
j 6, 
and Ef 30. 
From Kutzbach formula, 
F == 0, 
i.e., both linkages are structures and the relative location between Al and A2 
is completely defined. 
If we introduce a 7th contact between the tip of the wand and the datum 
~plane 
( a) 
( b) 
(c) 
(d) 
FIG 4· KI NEI'1ATIC MODELS OF TOUCH-TOUCH SENSING 
planes, we obtain the third variant of touch~touch 
shown in 
become 
.4.9d. The kinematic parameters of the 
n 2, 
j = 7, 
and 35. 
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, a model of which is 
between Al and A2 no' 
Clearly, F ~l and the relative location between Al and A2 is, again, 
completely defined. 
4.2.2 Discussion 
So far, we have justified how various bilateral techniques can be 
represented by kinematic models. Using these models, we have shown 
repeatedly that it is possible to determine the relative location of two contact-
sensing arrays by comparing the responses of one array to a set of contact events 
with the simultaneous responses of the other array to the same set of events. 
The comparison of the responses of two sensor arrays, as we have seen, 
is akin to the establishment of kinematic pairs, which in a figurative sense, 
link the two arrays together. The number of pairs,.j, required to form a rigid 
immovable linkage between these arrays changes from one technique to another, 
but is invariably greater than one throughout the family of techniques that we 
have examined. In other words, these particular techniques all exhibit a 
multinary character. 
Fig.4.l0 is a kinematic model of yet another bilateral technique. The 
technique is completely arbitrary in that its model 
j of kinematic pairs nor the nature of th~se 
neither the number 
Nevertheless, as with 
other bilateral techniques, here the number n of links and the number F of 
degrees of freedom are given by 
n 2 
and F ~ O. 
Combining Eqs 4.38, 4.39 and 4.40 yields 
6 6j + Ef ~ 0 
Eq. 4.39 
Eq. 4.40 
Eq. 4.41 
84: 
where Ef is the total number of degrees of freedom in the j pairs of the 
model in question. 
We shall now discuss how Eq.4.41 can be used for synthesizing new 
bilateral techniques as well as for establishing a 
bilateral techniques. 
property of all 
4.2.2.1 Synthesis of bilateral techniques 
The procedure is to: 
( i) fix j. This determines the lower limit on Eft 
(ii) compute the upper limit on Ef from Eq.4.41; 
(iii) select a value for Ef from the allowable range of values between 
the lower and upper limits found in (i) and (ii); 
(iv) decide on the nature of each of the j pairs; 
(v) deduce the of sensors and sensory responses required. 
Example: 
(i) Fix j 
Ef ;;; 
(ii) From Eq.4.4l 
Ef ~ 
(iii) Select Ef 
(i v) Pair No.1, 
Pair No.2, 
2 
2. 
6. 
2. 
f 
f 
1 
1 
revolute pair 
revolute 
(v) Al : force-s array, for picking up the lines of 
action of two contact forces and the positions of 2 
contact 
A2 the same as for AI· 
Fig.4.lla is a kinematic model of the bilateral te just 
synthesized. Kutzbach formula yields F -4 for this model, i.e. 
are rigidly locked each other as expected. 
and 
85. 
Note: When 'synthesizing new bilateral techniques, we must be wary of 
possible general and 'overclosing' constraints in the kinematic models of 
these techniques. These constraints, which arise in a model where there 
are special relationships between the axes of the or the dimensions 
of the links [84] [85], increase F beyond the value normally obtained with 
Kutzbach formula and therefore can cause ill-conditioning in the corresponding 
bilateral technique. For instance, in the model of Fig.4.11a, if the two 
revolute pairs become collinear (Fig.4.11b), ill-conditioning will occur 
since F will be equal to 1 and the relative location between Al and A2 will 
be indeterminate. Fig.4.12 shows how the bilateral techniques analysed 
previously can also fail by ill-conditioning. 
4.2.2.2 A theorem on bilateral sensing 
• 4.4.1 can be rewritten as 
j I:f 1 + 6 Eq. 4.42 
which for a given kinematic model, defines the lower limit imposed on the 
number j of pairs as a function of the total number I:f of degrees of freedom 
in these pairs. 
Since I:f is strictly and j is an quantity, Eq.4.42 
implies that 2 is the absolute minimum value that j can have in the kinematic 
model of any arbitrary bilateral technique. In other words, 
THEOREM: Bilateral sensing is inherently a multinary process. 
The practical connotation of this theorem is that whenever a bilateral 
technique is implemented, some kind of motion will be involved, due to the 
need for taking several independent sensor measurements. As a bilateral 
teChnique always hinges on knowing all relative sensor motions occurring 
between each measurement, these motions must be performed with high accuracy. 
For maximum efficiency, these rather unproductive motions must also be kept 
( a) normal technique 
( b) conditioned technique 
FIG 4·11 
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as small as e. Therefore, an attribute of all systems with 
bilateral is the ability to make small and accurate motions. 
4.3 SUMMARY 
A special bilateral technique, force-force sensing, has been examined 
in detail. Through an unusual application of a simple formula by Rodrigues, 
a closed-form solution has been achieved for the problem of inferring the 
relative of two force-sensing arrays from two force measurements 
taken in each array. 
Other bilateral techniques have also been studied. A parallel has been 
drawn between these techniques and various kinematic methods of rigid-body 
location. This has enabled bilateral sensing to be treated in a unified 
manner by means of Kutzbach formula, a device normally in the 
synthesis or classification of kinematic linkages. The use of Kutzbach 
formula to generate new bilateral techniques and to prove the multinary nature 
of all bilateral has been described. 
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CHAPTER S 
THE OF A COMPUTER-DRIVEN 
ASSEMBLY MACHINE 
An assembly system based on bilateral sensing may consist of a rigid 
work table with one or several flexible industrial robots. The robots 
would make the large and swift movements required for gross pick-and-place 
tasks, while the work table would perform the small and precise adjustments 
necessary for the final stage of the assembly operation. 
For maximum flexibi~ity, the robots should have at least six of 
freedom. Their positioning errors, in the worst case, would therefore be 
three-dimensional. Clearly, to correct these errors, the work table should 
also possess no fewer than six degrees of freedom. 
This chapter describes a mini-computer-controlled, six-degree-of-
freedom work table suitable for investigating the proposed assembly scheme. 
The device resembles Gough's and Whitehall's Universal Tyre Test Machine [86], 
Stewart's Aircraft Simulator [87J, or Koogle's motion transducer for use in 
the intact invitro human lumbar [88] . With its triangulated construct-
ion, it is robust and accurate, but at the same time light and manoeuvrable. 
The main body of this chapter is divided into three sections. The 
first outlines the mechanical hardware; the second analyses it kinematically; 
and the third describes a method to synthesize its path. 
S.l HARDWARE DESCRIPTION 
The work table comprises a triangular platform, six screw jacks, six 
stepping motors, and a triangular base (Fig.S.la). The stepping motors are 
rigidly mounted at the corners of the base and drive the screw jacks via the 
bearing and universal joint arrangement shown in Fig. S.lb. The jacks are 
grouped into three pairs, each consisting of two adjacent jacks pinned 
together at the top (Fig. S.lb). Also pinned at the top of each jack 
400mm 
(max) 
300mm 
(min) 
25mm dia 
motor 
second 
link ---...I!: 
clearance. 
adjusting 
screws 
(a) 
VIEW 0 
( b) 
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PLATE 5·1 THE WORK TABLE 
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is one end of a short link. The other end of this link is 
to a second link which, in turn, passes through a bearing located 
at a corner of the platform. The axis of the pin common to the first and 
second links is normal to that of the pin common to the jacks and the first 
link. The axes of the platform's bearings are normal to the platform plane. 
The accuracy with which we can specify the location of the platform 
clearly depends on the rigidity of the work table's structural members, the 
clearances in its joints, and the dimensional tolerances of its components. 
The principal dimensions of the work table are shown in Fig. 5.1. Given 
these dimensions, Wong [89] has found the work table's stiffness to be of 
the order of 10 kN/mm. That is, under the action of a 100 N-assembly force, 
the table will deflect by only .01 mm. Therefore, the table is more than 
adequately rigid for the light assembly tasks it is designed to perform. 
To increase the accuracy of the table, the joints have been provided 
(where feasible) with means for adjusting their clearances and restricting 
these to an essential minimum (Fig. S.lb). 
There are two types of dimensional errors. The first is associated 
with uncertainties in the manufacture of the various components of the work 
table and the second, with the resolution of the screw jack and stepping 
motor arrangement. The negative effects of the first of errors on the 
positioning accuracy of the system are easily counteracted by calibration. 
The second type of errors are minimised with the combination of fine-pitch 
screws and high-resolution motors. In the design, the 
screws have ten threads per inch and the stepping motors make two hundred 
steps per revolution. The jack lengths can therefore be controlled to within 
0.5 thousandth of an inch (.01 mm). Preliminary tests on the positioning 
accuracy and repeatability of the overall system have indicated values of 
the same order of magnitude. 
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5.2 KINEMATIC ANALYSIS 
This section is divided into three parts. The first verifies 
that the work table has six degrees of freedom and that the platform can 
be located at any position and orientation relative to the stationary base. 
The second and third develop and analyse the mathematical relationships 
between the platform and the base. 
5.2.1 Degree of Freedom and Connectivity 
5.2.1.1 of freedom 
The number of es of freedom of any system is the minimum number of 
independent required to specify its state completely. Thus the 
number of degrees of freedom, F, of a mechanism is the minimum number of 
joint variables necessary to determine the location of every link relative 
to a given link in the mechanism. 
F, for a spatial mechanism with no general constraints, is again given 
by the well-known Kutzbach formula 
F = 6(n-l) - 6j + Ef . 5.1 
where n = number of links (including the fixed link) 
j = number of (binary joints are counted as one, 
ternary joints as two,etc.) 
Ef total number of degrees of freedom in all the joints. 
A kinematic model of the work table with all the six motors acti vated is 
shown in Fig. 5.2. For this model, clearly, 
n 20 
j 24 
U = 36 
and since there are no constraints, Kutzbach formula may be 
to give F equal to 6. 
Hence the work table has six degrees of freedom and the six 
94. 
needed to specify its state may be taken as either the angles of rotation 
of the stepping motors or ·the variable lengths of the screw jacks. 
Obviously when all the motors are stopped, the screw jack lengths are 
no longer variable, the sum If is reduced by 6, F is zero, and the work 
table becomes a rigid structure. 
5.2.1.2 Connectivity 
The connectivity CXY between two rigid members X and Y in a mechanism 
is the number of degrees of relative freedom between them. We wish to show 
that the connectivity between the platform and the base is also six, that is, 
the plqtform may occupy any location relative to the base. 
In general, there is no simple relationship between CXY and F. For 
example, the connectivity between the lower half of any screw jack and the 
base is 3, the connectivity between the lower and upper halves of the same 
jack is 1, while F has been found to be 6. 
There are techniques for determining CXY based on the analysis of the 
so.rew system of the joints between X and Y [90]. However, because of 
symmetry, we do not need to carry out this complex analysis to determine 
the connectivity CpB between the platform and the base. 
We shall now define what we mean by symmetry and then state and prove 
a simple theorem that gives us CpB directly. 
DEFINITION: Let two rigid links X and Y be joined by joints J l , •... I n 
where J , ..• J can be linkages themselves [90]. 1 n If J , .;. J all have + n 
the same degree of freedom, then X and Yare said to be symmetrically 
joined. (Fig.5.3.) 
THEOREM: If the links X and Y in a mechanism are symmetrically joined, then 
the relative degree of freedom, or connectivity CXY ' between X and Y is equal 
to the smaller of the number of degrees of freedom F of the whole mechanism 
1 
2 
1 
1 
2 
3 
bi nary revol 
(f = 1 ) 
ternary revolute __ J"a. 
(f = 2) 
uni versal joint 
(f = 2) 
binary revolute 
( f = 1) 
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or the number of degrees of freedom S of the space within which the mechanism 
, i.e. CXY = min (F,S). 
PROOF: First consider the case F<S. (Fig. 5 .4a) . Because of 
symmetry, CXY > CXI where CXI is the connectivity between X and any link I in 
the mechanism. 
From the definition of connectivity, Y is completely fixed relative to 
X if CXY joint paramete~s are known. Because C < C the locations XI XY' 
relative to X of all links I are also completely determined given the CXY 
Thus CXY { F . 5.2 
since the connectivity between any two members in a mechanism 
cannot be greater than the number of degrees of freedom of the mechanism 
itself, 
C XY t F Eg. 5.3 
From Egs 5.2 and 5.3, CXY F 
As F increases to S (Fig. 5.4b), CXY = F S. 
When F > S (Fig. 5.4c), Cxy = S, because the number of degrees of 
relative freedom between any two members in a mechanism cannot exceed the 
number of degrees of freedom of the space in which the mechanism operates. 
It is evident from the kinematic model of the work table (Fig. 5.2) 
that the platform and the base are symmetrically As F = S == 6, 
the connectivity CpB is also 6 and, therefore, relative to the base, the 
platform can assume any arbitrary position and orientation within the working 
space of the mechanism. 
5.2.2 Work Table 
We have shown that the platform has six of freedom relative 
to the base. Therefore, the platform-base location may be represented by 
x 
Y 
(0) F < S 
(b) F = S 
(c) F> S 
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(XY = 3 
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(XY:; 3 
FIG 5· 4 THE (ONI'JE(TIVITY THEOREM APPLIED TO 
SIMPLE PLANAR LINKAGES. 
six independent co-ordinates. Let (x/y,z) and IY'Z) be two triads of 
rectangular axes fixed on the platform and the base respectively. The 
relationship between these two rigid bodies may be taken as the 
components of the generalised co-ordinate vector L. 
-1 
L.==(t., 
-1 X1 
1 t .f </l., e. 1 l{J.) 
Zl 1 1 1 
where t ., t ., t . are the linear co-ordinates of the origin of the triad 
X1 y1 Zl 
(x/y,z) and </l. ,e"l{J., its Eulerian angles, relative to the triad (X,Y,Z). 
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During a task, often the platform has to alter its location L.so that 
-1 
successful assembly can occur. New locations L.'s may be computed from 
-] 
tactile feedback information. In order to take the platform from to 
L.'s, we must alter the work table's parameters. 
-] 
To be able to do so, we 
must know how these parameters relate to the platform-base location. 
As mentioned earlier, either the stepping motorg' rotation angles or 
the screw jack lengths may be taken as the six parameters of the six-degree -
of-freedom work table. For convenience, we have chosen the latter and have 
grouped them into the jack-length vector t. 
-1 
(a) 
and 
Thus, we wish to find the relationship G, such that 
or 
The successive 
__ ...... G __ -+) t. 
~1 
G(L. ) 
_1 
leading from to t. are described below 
-1 
determination of the transformation matrix LRJ.T.] linking (x,y,z) 
1~1 
( 01 X,Y,Z) using 
L. = ( 
-1 
It" t " </l., e., l{J.). 
yl Zl 1 1 1 
[R] . 
1 
and 
It is well known (see [78] for instance) that 
cos~. cos8. coslj!. 
1 1 1 
- sinet>. sinlj!. 
1 1 
sin~. cos8. coslj!. 
11 1 
+ coscp. sinlj!. 
1 1 
sin8. coslj!. 
1 1 
t . 
Xl 
t . yl 
t . 
Zl 
- cos~. cos8. sinlj!. 
1 1 1 
- sinet>. coslj!. 
1 1 
- sin~. cos8. sinlj!. 
1 1 1 
+ coscp. coslj!. 
1 1 
sin8. sinlj!. 
1 1 
cos~. sin8. 
1 1 
sinet>. sin8. 
1 1 
cos8. 
1 
and that the position vector P and p of a point P in (X,Y.Z) and (x,y,z) 
respectively, are related by 
. 5.4a 
Eq. 5.4b 
(bl Determination of the platform's unit normal vector and the position of 
the platform's corner E (Fig. 5.5). 
The platform's normal B is by 
coset>. 
1 
n sinet>. 
1 
cos8. 
1 
l 
sin8. 
1 
sin8. 
1 
I i.e. the third column of [R]. 
1 
Let E and e be the position vectors of the platform's corner E in (X,Y,Z) and 
- -
(X/Y/~) respectively. e is a constant vector determined by the platform's 
dimensions. 
From (al 
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(c) Determination of W, the unit direction vector of the axis of the pin 
common to the first link CD and second link DE. 
As w is a unit vector, == 1 Eq. 5.5 
Also, w is normal to n A "-w.n o Eq. 5.6 
From Fig.5, w is coplanar with (E - vfi - A) and (B-A) 
W :::: A(E va A)+ ll(B - A) Eq. 5.7 
where v is the length of the link DE and A and B are constant position 
vectors. 
Let M=E-vn-A Eq. 5.8 
and AB B - A Eq. 5.9 
Note that, given the dimensions of the work table, M is never parallel 
to AB. 
If AB.n j 0, combining Equations 5.5, 5.6, 5.7, 5.8 and 5.9 gives 
A :::: ± 1 
6 M.'11 ~ ----,,---AB. 
and 
M.n 
If AB.n = 0, since n cannot be normal to the plane (M, , wand AB 
have the same direction 
A 0 
II ± 
1 
I A~B I 
Since the sense of Q. is immaterial to the ensuing calculation,' we are 
free to choose the sign of A (in the first case) or II (in the second case) . 
(d) Determination of li , the direction vector of the first link CD. As u 
101. 
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is a unit vector, 
I~I ~ 1 Eq. 5.10 
U is normal to 0, 
U .. W = 0 Eq. 5.11 
u, M, and AB are coplanar 
u :::;: aM + SAB Eq. 5.12 
M.O 
Since both AB.O and I~ ~ ~ AB , are non zero (unless the work table 
, ,,~ 
AB.w 
is to undergo severe contortion), Eqs 5.10" 5 .11 and 5 .12 yield 
a = ± 
1 
A M.w 
AB.Q 
Furthermore, a must be positive since within the physical working 
space of the platform, U has a positive component in the Z direction, 
while AB has no component in this direction. 
(e) Determination of jack lengths. 
Let u denote the length of the first link and C the position vector of 
the point C, common to the first link and the jack pair. 
C 
S 
E 
I~ 
I~ 
1\ 1\ 
vn - uu 
, the components ~'3 ...... ~'6 of ~. may be found by 
~ ~-~ 
repeating the steps (b) , ...... (e) of the above algorithm. 
Thus, for an arbitrary location L. of the platform we can derive a 
~~ 
unique set of corres~onding jack lengths ~. and therefore we know how to, 
~1 
change these lengths to achieve any desired platform motion. 
103. 
As a corollary of the unique correspondence of ~. to 
~1 
, when we 
irnmobilise the platform relative to the base, the whole work table freezes 
into a rigid structure with zero degree of freedom. From Voinea and 
Atanasiu [91], the connectivity, CpB' between the platform and the base is 
the difference between the work table's numbers of degrees of freedom, F, 
before and after the platform is irnmobilised. Since before irnmobilisation, 
F is 6, and afterwards it is 0, CpB is 6, which verifies the result in 
the previous sub-section. 
NOTE: In the electronic control system we have developed for the work 
table, the actual position control parameters are not the jack lengths, 
but the rotation angles of the stepping motors. Fig.5.6 explains how 
these angles can be found when the jack lengths and positions are known. 
5.2.3 the work table and location 
We know how to move the platform from one location to another but 
still need to establish the location from which the very first motion begins. 
In this sub-section therefore, we are interested in finding the inverse 
relation G- l , such that 
or 
-1 
G 
--'-----+L. 
""1 
-1 
== G (9...) 
~1 
-1 
since with G we can determine the location of the platform for any set 
of input parameters, in part.icular its initial location L for the initial 
~o 
set of jack lengths ~ . 
~o 
It is readily appreciated that, due to the work table's complex 
kinematics, G-l does not possess a simple closed form but must be implied 
from the closure and constraint equations of the linkage system. In what 
follows, we shall derive these equations and indicate how their numerical 
-1 
solution can be used for studying G 
pin new 
ule~ 
o r 
le 1 _ ~TT + angle 1 
umotoint~ 
aXIs jack fram leg 
g e the jock length by 
screw 
ste motor mus~ + 2TT it' Ing 
urn -(2N -+ 1 -+ 2). 
uleg i~ 
@ pinnew 
legnew 
ornata 
ulegnew t 
I 
1 
umatonew 
ulegnew 
screw 
w 
"-( N + sc~.!w } *' 
i-' 
0 
"'" 
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5.2.3.1 Closure and constraint equations 
Fig.5.7 shows a kinematic model of the work table with locked stepping 
motors. Since the motors are inactive, the jack lengths t, are constant, 
~l 
and the jack pairs form rigid triangular structures hinged about the axes 
AB to the base of the work table. The angles ~ are the umenown angles 
between each jack-pair plane and the base plane. The angles ~ are the 
unknown angles between the first limes CD and the axes AB. 
til' t i2 , ~, and ~, are used to compute the position vector ~l and 
A 
the axis WI 
[~~ [IRI:11] :~ l [~lJ 
and [~~ [IR~Yll ] ~l ] [~lJ 
cosYl -siny 1 0 
where [R (Yl) ] 
sinYl cosYl 0 
0 0 1 
Yl = a constant angle 
'T' = a constant vector 
':::1 
-u cos~l + Cl 
* ~l u cos~l sin~l + hI cos~l 
u sin~l sin~ 1 + hI sin~l 
2 2 
t'l - t'2 
Cl 0.5 (AB + 
l l ) 
AB 
hI (t :2 il 
_ C 2) 0.5 
1 
- sin~l 
* ~l = cos~l cos~ II 
sin~ cos ~_ 
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A 
Similar expressions for (~2' ~2) and (~3' ~3) can also be derived in 
terms of (l i3 , li4' ~2' ~2) and (liS' l i6 , ¢3' ~3)· 
1., ¢'s and ~IS can now be related by the following equations 
~1 
Eq. 5.13 
where T is the length of the side of the equilateral platform 
A " W .n 
~2 ~ = = 0 Eq. 5.14 
where B, the normal to the platform is given 
°1~2 x °1~3 
by A n 
1 0 10 2 x 0 10 3 1 
Equations 5.13 express the closure conditions of the linkage system, 
and Equations 5.14, the constraints on the terminal link axes. These 
equations form a set of six independent non-linear equations. If they are 
solved for the unknown ¢'s and ~IS, then the position vectors ~l' ~2' ~3 
can be determined, the 010 20 3 found, the points E located, and the 
platform's position and orientation L. completely specified. 
~1 
5.2.3.2 Numerical solution 
Brown's algorithm for solving non-linear systems [77] can be used to 
extract ¢'s and ~'s from the above closure and constraint equations. To 
apply the algorithm, these equations are first re-arranged into the form 
0, k = 1, .... 6 
An initial guess is then made for the ¢'s and ~IS. The algorithm 
successively expands each of the is into a linearised Taylor's series 
about this initial guess, and Gaussian elimination and back 
substitution to obtain improved guesses. The iterative process is said 
to converge when a set of ¢·s and ~IS is found such that all the's 
are smaller than a predetermined limit, or when a 'fixed point' 
* * * * * * (¢l ' ¢2 ' ¢3 ' ~l ' ~2 ' ~3 ) is reached. 
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If the fk is well~behaved and the initial guess sufficiently 
close to a root, convergence to this root will take place. Since, in 
general, there is more than one real root, the problem is to make a guess 
close to that root which corresponds to a physically possible work table 
configuration. If a cluster of roots exist about the root, the 
location of the may not be determinable numerically. 
A simple known as deflation, has been used to test for the 
indeterminacy condition. 'Deflation' stands for a class of methods for 
finding further roots of a non-linear equation in addition to those found 
during earlier calculations. Brown's and Gearhart's uniform-norm deflation 
method [92] has been adopted. This technique excludes a found 
* root (~lold' ······~30ld) by forming the new system of equations fk at 
each iteration, where 
I, ... , 6 
It is seen how the original system fk has been deflated, i.e. 
the new sys tern no longer tends to zero values as (~lold' "'~30ld) is 
approached but still contains all the other roots of the fk's. One of 
these roots, say (~lnew' •..• ~3new)' can then be extracted from the 
* fk in the normal way, using Brown's algorithm. When (~ ., .... 'f3 ) lnew new 
* is found, it in turn is excluded from fk ** and a new system fk is formed. 
The process is until either all the roots are found or the algorithm 
fails to converge. 
Using deflation technique, we have been able to obtain up to nine 
roots from the system fk for a given set of jack lengths ~ .. 
-1. 
However, by 
an exhaustive testing , we have shown that only one of these roots 
is feasible for any ~,p i.e., indeterminacy is not a problem, if we restrict 
~1. 
-1 
the range of G to the set of physically allowable platform locations 
-1 
and the domain of G ,to the set of ~. 's such that 
-1. 
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9" ~ 9" ,~ 9, 
m1n 1J max j:==:1, •• ,. •• 6 
where 9" and 9, are the fully retracted and fully extended jack lengths 
m1n max 
shown in Fig. 5 .la. 
5.3 PATH SYNTHESIS 
Suppose that, in order to move the platform from L. to L" the jack 
-1 -J 
lengths must change from 9" to 9, .• 
_1 -J 
If the difference (9,.-9,.) is used 
~J -1 
directly to drive the stepping motors, the platform will eventually reach 
L, but its motion will be zigzagged and wobbly due to the non-linear nature 
-J 
-1 
of G • The imperfections in the platform's path will not be 
if L. is sufficiently close to L" but may be unacceptable in large movements 
-J -1 
of the platform. However, by breaking such macro-movements into elementary 
portions, we can construct any desired path for the platform, the smoothness 
and accuracy of the path depending on the number of portions it 
In this section we shall outline a method for breaking a macro-movement 
into identical micro-components. The method is best explained with 
transformation matrices. We recall that, in representing the location i of 
the platform relative to the base, we can replace the vector L. with the 
-1 
transform~tion matrix [R]. T'-J' 1 _1 o 1 
[R] " given by Eq. 
1 
5 .4a, is the 
orthogonal matrix of the direction cosines of the -fixed triad 
(:x:,y,z) relative to the base-fixed triad (X,Y .Z). , given by Eq. ,5 .4tl . 
is the position vector of the origin of (:x:,y,zb relative to (X.Y.Z). Thus, 
a macro-movement of (:x:,y,z) from i to j, as observed in (X.Y.Z) may be 
represented by the transformation matrix 
[
R1. , 
1J 
o 
T, ~ -lJ 
1 
such that 
Cr: J i 1 J [ [R] , T, ] J ~J o 1 T, 'J -lJ I 
It can be easily verified (see [78], for example) I that 
[R] , , 
1J 
T, , 
~lJ 
[R] , 
J 
T, 
~J 
T [R] , 
1 
[R] " T. 1J ~1 
T 
where [R], is the transpose of [R],. 
1 1 
llO. 
Breaking the macro-movement ij into fine components, therefore, means 
finding micro-transformations such that 
~ [[r]k ~kJ 
k=N 0 1 [
R]" T, 'J 1J ~lJ 
o 1 
where N number of portions in the path to be synthesized. 
Again, it can be verified that, in order to obtain identical micro-
movements (Fig.5.S) 
~ 
where ~k 
[R] , . 
1J 
~k 
T, 
~1 
+ 
1 
N 
[r] k a ~k-l 
k (T, -N ~J 
k 1, •....... N 
k 1, .... 0 0" ...... N 
T, ) k 
~1 
1, . ............ D N 
1 
N' [r]k or [R]" , the Nth root of the orthogonal matrix [R], " is readily 
1J 1J 
derived from [R]", if we recall that [R] .. represents a rotation about an 
1J 1J 
axis ~ through an angle 0, and [r]k' a rotation about the same axis 
a 
through N. If [R] .. is re-written in the form of the Euler matrix [78] 1J 
£m (1 - coso) £n (1 - coso) + msino 
- n sino 
m£ (1 - coso) 2 2 m + (1 - m )coso mn (1 - coso) - £sino 
+ n sino 
n£ (1 - coso) 
-m sino 
nm (1 - coso) 
+ £sino 
where £, m, and n, the components of a, 
2 2 
n + (l-n ) coso 
are derived from the elements of [R 1 .. 1J 
T·· [R) .. 
,., IJ IJ 
111. 
(a) macro movement of platform from i to j. 
(b) division of macro movement into two 
identical micro movemen 
as shown in [78], then [r]k is obtained by replacing 0 by 
matrix. 
5.4 SUMMARY 
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o in the above N 
This chapter has described a work table used in a study into mechanised 
assembly. It has checked that the mechanism has six degrees of freedom and 
double checked that its movable platform can be located at any position and 
orientation relative to its stationary base. The combined mathematical and 
numerical analyses have shown that there is a one-to-one correspondence 
between the platform's position and orientation and the input parameters of 
the linkage system, which is a necessary condition for controllable platform 
movements. The division of these movements into micro elements to build 
up smooth and accurate paths has also been outlined. 
Among the various techniques mobilised in this chapter, of 
interest is, perhaps, the combination of Brown's and Gearhart's numerical 
deflation and Brown's equation-solving algorithm. This combination may 
be useful for synthesizing new mechanisms as well as uncovering their 
displacement characteristics, such as dead ends, and change points etc. 
Finally, note that the mechanism analysed in this chapter can have other 
applications in robotics. For example, it can be scaled up and used as a 
mobile base for mounting a robot, or 'shrunk' down and adapted into a 
universal six-degree-of-freedom wrist of a manipulator. 
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CHAPTER 6 
A COMPLIANT WRIST FOR AN ASSEMBLY ROBOT 
In this we shall investigate how a device, which is essentially 
a modified and miniaturised version of the work table studied in Chapter 5, 
can be used as a flexible wrist in an assembly robot. 
We shall with a brief description of the device and then proceed 
to analyse it both kinematically and structurally. Our kinematic analysis 
will (i) verify that, like the work table, the device also possesses six 
degrees of freedom, and (ii) yield the compatibility matrix which relates 
the small of the device in a 'local' coordinate with 
those in a 'global' cordinate system. The compatibility matrix will subsequ-
ently be employed in our structural analysis to compute the 'global' stiffness 
and flexibility matrices of the device. These, in turn, will be employed to 
prove the unique ability of the device to assist a robot in performing a 
difficult assembly task - that of inserting cylindrical pegs into cylindrical 
holes with small clearances. 
6.1 HARDWARE DESCRIPTION 
As shown in Fig.6.l, the device is a triangulated arrangement of 
very similar to that adopted for the work table; there is a base, a 
and six • legs I • The main difference here is that the legs are 
rams rather than motor-driven screw-jacks. Also, the connections between the 
legs and the platform (or the base) are realised with spheric pairs, rather 
than universal joints or other combinations of revolute pairs. 
6.2 KINEMATIC ANALYSIS 
6.2.1 
6.2.1.1 
Fig.6.2 is a kinematic model of the device. 
parameters are 
Clearly the kinematic 
cyli nder 
piston 
spheric 
pair 
.......... ---leg 
( ram) 
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llS. 
n 14 
j 18 
and Ef 48. 
Applying Kutzbach formula in the usual way, we find the number of 
degrees of freedom of the device as 
F = 18. 
However, the device owes six out of these eighteen degrees of freedom 
to the ability of the rams to rotate about their own axes (Fig.6.3a), and 
six others, to the ability of each half of a ram to relatively to the 
other half (Fig.6.3b). Thus, the device possesses twelve degrees of freedom 
which cannot have any effect on its overall These degrees of 
freedom are known as 'redundant' degrees of freedom [84]. By subtracting the 
number of redundancies from F, we obtain the number of active degrees of 
freedom in the device as 
F. 6. 
actJ.ve 
(Note that F . will change if general or overclosing constraints exist 
actJ.ve 
in the device, as illustrated in Fig.6.4.) 
6.2.1.2 
As with the work table, the platform and the base in the device are 
again symmetrically joined. By virtue of the Connectivity Theorem proved 
in Chapter 5, the number of relative degrees of freedom, or the 
connectivity , between the platform and the base is 
6. 
In other words, relative to the base, the platform can take up any 
arbitrary position and orientation within the working space of the device 
6.2.2 Compatibility Matrix 
To simpli the analysis, we shall assume that pairs of adjacent rams 
116 " 
spher ic pair 
pair ( 2) 
" FIG 6·2 KINEMATIC MODEL OF THE DEVICE 
/ 
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)6 
/ (b) 
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intersect at points A, C on the base and D, E, F on the as 
shown in .6.5. 
Let the displacements of the platform from its neutral location be 
represented by the vector 
x 
y 
z 
~d e 
x 
e y 
e 
z 
x, y, and z being the translations and 
e , e , and e the rotations of the platform, along and 
x y z 
about a triad of global coordinate axes (if j, k). 
Let the changes in the six ram lengths associated with these 
displacements be grouped as the vector 
If the platform displacements and the ram length changes are small, 
their relationship can be expressed linearly as 
~~ = [a] ~d 
[a] is the compatibility matxix (see McCallion [93J). 
We shall derive the first row of [a) and then state the expressions 
for the complete matrix. 
Referring to Figs .6.5 and 6.6, we can write 
F o E 
-
h 
c 
A B 
Coordinates about global axes: 
A: '-b f3 ( -b, 3 8 - h) 
( 
9 ' 
0) 
0) 
0) 
FIG 6·5 SIMPLIFIED DEVI GEOMETRY 
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l\d 
-
A 
FIG 6-6 RAM VECTORS AND PLATFORI'1 DISPLACEMENT 
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, 
~1 . (~1 - Q, ) ~Q,l -1 ~ 
Q,o 
b 
where ~1 00 OA ::: 0 
h 
and Q,' ~1 00' -OA 
1 -8 8 x 
z y 
8 1 -8 00 + y OA ~ z x 
-8 8 1 z y x 
bl3 Gz. + b x + 3 
~ Y 
bl3 8 + + h z 
- 3 x 
~Q,l 1 (bx hz bh 13 8 + b 2 13 8 ) !L + 3 x 3 z 
0 
and the first row of [a] is 
[ *0 0 h bhl3 b
2nJ !L 3"£ ·0 
0 0 
By repeating the above procedure for links 2 to 6, we obtain the 
entire [a] matrix: 
b h -bhl3 0 b
213 0 3 3 
-b 0 h -bhl3 0 
_b213 
3 3 
-b bl3 h qhl3 -bh b
213 
:2 2 6 2 3 Eq.6.1 
1 
-bl3 bhl3 _b 213 [a] =9; b h -bh -
0 2 2 6 2 3 
-b -b h bhl3 bh b
213 
2 2 6 2 3 
b h bhl3 bh 
_b 213 
2 2 6 2 3 
6.3 STRUCTURAL ANALYSIS 
6.3.1 Local Stiffness Matrix 
If we assume that (i) friction in the is negligible and 
, 
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the forces on the rams are purely axial, (ii) the springs in all the rams 
have equal stiffness k, and (iii) six local coordinate axes are chosen which 
are directed along the ram axes (Fig. 6.5), then -the local stiffness matrix 
relating ram forces to ram length changes is 
[s1 k [11 Eq. 6.2 
where [1] is the 6 x 6 identity matrix. 
6.3.2 Global Stiffness Matrix [S] 
The global stiffness matrix [S], which relates the global platform 
forces to the global platform displacements, can be computed from the local 
stiffness matrix [sJ as follows: 
[S] [a] T [s] [aJ Eq. 6.3 
where [a]T is the transpose of the compatibility matrix [aJ (again, see 
McCallion [93], for example). 
[S] 
From Eqs 6.1, 6.2 and 6.3 
3b2 0 0 0 
0 3b2 0 0 
k 0 0 6h
2 0 
~ 2 0 0 0 b 2h 2 
0 
0 0 0 0 
0 0 0 0 
6.3.3 Global Flexibility Matrix [C] 
As [C] is the inverse of [SJ 
0 0 
0 0 
0 0 
0 0 
b 2h 2 0 
0 2b4 
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1 0 0 0 0 0 
3b2 
0 1 0 0 0 0 
3b2 
0 0 
1 0 0 0 
6h 2 
)I, 2 0 0 1 0 0 0 
b 2h 2 [C) 0 k 
0 0 0 0 1 0 
b 2h 2 
0 0 0 0 0 1 
2b4 
6.4 PEG-HOLE INSERTION 
The peg-hole insertion problem has been detailed elsewhere by 
McCallion et al [15]. In brief, insertion is the final and most difficult 
in the assembly of a peg and a block with a hole. Insertion ,begins 
when the peg enters the 'insertion funnel', an imaginary frustum whose 
angle is defined by the peg-hole diameter ratio (Fig.6.7). 
During insertion, the peg can be linearly or angularly displaced 
relative to the hole (Figs 6.8a and 6.8b) • Clearly, to correct a linear 
misalignment, a linear movement must be made, and to correct an angular 
misalignment, an angular movement must be made . 
. 6.8a shows that in the case of a linear misalignment, there is a 
force acting on the peg, which tends to push it towards the hole. 
If the peg translates in the direction of this force, the linear misalignment 
will be corrected. Similarly, if the peg rotates in the direction of the 
righting moment due to an angular misalignment, the misalignment will be 
reduced. 
We can readily appreciate that this ideal behaviour will be approached 
when the peg is connected to the insertion machine via the compliant device 
analysed in the previous sections (Fig.6.9) since the displacements of the 
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peg will then be given by 
1 x 
3b2 0 
0 1 Y 
3b2 
z R, 2 0 0 
0 
k 
ex 0 0 
e 0 0 
Y 
8 0 0 
z 
0 0 
0 0 
1 0 
6h2 
1 0 
b2h 2 
0 0 
0 0 
0 
0 
0 
0 
1 
b2h 2 
0 
0 
0 
0 
0 
0 
1 
2b4 
F 
x 
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x 
M 
Y 
M 
z 
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where F , F , F , M , M ,M are the reaction forces and moments on the peg 
x y z x y z 
resolved in (i, j, k). That is, the peg will be able to comply to the 
constraints imposed on it by the hole and will therefore automatically align 
itself with the hole. 
with the device mounted on a drill press as shown in Plate 6.1, we 
have inserted pegs of sizes ranging from 12 mm to 50 rom in diameter and 25 mm 
to 100 mm in length, into holes having diametral clearances ranging from 12 ~m 
to 24pm, starting with misalignments between 1 mm to 2 mm and 1.5 0 to 2.5°. 
These experiments have also been successfully repeated with the device 
fixed to the end-effector of a Unimate 2000B, an industrial robot whose 
inherent positional repeatability is only around ±l ~ (Plate 6.2) • 
Note that all the pegs tried on the device were centrally located, 
relatively short, and of sufficiently small diameters. For off-centred OL 
long pegs, the arrang&~ents shown in Figs 6.10a and 6.l0b will theoretically 
counteract the effects of the secondary moments due to the reaction forces 
on the tip of the pegs. These arrangements will not work with pegs having 
very large diameters (Fig.6.l0c). In these cases, the pegs should be 
designed so that the reaction forces pass through the origin of (i, j, k). 
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This means, if the chamfer angle is 45°, and friction is small, the effective 
length-to-diarneter ratio of the pegs should be approximately equal to 0.5 
(Fig.6.IDd). 
6.S DISCUSSION 
Obviously, there are many possible variations to the construction of our 
compliant device. For example, instead of being spring-loaded, the rams 
can be pneumatically or hydraulically actuated. Linear Variable Differential 
Transformers (LVDTl s ) mounted along the rams will provide accurate feedback of 
the platform-base location as well as some measure of the reaction forces and 
moments on the peg. If these are masked by excessive friction in the ball 
joints, the latter can be replaced by universal joints, provided that one 
half of each ram can spin freely relative to the other about the ram's axis. 
Another form of compliant device could be a suitably moulded block of rubber. 
Finite-element analysis combined with experimentation would be required to 
yield the form of the moulding to give optimal force-displacement 
characteristics. 
6.6 SUMMARY 
A simple device has been described which is of making purely 
translational motions in the direction of forces applied to it, and purely 
rotational motions in the direction of moments applied to it. The use of 
the device as a flexible wrist in a low cost, low precision robot for 
inserting pegs into holes with extremely small clearances has been discussed. 
CHAPTER 7 
This study has embraced the analysis, and development of both 
active and passive aids aimed at extending the scope of industrial robots 
to the final aligning and insertion phases in the assembly of discrete 
mechanical components. 
Initially, a survey of the general field of assembly mechanisation 
was conducted with a view to uncovering potential aids. Several of these 
were found. They were mainly of the active type, requiring the conscious 
application of either visual or tactile feedback, or both. It was then 
theoretically established that none of these aids were feasible in their 
existing form, visual being slow and inaccurate, and tactile 
systems probabilistic and inflexible. 
The probabilistic nature of tactile systems, which was evident from 
their reliance on blind search procedures, was attributed to the information 
deficiency characteristic of traditional tactile feedback. 
Traditionally, all tactile feedback schemes involved a single sensor 
anray coupled either to a component-placing mechanism (e.g. a robot arm) or 
to a work-holding fixture (located on some work tablel. It was contended 
that the information deficiency would be remedied if two sensor arrays were 
used, one coupled to the mechanism and the other to the fixture. Various 
deterministic schemes based on this bilateral arrangement were proposed. 
Only touch and force sensors were considered although the basic principles 
involved would equally be applicable to combinations of other sensors. 
Next, the kinematics of an assembly machine capable of implementing 
the proposed bilateral feedback schemes were investigated. The machine, a 
132 • 
computer-driven six-degree-of-freedom linkage, had been built on the 
that it would assist a high-speed assembly robot with the fine and 
accurate movements during the detection and correction of the robot's 
errors. 
The kinematic investigation yielded control equations for the machine. 
in Fortran and Assembly language (see Appendix A) were subsequently 
written to enable a mini-computer to solve these equations and to communicate 
the solutions to the electronic circuitry that actuates the drive motors in 
the machine (see Appendix B, Fig. 7.1, and Plate 7.1). 
Both off-line and on-line tests were carried out to establish the 
accuracy of the programs, the correct performance of the electronics, and 
the integrity of the software-hardware complex. However, a full calibration 
exercise remains to be done for the assembly machine. Steps towards 
this have already been taken [78]. 
Although in theory the proposed bilateral feedback systems would enable 
the machine to eliminate all of the positioning errors committed 
by a pick-and~place robot, in practice this would not be the case due to the 
finite resolution of real sensors and imperfections within the assembly 
machine (e.g., clearances in its moving parts and deflection of its structural 
members) . Thus, typically this consortium of active assembly aids would 
only be suitable for the aligning phase. The final section of this study was 
of 
to the analysis of a novel passive aid ideal for the insertion phase. 
The device, also with six degrees of freedom, was shown to be capable 
purely translational, or purely rotational, displacements in the 
direction of any forces, or moments, applied to it. This susceptibility to 
external constraints accounted for the device' s tendency passively to correct the 
of a component during its insertion into its mating part. 
The true effectiveness of the device was highlighted on a common industrial 
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robot: with the device mounted in its end effector" the robot could insert 
cylindrical pegs into holes (and twin pegs into twin holes) with 
clearances fifty times smaller than the robot's inherent positional 
repeatability. 
APPENDIX A 
SOFTWARE FOR CONTROLLING THE 
WORK TABLE 
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0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
.0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 
0053 
0054 
0055 
0056 
0057 
0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
0069 
0070 
FTN4 
C PROGRAM TO COMMUNICATE WITH OPERATOR 
C PHAM D.T. 
C SEVENTH VERSION 
137. 
C PURPOSE: TO INPUT PLATFORM TRAJECTORY AND OUTPUT REQUIRED 
C LEG LENGTHS 
C AND TOTAL NO. OF MOTOR STEPS 
C AND SPEED NUMBERS 
C THIS VERSION USES RODRIGUES PARAMETERS . 
C THE PARAMETERS ARE WELL BEHAVED AND EASY TO VISUALISE 
C 2/04/1978 
C 20/04/1978 MINOR MISTAKES CORRECTED ( SEE LINES 259,261 
C 02/08/1979 SUBROUTINE START MODIFIED 
C GLOSSARY OF ERROR MESSAGES 
C ERROR 1 IN THE TABLE CONFIGURATION TO BE ANALYSED BY CORD4 
C ,THE LEG LENGTHS ARE LESS THAN 300MM OR GREATER 
C THAN 350MM (FROM CORDA). 
C ERROR 2 MAXIT EXCEEDED WITHOUT CONVERGENCE(FROM NLNEQ). 
C ERROR 3 SINGULAR JACOBIAN ( FROM NLNEQ) 
C ERROR 4 NUMBER OF TRAJECTORY POINTS LESS THAN OR EQUAL 
C TO 0 ( FROM OPER,ON COMING BACK FROM INTRA) . 
C ERROR 5 NMEGA GREATER THAN -70 (OR ABOUT 300 STEPS/SEC) 
C OR NSTEP LESS THAN 0 OR GREATER THAN 3000 (FROM OPER) 
C OR LEG LENGTHS LESS THAN ORIGINAL LEG LENGTHS 
C (FROM NULEG). 
C ERROR 6 AN INTERRUPT OCCURRED ON OR BEFORE THE 7TH DATA 
C STROBE.SCANNING MUST BE REPEATED(FROM OMPLX). 
C ERROR 7 . THE AWAITED 8TH-DATA-STROBE INTERRUPT DOES NOT 
C OCCUR, EVEN .THOUGH 7 ATTEMPTS HAVE BEEN MADE 
C (FROM OMPLX). 
C POSSIBILITIES:MULTIPLEXER BOARD MALFUNCTIONS 
C OR ENCOD BOARD IS NOT WORKING, 
C OR TRANSFER REQUEST LINE IS STUCK 
C OR THE DATA ACQUISITION SYSTEM 
C HAS PACKED IN. 
C ERROR 8 : INTERRUPT OCCURRED ON THE 8TH DATA STROBE BUT 
C IT DOES NOT COME FROM THE CURRENTLY ADDRESSED 
C SUB-DEVICE(FROM OMPLX). 
PROGRAM OPER1 
EXTERNAL OMPLX,IDENT,ICLR,WPANL,INITL 
DOUBLE PRECISION DGLX(3),DGLY(3),DGLZ(3) 
1,NGLX,NGLY,NGLZ 
1,GENRL(6),A(3,3) 
REAL B(3),TOP(3),SQTOP(3),ALEG(6),GAMMA(3) 
1,AGLX(3),AGLY(3),AGLZ(3),BGLX(3),BGLY(3),BGLZ(3) 
1,ABX(3) ,ABY(3),ABZ(3) 
1,MOD 
1,EPX(3},EPY(3),EPZ(3) 
1 , R ( 3 , 3) , VECT ( 3 ) 
1,TEMP(6) 
1,COORD(600) 
INTEGER IWRIT,ERROR 
1,NPOIN 
1,NSTEP(6) 
1,ISTEP(6),MSTEP(6),NMEGA(6) 
COMMON IDEV,IDATA(6),JFAIL,IFLAG 
COMMON P(3) ,Q(3) ,COSGA(3) ,SINGA(3) ,U(3) ,V(3) ,C(3) QH(3) 
I,SQTOP,B,GAMMA,TOP 
1,DGLX,DGLY,DGLZ,NGLX,NGLY,NGLZ 
1,EPX,EPY,EPZ 
1,MOD 
1,ALEG 
1,GENRL 
1,A 
1,ERROR 
1,IWRIT 
1,AGLX,AGLY,AGLZ,BGLX,BGLY,BGLZ,ABX,ABY,ABZ 
1,UORGX(6),UORGY(6),UORGZ(6),ALEGO(6) 
1,AMOTX(6),AMOTY(6),AMOTZ(6),PITCH 
C CLOCK FRRmJRNCV 
0071 
0072 
0073 
0074 
0075 
0076 
0077 
0078 
0079 
0080 
0081 
0082 
0083 
0084 
0085 
0086 
0087 
0088 
0089 
0090 
0091 
0092 
0093 
0094 
0095 
0096 
0097 
0098 
0099 
0100 
0101 
0102 
0103 
0104 
0105 
0106 
0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 
0118 
0119 
0120 
0121 
0122 
0123 
0124 
0125 
0126 
0127 
0128 
0129. 
0130 
0131 
0132 
0133 
0134 
0135 
0136 
0137 
0138 
0139 
0140 
CLOCK "" 42300. 
C INITIALISATION 
CALL DTABL 
CALL START 
IFRST "" 1 
138. 
C READ ORIGINAL LEG LENGTHS AND COMPUTE ORIGINAL COORDINATES 
1 ERROR 0 
WRITE (1,11) 
11 FORMAT(" ENTER 6 LEG LENGTHS,EACH BETWEEN 300 AND 350 MM") 
READ (1,1<) ALEG 
IWRIT = 0 
CALL CORD4 
IF(ERROR.NE.O) GO TO 30 
C NUMBER OF STEPS AT REFERENCE POSITION 
L = 0 
WRI TE ( 6 , 55 ) L 
DO 90 1=1,6 
90 TEMP(I) GENRL(I) 
WRITE(6,66)TEMP 
CALL TR(TEMP,R,VECT) 
IWRIT == 1 
CALL NULEG(R,VECT,NSTEP) 
IF(ERROR.NE,O) GO TO 30 
DO 95 1=1,6 
ISTEP(I) == NSTEP(I) 
NSTEP(I) ::: 0 
95 CONTINUE 
C INPUT TRAJECTORY 
2 CALL INTRA(NPOIN,COORD) 
IF(NPOIN.GT.O)GO TO 25 
ERROR == 4 
GO TO 30 
25 WRITE(1,24) 
24 FORMAT ('1 HARD COpy OF POSITION AND SPEED NUMBERS REQUIRED? 
1 YES :: 1, NO = 0 II ) 
READ(1,*) IWRIT 
WRITE(1,26) 
26 FORMAT(" ENTER TIME BETWEEN LOCATIONS,IN SECONDS") 
READ(l,*) TIME 
C COMPUTE LEG LENGTHS AT .ALL TRAJECTORY POINTS 
INDEX "" 1 
DO 200 I=l,NPOIN 
C GET NEW COORDINATES AND STORE OLD POSITION NU~BERS 
DO 100 J=1,6 
TEMP(J) ::: COORD(INDEX) 
INDEX == INDEX+1 
MSTEP(J) == NSTEP(J) 
100 CONTINUE 
IF(IWRIT.EQ.O) GO TO 101 
WRITE(6,55)I 
55 FORNAT (n LOCATION NO. 11(15) 
WRITE (6,66)TEMP 
66 FORMAT(3E20.10) 
101 CALL TR(TEMP,R,VECT) 
CALL NULEG(R,VECT,NSTEP) 
IF(ERROR.NE.O) GO TO 30 
C OUTPUT POSITION AND SPEED NUMBERS 
DO 110 K=1,6 
NSTEP(K) ::: NSTEP(K)-ISTEP(K) 
OMEGA =: ABS«NSTEP(K)-MSTEP(K»/TIME) 
C SET MINIMUM SPEED::: 1 STEP/SEC 
IF(OMEGA.LT.l.) OMEGA == 1. 
NMEGA(K) ::: -CLOCK/(2*OMEGA) 
C SAFETY MEASURES : NSTEP MUST BE INSIDE ALLOWABLE RANGE 
C NMEGA CANNOT BE TOO LARGE 
IF«NSTEP(K).LT.O).OR. (NSTEP(K).GT.3000» ERROR::: 5 
IF(NMEGA(K).GT.-70) ERROR::: 5 
110 CONTINUE 
IF(ERROR.NE.O) GO TO 30 
IF(IWRIT.EQ.O)GO TO 112 
0141 WRITE(6,77) 
0142 77 FORMAT (" POSITION NUMBERS: if) 
0143 WRITE(6,99) NSTEP 
0144 WRITE(6,88) 
0145 88 FORMAT (Ii SPEED NUMBERS:") 
0146 WRITE(6,99) NMEGA 
0147 99 FORMAT (6IIO) 
0148 C OUTPUT SPEED NUMBERS TO 6DOF TABLE 
0149 112 DO 150 L=1,6 
0150 150 IDATA(L) = NMEGA(L) 
0151 IDEV 1 
0152 JFAIL = 0 
0153 CALL OMPLX 
0154 IF(JFAIL.NE.O) GO TO 190 
0155 CALL ICLR 
0156 C OUTPUT POSITION NUMBERS TO 6DOF TABLE 
0157 DO 160 L=l,6 
0158 160 IDATA(L) = NSTEP(L) 
0159 IDEV :::: 2 
0160 JFAIL = 0 
0161 CALL OMPLX 
0162 IF (JFAIL.NE.O) GO TO 190 
0163 CALL lCLR 
0164 C CHECK FOR FIRST ROUND 
0165 1F(IFRST.EQ.O) GO TO 170 
0166 1FRST :::: 0 
0167 10K 1 
0168 CALL WPANL(IOK) 
0169 170 1F(IFLAG.EQ.4) GO TO 180 
0170 GO TO 170 
0171 180 CALL ICLR 
0172 DUMMY = 0 
0173 DUMMY = 0 
0174 CALL WPANL(I) 
0175 200 CONTINUE 
0176 GO TO 45 
0177 190 IERR = JFAIL-S12 
0178 ERROR = JFAIL+5 
0179 30 WRITE(1,22) ERROR 
0180 22 FORMAT(" ERROR NO.",I3) 
0181 40 WRITE(1,33) 
0182 33 FORMAT(" TRY AGAIN? YES=I,NO=O") 
0183 READ(l,*)IANS 
0184 IF(IANS.EQ.1) GO TO 1 
0185 GO TO 46 
0186 45 WRITE(1,44) 
0187 44 FORMAT(" MORE POINTS? YES =l,NO =0") 
0188 READ(l,*)IANS 
0189 IF(IANS.EQ.l) GO TO 2 
0190 46 STOP 
0191 END 
139. 
0192 . C 
0193 C 
0194 C 
0195 
0196 
0197 
0198 
0199 
0200 
140. 
SUBROUTINE START :TO INITIALISE ROBOT HARDWARE 
SUBROUTINE START 
EXTERNAL ICLRpINITL 
CALL INITL 
CALL ICLR 
RETURN 
END 
0201 C 
0202 C SUBROUTINE INTRA 
0203 C INPUT TRAJECTORY OF 6~DOF TABLE 
0204 C 21/03/1978 
0205 C SECOND VERSION 
0206 C 
0207 SUBROUTINE INTRA ( NPOIN,COORD 
0208 EXTERNAL EXEC 
0209 INTEGER NPOIN 
0210 REAL COORD(600),TEMP(6) 
0211 ND 0 
0212 DO 50 I= 1,6 
0213 50 TEMP(I) = O. 
0214 INDEX = 1 
0215 5 WRITE(1,2l) 
141. 
0216 21 FORI1AT(fI ENTER 1 FOR VDU INPUT"/" OR 5 FOR TAPE INPUT") 
0217 READ(I,*)LU 
0218 IF(LU.EQ.5)GO TO 10 
0219 IF(LU.NE.l) GO TO 5 
0220 WRITE(I,l1) 
0221 11 FORMAT(" INPUT TRAJECTORY OF PLATFORM AS A SEQUENCE OF GEN."/ 
0222 I" COORDINATES ."/ 
0223 1" FORMAT: ND,COORD(1), •••• ,COORD(6) H/ 
0224 1" ND A BLANK FOR NORMAL INPUT"/ 
0225 I" ND :: 1 FOR TERMINATING INPUT"/) 
0226 C INPUT LOOP 
0227 10 DO 200 1=1,101 
0228 IF(I.EQ.I0l) GO TO 200 
0229 12 IF(LU.EQ.5) GO TO 15 
0230 WRITE(I,22) I 
0231 22 FORMAT (" ENTER COORDINATE SET NO.", IS) 
0232 15 READ(LU,*) ND,TEMP 
0233 C CHECK END OF INPUT(ND=1) 
0234 IF(ND.EQ.1)GO TO 30 
0235 C CHECK VALIDITY OF INPUT 
0236 IF«TEMP(I).GT.~60.).AND.(TEMP(I).LT.60.).AND 
0237 1. (TEMP(2) .GT.-60.).AND.(TEMP(2).LT.60.) .AND 
0238 1 .(TEMP(4).GT.-200.).AND.(TEMP(4).LT.200.).AND 
0239 1 .(TEMP(5).GT.-200.).AND.(TEMP(5).LT.200.).AND 
0240 1 .(TEMP(6).GT.-200.).AND.(TEMP(6).LT.200.).AND 
0241 1 .(TEMP(3).GT.260.).AND. (TEMP(3).LT.320.» GO TO 20 
0242 WRITE(1,33) 
0243 33 FORMAT(" INPUT ERROR") 
0244 GO TO 12 
0245 C STORE INPUT IN COORDINATE ARRAY 
0246 20 DO 100 11=1,6 
0247 COORD (INDEX) :: TEMP(Il) 
0248 IF (Il.GT,3) COORD (INDEX) :: (COORD(INDEX»/1000. 
0249 INDEX = INDEX+1 
0250 100 CONTINUE 
0251 200 CONTINUE 
0252 30 NPOIN I-I 
0253 IF«NPOIN.LT.1).OR.(LU.EQ.5» GO TO 35 
0254 C PUNCH PAPER TAPE 
0255 CALL EXEC(3,1004B) 
0256 K = 1 
0257 DO 300 J=l,NPOIN 
0258 ND ~ 0 
0259 COO 4 COORD (K+3) *1000. 
0260 COOS COORD(K+4) *1000. 
0261 C006 = COORD (K+5) *1000. 
0262 WRITE(4,34) ND,COORD(K),COORD(K+1),COORD(K+2) 
0263 1 ,C004 ,COOS ,C006 
0264 34 FORMAT(I2,",",F11.4,",",Fll.4,",",Fll.4''''''1l 
0265 1 ,Fll.4,",",Fll.4,".",F11.4) 
0266 K = K+6 
0267 300 CONTINUE 
0268 ND = 1 
0269 WRITE(4,36)ND 
0270 36 FORMAT (12) 
0271 CALL EXEC(3,1004B) 
0272 35 RETURN 
0273 END 
0274 C 
0275 C SUBROUTINE DTABL 
0276 C SET TABLE PARAMETERS 
0277 SUBROUTINE DTABL 
0276 DOUBLE PRECISION DGLX(3),DGLY(3),DGLZ(3) 
0279 l,NGLX,NGLY,NGLZ 
0280 l,GENRL(6),A(3,3) 
0281 REAL B(3),TOP(3),SQTOP(3),ALEG(6),GAMMA(3) 
0282 1,AGLX(3),AGLY(3),AGLZ(3),BGLX(3),BGLY(3),BGLZ( 
0283 l,ABX(3),ABY(3},ABZ(3) 
0284 l,MOD 
0285 l,EPX(3},EPY(3),EPZ(3) 
0286 INTEGER IWRIT,ERROR 
0287 COMMON IDEV,IDATA(6),JFAIL,IFLAG 
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0288 COMMON P(3),Q(3),COSGA(3),SINGA(3),U(3),V(3),C(3),H(3) 
0289 1,SQTOP,B,GAMMA,TOP 
0290 1,DGLX,DGLY,DGLZ,NGLX,NGLY,NGLZ 
0291 l,EPX,EPY,EPZ 
0292 1,MOD 
0293 1,ALEG 
0294 1,GENRL 
0295 1,A 
0296 1, ERROR 
0297 1,IWRIT 
0298 1,AGLX,AGLY,AGLZ,BGLX,BGLY,BGLZ,ABX,ABY,ABZ 
0299 1,UORGX(6),UORGY(6),UORGZ(6),ALEGO(6) 
0300 1,AMOTX(6),AMOTY(6),AMOTZ(6),PITCH 
0301 P (1) = -155. 
0302 P(2) = 211.5 
0303 P(3) = -56.5 
0304 Q(l) = -154.7298721 
0305 Q(2) = -56.86900151 
0306 0(3) 211.5988736 
0307 B(l)= 310. 
0308 B(2) = 310. 
0309 B(3) = 310. 
0310 GAMMA (1) O. 
0311 G~~A(2) = 120. 
0312 GAMMA(3} = 240. 
0313 TOP(l) = 264. 
0314 TOP(2)::: 264. 
0315 TOP(3) 264. 
0316 U(I) = 5. 
0317 U(2) = 5. 
0318 U(3)::: 5. 
0319 Vel) = 15. 
0320 V(2) 15. 
0321 V(3} = 15. 
0322 C COORDINATES OF ORIGINAL MOTOR UNIVERSAL AXES (REFERENCE) 
0323 UORGX(l) = 1. 
0324 UORGY(l) = o. 
0325 UORGZ(I) = o. 
0326 UORGX(2) = 1. 
0327 UORGY (2) o. 
0328 UORGZ(2) = o. 
0329 UORGX(3) =-.5 
0330 UORGY(3) .8660254 
0331 UORGZ(3) o. 
0332 UORGX(4) =-.5 
0333 UORGY(4) = .8660254 
0334 UORGZ(4) = o. 
0335 UORGX(5) =-.5 
0336 UORGY(5) =-.8660254 
0337 UORGZ(5) O. 
0338 UORGX(6) =-.5 
0339 UORGY(6) =-.8660254 
0340 UORGZ(6) = o. 
0341 C MOTOR AXES 
0342 A!>10TX (1) =:: o. 
0343 AMOTY(l) = o. 
0344 
0345 
0346 
0347 
0348 
0349 
0350 
0351 
0352 
0353 
0354 
0355 
0356 
0357 
0358 
0359 
0360 
0361 
0362 
0363 
0364 
0365 
0366 
0367 
0368 
0369 
0370 
0371 
0372 
0373 
0374 
0375 
0376 
0377 
0378 
0379 
0380 
0381 
0382 
0383 
0384 
0385 
0386 
0387 
0388 
0389 
0390 
0391 
0392 
0393 
0394 
0395 
AMOTZ (1) := 1 
AMOTX(2) O. 
AMOTY (2) O. 
AMOTZ (2) ::::: L 
AMOTX(3) :: 00 
AMOTY (3) o. 
AMOTZ(3) =1. 
AMOTX(4) :;: O. 
AMOTY(4) =: 00 
AMOTZ(4) :: Is 
AMOTX(5) O. 
AMOTY(S) = o. 
AMOTZ (5) 1. 
AMOTX (6) o. 
AMOTY(6) :: o. 
AMOTZ (6) ::::: l. 
C ORIGINAL LEG LENGTHS 
ALEGO(I) ::::: 300. 
ALEGO(2) := '300. 
ALEGO (3) 300. 
ALEGO(4) "" 300. 
ALEGO(5) '" 300. 
ALEGO(6) :::: 300. 
C PITCH OF SCREWS 6 IN MM 
PITCH:::: 2.54 
C PLATFORM COORDINATES OF CORNERS E 
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AMEDI ::::: SQRT(.5*(TOP(1)**2+TOP(2)**2-.5*TOP(3)**2» 
COSIN = (.75*TOP(2)+.25*TOP(I)*TOP(I)/TOP(2) 
C 
1 -.25*TOP(3)*TOP(3)/TOP(2»/AMEDI 
EPX(2) .6666667*AMEDI*COSIN 
EPY(2) .6666667*AMEDI*SQRT(I.-COSIN**2) 
EPX(3} = -TOP(2)+EPX(2) 
EPY (3) =: EPY (2) 
EPX(l) ;:::: -EPX(2)-EPX(3) 
EPY(l) = -EPY(2)-EPY(3) 
EPZ(I) = o. 
EPZ(2) = O. 
EPZ(3) O. 
00 10 1=1,3 
AGLX(I) ;:::: pel) 
AGLY ( I) ::: Q ( I) 
AGLZ(I) ::: O. 
BGLX(I) P(1)+B(1)*COS(.01745329252*GAMMA(I» 
BGLY(I) = Q(I)+B(I)*SIN(.01745329252*G~~(I» 
BGLZ(I) = o. 
ABX(I) = BGLX(I)-AGLX(I) 
ABY(I) ::::: BGLY(I)-AGLY(I) 
ABZ (I) := O. 
10 CONTINUE 
RETURN 
END 
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0396 C 
0397 C SUBROUTINE TR TO COMPUTE VECT T AND MATRIX R FROM GEN COORD 
0398 SUBROUTINE TR(TEMP,R,VECT) 
0399 REAL TEMP(6),R(3,3),VECT(3) 
0400 C 
0401 ALMDA TEMP(4) 
0402 AMU = TEMP(S) 
0403 ANU = TEMP(6) 
0404 SQLMD ALMDA**2 
0405 SQMU = AMU**2 
0406 SQNU = ANU**2 
0407 DELTA = 1.+.25*(SQLMD+SQMU+SQNU) 
0408 C RODRIGUES MATRIX R 
0409 R(1,1)=(l e+.25*(SQLMD-SQMU-SQNU»/DELTA 
0410 R(1,2) = (-ANU+.5*ALMDA*AMU)/DELTA 
0411 R(1,3)=(AMU+.5*ALMDA*ANU)/DELTA 
0412 R(2,1) (ANU+.5*AMU*ALMDA)/DELTA 
0413 R(2,2)=(1.+.25*(-SQLMD+SQMU-SQNU»/DELTA 
0414 R(2,3) = (-ALMDA+.5*AMU*ANU)/DELTA 
0415 R(3,1)=(-AMU+.5*ANU*ALMDA)/DELTA 
0416 R(3,2) = (ALMDA+.5*ANU*AMU)/DELTA 
0417 R(3,3)=(1.+.25*(-SQLMD-SQMU+SQNU»/DELTA 
0418 C TRANSLATION VECTOR T 
0419 VECT(1) = TEMP(l) 
0420 VECT(2) = TEMP(2) 
0421 VECT(3) = TEMP(l) 
0422 RETURN 
0423 END 
0424 
0425 
0426 
0427 
0428 
0429 
0430 
0431 
0432 
0433 
0434 
0435 
0436 
0437 
0438 
0439 
0440 
0441 
0442 
0443 
0444 
0445 
0446 
0447 
0448 
0449 
0450 
0451 
0452 
0453 
0454 
0455 
0456 
0457 
0458 
04'59 
0460 
0461 
0462 
0463 
0464 
0465 
0466 
0467 
0468 
0469 
0470 
0471 
0472 
0473 
0474 
0475 
0476 
0477 
0478 
0479 
0480 
0481 
0482 
0483 
0484 
0485 
0486 
0467 
0488 
0489 
0490 
0491 
0492 
0493 
c 
C SUBROUTINE NULE:G. . 
C TO COMPUTE NEW LEG LENGTHS GIVEN T AND R 
C AND ALSO TOTAL NUMBER OF MOTOR STEPS 
C 
SUBROUTINE NULEG(R,VECT,NSTEP) 
DOUBLE PRECISION DGLX(3),DGLY(3),DGLZ(3) 
l,NGLX,NGLY,NGLZ 
1,GENRL(6),A(3,3) 
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REAL B(3),TOP(3),SQTOP(3),ALEG(6),GAMMA(3) 
I,AGLX(3),AGLY(3),AGLZ(3),BGLX(3),BGLY(3),BGLZ(J) 
I,ABX(3),ABY(3),ABZ(3) 
1,XLEG(6),YLEG(6),ZLEG(6) 
1,MOD 
1,R(3,3) ,VECT(3) 
1,ESX(3),ESY(3),ESZ(3),DSX(3),DSY(3),DSZ(3) 
1,EPX(3),EPY(3),EPZ(3) 
1,PINX(3),PINY(3),PINZ(3),ROT(3,3) 
INTEGER IWRIT,ERROR 
1,NSTEP(6) 
COl4MON IDEV,IDATA(6),JFAIL,IFLAG 
COMMON P(3),Q(3),COSGA(3),SINGA(3),U(3),V(3),C(3),H(3) 
1,SQTOP,B,GAMMA,TOP 
1,DGLX,DGLY,DGLZ,NGLX,NGLY,NGLZ 
1,EPX,EPY,EPZ 
1,MOD 
1,ALEG 
1,GENRL 
1,A 
1, ERROR 
1, IWRIT 
I,AGLX,AGLY,AGLZ,BGLX,BGLY,BGLZ,ABX,ABY,ABZ 
1,UORGX(6),UORGY(6),UORGZ(6),ALEGO(6) 
1,AMOTX(6),AMOTY(6) ,AMOTZ(6),PITCH 
C COORDINATES OF PLATFORM CORNERS E & OF D 
DO 100 1=1,3 
ESX(I) R(I,1)*EPX(I)+R(l,2)*EPY(I)+VECT(1) 
ESY(I)·: R(2,1)*EPX(I)+R(2,2)*EPY(I)+VECT(2) 
ESZ(I) = R(3,1)*EPX(I)+R(3,2)*EPY(I)+VECT(3) 
DS X ( I ) =: ES X ( I) -V ( I) 11 R ( 1 , 3 ) 
DSY(I) = ESY(I)-V(I)*R(2,3) 
DSZ(I) ESZ(I)-V(I)*R(3,3) 
100 CONTINUE 
C COMPUTE LEG LENGTHS 
DO 200 1=1,3 
C COMPUTE VECTOR W ( TOP AXIS OF UNIVERSAL) 
XM = DSX(I)~AGLX(I) 
YM = DSY(I)-AGLY(I) 
ZM = DSZ(I)-AGLZ(r) 
DOTMN= XM*R(1,3)+YM*R(2,3)+ZM*R(3,3) 
DOTBN= ABX(I)*R(1,3)+ABY(I)*R(2,3)+ABZ(I)*R(3,3) 
IF(DOTBN.EQ.O.) GO TO 10 
FACT = DOTMN/DOTBN 
TEMPX= XM-FACT*ABX(I) 
TEMPY= YM-FACT*ABY(I) 
TEMPZ= ZM-FACT*ABZ(I) 
ALAMO= 1./SQRT(TEMPX**2+TEMPY**2+TEMPZ**2) 
WX = ALAMO*TEMPX 
WY "" ALAMD*TEt-1PY 
WZ = ALAMD*TEMPZ 
GO TO 20 
10 WX "" ABX(I)/B(I) 
WY ABY(I)/B(I) 
WZ ABZ(I)/B(I) 
C COMPUTE VECTOR U ( BOTTOM AXIS OF UNIVERSAL) 
20 DOTMW= XM*WX+YM*WY+ZM*WZ 
DOTBW= ABX(I)*WX+ABY(I)*WY~ABZ(I)*WZ 
FACT = DOTMW/DOTBW 
TEMPX= XM-FACT*ABX(I) 
TEMPY= YM-FACT*ABY(I) 
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0494 TEMPZ= ZM-FACT*ABZ(I) 
0495 ALFA U(I)/SQRT(TEMPX**2+TEMPY**2+TEMPZ**2) 
0496 UX ALFA*TEMPX 
0497 UY; ALFA*TEMPY 
0498 UZ = ALFA*TEMPZ 
0499 C COMPUTE VECTORS C AND LEGS 
0500 CX DSX(I)-UX 
0501 CY = DSY(I)-UY 
0502 CZ = DSZ(I)-UZ 
0503 J = 2*1-1 
0504 XLEG(J)= CX-AGLX(I) 
0505 YLEG(J) CY-AGLY(I) 
0506 ZLEG(J)= CZ-AGLZ(I) 
0507 K = J+1 
0508 XLEG(K)= CX-BGLX(I} 
0509 YLEG(K)= CY-BGLY(I) 
0510 ZLEG(K) = CZ-BGLZ(I) 
0511 ALEG(J) = SQRT(XLEG(J)**2+YLEG(J)**2+ZLEG(J)**2) 
0512 ALEG(K) = SQRT(XLEG(K) **2+YLEG(K) **2+ZLEG(K)**2) 
0513 C COMPUTE PIN AXIS 
0514 C PIN (I) = (LEG(K)ALEG(J»/MOD(LEG(K)ALEG(J» 
0515 PINX(I) = YLEG(K)*ZLEG(J)-YLEG(J)*ZLEG(K) 
0516 PINY (I) =-XLEG (K) *ZLEG (J) +XLEG (J) *ZLEG (K) 
0517 PINZ(I) = XLEG(K)*YLEG(J)-XLEG(J)*YLEG(K) 
0518 PINLE = SQRT(PINX(I)*PINX(I)+PINY(I)*PINY(I)+PINZ(I)*PINZ(I» 
0519 PINX(I) PINX(I)/PINLE 
0520 PINY(I) = PINY(I)/PINLE 
0521 PINZ(I) = PINZ(I)/PINLE 
0522 200 CONTINUE 
0523 C 
0524 C 
0525 C TOTAL NUMBER OF MOTOR STEPS 
0526 C 
0527 DO 300 1=1,6 
0528 J = (1+1) /2 . 
0529 C INTERMEDIATE MOTOR UNIVERSAL AXIS,UINT,CORRESPONDING TO ORIGINAL 
0530 C POSITION OF ULEG , WHICH IS THE SAME AS THAT OF PIN 
0531 C UINT (PIN A AMOTO) /MOD (PIN"MI0TO) AMOTO = MOTOR AXIS 
0532 UINTX = PINY(J)*AMOTZ(I)-PINZ(J)*AMOTY(I) 
0533 UINTY =-PINX(J)*AMOTZ(I)+PINZ(J)*AMOTX(I) 
0534 UINTZ = PINX(J)*AMOTY(I)-PINY(J)*AMOTX(I) 
0535 ULENG = SQRT(UINTX**2+UINTY**2+UINTZ**2) 
0536 UINTX = UINTX/ULENG 
0537 UINTY = UINTY/ULENG 
0538 UINTZ = UINTZ/ULENG 
0539 C ANGLE BETWEEN UINT AND ORIGINAL POSITION OF MOTOR UNIVERSAL AXIS 
0540 C POSITIVE : FROM ORIGINAL TO INTERMEDIATE POSITION , ANTICLOCKWISE 
0541 C ABOUT AMOTO 
0542 COSAN = UORGX(I)*UINTX+UORGY(I)*UINTY+UORGZ(I)*UINTZ 
0543 SINAN =(UORGX(I)*UINTY-UORGY(I)*UINTX)/AMOTZ(I) 
0544 C SMALL ANGLE : -90 DEG < ANGLI < +90 DEG 
0545 ANGLI ATAN(SINAN/COSAN) 
0546 C INTEGRAL NUMBER OF REVOLUTIONS AND SCREW ANGLE 
0547 DELEG = ALEG(I) - ALEGO(I) 
0548 IF(DELEG.LT.O.) ERROR = 5 
0549 RMAIN = AMOD(DELEG,PITCH) 
0550 NTURN =(DELEG-RMAIN)/PITCH 
0551 SCREW = -6.2831852*RMAIN/PITCH 
0552 C IF SREW ANGLE IS LESS THAN 1 DEG , ANGL2 CAN BE IGNORED 
0553 IF(ABS(SCREW),GT •• 0174532) GO TO 250 
0554 ANGL2 = o. 
0555 GO TO 290 
0556 C ROTATION MATRIX WITH AXIS LEG (I) AND ROT ANGLE SCREW 
0557 250 BL : XLEG(I)/ALEG(I) 
0558 BM = YLEG(I)/ALEG(I) 
0559 BN = ZLEG(I)/ALEG(I) 
0560 BL2 = BL*BL 
0561 BM2 = BM*BM 
0562 BN2 = BN*BN 
0563 COSD= COS (SCREW) 
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0564 SIND= SIN (SCREW) 
0565 ROT(l,l) = BL2+(1.-BL2)*COSD 
0566 ROT(2,1) = BM*BL*(l.-COSD)+BN*SIND 
0567 ROT(3,1) BN*BL*(l.-COSD)-BM*SIND 
0568 ROT(1,2) = BL*BM*(l.-COSD)-BN*SIND 
0569 ROT(2,2) BM2+(1.-BM2)*COSD 
0570 ROT(3,2) = BN*BM*(1.-COSD)+BL*SIND 
0571 ROT(1,3) = BL*BN*(1.-COSD)+BM*SIND 
0572 ROT(2,3) := BM*BN*(l.-COSD)-BL*SIND 
0573 ROT(3,3) BN2+(1.-BN2)*COSD 
0574 C LEGIS NEW UNIVERSAL AXIS ( OBTAINED BY ROTATING PIN) 
0575 ULEGX = ROT(1,1)*PINX(J)+ROT(1,2)*PINY(J)+ROT(1,3)*PINZ(J) 
0576 ULEGY = ROT(2,1)*PINX(J)+ROT(2,2)*PINY(J)+ROT(2,3)*PINZ(J) 
0577 ULEGZ = ROT(3,1)*PINX(J)+ROT(3,2)*PINY(J)+ROT(3,3)*PINZ(J) 
0578 C NEW MOTOR UNIVERSAL AXIS 
0579 C UNEW (ULEG~AMOTO)/MOD(ULEGAAMOTO) 
0580 UNEWX = ULEGY*AMOTZ(I)-ULEGZ*AMOTY(I) 
0581 UNEWY =-ULEGX*AMOTZ(I)+ULEGZ*AMOTX(I) 
0582 UNEWZ = ULEGX*AMOTY(I)-ULEGY*AMOTX(I) 
0583 ULENG = SQRT(UNEWX**2+UNEWY**2+UNEWZ**2) 
0584 UNEWX = UNEWX/ULENG 
0585 UNEWY = UNEWY/ULENG 
0586 UNEWZ = UNEWZ/ULENG 
0587 C ANGLE BETWEEN UNEW AND UINT 
0588 C POSITIVE : FROM INT TO NEW POSITION ,ANTICLOCKWISE ABOUT AMOTO 
0589 COSAN = UNEWX*UINTX+UNEWY*UINTY+UNEWZ*UINTZ 
0590 SINAN = (UINTX*UNEWY-UINTY*UNEWX)/AMOTZ(I) 
0591 ANGL2 = ATAN(SINAN/COSAN) 
0592 C ANGL2 IS ALWAYS NEGATIVE : -360 DEG < ANGL2 < 0 DEG 
0593 IF«COSAN.EQ.O.).AND.(SINAN.GT.O.» ANGL2 = -4.7123889 
0594 IF«COSAN.EQ.O.).AND. (SINAN.LT.O.» ANGL2 =-1.5707963 
0595 IF(COSAN.LT.O.) ANGL2 = ANGL2-3.1415926 
0596 IF(ANGL2.GT.0.) ANGL2 = ANGL2-6.2831852 
0597 C TOTAL ANGLE BETWEEN UNEW AND ORIGINAL POSITION OF MOTOR 
0598 C UNIVERSAL AXIS 
0599 C POSITIVE: FROM TO NEW POSITION, ANTICLOCKWISE ABOUT AMOTO 
0600 290 TANGL = ANGL1+ANGL2 
0601 C TOTAL NUMBER OF MOTOR STEPS 
0602 NSTEP(I) = (-TANGL*100.)/3.l4l5926+NTURN*200 
0603 300 CONTINUE 
0604 IF(IWRIT.EQ.O) GO TO 210 
0605 WRITE(6,55) 
0606 55 FORMAT(" COMPUTED LEG LENGTHS:") 
0607 WRITE(6,77) ALEG 
0608 WRITE(6,66) 
0609 66 FORMAT(" TOTAL MOTOR STEPS:") 
0610 WRITE(6,88) NSTEP . 
0611 77 FORMAT(3E20.10) 
0612 88 FORMAT (6I10) 
0613 210 RETURN 
0614 END 
UOJ.::1 
0616 
0617 
0618 
0619 
0620 
0621 
0622 
0623 
0624 
0625 
0626 
0627 
0628 
0629 
0630 
0631 
0632 
0633 
0634 
0635 
0636 
0637 
0638 
0639 
0640 
0641 
0642 
0643 
0644 
0645 
0646 
0647 
0648 
0649 
0650 
0651 
0652 
0653 
0654 
0655 
0656 
0657 . 
0658 
0659 
0660 
0661 
0662 
0663 
0664 
0665 
0666 
0667 
0668 
0669 
0670 
0671 
0672 
0673 
0674 
0675 
0676 
0677 
0678 
0679 
0680 
0681 
0682 
0683 
0684 
148. 
~ .I:' 1:lM.M. U • 'J.' • 
C UNIVERSAL TABLE ANALYSIS 
C EQUATE 3 DISTANCES (3 EQUATIONS) AND CONSTRAIN 3 AXES (3 EQUATI 
C ACCEPT 6 LEG LENGTHS, COMPUTE 6 GENERALISED COORDINATES 
C 21/01/1978 
C 
SUBROUTINE CORD4 
DOUBLE PRECISION X(6) 
1,DGLX(3) ,DGLY(3),DGLZ(3),NGLX,NGLY,NGLZ 
1,SUM,DIFFR,GENRL(6),IPLAT(3),JPLAT(3) ,KPLAT(3) ,A(3,) 
1,DELTA,SINDE,AL,AM,AN,DETAN,ALMDA,AMU,ANU 
1, TRACE 
REAL B(3),TOP(3) ,SQTOP(3),ALEG(6),GAMMA(3) 
1,AGLX(3),AGLY(3),AGLZ(3),BGLX(3),BGLY(3),BGLZ(3) 
1,ABX(3),ABY(3),ABZ(3) 
1 , MOD 
l,EPX(3),EPY(3),EPZ(3) 
INTEGER IWRIT,ERROR 
COMMON IDEV,IDATA(6),JFAIL,IFLAG 
COMMON P (3) , Q (3) , COSGA (3) , SINGA (3) , U (3) , V (3) , C (3) ,H (3) 
1,SQTOP,B,Gru~A,TOP 
l,DGLX,DGLY,DGLZ,NGLX,NGLY,NGLZ 
1,EPX,EPY,EPZ 
1 , MOD 
1,ALEG 
1,GENRL 
ItA 
1, ERROR 
I,IWRIT 
1,AGLX,AGLY,AGLZ,BGLX,BGLY,BGLZ,ABX,ABY,ABZ 
1,UORGX(6),UORGY(6),UORGZ(6),ALEGO(6) 
1,AMOTX(6),AMOTY(6),AMOTZ(6),PITCH 
EQUIVALENCE (A(l,l),IPLAT) ,(A(1,2),JPLAT), (A(1,3) ,KPLAT) 
C CHECK DATA 
ERROR = 0 
DO 100 1=1,6 
IF«ALEG(I).LT.300.).OR.(ALEG(I).GT.350.» GO TO 40 
100 CONTINUE 
IF(IWRIT.EQ.O)GO TO 10 
WRITE(6,11) 
11 FORMAT (" INPUT LEG LENGTHS: It) 
WRITE(6,22)ALEG 
22 FORMAT(3E20.lO) 
C 
C CALCULATE PARAMETERS 
10 C(I) = .5*(B(I)+(ALEG(I)**2-ALEG(2)**2)/B(I» 
C(2) .5*(B(2)+(ALEG(3)**2-ALEG(4)**2)/B(2» 
C(3) ::: .5*(B(3)+(ALEG(5)**2-ALEG(6)**2)/B(3» 
H(l) SQRT(ALEG(I)**2-C(1)**2) 
H(2) SQRT(ALEG(3)**2-C(2)**2) 
H(3) SQRT(ALEG(5)**2-C(3)**2) 
CDUM .5*(TOP(I)+(TOP(3)**2-TOP(2)**2)/TOP(1» 
HDUM = SQRT(TOP(3)**2-CDUM**2) 
MOD = HDUM*TOP(I) 
DO 120 I =1,3 
COSGA(I) = cost OI745329252*GAMMA(I» 
SINGA(I) SIN(.01745329252*GAMMA(I» 
SQTOP(I) := TOP(I)**2 
X (I) := I 5707963268 
X(I+3) 1.5707963268 
120 CONTINUE 
N "" 6 
C 
C CALL NLNEQ 
CALL NLNEQ(X,N,ERROR) 
IF(ERROR.NE.O) GO TO 41 
C CALCULATE GENERALISED COORD 1,2,3, OF PLATFORM 
C (COORDINATES OF PLATFORM ORIGIN) 
SUMI = V(1)+V(2)+V(3) 
GENRL(l)=(DGLX(l)+DGLX(~)+DGLX(~)+SUMl~NGLX~(? 
0685 
0686 
0687 C 
0688 
0689 
0690 
0691 
0692 
0693 
0694 
0695 
0696 
0697 C 
0698 C 
0699 C 
0700 
0701 C 
0702 C 
0703 
0704 
0705 
0706 
0707 
0708 
0709 
0710 
0711 
0712 
0713 
0714 
0715 
0716 
0717 
0718 
0719 
0720 C 
0721 C 
0722 " 20 
0723 
0724 
0725 30 
0726 
0727 88 
0728 
0729 99 
0730 
0731 C 
0732 C 
0733 40 
0734 41 
0735 
GENRL(2)=(DGLY(1)+DGLY(2)+DGLY(3) 
GENRL(3)=(DGLZ(1)+DGLZ(2)+DGLZ(3)+SUM1*NGLZ) 
CALCULATE COORDINATES OF PLATFORM CARTESIAN AXES 
KPLAT (1) =NGLX 
KPLAT(2)=NGLY 
KPLAT(3)=NGLZ 
IPLAT(1)=(DGLX(2)-DGLX(3»/TOP(2) 
IPLAT(2)=(DGLY(2)-DGLY(3»/TOP(2) 
IPLAT(3)=(DGLZ(2)-DGLZ(3)}/TOP(2) 
JPLAT(I)=KPLAT(2)*IPLAT(J)-KPLAT(3}*IPLAT(2) 
JPLAT (2) =KPLAT (J) * IPLAT (1) -KPLA'l' (1) '" IPLAT (3) 
JPLAT(3)=KPLAT(1) *IPLAT(2)-KPLAT(2) *IPLAT(I) 
149. 
CALCULATE GENERALISED COORDINATES 4,5,6, OF PLATFORM 
(RODRIGUES PARAMETERS) 
NOTE THE DEVIATION FROM THE PAPER BY HMCC AND PDT 
TRACE (A(1,1)+A(2,2)+A(3,3)-I.DO)/2. 
TEST FOR THE CASE OF SMALL ROTATIONS ABOUT THE 
ORIGINAL PLATFORM LOCATION 
IF«TRACE.GT.l.DO).OR.«DABS(A(1,1)-1.DO).LT.lD-6) 
1.AND.(DABS(A(2,2)-I.DO).LT.1.D-6) 
1.AND.(DABS(A(3,3)-1.DO).LT.l.D-6») TRACE=1.DO 
DELTA DATAN«DSQRT(1.DO-TRACE**2}/TRACE» 
SINDE=DSIN(DELTA) 
IF(SINDE.LT.1.D-10)GO TO 20 
AL = (A(3,2)-A(2,3»/(2.*SINDE) 
AM (A(1.3)-A(3,1»/(2.*SINDE) 
AN = (A(2,1)-A(1,2»/(2.*SINDE) 
DETAN DSIN (DELTA/2.)/DCOS (DELTA/2.) 
ALMDA 2.*DETAN*AL 
AMU 2.*DETAN*AM 
ANU 2.*DETAN*AN 
GENRL(4) = ALMDA 
GENRL(5) := AMU 
GENRL(6) = ANU 
GO TO 30 
TRIVIAL CASE:SINDE=O,IE DELTA = 0 (SINCE WE ASSUME SMALL 
DELTA 
GENRL(4) = A(3,2) 
GENRL(S) = A(1,3) 
GENRL(6) A(2,1) 
IF(IWRIT.EQ.O) GO"TO 41 
WRI TE ( 6 , 88 ) 
FORMAT (" COMPUTED COORDINATES: If) 
WRITE (6,99)GENRL 
FORMAT(3E20.6) 
GO TO 41 
ERROR = 1 
RETURN 
END 
150. 
0736 C 
0737 C SUBROUTINE FUNCT 
0738 SUBROUTINE FUNCT(X,I,F) 
0739 DOUBLE PRECISION X(6) 
0740 l,DGLX(3),DGLY(3),DGLZ(3),NGLX,NGLY,NGLZ 
0741 1,DX(3),DY(3),DZ(3),COSFI(3),SINFI(3),COSSI(3),SINSI(l» 
0742 1,DIFX(3),DIFY(3),DIFZ(3) 
0743 1,UGLX(3),UGLY(3),UGLZ(J) 
0744 1,F 
0745 I,GENRL(6) 
0746 I,A(3,3) 
0747 REAL SQTOP(3) 
0748 I,AGLX(3),AGLY(3),AGLZ(3),BGLX(3),BGLY(3),BGLZ(3) 
0749 I,ABX(3),ABY(3),ABZ(3) 
0750 I,ALEG(6) 
0751 I,B(3),GAMMA(3),TOP(J) 
0752 l,MOD 
0753 l,EPX(3),EPY(3),EPZ(3) 
0754 INTEGER ERROR,IWRIT 
0755 COMMON IDEV,IDATA(6),JFAIL,IFLAG 
0756 COMMON P(3),Q(3),COSGA(3),SINGA(3),U(3),V(3),C(3),H(3) 
0757 l,SQTOP,B,GAMMA,TOP 
0758 I,DGLX,DGLY,DGLZ,NGLX,NGLY,NGLZ 
0759 l,EPX,EPY,EPZ 
0760 l,MOD 
0761 1,ALEG 
0762 1,GENRL 
0763 1,A 
0764 1, ERROR 
0765 1,IWRIT 
0766 I,AGLX,AGLY,AGLZ,BGLX,BGLY,BGLZ,ABX,ABY,ABZ 
0767 l,UORGX(6),UORGY(6),UORGZ(6),ALEGO(6) 
0768 1,AMOTX(6) ,AMOTY(6),AMOTZ(6),PITCH 
0769 C CALCULATE COS,SIN OF GUESSED ANGLES 
0770 C PHI(K) = X(K) , K=1,3 
0771 C PS I (K) = X (K+3) , K=1,3 
0772 C CALCULATE LOCAL AND GLOBAL COORD OF D 
0773 DO 100 K=1,3 
0774 COSFI(K)= DCOS(X(K» 
0775 SINFI(K)= DSIN(X(K» 
0776 COSSI(K)= DCOS(X(K+3» 
0777 SINSI(K)~ DSIN(X(K+3» 
0778 DX(K) =-U(K)*COSSI(K)+C(K) 
0779 DY(K) U(K)*COSFI(K)*SINSI(K)+H(K)*COSFI(K) 
0780 DZ(K) = U(K)*SINFI(K)*SINSI(K)+H(K)*SINFI(K) 
0781 DGLX(K) COSGA(K)*DX(K)-SINGA(K)*DY(K)+P(K) 
078~ DGLY(K) = SINGA(K)*DX(K)+COSGA(K)*DY(K)+Q(K) 
0783 DGLZ(K) DZ(K) 
0784 100 CONTINUE 
0785 C CALCULATE DID2,D2D3,DID3 
0786 DIFX(l) DGLX(2)-DGLX(1) 
0787 DIFY(l) DGLY(2)-DGL¥(1) 
0780 DIFZ(l) = DGLZ(2)-DGLZ(1) 
0789 DIFX(2) DGLX(3)-DGLX(2) 
0790 DIFY(2) DGLY(3)-DGLY(2) 
0791 DIFZ(2) = DGLZ(3)-DGLZ(2) 
0792 DIFX (3) = DGLX (3) -DGLX (1) . 
0793 DIFY(3) DGLY(3)-DGLY(1) 
0794 DIFZ(3) DGLZ(3)-DGLZ(1) 
0795 C CALCULATE F , FOR 1=1,3 (EQUATING DISTANCE BETWEEN TWO POINTS 
0796 C D AND LENGTH OF PLATFORM TOP ) 
0797 GO TO (10,20,30,35,35,35) I 
0798 10 F = DIFZ(l) **2+DIFY(1) **2+DIFX(1) **2-SQTOP(1) 
0799 RETURN 
0800 20 F = DIFZ(2) **2+DIFY(2) **2+DIFX(2) **2-SQTOP(2) 
0801 RETURN 
0802 30 F DIFZ(3)**2+DIFY(3)**2+DIFX(3)**2-SQTOP(3) 
0803 RETURN 
0804 C CALCULATE GLOBAL COORD OF NORMAL TO PLANE DI02D3 
0805 C NORMAL = (DID2 A OID3)/MOD(DID2 A DID3) 
0806 
0807 
0808 
0809 
0810 
0811 
0812 
0813 
.0814 
0815 
0816 
0817 
0818 
0819 
0820 
0821 
0822 
0823 
0824 
0825 
35 NGLX = (DIFY(1)*DIFZ(3)-DIFY(3)*DIFZ(1»/MOD 
NGLY = {DIFX(3)*DIFZ(1)-DIFX{l)*DIFZ(3»/MOD 
NGLZ ~ (DIFX(1)*DIFY{3)-DIFX(3)*DIFY(1»/MOD 
151. 
C CALCULATE GLOBAL COORDINATES OF SECOND UNIVERSAL AXIS(AXIS 13) 
DO 110 K=1,3 
UGLX(K) = COSGA(K)*SINSI (K)-SINGA(K)*COSFI(K) *COSSI(K) 
UGLY(K) = SINGA(K) *SINSI (K)+COSGA(K)*COSFI(K)*COSSI{K) 
UGLZ{K) = SINFI(K)*COSSI(K) 
HO CONTINUE 
C CALCULATE F ,FOR 1=4,6 (CONSTRAINING SECOND UNIVERSAL AXIS 
C TO LIE IN PLANEDID2D3) 
L :: I-3 
GO TO (40,50,60) L 
40 F = UGLX(l) *NGLX+UGLY(l) *NGLY+UGLZ{l) *NGLZ 
RETURN 
50 F = UGLX(2)*NGLX+UGLY(2)*NGLY+UGLZ{2)*NGLZ 
RETURN 
60 F = UGLX(3) *NGLX+UGLY(3) *NGLY+UGLZ(3)*NGLZ 
RETURN 
END 
0826 C 
0821 C 
0828 C SUBROUTINE NLNEQ 
0829 SUBROUTINE NLNEQ(X,N,ERROR) 
0830 DOUBLE PRECISION X(6),DX,FACTR 
0831 1 ,WK(50) 
0832 1,TMPDJ(10),XLAST(lO) 
0833 1 ,F,FPLUS,TEMP,MXDIJ,JIDXM 
0834 1 ,EPS,ERS 
152. 
0835 INTEGER STOP,FREQ,ITNO,I,NZERO,NMINI,FOUND,CONVG,NOIT 
0836 1, ERROR 
0837 I,ORDER 
0838 DIMENSION KEY(10),ORDER(lO) 
0839 ITNO = 0 
0840 FREO = 0 
0841 EPS = I.D-5 
0842 ERS = 5.D-6 
0843 PREC= 1.D-6 
0844 DELTA = 1.D-7 
0845 STOP= 30 
0846 IF (FREQ .EO. 0) GO TO 5 
0847 WRITE(6,55)ITNO 
0848 WRITE(6,44)X 
0849 44 FORMAT (3E20.10) 
0850 5 DO 900 NOIT = I,STOP 
0851 C EXPAND EACH FUNCTION AND SOLVE FOR THE 
0852 C THE LARGEST DERIVATIVE. ELIMINATE THE CORRESPONDING VARIABLE 
0853 FMAX = 0 
0854 NZERO = 0 
0855 DO 10 J = 1,N 
0856 10 KEY(J) = 1 
0857 DO 800 I = 1,N 
0858 NMINI = N - I 
0859 FACTR=1.OE-4 
0860 C EVALUATE THE I-TH FUNCTION FOR THE CURRENT X VALUES AND CHECK 
0861 C FOR ZERO 
0862 CALL FUNCT(X,I,F) 
0863 IF (DABS(F).LT.EPS) NZERO=NZERO+l 
0864 IF (NZERO .EQ. N) GO TO 950 
0865 FMAX = DMAX1(FMAX,DABS(F» 
0866 C CALCULATE THE N-Il PARTIAL DERIVATIVES FOR EACH VARIABLE YRT 
0867 C TO BE ELIMINATED 
0868 FOUND = 0 
0869 50 FACTR = FACTR * 10 
0870 IF (FACTR.GT.l.O) GO TO 925 
0871 MXDIJ = DELTA 
0872 MAXJ = 0 
0873 DO 100 J = l,N 
0874 TMPDJ(J) = 0 
0875 IF (KEY(J) .EO. 0) GO TO 100_ 
0876 FOUND = FOUND +1 
0877 TEMP = X(J) 
0878 DX = TEMP * FACTR 
0879 DX = DMIN1(FMAX,DX) 
0880 IF (DX .LT. PREC) DX PREC 
0881 X(J) = TEMP +DX 
0882 CALL UPDAX(N,X,I-l, WK, 
0883 CALL FUNCT(X,I,FPLUS) 
0884 X(J) = TEMP 
0885 TEMP = (FPLUS - F) 
0886 TMPDJ(J) = TEMP 
0887 C FIND THE LARGEST DERIVATIVE IN ORDER TO ELIMINATE THE 
0888 C CORRESPONDING VARIABLE 
0889 IF (DABS(MXDIJ).GT.DABS(TEMP» GO TO 90 
0890 MXDIJ = TEMP 
0891 MAXJ = J 
0892 90 IF (FOUND .GT. NMINI) J N+l 
0893 100 CONTINUE 
0894 TEMP = DABS(MXDIJ) 
0895 IF (TEMP .LE. DELTA) GO TO 50 
0896 
0897 
0898 
0899 C 
0900 
0901 
0902 
0903 
0904 
0905 
0906 
0907 
090B 300 
0909 
0910 
0911 800 
0912 C 
0913 
0914 
0915 
0916 850 
0917 
0918 
0919 
0920 8715 
0921 
0922 
0923 8BO 
0924 C 
. 0925 
0926 
0927 
0928 
0929 
0930 55 
0931 
0932 900 
0933 C 
0934 
0935 
0936 11 
0937 
0938 C 
0939 925 
0940 
0941 22 
0942 
0943. 950 
0944 33 
0945 990 
0946 
0947 995 
0948 999 
0949 
0950 
JIDXM = 1.O/MXDIJ 
ORDER(I) "" MAXJ 
KEY (MAXJ) '" 0 
SAVE THE PARTIAL DERIVATIVES IN ARRAY DIJ • 
WI< (1) == -F 
INDX::: I * N -(1*(1-1»/2 
DO 300 J 1,N 
CONTINUE 
CONTINUE 
IF (KEY(J) .EQ. 0) GO TO 300 
INDX ::: INDX + 1 
TEMP"" TMPDJ(J) 
WI< (INDX) ::: TEMP * JIDXM 
WI< (I) = WI< (I) + TEMP * X(J) 
WI< (1) = WK (I) * JIDXM + X (MAXJ) 
CALL UPDAX(N,X,I,ORDER,WK,KEY) 
AFTER EACH ITERATION CHECK FOR CONVERGENCE 
DO 850 J = 1,N 
CONTINUE 
TEMP = (XLAST(J)-X(J»/X(J) 
IF (DABS (TEMP) .GT. ERS) GO TO 875 
CONVG = CONVG + 1 
IF (CONVG.GT.3) GO TO 950 
GO TO 900 
CONVG = 1 
DO 880 J = 1,N 
XLAST(J) = X(J) 
CONTINUE 
MORE ITERATIONS NEEDED 
ITNO ::: ITNO + 1 
IF (FREQ .EQ. 0) GO TO 900 
J = MOD(ITNO,FREQ) 
IF (J .NE. 0) GO TO 900 
WRITE(6,55) ITNO 
FORMAT (IX, l3HITERATION NO.,I5) 
WRITE(6,44)X 
CONTINUE 
MAXIT EXCEDED WITHOUT CONVERGENCE 
ERROR = 2 
WRITE(6,11) 
FORMAT (" MAXIT EXCEDED WITHOUT CONVERGENCE ") 
GO TO 990 
SINGULAR JACOBIAN 
ERROR=3 
WRITE(6,22) 
153. 
FORMAT(lX,"SINGULAR JACOBIAN. TRY A DIFFERENT INITIAL GUESS") 
GO TO 990 
WRITE(6,33) ITNO 
FORMAT(IX,"CONVERGED IN ",15," ITERATIONS. Ii) 
CONTINUE 
RETURN 
END 
00 995 I=1,N 
CALL FUNCT(X,I,TMPDJ(I» 
STOP == ITNO 
0951 SUBROUTINE UPDAX(N,X,M,ORDER,DIJ,KEY)' 
0952 DOUBLE PRECISION X(6),DIJ(50) 
0953 INTEGER J,K,L,MAXJ 
0954 1,ORDER 
0955 DIMENSION KEY(lO),ORDER(lO) 
0956 IF (M .LT. 1) GO TO 400 
0957 DO 200 (( ::: I,M 
0958 L :::: M - K + 1 
0959 INDX = L * N -(L*(L-l»/2 
0960 TEMP'" DIJ(L) 
0961 MAXJ ::: ORDER(L) 
0962 DO 100 J :::: 1,N 
0963 IF (KEY(J) .EQ. 0) GO TO 100 
0964 INDX = INDX + 1 
0965 TEMP = TEMP -DIJ(INDX} *X(J) 
0966 
0967 
0968 
0969 
0970 
0971 
0972 
0973 
0974 
0975 
**** 
100 
200 
300 
400 
LIST 
CONTINUE 
CONTINUE 
DO 300 J 
CONTINUE 
RETURN 
END 
END$ 
END **** 
X (MAXJ) :::: TEMP 
KEY (MAXJ) :::: 1 
:::: I,M 
KEY (ORDER (J) ) 
'" 
0 
154:. 
0001 ASMB,R 
0002 1< PHAM DoT. 
0003 * 30/03/1978 
155. 
" 
0004 * AMENDED VERSION 02/08/1979 : INITL SUBROUTINE NOW INCORPORATES 
0005 *' THE INITIALISATION OF THE LAB 
0006 1< TERMINAL CONTROLLER 
0007 '" 
0008 *' SUBROUTINE OMPLX : OUTPUT MULTIPLEXER 
0009 * ACCEPTS ADDRESS OF A SPECIFIED MULTIPLEXER FROM A COMMON 
0010 * BLOCK AND SENDS A STRING OF DATA ALSO TAKEN FROM THE 
0011 * BLOCK TO THE MULTIPLEXER. 
OMPLX 
0012 1< 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 1: 
NAM OMPLX,7 
ENT OMPLX 
COM IDEV,IDATA(6"JFAIL,IFLAG,DUMMY(327) 
NOP 
CLF 00 DISABLE INTERRUPT SYSTEM 
JSB MCLR RESET MULTIPLEXER SCAN 
LDA 45B 
STA COUNT COUNT = -6 
0022 * ENABLE THE SPECIFIED MULTIPLEXER 
0023 * 
0024 LDA ADD. 
0025 OTA 14B 
0026 STC 14B,C 
0027 LDA IDEV 
0028 OTA 13B 
0029 STC 13B,C 
0030 SFS 13B 
0031 JMP_ *-1 
0032 CLC 13B 
0033 1: 
0034 1< SEND DATA TO DATA TERMINAL 
0035 * 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 
0053 
0054 
0055 
0056 
0057 
0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
0069 
0070 
LDA DAT. 
OTA 14B 
STC HB,C THIS INSTRUCTION WAS OMITTED BEFORE 
LDB BUFFA 
MORE LDA B, I 
OTA 13B 
STC l3B,C STROBE DATA TERMINAL 
SFS 13B TO ENABLE 1ST SET OF BUFFERS. 
JMP *-1 
CLC 13B 
ISZ B 
ISZ COUNT 
JMP MORE 
1: 
SEVEN CLA 
OTA 138 
STC l3B , C 7TH STROBE ( DUMMY ) 
SFS 138 
JMP *-1 
CLC 13B 
* 
1< TEST FOR PREMATURE INTERRUPTS 
1: 
STF 00 ENABLE INTERRUPTS 
NOP 
NOP ALLOW SYSTEM TO 
NOP 'SEE' EXTERNAL INTERRUPTS. 
CLF 00 DISABLE INTERRUPT SYSTEM. 
LDA IFLAG READ INTERRUPT FLAG 
SZA 
JMP ERROl THERE WAS A PREMATURE INTERRUPT 
* 
EIGHT CLA 
OTA 138 
STC B8,C 8TH STROBE 
0071 
0072 
0073 
0074 
0075 
0076 
0077 
0078 
0079 
0080 
0081 
0082 
0083 
0084 
0085 
0086 
0087 
0088 
0089 
0090 
0091 
0092 
0093 
0094 
0095 
0096 
0097 
0098 
0099 
0100 
0101 
0102 
0103 
0104 
0105 
0106 
0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 
0118 
0119 
0120 
0121 
0122 
0123 
0124 
0125 
0126 
0127 
0128 
0129 
0130 
'* 
SFS 13B 
JMP *-1 
CLC 13B 
'" TEST FOR A LEGAL INTERRUPT 
LDA 45B 
STA COUNT 
MOTRY STF 00 
NOP 
NOP 
NOP 
CLF 00 
LDA IFLAG 
SZA 
JMP OCCUR 
ISZ COUNT 
JMP MOTRY 
JMP ERR02 
OCCUR CPA IDEV 
JMP NINTH 
JMP ERR03 
NINTH CLA 
SET COUNT '" -6 
THERE WAS NO INTERRUPT ON 
8TH STROBE. TRY AGAIN 6 TIMES. 
INTERRUPT OCCURRED I 
AND IT WAS FROM THE DEVICE! 
156. 
OTA 13B 
STC l3B , C 
SFS 13B 
JMP *-1 
CLC 13B 
9TH STROBE TO LOAD 2ND BUFFER SET. 
11 
CLA 
STA JFAIL 
JMP RET 
." ERRORS 
* 
ERROl LDA 54B 
STA JFAIL 
JMP RET 
ERR02 LDA 55B 
STA JFAIL 
JMP RET 
ERR03 LDA 56B 
STA JFAIL 
JMP RET 
RET STF 00 
JMP OMPLX,I 
* 
SUCCESS 
JFAIL :::: 1 
." DATA AND CONSTANTS 
'" 
BUFFA 
B 
COUNT 
ADD. 
DAT. 
* 
'" 
DEF IDATA 
EQU 1 
NOP 
OCT 46000 
OCT' 30000 
157. 
0131 * SUBROUTINE MCLR : TO RESET COUNTERS OF MULTIPLEXERS 
0132 * AND START SCANNING FROM 0 
0133 * NOTE: MCLR MUST BE USED WHEN FLAG 00 IS CLEARED • 
0134 * MCLR SHOULD NOT BE CALLED FROM A FORTRAN PROGRAM • 
0135 MCLR NOP 
0136 CLC 13B 
0137 LOA ADOOl 
0138 OTA 14B 
0139 STC 14B,C 
0140 CLA 
0141 OTA 13B 
0142 STC 13B,C 
0143 SFS 13B 
0144 JMP *-1 
0145 CLC 13B 
0146 JMP MCLR,I 
0147 ADOOl OCT 46000 
0148 * 
0149 
0150 
0151 
0152 
0153 
0154 
0155 
0156 
0157 
0158 
0159 
0160 
0161 
0162 
0163 
0164 
0165 
0166 
0167 
0168 
0169 
0170 
0171 
0172 
0173 
0174 
0175 
0176 
0177 
0178 
0179 
0180 
0181 
0182 
0183 
0184 
0185 
0186 
0187 
0188 
0189 
0190 
0191 
0192 
0193 
158. 
SUBROUTINE IDENT : TO IDENTIFY INTERRUPTING DEVICE 
'* ASSUMPTION : ONLY ADDRESS TERMINAL IS ALLOWED 
* TO INTERRUPT. 
* IDENT IS ACTIVATED BY A TRAP AT LOCATION 148 
* ENT !DENT 
!DENT NOP 
CLF 00 
* 
'I< 
'* 
STA TEMPA STORE A AND B 
STB TEMPS TEMPORARILY. 
JMP ADDEV BYPASS THE NEXT SECTION 
( HARDWARE FAULT) 
* GET ADDRESS OF INTERRUPT TERMINAL 
'I< 
ADTER LIA 148 
AND MASKI 
ALF,ALF 
'It 
HAL ADJUST INPUT ADDRESS. 
CPA ADD02 
JMP ADDEV IT WAS ADDRESS TERMINAL. 
CLA 
CMA, INA 
STA IFLAG SET IFLAG NEGATIVE. 
JMP RETUR 
* GET ADDRESS OF INTERRUPTING SUB-DEVICE 
ADDEV LIA 13B 
CMA 
* 
AND MASK2 
STA IFLAG 
RETUR LDA TEMPA 
'It 
TEMPA 
TEMPB 
MASKI 
MASK2 
ADD02 
LDB TEMPS RESTORE A & B 
STF 00 
JMP !DENT, I 
NOP 
NOP 
OCT 176 
OCT 17 
OCT 46000 
159 . 
0194 ." 
0195 .. SUBROUTINE ICLR TO CLEAR AN INTERRUPT CAUSED BY 
0196 
"* 
THE ROBOT SYSTEM. 
0197 1r;. TO SEND AN END-OF-JOB SIGNAL TO 
0198 .. FREE THE ADDRESS TERMINAL 
0199 * TO CLEAR THE SOFTWARE INTERRUPT FLAG. 0200 
'* ICLR SHOULD NOT BE CALLED BY OMPLX ( PROBLEM WITH FLAG 00 0201 ENT ICLR 
0202 ICLR NOP 
0203 CLF 00 
0204 CLC 138 
0205 * 0206 11: OUTPUT DUMMY ADDRESS TO CONTROL BOX 
0207 1< 
0208 LDA ADDO) 
0209 OTA 148 
0210 STC 148,C 
0211 LDA DUM. 
0212 OTA 138 
0213 STC B8,C 
0214 SFS 138 
0215 JMP *-1 
0216 CLC 138 
0217 
'* 0218 'It OUTPUT OCTAL 17 TO CONTROL BOX 
0219 * 0220 LDA CLEAR 
0221 OTA 13B 
0222 STC 138,e 
0223 SFS 138 
0224 JMP *-1 
0225 CLC 138 
0226 1< 
0227 CLF 13B 
0228 CLF 14B 
0229 1< 
0230 CLA 
0231 STA IFLAG 
0232 STF 00 
0233 JMP ICLR,I 
0234 11: 
0235 ADD03 OCT 46000 
0236 DUM. OCT 10 
0237 CLEAR OCT 17 
0238 1< 
1600 
0239 1< 
0240 
'" 
SUBROUTINE WPANL : TO WRITE TO PANEL A SINGLE WORn 
0241 1: CALLED FROM FORTRAN PROGRAM BY CALL WPANL(IOUT) 
0242 1< 
0243 1< 
0244 ENT WPANL 
0245 EXT .ENTR 
0246 PARAM BSS 1 
0247 WPANL NOP 
0248 JSB .ENTR PARAMETER PASSING BETWEEN 
0249 DEF PARAM FORTRAN AND ASSEMBLY. 
0250 CLF 00 
0251 CLC 138 
0252 
* 0253 
'* ADDRESS PANEL 0254 * 0255 LDA ADD04 
0256 OTA 14B 
0257 STC HB,C 
0258 LDA PANEL 
0259 OTA 138 
0260 STC 13B,C 
0261 SFS 13B 
0262 JMP *-1 
0263 CLC 13B 
0264 
'* 0265 * SEND DATA TO PANEL 0266 * 0267 LDA DAT04 
0268 OTA 14B 
0269 LDA PARAM, I 
0270 OTA 138 
0271 STC l3B,e 
0272 SFS 13B 
0273 JMP *-1 
0274 CLC 13B 
0275 1< 
0276 STF 00 
0277 JMP WPANL,I 
0278 
'* 0279 PANEL OCT 16 
0280 ADD04 OCT 46000 
0281 DAT04 OCT 30000 
0282 
0283 
0284 
0285 
0286 
0287 
0288 
0289 
0290 
0291 
0292 
0293 
0294 
0295 
0296 
0297 
0298 
0299 
0300 
0301 
0302 
0303 
0304 
0305 
0306 
0307 
0308 
0309 
0310 
0311 
0312 
0313 
0314 
0315 
0316 
0317 
0318 
0319 
0320 
0321 
0322 
0323 
0324 
0325 
0326 
0327 
0328 
0329 
0330 
0331 
0332 
0333 
0334 
0335 
**** 
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* SUBROUTINE INITL 
fit TO INITIALISE .THE LAB TERMINAL CONTROLLER 
fit TO LOAD TRAP 13B WITH NOP 
* TO LOAD TRAP 14B WITH JSB 1777B,1 
1< TO LOAD TRAP 1777B WITH ADDRESS OF IDENT 
ENT INITL 
EXT EXEC 
INITL NOP 
1< 
* INITIALISE THE LAB TERMINAL CONTROLLER 
'" CLF 00 
CLA 
OTA 14B 
STC 14B,C 
STC 13B,C 
CLC 13B 
STF 00 
DISABLE INTERRUPT SYSTEM 
OUTPUT NULL ADDRESS 
AND FREE BUS 
CLEAR DMAT 
FLIP FLOPS 
RE-ENABLE INTERRUPT SYSTEM 
* LOAD TRAP 13B WITH NOP 
* LDA NOOP 
LDB P13 
JSB EXEC 
DEF *+2 
DEF RCD19 CALL EXEC USING REQUEST CODE -19 
* LOAD TRAP 14B WITH JSB 1777B,1 
.", 
1< 
LDA GOTRP 
LDB P14 
JSB EXEC 
DEF *+2 
DEF RCD19 
* LOAD 1777B WITH ADDRESS OF IDENT 
1< 
* NOOP 
P13 
RCD19 
GOTRP 
PH 
LDA ADDID 
LDB P1777 
JSB EXEC 
DEF *+2 
DEF RCD19 
JMP INITL,I 
NOP 
OCT 
DEC 
JSB 
OCT 
13 
-19 
17778,1 
14 
IDENT 
1777 
ADDID DEF 
P1777 OCT 
END 
$END 
LIST END **** 
APPENDIX B 
HARDWARE FOR CONTROLLING THE WORK 
TABLE 
162. 
The hardware for controlling the work table consists of ·the following 
main components: 
i) A Hewlett-Packard 2100A mini-computer [94]. 
ii} Two terminal cards [95]. 
iii} A local control unit. 
These components have been sketched in Fig.7.1. 
Fig.B.l shows the connections between the terminal cards and the 
control unit. It can be seen that one of the cards, UTC 23, is used 
by the computer for communicating 4-bit addresses with the control unit. 
The other card, UTe 14, is used by the computer for communicating 16-bit 
data with ·the control uni t. 
The control unit comprises the following main modules: 
1. DIFAD and DIFDA, for converting the Differential outputs of the 
terminals into the Transistor-Transistor Logic (TTL) inputs of the 
control unit, and the TTL outputs of the control unit to the 
Differential inputs of the terminals. 
2. DECOD, for decoding the 4~bit addresses sent by the computer into 
1 of 16 address signals used to 'address' or 'enable' different 
modules in the control unit. 
3. ENCOD, for interrup.ting the computer and surrendering 4-bit addresses 
of different modules in the control unit. 
4. READO, for storing 16-bit messages from the computer to the front 
163. 
of the control unit. 
5. MULTI aI, for sequentially addressing SPEED 01 - SPEED 06, thus 
enabling each of these modules, in turn, to accept (16-bit) speed 
control data from the computer. 
6. MULTI 02, for sequentially addressing POSIT 01 - POSIT 06, thus 
enabling each of these modules, in turn, to accept (13- bit) 
position control data from the computer. 
7. MULTI 03, for sequentially addressing POSIT 01 - POSIT 06, thus 
enabling each of these modules, in turn, to send (13-bit) position 
feedback data to the computer. 
8. READI, for sending 16-bit messages from the switches on the front 
panel of the control unit to the computer. 
9. SPEED 01 SPEED 06, for sending pulses to the stepping motor drives 
(standard commercial units) and controlling the rotational directions 
of the motors. 
10. POSIT 01 - POSIT 06, for inhibiting the pulses from SPEED 01 - SPEED 06 
when the motors reach their destinations and controlling the direction 
signals of SPEED 01 - SPEED 06. 
11. INVER 01 and INVER 02, for providing the 'Fan Out' necessary to drive 
SPEED 01 - SPEED 06 and POSIT 01 - .'POSIT 06. 
12. LATCH, for temporarily storing messages or feedback data to the 
computer. 
The connections between these modules are shown in Fig. B.l. The 
physical layout of the modules, as viewed from the back-plane of the 
control unit, is shown in Fig.B.2. 
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