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Abstract
We study C∗-algebras generated by Toeplitz operators acting on the standard
weighted Bergman space A2λ(B
n) over the unit ball Bn in Cn. The symbols fac of
generating operators are assumed to be of a certain product type, see (1.1). By choos-
ing a and c in different function algebras Sa and Sc over lower dimensional unit balls
Bℓ and Bn−ℓ, respectively, and by assuming the invariance of a ∈ Sa under some torus
action we obtain C∗-algebras T λ(Sa,Sc) whose structural properties can be described.
In the case of k-quasi-radial functions Sa and bounded uniformly continuous or van-
ishing oscillation symbols Sc we describe the structure of elements from the algebra
∗This work was partially supported by CONACYT Project 238630, Me´xico and by DFG (Deutsche
Forschungsgemeinschaft), Project BA 3793/4-1.
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T λ(Sa,Sc), derive a list of irreducible representations of T λ(Sa,Sc), and prove com-
pleteness of this list in some cases. Some of these representations originate from a
“quantization effect”, induced by the representation of A2λ(B
n) as the direct sum of
Bergman spaces over a lower dimensional unit ball with growing weight parameter. As
an application we derive the essential spectrum and index formulas for matrix-valued
operators.
MSC: primary: 47B35, 47L80; secondary: 32A36
keywords: weighted Bergman spaces, operator C∗-algebra, irreducible representations
1 Introduction
The analysis of Banach and C∗-algebras generated by Toeplitz operators acting on Bergman
or Hardy spaces over a domain in Cn has a long history. Until today it is an area of active
research (see [1, 6, 7, 8, 10, 13, 14, 18] and the references therein). The methods combine
tools from functional analysis, complex analysis, algebra and, in the case of the present
paper, they include recent asymptotic relations in deformation quantization in the sense of
Rieffel [4, 8]. In order to obtain manageable algebras one often starts with a generating
family of Toeplitz operators T = {Tf : f ∈ S}, where S denotes a set of essentially bounded
symbols with additional properties. By manageable algebras we mean operator C∗-algebras
for which we can effectively describe their irreducible representations or the compact of their
maximal ideals and the Gelfand transform, in the commutative case. For example, one may
require some specific regularity or oscillatory behavior of elements in S, or the invariance of
f ∈ S under a Lie group action. If the resulting Banach algebras are commutative (e.g. see
[6, 7, 8, 16] for such cases), an explicit description of the maximal ideal space and the Gelfand
transform provides some structural insight and, in particular, can be applied to calculate
the spectrum of its elements. In the non-commutative case a complete classification of the
irreducible representations of the algebra is of interest.
The present paper extends the results in [8]. We study C∗-algebras generated by Toeplitz
operators acting on the standard weighted Bergman spaces A2λ(B
n) over the Euclidean unit
ball Bn in Cn. We represent A2λ(B
n) as an infinite direct sum of Hilbert subspaces. Via a
splitting of coordinates z = (z′, z′′) ∈ Cℓ × Cn−ℓ, we consider operator symbols of the form
fac(z) = a
(
z′√
1− |z′′|2
)
c(z′′) ∈ L∞(Bn), (1.1)
with a ∈ L∞(Bℓ) and c ∈ L∞(Bn−ℓ), respectively. If, in addition, a is invariant under
the diagonal action of a torus, then the above subspaces are invariant under the action of
the Toeplitz operator T λfac (after conjugation with a unitary operator). The restriction of
T
λ
fac
to each level acts as a tensor product of Toeplitz operators with symbols a and c,
respectively. These operators are considered on differently weighted Bergman spaces over
lower dimensional unit balls. Roughly speaking, we reduce the dimensionality of the problem.
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We then choose the functions a and c in specific symbol classes Sa and Sc and consider
the C∗-algebra T λ(Sa,Sc) generated by all Toeplitz operators in {T
λ
fac
: a ∈ Sa, c ∈ Sc}.
In the paper [8] we treated the lowest dimensional situation n = 2 with Sc = C(D) and
Sa = L
∞(0, 1). The present work extends these results to arbitrary dimensions (which
is rather straightforward) and k-quasi-radial functions Sa = L
∞
k-qr(B
n−ℓ). As for Sc, we
consider bounded uniformly continuous symbols with respect to the Bergman metric and
its subclass of symbols having vanishing oscillation at the boundary (which is significantly
larger than C(B
n−ℓ
)). We describe irreducible representations of the algebras T λ(Sa,Sc)
and prove completeness of our list in different cases. Some of the representations arise
via a “quantization effect” linked to the observation that in the above mentioned infinite
orthogonal decomposition of A2λ(B
n) Bergman spaces with arbitrary large weight parameter
appear. We characterize the quotient of the algebras by the ideal of compact operators. As
as result the essential spectrum of elements in T λ(Sa,Sc) and an index formula in the case
of matrix-valued Fredholm operators are derived.
The paper is organized as follows. In Section 2 we describe an isometric isomorphism
between A2λ(B
n) and an infinite orthogonal sum of Hilbert space tensor products involving
differently weighted Bergman spaces over lower dimensional balls.
In Section 3 we consider Toeplitz operators Tλfac acting on A
2
λ(B
n) with symbols fac of
the form (1.1). The main observations are Proposition 3.4 and its Corollary 3.5 which state
that under an invariance property of the operator symbol a under a torus action and, up to
unitary equivalence, Tλfac decomposes into an infinite sum of tensor products of operators.
Each factor is a Toeplitz operator again acting on a (differently) weighted Bergman space
over a lower dimensional unit ball.
Section 4 analyzes the C∗-algebra T λ(1,BUC(B
n−ℓ)), generated by Toeplitz operators
Tλfc with symbols c in BUC(B
n−ℓ), the bounded uniformly continuous functions on Bn−ℓ with
respect to the Bergman metric. Theorem 4.3 provides a unique infinite sum representation
for the elements of this algebra. This representation is based on the decomposition of the
Bergman space in Section 2. We compare and identify different C∗-algebras that naturally
appear in the construction. As a main result we construct families of irreducible represen-
tations of the algebra. A class of one-dimensional representations arises via a “quantization
effect”, i.e. when the weight parameter tends to infinity. We note that the latter represen-
tations do not appear for the C∗-algebra generated by Toeplitz operators with uniformly
continuous symbols on the ball Bn of full dimension.
In Section 5 we consider the C∗-algebra generated by Toeplitz operators Tλfc having
symbols c in the space VO∂(B
n−ℓ) of functions having vanishing oscillation at the boundary
of Bn−ℓ. Since elements in VO∂(B
n−ℓ) are bounded and uniformly continuous we obtain a
subalgebra of T λ(1,BUC(B
n−ℓ)). As an additional feature, we use the compactness of the
semi-commutator for two Toeplitz operators with symbols in VO∂(B
n−ℓ). The restriction of
irreducible representations in Section 4 to this subalgebra is shown to be a complete list of
all such representations (cf. Theorem 5.7). In the case of matrix-valued symbols of vanishing
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oscillation and based on recent results in [18] we discuss the Fredholm property and index
in Corollary 5.9.
Section 6 is concerned with the more complicated case of the C∗-algebra
T λ(L
∞
k-qr,VO∂(B
n−ℓ))
which is generated by Toeplitz operators Tλfac with k-quasi-radial symbols a on B
ℓ and
symbols c ∈ VO∂(B
n−ℓ). In the spirit of Theorem 5.1 we first derive a representation of
the elements T λ in this algebra in form of an infinite sum of tensor products. Differently
from Section 5 this representation is not uniquely determined by T λ. Up to elements in a
small ideal we can assign to T λ a ”symbol” in SO(Zm+ )⊗VO∂(B
n−ℓ). Here SO(Zm+ ) denotes
a space of sequences with slow oscillation at infinity (in a certain sense). A complete list
of irreducible representations of the algebra T λ(L
∞
k-qr,VO∂(B
n−ℓ)) is given in Theorem 6.6.
Finally we express the essential spectrum, characterize Fredholmness and provide an index
formula for matrix-valued operators in T λ(L
∞
k-qr,VO∂(B
n−ℓ))⊗Matp(C).
2 Bergman space representation
Consider the open unit ball in Cn:
Bn :=
{
z = (z1, · · · , zn) ∈ C
n : |z|2 = |z1|
2 + · · ·+ |zn|
2 < 1
}
.
For λ > −1 introduce the weighted Bergman space
A2λ(B
n) :=
{
f : Bn → C : f holomorphic and vλ-square integrable
}
, (2.1)
where the weighted measure vλ is absolutely continuous with respect to the Lebesgue volume
form dv(z) on Bn and given by:
dvλ(z) = c
(n)
λ (1− |z|
2)λdv(z) with c
(n)
λ :=
Γ(n+ λ + 1)
πnΓ(λ+ 1)
.
The inner product on L2(Bn, dvλ) or A
2
λ(B
n) is denoted by 〈·, ·〉λ. Let Z+ = {0, 1, 2, · · · },
and recall that the standard orthonormal basis of (2.1) has the form:
E := [eλα(z) : α ∈ Z
n
+] with e
λ
α(z) =
√
Γ(n+ |α|+ λ+ 1)
α!Γ(n+ λ+ 1)
zα.
In what follows, we work with a certain orthogonal decomposition of the weighted
Bergman space into an infinite orthogonal sum of Hilbert subspaces. In more detail:
With ℓ ∈ {1, · · · , n− 1} we divide the coordinates (z1, · · · , zn) ∈ C
n into two parts:
z = (z1, · · · , zℓ︸ ︷︷ ︸
=:z′
, zℓ+1, · · · , zn︸ ︷︷ ︸
=:z′′
) = (z′, z′′) ∈ Cℓ × Cn−ℓ. (2.2)
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Let m ≤ ℓ, and fix a multi-index k = (k1, · · · , km) ∈ N
m with |k| = k1 + · · ·+ km = ℓ. We
further divide z′ ∈ Cℓ into m groups of coordinates as follows:
z′ =
(
z(1), · · · , z(m)
)
, where z(j) =
(
zk1+···+kj−1+1, · · · , zk1+···+kj
)
∈ Ckj , (2.3)
where k0 := 0. For each ρ = (ρ1, · · · , ρm) ∈ Z
m
+ we introduce the Hilbert space
Hρ := span
{
eλα : α = (α(1), · · · , α(m), α
′′) ∈ Zn+ and |α(j)| = ρj , j = 1, ..., m
}
.
Then we have the following orthogonal decomposition
A2λ(B
n) =
⊕
ρ∈Zm
+
Hρ. (2.4)
A similar orthogonal decomposition can be done for the Bergman space A2λ(B
ℓ), whose
orthogonal basis consists of the monomials
eλα′(w) =
√
Γ(ℓ+ |α′|+ λ+ 1)
(α′)! Γ(ℓ+ λ+ 1)
wα
′
, where α′ ∈ Zℓ+.
Namely, we have
A2λ(B
ℓ) =
⊕
ρ∈Zm
+
Hρ,
where, for each ρ = (ρ1, ..., ρm) ∈ Z
m
+ , the finite dimensional space Hρ is defined as
Hρ = span
{
eλα′ : α
′ = (α(1), · · · , α(m)) ∈ Z
ℓ
+ and |α(j)| = ρj , ∀ j = 1, ..., m
}
. (2.5)
For each p ∈ Z+, we also introduce the Bergman space A
2
λ+p+ℓ(B
n−ℓ) with basis
eλ+p+ℓα′′ (ζ) =
√
Γ(n+ |α′′|+ λ+ p+ 1)
(α′′)! Γ(n+ λ+ p+ 1)
ζα
′′
, α′′ ∈ Zn−ℓ+ .
Given a tuple ρ = (ρ1, ..., ρm) ∈ Z
m
+ , we introduce then the linear mapping
uρ : Hρ −→ Hρ ⊗A
2
λ+|ρ|+ℓ(B
n−ℓ),
defined on the basis elements eλα, α = (α
′, α′′) ∈ Zℓ+ × Z
n−ℓ
+ , of Hρ as follows
uρ : e
λ
α 7−→ e
λ
α′ ⊗ e
λ+|ρ|+ℓ
α′′ . (2.6)
By definition this mapping is an isometric isomorphism.
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Now introduce the Hilbert space
H =
⊕
ρ∈Zm
+
Hρ, with Hρ = Hρ ⊗A
2
λ+|ρ|+ℓ(B
n−ℓ) (2.7)
and the unitary operator
U =
⊕
ρ∈Zm
+
uρ : A
2
λ(B
n) =
⊕
ρ∈Zm
+
Hρ −→ H =
⊕
ρ∈Zm
+
Hρ ⊗A
2
λ+|ρ|+ℓ(B
n−ℓ), (2.8)
acting componentwise according to the direct sum decomposition. Then the above discussion
leads to the following proposition.
Proposition 2.1. The unitary operator U gives an isometric isomorphism between the spaces
A2λ(B
n) =
⊕
ρ∈Zm
+
Hρ and H =
⊕
ρ∈Zm
+
Hρ ⊗A
2
λ+|ρ|+ℓ(B
n−ℓ).
3 Toeplitz operators with invariant subspaces
Given a function f ∈ L∞(Bn), we write Tλf for the Toeplitz operator with symbol f acting
on A2λ(B
n). More precisely, let
Pλ : L
2(Bn, dvλ) −→ A
2
λ(B
n)
be the orthogonal projection (Bergman projection). Then Tλfh is defined by
(Tλfh)(z) := Pλ(fh)(z) =
∫
Bn
f(w)h(w)
(1− z · w)λ+n+1
dvλ(w), h ∈ A
2
λ(B
n).
Throughout the paper we simultaneously use different weighted Bergman spaces on the
unit balls of various dimensions, as well as the corresponding Toeplitz operators. To distin-
guish them, we will always write in bold the Toeplitz operators Tλf that act on the Bergman
space on the ball of the maximal dimension n, while we will use the standard font for Toeplitz
operators T µg that act on the Bergman space on the ball of a smaller dimension (of dimension
ℓ or n− ℓ, in the majority of cases).
We start with an auxiliary lemma.
Lemma 3.1. Let w = (w′, w′′) ∈ Bk, and let a function g ∈ L∞(Bk) be invariant under the
following action of T on Bk:
t ∈ T : (w′, w′′) 7−→ (tw′, w′′).
Then for multi-indices α = (α′, α′′) and β = (β ′, β ′′) with |α′| 6= |β ′| we have that
〈gwα, wβ〉µ = 0.
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Proof. Let eiθ = t ∈ T, we calculate
〈gwα, wβ〉µ := c
(k)
µ
∫
Bk
g(w′, w′′)wαwβ(1− |w|2)µdv(w)
= c(k)µ
∫
Bk
g(eiθw′, w′′)wαwβ(1− |w|2)µdv(w)
= c(k)µ
∫
Bk
g(ζ ′, ζ ′′)ζαζ
β
ei(|β
′|−|α′|)θ(1− |ζ |2)µdv(ζ)
= ei(|β
′|−|α′|)θ〈gwα, wβ〉µ,
here we made a change of variables: ζ ′ = eiθw′ and ζ ′′ = w′′. As this holds for all θ ∈ [0, 2π),
we get 〈gwα, wβ〉µ = 0.
We now present a class of Toeplitz operators on A2λ(B
n) which leaves all spaces Hρ in the
decomposition (2.4) invariant. For this we use the separation of coordinates (2.2) and (2.3).
Proposition 3.2. Let f ∈ L∞(Bn) be invariant under the action (3.1) of the group Tm×I ∼=
Tm on Bn:
(t1, ..., tm) ∈ T
m : (z(1), . . . , z(m), z
′′) 7−→ (t1z(1), . . . , tmz(m), z
′′). (3.1)
Then the Toeplitz operator Tλf , acting on A
2
λ(B
n), leaves all the spaces Hρ in the orthogonal
decomposition (2.4) invariant.
Proof. Indeed, Lemma 3.1 implies that 〈Tλfz
α, zβ〉λ = 0 for all multi-indices
α = (α(1), . . . , α(m), α
′′) and β = (β(1), . . . , β(m), β
′′),
for which there exists j ∈ {1, 2, ..., m} such that |α(j)| 6= |β(j)|.
That is, for each ρ = (ρ1, · · · , ρm) ∈ Z
m
+ , the image T
λ
f(Hρ) belongs to Hρ.
We introduce some notation: Given a function a ∈ L∞(Bℓ) we denote by fa ∈ L
∞(Bn)
the function
fa(z) = fa(z
′, z′′) = a
(
z′√
1− |z′′|2
)
.
Similarly, given c ∈ L∞(Bn−ℓ), we define the function fc ∈ L
∞(Bn) by fc(z) = fc(z
′, z′′) =
c(z′′). In what follows we restrict Proposition 3.2 to functions of the form
f(z) = fa(z)fc(z) = fac(z) = a
(
z′√
1− |z′′|2
)
c(z′′), (3.2)
where a ∈ L∞(Bℓ) and c ∈ L∞(Bn−ℓ). Note that fac is invariant under the action (3.1) if
and only if the function a is invariant under the following action of the group Tm:
(t1, ..., tm) ∈ T
m : (z(1), . . . , z(m)) 7−→ (t1z(1), . . . , tmz(m)). (3.3)
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Corollary 3.3. The Toeplitz operator with symbol (3.2), with a being invariant under the
action (3.3), leaves all the spaces Hρ in the orthogonal decomposition (2.4) invariant.
We now characterize the action of such Toeplitz operators related to each subspace Hρ.
Proposition 3.4. Let fac be of the form (3.2), with the function a being invariant under
the action (3.3). Let T λa be the Toeplitz operator with symbol a acting on A
2
λ(B
ℓ), and let
T
λ+|ρ|+ℓ
c be the Toeplitz operator with symbol c acting on A2λ+|ρ|+ℓ(B
n−ℓ). Then
uρT
λ
fac
u−1ρ = T
λ
a |Hρ ⊗ T
λ+|ρ|+ℓ
c ,
where the operator uρ : Hρ −→ Hρ ⊗A
2
λ+|ρ|+ℓ(B
n−ℓ) is defined by (2.6).
Proof. We first mention that by Lemma 3.1 each subspace Hρ is invariant under the opera-
tor T λa . Take any two basis elements e
λ
α′ ⊗ e
λ+|ρ|+ℓ
α′′ and e
λ
β′ ⊗ e
λ+|ρ|+ℓ
β′′ of Hρ⊗A
2
λ+|ρ|+ℓ(B
n−ℓ),
i.e. |α(j)| = |β(j)| = ρj for all j = 1, ..., m and |α
′| = |β ′| = |ρ|. We also set α = (α′, α′′) and
β = (β ′, β ′′) and calculate〈
uρT
λ
fac
u−1ρ (e
λ
α′ ⊗ e
λ+|ρ|+ℓ
α′′ ), (e
λ
β′ ⊗ e
λ+|ρ|+ℓ
β′′ )
〉
λ
=
〈
Tλface
λ
α, e
λ
β
〉
λ
=
〈
fac e
λ
α, e
λ
β
〉
λ
=
√
Γ(n+ |α|+ λ+ 1)Γ(n+ |β|+ λ+ 1)
α! β! Γ(n+ λ+ 1)2
〈
fac z
α, zβ
〉
λ
. (3.4)
Then (we will do a change of variables: z′ = w
√
1− |ζ |2, z′′ = ζ):
〈
fac z
α, zβ
〉
λ
= c
(n)
λ
∫
Bn
fac z
αzβ(1− |z|2)λ dv(z)
= c
(n)
λ
∫
Bℓ×Bn−ℓ
a(w)c(ζ)wα
′
wβ
′
ζα
′′
ζ
β′′
× (1− |w|2)λ(1− |ζ |2)λ+|ρ|+ℓ dv(w)dv(ζ)
=
c
(n)
λ
c
(ℓ)
λ c
(n−ℓ)
λ+|ρ|+ℓ
∫
Bℓ
a(w)wα
′
wβ
′
dvλ(w)
∫
Bn−ℓ
c(ζ) ζα
′′
ζ
β′′
dvλ+|ρ|+ℓ(ζ)
=
Γ(n + λ+ 1)Γ(ℓ+ |ρ|+ λ+ 1)
Γ(ℓ+ λ+ 1)Γ(n+ |ρ|+ λ+ 1)
〈
awα
′
, wβ
′
〉
λ
·
〈
c ζα
′′
, ζβ
′′
〉
λ+|ρ|+ℓ
=
Γ(n+ λ+ 1)Γ(ℓ+ |ρ|+ λ+ 1)
Γ(ℓ+ λ+ 1)Γ(n+ |ρ|+ λ+ 1)
×
√
(α′)! (β ′)! [Γ(ℓ+ λ+ 1)]2
Γ(ℓ+ |α′|+ λ+ 1)Γ(ℓ+ |β ′|+ λ + 1)
〈
a eλα′ , e
λ
β′
〉
λ
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×√
(α′′)! (β ′′)! [Γ(n+ λ+ |α′|+ 1)]2
Γ(n+ |α|+ λ+ 1)Γ(n+ |β|+ λ + 1)
〈
c e
λ+|ρ|+ℓ
α′′ , e
λ+|ρ|+ℓ
β′′
〉
λ+|ρ|+ℓ
. (3.5)
Comparing (3.4) and (3.5), we obtain〈
uρT
λ
fac
u−1ρ (e
λ
α′ ⊗ e
λ+|ρ|+ℓ
α′′ ), (e
λ
β′ ⊗ e
λ+|ρ|+ℓ
β′′ )
〉
λ
=
=
〈
T λa e
λ
α′ , e
λ
β′
〉
λ
·
〈
T λ+|ρ|+ℓc e
λ+|ρ|+ℓ
α′′ , e
λ+|ρ|+ℓ
β′′
〉
λ+|ρ|+ℓ
and the result follows.
In the next corollaries we characterize the action of a Toeplitz operator Tλfac related to
the direct sum decomposition (2.7), as well as some of its properties.
Corollary 3.5. Under the assumptions of Proposition 3.4 we have
UTλfacU
−1 =
⊕
ρ∈Zm
+
T λa |Hρ ⊗ T
λ+|ρ|+ℓ
c ,
where the operator U is given by (2.8). In particular,
UTλfaU
−1 =
⊕
ρ∈Zm
+
T λa |Hρ ⊗ I,
UTλfcU
−1 =
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓc ,
Tλfac = T
λ
fa
Tλfc = T
λ
fc
Tλfa .
Let H be a Hilbert space with orthogonal decomposition
H =
∞⊕
j=1
Hj
and assume that A ∈ L(H) leaves Hj invariant for all j ∈ N. We write Aj for the restriction
of A to Hj. Then it can be easily seen that
‖A‖ = sup
j∈N
‖Aj‖.
Corollary 3.6. With the above assumptions on symbols, we have
‖Tλfac‖ = sup
ρ∈Zm
+
‖T λa |Hρ‖ · ‖T
λ+|ρ|+ℓ
c ‖.
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Remark 3.7. Let Tλ be a bounded operator on A2λ(B
n) which leaves all spaces Hρ, ρ ∈ Z
m
+ ,
invariant and setHρ = Hρ⊗A
2
λ+|ρ|+ℓ(B
n−ℓ). Then there exists a sequence {Tρ}ρ∈Zm
+
⊂ L(Hρ)
such that
UTλU∗ =
⊕
ρ∈Zm
+
Tρ (3.6)
via the unitary operator U given by (2.8). In what follows we will abbreviate (3.6) by
Tλ ≍
⊕
ρ∈Zm
+
Tρ,
identifying the operator Tλ with its direct sum representation.
We also recall the definition of the Berezin transform
Bµ : L(A
2
µ(B
d))→ L∞(Bd) : Bµ[A](z) :=
〈
Akµz , k
µ
z
〉
µ
.
Here kµz denotes the normalized reproducing kernel function of A
2
µ(B
d) defined by
kµz (w) =
(1− |z|2)
d+µ+1
2
(1− w · z)d+µ+1
, z, w ∈ Bd.
For the special case of a Toeplitz operator T µg , we have
Bµ[T
µ
g ](z) = Bµ[g](z) =
〈
g kµz , k
µ
z
〉
µ
.
In this paper we aim to analyze operator algebras that are generated by certain families of
Toeplitz operators (also see the results in [1, 6, 7, 13, 14, 15, 16, 18]). For general symbols
a ∈ L∞(Bℓ) and c ∈ L∞(Bn−ℓ) not much can be said about the structure of the algebra
generated by all Toeplitz operators Tλfac . Thus for the rest of the paper our strategy will
be as follows. We select subclasses Sℓ ⊂ L
∞(Bℓ) of functions invariant under the action
(3.3) of the group Tm and Sn−ℓ ⊂ L
∞(Bn−ℓ). Then we consider the closed unital algebra
T λ(Sℓ,Sn−ℓ) ⊂ L(A
2
λ(B
n)) generated by all Toeplitz operatorsTλfac with a ∈ Sℓ and c ∈ Sn−ℓ.
By Corollary 3.5 the algebra T λ(Sℓ,Sn−ℓ) is generated by its subalgebras T λ(Sℓ, 1) and
T λ(1,Sn−ℓ). Moreover, elements T
′ ∈ T λ(Sℓ, 1) commute with elements T
′′ ∈ T λ(1,Sn−ℓ).
In the next sections we will select Sℓ and Sn−ℓ for which T λ(Sℓ, 1) and T λ(1,Sn−ℓ) admit
“reasonable descriptions”. Then we will characterize the algebra T λ(Sℓ,Sn−ℓ).
4 Operators with BUC symbols
Let us denote by BUC(Bn−ℓ) the space (C∗-algebra) of all bounded complex-valued functions
on Bn−ℓ that are uniformly continuous with respect to the Bergman metric on Bn−ℓ (cf. [2]).
Introduce the C∗-algebra T λ(1,BUC(B
n−ℓ)), which is generated by all Toeplitz operators
Tλfc acting on A
2
λ(B
n) with c ∈ BUC(Bn−ℓ) and denote by Tµ(BUC(B
n−ℓ)) the C∗-algebra
generated by all Toeplitz operators T µc acting on A
2
µ(B
n−ℓ) with c ∈ BUC(Bn−ℓ).
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Remark 4.1. We note that the algebra Tµ(BUC(B
n−ℓ)) (by [15, Theorem 7.3]) coincides
with the C∗-algebra Tµ(L
∞(Bn−ℓ)) generated by all Toeplitz operators T µc acting on A
2
µ(B
n−ℓ)
with c ∈ L∞(Bn−ℓ).
Each operator Tλ ∈ T λ(1,BUC(B
n−ℓ)) admits the representation
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓ, (4.1)
where T λ+|ρ|+ℓ ∈ Tλ+|ρ|+ℓ(BUC(B
n−ℓ)), for each ρ ∈ Zm+ .
Lemma 4.2. For each operator Tλ ∈ T λ(1,BUC(B
n−ℓ)) we have that
‖Tλ‖ = sup
ρ∈Zm
+
‖T λ+|ρ|+ℓ‖, and ‖Tλfc‖ = sup
z∈Bn−ℓ
|c(z)| = ‖c‖∞.
Proof. The first equality follows from Corollary 3.6. The second equality follows from [2,
Proposition 4.4] and
‖c‖∞ = ‖ lim
j→∞
Bλ+j+ℓ
[
T λ+j+ℓc
]
(z)‖∞ ≤ sup
j∈Z+
∥∥T λ+j+ℓc ∥∥ = ‖Tλfc‖ ≤ ‖c‖∞.
Theorem 4.3. Each operator Tλ ∈ T λ(1,BUC(B
n−ℓ)), in the direct sum decomposition
(4.1), admits the unique representation
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +N
λ+|ρ|+ℓ), (4.2)
where c ∈ BUC(Bn−ℓ), each operator Nλ+|ρ|+ℓ belongs to the semi-commutator ideal of the
algebra Tλ+|ρ|+ℓ(BUC(B
n−ℓ)), and ‖Nλ+|ρ|+ℓ‖ → 0 as |ρ| → ∞.
Proof. We consider first a dense subalgebra Dλ of T λ(1,BUC(B
n−ℓ)), which consists of
finite sums of finite products of initial generators. To prove the statement for this case, it is
sufficient to prove it for finite products of m Toeplitz operators. By induction we can assume
that m = 2. Thus, given fa, fb with a, b ∈ BUC(B
n−ℓ), we consider
TλfaT
λ
fb
≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓa T
λ+|ρ|+ℓ
b .
For each ρ, we write T
λ+|ρ|+ℓ
a T
λ+|ρ|+ℓ
b = T
λ+|ρ|+ℓ
ab +N
λ+|ρ|+ℓ, where the operator
Nλ+|ρ|+ℓ = T λ+|ρ|+ℓa T
λ+|ρ|+ℓ
b − T
λ+|ρ|+ℓ
ab
belongs to the semi-commutator ideal of the algebra Tλ+|ρ|+ℓ(BUC(B
n−ℓ)). Finally, [4, The-
orem 3.8] implies that ‖Nλ+|ρ|+ℓ‖ → 0 as |ρ| → ∞.
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Now, given Tλ ∈ T λ(1,BUC(B
n−ℓ)), there exists a fundamental sequence {Tλ,k}k∈N of
elements from Dλ that converges in norm to T
λ. Each Tλ,k has the form
Tλ,k ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓ,k, with T λ+|ρ|+ℓ,k = T λ+|ρ|+ℓak +N
λ+|ρ|+ℓ
k ,
where ak ∈ BUC(B
n−ℓ) for each k ∈ N and N
λ+|ρ|+ℓ
k belongs to the semi-commutator ideal
and with N
λ+|ρ|+ℓ
k → 0 as |ρ| → ∞, for fixed k . By Lemma 4.2, each sequence {T
λ+|ρ|+ℓ,k}k∈N
is also fundamental in L(A2λ+|ρ|+ℓ(B
n−ℓ)).
In particular, for any ε > 0 there exists N0 ∈ N such that for all k, m > N0 we have the
following estimate (uniformly in ρ):
‖T λ+|ρ|+ℓ,k − T λ+|ρ|+ℓ,m‖ ≤ ‖Tλ,k −Tλ,m‖ < ε
2
.
Observe now that T λ+|ρ|+ℓ,k − T λ+|ρ|+ℓ,m = T
λ+|ρ|+ℓ
(ak−am)
+ (N
λ+|ρ|+ℓ
k − N
λ+|ρ|+ℓ
m ). For any fixed
k, m > N0 we pass to the limit as |ρ| → ∞. Then, taking into account Lemma 4.2 together
with the observation that both ‖N
λ+|ρ|+ℓ
k ‖ and ‖N
λ+|ρ|+ℓ
m ‖ tend to 0 as |ρ| → ∞, we have
lim
|ρ|→∞
‖T λ+|ρ|+ℓ,k − T λ+|ρ|+ℓ,m‖ = lim
|ρ|→∞
‖T
λ+|ρ|+ℓ
(ak−am)
‖ = ‖ak − am‖∞ ≤
ε
2
.
Hence the function sequence {ak}k∈N is fundamental, and thus it converges to some a ∈
BUC(Bn−ℓ). Then, ‖T
λ+|ρ|+ℓ
ak − T
λ+|ρ|+ℓ
a ‖ ≤ ‖ak − a‖∞ implies that, for each fixed ρ, the
sequence {T
λ+|ρ|+ℓ
ak }k∈N converges in norm to the operator T
λ+|ρ|+ℓ
a . Thus, for each fixed ρ,
the sequence of operators {N
λ+|ρ|+ℓ
k }k∈N, being the difference of two convergent sequences
{T λ+|ρ|+ℓ,k}k∈N and
{T
λ+|ρ|+ℓ
ak }k∈N, converges in norm to an operator N
λ+|ρ|+ℓ from the semi-commutator ideal.
This implies the desired representation
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓ =
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓa +N
λ+|ρ|+ℓ).
It remains to prove that ‖Nλ+|ρ|+ℓ‖ → 0 as |ρ| → ∞. To do this we use the standard
ε
3
-trick. Using the representation
T λ+|ρ|+ℓ − T λ+|ρ|+ℓ,k = T
λ+|ρ|+ℓ
(a−ak)
+Nλ+|ρ|+ℓ −N
λ+|ρ|+ℓ
k ,
we obtain:
‖Nλ+|ρ|+ℓ‖ ≤ ‖T λ+|ρ|+ℓ − T λ+|ρ|+ℓ,k‖+ ‖T
λ+|ρ|+ℓ
(a−ak)
‖+ ‖N
λ+|ρ|+ℓ
k ‖.
Now, given any ε > 0, there exists k ∈ N such that
‖T λ+|ρ|+ℓ − T λ+|ρ|+ℓ,k‖ ≤ ‖Tλ −Tλ,k‖ < ε
3
and ‖T
λ+|ρ|+ℓ
(a−ak)
‖ ≤ ‖a− ak‖∞ <
ε
3
,
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both uniformly in ρ. With this fixed k and ε
3
, there exists N0 ∈ N such that for all |ρ| > N0
we have that ‖N
λ+|ρ|+ℓ
k ‖ <
ε
3
. The above implies that for all |ρ| > N0 we have
‖Nλ+|ρ|+ℓ‖ < 3 ε
3
= ε.
To prove the uniqueness of the representation assume that
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓa1 +N
λ+|ρ|+ℓ
1 ) =
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓa2 +N
λ+|ρ|+ℓ
2 ),
where aj ∈ BUC(B
n−ℓ), each N
λ+|ρ|+ℓ
j belongs to the semi-commutator ideal, and N
λ+|ρ|+ℓ
j →
0 as |ρ| → ∞, for j = 1, 2. Then
T
λ+|ρ|+ℓ
a1−a2 + (N
λ+|ρ|+ℓ
1 −N
λ+|ρ|+ℓ
2 ) = 0, for each ρ ∈ Z
m
+ , (4.3)
and thus
0 = lim
|ρ|→∞
‖T
λ+|ρ|+ℓ
a1−a2 + (N
λ+|ρ|+ℓ
1 −N
λ+|ρ|+ℓ
2 )‖ = lim
|ρ|→∞
‖T
λ+|ρ|+ℓ
a1−a2 ‖ = ‖a1 − a2‖∞.
Thus a1 = a2, and (4.3) implies that N
λ+|ρ|+ℓ
1 = N
λ+|ρ|+ℓ
2 for all |ρ| ∈ Z+.
Remark 4.4. As it follows from [13], for each weight parameter µ > −1, the commuta-
tor ideal of the algebra Tµ(BUC(B
n−ℓ)) = Tµ(L
∞(Bn−ℓ)) coincides with the whole algebra
Tµ(L
∞(Bn−ℓ)). In particular, this implies that the C∗-algebra Tµ(BUC(B
n−ℓ)) does not have
non-trivial one-dimensional representations.
It is instructive to see that, although T λ(BUC(B
n)) = T λ(L
∞(Bn)), we have the strict
inclusion
T λ(1,BUC(B
n−ℓ)) ( T λ(1, L
∞(Bn−ℓ)). (4.4)
In fact, this follows from the next result:
Lemma 4.5. If a ∈ L∞(Bn−ℓ) and Tλfa ∈ T λ(1,BUC(B
n−ℓ)), then necessarily the function
a belongs to BUC(Bn−ℓ).
Proof. By Theorem 4.3, we have
Tλfa ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓa =
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +N
λ+|ρ|+ℓ),
for some c ∈ BUC(Bn−ℓ), and ‖Nλ+|ρ|+ℓ‖ → 0 as |ρ| → ∞.
For simplicity we let µ := λ+ |ρ|+ ℓ. Then
c = lim
µ→∞
Bµ[c] = lim
µ→∞
Bµ[T
µ
c +N
µ] = lim
µ→∞
Bµ[T
µ
a ] = lim
µ→∞
Bµ[a]. (4.5)
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Let ϕz denote the usual automorphism (Mo¨bius transform) of B
n−ℓ hat interchanges 0 and
z. Besides the standard Berezin transform
Bµ[a](z) = Bµ[T
µ
a ](z) =
∫
Bn−ℓ
a ◦ ϕz(w) dvµ(w),
for a Toeplitz operator T µa , with a ∈ L
∞(Bn−ℓ), we will consider the (m,µ)-Berezin transform
(see, [5] for details), defined for Toeplitz operators T µa with a ∈ L
∞(Bn−ℓ) as follows:
Bm,µ[T
µ
a ](z) = Bm,µ[a](z) =
∫
Bn−ℓ
a ◦ ϕz(w) dvm+µ(w).
Note that Bµ(T
µ
a ) = B0,µ(T
µ
a ) and Bm,µ(T
µ
a ) = B0,m+µ(T
µ
a ).
Estimate now
0 ≤ ‖T µa − T
µ
c ‖ ≤ ‖T
µ
a − T
µ
Bm,µ(a)
‖+ ‖T µBm,µ(a) − T
µ
Bm,µ(c)
‖+ ‖T µBm,µ(c) − T
µ
c ‖
≤ ‖T µa − T
µ
Bm,µ(a)
‖+ ‖Bm,µ(a)− Bm,µ(c)‖∞ + ‖Bm,µ(c)− c‖∞.
Let m→∞, then ‖T µa − T
µ
Bm,µ(a)
‖ → 0 by [5, Theorem A.1]. Moreover,
‖Bm,µ(a)− Bm,µ(c)‖∞ = ‖B0,m+µ(a)− B0,m+µ(c)‖∞ → 0, (by (4.5))
‖Bm,µ(c)− c‖∞ = ‖B0,m+µ(c)− c‖∞ → 0 (by [2, Proposition 4.4]).
That is, ‖T µa − T
µ
c ‖ = ‖T
µ
a−c‖ = 0 and thus a = c ∈ BUC(B
n−ℓ).
Note that for a ∈ L∞(Bn−ℓ) the function fa belongs to L
∞(Bn) and thus Tλfa can be norm
approximated by Toeplitz operators with BUC(Bn)-symbols, but, as the previous lemma
shows, it cannot be done with BUC(Bn−ℓ)-symbols. This shows the strict inclusion (4.4).
For each µ = λ + |ρ|+ ℓ, denote by
T (n−ℓ)µ (BUC(B
n−ℓ))
the algebra that consists of all operators T µ = T µc + N
µ (see (4.1) and (4.2)) coming from
the restriction of the algebra T λ(1,BUC(B
n−ℓ)) onto its invariant subspaces.
Proposition 4.6. The algebra T
(n−ℓ)
µ (BUC(Bn−ℓ)) coincides with the whole C∗-algebra
Tµ(BUC(B
n−ℓ)) = Tµ(L
∞(Bn−ℓ)).
Proof. Given µ = λ+ k + ℓ, observe, first, that the mapping
ιk : T λ(1,BUC(B
n−ℓ)) −→ L
(
A2λ+k+ℓ(B
n−ℓ)
)
,
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓ 7−→ T λ+k+ℓ
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is a morphism (representation) of the C∗-algebra T λ(1,BUC(B
n−ℓ)). Thus the algebra
T
(n−ℓ)
µ (BUC(Bn−ℓ)), being its image, is norm closed. To finish the proof it is sufficient to
mention that both algebras T
(n−ℓ)
µ (BUC(Bn−ℓ)) and Tµ(BUC(B
n−ℓ)) share the same dense
subalgebra, which consists of all elements of the form
k∑
j=1
qj∏
p=1
T µcj,p, where cj,p ∈ BUC(B
n−ℓ) and k, qj ∈ N,
being the images under the mapping ιk, of the elements
k∑
j=1
qj∏
p=1
Tλfcj,p
of the algebra T λ(1,BUC(B
n−ℓ)).
Corollary 4.7. The C∗-algebra T
(n−ℓ)
µ (BUC(Bn−ℓ)) = Tµ(BUC(B
n−ℓ)) is irreducible and
contains the ideal K(A2µ(B
n−ℓ)) of all compact operators on A2µ(B
n−ℓ).
Recall that the subalgebra Tµ(C(B
n−ℓ
)) of Tµ(BUC(B
n−ℓ)) already contains K(A2µ(B
n−ℓ)).
We now describe (some of) the irreducible representations of the algebra T λ(1,BUC(B
n−ℓ)).
1. Infinite dimensional representations: By Corollary 4.7, for each k ∈ Z+ the repre-
sentation
ιk : T λ(1,BUC(B
n−ℓ)) −→ L
(
A2λ+k+ℓ(B
n−ℓ)
)
(4.6)
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +N
λ+|ρ|+ℓ) 7−→ T λ+k+ℓc +N
λ+k+ℓ,
whose image is Tλ+k+ℓ(BUC(B
n−ℓ)), is irreducible.
We note that the representations {ιk}k∈Z+ are not pairwise unitary equivalent. To see
this we fix k ∈ Z+ and consider
ιk
(
Tλf
1−|z|2
)
= ιk
( ⊕
ρ∈Zm
+
I ⊗ T
λ+|ρ|+ℓ
1−|z|2
)
= T λ+k+ℓ1−|z|2 ∈ L
(
A2λ+k+ℓ(B
n−ℓ)
)
. (4.7)
Since the symbol a(z) := 1− |z|2 is radial, the Toeplitz operator T λ+k+ℓ1−|z|2 is diagonal with
respect to the standard monomial orthonormal basis of A2λ+k+1(B
n−ℓ). By [12, Corollary 3.2]
the norm of this operator is given by
‖T λ+k+ℓ1−|z|2 ‖ = sup
m∈Z+
1
B(m+ n− ℓ, λ+ k + ℓ+ 1)
∫ 1
0
(1− r)λ+k+ℓ+1rm+n−ℓ−1 dr
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= sup
m∈Z+
1
B(m+ n− ℓ, λ+ k + ℓ+ 1)
B(m+ n− ℓ, λ+ k + ℓ+ 2)
= sup
m∈Z+
λ+ k + ℓ+ 1
m+ n+ λ+ k + 1
=
λ+ k + ℓ+ 1
n + λ+ k + 1
,
where B(x, y) = Γ(x)Γ(y)
Γ(x+y)
denotes the Beta function. Since n > ℓ the norm of T λ+k+ℓ1−|z|2 depends
on k. Hence the representations ιk1 and ιk2 are not unitarily equivalent for k1 6= k2.
2. One-dimensional representations via a ”quantization effect”: We consider the
Berezin transform Bµ for bounded operators on A
2
µ(B
n−ℓ). In particular, we may consider
a Toeplitz operator T = T µc with symbol c ∈ BUC(B
n−ℓ). By [14, Lemma 4.5] the function
Bµ[c] belongs to BUC(B
n−ℓ) and thus admits a continuous extension to the compact set
M(BUC) := M(BUC(Bn−ℓ)) of maximal ideals of the C∗-algebra BUC(Bn−ℓ).
Lemma 4.8. The map ν : T λ(1,BUC(B
n−ℓ))→ BUC(Bn−ℓ) = C(M(BUC)), defined by
ν : Tλ ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓ 7−→ lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ)
is a continuous ∗-homomorphism of the C∗-algebra T λ(1,BUC(B
n−ℓ)) onto C(M(BUC)).
Proof. By Theorem 4.3 all operators T λ+|ρ|+ℓ are of the form T
λ+|ρ|+ℓ
c + Nλ+|ρ|+ℓ with a
common function c ∈ BUC(Bn−ℓ) and operators Nλ+|ρ|+ℓ such that ‖Nλ+|ρ|+ℓ‖ → 0 as
|ρ| → ∞. From
|Bλ+|ρ|+ℓ(N
λ+|ρ|+ℓ)| ≤ ‖Nλ+|ρ|+ℓ‖
it follows that lim|ρ|→∞Bλ+|ρ|+ℓ(N
λ+|ρ|+ℓ) = 0. Then, [2, Proposition 4.4] implies that
lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ)(z) = c(z)
uniformly on Bn−ℓ. That is,
lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ) = lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ
c +N
λ+|ρ|+ℓ)
= lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ
c ) = c ∈ BUC(B
n−ℓ) = C(M(BUC)),
and ν is well-defined. It is also onto as for each c ∈ BUC(Bn−ℓ) we have that ν(T λfc) = c.
Moreover, the mapping ν is obviously a ∗-homomorphism, and its continuity follows from
‖c‖∞ = sup
z2∈Bn−ℓ
|c(z2)| = lim
|ρ|→∞
‖T λ+|ρ|+ℓc ‖
≤ sup
|ρ|∈Z+
‖T λ+|ρ|+ℓc +N
λ+|ρ|+ℓ‖ = ‖Tλ‖.
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Corollary 4.9. For each η ∈M(BUC), the map νη : T λ(1,BUC(B
n−ℓ))→ C, defined by
νη : T
λ 7−→ ν(Tλ) = c 7−→ c(η) ∈ C,
is a one-dimensional representation of the C∗-algebra T λ(1,BUC(B
n−ℓ)).
Let us compare the above result with Remark 4.4. The C∗-algebras Tµ(BUC(B
n−ℓ)) and
T λ(1,BUC(B
n−ℓ)) are generated by all Toeplitz operators T µc and T
λ
fc
, with c ∈ BUC(Bn−ℓ),
respectively. At the same time, the first algebra does not have non-trivial one-dimensional
representations while the second one does have a lot of them.
Remark 4.10. Given an operator T λ ≍
⊕
ρ∈Zm
+
I⊗T λ+|ρ|+ℓ ∈ T λ(1,BUC(B
n−ℓ)), the result
of Lemma 4.8 permits us to recover its unique (by Theorem 4.3) representation (4.2). Indeed,
all necessary data for the representation (4.2) are given by
c = ν(T λ) = lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ) ∈ BUC(Bn−ℓ),
Nλ+|ρ|+ℓ = T λ+|ρ|+ℓ − T λ+|ρ|+ℓc .
5 Symbols of vanishing oscillation at the boundary
In the present section we consider the subalgebra T λ(1,VO∂(B
n−ℓ)) of
T λ(1,BUC(B
n−ℓ)), which is generated by all Toeplitz operators T λfc acting on A
2
λ(B
n) with
c ∈ VO∂(B
n−ℓ). Presenting the results, we will follow the lines of [8, Section 4]. Recall that
VO∂(B
n−ℓ) = BUC(Bn−ℓ) ∩ VMO∂(B
n−ℓ)
is the maximal C∗-subalgebra of BUC(Bn−ℓ) possessing the compact semi-commutator prop-
erty: for all c1, c2 ∈ VO∂(B
n−ℓ) the semi-commutator T µc1T
µ
c2
− T µc1c2 is compact. This leads
to the following version of Theorem 4.3:
Theorem 5.1. Each operator Tλ ∈ T λ(1,VO∂(B
n−ℓ)), in the direct sum decomposition
(4.1), admits the unique representation
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +K|ρ|), (5.1)
where c ∈ VO∂(B
n−ℓ), each K|ρ| is compact, and ‖K|ρ|‖ → 0 as |ρ| → ∞.
We thus obtain the following family of infinite dimensional irreducible representations ιρ:
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Proposition 5.2. For each k ∈ Z+ the restriction of the representation ιk in (4.6) to the C
∗-
algebra T λ(1,VO∂(B
n−ℓ)) defines an irreducible representation on A2λ+|ρ|+ℓ(B
n−ℓ). Moreover,
ιk(T λ(1,VO∂(B
n−ℓ))) = Tλ+k+ℓ(VO∂(B
n−ℓ)) (5.2)
and
Tλ+k+ℓ(VO∂(B
n−ℓ)) = {T λ+k+ℓc +K : c ∈ VO∂(B
n−ℓ), K is compact}. (5.3)
Furthermore, the representations ιk1 and ιk2 are not unitarily equivalent for k1 6= k2.
Proof. The proof of (5.2) literally follows the arguments of the proof of Proposition 4.6.
The algebra Tλ+k+ℓ(C(B
n−ℓ
)) is a subalgebra of Tλ+k+ℓ(VO∂(B
n−ℓ)) and, as it was already
mentioned, contains the ideal K(A2µ(B
n−ℓ)). Thus
K(A2µ(B
n−ℓ)) ⊂ Tλ+k+ℓ(VO∂(B
n−ℓ)),
and the representation ιk of the algebra Tλ+k+ℓ(VO∂(B
n−ℓ)) is irreducible. Description (5.3)
follows then from (5.1), (5.2), and the inclusion
K(A2µ(B
n−ℓ)) ⊂ Tλ+k+ℓ(VO∂(B
n−ℓ)).
Finally, as a(z) = 1 − |z|2 belongs to VO∂(B
n−ℓ), the arguments below (4.7) show that
the representations ιk1 and ιk2 are not unitarily equivalent for k1 6= k2.
Let M(VO) denote the maximal ideal space of VO∂(B
n−ℓ). Note that M(VO) densely
contains Bn−ℓ via evaluation maps, and let M∂ := M(VO) \B
n−ℓ. It is easy to check (see [9]
for the unweighted case) that
Tλ+|ρ|+ℓ(VO∂(B
n−ℓ))/K(A2λ+|ρ|+ℓ(B
n−ℓ)) ∼= VO∂(B
n−ℓ)/C0(B
n−ℓ) ∼= C(M∂)
via
T λ+|ρ|+ℓc +K(A
2
λ+|ρ|+ℓ(B
n−ℓ)) 7−→ c+ C0(B
n−ℓ) ∼= c|M∂ .
This leads to the following family of one-dimensional irreducible representations:
Corollary 5.3. For every (η, k) ∈M∂ × Z+ the map
πη,k : T
λ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +K|ρ|)
ιk7−→ T λ+k+ℓc +Kk 7−→ c(η)
defines a one-dimensional irreducible representation. Moreover, πη1,k and πη2,k are unitarily
equivalent if and only if η1 = η2.
Furthermore, we have the following versions of Lemma 4.8 and Corollary 4.9:
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Lemma 5.4. The mapping ν : T λ(1,VO∂(B
n−ℓ))→ VO∂(B
n−ℓ) = C(M(VO)) defined by
ν : Tλ ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓ 7−→ lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ)
is a continuous ∗-homomorphism of the C∗-algebra T λ(1,VO∂(B
n−ℓ)) onto C(M(VO)).
Corollary 5.5. For each η ∈M(VO) the map νη : T λ(1,VO∂(B
n−ℓ)) −→ C defined by
νη : T
λ 7−→ ν(Tλ) = c 7−→ c(η) ∈ C,
is a one-dimensional representation of the C∗-algebra T λ(1,VO∂(B
n−ℓ)).
We want to show now that these are all (up to the unitary equivalence) irreducible
representations of T λ(1,VO∂(B
n−ℓ)).
Denote by K(A2λ(B
n)) the set of all compact operators in L(A2λ(B
n)). Moreover, put
Kλ(VO∂(B
n−ℓ)) := {Kλ ∈ T λ(1,VO∂(B
n−ℓ)) : ν(Kλ) = 0}.
In the representation (5.1) these are exactly the operators of the form
Kλ ≍
⊕
ρ∈Zm
+
I ⊗K|ρ| (5.4)
with K|ρ| compact and ‖K|ρ|‖ → 0 as |ρ| → ∞ (cf. Remark 4.10).
Lemma 5.6. We have T λ(1,VO∂(B
n−ℓ)) ∩K(A2λ(B
n)) = Kλ(VO∂(B
n−ℓ)).
Proof. Let Kλ ≍
⊕
ρ∈Zm
+
I ⊗K|ρ| ∈ Kλ(VO∂(B
n−ℓ)).
Since Kρ ∈ K(A2λ+|ρ|+ℓ(B
n−ℓ)) and the spaces Hρ in (2.5) are finite-dimensional, the opera-
tors
⊕
|ρ|≤k
I ⊗K|ρ| are compact for all k ∈ N. Moreover,
‖Kλ −
⊕
|ρ|≤k
I ⊗K|ρ|‖ ≤ sup
|ρ|>k
‖I ⊗K|ρ|‖ = sup
|ρ|>k
‖K|ρ|‖ → 0
as k →∞. This implies that Kλ is indeed compact.
Now let Tλ ≍
⊕
ρ∈Zm
+
I ⊗ T λ+|ρ|+ℓ ∈ T λ(1,VO∂(B
n−ℓ)) be compact. Then ‖T λ+|ρ|+ℓ‖ → 0
as |ρ| → ∞ and therefore
|ν(Tλ)| = lim
|ρ|→∞
|Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ)| ≤ lim
|ρ|→∞
‖T λ+|ρ|+ℓ‖ = 0,
and hence Tλ ∈ Kλ(VO∂(B
n−ℓ)).
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This implies that the Calkin algebra T λ(1,VO∂(B
n−ℓ))/(T λ(1,VO∂(B
n−ℓ))∩K(A2λ(B
n))) is
isomorphic to VO∂(B
n−ℓ) via the induced mapping
νˆ : Tλ + T λ(1,VO∂(B
n−ℓ)) ∩K(A2λ(B
n)) 7−→ lim
|ρ|→∞
Bλ+|ρ|+ℓ(T
λ+|ρ|+ℓ).
Theorem 5.7. Up to unitary equivalence the following list of irreducible representations of
the C∗-algebra T λ(1,VO∂(B
n−ℓ)) is complete:
(1) ιk : T
λ ≍
⊕
ρ∈Zm
+
I ⊗ (T
λ+|ρ|+ℓ
c +K|ρ|) 7→ T
λ+k+ℓ
c +Kk for k ∈ Z+,
(2) νη : T
λ 7−→ ν(Tλ) = c 7−→ c(η) ∈ C for η ∈M(VO).
Moreover, the above representations are pairwise not unitarily equivalent.
Proof. By Proposition 5.2 and Corollary 5.5 it remains to show that the list is complete.
[11, Proposition 2.11.2] implies that every irreducible representation of T λ(1,VO∂(B
n−ℓ)) is
either induced by a representation of
T λ(1,VO∂(B
n−ℓ))/(T λ(1,VO∂(B
n−ℓ)) ∩K(A2λ(B
n))) ∼= VO∂(B
n−ℓ)
or is the extension of an irreducible representation of T λ(1,VO∂(B
n−ℓ)) ∩K(A2λ(B
n)). The
former representations are exactly the representations νη. So consider an irreducible repre-
sentation of T λ(1,VO∂(B
n−ℓ)) ∩K(A2λ(B
n)) = Kλ(VO∂(B
n−ℓ)). Restricted to the different
levels ρ, this representation is either 0 or an irreducible representation of K(A2λ+|ρ|+ℓ(B
n−ℓ))
(cf. Proposition 5.2). Since the only irreducible representation of K(A2λ+|ρ|+ℓ(B
n−ℓ)) is the
identical representation and ‖K|ρ|‖ → 0 in (5.4), we can deduce that ιk, with k = |ρ|, are
the only additional representations coming from T λ(1,VO∂(B
n−ℓ)) ∩K(A2λ(B
n)).
As a corollary of Lemma 5.4 and Lemma 5.6, we obtain a result on the Fredholmness of
an operator Tλ ∈ T λ(1,VO∂(B
n−ℓ)).
Corollary 5.8. An operator
Tλ ≍
⊕
ρ∈Zm+
I ⊗ (T λ+|ρ|+ℓc +K|ρ|) ∈ T λ(1,VO∂(B
n−ℓ))
is Fredholm if and only if c(η) 6= 0 for all η ∈M(VO). In particular, ess-spTλ = c(M(VO)).
Without presenting much details we briefly discuss the Fredholm index in the more
general situation of matrix-valued symbols. As is shown in [18, Section 2], the index formula
for Fredholm operators with VO∂-symbols can be reduced to the case of operator symbols
that are continuous up to the boundary. More precisely, given a matrix-valued function
c ∈ Matp(VO∂(B
n−ℓ)) := VO∂(B
n−ℓ)⊗Matp(C)
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we define
cs(rζ) =
{
c(rζ), if 0 ≤ r ≤ s,
c(sζ), if s < r ≤ 1,
(5.5)
for each s ∈ (0, 1), where r = |z| and ζ ∈ S2(n−ℓ)−1 = ∂Bn−ℓ. Then cs(rζ) ∈ Matp(C(B
n−ℓ
))
for all s ∈ (0, 1). The matrix-valued version of Corollary 5.8 reads as follows:
Corollary 5.9. Given c ∈ Matp(VO∂(B
n−ℓ)), the operator
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +K|ρ|) ∈ T λ(1,VO∂(B
n−ℓ))⊗Matp(C)
is Fredholm if and only if the matrix c(η) is invertible for all η ∈M(VO). In particular,
ess-spTλ =
{
det c(η) : η ∈M(VO)
}
.
In case of being Fredholm,
IndTλ = Ind
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +K|ρ|)
 = 0.
Proof. Only the index calculation needs to be justified. If Tλ is Fredholm, then the matrix-
valued function c is invertible, and
IndTλ =
∑
ρ∈Zm
+
dimHρ × Ind (T
λ+|ρ|+ℓ
c +K|ρ|).
For each ρ ∈ Zm+ Theorem 2.6 of [18] ensures that there is s|ρ|,0 ∈ (0, 1) such that for every
s ∈ (s|ρ|,0, 1), each operator T
λ+|ρ|+ℓ
cs +K|ρ| is Fredholm and
Ind (T λ+|ρ|+ℓc +K|ρ|) = Ind (T
λ+|ρ|+ℓ
cs
+K|ρ|),
where cs is defined in (5.5). The matrix-valued function cs is continuous on the closed unit
ball B
n−ℓ
, which is retractable to a point. Hence cs is homotopic to a constant matrix,
say c|ρ|, in a class of invertible continuous matrix-functions on B
n−ℓ
. This implies that the
operator T
λ+|ρ|+ℓ
cs +K|ρ| is homotopic to the scalar-matrix multiplication operator c|ρ|. Thus,
for each ρ ∈ Zm+ ,
Ind (T λ+|ρ|+ℓc +K|ρ|) = Ind c|ρ|I = 0.
For a discussion ensuring that kerTλ and cokerTλ are finite dimensional see [8, p. 730].
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6 The algebra T λ(L
∞
k-qr,VO∂(B
n−ℓ))
Given m ≤ ℓ, we fix a multi-index k = (k1, ..., km) ∈ N
m with |k| = k1 + ... + km = ℓ, and
introduce the algebra L∞k-qr of k-quasi-radial functions
L∞k-qr =
{
a(z′) = a(|z′(1)|, ..., |z
′
(m)|) ∈ L
∞(Bℓ) : a ∈ L∞(τ(Bm))
}
,
where τ(Bm) = {r = (r1, . . . , rm) ∈ R
m
+ : 0 ≤ r < 1} is the base of the ball B
m considered
as a Reinhardt domain. Note that in the extreme cases: m = 1 so that k = (ℓ) and m = ℓ so
that k = (1, . . . , 1), we deal with radial and separately radial symbols, respectively. In the
following we write rj := |z
′
(j)| for all j = 1, ..., m and a = a(r1, ..., rm) ∈ L
∞(τ(Bm)).
According to [16, Lemma 3.1], a Toeplitz operator T λa with a k-quasi-radial symbol
a = a(r1, · · · , rm) is diagonal with respect to (e
λ
α′(z
′))α′∈Zℓ
+
. For each multi-index α =
(α1, · · · , αℓ) = (α(1), · · · , α(m)) ∈ Z
ℓ
+ we denote by ρ = ρ(α) = (ρ1, · · · , ρm) ∈ Z
m
+ the multi-
index with the entries ρj = |α(j)|, for all j = 1, · · · , m. In particular, we have |α| = |ρ|. The
eigenvalue γa,k,λ(ρ) of T
λ
a with respect to e
λ
α′ only depends on ρ = ρ(α), i.e.,
T λa e
λ
α′ = γa,k,λ(ρ)e
λ
α′ ,
where
γa,k,λ(ρ) =
2mΓ(n+ |ρ|+ λ+ 1)
Γ(λ+ 1)
∏m
j=1(kj − 1 + ρj)!
∫
τ(Bm)
a(r)(1− |r|2)λ
m∏
j=1
r
2ρj+2kj−1
j dr.
In particular, the C∗-algebra Tλ(L
∞
k-qr) is infinitely generated and unital. It consists of
certain operators that are diagonal with respect to the orthonormal basis [eλα′ : α
′ ∈ Zℓ+].
By identifying elements in Tλ(L
∞
k-qr) with its eigenvalue sequence, we can interpret Tλ(L
∞
k-qr)
as a sub-algebra of l∞(Z
m
+ ). In fact, the algebra Tλ(L
∞
k-qr) can even be embedded into a
smaller algebra of, in a certain sense, slowly oscillating sequences (see [16, Section 3] for
details). We denote by SO(Zm+ ) the image of Tλ(L
∞
k-qr) under this identification. We denote
the compact set of maximal ideals of SO(Zm+ ) (coinciding with the compact of maximal ideals
of Tλ(L
∞
k-qr)) by M(SO). Note that M(SO) densely contains Z
m
+ via evaluation maps, and
let M∞ = M(SO) \ Z
m
+ . Although this will not be used in the paper, we mention that the
set M∞ admits a quite sophisticated fibration, whose description is contained in [6, Section
3].
By Corollary 3.5 (and Remark 3.7), for each a ∈ L∞k-qr and c ∈ VO∂(B
n−ℓ), we have
Tλfac ≍
⊕
ρ∈Zm+
γa,k,λ(ρ)I ⊗ T
λ+|ρ|+ℓ
c =
⊕
ρ∈Zm+
IHρ ⊗ T
λ+|ρ|+ℓ
γa,k,λ(ρ) c
. (6.1)
Here the operator IHρ indicates that T
λ+|ρ|+ℓ
γa,k,λ(ρ) c
is taken with multiplicity dimHρ.
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Lemma 6.1. The intersection T λ(L
∞
k-qr,VO∂(B
n−ℓ)) ∩K(A2λ(B
n)) consists of all operators
of the form
K
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗Kρ,
where each Kρ is compact on A
2
λ+|ρ|+ℓ(B
n−ℓ) and ‖Kρ‖ → 0 as |ρ| → ∞.
Proof. By Equation (6.1) every operator Kλ in T λ(L
∞
k-qr,VO∂(B
n−ℓ)) has the form
K
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗Kρ.
If Kλ is compact, it is easy to see that every Kρ has to be compact and ‖Kρ‖ → 0 as
|ρ| → ∞.
Conversely, for ρ ∈ Zm+ let Kρ ∈ K(A
2
λ+|ρ|+ℓ(B
n−ℓ)) be arbitrary compact operators with
‖Kρ‖ → 0 as |ρ| → ∞. Consider K
λ
n :≍
⊕
|ρ|≤n IHρ ⊗ Kρ for n ∈ N. Then the sequence
(Kλn)n∈N converges to K
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗Kρ as in the proof of Lemma 5.6. In particular,
K
λ is compact. It remains to show that all operators Kλn belong to T λ(L
∞
k-qr,VO∂(B
n−ℓ)),
or that for each ρ ∈ Zm+ the operator
Tλρ ≍
⊕
κ∈Zm
+
Tκ, where Tκ =
{
0, for κ 6= ρ,
IHρ ⊗Kρ, for κ = ρ.
(6.2)
belongs to T λ(L
∞
k-qr,VO∂(B
n−ℓ)).
By [6, Corollary 3.3] and Corollary 3.5, there is an operator Pλρ ∈ T λ(L
∞
k-qr, 1) such that
Pλρ ≍ Pρ ⊗ I =
⊕
κ∈Zm
+
δκ,ρIHκ ⊗ I,
where Pρ is the orthogonal projection of A
2
λ(B
ℓ) onto Hκ. Then, by Proposition 5.2, there
is an operator Kρ ∈ T λ(1,VO∂(B
n−ℓ)) such that ι|ρ|(Kρ) = Kρ. Thus P
λ
ρKρ belongs to
T λ(L
∞
k-qr,VO∂(B
n−ℓ)) and is exactly the operator in (6.2).
Below we frequently consider the tensor product A⊗B of two commutative C∗-algebras
A and B. Recall that as A and B are commutative (and thus nuclear), the C∗-norm on
A⊗ B is uniquely defined. In particular, if M(A) and M(B) are the (locally) compact sets
of maximal ideals of A and B, respectively, then
A⊗ B ∼= C(M(A))⊗ C(M(B)) = C(M(A)×M(B)). (6.3)
By A⊗aB we denote the algebraic tensor product of A and B, which consists of all finite
sums of the form
∑
ak ⊗ bk, ak ∈ A and bk ∈ B. Another auxiliary proposition is needed:
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Proposition 6.2. (see [9, Theorem 25] for the unweighted case)
Let f ∈ VO∂(B
n−ℓ) and µ > −1. Then
lim
|z|→1
|f(z)− Bµ[f ](z)| = 0.
Proof. Let ε > 0 and choose r ∈ (0, 1) sufficiently large such that dvµ(rB
n−ℓ) > 1 − ε
2‖f‖∞
.
Now choose z sufficiently close to the boundary such that |f(z) − f(w)| < ε for all w ∈
ϕ−1z (rB
n−ℓ), where ϕz is the usual automorphism on B
n−ℓ that interchanges 0 and z. Then
|f(z)− Bµ[f ](z)| ≤
∫
Bn−ℓ
|f(z)− f(ϕz(w))| dvµ(w)
=
∫
rBn−ℓ
|f(z)− f(ϕz(w))| dvµ(w)
+
∫
Bn−ℓ\rBn−ℓ
|f(z)− f(ϕz(w))| dvµ(w)
<
∫
rBn−ℓ
ε dvµ(w) +
∫
Bn−ℓ\rBn−ℓ
2‖f‖∞ dvµ(w) < 2ε,
and the proposition follows.
Let Tf be compact with symbol f ∈ VO∂(B
n−ℓ). Then [14, Theorem 5.5] implies that
Bµ(f) is contained in C0(B
n−ℓ), the set of continuous functions on Bn−ℓ vanishing at the
boundary ∂Bn−ℓ. Hence, by Proposition 6.2, f ∈ C0(B
n−ℓ). On the other hand, every
Toeplitz operator with symbol in C0(B
n−ℓ) is compact. Therefore Tf with f ∈ VO∂(B
n−ℓ) is
compact if and only if f belongs to C0(B
n−ℓ).
Remark 6.3. We remark that the above statement remains true for compact Toeplitz oper-
ators with symbols in BUC(Bn−ℓ) by [3, Theorem 3.8] (and even boundedness of the symbol
is not required).
Corollary 6.4. An operator T λ ∈ T λ(L
∞
k-qr,VO∂(B
n−ℓ)) of the form
T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ T
λ+|ρ|+ℓ
d(ρ,z′′)
with d(ρ, z′′) ∈ SO(Zm+ )⊗ VO∂(B
n−ℓ) is compact if and only if d(ρ, z′′) ∈ c0 ⊗ C0(B
n−ℓ).
We describe now a general form of elements from T λ(L
∞
k-qr,VO∂(B
n−ℓ)).
Theorem 6.5. Each element T λ ∈ T λ(L
∞
k-qr,VO∂(B
n−ℓ)) admits the representation
T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ), (6.4)
where c = c(ρ, z′′) ∈ SO(Zm+ )⊗VO∂(B
n−ℓ), the operators Kρ are compact for all ρ ∈ Z
m
+ and
‖Kρ‖ → 0 as |ρ| → ∞.
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Proof. By (6.1), the generators T λ of the algebra T λ(L
∞
k-qr,VO∂(B
n−ℓ)) take the form (6.4).
Now consider finite sums of finite products of generators. To show that these operators can
again be represented in the form (6.4) it clearly suffices to consider finite products. For
j = 1, . . . , q let T λj :≍
⊕
ρ∈Zm
+
IHρ ⊗ T
λ+|ρ|+ℓ
γaj ,k,λ(ρ) cj
be generators. Then
T
λ
1 · · ·T
λ
q ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
γa1,k,λ(ρ) c1
· · ·T
λ+|ρ|+ℓ
γaq,k,λ(ρ) cq
)
=
⊕
ρ∈Zm
+
IHρ ⊗ γa1,k,λ(ρ) · · · γaq,k,λ(ρ)(T
λ+|ρ|+ℓ
c1
· · ·T λ+|ρ|+ℓcq )
=
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ),
where c = c(ρ, z′′) :=
∏q
j=1 γaj ,k,λ(ρ)cj(z
′′) ∈ SO(Zm+ )⊗ VO∂(B
n−ℓ),
Kρ :=
(
q∏
j=1
γaj ,k,λ(ρ)
)
(T λ+|ρ|+ℓc1 · · ·T
λ+|ρ|+ℓ
cq
− T
λ+|ρ|+ℓ
c(ρ,z′′) )
is compact by the compact semi-commutator property of VO∂(B
n−ℓ) and ‖Kρ‖ → 0 as
|ρ| → ∞ by [4, Corollary 3.10]. Hence all finite sums of finite products of generators can
be expressed in this form. The most difficult part now is to show that this remains true for
operators in the closure.
Let T λ ∈ T λ(L
∞
k-qr,VO∂(B
n−ℓ)). Then there is a sequence of operators (T λq )q∈N that have
the representation
T
λ
q ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
cq(ρ,z′′)
+Kρ,q)
and ‖T λ − T λq‖ → 0 as q →∞.
By (6.3), we may interpret cq as a continuous function onM(SO)×M(VO). Let µ ∈M∞,
and choose a net (ρη) in Z
m
+ that converges to µ. Clearly, |ρη| → ∞ as ρη → µ. Now since∥∥Bλ+|ρ|+ℓ[Kρ,q]∥∥∞ ≤ ‖Kρ,q‖ → 0
as |ρ| → ∞, we get
lim
ρη→µ
Bλ+|ρη |+ℓ
[
T
λ+|ρη |+ℓ
cq(ρη ,·)
+Kρη ,q
]
(z′′) = lim
ρη→µ
Bλ+|ρη |+ℓ
[
T
λ+|ρη |+ℓ
cq(ρη ,·)
]
(z′′)
= lim
ρη→µ
Bλ+|ρη |+ℓ
(
cq(ρη, ·)
)
(z′′) = lim
|ρη |→∞
Bλ+|ρη |+ℓ(cq(µ, ·))(z
′′)
+ lim
ρη→µ
Bλ+|ρη |+ℓ
(
cq(ρη, ·)− cq(µ, ·)
)
(z′′) = cq(µ, z
′′)
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uniformly for all z′′ ∈ Bn−ℓ by [2, Proposition 4.4]. As
‖T λq1 − T
λ
q2
‖ = sup
ρ∈Zm
+
‖T
λ+|ρ|+ℓ
cq1(ρ,·)
+Kρ,q1 − T
λ+|ρ|+ℓ
cq2 (ρ,·)
+Kρ,q2‖,
this implies ‖cq1(µ, ·)− cq2(µ, ·)‖∞ ≤ ‖T
λ
q1
− T λq2‖. Therefore the sequence (cq)q∈N restricted
to µ ∈M∞ is a Cauchy sequence and hence converges uniformly to some function
c∞ ∈ C
(
M∞ ×M(VO)
)
.
Similarly, let ν ∈M∂ and choose a net (z
′′
η ) in B
n−ℓ that converges to ν. Clearly, |z′′η | → 1
as z′′η → ν. By [14, Theorem 5.5], we have
Bλ+|ρ|+ℓ[Kρ,q](z
′′
η )→ 0 for every fixed ρ ∈ Z
m
+ as |z
′′
η | → 1. Thus
lim
z′′η→ν
Bλ+|ρ|+ℓ
[
T
λ+|ρ|+ℓ
cq(ρ,·)
+Kρ,q
]
(z′′η ) = lim
z′′η→ν
Bλ+|ρ|+ℓ[T
λ+|ρ|+ℓ
cq(ρ,·)
](z′′η )
= lim
z′′η→ν
Bλ+|ρ|+ℓ
(
cq(ρ, ·)
)
(z′′η ) = cq(ρ, ν)
for every ρ ∈ Zm+ by Proposition 6.2. As above, it follows that (cq)q∈N restricted to ν ∈ M∂
uniformly converges to some c∂ ∈ C(M(SO) × M∂). Hence we may define a continuous
function c as follows:
c(µ, ν) :=
{
c∞(µ, ν) for (µ, ν) ∈M∞ ×M(VO),
c∂(µ, ν) for (µ, ν) ∈M(SO)×M∂.
Let
✸ := (M∞ ×M(VO)) ∪ (M(SO)×M∂) , (6.5)
i.e. the domain of c. As ✸ is a closed subset of M(SO)×M(VO), we may extend c to all of
M(SO)×M(VO) without increasing its norm by Tietze’s theorem. Similarly, we may define
the remainders dq(µ, ν) := c(µ, ν) − cq(µ, ν) on ✸ and extend them to M(SO) × M(VO)
without increasing their norms. In particular, dq converges uniformly to 0 as q → ∞. Now
consider c′q := c− dq which coincides with cq on ✸ and therefore c
′
q − cq ∈ c0⊗C0(B
n−ℓ). By
Corollary 6.4, this implies that T
λ+|ρ|+ℓ
c′q(ρ,z
′′)−cq(ρ,z′′)
is compact. We may write
T
λ
q ≍
⊕
ρ∈Zm
+
IHρ ⊗
(
T
λ+|ρ|+ℓ
cq(ρ,z′′)
+Kρ,q
)
=
⊕
ρ∈Zm
+
IHρ ⊗
(
T
λ+|ρ|+ℓ
c′q(ρ,z
′′) + T
λ+|ρ|+ℓ
cq(ρ,z′′)−c′q(ρ,z
′′) +Kρ,q
)
,
where T
λ+|ρ|+ℓ
c′q(ρ,z
′′) converges to T
λ+|ρ|+ℓ
c(ρ,z′′) (uniformly in ρ) and T
λ+|ρ|+ℓ
cq(ρ,z′′)−c′q(ρ,z
′′) +Kρ,q is compact
and tends to 0 as |ρ| → ∞. Taking the limit q →∞ implies that T λ may be written as
T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ),
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where Kρ is a compact operator. It remains to show that ‖Kρ‖ → 0 as |ρ| → ∞. Choose
q sufficiently large such that ‖Kρ − T
λ+|ρ|+ℓ
c′q(ρ,z
′′)−cq(ρ,z′′)
−Kρ,q‖ < ε for all ρ ∈ Z
m
+ . Now choose
|ρ| sufficiently large such that ‖T
λ+|ρ|+ℓ
c′q(ρ,z
′′)−cq(ρ,z′′)
−Kρ,q‖ < ε. This implies ‖Kρ‖ < 2ε and the
conclusion follows.
We remark that, contrary to the statement of Theorem 5.1, the representation (6.4) of
an operator T λ ∈ T λ(L
∞
k-qr,VO∂(B
n−ℓ)) is not unique. The source of such a non-uniqueness
is due to the following non-unique representation of the zero operator (Corollary 6.4)
0 ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
d(ρ,z′′) +Kρ), (6.6)
where d = d(ρ, z′′) ∈ c0 ⊗ C0(B
n−ℓ) and Kρ = −T
λ+|ρ|+ℓ
d(ρ,z′′) .
We describe now a procedure of how to recover a representation (6.4) for an operator
T
λ ∈ T λ(L
∞
k-qr,VO∂(B
n−ℓ)). Decomposing T λ into levels, we get
T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ Tρ
for some operators Tρ (cf. Equation (6.1)). According to Theorem 6.5, there is a function
c = c(ρ, z′′) ∈ SO(Zm+ )⊗ VO∂(B
n−ℓ) such that
Tρ = T
λ+|ρ|+ℓ
c(ρ,·) +Kρ
for some compact operator Kρ. This function c is actually unique modulo c0 ⊗ C0(B
n−ℓ)
(which just produces different compact operators Kρ) and can be derived as follows:
Let µ ∈ M(SO) \ Zm+ and choose a net (ρη) in Z
m
+ that converges to µ. Then, as in the
proof of Theorem 6.5, we have
c(µ, z′′) = lim
ρη→µ
Bλ+|ρη |+ℓ
(
c(ρη, ·)
)
(z′′) = lim
ρη→µ
Bλ+|ρη |+ℓ
[
T
λ+|ρη|+ℓ
c(ρη ,·)
]
(z′′)
= lim
ρη→µ
Bλ+|ρη |+ℓ
[
T
λ+|ρη |+ℓ
c(ρη ,·)
+Kρη
]
(z′′) = lim
ρη→µ
Bλ+|ρη |+ℓ
[
Tρη
]
(z′′)
for every z′′ ∈ Bn−ℓ. Likewise, let ν ∈M∂ and choose a net (z
′′
η ) in B
n−ℓ that converges to ν.
Then
c(ρ, ν) = lim
z′′η→ν
Bλ+|ρ|+ℓ
(
c(ρ, ·)
)
(z′′η ) = lim
z′′η→ν
Bλ+|ρ|+ℓ
[
T
λ+|ρη |+ℓ
c(ρ,·)
]
(z′′η )
= lim
z′′η→ν
Bλ+|ρ|+ℓ
[
T
λ+|ρ|+ℓ
c(ρ,·) +Kρ
]
(z′′η ) = lim
z′′η→ν
Bλ+|ρ|+ℓ
[
Tρ
]
(z′′η )
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for ρ ∈ Zm+ . This fixes the symbol c on the set ✸ defined in (6.5). By applying the same
arguments as in the proof of Theorem 6.5 it follows that c is uniquely determined up to a
function in c0⊗C0(B
n−ℓ). The compact part is now of course just Tρ− T
λ+|ρ|+ℓ
c(ρ,·) , which then
depends on the actual choice of c.
We wish to describe all irreducible representations of the algebra T λ(L
∞
k-qr,VO∂(B
n−ℓ)).
The direct sum decomposition (6.4) of its elements induces the irreducible representations:
(i) infinite dimensional (identical) representations ιρ on A
2
λ+|ρ|+ℓ(B
n−ℓ), with ρ ∈ Zm+ ,
defined by
ιρ : T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ) 7−→ T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ;
(ii) one-dimensional representations πρ,ν with (ρ, ν) ∈ Z
m
+ ×M∂, defined by
πρ,ν : T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ) 7−→ c(ρ, ν).
It is straightforward to see that these representations are not pairwise unitary equivalent.
The ambiguity of the form (6.4), caused by (6.6), does not effect the action of the above
representations. We list representations which are induced by the “quantization effect”:
Given any µ ∈ M∞, let {ρβ}β∈B be a net converging to µ. Then the map
νµ : T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ) 7−→ lim
β
Bλ+|ρβ |+ℓ
[
T
λ+|ρβ |+ℓ
c(ρβ ,z′′)
+Kρβ
]
= lim
β
Bλ+|ρβ |+ℓ
[
T
λ+|ρβ |+ℓ
c(ρβ ,z′′)
]
= c(µ, ·)
is well defined and a ∗-homomorphism of the C∗-algebra T λ(L
∞
k-qr,VO∂(B
n−ℓ)) onto the
algebra C(M(VO)). Note that the ambiguity of the form (6.4), caused by (6.6), does not
effect the action of this map.
Each such map νµ induces a family of one-dimensional representations of the C
∗-algebra
T λ(L
∞
k-qr,VO∂(B
n−ℓ)), defined for each (µ, z′′) ∈M∞ ×M(VO) as follows:
νµ,z′′ : T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ)
νµ
7−→ c(µ, ·) ∈ C
(
M(VO)
)
7→ c(µ, z′′) ∈ C.
Consider operators T λj = T
λ
cj
+Kλj with cj ∈ SO(Z
m
+ ) ⊗ VO∂(B
n−ℓ) and Kλj compact for
j = 1, 2. Then the difference T λ1 − T
λ
2 is compact if and only if T
λ
c1−c2
is compact which is
equivalent to
c1 − c2 ∈ c0 × C0(B
n−ℓ)
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(see Corollary 6.4). As a consequence the Calkin algebra T̂ λ
(
L∞k-qr,VO∂(B
n−ℓ)
)
, defined as
T λ
(
L∞k-qr,VO∂(B
n−ℓ)
)
/
(
T λ
(
L∞k-qr,VO∂(B
n−ℓ)
)
∩K(A2λ(B
n))
)
,
is isomorphic and isometric to the quotient
C
(
M(SO)×M(VO)
)
/
(
c0 × C0(B
n−ℓ)
)
= C
(
M∞ ×M(VO) ∪ Z
m
+ ×M∂
)
.
Theorem 6.6. The following list of irreducible representations of
T λ(L
∞
k-qr,VO∂(B
n−ℓ)) is complete up to unitary equivalence:
(i) ιρ : T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ) 7−→ T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ for ρ ∈ Z
m
+ ,
(ii) πρ,ν : T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ) 7−→ c(ρ, ν) for (ρ, ν) ∈ Z
m
+ ×M∂,
(iii) νµ,z′′ : T
λ ≍
⊕
ρ∈Zm
+
IHρ ⊗ (T
λ+|ρ|+ℓ
c(ρ,z′′) +Kρ) 7−→ c(µ, z
′′) for (µ, z′′) ∈M∞ ×M(VO).
Moreover, the above representations are pairwise not unitarily equivalent.
Proof. By the discussion above, it remains to show that the list is complete. We may proceed
as in the proof of Theorem 5.7. By [11, Proposition 2.11.2], every irreducible representation
of T λ(L
∞
k-qr,VO∂(B
n−ℓ)) is either induced by a representation of the quotient
T λ
(
L∞k-qr,VO∂(B
n−ℓ)
)
/
(
T λ
(
L∞k-qr,VO∂(B
n−ℓ)) ∩K(A2λ(B
n))
)
(6.7)
or extends an irreducible representation of
T λ(L
∞
k-qr,VO∂(B
n−ℓ)) ∩K(A2λ(B
n)). (6.8)
Since by our previous remark (6.7) is isometrically isomorphic to
C
(
M∞ ×M(VO) ∪ Z
m
+ ×M∂
)
,
the former representations are exactly νµ,z′′ and πρ,ν , respectively. It follows from Lemma
6.1 that every irreducible representation of (6.8) is induced by an irreducible representation
of K(A2λ+|ρ|+ℓ(B
n−ℓ)) for some ρ ∈ Zm+ on the respective level. As the only irreducible
representation of K(A2λ+|ρ|+ℓ(B
n−ℓ)) is the identical representation, we conclude that the
representations ιρ are the only additional representations we get.
Similarly to the Fredholm characterization of Toeplitz operators at the end of Section 5,
we have the following result.
29
Proposition 6.7. Let c(ρ, z′′) ∈
(
SO(Zm+ )⊗VO∂(B
n−ℓ)
)
⊗ Matp(C). Then the Toeplitz
operator
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +Kρ) ∈ T λ(L
∞
k-qr,VO∂(B
n−ℓ))⊗Matp(C)
is Fredholm if and only if the restriction of the matrix c(η) onto (M∞×M(VO))∪(Z
m
+×M∂)
is invertible. The essential spectrum of the operator Tλ is given by
ess-spTλ = Range det c|M∞×M(VO)∪Zm+×M∂ .
Finally, we give an index formula for Fredholm operators in the algebra
T λ(L
∞
k-qr,VO∂(B
n−ℓ))⊗Matp(C).
Let the operator
Tλ ≍
⊕
ρ∈Zm
+
I ⊗ (T λ+|ρ|+ℓc +Kρ)
be Fredholm. Then, by [18, Section 2], for each ρ ∈ Zm+ there is sρ,0 ∈ (0, 1) such that for
every sρ ∈ (sρ,0, 1) we have
Ind (T λ+|ρ|+ℓc +Kρ) = Ind (T
λ+|ρ|+ℓ
csρ
+Kρ),
where csρ = csρ(ρ, ·) ∈ C(B
n−ℓ
)⊗Matp(C) is the matrix-valued function of type (5.5). Thus
we have the following index formula
IndTλ =
∑
ρ∈Zm
+
dimHρ × Ind (T
λ+|ρ|+ℓ
c +Kρ)
=
∑
ρ∈Zm
+
dimHρ × Ind (T
λ+|ρ|+ℓ
csρ
+Kρ),
where the indices of the operators in the last line can be calculated by [17, Theorem 1.5].
Note that the above infinite sum has, in fact, only a finite number of non-zero summands.
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