Abstract: Some matrix inequalities used in statistical mechanics are presented. A straightforward proof of the Thermodynamic Inequality is given and its equivalence to the Peierls-Bogoliubov inequality is shown.
Golden-Thompson Inequality
One of the earlier inequalities involving traces of matrices applied to statistical mechanics is the Golden-Thompson inequality. In 1965, Golden [8] , Symanzik [17] , and C. Thompson [18] , independently proved that tr (e A+B ) ≤ tr (e A e B ) ( 1 .1)
holds when A and B are Hermitian matrices. ¿From (1.1) Thompson derived a convexity property that was used to obtain an upper bound for the partition function of an antiferromagnetic chain tr (e −H/Θ ), where H, a Hermitian operator, is the Hamiltonian of the physical system, and Θ = kT where k is the Boltzmann constant and T is the absolute temperature. Golden [8] obtained lower bounds for the Helmholtz free-energy function for a system in statistical or thermodynamic equilibrium. The Helmholtz free-energy function is given by F = −Θ log tr (e −H/Θ ).
Indeed, for any partition of the Hamiltonian H = H 1 + H 2 , the exponential can be represented by the well-known Lie-Trotter formula (for a proof see, for example, [5] or [20] )
Since the exponential of a Hermitian matrix is a positive definite matrix, and recalling the following inequality for positive definite matrices A and B (see, e.g., [8] ) 
As a consequence of (1.4) and of the increasing monotonicity of the log function, we have where A and B belong to M n , the algebra of n×n complex matrices, and φ is a real-valued continuous function of the eigenvalues of its matrix argument. For example, φ(A) might be the spectral radius of A, which is the maximum of the magnitudes of the eigenvalues of A.
Log Majorization and Golden-Thompson Type Inequalities
For a Hermitian matrix A in M n , we assume that the eigenvalues
Hermitian matrices A and B, we write A B to denote the majorization
If (2.1) holds but not necessarily (2.2), we say that A weakly majorizes B, and write A w B. When A and B are positive definite matrices, we write A ≺ log B to denote the majorization logA ≺ logB, that is,
Lenard [14] and Thompson [19] [11] showed that the above inequality remains valid in the setup of general von Neumann algebras. Araki [2] obtained a more general log majorization which is equivalent to 
where X (k) denotes the kth compound of X ∈ M n , and where its eigenvalues are labeled in nonincreasing magnitude |λ 1 
n (X) = tr(X) and, when X is a positive semi-definite matrix, tr
The following log majorization for the exponential of an arbitrary matrix T is just a restatement of one of the inequalities in [7] ,
where ReT := (T + T * )/2 and |e T | 2 := e T e T * . Since for any matrix X,
the following refinement of the above log majorization holds:
The first and second log majorizations follow from (2.6) with X = e T and with X = e T/p , s = p, respectively. The last log majorization follows from (2.6) and (2.7), with p ∈ IN, q a multiple of p, X = e T/q and s = q/p, that is
and by using once more the Lie-Trotter formula. In particular, replacing X by X (k) in (2.6), having in mind the Binet-Cauchy formula (XY )
and noting that (X
prove the validity of (2.6) and (2.7) for the kth compounds. Since log majorization implies weak majorization, we have the strenghtened version of Bernstein inequality:
Replacing A and B in (2.4) by A (k) and B (k) , respectively, and using the elementary properties of the kth compounds, we easily obtain the strenghtened version of Golden-Thompson inequality (2.5) for partial traces.
Thermodynamic Inequality
In statistical mechanics, the statistical properties of complex physical systems are described by density matrices. A density matrix D is a positive semidefinite matrix such that tr(D) = 1. The eigenvalues of a density matrix are the probabilities of the physical states described by the corresponding eigenvectors. The entropy of a statistical state described by the density ma- Proof. (a) For every Hermitian S, and for each t ∈ IR in a neighborhood of 0, consider the differentiable function
Observing that e itS = I + itS + · · · is a unitary matrix and recalling that the trace is invariant under unitary similarity, we see that f (t) can take the form f (t) = tr (He
By the extremum condition, it follows that The maximum log tr (e H ) is the free energy of equilibrium. For other proofs see [3, 10] . ¿From the proof of Theorem 1, it follows that the occurrence of equality in the Thermodynamic Inequality is characterized by D = e H /tr (e H ).
For A > 0 and B > 0, the relative entropy of Umegaki is defined by
Clearly, S(A, I) = −S(A).
Approximations of the relative entropy were discussed, for instance, by Ruskai and Stillinger [16] . Considering
and showed that the bounds u(−p) and u(p) tend to S(A, B) as p → 0. Exploiting Richardson extrapolation, Ruskai and Stillinger also noticed that the average of these bounds can be used to improve estimates of thermodynamic variables such as the free energy. Note that the left-hand-side of (3.3) with p = 1 yields the Klein inequality. Hiai and Petz [9] obtained the following bounds for the relative entropy: 
