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SYNOPSIS 
For the laser output to be optimized to the requirements of 
the workpiece the behaviour of the irradiated material must be 
known with reasonable accuracy. This requires modelling of the 
interaction processes for the materials concerned. The validity 
of the Fourier conduction theory within the context of high 
powered laser irradiation has been raised by several workers 
who have proved it to be invalid both in terms of its resolution 
of sharp energy gradients and inability to cope with non-
equilibrium energy transport between electrons and lattice 
phonons. An alternative theory of energy transport based on the 
Electron Kinetic theory is therefore presented and the results 
compared with those obtained using the Fourier conduction theory. 
It is found that the results obtained using the Electron theory 
are in better agreement with available experimental results. 
The new model is then extended to include evaporation 
effects. 
Previous computer simulations of high mean power, high pulse 
repetition frequency (p.r.f) lasers have predicted the 
characteristics of the first output pulse only. This pulse, 
however, is not representative of the subsequent pulses as the 
simulation is initiated using conditions based on thermodynamic 
equilibrium. Using a modified kinetic model which incorporates 
plasma temperature variation, optical cavity characteristics and 
transverse gas flow, the simulation was extended to include the 
second output power pulse. A substantial difference was found 
between the first and second pulse profiles. This extended model. 
is essential as it identifies further the control variables which 
can be used to optimize beam characteristics for material 
processing applications. It also gives closer agreement with 
e x per i men tal mea sur em e n t sma de un d e r con tin u 0 us 1 y run n i n g 
conditions. 
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CIIAPTER 1 
INTRODUCTION 
lL! The case for A Pulsed CO! Laser 
Due to their ability to deliver very high power intensities 
to localized regions. lasers are now considered practical and 
economical tool s for several indus tri al ma teri al proce ss ing 
applications such as welding. drilling. cutting. heat treatment 
and surface engineering. Power intensities in the range 1010_ 
1013 W/m2 are required to generate non-conduction limited 
processes. the actual power intensities being dependent upon 
workpiece properties and process requirements. These large 
power intensities are easily produced using commonly available 
commercial solid s~ate laser systems. 
Solid state devices operating in pulsed mode are used for 
drilling. spot welding and cutting of metals. These devices 
utilise elements of Neodymium in either glass (Nd3+:Glass) or 
Yttrium Aluminium Garnet (Nd3+:Yag) hosts. They are restricted 
to operate at low mean powers of the order of 300 watts and to 
low repetition frequencies resulting in melt-freeze processing 
which is used for continuous operations but produces cuts that 
are more correctly thought of as a series of drilled holes of 
sufficient proximity to give the appearance of a continuous 
process. Instantaneous powers are in excess of. 100kW. These 
systems will only cope with material thicknesses of a few 
millimeters. 
CO2 gas lasers. capable of both continuous and pulsed 
3 
'" 
operations are used for many heavy duty material processing 
applications. Continuous wave (cw) systems. operate at high mean 
powers of up. to 20 kW, but have a restricted peak power 
capability and· depend upon gas jet enhancement for successful 
operation. Existing commercial pulsed gas systems are able to 
deliver power intensities that compete well with solid state 
systems but at pulse repetition frequencies too low for true 
continuous processing. 
Power intensity and the intensity profile in the workpiece 
are key parameters affecting performance when machining 
engineering materials. Control and tuning of these parameters 
strongly influence laser design and material processing 
characteristics. They are therefore examined herein. 
Solid state system~: 
The normal operating wavelength of the solid state laser is 
1.06 microns. At this wavelength the power absorption of most 
materials and metals in particular, is sufficiently high for the 
material to be readily driven into the highly absorbing state in 
which non-conduct ion 1 im i ted proce sse s occur. Thi s re sul ts in 
easy machining and the effective use of available energy. 
The overall laser efficiency is however very low, of the 
order of 2 C!'o, so that the thermal loading of the laser rod is 
substantial. This factor limits solid state laser perfomance and 
applications. Also the pulse repetition rate is low, typically 
. 
100Hz, so that the workpiece cools substantially during the 
inter-pulse period. 
Currently the maximum mean power available is 600 watts with 
1 
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a promise of 1 kW in the near future. Although, new designs using 
slabs or discs offer higher powers in the future, ther, are 
severe problems of divergence and hence beam quality. This 
restricts their usefulness for materials processing. 
Gas systems: 
Unlike solid state devices, CO2 lasers useful for machining 
processes can be operated both in the continuous and pulsed mode. 
(i) Continuous mode 
When working in the continuous mode, the instantaneous power 
and mean power are identical. At mean powers much greater than S 
kW thermal distortion of the optical chain often results in 
focused irradiances -that are lower than a laser with lower mean 
power. High mean power devices also pose a substantial waste heat 
removal problem, for example, a typical 200 kW cw system has 
about 180 kW of degraded electrical energy which must be removed 
through the heat exchangers. 
(ii) The pulsed CO2 Laser 
Nitrogen-Carbon dioxide mixtures can be pulsed to give 
high output pulse intensities and a relatively low 
average output power which minimizes thermal 
distortion of the optical system. Pulsed excitation 
allows power intensities and intensity profiles to be 
carefully matched to the machining requirements of any 
material. This fine tuning is exerted by variation of 
S 
the gas mixture total pressure. constituent partial 
pressure. injection of radiation and electrical pumping 
pulse. Quasi-continuous heating of the material 
workpiece can be sustained if the pulse repetition 
frequency is sufficiently high. Fig.(1.1) as reported 
by Bakewell [1] shows the response of Aluminium to 
pulsed CO2 laser heating vis-a-vis surface temperature. 
absorbed flux and incident flux. Extrapolation shows 
that once the surface temperature has been raised it 
remains in the enhanced absorption region for some 100 
microseconds. which means that if the pulse is repeated 
every 100 microseconds (i.e a pulse repetition frequency 
(prf) of 10KHz) successive pulses encounter the high 
surface temperature caused by the previous pulse. Thus. 
a pulse repetition frequency of 10KHz ensures that the 
metal surface remains in the enhanced absorption region 
between pulses. giving the virtual continuous heating 
alluded to previousl~ 
If the instantaneous power is too high a plasma is 
produced at the metal surface which is highly absorbent 
and -causes severe attenuation of the incident beam. 
These high instantaneous powers are normally produced 
by pulsed CO2 lasers due to the large inti tal gain-
switched spike. Several methods for control of this 
initial spike have been developed [2.3]. though of 
course this spike is important in producing the 
initial rise of the surface temperature which drives the 
material into the enhanced absorption region. 
6 
,II 
L1. Ill.! 4.!.!i.&.!! .21 1ll.! ~.Y:!.!.!4 .£2 l 1.!.!.!.£ !! .!s,hi.!!i.!!.& 
system 
The high PRF CO2 laser was designed with a transverse 
discharge system, thus giving a large discharge volume with a 
relatively short discharge length. This design also has the 
advantage that with a gas recirculator, high gas velocities can 
be produced in the discharge region, ensuring rapid replacement 
of the working gas and allowing the system to be run at the high 
frequencies required. Volumetric preionisation is used to produce 
a homogeneous glow discharge within the cavity with pulse 
durations of up to 10 microseconds. 
A three-dimensional model of the CO2 laser system is shown 
in fig.(1.2). The gas is circulated around the system by two 
Root's blowers, each capable of delivering 7,500 m3 /hr of gas. 
The gas is cooled by four heat exchangers, placed at the inlet 
and exit of each blower. Auxiliary cooling is also provided for 
the electrodes and blower gearbox oil. 
The power supply comprises, fig.(1.3), a high voltage 
transformer, three phase bridge rectifier and a pulser. A Line 
Type pulser w~s chosen because of the ability to match this 
to the gas discharge, giving very high power transfer 
efficiencies. 
~ Salient features .2! the interaction mechanism 
Examination of laser induced heating interaction (laser-
workpiece interaction) plays an important role in the development 
and understanding of the machining processes. 
7 
Firstly# consideration of the case where the peak 
temperature of the surface absorbing the' laser radiation is 
below the mel ting point and the absorber is a metal (i.e a, 
conductor): 
The light is absorbed in a very thin layer at the 
surface# typically of the order of lO-8 m thick, by' 
interaction with the conduction electrons. A model for 
this case was first developed by Ready [4]. He assumed 
that the energy gained by the electrons in such an 
interaction was rapidly dissipated as phonons by 
collisions with the lattice, implying that the 
irradiance may be regarded as converted instantaneously, 
into heat at the surface of the metal. He also 
interpreted the energy absorbed as a surface 
phenomenon. This led him to u t 11 he the Four i er 
conduction theory for modelling the interaction process. 
Harrington [5]. Anisimov et al [6]' Riley [7] and 
Compaan et al [8] have suggested that for such high 
absorpt ion rate s. it can not be a s sum ed tha t the 
electrons have completely interacted with the phonons. 
In such circumstances, the el ectrons and phonons will 
not be in thermal equilibrium and consequently will have 
different temperatures. Hence new models based on the 
Kinetic theory approach were proposed by 'Harrington [5] 
though he obtained no tenable solution 'from th«f 
re suI ting transport equations. 
8 
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Secondly, once heating induces mel ting, i.e the surface reaches 
its melting temperature: 
Once the material surface has become molten, the 
interface between the molten and solid material 
propagates into the workpeice. Conservation of energy at 
at the moving boundary leads to the determination of the 
rate of melting. Modelling of this process is useful for 
welding applications [9]. 
Vaporization of the metal surface takes place when 
the surface temperature reaches the boiling point. 
Modell ing of this event is useful for predicting process 
performance for cutting and drilling operations and 
extensive studies exist; a model for hole formation 
was developed by Ready [10]. The possibilty of 
homogeneous nucleation occuring below the surface was 
considered by Afanasev [11] and Bodgett [12]. Radial 
liquid ejection from the solid was examined by 
Chun and Rose [13] but more comprehensive work was 
carried out by Bakewell [1] who solved the Navier-
Stokes equation with a moving boundary. Mazumder et al 
[14] describes a three dimensional heat transfer model 
for cw laser material processing with a moving heat 
source. Hugenschmidt et al [15] and Anisimov et al [16] 
have used high repetition frequency, high mean power 
lasers to study pulsed laser target interactions. 
The drilling application was studied, using factorial 
design of his experiments by Lee [17]. Also, the power 
9 
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intensity distribution in the focussed beam and 
consequent interaction mechanisms· were examined in more 
detail by Shayler [18] who introduced new models 
thereby providing new physical insight into the 
phenomenon. particularly in the understanding of plasma 
transients. 
~ Control ~ ~ machining process. 
The laser machining performance is controlled by the laser 
beam output characteristics, workpiece material properties and 
machining environment. The important features of each of these 
items are detailed below: 
The laser beam output characteristics: 
(i) The temporal variation of the pulse power intensity is 
important in determining the material removal mechanism. 
A high power pulse is more favourable because the heat 
affected zone is smaller and the thickness of the 
residual liquid layer is minimized. An initial spike 
approximately twice the height of the pulse plateau is 
beneficial as it ignites the plasma and thereby 
increases the amount of laser energy coupled into the 
'Workpiece. 
(U) The spatial power intensity profile: . For material 
processing applications, it is desirable to obtain 
operation in the fundamental transverse mode, TE}lOO' 
This transverse mode has a spatial distribution of 
10 
intensity I. which varies in accordance with the 
rela tionship 
I(r) = Imax exp(-2r2/r02) (1.1> 
where I is the intensity of beam at the centre and rO 
max 
is the Gaussian radius. i.e. the radius at which the 
intensity is reduced from its central value by a factor 
of e2 • 
(iii) Focussing: In drilling. the focal position. that is the 
position of maximum irradiance relative to the 
workpiece surface is highly significant in controlling 
the hoI equal i ty which is charac teri sed by such 
parameters as resolidification. taper inlet cone and 
barrelling [191. 
Workpiece material properties: 
(i) Thermal properties - the laser energy transported in the 
material is dependent on the thermal conductivity as 
weil as the specific heat per unit volume. These 
properties are considerably different for different 
materials and are also functions of temperature. 
(ii) Optical properties - Metals exhibit large reflectivities 
which results in poor coupling of energy into the 
workpiece. Reflectivity is a function of several 
variables notably the radiation frequency and surface 
finish. The CO2 laser operates in the infrared where the 
surface reflectivity for cold metals is very high. Hence 
most of the incident energy is reflected. The problems 
11 
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are compounded at this long wavelength as the focussed 
spot area is proportional to the square of wavelength, 
hence the irradiance is inversely proportional to the 
square of the wavelength resulting in reduced energy per 
unit area. High power beams are therefore essential. 
Hugenschmidt et al [15) have studied the dependence of 
the reflectivity of alumunium upon wavelength and 
temperature. They concluded that the reflectivity can be 
described by equations developed by Kubelka [20), for 
wavelegths above six microns. These are made use of in 
chapter 2. 
Machining environment: 
The CO2 laser system offers incident intensities, at 
the workpiece surface, of sufficient magnitude that non-
conduction limited processes dominate the machining 
mechanisms, but at intensities not much greater than the 
machining threshold level, deleterous plasma effects 
can ensue. Yousif [21], Arata et al [9] and Dufresne et 
al [22) examined plasma control means and discovered 
techniques to increase the proportion of incident 
energy coupled into the workpiece. Two possibilities 
were considered: 
Firstly, that atmospheres of electrophllic gases like 
SF6 and 02 might reduce the number density of electrons 
in the plasma. 
Secondly, that operation at reduced pressures might 
12 
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influence the dynamics of plasma propagation. 
They concluded that an optimum pressure exists which 
depends on the physical properties of the target 
ma terial. and that the use of electrophilic gases can 
increase drilling performance (judged on the basis of 
material removal) by an order of magnitude compared with 
machining in ambient air. 
The importance of gas flow parameters in laser 
processing of materials has been proved [23]. The use of 
axial and transverse nozzles (subsonic and supersonic) 
have been examined with the 1 a t ter g iv ing be t ter 
performance [24]. 
~ Scope of the present work 
This work is part of a continuing programme in the design 
and development of a high power pulsed CO2 laser for material 
processing applications. A two pronged thrust has been attempted: 
(1) Chapter two deal s wi th the interaction of the focussed 
beam and the workpiece. 
To control laser-machining performance and make the 
interaction mechanism amenable to understanding during 
the first few microseconds of the laser pulse. the 
transient heating phenomenon is modelled using the 
Electron Kinetic theory. Computer programmes are 
developed for the num eri cal sol ut ion of the equa tions 
and comparisons with the classical Fourier conduction 
theory made. Experimental verification of this new 
13 
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theory is also sought by comparing the theoretical 
results with experimental results obtained by Yilbas 
[25] • 
The model is extended. in chapter three, to take 
account of evaporation and comparision made to see 
whether the Electron Kinetic thoery and the classical 
Fouri er theory converge once evapora tion become s 
significant. 
In the analysis, a broad spectrum of different metal s 
are used because of their industrial- usefulness and 
diversity of properties which covers the whole range of 
metal properties allowing one to predict for other 
metals. The metals deal t with are Aluminium. Copper, 
Iron, Nickel, Titanium and Tantalum. 
(11) Chapter four develops and exercises a model that 
simulates the CO2 laser system, paying particular 
attention to performance characterisation for 
optimisation of a design giving maximum control and 
hence tunability of the laser machining characteristics 
obtainable from the above model. 
14 
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Eg.1·1. RESPONSE OF ALUMINIUM TO PULSED C02 LASER HEATING 
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Chapter 1 
A ~~ model ~ heat tran!fer in metal! irradiated Ax high 
inten!ity la!er pulse! 
Nomenclature 
Cp Specific heat (Ilkg.K) 
dV Volume element (m3) 
E(x,t) Electron energy (1) 
Ep(x,t) Lattice (phonon) energy (1) 
f Fraction of exce!s energy transferred to the phonons by 
lo(t) 
I(x,t) 
k 
K 
N' 
N 
n(x,t) 
p,r,s 
R(t) 
t 
Te 
T 
Tf 
v 
electrons 
Power intensity incident on the surface (W/m2) 
Power intensity at po!ition x (W/m2) 
Boltzmann constant = 1.380 x 10-23 11K 
Thermal conductivity (W/m2K) 
N b d i f i (m-3) um er en! ty 0 partic pating electrons 
N b d f I (m-3) um er ensity 0 va ency electrons 
Phonon (atoms) number density (m-3 ) 
Distances (m) 
Reflectivity at the metal surface 
time (sec) 
Kinetic Electron temperature (K) 
Lattice (phonon) temperature(K) 
Fermi electron temperature (K) 
Fermi electron velocity (m/s) 
i 21':' 
. 
z Electron collision frequency (sec-l ) 
II. A ff (m-l ) u bsorption coe icient 
& Distance (m) 
~ Angle subtended by element 
A Electron mean free path for collisions with phonons (m) 
.. 
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~ Introduction 
When high intensity optical radiation is incident on a 
metallic surface, the transmitted flux is fully absorbed by the 
electrons above the Fermi surface. Phonons are too slow to 
respond significantly to the incident radiation [1). These 
electrons are thermally excited and their kinetic energy 
increases. They then suffer collisions with lattice phonons 
giving up part of their kinetic energy. The phonons. in turn 
undergo Umklapp processes in a time scale sufficiently rapid for 
the rei axa t ion to equil ibri um to be cons i dered instantaneous 
between phonons in any given region. The opposi to proce ss al so 
takes place where 'cold' electrons collide and obtain energy from 
hot phonons. 
For high intensity radiation delivered in a pulse with a 
fast rise time, the rate of energy transfer from electrons to 
phonons is too slow to maintain equilibrium and the effective 
electron temperature departs from that of the phonons. So the 
electron and phonon temperatures will be different, the magnitude 
of the difference being dependent on the incident power and on 
the rate of energy transfer between electrons and phonons. 
Since the mean free path for electron-electron collisions is 
several orders of magnitude greater than that of electron-phonon 
0011 ilions (2). the former interaction can be excluded. 
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A SIMPLE DESCRIPTION OF THE PHYSICAL MODEL 
The model for metal target irradiating by a laser beam is based on the following: 
(i) The laser beam is treated as a radiation field that decays exponentially with 
distance travelled into the target. 
(ii) The target is treated as a phonon field with electrons moving randomly in this 
field. 
(iii) The laser energy is absorbed by the conduction electrons travelling through the 
laser radiation field. Some of this energy is then transferred to the phonons 
by electron-phonon collisions. 
All other energy transport mechanisms, for. example, photon-phonon. 
interactions, are considered negligible. 
In summary, the energy transport mechanism is 
Photon ----4) electron 
(radiation 
field) 
---~) phonons 
This allows the electrons and phonons to move out of equilibrium if energy transport 
rates demand. 
2Sa 
2.2 Kinetic theory ~ energy transport 
2.2.1 Background 
Theoretical results [3] produced using the classical Fourier 
method to describe conduction within metals irradiated with fast 
rise time. high intensity pulses do not agree with experimental 
results [4]. It is important to determine the temperature profile 
in metals accurately. since the temperature distribution within 
the workpiece greatly affects the phase transitions and. hence. 
the machining characteristics. Therefore. new models must be 
sought in order to reduce this discrepancy. 
In his development of the Electron Kinetic theory. 
Harrington [S.6] described the electron movement as one-
dimensional. and assumed equilibrium between electrons and 
phonons. He also assumed unnecessarily that the temperature 
distribution would follow an exponential law. The results 
presented herein prove these and other assumptions to be 
unjustifiable during the initial phase of the beam-workpiece 
" interaction. Some errors were corrected by YUbas [7] and Riley 
[8]. However •. they assumed that the electrons and phonons are in 
equilibrium and at the same time suggested that only a fraction 
of the excess electron energy is transfered to the phonons. which 
is inconsistent. Bakewell et al [9] moved away from this 
equil ibrium assumption. However. their analysis ~ai1ed to take 
into account the three-dimensional movement of electrons and also 
assumed that the energy storage capacity of the electrons is 
negligible compared to that of the lattice. S.I.Anisimov et a1 
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[10] assumed a two temperature system in the metal but used 
maoroscopic means to relate the energy transfer process between 
electrons and phonons. 
~ Electron kinematics 
The model utilised in this description of the electron 
transport phenomena is one where electrons transport energy from 
all regions of the metal and deliver a fraction of the energy to 
the lattice by collisions with phonons [11]. This is shown 
diagramatically in fig.(2.1) where only the top half of the cone 
is drawn. The problem then is to determine the number of 
electrons which leave an element da after colliding there, and 
then suffer their ne%t collision in a volume element dV a 
distance s away in time dt in a conical element subtending an 
angl e d..., with the % a%i s. The sol id angl e subtended at dV by the 
·area at (r,a) is 
Written as a fraction of the total solid angle, equation (2.1) 
becomes 
(2.2) 
and therefore the number of electrons originating in da which 
have their first collision in dV is 
N'zrd..., dadV 
--- e%p(-s/lo) -2s locos..., (2.3) 
where A. is the electron-phonon mean free path. N' is the number 
of participating electrons, those at the Fermi surface, and z is 
the collision frequency in dV which is given by 
2S 
.. 
Z .. vI).. (2.4) 
where v is the Fermi electron velocity. Therefore the number of 
electrons collidins in dV which come directly from ds • that is. 
follow path B-C (see fig.(2.1» is 
N'v dCl) 
).. 2 
dsdV 
sinCl) exp(-(x-s)/)..cosCl» )..COSCl) (2.5) 
A similar expression is required for electrons coming from the 
risht of dV. that is. for 8 > x. Also some electrons in ds 
travel via the 'wall' at x-o into the volume element dV. that is. 
follow path B-A-C. These must also be taken into account. Though 
some of these electrons escape to the surroundings. a steady 
state charge is assUIled where the number of electrons escaping 
at any given temperature are equal to those returning from the 
space charge in the vicinity of the interaction at the same 
temperature. Hence a mirror image method (see fig. (2.2» is 
employed to avoid this difficulty of electrons reflected from the 
surface. The problem then reduces to that of determining the 
ener gy transported into dV from all el ec trons in ds at s. then 
intergrating over all a and CI) to allow for contributions from 
all samples i.e -CD < a < co and 0 < CI) < n/2. 
Therefore the number of electrons arriving in dV which come from 
ds is 
N'v dCl) dsdV 
--- sinCl) exp(-lx-sl/)..cosCl» ).. 2 )..c os CI) (2.6) 
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2.2.3 Energy carried hx electrons 
The energy carried into the elemental volume dV in time dt 
by electrons depends upon the specific time at which the 
electron free path was generated. This depends on the 
relationship between the mean free path (A) and the time 
interval dt. Hence. electrons can be divided into two groups: 
(i) Those travelling a distance s which is less than v dt. 
For this case. electrons generated within the time 
interval dt will arrive in the elemental volume during 
the same time interval. 
(ii) Those travelling a distance s which is equal to or 
greater than v dt - These electrons must be generated in 
the previous time intervals if they are to arrive in dV 
during the current d t. 
It is essential to incorporate this fact in the model. 
Considering the transfer process at time t. the earliest time of 
generation at which an electron with a given mean free path can 
enter dV durin, dt is 
t-Is I/v (2.7) 
giving the energy of the electron as 
E( ) lsi aE(a.t) E - 8 t --
• v at 
(2.8) 
The latest corresponding time is 
(t + dt) - lal/v (2.9) 
giving the energy of the electron as 
E = E(a,t) + (dt _ ~}aE(8,t) 
v at 
(2.10) 
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Therefore the average energy E stored in the electron at 8 is 
(2.11) 
If a check is performed by putting Isl/v-dt in equation 
(2.11). this should give the average temperature of the previous 
time interval. That is to say only electrons senerated in the 
previous time interval arrive giving. the average energy of the 
previous time interval. 
A similar result is required for the photon absorption 
process which depends on the time of flight of the electrons and 
the temporal rate of change of the photon flux. These photons 
which come from the laser beam are assumed to be absorbed by 
electrons. Quantum mechanics shows that photons may be absorbed 
both by free and bound electrons. This process can only occur 
with the transfer of discrete quanta of energy. However to 
s impl ify the model. these quantum effects w ill be ignored and 
the free electrons assumed to acquire the laser energy by merely 
passing through the electromagnetic field of the incident beam • 
.. 
This field can be described by Lambert's law which is expressed 
as 
I(x.t) - I O(l-R(t»exp(-ox) (2.12) 
where I(x.t) is the beam intensity at time t after propagating a 
distance x in the material. IO(t) is the intensity at the 
surface. R(t) is the reflection coefficient and £> is the 
absorption coefficient. 
Considering a small element dp situated between 8 and x (see 
fig.(2.3». the power absorbed per unit area by electrons at time 
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t is 
(2.13) 
This must be equal to the increase in the energy of the electrons 
in the element. Hence. 
aE.dp = I o (t)(l-R(t»oexp(-op)dpat (2.14) 
where at is the average time an electron stays in the element dp 
giving the energy absorbed per electron as 
Io(t) (l-R(t»oexp(-op)dpat 
N' 
(2.1S) 
The time interval at is given by (see fig. 2.3) 
at = dp/vcoslJ) 
hence the energy absorbed per electron is 
10 (t) (l-R( t )Loe~~.t-=-&p )dp 
N'vcoslJ) 
(2.16) 
(2.17) 
Since IO(t) and R(t) are continuous functions of time. the 
values of Io(t) and R(t) are continuously changing as electrons 
move from 8 to x and hence it is very difficult to determine the 
energy absorbed by electrons. But, since the electron velocity is 
very high, it can be safely assumed that Io(t) and R(t) are 
constants in the time required for the electrons to move from 8 
to x. Hence ~ubstituting equation (2.16) into (2.1S) and 
intergrating. the energy absorbed per electron in moving from 8 
to x becomes 
(2.18) 
2.2.4 Energy transport equations 
From equa t ions (2.11) and (2.18). the aver age ener gy of· an 
electron entering dV at x from e after dt is 
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+ (1-R)Ie6 IJX exp(-6p)dpl N'vcosCl) a (2.19) 
If Ep(x.t) is the average energy of phonons in dV at x. the energy 
given up by electrons to the phonon. on collision is 
(2.20) 
where f is the fraction of the energy difference between an 
electron and a phonon given up by an electron on collision with a 
phonon. This parameter is further discussed in Appendix 2A. 
The total eneray transferred to the lattice from all 
electrons colliding in dV at x over the time interval dt is 
tI" r7f /2 
dV. N'v sin .. f~ 
J J - exp(-lx-al/1cosCl) - - E(a, t) 
_ 0 21 COSCl) 1 
(2.21 ) 
Given that the number density of atoms is n(x,t), the energy 
increase of the lattice is 
al7f/2 
anEp(x, t) V r r N'v sinCl) 
at . d - dVJ J - exp(-lx-sIl1cosCl)- .i. 
-al 0 21 COSCl) 1 
f'E(a,t) +.1. {dt- 21s1 }aE(a,t) 
L'" 2 v at 
+ (l-R)Ig 6 IJX exp(-6p)dp 1- Ep (x, t>] dfl)d 8 
N'vcosCl) a 
(2.22) 
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Now the average energy change of electrons at x equals the 
energy left in the electrons after collision less the energy 
• 
carried away by electrons leaving the elemental volume dV during 
d t. Hence 
!lN' E ( t) fco fn 12 _v~_..;.;x;;":';"";";'dV _ dV N'v &inCl) 
at J J - exp (-I x-sI/1cosCl)- 1: 
-co 0 21 COSCl) 1 
_ dV anEp (x, t) 
o-c dV ~ E(x,t) 1 (2.23) 
which on further simplification and use of equation (2.22) 
becomes 
aN'E (x,t) 
at 
co nl2 
(I-f) f f N'v &inCl) 
- J J -exp(-lx-sI/1cosCl)-
_ 0 21z COSCl) 
+ (I-R)Ie£> II x eXP(-&p)dPO dCllds 
N'vcosCl) 8 
co nl2 
_ f f f N'v sinCl) J J ---2 a exp(-lx-sI/1cosCI)---- Er(x,t)dCl) d8, 
-co 0 1 co SCI) 
_ N'v 
-1 E (x,t) (2.24) 
Furthermore, the continuity equation for electrons must be 
satisfied, namely 
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aN'(x,t) 
at = 
2.2.5 Thermal properties 
CD nl2 r r N'v sinCl) 
J J --- exp(-lx-aI/1cosCl)----
-CD 0 21s COSCl) 
(2.25) 
drsda 
In order to solve the electron and lattice energy equations, 
the number of participating electrons is required. Since it has 
been assumed that the electron gas is in a state of equilibrium, 
the number of participating electrons can b. obtained by us. of 
the ordinary Ferm i distribution function [2]. This is given as 
N' - Nn2Te/2TF (2.26) 
where TF is the Fermi temperatue, Te is the electron temperature 
and N is the number density of valency electrons. Implicit in the 
above equation is the a Slumpt ion that Te ( TF• Al so, from 
statistical considerations. it can be shown that the thermal 
conductivity of the material is [12] 
K - N'vu/3 (2.27) 
and the heat capacity is 
(2.28) 
where k is the Boltzmann constant, p is the material density and 
Cp is the specific heat. 
2.2.6 Electron ~ Lattice temperatures 
While the energy absorbed by the phonons goes to increase 
both their kinetic and translational energies, it is the 
difference in the kinetic energies of the electrons and phonons 
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that determines the energy transfer rate. Hence after 
substituting equations (2.27) and (2.28). equations (2.23) and 
(2.24) become 
and 
If exp(-&p)dpl dClM1e 
a 
(2.29) 
a! a~~· U-f)Ji 9lC J(,,/2 exp(-lx-al/l.cosCt)!!.!!!!! 
_ 41.' 0 cosCt) 
t rnl2 
+ fJ :~'l exp(-lx-el/l.cosCt) ::::T(x.t)dClM1a 
U-R)I & ('Drnl2 
+f 0 
21. J _J Jo 
II x I exp(-&p)dp 
8 
_~ T.(x.t) 
21. J (2.30) 
respectively where Te(x.t) is the electron temperature and T(x.t) 
is the phonon temperature. 
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The continuity equation becomes 
aK 
-
-
. sinCJ) 
exp(-lx-sI/ACOSCJ) - dClMls 
cOSCJ) at 
_ Kv 
1 (2.31) 
An attempt at reducing the double integrals to a single one by 
substi tution did not produce useful results save for the energy 
term which is shown in Appendix 2B to be 
CD n/2 J J exp(-lx-sI/ACOSCJ) 
- 0 
dClMle 
CD 
AL 11 + A§[ -2 2 2 r exp(-xu/A)duj' 
-ilexp(-§x)ln 1 _ A§ A § J
1 
U(U2-A2§2) (2.32) 
The integral part of equation (2.32) has a singularity at u - A§ 
when A§ > 1, therefore the proof of the exi stence of the 
intergral is required. This is done in Appedix 2~ 
Incorporating equation (2.32) in equations (2.29) and (2.30) 
and simplifying further, 
a fPc T1 ,. r1 
a t1: p J - Af J Ie J rT e ( e , t) +.! {d t- tlU } ~T. ( 8 • t) 
_ 0 LA 2 vu at 
- T(~,t)] exp(-lx-eI/Au) du de + BfIog(x) (2.33) 
u 
, . exp(~lx-sI/Au) ~ de - aKT 
u e 
CD rl 
+ c::, / It 6 exp(-lx-.I/Au) !u d. +D(l-flI.&(x) (2.34) 
1 
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and 
ax: tD r1 
at" CJ x: J exp(-Ix-aln,u) du de - ax: _ 0 u (2.3S) 
where Te .. Te(x,t) , T .. T(x,t), x: .. X:(x,t), A .. 9/4).1, 
B .. (l-It(t»/2)', C .. v/2).s, D .. (l-R(t»v/9, cs .. )'C and 
). r. 11 + ),61 roo exp(-xu/).)dU} 
g(x) .. "1exp (-6x)1n 1 -),6 -2).s6SJ1"u(us-).S6S) (2.36) 
The above equations give a system of nonlinear partial 
integro-differential ~quations which do not readily render 
themselves to analytical methods, therefore numerical procedures 
were employed. 
~ Solution ~ energy equations 
2.3.1 Simplifications made 
In solving the transport equations, simplifications are 
needed to reduce the equations to manageable proportions: 
In determining the electron energy transport term, 
(2.37) 
the ratio Isllv is very small for the region of 
interest, since the value of s which is of interest 
extends to only a few microns and the electron velocity 
v is of the order of 106 m/s. Also, the time step dt is 
small, the second term in equation (2.37) can be 
neglected compared to the first, giving the electrQn 
energy as E(a,t) and a corresponding temperature of 
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2.3.2 Method of solution 
Tho equations to be solved are (2.34) to (2.36) with 
initial conditions 
(2.38) 
where To is the initial temperature of both electrons and 
phonons. , Al so, 
T (t.~) - T(t,~) • T e 0 (2.39) • 
Writing 
r 
h(x-s) - J exp(-lx-sI/AU) gy 
o u 
(2.40) 
leads to 
a![PCprJ · Alf"E 1e( •• t)h(x-.)d. - AlTI-E lO( •• t)h(x-.)d. 
- -~ 
(2.41) 
:tvrrel - C(1-f)I~KTe(S,t)h(X-S)dS - oKTe 
-~ 
+ CfTI~Kh(X-S)da + D(1-f)log(x) (2.42) 
-
and 
ax: t at • CJ Kh(x-s)da - oK (2.43) 
-
To sol vo the above equations. the 1 ine method was used 
(Baker[131 and Mikhlin [14]). This approach is similar to that 
used in the numerical solution of partial differential equations 
(see Gladwell et al [15]). A quadrature rule of the form 
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JOO T (a)da ~ ~Wj Te (aj) 
.,i: , 
[-00,00]) (2.44) 
was used to replace the integral s in equa tions (2.41) to (2.43) 
where Tej(j-l,n) are the abscissas and wj (j=1,n) are the weights 
accompanying these points [16]. A system of ordinary differential 
equations for the functions 
where 
fi(t) - Te(t,xi ) 
(for Ixi < 00, t [0,00]) 
(2.46) 
were then obtained. The equations then become 
(2.46) 
,.. 
+ CfT;::!C4jh(x-Sj)!C(t,Sj) + D(1-f)IoS(x) 
..J.' 
and 
dK (it 
Te(O,x) - T(O,x) - TO 
Te(t,oo) - T(t,oo) - TO 
The value of x is given by 
(2.48) 
} (2.49) 
m) m < n (2.50) 
(2.47) 
This gives a system of 3m differential equations which can be 
solved numerically for the values of fi(t) ... 'Te(t,x i ) and 
therefore T(t,xi). To define the values of fi(t) ... Te(t,xi) for 
all Ixi < 00, conventional interpolation is used. The system of 3m 
ordinary differential equations can be reduced to 2m by 
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incorporating equation (2.48) in equation (2.47) since. 
(2.S1) 
The computational procedure outlined above is incomplete. 
there being another stage to consider. This is the finding of a 
quadrature rule for the integrals. Before this is done. the 
problems involved in evaluating the integrals are examined and 
methods suggested that can be used to overcome each problem: 
(1) Singul ad ty 
The integral has two forms of singularities. Firstly. 
the limits of the integral equation are both infinite 
and secondly the kernel has a logarithmic singularity at 
x = s. 
Examining the infinite singularity first. it has been 
shown by Daker [17] that the theory for the solvability 
of the general equation of an integral equation with 
infini te range sis not complete. However. for the 
numerical treatment of a general equation of that form • 
a natural technique involves replacing the infinite 
limits of integration by finite limits. The resulting 
solution should be well behaved and its approximate 
solution can be easily achieve~ For any integral of the 
form r T (e)de 
a 
a value c is sought such that 
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(2.52) 
.. 
(2.53) 
, 
. 
. 
.. 
is negligible. Then 
r~ 
a 
(2.54) 
Some practical problems are however encountered if it 
becomes necessary to make the interval of integration 
large because then a large number of pivotal points will 
be r eq uire d if standard equa 1- i n t erv a 1 f i ni te 
approximations are used. Therefore. in such cases. more 
economical methods which have the effect of increasing 
the integration interval as s increases should be 
utilised. This sussests quadrature of the Gauss-type, 
but these are impractical due to the second form of 
sinsularity as explained later and due to the nature of 
the double intesral (kernel is not degenerate). A 
practical method was sussested by Mayers [18]. This 
divides the ranse of integration [a.c] into p blocks 
each of lensth H and a different polynomial of degree q 
is used in the various blocks. For example, the integral 
r" T( s)da Ja becomes 
". ra+rH L J _ ( I)HT( s)ds 
("&1 a+ r-
and in each block. a quadrature formula 
ra+rH r r() Jft T(a)da - wi Te• i s 
a+(r-l)H 
(2.SS) 
(2.56) 
is used obtaining a set of equations to determine 
p(q+l) pivotal values. The advantages of this approach 
are ea sily seenj compared with the method of standard 
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equal-interval finite approximation. the number of 
equations to be solved is reduced. A better result is 
also obtained. particularly when the solution itself 
behaves somewhat irregularly. for in this case. an 
approximation by a set of polynomials is more successful 
than by that of a single polynomial of high degree [18]. 
Moreover. it is not difficult to arrange for blocks to 
be of unequal length and to take more values in the 
neighbourhood of the irregularities which is the region 
near the boundary in this particular case. 
In the second case. that is the logarithmic 
singularity. the integral. exists only as a Cauchy 
principal value. In such circumstances. the integral 
operators involved are not necessarily compact and 
therefore the existence of a unique solution may be 
difficul t to prove. Al so in practical terms. there may 
be problems in approximating the integrals over Cauchy 
principal values. Writins the integral in the form 
.. ell 1 
__ S 'oS exp(-lx-sI/Au)4t da (2.57) 
and lettins 
rell 
h(s) = J exp(-y) ~ 
Is IIi . 
(2.58) 
then h(s) has a logarithmic singularity at 0 (i.e 
h(s)/logs ----~)~ constant as s ---~;. 0). 
On wri tins 
y = exp(-lx-aI/A) in (2.57) 
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the following formula 
(2.59) 
is obtained. 
Clearly there must be some form of restriction on the 
singularity since the integral above must exist for all 
values of x. Methods of treatment of singular 
multidimensional integrals have been given by Mikhlin 
[19]. Mayers [20] gives those for the. one dimension 
case. Because of the singularity, any simple quadrature 
formula will fail. Hence methods must be sought to 
remove this singularity. The technique applied by Mayers 
transforms this severe singularity into a mild one. 
Equation (2.59) is then "ri tten in the form 
-
-
+ KTe(x,t)H(x) (2.60) 
..0 
where H(x) = J h(x-e)de is assumed to be a known 
--function. In this form, the integrand has only a mild 
singulari ty. Al though hex-x) is inf ini te, the other 
factor [iTe(t,e) - KTe(t,x)] vanishes "hen e = x, and 
the product must also vanish or the singularity would be 
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so severe that the integral would not exist at all. 
(ii) Multidhnensionality of integral 
The integral in question is two-dimensional which 
further complicates matters because of the need to keep 
a reasonable accuracy with minimum computing time [21]. 
Methods attempting to reduce the double integrals to a 
single integral did not work. Since the kernel is not 
degenerate. the methods of separation ofvadables were 
not aeful. Henoe the product rule method was uti 1 ised. 
This uses a one dimensional method applied to eaoh 
dimension. Then 
s-KTe(t.a) Slexp (-lx-al/1U)4I da (2.61) 
- 0 
can be approxhnated by 
• £'wiKTe(t.a i ) ~Pjexp(-Ix-ail/Auj) i. (262) ~ J~ J • 
where. (wi. 8 i ) and (Pj.Uj ) are the weights and 
abscissae of the rules used in the respective 
dimensions. 
Equation (2.62) can however be simplified by splitting 
the range of integration. Let s • Ix-al/Au.- then (2.62) 
becomes 
(2.63) 
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Splitting the range of integration and removing the 
modulus sign gives 
r KTe (t. e) JCD 4 de + r KTe(t.e) JCD ~ de 
- (x-e)/A x -(x-e)/1 
. r ITe(t.e) JCD 41 de + ~x KTe(t.e) 
- (x-e)/A 0 
+ JCDKTe(t,e) JCD 
x -(X-S)/A 
4.l ds s 
which on further simplification becomes 
CD CD 
J ITe(t.e) J 4t de + 
o (x+e)/A 
IlD CD 
(2.64) 
+ J ITe(t,e) J 4t ds (2.65) 
x -(x-e)/A 
The inner integral exists prov ided Ix-s 1)0. Atlx-el-o, 
there occurs the singularity which can be made mild by 
changing equation (2.65) to 
JCD [[Te(s,t) - ITe (t.x)]E1 «x+s)/A)ds 
o 
o 
+ JCD ~ITe(B,t) - ITe (t,x[lE1 (-(x-S)/A)dS 
x 
(2.66) 
-
where E1(p) is the special function defined as in [22], 
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namely 
cJO 
E1 (p) = fe-u du/u • p >0· (2.67). 
p 
E1 (p) .the To calculate an approx ima te val ue 
polynomials are used: 
For 0 < p < 4. the approximation is 
E1 (p) = y(z)-ln(p) = -z.a'rTr(z)-ln(p) 
..,. 
where z = (p/2) - 1. 
For p > 4. 
e-P 
-yep) 
p 
=-
p 
z - -1.0 + 14.S/(p+3.2S) 
where Izl < in both cases. 
(2.69) 
Chebyshev 
(2.68) 
A routine to calculate E1(p) using the above approximation is 
given in the NAG library and is therefore used. 
~ Quadrature formula ~ 
A quadrature formula has still to be found for the outer 
intergral. The use of the Gauss-type quadrature is not 
practicable in this case because of the position of the 
singularity and therefore the pivotal points will vary with x. 
The use of Simpson's rule requires an even number of strips which 
cannot be guaranteed for all values of x. This therefore leaves 
the trapezium rule as the only alternative. if generally applied 
numerical integration methods are to be used. But as already 
stated in the last section, this involves using a lot of pivotal 
points which makes this method uneconomical. Hence the region of 
integration is approximated by polynomials or cubic splines [21]. 
This allows equation (2.66) to be written in the form 
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where 
rH[ne(s.t) - KTe(t.xUE1 «x+8)/).)d8 
( r-l)H 
(2.70) 
is approximated either by a polynomial or spline function by 
determining the coefficients of the polynomial or spline function 
to make them exact. This method allows for smoothing and 
interpolation. At the end ranges the introduction of external 
points is avoided by not smoothing. 
After some preliminary runs. it was found that polynomials 
of dearee less than three did not give reasonable results. A 
fitting of cubic polynomials or cubic spline functions gave the 
same results for the same tolerance but the use of the latter 
required more computing time. Hence cubic polynomials were 
chosen. The algorithm used is that given by Gill and Miller [24] 
and is included in the NAG library as routine DOIGAF. 
2.3.4 Otdinary differential equations 
Since the -quadrature formula has been decided upon, the 
temperature equations (2.46) to (2.49) can be written as 
4S 
- Af
J
€; Cl)jh(x-el [i(t,aj -,Ke(t,x>] 
+ Af.H(x) KTe(t,x» - Af.H(x).T.K(t,x) 
+ BfIog(x> 
~rKTe) ... C(1-£) ~ Cl)j h(X-8 j >[KTe (t,8 j ) - KTe(t,xi] 
..J .... 
and 
dK 
eft 
where 
+ C(1-f) .H(x) KT e (t, x» - O'KTe (t,x) 
+ Cf~fltjh(X-8j)[K(t'8j) - K(t,x)] 
+ CfTKH(x) + D(I-f)l
o
g(x) 
... C ~ Cl)jh(x-e j )[i(t,8 j ) - K(t,x)] 
.../"" 
... T(O,x)'" To } 
... T(t,CD) ... To 
l1(x) ... r S\xp(-lx-al/l.U) ~a ... 2l. 
- 0 
is found by changing the order of intergration. 
(2.71) 
(2.72) 
(2.73) 
(2.74) 
(2.7S) 
Combining (2.73) and (2.74) and making p and Cp 
independent of temperature, the following set of equations are 
obtained, namely, 
"" 
... Af;g. Cl) j h(X-8 j )[KT(t,a j ) - KTe(t,x)] 
- Af ~ flt j h(x-8 j ) [j(t,8 j ) - Ke(t,x>] 
v-
+ Af.2l.~Te(t'x) - KT(t,xi]+ BfloS(x) (2.76) 
+ C(1-£) .H(x) KTe(t,x» - O'KTe(t,x) 
+ Cf~~ Cl)jh(x-a j ) [K(t,8 j ) - K(t,x)] 
+ CfTK.H(x) + D(I-f)l
o
g(x) 
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(2.77) 
The initial conditions are given as before by 
== T(t,co) 
== To 
== To 
(2.78) 
This gives a set of 2n coupled differential equations which are 
stiff [25]. The solution of these equations therefore requires 
a special method which is due to Gear [26]. The number of pivotal 
points, that is, the value of n, is determined by doing an energy 
balance on the energy in the electrons and phonons after each 
time interval. The total energy should be equal to the energy 
passing the metal surface from the laser. The final value decided 
upon was· thirty two. 
~ Numerical results ~ Disqussion 
2.4.1 Input power 
The temporal variation of the incident laser beam was taken 
from a typical CO2 laser pulse [27], ill ustra ted by graph (2.1). 
"2.4.2 Metals used 
In obtaining the results, the following metals were used: 
Aluminium, Copper, Iron, Tantalum and Nickel. These materials 
have been selected because they provide a comprehensive coverage 
of the various combinations of optical and thermal properties 
exhibi ted by metal s. 
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2.4,3 Electron W Lattioe temperatur. distribution 
Simulations of the laser pulse-material interaction with the 
• five metals are illustrated by graphs (2.2) to (2.6). which show 
the spatial electron and lattice temperature distributions. 
They are shown at time intervals of SO nanoseconds. 
For aluminium. graph (2.2). virtually all the laser energy 
is deposit.d within a distanc. of about 2.4 Jim (140 meanfre.-
pa thsL whil e for copper the di stance is around 6 Jim (see graph 
(2.3» and for the rest of the metals. this distance is of the 
order of a mioron (see graphs (2.4) to (2.6». This is oonsistent 
with the faot that copper and aluminium are good conduotors of 
thermal energy. It implies that for the same input power. the 
surface temperature of copper and aluminium will rise more 
slowly as energy is transported away from the metal surface at a 
greater rate. This is shown by graphs (2.7) to (2.11). The high 
reflectivities of oopper and aluminium [8] also contribute to the 
slow rate at which the surface temperature increases as less 
energy is absorbed. 
Graphs (2.7) to (2.11). whioh also show the variation of 
surface electron and lattice temperatures below the boiling 
point. indioate that these temperature profiles follow closely 
the input power profile. at least up to the peak input power. 
They also show a substantial difference between the electron and 
phonon temperatures at the surfaoe of approximately 2000K when 
the surface temperature approaches the boiling point. This 
difference is more marked for copp'er (400010. this is due to the 
small number of electrons involved in the energy transfer process 
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.. 
(valency of copper is one). 
2.4.4 £.2mparison bet'!.!.!!.!l Electron Kinetic theory and Fourier 
conduction theory 
Using the same input power and time interval a comparison 
has been made. for the metals considered. between the Electron 
Kinetic theory and the classical Fourier theory ( Appendix 2D). 
This is depicted in graphs (2.12) to (2.16). It can be seen that 
the Electron Kinetic theory gives. at the same instant of time. a 
lattice temperature that is greater in magnitude at the surface 
and a profile which penetrates far less than that predicted by 
the Fourier model. These results are in good agreement with the 
experimental results of Yilbas [7]. 
The differences between the Electron Kinetic and Fourier 
theorie s are: 
(i) In the Fourier theory, the electrons and phonons are 
assumed to be in equilibrium. But as can be seen from 
using the electron theory. this is not true especially 
for high input power intensities with a rapid rise time. 
(ii) The Fourier theory assumes that between two succesive 
isothermal planes. at temperatures Tl and T2 and a 
distance ax apart. the temperature gradient (T2-T1)/ax 
is constant, i.e higher order terms are ignored. Since 
the absorption coefficient (6) and the irradiance (Io) 
are very large. the higher order terms in such 
a solution are significant. 
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( iii) In the Fourier theory. the laser energy is assumed to 
be absorbed instantaneously by the .material at any given 
distance whilst in the Electron Kinetic theory. the 
energy is absorbed by the electrons passing through the 
electomagnetic field. 
(iv) Harrington [S] and later Riley [8] have shown that in 
the numerical solution of the Fourier conduction. the 
minimum distance Ax. such that the energy transported is 
characterised by the temperature of a particular 
isothermal plane. is lOA. where A is the electron-
phonon mean free path. It therefore follows that the 
Fourier result 
Q - -K~ dx (2.79) 
is not valid for situations where significant higher 
order temperature gradients occur within distances of 
the order of lOA. Since the optical absorption depths. 
1/&. for most metals are of the order of A. it follows 
that the Fourier equation of heat conduction for laser 
hea ted metals is not val idj the requirement for taking 
adequate account of the absorption process 
Ax « 21& (2.80) 
conflicts with the requirement 
Ax > lOA. (2.81) 
For aluminium. at 3.5 microseconds. the areas under both 
curves using the Electron Kinetic and Fourier theories (see 
graph (2.12» are roughly the same. hence the energy held by the 
electrons is small. However for copper. (graph (2.13». there is 
a significant area difference. about 80 ~. This is because a 
SO 
substantial fraction of the input energy is taken up by the 
electrons. hence their hiah temperature, see araph (2.3). 
For Tantalum and Nickel (transition metals), the difference 
between the lattice temperature~ using the two theories is 
markedly greater than that of other metals, see graphs (2.1S) and 
(2.16). In the Electron Kinetic theory. this may be due to the 
underestimation of the sianificance of electron-electron 
collisions in the sand d shells [28] which results in an. 
electron-phonon mean freepath that is smaller than it should be. 
This artificially small mean freepath leads to'an increased 
phonon-electron collision rate which results in most of the laser 
energy being deposited near the metal surface. It is very 
difficult. at present. to evaluate this effect quantitatively. 
It should be noted that in all the graphs using the Fourier 
theory the sradient is zero at the surface. this phenomenon ~s 
not visibll: because of the small distance over which the 
temperature is constant. 
U Conclusion 
A new model" based on the Electron Kinetic theory, for the 
transport of enerSy within a metal solid has been developed and 
shown to sive much more accurate simulations of tarset 
behaviour. In order to ill us tra te the s trens ths of the Elo c tron 
Kinetic theory, a c.omparision with the classical Fo~ier theory • 
. . 
has been produced. For the conditions addressed herein. the 
classical treatment overestimates the ability of metals to 
transport ener Sy. 
~ Sl 
. 
Because the Electron Kinetic theory properly incorporates 
the effects of high order temperature gradients and non-
equilibrium energy transport, it predicts far higher temperature 
gradients and a smaller heat affected zone in agreement with 
available experimental results. 
S2 
L.i REFERENCES 
1. I.M.Ziman. Electrons and Phonons 
Clarendon Press. Oxford 1960 
2. C.Ki tte1. Introduction to solid state Physics 
Iohn Wiley and Sons. Inc. 1971 
3. N.Rykalin. A. Uglov and A.Kokora 
Laser machinins and welding 
Mir Publishers 1978 
4. I.F.Ready. Industrial Applications of Lasers 
Academic press. 1978 
s. R.E.Harrington 
Application of the theory of heat conduction to 
the absorption of blackbody radiation 
I.Appl.Phys. vol.38. no.S, p. 3266 1967 
6. R.E.Harring ton 
Thermal conduction near a metal surface exposed 
to black body radiation 
I.Appl. Phys. vol.39 p.3669 1968 
7. B.S.YUbas, Heat transfer mechanisms initiating the 
laser drilling of metals 
Ph.D Thesis. University of Birmingham 1982 
S3 
8. K.Riley. The thermodynamics of laser induced interaction 
processes in solids 
Ph.D Thesis. University of Birmingham 1974 
9. B.BakeweU and B.F. Scott 
Electron Kinetic theory 
Unpllblished work. 
Universi ty of Birmingham 1976 
10. S.I.Anisimov. B.L.Kapeliovich and T.L.Perel'man 
Electron emission from metal sllrfaces exposed 
to llltrashort laser pulses 
SOy. Phys. IETP vol.39 No.2 p. 375 
11. I.F.Lee. F.W.Sears and D.L.Turcotte 
Statistical Thermodynamics 
Addison-Wesley 1963 
12. M.A.Omar. 
13. C.T.R Baker 
Elementary solid state physics 
Addison-Wesley Pllblishing Company 
chapter 14 in Numerical sollltion Of 
Integral Equations 
edited by L.M.Delves and I.Walsh. 
Clarendon Press. Oxford 1974 
14. S.G.lUkhl in and K.L. Smol Hsky 
1975 
1974 
Approximate methods for solutions of 
differential and integral equations. 
New York American Elsevier 1967 
54 
15. I.Gladwell and R.Wait {eds} 
A survey of Numerical Methods for partial 
differential equations 
Clarendon Press, Oxford 1979. 
16. P.I.Davis and P.Rabinowitz 
17. C.T.H.Baker 
Methods of Numerical Integration 
Academic Press 1975 
The numerical treatment of Integral Equations 
Clarendon Press, Oxford 1977 
18.D.F.Mayers, p.145-197 in Numerical Solution Of ordinary 
and partial differential equations. 
19. S.G.Mikhlin 
edited by L.Fox. Pergamon Press 1962 
Multidimensional singular intervals and 
integral equations 
Pergamon Press, 1965 
20. D.F.Mayers, chapter 10 in Numerical solution of 
Integral equations 
edited by L.M.Delves and I.Walsh 
Clarendon Press, Oxford 1974 
21. ~aStroud. Approximate calculation of multiple integrals 
Prentice-Hall Inc. 1971 
55 
.. 
22. A.M.Abramowitz and I.A.Stegun 
Randbookof Mathematical Functions 
Dover Publications 1968 
23. D.Jacobs (ed) 
The state Of the Art in Numerical Analysis. 
Academic Press 1977 
24. P.E.Gill and G.F.Miller 
An algori thm for the intergra Hon of unequally 
spaced data 
Compo Journal 15 p. 80-83. 1972 
25. G.Rall and M.Watts (eds) 
Modern Numerical methods for Ordinary 
Differential Equations 
Clarendon Press. Oxford 1976 
26.C.W.Gear. Numerical initial value problems in Ordinary 
Differential Equations 
Prentice-Hill Inc •• New Jersey 1971 
27. C.A.Byabagambi. C.R.Chatwin and B.F.Scott 
Prediction of output power from high pulse 
repetition frequency CO2 laser for use in 
manufacturing processes. 
Third Int. Conf. on Optical and Optoelectronic 
Applied Science and Engineering. April 1986 
S6 
28. J .S.Dugdale 
Electrical properties of Metals and Alloys 
Edward-Arnold 1977 
57 
-CD 
, -
oL---~1t~--~==~~~ A~I =~----(=====-----------X------~ 
SCHEMATIC TO SHOW THE ELECTRON 
. MOVEMENT INSIDE META LS. (x = 0, 
REPRESENTS THE FREE SURFACE 
FIG. ( 2'1 ) 
r 
de 
...-..- c --x = 0 -- x - ____ 
SCHEMATIC TO -SHOW THE ELECTRON 
MOVEMENT INSIDE METALS AFTER 
CONSIDERING MIRROR IMAGE METHOD 
FIG. ( 2·2 ) 
58 
-P__..... 
-----------------x----------~~ 
SCHEMATIC TO SHOW THE PHOTON 
ABSORPTION PROCESS FROM ~ TO x 
FIG.(2·3) 
LASER OUTPUT POWER VERSUS TIME 
DELAY 
I.A SER OUTPUT 
POWER 
I • ,• I .' , , , • I I : I 
o 2 4 6 8 10 12 
TIME IN MICRO SECONDS 
GRAPH (2.1) 
60 
0.8 
0.6 
0.4 
~ 0.2 
:::> 
I-
-< 
0:: 
UJ 
Cl. 
~ 
LU 
I-
a 
0.0 
0.7 
~ 0.6 
:::> 
a 
UJ. 
0:: 0.5 
0.4 
0.3 
0.2 
O. 1 
I TEMPERATURE PROfILE IN ALUMINIUM 
~ 
I """ I , t, ~ "''\ 
I '\, 
! '\ 
, ''\ ~ . 
Te: = 7400K 
8 = 0.84 x 1 08-m -1 
A = '0 ]49 xl a-7m 
ll. t = 50 nanoseconds 
ELECTRON 
~ '\, \\, 
I --.t ." ~ ~----------~ 
-- . ------
t,2 3-5 ,usecs 
t, > t], > t~.,. ttl 
. 1 . . I. "'_" .. ~ .. _ ... ,_. __ .. J._ •.• __ .. _. __ .• __ •• ~.~ . •. _--L. __ •. _____ ..... . ______ ._ 
o 0 0.5 1.0 1.5 2.0 2.5 
~ l ""t, 
I ~ LATTICE 
O. 0 .--~ __ --' ____ ~ _____ ~ _____ ..-J.. ___ . __ --' ___ .. _._._ 
0.0 0.5 1.0 1.5 2.0 2.5 
DISTANCE IN MICRONS 
GRAPH (2.2) 
6J 
1.2 
1.0 
0.8 
0.6 
0.4 
w 
a:: 
::J 0.2 
~ 
< a:: 
w 0.0 CL 
~ 0.45 
Cl 0.40 
w 
§:5 0.35 
Cl 
~ 0.30 
" 
0.25 
0.20 
o. 15 
0.10 
~~PERATURE PROFILE IN COPPER 
" Tc = 8500l( 
\\ 8 = 0 .75 x IOam-1 
A = 0.40 x 10-7m 
A t = 50 nanoseconds 
ELECTRON 
t, • 3-5 ,u sees 
t, > t2.> t3" t4 
__ .J-____ .l.___ ...... 1 __ 1 ______ _ 
2 3 4 5 6 7 
LATTICE 
o 1 . 2 345 6 7 
DISTANCE IN MICRONS 
GRAPH (2.3) 
62 
0.8 
0.6 
0.4 
UJ 0.2 0:::: 
:::J 
I-
cc: 
0:::: 0.0 UJ C- O 0 4 
UJ 0.7 I-
a' 
UJ 0.6 u 
:::J 
a 0.5 UJ ~ 
0.4 
0.3 
0.2 
o. 1 
0.0 
0.0 
TEMPERATURE PROFILE IN IRON 
O. 1 
t 
o. 1 
h-
0.2 0.3 
0.2 0.3 
Tc = ]0350K 
8 = 0.62 x 108m-l 
A = 0.42 x 10-8m 
A t = 50 nanoseconds t,· 3·5 }J. se<:s 
t, > tl > t3> t4 
ELECTRON 
0.4 0.5 0.6 0.7 
LATTICE 
0.4 0.5 0.6 0.7 
DISTANCE IN MICRONS 
GRAPH (2.4) 
63 
0.8 
0.6 
0.4 
0.2 
0.0 
0 0 
0.7 
UJ 
0::: 0.6 :::> 
I-
< 0::: 0.5 UJ 
~ 0.4 
t 
UJ 
I-
a 0.3 UJ 
u 
:::> 
a 0.2 UJ 
0:: 
o. t 
0.0 
0.0 
TEMPERATURE PROfILE IN NICKEL 
0.2 
t2, 
ta 
0.2 
0.4 
0.4 
Tc = 
8 = A = 
1:.. t = 
0.6 
0.6 
10800K 
0.68 x 108m-1 
0.58 x 10-8m 
50 nanoseconds 
ELECTRON 
0.8 1.0 
LATTICE 
------- , 
0.8 1.0 
DISTANCE IN MICRONS 
GRAPH (2.5) 
64 
t\ = 3·5·.u sees 
t\ > t1. > . t3 > to\. 
---
, 
~ IE~2EeAIUeE 2eOEILE I~ IAt'jIALU~ 0.45 
0.40 Tc = 22000K ... l 8 = 0.57 x 10sm-1 0.35 }.. = 0.43 x l().-sm 
~ t:. t = 50 nanoseconds t," 3·5 }Jo sees 0.30 t,> t:l.> t~> t4 0.25 ELECTRON 
0.20 I 
r o. 15 
t2 
o. 10 
0.05 t~ 
0.00 ---'-----'---
0 0 o. 1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 
0.35 
UJ 
0:::: 0.30 ::::;, 
l-
ce: 
0:::: 0.25 UJ 
0... 
E: 0.20 LATTICE UJ I-
a o. 15 UJ 
u 
::::;, t2 a 0.10 UJ b 0:::: 0.05 h tfl; 0.00 I I .I.-_____ -..J. ___ -L.._ 
0.0 o. 1 0.2 0.3 0.4 0.5 0.6 '0. 7 0.8 
DISTANCE IN MICRONS 
GRAPH (2.6) 
65 
I 
S.URFACE TEMPERATURE VARIATION 
IN ALUMINIUM 
I 
. O. 8 r -------- ELECTRON I 
0.6 
LU 
o§5 
t3~0.4 
::>C2 
OLU 
we. 
o::mO.2 
~ 
0.0 
~ 3.0 
b 
.--
x 
N ........ 2.5 
E 
........ 
.. 22.0 
a:: 
LU 
:::.: 1 • 5 
a 
e. 
~1.0 
0... 
z 
'-0.5 
0.0 
l 
I 
~ 
~ 
I 
~ 
~ 
I 
r 
- - -. LATTICE 
INPUT POWER VERSUS TIME 
~t = 50 nanoseconds 
L~~ 
I 
i .. 
/ 
/ 
55 56 57' 58 59 60 61 . 62 63 
TIME STEPS (tit) 
GRAPH (2. 7) 
66 
! SUeEACE IE~~EeAIUeE YAeIAIIQ~ / 
1.2 ~ IN CQPPEe I I ELECTRON , I 
1.0 ! / r - . LATTICE 
~ I 0.8 / 
w l 0::: fij~0.6 l U< ::)0::: o~0.4 
W;:E: I ,-O::w 
'--0.2 ,-
.. 
- - -
- -
- -0.0 --------------
4.5 / -'j INPUT POWER VERSUS TIME 04.0 / ..-x / N~3.5 f 
! ........ ~3.0 [ -.. ~t = 50 nanoseconds fD2.5 
=-02.0 / 
0- I .--1 .5 ::::> ~ ~1.0 1-4 0.5 I 0.0 L. * _~-t. ___ ---I-__ --I __ L--_.~_. __ 
55 56 57 58 59 60 61 62 63 
. 
TIME STEPS (~t) 
GRAPH (2.8) 
67 
I 
I 
O. 8 ~ 
I 
I 
I O. 6 ~ 
LLJ 
00:: 
::::::> tjr-.0.4 
::J~ 
ow 
we. 
ccmO.2 
t-
I 
I 
r 
SURFACE TEMPERATURE VARIATION ! 
llJ IeQi:i 
----- ELECTRON / 
- - -. LATTICE I 
I 
O. 0 :~ -----.-.... --... -----.. --
k 3.0 r 
N~2. 5 ~ 
~ I I 22.0 ~ 
"0:: I I 
LLJ 1 5 I tlt = 50 nanoseconds I 5· r i 
INPUT POWER VEeSUS TIME 
~1.0 ~ ) 
~0.5 r .-/ 
o. 0 L_ ........ ,_----J-:-__ •____ ==.:::::::--::._.-'-_ .... _. __ ..... _ .. _-+--. ___ ~. __ . 
55 56 57 58 59 60 61 . 62 63 
TIME STEPS (tlt) 
GRAPH (2.9) 
68 
0.8 
0.6 
0.4 
0.2 
0.0 
1.4 
:= 
I 1.2 0 
..-
x: 
-N 1.0 E 
" :Jr: 
-
0:: 
0.8 
UJ 
:Jr: 0.6 0 
a. 
I- 0.4 :;:) 
a. 
z 
...... 0.2 
·0.0 
SURFACE TEMPERATURE VARIATION 
IN NICKEL 
-- ELECTRON 
- - - LATTICE 
INPUT POWER VERSUS TIME 
~t = 50 nanoseconds 
56 58 60 62 
TIME STEPS (~t) 
GRAPH (2. 1 Q) 
69 
64 
~ SU~EACE lEM~EBAlUBE ~ABIAIIQ~ I~ lA~IALUM 0.4 ELECTRON ! I - - - LATTICE / ' 
I 
/ I 
i, 
I I I UJ 
I o(x w~ 0.2 u<: 
::J(X 
OUJ 
Wo.. 
O::L: 
UJ 
f-
0.0 
- 3.0 I 
a INPUT POWER VERSUS lIME ..-
x 2.5 
- i N E ~ " I ~ 2.0 - 6t = 50 nanoseconds " (X UJ 1.5 I ~ r / a 0.. I f- LO 
::::::> 
r 
0.. 
z 
t-f 0.5 
0.0 I ..... 
56 . 58 60 62 64 
TIME STEPS (6t) 
GRAPH (2. 11) 
70 
I 
o. 7 ~ 
0.6 
0.5 
~ 0.4 
~ 
f-
-< 
a:: 
UJ 
0.. 
L 
UJ 
0.3 
I 
r 
l 
I 
I 
i o.2l 
a 
UJ 
0::: 
LATTICE TEMPERATURE PROFILE IN ALUMINIUM 
\ 
t ::: 
8 ::: 
~ ::: 
3.5 ]lseconds 
0.84 x 108m-1 
o . J 49 x J 0-7 m 
KInetIC theory 
---- Four I er theory 
\''-''-,,-, . 
\ . -"-.. -... -... --""- ... --... -0.1!~ "'-. 
""-" 
0.0 L_. ___ ._--L_. .._. ___ --L.. ___ .... ~~_-_ -_-~-l ==-.. ----.-.--
O. 0 O. 5 1 • 0 1 . 5 2.0 2.5 
DISTANCE IN MICRONS 
GRAPH (2. 1 2) 
71 
i LATTICE TEMPERATURE PROFILE IN COPPER 
I O. 45 ~ 
I 
0.40 
0.35 
0.30 
~ 0.25 
:::J 
I-
<: 0:: ~ 0.20 
::r: 
UJ 
I-
ffl 0.15 
u 
:::J 
Cl 
UJ 0::0.10 
0.05 
0.00 
; 
I 
J 
~ \ ~ \\ i , ~ '" . 
I ' , , 
L " \ 
I ' \ ! ",-.\ 
i '"'' \ 
L "\ I " 
I '" .......... 
t = 3.5 llseconds 
8 = 
A = 
KinetiC theory 
---- Four I er theory 
I ~ .. 
, "~-"--~ --I ~-~-
1 ~----= 
I 
I L._ .... ___ .. J.. __ ... _.i.. __ -l. ____ .. .1.._ ...... _ ....... _1_. __ ._ .......... 1 ..... __ ._. __ ..l ______ _ 
o ,. 2 3 4 5 '6 7 
DISTANCE IN MICRONS 
GRAPH (2. 13) 
72 
LU 
0::: 
::J 
I-
<: 
0::: 
Ll.J 
0.. 
::!: 
LU 
I-
o 
.. LU 
W 
::J 
o 
Ll.J 
0::: 
LATTICE TEMPERATURE PROfILE IN IRON 
0.7 l 
I 
0.6 
o.s 
0.4 
t = 3.5 llseconds 
8 = 0.62 x I OSm -1 
~ = 0.42 X 10-Sm 
---- K I net I c theory 
. k
r
' ... 
-.. 0.3 -"-
"-
Fourier theory 
... -
"-l "'-"'- ... 0.2 '\-"'--- .. - ... 
I \"" ---------
O. 1 r "'" 
I '~ 
O. 0 L ______ L_~_L ____ ._L ---- __ L. ________ -L. 00_- __ L ___ .==-= ----
0.0 0.1 0.2 0.3 0.4 0.5.0.6 0.7 
DISTANCE IN MICRONS 
GRAPH (2. 1 4) 
73 
0.7 
0.6 
0.5 
~ 0.4 
:::> 
t-
< 0:: 
LU 
a. 
L 
LU 
t-
Cl 
~ 
:::> 
Cl 
LU 
0:: 
0.3 
0.2 
o. 1 
0.0 ! 
0.0 
LATTICE TEMPERAIURE PROfILE IN NICKEL 
------
-------
3.5 llseconds 
0.68 x 108m-1 
0.58 x 10-8m 
KinetiC theory 
fourier theory 
----- ~ --------- -----. 
------
-------
0.2 0.4 0.6 0.8 1.0 
DISTANCE IN MICRONS 
GRAPH (2. 15) 
74 
LATTICE TEMPERATURE PROfILE IN TANTALUM 
0.35 f-
i 
0.30 
0.25 
~ 0.20 
=:J 
I-
<: 
0::: 
u.J 
0.. 
L 
u.J 
I-
o 
u.J" 
0.15 
u 
=:J0.10 
o 
u.J 
0::: 
0.05 
I 
I 
i 
I 
r-
I 
I 
i 
~ 
f 
I 
I 
l-
i 
I 
t = 3.5 }.Iseconds 
8 = 
A = 
KinetiC theory 
fourier theory 
l___________ \ 
II - ------------__ __ -------
i ~ 
'---
0.00 1- .~-_ 
0.0 0.1.0.2 0.3 0.4 0.5 0.6 0.7 0.8 
DISTANCE IN MICRONS 
GRAPH (2.' 6) 
75 
CHAPTER THREE 
Extensiop ~ the heat trapsfer theories 12 include evaporation 
Nomepclature 
Cp Specific heat capaoity (I/ks.I) 
dV Volume element (m3) 
E(x,t) Electron energy (I) 
Ep(x,t) Lattice (phonon) energy (I) 
f Fraction of excess energy transferred to the phonons 
G Evaporation rate (atoms/sec) 
lo(t) Surface power intensity (W/m2) 
l(x.t) Power intensity at position x (W/m2) 
k Boltzmann constant • 1.380 x 10-23 11K 
I Thermal oonductivity (W/m K) 
L Specific latent heat of evaporation (I/kg) 
m Mass of atom (kg) 
N' N d (_-3) umber ensity of participating electrons  
N N d i f (m-3) umber ens ty 0 valency electrons 
n(x.t) Phonon (atoms) number density (m-3) 
p,r.s Distances (m) 
R(t) Surface metal reflectivity 
t time (sec) 
Electron temperature (K) 
T Lattice (phonon) temperature (I) 
Fermi electron temperature (I) 
Surface lattice temperature (I) 
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v 
x, X(t) 
z 
6 
a 
fa) 
A. 
p 
Latent heat of evaporation per atom (1) 
Velocity of evaporating surface (m/s) 
Fermi electron vJlocity (m/s) 
Dis tance (m) 
Electron collision frequency (sec-1 ) 
Absorption coefficient (m-1 ) 
Distance (m) 
Angle subtended by element 
Electron-phonon mean free path (m) 
Density of metal (kg/m3) 
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~ Introduction 
It has been shown in chapter 2 that the Electron Kinetic 
theory predicts, in agreement with experimental data, higher 
surface temperatures, for a given power intensity profile, than 
the classical Fourier treatment. This accuracy is however 
obtained at an extra cost because the integral equations involved 
in the Electron Kinetic theory require more computing time. 
In this chapter, both theories are extended to include the 
effects of evaporation. Since in the process of metal 
evaporation, a lot of energy is carried away in the removed 
material. the temperature profiles in the two theories may become 
comparabl e. If thi s doe s happen, then a sw itch can be made from 
the electron theory to the Fourier conduction theory the moment 
the two profile. become coincident. This strategy will maximise 
computational efficiency. 
~ Eyaporation 
3.2.1 Eyaporation ~ 
Beyond the evaporation temperature, allowance must be made 
for the losl of material by evaporatioL Von Allmen [1] derived 
the evaporation ra te us ins the theory of Landa u e t al [2] while 
Prokhorov et al [3] derived an expression based on the. Clapeyron-
Clausius equation. Both expressions are based on continuum 
thermodynamics. 
The model used here to account for evaporation is that due 
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to Frenkel [4]. It is based on the application of statistical 
thermodynamics and leads to the rate of evaporation being given 
as 
G .. n&.!) exp(-Uo/kTs ) (3.1) 
where n is the number of atoms per unit volume at the surface. m 
is the ma ss of the a tom. k is the Bol tzmann cons tant and U 0 is 
the energy required to completely remove one atom from the 
material i.e the latent heat of vaporization per atom. Therefore 
the velocity of the evaporating surface is given by 
G • Vs .. n ~!!) exp(-Uo/kTs ) (3.2) 
The effect of molecules coming from the interior is neglected 
since the energy required is twice that needed for those at the 
surface. 
3.2.2 Effects s! the solid-liquid phase change 
Melting is accompanied by a relatively small change in 
physical properties compared with the effects which occur on 
eyaporation. This means that the character of the thermal motion 
is not fundamentally different from that in solids. that is. 
small molecular vibrations about fixed lattice sites. 
As the temperature is increased. these vibrations are 
augmented by larger. irreversible movements which shift the 
equilibrium site to a new-position a distance of the order of the 
intermolecular spacing. Finally. at high enough temperatures. the 
whole lattice structure is destroyed and the material is 
completely composed of free molecules (vapour). This model of a 
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material. is thus able to explain all these effects and is 
particurlarly suited as a starting point for the analysis of the 
laser heating process where very high temperature gradients 
esist. 
~ B!J1 transfer theorr 
3,3.1 Blectron Kinetic theory 
The method of analysis is similar to that in the previous 
chapter except for two important features: 
(i) At the surface. there is a mathematical singularity due 
to the vaporization of the material 
(ii) The boundary is receeding and therefore the mirror 
image method cannot be applied directly. 
Due to these important features. the mathematics of the 
problem is simplified by chanlinl the coordinate system such that 
the material moves with velocity Vs towards the origin. where Vs 
ia the receeding velocity of the material surface. This has the 
effect of k.eeping the origin stationary as shown in fig.(3.1). 
The problem is then to determine the energy transported into 
dV at x from all electrons in d8 at 8, then integrate for 8 to 
alloy for contributions from the whole of the material. bearing 
in mind that the bulk. material is moving throulh the coordinate 
system with velocity Vs. 
In developing ~he transport equations using the Electron 
Kinetic theory, whioh incorporates evaporation. the moving 
surface has two effects on theeqllations developed in chapter 2: 
t 
. 
. 
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" 
(1) Effect on electron transport:· the material is moving 
with velocity Vs and therefore' all mass transport 
processes involve relative velocities. In the case of 
the electron transport this relative velocity is 
(3.3) 
depending on wether the electrons come from the right 
or left of the elemental volume (see fig. (3.1». Now 
the thermal electron velocities are of the order of 
106 m/s whilst the evaporating surface velocity is not 
expected to exceed 10m/s. Therefore 
« 1 (3.4). 
and the effect on the electron transport by the moving 
material can be safely neglected. This allows the 
results of Chapter 2. for electron transport. to be made 
use of without any modification. 
(ii) Effect on the lattice energy in the elemental volume: 
Initially the lattice energy at x is Ep(x.t). This is 
influenced by the electron transport and the convective 
heat transfer due to the moving material. This aUters 
the equations describing the lattice and electron energy 
distributions. which are modified to: . 
= 
liD nl2 r r N ' v s i nC/) f J J -2 exp(-lx-sl/l.cosC/)_ ":\ 
-liD 0 l. cOSC/) ,., 
(3.S) 
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with the evaporation term pL(Ts)Vs added at x=O. Therefore the 
energy left in the electrons is given by 
:r'E(X. t>1 
+ (1-R)Ig 3 II x exp(-3p)dp 11 dCllds 
N'vcosCII s Ij 
_ ~ E(x.t) _ anEp(x,t) 
A. at 
a + v - (nEp(x,t» 
ax 
(3.6) 
3.3.2 Fourier conduction theory 
In order to de term ine the temperature prof i1 e within the 
material, the Fourier heat conduction equation with a spatially 
distributed heat source moving with the material surface (i.e 
vapour-liquid interface) is used. Referring to fig.(3.2) for 
n04Denc1a ture, 
x > X(t) (3.7) 
An energy balance at the surface requires that the energy given 
to the vaporized material equals the energy conducted from the 
sol id. Hence, 
pL(T )~(t) 
dt 
(3.8) 
where L(Ts )' the specific latent heat of vaporisation is given by 
Riley [5] as L(Ts ) == Lo[i- (Ts/Tcll). LO is the normal specific 
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latent heat of vaporisation and Tc is the critical temperature of 
the metal. 
In order to solve equations (3.7) .and (3.8) for temperature 
and velocity, the following boundary conditions are required: 
From equation (3.2) 
:!(t) = Vs :;t2!!S)exp (-Uo/kTs) (3.9) 
nence the boundary conditions (3.9) become 
pL(Ts)Vs = K.Q1'1 dx x=X(t) (3.10) 
This allows the surface temperature to vary from the boiling 
point as oppos.ed to fixing it at a constant value [6]. The 
other boundary condition is 
.. (3.11 ) 
An initial condition is required for the heat conduction 
equation at time t=O. It is assumed that the material to be 
heated is at room temperature TO. Hence 
(3.12) 
.. 
3.4 Solution of the transport equations 
3.4.1 Electron Kinetic theory 
From equation (3.S) and (3.6) and using the simpl if ica tions 
made in chapter 2, the foll~wing equations are obtained, namely, 
r T~ ...... d pC J . di p = Af KT(t,a) hex-a) de 
.... 
<'0 
- AfT~~(t'8) hex-a) de 
.110 
(3.13) 
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..c 
+ CfT~KI6t.e h(x-e) de 
- .,,0 
..0 ~t~KT~ C(1-f) ~~t.e) h(x-e) de 
(3.14) 
A boundary condi Hon is needed for equation (3.13) due to 
vaporisation. that is at x=O. the term pLVs must be incorporated. 
The above equation is in a diffusion-convectiv.e form and 
special methods of solution may be required depending on the 
relative magnitudes of the convective and diffusive terms. This 
magnitude is determined by the Peclet number i.e the non-
dimensional quantity 
(3.15) 
where x is the length of the domain of interest. For very large 
P. the convective term dominates making the use of the central 
difference scheme unstable [7] whilst for moderate values of p. 
the finite difference scheme can be applied. Spalding [8] 
proposed a method of solution called the hybrid scheme where for 
P < 2. the usual methods of solution for partial differential 
eqpations are used. For P > 2. the diffusive term is assumed to 
be zero and the equation becomes a first order hyperbolic 
equation. 
Hence to solve the above equation with accompanying initial 
and boundary condi tions. the line method [9] is ini tially used. 
This method allows the integro-differential equation to be 
approximated by a system of ordinary differential equations. 
obtained by replacing the space derivatives by finite 
differences and integrals. The resulting system of stiff ordinary 
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Gear's method [10]. Also a value of the Peclet number is co~puted 
to make sure it falls within the range -2 < P < 2. This is 
especially important when evaporation becomes significant. If the 
Peclet number becomes numerically greater than 2, then a switch 
to the Hybrid scheme must be made. 
3.4.2 Fourier conduction theory 
To simpl ify the derived equations (3.7) to (3.9) which 
describe the heat transfer process, taking into account 
evaporation, a change of the coordinate system (see fig. (3.2» 
s = x-1(t) (3.16) 
is introduced. The equations to be solved then become 
s > 0 (3.17) 
and 
pL(Ts)Vs = K!!'{ 
as saO (3.18) 
with boundary and initial conditions 
T(CD,t) = TO } (3.19) T(O,s) = TO 
To solve the above set of equations, the line method [10] is 
again used and its description for integral equations is given in 
section 2.3.2. The Pec1et number must again be computed to make 
sure it does not exceed two and an energy balance performed to 
check the accuracy of the solution (see Appendix 3A). 
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~ Results AaQ Discussion 
3.5.1 Input Power 
Since this is a continuation of the analysis done in chapter 
2. the input power profile used is the same as that mentioned in 
section 2.4.1. namely. a temporal profile shown in graph (2.1>. 
3.5.2 Metals ~ 
Only two metals were investilated because of the large 
computin, time required for the solution of the equations. The 
metals used here are Aluminium and Copper. 
3.5.3 Electron AaQ Lattice temperatures usips !kl Kipetic theory 
Graphs (3.1) and (3.2) show the temporal Electron and 
lattice temperature variation. at different time intervals for 
Aluminium and Copper respectively. 
After the surface temperature exceeds the normal boilinl 
pOint. evaporation becomes silnificant. This leads to a large 
negative gradient at the surface because of the high energy 
evapora t inl ma terial being removed. However. graphs (3.1) and 
(3.2) do not show this phenomenon due to the lack of resolution 
of the x-axis. Hence the first five mean free paths are expanded 
and Iraphs (3.3) and (3.4) drawn to show this large lattice 
temperature negative Iradient. The electron temperature gradient 
at the surface is hardly affected by evaporation because 
evaporation is a lattice phonemenon and thus has little effect 
upon the electrons. 
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Graphs (3.5) and (3.6), which show the variation of surface 
electron and la ttice temperature s and the input temporal 
distribution, indicate that the electron temperature profile 
closely follows that of the input power, with a small time lag. 
This is expected as thermalisation of the electrons is rapid. The 
lattice surface temperature stays reasonably constant due to the 
clamping caused by evaporation. Because of this clamping, the 
difference between electron and lattice temperatues becomes quite 
large for the input powers considered. This implies that the 
electrons and lattice do not return to equilibrium with the onset 
of vapori sa tion. 
As the inner surface temperatures are higher, a superheated 
liquid phase must be formed leading to a series of explosions and 
an increase in the rate of material removal. This is consistent 
with the experimental observations of Shayler [11]. 
3.5.4 Lattice temperature profile using the Fourier conduction 
theory 
.. Results using the Fourier conduction theory are presented in 
graphs (3.7) and (3.8) for aluminium and copper respectively. 
These graphs show the temporal variation at time intervals of SO 
nanoseconds and go beyond the evaporation temperature up to a 
time of 3.3 flseconds after the start of the laser output pul set 
They show a small negative gradient at the surface and have a 
high penetration depth especially when evaporation becomes 
steady. Graphs (3.9 ) and (3.10) show the variation of the 
surface temperature with time. These graphs are compared with 
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the input power profile which is drawn on the same graphs. They 
show that after evaporation begins. the surface temperature 
dependence on the input power is reduced. This is because a large 
percentange of the laser energy goes into the evaporation 
process. 
3.S.S Comparison between !h! Kinetic and Fourier theories. 
A comparision has been made between the Fourier theory and 
the Electron Kinetic theory. As shown in chapter 2. the Electron 
Kinetic theory gives higher temperature gradients and therefore 
higher surface temperatures for the same input intensities. This 
leads to a faster vaporization rate. 
From graphs (3.3) and (3.4), the Kinetic theory shows a high 
negative gradient at the surface once evaporation becomes 
important leading to the possibi1ty of explosion. This is not 
evident in the Fourier conduction theory. Also. the graphs show 
that the two theories do not converge even when evaporation 
becomes significant ruling out the idea of a switch from one 
" 
theory to another (this also means that the Fourier theory 
continues to be invalid). This also implies that the energy 
transport term (conduction) is still important during evaporation 
and cannot be neglected as is done in a lot of publications on 
the subj ect [1]. The results also indicate the independence of 
the lattice surface temperature (derived from the Electron 
Kine t ic theory) from the input power (if thi sis hi gh enough to 
cause vaporization) and the dependence of the same on the input 
power when the Fourhr theory is used. 
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Li Conclusion 
A comparision between the Electron Kinetic theory and the 
Fourier conduction theory has been extended to include 
evaporation. It has been shown that the two theories give 
different temporal temperature profiles at the surface. with the 
Electron Kinetic theory giving a larger negative gradient at the 
surface leading to the possiblity of superheated liquid forming 
inside the material resulting in explosions. this is in agreement 
with the observed experimental behaviour of metal targets. Also 
the predicted velocity of 1m/s for the mass removal rate agrees 
quite well with the experimental results of Bakewell [12]. 
The surface temperature gradients obtained using the 
Fourier analysis are almost zero therefore removing the 
possibility of significant nucleation and explosion. This is in 
agreement with the theoretical results of von Allmen [1] who 
therefore discounted the idea of explosion. though experiments 
with cine cameras indeed show explosions occuring. 
Also. the Kinetic theory results show that energy transport 
" by electrons. remains significant even after evaporation becones 
important. hence- the need to keep the transport term even after 
evaporation becomes significant. This also means that the two 
theories never converge within the time scale considered (the 
Fourier theory continues to be invalid). 
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CHAPTER FOUR 
OPTIMISATION .Qf THE OUTPUT fQl'~l! FRO!! A HIGH PRF .£Q! LASER 
SYSIEMFOR USE 1H MANUfACTURING PROCESSES 
NOMENCLATURE 
A 
c 
E 
g 
G 
H 
h 
IP 
" 
I 
Effective area of the smallest cavity mirror for 
reflection (cm2) 
Speed of light - 2.997927 X 1010 cmlsec 
Specific heat at constant pressure (1Ikg.I) 
Specific heat at constant volume 
Energy (1) 
Gain (cm-1 ) 
(1Ikg.I) 
Degeneracies of energy levels (1) and (2) 
Fraction of photons spontaneously radiated into a 
small angular aperture 
Laser cavity height (cm) 
Enthalpy (1Ikg) 
Electrical input power (Watts/cm2) 
Photon density (photons/cm3) 
Boltzmann constant - 1.38026 X 10-23 (III) 
Thermal conductivity (W/m I) 
Equilibrium constant between level 0220 and 
Transfer rate ~onstant between levels S and 
Transfer rate constant between levels 1 and 
Transfer rate constant between levels 1 and 
0110. 
1 (sec-1 
S (sec-1 ) 
32 (soc-I) 
Transfer rate constant between levels 21 and 31 (sec-1) 
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m 
m 
n 
p 
Q 
z 
a 
r 
.. 
l'lov 
l'lus 
p 
Transfer rate constant between levels 22 and 31 (sec-I) 
Transfer rate constant between levels 32 and 0 (sec-1) 
Spontaneous emission rate (sec-I) 
Laser cavity length 
Mass of gas mixture (kg) 
Mixture gas mass flow rate (kg/sec) 
Population density of excited states (molecules/cm3) 
Gas pressure (Torr) or (N/m2) 
Power density (W/m3) 
Front mirror reflectivity 
Gas temperature (K) 
Photon decay time (sec) 
Velocity of gas in x-direction (m/s) 
Height of gas above datum (m) 
Rate of direct excitation of CO2 (sec-I) 
Rate of direct de-excitation of CO2 (sec-I) 
Rate of direct excitation of N2 (sec-I) 
Rate of direct de-excitation of N2 (sec-I) 
Laser efficiency based on 120 ~seconds of laser output 
Laser efficiency based on the pulse duration 
Wavelength of the output power (cm) 
Density of gas (kg/m3) 
Absorption cross-section (cm2) 
Solid angle subtended by the laser cavity mi~rors 
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~ Introduction 
The purpose of developing a pulsed CO2 laser is to produce a 
machine tool that overcomes the limitations of continuous wave 
systems. To this end it has been proven necessary to build a 
system which will be operable at high pulse repetition 
frequencies (prf). giving an output suitable for drilling and 
welding. A pulse repetition rate variable up to 10KHz has been 
found sufficient to span the range of process requirements. A 
power supply with these capabilities was designed and built by 
Spall [1]. 
This chapter focusses its attention on the parameters. 
other than the pumping pulse. that allow the laser pulse ouput 
prof il e to be matched to workpi ece requirement s: nam ely the 
optical resonator design. gas composition and gas flow rate. 
Gas flow rate is of importance for waste heat removal. in 
stopping the generation of shock and expansion waves [2] which 
are caused by the sudden energy input in the laser cavity and for 
preventing output degradation due to dissociation. The waste heat 
originates from the low coupling efficiency of electrical energy 
into the active medium. from excited molecules in the lower laser 
.-
level relaxing back to equilibrium conditions and to a lesser 
extent the other relaxation processes shown in fig (4.1) 
~ Physical basis i2£ the theoretical model 
A model. which assumes constant photon flux throughout the 
cavity length and bases the calculation of stimulated emission on 
an average unit volume. has been developed for the pulsed. transverse 
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electric discharge CO2 laser. The four vibrational energy groups 
shown in fig. (4.1) include all the significantly populated 
energy levels. Internal relaxation rates within these groups are 
considered to be infinitely fast compared with the rates between 
grpups. so that the moleoular population distribution within the 
energy levels of a particular group can be calculated using the 
Boltzmann relationship for thermodynamic equilibrium. The model 
is a modification of that given by Chatwin et al [31. the major 
improvements being: 
(i) Due to the low laser efficiency of less than 20 %. much 
energy is dumped into the gas mixture. This therefore 
increases the temperature. populates the lower laser 
level and results in a lower output power. This process 
can be roughly described by the steady state energy 
equation: 
Here T is the gas temperature. p is the density. Cp is 
the spe c ific hea t. Ie is the thermal conduc t ivi ty and Q 
is the heat source. The first term is the rise in 
temperature along the flow direction which has velocity 
Vx• The second term is due to the heat conduction by 
the gas to the walls. The third term is the volumetric 
heat source. If Vx"'O. all the heat loss h.as to be 
dissipated by conduction. For high pressure (density) 
devices. which require high input powers for optimum 
performance. the heat source term increases 
lOS 
.. 
proportionately with pressure. If on the other hand. the 
convective term dominates. then the pressure dependence 
of Q cancels out. It is therefore desirable to control 
the temperature by forced convection rather than by 
conduction. This can be effected by making the gas flow 
rate through the laser cavity fast compared with the 
diffusion time of a particle from the centre of the 
medium to the walls. This condition is given by Avizonis 
[4] as being satisfied if 
11& lin 12 » L/V I K 1121 x (4.2) 
where H is the height of the medium at right angles to 
flow direction and L is the length of the lasing medium 
along the flow. Hence in modelling the laser cavity an 
extra equation is needed to take into account the 
temperature increase and the convective cooling needed 
to keep the temperature low. For gases. the thermal 
diffusivity (Ie/pCp) is of the order of 10-5 aild for the 
proposed laser system. the following reasonable values: 
Vx -200 m/s. L-300 cm. H-4cm 
easily satisfy the condition given above • 
. (U) In describing the model the temperature dependence of 
both the Boltzmann equilibrium populations and rate 
constants must be incorporated. 
(iii) The results of the first pulse are based on initial and 
boundary conditions which assume thermodynamic 
equilibrium. Whilst this is true for the first pulse. it 
is inaccurate for subsequent pulses where non-
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equilibrium conditions prevail. Also since molecular 
relaxation r~tes are of the same order of magnitude as 
the p.r.f •• the perfomance predictions of the second 
pulse reflect much more realistically the likely 
characteristics of the subsequent pulses. these being of 
prime importance as they will be used for materials 
processing. Hence. results are produced to optimise the 
parameters of the second pulse as these are more 
representative of subsequent pulses. 
(iv) In Chatwin et al [3]'s model the 02 20 and 01 10 levels 
.. 
Csee fig.C4.1» are assumed to be in equil ibr1um i.e the 
Boltzmann equilibrium law applies. But the partition 
between the two levels is not taken into account so that 
all the molecules are assumed to go into the 0220 level. 
In this model, a constant ke is introduced to ensure 
that the Boltzmann law always applies between the two 
level s.This value of ke is given by 
keD n31!Cn31+n32) D n31!n3 (4.3) 
where n stands for the populations per cm3 in the 
respective level s. 
(v) In providing an initial signal. Chatwin et al [3] used 
an arbitrary small external inj ecHon signal. It will 
be" shown that the laser action can be initiated by 
spontaneous emission in the cavity. hence there is no 
need for external inj ection. 
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~ ~ energy ~ equations 
4~.1 Stimulated emission 
Considering a laser oscillator with two mirrors one placed 
at each end of the active medium with one of them partially 
transmitting. laser action will be initiated by spontaneous 
emission that happens to produce radiation whose direction is 
normal to the end mirrors and falls within the resonant mode of 
the laser cavity. The rate of change of photon population density 
(Ip) within this laser cavity can be written as 
dlp/dt = -Ip/To + Ipc g + nlKspG (4.4) 
where To is the photon decay time. This parameter relates 
princ ipaUy to the re flec t ivi ty of the end coupl ing mirror and 
cavity length. It is given by 
(4.5) 
where the back mirror is fully reflecting and RF is the front 
mirror reflectivity. 
For the first pulse. the stimulated emission process is 
initiated by the spontaneous emission term (nlKspG) where the 
rate constant Ksp is the inverse radiative lifetime of the lasing 
.. 
transition. The quantity G denotes the fraction of photons being 
spontaneously radiated into a small angular aperture defined by 
the resonator. This small fraction of radiation is wl4n where w 
is the solid angle subtended by the mirrors. From Gilbert et al 
[5], and assuming monochromatic radiation, 
(4.6) 
where A is the reflectivity area of the smallest cavity 
mirror and A is the wavelength of the output radiation. Andrews 
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et al [6] have reported the insensitivity of the rate equations 
to the precise value of G, though of course, this term is 
required in the initiation of the laser radiation. Excepting the 
modifications due to the spontaneous emission term, equation 
(4.4) is the convent ional method employed in the literature to 
evaluate the effects of laser actio~ 
These equations apply only to a small volume model of the 
laser and are thus valid provided lITo and the round trip gain 
coefficient 2g are both smaller than unity. These are reasonable 
assumptions to make provided the laser is short enough so that 
variation of photon density and gain with position inside the 
medium can be neglected. 
The rat. equations 
Referring to fig.(4.1) for nomenclature and introducing the 
st imula ted emission term into the ra te equations for the upper 
and lower laser levels, the following set of six simultaneous 
differential equations are obtained: 
.. dn1/dt.unO-~n1+KS1nS-K1Sn1 
~K132 (nl-(nl/n32) e n32) 
-Kspn1 - Ipc g (4.7) 
dn2 /dt=Ksp n1 + Ipc g - K2131(n21-(n21/n31)e n31} 
-K2231(n22-(n22/n31)e n32} (4.8) 
dn3/dt = (2K2131/(1+ke)} {n21-(n21/n31)e n31} 
+K132(nl-(n22/n32)e n32} 
+(2K2231/(1+ke} {n22-(n22 /n31)e n31} 
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dIpldt = -I IT + I cg po· p 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
These equations are discussed later. 
4.3.3 Asspmptions ~ ~ model 
Inherent in the model are the following assumptions: 
(1) The fraction of ~02 or N2 in vibrational states higher 
than those shown in fig.(4.1) can be assumed to be 
incorporated in the upper N2 and CO2 levels. This 
assumption is justified since the relaxation of higher 
levels to N2(v=1) and CO2(0001) levels is rapid [7] 
compared with the CO2(0001)and N2(v=1) lifetimes so that 
the higher levels can be included in the upper nitrogen 
and carbon dioxide levels. 
(ii) Thermodynamic equilibrium exists within the vibrational 
energy groupings of fig. (4.1) allowing the use of the 
Boltzmann equation for the evaluation of both 
vi.bra tional and rotational ener gy 1 evel mole cui ar 
populations. 
( iii) The electrical,escitation and de-excitation of the 
lower laser levels have been omitted because. although 
the popul'ations are relatively high. the excitation 
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cross-sections are very small as shown by Cheo (8). This 
is further justified by the extrem~ly rapid depopulation 
ensured by the helium. 
(iv) The cavity dimensions and flow velocities (Reynolds 
number) are such that boundary layer development and 
diffusion processes can be neglected. And because of the 
high velocity transverse flow, dissociation is 
neglected. 
!d. Parameters used in the model 
4.4.1 Direct excitation and de-excitation rates 
The direct excitation of CO2 and N2 ground state molecules 
proceeds via inelastic collisions with moving electrons. This 
process can be quantified by using effective rates a and y which 
are given by, 
(4.13) 
( 4.14) 
where FC02= fraction of input power (IP) coupled into the 
excitation of the C02 (OOOl) level 
FN2= fraction of input power(IP) coupled into the 
excitation of the N2 (v=l) 
The values of FC02and FN2are obtained from Khahra's [9] solution 
of the Boltzmann transport equation, tabulated in Table .(4.1). 
Also, the reverse of the above process takes place where 
molecules lose energy to the electrons who in turn gain an 
equivalent amount of kinetic energy. These rates are given by: 
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(4.1S) 
(4.16) 
where En is the energy of level nand E is the mean discharge 
electron energy obtained by solving the Boltzmann transport 
equation. 
4.4.2 Resonant energy transfer 
Resonant energy transfer between the CO2 and N2 (v=l) energy 
levels proceeds via excited molecules colliding with ground state 
molecules. This process is a major contributor to the excitation 
of the upper laser level where excited N2 molecules collide and 
excite ground state CO2 molecules. It also improves the laser 
efficiency as direct coupling of electrical energy into N2 is 
more efficient than into CO2 i.e FNz.>FCOz ' In describing this 
rate of energy transfer. the following values of K1S and KS1 were 
used. 
(4.17) 
and 
.. 
The temperature dependence of these rates was obtained from 
Taylor et a1 [10] where for a temperature of less than 1000K. the 
rate constant Kr is proportional to the exponential of the 
temperature T. Hence an equation of the form 
(4.19) 
is assumed and the constants a and b determined by a least 
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squares fit to the data. The factor 9.657 x 1018/T was used to 
convert equations (4.17) and (4.18) into ~its of torr -1 sec -1. 
~ Collision induced vibrational relaxation of the upper 
and lower laser levels. 
The important transfer processes are shown in fig.(4.1) and 
their values were obtained by surveying the following literature: 
In determining the translational rate constants K320 and 
K132• the relationships given by Smith et al [11] were adjusted 
to fit the experimental results of Taylor et al [10]. Due to lack 
of data, the dependence on temperature. of the constants '2131 
and K2231 was neglected. Hence the values used by Chatwin [12] 
and Khahra [13] were adopted. Thus 
( 18 K320 = KC-C + KC- N + Ic-n) x 9.657 x 10 IT (4.20) 
where 
(4.21) 
were used. 
An expression similar to equation (4.20) was also developed 
for K132 wheJ"e 
Kc-N = 6.38 x 10-18exP(-83/Tl/3)PC02 
(4.22) 
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The values of K2131 and K2231 are given by 
K2131 = 6 x 
5 } 10 Pe02 (4.23) K2231 = S.lS x 10Sp CO2 
4.4.4 Gain 
The gain (g) was evaluated from the product of absorption 
coefficient (a) and the population inversion, 
(4.24) 
where gl and g2 are the energy level degeneracies. Neglecting 
the unit change in rotational quantum number, these degeneracies 
may be dropped and equation (4.24) partitioned, such that [12] 
(4.25): 
the transition is on the P20 line. 
The absorption coefficient is that due to high pressure 
collision-broadening (pressure> 5 torr) where the intensity 
dh.tribution function describing the line shape is Lorentzian. 
Vlasses [13] gives an approximate value of a =700/nT (cm-2 ) and 
IIoffman [14] gives one of a =718/nT (cm-2). These expressions 
however do not take into account the substantial line broadening 
. 
effects of helium. Therefore the following expression, 
was developed and is used herein. 
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This allows equation (4.24) to be written as 
(4.27) 
Applying the first law of thermodynamics for an open 
system. the following equation 
Qc.v + mi(hi + Vi 2/2 + gizi) 
- Ec •v + me(he + Ve
2/2 + gi'e) + Wc •v (4.28) 
is obtained for a given control volume (c.v). At any instant of 
time. the oontrol volume is uniform. Also. in the case of a laser 
cavity. there is no work done and kinetic and potential energy 
changes can beneg1eoted. Equation (4.28) then becomes 
(4.29) 
where the internal energy is evaluated by using the average 
temperature. Assuming • a perfect gas. the equation 
dTe/dt - (2/mCv ldQ/dt -2~~(Te-Ti) - dTi/dt (4.30) 
is obtained • 
... Since the cavity dimensions are small. the flow velocity 
through the cavi ty is taken as cons tant. 
~ Solution s! ~ equations 
A computer program has been developed to solve the set of 
equations (4.7) to (4.12) using Merson's version of the Runge-
Kutta method [15]. 
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4.5.1 Initial and boundary conditions for the rate equations 
When in thermodynamic equilibrium. the relationship 
(4.31) 
holds between the population densities n i and nj of any two 
vibrational energy levels Ei and Ej • At low pressures (p). when 
intermolecular forces and molecular volume can be neglected. the 
total population per unit volume (nt ) can be evaluated according 
to the equation of state for an ideal gas. 
nt - plkT (molecules/cm-3 ) (4.32) 
The sum of the populations in all the energy levels and ground 
levels is equal to 'nt '. hence. using equations (4.31) and 
(4.32) the initial populations of all the energy levels may be 
evaluated. 
In considering the gas flow. the temperature at the entrance 
to the cavity must be constant since a continuous flow of gas is 
taking place. Hence the boundary condition at inlet is 
(4.33) 
The initial gas temperature is taken as ambient. The initial 
value of Ip is due to the spontaneous emission term and is given 
by 
(4.34) 
These preceeding initial and boundary conditions are sufficient 
to solve the rate equations. 
4.5.2 Input power 
The rate equations were solved for two successive 10 
microsecond electrical input pulses with an interpulse gap of 90 
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microseconds giving a p.r.f of 10kHz. The current and voltage 
profiles of these input pulses which are depicted in fil.(4.2). 
are based on Khahra's experimental measurements [9]. 
~ Pulse profile descriptors 
In analysing the laser ou~put power, the following 
parameters were used and have been detailed in fig.(4.3): 
Delay time: 
Delay time is defined as the difference in time between 
the start of the current input pulse and t4e start of 
the laser output pulse. The laser output pulse is 
assumed to have started if the power output is 7.0 w/cc. 
This value was chosen because when transformed into a 
power intensity by multiplying by the cavity dimensions. 
it gives the minimum power ne ce ssary for ma ter i al 
processina applications [9]. 
Pulse duration: 
" This is the time taken. after the delay time. for the 
pulse power to fall to 7.0 w/cc. 
Dimens.ionless spike power: 
Thi. is the maximum power of each pulse made 
dimensionless by dividing it by 230w/cc. the maximum 
input power. . 
Dimensionless flat pulse power: 
This is devised to show the mean flat pulse power, made 
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dimensionless by referring it to the maximum input 
power. 
)faximum gas temperature: 
This is defined as the maximum temperature of the gas 
reaohed during eaoh pulse. 
Effioienoy: 
Two effioienoies are used: Firstly, the overall 
effioienoy (~ov) whioh is based on 120 microseconds and 
secondly the useful efficiency (~us)' for each pulse, 
which is taken over the period when the power output is 
high enough for material processing, that is over the 
pulse dura tion. 
As shown by Bakewell [16], pulse length affects the 
temperature profile in the material thereby affecting the minimum 
required pulse repetition rate and effioiency of the machining 
processes. 
It is known that thermal power intensities have an optimum 
maxiJDlWll above which they result in the formation of a blanking 
plasma on the metal. surface. Peak power and delay time are 
important for control of the plasma. 
Effioienoy is an important metric because of the need to 
reduoe the thermal load on the system and for eoonomic reasons • 
. Even though the overall efficienoy (~ov) gives the percentage 
of energy obtainable from the laser, it does not show the 
fraotion whioh is useful for material processing and which pulse 
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this comes from. nence the useful efficiency term, 'Ilus' is 
introduced. 
The dimensionless flat pulse power gives the mean pulse 
power obtainable from the laser. This is a useful parameter in 
matching laser beam power output to workpiece processing 
requirements. 
Theoretical investigation: 
The peak input power was held constant at 230 wlcc as this 
value was experimentally achievable for all the different gas 
mixtures considered [9]. These are shown in Table (4.1>. It was 
decided to do a detailed analysis using the 1:3:2 mixture as this 
gave greatly improved laser parameters for the second pulse. 
U Results 
Some of the results produced by solving the rate equations 
are shown in graphs (4.1) to (4.10). The se solutions are 
plotted as functions of time. Graphs (4.S) and (4.6) show the 
output power for two successive electrical pumping pulses. 
Because the time taken to establish a significant population 
.. 
inversion is shorter than the cavity-intensity build up time, the 
initial output occurs in the form of a narrow spike. The primary 
gain-sw itched spike depl e te s the ga in, however popul a tion 
inversion is- rapidly re-established by resonant energy transfer 
from vibrationally excited Nitrogen molecules, by direct 
electrical excitation and by the emptying of the lower laser 
levels. The magnitude and duration of the output pulse depends on 
the proportions of hel ium, ni trogen and carbon dioxide, mirror 
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reflectivity. cavity length and the mass flow rate. hence the 
need to examine these variables • 
!a.! Discussion.2f. lli effects .2f. helium 
4.8.1 Stimulated emission cross-section 
Because of collision line broadening. helium reduces the 
stimulated emission cross-sectio~ This can be seen by reference 
to equa t ion (4.26) where the hel ium term has the dom inant 
coefficient. 
~ Coupling efficiencies 
Table (4.1) shows that helium enrichment up to a partial 
pressure of 120 torr of the mixture increases the CO2 and N2 
coupling efficiencies. thus increasing the direct excitation and 
de-excitation rates. 
I 
4.8.3 Average electron energy 
The addition of helium results in a decreased average 
electron ener gy. 
4.&.4 Excitation .2f. the upper laser level !All 
The improvement in coupling efficiency produced by helium 
.. 
addition considerably increases the direct excitation rate. 
resulting in an increased population inversion gradient. For 
reasons explained later. hel ium enrichment also increases delay 
time (see graphs (4.S)'(4.6) and (4.12». which when combined 
with the increased inversion gradient results in a very much 
larger upper laser level population. graphs (4.1) and (4.2). 
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During the initial stages of excitation the net rate of 
resonance energy transfer is insignificant, however, once the 
upper laser level collapses, the net rate becomes substantial, 
sraphs (4.3) and (4.4)' contributing greatly to the oscillatory 
nature of the output. The higher the hel ium content the greater 
this de-stablising force as shown by graphs (4.5) and (4.6). 
After direct excitation cut off. the upper laser level 
population falls off steadily for mixtures with a high helium 
content. This is due to the depopulation of the laser level 
directly to the 0110 level by helium. that is, helium addition 
increases the term K132 as illustrated in fig.(4.1). This 
explains why upper laser level falloff rate increases with 
hel ium enrichment. These effects are shown by graphs (441) and 
(4.3). At the start of the second pulse. the popUlation levels 
have almost reached a constant value. 
4,8.5 Excitation ~ ~ upper nitrogen level !all 
The dominant effect of helium enrichment is an increased 
coupling efficiency which gives a greater direct excitation rate. 
Whe~ this is combined with an increased delay time it results in 
a very much increased upper nitrogen populatioL 
After direct excitation cut off, the upper nitrogen level 
decays exppnentially via its resonant interaction with carbon 
dioxide as depicted by graphs (4.3) and (4.4). 
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Growth s! Stimulated Emission and its effects ~ 
Delay Time and Spike Height. 
For this discussion the cavity dimensions and optics are 
taken as constant. Stimulated emission is a function of 
popula t ion inver sion and stimulated emission cross-section (0'). 
For increasing helium the increasing inversion gradient is 
dominated by the reduction in cross-section resulting in reduced 
gain, see graphs (4.7) and (4.8). 
Reduced stimulated emission combined with an increased 
direct excitation rate greatly increases the time required for 
stimula ted emission to overcome direct exci ta tion, thi s resul ts 
in a greater delay time. Graph (4.12) shows this clearly. The 
second pulse delay time is smaller because of residual gain and 
power left by the previous excitation pulse. A high value of 
interpulse gain is of interest because of the useful effects it 
has on the second and subsequent pulses. Graphs (4.7) and (4.8) 
show that helium reduces the gain after direct excitation and 
hence minimizes the effect of residual gain on subsequent pulses. 
An increased delay time means that when the stimulated 
.. 
emission magnitude is great enough to cause the upper laser level 
to collapse, the population inversion magnitude is so great that 
very'large spikes develop. Hence as seen in graph (4.13), the 
dim ens ionl e ~s maximum power (spike height) variation follow s a 
similar pattern to that of the delay time. The initial parabolic 
nature of the second pulse is due to the combined effects of 
helium and nitrogen which will be discussed later. 
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4.8.6 Mixture temperature 
Helium affects the gas mixture temperature in two ways: 
(i) Helium has a high thermal conductivity which leads to 
therma1ization of the vibrational energy levels 
especially the lower laser levels and therefore 
increases the amount of energy dumped in the mixture. 
(U) Helium has a high heat capacity which 1eadsto an 
increase in the gas mixture- s capacity to store energy 
thereby decreasing the mixture temperature for a given 
input energy and in situations where its partial 
pressure is very 1arge_ the cooling of the mixture is 
very marked. 
These two effects act against each other with the second effect 
being dominant. Thus increasing amounts of helium lead to a 
decreasing maximum mixture temperature but the rate of this 
reduction becomes smaller as the helium content is increased as 
shown by by graph (4.11) for different nitrogen - carbon dioxide 
ratios (NC). This decrease can be explained in terms of the 
energy deposition term dQ/dt in equation (4.12). Increased helium 
.. 
leads to a higher thermal conductivity and an increase in the 
rate constants due to both an increase in total pressure and the 
" part i al pre ssure of hel i um. Therefore more carbon dioxide 
molecules (all off to lower laser levels releasing energy. 
However_ it also means an increase in heat capacity (mCp)' But as 
.the he1 ium content is increased further_ the term dQldt rises 
faster than the increase in the heat capacity. Thus increased 
helium leads to a decreasing rate of temperature falloff. This 
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phenomenon is shown by both the first and second pulses, see 
graphs (4.9), (4.10) and (4.11). 
After the first pulse cut off. the gas'mixture temperature 
falls exponentially due to the first order differential equation 
relationship between time and temperature. (see graphs (4.9) and 
(4.10». Thi s make sit very difficul t to reduce the temperature 
of the second pulse to that of the first one. 
The maximum temperature obtained is well below 600K. which 
is the value obtained by Wassertrom et al [17] as the maximum 
allowed in the laser ,cavity. 
4.8.8 Pulse duration and dimensionless flat pulse. 
The pulse duration is determined to a large extent by the 
relaxation times of the excited molecules. Since these times 
become shorter at high pressures and increased helium contents, 
i.e the rate constants become larler. the pulse lenlth. after an 
initial increase. decreases with increasing helium. This is 
depicted in graph (4.14). The above hypothesis does not however 
explain the initial rise in the curves when the helium content is 
stUI small. This behaviour can be explained by noting that the 
higher nitrogen mixtures or lower helium mixtures have a long 
power pulse tail so that when a small amount of helium is added. 
the wasted power in the tail is released sooner. within the main 
output pulse. This process of redistributing the energy into the 
main pulse is accomplished with small amounts of helium so that 
no more energy is left in the pulse tail for increasing helium to 
have a pOSitive effect. The mean power increases as the 
percentage of hel ium is increased. as illustrated in graph 
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(4.15). However, for mixtures very rich in hel ium, this increase 
in mean power is accompanied by a highly oscillatory output that 
is not useful for machining applications, see graphs (4.5) and 
(4.6). 
4.8.9 Efficiencies 
Graphs (4.16) and (4.17) show the variation of 
efficiencies with helium content. They show a maximum at 
intermediate values of helium. These results give an efficiency 
in the range of 6 - 15 percent which is consistent with the 
experimental values of working carbon dioxide lasers [18]. 
The increase in efficiency is due to several factors: 
(i) Up to a point, helium increases the coupling efficiency 
( ii) 
.. 
of the electrical energy into the upper Carbon dioxide. 
and Nitrogen vibrational levels. This means more of the 
input energy is effectively absorbed and hence the 
output improved. 
Helium causes the rapid depopulation of the 0110 level. 
This can be seen froQ equation (4.10) and (4.21) where 
9.657 x 107 
T 
6.0exP(-77/T1/3)PC02 
+ 1.23exp(-77/T1/3 )PN 
. 2 
+ 0.84exp(-45/Tl/3)PHe 
(4.35) 
The helium coefficient is far greater than those of 
nitrogen and carbon dioxide. Therefore helium has a 
greater effect on the depopulation of the lower laser 
levels. This is so because helium increases the 
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collisionally induced transfer of energy from one 
vibrational level to another with the excess energy 
being transferred to. or suppl ied by. the translational 
energy of helium atoms. These higher rates increase. or 
at least maintain the population inversion magnitude and 
hence increase the efficiency. 
( iii) Hel ium. as already shown. reduces the gas teClperature. 
This reduction helps to keep the lower laser level empty 
and hence maintain the population inversion. This too 
leads to an increased efficiency. 
But as the same graphs show. the efficiency decreases after 
a certain level of helium is reached. This is partly due to a 
decrease in the coupling efficiencies (See Table (4.1» and a 
rise in the relaxation rate K132• From equation (4.8) 
9.657 x 107 
T 
o .064exp (-27/T1/3)PC02} 
+ 1.38exp(-S5.6/T1/3)PN2 
+ SO.7exp(-S3/T1/3)Pae 
and (4.22) 
(4.36) 
the rate constant is small for low helium pressures but as the 
.. 
hel ium content becomes signif icant. the amount of exci ted 
molecules deactivated to the 32 level increases substantially 
leading to a decrease in efficiency. 
Graph (4:17) shows that when efficiency is evaluated for the 
useful output ('I'\us>' the efficiency for the second pulse is 
increased. especially for those mixtures containing a high amount 
of Nitrogen. As already explained. this is due to a finite 
positive gain and output power at the beginning of the second 
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pulse. Also the upper nitrogen level is left populated from the 
previous pulse. 
~ Discussion ~ 1hl effects ~ Nitrogen 
The total pressure of CO2 and N2 was restricted to 40 
torr. consequently as the partial pressure of N2 was increased 
the partial pressure of CO2 was correspondingly decre,ased. The 
Boltzmann equilibrium population of the lower laser level is much 
smaller for reduced CO2 partial pressure. hence a far smaller 
laser upper laser population results in population inversio~ 
~ Stimulated emission gross-section 1~ 
Since the N2 coefficient is approximately unity and since 
the total pressure of Nitrogen and Carbon dioxide is fixed at 40 
torr. the effect of Nitrogen on the stimulated cross-section by 
the collision broadening is very small. 
~ Couplina efficiencies and average electron energy 
The nitrogen molecule has an energy level close to that of 
the carbon dioxide laser level. Hence a resonant energy transfer 
process takes place between the N2(v-l) level and'the CO2(OOOl) 
levei. The beneficial effects are due to the the fact that the N2 
electron exc.i tation cross-sections are larger than those of the 
CO2, This leads to an increased number of nitrogen molecules in 
the upper nitrogen level. The CO2 vibrational populations are 
thus increased by interaction with excited nitrogen. Hence the 
coupling of electrical energy into the discharge is made more 
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efficient and an increased average electron energy decreases the 
rate of direct de-excitatio~ 
4.9.3 Excitation ~ the Upper Laser level !all 
For increased nitrogen the rate at which the upper laser 
level is populated is diminished due to the two-fold effect of 
decreased ground level population and decreased rate constant. 
Due to the reduced magnitude of upper laser level population 
collapse, the de-stablising effect of resonant energy transfer is 
decreased. This results in a reduction in output oscillation 
which is in full a,reement with the experimental results of 
Vlases et al [13] and is shown in ,raphs (4.5) and (4.6). 
After direct excitation cut off, the upper laser level tends 
exponent ially to a val ue de term ined by the amount of ni tro,en 
present, see ,raphs (4.3) and (4.4). Increasing nitrogen means 
that the upper laser level is replenished by a continuous supply 
of energy from the N2(v-l) level. This leads to a reasonably 
constant value of the upper laser level. These effects are 
further ill ustra ted by comparing graphs (4.1) and (4.2) • 
.. 
~ ~ effect ~-Stimulated Emission Ra Delay Time 
AA& Spiit Height 
The dominant feature of increased nitrogen is the reduction 
of CO2 partial pressure which reduces n2 and allows very rapid 
population inversion,' The resulting stimulated emission is very 
rapid to build up and quickly overturns direct exci tation; giving 
a reduced delay time and spike height. Graph (4.12) shows this 
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reduction in delay time and graph (4.13) show the reduction in 
the spike height. 
The main effect of nitrogen shows up on the second pulse. 
Increasing nitrogen produces a long output tail so that at the 
start of the second pulse, there is sufficient output power and 
gain to reduce the delay time and spike height. These effects 
disappear at high hel ium content s as hel ium act s to reduce the 
pulse tail, this explains the initial parabolic shape for the 
peak power and delay time, see graphs (4.12) and (4.13). 
For high nitrogen content, the upper laser level is 
reasonably constant during the interpulse period. This leads to a 
constant interpulse gain being achieved; for lower nitrogen 
ratios and/or higher helium content, the upper laser level falls 
off due to insufficient numbers of exci ted molecules, the gain 
falls off accordingly. These results are shown in graphs (4.7) 
and (4.8). 
4.9.5 Mixture temperature 
.. For the same total pressures and a given input 
energy, an increase in the nitrogen content relative to the CO2 
hardly affects the maximum temperature because the thermal 
properties of N2 are not very much different from those of CO2 
and since the total pressure of N2 and CO2 is held constant, no 
significant change in temperature is observed on increasing the 
ni trogen content. See graph (4.11). 
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4.9.6 Excitation of the upper nitrogen level in~l 
The upper nitrogen level is populated very rapidly due to 
two effects. Firstly the increased ground level population and 
secondly the increased coupling efficiency. both factors re-
inforce one another to produce a large increase in the rate of 
direct exci tation, as seen by comparing graphs (4.3) and (4.4). 
The rate of upper nitrogen excitation dominates the effect 
of reduced delay time such that the final population at 
excitation cut off is always greater than that of mixtures with 
less nitrogen. compare graphs (4.3) and (4.4). 
After direct excitation cut off. the population of the 
metastable nitrogen level N2(v=1) is determined by both the 
002(00°1) population and pressure ratio of CO2 and N2• This can 
be deduced from equation (4.10). After 10 micro seconds. a and ~ 
become zero so that 
(4.37) 
since the population of the upper nitrogen level (S) falls of 
immediately the incident pulse ceases • 
.. 
this implies that 
so that 
nS > K1Sn1/KS1 
Substituting for K1S .and IS1 • 
nS > PN2n1/PC02 
(4.38) 
(4.39) 
(4.40) 
(4.41) 
This means that increasing the nitrogen content relative to 
130 
carbon dioxide leaves more molecules trapped in the upper 
nitrogen level which are not used for exciting carbon dioxide 
molecules within the duration of the laser pulse. This is shown 
by sraphs (4.3) and (4.4). 
~ Pulse duration and dimensionless flat pulse power 
Graph (4.14) shows the pulse duration variation with 
nitrosen. It can be seen that increased nitrogen leads to a 
higher pulse duration for both the first and second pulses. The 
difference between the pulse duration times of the first and 
second pulses increases. as expected. with increasing Nitrogen. 
This is due to the 'spreadins effect' that nitrogen has on the 
output pulse profile. the energy is released over a longer time 
period. This means that at the beginning of the second pulse. 
there is sufficient residual pulse energy to increase the pulse 
duration. This 'spreading effect' and the increasins amounts of 
nitrogen left trapped in the upper nitrogen level result in a 
decreasing flat power pulse when the nitrogen goes up. This is 
depicted in graph (4.1S). 
4.9.8 Efficiencies 
Due to- the increased coupling efficiencies. nitrogen 
improves the laser efficiency. This increase can be seen both in 
the overall efficiency (graph (4.16) ) and that of the -effective 
e f fie i en c y (g r a ph (4.1 7». Th ism e a n s n or e en erg y i s a vail a b I e 
for material processing with higher nitrogen mixtures. Also 
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because higher nitrogen mixtures leave a lot of energy in the 
pulse tail. the beneficial effect 'on the efficiency of the second 
pulse is marked. 
~ Discussion £f the effects £f cavity length. 
4.10.1 Pulse delay !!m! and ~ power 
Increasing the cavity length increases the average distance 
a photon must travel before leaving the output window. 
Consequently. increa sed cav i ty length reduce s photon los s 
re sui t ing in a more rapid development of the photon flux. Thi 5 
leads to a decrease in the gain switched spike and therefore 
delay time. graph (4.18) and output peak power. graph (4.19). 
These same graphs also show that the pulse delay time and peak 
power of the second pulse are reduced by an increase of the 
cavity length. This is because. as the cavity length increases, 
the energy left in the tail increases leading to a decreased 
delay time and peak power for the second pulse. This effect is 
only observed up to a cavity length of 300cm whereafter the pulse 
.. 
delay time and peak power remain constant. 
4.10.2 Pulse delay time and average pulse power 
Graph (4.20) shows an increase in pulse length for both 
pulses which is cons-lstent with a decrease in peak power. This 
decrease in peak power means that the pulse energy is spread out 
over a longer time period and hence the increase in pulse 
length. The effect of cavity length on the total energy output 
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per pulse is not as marked as the cavity length's effect on the 
pulse duration. this leads to a decreasing average flat pulse 
power as predicted by graph (4.21) 
4.10.3 Efficiencies 
As explained in the previous section. increasing the 
cavity length increases the energy output per pulse, hence both 
the overall and useful efficiencies are increased. especially up 
to 300cm. see graphs (4.22) and (4.23). 
~ Discussion ~ ~ effects ~ front mirror reflectivity 
The effects of increasing the front mirror reflectivity are 
similar to those of increasing the cavity length with a more 
marked variation after a reflectivity value of 0.7. That is. 
reduced spike height and delay time, increased pulse length and 
efficiency. These effects are shown in graphs (4.24) to (4.29). 
The higher the reflectivity, the better the performance of the 
laser, however, if the reflectivity is too high, physical 
problems of overheating and mirror damage occur. Hence a 
compromise is needed and a value of 0.9 is recommended. 
!all Discunion ~ the efhcts ~ mass flow rate 
Graphs (4.30) to (4.36) show the variation of the defined 
laser parameters with mass flow rate for the 1:3:2 mixture. 
Taking these parameters with respect to the first pulse, it can 
be seen that practically no change occurs. This is because the 
i~put energy is delivered in such a short period. 10 
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microseconds, that the effect of mass flow using the proposed 
flow rates is negligible. 
Considering those of the second pulse, it can be seen that 
for mass flow rates of less than 0.2 kg/s, there is little change 
in the parameters. The mass flow rate has a marked effect once it 
is increased above 0.2 kg/s, after which it reduces the delay 
time (graph (4.31», maximum spike power (graph (4.32», and gas 
temperature (graph(4.30» and increases the pulse duration (graph 
(4.33» and efficiency (graphs (4.34) and (4.3S». So it can be 
said that above 0.2kg/s, convective cooling starts having a 
positive effect on the laser performance parameters. These 
improved parameters are obtained because of the reduction in the 
gas mixture temperature. A maximum value of the mass flow rate is 
determined by the capacity of the Root's blowers. 
The above improvements are realised as the fresh gas is at a 
lower temperature and hence the lower laser level has a smaller 
population which enhances gain. If the gas flow rate was too 
fast, the loss of population .inversion would result in a laser 
performance deterioration. 
" 
4.13 Conclusion 
This work is aimed at identifying optimum parameters useful 
for tuning laser output characteristics for material processing 
applications. The calculations for the second pulse were carried 
out to see what effect the non-equilibrium initial conditions had 
on subsequent output pulses. The results show that the initial 
conditions have a substantial effect on the laser output, these 
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effects could be used to advantage for improving the laser 
output. The multipulse simulations are in close agreement with 
available experimental results [9.18). 
It has been shown that the power outputs and profiles can be 
tuned by adjusting the mixture ratios. cavity dimensions. front 
mirror reflectivity and gas flow rates. It has been shown that 
increased hel ium reduces the gas temperature and leads to high 
pulse plateau powers. until the helium content is about six times 
that of CO2• These increased powers are however compressed into 
a small time period so that maximum powers and delay times are 
quite high. These high peak powers are unsuitable for materials 
proce ssing beca use of exce ss ive pIa sma produc tion. For hel i um 
rich mixtures. energy not released within the main output pulse 
is dissipated during the inter-pulse period. thus the second 
pulse does not benefit from the residual gain that is useful in 
suppressing the initial gain switched spike. The above problems 
limit full exploitation of the advantages furnished by helium 
enrichment. The use of high nitrogen content mixtures offers a 
so''1ution to this problem since this leads to a long output tail 
which benefits subsequent pulses. Another approach is to switch 
the cavity to a low value of Q (Q-switching) during the 
interpulse period. thus preserving the interpulse gain and 
enhancing spike suppression. Preliminary results [19) are 
promising and are shown in graph (4.37). Time constants are 
sufficiently slow that mechanical Q switching is a feasible 
option. In the future. phase conjugate mirrors will allow 
switching of the mirror refectivity directly. This could also 
13 S 
improve laser efficiency. 
It has been seen that for maximum efficiency. other 
parameters like temperature minimization have to be sacrificed. 
The analysis has shown the importance of front mirror 
reflectivity and cavity length on the pulse profile. The mass 
flow rate does not seem to affect the first pulse characteristics 
but beyond a mass flow rate of 0.2 kg/s. its effect on the 
second pulse and therefore subsequent pulses is marked and 
beneficial. Hence the need for flow in gas lasers. The flow rate 
value of 1.0 kgls (giving a flow velocity through the laser of 
200 m/s) is chosen as reasonable taking into account the design 
limitations imposed by the blowers and heat exchangers. The 
mirror reflectivity value of 0.9 and cavity length of 300cm have 
been selected for a compact and practical design. The following 
mixture is recommended if all arguments of temperature and second 
pulse profiles are taken account of: 
Gas pressure 
40 Torr 
136 
4.14 References 
• 
1 R.Spall Pulsed power supply for an unstable resonator and 
and mode simulation in unstable resonators. 
Ph.D Thesis, University of Birmingham, (1979) 
3 A.Goldschmidt, A.Seginer and I.Stricker 
Effects of the excitation energy release on the 
quality of the lasing medium 
In Gas Flow and Chemical Lasrs,1984 
Ed. A.S. Kaye and A.C.Walker 
Adam Higler Ltd, 1985 
3 C.R.Chatwin and B.F.Scott 
4 P. V.Avionis 
High PRF Nitrogen-carbon dioxide laser for 
continuous manufacturing process in metals. 
1 at Int. Conf. on Lasers in 1.1anufacturing 
Brighton, U.K 1983 
Ch apt e r 5, Hi g hEn erg y Las e r san d the i r 
Applications. Edited by S.Iacobs et aI, 
Addison-Wesley Publishing Company, 1974. 
5 I.Gilbert, I.L.Lamchmbre, F.r~eault and R.Fortin 
Dynamics of the CO2 atmospheric pressure laser 
with transverse pulse excitation. 
Can. 1. Phys. vol.50 p.2S23 (1972) 
137 
6 R.I.Andrews. P.E.Dyer and D.I.lames 
7 P.TychinskH 
8 P.K.Cheo 
9 I.S.IChahra 
A rate equation model for the design of TEA CO2 
osc i11a tors 
l.Phys. E vo1.8. p.493 (197 S) 
Powerful Gas Lasers 
Sov.Phys.Uspekhi. Vol.10. No.2. p.131 (1967) • 
Lasers. Vol.3. Ed. byA.K.Levineand A.I.Demaria 
~Iarcel Dekker N. Y (1971) • 
Optimisation of the output characteristics of a 
pulsed CO2 laser for processing of materials 
Ph.D Thesis. University of Birmingham. (1976) 
10 R.L.Taylor and S.Bitterman 
Experimental measurements of the resonant vibra-
tional energy transfer between mode v3 of CO2 and 
N2 I. Chem. Phys. vol.SO no.2 p.1720 (1969) 
11 K.Smith and R.M.Thomson 
Computer modeling of Gas Lasers • 
.. 
Plenum Press. New York (1978) 
12 C.R.Chatwin Thermodynamics of pulsed CO2 laser for machining 
metals 
Ph.D Thesis. University of Birmingham. (1980) 
13 G.C.Vlases and W .M.Moeny 
Numerical modelling of pulsed electric CO2 lasers 
I.Appl. Phys. Vol.43 NO.2 p.1840 (1972) 
138 
14 A.L.Boffman and G.C.Vlases 
A simplified model for predicting gain. satura-
tion. and pulse length for Gas Dynamic Lasers. 
I.E.E.E. 1.0f Q.Elec. Vol.8 No.2 p.46 (1972) 
15 G.Ball and I.M.Watt (eds) 
Modern Numerical methods for Ordinary Differential 
Equations Clarendon Press. Oxford. 1976 
16 B.A. Bakewell 
Perfomance of pulsed laser systems in relation to 
machining mechanisms 
Ph.D Thesis. University of Birmingham. 1973 
17 E.Wassertrom. Y. Crispin. 1. Rom and 1. Shwartz 
The interaction between electrical discharges and 
gas flow. 1. Appl. Phys. vol.49. p.81. 1978 
18 A.L.Smith and I.Mell is 
Operating efficiencies in pulsed carbon dioxide 
lasers 
.. 
Appl. Phys. Lett. vo.41 no.11 p.1037. 1982 
19 C.A.Dyabagambi. C.R.Chatwin and B.F.Scott 
Prediction of output power from high pulse 
repetition frequency CO2 lasers for use in manufa-
cturing processes. 
rd . 3 Int. Conf. On Optical and Optoelectronics. 
Applied Science and Engineering. Innsbruck. 
April 1986 
139 
.p-
o 
.eo •• ____ ........ ' 
GROUP (5) /': ' ! GROUP (1) ! GROUP (2) l GROUP (3) 
~ : POPULATION=ns : POPULATION =nl : POPULATION=nt !POPULATION=n, I I I • I I nz=nZl + nzz n,=nll +na 
- -
__ ____ 0.0 ~
~ 0 • 0 ~---lr 
L-----t~~HC-j KS1 "1 t 00°1 .-:Vu: ~ 
. ---"""'--K 15 
')' p 
,.;-
I 
I r 
I 
I J - K132 I ~ ~t' : 
GROUP (4) 
: 01'0 ' : 
nat I 
L_~ ___________ ! 
GROUP ( 0) 1<320 
GROUND LEVEL POPULATION=n, GROUND LEVEL POPULATION=no 
. NITROGEN CARBON DIOXIDE 
FIG. (4.1) SIX LEVEL ENERGY DIAGRAM FOR THE CARBON DIOXIDE LASER. 
'; 
FIG(4·2) CURRENT AND VOLTAGE PULSE SHAPES 
I 
CURRENT 
I 
YOLTAGE 
LA SER OUTPUT 
POWER 
. I 
--::;:Po 
DELAY 
CURRI!NT PULSE 
• 
MAXIMUM INPUT POWER = IPmax = Imex X Vmox 
VOlTAG&: PULSE 
t 
t ! VmQlC 
I 
2 4 6 8 10 ·12 
TIME IN MICRO SECONDS 
141 
i --- SPIKE HEIGHT = OPmax _ ..... _--
IE=INPUT ENERGY 
a:: 
~ 7.0,,)/ CC 
j ~-~-~-~~~~~~~~~~~~~--------~ 
~I : , .. DELAY TIME 
A B C 
· PULSE LENGTH I~ 
o TIME---I ........ 
I 
·1 
(i) PULSE ENERGY (PE ).~~NTEGRArE.BETWEEN BAND D 
(i i) "TOTAL OUTPUT ENERGY ( TOE) = INTEG RATE BETWEEN BAND E 
(ui) FLAT PULSE POWER (fPP) = INTEGRATE BETWEEN C AND D 
- AND DIVIDE BY TIME (C - D) 
.. 
(iv 1 USEFUL EFFICIENCY, 17 us 
( v ) OVERALL EFFICIENCY, 17 ov 
= (P E / IE) x '100 0/0 
= (TOE / IE) x 100 0/0 
£1g.(4·3), PULSE PARAMETER DEFINITIONS 
142 
100 
E 
TABLE (4.1) GAS DISCHARGE DATA EXTRACTED FROM KHAHRA9 (CHAPTER 4 REFERENCE 9.) 
Volume Mixture Pressure = P V V Coupling Average 
I Ratio (Torr) P Efficiency Electron 
CO2 :N2 :He (PCO + P = 40 Torr) volt (volt) Energy 2 N2 (cm. Torr ) cm FCO FN E e 2 2 (e.v.) 
1 : I : 0 40 29.35 1174 0.113 0.164 2.23 
I : I : I 60 20.0 1200 0.132 0.184 2.0 
I : I : 2 80 15.5 1240 0.146 0.197 1.86 
I : I : 4 120 11.1 1332 0.170 0.216 1.63 
I : I : 6 160 8.8 1408 0.184 0.224 1.6 
I : I : 8 200 7.5 1500 0.184 0.223 1.48 
1.2 :0 40 25.75 1030 0.124 0.240 I. 75 
I : 2: I 53.33 20.2 1077 0.130 0.255 1.65 
I : 2: 2 66.67 16.6 1107 0.136 0.262 1.62 
1 : 2: 4 93.33 12.7 1185 0.146 0.274 1.50 
I : 2: 6 119.98 10.5 1260 0.152 0.280 1.45 
I : 2: 8 146.67 9.0 1320 0.155 0.283 < 1.42 
1: 3:0 40 24.5 980 0.124 0.283 1.54 
I : 3: 1 50 20.2 1010 0.128 0.316 1.48 
I : 3: 2 60 17.3 1038 0.132 0.324 1.47 
1 : 3:4 80 13.65 1092 0.137 0.334 1.39 
: 
I : 3: 6 100 11.5 1150 0.142 0.342# 1.36 
1 :3:8 120 10. I 1212 0.144 0.347 1.33 
Current for 
230 Watts/cm3 
input power 
(Amps) 
99.91 
97.75 
94.6 
88.06 
83.31 
78.2 
113.88 
108.94 
106.0 
98.96 
93. II 
88.86 
I 19.69 
116.14 
Il3.01 
107.42 
102.0 
96.78 
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CHAPTER FIVE 
General conclusions and suggestions ~ future work 
~ General Conclusion 
~tl,1 Laser-metal interaction 
If the laser output is to be matched to workpiece 
requirements, then the requirements of the workpiece must be 
known with reasonable accuracy. The Fourier conduction theory has 
previously been used to determine these requirements. Several 
workers have however shown that the Fourier theory underestimates 
the surface temperature. Since matching the laser output to the 
workpiece requirement is vital for the efficient machining of 
metals, new models have been developed herein, to rectify the 
situation. 
The transient energy transport in metals caused by 
absorption of high power laser radiation has been examined, 
employing a one-dimensional Electron Kinetic theory and the 
Fou~ier theory has been used for comparison. Results for 
Aluminium, Copper,_ Iron, Nickel and Tantalum demonstrate that the 
Electron Kinetic theory predicts higher surface temperature and 
temperature gradients which are in closer agreement with 
experimental results than the Fourier theory. The graphs 
highlight the inadequacies of the Fourier theory as a simulation 
tool for the conditions created by high energy, fast rise time 
electromagnetic radiation. 
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The analysis is continued to include vaporisation where it 
is found that the subsurface energy transport is still a 
necessary model requirement even after evaporation has started 
contrary to some published results that assume conduction is 
neglible once vaporization becomes important. The maxim.um 
velocity obtained. of the vaporising front. which is of the order 
of 1m/s. is in very good agreement with experimental results. 
~~! Theoretical CO! Laser model 
A model has been developed to optimize the laser output to 
the workpiece needs. The following conclusions summarise the most 
important points. 
Th e low las ere f f i c i en c y res u 1 t sin abo u t 9 0 o/~ 0 f the 
electrical input energy being dumped into the gas mixture 
thereby increasing the gas temperature. Equations have been 
developed to model this temperature rise and to simulate the 
effect of transverse gas flow in reducing the temperature and 
th~refore increasing the laser output power. The results for the 
first and second pulses show that a significant temperature rise 
takes place if there is no flow and that a flow rate greater than 
0.2 kg/s has a beneficial effect. giving improved laser 
performance: 
In the literature. the solution of the molecular rate 
equations is normally started by giving the initial intensity an 
arbitrary value. A method of calculating the spontaneous emmision 
based on the the solid angle sub tended by the mirrors has been 
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developed. 
Computations were also performed for the second pulse since 
the first pulse is not representative of subsquent pulses due to 
the equilibrium initial conditions. The results obtained show 
that the pulse characteristics and power output of the second 
pulse are very much improved compared to those of the first pulse 
(i.e from the materials processing standpoint) and that the 
interaction between successive pulses can be exploited for output 
tuning. 
The theoretical predictions have shown that the pulse 
profile. intensity and spike height can be controlled using gas 
mixtures. cavity length. mirror reflectivity and gas flow. These 
predictions give good qualitative agreement with the available 
experimental results. Once the laser has been constructed. the 
cavity length is fixed and the front mirror reflectivity is not 
readily adjustable. This leaves the gas mixture (total and 
partial pressures). the pumping pulse. and the gas flow as the 
parameters that can be used to match the pulse intensity to that 
required for the generation of non-conduction limited processes 
within the workpiece. 
It has also ~een shown that changing the reflectivity to 
zero during the interpulse period and then switching it back just 
before the second pulse greatly reduces the spike height and 
delay time and increases the output energy of the second pulse. 
Considering the above arguments. it can be concluded from 
the theoretical analysis that a good compromise would be : 
Length between mirrors = 300 cms. 
Output mirror reflectivity = 0.9 
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Mass flow rate = 1.Okg/s corresponding to gas 
velocity of 200m/s. 
The probable range of values for"the partial pressures of 
carbon dioxide. nitrogen and helium a~e 10, 30, 40 torr to 10, 
30. 80 torr respectively. 
L1. Future work 
~,2,l Laser-material interaction 
The Electron Kinetic theory can be extended to three 
dimensions and the effects of radial flow and pressure changes 
taken into account. This would allow the incorporation of 
variation of ·the power intensity distribution in the radial 
direction. Allowance would also have to be made for electron-
phonon collision and phonon-phonon collision in the other 
directions. 
Th eEl e c t ron Kin e tic the 0 r y can bee x ten d edt 0 non - met a 1 s 
such as semiconductors where. because of the small value of 
thermal conductivity. higher temperature gradients are 
.. 
generated than those obtainable in metals. 
~~l Laser modelling 
Production of secondary species. especially oxides of 
nitrogen, carbon monoxide and oxygen. due to dissociation will be 
.. 
minimized due to the relatively high gas velocity through the 
laser cavity. It would however be worthwhile to determine the 
actual extent of dissociation especially since some gases like CO 
1 
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have similar effects to that of nitrogen while free oxygen 
promotes arcing. Investigations into the effects of dissociation 
have jus t star te d. 
Transverse as well as longitudinal variations in intensity 
result in three-dimensional variation in gain. These three-
dimepsional effects. the effects of gas transport and density 
variations with temperature can be dealt with by using a three-
dimensional model. The major draw-back with this kind of model is 
the computing time required, however a model is under 
development. 
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APPENDICES 
Appendix 2A 
The f-parameter !n relation .1.2 the Ull.!1l'!hich the electrons 
loose energy in elastic collisions l'!!!h phonons 
In the Electron Kinetic theory presented in chapter 2. the 
parameter f is used to define the energy exchange in an electron-
lattice collision process. Riley (1] discussed the problems 
involved in deriving an expression for the rate at which 
electrons loose energy in elastic collisions. nis model failed to 
reconcile the idea of multiple collisions which take place in any 
given volume. with that of a single collision. YUbas [2] faced 
similar problems and therefore used an arbitrary value of f (of 
the order of 10-4 ) for all meta 1 s. 
In this analysis. the expression derived by Cravath [3] is 
.. 
used. This expression takes into account the electrons striking 
the lattice from all angles. This therefore leads to an 
expression for the average excess energy loss in all collisions 
expressed as fraction. f. of the average energy difference 
between electrons and the lattice in any given volume. This 
expression is given as 
f(x.t) = 8mM r1 _ T (x, t>) 3 (m+r,1) [ T~ ( x. t) (1) 
where m and M are the masses of the electron and lattice atoms 
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respectively. Te(x,t) and T(x.t) are their temperatures at time t 
and dis tance x. 
For electrons. mil-I « 1. hence equation (1) becomes 
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Appendix 2B 
Simplification of the laser energy ~ 
The energy term is given by the integral 
fCD for/2exp(-l'A.~~: .. ):A::a If x Io&exp(-6p)dpl dCtJde (1) CD e 
The solution of the inner integral 
(2) 
is obtained first. 
This integral must be divided into three regions: 
(i) s < 0 
6. 
The integral becomes 
10 - loexp(&s) + 10 - 10exp(-6x) (3) 
~ 
(U) 0 < s < x 
The integral becomes 
(4) 
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(iii) 8 > X 
The integral becomes 
(5) 
Hence (1) becomes 
Because of the tedious algebra involved in solving the above 
equations in the form siven. the order of intesration is 
reversed. Further simplification and substitution gives 
As expected. integrating (7) allover x gives 10 , the power 
intensity getting in the material. 
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Appepdix 2C 
Exist.nce ~ ~ sipgular iptegral 
The existence of the integral 
,0 
f -UdAJ 
" 0v- ",,){uu,) 
This is shown graphically in fig. 1 
a 
(l ). 
The principal value of the integral is given by 
(2 ) 
Letting u = a-v for the first integral and u = a+v for the 
second. equation (1) becomes 
~) 
190 
{-
Since the integral is well-behaved everywhere except at u=a, the 
proof can be simplified by the subtitution of 
k - a-b - a-c (5) 
without any loss of generality. Therefore equation (4) becomes 
I< I< 
. {-Q!e"dV -I .e,0/ .e-"e:lV } (c.) fe;; -e £ v'{#P-v){za-,,) £ "{a~"){2.~"} 
where f(v) - e-v/(a+v) (2a+v) ( 9) 
Using the Maclaurin's expansion for sma11 v, 
f(v) • aO + a1v + a2v2 + alv3 + •••• 
fe-v) • aO - a1y + a2v2 - al v3 + •••• 
Therefore, 
, f(v) - fe-v) - 2a1v +2 a3v3 + •••• (11) 
and (f(v) - f(-v»/v - 2a +2 a3v2 + •••• (12) 
Henco. the integral exists as v '0. 
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fE) 
(10) 
Appendix 2D 
i 
IAnalysis £1. the Fourier heat conduction equation under lasing 
• aption 
The form of the heat conduction equation appropraite to 
laser heating in a one-dimensional material can be described by: 
x > 0 (1) 
Where R = R(t) is the metal reflectivity at the surface. The 
assumptions made in the derivation of the above equation are well 
documented by Carslaw et al [1]. 
In equation (1). the first term is the energy change in the 
Workpiece with respect to time. the second is the conduction term 
and the third is the energy term which is absorbed by the 
material. This equation. when stated in the form above makes 
allowance for the temperature dependence of the thermo-physical 
constants. Since a comparison is needed between the Kinetic 
theory ani the Four i er conduct ion theory. the de ns i ty and 
specific heat capacity are made independent of temperature. This 
gives 
x > 0 
At the surface, the boundary conditions are 
and 
K[! = 0 
ax Ix=o (3) 
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( 2) 
(4) 
with initial condition 
(5) 
The above equation. with its associated boundary and initial 
conditions is solved using the method of lines and Gear's method 
[2] • 
Variation of the thermal conductivity with temperature is 
taken account of. by fitting second order polynomials to the 
available data [3.4]. 
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APPENDIX 3A 
Energy balance using the Fourier equation 
Integrating the energy equation 
s > 0 (1) 
with respect to the space-coordinate s, 
J~~cr T] - V. a~ [Pc, T] = ~.[K}!l + 6IoexP (-6s] <7'" s ) 0 (2) 
o 
is obtained. 
Further simplification and the use of the initial and 
boundary conditions, 
gives 
pL(Ts)Vs - K};/s_O 
T(CD,t) - TO 
T(O,s) - TO 
,0 
'10 =~}t(PCrT) ds + pCpV.(T.-To ) + pL(T.)V. (4) 
I> 
(3) 
This equation is· used to check the accuracy of the solution. 
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