Abstract Since the 1970s, multiple reconstruction techniques have been proposed and are currently used, to extrapolate and quantify eruptive parameters from sampled tephra fall deposit datasets. Atmospheric transport and deposition processes strongly control the spatial distribution of tephra deposit; therefore, a large uncertainty affects mass derived estimations especially for fall layer that are not well exposed. This paper has two main aims: the first is to analyse the sensitivity to the deposit sampling strategy of reconstruction techniques. The second is to assess whether there are differences between the modelled values for emitted mass and grainsize, versus values estimated from the deposits. We find significant differences and propose a new correction strategy. A numerical approach is demonstrated by simulating with a dispersal code a mild explosive event occurring at Mt. Now at Icelandic Meteorological Office, Reykjavík, Iceland using available tephra information collected after the eruption. A full synthetic deposit is created by integrating the deposited mass computed by the model over the computational domain (i.e., an area of 7.5 × 10 4 km 2 ). A statistical analysis based on 2000 sampling tests of 50 sampling points shows a large variability, up to 50 % for all the reconstruction techniques. Moreover, for some test examples Power Law errors are larger than estimated uncertainty. A similar analysis, on simulated grain-size classes, shows how spatial sampling limitations strongly reduce the utility of available information on the total grain size distribution. For example, information on particles coarser than φ(−4) is completely lost when sampling at 1.5 km from the vent for all columns with heights less than 2000 m above the vent. To correct for this effect an optimal sampling strategy and a new reconstruction method are presented. A sensitivity study shows that our method can be extended to a wide range of eruptive scenarios including those in which aggregation processes are important. The new correction method allows an estimate of the deficiency for each simulated class in calculated mass deposited, providing reliable estimation of uncertainties in the reconstructed total (whole deposit) grainsize distribution.
1
Istituto Nazionale di Geofisica e Vulcanologia, Sezione di Pisa, Pisa, Italy Now at Icelandic Meteorological Office, Reykjavík, Iceland using available tephra information collected after the eruption. A full synthetic deposit is created by integrating the deposited mass computed by the model over the computational domain (i.e., an area of 7.5 × 10 4 km 2 ). A statistical analysis based on 2000 sampling tests of 50 sampling points shows a large variability, up to 50 % for all the reconstruction techniques. Moreover, for some test examples Power Law errors are larger than estimated uncertainty. A similar analysis, on simulated grain-size classes, shows how spatial sampling limitations strongly reduce the utility of available information on the total grain size distribution. For example, information on particles coarser than φ(−4) is completely lost when sampling at 1.5 km from the vent for all columns with heights less than 2000 m above the vent. To correct for this effect an optimal sampling strategy and a new reconstruction method are presented. A sensitivity study shows that our method can be extended to a wide range of eruptive scenarios including those in which aggregation processes are important. The new correction method allows an estimate of the deficiency for each simulated class in calculated mass deposited, providing reliable estimation
Introduction
A primary objective in volcanology, critical for hazard assessment of active volcanoes, is the characterization of explosive volcanic eruptions and the quantification of their intensities. Accurately estimating eruptive source parameters (ESPs), such as mass eruption rate (MER), is necessary if we are to deepen our understanding of eruptive column and ash cloud dynamics. In addition, knowledge of the total (whole deposit) grain size distribution (TGSD) of the solid particles at the vent is needed if we are to better understand the mechanisms occurring within the conduit during an eruption. This is commonly viewed as comprising a primary fragmentation of magma during rapid decompression producing large fragments (Alidibirov and Dingwell 1996) and a secondary one producing fine ash (Kaminski and Jaupart 1998) . These processes will result in solid particles of various sizes, ranging from meters to a few microns, with those of several centimeter and smaller (tephra) carried into the atmosphere and subsequently settled toward the ground under the action of atmospheric dynamics, aggregative processes, and gravity. Atmospheric transport processes, controlled by particle characteristics (size, density, and shape) and altitude of release from the column (depending on MER and atmospheric conditions), affect aerial distribution over timescales ranging from a few hours up to weeks. The area affected by ash fallout can extend over thousands of square kilometers around the vent (Sparks et al. 1997) . Recently, Bursik et al. (2012) , Degruyter and Bonadonna (2013) , Woodhouse et al. (2013) and Mastin (2014) investigated wind effects on column dynamics and height, revealing the importance of taking wind into account in order to avoid strong under-estimation of mass flow-rates. For all the aforementioned reasons, uncertainty associated with the tephra dispersal process is quite large and an accurate estimation of total erupted mass and TGSD is a complex and still daunting task.
During a volcanic crisis, several direct measurements are a useful source of information about the ongoing activity. Remote sensing instruments provide estimates of column (Rose et al. 1995; Arason et al. 2011 ) and plume height (Vernier et al. 2013; Grainger et al. 2013) , duration of the event (Johnson et al. 2004) , gas and particle exit velocities (Dubosclard et al. 2004) , and plume composition (Rose et al. 2000; Spinetti et al. 2013 ). However, satellite retrievals provide only column-integrated information and are strongly sensitive to the presence of atmospheric clouds above the ash plumes and to assumptions about ash size distribution and ash composition (Wen and Rose 1994) . Moreover, most of the band spectra used by remote sensing instruments are not very sensitive to the presence of particles larger than 32 microns, and consequently, they detect only a fraction of the erupted mass. Corradini et al. (2008) estimate satellite retrieved total mass uncertainty to be on the order of 40 % increasing up to 50 % when considering non-spherical particles (Kylling et al. 2014 ). For sun photometers coupled with Lidar measurements (Gasteiger et al. 2011 ) estimated a 50 % error in mass concentrations. Due to these limitations, the deposit is still one of the main products that must be analyzed in order to estimate the cumulative erupted mass (EM) and total grain-size distribution (TGSD) of an eruption.
Historically, the volume of solid erupted material has been estimated from discrete samplings of deposit thickness (Fisher 1964; Walker 1973) . In recent decades, several techniques have been proposed to optimize the integration of field data and to obtain an estimate of the emitted material (Pyle 1989; Fierstein and Nathenson 1992) . Bonadonna and Houghton (2005) and Bonadonna and Costa (2012) introduced other methods, commonly adopted by volcanologists during their field studies, for estimating volume and total grain size distribution. More, recently, Burden et al. (2013) and Engwell et al. (2013) used statistical methods to study the uncertainty in volume estimation (estimated to be between 1 and 10 % for small datasets), associated with uncertainties in tephra thickness measurements. Additional studies addressing estimation of uncertainty for erupted mass, based solely on field data, can be found in Andronico et al. (2014a) , Klawonn et al. (2014b) , Engwell et al. (2015) , and Bonadonna et al. (2015) .
In the past decade, several attempts have been made to integrate field data analysis with other approaches in order to better constrain the initial eruptive conditions. Gudmundsson et al. (2012) integrated ground measurements with satellite observations. Recently, Stevenson et al. (2015) integrated tephrochronology, dispersion modeling and satellite remote sensing to understand the discrepancy between tephra deposit and satellite infrared measurements.
The importance of accurately estimating eruptive source parameters (ESPs) is in part due to the growing use of dispersal codes for ash hazards assessment (Sparks et al. 1997; Textor et al. 2005; Folch 2012; Fagents et al. 2013) . The reliability of the output from such tephra dispersal models depends strongly on the reliability and uncertainty of ESPs. In recent years, the application of inversion techniques to tephra dispersal models, based on advection-diffusion sedimentation equations, has shown promise for determining EPSs (Connor and Connor 2006; Burden et al. 2011; Bursik et al. 2012; Pardini et al. 2016; Scollo et al. 2008; Bonasia et al. 2010; Volentik et al. 2010; Fontijn et al. 2011; Johnston et al. 2012; Klawonn et al. 2012; Magill et al. 2015) .
In this paper, we use a modeling approach to assess the representativeness of information contained in a tephra ground deposit. We pursue this objective by simulating an eruptive event at Mt. Etna for which we first calculated ESPs via an inversion of field-measurements of deposit mass. Then, we numerically compute deposited masses for each grain size (DMi) and compare them with the modeled corresponding masses emitted at the vent (EMi). In this way, we quantify, as a function of column height and domain size, the amount of erupted mass that was not deposited in the considered domain. Furthermore, to test the efficacy of reconstruction techniques in quantifying ESPs, we randomly sample the modeled deposit and then estimate the deposited mass for the each of grain size (DMi*). We repeat this process multiple times, in order to perform a statistical analysis on the results of the different techniques and to assess their uncertainty, as schematically illustrated in Fig. 1 . Finally, based on the results from a large number of simulations for different ESPs, we propose, as a function of grain size, column height and extension of sampling domains, some correction factors to fill the gap between modeled emitted eruptive parameters and value estimated from the modelled deposit.
Methods

Numerical model
We use the dispersal code VOL-CALPUFF to simulate the transport of volcanic ash cloud in a transient and 3D atmosphere and to compute a synthetic deposit. No other models have been tested here since the purpose of this study is analysing the sensitivity and uncertainty of reconstruction techniques instead of testing different models (for a review of dispersal model see Folch (2012) ). VOL-CALPUFF couples an Eulerian description of the initial plume rise phase, where plume theory equations are solved (Morton 1959; Bursik 2001) , with a Lagrangian description of the transport of material leaving the eruptive column. The model calculates mass lost along the column for each class size as a function of settling velocities. Settling velocity is computed as a function of particle Reynolds number and depends on particle characteristics (dimension, density, shape) as well as atmospheric properties (air density and viscosity), according with the modification of the Wilson and Huang (1979) model, as presented in Pfeiffer et al. (2005) . Particles of different sizes are released from the column as a series of Gaussian packets (puffs), which are transported and diffused by the wind during their fall toward the ground due to gravity. Tracking puff movements within the 3D domain, the code computes at each time step the amount of mass advected out of the domain, still suspended in the atmosphere and deposited on the ground. VOL-CALPUFF has been tested and adopted to simulate volcanic ash dispersal and deposition at several volcanoes worldwide Barsotti et al. 2011; Spinetti et al. 2013; Barsotti et al. 2015) .
For the application presented in this paper, we initialized VOL-CALPUFF with meteorological input data produced by the non-hydrostatic code LAMI (Doms and Schättler 2002) with 7 km horizontal resolution and 23 vertical levels and refined down to one km horizontally and one hour in time by the processor CALMET (Scire et al. 2000) .
Inversion modelling and best-fitting criterion
Optimal values of ESPs (e.g. mass eruption rate, TGSD) are inferred by using an inversion method where we compare simulated mass ground loading data (hereafter refer as loading) with field measurements. The best set of parameters used to define the eruptive scenario is obtained by minimizing the following error:
where M(i) is the loading value measured on the collected location i, M(i) is the simulated value, and M j (i) is the loading for the j-th class size. N classes is the number of classes in which the TGSD is partitioned. N sampled and N sieved are respectively the number of available measurements for total loading and for the sieved one. To invert the tephra loading, we use an iterative method. We first generate 4000 scenarios by varying the initial conditions (exit velocity, vent radius, and TGSD) and then we calculate the deposit for each hour. We kept the emission duration constant assuming the TGSD not varying during the event. Afterward, we calculate the errors for the simulated scenarios as expressed in Eq. 1. ESP values are then updated iteratively using a linear minimization method until we found a minimum for the error.
Reconstruction techniques
Tephra deposit isopach
The determination of the amount of erupted material is historically done starting from field measurements collected over the domain at discrete points (Walker 1973; Pyle 1989; Fierstein and Nathenson 1992) . These data can be either Fig. 1 Schematic representation of the computational strategy adopted measurement of deposit thickness for historical eruptions or of loading for more recent ones. Deposit information is generally completed by interpolating the point-wise measurements and by hand drawing isopachs. Klawonn et al. (2014b) analyzed the variability in handmade isopach, estimating a range of ±10 % for the associated uncertainty. Bursik and Sieh (2013) and Engwell et al. (2015) used a mathematical fitting function based on cubic splines in order to reduce the subjectivity in the process. Recently, Kawabata et al. (2015) proposed a different statistical method, based on fitting multiple ellipsoids. Here, to produce isopach maps in an objective and automatic way, we adopt the Natural Neighbor (NN) interpolation method introduced by Sibson (1981) . The Natural Neighbor method is an exact interpolation technique based on Voronoi tessellation of a discrete set of spatial points. The method has been already applied to geophysical problems and performs well for irregularly distributed data (Watson and Phillip 1987; Sambridge et al. 1995) . Moreover, NN provides a smooth approximation by a weighted average within the sample set of the interpolation point's neighbor values. We used a NN algorithm distributed with the NCAR Graphics Library (Brown et al. 2012a) .
Erupted mass
In the past, different methods have been proposed to estimate erupted volume from deposit data (Rose et al. 1973; Pyle 1989; Fierstein and Nathenson 1992; Sulpizio 2005; Bonadonna and Costa 2012) , where the estimation process consists of several common steps. The first step is to draw a discrete number (N) of isopach (or isomass) contours, as described above. The second step is to express the thickness t i as a function of its corresponding isopach area square-root x i . This is done with a curve-fitting procedure, where the function t (x) is chosen from a fixed family, described by one or more parameter, by minimizing a residual function. Finally, the erupted volume is calculated by integrating the selected function. Recently, Burden et al. (2013) proposed an alternative method avoiding drawing isomass maps and using a statistical method on the sampling point measurements.
Within the first category of methods, in our work, we test the following families of fitting functions (see also (Pyle 1989) . This method assumes that thickness, calculated on circular isopachs, follows an exponential decay with distance from the vent. Fierstein and Nathenson (1992) and Bonadonna and Houghton (2005) generalized the method for elliptical isopachs and for accounting the break-in-slope of some tephra deposits, by using various exponential segments. This method is now widely used even though it is very sensitive to the number of straight segments and their extremes. In order to reduce the arbitrariness of the process (in particular in the choice of the segments extremes), we define an automatic procedure, where we select also the break-in-slope points within the minimization process involving the fitting. 2) Power-law method (Bonadonna and Houghton 2005) .
In their paper, the authors suggest a power-law best fit of field data to obtain the total erupted volume. This volume can be calculated as V = 2t pl x m+1 dx, where t pl is the thickness associated to the unit area isomass. Unfortunately, this integral, when evaluated over the interval [0, +∞] , is infinite. To avoid this problem such an interval is replaced by a smaller one [x 0 , x 1 ], where x 0 and x 1 represent respectively, the exclusion of the proximal area and the distal region from the domain. As already stated by Bonadonna and Costa (2013) , this choice depends on the power-law exponent and strongly influences Power-law results . For this reason, in our statistical analysis, average values of these distances are fixed at 1 and 300 km (accordingly with the eruption size) with a range of variability equal to ±10 %. 3) Weibull method (Bonadonna and Costa 2012; .
The method is based on the assumption that the function xT (x) can be described by a Weibull distribution with three main parameters (λ, θ, n) . λ represents the characteristic decay length scale of deposit thinning, θ represents a thickness scale and n is a shape parameter (dimensionless). 
N is the number of isomass. For Weibull methods (referring to Weibull 1, 2, and 3), parameters have been chosen, according to Bonadonna and Costa (2012) , in the best initial range λ ∈ [0.1, 1000] km, θ ∈ [0.1, 5000] cm and n ∈ [0. 2, 2] In this work, model outcomes are expressed as loadings, so we apply all previous methods for the mass estimation by considering isomass contours instead of isopachs as frequently done in case of fresh deposit (Scollo et al. 2007; Andronico et al. 2008; Andronico et al. 2009 ).
Grain-size distribution
Total grain-size distribution (TGSD) of tephra-fall deposits is a crucial ESP for tephra-dispersal modelling and risk mitigation plans Folch 2012 ) and several techniques have been developed to reconstruct it starting from ground information, e.g., Murrow et al. (1980) and Bonadonna and Houghton (2005) . Usually, grain size is expressed in φ scale where φ = −log 2 (d/d 0 ), d is the particle diameter, and d 0 is a reference diameter of 1 mm. For reconstructing the TGSD different techniques exist: weighted average, sectorization of the deposit, or isomass maps of individual φ classes. Nevertheless, the Voronoi method adopted in Bonadonna and Houghton (2005) for the TGSD reconstruction is widely used by the volcanological community. For this reason, we chose it in our work for a comparison with the emitted and deposited TGSD. Voronoi, or nearest-neighbor, technique is a constant piecewise interpolation method built upon the Voronoi tessellation (Voronoi 1907) . Given a set of points called seeds, the plane, over which they lay, is partitioned into convex cells, each one consisting of all those points closer to that seed than to any others.
Then, as proposed in Bonadonna and Houghton (2005) , the grain size and loading of each sample point are assigned to the corresponding Voronoi cell and the TGSD is obtained with a mass-weighted (where the mass is defined as the product between the cell area and the cell loading) average of all the sampled values over the whole deposit. The main requirement to apply the Voronoi method is to fix the deposit extent, adding deposit zero values to the original dataset. This step is essential to prevent the external Voronoi cells from having unlimited area and thus infinite mass. Dependence of the reconstructed TGSD on the location of the zeros has been previously recognized and discussed in Bonadonna and Houghton (2005) , Bonadonna et al. (2015) , and Volentik et al. (2010) .
Application to 24 November 2006 eruption at Mt. Etna
Mt. Etna is the most active volcano in Europe, and each year it shows a wide variability in its eruptive activity. It has been extensively studied, and a wide literature exists regarding past activities, eruptive styles and products Andronico et al. 2005; Scollo et al. 2007; Andronico et al. 2008; Andronico et al. 2009; Andronico et al. 2014b) . It is definitely an open-pit laboratory of volcanology and for all these reasons we have chosen it as our test case. In this paper, VOL-CALPUFF is used to simulate an eruption occurred on 24 November 2006, during which a 9-h-long eruption was observed with a column height estimated between 2000 and 2500 m above the ground level (agl) (Andronico et al. 2009) . At that time a quite persistent wind was blowing toward south-east with intensities up to 10 m/s at 3 km above the vent. Due to these meteorological conditions, the investigated domain, here fixed to 272 × 277 km 2 , is displaced south-east of the vent.
A sensitivity analysis of column height as function of Mass Eruption Rate (MER) has been carried out assuming a bi-modal TGSD, obtained with a linear combination of two log-normal distributions with parameters μ 1,2 and σ 1,2 respectively ranging in the intervals [−3, 5] and [0.5, 6]. The initial distribution has been then partitioned in 23 classes equally spaced in the φ interval [−5, 6] . Particles are assumed non spherical with a shape-factor of 0.43 within the range presented in Andronico et al. (2014b) . Density is assumed varying with particles size according to Eychenne and Le Pennec (2012) . Exit velocity and radius have been varied hourly. Figure 2 presents the results of this sensitivity analysis. Different colors represent simulations with different emission time, thus subject to different atmospheric conditions. For a fixed column height, the variability in the wind field results in an uncertainty on estimated MER, across the 9-h time span investigated. For example, for a column height of 2000 ±100 m agl (red box), the corresponding range of MER is [1.5, 4.5]·10 4 kg/s. The main factors controlling this relationship are indeed the atmospheric environment, mainly wind speed, as already stated by Woodhouse et al. (2013) , and temperature. The effect of different TGSDs on column height is minimum and it is estimated to be smaller than 10 % by performing additional runs initialized modifying only the TGSD (see also de' Michieli Vitturi et al. 2015) . For the same event, (Andronico et al. 2014b ) calculated a MER of 4.82 × 10 3 kg/s as coming from the estimated deposit, explaining this unusual value with an eruptive column rich in gas. A sensitivity study reveals that for a fixed column height the MER variation is inversely proportional to an augment on weight percent of water vapor (× −1.04 ).
Inversion result: simulated scenario
We apply the inversion procedure ("Inversion modelling and best-fitting criterion") to the Andronico et al. (2014b) dataset, composed by 27 total loading measurements among which 16 are sieved to obtain single loading. The resulting best Scenario has an average eruption column of 2000 m agl height and a total erupted mass of 7.7 × 10 8 kg, corresponding to an average MER of 2.48 × 10 4 kg/s. Observations and calculated loading obtained with the inversion are compared in Fig. 3 . The simulated Scenario reproduces reasonably well the observations on all the locations. Most of the points (78 %) lie inside a factor two confidence interval from observations (gray dashed lines). In Fig. 3b , single loading comparison results in larger error, but it is still acceptable for most of the locations. Differences between observations and measurement can be attributed to many causes. In a dispersal model, errors are primary due to discrepancy in the simulated wind field or in the source description. Furthermore, simulations and measurements can differ due to time incongruence in the comparison. In our case, we calculated the deposit 24 h after the beginning of the eruption, while for the samples from Andronico et al. (2014a) the collection time is unknown. In Fig. 3c , the obtained TGSD is expressed on wt% as a function of the diameter in the φ scale. In red, we plot the assumed particles density according to Eychenne and Le Pennec (2012) .
Computed deposit
Using the optimal ESPs resulting from the inversions, we simulated a dispersal Scenario. The dispersal model produces a numerical result on 250 × 255 computational cells.
At each cell center, we associate a loading value (mass per unit area), obtained from mass integration of Gaussian packets deposited on the ground over the cell. Hereafter, we will refer to this integration of Gaussian functions with the term "exact integration". Indeed, this is equivalent of using an infinite number of sampling points and consequently, approximation errors are close to zero. In this way, we calculate, for each simulated particle size, the cumulative amount of mass deposited over the computational domain. We remark that our approach, using as deposit the result of a numerical simulation, does not account for the effects of the natural variability in thickness values observed at small spatial scales in real deposits, but accounts only for the uncertainty associated with the reconstruction techniques. To this aim, in Kawabata et al. (2013) , it is suggested to introduce a coefficient of variation between 0.2 (very complex model) and 0.5 (simple model) when modeling thickness variability in tephra deposition. Figure 4a shows the simulated tephra deposit calculated 24 h after the eruption beginning. A considerable part of the deposit interests the inland (96 %) while a small amount falls into the sea. Deposit cross-wind extension mainly depends on wind temporal stability and direction during the eruptive event. Due to wind variability in direction with altitude and with time, the simulated eruption produces a wide deposit, which enlarges downwind the vent (Fig. 4a) . (1/5) and 2 (1/2) factors respectively. c Emitted TGSD expressed in wt% in φ scale. In red, the corresponding sigmoidal particle density used according to Eychenne and Le Pennec (2012) 
Sampling methodology
Here, we test the stability of the reconstruction techniques presented in "Methods" by applying the methods to different sampling datasets. The whole set of 250 × 255 integral loading values is sampled to create 2000 smaller datasets ("sampling tests") of 50 points. For each sampling test, points are generated using a cylindrical coordinate system and the sampling procedure is performed using a uniform probability distribution along the major dispersal axis and a normal distribution for the angular coordinate. We calculate the major dispersal axis using simulated airborne concentrations and wind direction. Due to wind direction variability during the eruptive event, and therefore to the difficulty to find a major dispersal axis, a small random variability is considered in the angle for each sampling test.
Tephra deposit sampling is often incomplete due to difficulties in sampling the very proximal or very distal regions.
To reproduce this limitation, we exclude the area close to the vent from the sampling, but we include at least one point within 2 km from the vent in each test. We also sampled only inside the 10 −2 kg/m 2 isomass contour (corresponding to 0.01 mm, assuming a constant deposit density of 1000 kg/m 3 (Andronico et al. 2014b )) represented by black points. This value is chosen as a threshold in agreement with studies on eruptions of similar size (Andronico et al. 2008; Bonadonna and Houghton 2005; Scollo et al. 2007 ) and objective limitations on measurements for historical deposits. In order to keep the analysis more general, we have included in our dataset also points collected over the sea. White dots are the sampling locations reported in Andronico et al. (2014b) mass is reconstructed using the Natural Neighbor (NN) interpolation method.
Results
In this section, mass and TGSD values, calculated using the "exact integration" (see "Erupted and deposited mass") and classical reconstruction techniques are compared with the known values used as Scenario input.
Erupted and deposited mass
Here, as already stated, we first perform an "exact integration" of the loading produced by the numerical simulation in each cell of the computational domain. Avoiding intermediate steps as interpolation techniques and fitting functions, we reduce all the subjective choices. In this way, the simulated deposit is analyzed to quantify the exact amount of emitted material falling in the considered domain of 7.4 × 10 4 km 2 after 24 h. In Fig. 5 , cumulative mass and cumulative area vs. loading are plotted (dots). The total emitted mass is equal to 7.7 × 10 8 kg and the 99.83 % of it is deposited over the domain.
With gray dashed lines, we refer to the 10, 50, and 90 % of the total deposited mass and the corresponding loading which is, respectively, of 300, 90, and 0.8 kg/m 2 . This reveals how the domain size and the considered thickness threshold influence the deposited mass. More than 90 % of the emitted mass is deposited within an area of 3600 km 2 , and 10 % lies in an area smaller than 1.3 km 2 . 
Comparison with reconstruction techniques
In this section, we test all the previously introduced reconstruction techniques (Exponential, Power-law, and Weibull) using the different sampling tests. First, for each of the 2000 tests, we apply the NN interpolation to the 50 sampled points and we extract 30 isomass contours from the reconstructed deposit. Statistical analysis results are plotted in Fig. 6a where we compare, for each isomass, the loading vs. square root area. The dashed line is calculated using the exact integration whereas the dark gray line represents the results median. The gray and light gray regions are respectively the 25 th − 75 th and the 5 th − 95 th percentiles. On average, for loadings larger than 5 kg/m 2 (which is where most of the deposited mass is concentrated, see Fig. 5 ), reconstructed isomass area values (Fig. 6a) are underestimated. On the contrary, for loading values smaller than 10 −2 kg/m 2 , areas are overestimated. This is mostly due to the spatial distribution of the sampling points, uniformly spaced along the dispersal axis. In Fig. 6b and c, we plot, for the two examples presented in Fig. 4b and c, the loading vs. square root area respectively with green and yellow dots. Using the different functions presented in Table 1 , we fit these dots and best fitting functions are shown with solid lines. The black dashed line represents values obtained with the exact integration over the whole domain, as done for the plots in Fig. 5 . In Fig. 6d , the estimated total mass is presented in a synthetic way, showing for each of the techniques the average values (averaged over the 2000 tests) with the 5 th and 95 th percentiles and the standard deviations. For an immediate comparison, the black line represents the erupted mass. On average, Exponential and Power Law are reconstructing well the emitted mass with an error smaller than 10 %. Weibull1 (weight=1/T i ) and Weibull3 (weight=1) behave similarly with underestimations of 25 %. Weibull2 (weight=1/T 2 i ), on average, overestimates the total mass up to one order of magnitude. In addition, we also present results from a Numerical Integration (Num-Int) where we integrate, between the minimum and maximum values, the piecewise-linear function interpolating the loading vs isomass area plot (orange). We remark that the application of the Numerical Integration does not aim at reconstructing the erupted mass, but only the portion deposited over the considered domain (proximal area excluded) without any extrapolation. This is clearly shown by the bias between the results presented in orange and the black line. In contrast, the other reconstruction methods aim at estimating the erupted mass by means of an extrapolation from the fitting curves. Recently, different techniques have been introduced (Daggitt et al. 2014; Bonadonna and Costa 2013; Biass et al. 2013 ) in order to quantify the interval of confidence of the fitting parameters and consequently of the estimated mass. Here, we want to compare how these intervals of confidence for erupted mass differ from errors associated with incomplete sampling, as discussed above. To this aim, we use a Monte Carlo method, perturbing the data with a random uniform error on isomass squared root areas. A range of ±10 %, similar to the uncertainty estimated in Klawonn et al. (2014a) when drawing isopach by hand, is used. Afterwards, we express the confidence interval with the 5 th and 95 th percentiles (see error bar in Fig. 6 ). We can see, from Fig. 6d , how for TestA 1 Power Law and Weibull2 the erupted mass, represented by the black line, is well outside the confidence intervals whereas for the other methods it lies within the intervals.
Deposited grain size distribution
In analogy with the previous section, here we first compare for each size the emitted mass (EM i ) with the deposited (DM i ) obtained from an exact integration of the simulated deposit for the 23 grain size classes. Afterwards, results are compared with the TGSD obtained using the commonly adopted Voronoi tessellation method, applied to the 2000 sampling tests. Figure 7a shows deposited mass, expressed as percentages of the emitted mass, obtained with the exact integration over four spatial domains (represented by different colors). Blue bars correspond to the deposit integrated over the whole computational domain. Other bars represent smaller domains, obtained by isolating two squares centered on the vent with side length of 2 (Subdomain1) and 4 km (Subdomain2), and they can be seen as representative of samplings performed excluding very-proximal regions around the vent. Deposited mass (DM i ) for φ ≤ 3, reaches 100 % of the emitted one ( EM i ). For φ = 4, this percentage reduces to about 90 % and abruptly down to 15 % for φ = 5. Finest simulated class is almost absent in the computed deposit. Results obtained excluding the material deposited inside a square centered on the vent with a side smaller than 2 km Fig. 7 A B (light-blue bars) classes coarser than φ(2) are progressively underestimated down to 6 % for φ (−5) . This effect is more visible for Subdomain1 (orange bars) where all φ < 3 are underestimated in the deposit, and DM tot is only 22 % of EM tot .
As expected, the deposited mass estimation strongly depends also on the minimum loading (hereafter referred as threshold) considered for the integration: the higher the threshold, the larger the underestimation of deposited mass. Figure 7b presents for each simulated grain-size the deposited mass DM i when different thresholds are considered. Classes in the φ range interval [1, 2] are underestimated of about 5-10 % considering a 0.01 kg/m 2 threshold (orange bars); these percentages rise to 30-60 % when 0.1 kg/m 2 threshold is considered (red bars in Fig. 7b ).
As shown in Fig. 7a , for the investigated Scenario, a large amount of the emitted mass for classes φ > 5 is advected out the domain (up to 90 %).
In order to better highlight the depositional patterns for particles of different size, Fig. 8 shows the computed loading contours at the end of the simulation for two different classes: (a) φ = 3 and (b) φ = 5. For both classes, red isomass lines enclose the area with loading larger than the 50 % of the maximum loading over the domain. In this way, we can quantify for each class both the spreading of the entire deposit and the amount of mass close to the peak location. Figure 8c reports this information using different markers size as a function of the area enclosed by the isomass curve. In addition, the mean distance from the vent is calculated for each class averaging the distance of the cells within the isomass curves. The color is the loadings associated with the contours. Pink area on the background of panel C denotes the distance at which ash particles reach the domain border. Due to the lower settling velocity, smaller particles are carried farther and diffuse more by the action of the wind. These two effects are respectively visible in the increase of the mean peak distance from the vent and in the increase of the corresponding isomass area, with the consequent reduction of the maximum loading for the finer classes.
As we have already shown, the effect of the domain restriction drastically reduces the amount of fine classes deposited on such domain. This is well visible in Fig. 8c for classes finer than φ = 5 where the peak is leaving the domain border. Therefore, the fine material found on the ground is mostly coming from the margin of the column. The cut-off effect due to a limited domain is not easy to overcome, in fact the area interested by the fallout of particle finer than φ = 5 in the case of the described Scenario is larger than 10 6 km 2 . However, the spatial distribution of small class is more homogeneous due to the larger diffusion. As a direct consequence, for a smaller class, the error committed using the interpolation techniques for reconstruct DM i is small.
Comparison with the Voronoi technique
We test here the Voronoi technique described in "Grainsize distribution" for reconstructing the TGSD. The first step is to fix the deposit extent, adding deposit zero values to the original dataset. We remark that fixing zero values is a strong assumption because, as shown in Fig. 8 , zeros are not the same for each class. For our purposes, here we fix the zeros of the simulated deposit to correspond to the 10 −2 kg/m 2 isomass contours (about 0.01 mm thickness, assuming a deposit density of 1000 kg/m 3 ). Finer particles deposited mass estimation strongly depends on the thresholds defining the external boundary of the deposit, and therefore by the zero position (see Fig. 7 ). Figure 9 shows the result of Voronoi tessellation applied to the 2000 sampling tests. Since Voronoi is an interpolation technique (piecewise constant), we can calculate the deposit mass for each class. Results are shown in Fig. 9a where for each class the reconstructed deposited mass obtained with the Voronoi technique (DM * i ) is expressed as a percentage of the emitted. Dark gray line represents the median of reconstructed TGSDs obtained with Voronoi technique. Gray and light gray areas are respectively the 25 th − 75 th and the 5 th − 95 th percentile intervals. Dashed line represents the deposited TGSD obtained with the exact integration. As examples, results for TestA 2 and TestA 1 are plotted with green and yellow circles, respectively. Standard deviations of the percentages reconstructed with the Voronoi method are also reported for each class with red crosses. In Fig. 9 b, we plot the reconstructed TGSD expressed as wt %. As reference, we plot the emitted (black solid line) and deposited (dashed line) TGSD. The orange line represents the mass deposited over the considered subdomain resulting from fixing zeros and sampling at a certain distance from the vent (corresponding to the orange bars on Fig. 7a, b) .
On average Voronoi reconstructs well the deposited mass over the considered area (orange line) but can present artificial mode on the reconstructed TGSD due to the piecewise approximation. In fact, different classes, having different settling velocities, will generate peaks in the deposit at different distances from the vent (Fig. 8c) . Indeed, if a sampling point is close to a peak of a specific class, this maximum value of the deposit will be extended over the entire Voronoi cell. This could have the final effect of overestimating the reconstructed class mass as visible in Fig. 9a  for φ(3) . Due to diffusion, finer particles (φ >2) present a more uniform distribution at the ground and a smaller maximum load. For this reason, it is easier to sample points with a loading close to the maximum value and also a piecewise constant method, as Voronoi, well approximates the deposited mass. Conversely, for coarser particles, the area with a loading higher than 50 % of the peak is smaller (see Fig. 8c ) and the probability to have a sample within this area is smaller, resulting in a larger variability in the results. It is also worth to note that the modes observed Green and yellow dots show the value obtained for example tests TestA 1 and TestA 2. As a reference, the mass fraction computed from the whole deposit (dashed black line) and the emitted mass fraction are also reported (black line). In a, the deposited mass reconstructed with Voronoi is expressed as a function of the emitted (DM * i /EM i ). In b, the same analysis is conducted for the WT%. In c, the deposited mass is renormalized by all the class finer than φ (−2) in Fig. 9b , associated with the samples and the reconstruction technique, are in the relative amount of mass and not in the absolute value, and thus they can also be due to an underestimation of the other classes, as visible in Fig. 9a .
For the classes corresponding to the mode, a larger gap is present between the 5 th and the 95 th percentiles (lightgray area). A large variability in the results obtained for the different sampling tests is also indicated by the large standard deviation. Conversely, for finer particles (φ >3), a better accordance between values obtained with the exact integration and values reconstructed with the Voronoi technique is found. For these classes, also the standard deviation and the gap between the 5 th percentile and the 95 th percentile are small, and thus the reconstruction is more stable with respect to the choice of sampling points. Consequently, Voronoi seems reproducing well the deposited mass if we restrict our analysis to φ(−2), as visible in Fig. 8c .
Discussion
The analysis presented in the previous sections confirms that inferring quantitative data from the deposits can be very difficult and a large uncertainty affects the results. Estimated values can be far from representing a full picture of the initial eruptive condition at the vent. On the one hand, the reconstruction of the total mass and the grain size with an exact integration over the considered computational domain (area 7.5 × 10 2 km 2 ) shows that, for finer particles, a large amount of the emitted mass is not found at the ground (see Fig. 5b ). Precisely, 78 % of particles with φ > 4 is leaving the domain. On the other hand, information on coarser particles is partially lost when very proximal area is excluded (Fig. 7a) .
A combination of these two effects, here obtained considering a loading larger than 0.01 kg/m 2 (roughly corresponding to 0.01 mm) and excluding an area within about 2 km from the vent, causes an underestimation of the deposited mass up to about 70 %. In this case, the two constraints on the integration domain adopted to figure out the TGSD can reflect a reasonable minimum value sampled in the field and the objective difficulties in reaching areas very close to the vent.
The underestimation reflects also in an almost uni-modal reconstructued TGSD, where the tails are both depleted with respect to the initial ones. We remark that these results are not an effect of the procedure, since no extrapolation techniques are used. The mass underestimation only depends of the choice of the integration domain, although quite extended in this study.
Results are obtained for a φ range spanning from −5 to 6, but the same investigations, considering finer particles, would produce similar outcomes. Similar results, on modifying the sampling region by excluding a proximal area, Scenario A have been found on Andronico et al. (2014a) whereas the mass lost was estimated to be 22 % of the EM.
Deposit information is further degraded when inferred from a finite number of sampling values by using reconstruction methods. In general, despite the large number of samples considered for each sampling test (50 points are considered a very well sampled deposit), the mass values obtained with Exponential, Power-law and Weibull methods show a large variability and, for a significant percentage of tests, an underestimation of the erupted mass (Fig. 4d) .
On average, Exponential and Weibull1 fitting methods seem to produce more stable results than the Power Law and other Weibull functions providing a better estimate of erupted mass. Numerical integral provides a smaller standard deviation within the 2000 sampling tests performed.
When the Voronoi technique is used, the TGSD presents fictitious modes in the resulting distribution (Fig. 9) and a large variability affects the results depending on the choice of the sampling points. This is mostly due to a problem of the deposit exposure and not on the particular choice of the averaging strategy (here Voronoi).
Best sampling strategy
Based on our study on the column model, columns height is weakly dependent the emitted TGSD. Consequently, from Fig. 8c , we can conclude that for each class the peak distance from the vent is minimally depending on the emitted percentage. Similar results have been found using analytical model for mono-disperse plume released from high altitude (Tirabassi et al. 2009 ). Because the peak distance, for a fixed column height, is not depending on the emitted mass but only on the atmospheric condition, we can easily estimate it. This would help to find the best sampling region to reconstruct the eruptive scenario reducing the number of sampled points (see also Spanu et al. 2015; Costa et al. 2016 ). In fact, using Fig. 8c , we can obtain for each class the distance from the vent where to sample to measure the loading peaks. For example, to correctly estimate the deposited mass φ(1), we should sample at least one point at 3 km from the vent. This suggests an optimal sampling strategy where we collect points along the main dispersal axis with a growing distance from the vent as shown with the black line in Fig 8c. For coarser classes, only a very small part of the emitted material is deposited in the considered domain (see Fig. 7 ). When we consider the number of particles for unit area, instead of the mass, we found less than one particle per square meter already at 2 km away from the vent with φ <(−4). Thus, the probability to sample coarse particles at these distances is really small and this produces a large variability in the reconstruction of the emitted mass. One solution to reduce this uncertainty is to collect more points on the same region to make the statistic more robust. This will also increase the probability of sampling a peak. As we can see in Fig. 8c , the peak isomass area is a function of the particles size. For coarse classes (φ < −2), the peak is concentrated in a small area consequently it is more difficult to locate.
Correction factors
Mass deposited over a limited domain always provides an underestimation of the emitted mass, depending on the domain size. Thus, when numerical techniques are used to compute for each class the mass deposited over a fixed domain, there is a need for some correction factors to fill the gap between the estimated and the emitted eruptive parameters. For the scenario investigated, the results presented in Fig. 10 show for the different classes and for different domain sizes the ratio between the deposited and the emitted mass, thus providing the desired correction factors. In order to generalize our results to other scenarios, we conduct a sensitivity study varying some ESP over 4000 runs. In Fig. 10 , the ratio between deposited and emitted mass, as a function of column height and particle size, is plotted for four different domains: (a) 2 ×2 km 2 , (b) 4 ×4 km 2 , (c) 200 × 200 km 2 , and (d) 400 ×400 km 2 . Domains are centered on the eruptive vent; consequently, they correspond respectively to a maximum vent distance of 1, 2, 100, and 200 km. Each circle represents a simulated scenario initialized with a random sampling of plume radius, exit velocity and TGSD. Initial velocity ranges between 10 and 160 m/s and the radius between 5 and 55 m. The TGSD is parametrized as a bi-modal distribution where μ 1,2 and σ 1,2 are varied in the intervals [−3, 5] and [0.5, 6] , respectively. Variables are selected using a Latin hypercube sampling (LHS) strategy (McKay et al. 1979) . For a fixed column height and a fixed class, since the ratio (DM i /EM i ) is varying minimally with the emitted TGSD, we can use it to define a correction factors to account for the fraction not deposited over the considered domain. In this way, we can relate the deposited TGSD with the emitted one.
In Fig. 11b , we show two examples explaining how to apply the correction factors for a hypothetic scenario with a 2000 m agl column height. First of all, we collect the sampling points, using the strategy presented in "Best sampling strategy" and two different intervals for the distances from the vent: [1, 100] km (A) and [2, 100] km (E). Then, we calculate for each class the mass deposited over the considered domains (Fig. 11b, f) using the NN method, without the need to fix deposit zero values. Using the coefficients of Fig. 10 , we calculate the correction inverse factors considering the ratio DM i /EM i over the considered domains Fig. 11c , g. For example, for Fig. 11c , where the sampling distance is ranging between 1 and 100 km, the coefficients of Fig. 10a for 0 and 1 km are subtracted from the coefficients of Fig. 10c for 0 and 100 km. The gray area represents The gray area represents the interval between the minimum and the maximum estimated mass. The blue line is the original emitted distribution. The purple area is the extrapolated value obtained using a fitting on the tail. As a reference, the total EM is compared with reconstructed values φ = −4 for the second example (see Fig. 11f ), the direct use of the correction factors is difficult. Consequently, we suggest extrapolating from the other classes the information presented on the corrected TGSD. As suggested in several studies on rock fragmentation (Hartmann 1969; Turcotte 1986; Kaminski and Jaupart 1998; Kueppers et al. 2006; Perugini and Kueppers 2012; Girault et al. 2014) , particles number follows a power law distribution. Under this assumption, we can partially recover the mass of coarser particles by extrapolating the particles number with a power law (see purple area in Fig. 11h ). This method also allows an estimation of the emitted mass by summing the results obtained for all the classes (see Fig. 11d, h ). For a sampling distance within 1 and 100 km from the vent (Fig. 11a) , the deposited mass DM tot only represents the 70 % of the emitted one, whereas the interval provided by our method correspond to 90 and 112 % of the emitted mass. For the second example (Fig. 11e) , where the sampling points are collected within 2 and 100 km from the vent, the deposited mass represents only the 30 % of the emitted, whereas our method gives an interval corresponding to 82 and 120 % of the real value. Despite the effect of excluding a proximal area region is smaller for higher columns, for a 6000 m agl column only 10 % of φ(−5) is still depositing outside the proximal region (see Fig. 10b ). In the auxiliary material, we provide a table with more examples of correction inverse factor for different column height.
The same technique can be adopted to estimate information losses over a generic domain, for example, when the median region or areas above the sea are missing. However, when applying the method we need to be careful in considering the uncertainty associated with the reconstruction techniques applied to samplings dataset (in our examples NN) because this error will affect directly our estimate interval. We remark that approximation errors are decreasing with the number of the collected sample, whereas the bias between the emitted and deposited mass only depends on the considered domain.
Aggregation
As stated in several papers (Carey and Sigurdsson 1982; Bonadonna et al. 2016; Taddeucci et al. 2011; Brown et al. 2012b; Klawonn et al. 2014a) , particle aggregation can significantly affect the dispersal process and the tephra depositional pattern. For this reason, we extend our study considering a simple aggregation process occurring within the margin of the column, as proposed by Textor et al. (2006) . To this aim, we adopt a model based on Cornell et al. (1983) and Sulpizio et al. (2012) , where a fixed percentage (10, 20, and 50 %) of emitted mass for φ > 2 aggregates as φ = 2 (250 μm) particles. As a first approximation, particle density remains the same of the aggregating class. As stated by Brown et al. (2012b) , aggregates due to collisions at the ground are supposed to be found as completely break apart in the deposit. Figure 12 shows the effect of three different aggregation ratio: (a) 10 %, (b) 20 %, and (c) 50 %, respectively. The amount of deposited fine particles increases almost linearly with aggregation, and consequently, the fraction leaving the domain is reduced (for the scenario the 78 % of particles with φ > 4 leaving the domain change respectively in 70, 62, and 39 % for the three aggregation ratio considered). On the other hand, information on For each class finer than φ(2.5) a fixed percentage of emitted mass settles as aggregates with fixed diameters (Cornell et al. 1983) .
Column height [m] agl
coarser particles is partially lost when very proximal area is excluded (Fig. 7a) . Nevertheless, even when 10 and 20 % of aggregation is considered, φ > 5 classes deposit only as aggregates in the considered domain. Indeed, the observation of a particular class in the deposit only as aggregate could be erroneously interpreted as evidence that 100 % of the emitted mass for the observed class aggregated during the transport. This reveals how using, for a single class size, the amount of aggregated and non-aggregated particles on the deposit, as indicative of the aggregation ratio, can be misleading. Clearly, aggregation plays an important role on the estimated uncertainty, as we can see from Fig 12, but only for small particles affected by aggregation process. Analyses conducted on larger particles, since not influenced by aggregation, are still valid.
Since we obtained our results using a numerical study, they are clearly dependent on model assumptions. However, we tested the dependency on settling velocity, factor shape and particles density, and results are poorly sensitive to those parameters.
Conclusion
A numerical strategy has been adopted in order to better understand a deposit footprint and its thoroughness in quantifying eruptive source parameters like mass and TGSD. Starting from a set of loading measurements collected after the 24 November 2006 Etna eruption, we generated a full tephra deposit, by applying an inversion method to the dispersal code VOL-CALPUFF. We analyzed the deposited mass and the deposited TGSD by using an exact integration over the computational domain. Then these values were compared with values estimated with standard reconstruction techniques showing that:
• Deposited mass was a function of considered domain and exact integration allowed to quantify the underestimation with respect to the emitted mass. When the deposited mass was integrated over a distance of 1 and 100 km from the vent only 30 % of the emitted mass was found on the ground.
• Even by using a large and well-distributed dataset of sampled points (50 points) over the modeled domain, large errors can affect the results. Reconstruction techniques, performed over 2000 different sampling tests, showed a gap in the mass values up to an order of magnitude between the 5 th and the 95 th percentile. Besides, estimated confidence intervals were not representative of committed errors.
• Large standard deviation values and large relative errors affected reconstructed TGSD obtained in case of poorly exposed deposits. In particular, the emitted fractions of coarse and fine particles were generally underestimated underrating the hazard associated with volcanic airborne particulate. Furthermore, when the fractions obtained with the Voronoi technique were rescaled with the total emitted mass, median classes were always overestimated in mass.
• We proposed a new method to reconstruct the emitted TGSD and the emitted mass starting from single classes measurements and column height observations. We used a sensitivity study on eruptive parameters to generalize the analysis so far depending on the eruption scale and assumed TGSD.
• Column height showed to be weakly dependent on the TGSD emitted. Consequently, for a fixed column height, for each class the distance from the vent of the maximum loading is independent from the emitted percentage. This provides a useful criterion to sample a deposit in order to reduce the uncertainty in the TGSD.
Finally, this work showed how, in support of field-based studies, numerical studies represent a useful tool to assess ESP uncertainty.
