As the development of smart grids and electricity markets around the world, short-term load forecasting (STLF) plays an increasingly important role in safe and economical operations of power systems. Facing massive multivariate and heterogeneous data from smart grid environment, traditional STLF methods no longer meet the requirements of comprehensive prediction performance in big data era. Therefore, a novel STLF model named EGA-STLF is proposed in this paper. The core idea of the proposed model is mainly based on distributed representation, bidirectional gated recurrent unit (Bi-GRU), and attention mechanism. EGA-STLF encodes non-numerical variables in input data into sparse vectors by distributed representation during preprocessing, which can more reasonably reflect the correlations between different variables across the temporal sequence. Moreover, the Bi-GRU layer in EGA-STLF processes the past and the future information simultaneously to fully extract temporal and nonlinear features from input data for the improvement of forecasting accuracy. In addition, the introduction of attention mechanism highlights the role of key features in load forecasting, which is beneficial to generate more accurate forecasting results for EGA-STLF. The validity and superiority of EGA-STLF is verified by taking the actual data from Victoria state and Queensland state in Australia for experimental research in which mean absolute percentage error (MAPE) and root mean square error (RMSE) are selected as evaluation metrics. The experimental results indicate that EGA-STLF outperforms the state-of-the-art models based on SVR and MLP in term of comprehensive forecasting accuracy. Hence, EGA-STLF is a promising method to create economic benefits in power industry.
I. INTRODUCTION
Short-term load forecasting (STLF), which is a routine task for power plants, energy market operators and other members in electric power systems, means predicting the future load values within several hours or days by fully analyzing influence factors such as historical load data, meteorological information, real-time electricity prices, etc [1] . STLF plays an important role in ensuring the security and stability of power systems since it is essential for controlling power generation reasonably to balance the electricity supply and The associate editor coordinating the review of this manuscript and approving it for publication was Bin Zhou . consumption in real time, arranging proper maintenance program for electrical equipment and other related necessary operations [2] . At the same time, the result of STLF is also an important basis for directing the economic power dispatch and determining the electricity trading strategies in electricity market [3] . Therefore, improving the accuracy of STLF can make great contribution to both reliable and economical operations of power systems. As the development of smart grids around the world, massive multivariate and heterogeneous data from smart meters or other advanced electronic devices are provided for analysis [4] . The big data scenario not only provides abundant materials useful to researchers but also puts forward higher requirements for the operational efficiency of STLF models. Thus, it is an urgent task for researchers in power system community to design a novel STLF model that can give consideration to both forecasting accuracy and operational efficiency simultaneously under the new situation.
The practical methods for STLF are classified into two main categories in general, i.e. the conventional methods and the machine learning methods. The conventional methods are mostly based on statistical theory. Some common ones include linear regression [5] , exponential smoothing method [6] , auto regressive integrated moving average (ARIMA) [7] , [8] and so on. These methods have simple internal structure and fast convergence speed, but can only fit the linear relations between input data and predicted loads, resulting in that the forecasting accuracy is unacceptable in most cases. In consequence, they have been gradually replaced by the machine learning (ML) models with powerful ability of data processing and nonlinear relation fitting. The ML methods are mainly represented by support vector regression (SVR) [9] , Kalman filter [10] , [11] , regression trees [12] , artificial neural network (ANN) [13] and so on. The main disadvantage of the ML methods is that they cannot learn the temporal features from input data, which is not conducive to the improvement of load forecasting accuracy. In view of the problems in practical methods, recurrent neural network (RNN) [14] is introduced into STLF tasks by researchers. RNN not only captures temporal features from input data effectively through the recurrent unit in hidden layers but also models the complex nonlinear relations between influence factors and predicted load values via setting appropriate activation functions. Since the simple internal structure of traditional RNN results in severe exploding and vanishing gradient problems [15] , the version of RNN that has been progressively introduced into STLF is long short-term memory (LSTM) [16] . LSTM is a research hotspot in various deep learning tasks such as natural language processing (NLP) [17] , speech recognition [18] , text classification [19] and so on. It is able to learn long-term dependency in time series across large span by introducing a special gate mechanism into recurrent units, alleviating the exploding and vanishing gradient problems existing in traditional RNN significantly. According to the existing literatures, the LSTM models constructed for short-term residential load forecasting [20] , [21] and the hybrid model combining LSTM with empirical mode decomposition (EMD) for STLF in given time intervals [22] can achieve satisfactory forecasting accuracy. We also select deep learning for STLF in this paper motivated by the aforementioned models.
However, the complex parameter configuration of the gated mechanism in LSTM cells leads to high computational consumption that reduces the operational efficiency of STLF models. And the standard LSTM neural network only process information along the forward direction of temporal sequences unidirectionally. As a result, it cannot extract features from input data completely for subsequent analysis, resulting a limited improvement on prediction accuracy.
In addition, the advanced LSTM based STLF models usually apply multiple LSTM layers to construct an encoderdecoder (also called sequence to sequence, S2S) framework [23] that only exploits the final hidden state produced by the last hidden layer of encoder as context vector to predict multi step load values in decoder. The forecasting performance of these models is still acceptable using input data in small scale. However, when the input data is excessively large and the timestep of LSTM is overlong, the forecasting accuracy of the model will deteriorate dramatically. That is because the context vector with fixed length has only limited information storage capacities such that the loss of essential features associated with load forecasting is unavoidable. Moreover, the above models ignore an important fact that various features extracted from input data make different contributions to load forecasting, so that the encoder cannot generate a reasonable context vector to achieve optimal model performance. Most importantly, the LSTM based STLF models mostly transform non-numerical variables from input data into one-hot vectors during preprocessing. The high-dimensional sparse vectors generated through one-hot encoding method are incapable of reflecting the correlations between different variables and increase the number of parameters required in LSTM, which will have a negative impact on both the forecasting accuracy and the operational efficiency of STLF models.
In order to overcome the aforementioned shortcomings in existing LSTM based STLF models, a novel model EGA-STLF is proposed in this paper. At first, EGA-STLF abandons the common one-hot encoding method and implements the distributed representation on non-numerical variables in input data during preprocessing. Distributed representation is an encoding method widely applied in NLP tasks such as machine translation, sentiment analysis, and text classification. It uses low dimensional dense vectors to represent real variables, which is equivalent to map these variables to a series of points in a high dimensional vector space and represent the correlations between different variables by the analysis on the positions of corresponding points in the vector space. This kind of operation not only reduces the number of training parameters in EGA-STLF to save the computational overhead, but also reveals the potential characteristics hidden in the input data sequence, both of which are conducive to obtain forecasting results with higher accuracy for EGA-STLF. Moreover, EGA-STLF, which also adopts the widely used S2S framework, replaces LSTM with GRU as the block to build an STLF model. Gated recurrent unit (GRU) [24] is an optimized version of LSTM first presented in 2014, whose validity and superiority have been proved by the successful applications in some deep learning tasks such as sentiment analysis [25] , image classification [26] , flaw detection [27] and so on. It simplifies the sophisticated structure in LSTM cells to achieve high convergence speed while keeping comparable forecasting accuracy with LSTM. For mining valuable features from the past and the future information across the input sequence simultaneously to generate more accurate load forecasting results in the decoder, the encoder of EGA-STLF is composed of multiple bidirectional gated recurrent unit (Bi-GRU) [28] layers. And the decoder of EGA-STLF is constructed by unidirectional GRU. In addition, EGA-STLF introduces attention mechanism [29] into the STLF model based on Bi-GRU to solve the problem about key information loss. Attention mechanism is a concept originally derived from neuroscience, whose core idea is to imitate the attention distribution principle in human brain. When coming into contact with complicated objects from external environment, people always pay more attention to the key components representing important attributes, meanwhile ignoring the secondary components unrelated to the nature of objects and shielding the interference information. As for the STLF task studied in this paper, the introduced attention mechanism unit in EGA-STLF sets different weights for each feature related to load forecasting through a specific algorithm, and highlights the key information and ignore the secondary information. In sum, the main contributions of the proposed EGA-STLF are as follows: 1) Firstly, in order to fully reflect the correlations between different non-numerical variables from input data, distributed representation is used to replace the onehot encoding during preprocessing in the proposed EGA-STLF. 2) Secondly, EGA-STLF utilizes Bi-GRU to extract the past and the future information from the input sequence simultaneously, improving the data mining ability and the operational efficiency of the model at the same time. 3) Thirdly, the introduction of attention mechanism in EGA-STLF emphasizes the critical features in load forecasting, which is beneficial to the enhancement of the prediction accuracy.
In order to verify the validity and superiority of the proposed EGA-STLF model, the actual data of Victoria State and Queensland State in Australia are selected for simulation experiments respectively. Experimental results indicate that the proposed EGA-STLF model can obtain the highest accuracy compared with the state-of-the-art models based on SVR and MLP. The forecasting accuracy can be improved by using distributed representation instead of one-hot encoding in the proposed EGA-STLF model. And the application of Bi-GRU can generate more accurate forecasting results while improving the operational efficiency of the model. The rest of this paper is organized as follows. Section II elaborates the proposed EGA-STLF model. Section III demonstrates the experimental results and related analysis. Finally, the conclusion is drawn in Section IV.
II. ANALYSIS FOR EGA-STLF A. BIDIRECTIONAL GATED RECURRENT UNIT
RNN is one of the most advanced deep neural networks (DNNs) for dealing with STLF problems, which makes the output at a given moment depends not only on the input at the current moment, but also on the historical information from previous moments through setting recurrent units in hidden layers, so as to realize the effective mining and extracting of temporal characteristics in load data. Considering the exploding and vanishing gradient problems in traditional RNN, LSTM emerges at the right moment. It contains three gate functions, an internal cell state and special computational operations to control the information transfer of the input data along time steps. The main disadvantage of LSTM is that its internal structure is so complicated that the calculation process involving many parameters consumes a lot of time, which leads to the inadequate operational efficiency of LSTM based models. On the basis of keeping the same predictive performance as LSTM, GRU simplifies the gated mechanism in recurrent units and significantly improves the computational efficiency. Therefore, GRU is selected for the construction of EGA-STLF in this paper. The internal structure of a GRU cell is illustrated in Fig. 1 .
As shown in Fig. 1 , x t represents the input of GRU cell at moment t, h t and h t−1 represent the hidden state in GRU cell at moment t and t −1 respectively, r t and z t represent the reset gate and update gate in GRU cell at moment t respectively, and c t is the internal cell state at moment t. sigmoid and tanh represent sigmoid and hyperbolic tangent activation functions respectively and the symbol ⊕ and ⊗ denote summing and multiplying the corresponding elements in two vectors. It can be easily observed from Fig. 1 that the GRU cell replaces the input, output and forget gate in the LSTM cell with the reset and the update gate while cancelling the persistent internal state. These modifications not only reduce the number of trainable parameters, but also greatly simplifies the calculation process in the whole neural network. The calculation process in a GRU cell is expressed in (1) to (4) .
In the equations above, W and U represent the weight matrices, b represents the bias vector, and the rest of symbols are defined as same as that in Fig. 1 . It can be seen from the above equations that the update gate is used to control the proportion of state information passed from the previous moment to the current moment. The higher the value of the update gate is, the more state information at the previous moment is retained. The reset gate is used to control the degree of forgetting the state information at the previous moment. The smaller the value of the reset gate is, the less influence the state information at the previous moment has on the current moment. Through the simplified gate mechanism in recurrent cells, GRU overcomes the defect that traditional RNN cannot learn the long-term dependency from temporal data meanwhile its convergence speed is faster than LSTM, so GRU is the optimal RNN version suitable for STLF.
The unidirectional RNN is unable to take the past and the future information into account at the same time, which is not favorable to the increase of load forecasting accuracy. In order to implement the learning function on future information, the encoder of EGA-STLF adopts Bi-GRU, whose schematic diagram and calculation process is shown in Fig. 2 and (5) to (7) . In a Bi-GRU layer, the sequence of input data is fed into a forward −−→ GRU and a backward ←−− GRU simultaneously at first. Then, the hidden state at moment t (h t ) will be obtained by the concatenation of hidden states − → h t and ← − h t which are generated by the forward and the backward GRU at moment t. EGA-STLF is able to mine the past and the future data simultaneously by using Bi-GRU neural network, providing more complete context information for the decoder.
B. DISTRIBUTED REPRESENTATION STLF models need to encode non-numerical variables such as date information or weather conditions into vectors during preprocessing. Most of the existing STLF models adopt the one-hot encoding method for non-numerical variables at present. According to this method, each variable is represented as a high dimensional sparse vector whose dimension is equal to the number of diverse variables. Only the element corresponding to the object variable is 1, and all the other elements are 0 in this vector. The one-hot encoding is relatively simple, but exists the limitation that it cannot reflect the correlations between different variables. Concretely speaking, the correlation between two vectors is usually measured by dot product or cosine similarity. Since the dot product or cosine similarity between any two one-hot vectors is always zero, one-hot encoding is incapable of capturing the correlations between diverse variables in practice. In addition, the high dimension of input vectors forces the neural network to set more trainable parameters, which sharply reduces the training efficiency of STLF models. The empirical analysis in NLP community have proven that the existing neural networks cannot handle such high-dimensional sparse vectors that are isolated from each other effectively due to the two defects mentioned above. Hence, the proposed EGA-STLF abandons one-hot encoding and introduces distributed representation into preprocessing. Distributed representation is the preferred technique for data preprocessing in NLP tasks, whose core idea is transforming real variables into relatively low-dimensional and dense vectors through a neural network. Each element in a distributed vector represents a coordinate value of the corresponding point in a specified vector space respectively. In the vector space, the Euclidean distance between two points with similar meaning in practice is short, and vice versa. Therefore, distributed vectors can express the correlations between different variables and capture the context information for each variable, so that preprocessing with distributed representation is conducive to produce more accurate prediction values in STLF. In addition, compared with the onehot vector, distributed vectors with lower dimensions need less trainable parameters in neural networks, which saves lots of computing resources and memory space. We take the encoding for Sunday to Saturday as an example, and the detailed comparison between one-hot encoding and distributed representation is illustrated in Fig. 3 . The days in a week from Sunday to Saturday should be represented as integers 0 to 6 at first in Fig. 3 Fig. 3 by distributed representation.
C. ATTENTION MECHANISM
At present, the advanced STLF models usually adopt RNN based on S2S framework to realize multi-step load forecasting. The main limitations of these models are that regardless of the length of input sequence, the model only encodes input data into a vector representation with limited length, and then sends it to the decoder as the context vector. Since the information storage capacity of the context vector is limited, when the timestep of RNN is set within a small range, the forecasting accuracy of the model is still acceptable. However, if the timestep is too large, it will inevitably lead to the loss of essential information and the model performance will deteriorate. In addition, these models neglect an important fact that different information from input data has different impacts on load forecasting results, so that redundant information and interference information are likely to obscure the role of key information, which is not conducive to the improvement of load forecasting accuracy. In order to solve the above problems, the proposed EGA-STLF model introduces attention mechanism into the STLF model based on GRU and S2S framework.
Attention mechanism is a new technique emerging in deep learning in recent years. Its feasibility and superiority have been proved by successful applications in various tasks such as image processing, speech recognition and NLP. The attention mechanism in deep learning is a product of bionics, which obviously imitates the selective attention mechanism in human brain and visual system. When processing images imported by the optic nerve, the visual module in human cerebral cortex has to determine the target area that needs to be focused on, and then allocate more attention resources to the target area, so as to obtain more high-value information about the core nature of objects. The data processing method based on rational attention distribution not only effectively solves the problem of information overload in human nervous system under information bombardment, but also greatly improves the ability of human beings to adapt to dramatic changes in external environment.
The attention mechanism in deep learning is similar to the selective visual attention mechanism from human brains in essence, whose core purpose is also to select information that is more critical to the current task from lots of information.
As an idea rather than a concrete algorithm, the attention mechanism in deep learning can be implemented by various kinds of models. According to different designs of internal structure, the attention based model can be divided into the soft attention based model, the hard attention based model and the local attention based model. As for the STLF task, it should be noted that each part of input data may contain features related to load forecasting and these features are distributed in different positions across the input sequence. Considering that extracting partial data for analysis will destroy the timing integrity of the original input sequence, the attention mechanism adopted by the EGA-STLF model is soft attention mechanism.
Generally speaking, the EGA-STLF model designs a dedicated neural network based on soft attention mechanism to assign different attention weights to each hidden state generated from the encoder. The key hidden states that have a greater impact on predicted loads will be allocated higher attention weights, while the attention weights for secondary and interference hidden states will be relatively lower. The hidden states multiplied by corresponding attention weights should be summed over to form a context vector, which is then fed into the decoder to generate the predicted load value at each moment. The above operations highlight the role of key features played in load forecasting process, and weaken the negative impact from secondary and interference information, thus significantly improving the accuracy of STLF. The schematic diagram of soft attention mechanism is shown in Fig. 4 , and the operational process is expressed by (8) to (10) .
In Fig. 4 and (8) to (10), x 1 , x 2 , x 3 , · · · , x j , · · · , x Tx represent the sequence of input vectors, h 1 , h 2 , h 3 , · · · , h j , · · · , h Tx represent the hidden states corresponding to input vectors, and α t1 , α t2 , α t3 , · · · , α tj , · · · , α tTx represent attention weights at moment t. s t−1 and s t denote the hidden state at moment t − 1 and t in the decoder, c t denotes the context vector at moment t, and e tj (j = 1, 2, · · · , Tx) denotes original attention weights at moment t before normalization. W and U are weight matrices, v is a weight vector, b is a bias vector and tanh represents the hyperbolic tangent activation function. During the implementation of soft attention mechanism, the dedicated neural network shown in (8) calculate the original attention weight e tj corresponding to each hidden state h j at first using h j as key and s t−1 as query. Secondly, the original attention weights should be normalized through the method similar to SoftMax given in (9) , so as to obtain the final attention weights α tj (j = 1, 2, · · · , Tx). Thirdly, each h j will be multiplied with corresponding α tj and then all products will be summed over to obtain the context vector c t as shown in (10) . Finally, c t can be fed into the GRU layer in the decoder to obtain s t .
D. ARCHITECTURE OF EGA-STLF
The architecture of EGA-STLF model is illustrated in Fig. 5 . The proposed EGA-STLF model is mainly composed of four modules, namely the preprocessing unit, the encoder, the decoder, and the attention mechanism unit. Among them, the preprocessing unit transforms the numerical variables, such as historical loads and electricity prices shown in Fig. 5 , into range [0,1] by min-max scalar. Moreover, multiple distributed embedding layers are used to encode the sequences composed of non-numerical variables such as month and hour attributes depicted in Fig. 5 respectively. The encoder is constructed by a Bi-GRU layer, whose main function is to fully extract the nonlinear and time series features from input data and provide materials for the subsequent prediction in the decoder. The decoder composed of a GRU layer and a full connected layer needs to be integrated with the attention mechanism unit to function, i.e. the attention mechanism analyzed above is utilized to produce the context vector at each time step, which is then processed by the GRU and the full connected layer in the decoder to generate each predicted load value. The specific operational flow of EGA-STLF is elaborated as follows.
1) Firstly, the input data is preprocessed to form an input sequence x 1 , x 2 , x 3 , · · · , x j , · · · x Tx . 2) Secondly, the input sequence x 1 , x 2 , x 3 , · · · , x j , · · · , x Tx is transformed into a hidden state sequence h 1 , h 2 , h 3 , · · · , h j , · · · , h Tx by the Bi-GRU layer in the encoder. 3) Thirdly, the last hidden state h Tx produced from the encoder will be selected as the input vector at the first timestep in the decoder, so as to obtain the hidden state s 1 and the forecasting result y 1 at moment t = 1 through a GRU layer and a full connected layer with single neuron and linear activation function in the decoder. After that, as the operational process of the soft attention mechanism mentioned above, c 2 , s 2 , and y 2 can be calculated successively using s 1 as key.
It should be noted that the weight parameters of the GRU layer in the decoder at the first timestep are different from the weight parameters shared across all subsequent timesteps. 4) Finally, the proposed EGA-STLF model continuously repeats the above process taking the context vector c t as the input vector at timestep t until the last forecasting result y N is obtained.
III. EXPERIMENTS A. DESCRIPTION OF DATA RESOURCE
In order to prove the feasibility and superiority of EGA-STLF model in STLF, two actual data sets from Victoria State and Queensland State in Australia, namely the VIC and the QLD data [30] , were selected for simulation experiments about day-ahead load forecasting respectively in this paper. Each data set includes historical loads, electricity prices and date properties data across 5 years from January 1, 2013 to December 31, 2017 in Victoria and Queensland. All the above data are based on 0.5-hour basis, i.e. there are 48 sampling points in a single recorded day. As for the partition of data sets, the VIC and the QLD data from 2013 to 2015 are used as training set, data in 2016 as validation set, and data in 2017 as test set. The partial load data for VIC and QLD in July, 2016 are illustrated in Fig. 6 and Fig. 7 . It can be inferred from the above two figures that the power loads involved in the VIC and the QLD data sets have significant periodicity characteristics, such as daily characteristics and weekly characteristics. Therefore, when constructing the input data sequence of the proposed EGA-STLF model, the historical load values and electricity price values at moment t − 1, t − 48 and t − 336 are used as the numerical input variables at time step t. At the same time, the month, week, hour and holiday information at moment t is taken as the non-numerical input variables at time step t.
B. EXPERIMENTAL SETTINGS
All the experiments in this paper are realized on a cloud server with two Intel(R) Xeon(R) Silver 4110 CPUs and The number of training epochs is an essential hyperparameter that has great influence on the prediction accuracy and generalization ability of deep neural network models. In order to avoid overfitting, the existing STLF models usually adopt the early stopping method to determine this parameter. However, due to the large randomness existing VOLUME XX, 2020 in the training process, the weight parameters obtained when the training process finished do not necessarily have the optimal generalization ability, i.e., the weight parameter set with the highest prediction accuracy on the validation set may not achieve the best performance on the test set. In order to overcome the above defect, we set the epochs to a relatively large value as empirical knowledge in this paper, such as 1000 for the proposed EGA-STLF model, so as to ensure that the model can be fully trained. On the other hand, the input data should be divided into three sets: the training set, the validation set and the test set. Among them, the training set is used to update model weight parameters continuously. The function of the validation set is to monitor the generalization ability of the model in real time during the training process. And the test set is utilized to evaluate the forecasting performance of the trained model on an unknown data set. After training, both the weight parameters at the end of the training and the weight parameters which have the highest accuracy on the validation set will be loaded into the same model for comparison on the same test set respectively. The weight parameter set whose accuracy is higher on the test set is selected as the final training result, so as to realize the purpose of optimizing the experimental effects.
C. SELECTION OF EVALUATION METRICS
The evaluation metrics selected for the proposed EGA-STLF model are mean absolute percentage error (MAPE) and root mean square error (RMSE). The definitions of MAPE and RMSE are expressed as follows:
where n represents the number of sampling points in a single day. y i denotes the actual load value of the sampling point i while y pi denotes the forecasting load value of the sampling point i in a predicted day. The order of magnitude of RMSE varies with the order of magnitude of load values, so it is a relative metric which is sensitive to the maximum or minimum error in a sequence of forecasting results. The lower the MAPE and RMSE values are, the higher the forecasting accuracy is.
D. PREPROCESSING AND MODEL TRAINING
The process of STLF using the proposed EGA-STLF model mainly includes the following three steps:
1) PREPROCESSING
During the acquisition, transmission and storage of historical loads, electricity prices and other influence factors, there may be abnormal data resulted from some faults. In order to prevent STLF accuracy from decrease caused by the low quality of input data, abnormal data must be eliminated during preprocessing. Concretely speaking, the EGA-STLF model identifies abnormal load and electricity price data and rectifies them by introducing the discrimination and correction methods [31] shown in (13) to (15) .
x n,i
x n,i − x n,i > 3σ i ε
In (13) to (14) , xn, i is the data value at moment i on day n, x n,i and σ 2 i are the mean and the variance of input data respectively, and ε denotes the threshold commonly set within [1,1.5] . The abnormal data can be distinguished by (14) based on the 3ε principle, after we calculating x n,i and σ 2 i through (13) . Any x n,i that makes (14) true belongs to abnormal data; otherwise, it is normal data. All abnormal data should be corrected as (15) . (15) In (15) , x * n,i is the modified data value at moment i on day n, x n±1,i represents the data values at moment i on the two days before and after day n, x n,i±1 represents the data values at moment i and i − 1 on day n, and x n,i is the mean of input data. α, β, and γ are coefficients.
Deep neural network is very sensitive to the input data. Feeding data with different dimensions and orders of magnitude into the model directly may affect the forecasting accuracy and efficiency, even causes the model to fail to converge. Therefore, the numerical variables including load values and electricity prices from input data should be normalized before training. The method given in (16) transforming original data into [0, 1] is adopted by EGA-STLF in this paper:
x =
x − x min x max − x min (16) where x represents the original input data before normalization, x denotes the input data after normalization, and x max and x min are the maximum and minimum values of the raw data respectively. The date attributes belong to non-numerical variables which should be encoded into distributed vectors demonstrated above.
2) MODEL TRAINING
In order to give consideration to the training speed and the accuracy of gradient descent direction at the same time, minibatch technique is adopted to input the data from training set into the proposed model in batches. After using optimization algorithm based on error back propagation mechanism to update the weight parameters of the model, the training process is completed. During the training process, data from the validation set should be fed into the model for prediction after each epoch of training, in order to monitor the training effect in real time. Mean square error (MSE) is selected as the loss function for EGA-STLF in this paper. The expression of MSE is shown as follows:
where n is the amount of sampling points in a single day. y i is the actual load value at the sampling point i while y pi is the forecasting load value at the sampling point i. The advantage of using MSE loss function is that it is capable of amplifying the deviation between the forecasting result and the actual load value at each sampling point as square relationship, so as to make the model more sensitive to errors. The optimizer selected for the model is adaptive moment estimation (Adam) [32] . The Adam optimizer based on adaptive estimation of low order moment is a first order gradient 
E. ANALYSIS FOR EXPERIMENTAL RESULTS
In order to highlight the advantage of the proposed EGA-STLF model in term of accuracy and efficiency, the experiments in this paper consists of three sections. Firstly, the forecasting accuracy and operational efficiency of STLF models based on LSTM, GRU, Bi-LSTM and Bi-GRU are compared on the VIC and the QLD data respectively. Secondly, the experimental comparison about forecasting accuracy between EGA-STLF and OGA-STLF identical to EGA-STLF except using one-hot encoding is implemented. Finally, the state-of-the-art models based on SVR and MLP are selected as benchmarks for comparative experiments with EGA-STLF. To evaluate the performance of each model fairly and scientifically, all the tested models use the same input data, and only the weight set with the highest accuracy from each model after hyperparameter optimization can be selected for assessment. All experimental results on the VIC and the QLD data sets are shown in the following tables and figures. Table. 1 and Table. 2 show the comparison about forecasting accuracy and operational efficiency among four tested models. It can be observed that compared with the LSTM and Bi-LSTM based models, the training and forecasting time consumed by the GRU and Bi-GRU based models is reduced due to the simplified internal structure of GRU cells, meanwhile maintaining the forecasting accuracy very close to that of the former. Therefore, using GRU instead of LSTM in EGA-STLF can improve the efficiency of model operation while keeping almost the same forecasting accuracy. On the other hand, since the encoder can learn useful information from input data along both the forward and the backward direction to provide a more complete context vector for the decoder, the forecasting accuracy of the models based on Bi-LSTM and Bi-GRU is higher than that of the models based on LSTM and GRU. The average accuracy of the GRU based model reaches 95.45% and 95.97% on the two selected data sets respectively, which is the highest among the four tested models. To sum up, the adoption of Bi-GRU in EGA-STLF is the optimal selection for balancing accuracy and efficiency.
In order to further verify the promoting effect of distributed representation on the accuracy improvement of EGA-STLF, we also compare the forecasting accuracy of EGA-STLF and OGA-STLF on the VIC and the QLD test sets. The results are shown in Table. 3. We can find that the MAPE metrics of EGA-STLF are 3.35% and 3.06% on the VIC and the QLD data, which are 7.5% and 9.5% lower than that of the control model respectively. And the RMSE metrics of EGA-STLF are 292.36MW and 255.12MW on the two data sets, which are 13.6% and 7.9% lower than OGA-STLF respectively. Thus, it can be concluded from Table. 3 that the comprehensive forecasting accuracy of EGA-STLF is higher, because distributed vectors can provide valuable information that reveals the correlations between different variables across the input data sequence.
In addition, we compare the accuracy of the forecasting results from three tested models on the VIC and the QLD test sets in Table. 4 and Table. 5. It can be judged from the two tables above that among the three models, the forecasting accuracy of the SVR based model is the lowest on both MAPE and RMSE metrics, since SVR usually has poor ability to process large-scale data. The proposed EGA-STLF model has made significant progress in both MAPE and RMSE metrics compared to the other models. On the VIC data, the MAPE of EGA-STLF is 3.35%, decreasing by 56.7% and 51.2% in contrast to the SVR and MLP models. And the RMSE of EGA-STLF is 292.36MW, decreasing by 58.0% and 53.2% compared to the other two models. On the QLD data, the MAPE of EGA-STLF is 3.06%, reduced by 58.1% and 52.3% compared with the baseline. And the RMSE of EGA-STLF is 255.12MW, reduced by 60.8% and 55.1% respectively compared to the baseline. The above analysis indicates that EGA-STLF has great advantages in comprehensive accuracy. This is mainly because the EGA-STLF model has powerful ability of fully mining the temporal and nonlinear features from input data with Bi-GRU and introduces a soft attention mechanism unit to highlight the role of key features in load forecasting. The application of distributed representation during preprocessing also contributes a lot to the improvement of load forecasting accuracy.
The curves of load forecasting results produced by three models from a single day on the VIC and the QLD test sets are illustrated in Fig. 8 and Fig. 9 . It can be seen that all three models can generate comparatively accurate forecasting results and the deviation between the curve of EGA-STLF and the actual load curve is the lowest.
IV. CONCLUSION
This paper presents a short-term load forecasting model named EGA-STLF, which is based on attention mechanism, Bi-GRU and distributed representation. EGA-STLF replaces one-hot encoding with distributed representation, reflecting the correlations between input variables more reasonably. In addition, Bi-GRU is utilized to extract the temporal and nonlinear features from input data. Due to the simplified internal structure of GRU cells, the operational efficiency of EGA-STLF get improved. Meanwhile, the feature learning ability of the model is also significantly enhanced by the bidirectional RNN design. Moreover, the influence of key features can be reinforced during load forecasting through the soft attention mechanism, which is beneficial to the improvement of forecasting accuracy. The experimental comparison with the selected state-of-the-art models can verify that the proposed EGA-STLF model can achieve outperformance in term of forecasting accuracy. And other experiments also demonstrate that EGA-STLF has certain advantages in efficiency. And the application of distributed representation is also helpful to improve the accuracy of load prediction.
As for further research in future, STLF on more micro levels such as substation level and even household level affected by more influence factors from more complex environments can be explored. The proposed EGA-STLF model can also be combined with other methods to perform load characteristics analysis, demand-side response, electricity market bidding, and other related tasks in power systems.
