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1. INTRODUCTION 
Consider the differential operator L: P [a, a~) -+ %‘[a, 00) given by 
Ly~y(n)+an-,(t)y’“~“+ ‘*a +a&)y 
where ai: [a, co) -+ R is continuous, i = O,..., n - 1. We are interested in real- 
valued solutions of the boundary value problem 
(B’W, LY =J L$( y) = 0 
wheref: [a, co) -+ R is continuous and Yp( y) as defined below is a boundary 
operator which evaluates y at a point p in R”. We let G,(t, s), if it exists, 
denote the Green’s function for (BVP),. 
The chief question which we address is whether or not (BVP), is solvable 
for all continuous J The main contribution of this paper is in providing a 
new technique for the study of this question. The new technique consists of 
the coordinated use of Green’s function inequalities (Lemma 3 below) and a 
theorem (Theorem I below) which relates the existence of a Green’s function 
to the boundedness of sequences of Green’s functions. New results as well as 
several well-known results on the solvability of (BVP), can be obtained using 
the technique. 
Section 2 is devoted to preliminary notation and lemmas. In Section 3, we 
determine conditions on L, p, q, t, and s so that the inequality ] G,(t, s)] < 
1 G,(t, s)] is valid. The result obtained, Lemma 3, generalizes an inequality 
due to Bates and Gustafson [ 11, who points out in the first Remark on p. 
865 of [ 1 ] that generalizations of their inequality could be obtained by 
combining their technique with the convergence principle in [5 ] ; however, 
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our development is quite different and very easy. Among other things. these 
inequalities allow multipoint Green’s functions to be estimated by more trac- 
table two-point Green’s functions. Recent and closely related work has been 
done by Hartman [7] and Pokornyi [ 131. 
Theorem 1 in Section 4 gives conditions under which the uniform boun- 
dedness of a sequence {G,(t, s)}F=, of Green’s functions on some 
rectangular subset of the domain implies the existence of G,(t, s) where 
pk + p as k + 03, The applications of our technique to linear boundary value 
problems are given in Theorems 2 and 3 and Remarks 1 and 2 of Section 4. 
2. PRELIMINARIES 
In order to state results easily and compactly, we introduce some 
Notation. If j is a positive integer and I is an interval, let Ij denote the 
usual cross product, let T(Ij) denote the triangular subset of points 
P = (a, ,..., aj) in Ii such that a, < . . . < aj, and let T,(Ij) denote the (interior) 
set of all p = (a, ,..., aj) in T(Ij) such that a, < . . . < aj. If a point p in T(P) 
has exactly k distinct components, let 15 = (p,,..., pk) be the unique point in 
T,,(Ik) which has the same components as p and let m(p) = (i,,..., ik) be the 
k-tuple of positive integers such that i, (1 < I< k) is the number of 
components of p which equal p,. If p E T(P), p^ = (a, ,..., a,), m(p) = (i, . . . . . ik) 
and y E P(I), then let 
i/;(y) = (y(a,),...,.l ‘i1 “(a,) ,..., y(a,) ,..., y’ik- ‘)(uk))r 
where T in (1) denotes the transpose. For p E T(P) and given functions 
u, ,..., u, in V’“(I), let W[u, ,..., u,;p] denote the (generalized) Wronskian 
matrix whose ith column is PP(ui). Finally, let Ker(L, PP) denote the kernel 
of the operator pair L, PP. 
If a, )...) ak are k points with a, < ..a < ak and y is a function having at 
least ii zeros at the point aj for 1 <j ,< k, then we say y has (il ,..., i,)-zeros 
at (a, ,..., ak). Since Yp(y) for p E T(I”) evaluates y at p taking multiplicities 
into account, the requirement %(y) = 0 (the zero vector) is the same as 
requiring y to have m(p)-zeros at p^. Then Ker(L, pp) is nontrivial if and 
only if there is a nontrivial solution of Ly = 0 having m(p)-zeros at ~5. 
We will discuss Green’s functions relative to some compact interval, say 
[a, b] for now, and, as already mentioned, G,(t, s) (when it exists) will 
denote the Green’s function for (BVP),. The basic facts about Green’s 
functions are given in Coppel [3, Chapter 31. If p E T([a, b]“), the Green’s 
function G,(t, s) exists if and only if Ker(L, Pp) is trivial which in turn is 
equivalent to the nonsingularity of the Wronskian matrix W[u,,..., u,:p] 
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where u, . . . . . U, form a basis for solutions of Ly = 0. When it exists, G&t, s) 
is continuous on the square [a, b)’ and the unique solution 4’ of (BVP), is 
given by 
y(t) = (” G,(t, s)f(s) ds, 
(I 
a,<t<b. 
G&t. s) is determined by the requirement that, for fixed s with a < s < b, 
g(t) E G(t, s) satisfies the three conditions (i) Lg = 0 on the intervals [a, s) 
and (s, b], (ii) Y;(g) = 0, and (iii) g”‘(s + 0) - g”‘(s - 0) = 0 or 1 according 
asO<i<n-2or i=n-1. 
We say that L is disconjugate on an interval I if no nontrivial solution of 
Ly = 0 has at least n zeros counting multiplicities on the interval I. Hence, if 
L is disconjugate on [a, b] and p E T([a, b]“), then G,(t, s) exists. 
The following two lemmas will be of use later on. Lemma 1 is well known 
and follows from a standard compactness argument while Lemma 2 is a 
slight extension of the usual sign information for Green’s functions. In 
Lemma 2. ~,_,(t, s) denotes the principal solution with an (n - 1) order zero 
at r = s; that is, u(r) = ~,_,(t, s) is the solution of Ly = 0 satisfying the 
initial conditions u’~‘(s) = 6;,, ~, (Kronecker’s delta) at t = s. 
LEMMA 1. Suppose pk E T([a, b]“) (k = I, 2 ,... ), pk+p as k-+ 00, and 
Ker(L, Y&) is nontrivial for each k. Then Ker(L,S$) is nontrivial. 
LEMMA 2. Suppose L is disconjugate on [a, b], p E T([a, b]“), 
f?= (a , ,..., uk). m(p) = (i, ,..., ik) and P(t) = (t - a,)” . a e (t - ukf”. Then 
0) G,(t, s)lW) > 0 f or a < t < b, a, c s < ak (interpret as a limit 
when t E (a, ,..., a,}); 
(ii) G&t, s) = 0 on the quadrilaterals {(t, s): a < t < b, a < s < a,, 
t>s} and ((t,s):a<t<b,a,<s<b,t<sl; 
(iii) G,(t, s) = u,,- ,(t, s) on the triangle {(t, s): uk < s < t < 6); and 
(iv) G,(t, s) = -u,-, (t, s) on the triangle {(t, s): a < t < s < a,}. 
ProoJ The proof on pp. 106-109 of Coppel [3] suffices to prove (i) 
although (i) allows t E [a, b] while Theorem 11 of Coppel specifies 
t E [a,, ak]. Let g(t) = G&t, s). Since Lg = 0 on the intervals [a, s) and (s, b) 
and Yp(g) = 0, the disconjugacy of L implies (ii); then, (iii) and (iv) follow 
because g’“(s + 0) -g”‘(s -O)=O or 1 according as 0 < iQ n - 2 or 
i=n-1. 
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3. INEQUALITIES 
In this section, we prove an inequality of the form (G,(r, s)i < 1 G&t, s)], 
The proof depends on nothing more than the known sign of the Green’s 
function (Lemma 2) and the simple fact that, for fixed s, the difference y(t) = 
G&t. s) - G,(t, s) is a solution of Ly = 0 on the interval [a, b]. 
We now give a preliminary discussion of the result. Suppose 
p E T([a, b]“), p^ = (a ,,..., a,), and m(p) = (il ,..., ik). Consider the surface 
z = G,(t, s) in R3. By Lemma 2(i), this surface intersects the (I, s)-plane 
along each of the lines t = uj. 1 <j < k; also, the larger ij is, the closer the 
surface is to the (f, s)-plane locally along the line f = uj since this increases 
the multiplicity of the zero. For this reason, G,,(f, s) can be said to have ii 
fines of zeros at t = uj. The function in the following definition counts the 
total number of lines of zeros of G,(t, s) between f = f, and t = f,. 
DEFINITION. If P E mu, bl") and t,, t, E [a, b], let N,(f,, fJ be the 
number of components of p in the smallest closed subinterval of [a, b] which 
contains both f, and f,. In particular. N,(t. t) is the number of times f is a 
component of p. 
Note that N,(f,, fz) = N,(r,, t,). In Lemma 3 below, we consider a fixed 
point f, and suppose N,(f,, f,) = 0 and NJx, to) < N&X, to) for all zc E [a, b]. 
These assumptions guarantee that f, is a component neither of p nor of q and 
that the lines of zeros of G,(t. s) are at least as close to t = t, as are the lines 
of zeros of G&f, s) in an accumulative way; that is, if G,(f, s) has exactly j 
lines of zeros between f, and x, then G,(r, s) must have at least j lines zeros 
between f, and x. Geometric considerations lead one to suspect that the 
magnitude of G&f, s) along the line f = t, ought to exceed or equal that of 
G&t, s). This interpretation makes the statement and proof of Lemma 3 easy 
to understand. 
LEMMA 3. Suppose L is disconjugufe on [a, b], p, q E T([u, b]“), B = 
(a , ,**-1 a,), 4 = (b, ,..., b,), a =min(u,, b,}, /I=max(u,, b,}, f,E [a, b]. 
N,(f,, to) = 0, and the inequality 
N&x, 4,) < N&v to) (4) 
holds for all x E [a, b] with stricf inequality for some x E [a, b]. Then 
IG&,, s)l < IGq(fo~sl fora<s<p. (5) 
Proof: Let m(p) = (i, ,..., ik). First consider a fixed integer j with 
1 <j,< k and suppose f0 < uj. Take a special case where the boundary 
conditions Y;( 1’) = 0 and Y;(y) = 0 are identical except that Y;(J) = 0 
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assigns one less zero to y at aj than YP( ~1) = 0 does while Yq( y) = 0 assigns 
a zero to y in the interval (aj, b] which ID = 0 does not assign. 
Fix s with a < s < /I and let y(t) E G,(t, s) - G&f, s) for a < f < b. It is 
easy to see that y(t) is a solution of LJ~ = 0 on the entire interval [a, b] since 
the potential discontinuity of J(“-‘) (f) at t = s subtracts out. Note that I-, 
has at least i, zeros at a,,, for m #j, 1 < m < k. We claim that 
ytij-“(aj) = -GF-“(aj, s) + 0 (6) 
holds. Indeed. if a, = b,. then .CL = b, , p = b, and (6) follows from (i) in 
Lemma2:ontheotherhand,ifa,<b,,thenj=1,ij=1,a=a,,P=b,and 
(6) follows from (iv) of Lemma 2 when a, < s < b, and from (i) of Lemma 2 
when b, < s. Therefore ~(1) is a nontrivial solution of LJ = 0 with exactly i, 
zeros at a,,, for m #j, 1 < m < k. with exactly ij - 1 zeros at aj. and with no 
other zeros in [a, b]. Let P(f) = (f-a,)” ... (f - ak)ih. For t just to the right 
of a;. the signs of P(f) and G&f, s) agree while those of P(f) and G,(f, s) 
disagree: hence, P(t)?(t) > 0 for t just to the right of aj and Pi < 0 for 
I just to the left of aj. This implies that P(t)y(t) < 0 for a < t < aj and 
t 65 (a,..... a,} so that, while the signs of Gp(fO, s) and G,(t,, s) agree, the 
sign of the difference y(t,,) is opposite that of Gp(fO, s). Hence, (5) must be 
true. 
Consider the (f, s)-plane with the t-axis horizontal and the s-axis vertical. 
What we have shown above is that when a line of zeros of G,(t, s) which is 
to the right of f = t, is shifted farther to the right resulting in G&f, s), then 
(5) holds. A similar proof shows that (5) holds when a line of zeros of 
G,(t. s) which lies to the left of t = f, is shifted farther to the left resulting in 
G&f, s). Since (4) holds for all x in [a, b] with strict inequality for some 
.Y E [a, b]. a finite number of such shifts leads from G&t, s) to G&f, s) and 
the general result follows. 
Lemma 3 is a very concise and general statement of the inequalities 
relating Green’s functions of various multipoint problems. As we already 
said. a special case is the inequality [ 1, Theorem 5.31 of Bates and 
Gustafson. 
4. BOUNDED SEQUENCES 
Consider a sequence ( pk}Fl, of points in T([a, 61”) and suppose pk + p as 
k + co and GJf, s) exists for each k. Then, if G,(t, s) also exists, it follows 
that the sequence {G,&f, s))p=, is uniformly bounded on the square [a, b]’ 
(cf. Theorem 5.1 of [5]). In this section, we first prove a converse result; that 
is. if (GJt, s))r=, is uniformly bounded on some rectangular strip of 
positive width, then G,(t. s) exists. This fact, when combined with Lemma 3, 
yields a new technique for studying the solvability of linear boundary value 
problems and we pursue that in the rest of the section. 
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LEMMA 4. Suppose p E T( [a, 61”) and (BVP), is soltlable for all 
f E p[a, b]. Then Ker(L, Yp) is trivial and (BVP), is uniquely soloable for 
all f E g[a, b]. 
Proof: Let u, ,..., U, be a solution basis for Ly = 0. We need to show that 
the matrix W[u, ,..., u,;p] is nonsingular. Suppose not and choose a column 
vector U which is linearly independent of the columns of W[u, ,..., u,;p]. 
One then chooses a function F in ~“[cI, b] such that pp(F) = U and F is not 
a solution of Ly = 0. Letting f be given by f = LF, one sees that (BVP), has 
no solution since the system of equations for c,,..., c, obtained by requiring 
Yp(c,u, + ... + C,U, + F) = 0 has rank of the augmented matrix greater than 
the rank of the coefficient matrix. This contradiction proves the lemma. 
THEOREM 1. Supposep,E T([a, b]“) (k= 1, 2 ,... ),pk+p as k+ co, and 
Gp,(t, s) e-Csts for each k. For t, E [a, b] and 6 > 0, let R,(t,) be the 
rectangular set of points 
R&,) = {(t, s) E [a, 61’: (t - toI < S}. (7) 
if there exists t, E [a, b] and 6 > 0 such that the sequence (GJt, s)}F:, is 
uniformlv bounded on R,(t,), then G,(t, s) exists. 
Proof: Suppose 6 > 0 and t, E [a, b] are such that {Gpk(t, s)}??, is 
uniformly bounded on R,(t,). We prove the theorem by showing that (BVP), 
is solvable for all f E g[a, b]. 
Suppose f E g[a, b] and let Us be a particular solution of Ly =f: For each 
k, let 
Y,D) = I” G& s)f 6) ds a<t&b. (8) 
a 
Let UI ,.., U, be a basis for solutions of Ly = 0. Each ~1~ can be written as 
yJt) = c,/$*(t) + .a* + c,/&(t) + Of 
for appropriately chosen c,~,..., c,~. Let the points tl,..., t, be chosen such 
that a < t, < ... <t,(b, It0-ti)<6 for l<i<n, and Ly=O is discon- 
jugate on the interval [t,, tn]. From (8), we see that each of the sequences 
( Y/o,) tk”= I 3 1 < i < n, is bounded so, by passing to a subsequence if 
necessary, we assume that each of these sequences is convergent. For each k, 
the coefficients c,~,..., c,~ satisfy the system 
c,dM,) + *** + Cn/rUn(fi) =Y/c(~~) - u~ti), I<i<n. (9) 
The matrix of coefficients in (9) does not depend on k and is nonsingular; 
hence, by Cramer’s rule, each of the sequences {ciktpX,, 1 < i < n, is 
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convergent, say cik + ci as k + CO, 1 < i < n. Let u(t) be defined by u(t) = 
c,u,(t) + ... + c,u,(t) + u,(t). Then u(t) solves (BVP), completing the proof. 
We define the first conjugate point function q,(t) as usual; that is, if 
t E [a, co), take qr(t) to be the infimum of the numbers r > t such that there 
is a nontrivial solution of Lq’ = 0 with at least n zeros counting multiplicities 
on the interval It, 1-1 where we take the infimum of the empty set to be 00. As 
a consequence of Lemma 1, if r],(t) < co, then there is a nontrivial solution 
of LJ~ = 0 with at least n zeros on the interval [t. q,(t)] and such solutions 
are called extremal solutions for q,(t). 
If a < b < v,(a), then L is disconjugate on [a, b] and it follows that 
Ker(L, 2;) is trivial and (BVP), is solvable for all p E T([a, b]“) and for all 
fE ‘&[a, b]: however, when F],(a) < b < 03, Ker(L, YO) must be nontrivial for 
some points p but may be trivial for other points p. When b = q,(a) < CO, 
consider the problem of determining those p E T((a, b]“) having the 
properties (i) Ker(L, Yp) is nontrivial, (ii) (BVP), is not solvable for some 
fE ‘g[a, b]. (iii) G&t, s) fails to exist, and (iv) there is an extremal solution 
for r/,(a) with m(p)-zeros at p^. Since (i)-(iv) are all equivalent when 
b = q,(a) < co, all four properties hold if any one does. Such problems have 
been considered by many authors and we cite the papers of Levin [ 121, 
Sherman [ 141, Gustafson [6], and Kim [lo] as examples where particular 
emphasis is given to such problems. In this direction, we prove Theorems 2 
and 3 below. Given a point 4 E T([a, b]“) such that Ker(L, ip,) is nontrivial 
(such points q must exist when b = q,(a) < m), Theorem 2 specifies other 
points p such that Ker(L, Yi) is nontrivial. The proof of Theorem 2 
illustrates our technique of using a combination of Lemma 3 and Theorem 1 
to study the solvability of (BVP), for all continuousJ: 
TWXEM 2. Suppose b=q,(a)<a, qET([a,b]“) Q=(a, ,..., a,), 
m(q) = (i ,,..., ik), and Ker(L, Yq) is nontrivial. Then a, = a, ak = b, and 
Ker(L, Yp) is nontrivial for all p E T([a, 61”) with m(p) = (j ,,..., j,), 12 2, 
j, > i,, and j, > i,. 
Proof. Suppose for the moment that k > 3, and let a = i, + . . . + i,-, , 
We first prove that, for any r E T([a, b]“) such that i = (a,, c, ,..., c,, a,J and 
m(r) = (i,, l,..., 1, ik), G,(t, s) cannot exist. Let such an r be given. Take 
c=max(c,,a,-,}, choose a points d, < ... < d, in the interval (c, a,), and 
let r, E T([a, b]“) be so that i, = (a,,d ,,..., d,, ak) and m(r,) = m(r). Next 
choose t, and 6 so that a, < t, - 6 < t, + 6 < a, and consider the rectangular 
strip R6(t0). Finally, for any x with d, < x < ak, let rx andp, be those points 
in T([a, b]“) such that F, = (a,, d ,,..., d,,x), m(r,) = m(r), fix = 
(a,, a, ,..., ak- , , x), m(p,) = m(p). Both GPx(t, s) and GrX(t, s) exist and, by 
Lemma 3, lGPr(f, s)l < IG,(t, s)l for (t, s) E R,(t,). Letting x-+ ak, we see 
from Theorem 1 that G,,(t, s) does not exist. Now, however, we can choose a 
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strip Rd,(t,) with d, < t, - 6, < t, + 6, < uk and. with obvious modifications 
in the above argument, use the nonexistence of G,,(t, s) to prove that G,(t, s) 
does not exist. 
By allowing the points c,,..., c, to cluster in an appropriate way and 
appealing to Lemma 1 (when k > 3, there being nothing to show when 
k = 2), we see that G,(t, s) cannot exist for any p E Z([a. b]“) with 
p^ = (b , ,*.*1 b,), m(p) = (j ,,..., j,), 6, =a,, b,=ak, i, <j, and ik<j,. 
It only remains to prove a, = a and ak = 6. Clearly, uk = b for otherwise 
q,(a) < b. Suppose a, > a. By what we have already shown, there must be 
nontrivial solutions having a total of n or more zeros at a, and b and we 
choose one among these so that the order of the zero at a, is the maximum 
possible, say h. Then, for p E 7’([a. b]“) with b = (a,, b) and 
m(p) = (h, n -h), G,(t, s) does not exist. Choose a strip Rdz(t,) where 
a, < t, - 6, < t, + 6, < 6. Using Lemma 3, Theorem 1 and this strip, we see 
that if a < e, < ... < e,, < a,, rZ E r(]a, b]“), r^? = (e ,,..., e,,, b), and m(rz) = 
(l,..., 1, n - h), then Grl(t, s) does not exist and, hence, there is a nontrivial 
solution of Ly = 0 with m(r,)-zeros at r^,. By the maximality of h and 
Lemma 1, such a nontrivial solution must have simple zeros at e, ,..., eh 
provided ]e, - a, ] is sufficiently small. Let u(t) be a nontrivial-solution of 
LJ~ = 0 with at least h simple zeros in the interval (a, a,) and at least n - h 
zeros at t = b. However, if u,(t) is the solution of Ly = 0 satisfying at 
t = b - E the same initial conditions u(t) satisfies at I = b, then u,(t) has at 
least n zeros in the interval (a, b) for some E > 0. This contradicts q,(a) = b 
and completes the proof. 
THEOREM 3. Suppose q,(t) < 00, i, + ... + i,= n, and there exists an 
extremal solution for q,(t) with (i, ,..., i,)-zeros at (a, ,..., ak) where a, = t and 
ak = q,(t). Then for any integers j, and j, with j, > i,, j, > i,, and jl + j, < n, 
there exists an extremal solution for q,(t) with at least j, zeros at t and at 
least j, zeros at q,(t) and with the remaining n -j, -j, zeros distributed 
arbitraril}f in the interval (t, q,(t)). In addition, if k > 3, then there is an 
extremal solution for q,(t) having exactly i, + ... + i,-, distinct zeros, each 
of which is a simple zero, in the interval (t, q,(t)). 
Proof: To verify the statement about simple zeros, consider an extremal 
solution which, among the extremal solutions with at least i, + ... + i,~_, 
distinct zeros in the interval (t, al(t)), has a zero at t of the maximum 
possible order. The rest of Theorem 3 follows at once from Theorem 2. 
Remark 1. Theorem 2 implies the well-known result due to Levin [ 121 
and Sherman [ 141 that q,(t) is a strictly increasing continuous function of tl. 
If b = q,(a) < co and we choose from the set of extremal solutions having a 
total of at least n zeros at a and b one such that the order of the zero at t = a 
is maximal. then we obtain by Theorem 3 an extremal solution which is 
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nonzero on (a, b). The existence of such extremal solutions is another well- 
known result of Levin [ 121 and Sherman [ 141. Theorem 3 contains the 
results of Kim in [lo] as special cases. 
Remark 2. Consider a disconjugate operator L given in factored form 
by 
Ly=p,+,@, ... @*@,y)‘)’ ***)’ 
where pi is a positive function in Fnei+ ‘, l<i<n+l.LetL,,L,,andL, 
be the operators defined by 
L,r’ = Ly +fi(t) ?‘. i = 1. 2, 3. 
where eachfi is continuous and the inequality 
holds for all t. A well-known comparison theorem of Levin [ 121 says that 
the disconjugacy of L, and L, on an interval I implies the disconjugacy of 
L, on I. This result follows easily by combining the technique of this section 
with a straightforward extension of a lemma of Inozemtseva [8, Lemma 11. 
Also. if tfl(t) denotes the first conjugate point relative to the operator L, and 
if J,(t) > 0 for all f (or f,(t) < 0 for all f), a similar proof shows that any 
extremal solution for q,(t) must be nonzero in the interval (t, q,(t)) and must 
have an odd order (an even order, respectively) zero at q,(t). Again, this 
result is well known (see [4, 9. and 11 I). 
REFERENCES 
I. P. W. BATES AND G. B. GUSTAFSON, Maximization of Green’s function over classes of 
multipoint boundary value problems, SIAM J. Murh. Anal. 7 (1976), 858-871. 
2. G. A. BOGAR AND G. B. GLJSTAFSON, Effective estimates of invertibility intervals for 
linear multipoint boundary value problems, J. D~Qj’imntial Equations 29 (1978), 180-204. 
3. W. A. COPPEL, “Diseonjugacy.” Lecture Notes in Mathematics 220, Springer-Verlag, 
New York, 1971. 
4. U. ELIAS. Extremal solutions of Ly +p(x)~ = 0, J. Math. Anal. Appl. 55 (1975). 
447-457. 
5. G. B. GUSTAFSON, A Green’s function convergence principle, with applications to 
computation and norm estimates, Rock Mounfain J. Mafh. 6 (1976), 457492. 
6. G. B. GUSTAFSON, Interpolation between consecutive conjugate points of an nth order 
linear differential equation. Trans. Amer. Math. SW. 177 (19?3), 237-255. 
7. P. HARTMAN, Monotony properties and inequalities for Green’s functions for multipoint 
boundary value problems, SIAM . Math. Anal. 9 (1978), 806-814. 
8. I. N. INOZEMTSEVA, The existence and uniqueness of the solution of boundary value 
problems for ordinary differential equations, lX@mw~iul Equations 4 (1968). 13&134. 
268 JERRY RIDENHOUR 
9. G. W. JOHNSON, The k-th conjugate point function for an even order linear differential 
equation. Proc. Amer. Math. Sot. 42 (1974) 563-568. 
10. W. J. KIM. On the extremal solutions of nth-order linear differential equations, Proc. 
Amer. Math. Sot. 33 (1972). 62-68. 
1 1. W. J. KIM, On the first and second conjugate points. PaciJic J. Math. 56 (1975). 
557-564. 
12. A. Ju. LEVIN. Some problems bearing on the oscillation of solutions of linear differential 
equations, Soviet Math. Dokl. 4 (1963). 121-124. 
13. Ju. V. POKORNYI. Distribution of zeros of T-extensions, Societ Math. Dokl. 19 (1978). 
524-528. 
14. T. L. SHERMAN, Properties of solutions of nth order linear differential equations. Pacific J. 
Math. 15 (1965). 1045-1060. 
