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Abstract
In this paper, we describe and utilize polarization contrast techniques of the adaptive polarization difference
imaging algorithm and its transient modification for through-wall microwave imaging (TWMI) applications.
Originally developed for optical imaging and sensing of polarization information in nature, this algorithm is
modified to serve for target detection purposes in a through-wall environment. The proposed techniques
exploit the polarization statistics of the observed scene for the detection and identification of changes within
the scene and are not only capable of mitigating and substantially removing the wall effects but also useful in
detecting motion, when conventional Doppler techniques are not applicable. Applications of the techniques
to several TWMI scenarios including both homogeneous and periodic wall cases are presented.
Comments
Yemelyanov, K. M.; Engheta, N.; Hoorfar, A.; McVay, J. A., "Adaptive Polarization Contrast Techniques for
Through-Wall Microwave Imaging Applications," Geoscience and Remote Sensing, IEEE Transactions on ,
vol.47, no.5, pp.1362-1374, May 2009 URL: http://ieeexplore.ieee.org/stamp/
stamp.jsp?arnumber=4815956&isnumber=4815947
Copyright 2009 IEEE. Reprinted from IEEE Transactions on Geoscience and Remote Sensing, Volume 47, Issue
5, May 2009, pages 1362-1374.
This material is posted here with permission of the IEEE. Such permission of the IEEE does not in any way
imply IEEE endorsement of any of the University of Pennsylvania's products or services. Internal or personal
use of this material is permitted. However, permission to reprint/republish this material for advertising or
promotional purposes or for creating new collective works for resale or redistribution must be obtained from
the IEEE by writing to pubs-permissions@ieee.org. By choosing to view this document, you agree to all
provisions of the copyright laws protecting it.
This journal article is available at ScholarlyCommons: http://repository.upenn.edu/ese_papers/478
1362 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 47, NO. 5, MAY 2009
Adaptive Polarization Contrast Techniques for
Through-Wall Microwave Imaging Applications
Konstantin M. Yemelyanov, Member, IEEE, Nader Engheta, Fellow, IEEE,
Ahmad Hoorfar, Senior Member, IEEE, and John A. McVay, Member, IEEE
Abstract—In this paper, we describe and utilize polarization
contrast techniques of the adaptive polarization difference imag-
ing algorithm and its transient modification for through-wall mi-
crowave imaging (TWMI) applications. Originally developed for
optical imaging and sensing of polarization information in nature,
this algorithm is modified to serve for target detection purposes
in a through-wall environment. The proposed techniques exploit
the polarization statistics of the observed scene for the detection
and identification of changes within the scene and are not only
capable of mitigating and substantially removing the wall effects
but also useful in detecting motion, when conventional Doppler
techniques are not applicable. Applications of the techniques to
several TWMI scenarios including both homogeneous and peri-
odic wall cases are presented.
Index Terms—Adaptive polarization difference imaging
(APDI), polarization, polarization contrast sensing, target
detection, through-wall imaging.
I. INTRODUCTION
THE IMAGING of objects through walls and obstaclesusing microwave signals offers various applications in
civilian and defense scenarios. Ideally, for a through-wall
microwave imaging (TWMI) system, one desires to design,
construct, and test a portable setup that would be capable of
collecting information about objects behind wall(s), process it,
and identify and classify those objects. Owing to various con-
straints and specifications such as signal penetration through
wall materials, image range and azimuth resolutions, and porta-
bility of the setup, the system is to operate in a microwave band
of about 1–3 GHz. A minimum system bandwidth of about 30%
with respect to the center frequency is essential for providing a
Manuscript received May 19, 2008; revised September 14, 2008 and
December 23, 2008. Current version published April 24, 2009. This work was
supported by the Defense Advanced Research Projects Agency under Grant
MDA972-02-1-0022.
K. M. Yemelyanov is with the Center for Advanced Communications,
Department of Electrical and Computer Engineering, Villanova University,
Villanova, PA 19085 USA (e-mail: konstantin.yemelyanov@villanova.edu).
N. Engheta is with the Department of Electrical and Systems Engineering,
University of Pennsylvania, Philadelphia, PA 19104 USA (e-mail: engheta@ee.
upenn.edu).
A. Hoorfar is with the Antenna Research Laboratory, Center for Ad-
vanced Communications, Department of Electrical and Computer Engineering,
Villanova University, Villanova, PA 19085 USA (e-mail: ahmad.hoorfar@
villanova.edu).
J. A. McVay was with the Center for Advanced Communications, Depart-
ment of Electrical and Computer Engineering, Villanova University, Villanova,
PA 19085 USA. He is now with Eureka Aerospace, Pasadena, CA 91107 USA
(e-mail: mcvay@eurekaaerospace.com).
Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TGRS.2009.2015569
sufficient resolution. Various polarimetric-based techniques for
target detection and discrimination have been suggested in the
last two decades (see, e.g., [1]–[13], and the references therein).
Performances of several well-known polarization-based target
detection algorithms are given in [10].
One of the TWMI setups developed in our research group
consists of a dual-polarized low-profile antenna array, which is
responsible for collecting scattered electromagnetic fields from
the observed scene. The scene of interest can be illuminated by
a set of transmitters, typically two to four. The receiving array
consists of a horizontal array of eight dual-polarized antenna
elements, which, in turn, scans vertically through eight posi-
tions in the course of the measurement, and thus, 64 locations
are covered. The detailed discussion on the design of the array
can be found in [14]. The issues concerning the processing
of the collected data include both electromagnetics and signal
processing aspects. Advances in signal processing algorithms,
such as beamforming techniques and methods for the detection
of a target location in a through-wall environment have been
extensively reported in the literature (see, e.g., [15]–[17]). In
this paper, we discuss some electromagnetic aspects of the
target detection problem in TWMI based on the analysis of
the polarization characteristics of the observed scene. Methods
originally developed and successfully utilized for target detec-
tion in the optical domain [21] have been extended into the
microwave regime with an emphasis on target detection in the
TWMI environment.
The polarization-contrast-based algorithms presented in this
paper have been evolved from polarization difference imaging
(PDI), a bio-inspired technique originally developed for optical
imaging [18]–[20]. The optical PDI algorithm provided signif-
icant enhancements in target detection and feature extraction
over conventional imaging methods. As a next step in the
development of the PDI technique, we introduced the concept
of adaptive PDI (APDI) in the optical imaging domain [21].
The idea of an adaptive mechanism in polarization vision was
also inspired from natural phenomena (see, e.g., [22]). Using
principal component (PC) analysis (PCA) on the statistics of the
polarization data from the observation scene using two channels
that receive two polarization components, we developed a
method to “adaptively” determine the two optimum information
channels, with appropriate weighting (i.e., multiplicative) coef-
ficients, that can be formed as linear combinations of the two
original polarization signal channels. In addition, we determine
the proper orientations of polarization filters that can achieve
the optimal target-to-background separation, where the “target”
is defined as an area with distinct polarization characteristics, as
0196-2892/$25.00 © 2009 IEEE
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Fig. 1. Conventional PDI technique as applied to the numerically computed scattered fields from a cylindrical target behind a concrete wall. (a) Copolar
component of the scattered field. (b) PDI signal.
compared to the “background.” As done in [21], in this paper,
we use criteria such as maximum multiplicative coefficients in
the PC outputs and the maximum variances for the second PC to
determine the optimal channels. Simulation and experimental
results in the visible regime confirmed that the new APDI
technique outperforms the original nonadaptive PDI technique
in most situations [21].
In the present work, we utilize and adjust this technique for
the TWMI applications. Here, we first present a short overview
of the algorithm, emphasizing only the particular points rele-
vant to the TWMI problems. The APDI algorithm presented
here is to be eventually implemented in the TWMI system, and
therefore, as much as possible, the discussion of the technique
is related to some relevant scenarios. In addition, we present
an alternative algorithm, named transient APDI (or TAPDI)
that extends the frequency-domain APDI to time-domain radar
imaging. The proposed APDI and TAPDI techniques are partic-
ularly useful in mitigating the potential masking effects of walls
as well as detecting motion, when Doppler techniques are not
applicable. We note that, even though the focus of this paper
is mainly on the applications of these algorithms to motion
detection and sensing, nevertheless, throughout this paper, we
have used the phrase “polarization difference imaging” as the
names of these algorithms in order to adhere to their original
development and terminology in optical imaging. Some of the
results presented in this paper originally appeared in our earlier
work [23].
II. OVERVIEW OF THE APDI ALGORITHM
It is known that a target with distinct polarization properties,
such as a cylinder, has a preferential polarization in the scattered
field. Thus, we introduce the metrics for PDI as
PDI =
(|Eθθ|2 + |Eθφ|2)− (|Eφφ|2 + |Eφθ|2) (1)
where Eθθ and Eθφ are the co- and cross-polarized scattered
electric field by an Eθ-polarized incident field and Eφθ and
Eφφ by an Eφ-polarized incident field, respectively. We note
that one may use other alternative expressions, e.g., PDI =
Eθθ(t)− Eφφ(t). It is obvious that PDI = 0 for a symmetric
polarization-insensitive object (e.g., a sphere) and PDI = 0 for
a nonsymmetric object (e.g., a cylinder). An example for a con-
ducting cylinder, with diameter of 10 cm and length of 70 cm,
at a distance of 1 m behind a homogeneous concrete wall with
a thickness of 8 in with a dielectric constant of εr = 7.66ε0 and
conductivity of σ = 0.06 S/m, is shown in Fig. 1, where it is
shown that the aforementioned simple PDI metric may be used
to remove the wall effects.
The general idea behind the APDI technique, which is an
extension of the simple PDI concept, is that the imaging system
can be “adapted ” to the observation scene in the absence of
the target by utilizing the polarization statistics of the scene in
the previous look, i.e., on the polarization information from the
background (i.e., “nontarget”) scene. This adaptation makes the
changes in the scene, e.g., appearance/disappearance of objects
and/or changes in the mutual orientation of the objects, more
pronounced and noticeable to the adapted imaging system.
Thus, for TWMI applications, we assume that, prior to the time
of target detection, the original background scene is considered
a nontarget scene or a background. Then, when the target
becomes present or its status changes, the scene is assumed
to become a target scene. Our goal in using APDI for this
scenario is to be able to detect any changes that occur between
the nontarget (i.e., background) and the target (background plus
target) scenes. We note that, in some scenarios, such as motion
detection, simple background subtraction may not solve the
problem, due to changes in the scene and possible changes
in the imaging system look angle. In order to apply our tech-
nique, the amplitudes and phases of the two orthogonal compo-
nents of a scattered electric field, i.e., co- and cross-polarized
Authorized licensed use limited to: University of Pennsylvania. Downloaded on May 18, 2009 at 14:01 from IEEE Xplore.  Restrictions apply.
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Fig. 2. Target behind wall. The scattered fields are collected on the receive
array aperture for APDI implementation.
components, are required at each element of the receiving
antenna array.
Alternatively, one may consider the background and target
scenes to be the target when it is illuminated by horizontally
and vertically polarized incident waves, respectively. This alter-
native scheme is particularly attractive for the imaging of static
scenes in TWMI, when one may not have access to the empty
scene with only the wall present.
The APDI algorithm may be subdivided into several steps.
First, when the background scene is illuminated with a hori-
zontally or vertically polarized monochromatic incident wave,
the amplitudes and phases of two orthogonal polarized com-
ponents of electric fields scattered from the observed scene,
i.e., |Eθ| and Φθ, and |Eϕ| and Φφ, are collected at each
receiving point in the plane of detection, where |Eθ| and Φθ
are the amplitude and phase of θ component of the scattered
electric field, respectively, and |Eϕ| and Φϕ are those of the
ϕ component (see Fig. 2), respectively. It should be mentioned
that, unlike the optical imaging scenarios, in the microwave
imaging due to the availability of phase information, all four
Stokes parameters of the observing scene can be computed [25],
and phase information can be utilized.
Next, from the knowledge of amplitudes and phases of
scattered field components at the receiving points, we can syn-
thesize the outputs of the two “virtual channels” (or “receiving
antennas”) that can be oriented at arbitrary angles ψ1 and
ψ2. Those outputs, given as F 1b and F 2b , can be expressed as
follows:
F 1b (ψ1) =
∣∣|Eϕ|ejΦϕ cosψ1 + |Eθ|ejΦθ sinψ1|
F 2b (ψ2) =
∣∣|Eϕ|ejΦϕ cosψ2 + |Eθ|ejΦθ sinψ2| (2)
with 0 ≤ ψ1 and ψ2 ≤ 180◦. In our notation, the subscript b
stands for the background scene. These signals represent the
field scattered from the object of interest, and a set of optimal
signals can then be obtained as a linear combination of F 1b
and F 2b with certain weighting coefficients. In order to select
appropriate channels, i.e., the appropriate angles of orientation
for the receiving antennas, to achieve the optimal signals, the
well-known algorithm of PCA [25] is utilized. To this end,
M ×N receiving points are considered in the plane of de-
tection, and at each of these points, the two signals F 1b (ψ1)
and F 2b (ψ2) are evaluated. According to PCA, the covari-
ance matrix for such an arbitrary pair of signals is defined
in (3), shown at the bottom of the page, where W [F ] =
(1/MN)
∑M
m=1
∑N
n=1 F (xm, yn) is the mean value taken
over the ensemble of receiving points in the detection plane
and F represents F 1b and F 2b or their product as required in the
expression for C(ψ1, ψ2). Once the eigenvalues (λ1, λ2) and
the eigenvectors of the covariance matrix C are determined, the
transformation matrix, which has the eigenvectors as its rows,
is formed as follows:
T (ψ1, ψ2) =
[−β(ψ1, ψ2) α(ψ1, ψ2)
α(ψ1, ψ2) β(ψ1, ψ2)
]
. (4)
As is normally done, the order of the eigenvectors is such that
the first eigenvector corresponds to the largest eigenvalue. The
PCA is performed on signals F 1b (ψ1) and F 2b (ψ2), correspond-
ing to all possible combinations of the angle of orientation of
the receiving antenna (i.e., all possible values of ψ1 and ψ2 from
0 to 180◦). From the PCA, we find four parameters, namely,
the two elements forming the eigenvectors [as shown in (4)]
acting as weighting coefficients α and β (also called “adaptive”
multiplicative coefficients) and the two eigenvalues λ1 and λ2,
which are all functions of ψ1 and ψ2. Based on our previous
work in optical imaging [21], an “optimal” pair of angles, ψopt1
and ψopt2 , is selected as a pair that corresponds to the peak
values of the weighting coefficient α (or β), i.e.,
αopt = α
(
ψopt1 , ψ
opt
2
)
βopt = β
(
ψopt1 , ψ
opt
2
)
. (5)
For a detailed discussion of the issues on selecting the optimal
coefficients in the context of optical imaging, the reader is
referred to [21].
In the next step, we consider the target scene that is illumi-
nated by the same incident wave. The amplitudes and phases
of the orthogonally polarized components of the scattered field
from the target scene are collected, and then, the outputs from
the two virtual “channels,” corresponding to a pair of optimal
angles that were previously obtained from the background
scene, are synthesized following the analogous expression
given in (2). Let us denote these outputs for the target scene
as F 1t and F 2t . Here, the index t stands for the target scene.
PCs of the scene are now created as follows:
[
PC1
PC2
]
=
(−βopt αopt
αopt βopt
)[
Ft
(
ψopt1
)
Ft
(
ψopt2
)
]
(6)
C(ψ1, ψ2) =
[
W
[
F 1b F
1
b
]−W 2 [F 1b ] W [F 1b F 2b ]−W [F 1b ]W [F 2b ]
W
[
F 1b F
2
b
]−W [F 1b ]W [F 2b ] W [F 2b F 2b ]−W 2 [F 2b ]
]
(3)
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Fig. 3. Conventional PDI with two fixed channels and APDI with two
optimum channels adapted to the polarization statistics of the scene.
where the elements of the matrix are the coefficients obtained
from the background scene. As will be seen later in the next
section, the PC2 image can provide us with better target-to-
background distinction. Fig. 3 shows the comparison between
two fixed vertical and horizontal channels in the conventional
PDI with the aforementioned “optimum” channels in APDI.
III. APPLICATIONS OF APDI TECHNIQUE IN
TARGET DETECTION PROBLEMS
In this section, we present several simulations of the APDI
technique for the detection of changes in the orientations of the
objects within a scene. In order to maintain the consistency, the
target object was kept the same in the course of all the different
through-wall scenarios given in this section. Here, we present
several scene environments containing the same target, namely,
a simple model of a human torso and arm in order to compare
and test the performance of the algorithm.
A. Detection of Changes in the Orientation of the Human
Arm Behind Wall
One of the important problems to be considered in target
detection applications is the detection of a human’s body mo-
tion or changes in its orientation behind a lossy dielectric wall.
Here, we discuss a simplified geometry of this case that may
nevertheless be a representative for the potential applications of
our algorithm.
The geometry of the problem considered is shown in Fig. 4.
The object of observation consists of the two circular cylinders
attached to each other at one fixed point. The larger cylinder
represents a part of the human torso, and the smaller cylinder
models a part of the human arm. The material parameters of
these cylinders are chosen to be somewhat similar to those of
human muscle, i.e., the permittivity ε = 52ε0, where ε0 is the
permittivity of free space, and conductivity σ = 1.2 S/m. An
incident plane wave with the frequency f = 2.0 GHz propa-
gates in the +y direction (ϕ = 90◦, θ = 90◦) along the negative
y axis toward the −y direction (see Fig. 4). The objects are lo-
cated a meter away from an infinitely extent wall, behind which
the plane of receiving antenna array is positioned. As typical
examples for walls, we consider homogeneous concrete and
wooden walls. The thickness of the wall in both cases is 10 cm.
The dielectric constant and conductivity for the concrete and
wooden walls are εr = 6ε0 and σ = 0.06 S/m, and εr = 3ε0
and σ = 0.006 S/m, respectively.
Fig. 4. Model of human arm and torso located behind the wall, L1 = 85 cm,
L2 = 45 cm, R1 = 10 cm, R2 = 5 cm, and S = 1 m. The wall is 10 cm thick
and made from concrete or wood.
Fig. 5. Model of human arm and torso. (a) Nontarget, i.e., background scene.
(b) Target scene.
The initial position of the arm (i.e., the smaller cylinder)
along the torso (i.e., the larger cylinder) is considered as the first
background scene. In our model, this case is represented by the
two cylinders parallel with each other and having their upper
edges at the same level (see panel (a) in Fig. 5). Starting from
this initial situation, the position of the smaller cylinder is
changed by rotating the arm with respect to the torso. The next
position of the human arm, which is different from the initial
orientation, is considered as the first target scene. Therefore, the
goal is to distinguish two scenarios of background versus target
cases (i.e., between the case where two cylinders are parallel
versus the case where the smaller cylinder is oriented differ-
ently (see panel (b) in Fig. 5). These scenes basically model the
motion of the human arm through changes in its orientation.
Here, we present results when angle Ψ between the axis of the
arm and torso is 0◦, 30◦, 60◦, or 90◦. Although, in our study,
both polarizations of the incident wave are considered, in this
paper, for the sake of brevity, we present results corresponding
to the incident θ-polarized wave only, where the plane of
polarization of the incident wave coincides with the plane of the
human torso.
Authorized licensed use limited to: University of Pennsylvania. Downloaded on May 18, 2009 at 14:01 from IEEE Xplore.  Restrictions apply.
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Fig. 6. Marching-scheme variation of the PC signals for different orientations of human arm behind a concrete wall. PC1 (first and second rows) and PC2
(third and fourth rows) are plotted as a function of θ and φ in the plane of the receiving array for different angles Ψ of the arm.
The finite-difference time-domain (FDTD) simulations were
performed using Remcom XFDTD commercial software
package, which is based on the well-known FDTD technique
(see, e.g., [24]). The amplitudes and phases of the scattered
electric field were collected in the far zone in the sector around
the normal to the wall (θ = φ = 90◦), namely, 85◦ ≤ θ ≤ 95◦
Authorized licensed use limited to: University of Pennsylvania. Downloaded on May 18, 2009 at 14:01 from IEEE Xplore.  Restrictions apply.
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Fig. 7. PC signals versus azimuth angle φ averaged over the elevation angle θ for different relative orientations of the human arm behind a concrete wall.
(a) Plot of PC1. (b) Plot of PC2. (c) Plot of the parameter r given in (7) for both PC1 and PC2.
and 45◦ ≤ φ ≤ 135◦. Further data processing was performed in
the MathWorks MATLAB software package.
In Fig. 6, we show the first and second principal components
of the scene, i.e., PC1 and PC2, for the objects behind the
concrete wall; these are shown as 2-D plots with the x and
y axes being the azimuth angle φ and the elevation angle θ,
respectively. The plots are shown in the same color-map scale
within its own group (i.e., the scale is the same only within
the same PC group, i.e., PC1 or PC2). All PC1 and PC2 are
presented in the same far field angular ranges of θ and φ. It
is important to point out that neither of the PCs shown here are
actual “images” of the scene. These are values of PC1 and PC2
at the points on the plane of the receiving array as functions
of azimuth and elevation angles. No beamforming algorithms
have been applied here. The figures shown here are the so-called
“synthesized” signals, which manifest certain changes that have
occurred in the scene.
Each panel in Fig. 6 shows the situation, where, for a given
position of the arm, the background scene is assumed to be
its previous position. Such a case may be considered as a
surveillance-type application. Thus, for the target scene where
the angle between the arm and torso is Ψ = 30◦, the back-
ground is, for example, the scene with Ψ = 0◦ in Fig. 6(a), and
subsequently, the scene with Ψ = 30◦ becomes the background
for the Ψ = 60◦ and so on; we call this a marching scheme. In
each case, the target scene is analyzed using the polarization
statistics of its corresponding background scene.
Comparing the panels in Fig. 6, one may notice that the
shape of the first PC is very similar for all orientations of
the human arm and is dominated mostly by the wall, whereas
the distribution of PC2 shows significant changes as the ori-
entation of the arm varies. In other words, PC2 seems to have
effectively mitigated the wall effect and is mainly dominated
by the changes that have occurred behind the wall. In order
to better demonstrate this, the PC signals, averaged over the
elevation angle θ, are shown in Fig. 7 versus the azimuth angle
φ. We note that, in general, the plots of both PCs may be diverse
enough to suggest changes in the scene. Thus, it is important
to evaluate the component with the more significant relative
change. Such a component may better serve for target detection
purposes. In order to determine this, we compute the following
parameter for both PCs, namely:
r = 100 ·
〈
PCTi
〉− 〈PCBGi 〉〈
PCBGi
〉 (in percent) (7)
where i = 1, 2 and 〈PCT 〉 and 〈PCBG〉 are the PC signals
of the target and background scenes, respectively, averaged over
the elevation angle θ. Comparing the distributions of r over
the azimuth angle for both principal components in Fig. 7(c),
Authorized licensed use limited to: University of Pennsylvania. Downloaded on May 18, 2009 at 14:01 from IEEE Xplore.  Restrictions apply.
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Fig. 8. Marching-scheme variation of the PC2 signals for different orientations of the human arm behind a wooden wall. PC2 is plotted as a function of θ and
φ in the plane of the receiving array for different angles Ψ of the arm.
one can notice that variations in PC2 are, by and large, much
greater than those in PC1 [compare solid and dashed lines in
Fig. 7(c)], and therefore, PC2 may provide useful information
for the detection of changes in the scene of observation.
The PC2 plots for the case of the wooden wall are shown in
Fig. 8. The previously mentioned marching scheme is utilized
here as well. The plots of PC1 are very similar to those of
the concrete wall and, therefore, not shown here. The plots of
PC2 are different both by shape and scale, which is due to the
difference in the dielectric properties of the walls’ materials,
but, in general, the transition in the PC2 images may enable
one to characterize the possible changes in the scene.
We have also applied the APDI technique to the aforemen-
tioned example in the absence of the wall and have found
similar results. The corresponding plot of the r value in (7) for
this case is shown in Fig. 9.
It is important to study the susceptibility of the algorithm to
the influence of noise. Using the free-space example of Fig. 9,
we artificially added Gaussian noise to the numerically com-
puted scattered fields. The noise variance was defined as, σ2 =
(Pmax/10SNR/10), where Pmax is the maximum power of the
received signals and SNR is the signal-to-noise ratio. The re-
sults are shown in Fig. 10 for the r parameter corresponding to
PC1 and PC2 in (7) when the arm’s orientation is Ψ = 30◦. As
one may notice, the performance of the algorithm is relatively
stable in the presence of noise, and the r value for PC2 remains
significantly larger than that of PC1 at different noise levels.
Although the PC figures discussed in the previous examples
are not as distinctive as those in optics [21], the use of both PCs
Fig. 9. Plots of the parameter r given in (7) versus azimuth angle φ for both
PC1 and PC2. The plots are shown for different relative orientations of the
human arm in free space in the absence of the wall.
may provide additional information for the process of target
detection. It is noteworthy that the changes in the angle Ψ (i.e.,
motion of the arm with respect to the torso) cannot be detected
by a conventional Doppler technique since in the aforemen-
tioned examples the incident wave travels in a direction normal
to the direction of motion.
B. Comparison of PC2 and Cross-Polar Field
In the absence of a Doppler signal, the question on how the
APDI technique compares with a standard polarimetric tech-
nique that employs the cross-polar components of the scattered
Authorized licensed use limited to: University of Pennsylvania. Downloaded on May 18, 2009 at 14:01 from IEEE Xplore.  Restrictions apply.
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Fig. 10. Plots of the parameter r given in (7) versus azimuth angle φ in the
presence of Gaussian noise with different SNR values. The results are shown
for the arm’s orientation angle of Ψ = 30◦.
Fig. 11. Comparison of relative changes in PC2 signal and the cross-polar
component of the scattered field in the detection of a tilted conducting cylinder
in free space.
field naturally arises. To answer this question, we have applied
APDI to the simple problem of detecting changes in the ori-
entation of a conducting cylinder of 150-cm length and 10-cm
diameter. The background and the target scenes were assumed
to be the cylinder when it was tilted at angles of 30◦ and 60◦,
with respect to the z-axis, respectively. The incident wave was
identical to that in the aforementioned examples and vertically
polarized in the z-direction. Fig. 11 shows the relative changes
in PC2, as expressed by its r value in (7), and the cross-polar
scattered field as expressed by its corresponding r value, r =
100 · 〈ETcross〉 − 〈EBGcross〉/〈EBGcross〉. As can be seen, the PC2
signal provides, by an order of magnitude, a significantly larger
measure of the changes in the observed scene than that resulted
from the cross-polar field.
IV. TAPDI ALGORITHM
The APDI algorithm in Section II was developed for the case
of a monochromatic incident wave. Here, the concept of APDI
is extended to the transient case. The main difference between
the two approaches is that, in TAPDI, the transient electromag-
netic field scattered from the observed scene is processed within
a certain temporal interval instead of the single-frequency case
in APDI. In the transient case, we compute the PCs of the scene
as functions of time, thus applying the APDI algorithm for the
electromagnetic fields scattered from the scene in each temporal
step. In addition, the phase information is not used, and only
transient amplitudes of co- and cross-polarized components of
the scattered field are collected in the plane of the receiving
antenna.
Consider the scattered field from the scene of observation
given by the transient amplitudes of co- and cross-polarized
components, i.e., E˜θ and E˜ϕ, at the observation plane within
a certain period of time. The field components may be obtained
either in the course of measurements or from numerical simu-
lations. Thus, at each temporal step tn = nΔt, we have a pair
of amplitudes at m× k spatial points in the observation plane.
Here, without loss of generality, we consider m = k (which
corresponds to an m×m receive array in a typical TWMI
setup). Providing these amplitudes are known, an output signal
can be synthesized at any given orientation ψ of the polarization
plane of receiving antenna as
E˜(tn, ψ) = E˜ϕ(tn) cosψ + E˜θ(tn) sinψ (8)
where index n identifies the temporal frame, with n = 0 corre-
sponding to the moment when the transmitting antenna sends
the pulse. The main assumption for the TAPDI is that we
must initially have the two sets of co- and cross-polarized
components of the electromagnetic field scattered from the
scene within a certain interval of time for each polarization of
incident field.
The procedure of the TAPDI algorithm can now be summa-
rized in the following steps.
1) Generate, for each temporal frame of the “background
scene,” a set of pairs of signals according to (8), i.e.,
E˜(tn, ψ1) and E˜(tn, ψ2), where ψ1 and ψ2 are the an-
gles of orientation of the polarization plane of any two
receiving antennas (or virtual channels).
2) Apply the PCA algorithm to signals in each temporal
frame and obtain all four adaptive parameters, i.e., eigen-
values λ1 and λ2 and coefficients αn and βn as functions
of angles (ψ1, ψ2).
3) Find the optimal orientations of the receiving antennas in
each temporal step tn, i.e., ψopt1n = ψ
opt
1 (tn) and ψ
opt
2n =
ψopt2 (tn) with the corresponding optimal adaptive co-
efficients, i.e., αoptn = α(ψ
opt
1n , ψ
opt
2n ) and βoptn (tn) =
β(ψopt1n , ψ
opt
2n ).
4) Using the second temporal set of data, i.e., the “target
scene,” construct the two output signals for the optimal
pair of angles ψopt1n and ψ
opt
2n at each moment of time tn
(for each temporal frame)
PC1(tn) = −βoptn E˜
(
tn, ψ
opt
1n
)
+ αoptn E˜
(
tn, ψ
opt
2n
)
PC2(tn) =αoptn E˜
(
tn, ψ
opt
1n
)
+ βoptn E˜
(
tn, ψ
opt
2n
) (9)
where PC1 and PC2 are the PCs of the scene at a given
moment of time tn and E˜(tn, ψ) are the output signals
from the two antennas, taken from the target scene data.
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Fig. 12. Temporal distribution of PCs for the metal cylinder in the free space. (a) PC1 signal. (b) PC2 signal.
Fig. 13. Temporal distribution of PCs for the metal cylinder behind the concrete wall. (a) PC1 signal. (b) PC2 signal.
By observing temporal variations of the principal component
signals PC1(tn) and PC2(tn), the presence of “target objects”
or a change in it may, under certain circumstances, be detected.
V. APPLICATION OF TAPDI IN TARGET DETECTION
A. Detection of Target in Free Space and Behind
Homogeneous Walls
In this section, the TAPDI technique is illustrated with an
example on the detection of a canonical object both in the free
space and in a through-wall scenario. The incident field is a
θ-polarized modulated Gaussian beam with center frequency of
2.5 GHz and −3-dB levels at 2 and 3 GHz. The scattered field
was simulated using the FDTD method.
As an example of a canonical target, a perfectly conducting
cylinder of 150-cm height and 10-cm diameter was used. For
the background scene, the cylinder was tilted with respect to
the vertical position by 12◦ in the plane parallel to the wall. The
goal was to detect changes in the orientation of the cylinder
in real time. The cylinder was located 1 m behind a finite-
size concrete wall having a thickness, width, and height of Fig. 14. High-fidelity frozen human model behind the cinder-block wall.
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Fig. 15. PCs of the target scene for “frozen human” model behind the cinder-block wall. In the left panel, the oval encircles reflections from the human model.
(a) PC1 component. (b) PC2 component.
Fig. 16. Beamforming for the frozen human behind the cinder-block wall: (a) Copolarization image. (b) Cross-polarization image. The scene is illuminated with
Eθ-polarized incident field.
17.8, 80, and 180 cm, respectively. The scattered electric field
components were collected in the range of 85◦–95◦ for both θ
and ϕ. For the sake of comparison, TAPDI was also applied
to the same cylinder in the absence of the wall. In each case,
the PCs of the background and target scenes were computed as
functions of time.
The distributions of the PC signals for the no-wall case and
the concrete wall are shown in Figs. 12 and 13, respectively.
Every temporal frame is presented by a single point, which is
the average value of corresponding PC data over 121 spatial
points in the observation plane. As was already pointed out
in the previous section, the PC1 curves are similar for both
the background and target cases. The temporal distributions of
PC2, however, are different for target and background cases,
and unlike the PC1 distributions, the reflections from the
wall are eliminated for the concrete-wall case, as seen when
comparing the left and right panels in Fig. 13.
In general, the TAPDI technique discussed previously is
applicable to both homogeneous and inhomogeneous walls as
long as the wall is not strongly polarized in the same direction
as the target. In the following, we investigate the performance
of the technique to the more challenging problem of target
detection behind a cinder-block wall.
B. Detection of Target Behind Cinder-Block Wall
Periodic walls such as a hollow concrete (cinder) block
wall pose difficult challenges in the detection of lossy targets
such as humans. Since the cinder blocks form a heterogeneous
wall with many air–wall interfaces, multiple reverberations and
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Bragg effects are present. These effects may mask the human
signature and make it difficult to discern. In this section, we
demonstrate the usefulness of the TAPDI algorithm to the
detection of a human standing behind a cinder-block wall.
Fig. 14 shows a realistic model of a human standing behind
a cinder-block wall. The full body human model used is the
high-fidelity frozen male body commercially available from
Remcom, Inc. The human’s phantom consists of 5-mm cubical
FDTD mesh cells and is composed of 23 different tissue types,
each with its own dielectric properties. The cinder-block wall
consists of 72 (6 × 12) standard cinder blocks. Each cinder
block has dimensions of 40.62 × 20.32 × 20.3 cm and is made
of cement with εr = 7.66ε0 and σ = 0.06 S/m.
The scene is illuminated by a modulated Gaussian beam
with the frequency band of 0.8–3.0 GHz, and the scattered
field is collected in the far zone. For this example, TAPDI was
applied differently by considering the background and target
scenes both to be the human with the wall but with the scenes
being illuminated by horizontally and vertically polarized in-
cident waves, respectively. This alternative TAPDI technique
may allow for the detection and imaging of static scenes in
TWMI, without having to have access to the empty scene with
only the wall present. The PCs of the target scene are shown
in Fig. 15. As can be seen, even though the aforementioned
TAPDI technique would be most effective for homogeneous
walls, it is still able to mitigate, to a large extent, the cinder-
block wall effects, resulting in a PC2 signal, which, as com-
pared to the PC1 signal, is mainly due to the presence of
the human behind the wall. We note, however, that some of
the ringing due to the cinder-block wall and the interaction
between the human’s phantom and the wall are still present
in PC2.
The aforementioned results suggest that one could poten-
tially use the PC2 signal in a beamforming radar system to
image the presence of the target behind the wall, even for
a complex wall like cinder block, which is known to over-
shadow the target. Ideally, such imaging system requires a
dual-polarized monostatic 2-D array, where PC2 is computed
for each receiving antenna element due to a wave transmitted
by a transmitting antenna at the same location in the array.
The finite-difference time-domain simulation of such a system,
however, is computationally very intensive and beyond the
context of this paper. However, in order to demonstrate that
simple polarization information of the scene may be used
to reveal the presence of the human in the aforementioned
example, we present the application of a standard delay-and-
sum beamformer to the received co- and cross-polarized fields
when the scene is illuminated by a vertically polarized wave.
The imaging system includes a linear 1-D receiving antenna
array located at a distance of 1 m from the wall and consists
of 31 elements spaced by half-wavelength apart at the center
frequency. The results of the beamforming are shown in Fig. 16,
where, as shown, the human target is overshadowed by the
cinder-block wall in the copolarization image but is unmasked,
with the wall effects to a large extent removed in the cross-
polarization image. We note that the cross-polarized scattered
fields play a significant role in the generation of the PC2 signal
in the TAPDI analysis.
VI. CONCLUSION
In this paper, we employed the APDI and TAPDI techniques
for certain TWMI applications. An overview of the APDI al-
gorithm was presented, and several examples to illustrate some
applications of the proposed method for detecting changes in
the scene in both the absence and the presence of walls were
given. The APDI algorithm was able to detect changes in the
orientation of a human arm model with respect to a torso in
both the no-wall and behind-the-wall scenarios. The algorithm
maintains its performance even in a relatively complicated
multipath environment and may help in detecting changes in
the environment.
The frequency-domain APDI algorithm can be easily ex-
tended to the transient case in order to improve target detec-
tion, particularly motion detection, behind the wall in the time
domain. Preliminary results on such a TAPDI algorithm were
described for target detection in the through-wall microwave
imaging applications. Numerical simulations with canonical
and human-model objects demonstrated the potential of the
TAPDI technique for target detection behind both homoge-
neous and periodic walls.
The proposed techniques may remove or reduce the masking
effects of the wall and may be particularly useful in detecting
motion when conventional Doppler techniques are not applica-
ble. Future works include the experimental verification of the
APDI and TAPDI techniques using measured results as well as
the application of these techniques in more complicated TWMI
environments.
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