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LARGE SPARSE NETWORKS OF INTERACTING DIFFUSIONS
DANIEL LACKER, KAVITA RAMANAN, AND RUOYU WU
Abstract. We consider interacting particle systems on a large sparse (and possibly random)
interaction graph Gn, where each particle evolves infinitesimally like a d-dimensional diffusion
whose drift coefficient depends on the histories of its own state and the states of neighboring
particles, and the diffusion coefficient depends only on the history of its own state. We study
limits of such particle systems in the case when the average degree of Gn remains almost surely
bounded. Specifically, under suitable assumptions on the coefficients and initial conditions,
we show that if Gn converges in distribution in the sense of local convergence to a locally
finite graph G, then the corresponding particle dynamics converge weakly locally to a certain
limit diffusion on G. Moreover, we also show that for certain homogeneous sequences {Gn},
including growing tori of fixed dimension and sparse Erdo¨s-Re´nyi graph sequences, the limit of
the empirical measure is deterministic and coincides with the law of a typical particle; in general,
however, the empirical measure limit may fail to coincide with the law of a typical particle, and
it could even remain stochastic. Furthermore, when G is a unimodular Galton-Watson tree,
under additional homogeneity and symmetry assumptions on the coefficients, we characterize
the limiting dynamics of the neighborhood of a typical particle in terms of a certain finite-
dimensional non-Markovian stochastic process whose infinitesimal evolution at any time depends
not only on the current state of the neighborhood, but also on the conditional law of the current
state given the past of the neighborhood process until that time. This resolves the open problem
of characterizing the limiting dynamics on sequences of sparse Erdo¨s-Re´nyi graphs. Our results
complement classical results in the mean-field case, when Gn is the complete graph on n vertices,
which characterize the limiting dynamics of a typical particle as a nonlinear Markov process,
but analysis of the sparse case requires a completely different approach. Important ingredients
of the proofs include correlation decay estimates, a second-order Markov random field property
for particle trajectories, and a stochastic analytic result on mimicking Itoˆ processes.
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1. Introduction
1.1. Background and Motivation. We study scaling limits of large systems of interacting
diffusive particles whose dynamics are governed by a (possibly random) underlying interaction
graph, in the limit as the number of particles goes to infinity, while the (average) degree of the
interaction graph remains (almost surely) finite. For example, given a finite simple (possibly
random) rooted graph G = (V,E) and independent d-dimensional Brownian motions (Wv)v∈V ,
consider interacting diffusions of the form
dXGv (t) = b(X
G
v (t), µ
G
v (t))dt + σ(X
G
v (t))dWv(t), v ∈ V, t ≥ 0, (1.1)
with initial condition x(0) ∈ (Rd)V . Here, for each v ∈ V , µGv is the local (random) empirical
measure of the states of the neighbors of v at time t ≥ 0:
µGv (t) =
1
|Nv(G)|
∑
u∈Nv(G)
δXGu (t),
where Nv(G) = {u ∈ V : (u, v) ∈ E} denotes the neighborhood of the vertex v, and b and σ are
suitably regular drift and diffusion coefficients. By convention we set µGv (t) = δ0 when Nv(G) is
empty, that is, when the vertex v is isolated. The more general class of (possibly non-Markovian)
particle systems we study is specified in full detail in Section 3.
Large systems of interacting diffusions of the form (1.1) arise as models in a range of appli-
cations including statistical physics [14, 39] neuroscience [21, 32, 34], and systemic risk [35, 42].
These systems are typically too complex to be tractable, either analytically or numerically, and
so it is natural to try to understand the behavior of the particle system in an asymptotic regime,
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for suitable sequences of graphs {Gn}n∈N with growing vertex set. We will be chiefly interested
in the behavior of a “typical” particle (represented by the root vertex, which we do not label
explicitly in this introduction) and the (global) empirical measure process,
µ¯G(t) =
1
|V |
∑
v∈V
δXGv (t), t ∈ [0,∞). (1.2)
When Gn is the complete graph on n vertices, the asymptotic limiting behavior, as n → ∞,
has been well studied, right from the works of McKean, Vlasov, and others (see [24,33,43] and
references therein). Such limits are typically referred to as mean-field limits. In this case, under
broad conditions, it is known that the limiting dynamics in (1.1) of a representative randomly
chosen vertex in Gn is described as follows by a nonlinear Markov process:
dX(t) = b(X(t), µ¯(t))dt+ σ(X(t))dW (t), µ¯(t) = Law(X(t)), t ≥ 0, (1.3)
where µ¯(t) is also the (deterministic) limit, as n→∞, of µ¯Gn(t). The measure-valued function
µ¯(·) can also be characterized as the unique solution to a nonlinear partial differential equation
(namely, the forward Kolmogorov equation associated with this process), whence the name
nonlinear Markov process. Such a characterization is possible because the particles interact
only weakly, with the influence of any single particle on any other particle of order 1/n. This
leads to asymptotic independence of any finite collection of particles and the convergence of the
random (global) empirical measure of the particle systems to a deterministic limit (see [33, 43]
for further discussion of this phenomenon, known as propagation of chaos).
With the above intuition in mind, it is natural to expect that the limiting dynamics of a
typical particle would continue to take the form (1.3) even for graph sequences {Gn}n∈N in
which each graph is not necessarily complete, as long as they are sufficiently dense. Indeed, the
interactions remain weak in this setting, and thus one would expect the asymptotic independence
property to persist. Recent works by several authors have rigorously established this in various
settings [6,11,12,31,40], although the proofs are more involved than in the complete graph case.
1.2. Discussion of our Results. In this article, we complement the above body of work by
establishing convergence and characterizing the limit dynamics of XGn for a large class of (pos-
sibly random) sparse graph sequences {Gn}n∈N. For suitably homogeneous graphs, we provide
an autonomous characterization of the dynamics of the root particle and its neighborhood in
terms of a certain finite-dimensional, non-Markovian process. Our results cover the special case
of sequences of sparse Erdo¨s-Re´nyi graphs, where Gn = G(n, pn), and the average degree satisfies
npn → θ ∈ (0,∞), thus resolving an open question raised in [12] (see the paragraph after Remark
1.4 therein). Besides being of fundamental interest, this is also motivated by many applications
in which the interaction graph is not sufficiently dense, and mean-field approximations perform
rather poorly. In the sparse setting, it is clear that neighboring particles are strongly interacting
and do not become asymptotically independent, and so the limiting dynamics of any finite set of
particles is no longer described by the mean-field limit. In particular, the graph structure clearly
plays a role, and a completely different approach is required. To the best of our knowledge, prior
to this work, there did not exist even a conjecture on the form of the limiting dynamics of a
randomly chosen particle in this setting.
Our characterization of the limiting dynamics is accomplished by a two-step procedure.
We first argue that, if Gn converges to a (potentially random and infinite) graph G, then the
particle system XGn also converges to XG, with both modes of convergence to be understood
in distribution and in a suitable local (around the root) sense. Then, we show that when G
is a suitably well-structured tree (namely, a unimodular Galton-Watson tree), the dynamics of
the root particle and its neighbors can be characterized by an autonomous system of equations
that we call the local dynamics. In the rest of the introduction, we describe in more detail these
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two steps, along with some of the key ingredients in the proof of the more involved second step.
This two-step procedure is reminiscent of an approach sometimes used for studying the mean
field limit (in the complete graph case), first passing to a countably infinite particle system and
then reducing to autonomous dynamics for a single particle (see, e.g., [25, 27]).
1.2.1. Local convergence of particle systems and their empirical measures. We first show in The-
orem 3.5, under standard regularity conditions on the coefficients and initial conditions (spelled
out in Assumption A), that whenever the sequence {Gn} converges in distribution to a (pos-
sibly random, possibly countably infinite) graph G in the topology of local convergence, then
{(Gn,X
Gn)} also converges in distribution, in the topology of local convergence of marked
graphs, to a limit (G,XG), where XG is the particle system (1.1) set on the limit graph G (see
Section 2.4 and Appendix A for details on these modes of convergence). This result is similar in
spirit to convergence results that have been obtained for static models, in which XGn , instead
of being a solution to an SDE, is an XGn-valued random element that forms a Markov random
field (or is a Gibbs measure) with respect to the underlying graph Gn (see the survey [13] and
references therein for a discussion of such results).
Our second and less straightforward set of results focuses on convergence of the empirical
measure sequence {µ¯Gn}. This convergence is more subtle than in the mean-field or dense
graph case because particles are no longer asymptotically independent, and so the limiting
empirical measure can be random. In particular, when Gn ∼ G(n, pn) is a sequence of Erdo¨s-
Re´nyi graphs with npn → θ ∈ (0,∞), and U(Gn) is the connected component of a randomly
chosen vertex in Gn, we explicitly describe the (random) limit of the empirical measure µ¯
U(Gn)
(see Theorem 3.8). On the other hand, we show that the limit of µ¯Gn is deterministic and
coincides with the law of the root particle of the interacting particle system on a Galton-Watson
tree with a Poisson(θ) offspring distibution (see Theorem 3.7). Furthermore, in Section 5, we
identify sufficient conditions on sequences of graphs {Gn} for the limiting empirical measure
to be deterministic, and we describe the limit in the case of various homogeneous sequences
of graphs, including regular trees (see Lemma 5.11) and lattices (see Lemma 5.12). On the
other hand, we also show that, unlike in the mean-field setting, even when the limit empirical
measure is deterministic, it need not coincide with the limit law of a randomly chosen particle.
The proofs entail correlation decay estimates and (quenched) concentration estimates for the
empirical measure on (random) graphs.
As we were finalizing this manuscript, we learned of the recent independent work of Oliveira,
Reis, and Stolerman [37], which proves similar results on local convergence of particle systems
and their empirical measures, although our results do not subsume theirs, nor vice versa. We
compare these results with our own in detail in Remark 5.9. In any case, the local convergence
represents only a fraction of our results, and nothing resembling our local dynamics described
in the following sections is present in [37].
1.2.2. Local dynamics for unimodular Galton-Watson trees. Our third and arguably most in-
teresting set of results shows how, when the graph G belongs to a certain well-structured class
of (random) trees known as unimodular Galton-Watson trees, the dynamics of the root particle
and its neighborhood can be characterized as the unique solution to an interesting and unsual
stochastic differential equation system, which we call the local dynamics. In particular, when
combined with Theorem 3.5 described above, this identifies the limiting local dynamics of the
root particle and its neighborhood for many natural sparse graph sequences. In this way, our
local dynamics can be viewed as the analogue, in the sparse setting, of the characterization of
mean-field limits in terms of nonlinear Markov processes as in (1.3).
The simplest special case of a unimodular Galton-Watson tree is the (deterministic) κ-regular
tree. In this case, the local dynamics describe an (Rd)1+κ-valued process whose infinitesimal
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evolution at any time t depends not only on its current state at time t but also on the conditional
law of the current state given the past of the states of the neighborhood up to time t. See
Definition 3.10 for the precise description of these dynamics as well as Corollary 3.12 for the
characterization. Section 3.4 explains in detail the key ideas behind the derivation of our local
dynamics in this special case.
More generally, the class of unimodular Galton-Watson trees is defined precisely in Example
2.2 and is known to include the local limits of many natural and important random graph models,
such as random regular graphs, sparse Erdo¨s-Re´nyi graphs, and the configuration model. Our
local dynamics for unimodular Galton-Watson trees, presented in Definition 3.17, are similar in
spirit, though significantly more involved, than those for the κ-regular trees described above, as
the conditional laws that enter into the dynamics also involve the randomness of the tree.
1.2.3. A conditional independence structure. A key step in the derivation of our local dynamics
is an important conditional independence structure (specifically, a second-order Markov random
field property) of the limiting particle system on the infinite graph, which is interesting in its
own right. A version of this property is in fact valid in a much more general setting than what
we cover here, including particle systems XG on general deterministic graphs G with possibly
inhomogeneous drift and diffusion coefficients. This property and its implications are explored
in more detail in a companion paper [29].
In this work we adopt a different approach to establish only the particular (stronger) version
of the property on unimodular Galton-Watson trees that is needed for our local characterization
(see Proposition 7.3 for a precise statement). The statement of our most general result is more
involved, but for an infinite regular tree it takes the following form: If the initial conditions
(Xv(0))v∈G are i.i.d., then for every t > 0 the collection of trajectories {(X
G
v (s))s∈[0,t] : v ∈ G}
forms a global second-order Markov random field. Definitions and relevant properties of Markov
random fields are given in Sections 3.4.2 and 6.
1.2.4. Well-posedness of the local dynamics. For infinite regular trees, the proof that the mar-
ginal dynamics satisfies the local dynamics uses the above conditional independence property,
along with the symmetry of the infinite regular tree and a certain mimicking or projection result
for Itoˆ processes. To prove uniqueness in law for the local dynamics, we apply the conditional
independence property again to create a one-to-one correspondence between (laws of) solutions
to the local dynamics and solutions of the particle system XG on the infinite tree, then invoking
uniqueness in law of the latter system (see Section 3.4.3 for further details).
The proof of the local characterization in the more general case of unimodular Galton-Watson
trees is significantly more complicated. It relies on a more general annealed conditional inde-
pendence property that also involves conditioning on the random graph structure (see Section
7.3 and Proposition 7.3), and the unimodularity property of the Galton-Watson tree G provides
the necessary symmetry in this case. Indeed, the derivation of the form of the local equations
relies crucially on the defining symmetry property of unimodular random graphs, known as the
mass-transport principle (elucidated in Section 7.7.2). This can be viewed as a sort of station-
arity property that can be loosely stated as the property that the root is equally likely to be any
vertex [2], although the precise property is somewhat more subtle. The unimodularity prop-
erty is applied to establish a key identity (see Proposition 7.4) that relates certain conditional
expectations related to the histories of the process at the root and its neighbors to a suitably
reweighted version of corresponding conditional expectations related to the histories of the pro-
cess at a child of the root and its neighborhood. This results in a more complicated form of the
local equations, which also leads to additional subtleties in the proof of uniqueness that entail
change of measure arguments (see Section 7.5).
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The only other result that we know that provides a related local characterization for limits
of sparsely interacting diffusions was obtained recently in [15], which treats the case where Gn is
the directed cycle graph on n vertices. They use a coupling argument to obtain an autonomous
characterization of the law of the trajectories of any contiguous set of particles in terms of a
non-linear diffusion process.
Precise statements of our main results are given in Section 3, with an outline of the rest of
the paper given in Section 3.6. Proofs are deferred to Sections 4–7. In the next section, we first
develop some notation.
2. Preliminaries and Notation
In this section, we introduce common notation and definitions used throughout the paper,
and which are required to state the main results. For a Polish space X , we write P(X ) for the
set of Borel probability measures on X , endowed always with the topology of weak convergence.
Note that P(X ) itself becomes a Polish space with this topology, and we equip it with the
corresponding Borel σ-field. We write δx for the Dirac delta measure at a point x ∈ X . For an
X -valued random variable X, we write L(X) to denote its law, which is an element of P(X ).
Also, given any measure ν on a measurable space and any ν-integrable function f on that space,
we use the usual shorthand notation 〈ν, f〉 :=
∫
f dν.
2.1. Function Spaces. For a fixed positive integer d, throughout we write
C := C(R+;R
d)
for the path space of continuous functions, endowed with the topology of uniform convergence on
compacts. For t > 0, we write Ct := C([0, t];R
d) and for x ∈ C we write ‖x‖∗,t := sups∈[0,t] |x(s)|.
and x[t] := {x(s), s ∈ [0, t]} for the truncated path, viewed as an element of Ct.
2.2. Graphs. In this paper, unless explicitly stated otherwise, a graph G = (V,E) always has
a finite or countably infinite vertex set, is simple (no self-edges or multi-edges), and is locally
finite (i.e., the degree, or number of neighbors, of each vertex, is finite). We abuse notation
by writing v ∈ G to mean v ∈ V . For any graph G = (V,E) and any vertex v ∈ V , we write
Nv(G) := {u ∈ V : (u, v) ∈ E} for the set of neighbors of v in G, noting that this set is empty
if v is an isolated vertex. As usual, |A| denotes the cardinality of a set A. Let diam(A) denote
the diameter of a set A ⊂ V ; precisely, for two vertices u, v ∈ V , the distance between u and v
is the length of the shortest path from u to v, and the diameter of A is the maximal distance
between any two of its vertices. A clique is a complete subgraph, that is, a set A ⊂ V such that
(u, v) ∈ E for every u, v ∈ A. Equivalently, a clique is a set A ⊂ V of diameter at most 1.
For a set X and a graph G = (V,E), we may write either X V or XG for the configuration
space {(xv)v∈V : xv ∈ X for every v ∈ V }. We make use of a standard notation for configura-
tions on subsets of vertices: For x = (xv)v∈V ∈ X
V and A ⊂ V , we write xA for the element
xA = (xv)v∈A of X
A.
2.3. Space of unordered terminating sequences. We will study stochastic differential equa-
tions that take values in a sequence of configuration spaces with corresponding underlying in-
teraction graphs that have different numbers of vertices. We want to be able to specify a single
“drift function” that takes as input finite sequences of elements of X of arbitrary length and
is insensitive to the order of these elements. To this end, for a set X , we define in this para-
graph a space S⊔(X ) of finite unordered X -valued sequences of arbitrary length (possibly zero).
First, for k ∈ N we define the symmetric power (or unordered Cartesian product) Sk(X ) as the
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quotient of X k by the natural action of the symmetric group on k letters. For convenience, let
S0(X ) = {∅}. Define S⊔(X ) as the disjoint union,
S⊔(X ) =
∞⊔
k=0
Sk(X ).
A typical element of S⊔(X ) will be denoted (xv)v∈V , for a finite (possibly empty) set V ; if
the set is empty, then by convention (xv)v∈V = ∅ ∈ S
0(X ). It must be stressed that, of
course, the element (xv)v∈V has no order. The space S
⊔(X ) must not be confused with what
is traditionally called the infinite symmetric product space in algebraic topology when X is
endowed with a distinguished (base) point e, in which the points (x1, . . . , xn, e) and (x1, . . . , xn)
would be identified; these two points are distinct in S⊔(X ).
Suppose now that (X , d) is a metric space, and endow S⊔(X ), with the usual disjoint union
topology, i.e., the finest topology on S⊔(X ) for which the injection Sk(X ) →֒ S⊔(X ) is continuous
for each k ∈ N. A function F : S⊔(X )→ Y to a metric space Y is continuous if and only if there
is a sequence (fk)
∞
k=0, where f0 ∈ Y and, for each k ∈ N, fk : X
k → Y is a continuous function
that is symmetric in its k variables, such that
F ((xi)i∈{1,...,k}) =
{
fk(x1, . . . , xk) for k ∈ N, (x1, . . . , xk) ∈ X
k
f0 for k = 0.
If X is separable and completely metrizeable, then so is S⊔(X ). Note that a sequence (xnv )v∈Vn
in S⊔(X ) converges to (xv)v∈V if and only if for all ǫ > 0 there exists N ∈ N such that for all
n ≥ N there exists a bijection ϕ : Vn → V such that maxv∈Vn d(x
n
v , xϕ(v)) < ǫ. (Note that this
implicitly requires that |Vn| = |V | for sufficiently large n.)
2.4. Local convergence of marked graphs. This section describes the basic concepts of local
convergence for marked and unmarked graphs. For full details and proofs, see Section 4 and
Appendix A, respectively. The notion of local weak convergence was introduced by Benjamini
and Schramm in [5]; other useful references on this topic include [3, 8].
2.4.1. Unmarked graphs and the space G∗. A connected rooted graph G = (V,E, ø) is a graph
(V,E) (assumed as usual to be locally finite with either finite or countable vertex set) with a
distinguished vertex ø ∈ V . We say two connected rooted graphs Gi = (Vi, Ei, øi) are isomorphic
if there exists a bijection ϕ : V1 → V2 such that ϕ( 1) = ø2 and {ϕ(u), ϕ(v)} ∈ E2 if and only
if {u, v} ∈ E1, for each u, v ∈ V1. We denote this by G1 ∼= G2. We refer to the map ϕ as an
isomorphism from G1 to G2.
Let G∗ denote the set of isomorphism classes of connected rooted graphs. Given k ∈ N and
G = (V,E, ø) ∈ G∗, let Bk(G) denote the subgraph consisting of those vertices whose graph
distance from ø is no more than k. We say that a sequence Gn ∈ G∗ converges locally to G ∈ G∗
if, for every k ∈ N, there exists nk ∈ N such that Bk(Gn) ∼= Bk(G) for every n ≥ nk. There is
a metric compatible with this notion of convergence which renders G∗ a complete and separable
space.
2.4.2. Marked graphs and the space G∗[X ]. We also need a notion of local convergence for marked
graphs, where each vertex of the graph has a mark (or label) associated to it; these labels will
later encode the trajectories of particles. For a metric space (X , d), let G∗[X ] denote the set of
pairs (G,x), where G = (V,E, ø) ∈ G∗, and x = (xv)v∈V ∈ X
V is a vector of marks. We say that
two marked graphs (G,x) and (G′,x′) are isomorphic if there exists an isomorphism ϕ from
G to G′ such that (xv)v∈V = (x
′
ϕ(v))v∈V . We write (G,x)
∼= (G′,x′) to indicate isomorphism.
Strictly speaking, G∗[X ] will refer to the set of isomorphism classes.
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We say that a sequence (Gn,xn) ∈ G∗[X ] converges locally to (G,x) ∈ G∗[X ] if, for every
k ∈ N and ǫ > 0, there exist nk ∈ N such that for all n ≥ nk there exists an isomorphism
ϕ : Bk(G
n)→ Bk(G) with maxv∈Bk(Gn) d(x
n
v ,xϕ(v)) < ǫ. The space G∗[X ] can be equipped with
a metric compatible with this notion of convergence, and if (X , d) is complete and separable
then so is G∗[X ].
2.4.3. Examples of locally convergent graph sequences. Here we catalog some of the most well
known examples of locally converging graphs. For a finite (possibly disconnected) graph G, we
write U(G) for the random connected rooted graph obtained by assigning a root uniformly at
random and then isolating the connected component containing this root.
Example 2.1. Consider the Erdo¨s-Re´nyi graph G(n, pn), with limn→∞ npn = θ ∈ (0,∞). Then
U(Gn) converges in law in G∗ to the Galton-Watson tree with offspring distribution Poisson(θ),
denoted GW(Poisson(θ)). Similarly, suppose Gn ∼ Gn,mn , which means Gn is selected uniformly
at random from all (labeled) graphs on n vertices withmn edges. If limn→∞ 2mn/n = θ ∈ (0,∞),
then again U(Gn) converges to GW(Poisson(θ)). See [13, Proposition 2.6] or [8, Theorem 3.12]
for proofs of these facts.
Example 2.2. Let Gn be drawn from the configuration model with degree distribution con-
verging to some distribution ρ on N0 = {0, 1, . . .} with a finite nonzero first moment. Then
U(Gn) converges locally in law to the augmented or unimodular Galton-Watson tree with degree
distribution ρ, denoted UGW(ρ). The random tree UGW(ρ) is defined so that the root has
offspring distribution ρ and each subsequent generation has an independent number of offspring
according to the distribution ρ̂, where ρ̂ is defined by
ρ̂(k) =
(k + 1)ρ(k + 1)∑
n∈N nρ(n)
, k ∈ N0.
Note that ρ̂ = ρ when ρ is a Poisson. See [13, Proposition 2.5] or [8, Theorem 3.15] for a
derivation of this limit.
Example 2.3. Let Gn denote the uniform κ-regular graph on n vertices, for κ ≥ 2. Then U(Gn)
converges locally in law to the infinite κ-regular (Cayley) tree; this is a well known consequence
of the results of [7]. Note that the infinite κ-regular tree is nothing but UGW(δκ).
3. Statements of main results
3.1. Assumptions. While some results in the paper are proved under more general assump-
tions, for this section we make the following standing assumptions. Fix a dimension d ∈ N and
recall from Section 2.1 the function space C = C(R+;R
d) and, for x ∈ C and t > 0, the notation
‖x‖∗,t := sups∈[0,t] |x(s)|. Also, recall the space S
⊔(X ) of unordered terminating sequences from
Section 2.3. We are given a drift coefficient b, a diffusion coefficient σ, and an initial distribution
λ0, satisfying the following:
Assumption A.
(A.1) The drift coefficient b : R+ × C × S
⊔(C) → Rd is continuous and has linear growth, in
the sense that for each T > 0, there exists CT <∞ such that, for any (t, x) ∈ [0, T ]× C
finite set A, and (xv)v∈A ∈ S
⊔(C), we have
|b(t, x, (xv)v∈A)| ≤ CT
(
1 + ‖x‖∗,t +
1
|A|
∑
v∈A
‖xv‖∗,t
)
,
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where the average is understood to be zero if |A| = 0. Moreover, b is progressively
measurable; that is, it is jointly measurable (which is already implied by the above con-
tinuity properties) and non-anticipative in the sense that for each t ≥ 0, b(t, x, (xv)v∈A) =
b(t, y, (yv)v∈A) whenever x(s) = y(s) and xv(s) = yv(s) for all s ≤ t and v ∈ A.
(A.2) The diffusion matrix σ : R+ × C → R
d×d satisfies the following:
(A.2a) σ is bounded and continuous. Moreover, σ(t, x) is invertible for each (t, x), and the
inverse is uniformly bounded. Lastly, σ is progressively measurable, which implies
that for each t ≥ 0, σ(t, x) = σ(t, y) whenever x(s) = y(s) for all s ≤ t.
(A.2b) The following driftless SDE admits a unique in law weak solution:
dX(t) = σ(t,X)dW (t), X(0) ∼ λ0.
(A.3) The initial distribution λ0 ∈ P(R
d) has finite second moment.
(A.4) For each graph G, there exists a unique in law weak solution of the following SDE system:
dXGv (t) = b(t,X
G
v ,X
G
Nv(G)
)dt+ σ(t,XGv )dWv(t), v ∈ G, (3.1)
with independent and identically distributed (i.i.d.) initial positions (XGv (0))v∈G with
law λ0. Recall that Nv(G) denotes the set of neighbors of v in G.
We allow path-dependence in the coefficients (b, σ) because such interactions arise in ap-
plications and this results in no change in the arguments or in the form of the local equations
(described in Section 3.4 and 3.5), which are inevitably path-dependent regardless of whether b
and σ are; see Remark 3.15.
The final condition (A.4) regarding uniqueness in law for (3.1) is not as stringent as it may
appear. If the graph G is finite, it follows automatically from Assumptions (A.1) and (A.2) and
Girsanov’s theorem. For infinite graphs, we show in Theorem 3.1 below that Assumption (A.4)
holds under the following strengthening of Assumption A, which requires b and σ to be suitably
Lipschitz.
Assumption B. Suppose that Assumptions (A.1), (A.2a), and (A.3) hold. Assume also that
the functions b and σ are Lipschitz, in the sense that for each T > 0, there exist KT , K¯T < ∞
such that, for all t ∈ [0, T ], all x, x′ ∈ Rd, and all (xu)u∈A, (yu)u∈A ∈ S
⊔(Rd) indexed by the
same finite set A, we have
|b(t, x, (xu)u∈A)− b(t, y, (yu)u∈A)| ≤ KT
(
‖x− y‖∗,t +
1
|A|
∑
u∈A
‖yu − yu‖∗,t
)
, (3.2)
where the average is understood to be zero if |A| = 0, and
|σ(t, x)− σ(t, y)| ≤ K¯T ‖x− y‖∗,t. (3.3)
Theorem 3.1. If Assumption B holds, then there exists a pathwise unique strong solution for
the SDE system (3.1), with any initial conditions (Xv(0))v∈G.
The proof of Theorem 3.1 is standard and, hence, relegated to Appendix B. The main
examples of interactions we have in mind for the drift b in Assumption (A.1) take the following
forms:
Example 3.2. For a first example, suppose b is of the form
b(t, x, (xv)v∈A) =
{
b˜0(t, x) if A = ∅,
1
|A|
∑
v∈A b˜(t, x, xv) if A 6= ∅,
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for given functions b˜0 : R+ × C → R
d and b˜ : R+ × C × C → R
d. Assumption (A.1) holds if b˜0
and b˜ are continuous with linear growth, in the sense that for each T > 0 there exists CT <∞
such that
|˜b0(t, x)|+ |˜b(t, x, y)| ≤ CT (1 + ‖x‖∗,t + ‖y‖∗,t) , for all (t, x, y).
Example 3.3. Generalizing Example 3.2, suppose b is of the form
b(t, x, (xv)v∈A) =
{
b˜0(t, x) if A = ∅,
b˜
(
t, x, 1|A|
∑
v∈A δxv
)
if A 6= ∅,
for given functions b˜0 : R+ × C → R
d and b˜ : R+ × C × P(C) → R
d. In fact, b˜ needs only to
be defined on the subspace of P(C) consisting of empirical measures of finitely many points.
Assumption (A.1) holds if b˜0 and b˜ are continuous (using weak convergence or any Wasserstein
metric on P(C)) with linear growth, namely if for each T > 0 there exists CT <∞ such that
|˜b0(t, x)| + |˜b(t, x,m)| ≤ CT
(
1 + ‖x‖∗,t +
∫
C
‖y‖∗,t dm(y)
)
, for all (t, x,m).
Remark 3.4. Uniqueness in law of (3.1) immediately implies a natural and extremely useful
symmetry property. Namely, (XGv )v∈G is invariant under automorphisms of G. More precisely,
an automorphism of a graph G = (V,E) is a bijection ϕ : V → V that preserves the structure
of the graph in the sense that (u, v) ∈ E if and only if (ϕ(u), ϕ(v)) ∈ E. For any automorphism
ϕ, it is clear that (XGv )v∈G and (X
G
ϕ(v))v∈G induce the same law on C(R+;R
d)V . In particular,
if the graph G is vertex-transitive (meaning for each u, v ∈ G there is an automorphism ϕ such
that ϕ(v) = u), then each particle has the same law; that is, XGv and X
G
u have the same law for
each u, v ∈ G. More generally, the laws of two particles XGv and X
G
u coincide whenever u and v
belong to the same orbit of the action of the automorphism group on V . Note also that these
observations remain true even if the initial conditions are not i.i.d., as long as (XGv (0))v∈G is
invariant under automorphisms in the same sense.
3.2. Local convergence of particle systems. With the above language, we can state the
first main result of the paper. For each rooted graph G, we may solve the associated particle
system for XG, which gives rise to a random marked graph (G,XG) ∈ G∗[C]. We will explain in
detail in Section 4 that, even if G is a random graph, the random element (G,XG) of G∗[C] is
well-defined. The following convergence result is proven towards the end of Section 4.
Theorem 3.5. Under Assumption A, suppose we are given a sequence of random rooted graphs
Gn converging in law to G in G∗. Then (Gn,X
Gn) converges in law to (G,XG) in G∗[C].
The map G∗[C] ∋ (G,x) 7→ xø ∈ C is continuous, so Theorem 3.5 and the continuous mapping
theorem immediately yield:
Corollary 3.6. In the setting of Theorem 3.5, the root particle XGnø converges in law in C to
the root particle XGø of the limiting graph.
3.3. Convergence of the Empirical Measures. The analysis of the limit of the empirical
measure is less straightforward. For a finite graph G, we define the empirical measure
µ¯G =
1
|V |
∑
v∈V
δXGv , (3.4)
and we note that µ¯G is a P(C)-valued random variable. In the mean-field case, that is, when
Gn is the complete graph on n vertices, it is well known that µ¯
Gn converges to a deterministic
measure as n → ∞, identified as the limit law of the trajectory of any single particle. This
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obviously fails for general graphs, with finite limit graphs giving easy counterexamples. We
will see, however, that in suitably homogeneous situations, the empirical measures converge to
an identifiable deterministic limit. We focus on the Erdo¨s-Re´nyi graph, though we mention in
Remark 5.8 how the same arguments adapt to cover the configuration model and random regular
graphs. Recall from Examples 2.1 and 2.2 above the definitions of the Erdo¨s-Re´nyi graph and
the unimodular Galton-Watson tree. The following is proven in Section 5.3, and we recall here
that L(Z) denotes the law of a random variable Z. We note that Theorems 3.5 and 3.7 are
similar to results of the very recent independent work of [37], although the setting considered in
the latter paper is somewhat different from the one considered here. See Remark 5.9 for a more
detailed comparison. The rest of our results discussed below have no counterpart in [37].
Theorem 3.7. Under Assumption B, suppose Gn ∼ G(n, pn) with npn → θ ∈ (0,∞). Then
(µ¯Gn)n∈N converges in law to the (deterministic) measure L(X
T
ø ), where T ∼ UGW(Poisson(θ)).
Theorem 3.7, which is proved in Section 5.3, is a corollary of a more general concentration
result established in Section 5.2 that identifies broad conditions on graph sequences {Gn} for
which the limit of the global empirical measure sequence is deterministic. Furthermore, the
limits of the global empirical measures on growing sequences of finite κ-regular trees and κ-
dimensional integer lattices are also identified and shown to be deterministic in Sections 5.4 and
5.5, respectively.
On the other hand, the following theorem illustrates that the behavior of the empirical
measure is markedly different for the sequence of graphs {U(Gn)} compared to {Gn}, when
Gn ∼ G(n, pn), with npn → θ ∈ (0,∞) as above (recall the definition of U(Gn) from Section
2.4.3). In this case the limit of µ¯U(Gn) is a random measure. This is intuitively clearest in the
subcritical regime G(n, θ/n) with θ ≤ 1 because the limit tree UGW(Poisson(θ)) is almost surely
finite. The following is proven in Section 5.3.
Theorem 3.8. Under Assumption B, suppose Gn ∼ G(n, pn) with npn → θ ∈ (0,∞). Let
T ∼ UGW(Poisson(θ)).
(i) If θ ≤ 1, then (µ¯U(Gn))n∈N converges in law to the (random) empirical measure µ¯
T .
(ii) If θ > 1, then (µ¯U(Gn))n∈N converges in law to the random measure µ˜
T defined by
µ˜T =
{
µ¯T on {|T | <∞}
L(XTø | |T | =∞) on {|T | =∞},
where L(XTø | |T | =∞) ∈ P(C) is the conditional law of X
T
ø given |T | =∞.
Remark 3.9. It will be clear from the precise definitions of Section 4 that the particle system
behaves well with respect to conditioning on the underlying random graph, in the sense that
if G˜ is a random graph then G∗ ∋ G 7→ L(G,X
G) is a version of the regular conditional law
L(G˜,XG˜ | G˜ = G). (In fact, this is how L(G˜,XG˜) is defined.) Hence, in Theorem 3.8, we may
write L(XTø | |T | =∞) = L(X
T˜
ø ), where T˜ is the tree T conditioned on non-extinction. Notably,
this random tree T˜ is itself a Galton-Watson tree but with a new offspring distribution ρ̂, which
notably satisfies ρ̂(0) = 0 (see [4, Section I.12]), and hence, is not unimodular.
Interestingly, in the subcritical regime θ ≤ 1, the limiting law of the empirical measures
µ¯U(Gn), which is an element of P(P(C)), is nonatomic, although its support is a set of discrete
measures. On the other hand, in the supercritical regime θ > 1, this limiting law has an atom
with mass P(|T | = ∞) at L(XTø | |T | = ∞). This mass tends to 1 as θ → ∞, that is, as the
graphs become increasingly dense.
It is worth highlighting what can go wrong for less homogeneous graph sequences. Suppose
Gn = (Vn, En, ø) is the κ-regular tree of height n, for κ ≥ 2. That is, all vertices except the
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leaves have degree κ, and all leaves are at distance n from the root ø. This tree has κ(κ− 1)h−1
vertices at distance h from the root, and there are
|Vn| = 1 + κ
n−1∑
h=0
(κ− 1)h = 1 + κ
(κ− 1)n − 1
κ− 2
vertices in total. As n→∞, the fraction of vertices that are leaves approaches (κ− 2)/(κ− 1).
That is, a macroscopic proportion of vertices are leaves, and this influences the empirical measure
µ¯Gn . On the other hand, particles at different heights behave differently, and the root particle
is the only particle at height zero; hence, one cannot expect the empirical measure to converge
to the same limit law as the root particle. This example is discussed in detail in Section 5.4,
along with an example on the torus in Section 5.5. Underlying these examples may be a general
principle involving amenability or non-amenability of the limiting graph G, but we do not explore
this in this article.
3.4. Local dynamics on regular infinite trees. Our main characterization of the local dy-
namics as the unique solution to a set of local equations for unimodular Galton-Watson trees is
given in Section 3.5. To build intuition for the form of the local equations, in Section 3.4.1 we
first introduce the special case when G is the infinite κ-regular tree Tκ for some κ ≥ 2 as well as
describe two key ingredients of its proof in Sections 3.4.2 and 3.4.3. The reader only interested
in statements of results can skip to Section 3.5 without loss of continuity.
3.4.1. The Tκ local equation. We first introduce the local equations on Tκ. Recall from Section
2.1 that for t > 0 and x ∈ C = C(R+;R
d), we write x[t] := {x(s) : s ∈ [0, t]} for the truncated
path, viewed as an element of Ct = C([0, t];R
d).
Definition 3.10. Let U1 = {ø, 1, . . . , κ}. A weak solution of the Tκ local equation with initial
law λ0 ∈ P(R
d) is a tuple ((Ω,F ,F,P), γ, (Bv , Yv)v∈U1) such that:
(1) (Ω,F ,P) is a probability space with a filtration F = (Ft)t≥0.
(2) (Bv)v∈U1 are independent d-dimensional F-Brownian motions.
(3) (Yv)v∈U1 are continuous d-dimensional F-adapted processes.
(4) (Yv(0))v∈U1 are i.i.d. with law λ0.
(5) The function R+ × C
2 ∋ (t, xø, x1) 7→ γt(xø, x1) ∈ R
d is progressively measurable and
satisfies
γt(Yø, Y1) = E
[
b(t, Yø, Y{1,...,κ})
∣∣Yø[t], Y1[t]]. (3.5)
(6) The following SDE system holds:
dYø(t) = b(t, Yø, Y{1,...,κ}) dt+ σ(t, Yø) dBø(t), (3.6)
dYi(t) = γt(Yi, Yø)dt+ σ(t, Yi) dBi(t), i = 1, . . . , κ.
Alternatively, we may refer to the law of the G∗[C]-valued random variable (U1, (Yv)v∈U1) as a
weak solution. We say that the Tκ local equation with initial law λ0 is unique in law if any two
weak solutions induce the same law on G∗[C].
Remark 3.11. This resembles a McKean-Vlasov equation in the sense that the law of the
solution enters the dynamics. However, a crucial yet unusual feature of the local equation (3.6)
is that the conditional expectation function γt appears with different arguments throughout the
SDE system. In our companion paper [28] (see also [38, 46]), we show that analogous discrete-
time local dynamics can be simulated efficiently. In future work, we plan to investigate the
analytical or numerical tractability of the local dynamics in the diffusion setting.
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For any graph G = (V,E, ø), the first generation of the graph is the root neighborhood
B1(G) = {ø}∪Nø(G), consisting solely of the root and its neighbors. (Of course, the terminology
“generation” is most natural when G is a tree.) The following is an immediate consequence of
Theorem 3.19 on setting ρ = δκ, and recalling from Example 2.3 that the UGW (δk) tree is
nothing but Tκ. See also Remark 3.18 for more details.
Corollary 3.12. Suppose Assumption A holds, and assume also that |b| is uniformly bounded.
Let Tκ denote the infinite κ-regular tree, for some κ ≥ 2, and let Tκ,1 denote its first generation.
Then the law of the G∗[C]-valued random variable (Tκ,1, (X
Tκ
v )v∈Tκ,1) is a weak solution of the Tκ
local equation with initial law λ0. Moreover, the Tκ local equation with initial law λ0 is unique
in law.
Remark 3.13. To be absolutely clear about the meaning of Corollary 3.12, we must stress that
(Tκ,1, (X
Tκ
v )v∈Tκ,1) provides a weak solution of the local equation, but (Tκ,1, (X
Tκ,1
v )v∈Tκ,1) does
not. The difference is that (X
Tκ,1
v )v∈Tκ,1 = X
Tκ,1 denotes the solution of the particle system
set on the one-generation tree Tκ,1, in which the children of the root comprise the leaves of
the tree and exhibit rather different dynamics from the root, whereas (XTκv )v∈Tκ,1 is the root
neighborhood of the particle system set on the infinite tree Tκ.
It is worth noting how the Tκ local equation (3.6) simplifies when the drift b takes the form
described in Example 3.2 above. Indeed, the law of (Yø, Y1, . . . , Yκ) is clearly invariant under
permutations of (Y1, . . . , Yκ), which implies
γt(Yø, Y1) =
1
κ
b˜(t, Yø, Y1) +
κ− 1
κ
γ˜t(Yø, Y1),
where we define
γ˜t(Yø, Y1) = E
[
b˜(t, Yø, Y2)
∣∣Yø[t], Y1[t]].
We may then write (3.6) as
dYø(t) =
1
κ
κ∑
i=1
b˜(t, Yø, Yi) dt+ σ(t, Yø) dBø(t),
dYi(t) =
(
1
κ
b˜(t, Yi, Yø) +
κ− 1
κ
γ˜t(Yi, Yø)
)
dt+ σ(t, Yi) dBi(t), i = 1, . . . , κ.
3.4.2. A Conditional Independence Property. The first ingredient of the proof of the result in
Corollary 3.12 is a conditional independence property of the particle system, which is of in-
dependent interest. To state the property we first introduce some terminology. For a graph
G = (V,E), and a set A ⊂ V , define the first and second boundaries as follows:
∂A = {u ∈ V \A : (u, v) ∈ E for some v ∈ A},
∂2A = ∂A ∪ ∂(A ∪ ∂A).
(3.7)
tIn what follows, for any random elements Z1, Z2 and Z, we write Z1 ⊥ Z2 |Z to denote that
Z1 is conditionally independent of Z2 given Z.
Definition 3.14 (Second-order Markov random field). A collection of random elements (Yv)v∈G
is said to form a (global) second-order Markov random field with respect to G if for any sets
A ⊂ V , B ⊂ V \ A ∪ ∂2A, we have the following conditional independence structure:
YA ⊥ YB | Y∂2A.
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Note that a (first-order) Markov random field (with respect to G), sometimes also referred
to as a Gibbs measure, would require the same to hold but with ∂A in place of ∂2A.
We have shown in a companion paper [29] that, under Assumption A, on any locally finite
graph G, for any t > 0, the particle trajectories (XGv [t])v∈G form a local second-order Markov
random field, in the sense that the conditional independence property holds only for all finite
sets A ⊂ V and B ⊂ V \A∪ ∂2A. The proof for finite graphs involves a factorization argument
similar to that used in Theorem 6.1 here, but as shown in [29], the proof of this property on
infinite graphs requires a delicate limiting argument. For our purposes, we require the global
second-order Markov random field property, whose proof is even more involved. Rather than
consider the validity of the global Markov property for general graphs, in Proposition 7.3, we
give only a tailor-made result on conditional independence that is used here, which in the case
of a regular tree Tκ states that if a vertex v is a child of the root ø, then the (particles indexed
by the) children of v are conditionally independent of the neighborhood Nø(Tκ) given {v, ø}.
For clarity, we now describe the conditional independence property in the simplest case
κ = 2, as the general κ case is analogous. We can (and will) identify T2 with the integers Z and
the root with 0. Denoting XT2 simply as X, the particle system then takes the form
dXv(t) = b(t,Xv ,X{v−1,v+1})dt+ σ(t,Xv)dWv(t), v ∈ Z, (3.8)
where (Xv(0))v∈Z are i.i.d. with law λ0. The conditional independence described in the previous
paragraph now reads as, for each t > 0,
X−2[t] ⊥ X1[t] | (X−1[t],X0[t]), and X2[t] ⊥ X−1[t] | (X1[t],X0[t]). (3.9)
Remark 3.15. The local equations described in Definition 3.10 are path-dependent, even if b
and σ are not (i.e., even if b(t, xv , xNv) = b¯(t, xv(t), xNv (t)) and σ(t, x) = σ¯(t, x(t)), for suitable
b¯ and σ¯, depend only on the current state). The reason for this is precisely the conditional
independence structure outlined above, which inevitably results in a path-dependent functional
γt. In general, (3.9) does not hold when [t] is replaced by (t) throughout; one must condition
on the entire paths to achieve independence (see [29] for an elaboration of this point for general
graphs).
3.4.3. Mimicking, symmetry and intuition behind the local characterization. We now discuss the
second ingredient of the proof, still focusing on the case of a 2-regular tree. Recall that we are
interested in an autonomous characterization of X{−1,0,1} = (X−1,X0,X1), where (Xv)v∈Z are
as in (3.8). The first step is to observe that due to a mimicking theorem of [10] (see Theorem
C.1), there exists a particle system X˜ = (X˜−1, X˜0, X˜1), described on a possibly different filtered
probability space supporting independent Brownian motions (W˜−1, W˜0, W˜1), such that X˜ is
equal in law to X{−1,0,1} = (X−1,X0,X1) and satisfies
X˜v(t) = b˜v(t, X˜)dt+ σ(t, X˜v)dW˜v(t), v ∈ {−1, 0, 1},
where b˜v is a jointly measurable version of the conditional expectation:
b˜v(t, x) = E
[
b(t,Xv,X{v−1,v+1}) |X{−1,0,1}[t] = x[t]
]
, v ∈ {−1, 0, 1}, x ∈ C{−1,0,1}.
Note that the drift coefficient for the root or zero particle remains the same as in the original
system: b˜0(t, x) = b(t, x0, x{−1,1}). On the other hand, we can simplify the expressions for b˜1
and b˜−1 using the conditional independence of (3.9) along with the symmetries of the particle
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system as in Remark 3.4. Precisely, as justified below, we have
b˜1(t, x) = E
[
b(t,X1, (X0,X2)) | X{−1,0,1}[t] = x[t]
]
= E
[
b(t,X1, (X0,X2)) | (X0,X1)[t] = (x0, x1)[t]
]
= E
[
b(t,X0, (X−1,X1)) | (X−1,X0)[t] = (x0, x1)[t]
]
.
Indeed, the crucial steps are the second line, which follows from the conditional independence
of X2[t] and X−1[t] given X{0,1}[t], and the third line, which follows from the shift-invariance
of X = XZ, which gives equality in law between (X0,X1,X2) and (X−1,X0,X1). Similarly, we
derive
b˜−1(t, x) = E
[
b(t,X−1, (X0,X−2)) | X{−1,0,1}[t] = x[t]
]
= E
[
b(t,X−1, (X0,X−2)) | (X−1,X0)[t] = (x−1, x0)[t]
]
= E
[
b(t,X0, (X−1,X1)) | (X−1,X0)[t] = (x0, x−1)[t]
]
,
by using the conditional independence of X−2[t] and X1[t] given X{−1,0}[t], and by using the
equality in law between (X−2,X−1,X0) and (X1,X0,X−1) which now follows from shift- and
reflection-invariance of X = XZ. In summary, if we set
γt(x, y) := E
[
b(t,X0, (X−1,X1)) | (X−1,X0)[t] = (x, y)[t]
]
, (x, y) ∈ C2,
then we have b˜1(t, x) = γt(x0, x1) and b˜−1(t, x) = γt(x0, x−1). Recalling also that b˜0(t, x) =
b(t, x0, x{−1,1}), we find that X˜ = X˜{−1,0,1} solves
dX˜−1(t) = γt(X−1,X0)dt+ σ(t, X˜−1)dW˜−1(t),
dX˜0(t) = b0(t, X˜0, X˜{−1,1})dt+ σ(t, X˜0)dW˜0(t),
dX˜1(t) = γt(X1,X0)dt+ σ(t, X˜1)dW˜1(t).
These are precisely the T2 local equations.
The proof that the law ofX{−1,0,1} is the only solution to the local equations is more involved.
The complicated appearance of conditional distributions seems to render Banach fixed point ar-
guments unsuitable. Instead, we once more exploit the conditional independence and symmetry
to essentially rebuild the law of the infinite particle system X = XZ using just the joint law of the
root neighborhood. Given a solution (Y−1, Y0, Y1) to the local equations, let M(dy−1, dy0, dy1)
denote the joint law of the root neighborhood (Y−1, Y0, Y1). Let K(dy1;Y0, Y−1) denote the con-
ditional law of Y1 given (Y0, Y−1). By (reflection) symmetry, the conditional law of Y−1 given
(Y0, Y1) is precisely K(dy−1;Y0, Y1). We then argue that the following law on C
Z,
M(dy−1, dy0, dy1)
∞∏
i=1
K(dyi+1; yi, yi−1)K(dy−(i+1); y−i, y−(i−1)),
must equal the law of the infinite particle system X = XZ, and uniqueness for the local equation
then follows from uniqueness for the infinite particle system. This argument is not entirely
straightforward but ultimately rests upon conditional independence and symmetry arguments
like those used above, as well as a judicious use of Girsanov’s theorem.
Both arguments, of verification and uniqueness, outlined above can be extended to Tκ for
general κ > 2, in the same manner, with the only change that one now exploits the class of
symmetries arising from the automorphism group on Tκ, which can be visualized as transla-
tion and rotation symmetries. However, the intuition described above is somewhat limited to
deterministic trees. For the proof of the local characterization on random trees described in
the next section, more care is required. The second-order (global) Markov property must now
be established in an annealed sense, looking jointly at the particle system and the underlying
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tree. The symmetry property must be altered as well, as it is not so useful in the quenched
form implied by Remark 3.4. Instead, the appropriate notion of symmetry here turns out to be
unimodularity. See Section 7.3 for precise statements of these two key properties.
Remark 3.16. The reader familiar with recursive distributional equations (RDEs) in the sense
of [1] may notice that our uniqueness argument is somewhat reminiscent of the construction of
a so-called recursive tree process from a RDE. However, this similarity is only superficial, most
notably because our models, unlike RDEs, are dynamic and based on undirected trees, and this
necessitates substantially different arguments.
3.5. Local equations for unimodular Galton-Watson trees. We now focus on particle
systems set on unimodular Galton-Watson trees. The latter were defined in Example 2.2, but
we recall the definition here for ease of reference: Given ρ ∈ P(N0) with a finite nonzero first
moment, the random tree UGW(ρ) is constructed so that the root has offspring distribution ρ
and each vertex of each subsequent generation has an independent number of offspring according
to the distribution ρ̂ ∈ P(N0), where ρ̂ is given by
ρ̂(k) =
(k + 1)ρ(k + 1)∑
n∈N nρ(n)
, k ∈ N0. (3.10)
As discussed in Examples 2.1, 2.2, and 2.3, this kind of random tree arises as the local limit
of many natural finite random graph models. Moreover, Theorem 3.5 ensures that the particle
systems set on these finite random graphs converge in the local sense to the particle system set
on the random tree UGW(ρ). We can now define the notion of local equations.
Definition 3.17. Let V1 = {ø} ∪N. A weak solution of the UGW(ρ) local equation with initial
law λ0 ∈ P(R
d) is a tuple ((Ω,F ,F,P),T1, γ, (Bv , Yv)v∈V1 , N̂1) such that:
(1) (Ω,F ,P) is a probability space with a filtration F = (Ft)t≥0.
(2) T1 is a random tree with the same law as the first generation of a UGW(ρ) tree. More
explicitly, T1 has vertex set {ø, 1, . . . , κ} for some N0-valued F0-measurable random vari-
able κ with law ρ, and the edge set is {(ø, k) : k = 1, . . . , κ}. (If κ = 0, this means the
vertex set is simply {ø}, there are no edges, and Nø(T1) = ∅.)
(3) N̂1 is an F0-measurable N0-valued random variable with law ρ̂, as defined in (3.10).
(4) (Bv)v∈V1 are independent d-dimensional F-Brownian motions.
(5) (Yv)v∈V1 are continuous d-dimensional F-adapted processes.
(6) (Yv(0))v∈V1 are F0-measurable and i.i.d. with law λ0.
(7) The function R+ × C
2 ∋ (t, xø, x1) 7→ γt(xø, x1) ∈ R
d is progressively measurable and
satisfies
γt(Yø, Y1) =

E
[
|Nø(T )|
1+N̂1
b(t, Yø, YNø(T1))
∣∣∣ Yø[t], Y1[t]]
E
[
|Nø(T )|
1+N̂1
∣∣∣ Yø[t], Y1[t]] on {Nø(T1) 6= ∅},
b(t, Yø, ∅) on {Nø(T1) = ∅},
(3.11)
where we recall our convention that ∅ denotes the unique element of the one-point space
C0.
(8) T1, (Yv(0))v∈V1 , and N̂1 are independent.
(9) The following system of stochastic equations holds:
dYø(t) = b(t, Yø, YNø(T1)) dt+ σ(t, Yø) dBø(t), (3.12)
dYk(t) = 1{k∈T1}
(
γt(Yk, Yø) dt+ σ(t, Yk) dBk(t)
)
, k ∈ N.
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Alternatively, we may refer to the law of the G∗[C]-valued random variable (T1, (Yv)v∈T1) as a
weak solution. We say that the UGW(ρ) local equation with initial law λ0 is unique in law if
any two weak solutions induce the same law on G∗[C].
Remark 3.18. It is worth noting how Definition 3.17 reduces to Definition 3.10 when the tree
is the deterministic κ-regular tree, i.e., the UGW(ρ) tree with ρ = δκ for an integer κ ≥ 2. In
this case, we have ρ̂ = δκ−1, and we have deterministically Nø(T1) = {1, . . . , κ} and N̂1 = κ− 1.
In this case, the definition of γt in (3.11) reduces to (3.5).
On the event |Nø(T )| 6= ∅, the random variable N̂1 is independent of |Nø(T )| and represents
the number of offspring of vertex 1, which in a UGW(ρ) tree has law ρ̂. For intuition behind
the definition of γt in (3.11), we have the following identity for bounded functions h : N 7→ R:
E
[
h(1 + N̂1)1{Nø(T1)6=∅}
]
= E
[
|Nø(T )|
1 + N̂1
h(|Nø(T )|)1{Nø(T1)6=∅}
]
,
which is easily verified by showing that both sides are equal to [1 − ρ(0)]
∑∞
k=0 h(k + 1)ρ̂(k).
This should be interpreted as explaining how to change measure, using the Radon-Nikodym
derivative |Nø(T )|/(1 + N̂1), to effectively re-root the tree to vertex 1 instead of ø. Of course,
in the κ-regular tree case discussed in Remark 3.18, no such change of measure is necessary,
because the re-rooted tree is isomorphic to the original tree. Let us mention also that our choice
of how to define γt(Yø, Y1) on the event {Nø(T1) = ∅} is a useful convention but is irrelevant to
the form of the local equations.
The last main result of the paper is the following, which shows that the local equation is
well-posed and characterizes the dynamics of the root neighborhood of the particle system set
on the UGW(ρ) tree. Section 7 is devoted to its proof, with the main argument provided in
Sections 7.4 and 7.5.
Theorem 3.19. Suppose Assumption A holds, and assume also that |b| is uniformly bounded.
Let T denote a UGW(ρ) tree, where ρ ∈ P(N0) has finite nonzero first and second moments, and
let T1 denote its first generation. Then the law of the G∗[C]-valued random variable (T1, (X
T
v )v∈T1)
is a weak solution of the UGW(ρ) local equation with initial law λ0. Moreover, the UGW(ρ)
local equation with initial law λ0 is unique in law.
As in Remark 3.13, we stress that (T1, (X
T
v )v∈T1) provides a weak solution of the local
equation, but (T1, (X
T1
v )v∈T1) does not. Combining Corollary 3.6 with Theorems 3.7 and 3.19
yields:
Corollary 3.20. Suppose Assumption A holds, and assume also that |b| is uniformly bounded.
Suppose we are given a sequence of random rooted graphs Gn that converge in law to T in G∗,
where T ∼ UGW(ρ) for some ρ ∈ P(N0) with finite nonzero first and second moments. Let
(T1, (Yv)v∈T1) denote the weak solution of the UGW(ρ) local equation. Then, as n→∞:
(i) {XGnø } converges in law in C to Yø.
(ii) {(B1(Gn),X
Gn
B1(Gn)
)} converges in law in G∗[C] to (T1, (Yv)v∈T1).
(iii) If Assumption B holds, and if Gn ∼ G(n, pn) with npn → θ ∈ (0,∞), then ρ = Poisson(θ)
and {µ¯Gn} converges in law in P(C) to the (deterministic) measure L(Yø).
Remark 3.21. The unimodularity condition on the limiting random tree, although convenient
and natural in the context of local limits of random graphs, is not entirely necessary for obtaining
a form of local dynamics, if one is willing to work with the first two generations of the tree instead
of just the first generation. Indeed, in a companion paper [28], we obtain analogous results for
interacting discrete-time Markov chains (equivalently, stochastic cellular automata), in the case
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when the limit graph G is a standard Galton-Watson tree. The extra symmetry imposed by
unimodularity allows for a simpler local characterization of the dynamics on just the root and
its neighborhood.
3.6. Outline of the rest of the paper. Now that the key results have been stated, the rest
of the paper develops the proofs and some more detailed analysis as follows. First, Section
4 develops carefully the notion of local limits described in Section 3.2 above. Section 5 is
devoted to concentration and correlation decay results and proofs of convergence of the global
empirical measures. Section 6 then briefly details the important concept of a second-order
Markov random field, which features prominently in our analysis in Section 7 of particle systems
set on unimodular Galton-Watson trees. Appendix A collects basic results on local convergence
of marked graphs, Appendix B contains the proof of existence and uniqueness of strong solutions
to the infinite particle system stated in Theorem 3.1, and Appendix C provides a self-contained
proof of a version of the mimicking result of [10] that suffices for our purposes.
Sections 4–5 and Sections 6–7 do not depend on each other and may be read independently
of each other. In particular, the reader interested only in the characterization of infinite particle
systems in terms of their local equations (and not in the convergence of particle systems or their
empirical measures) may safely skip to Section 6.
4. Local convergence of particle systems
In this section we formalize and prove the claims of Section 3.2. Recall from Section 2.4 the
definition of the space of rooted connected graphs G∗ (which are locally finite and either finite
or countable) and the space of marked rooted graphs G∗[X ], defined relative to a metric space
X . Appendix A develops the essential facts about these metric spaces G∗[X ].
We work in this section under AssumptionA, and for each graph G we write XG = (XGv )v∈G
for the CG-valued random variable obtained by solving the SDE system (3.1). For a fixed
deterministic graph G, notice that the pair (G,XG) is indeed a G∗[C]-valued random variable,
simply because the map CG ∋ x 7→ (G,x) ∈ G∗[C] is continuous and thus measurable. If two
graphs G and H are isomorphic, then uniqueness in law of the SDE (3.1), which holds due
to Assumption (A.4), ensures that the G∗[C]-valued random variables (G,X
G) and (H,XH )
have the same distribution. In particular, for G ∈ G∗, the distribution of the G∗[C]-valued
random variable (G,XG) is well defined in the sense that it does not depend on the choice of
representative of the equivalence class of G.
We break down Theorem 3.5 into two steps. First, we prove it for deterministic graph
sequences, and then for random graphs. We begin with a straightforward estimate:
Lemma 4.1. Suppose Assumption A holds. Then, for each T ∈ (0,∞),
sup
G∈G∗
sup
v∈G
E
[
sup
t∈[0,T ]
|XGv (t)|
2
]
<∞. (4.1)
Moreover, the family of C-valued random variables {XGv : G ∈ G∗, v ∈ G} is tight.
Proof. Recall the notation ‖x‖∗,t = sup0≤s≤t |x(s)|. Fix T ∈ (0,∞) and a graph G ∈ G∗. A
standard argument using Assumptions (A.1-3), Itoˆ’s formula and Gronwall’s inequality yields,
for each v ∈ G,
E
[
‖XGv ‖
2
∗,t
]
≤ C
1 + 1
Nv(G)
∑
u∈Nv(G)
E
[∫ t
0
‖XGu ‖
2
∗,sds
] ,
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where the constant C depends only on T , the upper bound on σ, the second moment of the
initial distribution, and the growth constant CT of Assumption (A.1). In particular, C does not
depend on G or v. Hence, it follows that
sup
v∈G
E
[
‖XGv ‖
2
∗,t
]
≤ C
(
1 +
∫ t
0
sup
v∈G
E
[
‖XGv ‖
2
∗,s
]
ds
)
,
and we complete the proof of (4.1) by another application of Gronwall’s inequality.
To prove tightness, we apply Aldous’ criterion [22, Theorem 16.11]. Fix v ∈ G, δ > 0, and a
stopping time τ with values in [0, T −δ]. Then, by Doob’s inequality, there is a constant C <∞,
which may change from line to line but is independent of G and v, such that
E
[
|XGv (τ + δ) −X
G
v (τ)|
2
]
≤ CδE
[∫ T
0
|b(s,XGv ,X
G
Nv(G)
)|2 ds
]
+ CE
[∫ τ+δ
τ
|σ(s,XGv )|
2 ds
]
≤ Cδ
(
1 + sup
u∈G
E
[
‖XGu ‖
2
∗,T
])
,
where we used again the boundedness of σ and the growth condition on b stated in Assumptions
(A.2a) and (A.1), respectively. Using the first part of the lemma along with Aldous’ criterion,
we deduce the desired tightness. 
Theorem 4.2. Suppose Assumption A holds, and let Gn, G ∈ G∗. If Gn → G in G∗, then
(Gn,X
Gn) converges in law to (G,XG) in G∗[C].
Proof. By Lemma 4.1, the family of C-valued random variables {XGnv : n ∈ N, v ∈ Gn} is tight.
Use Lemma A.6 to conclude that (Gn,X
Gn) is tight as a sequence of G∗[C]-valued random vari-
ables. The natural projection from G∗[C] to G∗ (which “forgets the marks”) is clearly continuous,
and we conclude that any (subsequential) limit in distribution (G˜, Y ) must satisfy G˜ ∼= G almost
surely, where we recall that ∼= means isomorphic. To characterize the limit points, note that for
each n, the processes
Mnv (t) :=
∫ t
0
σ−1(s,XGnv )dX
Gn
v (s)−
∫ t
0
σ−1(s,XGnv )b(s,X
Gn
v ,X
Gn
Nv(Gn)
)ds, t ≥ 0,
are independent standard Wiener processes for v ∈ Gn. Due to the continuity of (b, σ) of
Assumption A, the results of Kurtz and Protter [26, Theorem 2.2] ensure that the stochastic
integrals behave well with respect to weak convergence, and we may pass to the limit on both
sides. That is, for any (subsequential) limit in distribution (G,Y ), the processes
Mv(t) :=
∫ t
0
σ−1(s, Yv)dYv(s)−
∫ t
0
σ−1(s, Yv)b(s, Yv, YNv(G))ds, t ≥ 0,
are independent standard Wiener processes, for v ∈ G. Furthermore, since by Assumption A,
the initial positions (XGnv (0))v∈Gn are i.i.d. with common law λ0, so are (Yv(0))v∈G. But this
shows that (Yv)v∈G is a weak solution of the same SDE as X
G, which we know to be unique in
law by Assumption (A.4). 
We next extend Theorem 4.2 to cover random graphs. To do this, we should be careful to
define what exactly we mean by “(G,XG)” when G is a random element of G∗. For G ∈ G∗,
let PG ∈ P(G∗[C]) denote the law of (G,X
G). Theorem 4.2 ensures that the map G 7→ PG is
continuous. Thus, for M ∈ P(G∗), we may define PM ∈ P(G∗[C]) as a mean measure,
PM (·) :=
∫
G∗
PG(·)M(dG). (4.2)
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If G is a random graph with law M , then we write (G,XG) to signify a G∗[C]-valued random
variable with law PM .
Proof of Theorem 3.5. This follows from the definition (4.2) and the fact that, by Theorem 4.2,
the map G∗ ∋ G 7→ PG ∈ P(G∗[C]) is continuous. 
5. Correlation decay and convergence of empirical measures
In this section we establish a correlation decay property, which states that two particles
become asymptotically independent as their graph distance increases. This is then used to
study the concentration and, in some cases, convergence of empirical measures of the particle
systems. We will work in the framework of Assumption B, in which case by Theorem 3.1, there
is pathwise uniqueness and existence for the infinite SDE system (3.1). As usual, we let XG
denote the solution of the particle system (3.1) with interaction graph G.
We first recall some notation. The empirical measures µ¯G and µ¯G(t) are defined for any
finite graph G by
µ¯G =
1
|V |
∑
v∈V
δXGv , µ¯
G(t) =
1
|V |
∑
v∈V
δXGv (t), t ≥ 0.
Recall that C = C(R+;R
d) denotes the path space, and µ¯G is a random element of P(C). On
the other hand, (µ¯G(t))t≥0 is a P(R
d)-valued process. Note that the natural map from P(C)
to C(R+;P(R
d)), which assigns to a measure on path space its flow of time-marginal laws, is
continuous; hence, convergence of {µ¯Gn} always implies convergence of {µ¯Gn(·)}.
As a warmup, we mention the easy case of finite graphs, for which local convergence implies
empirical measure convergence. We prove this in a more general context in Proposition A.7.
Proposition 5.1. Suppose Assumption A holds. Suppose G,Gn ∈ G∗ are random graphs with
Gn → G locally. If G and Gn are a.s. finite, then µ¯
Gn converges in law in P(C) to µ¯G.
5.1. Decay of correlations. In the following, let dG denote the graph distance for a graph
G = (V,E). That is, for two vertices v, u ∈ V , dG(v, u) is the length of the shortest path
between v and u. If the graph is disconnected, then such a path may fail to exist, and we define
dG(v, u) = ∞ in this case. For two sets A,B ⊂ V , let dG(A,B) = inf{d(u, v) : u ∈ A, v ∈ B},
and note that this is not the usual Hausdorff distance.
Recall from Section 2.1 that, for t ≥ 0, Ct represents the truncated path space C([0, t];R
d)
(where C0 is identified with R
d), and, for x ∈ C, x[t] represents the truncated path (x(s))s∈[0,t] ∈
Ct. For a probability measure µ on C, we will write µ[t] for the probability measure on Ct
obtained as the image of µ through the map x 7→ x[t]. Also, recall that Ct is as usual equipped
with the supremum norm ‖x‖∗,t := sups∈[0,t] |x(s)| for each t > 0, and we equip C
A
t with the
norm ‖xA‖∗,t :=
∑
v∈A ‖xv‖∗,t for any nonempty finite set A. With a minor abuse of notation,
we will define ‖x‖∗,t in the same way for x ∈ C. Lastly, for a metric space (X , d) and a function
f : X → R we define the bounded Lipschitz norm by
‖f‖BL = sup
x∈X
|f(x)|+ sup
x,y∈X , x 6=y
|f(x)− f(y)|
d(x, y)
. (5.1)
Lemma 5.2. Suppose Assumption B holds. Fix t > 0. There exists c ∈ (0,∞) such that for any
(possibly disconnected) graph G = (V,E), any finite sets A1, A2 ⊂ V , and any bounded Lipschitz
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functions f1, f2 : C
Ai
t → R, we have
|Cov(f1(X
G
A1 [t]), f2(X
G
A2 [t]))|
≤ c(|A1|+ |A2|)‖f1‖BL‖f2‖BL
(
cdG(A1,A2)
dG(A1, A2)!
)1/2
, (5.2)
where we adopt the conventions that c∞/∞! := 0 and, as usual, 0! = 1.
Proof. For ease of notation, we omit the G from the notation, writing X = XG, d = dG, and
Nv = Nv(G) for v ∈ G. The idea is to couple X with two other systems Y and Z, which are
driven partially by different collections of Brownian motions and initial conditions.
Let X˜(0) := (X˜v(0))v∈V and W˜ := (W˜v)v∈V be independent copies of W and X(0). Recall
that X = XG defined in (3.1) starts from X(0) and is driven by Brownian motions W =
(Wv)v∈V . Let Y be another particle system defined by (3.1), but with X(t) replaced with Y (t)
and (Xv(0),Wv) replaced with (X˜v(0), W˜v) for v such that d(v,A1) ≥ d(v,A2). In a similar
fashion, let Z be defined by (3.1), but with X(t) replaced with Z(t) and (Xv(0),Wv) replaced
with (X˜v(0), W˜v) for v such that d(v,A1) < d(v,A2). Precisely, (X,Y,Z) are defined as the
unique solutions of the following sets of equations:
Xv(t) = Xv(0) +
∫ t
0
b(s,Xv,XNv ) ds +
∫ t
0
σ(s,Xv) dWv(s), v ∈ V,
as well as
Yv(t) = X˜v(0) +
∫ t
0
b(s, Yv, YNv) ds +
∫ t
0
σ(s, Yv) dW˜v(s), if d(v,A1) ≥ d(v,A2),
Yv(t) = Xv(0) +
∫ t
0
b(s, Yv, YNv) ds +
∫ t
0
σ(s, Yv) dWv(s), if d(v,A1) < d(v,A2),
Zv(t) = Xv(0) +
∫ t
0
b(s, Zv, ZNv ) ds+
∫ t
0
σ(s, Zv) dWv(s), if d(v,A1) ≥ d(v,A2),
Zv(t) = X˜v(0) +
∫ t
0
b(s, Zv, ZNv ) ds+
∫ t
0
σ(s, Zv) dW˜v(s), if d(v,A1) < d(v,A2).
Because the SDE (3.1) is unique in law by Theorem 3.1, each of X, Y and Z have the same law.
Moreover, Y is independent of Z by construction. Therefore, for f1 and f2 as in the statement
of the lemma,
E[f1(XA1 [t])]E[f2(XA2 [t])] = E[f1(YA1 [t])]E[f2(ZA2 [t])] = E[f1(YA1 [t])f2(ZA2 [t])]
and hence, recalling that ‖x‖∗,t := sups∈[0,t] |x(s)|,
|Cov(f1(XA1 [t]), f2(XA2 [t]))|
= |E[f1(XA1 [t])f2(XA2 [t])]− E[f1(XA1 [t])]E[f2(XA2 [t])]|
= |E[f1(XA1 [t])f2(XA2 [t])− f1(YA1 [t])f2(ZA2 [t])]|
≤ E|f1(XA1 [t])f2(XA2 [t])− f1(YA1 [t])f2(XA2 [t])|
+ E|f1(YA1 [t])f2(XA2 [t])− f1(YA1 [t])f2(ZA2 [t])|
≤ ‖f1‖BL‖f2‖BLE [‖XA1 − YA1‖∗,t] + ‖f1‖BL‖f2‖BLE [‖XA2 − ZA2‖∗,t] , (5.3)
In what follows, ci, i = 1, 2, 3, represent suitably chosen finite constants (possibly depending
only on t but not on the underlying graph), which we do not identify explicitly. For each
0 ≤ k ≤ ⌊d(A1,A2)2 ⌋ and v ∈ V such that d(v,A1) ≤ k, we have d(v,A1) < d(v,A2). It then
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follows from the evolution of X and Y , Itoˆ’s formula, and the Lipschitz condition in Assumption
B that
max
v: d(v,A1)≤k
E
[
‖Xv − Yv‖
2
∗,t
]
≤ max
v: d(v,A1)≤k
2t
∫ t
0
E
[
|b(s,Xv ,XNv)− b(s, Yv, YNv)|
2
]
ds
+ max
v: d(v,A1)≤k
8
∫ t
0
E
[
|σ(s,Xv)− σ(s, Yv)|
2
]
ds
≤ c1
∫ t
0
max
v: d(v,A1)≤k+1
E
[
‖Xv − Yv‖
2
∗,s
]
ds.
Recall from Lemma 4.1 that supv∈V E
[
‖Xv‖
2
∗,t
]
≤ c2, and thus supv∈V E
[
‖Yv‖
2
∗,t
]
≤ c2 since X
and Y have the same law. These two bounds imply
max
v: d(v,A1)≤⌊
d(A1,A2)
2
⌋+1
E
[
‖Xv − Yv‖
2
∗,t
]
≤ c3 := 4c2.
From the last two displays, we can recursively get for each k = ⌊d(A1,A2)2 ⌋, ⌊
d(A1 ,A2)
2 ⌋ − 1, . . . , 0,
max
v: d(v,A1)≤k
E
[
‖Xv − Yv‖
2
∗,t
]
≤ c3
(c1t)
⌊
d(A1,A2)
2
⌋−k+1
(⌊d(A1,A2)2 ⌋ − k + 1)!
.
In particular, when k = 0 we have
max
v∈A1
E
[
‖Xv − Yv‖
2
∗,t
]
≤ c3
(c1t)
⌊
d(A1,A2)
2
⌋+1
(⌊d(A1,A2)2 ⌋+ 1)!
,
and hence,
E [‖XA1 − YA1‖∗,t] ≤ |A1|
√
max
v∈A1
E[‖Xv − Yv‖2∗,t] ≤ |A1|
(
c3
(c1t)
⌊
d(A1,A2)
2
⌋+1
(⌊d(A1,A2)2 ⌋+ 1)!
)1/2
.
Similarly, we can obtain the bound (by choosing c1, c3 larger, if necessary),
E [‖XA2 − ZA2‖∗,t] ≤ |A2|
(
c3
(c1t)
⌊
d(A1,A2)
2
⌋+1
(⌊d(A1,A2)2 ⌋+ 1)!
)1/2
.
Combining these two displays with (5.3) yields (5.2). 
5.2. Concentration of empirical measures. Under a suitable growth assumption on a se-
quence of graphs Gn with |Gn| → ∞, we can use the correlation decay property to show that
empirical measures concentrate around their means. We first derive a quenched version, which
says that for a random graph sequence the empirical measure concentrates around its conditional
mean given the realization of the graph. Recall that here and throughout the rest of the paper
we make use of the usual shorthand 〈ν, f〉 :=
∫
f dν, for any measure ν on a measurable space
and any ν-integrable function f .
Proposition 5.3. Suppose Assumption B holds. Let Gn = (Vn, En) be a sequence of (possibly
disconnected) random graphs. For each n, let An be a random Gn-measurable subset of Vn.
Assume that the graphs satisfy the average growth condition
lim
n→∞
E
 1
|An|2
∑
u,v∈An
√
cdGn (u,v)
dGn(u, v)!
 = 0, for each c > 0. (5.4)
LARGE SPARSE NETWORKS OF INTERACTING DIFFUSIONS 23
For each n ∈ N and t > 0, define the empirical measure on truncated paths:
µ¯n[t] =
1
|An|
∑
v∈An
δ
XGnv [t]
.
Then, for each t > 0 and each bounded Lipschitz function f : Ct → R, we have
lim
n→∞
〈µ¯n[t], f〉 − E[〈µ¯n[t], f〉 |Gn] = 0, in probability.
Proof. Fix t > 0, a bounded and Lipschitz function f : Ct → R and m ∈ N. From Lemma 5.2,
we can find c <∞ such that
E
[
(〈µ¯n[t], f〉 − E[〈µ¯n[t], f〉 |Gn])
2
]
= E
( 1
|An|
∑
v∈An
(
f(XGnv [t])− E[f(X
Gn
v [t]) |Gn]
))2
= E
 1
|An|2
∑
v,u∈An
Cov( f(XGnv [t]), f(X
Gn
u [t]) |Gn)

≤ 2c‖f‖2BLE
 1
|An|2
∑
v,u∈An
√
cdGn (u,v)
dGn(u, v)!
 .
The claim now follows from (5.4). 
The growth condition (5.4) is somewhat opaque, so we next discuss the two main examples
that we have in mind. The first example applies to regular trees and tori, and the second applies
to Erdo¨s-Re´nyi graphs.
Lemma 5.4. Suppose Assumption B holds. Suppose Gn = (Vn, En) is a deterministic graph
sequence, and suppose An ⊂ Vn is a sequence of subsets that satisfies |An| → ∞. Assume the
sets An have uniform growth, in the sense that there exists a sequence of integers {κm}m∈N such
that for each n ∈ N and v ∈ An, |{u ∈ An : dGn(v, u) ≤ m}| ≤ κm. Then (5.4) holds.
Proof. Let c > 0, and let m ∈ N satisfy m > c. Noting that ck/k! is decreasing in k for k ≥ m,
we find
1
|An|2
∑
u,v∈An
√
cdGn (u,v)
dGn(u, v)!
=
1
|An|2
∑
u,v∈An: dGn (u,v)≤m
√
cdGn (u,v)
dGn(u, v)!
+
1
|An|2
∑
u,v∈An: dGn (u,v)>m
√
cdGn (u,v)
dGn(u, v)!
≤
κm
√
max(c, 1)m
|An|
+
√
cm
m!
.
Send first n→∞ and then m→∞ to conclude that (5.4) holds. 
Lemma 5.5. Suppose Assumption B holds. Suppose Gn ∼ G(n, pn), where npn → θ ∈ (0,∞),
and let An = Gn. Then (5.4) holds. Moreover, if 1 and 2 denote two distinct vertices in Gn,
then dGn(1, 2)→∞ in probability.
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Proof. We may without loss of generality assume that the vertex set of Gn is {1, . . . , n}. We
then compute for any c ∈ (0,∞),
E
 1
|Gn|2
∑
u,v∈Gn
√
cdGn (u,v)
dGn(u, v)!
 = 1
n
+
n− 1
n
E
√ cdGn (1,2)
dGn(1, 2)!
1Sn
 , (5.5)
where Sn is the event that vertices 1 and 2 belong to the same connected component of Gn, and
we have used the convention c∞/∞! = 0.
First, suppose θ ≤ 1. We may then bound the right-hand side of (5.5) by
1
n
+ P(Sn)
n− 1
n
sup
m∈N
√
cm
m!
.
It is straightforward to show this converges to zero. Indeed, if C(Gn) denotes the (random) set
of connected components of Gn, we have
P(Sn |Gn) =
∑
C∈C(Gn)
|C|(|C| − 1)
n(n− 1)
≤ max
C∈C(Gn)
|C|
n
,
where the last inequality uses the identity
∑
C∈C(Gn)
|C| = n.
Now, it is well known that the size L1(pn) := maxC∈C(Gn) |C| of the largest component is
of order O(n2/3) if θ = 1 and pn = θ/n [17, Theorem 2.7.3], from which it is easy to deduce
(see Remark 5.6) that it is of order o(n) if θ = 1, even under the weaker condition npn → 1
(in fact, one can establish a stronger result, but this suffices for our purposes). Furthermore, if
θ < 1, then L1(pn) is O(log n) (see Theorem 2.3.1 of [17] and Remark 5.6). In each case, we find
that P(Sn|Gn) → 0 in probability, and thus P(Sn) → 0. This also implies the second claim, as
P(dGn(1, 2) <∞) = P(Sn)→ 0.
Now suppose θ > 1. Then we know that C(Gn) contains a unique connected component of
maximum size, called the giant component, with approximate size (1− eθ)n, where eθ ∈ (0, 1) is
the extinction probability of the UGW(Poisson(θ)) tree, and the second largest component has
size at most of order log n (see [17, Theorem 2.3.2] for the case pn = θ/n or the argument used
in [17, Theorem 2.6.4] for the more general case of npn → θ). Hence, P(Sn\Kn) → 0, where
Kn ⊂ Sn is the event that vertices 1 and 2 belong to the giant component. Hence,
lim
n→∞
E
√ cdGn (1,2)
dGn(1, 2)!
1Sn
 = lim
n→∞
E
√ cdGn (1,2)
dGn(1, 2)!
1Kn
 . (5.6)
Finally, it is well known (e.g., [17, Theorem 2.4.1] and Remark 5.6) that two randomly selected
vertices from the giant component are of distance log n/ log θ with high probability. Precisely,
lim
n→∞
P
(
Kn ∩
{∣∣∣∣dGn(1, 2)log n − 1log θ
∣∣∣∣ > ǫ}) = 0,
for each ǫ > 0. This proves dGn(1, 2) →∞ in probability, and the bounded convergence theorem
then yields
lim
n→∞
E
√ cdGn (1,2)
dGn(1, 2)!
1Kn
 = 0.
When combined with (5.5) and (5.6), this implies (5.4). 
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Remark 5.6. Strictly speaking, in the proof of Lemma 5.5, the results cited from [17] are
established only for pn = θ/n, and not under the general condition npn → θ. However, the latter
case can be deduced from the former by using stochastic ordering. Specifically, with L1(pn) again
denoting the size of the largest component in G(n, pn), a simple coupling argument can be used
to show that for any ε > 0, for all sufficiently large n, L1((θ − ε)/n) ≤ L1(pn) ≤ L1((θ + ε)/n).
For θ < 1, combining this with [17, Theorem 2.3.1], one can show that L1(pn) = O(log n). On
the other hand for θ = 1, L1(pn) < L1(
1+ε
n ) = O((1 − e1+ε)n) by [17, Theorem 2.3.2], where eθ
is the extinction probability for a Galton Watson branching process with a Poisson(θ) offspring
distribution, namely the unique solution in (0, 1) to the identity ρ = exp(θ(ρ − 1)). It is not
hard to show that eθ ↑ 1 as θ ↓ 1, which is sufficient to show P(Sn)→ 0. Likewise, the distance
of two randomly selected vertices from the giant component is also stochastically increasing in
pn, and so the results cited in [17] can be extended to the case npn → θ.
5.3. Convergence of the Erdo¨s-Re´nyi empirical measure. We now turn to the conver-
gence of empirical measures for the interacting particle system on the Erdo¨s-Re´nyi graph, specif-
ically proving Theorems 3.7 and 3.8.
Proof of Theorem 3.7 Recall that Gn denotes the Erdo¨s-Re´nyi graph, which we assume
without loss of generality to have vertex set {1, . . . , n}. The symmetry of the Erdo¨s-Re´nyi
graph ensures that (XGn1 , . . . ,X
Gn
n ) is exchangeable for each n, and so L(X
Gn
1 ) = L(X
U(Gn)
ø ).
Moreover, because U(Gn) converges locally in law to T [13, Proposition 2.6], we conclude from
Corollary 3.6 that L(X
U(Gn)
ø ) → L(X
T
ø ). The proof of the theorem follows by establishing
propagation of chaos: namely, we will show that (XGn1 , . . . ,X
Gn
n ) are asymptotically independent
as n → ∞. To be precise, once again invoking the exchangeability of (XGn1 , . . . ,X
Gn
n ), by
Sznitman’s theorem [43, Proposition 2.2], showing that µ¯Gn converges in law to the deterministic
measure L(XTø ) is equivalent to showing that for each pair of bounded continuous functions
f¯1, f¯2 : C → R, we have
lim
n→∞
E[f¯1(X
Gn
1 )f¯2(X
Gn
2 )] = E[f¯1(X
T
ø )]E[f¯2(X
T
ø )].
For this it suffices to show that for each t > 0 and each pair of bounded Lipschitz functions
f1, f2 : Ct → R, we have
lim
n→∞
E[f1(X
Gn
1 [t])f2(X
Gn
2 [t])] = E[f1(X
T
ø [t])]E[f2(X
T
ø [t])]. (5.7)
Henceforth, we fix t > 0 and bounded Lipschitz functions f1, f2 on Ct.
For a vertex i we write Cni for the random element of G∗ given by the connected component
of Gn containing i and endowed with i as the root. First, we note that it is well known that the
G2∗ -valued random variable (C
n
1 , C
n
2 ) is asymptotically independent, in the sense that
lim
n→∞
E[g1(C
n
1 )g2(C
n
2 )] = limn→∞
E[g1(C
n
1 )]E[g2(C
n
2 )] = E[g1(T )]E[g2(T )], (5.8)
for bounded, continuous functions g1, g2 on G∗. In particular, (C
n
1 , C
n
2 ) converges in law to
(T , T˜ ), where T and T˜ are independent copies of the random tree UGW(Poisson(θ)) (see [45,
Lemma 5.15] or [9, Section 2.2]). Note by Lemma 5.2 that we may find a constant c < ∞
(independent of n) such that
∣∣∣Cov(f1(XGn1 [t]), f2(XGn2 [t]) |Gn)∣∣∣ ≤ c
√
cdGn (1,2)
dGn(1, 2)!
, a.s.
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Since dGn(1, 2) → ∞ by Lemma 5.5 we conclude that Cov(f1(X
Gn
1 [t]), f2(X
Gn
2 [t]) |Gn) → 0 in
probability. Thus, we have
lim
n→∞
E
[
f1(X
Gn
1 [t])f2(X
Gn
2 [t])
]
= lim
n→∞
E
[
E[f1(X
Gn
1 [t]) |Gn]E[f2(X
Gn
2 [t]) |Gn]
]
.
Next we note that XGni is clearly conditionally independent of Gn\C
n
i given C
n
i , as particles on
a connected component do not interact with the rest of the system. Thus, we have
E[fi(X
Gn
i [t]) |Gn] = E[fi(X
Gn
i [t]) |C
n
i ] = 〈QCni , fi〉, i = 1, 2, (5.9)
where we define QG ∈ P(C) for G ∈ G∗ as the law of X
G
ø [t], the history of the root particle up
to time t. Note that the function gi(G) := 〈QG, fi〉 is bounded and continuous for each i = 1, 2
because fi is bounded and continuous, and G∗ ∋ G 7→ QG ∈ P(Ct) is continuous by Theorem
4.2. Thus, using (5.8) with this choice of g1, g2 and then using (5.9), we find that
lim
n→∞
E
[
f1(X
Gn
1 [t])f2(X
Gn
2 [t])
]
= lim
n→∞
E
[
〈QCn1 , f1〉〈QCn2 , f2〉
]
= E[〈QT , f1〉]E[〈QT , f2〉]
= E[f1(X
T
ø [t])]E[f2(X
T
ø [t])].
This shows (5.7), which completes the proof. 
Remark 5.7. At first sight the asymptotic independence of Cn1 and C
n
2 in (5.8) may seem sur-
prising, especially because in the super-critical case (when θ ≥ 1) the connected components Cn1
and Cn2 are one and the same with non-negligible probability. Nevertheless, the distance between
the roots 1 and 2 diverges as n → ∞, and this is the source of the asymptotic independence;
recall that the topology of G∗ encodes only the local information of the graphs.
Remark 5.8. This argument extends to any sequence of random graphs {Gn} for which the
law of (Cn1 , C
n
2 ) converges to a product measure and dGn(1, 2) →∞ in probability. It is known
(see [45, Lemma 5.15]) that this is true for generalized (inhomogeneous) random graphs, which
includes Erdo¨s-Re´nyi as a special case. But it is well known that a generalized random graph
is asymptotically equivalent to the configuration model, as long as the asymptotic degree dis-
tributions are the same; see [44, Theorem 7.13]. Hence, our results are true also for empirical
measures on configuration models, as well as on random regular graphs which are essentially a
special case of the configuration model [44, Corollary 7.12].
Remark 5.9. Theorems 3.5 and 3.7 are very similar to Theorem 5 and Corollary 1 of [37],
respectively, though we work with different assumptions. The results of [37] allow on the one
hand for more general directed and weighted networks than we consider, as well as randommedia.
On the other hand, they work only with uniformly rooted graphs satisfying an exponential
growth assumption [37, Definition 9]. In addition, our setup allows for much more general forms
of interactions, as well as unbounded drift, non-constant diffusion coefficient, and non-Markovian
dynamics. Furthermore, while there are several parallels, our proofs are quite different from those
of [37]. The tightness and weak convergence arguments we employed in proving Theorem 3.5 (in
Section 4) seem to bypass the need for the careful “locality” argument [37, Lemma 1]), which
is why we do not need to restrict to networks with exponential growth as in [37, Theorem 5].
Similarly, our Theorem 3.7 and [37, Corollary 1] both use a propagation of chaos argument and
correlation decay estimates but are otherwise different. Our proof of Theorem 3.7 is based on
the asymptotic independence of (Cn1 , C
n
2 ) and a reduction to Theorem 4.2, whereas the proof of
[37, Theorem 6] essentially implements a similar idea “by hand,” using their assumption that
the networks have exponential growth.
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Proof of Theorem 3.8We know U(Gn)→ T in law (see Examples 2.1 and 2.2). Suppose first
that θ ≤ 1. Then |T | < ∞ a.s. (e.g., by [17, Theorems 2.1.2–3]), and from Proposition 5.1 we
conclude that µ¯U(Gn) → µ¯T in law.
Define sθ = P(|T | = ∞), and note that with high probability the giant component of Gn
has size sθn. More precisely, there is a constant β > 0 such that with probability approaching 1
there is exactly one connected component of Gn with more than β log n vertices, and the size of
this component divided by sθn approaches 1 in probability (see [17, Theorem 2.3.2] and Remark
5.6).
Let Sn denote the event that U(Gn) is the giant component of Gn. For any bounded
continuous function F : P(C)→ R we have
E[F (µ¯U(Gn))] = E[F (µ¯U(Gn)) |Sn]P(Sn) + E[F (µ¯
U(Gn)) |Scn]P(S
c
n).
It follows from the duality principle [44, Theorem 4.15] that the law of U(Gn) given S
c
n is close
to the law of U(G˜n) as n → ∞, where G˜n is the Erdo¨s-Re´nyi graph G(⌊nsθ⌋, θ
′/⌊nsθ⌋), where
θ′ < 1 satisfies θ′e−θ
′
= θe−θ. More precisely,
lim
n→∞
E[f(U(Gn)) |S
c
n]− E[f(U(G˜n))] = 0
for each bounded continuous function f : G∗ → R. Because G˜n is sub-critical, the above
argument shows that µ¯U(G˜n) converges in law to µ¯T˜ , where T˜ is the tree UGW(Poisson(θ′)),
which is a.s. finite. This implies
lim
n→∞
E[F (µ¯U(Gn)) |Scn] = limn→∞
E[F (µ¯U(G˜n))] = E[F (µ¯T˜ )].
Now, it is known (as the Poisson duality principle) that L(T˜ ) = L(T | |T | < ∞) [44, Theorem
3.15]. Hence, E[F (µ¯T˜ )] = E[F (µ¯T ) | |T | <∞], and we conclude that
lim
n→∞
E[F (µ¯U(Gn)) |Scn] = E[F (µ¯
T ) | |T | <∞].
Recalling from the previous paragraph that P(Sn)→ sθ, we conclude that
lim
n→∞
E[F (µ¯U(Gn))] = sθ lim
n→∞
E[F (µ¯U(Gn)) |Sn] + E[F (µ¯
T ) | |T | <∞](1 − sθ)
= P(|T | =∞) lim
n→∞
E[F (µ¯U(Gn)) |Sn] + E[F (µ¯
T )1{|T |<∞}].
To complete the proof, it thus remains to show that
lim
n→∞
E[F (µ¯U(Gn)) |Sn] = F
(
L(XTø | |T | =∞)
)
. (5.10)
Step 1. We first show that∣∣∣〈µ¯U(Gn)[t], f〉 − E[〈µ¯U(Gn)[t], f〉 |Sn]∣∣∣ 1Sn → 0 (5.11)
in probability, for each t > 0 and each bounded Lipschitz function f : Ct → R. If v1, v2 are two
randomly selected vertices from the giant component, we know from [17, Theorem 2.4.1] and
Remark 5.6 that dGn(v1, v2)/ log n→ 1/ log θ in probability. Thus, for any c <∞,
lim
n→∞
E
 1
|U(Gn)|2
∑
u,v∈U(Gn)
√
cdGn (u,v)
dGn(u, v)!
∣∣∣∣∣Sn
 = lim
n→∞
√
clog n/ log θ
⌊log n/ log θ⌋!
= 0.
We may now deduce (5.11) from Proposition 5.3.
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Step 2. We next show by symmetry that
E[〈µ¯U(Gn), f〉 |Sn] = E[f(X
U(Gn)
ø ) |Sn], (5.12)
for each t > 0 and each bounded Lipschitz function f : Ct → R. Most of the proof is valid
for a general (possible disconnected) finite deterministic graph G: Let C(G) denote the set of
connected components of G, and for a vertex v ∈ G, let Cv denote the connected component to
which v belongs. Let R denote a uniformly random choice of vertex of G (independent of the
particle system XG). Let g be an arbitrary function on the power set of the vertex set of G.
Then, since P(CR = C) = |C|/|G| for each C ∈ C(G), we compute
E[〈µ¯U(G)[t], f〉g(CR)] = E
 1
|CR|
∑
v∈CR
f(XGv [t])g(CR)

=
∑
C∈C(G)
|C|
|G|
E
[
1
|C|
∑
v∈C
f(XGv [t])g(C)
]
= E
[
1
|G|
∑
v∈G
f(XGv [t])g(Cv)
]
= E[f(XGR [t])g(CR)]
= E[f(X
U(G)
ø [t])g(CR)].
As this holds for any g, we conclude that
E[〈µ¯U(G)[t], f〉 |CR] = E[f(X
U(G)
ø [t]) |CR].
Now, returning to our random graph setting, suppose Rn denotes a uniformly random choice
of vertex from Gn (independent of Gn), so that U(Gn) is the subgraph CRn endowed with root
Rn. Then
E[〈µ¯U(Gn)[t], f〉 |CRn , Gn] = E[f(X
U(Gn)
ø [t]) |CRn , Gn].
The event Sn is measurable with respect to (CRn , Gn), and we deduce (5.12) from the tower
property of conditional expectation.
Step 3. We next argue that
lim
n→∞
E[f(X
U(Gn)
ø ) |Sn] = E[f(X
T
ø ) | |T | =∞], (5.13)
for each t > 0 and each bounded Lipschitz function f : Ct → R. This follows a very similar
argument to the preparations before Step 1. We have on the one hand
E[f(XTø )] = E[f(X
T
ø ) | |T | =∞]P(|T | =∞) + E[f(X
T
ø ) | |T | <∞]P(|T | <∞).
On the other hand,
E[f(X
U(Gn)
ø )] = E[f(X
U(Gn)
ø ) |Sn]P(Sn) + E[f(X
U(Gn)
ø ) |S
c
n]P(S
c
n).
As before, we use the duality principle of [44, Theorem 3.15], along with the convergence
U(G˜n)→ T˜ and Corollary 3.6, to infer that
E[f(X
U(Gn)
ø ) |S
c
n] = E[f(X
U(G˜n)
ø )]→ E[f(X
T˜
ø )] = E[f(X
T
ø ) | |T | <∞].
Using the convergence U(Gn)→ T and Corollary 3.6, we have on the other hand
E[f(XTø )] = limn
E[f(X
U(Gn)
ø )].
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Combining the above, and recalling that P(Sn)→ P(|T | =∞), we find
E[f(XTø ) | |T | =∞]P(|T | =∞) + E[f(X
T
ø ) | |T | <∞]P(|T | <∞)
= lim
n
(
E[f(X
U(Gn)
ø ) |Sn]P(Sn) + E[f(X
U(Gn)
ø ) |S
c
n]P(S
c
n)
)
= lim
n
E[f(X
U(Gn)
ø ) |Sn]P(|T | =∞) + E[f(X
T
ø ) | |T | <∞]P(|T | <∞).
Since P(|T | =∞) > 0, we may rearrange this identity to find (5.13).
Step 4. We finally put the above pieces together to complete the proof. Steps 1–3 together
imply that (
〈µ¯U(Gn), f〉 − E[f(XTø ) | |T | =∞]
)
1Sn → 0
in probability, for each t and each bounded Lipschitz f . We conclude that µ¯U(Gn) converges in
probability to L(XTø | |T | =∞) on Sn. This gives (5.10), which completes the proof. 
5.4. Limit of empirical measures on a regular infinite tree Tκ. In this section we briefly
contrast two distinct situations that arise in the behavior of empirical measures on the infinite
κ-regular tree Tκ. On the one hand, the empirical measure of the particles of X
Tκ in the first n
generations converges as one might expect to the deterministic limit law, given as the common
law of the particles. On the other hand, if Tκ,n denotes a sub-tree of height n, then the empirical
measure of the particle system XTκ,n does not converge to the same limit for κ ≥ 3, the problem
being that this tree is dominated by its leaves in a sense.
First, consider the case that G = Tκ is the κ-regular infinite tree. By symmetry (see Remark
3.4), every XTκv has the same law, and we denote this common law by ν. Lt µ¯
n
v be the empirical
measure of particles that are at most distance n away from v ∈ Tκ, namely
µ¯nv :=
1
N(n)
∑
u∈Tκ:dG(u,v)≤n
δ
XTκu
, (5.14)
where
N(n) := 1 + κ+ κ(κ − 1) + · · · + κ(κ− 1)n−1 =
κ(κ− 1)n − 2
κ− 2
(5.15)
is the number of vertices that are at most distance n away from v ∈ Tκ. We then have the
following result.
Lemma 5.10. Suppose Assumption A holds. Fix v ∈ Tκ, and define µ¯
n
v as in (5.14). Then
µ¯nv → ν in probability as n→∞, where ν = L(X
Tκ
v ) as in the previous paragraph.
Proof. Fix t ≥ 0, and recall that we write µ[t] ∈ P(Ct) for the projection to Ct of a measure
µ ∈ P(C). For Gn = G and An = {u ∈ Tκ : d(u, v) ≤ n}, Lemma 5.4 shows that the average
growth condition (5.4) holds, and thus Proposition 5.3 implies 〈µ¯nv [t], f〉 − E〈µ¯
n
v [t], f〉 → 0 in
probability as n→∞ for each bounded and Lipschitz function f : Ct → R. Recalling that each
particle XTκv for v ∈ Tκ has the same law ν, we know E〈µ¯
n
v [t], f〉 = 〈ν[t], f〉, and so µ¯
n
v [t]→ ν[t]
in probability as n→∞ for each t ∈ [0,∞). 
Next we consider the case that Gn = Tκ,n is a κ-regular tree with height n. As usual, let
µ¯Tκ,n be the empirical measure of XTκ,n , namely
µ¯Tκ,n(t) :=
1
N(n)
∑
v∈Tκ,n
δ
X
Tκ,n
v (t)
.
We would like to establish an asymptotic limit theorem for µ¯Tκ,n . Since the fraction of leaves in
Gn is κ(κ − 1)
n−1/N(n) ≈ (κ − 2)/(κ − 1) and the law of any leaf is quite different from that
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Figure 1. Part of the tree defined by (5.16), for κ = 3.
of the root, in general one would not expect µ¯Tκ,n → ν. In order to describe the convergence of
µ¯Tκ,n , we consider the following κ-regular infinite tree G˜ = (V˜ , E˜) from the point of view of a
leaf, sometimes known as the k-canopy tree [13, Lemma 2.8], and pictured in Figure 1:
V˜ = N0 × N0, E˜ = {((i, j), (i + 1, ⌊j/(κ − 1)⌋)) : i, j ∈ N0}. (5.16)
The root is (0, 0). Define ν˜i, ν˜ ∈ P(C) by
ν˜i := L(X
G˜
(i,0)), ν˜ :=
∞∑
i=0
κ− 2
(κ− 1)i+1
ν˜i.
Intuitively, ν˜0 is the limiting law of a leaf particle, and more generally ν˜i is the limiting law of
a particle at distance i from the nearest leaf.
Lemma 5.11. µ¯Tκ,n → ν˜ in probability as n→∞.
Proof. Fix t ≥ 0 and a bounded and Lipschitz function f : Ct → R. Applying Lemma 5.4 with
An = Vn to verify the average growth condition (5.4), and then invoking Proposition 5.3, we
see that 〈µ¯Tκ,n [t], f〉 − E〈µ¯Tκ,n [t], f〉 → 0 in probability as n → ∞. Now, fix i ∈ N0, and let ø
i
n
denote any vertex of Tκ,n at distance i from the nearest leaf. Viewing ø
i
n as the root of Tκ,n, it
is straightforward to see that limn→∞(Tκ,n, ø
i
n) = (G˜, (i, 0)) in G∗. Therefore, by Corollary 3.6,
X
Tκ,n
øin
converges in law to XG˜(i,0)[t] as n → ∞ for each i ∈ N0. For each i = 0, 1, . . . , n − 1, the
tree Tκ,n contains κ(κ− 1)
n−i−1 vertices of distance i from the nearest leaf, and there is exactly
one vertex of distance n from the leaves. Hence, with N(n) defined as in (5.15),
lim
n→∞
E〈µ¯Tκ,n [t], f〉 = lim
n→∞
1
N(n)
n−1∑
i=0
(
κ(κ− 1)n−1−iE[f(X
Tκ,n
øin
[t])] + E[f(X
Tκ,n
ønn
[t])]
)
= lim
n→∞
1
N(n)
n−1∑
i=0
κ(κ− 1)n−1−iE[f(X
Tκ,n
øin
[t])]
= 〈f, ν˜[t]〉,
with the last line following from the simple observation that κ(κ− 1)n−1−i/N(n)→ (κ− 2)(κ−
1)−(i+1) as n → ∞ for each i. Therefore 〈µ¯Tκ,n [t], f〉 → 〈ν˜[t], f〉 in probability. This is true for
each f and t, and so the proof is complete. 
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It is an interesting open problem to obtain a characterization of ν˜i for each i ∈ N0 in the
spirit of our local dynamics.
5.5. Limit of empirical measures on Zκ. Consider the case that G = Zκ, the κ-dimensional
integer lattice, and Gn = Z
n
κ, a κ-dimensional torus with length n in each direction. Note that
the choice of roots in G and Gn are irrelevant. As usual, let µ¯
Znκ ∈ P(C) denote the empirical
measure of XZ
n
κ . By symmetry, every XZκv has the same law and we denote this common law
by ν.
Lemma 5.12. Suppose Assumption A holds. With the above notation, we have µ¯Z
n
κ → ν =
L(XZκ0 ) in probability as n→∞.
Proof. Fix t ≥ 0, and a bounded and Lipschitz function f : Ct → R. With An = Vn, the average
growth condition (5.4) is easily verified using Lemma 5.4. Hence, by Proposition 5.3, we have
〈µ¯Z
n
κ [t], f〉−E〈µ¯Z
n
κ [t], f〉 → 0 in probability as n→∞. Now Znκ → Zκ in G∗, and so by Corollary
3.6, X
Znκ
v [t] converges in law to XZκv [t] as n→∞ for each v ∈ V . Using this one can show that
E〈µ¯Z
n
κ [t], f〉 = E[f(XZ
n
κ
v [t])]→ 〈ν[t], f〉
as n →∞. Thus 〈µ¯Z
n
κ [t], f〉 → 〈ν[t], f〉 in probability. This is true for each f and t, and so the
proof is complete. 
6. Second-order Markov random fields
Now that we have seen in Section 4 how the particle system varies continuously with respect
to the underlying graph, the rest of the paper focuses on the analysis of these particle systems
and the derivation of the local equations of Section 3.5. First, we study some general properties
of Markov random fields which will be crucial in our analysis. Throughout this section, we work
with a fixed Polish space X and a fixed deterministic graph G = (V,E), with finite or countably
infinite vertex set V . We do not assume that G is connected or locally finite, and this generality
will be important in Section 7. We fix a reference measure µ∗ ∈ P(X V ), which we assume is a
product measure µ∗ =
∏
v∈V λv, where λv ∈ P(X ) for each v ∈ V . The goal of this section is to
summarize how conditional independence properties of a measure µ ∈ P(X V ) can be deduced
from factorization properties of its density with respect to the product measure µ∗.
Recall from Section 2.2 the definition of diam(A), the diameter of a set A ⊂ V . Also, recall
that a clique is a set A ⊂ V with diam(A) ≤ 1. Similarly, we may say that a set A ⊂ V is
a 2-clique if diam(A) ≤ 2. For a subset A ⊂ V , recall the definition of the first and second
boundaries ∂A and ∂2A given in (3.7). Recall from Definition 3.14 that we say (Xv)v∈V (or
equivalently its law µ) is a global second-order Markov random field (with respect to G) if XA
is conditionally independent of X(A∪∂2A)c given X∂2A, for every set A ⊂ V .
We state here a variant of a well known theorem, which can be found in various forms in
[18, Theorem 2.30] and [30, Proposition 3.8 and Theorem 3.9], for first-order Markov random
fields on finite graphs. We do not state the more difficult converse, which is often attributed to
Hammersley-Clifford, as we will not need it.
Theorem 6.1. Assume µ ∈ P(X V ) is absolutely continuous with respect to µ∗. Suppose there
exists a finite set K of 2-cliques of G such that the density of µ with respect to µ∗ factorizes in
the form
dµ
dµ∗
(xV ) =
∏
K∈K
fK(xK), (6.1)
for some measurable functions fK : X
K → R+, for K ∈ K. Then µ is a global second-order
Markov random field.
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Proof. Let A ⊂ V , and let ϕ : X ∂
2A → R+ denote the marginal density of X∂2A. Let B =
(A ∪ ∂2A)c. Then the conditional density of (XA,XB) given X∂2A is precisely
1
ϕ(x∂2A)
∏
K∈K
fK(xK).
No 2-clique of G that intersects A can also intersect B, and vice versa, because any pair of
vertices u ∈ A and v ∈ B have distance at least 3. Thus, for x∂2A frozen, the above conditional
density as a function of (xA, xB) factorizes into a function of xA times a function of xB. This
implies XA and XB are conditionally independent given X∂2A. 
The second-order Markov random field property is more intuitive, but the factorization
property of Theorem 6.1 will be quite useful in our analysis. Hence, we give it a name:
Definition 6.2. We say that µ ∈ P(X V ) admits a 2-clique factorization with respect to µ∗ if
the density dµ/dµ∗ exists and can be written in the form (6.1), for a finite set K of 2-cliques of
G.
It is clear that Theorem 6.1 admits a generalization tom-order Markov random fields, defined
in the obvious way for m ∈ N, where one must assume the density factorizes over m-cliques, but
we have no use for such a generalization.
7. Unimodular Galton-Watson trees
In this section we turn to the particle system set on a unimodular Galton-Watson tree
UGW(ρ) for some degree distribution ρ ∈ P(N0), as defined in Example 2.2, and prove the
characterization of the root neighborhood dynamics via the local equations stated in Theorem
3.19. We work throughout this section under AssumptionA and the condition that ρ has a finite
nonzero first moment, which is needed for UGW(ρ) to be well defined. Whenever required, we
will also explicitly impose an additional boundedness condition on the drift b and a finite nonzero
second moment condition on ρ.
7.1. Ulam-Harris-Neveu labeling of trees. It will be convenient to work with a canonical
labeling scheme for trees known as Ulam-Harris-Neveu labeling (see, e.g., [20, Section VI.2] or
[36]), which we define in this section. Define the vertex set
V := {ø} ∪
∞⋃
k=1
N
k.
For u, v ∈ V, let uv denote the concatenation, that is, if u = (u1, . . . , uk) ∈ N
k and v =
(v1, . . . , vj) ∈ N
j, then uv = (u1, . . . , uk, v1, . . . , vj) ∈ N
k+j. The root ø is the identity element,
so øu = uø = u for all u ∈ V. For v ∈ V\{ø}, we write πv for the parent of v; precisely, πv is the
unique element of V such that there exists k ∈ N satisfying v = πvk. We view V as a graph by
declaring two vertices to be adjacent if one is the parent of the other. Thus, Nø(V) = N, and
Nv(V) = {πv} ∪ {vk : k ∈ N} for v ∈ V\{ø}. Note that this graph V is not locally finite.
There is a natural partial order on V. We say u ≤ v if there exists (a necessarily unique)
w ∈ V such that uw = v, and say u < v if the unique vertex w is not ø. A tree is a subset T ⊂ V
satisfying:
(1) ø ∈ T ;
(2) If v ∈ T and u ≤ v, then u ∈ T ;
(3) For each u ∈ T there exists an integer cu(T ) ≥ 0 such that, for v ∈ N, we have uv ∈ T
if and only if 1 ≤ v ≤ cu(T ).
LARGE SPARSE NETWORKS OF INTERACTING DIFFUSIONS 33
We also use the symbol T to denote the induced subgraph of V. The empty set always denotes
the root of the tree T . Inductively, for u ∈ T , we think of the elements (uv)
cu(T )
v=1 as the children
of the vertex labeled u. Let T ⊂ 2V denote the set of trees. For T ∈ T and v ∈ V, define
Nv(T ) = T ∩Nv(V) to be the set of neighbors of v in T if v ∈ T , and set Nv(T ) = ∅ if v /∈ T .
It is convenient to define also Vn to be the labels of the first n generations:
Vn := {ø} ∪
n⋃
k=1
N
k. (7.1)
With a minor abuse of notation, we also use Vn to denote the corresponding induced subgraph.
7.2. The infinite particle system. At the end of Section 4 we showed how one can carefully
associate to each random graph G a probability measure on G∗[C] representing the joint law of
the graph and the solution of the particle system, and we frequently write (G,XG) to denote
a G∗[C]-valued random variable with this law. For the rest of the paper, however, and when
dealing with random trees, it will be convenient to work with a specific construction of this
random variable that uses the canonical labeling scheme summarized above.
Consider a unimodular Galton-Watson tree T with degree distribution ρ ∈ P(N0), as defined
in Example 2.2, supported on some filtered probability space (Ω,F ,F,P), which also supports
a collection of independent standard d-dimensional Brownian motions (Wv)v∈V and i.i.d. initial
states (Xv(0))v∈V with law λ
V
0 , with all three (collections of) objects being mutually independent.
Recall the notation of Assumption A. We will rewrite the SDE system (3.1) on this probability
space using the Ulam-Harris-Neveu notation as follows:
dXv(t) = 1{v∈T }
(
b(Xv,XNv(T ))dt+ σ(t,Xv)dWv(t)
)
, v ∈ V, (7.2)
Lemma 7.1 below establishes the well-posedness of the system of equations (7.2) using the well-
posedness of the SDE system (3.1). As a consequence, we deduce that (T ,XT ) and (T , (Xv)v∈T )
defined in (3.1) and (7.2), respectively, have the same law as random elements of G∗[C]. In this
way, we may henceforth study the particle system set on the random tree T via (Xv)v∈V.
Lemma 7.1. Suppose Assumption A holds, and assume ρ ∈ P(N0) has a finite nonzero first
moment. The SDE system (7.2) is unique in law, in the following sense: Suppose (Ωi,F i,Fi,Pi)
for i = 1, 2, are filtered probability spaces, respectively supporting independent Fi-Brownian mo-
tions (Biv)v∈V, F
i-adapted processes (Xiv)v∈V, and a unimodular Galton-Watson tree T
i with
offspring distribution ρ. Moreover, suppose that (Xiv(0))v∈V are i.i.d. with law λ0, and suppose
(Biv)v∈V, (X
i
v(0))v∈V, and T
i are independent. Finally, assume (Xiv)v∈V satisfy
dXiv(t) = 1{v∈T i}
(
b(t,Xiv,X
i
Nv(T i)
)dt+ σ(t,Xiv)dB
i
v(t)
)
, v ∈ V.
Then the joint law of (T 1,X1) equals that of (T 2,X2).
Proof. Because (Biv)v∈V, (X
i
v(0))v∈V, and T
i are independent, we may condition on T i to find
that the law of (Xiv)v∈T i given T
i is the same as the law of the solution (XGv )v∈G of the particle
system (3.1) with G = T i. Moreover, for v 6∈ T i, Xiv(·) ≡ X
i
v(0). Since the SDE (3.1) is
well-posed by Assumption (A.4), we conclude that P1(X1 ∈ · | T 1 = T ) = P2(X2 ∈ · | T 2 = T ).
Because T 1 and T 2 have the same law, the proof is complete. 
Remark 7.2. The dynamics (7.2) include the “fictional” particles v /∈ T in such a way that the
random tree T can be recovered from (Xv [t])v∈V for any t > 0. Indeed, almost surely, v /∈ T
if and only if there exists an interval on which t 7→ Xv(t) is constant. (Note that this holds
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because the diffusion coefficient is assumed non-degenerate.) More precisely, T is measurable
with respect to the “just-after-time-zero” σ-field, or
{v ∈ T } ∈
⋂
t>0
σ(Xv(s) : s ≤ t), for each v ∈ V, (7.3)
where we implicitly complete the σ-field on the right-hand side. Moreover, there exists a deter-
ministic mapping τ : C → {0, 1}, measurable with respect to FC0+ where (F
C
t )t≥0 is the canonical
filtration on C, such that
1{v∈T } = τ(X
T
v ), a.s., v ∈ V. (7.4)
In particular, this function τ does not depend on v. These observations will be exploited re-
peatedly throughout this section.
7.3. Properties of the infinite particle system. This section highlights the key properties
of the infinite particle system (Xv)v∈V of (7.2) that we need in order to prove Theorem 3.19.
These properties pertain to conditional distributions and symmetry, as were briefly summarized
in the much simpler setting of a 2-regular tree in Sections 3.4.2 and 3.4.3. Recall in the following
that πv denotes the parent vertex of any v ∈ V\{ø}, and E denotes expectation with respect to
the probability space (Ω,F ,F,P) introduced in Section 7.2. We now state, in Proposition 7.3,
the form of the conditional independence property that we require. We prove Proposition 7.3
in Section 7.6.
Proposition 7.3. Suppose Assumption A holds. Assume also that |b| is uniformly bounded and
that ρ has finite nonzero first and second moments. Then, for each t > 0, the following hold:
(i) (Xki[t])i∈N is conditionally independent of XV1 [t] given X{ø,k}[t], for any k ∈ N.
(ii) For each t > 0, the conditional law of (Xki[t])i∈N given (Xk[t],Xø[t]) does not depend on
the choice of k ∈ N. More precisely, there exists a measurable map Λt : C
2 → P(CNt ) such
that, for every k ∈ N and every Borel set B ⊂ CNt , we have
Λt
(
Xk,Xø
)
(B) = P
(
(Xki[t])i∈N ∈ B |Xø[t],Xk[t]
)
a.s.
Proposition 7.3(ii) captures some of the symmetry of the tree T . The next theorem provides
one more crucial symmetry property and is where unimodularity finally comes into play. Recall
the definition of the space S⊔(X ) from Section 2.3. For Proposition 7.4 and its proof, it is helpful
to introduce some notation to emphasize when we are working with “unordered vectors,” that
is, elements of S⊔(X ). For a finite set A and a vector xA = (xv)v∈A ∈ X
A, we will write
〈xA〉 to denote the corresponding element (equivalence class) of S
⊔(X ). Although we have
survived without this notation up until now, our canonical labeling scheme V adopted in this
section carries with it a natural order, and we find it helpful to use this notation 〈 · 〉 when it is
important to stress that we are dealing with an unordered vector.
Proposition 7.4. Suppose Assumption A holds. Assume also that |b| is uniformly bounded and
that ρ has finite nonzero first and second moments. Let t > 0, and let h : C2t × S
⊔(Ct) → R be
bounded and measurable. Define Ξt : C
2 → R by
Ξt(Xø,X1) := 1{Nø(T )6=∅}
E
[
|Nø(T )|
|N1(T )|
h(Xø[t],X1[t], 〈XNø(T1)[t]〉)
∣∣∣ Xø[t], X1[t]]
E
[
|Nø(T )|
|N1(T )|
∣∣∣ Xø[t], X1[t]] .
Then, for each k ∈ N,
Ξt(Xk,Xø) = E
[
h(Xk[t],Xø[t], 〈XNk(T )[t]〉)
∣∣ Xø[t],Xk[t]] , on {k ∈ T }. (7.5)
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The proof of Proposition 7.4 is deferred to Section 7.7. First, in the next section we show
how to use the two results introduced above to prove Theorem 3.19. In the proofs we will use
the notation E to denote the Doleans exponential, or
Et(M) := exp(Mt −
1
2
[M ]t) (7.6)
for a continuous local martingale M , where [M ] denotes the (optional) quadratic variation
process of M .
7.4. Proof of existence in Theorem 3.19. We begin by proving the first claim of Theorem
3.19. Recall the notation introduced in Section 7.2 for the probability space (Ω,F ,F,P), the
particle system (Xv)v∈V, and the UGW(ρ) tree T . We now show that the law of the root
neighborhood and the particle dynamics on it (T1, (Xv)v∈T1) provide one weak solution of the
local equation. First, note that (Xv)v∈V1 satisfy
dXø(t) = b(t,Xø,XNø(T )) dt+ σ(t,Xø) dWø(t),
dXk(t) = 1{k∈T }
(
b(t,Xk,XNk(T )) dt+ σ(t,Xk) dWk(t)
)
, k ∈ V1 \ {ø}.
By the mimicking theorem (Theorem C.1), by extending the probability space if necessary,
we may find independent d-dimensional Brownian motions (Bv)v∈V1 such that
dXv(t) = b˜v(t,X) dt + σ˜v(t,X) dBk(t), v ∈ V1, (7.7)
where b˜v : R+×C
V1 7→ Rd and σ˜v : R+×C
V1 7→ Rd×d are any progressively measurable functions
satisfying
b˜v(t,XV1) = E
[
1{v∈T1}b(t,Xv,XNv(T )) |XV1 [t]
]
,
σ˜vσ˜
⊤
v (t,XV1) = E
[
1{v∈T1}σσ
⊤(t,Xv) |XV1 [t]
]
,
almost surely for each t > 0. Note that the functions b˜ø and (σ˜v)v∈V1 can be simplified because
the corresponding integrands are XV1 [t]-measurable. Indeed, because XNø(T ) and T1 are XV1 [t]-
measurable for each t > 0 (as a consequence of Remark 7.2), we may take
b˜ø(t,XV1) = b(t,Xø,XNø(T1)), (7.8)
σ˜v(t,XV1) = 1{v∈T1}σ(t,Xv), v ∈ V1. (7.9)
Next, for a given k ∈ N, we apply Proposition 7.3(i) to deduce that all particles except ø
and k may be safely omitted from the conditioning in the definition of b˜k. That is, recalling also
that {k ∈ T1} is Xk[t]-measurable (again by Remark 7.2) we have
b˜k(t,XV1) = 1{k∈T1}E
[
b(t,Xk,XNk(T )) |Xø[t], Xk[t]
]
, a.s., t > 0.
Now, fix t > 0. Since |b| is uniformly bounded and progressively measurable, there exists
a bounded measurable function b¯t : Ct × S
⊔(Ct) 7→ R such that b(t, x, x¯) = b¯t(x[t], x¯[t]) for
x ∈ C, x¯ ∈ S⊔(C). Then, on {k ∈ T1}, b˜k(t,XV1) is equal to the right-hand side of (7.5) with
h := b¯t. An application of Proposition 7.4 then shows that
b˜k(t,XV1) = γt(Xk,Xø), on {k ∈ T1}, (7.10)
where γt : C
2 7→ Rd is a measurable, adapted process that satisfies
γt(Xø,X1) =
E
[
|Nø(T )|
|N1(T )|
b(t,Xø,XNø(T1))
∣∣∣ Xø[t], X1[t]]
E
[
|Nø(T )|
|N1(T )|
∣∣∣ Xø[t], X1[t]] on {Nø(T1) 6= ∅}, (7.11)
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and γt(xø, x1) := b(t, xø, ∅) on {Nø(T1) = ∅}. Furthermore, it is clear from the above display
that (t, xø, x1) 7→ γt(xø, x1) can be chosen to be progressively measurable.
Finally, by enlarging the probability space if necessary, let N̂ext be an F0-measurable N0-
valued random variable with law ρ̂, independent of (T , (Xv(0))v∈V). Define N̂1 := |N1(T )| − 1
on the event {Nø(T1) 6= ∅}, and on the complementary event {Nø(T1) = ∅} define N̂1 := N̂ext.
This way, using the definition of the UGW(ρ) tree T , one may easily check that N̂1 has law ρ̂
and that N̂1, T1, and (Xv(0))v∈V are independent. (The definition of N̂1 on {Nø(T1) = ∅} is
made in this way for the sole purpose of meeting the independence requirement of Definition
3.17(8), and N̂ext serves no other purpose.) Combining relations (7.7)-(7.11), we see that the
stochastic equations (3.12) are satisfied with Yk = Xk for all k ∈ V1. Further, by definition,
T1 is the first generation of a UGW(ρ) tree, and is independent of (Xv(0))v∈V1 , which are F0
measurable and i.i.d. with law λ0. Putting this together, we see that (T1, (Xv)v∈T1) is a weak
solution of the UGW(ρ) local equations with initial law λ0, as in Definition 3.17.
7.5. Proof of uniqueness in Theorem 3.19. Fix ρ ∈ P(N0) with finite first and second
moments. As briefly described in Section 3.4.3 in the simplest case of a 2-regular tree, the basic
idea behind the proof of uniqueness is to use the weak solution to the local equation to construct
a solution to the infinite particle system (7.2) on the UGW(ρ) tree T , and invoke uniqueness
(in law) of the latter to deduce that of the former. However, the construction is more involved
when κ > 2 and substantially more complicated in the case of the random UGW tree. To make
the proof more transparent, we first provide an outline and introduce some common notation in
Section 7.5.1, then prove the main technical lemmas in Section 7.5.2, and finally, in Section 7.5.3,
show that the uniqueness property in Theorem 3.19 is a simple consequence of these lemmas.
7.5.1. Outline of Proof. Let ((Ω,F ,F,P),T1, γ, (Bv , Yv)v∈V1) be any weak solution to the UGW(ρ)
local equations with initial law λ0, as specified in Definition 3.17. By extending the probabil-
ity space if needed, we can assume without loss of generality that (Ω,F ,F,P) also supports a
UGW(ρ) tree T , independent of the standard d-dimensional F-Brownian motions (Bv)v∈V, and
i.i.d. initial conditions (Yv(0))v∈V, such that T1 = T ∩V1 and N̂1+1 = |N1(T )| on {Nø(T ) 6= ∅}.
(Indeed, the assumed properties of N̂1 in Definition 3.17 make this last part possible.) Next,
again on the event {Nø(T ) 6= ∅}, we aim to extend the local solution to V2 in such a way that
the law of the particle system on the random tree T2 := T ∩V2 of depth 2 is consistent with the
T2-marginal of the interacting particle system (7.2). For this it suffices to specify the conditional
joint law of the states of vertices in T2 \ V1 given YV1 . In view of the second-order Markov
random field property and exchangeability (as encapsulated in Proposition 7.3), this is equal to
the product of the conditional joint laws of the states of the offspring of each i ∈ T1 \ {ø}, given
the states of the vertices i and ø, and each of these conditial laws is identical in form.
Now, in the case when T = Tκ for some κ ≥ 2, this conditional law can be identified from
the local solution since, by the symmetry of the tree, it has the same form as the conditional
law, given the trajectories of vertices ø and 1, of the remaining children T1 \ {ø, 1} = {2, . . . , κ}
of the root ø, except that the roles of ø and 1 are now reversed, since 1 now acts as the new root
(see Figure 2). In the case of the UGW(ρ) tree, while the conditional joint laws are the same
given the structure of the tree, re-rooting the tree at 1 changes the distribution of the tree. To
account for this, we define a new “tilted” measure P˜ on (Ω,F ,F) via the relation
dP˜
dP
=
|Nø(T )|
|N1(T )|
1{Nø(T1)6=∅} + 1{Nø(T )=∅}. (7.12)
We then characterize the joint law of (Yø, Y1) under this tilted measure P˜ in Lemma 7.6, and
then use the unimodularity of the tree (in particular, Proposition 7.4) to compute the conditional
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Figure 2. The case T = T4, relating the conditional law L(Y∆ ∈ · |Y•, Y+)
when (A) the tree is rooted at ‘•’ and (B) the tree is rerooted at ‘+’.
law on each time interval [0, t] of the trajectories of the neighborhood Nø(T ) of the root given
those of ø and 1 in Lemma 7.7. Using this conditional law, which is denoted by Zt, we extend
the particle system to V2, and recursively to Vn, and denote the latter law as Q
n ∈ P(CVn);
see (7.24). Finally, in Lemma 7.8 we show that the family {Qn} is consistent, in the sense that
the projection of Qn to CVk coincides with Qk for k < n, and that its unique extension to a law
Q ∈ P(CV) coincides with the unique weak solution to the infinite particle system (7.2).
We close this discussion by introducing some additional notation that will be used throughout
the proof. Let ν := P ◦ Y −1
V1
∈ P(CV1) = P(Ω1) denote the law of (the Y -marginal of) the
weak solution of the UGW (ρ) local equation, and define the corresponding “tilted” measure
ν˜ ∈ P(CV1) by ν˜ := P˜ ◦ Y −1
V1
. In other words, ν˜ is defined by the Radon-Nikodym derivative
dν˜
dν
(YV1) = E
P
[
|Nø(T )|
|N1(T )|
1{Nø(T )6=∅} + 1{Nø(T1)=∅}
∣∣∣∣ YV1] ,
where EP denotes expectation with respect to P, though we will make no use of this precise
form. Also, throughout, to compute various laws and conditional laws, it will be convenient to
introduce some reference measures. For this, we introduce the solution (X̂v)v∈V to the driftless
SDE system
dX̂v(t) = 1{v∈T }σ(t, X̂v)dBv(t), t > 0. (7.13)
Note that this SDE is unique in law due to Assumption (A.2b). We also introduce the canonical
probability spaces (Ωn,Fn,Fn, P ∗,n) to be used throughout the proof. Here, Ωn = CVn , Fn
is the Borel σ-field, and Fn = (Fnt )t≥0 is the natural right-continuous filtration generated by
the canonical coordinate processes, which are denoted by (Xv)v∈Vn , and P
∗,n := P ◦ X̂−1
Vn
, and
P˜ ∗,n := P˜ ◦ X̂−1
Vn
serve as references measures that represent the laws of the first n generations
of the processes defined in (7.13) under the probability measures P and P˜, respectively.
We make special note of the conventions we use to help the reader keep track of the various
notations. We use a tilde for measures associated with the measure change, namely P˜ and its
descendants P˜ ∗,n and ν˜. The superscripts ∗ and n on P ∗,n and P˜ ∗,n indicate that these measures
are to be viewed as reference measures on the canonical space associated with n generations Ωn.
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Lastly, the letter ν (and its decorated versions) will refer to measures constructed from the given
solution YV1 of the local equations.
Remark 7.5. It is worth emphasizing again, as in Remark 3.18, how the argument simplifies
when the tree is the deterministic κ-regular tree, i.e., the UGW(ρ) tree with ρ = δκ for an
integer κ ≥ 2. In this case, we have ρ̂ = δκ−1, and we have deterministically |Nv(T )| = κ for all
v ∈ V. In this case, P˜ = P, ν˜ = ν, and P˜ ∗,n = P ∗,n. On a first reading it may help to keep these
substitutions in mind.
7.5.2. Details of the Proof. Our first goal is to identify the marginal law of (Yø, Y1) under
the tilted measure P˜. Specifically, recall the definitions of ν, ν˜, the reference measures and
canonical processes introduced in the last section, and define the tilted marginal laws ν˜ø,1 =
ν˜ ◦ (Xø,X1)
−1 = P˜ ◦ (Yø, Y1)
−1 and P˜ ∗,ø,1 = P˜ ∗,1 ◦ (Xø,X1)
−1 in P(C{ø,1}) as the correspond-
ing projections onto C{ø,1}. We start with the first result, that uses the mimicking theorem to
characterize the law ν˜ø,1 as the weak solution to an SDE.
Lemma 7.6. The measure P˜ defined via (7.12) defines a probabilty measure on (Ω,F ,F). More-
over, by extending the probability space (Ω,F ,F, P˜) if necessary, we may find independent d-
dimensional standard P˜-Brownian motions (W˜v)v∈{ø,1} such that (Yø, Y1) satisfies the following
SDE system:
dYø(t) = γt(Yø, Y1)dt+ σ(t, Yø)dW˜ø(t), (7.14)
dY1(t) = 1{1∈T1}
(
γt(Y1, Yø)dt+ σ(t, Y1)dW˜1(t)
)
, (7.15)
where γt : R+ × C
2 7→ Rd is the progressively measurable mapping defined in (3.11).
Proof. To see that (7.12) indeed defines a probability measure, note that P(Nø(T ) = ∅) = ρ(0)
and
E
P
[
|Nø(T )|
|N1(T )|
1{Nø(T1)6=∅}
]
=
∞∑
k=1
∞∑
j=0
k
j + 1
ρ(k)ρ̂(j)
=
∞∑
k=1
∞∑
j=0
k
j + 1
ρ(k)
(j + 1)ρ(j + 1)∑∞
i=1 iρ(i)
= 1− ρ(0).
We stress that T is a UGW(ρ) tree under P but not under P˜, although both measures give rise
to the same conditional law of the particles X̂V given the tree T .
We now turn to the proof of the second assertion of the lemma. Observe first that (Yv)v∈V1
solves the SDE system (3.12), where γt is defined as in (3.11). Note that the change of measure
from P to P˜ alters the law of the tree T but not the Brownian motions or initial states, and
in particular YV1 solves the same SDE system (3.12) under each measure. Then we can apply
Theorem C.1 to construct, by again extending the probability space (Ω,F ,F, P˜), d-dimensional
independent F-Brownian motions (W˜v)v∈{ø,1} such that (Yø, Y1) satisfy the following SDE sys-
tem:
dYø(t) = b˜ø(t, Yø, Y1)dt+ σ˜ø(t, Yø, Y1)dW˜ø(t),
dY1(t) = b˜1(t, Yø, Y1)dt+ σ˜1(t, Yø, Y1)dW˜1(t),
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where b˜v : R+ × C
2 → Rd and σ˜v : R+ × C
2 → Rd×d are any progressively measurable functions
satisfying
b˜ø(t, Yø, Y1) = E
P˜
[
b(t, Yø, YNø(T1))
∣∣ Yø[t], Y1[t]] ,
b˜1(t, Yø, Y1) = E
P˜
[
1{1∈T1}γt(Y1, Yø)
∣∣ Yø[t], Y1[t]] ,
σ˜øσ˜
⊤
ø (t, Yø, Y1) = E
P˜
[
σσ⊤(t, Yø)
∣∣∣ Yø[t], Y1[t]] ,
σ˜1σ˜
⊤
1 (t, Yø, Y1) = E
P˜
[
1{1∈T1}σσ
⊤(t, Y1)
∣∣∣ Yø[t], Y1[t]] .
Now, by Remark 7.2 and in particular (7.4), {1 ∈ T1} is measurable with respect to F0. Together
with the progressive measurability of (t, x, x′) 7→ γt(x, x
′), this shows that
σ˜ø(t, Yø, Y1) = σ(t, Yø),
σ˜1(t, Yø, Y1) = 1{1∈T1}σ(t, Y1),
b˜1(t, Yø, Y1) = 1{1∈T1}γt(Y1, Yø).
On the other hand, in terms of the Radon-Nikodym derivative dP˜/dP we can rewrite
b˜ø(t, Yø, Y1) = E
P
[
dP˜
dP
b(t, Yø, YNø(T1))
∣∣∣∣∣ Yø[t], Y1[t]
]/
E
P
[
dP˜
dP
∣∣∣∣∣ Yø[t], Y1[t]
]
.
On the event {Nø(T1) = ∅}, we have b˜ø(t, Yø, Y1) = b(t, Yø, ∅), where we recall the convention
that ∅ denotes the unique element of the one-point space C0. On the other hand, recalling the
definitions of dP˜/dP and γt from (7.12) and (3.11), respectively, on the complementary event
{Nø(T1) 6= ∅} we have
b˜ø(t, Yø, Y1) = E
P
[
|Nø(T1)|
|N1(T1)|
b(t, Yø, YNø(T1))
∣∣∣∣ Yø[t], Y1[t]]/EP [ |Nø(T1)||N1(T1)|
∣∣∣∣ Yø[t], Y1[t]]
= γt(Yø, Y1).
Thus, in either case, b˜ø(t, Yø, Y1) = γt(Yø, Y1), and in fact this identity is precisely the purpose
of the change of measure P˜. This concludes the proof of the lemma. 
Our next goal is to calculate the following conditional density process for each t > 0:
Zt((x˜k)k∈N;xø, x1) :=
dν˜
(
(X1+k[t])k∈N ∈ · |X1[t] = x1[t], Xø[t] = xø[t]
)
dP˜ ∗,1
(
(X1+k[t])k∈N ∈ · |X1[t] = x1[t], Xø[t] = xø[t]
)((x˜k[t])k∈N), (7.16)
for (xø, x1) ∈ C
ø,1 and (x˜k)k∈N ∈ C
N. Since Zt(·;Xø,X1) is a conditional density, for P˜
∗,ø,1
t -a.e.
(xø, x1) ∈ C
2
t we have
1 = EP˜
∗,1
[Zt((X1+k)k∈N;Xø,X1) |Xø[t] = xø,X1[t] = x1]
= EP˜
[
Zt((X1+k)k∈N;Xø,X1) | X̂ø[t] = xø, X̂1[t] = x1
]
. (7.17)
In particular, on the event {1 /∈ T }, note that Zt((X1+k)k∈N;Xø,X1) is (X̂ø[t], X̂1[t])-measurable
and thus must equal 1.
In Lemma 7.7 below, we express the conditional density explicity in terms of certain martin-
gales that we now define. We recall the canonical space Ωn and canonical processesX = (Xv)v∈V1
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introduced in Section 7.5.1 and define the processes Mnv , Rv , and Rø on Ω
n as follows:
Mnv :=
∫ ·
0
(σσ⊤)−1(s,Xv)b(s,Xv ,XNv(Tn)) · dXv(s), n ∈ N, v ∈ Vn−1,
Rv :=
∫ ·
0
(σσ⊤)−1(s,Xv)γs(Xv ,Xπv) · dXv(s), v ∈ V\{ø},
Rø :=
∫ ·
0
(σσ⊤)−1(s,Xø)γs(Xø,X1) · dXø(s),
where we have omitted the arguments from the processes for notational conciseness. It will be
important later to take note of the following consistency property of the martingales defined
above:
Mnv ((xu)u∈Vn) =M
n+1
v ((xu)u∈Vn+1), for v ∈ Vn−1, (xu)u∈Vn+1 ∈ C
Vn+1 . (7.18)
Similarly, Rv is well-defined on Ω
n for n large enough that v ∈ Vn.
Lemma 7.7. For each t > 0, we have
dνt
dP ∗,1t
=
dν˜t
dP˜ ∗,1t
= Et(M
1
ø )
∏
v∈T1\{ø}
Et(Rv), (7.19)
where Et is the Doleans exponential defined in (7.6). Moreover,
Zt((X1+k)k∈N;Xø,X1) =
Et(M
1
ø )
Et(Rø)
∏
v∈Nø(T )\{1}
Et(Rv). (7.20)
Finally, for each v ∈ Vn \ {ø}, we have a.s.
1 = EP
[
Zt(X̂Cv(T ); X̂v , X̂πv) | X̂v [t], X̂πv [t]
]
= EP
[
Zt(X̂Cv(T ); X̂v , X̂πv) | X̂Vn [t]
]
,
(7.21)
where we write Cv(T ) := Nv(T )\{πv} for the children of the vertex v.
Proof. From the form of the SDE system (3.12) and Girsanov’s theorem, which is applicable
due to Assumptions (A.1) and (A.2a), we see that the Radon-Nikodym derivative of νt with
respect to P˜ ∗,1t takes the form announced in the second equality in (7.19). The same logic also
yields the same form for dνt/dP
∗,1
t , thus justifying the first equality in (7.19).
Next, by Lemma 7.6, ν˜ø,1 is the law of the solution (Yø, Y1) to the SDE system defined by
(7.14) and (7.15). Hence, Girsanov’s theorem implies
dν˜ø,1t
dP˜ ∗,ø,1t
(Xø,X1) =
{
Et(Rø)Et(R1) if 1 ∈ T1,
Et(Rø) if 1 /∈ T1.
(7.22)
Moreover, using Bayes’ rule we obtain
Zt((X1+k)k∈N;Xø,X1) =
dν˜t
dP˜ ∗,1t
(XV1)
/
dν˜ø,1t
dP˜ ∗,ø,1t
(Xø,X1).
Appealing to (7.22) and (7.19), we then obtain (7.20). Alternatively, recalling the definitions
of the martingales Rv and M
1
ø , shows that Zt is really a function of (〈XNø(T )[t]〉,Xø[t],X1[t]);
that is, the dependence on the coordinates (X1+k[t])k∈N is only through the equivalence class
〈XNø(T )[t]〉 (which is a random element of S
⊔(Ct)). Thus, we can write
Zt((X1+k)k∈N;Xø,X1) = Ẑt(〈XNø(T )〉;Xø,X1), (7.23)
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where Ẑt : S
⊔(C)× C2 7→ R+ is defined by
Ẑt(〈XNø(T )〉;Xø,X1) :=
Et(M
1
ø )
Et(Rø)Et(R1)
∏
v∈Nø(T )
Et(Rv).
For the proof of the last assertion of the lemma, we take advantage of some symmetries
of the particle system X̂V defined in (7.13). First note that, by inspecting (7.13), it is clear
that X̂Cv(T ) is conditionally independent of X̂Vn given {v ∈ T } under P, for each n ∈ N and
v ∈ Vn \ {ø}. This immediately implies the second identity in (7.21). Second, we claim that
in order to prove the first identity in (7.21) it suffices to prove it only for the case v = 1. This
is because each non-root vertex in the UGW(ρ) tree T has the same offspring distribution ρ̂
under P, and thus the conditional law of X̂Cv(T ) given {v ∈ T } does not depend on the choice
of v ∈ V \ {ø}.
To prove the first identity in (7.21) for the case v = 1, first recall that, as noted just after
(7.17), on the event {1 /∈ T } it holds that Zt(X̂C1(T ); X̂1, X̂ø) = 1. Hence, we focus on the
complementary event. Recall the notation of (7.23), which gives
E
P
[
Zt(X̂C1(T ); X̂1, X̂ø) | X̂1[t], X̂ø[t]
]
= EP
[
Ẑt(〈X̂N1(T )〉; X̂1, X̂ø) | X̂1[t], X̂ø[t]
]
.
We are now in a position to apply Proposition 7.4. Indeed, Proposition 7.4 applies not just to
the original SDE system XV of (7.2) but also to the system X̂V defined in (7.13), simply because
the latter is the special case of the former corresponding to b ≡ 0. We deduce that, on the event
{1 ∈ T }, we have
E
P
[
Ẑt(〈X̂N1(T )〉; X̂1, X̂ø) | X̂1[t], X̂ø[t]
]
= Ξt(X̂1, X̂ø),
where we define Ξt : C
2
t → R by
Ξt(X̂ø, X̂1) := 1{1∈T }
E
P
[
|Nø(T )|
|N1(T )|
Ẑt(〈X̂N1(T )〉; X̂ø, X̂1)
∣∣∣ Xø[t], X1[t]]
EP
[
|Nø(T )|
|N1(T )|
∣∣∣ Xø[t], X1[t]] .
Recalling from (7.12) that dP˜/dP = |Nø(T )|/|N1(T )| on {1 ∈ T }, it follows from Bayes’ rule
that
Ξt(X̂ø, X̂1) = E
P˜
[
Ẑt(〈X̂N1(T )〉; X̂ø, X̂1)
∣∣∣ Xø[t], X1[t]] , on {1 ∈ T }.
Reverting back from the Ẑ to Z notation as in (7.23), this can be rewritten as
Ξt(X̂ø, X̂1) = E
P˜
[
Zt((X̂1+k)k∈N; X̂ø, X̂1)
∣∣∣ Xø[t], X1[t]] , on {1 ∈ T }.
It follows from (7.17) that Ξt(X̂ø, X̂1) = 1 on {1 ∈ T }, which completes the proof of (7.21). 
We finally present the main construction of the argument. Recall the definition of P ∗,n ∈
P(Cn) introduced in Section 7.5.1, and as usual, let P ∗,nt denote its projection onto P(C
n
t ). For
each t > 0 and n ≥ 1, define a probability measure Qnt ∈ P(C
Vn
t ) via the density
dQnt
dP ∗,nt
((xv)v∈Vn) =
dνt
dP ∗,1t
((xv)v∈V1)
∏
v∈Tn−1\{ø}
Zt((xvk)k∈N;xv, xπv), (7.24)
with Zt as defined in (7.16). We now establish the following.
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Lemma 7.8. We have Q1 = ν. Moreover, {Qnt : t > 0, n ∈ N} is a well defined and consistent
family of probability measures in the sense that for t > s ≥ 0 and n ≥ k the projection of Qnt
from CVnt to C
Vk
s is precisely Q
k
s . Furthermore, the unique extension Q ∈ P(C
V) of {Qn} to
P(CV) coincides with the (unique) law of a weak solution of the SDE system (7.2).
Proof. Note that Q1 = ν follows immediately from the definition (7.24).
To begin justifying the next assertion, we first rewrite the Radon-Nikodym derivative (7.24)
in a more useful form. Recalling the definitions of the martingales Mnv and Rv given prior to
Lemma 7.7, the consistency equations (7.18) and the relation (7.20), it is straightforward to
check that for each v ∈ Tn−1 \ {ø},
Zt((Xvk)k∈N;Xv ,Xπv) =
Et(M
n
v )
Et(Rv)
∏
u∈Nv(T )\{πv}
Et(Ru)
=
Et(M
n
v )
Et(Rv)
∏
u∈Cv(T )
Et(Ru),
where we again abbreviate Cv(T ) = Nv(T )\{πv}. Combining this relation with (7.24) and the
form of dνt/dP
∗,1
t given in (7.19), we obtain
dQnt
dP ∗,nt
= Et(M
n
ø )
∏
v∈T1\{ø}
Et(Rv)
∏
v∈Tn−1\{ø}
Zt((Xvk)k∈N;Xv,Xπv )
= Et(M
n
ø )
∏
v∈T1\{ø}
Et(Rv)
∏
v∈Tn−1\{ø}
Et(M
n
v )
Et(Rv)
∏
u∈Cv(T )
Et(Ru).
For each v ∈ Tn−1\{ø}, the factor Et(Rv) appears exactly once in the numerator and once in the
denominator. Hence, the above reduces to
dQnt
dP ∗,nt
=
∏
v∈Tn−1
Et(M
n
v )
∏
v∈Tn\Tn−1
Et(Rv)
= Et
( ∑
v∈Tn−1
Mnv +
∑
v∈Tn\Tn−1
Rv
)
, (7.25)
where the second equality follows from the fact that the martingales {Mnv : v ∈ Vn−1}∪{Rv : v ∈
Vn\Vn−1} are orthogonal. From (7.25) it is clear thatQ
n
t is a well-defined probability measure, as
the Doleans exponential appearing on the right-hand side defines a positive martingale starting
from 1. More specifically, we have the martingale property
E
P ∗,n
[
dQnt
dP ∗,nt
(XVn [t])
∣∣∣XVn [s]] = dQnsdP ∗,ns (XVn [s]), a.s., (7.26)
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for t > s > 0. In addition, (as justified below) it holds for each t > 0 and n ∈ N that
E
P ∗,n+1
[
dQn+1t
dP ∗,n+1t
(XVn+1 [t])
∣∣∣XVn [t]
]
= EP
∗,n+1
 dQnt
dP ∗,nt
(XVn [t])
∏
v∈Tn\Tn−1
Zt(XCv(T );Xv ,Xπv)
∣∣∣XVn [t]

=
dQnt
dP ∗,nt
(XVn [t])
∏
v∈Tn\Tn−1
E
P ∗,n+1
[
Zt(XCv(T );Xv ,Xπv)
∣∣∣XVn [t]]
=
dQnt
dP ∗,nt
(XVn [t]).
Indeed, the last line uses the relation (7.21), and the penultimate line uses the fact that for n ∈ N,
(X̂Cv(T ))v∈Vn\Vn−1 are conditionally independent given X̂Vn , which follows from the conditional
independence structure of the tree itself; (Cv)v∈Vn\Vn−1 are conditionally independent of each
other given (1{v∈T })v∈Vn\Vn−1 .
Iterating this, we find for each t > 0 and n ≥ k with n, k ∈ N that
E
P ∗,n
[
dQnt
dP ∗,nt
(XVn [t])
∣∣∣XVk [t]] = dQkt
dP ∗,kt
(XVk [t]), a.s. (7.27)
Together, equations (7.26) and (7.27) prove the stated consistency property of the family {Qn}.
Due to the Daniell-Kolmogorov theorem, we deduce from this that there is a unique Q ∈ P(CV)
whose restriction to CVnt is Q
n
t for each n ∈ N and t > 0.
We now turn to the proof of the last statement of the lemma. To this end, for each n ≥ 1
and t > 0, we identify Qnt as the law of an SDE solution as follows. Recalling the definition
P ∗,n = P ◦ X̂−1
Vn
, where X̂v satisfies (7.13), and the definitions of M
n
v and Rv, we deduce from
(7.25) and Girsanov’s theorem that Qn is precisely the law of the solution (Yv)v∈Vn of the SDE
system
dYv(t) = 1{v∈T˜ }
(
b(t, Yv, YNv(T˜ ))dt+ σ(t, Yv)dBv(t)
)
, v ∈ Vn−1 (7.28)
dYv(t) = 1{v∈T˜ }
(
γt(Yv, Yπv)dt+ σ(t, Yv)dBv(t)
)
, v ∈ Vn\Vn−1,
where (Bv)v∈Vn are independent Brownian motions, (Yv(0))v∈Vn are i.i.d. with law λ0, and T˜ is
an independent UGW(ρ) tree.
Now, define Q̂n ∈ P(CV) so that the projection onto CVn is precisely Q̂n and the coordinates
on V\Vn are (arbitrarily) chosen to be identically zero, with probability 1. It is immediate that
Q̂n converges weakly to Q, due to the consistency property of {Qnt : t ≥ 0, n ∈ N} established
above. On the other hand, we argue that if {Q̂n} converges to some limit, then this limit must
be the law of a weak solution of the infinite SDE system (7.2). Indeed, if {Q̂n} converges to
Q = L((Ŷv)v∈V), then we may pass to the limit in (7.28) (using again the weak continuity of
stochastic integrals provided by Kurtz and Protter [26, Theorem 2.2], which is justified because
of the continuity of b and σ in Assumption A) to find that for each n, the Vn−1-coordinates
(Ŷv)v∈Vn−1 satisfy the same SDE system as in (7.28). As this holds for each fixed n, we conclude
that (Ŷv)v∈Vn−1 satisfies the infinite SDE system (7.2). In light of the uniqueness of Lemma 7.1,
we conclude that Q = P . This completes the proof, as we already argued that the V1-marginal
of Q is precisely Q1 = ν. 
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7.5.3. Completing the proof of uniqueness in Theorem 3.19. The lemmas of the previous section
contain the proof of the uniqueness assertion in Theorem 3.19. Indeed, we began in Section 7.5.1
with an arbitrary weak solution ((Ω,F ,F,P),T1, γ, (Bv , Yv)v∈V1) to the UGW(ρ) local equations
with initial law λ0. In Lemma 7.8, recalling the notation ν = L((Yv)v∈V1), we deduced that
necessarily ν = L((Xv)v∈V1), where (Xv)v∈V solves the SDE system (7.2). We know from
Lemma 7.1 that the SDE system (7.2) is unique in law. Hence, the law of (Yv)v∈V1 does not
depend on the choice of weak solution to the UGW(ρ) local equations.
7.6. Proof of the conditional independence property stated in Proposition 7.3. We
now turn to the proof of the conditional independence property stated in Proposition 7.3, which
played a crucial role in the proof of existence for Theorem 3.19. The strategy is to first establish
the property on certain finite truncations of the tree, and then use an approximation argument.
Specifically, in Section 7.6.1 we first establish the desired conditional independence property
on a truncation of the infinite tree V to one of finite depth by explicitly identifying the joint
density and then invoking Theorem 6.1. We also obtain (in Proposition 7.10) some rather
delicate relative entropy estimates between measures truncated to different depths, projected
onto a finite set. These estimates are crucially used in Section 7.6.2 to show that the conditional
independence property is preserved when the infinite tree is approximated by trees of finite
depth, and one passes to the limit. This is the step where the uniform boundedness condition
on |b| and the finite variance condition on the offspring distribution ρ of the UGW tree are used.
7.6.1. Truncated systems. We begin by studying the particle system set on the truncated tree
Tn = T ∩Vn, where T is a UGW(ρ) tree. Let Pn ∈ P(({0, 1} × C)V) denote the law of(
1{v∈T }, X
n
v
)
v∈V
, (7.29)
where (Xnv (0))v∈V are i.i.d. with law λ0, and (X
n
v )v∈V solve the SDE system
dXnv (t) = 1{v∈Tn}
(
b(t,Xnv ,X
n
Nv(Tn)
)dt+ σ(t,Xnv )dWv(t)
)
, v ∈ V. (7.30)
As usual, the tree T , the initial conditions (Xv(0))v∈V, and the driving Brownian motions
(Wv)v∈V are independent. For v ∈ V\Tn, note that the particles are constant over time with
Xv(t) = Xv(0) for all t > 0.
We will study Pn by way of its Radon-Nikodym derivative with respect to a certain reference
measure. In this case, as a reference measure we use W ∈ P(({0, 1} × C)V), defined as the law
of (ξv, X̂v)v∈V, where (ξv)v∈V are independent, with a law to be specified shortly, and where X̂
solves the driftless SDE
dX̂v(t) = ξvσ(t, X̂v)dBv(t), X̂v(0) ∼ λ0, (7.31)
with Bv a standard d-dimensional Brownian motion and Bv, ξv and X̂v(0) independent. Note
that W is well defined because the SDE (7.31) is well-posed due to Assumption (A.4) and the
independence of ξv and X̂v(0). The independent random variables (ξv)v∈V are defined by setting
ξø = 1 deterministically and by setting P(ξvk = 1) = 1 − P(ξvk = 0) = 2
−k for each v ∈ V and
k ∈ N. Note in particular that W is a product measure.
To show that Pn of (7.29) is a second-order Markov random field, we will study how its
density with respect to W factorizes, and then apply Theorem 6.1. As a first step, we identify
the density of the {0, 1}Vn -marginal:
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Lemma 7.9. Suppose ρ has a finite nonzero first moment. The law of (1{v∈T })v∈Vn on {0, 1}
Vn
is absolutely continuous with respect to that of (ξv)v∈Vn . Moreover, the Radon-Nikodym deriva-
tive is of the form
Fn((av)v∈Vn) = fø(aø, (ak)k∈N)
∏
v∈Vn−1\{ø}
f1(av, (avk)k∈N), (7.32)
for measurable functions fø, f1 : {0, 1} × {0, 1}
N → R+.
Proof. Absolute continuity is obvious, as the range of the random variable (1{v∈T })v∈Vn is count-
able, and the law of (ξv)v∈Vn assigns strictly positive probability to each element of this range.
More precisely, if we let D ⊂ {0, 1}N denote the set of non-increasing sequences converging to
zero, then the support of (1{v∈T })v∈Vn is precisely the set Dn of (av)v∈Vn ∈ {0, 1}
Vn such that
aø = 1, (avi)i∈N ∈ D for each v ∈ Vn−1, and av ≤ aπv for each v ∈ Vn\{ø}.
The identification of the density is done inductively. Define fø to be the density of the law
of (1{v∈T1})v∈V1 with respect to that of (ξv)v∈V1 . Recalling that T is a UGW(ρ) tree where
ρ ∈ P(N0), it is easy to see that
fø(bø, (bi)i∈N) =
{
ρ(k)
∏k
i=1 2
i if bø = 1, (bi)i∈N ∈ D and k = min{i ∈ N0 : bi+1 = 0},
0 otherwise.
(The empty product
∏0
i=1 is understood to be equal to 1.) Similarly, for any n ∈ N and any
(av)v∈Vn−1 ∈ Dn−1, the {0, 1}
N-valued random variables {ζv := (1{vi∈T })i∈N : v ∈ Vn−1\Vn−2}
are conditionally independent given (1{v∈T })v∈Vn−1 = (av)v∈Vn−1 , with the conditional law of ζu
given (1{v∈T })v∈Vn−1 = (av)v∈Vn−1 taking the form
{0, 1}N ∋ (bi)i∈N 7→
{
ρ̂(k) if au = 1, (bi)i∈N ∈ D and k = min{i ∈ N0 : bi+1 = 0},
0 otherwise,
where ρ̂(k) = (k + 1)ρ(k + 1)/
∑
n∈N nρ(n) is the size-biased modification of ρ, as warranted by
the definition of the UGW (ρ) tree given in Example 2.2. Note that for each u ∈ Vn−1, this
conditional law of ζu depends on (av)v∈Vn−1 only through au. We may thus define f1(au, ·) to
be the density of this probability measure on {0, 1}N with respect to the law of (ξui)i∈N, noting
that the law of (ξui)i∈N does not depend on the choice of u ∈ Vn−1\{ø}. Using the conditional
independence structure of the UGW(ρ) tree, we assemble these conditional densities to obtain
(7.32). 
Next, we establish the desired second-order Markov random field property for Pn and show
that certain conditional distributions do not depend on the height n of the tree. We make use
of the following notation. For t > 0, a set A ⊂ V, and a probability measure Q on ({0, 1} ×C)V,
we write Qt and Qt[A] for the projections onto ({0, 1} × Ct)
V and ({0, 1} × Ct)
A, respectively.
For example, Qt[A] is the image of Q through the map (av, xv)v∈V 7→ (av, xv[t])v∈A.
We also use the following notation for conditional measures. For A,B ⊂ V, we will write
Qt[A |B] to denote a version of the regular conditional law of the coordinates in A given those in
B, viewed as a measurable map from ({0, 1}×C)V to ({0, 1}×Ct)
A which is measurable with re-
spect to the coordinates in B up to time t. To be clear, if (ξv, Yv)v∈V is a ({0, 1}×C)
V-valued ran-
dom variable with law Q, then the P(({0, 1}×Ct)
A)-valued random variable Qt[A |B]((ξv , Yv)v∈V)
is a version of the regular conditional law of (ξv, Yv[t])v∈A given (ξv, Yv[t])v∈B . In particular,
note that if Qt is a global second-order Markov random field (see Definition 3.14), then we can
write Qt[A | ∂
2A] = Qt[A |V\A],
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Lastly, let H(· | ·) denote relative entropy, defined for pairs of probability measures (µ, ν) on
a common probability space by setting H(ν|µ) =∞ for ν 6≪ µ and for ν ≪ µ
H(ν|µ) =
∫
dν
dµ
log
dν
dµ
dµ.
Proposition 7.10. Suppose Assumption A holds, and assume the offspring distribution ρ has
a finite nonzero first moment. Then, for each t > 0 and n ≥ 3, the following hold:
(i) (1{v∈Tn},X
n
v [t])v∈Vn is a global second-order Markov random field.
(ii) (Xnv [t])v∈Vn is a global second-order Markov random field.
(iii) Suppose that |σ−1b|2 is uniformly bounded by a constant R < ∞. Suppose ρ has finite
nonzero first and second moments ρ1 and ρ2. Then, for m, j ∈ N and n ≥ m+ 1, we have
H
(
Pnt [Vm] |P
n+j
t [Vm]) ≤ 2
(Rt)n−m+1
(n−m+ 1)!
ρ1
(
ρ2 − ρ1
ρ1
)n−1
.
Proof. We provide the proof of each of the three assertions separately.
Proof of (i). Fix t > 0 and n ≥ 3. By Definition 3.14, we must show that
(1{v∈Tn},X
n
v [t])v∈A ⊥ (1{v∈Tn},X
n
v [t])v∈B
∣∣∣ (1{v∈Tn},Xnv [t])v∈∂2A, (7.33)
for any sets A,B ⊂ Vn with B∩(A∪∂
2A) = ∅, where ∂2 denotes the double boundary operation
in the tree Vn. Recall that P
n
t [Vn] is the restriction of the law P
n of the random process
(1{v∈T }, X
n
v )v∈V in (7.29) to ({0, 1}×Ct)
Vn , and similarly forWt[Vn], whereW ∈ P(({0, 1}×C)
V)
is the law of the process (ξv, X̂v)v∈V defined just prior to (7.31). To prove (i), we show that
the density dPnt [Vn]/dWt[Vn] admits a 2-clique factorization in the sense of Definition 6.2. To
show this, we will use Girsanov’s theorem to identify a conditional density given the realization
of the tree, and then note that dPnt [Vn]/dWt[Vn] is nothing but the product of this conditional
density with the density of the law of (1{v∈T })v∈Vn with respect to the law of (ξv)v∈Vn , the form
of which was identified in Lemma 7.9.
To identify this conditional density, we need a bit more notation. Let Dn ⊂ {0, 1}
Vn denote
the range of the injective map {T ∩ Vn : T ∈ T} ∋ T 7→ (1{v∈T})v∈Vn ∈ {0, 1}
Vn , as in
the proof of Lemma 7.9. Define T̂n : Dn → T to be the inverse of this map, and extend T̂n
to all of {0, 1}Vn by (arbitrarily) setting T̂n(a) := {ø} for a /∈ Dn. Note that (1{v∈T })v∈Vn
belongs a.s. to Dn and that (ξv)v∈Vn is measurable with respect to T̂n((ξv)v∈Vn) on the event
{(ξv)v∈Vn ∈ Dn}. We may additionally extend the domain T̂n to all of ({0, 1} × C)
Vn by the
identification T̂n((av , xv)v∈Vn) = T̂n((av)v∈Vn). Intuitively, under the measure P
n
t [Vn], T̂n will
represent the truncated random UGW(ρ) tree Tn, with the added advantage that T̂n is defined
on the canonical space ({0, 1} × C)Vn .
Given these definitions, we may now identify the density of Pnt [Vn] with respect to Wt[Vn],
conditionally on T̂n. Assumptions (A.1) and (A.2) justify the following application of Girsanov’s
theorem: Recalling the definition of Xn in (7.30), the conditional density of Pnt [Vn] with respect
to Wt[Vn] given T̂n is
dPnt [Vn](· | T̂n)
dWt[Vn](· | T̂n)
=
∏
v∈Vn
Et(M
n
v ), (7.34)
where Et is the Doleans exponential defined in (7.6), and M
n
v =M
n
v ((av, xv)v∈Vn) is given by
Mnv (t)((av , xv)v∈Vn) := 1{v∈T̂n}
∫ t
0
(σσ⊤)−1b(s, xv , xNv(T̂n)) · dxv(s),
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where we suppressed the arguments (av)v∈Vn of T̂n. Observe that for each v0 ∈ Vn, M
n
v0 depends
on (av, xv)v∈Vn only through av0 , xv0 and (xv , av)v∈Nv0 (Vn), recalling that Nv(Vn) denotes the
set of neighbors of v within the tree Vn.
Letting Fn be as in Lemma 7.9, the entire (joint) density takes the form
dPnt [Vn]
dWt[Vn]
((av, xv)v∈Vn) = Fn((av)v∈Vn)
dPnt [Vn](· | T̂n)
dWt[Vn](· | T̂n)
((av , xv)v∈Vn).
Together, (7.34) and Lemma 7.9 imply that this can be rewritten as
dPnt [Vn]
dWt[Vn]
((av , xv)v∈Vn) =
∏
v∈Vn
gnv ((av, xv), (au, xu)u∈Nv(Vn)),
for appropriate functions (gnv )v∈Vn . More precisely, with fø and f1 as in Lemma 7.9, we have
gnv ((av , xv), (au, xu)u∈Nv(Vn)) =

fø(aø, (ak)k∈N)Et(M
n
ø ) if v = ø,
f1(av, (avk)k∈N)Et(M
n
v ) if v ∈ Vn−1\{ø},
Et(M
n
v ) if v ∈ Vn\Vn−1.
Observing that for each v ∈ Vn, the set {v} ∪ Nv(Vn) is a 2-clique in Vn, property (i) now
follows from Theorem 6.1.
Proof of (ii). The property (ii) easily follows from (i), after noting as in Remark 7.2 that
1{v∈Tn} is measurable with respect to X
n
v [t].
Proof of (iii). This argument is considerably more involved. Fix m, j ∈ N and n ≥ m+1. We
first use the mimicking result of Theorem C.1 to identify each Pn[Vm] as the law of the unique
weak solution to a system of SDEs and use that to find an expression for dPnt [Vm]/dP
n+j
t [Vm].
For each v ∈ Vm\Vm−1 we may find a progressively measurable function γ
n
v : R+ × C × C → R
d
such that
γnv (t,X
n
v ,X
n
πv) = E
[
b(t,Xnv ,X
n
Nv(Tn)
)
∣∣Xnv [t], Xnπv [t]] , a.s., t > 0. (7.35)
By part (ii), we know that (Xnv )v∈Vn forms a global second-order Markov random field. Hence
(recalling the partial order ≥ on V introduced in Section 7.1), noting that Nv(Tn) \{πv} ⊂ {u ∈
Vn : u > v} and ∂
2{u ∈ Vn : u > v} = {v, πv} we conclude that
γnv (t,X
n
v ,X
n
πv) = E
[
b(t,Xnv ,X
n
Nv(Tn)
)
∣∣XnVm [t]] , a.s., t > 0.
Recall from Remark 7.2 that 1{v∈Tn} = τ(X
n
v ) a.s. for each v ∈ Vn, where τ : C → {0, 1} is
time-zero measurable with respect to the canonical right-continuous filtration on C. We deduce
from Theorem C.1 that by enlarging the probability space if necessary, there exist independent
standard d-dimensional Brownian motions (W˜v)v∈Vm , independent of T and the i.i.d. initial
conditions (Xn(0))v∈Vm , such that (X
n
v )v∈Vm is the unique in law solution to the following SDE
system:
dXnv (t) = 1{v∈Tn}
(
b(t,Xnv ,X
n
Nv(Tn)
)dt+ σ(t,Xnv )dW˜v(t)
)
, v ∈ Vm−1,
dXnv (t) = 1{v∈Tn}
(
γnv (t,X
n
v ,X
n
πv )dt+ σ(t,X
n
v )dW˜v(t)
)
, v ∈ Vm\Vm−1.
Since Tm = Tn ∩ Vm, we see that P
n[Vm] is precisely the law of (1{v∈Tm}, X
n
v )v∈Vm . We can
perform the same identification for the law of (Xn+jv )v∈Vm , and note that Nv(Tn) = Nv(Tn+j) =
Nv(Tm) for v ∈ Tm−1 because n ≥ m+ 1.
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In order to facilitate the calculation of dPnt [Vm]/dP
n+j
t [Vm], we will now define canonical
versions of the processes (Xnv )v∈Vm , n ≥ m+ 1. In what follows, let us write (X̂v)v∈Vm for the
coordinate process on ({0, 1} × C)Vm , defined by X̂v((au, xu)u∈Vm) = xv. As usual, Et denotes
the Doleans exponential; see (7.6). Let t > 0. We will make use of the same notation T̂m as
in part (i) above, which one can interpret as the tree (truncated to height m) defined on the
canonical space ({0, 1} × Ct)
Vm . Recall that σ is invertible by Assumption (A.2a). On this
canonical space we may define,
dŴv(t) = σ
−1(t, X̂v)
(
dX̂v(t)− b(t, X̂v , X̂Nv(T̂m))dt
)
, v ∈ Vm−1,
and for k ≥ m+ 1,
dŴ kv (t) = σ
−1(t, X̂v)
(
dX̂v(t)− γ
k
v (t, X̂v , X̂πv)dt
)
, v ∈ Vm \ Vm−1.
Set also Ŵv(0) = 0 for v ∈ Vm−1, and Ŵ kv (0) = 0 for v ∈ Vm\Vm−1. Moreover, from the identifi-
cation of the law Pnt [Vm] of the previous paragraph we deduce that {(Ŵv)v∈T̂m−1 , (Ŵ
n
v )v∈T̂m\T̂m−1}
are independent Wiener processes under the conditional measure Pnt [Vm](· | T̂m), and similarly,
{(Ŵv)v∈T̂m−1 , (Ŵ
n+j
v )v∈T̂m\T̂m−1} are independent Wiener processes under the conditional mea-
sure Pn+jt [Vm](· | T̂m). Moreover, if for k ∈ N, we define γ˜
k
v : R+ × C × C → R
d by
γ˜kv (s, x, y) = σ(s, x)
−1γkv (s, x, y),
then note that the above definitions imply that for v ∈ Vm \ Vm−1,
Ŵ nv (t) = Ŵ
n+j
v (t)−
∫ t
0
[
γ˜nv (s, X̂v, X̂πv )− γ˜
n+j
v (s, X̂v, X̂πv )
]
ds. (7.36)
Because T̂m has the same law under both P
n
t and P
n+j
t , and |σ
−1b| is bounded, Girsanov’s
theorem yields
dPnt [Vm]
dPn+jt [Vm]
=
dPnt [Vm](· | T̂m)
dPn+jt [Vm](· | T̂m)
= Et
 ∑
v∈T̂m\T̂m−1
∫ ·
0
(γ˜nv − γ˜
n+j
v )(s, X̂v , X̂πv) · dŴ
n+j
v (s)
 .
This allows us to easily compute the relative entropy between Pnt [Vm] and P
n+j
t [Vm]; we provide
full details for the sake of completeness. First, by expanding the Doleans exponential from (7.6)
and using (7.36), we obtain
log
(
dPnt [Vm]
dPn+jt [Vm]
)
=
∑
v∈T̂m\T̂m−1
∫ t
0
(γ˜nv − γ˜
n+j
v )(s, X̂v , X̂πv) · dŴ
n+j
v (s)
−
1
2
∑
v∈T̂m\T̂m−1
∫ t
0
∣∣∣(γ˜nv − γ˜n+jv )(s, X̂v , X̂πv)∣∣∣2 ds
=
∑
v∈T̂m\T̂m−1
∫ t
0
(γ˜nv − γ˜
n+j
v )(s, X̂v , X̂πv) · dŴ
n
v (s)
+
1
2
∑
v∈T̂m\T̂m−1
∫ t
0
∣∣∣(γ˜nv − γ˜n+jv )(s, X̂v , X̂πv)∣∣∣2 ds.
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Because |σ−1b| is bounded by assumption, the functions γ˜nv are uniformly bounded, and so
the stochastic integrals are true martingales. With this, we compute
H
(
Pnt [Vm] |P
n+j
t [Vm]) = E
Pn
[
log
(
dPnt [Vm]
dPn+jt [Vm]
)]
=
1
2
E
Pn
 ∑
v∈T̂m\T̂m−1
∫ t
0
∣∣∣(γ˜nv − γ˜n+jv )(s, X̂v , X̂πv )∣∣∣2 ds

=
1
2
E
Pn
 ∑
v∈Vm\Vm−1
1
{v∈T̂m}
∫ t
0
∣∣∣(γ˜nv − γ˜n+jv )(s, X̂v , X̂πv)∣∣∣2 ds
 . (7.37)
Let Cv = {vi : i ∈ N} denote the children of a vertex v ∈ V. From the definition of γnv in (7.35)
and the identity Nv(Tm) = Nv(Tn) = Nv(T ) valid for v ∈ Tm and n ≥ m+ 1, we have∣∣(γ˜nv − γ˜n+jv )(s, x, y)∣∣2
=
∣∣∣(EPn − EPn+j) [σ−1(s, X̂v)b(s, X̂v , X̂Nv(Tm)) ∣∣ X̂v[s] = x[s], X̂πv [s] = y[s]]∣∣∣2 .
Letting ‖M‖TV = sup{
∫
f dM : |f | ≤ 1} denote the total variation of a finite signed measure,
and recalling that |σ−1b|2 is bounded by R, we deduce∣∣(γ˜nv − γ˜n+jv )(s, ·, ·)∣∣2 ≤ R ∥∥Pns [Cv | {v, πv}]− Pn+js [Cv | {v, πv}]∥∥2TV
≤ 2RH
(
Pns [Cv | {v, πv}] |P
n+j
s [Cv | {v, πv}]
)
,
where the last step follows from Pinsker’s inequality, and where we finally begin to exploit
the notation for conditional measures introduced just before the statement of the proposition.
Returning to (7.37), we have shown that
H
(
Pnt [Vm] |P
n+j
t [Vm]
)
≤ REP
n
 ∑
v∈Vm\Vm−1
1{v∈T̂m}
∫ t
0
H
(
Pns [Cv | {v, πv}] |P
n+j
s [Cv | {v, πv}]
)
ds

≤ REP
n
 ∑
v∈Vm\Vm−1
∫ t
0
H
(
Pns [Cv | {v, πv}] |P
n+j
s [Cv | {v, πv}]
)
ds
 . (7.38)
(In fact, the last line above is equality because on the event {v /∈ T̂m} we know that the children
(Xvi)i∈N are a.s. constant and independent of the rest of the particles, because their vertices are
not contained in the tree.)
The second-order Markov random field property of part (i) implies that the conditional
measure of the particles at the children (Cv)v∈Vm\Vm−1 given Vm is a product measure:
Pns [Vm+1\Vm |Vm] =
∏
v∈Vm\Vm−1
Pns [Cv | {v, πv}].
That is, with Xn as in (7.30), the random variables {XnCv [s] : v ∈ Vm\Vm−1} are conditionally
independent given Xn
Vm
, with the conditional law of XnCv [s] given by P
n
s [Cv | {v, πv}]. The same
holds under Pn+j. We may thus apply the chain rule for relative entropy [16, Theorem B.2.1]
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twice to get
E
Pn
 ∑
v∈Vm\Vm−1
H
(
Pns [Cv | {v, πv}] |P
n+j
s [Cv | {v, πv}]
)
= EP
n [
H
(
Pns [Vm+1\Vm |Vm]
∣∣Pn+js [Vm+1\Vm |Vm])]
= H
(
Pns [Vm+1] |P
n+j
s [Vm+1]
)
−H
(
Pns [Vm] |P
n+j
s [Vm]
)
≤ H
(
Pns [Vm+1] |P
n+j
s [Vm+1]
)
.
Substituting this into (7.38) finally gives
H
(
Pnt [Vm] |P
n+j
t [Vm]
)
≤ R
∫ t
0
H
(
Pns [Vm+1] |P
n+j
s [Vm+1]
)
ds. (7.39)
This is valid for m, j ∈ N and n ≥ m+1. For m = n, all that fails in the above argument is that
Nv(Tn) 6= Nv(Tn+j). However, in this case we may still find from (7.37) using the boundedness
of |σ−1b| (which is inherited by γ˜nv and γ˜
n+j
v ) that
H
(
Pnt [Vm] |P
n+j
t [Vm]
)
≤ 2RtEP
n
[
|T̂n\T̂n−1|
]
= 2RtE|Tn\Tn−1|,
where recall that for any set A, |A| denotes its cardinality. Iterate the inequality (7.39) starting
with m = n− 1, and work backwards to find
H
(
Pnt [Vn−k] |P
n+j
t [Vn−k]
)
≤ 2
(Rt)k+1
(k + 1)!
E|Tn\Tn−1|.
for k = 1, 2, . . . , n − 1. Substitute k = n−m to obtain
H
(
Pnt [Vm] |P
n+j
t [Vm]
)
≤ 2
(Rt)n−m+1
(n−m+ 1)!
E|Tn\Tn−1|.
To complete the proof, it remains only to compute the expectation on the right-hand side of the
last inequality, knowing that T is a UGW(ρ) tree. The first generation of a UGW(ρ) tree has
offspring distribution ρ, which has mean ρ1 = E|T1\{ø}| and each non-root vertex has offspring
distribution ρ̂ given as in Example 2.2, which has finite mean
∞∑
k=0
kρ̂(k) =
∑∞
k=0 k(k + 1)ρ(k + 1)
ρ1
=
ρ2 − ρ1
ρ1
.
From the recursion E|Tn\Tn−1| =
ρ2−ρ1
ρ1
E|Tn−1\Tn−2|, which is valid for n ≥ 2, we deduce that
E|Tn\Tn−1| = ρ1
(
ρ2 − ρ1
ρ1
)n−1
, n ∈ N.

7.6.2. Convergence to the infinite system. With various properties of the truncated systems Pn
now established, we wish to pass to the limit n→∞ to deduce similar properties for the infinite
system. We begin by checking that the law Pn of (1{v∈T },X
n
v )v∈V converges to the law P of
(1{v∈T },Xv)v∈V, where we recall that X
n and X, respectively, denote the solutions of the SDE
systems (7.30) and (7.2).
Lemma 7.11. Suppose Assumption A holds. Assume also that |b| is uniformly bounded and
that ρ has finite nonzero first and second moments. Then Pn → P weakly on ({0, 1} × C)V.
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Moreover, for any m ∈ N, any t > 0, and any bounded measurable function ϕ : CVmt → R, we
have
lim
n→∞
E[ϕ(XnVm [t])] = E[ϕ(XVm [t])]. (7.40)
Proof. Note that Proposition 7.10(iii) and Pinsker’s inequality together imply that (Pnt [Vm])n∈N
is a Cauchy sequence with respect to the total variation distance. As this is true for each t > 0
and each m ∈ N, we conclude that (Pn)n∈N converges weakly to some limit P˜ .
We argue as follows that necessarily P˜ = P . Let (T˜ , (Yv, Bv)v∈V) denote any limit in
distribution of the tight sequence of T × (C × C)V-valued random variables (T , (Xnv ,Wv)v∈V).
Certain properties easily pass to the limit: We deduce that T˜ , (Bv)v∈V, and (Yv(0))v∈V are
independent. We also deduce that (Yv(0))v∈V has law λ
V
0 , T˜ is a UGW(ρ) tree, and (Bv)v∈V
are independent Wiener processes (with respect to the filtration (σ(T˜ , Yv(s), Bv(s) : s ≤ t))t≥0).
Next, note that for each n,m ∈ N with n ≥ m+ 1 and each v ∈ Vm we have Nv(Tn) = Nv(T ),
and so
Xnv (·) = X
n
v (0) + 1{v∈T }
(∫ ·
0
b(r,Xnv ,X
n
Nv(T )
) dr +
∫ ·
0
σ(r,Xnv )dWv(r)
)
.
Sending n→∞ using weak convergence of stochastic integrals (see [26, Theorem 2.2]), we find
that for each m ∈ N and v ∈ Vm,
Yv(·) = Yv(0) + 1{v∈T˜ }
(∫ ·
0
b(r, Yv , YNv(T˜ )) dr +
∫ ·
0
σ(r, Yv)dBv(r)
)
. (7.41)
Conclude from the uniqueness in law of Lemma 7.1 that (T˜ , Y ) has the same law as (T ,X),
which is precisely P . This shows that P˜ = P , and we conclude that Pn → P weakly. Recalling
the first paragraph of the proof, we have limn→∞ P
n
t [Vm] = Pt[Vm] in total variation for each
m, and (7.40) follows. 
7.6.3. Proof of Proposition 7.3. We finally prove Proposition 7.3, starting with claim (i). From
Proposition 7.10(iii), we have
H
(
Pnt [Vm] |P
n+j
t [Vm]) ≤ 2
(Rt)n−m+1
(n −m+ 1)!
ρ1
(
ρ2 − ρ1
ρ1
)n−1
, a.s.,
for each m, j ∈ N and n ≥ m+1. We know from Lemma 7.11 that Pn+jt → Pt weakly as j →∞,
and we deduce from the lower semicontinuity of relative entropy [16, Lemma 1.4.3(b)] that
H
(
Pnt [Vm] |Pt[Vm]) ≤ 2
(Rt)n−m+1
(n −m+ 1)!
ρn−21 (ρ2 − ρ1),
for each m,n ∈ N with n ≥ m+1. Fix k ∈ N, and let Ck = {ki : i ∈ N}, and recall the notation
for conditional measures introduced just before Proposition 7.10. Using the chain rule of relative
entropy [16, Theorem B.2.1], we find for n ≥ 3,
E
Pn
[
H
(
Pnt [Ck | {ø, k}] |Pt [Ck | {ø, k}]
)]
= H
(
Pnt [Ck ∪ {ø, k}] |Pt [Ck ∪ {ø, k}]
)
−H
(
Pnt [{ø, k}] |Pt [{ø, k}]
)
≤ H
(
Pnt [V2] |Pt[V2])
≤ 2
(Rt)n−1
(n− 1)!
ρ1
(
ρ2 − ρ1
ρ1
)n−1
, (7.42)
which converges to zero as n→∞. Now, fix two bounded measurable functions f and g on CCkt
and CV1t , respectively, with |f |, |g| ≤ 1. As in the previous section, for the rest of this paragraph
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let us write (X̂v)v∈V for the coordinate process on ({0, 1}×C)
V, defined by X̂v((au, xu)u∈V) = xv,
v ∈ V. The conditional independence shown in Proposition 7.10(i) implies
E
Pn [f(X̂Ck [t])g(X̂V1 [t])] = E
Pn
[
E
Pn [f(X̂Ck [t]) | X̂{ø,k}[t]] g(X̂V1 [t])
]
= EP
n
[
〈Pnt [Ck | {ø, k}], f〉 g(X̂V1 [t])
]
,
where recall that, for any measure µ, the notation 〈f, µ〉 represents the integral of f with respect
to µ. Using Pinsker’s inequality and the assumption |f |, |g| ≤ 1, we have∣∣∣EPn [〈Pnt [Ck | {ø, k}], f〉 g(X̂V1 [t])]− EPn [〈Pt[Ck | {ø, k}], f〉 g(X̂V1 [t])]∣∣∣
≤ EP
n
[√
2H
(
Pnt [Ck | {ø, k}] |Pt [Ck | {ø, k}]
)]
,
which tends to zero as n → ∞ by (7.42). Putting these statements together and using the
second claim of Lemma 7.11 twice, we find
E
P [f(X̂Ck [t])g(X̂V1 [t])] = limn→∞
E
Pn[f(X̂Ck [t])g(X̂V1 [t])]
= lim
n→∞
E
Pn
[
〈Pt[Ck | {ø, k}], f〉 g(X̂V1 [t])
]
= EP
[
〈Pt[Ck | {ø, k}], f〉 g(X̂V1 [t])
]
As this holds for any pair of bounded measurable functions (f, g), we conclude as desired that
XCk [t] and XV1 [t] are conditionally independent given X{ø,k}[t].
To prove part (ii) of Proposition 7.3, we use a symmetry argument. Fix k ∈ N, and let
ϕ : V → V denote the transposition of the subtrees rooted at 1 and k, defined by setting
ϕ(1u) = ku and ϕ(ku) = 1u for all u ∈ V as well as ϕ(v) = v for all v ∈ V which satisfy
neither v ≥ 1 nor v ≥ k. Due to the recursive structure of the tree T ∼ UGW(ρ), we have
L(T | k ∈ T ) = L(ϕ(T ) | k ∈ T ), where we view T and ϕ(T ) := {ϕ(v) : v ∈ T } as T-valued
random variables. Using uniqueness of the SDE system in Assumption (A.4), we deduce that
L(Xø,X1, (X1j)j∈N | k ∈ T ) = L(Xø,Xk, (Xkj)j∈N | k ∈ T ). Now, fix t > 0 and let Λt : C × C →
P(CNt ) denote a version of the conditional law of (X1j [t])j∈N given (X1[t],Xø[t]). Then, for
bounded measurable functions f, g, h, we combine this symmetry property with the conditional
independence of Proposition 7.3(i) proven above to obtain
E
[
f(Xø[t])g(Xk [t])h((Xkj [t])j∈N)1{k∈T }
]
= E
[
f(Xø[t])g(X1[t])h((X1j [t])j∈N)1{k∈T }
]
= E
[
f(Xø[t])g(X1[t])〈Λt(X1,Xø), h〉 1{k∈T }
]
= E
[
f(Xø[t])g(Xk[t])〈Λt(Xk,Xø), h〉 1{k∈T }
]
.
Indeed, the second step followed from the conditional independence of (X1j [t])j∈N and {k ∈ T }
(which is Xk[t]-measurable by Remark 7.2) given (Xø[t],X1[t]). This shows that
〈Λt(Xk,Xø), h〉 = E
[
h((Xkj [t])j∈N)
∣∣Xk[t],Xø[t]] , a.s. on {k ∈ T }. (7.43)
Recalling how Λt was defined above, the proof would now be complete if not for the qualification
“on {k ∈ T },” so we lastly take care of the complementary set. Let Yv(t) = Xv(0) for all t > 0,
and note that Yv = Xv a.s. on {v /∈ T } by construction. Note also that (Yv)v∈V are i.i.d. On
the event {k /∈ T }, we know Xkj ≡ Ykj for all j ∈ N, and so
E
[
h((Xkj [t])j∈N)
∣∣Xk[t],Xø[t]] = E [h((Yki[t])i∈N)] = E [h((Y1i[t])i∈N)] , a.s. (7.44)
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Repeating this independence argument with k = 1 and using the definition of Λt, we find
〈Λt(X1,Xø), h〉 = E [h((Y1i[t])i∈N)] , a.s. on {1 /∈ T }. (7.45)
Recalling from Remark 7.2 that there is a measurable function τ such that 1{v∈T } = τ(Xv) a.s.
for each v, it is straightforward to deduce from (7.44) and (7.45) that the same identity (7.43)
holds also on the event {k /∈ T }. 
7.7. Proof of translation invariance in Proposition 7.4. The last remaining point is to
prove Proposition 7.4, which was the second key ingredient in the first (verification) part of
Theorem 3.19. As a first step, in Section 7.7.1 we show that the children of the root are
exchangeable, in a suitable conditional sense. Then, in Section 7.7.2, we use unimodularity to
prove Proposition 7.4. Recall here that for a finite set A and for xA ∈ X
A we write 〈xA〉 for the
corresponding element (equivalence class) in S⊔(X ).
7.7.1. Generation-level exchangeability. We first show how to use the second part of Proposition
7.3 to derive a useful exchangeability property.
Lemma 7.12. Suppose Assumption A holds. Assume also that |b| is uniformly bounded and
ρ has a finite nonzero first moment. For each t > 0 and each bounded measurable function
h : C2t × S
⊔(Ct)
2 → R, it holds almost surely on the event {1 ∈ T } that
E
 1
|Nø(T )|
∑
k∈Nø(T )
h
(
Xø[t],Xk[t], 〈XNø(T )[t]〉, 〈XNk(T )[t]〉
) ∣∣∣∣∣∣ Xø[t], 〈XNø(T )[t]〉

= E
[
h
(
Xø[t],X1[t], 〈XNø(T )[t]〉, 〈XN1(T )[t]〉
) ∣∣ Xø[t], 〈XNø(T )[t]〉] .
Proof. We first prove the claim assuming that h has the following form: there exists a bounded
measurable mapping f : C2t → R. such that
h(x, y, x˜, y˜) = f(x, y), x, y ∈ Ct, x˜, y˜ ∈ S
⊔(Ct). (7.46)
Let Λt be the map given in Proposition 7.3(ii), and define b˜t : C × C → R
d by
b˜t(x, y) := 〈Λt(x, y), b(t, x, ·)〉.
We may then write
b˜t(Xk,Xø) = E
[
b(t,Xk,XNk(T ))
∣∣ Xk[t], Xø[t]] , a.s.
As in Remark 7.2, there exists a deterministic function τ : C → {0, 1} such that {v ∈ T } = τ(Xv)
a.s. for each v ∈ V; see (7.3) and (7.4). Moreover, τ is measurable with respect to F0+, where
(Ft)t≥0 denotes the canonical filtration on C. Let T1 := T ∩V1 denote the root and first generation
of the tree, and note that T1 is independent of the driving Brownian motions and the i.i.d. initial
conditions (Xv(0))v∈V1 with law λ0. Using Theorem C.1, by extending the probability space if
necessary, we may find independent d-dimensional Brownian motions (W˜v)v∈V1 such that
dXø(t) = b(t,Xø,XNø(T Y1 )
)dt+ σ(t,Xø)dW˜ø(t),
dXk(t) = 1{k∈T1}
(
b˜t(Xk,Xø)dt+ σ(t,Xk)dW˜k(t)
)
, k ∈ N.
Next, note that |Nø(T )| and T1 generate the same σ-field, simply because the first gener-
ation of a tree is determined by the number of children of the root. Hence, if we fix n ∈ N
and condition on |Nø(T )| = n, then (Xø,X1, . . . ,Xn) solve the same SDE system. That is,
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L((Xø,X1, . . . ,Xn) | |Nø(T )| = n) = L(Y
n
ø , Y
n
1 , . . . , Y
n
n ), where (Y
n
1 , . . . , Y
n
n ) solve the SDE
system
dY nø (t) = b(t, Y
n
ø , Y
n
{1,...,n})dt+ σ(t, Y
n
ø )dWø(t),
dY nk (t) = b˜t(Y
n
k , Y
n
ø )dt+ σ(t, Y
n
k )dWk(t), k = 1, . . . , n,
with the initial states Y nv (0) being again i.i.d. with law λ0. This SDE system can be shown to
be unique in law using a standard change-of-measure argument [41, Theorem 27.1 and Example
27.5] because Assumptions (A.1)-(A.2) ensure that b and σ are bounded, σ is uniformly non-
degenerate and the driftless system is unique in law. Hence, by symmetry we conclude that
(Y nø , Y
n
1 , . . . , Y
n
n )
d
= (Y nø , Y
n
π(1), . . . , Y
n
π(n))
for any permutation π of {1, . . . , n}. Hence, for any bounded measurable function f on C2t ×N,
we have
1
n
n∑
k=1
f(Y nø [t], Y
n
k [t]) = E
[
f(Y nø [t], Y
n
1 [t])
∣∣ Y nø [t], 〈Y n{1,...,n}[t]〉] .
Returning to the X system, we conclude that
1
n
n∑
k=1
f(Xø[t],Xk[t], n) = E
[
f(Xø[t],X1[t], n) | Xø[t], 〈XNø(T1)[t]〉, |Nø(T1)| = n
]
.
In other words, it holds a.s. on {1 ∈ T1} = {Nø(T1) 6= ∅} that
1
|Nø(T1)|
∑
k∈Nø(T1)
f(Xø[t],Xk[t])
= E
[
f(Xø[t],X1[t]) | Xø[t], 〈XNø(T1)[t]〉, |Nø(T1)|
]
.
Because |Nø(T1)| is a.s. 〈XNø(T1)[t]〉-measurable, this implies
1
|Nø(T1)|
∑
k∈Nø(T1)
f(Xø[t],Xk[t])
= E
[
f(Xø[t], Y1[t], |Nø(T1)|) | Xø[t], 〈XNø(T1)[t]〉
]
,
again on the event {1 ∈ T1}. Thus, the proof is complete for h of the form (7.46).
We now prove the claim for general h. In fact, it suffices to prove it for h(x, y, xˆ, yˆ) = g(y, yˆ)
depending only on the variables that are not being conditioned upon. That is, it suffices to show
that for all bounded measurable functions g : Ct × S
⊔(Ct)→ R we have
E
 1
|Nø(T )|
∑
k∈Nø(T )
g(Xk[t], 〈XNk(T )[t]〉)
∣∣∣∣∣∣ Xø[t], 〈XNø(T )[t]〉

= E
[
g(X1[t], 〈XN1(T )[t]〉)
∣∣ Xø[t], 〈XNø(T )[t]〉] , a.s., on {1 ∈ T }. (7.47)
To prove this, recall first from Proposition 7.3(ii) that there is a measurable function Λt : C
2
t →
P(CNt ) such that
Λt(Xk[t],Xø[t]) = L((Xki[t])i∈N |Xk[t],Xø[t]), a.s., on {k ∈ T }.
Using the conditional independence of Proposition 7.3(i), we have also
Λt(Xk[t],Xø[t]) = L((Xki[t])i∈N |XV1 [t]), a.s., on {k ∈ T }. (7.48)
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Noting that |Nø(T )| is 〈XNø(T )[t]〉-measurable, we may use the tower property of conditional
expectation to get, on {1 ∈ T },
E
 1
|Nø(T )|
∑
k∈Nø(T )
g(Xk[t], 〈XNk(T )[t]〉)
∣∣∣∣∣∣ Xø[t], 〈XNø(T )[t]〉

= E
 1
|Nø(T )|
∑
k∈Nø(T )
E
[
g(Xk[t], 〈XNk(T )[t]〉) |XV1 [t]
] ∣∣∣∣∣∣ Xø[t], 〈XNø(T )[t]〉

= E
 1
|Nø(T )|
∑
k∈Nø(T )
〈Λt(Xk[t],Xø[t]), g(Xk[t], ·)〉
∣∣∣∣∣∣ Xø[t], 〈XNø(T )[t]〉

= E
[
〈Λt(X1[t],Xø[t]), g(X1[t], ·)〉 | Xø[t], 〈XNø(T )[t]〉
]
,
where the second equality used (7.48), and the last equality used the result of the first part of
the proof. Now, apply (7.48) once again to write this as
E
[
E
[
g(X1[t], 〈XN1(T )[t]) |XV1 [t]
] ∣∣∣Xø[t], 〈XNø(T )[t]〉]
= E
[
g(X1[t], 〈XN1(T )[t])
∣∣ Xø[t], 〈XNø(T )[t]〉] , a.s., on {1 ∈ T }.
This shows (7.47), thus completing the proof of the lemma. 
7.7.2. Unimodular random graphs. The final step of the proof of Proposition 7.4 uses crucially
the notion of unimodularity, which we summarize here; refering to [2] for a more thorough
discussion.
To define unimodular random graphs, it is useful to work with a slightly more descriptive
notation for rooted marked graphs than in Section 2.4. We write now (G,x, ø) for an element
of G∗[X ], which we would previously write as (G,x); including ø in the notation simply means
that ø is the root of the graph G. For a complete separable metric space X , let G∗∗[X ] denote
the set of (isomorphism classes of) marked doubly rooted trees, written as (G,x, ø, o), where
(G,x, ø) ∈ G∗[X ], ø is the root of G, and o is another distinguished vertex of G (which may
equal ø). The results of Appendix A adapt naturally to this context, and the space G∗∗[X ] can
be given a similar Polish topology. Notably, the operation of “forgetting the second distinguished
vertex” is a continuous map from G∗∗[X ] to G∗[X ]; that is, the map (G,x, ø, o) 7→ (G,x, ø) is
continuous. Moreover, for a graph (G,x, ø) ∈ G∗[X ] and a vertex o ∈ G, we can always define
(G,x, ø, o) ∈ G∗∗[X ].
We say that a G∗[X ]-valued random variable (G,X, ø) is unimodular if the following mass-
transport principle holds: for every bounded Borel-measurable function F : G∗∗[X ]→ R,
E
[∑
o∈G
F (G,X, ø, o)
]
= E
[∑
o∈G
F (G,X, o, ø)
]
. (7.49)
Recall from Lemma 7.1 that there is a unique solution (Xv)v∈T to the system (7.2).
Lemma 7.13. Suppose Assumption A holds. Assume also that |b| is uniformly bounded and ρ
has a finite nonzero first moment. Let (Xv)v∈T be the unique solution to (7.2). The G∗[C]-valued
random variable (T , (Xv)v∈T ) is unimodular.
Proof. Let Gn be the configuration model of Example 2.2, recalling that U(Gn) converges in
law in G∗ to the UGW(ρ) tree T . By Theorem 3.5, (U(Gn),X
U(Gn)) converges in law in G∗[C]
to (T ,XT ) which, by Lemma 7.1 (see the discussion prior to the lemma), has the same law
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as (T , (Xv)v∈T ). The marked graph (U(Gn),X
U(Gn)) is uniformly rooted for each n and is
thus unimodular. Complete the proof by noting that the weak limit of uniformly rooted finite
marked graphs must be unimodular; the simple proof of this fact is given in [5, Section 3.2] and
[8, Lemma 3.8] for unmarked graphs but extends without change to marked graphs. 
7.7.3. Proof of Proposition 7.4. Fix t > 0, and let g : C2t → R be any bounded measurable
function. Because t is fixed, throughout this proof we will omit the argument [t] for the sake of
readability, with the understanding that every appearance of Xv below should be written more
precisely as Xv[t]. The following calculation uses the measurability of {1 ∈ T } with respect to
〈XNø(T )〉 and Lemma 7.12 for the first equality, unimodularity as in (7.49) with
F (G,x, ø, o) := g(xø, xo)h(xo, xø, 〈xNo(G)〉)1{o∈Nø(G)}/|Nø(G)|,
in the third inequality, the fact that ø ∈ Nv(T ) if and only if v ∈ Nø(T ) in the fourth line,
and finally uses the fact that |Nø(T )| and |Nk(T )| are measurable with respect to 〈XNø(T )〉 and
〈XNk(T )〉, respectively, due to Remark 7.2, to justify another application of Lemma 7.12 in the
last equality:
E
[
g(Xø,X1)h(X1,Xø, 〈XN1(T )〉)1{1∈T }
]
= E
 1
|Nø(T )|
∑
k∈Nø(T )
g(Xø,Xk)h(Xk,Xø, 〈XNk(T )〉)1{k∈T }

= E
[∑
v∈T
g(Xø,Xv)h(Xv ,Xø, 〈XNv(T )〉)1{v∈Nø(T )}
1
|Nø(T )|
]
= E
[∑
v∈T
g(Xv ,Xø)h(Xø,Xv , 〈XNø(T )〉)1{ø∈Nv(T )}
1
|Nv(T )|
]
= E
 1
|Nø(T )|
∑
k∈Nø(T )
g(Xk,Xø)h(Xø,Xk, 〈XNø(T )〉)
|Nø(T )|
|Nk(T )|

= E
[
g(X1,Xø)h(Xø,X1, 〈XNø(T )〉)
|Nø(T )|
|N1(T )|
1{1∈T }
]
. (7.50)
If we define ϕh : C
2
t → R by
ϕh(Xø,X1) = E
[
|Nø(T )|
|N1(T )|
h(Xø,X1, 〈XNø(T )〉)
∣∣∣∣ Xø,X1] ,
then (7.50) implies
E
[
g(Xø,X1)h(X1,Xø, 〈XN1(T )〉)1{1∈T }
]
= E
[
g(X1,Xø)ϕh(Xø,X1)1{1∈T }
]
. (7.51)
We will similarly define ϕ1 : C
2
t → R by
ϕ1(Xø,X1) = E
[
|Nø(T )|
|N1(T )|
∣∣∣∣ Xø,X1] .
Apply the procedure (7.51) once more, with h replaced by the constant function 1 and with
g(xø, x1) replaced by g(x1, xø)ϕh(xø, x1), to get
E
[
g(X1,Xø)ϕh(Xø,X1)1{1∈T }
]
= E
[
g(Xø,X1)ϕh(X1,Xø)ϕ1(Xø,X1)1{1∈T }
]
.
Combining this with (7.51), we have
E
[
g(Xø,X1)h(X1,Xø, 〈XN1(T )〉)1{1∈T }
]
= E
[
g(Xø,X1)ϕh(X1,Xø)ϕ1(Xø,X1)1{1∈T }
]
. (7.52)
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As this holds for any g, we deduce that, a.s. on {1 ∈ T },
E
[
h(X1,Xø, 〈XN1(T )〉)
∣∣ Xø,X1] = ϕh(X1,Xø)ϕ1(Xø,X1).
On the other hand, taking h ≡ 1 in (7.52), we deduce that ϕ1(X1,Xø)ϕ1(Xø,X1) = 1 a.s. on
{1 ∈ T }, and so
E
[
h(X1,Xø, 〈XN1(T )〉)
∣∣ Xø,X1] = ϕh(X1,Xø)
ϕ1(X1,Xø)
.
This proves (7.5) for k = 1. In light of the symmetry provided by Proposition 7.3(ii), this is
enough to complete the proof. 
Appendix A. Local convergence of marked graphs
This appendix develops the essential properties of the space G∗[X ] of isomorphism classes
of rooted connected marked graphs, defined in Section 2.4. Throughout this section, (X , d) is a
fixed metric space. Some of these results (albeit with a different choice of metric) can be found
in [8, Section 3.2], but we give full proofs for the sake of completeness.
Let I(G,G′) denote the set of isomorphisms between two graphs G,G′ ∈ G∗. Recall that a
sequence (Gn,x
n) ∈ G∗[X ] converges locally to (G,x) ∈ G∗[X ] if, for every k ∈ N and ǫ > 0, there
exist N ∈ N such that for all n ≥ N there exists ϕ ∈ I(Bk(Gn), Bk(G)) with d(x
n
v ,xϕ(v)) < ǫ for
all v ∈ Bk(Gn), where recall from Section 2.4.1 that Bk(Gn) represents the induced subgraph of
Gn on vertices of Gn that are no greather than distance k from the root. We may endow G∗[X ]
with the metric
d∗((G,x), (G
′,x′)) =
∞∑
k=1
2−k
(
1 ∧ inf
ϕ∈I(Bk(G),Bk(G′))
max
v∈Bk(G)
d(xv, x
′
ϕ(v))
)
,
where the infimum of the empty set is understood to be infinite. We will show in Lemma A.2
that this is a genuine metric on G∗[X ]. The following proposition confirms first that this metric
is indeed compatible with the aforementioned notion of local convergence.
Proposition A.1. A sequence (Gn,x
n) converges locally to (G,x) if and only if d∗((Gn,x
n), (G,x)) →
0.
Proof. To prove the “if” direction, fix k ∈ N and find nk such that d∗((Gn,x
n), (G,x)) < 2−2k
for all n ≥ nk. Then
inf
ϕ∈I(Bk(Gn),Bk(G))
max
v∈Bk(Gn)
d(xnv , xϕ(v)) < 2
−k.
We may thus find ϕ ∈ I(Bk(Gn), Bk(G)) such that d(x
n
v , xϕ(v)) < 2
−k for all v ∈ Bk(Gn).
Conversely, suppose (Gn,x
n) converges locally to (G,x). Fix ǫ > 0 and k ∈ N such that 21−k ≤ ǫ.
Find nk such that for all n ≥ nk there exists ϕn ∈ I(Bk(Gn), Bk(G)) with d(x
n
v ,xϕn(v)) < 2
−k
for all v ∈ Bk(Gn). Note that for j < k the restriction ϕn|Bj(Gn) of ϕn to Bj(Gn) belongs to
I(Bj(Gn), Bj(G)), and we deduce that, for n ≥ nk,
d∗((Gn,x
n), (G,x)) <
k∑
j=1
2−j2−k +
∞∑
j=k+1
2−j
(
1 ∧ inf
ϕ∈I(Bj(G),Bj(G′))
max
v∈Bj(G)
d(xv , x
′
ϕ(v))
)
≤ 2−k + 2−k ≤ ǫ.

Lemma A.2. (G∗[X ], d∗) is a metric space.
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Proof. We first check that d∗ is a metric. Symmetry is clear, as is the fact that (G,x) ∼= (G
′,x′)
implies d∗((G,x), (G
′,x′)) = 0. Conversely, if d∗((G,x), (G
′,x′)) = 0, we show that (G,x) and
(G′,x′) are isomorphic as follows: Find a sequence ϕk ∈ I(Bk(G), Bk(G
′)) such that xv = x
′
ϕk(v)
for all v ∈ Bk(G). Extend each ϕk arbitrarily to a function from G to G
′, and view each ϕk as
an element of the space (V ′)V . Endowing V ′ and V with the discrete topology, we may equip
(V ′)V with the topology of pointwise convergence. The sequence (ϕn) is pre-compact in this
topology since ϕn|Bk(G) ⊂ Bk(G
′)V for each n ≥ k, so we may find a subsequential limit point
ϕ : V → V ′. The restriction ϕ|Bk(G) of ϕ to Bk(G) belongs to I(Bk(G), Bk(G
′)) for each k,
and it follows easily that ϕ must be an isomorphism from G to G′. Moreover, we must have
xv = x
′
ϕ(v) for all v ∈ Bk(G), for all k, and we conclude that ϕ is an isomorphism from (G,x)
to (G′,x′). 
Lemma A.3. If (X , d) is separable, then so is (G∗[X ], d∗).
Proof. Suppose (X , d) is separable. Find a countable dense sequence (xn) ⊂ X . Let (Gn) ⊂ G
be an enumeration of the countably many (isomorphism classes) of finite rooted graphs. It is
straightforward to check that {Gn : n ∈ N} is dense in G, since for any countably infinite rooted
graph G we have Bk(G)→ G as k →∞. Similarly, {(Gn,x
k) : k, n ∈ N} is dense in G∗[X ]. 
Lemma A.4. . Suppose a set S ⊂ G∗[X ] satisfies the following two properties:
(i) The set {G : (G,x) ∈ S for some x ∈ XG} is precompact in G∗.
(ii) For every k ∈ N there exists a compact set K ⊂ X such that for all (G,x) ∈ S and all
v ∈ Bk(G) we have xv ∈ K.
Then S is precompact in G∗[X ].
Proof. Let (Gn,x
n) be a sequence in S. Due to property (i) we can assume without loss of
generality that Gn converges in G∗ to some G. For k ∈ N there exists nk ∈ N such that Bk(Gn)
and Bk(G) are isomorphic for all n ≥ nk, so we may find ϕ
n
k ∈ I(Bk(G), Bk(Gn)). Assume
without loss of generality that ϕnk+1 agrees with ϕ
n
k on Bk(G) for each k and n ≥ nk+1. By
assumption, there exists a compact set Kk ⊂ X such that x
n
v ∈ Kk for all v ∈ Bk(Gn) and
n ∈ N. In particular, yk,nv := xnϕn
k
(v) ∈ Kk for all v ∈ Bk(G). Hence, (y
k,n
v )v∈Bk(G), n∈N is
pre-compact in XBk(G). Find ykv ∈ X and an increasing sequence n
k
1 < n
k
2 < . . . with n
k
1 ≥ nk
such that limj y
k,nkj
v = ykv for each v ∈ Bk(G). By extracting these subsequences inductively for
k = 1, 2, . . ., we may assume that {nk+1j : j ∈ N} is a subsequence of {n
k
j : j ∈ N} for each k.
Due to the assumption that ϕnk+1 agrees with ϕ
n
k on Bk(G), we have y
k+1,n
v = y
k,n
v and thus
yk+1v = y
k
v . Defining yv := y
k
v and y = (yv)v∈G, we find that (Gnk
k
,xn
k
k) converges to (G,y) as
k →∞. 
Lemma A.5. If (X , d) is complete, then so is (G∗[X ], d∗).
Proof. Suppose that (X , d) is complete. Fix a Cauchy sequence ((Gn,x
n))n∈N ⊂ G∗[X ]. For
each k we may find nk such that d∗((Gn,x
n), (Gm,x
m)) < 2−2k for all n,m ≥ nk. Then, for
n,m ≥ nk, there exists ϕ
k
n,m ∈ I(Bk(Gn), Bk(Gm)) such that maxv∈Bk(Gn) d(x
n
v , x
m
ϕkn,m(v)
) ≤ 2−k.
We may assume without loss of generality the following properties:
(i) ϕkn,n is the identity map on Bk(Gn) for each n.
(ii) (ϕkn,m) forms a semigroup for n,m ≥ nk, in the sense that ϕ
k
ℓ,m ◦ ϕ
k
n,ℓ = ϕ
k
n,m whenever
nk ≤ n ≤ ℓ ≤ m.
(iii) The restriction of ϕk+1n,m to Bk(Gn) agrees with ϕ
k
n,m for each k and n,m ≥ nk.
LARGE SPARSE NETWORKS OF INTERACTING DIFFUSIONS 59
First, we identify the limit of the graph sequence itself. To this end, note that Bk(Gn) ∼= Bk(Gm)
for n,m ≥ nk. Let H˜k = Bk(Gnk), and note that H˜k is isomorphic to a subgraph of H˜k+1 for
each k. We may then inductively construct Hk ∼= H˜k of the form Hk = (Vk, Ek, ρ), where
Vk ⊂ Vk+1 and Ek ⊂ Ek+1 for each k, and ρ ∈ V1 is the root; that is, Hk is an induced subgraph
of Hk+1. Now define
H = (V,E, ρ), where V =
⋃
k∈N
Vk, E =
⋃
k∈N
Ek.
Clearly Hk → H in G∗, by construction, since Bk(H) = Bk(Hn) for all n ≥ k. Moreover, by
construction, Bk(Gn) ∼= Bk(H) for all n ≥ nk. Choose ψk ∈ I(Bk(H), Bk(Gnk)) arbitrarily. We
then have, for ℓ ≥ k and n,m ≥ nℓ,
2−ℓ ≥ max
v∈Bℓ(Gn)
d(xnv , x
m
ϕℓn,m(v)
)
≥ max
v∈Bk(Gn)
d(xnv , x
m
ϕkn,m(v)
)
= max
v∈Bk(Gnk )
d(xnϕknk,n(v)
, xmϕkn,m◦ϕknk,n(v)
)
= max
v∈Bk(H)
d(xnϕknk,n◦ψk(v)
, xmϕkn,m◦ϕknk,n◦ψk(v)
)
= max
v∈Bk(H)
d(xnϕknk,n◦ψk(v)
, xmϕknk,m◦ψk(v)
),
where the last step follows from the assumed semigroup structure of the ϕkn,m. Fixing k, this
shows that for each v ∈ Bk(H) the sequence y
k,n
v = xnϕknk,n◦ψk(v)
for n ≥ nk is Cauchy in (X , d),
and thus it converges to a limit ykv ∈ X . The set
K =
⋃
n≥nk
{yk,nv : v ∈ Bk(H)} ⊂ X
is thus pre-compact, and we note that xnv ∈ K for all n ≥ nk and v ∈ Bk(Gn). This shows that
the set S = {(Gn,x
n) : n ∈ N} is pre-compact, as it satisfies the conditions of Lemma A.4. 
Lemma A.6. Suppose Gn → G in G∗. Suppose, for each n, X
n = (Xnv )v∈Gn is a X
Gn-valued
random variable. Suppose finally that for each k, the family
{Xnv : n ∈ N, v ∈ Bk(Gn)}
of X -valued random variables is tight. Then (Gn,X
n) is tight in G∗[X ].
Proof. The assumed tightness ensures that for every k ∈ N and ǫ > 0 there exists K ⊂ X
compact such that
sup
n
max
v∈Bk(Gn)
P(Xnv /∈ K) ≤ ǫ.
We first claim that, in fact, for all k ∈ N and ǫ > 0 there exists a compact set K ⊂ X such that
sup
n
P(Xnv /∈ K for some v ∈ Bk(Gn)) ≤ ǫ.
To this end, find N ∈ N such that for all n ≥ N there exists an isomorphism ϕn from Bk(G) to
Bk(Gn). Then
{Xnϕn(v) : n ≥ N, v ∈ Bk(G)}
is tight (as a family of X -valued random variables), and because Bk(G) is a finite set we conclude
that
{(Xnϕn(v))v∈Bk(G) : n ≥ N}
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is tight (as a family of XBk(G)-valued random variables). Since ∪Nn=1Bk(Gn) is finite, this proves
the first claim above.
Now, for each k ∈ N and ǫ > 0, find a compact set K(k, ǫ) ⊂ X such that
sup
n
P(Xnv /∈ K(k, ǫ) for some v ∈ Bk(Gn)) ≤ ǫ2
−k.
Define Sǫ ⊂ G∗[X ] by
Sǫ =
{
(Gn,x) : n ∈ N, x ∈ X
Gn , and xv ∈ K(k, ǫ) for all k ∈ N and v ∈ Bk(Gn)
}
.
By Lemma A.4, Sǫ is pre-compact, and we complete the proof by noting that
P ((Gn,X
n) /∈ Sǫ) ≤
∞∑
k=1
P(Xnv /∈ K(k, ǫ) for some v ∈ Bk(Gn))
≤
∞∑
k=1
ǫ2−k = ǫ.

With the essential properties of the metric space (G∗[X ], d∗) now established, we conclude
by addressing the question of convergence of empirical measures.
Proposition A.7. Suppose (X , d) is a complete, separable metric space. Let (G,x), (Gn,x
n) ∈
G∗[X ], and assume G and Gn are finite graphs. Define the empirical measures
µG =
1
|G|
∑
v∈G
δxv , µn =
1
|Gn|
∑
v∈Gn
δxnv .
If (Gn,x
n)→ (G,x) in G∗[X ], then µn → µ
G.
Proof. Fix finite graphs G, Gn in G∗. Consider the 1-Wasserstein (Kantorovich) metric,
W1(m,m
′) = sup
{∫
X
f d(m−m′) : f : X → R, |f(x)− f(y)| ≤ d(x, y)∀x, y ∈ X
}
.
It is well known that convergence in this metric implies weak convergence. For any (rooted
connected) graph G′ = (V ′, E′, ø′) ∈ G∗ let R(G
′) = inf{n ≥ 0 : G′ = Bn(G
′)}, and note that
R(G′) is simply the distance from the root to the furthest vertex. A graph G′ ∈ G∗ is finite if
and only if R(G′) < ∞. Moreover, G′ = BR(G′)(G
′) = Br(G
′) for any r ≥ R(G′). Because the
graph is connected, it is also clear that if Br(G
′) = Bs(G
′) for some s > r, then there are no
vertices further than r away from the root, and so G′ = Br(G
′) and R(G′) ≤ r.
Now, let r = 2R(G). Let ǫ > 0. The assumed convergence (Gn,x
n) → (G,x) implies the
existence of N ∈ N such that for all n ≥ N there exists ϕn ∈ I(Br(G), Br(Gn)) such that
maxv∈Br(G) d(xv , x
n
ϕn(v)
) < ǫ. Now, since G = Br(G) = BR(G)(G), by isomorphism we must
have Br(Gn) = BR(G)(Gn). From the argument of the previous paragraph we deduce that
Gn = Br(Gn) and R(Gn) = R(G). Thus ϕn is an isomorphism from G to Gn, and
W1(µn, µ) = sup
f
1
|G|
∑
v∈G
(
f(xv)− f(x
n
ϕn(v)
)
)
≤
1
|G|
∑
v∈G
d(xv, x
n
ϕn(v)
) < ǫ.

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Appendix B. Existence and uniqueness for the infinite SDE under Lipschitz
assumptions
Proof of Theorem 3.1. Let (Ω,F ,F = (Ft)t≥0,P) be a filtered probability space supporting in-
dependent F-Wiener processes (Wv)v∈V and initial conditions (ξv)v∈V that are F0-measurable
and i.i.d. with law λ0. Let (Xv)v∈V and (X˜v)v∈V denote two continuous F-adapted processes,
satisfying maxv∈V E‖Xv‖
2
∗,T <∞ for each T > 0, where we recall that ‖x‖∗,T = sup0≤t≤T |x(t)|.
Fix T <∞. Define (Yv)v∈V and (Y˜v)v∈V by
dYv(t) = b(t,Xv ,XNv )dt+ σ(t,Xv)dWv(t), Yv(0) = ξv,
dY˜v(t) = b(t, X˜v , X˜Nv )dt+ σ(t, X˜v)dWv(t), X˜v(0) = ξv.
For each v ∈ V and t ∈ [0, T ], we may use Itoˆ’s formula and the assumed Lipschitz condition on
the drift and diffusion coefficients to get
E
[
‖Yv − Y˜v‖
2
∗,t
]
≤ 2tE
[∫ t
0
∣∣∣b(s,Xv,XNv )− b(s, X˜v, X˜Nv )∣∣∣2 ds]
+ 8E
[∫ t
0
∣∣∣σ(s,Xv)− σ(s, X˜v)∣∣∣2 ds]
≤ 4tK2T
∫ t
0
E
[(
‖Xv − X˜v‖
2
∗,s +
1
|Nv|
∑
u∈Nv
‖Xu − X˜u‖
2
∗,s
)
ds
]
+ 8K¯2T
∫ t
0
E
[
‖Xv − X˜v‖
2
∗,s
]
ds.
Hence,
sup
v∈V
E
[
‖Yv − Y˜v‖
2
∗,T
]
≤ 8(tK2T + K¯
2
T )
∫ T
0
sup
v∈V
E
[
‖Xv − X˜v‖
2
∗,t
]
dt.
Existence and uniqueness now follows from a standard Picard iteration argument that invokes
Gronwall’s inequality. 
Appendix C. A mimicking theorem
Here we state and prove a result used throughout the text, which can be seen as a path-
dependent version of the famous mimicking theorem of Gyo¨ngy [19]. Our Theorem C.1 below
is in fact a special case of the more recent extension of Gyo¨ngy’s result by Brunick and Shreve
[10] (see Corollary 3.11 therein). In fact, this path-dependent analogue is fairly well known in
other contexts, but we include the simple proof in an effort to keep the paper self-contained.
In this section, let (Ω,F ,F,P) be a filtered probability space supporting an F-Brownian
motion W of dimension m as well as an F-adapted process X of dimension d such that X
admits the differential
dX(t) = b(t)dt+ σ(t)dW (t),
where b and σ are F-adapted processes taking values in Rd, and Rd×m, respectively, with
E
[∫ t
0
(
|b(s)|2 +Tr[σσ⊤(s)]
)
ds
]
<∞, for t > 0, (C.1)
where E denotes expectation with respect to P. As usual, write C = C(R+;R
d) and Ct =
C([0, t];Rd) for the spaces of Rd-valued paths, for t > 0.
62 LACKER, RAMANAN, AND WU
Theorem C.1. In the setting above, define progressively measurable mappings b˜ : R+×C → R
d
and a˜ : R+ × C → R
d×d by1
b˜(t, x) = E[b(t) |X[t] = x[t]],
a˜(t, x) = E[σσ⊤(t) |X[t] = x[t]].
Let σ˜ : R+ × C → R
d×d be any progressively measurable function satisfying σ˜(t,X)σ˜⊤(t,X) =
a˜(t,X) a.s. for almost every t > 0. Then there exists an extension (Ωˇ, Fˇ , Fˇ, Pˇ) of the probability
space (Ω,F ,F,P) that supports a standard d-dimensional Fˇ-Brownian motion W˜ such that
dX(t) = b˜(t,X)dt + σ˜(t,X)dW˜ (t), t ≥ 0.
Proof. Let C∞c (R
d) denote the set of smooth functions on Rd with compact support. Write
∇ and ∇2 for the gradient and Hessian operators, respectively. Using Itoˆ’s formula, and the
condition (C.1), it is easy to show that for ϕ ∈ C∞c (R
d) the process
ϕ(X(t)) −
∫ t
0
(
b(u) · ∇ϕ(X(u)) +
1
2
Tr[σσ⊤(u)∇2ϕ(X(u))]
)
du
is a F-martingale. In particular, if t > s, and if Z is any bounded Fs-measurable random variable
then
0 = E
[
Z
(
ϕ(X(t)) − ϕ(X(s)) −
∫ t
s
(
b(u) · ∇ϕ(X(u)) +
1
2
Tr[σσ⊤(u)∇2ϕ(X(u))]
)
du
)]
.
Now, let FX = (FXt )t≥0 denote the filtration generated by X. If Z is measurable with respect to
FXs ⊂ Fs, then we may use Fubini’s theorem and the tower property of conditional expectations
to obtain
0 = E
[
Z
(
ϕ(X(t)) − ϕ(X(s)) −
∫ t
s
(
b˜(u,X) · ∇ϕ(X(u)) +
1
2
Tr[σ˜σ˜⊤(u,X(u))∇2ϕ(X(u))]
)
du
)]
.
This shows that the process
ϕ(X(t)) −
∫ t
0
(
b˜(u,X) · ∇ϕ(X(u)) +
1
2
Tr[σ˜σ˜⊤(u,X)∇2ϕ(X(u))]
)
du
is a FX-martingale, for every ϕ ∈ C∞c (R
d).
The claim now follows from the usual construction of weak solutions from solutions to
martingale problems (e.g., using the arguments in Proposition 5.4.6 and Theorem 3.4.2 of [23]
or [41, Theorem (20.1), p. 160]. 
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