








































































































































2.2   数据集分割
1) 分割的脚本命令:
split -l 200,000 train.csv -d -a 2 train_
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  d r其中 是纬度,  是经度,  是两点之间的距离,  是球体
的半径, 在我们的情况下, 应以所需度量 (例如 6371公
里)的地球半径代替.











































u(n) = [u1(n);u2(n);    ;uK(n)]T
x(n) = [x1(n); x2(n);    ; xN(n)]T
y(n) = [y1(n);y2(n);    ;yL(n)]T
(3)
则回声状态网络状态方程为:
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f1; f2;    ; fN





out;    ; f Lout
k










到储备池的连接权值矩阵 ,  ,  随机产生, 一
经产生就固定不变. 而连接到输出单元的连接权值矩
阵  需要经过训练得到.





































x˜(n) = tanh(Win[1;u(n)]+Wx(n 1)) (5)
x(n) = (1 )x(n 1)+x˜(n) (6)
x(n) 2 RNx x˜
n tanh()
[; ]
Win 2 RNx(1+Nu) W 2 RNxNx













y(n) =Wout[1;u(n); x(n)] (7)





Wout = YtargetXT(XXT+I) 1 (8)





用于符号简化的 表示 , 这考虑到偏置 (1), 输











步骤 2. 对于每个时间戳 , 将储层状态 收集到
, 目标值  收集到 .










YtargetXT+ = ytarget(n) x(n)T (9)
XXT+ = x(n) x(n)T (10)
YtargetXT XXT NyNx
Nx Nx
x [1;U; x] Nx
1+Nu+Nx
 和  的尺寸分别为 ( ) 和
( ). 如果我们考虑到目前为止所描述的架构, 并
































参数 Nr sigma Lambda  Conn(%)
最佳值 250 0.4 0.01 1 30
4   基于随机森林算法预测抵达时间
















这里的 是测试数据集的总观测值,  是观测值,  是旅
行时间的实际值,  是自然对数.









P(X j) n X j
节点 上的分类数据全部来自于同一类别, 则此节点的


























mtry mtry n mall mtry
步骤 2. 设有 个变量, 则在每一棵树的每个节点

















































5.1   出租车目的地预测实验结果


















































5.2   出租车抵达时间预测实验结果
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