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ABSTRACT 
A new algorithm for non-uniform speech segmentation and 
its application in speech recognition systems is presented. 
A new method based on the Modulated Gaussian Wavelet 
'Ikamform based Speech Analyser (MGWTSA) and the sub- 
sequent Parametrization block is used to transform a uni- 
formly signal into a set of non-uniformly separated frames, 
with the accurate information to be fed to our speech recog- 
nition system. Our algorithm wants to have a frame charac- 
terizing the signal where it is necessary, trying to reduce as 
much as possible the number of frames per signal, without an 
appreciable reduction in the recognition rate of the system. 
1. Introduction 
In the last years, Wavelet Transform (WT) have been ap- 
plied in merent speech processing applications[4] [3] as an 
dc ien t  front-end system taking advantages of their good 
time-frequency resolution. Most of those systems are spe- 
ech coding systems [2][7] or pitch detection systems [6][1][8]. 
Even though some speech recognition systems based on WT 
have been designed and tested [5], none of them tries to work 
with non-uniform parameters, as we are doing. 
The work we present in this paper involves speech para- 
metrization using WT and speech recognition systems using 
Hidden Markov Models (HMM). The first step is the para- 
metrization: the speech signal is analysed using a Modulated 
Gaussian Wavelet transform analyser with 17 bands (scales) 
distributed on a Bark scale [6]. In this first step the signal 
is decomposed into 17 Merent temporal signals, each one 
with a different frequencial information, as they are decom- 
positions of the input speech at 17 scales. Actually these 
generated signals are taken sample by sample, but in a near 
future the system will work with a less accurate precision. 
Once the signal is treated, we will examine the output of 
the analyser to detect instants of relevant information in the 
input, then we will take a frame at this time (composed by 
the 17 scales output samples) and finally, we will send it to 
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the recognition system. 
In the second section we will explain the segmentation al- 
gorithms, that resolve which are those relevant instants of 
information. In the third section, the recognition models 
will be presented and in the following one results of some 
tests will be shown to appreciate the performance of both 
the segmentation algorithm and its application in a speech 
recognition task. In the last section the conclusions of this 
work will be detailed. 
2. Speech Segmentation using Wavelets 
The segmentation step of our algorithm tries to detect rele 
vant points in the signal. The solutions we present in this 
paper work basically with the information on two of the 17 
scales of the ouput of the Modulated Gaussian Wavelet Spe- 
ech Analyser. The two ones selected are number 3 and 9 
(central frequency around 350-450 Hz. and 1170-137OHz. 
respectively). In the following paragraphs the Merent solu- 
tions are detailed, and their segmentation process shown in 
Figures 1 and 5 for model 1, Figures 2 and 6 for model 2 and 
Figures 3 and 7 for model 3, both for non-connnected and 
connected digits. 
Figure 1: Uniform Segmentation with interframe distance 
equal to 300 samples for the digit "1" male speaker "ae" 
1. Uniformly separated frames: We take a frame with 
a constant time interval along the signal. This will be 
our reference model, for which the evaluation is shown 
in Figure 4 and in Table 1, in the case of Non-Connected 
Digits. 
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Figure 2: Non-Uniform Segmentation based on maxima lo- 
cation for the digit “1” male speaker “ae”. Speech Signal, 
and output from the third band of the MGWTSA 
I 
‘igure 3: Logarithmic Non-Uniform Segmentation for the 
digit “1” male speaker “ae”. Speech Signal, and output from 
the third band of the MGWTSA, and logarithmic detection 
signal 
2. Scales 3 and 9 Maxima Detection: We select the 
frames looking only to those two scales. Basically we 
consider the samples beyond a threshold, and then ite- 
ratively select the maxima of the two bands, in a prede- 
termined time interval. In Tables 3 and 4 the recogni- 
tion evaluation for this model is displayed for Werent 
maxima postprocessing systems. 
In Segmentation Model uMI ” for the two bands we com- 
pute the threshold, and select as much as one maximum 
per each 60 samples. Then, the two bands maxima 
positions are joined together ensuring that there is no 
two maxima at less than 55 samples. In Segmentation 
Model uM2” the system is the same, but the distance 
between two consecutive maxima is increased in order 
to obtain a fewer number of frames in average per di- 
git. The Model “M3” takes each 5000 samples no more 
than 10 maxima (the peaks are iteratively eliminated 
to get this condition), as a way to ensure a minimum 
averaged interframe distance of 500 samples per scale, 
that is slowly reduced when the two bands are joined. 
For the Models “M4 n, “M5” and uM6” we eliminate pro- 
gressively one maximum each two or three maxima in 
an increasing time interval. 
3. Logarithmic solution: It is the same idea as in the 
second solution, but we take the logarithm of the two 
scales as a previous step of the algorithm, to smooth 
the dynamic range of the signal, and then avoid some 
problems with the initial threshold (see the marks set 
in Figures 6 and 7). Results on our Speech Recognition 
Experiments are shown in Table 2. 
Table 1: Speech Recognition Rate for Uniform Segmenta- 
tion 
Table 2: Speech Recognition Rate for Logarithmic Non- 
Uniform Segmentation and two Gaussian Mixtures per Mo- 
del 
In Model “Lln the process is the same as in Model “M1 ” 
but working with the logarithm of the maxima. In the 
Model “L2” once the maxima are found we integrate 
the d u e s  around them and then localize the maxima 
of the transitions of the integral, up to the mininum 
number of frames possible (the averaged number of fra- 
mes per digit is below 3). In Models “L3” and “L4” 
we apply the same process than in the latest case but 
the number of maxima is not so drastically reduce. Fi- 
nally, in Model 2 5 ”  the output of bands 3 and 9 from 
the MGWTSA is only computed each 10 samples, as 
a way to reduce the computational load of the system, 
without am appreciable recognition rate reduction (the 
convolution is performed once each 10 samples). 
In all the alternatives of our algorithm the objective is always 
the same: avoid as much as possible irrelevant information to 
the speech recognition step, as silent speech segments would 
be. In the results, we always indicate the averaged number of 
frames per digit and the averaged number of samples between 
two consecutive frames, as an idea to compare our results 
with uniformly segmented algorithms. 
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3. Speech Recognition models 
Once the relevant parameters are selected from the input 
speech signal, we will use a speech recognition system based 
on HMM to test our segmentation algorithms. The system 
is implemented using HTK software tools, with continuous 
HMM. The speech database used is TI with Connected and 
Non-Connected Digits . 
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results are shown and commented in this section. In Table 
1 the results for a uniformly segmented solution are taken 
as a reference for the algorithms tested at the Segmentation 
stage. It is deduced that for higher interframe distances the 
performance of those uniform models gets worst. 
I I 
Figure 5: Uniform Segmentation with interframe distance 
equal to 300 samples for the digits “251” male speaker “awn 
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Figure 4: Speech Recognition Rate vs. Interframe Dis- 
tances, for all the solutions presented in this paper: Uni- 
form Segmentation ’x’, Non-Uniform Segmentations based 
on Maxima Detection and One Gaussian Mixture per Model 
’o’, Two Gaussian Mixtures per Model ’*’ and Logarithmic 
Algorithm ’+’ 
in1eIfmnedIstna 
We have selected some alternatives for the models: 
Non-Connected Digits In the Reestimation of the mo- 
dels (11 digits + silence) is computed only with Non- 
Connected sentences, even if the evaluation will take 
into account both Connected and Non-Connected sen- 
tences. 
Connected Digits In the Reestimation we take both Con- 
nected and Non-Connected Sentences. 
In, this data base, sometimes (Model “M5.1”) we use a dif- 
ferent number of states for digits 6 and 8, as they are the 
shortest and we could have a very few number of frames with 
some of the solutions tested. We usually work with 8 states 
per digit, or 8 states for all the digits except digits 6 and 8 
that have 6 states. The number of states per digits could not 
be higher than those values due to the fact that only a few 
frames are selected per digit (remind the averaged number 
of frames per digit), compared to other uniformly segmented 
solutions. 
4. Speech Recognition Results 
In order to have a good idea of the performance of our algo- 
rithms we have tested them with TI data base (91 and their 
The objective of our algorithms is the improvement of those 
results with fewer number of frames per digit (or with a hig- 
her interframe distance), as a way to prove that in speech 
recognition systems a good amount of information is redun- 
dant and meaningless. 
Table 3: Speech Recognition Rate for Mavima Detection 
Based Non-Uniform Segmentation and one Gaussian Mix- 
ture per Model 
Working with one Gaussian Mixture per Model, the recogni- 
tion rate for the Maxima Detection system is better than the 
uniform one with intyerframe distances higher than 250 sam- 
ples. Even in the Model “M6” the percentage is the highest 
of all the models, with the highest interframe distance (545 
samples or 68.13 msec.). When we work with two Gaussian 
Mixtures per Model the performance grows 10 points due to 
a better estimation of the models. 
Table 4 Speech Recognition Rate for Maxima Deted ;ion 
Based Non-Uniform Segmentation and two Gaussian Mixtu- 
res per Model 
The solution working with logarithms shows interesting re- 
sults, due to the important averaged interframe distance (up 
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to 1319 samples or 164.88msec.) while the recognition rate 
continues quite acceptable. 
I 
Figure 6: Non-Uniform Segmentation based on maxima l e  
cation for digits "251" male speaker "aw". speech Signal, 
and output from the third band of the MGWTSA 
5. Conclusions 
In this paper we have shown a new Non-Uniform Segmenta- 
tion Algorithm working with the time-frequency information 
delivered by a Modulated Gaussian Wavelet Transform based 
Speech Analyser, on two of their 17 scales. Doing a pseudo- 
iterative procedure with the signals in those two scales of 
the system, we annotate which are the relevant information 
instants in the speech signal, and build a Continuous Models 
Speech Recognition system with frames of Time-Fkequency 
information. 
Both the Segmentation and the Recognition performance 
of the system are evaluated, and the paper indicates that 
working with quite high non-uniform interframe distances 
the recognition rate of the system will remain acceptable and 
it could even be improved. Future works on this Segmenta- 
tion System, will introduce a new algorithm working with 
the timefrequency information taken from all the scales of 
the MGWTSA front end. 
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