Abstract-The entropy computation of Gaussian mixture distributions with a large number of components has a prohibitive computational complexity. In this paper, we propose a novel approach exploiting the sphere decoding concept to bound and approximate such entropy terms with reduced complexity and good accuracy. Moreover, we propose an SNR regionbased enhancement of the approximation method to reduce the complexity even further. Using Monte-Carlo simulations, the proposed methods are numerically demonstrated for the computation of the mutual information including the entropy term of various channels with finite constellation modulations such as binary and quadratic amplitude modulation (QAM) inputs for communication applications.
I. INTRODUCTION
I N general, the computation of Gaussian mixture distributions with a large number of components has a prohibitive computational complexity but a wide range of useful application areas including communications [2] , [3] , [4] , [5] , [6] , data fusion [7] , [8] , [9] , machine learning [10] , [11] , image and pattern recognition [12] , [13] , and target tracking applications [14] , [15] . For instance, the computation of mutual information in communications results in the problem of computing entropy terms of a large system with finite input alphabet which has a prohibitive computational complexity since the number of possible inputs grows exponentially with the system dimension. Moreover, in data fusion and target tracking applications, computing the full Gaussian mixture distribution of a sampled data set has prohibitive complexity for high dimensions or a large data set.
In data fusion and tracking areas, Gaussian mixture reduction is common to reduce the problem size and bound the computational complexity and required memory size [7] , [8] , [9] , [14] , [15] . However, most Gaussian mixture reduction algorithms know the true Gaussian mixture distribution for a sampled data set and start from it to reduce the number of components by merging, pursing, and expanding based S. M. Kim, T. T. Do, and T. J. Oechtering are with the ACCESS Linnaeus Centre, School of Electrical Engineering, KTH Royal Institute of Technology, Stockholm, Sweden (e-mail: {sumin,ttdo,oech}@kth.se).
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on distance measures such as integral squared error (ISE) and Kullback-Leibler (KL) divergence. However, they are intractable for high dimensions since this approach requires the computation of the distance measures between all possible components.
On the other hand, there have been several approaches in communications to approximate the mutual information or the entropy of Gaussian mixture distributions both analytically and numerically. Huber et al. [2] proposed an entropy approximation of Gaussian mixture random vectors based on Taylor series expansion, which does not apply to a large system size. Girnyk et al. [3] analyzed the capacity of a large multiple input and multiple output (MIMO) system with a finite input alphabet based on the matrix replica method. This approach is only applicable to compute the average capacity of an independent and identically distributed (i.i.d.) MIMO channel with infinite dimension. Arnold et al. [5] proposed a simulation-based computation of the mutual information of a time-invariant discrete-time channel with memory. Dauwels and Loeliger [16] extended the approach to continuous state spaces and Molkaraie and Loeliger [17] applied it to information rates computation of two-dimensional channels whose main application is a magnetic recording. Although this allows the approximation of the mutual information with a long block length, the method is limited to time-invariant frequencyselective fading channels with a relatively short finite impulse response (FIR) length. Zhu et al. [4] proposed a statistical computation approach for MIMO channels with a finite alphabet depending on the signal-to-noise ratio (SNR). Even if this approach offers very low complexity for arbitrarily structured channels with high dimension, the accuracy at moderate SNR, especially important for practical systems, is not acceptable.
In this paper, our main contribution is to provide a novel approximation method with low complexity and good accuracy on the mutual information of arbitrarily structured channels with high dimension, which also leads to new upper and lower bounds. The main idea is to find N -closest Gaussian components through an efficient tree search algorithm and approximate the true Gaussian mixture distribution by a reduced Gaussian mixture distribution. Based on this approach, we provide upper and lower bounds computable with reduced complexity and, further, an approximation with significantly reduced complexity, which can be computed even for high dimensional cases. Although we focus on the communication problems in this paper, it is worth mentioning that the proposed method has many general applications where a reduction of the Gaussian mixture is needed.
The rest of this paper is organized as follows. In Section II, the problem definition including a basic system model is presented. In Section III, we review the sphere decoding tree search algorithm. Novel sphere decoder approximations on the entropy are provided in Section IV. In Section V, an SNRbased enhanced approximation algorithm suitable for high dimension is proposed. In Section VI, several numerical examples are discussed for various channels. Finally, conclusive remarks are provided in Section VII.
II. PROBLEM DEFINITION
The Gaussian mixture distribution is a weighted sum of Gaussian distributions with different mean and/or variance, which is mathematically modeled as
where x denotes the complex-valued input vector, N g denotes the total number of Gaussian components, ω i denotes the nonnegative weight factor for the i-th Gaussian component with i ω i = 1, and g i (x) denotes the i-th Gaussian component following a complex Gaussian distribution with mean µ i and covariance Σ i , i.e., g i (x) ∼ CN (µ i , Σ i ). For N g large, the computation of g(x) has a high complexity and therefore reducing the number of components is the main approach of previous Gaussian mixture reduction problem.
In this paper, we consider the following basic system equation, which is common for many communication systems.
where z ∈ C Nt×1 denotes the received signal vector, d ∈ M Nt×1 c denotes the input symbol vector where each symbol d k is taken from a finite constellation set M c ⊂ C, H ∈ C Nt×Nt denotes an arbitrarily structured channel matrix, n denotes the additive white Gaussian noise vector, n ∼ CN (0, I), and the transmitted power (equivalently, SNR due to normalized unit noise variance) is given
Then, the mutual information between the input d and the output z in (2) can be expressed by the differential entropies as follows:
where f z (z) 1 denotes the probability density function (pdf) of z, which is a Gaussian mixture distribution given by
where M c denotes the number of constellation points and d i denotes the i-th input symbol vector among M . Note that for large N t , the computation of (4) is infeasible due to the exponentially increasing number of input vectors. Since the computation 1 We drop the subindex when it is clear from the context. of the expectation in (3) can be easily handled by MonteCarlo simulation, the problem at hand is to approximate (4). In general, for a given z, only a few terms in the sum in (4) hav a significant contribution. Therefore, finding those components which highly contribute is our main approach for the approximation in the rest of this paper.
III. A REVIEW OF SPHERE DECODING TREE SEARCH Our proposed bounds and approximation presented in next sections are inspired from the sphere decoding (SD) algorithm [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , which is a well-known maximum likelihood (ML) branch and bound algorithm in a tree search for MIMO detection, i.e., finding the most likely input vector d i in given the received vector z. Here, we briefly review the SD algorithm.
In order to construct a search tree, the SD algorithm first performs QR factorization of the channel matrix H. Then, the system equation (2) is equivalently given by
with H = QR in which Q is a unitary matrix and R is an upper triangular matrix, v = Q H z, w = Q H n ∼ CN (0, I),
T . It is worth noting that since any invertible linear operation does not change the mutual information [27] , I(z; d) = I(v; d). Then, a search tree is constructed from the bottom to the top of the equivalent upper-triangular channel matrix R. That is, first branches from the root node are constructed from the last diagonal term of R corresponding to d Nt until the last branches to the leaf nodes are constructed from the first row of R corresponding to d 1 . Let r ij denote the (i, j)-th element of R. Then, at the k-th depth, the cost value corresponding to the Euclidean distance between the received vector v and the considered input d can be recursively expressed as
T , and v = [v 1 , . . . , v Nt ] T . Fig. 1 illustrates an example of SD search tree construction for case of 4-quadratic amplitude modulation (QAM) and N t = 3 resulting in 4 3 = 64 possibilities.
A. Depth-First Search (DFS)
The DFS algorithm searches for components with the distance less than the sphere radius in both forward and backward directions among the sub-trees. It first goes through the search tree by a leaf node in the forward direction of k = 1, 2, . . . , N t and then it moves backward in the direction of N t , N t − 1, . . . , 1. Fig. 2 (a) illustrates an example of the DFS.
The DFS algorithm efficiently provides the optimal ML solution corresponding to the closest input symbol vector for traditional MIMO detection. Moreover, during the tree search, if it finds an input symbol vector with shorter distance than the sphere radius, the sphere radius can be dynamically updated which reduces the tree search complexity for the purpose of finding only the closest component. However, in this paper, our purpose of the tree search is finding all components within a given sphere radius. Therefore, we use a fixed sphere radius and do not consider its dynamic update. As a result, after the tree search, it is guaranteed to find all input symbol vectors with shorter distance than the sphere radius. Denoting the number of components within the sphere radius as N , the N -closest components 2 can be found during the tree search.
B. Breadth-First Search (BFS)
The BFS algorithm searches for components in the forward direction only. That is, it searches all nodes at a certain depth and then moves to the next depth. Fig. 2 (b) illustrates an example of the BFS.
In most applications of MIMO detection, the BFS algorithm keeps just K-best components and prune the other branches at each depth. This is called K-Best SD algorithm [28] , [29] , [25] . In this case, if K is sufficiently large, the solution approaches the optimal ML solution. In contrast, limiting K reduces the search complexity and thus it provides a fixed search complexity. This is the main advantage of the K-best SD algorithm since it is easily implemented in a parallel and a pipelined fashion. In the viewpoint of finding N -closest components in our problem, this approach also can provide the fixed complexity relying on K even though the components found at the end are not guaranteed to be the N -closest components.
IV. SPHERE DECODER APPROXIMATION
In this section, we exploit the SD algorithm in a different manner in order to find approximations and bounds on the entropy of Gaussian mixture distributions. While the aim of original SD algorithm is to find only the closest input vector, we find the N -closest input vectors, which contribute the most to f (z), through an efficient tree search. We propose two approaches employing both the DFS and the BFS. The two approaches give different accuracy and complexity control methods although the basic principle is the same. The following bounds are the approximation. From the simulations, we see that the upper bound is usually close to the true curve (refer to Fig. 6 (a) , Fig. 7 , and Fig. 8 (a) ).
A. DFS-Based Upper and Lower Bounds
Starting from (5), the DFS-based algorithm finds input symbol vectors satisfying
where the sphere radius is set to
where d 0 denotes the Babai estimate 3 [30] and α denotes a control parameter which can be used to adjust complexity versus accuracy. If we increase α, the accuracy increases since the search result can include more components due to the larger search radius, while the complexity also increases since it requires more searches in the tree. Note that if α ≥ 1, the sphere radius (8) guarantees to find at least one component in the tree search because it includes at least d 0 . After the SD tree search, the following set of ordered symbol vectors are found:
where
Assuming i.u.d. inputd, the true pdf f (z) can be expressed as:
where the second equality is obtained from the fact that
For the ordered input symbol vectors with respect to the distance, i.e., D = {d 1 ,d 2 , . . . ,d Nt }, the following relations hold after the SD tree search:
Thus, T can be expressed in two parts:
The second term for pruned components is upper-bounded
. Therefore, T can be bounded as follows
Let us define f DFS (v) and f DFS (v) by
Then, the differential entropy of z is bounded by
where h
Enhanced Lower Bound: During the tree search, a pruned branch including sub-branches has a distance value greater than ζ 2 . Let the cost value of the pruned branch at the k-th depth of the search tree be denoted by c(k, d
T is the input symbol vector with length k found in previous and current depth searches. Then, the pruned branch includes M Nt−k c sub-branches and the symbol vectors corresponding to the sub-branches can use
In more detail, denote the remaining Euclidean distance values at leaf nodes for each sub-branch byc(N t , d
Since for the pruned branch,
Nt Nt−k+1 ) for all the pruned branches yields a better lower bound on the entropy.
wherec(d) denotes the cost value ofd at its own pruned depth. For instance, ifd is pruned at depth k,c(d) = c(k,d
Nt Nt−k+1 ). Then, the differential entropy of z gets the enhanced lower bound as
. Substituting the entropy bounds into (3) results in bounds as follows:
B. BFS-Based Upper and Lower Bounds
For BFS-based upper and lower bounds, we employ BFSbased K-best SD approach. Similarly to the DFS-based algorithm, the BFS-based algorithm finds input symbol vectors satisfying
but ζ 2 is set to a sufficiently large value so that all components are included within the sphere radius. Differently from the DFS-based algorithm, the BFS-based algorithm finds the Kclosest components at each depth (i.e., each breadth). In more detail, it takes K shortest distance components among M c K components at each k-th depth. Note that when M , all the components are found at the end of the tree search in the BFS-based algorithm.
After the SD tree search, the following set of ordered symbol vectors are found:
In the BFS-based algorithm, the corresponding relation to (11) does not hold since the components found are not exactly the N -closest components anymore. However, (12) can be still equivalently expressed as
Thus, T is lower-bounded by the first term of the right-hand side of (21). Although we cannot find an upper bound as in (13), the enhanced lower bound approach on the entropy still works in this case.
wherec(d) denotes the cost value ofd at its own pruned depth. Then, the differential entropy of z is bounded bŷ
Determination of the K Parameter: The BFS-based bounds algorithm enables the complexity 4 to be fixed as a certain value by adjusting K parameter, while the DFS-based bounds algorithm can implicitly control the complexity according to
< K . Then, the complexity of the bounds based on the BFS algorithm in terms of the number of visited nodes in the tree search is given by
Note that for K → ∞, we have
, which is the complexity of the true Gaussian mixture distribution. Finally, for a given complexity C 0 , the K parameter is determined by Table I illustrates the notations used in algorithm descriptions in the following. The overall procedure of the proposed SD approximation algorithm is specified in Algorithm 1. The DFS-based and BFS-based SD tree search algorithms used in Algorithm 1 are described as recursive functions in Algorithm 2 and Algorithm 3, respectively.
V. SNR-BASED ALGORITHMIC EXTENSION
The complexity of the previous algorithms may be still too high for a large number of components. In the following subsection, we propose another approach to further reduce the complexity significantly. For a given complexity, the approach can be also used to improve the precision by increasing the number of considered components in the range what it matters.
// Call a tree search algorithm
else if BFS then 13 Set K according to (27) 14
Compute the cost value c according to (6) 
Uniform distribution on the Nt-dimension Cartesian product of the constellation points set M h y x
Monte-Carlo integration approximation for the entropy
The main idea of the extension is to apply different approximation methods to partial symbol vectors within different SNR regions and combine them in order to compute the entropy in the mutual information. To this end, we first partition the given channel matrix and input symbol vector to three regions with respect to the SNR: (i) high SNR, (ii) medium SNR, and (iii) low SNR. Thereafter, we apply one component only approximation, the SD upper bound, and single Gaussian approximation, respectively. Finally, we combine them over the unified symbol vector. Fig. 3 illustrates a simple 4-pulse amplitude modulation (PAM) example of three different approximation methods suitable for different SNR. In the figure, each approximated pdf is well-matched with the true Gaussian mixture pdf with respect to the drawn z in Monte Carlo method. This is the main motivation of this SNR region based approximation in this section.
According to the above partitioning, the received signal model (5) can be rewritten as
Assuming the diagonal terms in R are ordered in increasing order, the following relations hold with respect to two thresh-
Compute the cost value c according to (6)
// Intermediate node // Take the K-best elements
// Update the exponential term
old values, γ l and γ h :
Consequently, A, B, and C in (28) correspond to low SNR, medium SNR, and high SNR partitions, respectively, after reordering the original channel matrix, i.e.,H = HΠ where Π is the permutation matrix, such that the eigenvalues are sorted in increasing order. The V-BLAST ZF-DFE channel ordering in [20] provides an eigenvalue ordering method. Note that the sorting may not be perfect but it is sufficiently good for our purpose since the differences are small. Similarly to α and K parameters, γ l and γ h are design parameters which trade off accuracy versus complexity. A discussion on the choice of those parameters is provided in Section V-B.
A. SNR-Based Enhanced Approximation
In this subsection, we propose an SNR-based extension of the SD approximation method. Therefore, we first present three approximation methods for three difference SNR partition. Then, we provide the approximated pdf combining those results.
We start from the high SNR partition corresponding to the block C. The effective received signal at high SNR can be approximated by
whered C is the drawn d C in the Monte-Carlo method, thus it is known to us for the computation. At high SNR, this approximation becomes very good due to negligible noise as shown in Fig. 3 (c) . By applying the known component for the high SNR block, the effective received signal at medium SNR is approximated by
For givend C , we have
Similarly as in the previous sections, we apply either the DFSbased tree search or the BFS-based tree search to (32) instead of (5). For the DFS-based tree search, the sphere radius is set to ζ 2 = α v B − Bd 0,B 2 where d 0,B is the Babai estimate corresponding to d B . For the BFS-based tree search, ζ 2 is set to a sufficiently large value and the K parameter is chosen considering the block size N B . Afterwards, we can find the vector set D BFS if the BFS-based tree search is used. Similarly to the medium SNR case, by applying the Babai estimate for the high SNR block, the effective received signal at low SNR is given by
For each of the |D
Hence, for givend B , we arrive at
which follows a Gaussian mixture distribution similar to (32) . For each givend B,m , we approximate the Gaussian mixture distribution f (v A,m ) by a single Gaussian distribution with same mean and covariance for the low SNR block A as shown in Fig. 3 (a) . Applying the three different approximations to the three SNR partition, the pdf of the unified received symbol vector can be derived as
where (a) is the single component-based approximation, (c) is the SD upper bound, (e) is the single Gaussian approximation, and (b) and (d) follow from (31) and (33). In (37), each term is given by p(
where Find A, B, C, B A , C A , and C B according to (29) // Integration by a Monte-Carlo method // Compute entropy approximation
that this novel approximation can reduce the tree search
where N B is determined by both γ l and γ h parameters. Since (a) and (c) give lower bounds, when (b), (d), and (e) are very accurate approximations, the final pdf in (37) can be a lower bound (equivalently, an upper bound on the entropy). However, in general, it is an approximation due to (b), (d), and (e). The overall SNR-based enhanced approximation algorithm is presented in Algorithm 4.
B. Discussion on γ l and γ h Parameters
Since γ l and γ h parameters determine the size of the submatrix B, they highly influence the complexity reduction gain. Basically, if the difference between those parameters is small, the proposed approximation yields low complexity with some accuracy losses. On the contrary, as the difference increases, it converges to the SD upper bound results. The goal is to set the parameters so that the accuracy losses are still acceptable. In this subsection, we investigate trends of accuracy on the mutual information according to those parameters which will provide us with a guideline on how to determine them.
Even though we focus on the entropy approximation, our main results are evaluated in terms of the mutual information in Section VI. Thus, we determine the parameters based on the mutual information in this subsection. First of all, there exist two trivial upper bounds on the mutual information: (i) Gaussian bound (GB) assuming Gaussian input distribution given by I(z; d) = log 2 det I + ρHH H ; (ii) source entropy bound (SEB) such that the mutual information cannot exceed the source entropy, i.e., I(z;
since the entropy is non-negative. Fig. 4 shows a typical relation among the GB, the SEB, and the true mutual information according to SNR.
Let
up SD , and I SDEA denote GB, SEB, SD upper bound, and SD-based enhanced approximation on the mutual information, respectively. Through numerical observations, the basic trends of the mutual information according to γ l and γ h parameters for given SNR are illustrated in Fig. 5 . In the figures, we draw two mutual information curves fixing one threshold and varying the other: The blue dashed curve is for fixing γ l → 0 (equivalently, γ l < λ The properties of the mutual information of the proposed SNR-based enhanced approximation, I SDEA , on γ l and γ h are as follows: Based on these properties, we next present a proposal how to determine γ l and γ h at given average SNR. Let us define
SD by setting such that Property c can be satisfied. Otherwise, we trade off accuracy versus complexity. As shown in Fig. 5 , there exists an intersection point of the BC curve and the AB curve. Let us denote the intersection point on x-axis by γ c , then the AB curve is less erroneous on its left-hand side and so is the BC curve on its right-hand side of γ c . Hence, the best way is following the AB curve in the left-hand side and the BC curve in the right-hand side. We propose to determine γ l and γ h proportionally to γ c − λ up GB and two curves (i.e., ∆γ GB ) is longer than ∆γ. In this case, taking the GB is better than the SD approximation for given ∆γ. Thus, two threshold values are set to γ l = λ 2 Nt ≤ γ h for this case based on Property b. Actually, since the GB is very close to the true curve at low SNR, this setting is reasonable. This also can be done simply by limiting the mutual information of the enhanced approximation by I up GB . In general, we can identify three SNR regions. In the low SNR regime, the Gaussian approximation performs well. In the high SNR regime, the one component only approximation performs well. Both do not perform well in the medium SNR regime where the more complex SD approximation yields good results. The previous discussion applies to a given average SNR. If we want to compute the entropy/mutual information for an average SNR range as depicted in Fig. 4 , then in principle we have to compute the threshold values for every average SNR value. However, to reduce the complexity even further, we propose to compute the threshold values γ l and γ h for the average SNR ρ c where the source entropy bound and Gaussian bound intersect and then scale the thresholds for each average SNR value ρ by 
VI. NUMERICAL EXAMPLES
In this section, we evaluate the proposed SD bounds and SNR-based enhanced approximations in terms of the mutual information and the complexity, compared to several benchmarks, which are briefly introduced in the following subsection. We consider two kinds of channels for the performance comparisons: (i) finite impulse response (FIR) filter channel and (ii) frequency-selective and time-selective fading channel.
A. Benchmarks 1) Statistical Approximation (SA) Method [4] : The SA method is analogous to a combination of high and low SNR approximations in the proposed SNR-based enhanced approximation. That is, it finds the following two pdfs of the received symbol vector for high and low SNRs, respectively,
whered denotes the drawn d in the Monte-Carlo expectation and K z = ρHH H + I. Then, the pdf of z is approximated by
2) BCJR Algorithm Based Computation Method [5] : The BCJR algorithm based computation method has been invented to compute information rates for finite-state channels. In this method, for given finite-state channel, the mutual information between very long input and output sequences are defined as
where n is the sequence length and z n = (z 1 , z 2 , . . . , z n ) denotes the output sequence. Then, it finds p(z n ) based on the forward sum-product algorithm [31] . By employing a state sequence s n 0 = (s 0 , s 1 , . . . , s n ) and denoting the input sequence
Defining the state metric µ k (s k ) p(s k , z k ) for the k-th symbol, the computation of (45) is possible by computing the state metrics recursively as
for k = 1, 2, . . . , n. After all, (45) is obtained by p(z n ) = sn µ n (s n ).
In order to reduce the computational complexity for channels with a large number of states, (46) can be modified to yield a lower bound on p(z n ) by taking a subset of states at each k stage. Let S k be a subset of states at the k-th stage with Q |S k |. The recursion (46) can be modified to
This yields an upper bound on h(z) and thus it is called reduced-state upper bound (RSUB) in [5] . It is worth noting that reducing the number of states is a similar approach to reducing the number of candidate input vectors in the proposed SD approximation.
3) Hamming Distance 1 (HD1) Based Approximation Method: For the sake of performance comparison, we propose an HD1-based approximation method which is a simple Gaussian mixture reduction including the symbol vectors with Hamming distance one from a pre-chosen symbol vector. Here, we use the Babai estimate for the pre-chosen symbol vector. Hence, based on the Babai estimate
T , the candidate symbol vectors are obtained bŷ
where d
Consequently, we obtain the set of symbol vectors to be added up by D HD1 = {d 0 } {d (j) i } i,j and thus, the following pdf is obtained:
Since f m (z) is good only at medium SNR, by combining high and low SNR approximations in the SA method, the pdf of z can be approximated by
B. FIR Filter Channel
As first example, we consider a memory-10 FIR filter channel with i.u.d. binary input used in [5] as the largest memory case, i.e.,
For convenience in SNR calculation, the sum of squared channel coefficients is normalized by one. In matrix representation, this channel can be constructed by a Toeplitz matrix with N t = 11 where each row has the same elements but circularly shifted (i.e., circulant matrix). Unlike real-valued noise was considered in [5] , we consider complex-valued noise. Fig. 6 (a) shows the mutual information for memory-10 FIR filter channel with binary input. The GB drawn with Gaussian distributed input provides an upper bound. The true curve can be found by the SD tree search with infinite sphere radius (i.e., I up DFS with α → ∞). The SA method is the worst and the HD1 method is better than the SA method at medium SNR. The BCJR method with full trellis and the proposed DFS-based SD upper bound with α = 1.5 provide the true curve. The DFS-based SD upper bound with α = 1, the BFS-based SD upper bounds, and the BCJR-based RSUB with Q = 100 yield some errors as SNR decreases. For larger α and K parameters, the SD upper bounds become more accurate. Fig. 6 (b) shows the complexity in terms of the number of visited nodes during the tree search or states during the trellis search. The HD1 method requires to find N t (M c − 1) neighbor components. The number of visited nodes in full tree search for the true curve is given by given in (26) and that of the BCJR-based RSUB is obtained by
The BFS with K = 50 has lower complexity than the BCJR-based RSUB with Q = 100, while it is much more accurate on the mutual information as shown in Fig. 6 (a) . Moreover, the BFS with K = 50 is more accurate than the DFS with α = 1, while it has much lower complexity when SNR ≤ 4 dB. Thus, the BFS is useful for low-complexity with a reasonable accuracy. Fig. 7 shows trends of the SD bounds according to control parameters (i.e., α for DFS and K for BFS) in memory-10 FIR filter channel with binary input at SNR = −2.5 dB. As the parameters increases, the bounds converge to the true curve. Note that for both DFS and BFS cases, the upper bounds are much tighter than the lower and enhanced lower bounds.
C. Frequency-Selective and Time-Selective Fading Channel with a Large Memory
As second example, we consider a generalized frequencyand time-selective fading channel given by H = AG where A is the diagonal time-selective channel matrix and G is the frequency-selective circulant matrix as in [32] . This channel setup is relevant for realistic WCDMA systems [6] . For A = diag(a 1 , . . . , a Nt ), we assume a i ∼ CN (0, 1)∀i. For G, we consider a memory-L FIR filter channel, i.e.,
−l , l = 0, . . . , L. Note that the BCJR method in [5] does not work for these setups due to time-varying property. Thus, we only take into account the SA and HD1 methods as benchmarks in this channel. Fig. 8 shows the mutual information and complexity for frequency-and time-selective channel with 4-QAM input, N t = 8, and L = N t − 1. The DFS-based upper bound is almost the same as the true curve with much lower complexity, while the BFS-based upper bound has small errors at low SNR due to lowering the complexity. As investigated in Fig. 7 , the upper bounds are much tighter than the lower bounds. The For the enhanced approximation, we use α = 2, 10 log 10 γ l = −4 dB, 10 log 10 γ h = 4 dB at ρc = 0 dB. Note that in the randomly realized channel H, 10 log 10 λ 2 1 = −3.51 dB and 10 log 10 λ 2
DFS-based lower bound has approximately a constant gap with the upper bound, whereas the BFS-based lower bound is tight at high SNR but loose at low SNR. The enhanced approximation approaches the true curve with a small gap but much lower complexity at low and high SNRs, while the SA and HD1 methods have large errors at moderate SNR. Fig. 9 shows the mutual information for frequency-and time-selective channel with 4-QAM input, N t = 40, and L = N t − 1. Computing the true curve is impossible due to the huge problem size, i.e., M trivial upper bounds, i.e., GB and SEB, for this large size case, while the enhanced approximation still yields a nice curve below. Note that from the properties given in Section V-B and Fig. 8 , we can conjecture that the true curve lies below the enhanced approximation. The complexity of the enhanced approximation is about 10 4 at SNR = 4 dB and less than 10 2 in the other SNRs, while the complexity of full tree search for the true curve is 4(4 40 − 1)/3 ≈ 1.6 × 10 24 .
VII. CONCLUSION
We have proposed novel complexity efficient algorithmic solutions to approximate the entropy of Gaussian mixture distributions with a large number of components. The algorithms allow to trade-off the accuracy versus the complexity and the approximations are asymptotically tight with unbounded complexity. The extended approach can even deal with very high system dimensions with a reasonable accuracy which was not possible previously. The computation of the entropy for Gaussian mixture distribution is important for many problems, e.g. data fusion, machine learning etc. In particular, it can be used to approximate the mutual information of a vector-valued Gaussian channel with finite input alphabets. In contrast to other methods, the proposed algorithms are applicable to any linear input output relation. The proposed concepts can be easily adapted or extended to other application areas. 
