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With the increasing implementation into commercial finite element (FE) codes of capabilities for simulating delamination propagation in composite materials, the need for benchmarking and assessing these capabilities is critical. In this study, the capabilities of the commercial FE code Marc  TM 2008r1 with implementation of the Virtual Crack Closure Technique (VCCT) was assessed. Benchmark delamination propagation results for several specimen configurations were generated using a numerical approach. Specimens were analyzed with three-dimensional and two-dimensional models, and compared with previous analyses using Abaqus s with the VCCT implemented. The results demonstrated that the VCCT implementation in Marc TM was capable of accurately replicating the benchmark delamination growth results. The analyses in Marc TM were significantly more computationally efficient than previous analyses in Abaqus s . This was due to a lack of convergence issues, and a solution process that maintained the use of large time increments. The results demonstrated the advantages of numerical over experimental and analytical benchmarks, particularly with regards to comparison of capabilities across codes. More broadly, the results illustrated key similarities and differences between two commercial FE codes implementing the same analysis technique, which reinforces the need for rigorous benchmarking and assessment.
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Introduction
One of the most common failure modes for laminated composite structures is delamination, or interlaminar cracking. To characterize the onset and propagation of delamination, the use of fracture mechanics has become common practice over the past two decades [1] [2] [3] . The strain energy release rate, G T , is typically used as a measure of the driving force for delamination growth in composite laminates. Depending upon external loading, G T can be any combination of its three components, G I , G II , and G III , which sum to give G T . To predict delamination onset or propagation, G T is compared to the interlaminar fracture toughness, G c , which is dependent on the relative proportions of the three components. Due to the availability of test methods for characterizing mode I, II and mixed mode I/II delamination, efforts [4] [5] [6] have focused on evaluating the dependence of G c on this range of mode mix. Such a quasi-static mixed-mode I/II fracture criterion is determined by plotting G c versus the mixed-mode ratio, G II /G T , determined from data generated using pure mode I Double Cantilever Beam (DCB) (G II /G T ¼0), pure mode II End-Notched Flexure (ENF) (G II /G T ¼1), and Mixed-Mode Bending (MMB) tests of varying ratios. This data is used to determine a mathematical relationship between G c and G II /G T [7, 8] . An interaction criterion incorporating mode III was recently proposed by Reeder [9] .
The virtual crack closure technique (VCCT) is widely used for computing energy release rates, based on results from continuum (2D) and solid (3D) finite element (FE) analyses, and to supply the mode separation required when using mixed-mode fracture criteria [10, 11] . The VCCT has been implemented into the commercial FE codes Abaqus s and Marc TM [12, 13] , among others, as well as implemented into FE codes using customized approaches for automated crack growth [14, 15] . The implementation of any technology into FE codes involves numerical parameters, which can be unique to each code, and need to be understood and calibrated for any analysis. Benchmarking is a straightforward procedure for comparing code capabilities, and judicious selection of appropriate benchmark cases is critical. For delamination growth in composite materials, experimental results used as benchmarks are valuable, but are complicated by aspects such as fiber bridging, crack branching, and experimental variance. Analytical results are also useful as benchmarks, but are not available for all specimen types and configurations, and can become complicated and dependent on overly simplifying assumptions.
Numerical benchmarks are attractive, as they allow for a direct assessment of the predictive capabilities of a given code, without being complicated by any of the issues associated with experimental or analytical benchmarks. For assessment of automated delamination propagation capabilities, a numerical benchmark should provide results for delamination growth that are independent of the automation procedure. In this way, the input parameters and performance aspects that are unique to any given software code can be clearly identified and compared across codes.
In response to this, a numerical benchmarking approach was developed in which results for delamination growth are first generated from a series of static analyses with different delamination lengths [16] . These benchmark results are then compared to simulation of delamination propagation using a single analysis. In previous work, this numerical benchmarking approach was applied to assess the implementation of VCCT in Abaqus s / Standard [16] .
In this study, benchmark analyses are performed to assess the automated delamination propagation simulation capabilities of the VCCT implementation in Marc TM 2008r1. Numerical benchmark delamination growth results are generated for DCB and ENF specimens, following the approach developed previously [16] . These benchmark results are compared to automated delamination propagation analyses from two-dimensional (2D) plane strain and full 3D models. The results are also compared to previous analyses with the VCCT implementation in Abaqus s / Standard. The goals of the current work are to: Demonstrate the application and value of the numerical benchmarking procedure; assess the delamination growth capabilities in Marc TM for single mode I and II delamination growth specimens; compare the delamination growth capabilities of Marc TM and Abaqus s for identical specimens.
Specimen description
For the current investigation, specimens were selected to investigate single mode (I and II) delamination growth with unidirectional laminates. DCB and ENF specimens were chosen, as shown in Figs. 1 and 2 , respectively. The DCB specimen was taken from previous work, where numerical benchmark results were generated [16] . The ENF specimen is the three-point bending 3ENF variant, and the specifications were set based on commonality with the DCB specimen. A more extensive study, involving a mixed-mode I/II (G II /G T ¼0.4) Single Leg Bending specimen with a multi-directional laminate and a second DCB specimen with experimental and analytical results, is detailed in Ref. [17] . The specimens used T300/1076 graphite/epoxy with material properties given in Table 1 .
Methodology

Fracture criteria
Linear elastic fracture mechanics analysis of delamination in composite laminates involves determining the total strain energy release rate, G T , and the individual orthogonal components G I , G II and G III . The onset of delamination growth is predicted using the failure index:
The fracture toughness is dependent on the relative proportions of the mode components, or the mode mix. The 3D relationship between G c and modes I, II and III suggested by Reeder [9] is given by
where G Ic and G IIc are determined experimentally from DCB tests [4] and ENF tests [6] , respectively, and the 2D mixed-mode exponent Z is determined from combining DCB, ENF and MMB tests of varying ratios of G I and G II [5] . As no standards currently exist for determining G IIIc , in this work G IIIc was taken as G IIc .
Virtual crack closure technique
Theory
The VCCT [10, 11] is based on the assumption that the energy released in extending a crack by a small amount, Da, is equivalent to the work necessary to close the crack to its original length. In an FE analysis using the VCCT, the three strain energy release rate 
Z¼1.62
The material properties are given with reference to the ply coordinate axes where index 11 denotes the ply fiber direction, index 22 denotes the direction transverse to the fiber direction in the plane of the lamina and index 33 denotes the direction perpendicular to the plane of the lamina.
components G I , G II and G III are calculated at a crack front node by
where X 0 , Y 0 and Z 0 are the forces at nodes along the delamination front, Du 0 , Dv 0 , and Dw 0 are the relative displacements of the node pairs ahead of each corresponding crack front node, and A is the surface area created by crack growth. Eq. (3) requires the calculation of a local crack front coordinate system (x 0 , y 0 , z 0 ) and modification to account for arbitrary element sizes. The VCCT is applicable for 2D or 3D analysis with linear and quadratic elements [11] .
VCCT in Marc TM
The VCCT is implemented into Marc TM as a procedure for determining the strain energy release rate distribution at a crack front [13] . Crack front nodes are defined, and the solver determines the appropriate nodes, forces and areas to use for the crack growth calculation. This implementation follows the description given by Krueger [11] , which accounts for a crack front of arbitrary shape. Three main options are available for automatic crack front propagation: (1) remeshing; (2) propagation along element edges; (3) releasing constraints. In this work, the latter was used, as the other approaches were not available with 3D solid elements. For crack propagation by releasing constraints, two surfaces are connected using a bonded contact or multi-point constraints. In the current work, contact was used, which is similar to the approach implemented within Abaqus s [12] . At the end of every nonlinear analysis increment, the strain energy release rates are calculated using the VCCT. Crack growth onset is detected using Eq. (1), with either single-mode or mixedmode criteria for G c . The crack is propagated by releasing the constraint at the crack front node, and is a critical step in ensuring that enough crack growth occurs within an increment. Restarting the increment after a single node release also enables any stress redistribution as a result of crack growth to be accounted for, as a new solution is determined for the structure following a small amount of crack growth. In this way, the analysis is not progressed until an appropriate amount of crack growth at a given load level has been determined, which allows for the incorporation of stress re-distribution, multiple crack paths and other non-linear effects. The restart approach also has important implications for the solver efficiency, as detailed further in the Discussion section.
Once propagation has been detected at a crack front, the solver locates the most appropriate node in the intact region to ''grow'' the crack. This is based on the definition of a crack growth direction. This direction can be aligned with the most critical mode, with the direction normal to the crack front, with a fixed user-defined vector, or determined with a criterion based on maximum principal stress [13] . In this work a fixed direction was defined, as this was suitable for the specimens and mesh configurations investigated.
Finite element modeling
The 2D and 3D FE models of the DCB and ENF specimens are shown in Figs. 3 and 4, which also illustrate the boundary conditions applied for these models. The models were based on those presented previously [16] . An additional ENF model with a modified mesh was generated, which is discussed further in the results section.
All models were divided into various sections with different mesh refinement along the specimen length. Although the dimensions of the elements varied, all meshes were based on a fine mesh region that used elements of 0.5 mm length in the crack growth direction in the region immediately around the delamination front. This element length was selected in previous studies [18, 19] , in which mesh convergence investigations were performed. All models used a uniform mesh across the width and thickness directions. Further detail of the modeling is given in Ref. [16] .
For all models, the plane of delamination was modeled as a discrete discontinuity in the center of the specimen. To create the discrete discontinuity, each model was created from separate meshes for the upper and lower part of the specimens with identical nodal point coordinates in the plane of delamination. Two surfaces (top and bottom) were created on the meshes, and a bonded contact specified between them. All specimens were analyzed with 2D and 3D models. The 2D models used two-dimensional 4-node plane strain elements. The 3D models used 8-node reduced integration solid brick elements. The 2D and 3D models for a specimen used the same mesh scheme, as shown in Figs. 3 and 4 . The nonlinear solver in Marc TM was used, which applied a full Newton-Raphson solution procedure with a load residual tolerance of 0.001. To minimize problems with numerical stability of the analysis caused by crack propagation, specimen loading was defined in terms of applied displacements. All models were run on a 32-bit Intel Core 2 Duo 2.25 GHz CPU processor.
Analysis
Computation of strain energy release rates
For each of the specimens, the computed strain energy release rate distribution across the delamination front was plotted versus the normalized specimen width, y/B, as shown in Figs. 5 and 6, for the 3D and 2D models. Distributions were calculated for a range of different delamination lengths, as part of the numerical benchmark results generation described in the next section. As strain energy release rate distributions for different delamination lengths were previously presented for the DCB specimen [16] , the results in Fig. 5 are given for only one delamination length (a ¼30.5 mm) at an applied opening displacement d/2¼1.0 mm.
The ENF results in Fig. 6 are given for all delamination lengths investigated for an applied center displacement d¼4.0 mm.
In Fig. 6 , the delamination lengths are given as delamination growths Da, relative to the baseline delamination length a¼30 mm. For the DCB and ENF specimens, only the dominant mode component is shown (I and II respectively), as the others were negligible. For the DCB specimens, Fig. 5 demonstrates the excellent agreement between the results in Marc TM and those calculated using Abaqus s in previous work [16] . The results for all specimens demonstrate that 3D effects, such as anticlastic bending of the loaded specimen arms, cause the strain energy release rate distribution across the delamination front to be nonuniform, even for single-mode dominated specimens.
For the ENF specimen, the results in Fig. 6 show that for delamination growth up to Da¼19 mm, the average strain energy increased, and for delamination growth greater than Da¼19 mm the average strain energy release rate decreased. This inflection point is associated with the change from unstable to stable crack growth. However, as the average strain energy release rate for delamination growth up to Da¼40 mm was greater than the initial (Da ¼0 mm) value, the onset of delamination would lead to unstable crack growth up to Da¼40 mm. The change to stable crack growth after Da¼40 mm corresponds to the location of the central loading pin, as shown in Fig. 6 . From the results in Fig. 6 , it was found that the distribution of G II across the delamination front changed slightly with delamination length. In this case, G II peaked on the edges of the delamination front at shorter delamination lengths, and peaked in the center at longer delamination lengths. The distribution also became more curved at delamination lengths approaching the loading pin. The unstable nature of delamination growth in ENF specimens loaded quasi-statically, under displacement control, is well documented in the literature [20] [21] [22] . Although in experimental testing focused on material characterization, the delamination is not extended past this point, for numerical analysis this region remains valuable for benchmarking purposes.
Creating benchmark delamination growth results
The approach developed previously for generating numerical benchmark delamination growth results [16] was applied to the DCB and ENF specimens. For these specimens, a benchmark result set was extracted from a series of models with different delamination lengths. These models were not used to simulate delamination propagation, and were only used to obtain the load-displacement response and the strain energy release rate distribution for different delamination lengths. For each delamination length modeled, a failure index was calculated across the delamination front using Eq. (1), with the Reeder mixed-mode criterion and material data in Table 1 used to compute G c (Eq. (2)). Delamination growth onset was assumed when the failure index at the center of the specimen (y/B ¼0) reached a value of unity. Specimen load-displacement response up to this point was also assumed to be linear. Subsequently, the displacement and load at delamination growth onset, d crit and P crit , respectively, were computed by linearly scaling the prescribed displacement and load in each analysis (d and P respectively), using the following relations [16] :
The benchmark result set was constructed by plotting the displacement at delamination growth onset versus delamination length, as illustrated in Fig. 7 for the DCB specimen. This form is used for the benchmark result because all specimens were loaded via a prescribed displacement, and the change in delamination length is the most appropriate output for assessment of delamination growth. In previous work [16] , the benchmark results were presented as load-displacement curves, to illustrate the application of Eq. (4). The benchmark delamination growth results for the DCB and ENF specimens are presented in Figs. 7 and 8, respectively. Results from previous analyses with Abaqus s [16] are also included for the DCB specimen. The DCB results shows that the applied opening displacement increased with increasing delamination length, which indicates stable growth under displacement control. In contrast the ENF results indicated initial unstable delamination growth, as the critical displacement decreased with increasing delamination length. The comparison between the Abaqus s and Marc TM results in Fig. 7 shows that the two solvers gave almost identical results for these models.
Automated delamination propagation analysis: DCB
For the DCB specimen, the results in Fig. 7 shows that delamination propagation was predicted to initiate at an applied opening displacement (d/2) of 0.75 mm. Based on this, a two-step loading procedure was applied for the delamination propagation analysis, which involved using coarse time increments until just before failure, and fine increments for the region involving delamination propagation. Dividing the first step into relatively coarse time increments was possible as the load-displacement behavior of the specimen up to failure was expected to be linear.
In the first step, a prescribed opening displacement of d/2¼0.7 mm was applied in 10 increments. In the second step, the total prescribed displacement was increased to d/2¼1.0 mm. This was applied with a fixed time increment scheme of 50 increments (d/2¼0.006 mm each increment).
In Marc TM , the solver has the capability to cut back the increment size in the event of convergence issues, and can activate damping when the time step is reduced below a defined minimum. Critically, no convergence issues were seen throughout any analyses, and damping was not required. This is quite different behavior from that seen previously with Abaqus s [16] , where convergence issues associated with delamination growth caused significant cutbacks in the time increment and involved considerable computational expense. As a result, run times for delamination propagation analyses were within a minute for 2D models and generally within a few hours for 3D models, depending on the selection of increment size and amount of delamination growth. The efficiency of the solver is discussed further in a later section.
The results for the analysis of the DCB specimens are shown in Figs. 9 and 10. From the delamination growth results in Fig. 9 , the VCCT technology gave very close comparison with the benchmark results, for both 2D and 3D models. The 3D models showed delamination growth at slightly lower applied displacements, which was due to the slightly higher strain energy release rates in the 3D models as shown in Fig. 5. From Fig. 10 , the delamination was seen to propagate as a straight crack front, which contradicts the curved strain energy release rate distribution shown in Fig. 5 . This propagation of a straight front is most likely related to the coarse element size in the width direction, and was also seen in previous analyses [15, 16] .
The characteristic step pattern seen in the delamination growth results in Fig. 9 was caused by the step change in length as the delamination was propagated one element length at a time. The step sequence is caused by an initial increase in applied displacement until delamination growth, sudden nodal release, increase in displacement until next delamination growth, and repetition. These step changes in delamination length at a fixed applied displacement would produce a sequence of drops in the reaction load and the corresponding ''saw-tooth'' pattern in the load-displacement response [15, 23] . The results also shows that the corners of the steps, just before a delamination growth event, provide the most suitable comparison with the benchmark results, which also allows coarse meshes to be adequately used.
Automated delamination propagation analysis: ENF
For the ENF model shown in Fig. 4 , the analysis used two load steps with coarse and fine time step incrementation as discussed for the DCB specimen. In the first step, a prescribed center displacement of d¼4.0 mm was applied in 2 increments, while in the second step the total prescribed displacement was increased to d¼8.0 mm in 100 increments (d ¼0.04 mm each increment). As with the DCB specimen, no significant convergence issues were seen and damping was not required.
The results for the analysis of the ENF specimens are shown in Figs. 11 and 12. As observed from these results, the VCCT technology was capable of accurately representing the benchmark delamination growth results for the baseline ENF mesh. As with the DCB specimen, delamination growth was initiated in the 3D model at a slightly lower applied displacement than the 2D model, which was due to a slightly higher strain energy release rate as shown in Fig. 6 for Da¼0 mm.
The results showed that the ENF specimen exhibited an initial period of large delamination growth. This was caused by the strain energy release rates remaining critical with increasing delamination length, as previously discussed. The first delamination growth event corresponded to a delamination growth step of 41 mm, as shown in Fig. 11 . This was followed by stable delamination growth, where the benchmark and FE results correlated very closely.
From Fig. 12 , the delamination front formed in the baseline mesh by the unstable delamination growth was jagged and nonuniform across the width. This irregular and unexpected pattern was considered a product of the delamination propagating through a mesh transition region, in addition to insufficient mesh density across the width. A modified mesh model was created to address these issues. Rather than using a large fine mesh region to capture all of the unstable delamination growth up to 41 mm, it was decided to instead increase the length of the initial delamination up to an equivalent delamination growth of 35 mm, and move the fine mesh region accordingly. This avoided the initial crack propagation through a mesh transition region. Additionally, the mesh density across the width was doubled, while for efficiency, the length of the fine mesh region was reduced. The ENF modified mesh can be seen in Fig. 13 , which shows the fine and coarse mesh regions.
The results of the analysis of the ENF modified mesh model are shown in Fig. 13 . The increased mesh density and initial delamination at Da¼35 mm produced a straight delamination front without the jaggedness across the width. The delamination growth results for the models are shown in Fig. 14 . From these results, the modified mesh gave closer comparison with the benchmark curve for crack growth through the fine mesh region. These results demonstrate that crack propagation through a mesh transition region could lead to an incorrect delamination front developing and propagating, and that the mesh refinement level was critical to accurately capturing the shape of the delamination front. The results in Fig. 14 for crack propagation through the coarse mesh region also clearly demonstrate the effect of large elements on the delamination growth, where the peaks of the large steps just prior to delamination growth gave the most suitable comparison with the benchmark results. This is discussed further in the following section.
Discussion
Mesh transition
At the transition between fine and coarse mesh regions, it was found that the Marc TM results showed a deviation from the expected behavior. As discussed previously for the DCB specimen, the peak displacements just prior to delamination propagation in each step give a consistent alignment with numerical benchmark results. The results at mesh transition regions suggest a likely omission in the VCCT implementation, caused by not accounting for different element lengths ahead and behind the delamination front. In the software documentation this aspect is not specifically addressed, though it is mentioned that a ''regular'' mesh is ''advantageous for accuracy'' [13] .
As detailed in Refs. [10, 11] , the VCCT equations require a modification factor to account for uneven element lengths ahead and behind the crack front, such as those seen when the crack propagates through a mesh transition region. Although not clear in the above results, erroneous results were seen at mesh transition regions that were not evident elsewhere along the crack path. These erroneous results were seen also in Abaqus s results in Ref. [24] , and suggest a similar implementation omission in both codes.
To further illustrate the effect of mesh transitions, a 2D DCB model with several mesh transition regions was analyzed, with the mesh and the results shown in Fig. 15 . The erroneous results were most clear for the transition to smaller elements, as is shown at Da¼5.25 mm, where an under-estimation of the strain energy release rates due to the mesh transition prevented delamination growth from occurring and following the benchmark results. The same difference is less evident though still occurring in the two transitions to larger meshes at Da¼1.0 mm and Da¼7.25 mm. For the 2D DCB model in this example the errors did not propagate, so that predictions in a regular mesh following a mesh transition region returned to follow the benchmark solution. However, the results for the 3D ENF model demonstrated that an incorrect delamination front could develop due to a mesh transition region and be propagated. [13] , once crack growth is detected in an increment the crack front node is released and the increment is restarted. This allows for multiple crack growth instances to occur in one increment, and allows for coarse time increments to be used, which is computationally efficient. By comparison in the Abaqus s implementation [12] , only one crack growth instance can occur in each increment, so it is necessary to reduce the increment size considerably in order to ensure that no overestimation occurs. The failure index determined from the strain energy release rates is monitored, and the user defines a limit on the amount that the failure index can exceed a value of 1.0. This overshoot limit, or ''release tolerance'', as such becomes another parameter in the model that requires careful selection [16] . So, while the Abaqus s approach decreases the increment size to suit the crack growth, in Marc TM the crack growth is increased to suit the increment size, so that larger increments can be used with increased computational efficiency. Another important difference between Marc TM and Abaqus s was the convergence difficulties and the subsequent damping required. In previous work using Abaqus s [16] , it was found that damping, or ''stabilization'', needed to be added to the solver, in order to get a solution in light of the convergence issues. The introduction of stabilization parameters required considerable effort in parametric investigation in order to determine a suitable compromise between damping and solution accuracy. In contrast, for the models considered in this work with Marc TM , no severe convergence issues were recorded and damping was not applied in any of the solutions. The two aspects of differing time increment requirements (caused by allowing multiple crack growth events in an increment) and the requirement for damping meant that the Marc TM solver was considerably more computationally efficient than the Abaqus s solver for the models analyzed. This was most noticeable for the 3D models, where for example the Abaqus s solver required run times of up to several days [16] , while the Marc analyses used a maximum residual of 0.001, whereas the Abaqus s analysis used the default setting of 0.005. However, the comparison clearly highlights the considerable difference between the two solvers, particularly as the machine for the Abaqus analyses had a superior processor. The time difference between the solvers is further exacerbated by the introduction of the release tolerance and stabilization parameters, which typically require parametric investigations to determine.
Further work
The investigation in this paper assessed the static delamination growth capabilities of Marc TM for single mode I and II specimens.
Although the scope of the current work was limited to an assessment of single mode delamination growth, demonstration of the numerical benchmarking approach, and comparison with previous results in Abaqus s , a more comprehensive assessment of static delamination growth capabilities would consider:
Mixed-mode specimens, which could involve the MMB specimen for mixed mode I-II [5] , or configurations involving circular or elliptical delaminations [25] . Analysis of the SLB specimen involving mixed-mode I/II (G II /G T ¼0.4) delamination growth was presented in previous work [16, 17] .
Delamination growth through irregular 3D meshes, particularly where the delamination front is not parallel to the element edge. This type of delamination growth has been studied by other authors [26, 27] , and shown to present considerable challenges for the determination of suitable strain energy release rates and implementation of automated delamination growth algorithms.
Specimens where the re-distribution of stresses following delamination growth is important for accurate analysis. This would include specimens involving multiple delaminations [28] , buckling-driven delamination growth [29, 30] and crack kinking [31] .
Comparison with experimental results for some or all of the benchmark cases. Although all experimental results present challenges as previously discussed, an assessment on the capabilities of a code to capture real life behavior must include a comparison with experimental results, as demonstrated in previous publications [17, 23, 24] .
As such, the results and conclusions generated in this work are limited to only the specimens and mesh configurations investigated. It is expected that the capability of the software codes to represent benchmark data would be further challenged in the above cases, particularly those involving delamination growth with an irregular 3D mesh. However, for any configuration, the application of a numerical benchmarking approach would be easily achievable, and would offer the ability to assess the capabilities of the software codes without the issues associated with experimental or analytical benchmarks.
Summary and conclusions
The delamination propagation simulation capabilities of the commercial FE code Marc TM 2008r1 with the VCCT was assessed.
Benchmark delamination growth results for DCB and ENF specimens were generated using a previously developed numerical approach [16] . Specimens were analyzed using 3D and 2D models, and compared to previous analyses using Abaqus s with the VCCT implemented. The key conclusions of the work were:
The approach applied in this work for using a numerical benchmark is a practical and efficient comparative technique, and offers advantages over experimental and analytical benchmarks as it involves a direct comparison between identical models.
The VCCT implementation in Marc TM was capable of replicating the benchmark data for the DCB and ENF specimens, in terms of delamination growth behavior.
No issues were seen with convergence during the Marc TM analyses, so that no damping was applied, and in general, the analyses were not considered highly sensitive to the solver input parameters.
The capacity in Marc TM to automatically internally restart the increment after crack growth, and hence capture multiple crack growth events in one increment, was highly beneficial in terms of computational efficiency.
Based on the previous two points, the analyses in Marc The implementation of the VCCT in Marc TM did not appear to account for irregular mesh lengths ahead and behind the crack front, and the use of mesh transition and fine mesh regions needed to be managed carefully in order to ensure an appropriate delamination front was formed.
Overall, it is clear that delamination propagation modeling is rapidly evolving in commercial FE codes, with each new software release involving new technologies and developments. This highlights the need for benchmarking techniques that are capable of isolating and assessing the key requirements for delamination propagation simulation. This need is clearly demonstrated by the results in this work, where significant differences were seen between two commercial codes implementing nominally the same technique.
