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Self-assembled InAs quantum dots (QDs), which have long hole-spin coherence times and are
amenable to optical control schemes, have long been explored as building blocks for qubit architec-
tures. One such design consists of vertically stacking two QDs to create a quantum dot molecule
(QDM) and using the spin-mixing properties of “molecule-like” coupled hole states for all-optical
qubit manipulation. In this paper, the first of two papers, we introduce the incorporation of dilute
GaBixAs1−x alloys in the barrier region between the two dots. GaBixAs1−x is expected to increase
the spin-mixing of the molecular states needed for qubit operations by raising the barrier valence
band edge and spin-orbit splitting. Using an atomistic tight-binding model, we compute the prop-
erties of GaBixAs1−x and the modification of hole states that arise when the alloy is used in the
barrier of an InAs QDM. An atomistic treatment is necessary to correctly capture non-traditional
alloy effects such as the band-anticrossing valence band. It also allows for the study of configu-
rational variances and clustering effects of the alloy. We find that in InAs QDMs with a GaBiAs
interdot barrier, electron states are not strongly affected by the inclusion of Bi. However, hole states
are much more sensitive to the presence and configuration of Bi in the barriers. By independently
studying the alloy-induced strain and electronic scattering off Bi and As orbitals, we conclude that
an initial increase in QDM hole state energy at low Bi concentration is caused by the alloy-induced
strain. We further find that the decrease in QDM hole energy at higher Bi concentrations can only
be explained when both alloy strain and orbital effects are considered. In our second paper, we use
the understanding developed here to discuss how the alloyed barriers contribute to enhancement in
hole spin-mixing and the implications for QDM qubit architectures.
INTRODUCTION
Semiconductor quantum computing has gained
much attention in recent years. A variety of systems
have demonstrated the capability to effectively isolate
and control individual spins and their interactions [1–3],
a crucial step toward designing an architecture for quan-
tum information processing. Hole spins in self-assembled
semiconductor quantum dots (QDs) offer intriguing pos-
sibilities as a potential qubit architecture. Most impor-
tantly, self-assembled QDs generally have deeper poten-
tial wells than other semiconductor architectures such
as electrostatically defined quantum dots and silicon
dopants, allowing QDs to operate at higher tempera-
tures [1], even room temperature. Second, the optical
nature of these systems allows for ultrafast control not
available in gated systems [4]. While the choice of III-V
semiconductors over Si means that there are interactions
with nuclear spins that shorten coherence times [5–7],
increased coherence time can be achieved by using holes
spins as qubits [8]. The p-like orbital of holes, unlike the
s-like orbital of electrons, has little probability to be at
the atomic nuclei [9, 10]. The reduced probability results
in decreased interaction with nuclear spin, increasing the
hyperfine coherence time for holes to 10 ns, an order of
magnitude longer than that of electrons [10].
One potential shortcoming of self-assembled dots is
the inevitable structural inhomogeneity of the array of
QDs used in a qubit architecture. Tuning many QDs
to a fixed laser frequency or photonic cavity mode is a
practical challenge. However, as recently proposed by
Economou et al. [11], this issue can be overcome by the
use of vertically stacked quantum dot molecules (QDM),
in which pairs of InAs QDs separated by a GaAs tunnel
barrier are stacked along the growth axis, nearly aligned.
When the QDs are closely spaced, electric fields from a
diode structure can be used to tune the hole states from
the pair of QDs in and out of resonance, controlling the
coupling strength between the dots and forming delocal-
ized molecular states [12–19]. In this approach, the hole
spin in the larger dot (typically the top dot), provides the
spin-up and spin-down hole spin states that serve as the
binary qubit basis. The QDM is tuned well away from
resonance so that these two states have well-defined spin
and are strongly localized to the top dot. Indirect optical
transitions, ones that drive the hole states (h+) to spe-
cially engineered charged trion states (X+), are used to
provide all-optical initialization, manipulation and read-
out of the hole spin qubit. The particular X+ states are
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2driven by indirect transitions because the electron is in
the top dot but the second hole is in a molecular state
spread between the two dots. The electric field provided
by the first hole serves to put the optically excited hole
into a molecular state in resonance between the two dots.
Indirect optical transitions have much larger Stark shifts
than direct transitions and thus have a much larger tun-
ing range.
Economou’s schemes for initialization, manipula-
tion, and readout are shown schematically in Fig. 1 [11].
Readout involves indirect resonant transitions between
the hole spin and a trion state that preserve spin. The
readout is nondestructive because no transverse magnetic
field, which would lead to spin-mixing, is used in any of
the qubit operations. Spin initialization and manipula-
tion both depend on the molecular hole state being spin
mixed by the tunnel coupling. The existence and origin
of this hole spin-mixing for molecular hole states has been
established and explored [18, 20, 21], as will be discussed
in more detail below. Spin initialization occurs via opti-
cal shelving, with a resonant, indirect, optical transition
taking one hole spin to a X+ state which, because of
the spin-mixing of the hole state, can then decay back to
both spin states of the hole. The spin becomes initialized
to the lower energy state after multiple transitions. Co-
herent spin manipulation is driven by two nonresonant,
indirect optical Raman transitions which couple the two
spin states of the qubit to the spin-mixed trion states.
Increased spin mixing leads to faster spin initialization
and more effective coherent control.
FIG. 1: Proposed strategy for (a) spin initialization, (b) manipulation, and (c) readout using optical transitions of QDMs.
Top/bottom rows indicate the spin projections of electrons/holes in the top (right column) and bottom (left column) QDs.
(Excerpt from Economou et al., Ref. [11])
The magnitude of the spin-mixing is determined by
the alignment of the two dots. When the two dots are
perfectly aligned, there is no spin mixing. However, the
dots are typically offset in structures grown by molecular
beam epitaxy. When this is the case, rotational symme-
try is broken (i.e., a lateral lever arm exists), the states
acquire angular momentum, and the induced spin-orbit
coupling leads to spin mixing [16, 18, 20–24]. Larger lat-
eral offsets lead to larger spin-mixing. Unfortunately, the
lateral offsets typically found in grown QDMs only pro-
vide small spin-mixing [18, 20, 23, 24]. A lateral electric
field that is asymmetric between the two dots in the QDM
can mimic the effects of a lateral offset to enhance spin-
mixing [24]. However, such an effort could be difficult to
engineer within photonic structures. In this paper and a
follow-up paper, we study how enhanced spin-mixing can
be engineered by changing the barrier composition from
GaAs to GaBiAs. In this paper, we develop and employ
an atomistic tight-binding (TB) formalism to compute
the energy levels of electrons and holes confined in QDM
structures including GaBiAs barriers. In the follow-up
paper, we apply these results to understand the resulting
enhancement in hole spin-mixing and the implications
for QDM qubit architectures.
Recently, random alloy GaBiAs has generated sub-
stantial interest [25–34]. The addition of dilute amounts
of Bi to GaAs allows the valence band to be tuned,
through band anticrossing (BAC) effects, to raise the
valence-band edge (VBE) while minimally affecting
the conduction band (CB) [27, 30]. Incorporating
GaBixAs1–x into the region separating the two dots of
a QDM (as shown in Fig. 2) lowers the interdot bar-
rier for holes and enhances hole tunneling, while preserv-
ing the electron band structure. Additionally, literature
suggests that GaBiAs has much stronger intrinsic spin-
orbital (SO) interactions compared to GaAs because Bi
is a heavier atom [27, 30, 31], which could also enhance
the hole spin-mixing in QDMs.
While GaAs is a typical III–V direct gap semi-
conductor, GaBi is a negative-gap semiconductor
(semimetal). Moreover, Bi has substantially larger spin-
orbit coupling than As. GaBiAs alloys are expected to
3FIG. 2: (Color online) Conceptual schematic of the band
edges of an InAs QDM, with GaBiAs in the barrier region.
(VBO: valence band offset.)
be significantly different from typical III–V alloys and
to have significant local spin-orbit interaction that may
provide new tools for modifying the hole spin physics of
InAs QDMs. The purpose of this paper is to investigate
how GaBiAs alloys should be treated to correctly model
their properties in InAs QDMs and to determine which
effects of the alloy barriers influence the QDM states. We
assess the sensitivity of the QDM states to random fluc-
tuations in the alloy configuration as well as Bi clustering
in the alloy barrier. Our results show that an atomistic
treatment is necessary to properly account for the alloy
effects. We separately investigate the effects of (1) the
strain induced when the larger Bi replaces the smaller As
and (2) the effects when the As energy levels are replaced
by Bi orbitals and energy levels, i.e., the scattering in-
duced when Bi replaces As. We find that the induced
strain is a global effect, while the difference between Bi
and As orbitals is more local. In a second paper, we
report how hole spin-mixing and tunnel coupling are af-
fected when GaBiAs interdot barriers are used and how
the alloy barriers can be utilized to enhance the operation
of hole spin qubits in InAs QDMs.
COMPUTATIONAL MODEL
We model a QDM consisting of two vertically
stacked InAs QDs. Experimentally, the QDM het-
erostructure would be formed by molecular-beam epitax-
ial deposition of two consecutive layers of self-assembled
InAs QDs, separated by a thin layer of GaAs/GaBiAs
acting as a barrier. When the second layer of InAs is de-
posited above the GaAs/GaBiAs barrier, the strain in-
duced by the lattice mismatch between the dot in the
first InAs layer and the barrier GaAs/GaBiAs provides a
nucleation point for a second dot to form directly above
the first dot [35]. The two InAs dots are thus naturally
stacked vertically (along the growth direction); the sub-
strate under the first dot and the cap above the second
dot are GaAs; the barrier is engineered to be various
GaBiAs/GaAs structures. Details on the growth of these
structures can be found in references [35, 36].
We model these QDMs using an sp3s∗ nearest-
neighbor TB Hamiltonian [24, 37–41]. To account for
strain from lattice mismatch, the Hamiltonian is con-
structed for a lattice whose atomic positions are relaxed
via a valence force field (VFF) model. The states and
wave functions of interest are found by iterative diago-
nalization of the Hamiltonian, done with the ARPACK
implementation of the Arnoldi method. This allows us
to find electron and hole states near the band edge.
TABLE I: Bond length and VFF parameters used for
lattice relaxation. α and β are in N m−1. Bond lengths are
in angstroms.
InAsa GaAsa GaBib
α (N m−1) 35.18 41.49 34.0
β (N m−1) 5.49 8.94 5.0
d0 (A˚) 2.622 2.448 2.740
a Values from Zunger et al. [42]
b Values converted from O’Reilly et al. [30]
The VFF parameters and bond lengths for the rele-
vant materials are given in Table I. The parameters for
InAs and GaAs are taken from Zunger et al. [42], and the
parameters for GaBi are taken from O’Reilly et al. [30]
(with lattice constant converted to bond length using a
zincblende structure). The TB parameters for InAs and
GaAs, shown in Table II, are taken from Vogl et al. [40],
with proper spin-orbit coupling parameters added. The
TB parameters for GaBi are converted from O’Reilly’s σ
and pi-bond model [30] to a px and py model.
To construct our lattice with a QDM and a GaBiAs
interdot barrier, we start with a rectangular box of pure
GaAs. A pseudo-random number generator is used to
select and replace As atoms with Bi in the interdot bar-
rier. Finally, the two QDs and their wetting layers are
created by replacing the appropriate Ga atoms with In.
The hopping parameters between two atoms are given di-
rectly from Table II. Because an atom may be surrounded
by different nearest neighbors, the orbital energies at the
atomic site are taken to be the average of the orbital en-
ergies it has for each nearest neighbor, weighted by the
number of each neighbor. At an interface between InAs
and GaBiAs, there may be occurrences of InBi. These
will be few, so we use the parameters of InAs to describe
InBi, as there is no known TB parameter set for InBi.
We do not expect the difference between InAs and InBi
to alter our results in any significant manor.
All calculations are carried out for cylindrical dots of
radius 16.6a, height 3a (not including the wetting layer),
and 1a thick wetting layers (a being the lattice constant),
as shown in Fig. 3. The dots are perfectly aligned on
4TABLE II: Tight-binding parameters (orbital energies,
inter-atomic interaction, spin-orbit coupling and valence
band offset) for an sps∗ Hamiltonian. A subscript x
indicates a p-orbital parallel to a crystal axis. A subscript
xx indicates two parallel p-orbitals; a subscript xy indicates
two perpendicular p-orbitals. The subscript a and c indicate
anion and cation, respectively. All units in eV.
InAsa GaAsa GaBib
Es,a −9.5381 −8.3431 −8.3774
Es,c −2.7219 −2.6569 −5.6126
Ex,a 0.9099 1.0414 0.1256
Ex,c 3.7201 3.6686 1.694
Es∗,a 7.4099 8.5914 6.1262
Es∗,a 6.7401 6.7386 5.8164
Vss,ac −5.6052 −6.4513 −5.3700
Vsx,ac 3.0354 4.4800 5.4426
Vsx,ca 5.4389 5.7839 2.7771
Vxx,ac 1.8398 1.9546 0.9727
Vxy,ac 4.4693 5.0779 3.5143
Vs∗x,ac 3.3744 4.8422 4.1687
Vs∗x,ca 3.9097 4.8077 1.1778
Uso,a 0.140 0.140 0.672
Uso,c 0.000 0.000 0.03843
VBO 0.0 −0.2 0.9
a Values from Vogl et al. [40]
b Values converted from O’Reilly et al. [30]
top of one another and have an interdot distance (top of
lower dot to the bottom of upper wetting layer) of 7a.
A lattice of size 144a × 144a × 45a is used for calculat-
ing the strain relaxation via VFF. After the new atomic
positions are calculated, a 50a× 50a× 34a cutout of the
relaxed lattice is made. We construct our Hamiltonian
from the smaller cutout to save significant computation
time during diagonalization. In construction of the TB
Hamiltonian, hopping TB parameters are scaled by the
relaxed bond length d as
(
d0
d
)η
, where d0 is the natural
(unrelaxed) bond length of the respective material. η for
all materials is taken to be 2.9, typical for the class of ma-
terials of interest. The particular value of 2.9 was chosen
as it has historically agreed well with experimental re-
sults. Spin-orbit parameters are also on-site parameters
and therefore incorporated into the Hamiltonian as an
average between the materials formed with the nearest-
neighbors.
BAND STRUCTURE OF GaBiAs
To understand QDMs with GaBixAs1–x barriers, we
must first understand the properties of GaBiAs. De-
tailed local-density approximation corrected (LDA+C),
k · p, and semi-empirical pseudopotential calculations on
the band structure of GaBi and GaBiAs can be found
in Refs. [25, 27–29, 33, 34, 43]. Tight-binding investiga-
tion of dilute Bi concentrations in GaBixAs1–x have been
10a
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(b) Partial GaBiAs Barrier
FIG. 3: (Color online) Schematic representation of system
geometry. GaAs in blue; InAs in yellow; GaBiAs (a)
spanning the full interdot region (b) as a partial layer inside
the barrier, in pink. (x and z axes not to scale.)
published by O’Reilly et al.[30, 32] In Sec. , we compare
our model with these results. For small lattices with
periodic boundaries, we verify the existence of a Bi “de-
fect state” within the valence band of GaBixAs1–x and
BAC effects with band edge bowing stronger than tradi-
tional alloys [30]. In Sec. , we investigate the electronic
structure of large GaBixAs1–x lattices of roughly 700000
atoms. Calculation for the larger structures are carried
out with hard infinite boundaries instead of a periodic
boundary condition. The use of large lattice structures
allows us to better understand alloy effects at the scale
needed for QD structures, as well as to investigate effects
caused by random alloy configurations.
Band structure of GaBixAs1–x : Periodic model
To understand the band structure of GaBiAs ran-
dom alloys, we begin with periodic models of the al-
loy. First, we start with simple periodic eight-atom cells
of GaAs, GaBi, and GaBi0.25As0.75. We calculate the
folded band structure by diagonalizing the eight-atom
TB Hamiltonian. Then, we expand our model to larger
unit cells to explore Bi clustering effects. More details
on the construction of the periodic TB Hamiltonian can
be found in Appendix .
For pure GaAs and GaBi, the folded band structures
along k from Γ to X/2 are shown in Fig. 4. GaAs shows
the typical behavior of a III–V semiconductor, with a cal-
culated bandgap of 1.44 eV and an SO split-off 0.33 eV
below the VBE. GaBi, on the other hand, has an in-
verted band structure. The consequence, seen in Fig. 4b,
is that the CBE is at −1.45 eV, below the VBE (set to 0).
Also, the heavy-hole bands increase in energy away from
the zone center while the electron and light-hole bands
decrease in energy away from the zone center. Finally,
the SO band for GaBi lies slightly below the conduction
band, at −1.75 eV.
Next, we take an eight-atom unit cell of pure GaAs
and replace the center As atom with a Bi atom, simu-
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FIG. 4: (Color online) Folded band structure of (a) GaAs
and (b) GaBi, from Γ to X. For an eight-atom cell, the
band structure is twice folded. Both graphs have the VBE
set to 0 (eV) for the respective material. (Black: conduction
band edge; red: heavy holes; blue: light hole; green:
spin-orbit split off; grey: other bands)
lating a 25% Bi GaBiAs alloy where the Bi atoms are
periodically spaced in the lattice. Again, we diagonalize
this Hamiltonian for a set of k values between the zone
center (Γ) and the zone boundary along X. The result-
ing band structure, overlaid with the previous results for
pure GaAs, are shown in Fig. 5.
There are two primary features of alloying. First,
the alloying reduces the bandgap energy and increases
the SO split-off energy. Second, a Bi band exists beneath
the VBE, which is unique to to only a handful of alloy
compositions. The alloy behaves as a non-traditional al-
loy as it is a mixture of a semiconductor and a semi-
metal with drastically different band structures. The re-
duction in bandgap energy can be explained under the
BAC model, wherein the introduction of a Bi band be-
low the GaAs VBE pushes the alloy VBE up in energy
more than traditional alloying [28, 30, 44]. For low al-
loy concentrations, the Bi energies lay slightly below the
VBE of GaAs, resulting in a BAC effect [29, 30]. The
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FIG. 5: (Color online) Band structure of GaBi0.25As0.75
(blue), overlaid on top of pure GaAs (red). One can clearly
see the Bi defect state at −2 eV. Placement of Bi atom at
the center of the cell breaks the symmetry, thus, the
GaBi0.25As0.75 band structure is not folded.
BAC effect disappears at higher concentrations, because
band broadening occurs and the Bi band starts to over-
lap with the VBE [29]. In Fig. 5, there is a single “Bi
defect state” at roughly 2 eV below the VBE. There is
limited Bi band broadening due to the presence of only
a single Bi atom in the unit cell, therefore, we have a
clearly visible defect state. The existence of this state
supports the BAC model [30].
Studies have suggested that Bi atoms in GaBixAs1–x
tend to form clusters [30, 33, 34, 45]. We explore clus-
tering by selectively substituting additional As atoms in
the original unit cell with Bi. To simulate change in
concentration, the size of the unit cell is expanded by
adding GaAs equally to all sides. Since all the Bi atoms
are located in the original eight-atom cell, the periodic
repetition of the structure simulates equally spaced “Bi
clusters.” O’Reilly et al. varied concentration [30] simi-
larly in studying a single Bi atom isolated in GaAs.
The resulting VBE shifts at Γ for the different cell
sizes and Bi concentrations are shown in Fig. 6. Each
connected curve represents a given number of Bi atoms
per cluster; each data point along a given curve corre-
sponds to a different unit cell size, with larger Bi concen-
trations for smaller cell sizes. Following each curve, we
find the smaller the cell size, the higher the concentration,
and the more the VBE is shifted. Comparing curves, we
see that higher Bi atom counts per cluster leads to greater
rise in energy for the VBE, despite identical Bi concen-
tration. This implies that alloying effects are increased
by clustering, consistent with O’Reilly [30, 32]. For Bi
concentrations in the 4% to 10% range, clustering leads
to shifts (∼50 meV) that are a sizable fraction of the
actual VBE shifts.
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FIG. 6: (Color online) VBE shift above GaAs for
GaBixAs1–x of different concentrations of Bi. Different
curves represent a different number of Bi atoms in a cluster
(located in the center of the periodic cell). Change in Bi
concentration along a curve is created by varying the cell
size (the distance between clusters).
Band structure of GaBixAs1–x : Random alloy
To better model actual QDMs, we must consider
random alloys of GaBiAs. We take a 144a× 144a× 45a
box of pure GaAs, and use a pseudo-random number gen-
erator to select As atoms to replace with Bi. The large
lattice is then relaxed using a VFF method to account
for strain due to Bi in the alloyed system. A TB Hamil-
tonian is generated from a 50a× 50a× 34a cutout of the
relaxed lattice. The Hamiltonian is diagonalized to find
the states closest to the VBE and CBE. A hard bound-
ary (non-periodic) is imposed on both the VFF relax-
ation and the Hamiltonian diagonalization. The results
are shown as the black curves in Fig. 7.
Also shown in Fig. 7 are results from using a vir-
tual crystal approximation (VCA) to model alloying. In
the VCA model, the alloy is treated as a regular lat-
tice of GaX, where the VFF and TB parameters for X
are the concentration-dependent averages between pa-
rameters for As and Bi. The VCA energies have a lin-
ear dependence on alloy concentration. Although both
the VCA model and the random alloy approach show a
bandgap reduction of roughly 30 meV/%, only the ran-
dom alloy case correctly captures bowing of the VBE.
In addition, as indicated in Table III, the VBE shift ob-
tained with a VCA model is smaller than the prediction
of O’Reilly’s [30] and experimental results [26, 28, 45, 46].
The failures of the VCA model show the necessity of in-
cluding the individual Bi atoms and reaffirm the impor-
tance of the BAC model. The results for our random
alloy model do differ slightly from O’Reilly’s but can be
explained by a difference in strain models. Our results
show that an atomistic treatment of Bi is needed to cor-
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FIG. 7: (Color online) Energy levels of GaBixAs1–x plotted
against Bi concentration (x), for a random alloy approach
(black) and a VCA model (blue). The zero on the energy
scale here is set to the VBE for GaAs. The initial (0% Bi)
deviation from a perfect 0 eV GaAs VBE is caused by
spin-orbit effects not included by Vogl [40].
rectly predict the properties of GaBixAs1–x , which would
be a random alloy in real materials.
TABLE III: Band edge shift per alloy percentage (slope in
Fig. 7) for GaBixAs1–x . Two values taken, one between 0%
and 1%, the other between 9% and 10%. Values from
O’Reilly et al., where the system was a smaller random alloy
with periodic boundaries, are shown for comparison [30].
The gap energy, Eg, decreases by the combined amount of
the VBE and CBE shifts. All units in meV/%.
CBE VBE Eg
VCA (1%) −19 9.8 −28.8
VCA (10%) −19 9.8 −28.8
Alloy (1%) −9.2 66 −75.2
Alloy (10%) −5.4 11 −16.4
Periodic [30] (2%) −28 53 −81
Periodic [30] (12%) −28 30 −58
With the random alloy model, we also study the
spread of energies stemming from variations in alloy con-
figuration. These variations are not accounted for by the
VCA nor in a periodic model. For the case of 7% Bi,
40 different alloy configurations (placement of Bi atoms)
are generated by the pseudorandom number generator.
Each configuration is relaxed and diagonalized indepen-
dently. The resulting energies closest to the band edges
for each configuration are shown in Fig. 8. We see a
50 meV spread for the VBE and a 10 meV spread for
the CBE. In conjunction with Fig. 7 and Table III, we
see that the configurational variances accounts for a large
portion of the difference between our predicted energies
and O’Reilly’s. The remaining discrepancies between the
random alloy results and O’Reilly’s paper can be at-
7tributed to the difference between non-periodic and pe-
riodic boundary conditions, as well as the fact that we
have a different model for strain relaxation. A later pa-
per by O’Reilly et al. [32], where GaBixAs1–x was placed
on top of a GaAs substrate (consistent with our strain
model), shows band edge shifts in agreement with our
random alloy results.
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FIG. 8: Band edge energies for various random alloy
configurations with a GaBi0.07As0.93 cell of nearly 700,000
atoms. The zero on the energy scale here is set to the VBE
for GaAs. Data points are connected via curves solely for
better visualization.
In conclusion, for a periodic system, we have reaf-
firmed the existence of a Bi state below the band edge
which pushes the VBE up through BAC. Stronger alloy
effects emerge from more densely clustered Bi. For large
nonperiodic lattices, the VBE shift of the random alloy
model is consistent with literature, while the VCA model
is not consistent with random alloy results. Furthermore,
the VBE of the random alloy model shows signs of bow-
ing, an effect of BAC [28, 30], where the VCA model
failed to show signs of BAC. Additionally, the spread in
energies at the VBE for the random alloy case is a com-
bined effect of configurational dependence and strain [32].
While the VB is sensitive to both strain and configura-
tion due to the BAC, the lack of BAC in the CB removes
most of the configurational dependence from the CBE.
These results show that an atomistic treatment is nec-
essary to correctly model the properties of GaBixAs1–x .
Most importantly, an atomistic treatment is needed to
capture the VBE shift, which significantly determines ef-
fects from changes in the barrier in a QDM.
QUANTUM DOT MOLECULES WITH ALLOYED
BARRIER
To exploit GaBiAs barriers to manipulate hole spin
physics in InAs QDMs, we must understand how GaBiAs
barriers modify QD energy levels, how the results depend
on alloy concentration and configuration, how the strain
from the Bi influences the results, and how the defect lev-
els introduced by Bi change the energies. These issues,
discussed in this section, provide the foundation to un-
derstand tunnel coupling and spin-mixing between QDs.
The use of GaBiAs barriers for the enhancement of the
spin-mixed QD states needed in the qubit protocol of
Econumou et al. [11] will be discussed in the subsequent
paper.
InAs QDM states with GaBixAs1–x interdot barriers
We first consider a QDM with GaBiAs everywhere
between the InAs QDs and wetting layers [as shown in
Fig. 3a]. Energies obtained from the VCA model are
shown in Fig. 9 (blue), in comparison with results ob-
tained for a random alloy configuration (black). From
here on, we shall make the distinction between QD
hole/electron states and the VB/CB states. The nomen-
clature “holes” and “electrons” shall be reserved for the
states confined within the QDs, whereas VB and CB shall
refer generally to electron states below or above the bulk
bandgaps. All energy plots will show conduction elec-
tron and valence electron energies. Due to convention,
an increase in hole state energy is a decrease in valence
electron energy, and vice versa.
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FIG. 9: (Color online) Energy levels of an InAs QDM with
full GaBixAs1–x barrier, calculated with a random alloy
approach (black) and the VCA (blue). Zero on the energy
scale here and in remaining figures is set to the VBE for
InAs, which is 0.2 eV above the GaAs VBE.
As shown in Fig. 9, electron states confined to the
dots are weakly affected by the presence of Bi, due to
the relatively small GaBixAs1–x CBE energy shift. The
larger energy difference between the dot electron states
and the barrier GaBixAs1–x CBE also weakens the bar-
rier alloy effects as compared to the holes. From Fig. 7,
8we see that the CBE for bulk GaBixAs1–x is about 0.3 eV
above that of the InAs QD electron states (after ac-
counting for the VB offset between GaAs and InAs).
The atomistic treatment of Bi accounts for local Bi ef-
fects, without distorting the electron structure globally,
as would happen in the VCA.
The hole state energies in Fig. 9 are initially flat,
weakly dependent on Bi concentration, because the states
closest to the gap are well confined to the InAs dots.
In the random alloy model, this breaks down at higher
concentrations of Bi, when the GaBiAs barrier VBE is
pushed up into the same energy region as the confined
QD hole states. This results in a breakdown of confine-
ment at 9% to 10% Bi.
The interaction between the dot hole states and
the barrier VBE is supported by the fact that the hole
states are close in energy to the VB of bulk GaBixAs1–x
at x ≈ 7%. We see the distortion of the dot-hole-
state energy levels as the concentration of Bi in the
barrier surpasses this percentage. To further illustrate
this, we calculate the energies with the two InAs dots
and wetting layers replaced with GaAs, leaving just the
GaBixAs1–x sandwiched between GaAs. The energies
for this GaBixAs1–x layer are compared with the ener-
gies for the InAs dots in Fig. 10. This better illustrates
the distortion of the dot energy levels with respect to the
encroaching Bi band energy levels. This also indicates
that, past 8% Bi, the valence states need not be confined
solely to the QDs. Wave-function plots confirm that, for
10% Bi, significant hole probability is found in the Bi
barrier region rather than in the InAs dots.
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FIG. 10: (Color online) Comparison of GaBiAs barrier
valence band energy levels (red) with random alloy InAs QD
hole state energy levels (black). Bi barrier energy levels were
calculated as a layer of GaBixAs1–x in a larger lattice of
GaAs.
We also consider the case where only a 4a layer
within the interdot region is alloyed [see Fig. 3b]. This
shows how the thickness of the alloy barrier region can
influence the QDM states. The resulting hole energies,
overlaid with the dot hole energies with the full GaBiAs
barrier, are shown in Fig. 11. There are two key things
to note. First, for the layered GaBiAs barrier, the up-
ward shift in valence energy doesn’t occur until a higher
concentration of Bi, indicating that the QD hole states
are less perturbed by the alloy region, despite having the
same concentration of Bi within the alloy layer. Second,
for the full GaBiAs barrier there is a larger energy differ-
ence between equivalent top and bottom dot states (i.e.,
Ev1 − Ev2, Ev3,v4 − Ev5,v6, etc.), than for the layered
barrier. This is because, in the former case, there is Bi
present above and around the sides of the bottom dot,
whereas Bi is only present below the top dot. This geom-
etry of the GaBiAs layer breaks the symmetry between
the top and bottom dots. On the other hand, the 4a
layer of GaBiAs sandwiched between GaAs is symmetric
about the two dots. We will later see in Sec. that the
increased energy difference is a strain induced effect.
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FIG. 11: (Color online) valence electron energies of an InAs
QDM with the interdot region containing a 4a layer of
GaBixAs1–x (red) compared to a QDM where the entire
interdot region is GaBixAs1–x (blue).
Alloy configuration dependence
To test the effect of alloy configuration, we con-
sider InAs QDMs with 7% Bi in the GaBiAs barrier. At
this percentage, the GaBiAs VBE overlaps with the hole
states in the QDM. For the bulk GaBixAs1–x (Fig. 8),
there is a 10 meV spread in CBE energies and a 50 meV
spread in VBE energies caused by different configura-
tions. The spread of CBE and VBE energy levels for 40
configurations of a 10a layer of GaBi0.07As0.93 in GaAs
are shown in Fig. 12 (red). The alloy configurations
in Fig. 12 have no relation to those in Fig. 8. Fig-
ures 8 and 12 look similar, with the exception of one
case for the CBE. This is an artifact of a particular alloy
9configuration and is a very rare occurrence. Looking at
the VBE, it might seem that there is more of a spread
for a 10a layer of GaBiAs in GaAs, compared to bulk
GaBiAs. However, the states are less dense because fewer
Bi atoms are included in the computational box. This is
not a configurational effect. The spread in VBE is still
roughly 50 meV.
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FIG. 12: (Color online) Valence edge states for various
random alloy configurations of a 10a layer of GaBi0.07As0.93
in GaAs (red), and QD states from using the respective alloy
configuration in the interdot barrier (black). Inset shows
both valence and conduction band edge states on a rescaled
y-axis. Zero on the energy scale is set to the VBE for InAs.
The effect of alloy configuration on the QDM elec-
tron and hole states is also shown in Fig. 12. We take
the GaAs lattice with a GaBiAs barrier shown in red
in Fig. 12 and add the InAs dots. The alloy configura-
tion with and without the dots remains the same for the
same configuration numbers. The resulting dot states
are shown in Fig. 12 (black). The electron states remain
largely unaffected by alloy configuration, as expected.
The configurational change of the GaBixAs1–x CBE is
too small and too far away to significantly affect the be-
havior of the dot electron states. However, the hole states
do see the GaBixAs1–x VBE, because, for x = 0.07, the
alloy VBE energetically overlaps with the hole states. At
7% alloy, the ground and first excited QDM hole states
retain their structure regardless of alloy configuration;
the remaining states are shifted to varying degrees cor-
related to how close the GaBi0.07As0.93 VBE is.
Strain-induced effects of a GaBiAs alloy
To better understand how the Bi in the barrier per-
turbs the QDM states, we look at strain and orbital ef-
fects of Bi alloying independently. First, we consider the
strain effects caused by the presence of Bi atoms, as there
is an 11% difference in bond length between GaAs and
GaBi. By including the strain from the alloy barrier but
using the GaAs TB parameters for GaBi, the effects of
strain from Bi are isolated from the effects due to the dif-
ferences in the Bi and As orbital and hopping energies.
Calculations are done with and without the InAs dots
(Fig. 13) to show the dot hole states and the underlying
GaBiAs VB.
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FIG. 13: (Color online) Comparison of GaBiAs barrier
valence energy levels (red) and InAs dot hole state energy
levels (black) with all GaBi tight-binding parameters
replaced with those of GaAs, keeping the strain profile for
the GaBiAs barrier. Energy levels found with both strain
and orbital effects included are shown for comparison
(yellow).
In Fig. 13, we see a near-linear increase in dot-hole-
state energy (i.e., a decrease in valence electron energy)
with respect to Bi concentration due to strain. We also
see a steady energy shift of the underlying Bi band due to
strain alone. Although the underlying Bi band does not
overlap with the dot hole states in energy, and the Bi is
not present where the dot states are spatially, we clearly
see that alloy strain has an effect on the QDM hole states.
The strain induced by alloying the barrier has a global
effect, not confined to just the alloy region but able to
affect the energies of the states in the QDMs. The strain
in the GaBiAs alloy reduces barrier height. However,
the additional strain induced to the QDs counteracts the
reduction in barrier height, providing more confinement
and increasing the hole energies (see Appendix ).
Figure 14 compares the effect of induced strain for a
QDM with a full barrier and a layered barrier. The fully
alloyed barrier provides larger energy splitting between
top/bottom dot hole states within a given pair (Ev1−Ev2,
Ev3,v4 −Ev5,v6, etc.). This arises from symmetry break-
ing between the two dots when the sides of the bottom
dot are surrounded by Bi. The similar strain profile in
the top and bottom dot for the layered barrier causes en-
ergy levels to increase at a similar rate. Both the fully
alloyed barrier and the layered barrier show a monotonic
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increase in dot hole energy due to strain. Neither shows
a level repulsion from a Bi band. Slight deviations from
a linear dependence show that the strain profile of the
system is still sensitive to configurational differences in
the alloy, further illustrating the global nature of strain
effects on the system.
The effect of orbital defects in a GaBiAs alloy
We now look at the effect of the difference between
As and Bi orbitals, independent of the strain. To remove
the strain induced by the Bi, we relax the structure with
the interdot region as GaAs, and use these atomic posi-
tions for the GaBiAs barrier. This new lattice contains
the GaBiAs interdot barrier, but uses the “unrelaxed” Bi
positions. It is important to note that the system is par-
tially relaxed. The strain caused by the lattice mismatch
between InAs and GaAs is preserved, a crucial aspect
of InAs QDMs, regardless of the presence of the alloy.
The comparison of the QDM hole states and the Bi band
when strain is ignored is shown in Fig. 15.
Interestingly, when considering only the orbital ef-
fects of Bi, there is no change to the dot-hole-state en-
ergies with respect to Bi concentration. This is the case
for both a full GaBiAs barrier and the layered barrier
with 4a of GaBiAs. These electronic changes brought
about by the Bi orbitals are confined to the alloyed re-
gion. In contrast, changes brought about by strain are
global, affecting the QDs as well as the Bi states.
When both induced strain and orbital effects are in-
cluded (see Fig. 10), the barrier GaBiAs VBE is pushed
much closer to the dot states than when either the in-
duced strain alone or orbital effect alone is considered.
Both the induced strain and orbital effects push the bar-
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FIG. 14: (Color online) Strain dependence of valence
energy levels of an InAs QDM, with the interdot region
containing a 4a layer of GaBixAs1–x (red) or the entire
interdot region as GaBixAs1–x (blue).
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FIG. 15: (Color online) Comparison of GaBiAs barrier
valence energy levels (red) with InAs dot-hole-state energy
levels (black), using the strain profile of a GaAs barrier,
effectively leaving only orbital effects of the Bi alloy. Energy
levels found with both strain and orbital effects included are
shown for comparison (yellow).
rier VBE toward the dot states, but it is only when the
combined effect of both is considered that the barrier
VBE comes close enough to the QD states for level re-
pulsion to be significant. For small Bi concentrations, x,
the effect of induced strain dominates and explains the
initial increase of QDM hole state energies. For larger x,
the combination of alloy-induced strain and Bi orbital ef-
fects are needed to explain the reversal of the QDM hole
energy shifts under level repulsion.
Although the electronic effects of Bi orbitals alone
do not directly affect the QDM hole state energies, much
more pronounced changes can be seen in the tunneling
behavior between the two dots when the hole states of
the two QDs are brought into resonance by a vertical
field. The Bi orbitals manipulate the dot wave functions
to form tunneling pathways between the two dots and
greatly perturb the tunnel coupling and spin-mixing in
the dots. We shall explore such behavior in the follow-up
paper.
CONCLUSION
Hole spins in self-assembled semiconductor QDs offer
intriguing possibilities as potential qubit architectures.
Hole spins in QD molecules can be manipulated by in-
direct optical transitions to provide all-optical control of
spin initialization, manipulation, and readout. Spin ini-
tialization and manipulation requires spin mixing of holes
when tunnel coupled across the dots in the QDM. In this
paper and in a follow-up paper, we study how the GaAs
interdot barrier can be engineered by changing the bar-
rier composition to enhance the spin-mixing. Here, we
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investigate how to treat GaBixAs1–x alloys to correctly
model their properties in InAs QDMs, to wit, with an
atomistic TB model. Such an atomistic treatment is nec-
essary to describe the alloying effects of Bi, and allows
for the modeling of alloy fluctuations and clustering ef-
fects. We also showed that a VCA for the alloy fails
to describe the alloy adequately. With the atomistic TB
model, we find that BAC plays a significant role in deter-
mining the valence band energies of GaBiAs. As a con-
sequence, band repulsion effects due to local Bi states in
the barrier can modify states localized in the QDM, espe-
cially when the Bi concentration approaches 10%. Elec-
tron states are not strongly dependent on the presence
of Bi in the barrier nor to fluctuations in the alloy con-
figuration. However, hole states are much more sensitive
to the presence of Bi and to configurations of the alloy.
Significant reductions in the hole energies occur as the Bi
concentration increases in the barrier. This occurs both
because the barrier height is reduced and because, for Bi
concentrations near 10%, the band of Bi barrier valence
states pushes into the QD hole states. We separately in-
vestigate the effects of the strain induced when the larger
Bi atom replaces the smaller As atom and the effects
when the As orbital energies are replaced by Bi orbital
energies (i.e.zz the scattering induced when Bi replaces
As). The induced strain is a global effect because the
strain propagates from the barrier into the QDs, while
the scattering off the difference between Bi and As or-
bitals is a more local effect. We initially see an increase
in QDM hole energies caused by the alloy-induced strain.
Then, at higher Bi concentrations, the combined effect of
alloy-induced strain and Bi orbitals results in a reversal of
QDM hole energy shifts, characterized by an encroach-
ing barrier VBE leading to level repulsion between the
barrier VBE and the QDM hole states. This work has
established a basis for future understanding of the spin-
mixing and enhanced tunnel coupling that occurs when
GaBiAs interdot barriers are used in InAs QDMs. This
study shall be followed up by experimental results from
our collaborators. Then, in a subsequent paper we will
show how these barriers can be used to enhance the op-
eration of hole spin qubits in InAs QDMs.
Computational resources for this work are provided
by the National Institute of Standards and Technology
(NIST). This project is supported under National Sci-
ence Foundation (NSF) Grant No. DMR-1505628.
Computational details for periodic and clustered
alloy band-structure calculations
The band structure for GaBi0.25As0.75 is calculated
by replacing the center As in an eight-atom unit cell of
GaAs with Bi. All the TB parameters associated with the
center As atom and its bonds are replaced with Bi and
GaBi, respectively. However, all bond lengths are still
taken to be that of GaAs, as the structure is not strain
relaxed. Additionally, since the lattice is unrelaxed, the
TB parameters are not scaled with changes from natural
bond length, despite the GaBi bonds being compressed
to match GaAs.
Finally, for Bi cluster calculations, we create square
structures that are m unit cells in length, where m =
1, 2, 3, 4, 5. The total number of atoms in our structure
is 8 × m3, or 8, 64, 216, 512, and 1000 atoms. Peri-
odic conditions are identical to the case of the unit cell,
but scaled to the size of the structure. For example, the
structure with length m = 2a wraps around on itself ev-
ery two lattice constants in each crystal direction. The
Bi replacement begins with the anion at the center of the
structure, regardless of structure size. Up to three addi-
tional next nearest neighbor anions are replaced with Bi,
in the order of 12
1
20,
1
20
1
2 , and 0
1
2
1
2 . The lattices are un-
relaxed, and all the bond lengths of GaAs are kept. TB
parameters are not scaled with bond length. Only the
energy at the zone center is shown. With this method,
there are two variables affecting Bi concentration. One is
the number of Bi atoms; the other is the size of the struc-
ture. Increasing the structure size lowers the Bi concen-
tration directly, without increasing cluster size. Adding
Bi to the system increases the concentration, but results
in a greater VBE shift than reducing the structure size
by the corresponding amount.
Geometry of alloy-induced strain in QDMs
Figure 16 shows the change in InAs QDM hole state
probability after alloy strain is introduced (but with or-
bital differences between Bi and As ignored). The change
is calculated as the difference between the 6% alloy case
and the 0% alloy case in Fig. 13. The strain from the
alloy confines the wave function to a single dot (bottom
dot for the ground state; top dot for the first excited
state), and is the reason we see an increase in QDM hole
state energy at low concentrations of Bi, for both the full
and layered barrier.
Figure 17a shows the strain from the alloy region
clearly propagating away from the alloy. When the entire
interdot region is alloyed, the Bi surrounds the bottom
dot, and the strain is concentrated outside of the bot-
tom dot near the sidewalls. The top dot, on the other
hand, has the strain accumulating uniformly beneath the
wetting layer and propagating through the dot. There-
fore, the top dot receives much more of the alloy-induced
strain, whereas the bottom dot has strain surrounding
it but not penetrating the dot itself. The result is in-
creased difference between the bottom (ground) and top
(first excited) state energies seen in Fig. 14.
For a symmetrically layered interdot barrier, with a
4a layer of GaBiAs sandwiched between GaAs, the strain
is able to propagate above and below the alloy region
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(a) Full Barrier, ground state (b) Full Barrier, first excited state
(c) Layered Barrier, ground state (d) Layered Barrier, first excited
state
FIG. 16: (Color online) Change in QDM hole probability
when the alloy strain of a 6% GaBixAs1–x alloy is applied,
for (a) the ground/bottom-dot state and (b)
first-excited/top-dot state of a QDM with the entire interdot
region as GaBiAs, and for (c) the ground/bottom-dot state
and (d) first-excited/top-dot state of a QDM with a 4a layer
of GaBiAs in the interdot region. Axes labels indicate
position in lattice constants; scale bar indicates difference in
wave function probability before and after strain is included.
equally [see Fig. 17b]. The alloy-induced strain is able to
affect both dots in a fashion similar to how the top dot
was affected in the full barrier case. However, due to the
distance between the alloy layer and the dots, the strain
is diminished by the time it reaches the dot, resulting in
less of an energy shift in comparison with the top dot in
the full barrier case in Fig. 14.
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