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Abstract
We investigate how the covering number of the elements can change under arbitrarily small
perturbations. © 2002 Elsevier Science Inc. All rights reserved.
AMS classification: 05B35; 15A03
Keywords: Matroid; Covering number; Small perturbations
1. Introduction
Let F denote the field of real numbers or the field of complex numbers. Let
(v1, . . . , vm) be a family of vectors of Fn. To each vector vi in (v1, . . . , vm) one
associates a real number called the covering number of vi in (v1, . . . , vm) and usu-
ally denoted by svi (v1, . . . , vm). The notion of covering number of an element was
introduced in [3] and studied in [3,5,6,7].
The aim of this article is to characterize the covering number of an element that
can be obtained with arbitrarily small perturbations of the vectors v1, . . . , vm. This
characterization will be studied in Section 3. In [8] it was studied how the rank
partitions can change under arbitrarily small perturbations.
In Section 2, we introduce concepts and notations necessary for Section 3. In
Section 4, we establish the relationship between the concepts introduced in Section
2 and the corresponding concepts in matroid theory and we present some results
needed in Section 5. Finally, in Section 5, we give the proofs of all results stated in
Section 3.
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2. Preliminaries
Let m be a positive integer. A partition of m is a sequence of nonnegative integers
α = (α1, . . . , αr) satisfying





If α = (α1, . . . , αr) is a partition of m and αr > 0 we say that r is the length of
α (i.e. the greatest k such that αk > 0). We do not distinguish between two parti-
tions that differ only in the number of trailing zeros. In particular, we can consider a
partition α of m as an m-tuple α = (α1, . . . , αm) (by removing or adding a string of
zeros).
Let α = (α1, . . . , αr) be a partition of m. Suppose that n1 terms of α are equal
to 1, n2 terms of α are equal to 2 and, in general, ni terms of α are equal to i, i =
1, . . . , m. We use also, as notation for the partition α, the finite sequence
α = (mnm, (m− 1)nm−1 , . . . , 1n1).
If ni = 0, then ini is usually left out.
Let F be the field of real numbers or the field of complex numbers.
Let I be a finite set. A family (vi)i∈I of vectors of Fn is a mapping i → vi from
I into Fn. The cardinality of the family (vi)i∈I is the cardinality of I. If J ⊆ I , the
family (vi)i∈J is a subfamily of (vi)i∈I ; this subfamily is defined by the restriction
to J of i → vi .
Let k be a positive integer. A subfamily (vi)i∈J of (vi)i∈I is k-independent if it is
the union of k subfamilies each of which is linearly independent, that is, if there exist
subsets I1, . . . , Ik such that
1. J = I1 ∪ · · · ∪ Ik .
2. (vi)i∈Ij is linearly independent, j = 1, . . . , k.
The k-dimension of (vi)i∈I is the maximum cardinality of the k-independent subfam-
ilies of (vi)i∈I . As a subfamily is 1-independent if and only if it is linearly indepen-
dent, the 1-dimension of (vi)i∈I is the dimension of 〈vi : i ∈ I 〉, where 〈vi : i ∈ I 〉
denotes the subspace spanned by (vi)i∈I .
A subfamily (vi)i∈J of (vi)i∈I is a k-basis of (vi)i∈I if it is k-independent and |J |
is equal to the k-dimension of (vi)i∈I .
If I = {1, . . . , m}, the family (vi)i∈I is simply denoted by v1, . . . , vm. The k-di-
mension of v1, . . . , vm is denoted by dk(v1, . . . , vm). By convention, d0(v1, . . . , vm)
= 0.
Let v1, . . . , vm be a family of vectors of Fn. It was proved in [2] that the sequence
(d1(v1, . . . , vm)− d0(v1, . . . , vm), . . . , dm(v1, . . . , vm)− dm−1(v1, . . . , vm))
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is a partition of dm(v1, . . . , vm) and dm(v1, . . . , vm) is equal to the number of non-
zero vectors in the family v1, . . . , vm. This partition is called the rank partition of
v1, . . . , vm and is denoted by
ρ(v1, . . . , vm).
Let (vi)i∈I be a family of vectors of Fn and let r be a positive integer. A subfamily
(vi)i∈J of (vi)i∈I is called an r-transversal of (vi)i∈I if there exist pairwise disjoint
subsets J1, . . . , Jr of J such that
1. J = J1 ∪ · · · ∪ Jr .
2. (vi)i∈Js is a basis of 〈vi : i ∈ J 〉, s = 1, . . . , r.
It is easy to conclude that a subfamily (vi)i∈J is an r-transversal of (vi)i∈I if and
only if is r-independent and |J | = r · dim(〈vi : i ∈ J 〉).
It was proved in [1] that, if (vi)i∈J and (vi)i∈J ′ are maximal r-transversals of
(vi)i∈I (for the inclusion order), then
〈vi : i ∈ J 〉 = 〈vi : i ∈ J ′〉.
Let v1, . . . , vm be a family of vectors of Fn and let vi be a nonzero vector of
v1, . . . , vm. The smallest integer s such that
ds(v1, . . . , vm) > ds(vj : j ∈ {1, . . . , m} \ {i})
is called the covering number of vi in v1, . . . , vm and is denoted by
svi (v1, . . . , vm)
or simply by si . By convention, if vi is the zero vector, then si = svi (v1, . . . , vm) =
m+ 1. The notion of covering number of an element was introduced in [3]. It is easy
to conclude that if si is the covering number of vi and k < si , then there exists a
k-basis of v1, . . . , vm which vi does not belong.
Example 2.1. Let e1, e2 be a linearly independent family of vectors of Fn and let 0
be the zero vector of Fn. Let m = 6 and define
v1 = e1, v2 = 0, v3 = e1, v4 = e2, v5 = e1 − e2, v6 = e1.
Since (vi)i∈{1,4,5,6} is a 2-basis of v1, v2, v3, v4, v5, v6; a 2-basis of v1, v2, v4, v5, v6
and a 3-basis of v1, v2, v4, v5, v6, then
d2(v1, v2, v3, v4, v5, v6) = 4 = d2(v1, v2, v4, v5, v6),
d3(v1, v2, v3, v4, v5, v6) = 5 > d3(v1, v2, v4, v5, v6) = 4
and
s3 = sv3(v1, . . . , v6) = 3.
By convention, s2 = sv2(v1, . . . , v6) = 6 + 1 = 7.
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3. Small perturbations
Let ‖ ‖ be a norm in Fn and let v1, . . . , vm be a family of vectors of Fn. Denote
by R(v1, . . . , vm) the set of all integers r such that, for every δ > 0, there exist
v′1, . . . , v′m ∈ Fn such that
‖v′j − vj‖  δ, j ∈ {1, . . . , m} and dim〈v′1, . . . , v′m〉 = r.
The following result is elementary.
Lemma 3.1. An integer r is in R(v1, . . . , vm) if and only if
dim〈v1, . . . , vm〉  r  min{m, n}.
In [8] it was stated a generalization of this result.
For every positive integer k, denote by Rk(v1, . . . , vm) the set of all integers r
such that, for every δ > 0, there exist v′1, . . . , v′m ∈ Fn such that
‖v′j − vj‖  δ, j ∈ {1, . . . , m} and dk(v′1, . . . , v′m) = r.
Theorem 3.2. An integer r is in Rk(v1, . . . , vm) if and only if
dk(v1, . . . , vm)  r  min{m, kn}.
The main purpose of this section is to obtain a similar result for the covering
number of an element of v1, . . . , vm (Theorems 3.5 and 3.6).
Let vi be an element of v1, . . . , vm and let si = svi (v1, . . . , vm). Denote by
Si (v1, . . . , vm) the set of all integers r such that, for every δ > 0, there exist v′1, . . . ,
v′m ∈ Fn such that
‖v′j − vj‖  δ, j ∈ {1, . . . , m} and sv′i (v′1, . . . , v′m) = r.
Remark. Since si ∈Si (v1, . . . , vm), then Si (v1, . . . , vm) /= ∅.
Proposition 3.3. m+ 1 ∈Si (v1, . . . , vm) if and only if vi is the zero vector of Fn.
Let v1, . . . , vm be a family of vectors of Fn. Let (ρ1, . . . , ρm) be the rank partition
of v1, . . . , vm. For each vi in v1, . . . , vm define
si = svi (v1, . . . , vm),





max{d1(vj : j ∈ J ), 1}
⌉
:
(〈(vj )j∈J 〉 ∩ (vj )j∈{1,...,m}) = (vj )j∈J
}
,
where x denotes the least integer greater or equal to x.
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Example 3.4. Let e1, e2, e3, e4 be a basis of F4 and let 0 be the zero vector of F4.
Let m = 8 and define
v1 = e1, v2 = e2, v3 = e2, v4 = e2,
v5 = 0, v6 = e3, v7 = e1 + e3, v8 = e4.
Then, ρ(v1, . . . , v8) = (4, 2, 1) and
s8 = 1, s1 = s6 = s7 = 2, s2 = s3 = s4 = 3, s5 = 9,
a8 = 1, a1 = a2 = a3 = a4 = a5 = a6 = a7 = 2.
Because J = {1, 2, 3, 4, 5} is such that⌈ |J |
max{d1(vj : j ∈ J ), 1}
⌉
= 3
and there is not an I ⊆ {1, . . . , 8} such that 1 ∈ I , (〈(vj )j∈I 〉 ∩ (v1, . . . , v8)) =
(vj )j∈I and⌈ |I |
max{d1(vj : j ∈ I ), 1}
⌉
> 3,
then b1 = 3.
In the same way we can conclude that, b2 = b3 = b4 = b5 = 4, b6 = b7 = b8 =
3.
Remark. For each i ∈ {1, . . . , m}, it is easy to prove that 1  ai  m and 1  bi 
m.
Theorem 3.5. Let v1, . . . , vm be a family of vectors of Fn and let vi be an element
of v1, . . . , vm such that si = svi (v1, . . . , vm). Then
Si (v1, . . . , vm) = {r ∈ N : ai  r  bi} ∪ {si}.
Theorem 3.6. Let v1, . . . , vm be a family of vectors of Fn and let vi be a nonzero
vector of v1, . . . , vm. Then
Si (v1, . . . , vm) = {r ∈ N : ai  r  bi}.
Now we are going to see consequences of these two theorems.
Proposition 3.7. Let v1, . . . , vm be a family of vectors of Fn. Then
m⋂
i=1
Si (v1, . . . , vm) /= ∅.
110 R. Fernandes / Linear Algebra and its Applications 350 (2002) 105–124
Proposition 3.8. Let v1, . . . , vm be a family of nonzero vectors of Fn and let
(ρ1, . . . , ρm) be the rank partition of v1, . . . , vm. Then
m⋃
i=1




1 if ρ1 < n,
min{si : 1  i  m} if ρ1 = n
and
d = length of ρ(v1, . . . , vm).
Proposition 3.9. Let v1, . . . , vm be a family of vectors of Fn with n > 1. Let vi be
an element of v1, . . . , vm:
Si (v1, . . . , vm) = {1, . . . , m+ 1}
if and only if there exists a ∈ {0, 1, . . . , m− 1} such that ρ(v1, . . . , vm) = (1a) and
si = m+ 1.
4. Background on matroid theory
Let S be a nonempty finite set with cardinality m. Let M = (S,I(M)) be a mat-
roid on S [9,10]. The set of parts of S{
I1 ∪ . . . ∪ Ik : Ii ∈ I(M), i = 1, . . . , k
}
is the set of independents of a matroid on S, called the kth power of M. We denote
this matroid by M(k) [10].
A k-basis of M is a basis of M(k) and a subset of S is k-independent in M if it is
independent in M(k).
An element x ∈ S is a loop of M if x does not belong to any basis of M and x is a
coloop of M if x belongs to every basis of M. The set of loops of M will be denoted
by L(M) and the set of coloops of M is denoted by CL(M).
Let A ⊆ S. The restriction of M to A is denoted by M|A or by M\(S\A). The
closure of A is denoted by clM(A) or simply by cl(A), if there is no ambiguity to
avoid. The rank of A is denoted by rM(A) or simply by r(A). It is known [2] that the
sequence
ρ(M) = (rM(1) (S)− rM(0) (S), . . . , rM(m)(S)− rM(m−1) (S)),
where rM(0) (S) = 0, is a partition of |S\L(M)| called the rank partition of M. The
least nonnegative integer c such that rM(c) (S) = |S\L(M)|, is called the covering
number of M. If c is the covering number of M and ρ(M) = (ρ1, . . . , ρm), then
R. Fernandes / Linear Algebra and its Applications 350 (2002) 105–124 111
ρc+1 = · · · = ρm = 0 and we can write ρ(M) = (ρ1, . . . , ρc). Remark that the cov-
ering number of M is the length of ρ(M).
The following theorem is contained in [3].
Theorem 4.1. If B is a k-basis of M, there exist k pairwise disjoint independent sets
of M, B1, . . . , Bk such that
(i) B1 ∪ · · · ∪ Bt is a t-basis of M, t = 1, . . . , k;
(ii) B1 ∪ · · · ∪ Bk = B.
Moreover, clM(B1) ⊇ · · · ⊇ clM(Bk) ⊇ (S\B).
Let B be a k-basis of M. A union B1 ∪ · · · ∪ Bk where B1, . . . , Bk satisfy the
conditions of Theorem 4.1, is called a k-factorization of B.
If c is the covering number of M then S\L(M) is a c-basis of M. Remark that if
ρ(M) = (ρ1, . . . , ρc) and B1 ∪ · · · ∪ Bc is a c-factorization of S\L(M), then
|Bj | = ρj and rM(j) (S) =
j∑
i=1
ρi, j = 1, . . . , c.
A subset T of S is an r-transversal of M if there exists a family of r-pairwise
disjoint subsets of T, I1, . . . , Ir satisfying:
(i) T = I1 ∪ · · · ∪ Ir ;
(ii) Ii is a basis of M|T , i = 1, . . . , r .
It is easy to conclude that T is an r-transversal if and only if T is r-independent
and |T | = r · rM(T ).
Remark that if r > 1, T is an r-transversal and I1 ∪ . . . ∪ Ir is an r-factorization
of T in M|T , then I1 ∪ · · · ∪ Ik , where 1  k < r , is a k-transversal of M.
Lemma 4.2 [1].
(1) If T is an r-transversal of M, then
clM(T ) = clM(r) (T ).
(2) If T1 and T2 are maximal r-transversals of M (for the inclusion order), then
cl(T1) = cl(T2).
(3) If C is a circuit of M(r) and y ∈ C, then C\y is an r-transversal of M.
Theorem 4.3 [1]. Let M be a matroid on S and let B be an r-basis of M. The following
hold:
(1) If T1 and T2 are r-transversals of M contained in B, then T1 ∪ T2 is an r-trans-
versal. The set of r-transversals contained in B has a maximum for the inclusion
order.
(2) If T is the maximum r-transversal contained in B, then T is a maximal r-trans-
versal of M and S\B = cl(T )\T .
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Theorem 4.4 [4]. Let T be an r-transversal contained in an r-basis B of M. Assume
that B1, . . . , Br are independent pairwise disjoint subsets of B whose union is B.
Then
clM(T ∩ B1) = · · · = clM(T ∩ Br) = clM(T ).
Let x ∈ (S\L(M)). The covering number of x in M is the smallest positive inte-
ger s such that x ∈ CL(M(s)) [3]. We denote this integer by sx(M). If x ∈L(M),
we define sx(M) = |S| + 1.
It is easy to conclude that s is the covering number of x ∈ (S\L(M)) if and only
if s is the least integer such that rM(s) (S) > r(M\x)(s) (S\x).
Remark that if c is the covering number of M and B1 ∪ · · · ∪ Bc is a c-factoriza-
tion of a c-basis of M, then sx(M) = c, ∀x ∈ Bc.
The following theorem was proved in [3]:
Theorem 4.5. For x ∈ (S\L(M)), sx(M) > k if and only if there exists a k-trans-
versal, T, of M such that x ∈ clM(T )\T .
Theorem 4.6 [7]. Let B be a k-basis of M and let x be an element of S such that
sx(M) = s  k. Then there exists a k-factorization of B, B1 ∪ · · · ∪ Bk such that
x ∈ Bs.
Corollary 4.7 [7]. Let x, y be elements of S such that sx(M) = r /= s = sy(M). Let
B be a k-basis of M, k  max{r, s}. Then there exists a k-factorization of B, B1 ∪
· · · ∪ Bk such that x ∈ Br and y ∈ Bs.
Proposition 4.8. Let M be a matroid on S with covering number c. Let ρ(M) =
(ρ1, . . . , ρc). If ρi < ρi−1, then there exists x ∈ S such that i − 1  sx(M)  i.
Proof. Let i ∈ {2, . . . , c + 1} such that ρi < ρi−1. First we are going to prove that
there exists x ∈ S such that sx(M)  i − 1.
If i − 1 = 1, by definition sx(M)  1 = i − 1, ∀x ∈ S. Suppose that i − 1 > 1.
Let B be an i-basis of M and let B1 ∪ · · · ∪ Bi−2 ∪ Bi−1 ∪ Bi be an i-factorization of
B. Then, |Bi−1| = ρi−1 > 0. Let T be the maximum (i − 2)-transversal contained in
B1 ∪ · · · ∪ Bi−2. By Theorem 4.3,
(Bi−1 ∪ Bi) ⊆ clM(T )\T .
By Theorem 4.5,
sx(M)  i − 1 ∀x ∈ (Bi−1 ∪ Bi).
Now we are going to see that there exists x ∈ Bi−1 such that sx(M)  i.
Let Bi−1 = {xi1 , . . . , xip } and suppose that sx(M) > i ∀x ∈ Bi−1. For each j ∈{1, . . . , p}, let yij ∈ S\B such that (B\xij ) ∪ yij is an i-basis of M\xij . For each
j ∈ {1, . . . , p}, let Cj = C(B, yij ) be the fundamental circuit of yij in B (circuit
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of M(i)). Then, for each j ∈ {1, . . . , p}, {xij , yij } ⊆ Cj . By Lemma 4.2, for each





is an i-transversal of M, contained in B. SinceBi−1 ⊆ P , using Theorem 4.4, we have
clM(Bi ∩ P) = clM(P ) ⊇ Bi−1. Consequently, Bi−1 ⊆ clM(Bi ∩ P) ⊆ clM(Bi)
and ρi−1 = |Bi−1|  |Bi | = ρi . But this contradicts the hypothesis, ρi < ρi−1.
Therefore, there exists x ∈ Bi−1 such that sx(M)  i and we get the result. 
Let I be a nonempty finite set and let (vi)i∈I be a family of vectors of Fn. We say
that the matroid M on I is the vectorial matroid of (vi)i∈I if A ⊆ I is independent
in M if and only if (vi)i∈A is linearly independent in Fn. We denote this matroid by
M[I ].
Let (vi)i∈I be a family of vectors of Fn and let (vi)i∈J be a subfamily of (vi)i∈I .
Let M[I ] be the vectorial matroid of (vi)i∈I . It follows that the matroid of (vi)i∈J ,
M[J ], is the restriction of M[I ] to J.
Remark. Let v1, . . . , vm be a family of vectors of Fn and let M = M[{1, . . . , m}]
be the vectorial matroid of v1, . . . , vm. Clearly:
• A subfamily (vi)i∈J is k-independent if and only if J is k-independent in M.
• A subfamily (vi)i∈J is a k-basis if and only if J is a k-basis of M.
• The rank partition of v1, . . . , vm (ρ(v1, . . . , vm)) coincides with the rank parti-
tion of M.
• A subfamily (vi)i∈T is an r-transversal (a maximal r-transversal ) of v1, . . . , vm
if and only if T is an r-transversal (respectively, a maximal r-transversal) of M.
• The covering number of vj ∈ (vi)i∈I coincides with the covering number of j in
M.
5. Proofs
First we give some results which are needed for the main results.
Proposition 5.1. For each i ∈ {1, . . . , m}, ai  bi.
Proof. Suppose that there exists i ∈ {1, . . . , m} such that 1  bi < ai . By definition
of ai , ρ1 = · · · = ρbi = n and bi < ai  si = svi (v1, . . . , vm).
Let (vj )j∈B be a bi-basis of v1, . . . , vm such that vi ∈ (vj )j∈B . Consequently,
m > |B| = bin and d1(vj : j ∈ B) = n = d1(v1, . . . , vm). Since vi ∈ (〈v1, . . . , vm〉
∩ (v1, . . . , vm)) = (v1, . . . , vm) then
{1, . . . , m} ∈ {J : i ∈ J ⊆ {1, . . . , m}, (〈(vj )j∈J 〉 ∩ (vj )j∈{1,...,m}) = (vj )j∈J }.
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Thus we have a contradiction,
bi =
⌈ |B|
d1(vj : j ∈ B)
⌉
<
⌈ |{1, . . . , m}|







Therefore, ai  bi. 
Proposition 5.2. For each i ∈ {1, . . . , m}, if si  m then ai  si  bi.
Proof. By definition of ai , we have ai = min(min{j : ρj < n}, si)  si . Conse-
quently we only have to prove that si  bi .
If si = 1, then si = 1  bi . Assume that si > 1. Since si  m, by Theorem 4.5,
there exists an (si − 1)-transversal, (vj )j∈T , of (v1, . . . , vm), such that vi ∈ 〈vj : j
∈ T 〉\(vj : j ∈ T ). Let R be the subset of {1, . . . , m} satisfying (〈vj : j ∈ T 〉 ∩
(v1, . . . , vm)) = (vj : j ∈ R). Then i ∈ R\T and 〈vj : j ∈ T 〉 = 〈vj : j ∈ R〉. But
d1(vj : j ∈ R) = d1(vj : j ∈ T ). Consequently,









So, ai  si  bi . 
Proposition 5.3. min{ai : 1  i  m} =
{
1 if ρ1 < n,
min{si : 1  i  m} if ρ1 = n.
Proof. If ρ1 < n, then by definition of ai , ai = 1 for every i ∈ {1, . . . , m}. So
min{ai : 1  i  m} = 1.
Assume that ρ1 = n. We are going to prove that
min{ai : 1  i  m} = min{si : 1  i  m}.
Let 1 < j  m+ 1 be the least integer such that ρj < n. So ρ1 = · · · = ρj−1 = n.
Since ρj < ρj−1, by Proposition 4.8 there exists vi in v1, . . . , vm such that si  j.
Then, we can conclude
min{ai : 1  i  m}=min(min{si : 1  i  m},min{k : ρk < n})
=min{si : 1  i  m}.
So we get the result. 
Proposition 5.4.
max{ai : 1  i  m}
=
{
a if ρ(v1, . . . , vm) = (na) and an = m,
min{j : ρj < n} otherwise.
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Proof. If ρ(v1, . . . , vm) = (na) and an = m, then ρa+1 = 0 and v1, . . . , vm is an a-
tranversal of v1, . . . , vm. It is easy to calculate si and deduce that si = a for every i ∈
{1, . . . , m}. Therefore, ai = a, for every i ∈ {1, . . . , m} and consequently, max{ai :
1  i  m} = a. Suppose there is not a ∈ N such that ρ(v1, . . . , vm) = (na) and
an = m. Since ai  min{j : ρj < n}, for every i ∈ {1, . . . , m}, then max{ai : 1 
i  m}  min{j : ρj < n}. Let k = min{j : ρj < n}. Then ρ1 = · · · = ρk−1 = n.
Suppose that ai < k for every i ∈ {1, . . . , m}. Then si < k  m, for every
i ∈ {1, . . . , m}. Consequently, v1, . . . , vm is a (k − 1)-basis of v1, . . . , vm. Hence
ρ(v1, . . . , vm) = (na) with a = k − 1. But this contradicts the hypothesis. So there
exists 1  i  m such that ai = k. Therefore, max{ai : 1  i  m}  k = min{j :
ρj < n} and we get the result. 
Proposition 5.5. max{bi : 1  i  m}  length of ρ(v1, . . . , vm).
Proof. Let c be the length of ρ(v1, . . . , vm). Suppose c  1. Since, bi  1, for every
i ∈ {1, . . . , m}, then max{bi : 1  i  m}  c.
Suppose that c > 1. Let vj be an element of v1, . . . , vm such that sj = c. By
Theorem 4.5, there exists a (c − 1)-transversal, (vk)k∈T , such that vj ∈ 〈(vk)k∈T 〉\
(vk)k∈T . Let R ⊆ {1, . . . , m} satisfying (〈(vk)k∈T 〉 ∩ (vk)k∈{1,...,m}) = (vk)k∈R .
Then








= c − 1.
So we get the result. 
Proposition 5.6. If v1, . . . , vm are nonzero vectors of Fn, then
max{bi : 1  i  m} = length of ρ(v1, . . . , vm).
Proof. Let c be the length of ρ(v1, . . . , vm). By Proposition 5.5 we have that
max{bi : 1  i  m}  c. Now we are going to prove that
max{bi : 1  i  m}  c.
If c = 1, then v1, . . . , vm is a basis of v1, . . . , vm. So, if J ⊆ {1, . . . , m}, then
d1(vk : k ∈ J ) = |J |. Consequently, bi = 1, for every i ∈ {1, . . . , m}. Therefore,
max{bi : 1  i  m} = c.
Suppose that c > 1. Let f = max{bi : 1  i  m} and consider vj and (vk)k∈I
such that j ∈ I ⊆ {1, . . . , m}, (〈vk : k ∈ I 〉 ∩ (v1, . . . , vm)) = (vk : k ∈ I ) and
|I |/d1((vk)k∈I ) = f . Let J ⊆ I such that (vk)k∈J is a maximal (f − 1)-
transversal contained in (vk)k∈I (remark that f = max{bi : 1  i  m}  c > 1).
By Theorem 4.3, (vk)k∈I\J ⊆ 〈(vk)k∈J 〉. Let l ∈ I\J . By Theorem 4.5, f  sl .
Since sl  c, then max{bi : 1  i  m} = f  c. Consequently we get the
result. 
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Proposition 5.7.
min{bi : 1  i  m} 
⌈
m
max{d1(v1, . . . , vm), 1}
⌉
.
Proof. Since for each i∈{1, . . . , m}, (〈v1, . . . , vm〉 ∩ (v1, . . . , vm)) = (v1, . . . , vm)
then
bi 
⌈ |{1, . . . , m}|





max{d1(v1, . . . , vm), 1}
⌉
. 
Proposition 5.8. Let vi be a nonzero vector of v1, . . . , vm such that ai = bi = si . If
there exists an si-transversal, (vj )j∈J , such that i ∈ J ⊆ {1, . . . , m} then
si − 1  sj  si ∀j ∈ {1, . . . , m}.
Proof. First we are going to see that sj  si − 1, for every j ∈ {1, . . . , m}. If si  2,
we have sj  1  si − 1, for every j ∈ {1, . . . , m}.
Suppose that si > 2. By definition of ai , ρ1 = . . . = ρsi−1 = n. Consequently, an
(si − 1)-basis of v1, . . . , vm is a maximal (si − 1)-transversal of v1, . . . , vm. So by
Theorem 4.5, sj  si − 1, for every j ∈ {1, . . . , m}.
Now we are going to prove that sj  si , for every j ∈ {1, . . . , m}. Suppose there
exists vj in v1, . . . , vm such that sj > si . Let (vk)k∈B be an (sj )-basis of v1, . . . , vm.
By Corollary 4.7, let
(vk)k∈B1 ∪ · · · ∪ (vk)k∈Bsi ∪ · · · ∪ (vk)k∈Bsj
be an (sj )-factorization of (vk)k∈B such that vi ∈ Bsi and vj ∈ Bsj . Let (vk)k∈R be
the maximum si-transversal contained in (vk)k∈B1 ∪ · · · ∪ (vk)k∈Bsi . By hypothesis
and by Lemma 4.2, we can say that vi ∈ (vk)k∈J ⊆〈vk : k ∈ R〉. Since si(v1, . . . , vm)
= si , by Theorem 4.3 we can conclude that vi ∈ (vk)k∈R . On the other hand, since
vj ∈ Bsj , using Theorem 4.3, vj ∈ 〈vk : k ∈ R〉\(vk : k ∈ R). Let (vk)k∈P =
(〈vk : k ∈ R〉 ∩ (v1, . . . , vm)). So we have vi, vj ∈ (vk)k∈P , d1(vk : k ∈ P) = d1
(vk : k ∈ R) and⌈ |P |
max{d1(vk : k ∈ P), 1}
⌉

⌈ |R| + 1





max{d1(vk : k ∈ R), 1}
⌉
= si + 1.
But this contradicts the fact that⌈ |P |
max{d1(vk : k ∈ P), 1}
⌉
 bi = si .
So sj  si , for every j ∈ {1, . . . , m} and we get the result. 
Example 5.9. The converse of Proposition 5.8 does not hold, as the following ex-
ample shows. Let e1, e2, e3 be a basis of F3. Let m = 5 and define
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v1 = e1, v2 = e2, v3 = e1 + e2, v4 = e3, v5 = e1 + e3.
Then, s1 = · · · = s5 = 2, a1 = · · · = a5 = 2 and b1 = · · · = b5 = 2 but there is not
a 2-transversal of v1, . . . , v5, different from the empty one. 
Proposition 5.10. There exists an 1  i  m such that ai = bi = si = 1 if and only
if sj = 1 ∀j ∈ {1, . . . , m}.
Proof. If there exists 1  i  m such that ai = bi = si = 1, by Proposition 5.8,
sj = 1 ∀j ∈ {1, . . . , m}.
If sj = 1 ∀j ∈ {1, . . . , m}, then aj = 1 and v1, . . . , vm is a basis of v1, . . . , vm.
Consequently, if J ⊆ {1, . . . , m}, d1((vk)k∈J ) = |J |. Then
⌈ |J |
d1((vj )j∈J )
⌉ = 1. So,
bj = 1 and there exists 1  i  m such that si = ai = bi = 1. 
The following lemma was proved in [8].
Lemma 5.11. Let S be a subspace of Fn. Let u1, . . . , up, up+1, . . . , uq ∈ S. If the
family u1, . . . , up is linearly independent and q  dim S, then, for every δ > 0,
there exist u′p+1, . . . , u′q ∈ S such that
‖u′j − uj‖  δ, j ∈ {p + 1, . . . , q}
and
(u1, . . . , up, u
′
p+1, . . . , u′q) is linearly independent.
Lemma 5.12. If ai  r  bi and r < si, then r ∈Si (v1, . . . , vm).
Proof. Let (ρ1, . . . , ρm) be the rank partition of v1, . . . , vm. By hypothesis, si >
r  ai = min(min{j : ρj < n}, si), then min{j : ρj < n} < si . Consequently, si >
1 and ρr < n.
Let (vj )j∈B be an r-basis of v1, . . . , vm such that vi does not belong and let
(vj )j∈B1 ∪ · · · ∪ (vj )j∈Br
be an r-factorization of (vj )j∈B .
Let δ > 0. We are going to prove that there exist v′1, . . . , v′m ∈ Fn such that
‖v′j − vj‖  δ, j ∈ {1, . . . , m} and sv′i (v′1, . . . , v′m) = r.
1. Suppose that |{1, . . . , m}\(B ∪ {i})|  (r − 1)|B1| − |B1 ∪ · · · ∪ Br−1| = s.
Since, for every u ∈ {1, . . . , r − 1}, 〈vk : k ∈ Bu〉 is a subspace of 〈vk : k ∈ B1〉,
using Lemma 5.11, there exist (v′j )j∈T , with T ⊆ {1, . . . , m}\(B ∪ {i}) such
that
1. |T | = s,
2. v′j ∈ 〈vk : k ∈ B1〉 ∀j ∈ T ,
3. ||v′j − vj ||  δ ∀j ∈ T ,
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4. ((vj )j∈B1∪···∪Br−1 ∪ (v′j )j∈T ) is an (r − 1)-basis of ((vj )j∈{1,...,m}\T ∪
(v′j )j∈T ).
Since (vk : k ∈ Br ∪ {i}) ⊆ 〈vk : k ∈ B1〉 and |Br | + 1  n, again by Lemma
5.11, there exists v′i such that
1. v′i ∈ 〈vj : j ∈ B1〉,
2. ‖v′i − vi‖  δ,
3. ((vj )j∈Br ∪ (v′i )) is linearly independent.
Then,
|B1 ∪ · · · ∪ Br−1 ∪ T | = (r − 1)|B1|.
This implies that ((vj )j∈B1∪···∪Br−1 ∪ (v′j )j∈T ) is an (r − 1)-basis of
((vj )j∈{1,...,m}\(T∪{i}) ∪ (v′j )j∈T∪{i}) where v′i does not belong. Consequently,
sv′i ((vj )j∈{1,...,m}\(T∪{i}) ∪ (v′j )j∈T∪{i})  r.
On the other hand, since (vj )j∈B1∪···∪Br is an r-basis of v1, . . . , vm then
((vj )j∈B1∪···∪Br ∪ (v′j )j∈T∪{i}) is an r-basis of ((vj )j∈{1,...,m}\(T∪{i}) ∪
(v′j )j∈T∪{i}) and ((vj )j∈B1∪···∪Br ∪(v′j )j∈T ) is an r-basis of ((vj )j∈{1,...,m}\(T∪{i})
∪ (v′j )j∈T ). Consequently,
sv′i ((vj )j∈{1,...,m}\(T∪{i}) ∪ (v′j )j∈T∪{i}) = r.
2. Now suppose that |{1, . . . , m}\(B ∪ {i})| < (r − 1)|B1| − |B1 ∪ · · · ∪ Br−1| =
s. If vi is a nonzero vector of Fn, let C = C(Br, i) be the fundamental circuit of
i in Br and let l be an element of C\{i}. If vi is the zero vector of Fn, let l be an
element of Br . Since for every u ∈ {1, . . . , r − 1}, 〈vk : k ∈ Bu〉 is a subspace
of 〈vk : k ∈ B1〉, using Lemma 5.11, there exist (v′j )j∈{1,...,m}\(B∪{i}) and v′l such
that
1. v′j ∈ 〈vk : k ∈ B1〉 , ∀j ∈ ({1, . . . , m}\(B ∪ {i})) ∪ {l}
2. ||v′j − vj ||  δ , ∀j ∈ ({1, . . . , m}\(B ∪ {i})) ∪ {l}
3. ((vj )j∈B1∪...∪Br−1 ∪ (v′j )j∈({1,...,m}\(B∪{i}))∪{l}) is an (r − 1)-basis of
((vj )j∈(B\{l})∪{i} ∪ (v′j )j∈({1,...,m}\(B∪{i}))∪{l}).
Since (vk : k ∈ (Br\{l}) ∪ {i}) ⊆ 〈vk : k ∈ Br 〉, again by Lemma 5.11, there ex-
ists v′i such that
1. v′i ∈ 〈vj : j ∈ Br 〉
2. ||v′i − vi ||  δ
3. ((vj )j∈Br\{l} ∪ (v′i )) is linearly independent.
Let (vj )j∈T be a maximum (r − 1)-transversal of v1, . . . , vm contained in
(vj )j∈B1∪...∪Br−1 . Since v′i ∈ 〈vj : j ∈ Br 〉 ⊆ 〈vj : j ∈ T 〉, then v′i ∈ 〈vj : j ∈
T 〉\(vj : j ∈ T ). But (vj )j∈T is an (r − 1)-transversal of ((vj )j∈B\{l} ∪
(v′j )j∈({1,...,m}\B)∪{l}), then
sv′i ((vj )j∈B\{l} ∪ (v′j )j∈({1,...,m}\B)∪{l})  r.
Because ((vj )j∈B\{l} ∪ (v′j )j∈({1,...,m}\B)∪{l}) is an r-basis of ((vj )j∈B\{l} ∪
(v′j )j∈({1,...,m}\B)∪{l}) then
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sv′i ((vj )j∈B\{l} ∪ (v′j )j∈({1,...,m}\B)∪{l}) = r.
So, r ∈Si (v1, . . . , vm). 
Lemma 5.13. If ai  r  bi and r > si then r ∈Si (v1, . . . , vm).
Proof. By hypothesis, r > si and ai  r  bi  m, so si /= m+ 1 and vi is a non-
zero vector of Fn. Consequently, if i ∈ R ⊆ {1, . . . , m}, max{d1(vj : j ∈ R), 1} =
d1(vj : j ∈ R).
Let δ > 0. We are going to prove that there exist v′1, . . . , v′m ∈ Fn such that












Claim 1. R /= ∅.





= bi. Since bi ≥ r , then A ∈ R and consequently R /= ∅. 
Let P be an element of R such that
((r − 1)d1((vj )j∈P )− dr−1((vj )j∈P )
= min{((r − 1)d1((vj )j∈R)− dr−1((vj )j∈R) : R ∈ R}.




Then we have |P | > (r − 1)d1(vj : j ∈ P). Consequently, |P \{i}|  (r − 1)d1
(vj : j ∈ P). Let k = svi (vj : j ∈ P).
Claim 2. k  si < r.
Proof. If k = 1, by definition of covering number of an element, si ≥ 1 = k. Sup-
pose that k > 1. Since vi is a nonzero vector and k  m, using Theorem 4.5, there ex-
ists a (k − 1)-transversal, (vj )j∈T , of (vj )j∈P such that vi ∈ 〈vj : j ∈ T 〉\(vj : j ∈
T ). Then (vj )j∈T is a (k − 1)-transversal of (vj )j∈{1,...m} and vi ∈ 〈vj : j ∈ T 〉\(vj :
j ∈ T ). This implies, by Theorem 4.5 that si = svi (v1, . . . , vm) ≥ k. 
120 R. Fernandes / Linear Algebra and its Applications 350 (2002) 105–124
By Theorem 4.6, let
(vj )j∈P1 ∪ . . . ∪ (vj )j∈Pk ∪ . . . ∪ (vj )j∈Pr ∪ . . . ∪ (vj )j∈Pm
be an m-factorization of (vj )j∈P such that vi ∈ (vj )j∈Pk . Now we are going to prove
that there exist (v′j )j∈P \{i} such that
||v′j − vj ||  δ ∀j ∈ P \{i} and svi ((v′j )j∈P \{i} ∪ (vi)) = r.
Since |P1 ∪ . . . ∪ Pr−1| + |Pr ∪ . . . ∪ Pm| = |P | > (r − 1)d1(vj : j ∈ P), let
q  r be the integer such that
|Pq+1 ∪ . . . ∪ Pm ∪ Pm+1| < (r − 1)d1(vj : j ∈ P)− |P1 ∪ . . . ∪ Pr−1| + 1 = f
and
|Pq ∪ . . . ∪ Pm ∪ Pm+1|  (r − 1)d1(vj : j ∈ P)− |P1 ∪ . . . ∪ Pr−1| + 1 = f
where Pm+1 = ∅.
Let P ′ = Pq+1 ∪ . . . ∪ Pm ∪ Pm+1 and J = P ′ ∪X such that X ⊆ Pq and |J | =
f .
But for every u ∈ {1, . . . , r − 1}, 〈vj : j ∈ Pu〉 is a subspace of 〈vj : j ∈ P1〉,
then by Lemma 5.11, there exist (v′j )j∈J such that
1. v′j ∈ 〈vj : j ∈ P1〉 ∀j ∈ J
2. ||v′j − vj ||  δ ∀j ∈ J
3. ((vj )j∈P1∪...∪Pr−1\{i} ∪ (v′j )j∈J ) is an (r − 1)-basis of ((vj )j∈P \J ∪ (v′j )j∈J ).
Claim 3. svi ((vj )j∈P \J ∪ (v′j )j∈J )  r.
Proof. Since
dr−1((vj )j∈P1∪...∪Pr−1\{i} ∪ (v′j )j∈J )=(r − 1)d1(vj : j ∈ P)
=(r − 1)d1((vj )j∈P1∪...∪Pr−1\{i} ∪ (v′j )j∈J ),
then ((vj )j∈P1∪...∪Pr−1\{i} ∪ (v′j )j∈J ) is an (r − 1)-transversal of ((vj )j∈P \J ∪
(v′j )j∈J ) and
vi ∈ ((vj )j∈P1∪...∪Pr−1\{i} ∪ (v′j )j∈J ).
But vi ∈ 〈vj : j ∈ P1〉 ⊆ 〈((vj )j∈P1∪...∪Pr−1\{i} ∪ (v′j )j∈J )〉. So, by Theorem 4.5,
cf. svi ((vj )j∈P \J ∪ (v′j )j∈J )  r. 
By Theorem 4.5, we can conclude that
svi ((vj )j∈{1,...,m}\J ∪ (v′j )j∈J )  r.
Suppose that
svi ((vj )j∈{1,...,m}\J ∪ (v′j )j∈J ) > r
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and let T ′ ⊆ {1, . . . , m}\J and J ′ ⊆ J such that ((vj )j∈T ′ ∪ (v′j )j∈J ′) is an r-trans-
versal of ((vj )j∈{1,...,m}\J ∪ (v′j )j∈J ) satisfying
vi ∈ 〈((vj )j∈T ′ ∪ (v′j )j∈J ′)〉\((vj )j∈T ′ ∪ (v′j )j∈J ′).
Consider the following sets
Z ⊆ {1, . . . , m}\J, Z′ ⊆ J and W ⊆ {1, . . . , m}
such that
(〈((vj )j∈T ′ ∪ (v′j )j∈J ′)〉 ∩ ((vj )j∈{1,...,m}\J ∪ (v′j )j∈J )
= ((vj )j∈Z ∪ (v′j )j∈Z′)
and
(〈(vj )j∈Z∪Z′ 〉 ∩ (vj )j∈{1,...,m}) = (vj )j∈W .
Remark that i ∈ Z and i ∈ W .
Claim 4. W ∈ R.
Proof. Using Lemma 3.1, we have that
d1(vj : j ∈ W)=d1(vj : j ∈ Z ∪ Z′)
d1((vj )j∈Z ∪ (v′j )j∈Z′)
=d1((vj )j∈T ′ ∪ (v′j )j∈J ′).





|T ′ ∪ J ′|
d1((vj )j∈T ′ ∪ (v′j )j∈J ′)
⌉
= r.
Consequently W ∈ R. 
Claim 5.
((r − 1)d1((vj )j∈P ))− dr−1((vj )j∈P )
> ((r − 1)d1((vj )j∈W))− dr−1((vj )j∈W).
Proof. Let
((vj )j∈T ′1 ∪ (v′j )j∈J ′1) ∪ . . . ∪ ((vj )j∈T ′r ∪ (v′j )j∈J ′r )
be an r-factorization of ((vj )j∈T ′ ∪ (v′j )j∈J ′), with T ′k ⊆ T ′ and J ′k ⊆ J ′, k = 1,
. . . , r and such that J ′r ∩ J ′ /= ∅. Therefore,
((vj )j∈T ′1 ∪ (v′j )j∈J ′1) ∪ . . . ∪ ((vj )j∈T ′r−1 ∪ (v′j )j∈J ′r−1)
is an (r − 1)-transversal of ((vj )j∈{1,...,m}\J ∪ (v′j )j∈J ).
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If A is the set J ′1 ∪ . . . ∪ J ′r−1 and B is the set T ′1 ∪ . . . ∪ T ′r−1, then
|A| = |J ′1 ∪ . . . ∪ J ′r−1| < |J | = f.
Because si < r , if (vj )j∈C is an (r − 1)-basis of (vj )j∈W , then vi ∈ (vj )j∈C . But
(vj )j∈B is (r − 1) independent in (vj )j∈W , so (vj )j∈B∪{i} is (r − 1) independent in
(vj )j∈W . Since
(r − 1)d1((vj )j∈B ∪ (v′j )j∈A)− dr−1((vj )j∈B ∪ (v′j )j∈A) = 0
then
dr−1((vj )j∈W) dr−1((vj )j∈B)+ 1
= dr−1((vj )j∈B ∪ (v′j )j∈A)− |A| + 1
= (r − 1)d1((vj )j∈B ∪ (v′j )j∈A)− |A| + 1
= (r − 1)d1((vj )j∈T ′ ∪ (v′j )j∈J ′)− |A| + 1.
Consequently we have
(r − 1)d1((vj )j∈W)− dr−1((vj )j∈W)
 (r − 1)d1((vj )j∈T ′ ∪ (v′j )j∈J ′)− (r − 1)d1((vj )j∈T ′ ∪ (v′j )j∈J ′)
+ |A| − 1 < |J | − 1 = f − 1 = (r − 1)d1((vj )j∈P )− dr−1((vj )j∈P ).

Since P is an element of R such that ((r − 1)d1((vj )j∈P )− dr−1((vj )j∈P ) =
min{((r − 1)d1((vj )j∈R)− dr−1((vj )j∈R) : R ∈ R}, by Claims 4 and 5 we have a
contradiction. So, svi ((vj )j∈{1,...,m}\J ∪ (v′j )j∈J ) = r and r ∈Si (v1, . . . , vm). 
Proof of Theorem 3.5. First we are going to prove that
Si (v1, . . . , vm) ⊆ {r ∈ N : ai  r  bi} ∪ {si}.
Let k ∈Si (v1, . . . , vm). If k = m+ 1, by Proposition 3.3 we can conclude that vi
is the zero vector of Fn. Consequently, si = m+ 1 and k = m+ 1 ∈ {r ∈ N : ai 
r  bi} ∪ {si}.
Suppose that k /= m+ 1. By definition of Si (v1, . . . , vm), for every δ > 0, there
exist v′1, . . . , v′m ∈ Fn such that
||v′j − vj ||  δ , j ∈ {1, . . . , m} and sv′i (v′1, . . . , v′m) = k.
Let δ > 0 and v′1, . . . , v′m be a family of vectors of F
n in this conditions.
We are going to see that k  bi . If k = 1 then 1  bi . Suppose that k > 1. Using
Theorem 4.5, there exist a (k − 1)-transversal, (v′j )j∈T , of (v′j )j∈{1,...,m} such that
v′i ∈ 〈(v′j )j∈T 〉\(v′j )j∈T .
Let P be a subset of {1, . . . , m} satisfying (v′j )j∈P = (〈(v′j )j∈T 〉 ∩ (v′j )j∈{1,...,m})
and let I be a subset of {1, . . . , m} satisfying (vj )j∈I = (〈(vj )j∈P 〉 ∩ (vj )j∈{1,...,m}).
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By Proposition 3.1, d1((vj )j∈I ) = d1((vj )j∈P )  d1((v′j )j∈P ) = d1((v′j )j∈T ).
On the other hand, since T ⊆ P and i ∈ P \T then
|T | < |P |  |I |.
Consequently,


















Now, we are going to prove that k  ai .
Let (ρ1, . . . , ρm) be the rank partition of v1, . . . , vm. Suppose that k < min(min
{j : n > ρj }, si). Since k  1, then ρ1 = . . . = ρk = n and consequently dk(v1, . . . ,
vm) = kn. Using Theorem 3.2, kn = dk(v1, . . . , vm)  dk(v′1, . . . , v′m) 
min{m, kn}. Then dk(v′1, . . . , v′m) = kn.
Since sv′i (v
′
1, . . . , v
′
m) = k, then dk(v′1, . . . , v′i−1, v′i+1, . . . , v′m) = kn− 1. Again
by Theorem 3.2, dk(v1, . . . , vi−1, vi+1, . . . , vm)  kn− 1 < dk(v1, . . . , vm). This
implies that si = svi (v1, . . . , vm)  k. Since k < si , we have a contradition. Conse-
quently, k ≥ ai and k ∈ {r ∈ N : ai  r  bi} ∪ {si}. Therefore
Si (v1, . . . , vm) ⊆ {r ∈ N : ai  r  bi} ∪ {si}.
Now we are going to prove that
Si (v1, . . . , vm) ⊇ {r ∈ N : ai  r  bi} ∪ {si}.
Let k ∈ {r ∈ N : ai  r  bi} ∪ {si}.
If k = si , then k ∈Si (v1, . . . , vm).
If k < si , since ai  k  bi by Lemma 5.12, k ∈Si (v1, . . . , vm).
If k > si , since ai  k  bi by Lemma 5.13, k ∈Si (v1, . . . , vm).
Therefore,Si (v1, . . . , vm) ⊇ {r ∈ N : ai  r  bi} ∪ {si} and we can conclude
that Si (v1, . . . , vm) = {r ∈ N : ai  r  bi} ∪ {si}. 
Proof of Theorem 3.6. Consequence of Theorem 3.5 and Proposition 5.2. 
Proof of Proposition 3.7. Let k be the integer such that sk = min{sj : j ∈ {1, . . . ,
m}}. Let (ρ1, . . . , ρm) be the rank partition of v1, . . . , vm. By definition of ai , ak =
sk or ak = min{j : ρj < n}.
Suppose that ak = min{j : ρj < n}. Then ai = ak , for every i ∈ {1, . . . , m} and
ak ∈⋂ni=1Si (v1, . . . , vm).
Suppose that ak = sk . Then ρ1 = . . . = ρsk−1 = n. If ρsk < n or si = sk , for
every i ∈ {1, . . . , m}, using Theorem 3.5, sk ∈⋂ni=1Si (v1, . . . , vm).
If ρsk = n and there exists vj such that sj > sk , then 1  ρsk+1 < n and aj =
sk + 1. Consequently, ai  sk + 1, for every i ∈ {1, . . . , m}. On the other hand
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bi ≥












= sk + 1 ∀i ∈ {1, . . . , m}.
Then, by Theorem 3.5, sk + 1 ∈⋂ni=1Si (v1, . . . , vm) and⋂ni=1Si (v1, . . . , vm) /=∅. 
Proof of Proposition 3.8. The proof of this proposition is immediate from Theorem
3.6, Proposition 3.7, Proposition 5.6 and Proposition 5.3. 
Proof of Proposition 3.9. Let (ρ1, . . . , ρm) be the rank partition of v1, . . . , vm.
Suppose that Si (v1, . . . , vm) = {1, . . . , m+ 1}. Since m+ 1 ∈Si (v1, . . . , vm) by
Proposition 3.3, si = m+ 1. By Theorem 3.5, ai = 1 and bi = m. So, ρ1 < n. If
I ⊆ {1, . . . , m}, then⌈ |I |
max{d1((vj )j∈I ), 1}
⌉
 |I |.
But bi = m, then d1((vj )j∈I )  1. Consequently, there exists a ∈ {0, . . . , m} such
that ρ(v1, . . . , vm) = (1a) where a is the number of nonzero vectors in v1, . . . , vm.
Now suppose that there exists a ∈ {0, . . . , m} such that ρ(v1, . . . , vm) = (1a)
and si = m+ 1. Since n > 1, by definition of ai , ai = 1. On the other hand, if I ⊆
{1, . . . , m}, max{d1((vj )j∈I ), 1} = 1. So, bi = m. Using Theorem 3.5, Si (v1, . . . ,
vm) = {1, . . . , m+ 1}. 
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