In this paper we consider a methodology of optimization of the efficiency of a numerical method for the approximate solution of the radial Schrödinger equation and related problems. More specifically, we show how the methodology of vanishing of the phase-lag and its derivatives optimizes the behaviour of a numerical method. 
Introduction
The radial Schrödinger equation is used as the basis of the mathematical model of many problems in quantum mechanics, theoretical physics and chemistry, electronics and elsewhere in sciences and engineering. This equation can * E-mail: tsimos.conf@gmail.com be written as:
The above equation expresses the model for a particle in a central potential field where r is the radial variable [see 1, 2] . In (1) we have the following terms:
• The function T ( ) = • The quantity 2 is a real number denoting the energy;
• The quantity is a given integer representing the angular momentum;
• V is a given function which denotes the potential.
It is mentioned here that the models which are given via the radial Schrödinger equation are boundary-value problems. In these cases the boundary conditions are: (0) = 0 (2) and a second boundary condition, for large values of , determined by physical considerations. There has been an extended investigation on the development of numerical methods for the solution of the Schrödinger equation through the last few decades. The aim of this research is the obtain fast and reliable algorithms for the numerical solution of the Schrödinger equation and related problems (see for example . More specifically:
• In [1, 3, 19 ] the authors present detailed reviews of the current research on the subject of this paper.
• In [16] the authors present a new methodology for the development of numerical methods for problems related to the form (1) . This methodology produces generators of numerical methods. The generation of these methods is, generally, based on a property called "phase-lag" which is explained in detail in this paper.
• In [4-7, 17, 18, 25, 32] the well-known exponentialand trigonometrical-fitting methods are presented. Single-step and multistep methods of several orders are developed.
• In the book [10] a general description of the methodology of exponential fitting is presented.
• In [8, 15, 21] numerical methods are developed. The construction of these methods is based on a combination of the property of exponential or trigonometric fitting and P-stability.
• In [14] the stabilization of exponentially and trigonometrically-fitted four-step methods is studied.
• The following papers have studied the property of the derivatives of the phase-lag: [29, 30] .
• In [12, 27, 31] some modified Runge-Kutta or RungeKutta-Nyström methods are constructed. The modification is based on exponential and trigonometric fitting or phase-fitting property.
• In [13, 26, 28] some modified symplectic methods are developed. These methods are for long-time integration.
Generally, the numerical methods for the approximate solution of the Schrödinger equation and related problems can be divided into two main categories:
• Methods with constant coefficients;
• Methods with coefficients depending on the frequency of the problem 1 ;
The purpose of this paper is to show how one can optimize the efficiency of a numerical method for the approximate solution of the radial Schrödinger equation and related problems. More specifically, we will show how the methodology of vanishing of the phase-lag and its derivatives optimize the behaviour of a numerical method. The results of this methodology are methods that are very efficient on any problem with oscillating solutions or problems with solutions containing the functions cos and sin or any combination of them. In detail, the aim of this paper is the determination of the coefficients of a numerical method in order:
1. to have the optimum algebraic order, 2. to have the phase-lag vanish, 3. and finally, to have the phase-lag's lower derivatives vanish as well,
The methodology of vanishing of the phase lag and its derivatives is based on the direct formula for the computation of the phase-lag for the 2 -method obtained in [3] . In order to show the efficiency of the new methodology, we will study the error analysis and we will apply the investigated methods to the numerical solution of the radial Schrödinger equation. We will consider a four-step method of sixth algebraic order developed by Wang [15] . Based on this method we will develop two optimized methods. The first one will have phase-lag and its first and second derivatives equal to zero. The second one will have phase-lag and its first, second and third derivatives equal to zero. We will investigate the stability and the error of the obtained methods. 1 When using a functional fitting algorithm for the solution of the radial Schrödinger equation, the fitted frequency is equal to:
½ ½
Finally, we will apply both of the methods to the resonance problem of the radial Schrödinger equation. This is one of the most difficult problems arising from the onedimensional Schrödinger equation. The paper is organized as follows:
• The Phase-Lag analysis of Symmetric Multistep Methods is presented in section 2.
• The construction of the new proposed methods is presented in section 3.
• In section 4 we present the error analysis.
• The stability analysis of the new obtained methods is presented in section 5.
• The numerical results are presented in section 6. textbf
• Finally, in section 7 we present some remarks and conclusions.
Phase-lag analysis of symmetric multistep methods
For the approximate solution of the initial value problem
consider a multistep method with steps which can be used over the equally spaced intervals { } =0 ∈ [ ] and = | +1 − |, = 01 − 1. If the method is symmetric, then = − and = − , = 01 2 . When a symmetric 2 -step method, that is for = − 1 , is applied to the scalar test equation
a difference equation of the form
is obtained, where H = ω , is the step length, and
, A (H) are polynomials of H = ω . The characteristic equation associated with (5) is given by:
Theorem 2.1.
[3] The symmetric 2 -step method with characteristic equation given by (6) has phase-lag order and phaselag constant given by:
The formula proposed from the above theorem gives us a direct method to calculate the phase-lag of any symmetric 2 -step method.
The family of four-step methods
We consider the following family of four-step methods to integrate ′′ = ( ) first introduced by Wang [15] :
The above method is one of the families of symmetric fourstep methods for the numerical solution of problems of the form ′′ = ( ). In the above general form the coefficients 1 and = 0 1 2 are free parameters. In the same formula, is the step size of the integration and is the number of steps; i.e.
is the approximation of the solution in the point , where = 0 + and 0 is the initial value point.
The first optimized four-step method of the family with vanished phase-lag and its first and second derivatives
Consider the method (8) Application of the method (8) to the scalar test equation leads to the difference equation (5) with = 2 and A = 0 (1) 2 given by:
The characteristic equation associated with the difference equation (5) is given by :
We require equation (10) to vanish for λ = 1 (1) 4 given by
The requirement leads to the system of equations:
where T 0 is given in Appendix A and DPL is the first derivative of the phase-lag. We now require the method to have the second derivative of the phase-lag vanish. So, the following equation must hold:
where T 1 is given in Appendix A and DDPL is the second derivative of the phase-lag. Finally, we require that the following equation for the algebraic order of the method be satisfied:
Requiring now that the coefficients of the new proposed method satisfy equations (12) (13) (14) (15) (16) , we obtain the following coefficients of the new developed method:
where T = 2(1)8 are given in Appendix A.
For some values of |ω| the formulae given by (17) are subject to heavy cancellations. In this case the following Taylor series expansions should be used: 
The behavior of the coefficients is shown in Figure 1 . In this figure, the logarithm of the coefficients is computed. From these figures, it is clear that, for some values of H, the denominator of the coefficients becomes extremely small. The local truncation error of the new proposed method is given by:
The second optimized four-step method of the family with vanished phase-lag and its first, second and third derivatives
Consider the method (8) . Application of the method (8) to the scalar test equation leads to the difference equation (5) with = 2 and A = 0 (1) 2 given by (9). The characteristic equation associated with the difference equation is given by (10) . We require equation (10) to vanish for λ = 1 (1) 4 given by (11) . This requirement leads to the system of equations (12) . Requiring the above method to have a vanishing phaselag and by using the formula (7) (for = 2) and (9) we have the equation (13) . Demanding the method to have the first derivative of the phase-lag vanish as well, we have the equation (14) . We require the method to have the second derivative of the phase-lag vanish as well. So, the equation (15) must hold. Finally, we require the method to have the third derivative of the phase-lag vanish as well. This leads to the following equation:
where T 9 is given in Appendix B and DDDPL is the third derivative of the phase-lag. Requiring now that the coefficients of the new proposed method satisfy equations (12), (13), (14), (15) and (20), 
½ ¾¾
we obtain the following coefficients of the new developed method:
where T = 10(1)14 are given in Appendix B. For some values of |ω|, the formulae given by (21) 
The behavior of the coefficients is shown in Figure 2 . In this figure, the logarithm of the coefficients is computed. From these figures, it is clear that for some values of H the denominator of the coefficients becomes extremely small. The local truncation error of the new proposed method is given by: 
Error Analysis
We will study the following methods: (27) The error analysis is based on the following steps:
• The radial time independent Schrödinger equation is of the form
• Based on the paper of Ixaru and Rizea [6] , the function f(x) can be written in the form:
where ( ) = V ( ) − V = , V is the constant approximation of the potential and G = H 2 = V − E.
• We express the derivatives ( ) = 2 3 4 which are terms of the local truncation error formulae, in terms of equation (29) . The expressions are presented as polynomials of G.
• Finally, we substitute the expressions of the derivatives, produced in the previous step, into the local truncation error formulae.
We use the procedure mentioned above and the formulae:
So, from the above expressions we have the formulae of Local Truncation Error presented in the Appendix C. We consider two cases in terms of the value of E:
1. The energy is close to the potential, i.e. G = V − E ≈ 0. Consequently, the free terms of the polynomials in G are considered only. Thus, for these values of G, the methods are of comparable accuracy. This is because the free terms of the polynomials in G, are the same for the cases of the classical method and of the trigonometrically-fitted methods.
G >> 0 or G << 0. Then |G| is a large number.
Hence, we have the following asymptotic expansions of the local truncation errors: 
Classical method

Stability analysis
Applying the new method to the scalar test equation:
we obtain the following difference equation:
where
where H = ω , = . The corresponding characteristic equation is given by:
(see [9] 
where:
Definition 1.
A method is called singularly almost P-stable if and only if its interval of periodicity is equal to (0 ∞) − S 2 when the frequency of the exponential fit or phase fit is the same as the frequency of the scalar test equation, i.e. H = .
Based on (37), the stability polynomials (40) for the new developed methods are given by: In Figure 3 we present the − H plane for the Method of Wang [15] . In Figure 4 • Based on Figures 3, 4 and 5, we can say that the method of Wang [15] , the method developed in section 3.1, and the methods developed in section 3.2 are not P-stable (i.e. there are areas in Figures 3,  4 , 5 that are white and in which the conditions of P-stability are not satisfied).
• In the case where the frequency of the exponential fit is equal to the frequency of the scalar test equation, we have the following comments:
1. For the method developed in section 3.1: The method is almost P-stable i.e. has interval of periodicity equal to (0 +∞) − S, where S is 
Remark 1.
For the solution of the Schrödinger equation, the frequency of the phase fitting is equal to the frequency of the scalar test equation. Hence, it is necessary to observe the surroundings of the first diagonal of the − H plane.
Numerical results
In order to investigate the efficiency of the new developed methods, we illustrate them
• for the radial time-independent Schrödinger equation and
• for a nonlinear problem with oscillating solution.
The radial Schrödinger equation
In order to apply the obtained methods to the radial Schrödinger equation, the value of parameter ω is needed. For every problem of the radial Schrödinger equation given by (1), the parameter ω is given by
where V ( ) is the potential and E is the energy. 
Woods-Saxon potential
We use as a potential the well known Woods-Saxon form which can be written as
with = exp −R 0 0 = −50 = 0 6, and X 0 = 7 0. The behavior of Woods-Saxon potential is shown in Figure  6 . It is well known that for some potentials, such as the Woods-Saxon potential, the definition of the parameter ω is given not as a function of but as based on some critical points which have been defined from the investigation of the appropriate potential (see [7] for details). For the purpose of obtaining our numerical results it is appropriate to choose as follows [see for details 1, 5, 6] :
For example, at the point of the integration region = 6 5, the value of ω is equal to:
At the point of the integration region = 6 5 − 3 , the value of ω is equal to: √ −50 + E, etc.
Radial Schrödinger equation -the resonance problem
We consider the numerical solution of the radial Schrödinger equation (1) 
for greater than some value R.
The above equation has linearly independent solutions ( ) and ( ), where ( ) and ( ) are the spherical Bessel and Neumann functions respectively. Thus, the solution of equation (1) (when → ∞), has the asymptotic form
where δ is the phase shift that may be calculated from the formula
for distinct points 1 and 2 in the asymptotic region (we choose 1 as the right hand end point of the interval of integration and 2 = 1 − ), S ( ) = ( ), and C ( ) = − ( ). Since the problem is treated as an initialvalue problem, we need = 0 (1) 3 before starting a four-step method. From the initial condition we obtain 0 . The values = 1 (1) 3 are obtained by using high order Runge-Kutta-Nyström methods [see 22, 24] . With these starting values, we evaluate the phase shift δ at 4 of the asymptotic region. For positive energies, we have the so-called resonance problem. This consists either of finding the phase-shift δ or finding those E, for E ∈ [1 1000], at which δ = π 2 . We actually solve the latter problem. The boundary conditions for this problem are:
We compute the approximate positive eigenenergies of the Woods-Saxon resonance problem using:
• the Classical Four-Step method of Henrici [9] , which is indicated as Method MH
• the P-stable four-step method developed by Wang [15] , which is indicated as Method MW • the newly developed four-step method with vanished phase-lag and its first and second derivatives (obtained in section 3.1, which is indicated as Method NMI
• the newly developed four-step method with vanished phase-lag and its first, second and third derivatives (obtained in section 3.2, which is indicated as Method NMII.
The computed eigenenergies are compared with reference values 3 . In Figures 7, 8, 9 and 10, we present the maximum absolute error 10 (E ), where each method. Consequently, the comparison is based on the maximum absolute error which is obtained with the specific NF E, i.e. with the specific computational cost for each method.
Nonlinear problem
Consider the second order initial-value problem ψ ′′ ( ) = −100 ψ ( ) + sin (ψ ( ))
The theoretical solution is unknown, but we use a reference solution ψ (20 π) = 3 92823991 10 −4 . For the numerical solution of the above problem, we use the methods mentioned in section 6.1.2.
The computed values ψ (20 π) are compared with the reference value mentioned above 4 . In Figures 11 , we present the maximum absolute error 10 (E ) where
of the ψ (20 π) respectively, for several values of NFE = Number of Function Evaluations.
Conclusions
The purpose of this paper was the optimization of the efficiency of a numerical method for the approximate solution of the radial Schrödinger equation and related problems. We have shown how the methodology of the vanishing of the phase-lag and its derivatives optimizes the behaviour of a numerical method. The results of this methodology wer methods that are very efficient on any problem with oscillating solutions or problems with solutions containing the functions cos and sin or any combination of them.
From the results presented above, it is obvious that the theoretical results presented in the Error Analysis have been verified, i.e.
1. The P-stable four-step method developed by Wang [15] (presented in Section 3.1), which is indicated as Method MW, is much more efficient than the the Classical Four-Step method of Henrici [9] , which is indicated as Method MH.
2. The newly developed four-step method with its phase-lag as well as its first and second derivatives vanished (obtained in Section 3.1 and indicated as Method NMI) is more efficient than the P-stable four-step method developed by Wang [15] .
3. The most efficient method is the newly developed four-step method with its phase-lag as well as its first, second, and third derivatives vanished, (obtained in Section 3.2 and indicated as Method NMII).
