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In nature, many animals bear markings (or pattern elements) on their body to reduce 
detection through background matching and disruptive colouration, but studies of these 
strategies are surprisingly limited. This thesis investigated the role of element size, density 
and contrast in background matching, through the use of humans as predators in virtual 
computer simulations. In addition, this thesis also attempted to develop a disruptive index 
to quantify and predict survivorship of different-patterned morphs. 
Manipulative studies on how the determinants of colour pattern such as element size affect 
background matching are scarce. Experiment in Chapter 2 examined the role of element size 
in background matching using a ‘high resolution’ experiment comparing all combinations of 
eight virtual morphs and eight backgrounds with different element sizes. Using human 
predator search time as a measure of morph survivorship, a 3D surface graph (morph 
element size class × background element size class × search time) was produced, giving a 
detailed understanding of how morph and background element size affected survivorship. 
While predator search time was longest when the element size classes of morphs and 
backgrounds were similar, an inexact match still provided some protection. Search time was 
significantly higher in combinations where the element size of the morph was larger than 
that of the background and vice versa. This experiment demonstrates, for the first time, a 
convex tradeoff relationship in a habitat with two visually distinct backgrounds, i.e. 
generalists were potentially favoured over specialists when the difference between the two 
backgrounds was small. 
Experiments in Chapter 3 aimed to improve our current understanding of the importance of 
element contrast and element density in background matching.  Survivorship patterns of 
two morphs (low and high density or contrast) on 15 backgrounds from low to high density 
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or contrast were obtained, again using human as predators. Element contrast was found to 
be much more important than element density. However, the lack of element density effect 
on search times could have been due to differential fragmentation of background elements 
by the prey morphs placed in different locations, as suggested by the large variation in 
predator search times. 
The effects of disrupted edge length, number of marginal elements and variation in area of 
marginal elements on disruptive colouration were previously untested. Using these factors, 
Chapter 4 focused on developing a novel index that may quantify the degree of disruptive 
colouration and predict a morph’s survivorship based on morph pattern or morph location. 
Correlation tests and linear models showed that a higher disruptive index led to lower 
survivorship, the opposite of what was predicted. Instead of disruptive colouration, the 
index was found to reflect how element geometry affected background matching. 
Additionally, morph location was shown to be as important as morph pattern in predicting 
survivorship. These findings demonstrated the complexity of background matching and 
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Chapter 1 General Introduction 
Camouflage is one of the most common prey defense mechanisms found in the animal 
kingdom (Stevens and Merilaita 2009a). In order to reduce predation risk, many animals 
employ camouflage to prevent detection and recognition. The widespread use of the term 
“camouflage” and its appearance in most biology textbooks as a “basic prey defense” 
suggests that our understanding of camouflage is supported by a large body of scientific 
research. However, many camouflage theories remained untested until recent years (e.g. 
Cuthill et al. 2005; Cuthill and Székeley 2009; Merilaita and Lind 2005; Schaefer and Stobbe 
2006; Stevens et al. 2006, 2008, 2009; Stevens and Cuthill, 2006; Stevens and Merilaita 
2009a, 2009b; Stobbe and Schaefer 2008). 
Perhaps one of the earliest and most celebrated references to camouflage comes from 
Charles Darwin. In “On the Origin of Species”, Darwin (1859) was convinced that natural 
selection played an important role in camouflage, i.e. resembling part of their environment 
preserved the animals from danger and hence increased fitness. Together with Wallace’s use 
of animal colouration as an example of natural selection (Wallace 1889), camouflage 
became an exemplar of evolution.  
A number of classic camouflage studies were published between the mid 19th to mid 20th 
centuries. One of them was by Edward Poulton, who described colouration and marking of 
animals in nature, and suggested functions of these markings. He proposed that many 
animals prevent detection (and hence reduce predation risk) by resembling “some common 
object which is of no interest to its enemies or by harmonising with the general effect of its 
surroundings” (Poulton 1890, pg. 24). 
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Abbott Thayer, an American artist, and his son G Thayer, also contributed tremendously in 
the study of camouflage. In Thayer (1896) and the book “Concealing animal colouration in 
the animal kingdom” (Thayer 1909), the Thayers argue that patterns resembling background 
colouration (background matching) are not enough to conceal an animal as it could live 
among a wide range of habitats. Thayer also pointed out that an animal’s outline can still 
reveal its presence and hence suggested that strategies such as disruptive colouration 
(initially termed as “ruptive and secant patterns”) and countershading are equally, if not 
more important, than background matching. His discoveries provided a strong foundation 
for future work into disruptive colouration and countershading.  
The leading figure in the field of camouflage during the mid-twentieth century was Hugh 
Cott. In his much celebrated publication “Adaptive colouration in animals”, Cott (1940) 
provided comprehensive coverage of prey defense mechanism through body colouration 
ranging from background matching, disruptive colouration, obliterative shading, self-shadow 
concealment, coincident disruptive colouration, mimicry, distractive markings and even 
aposematism. Together with Thayer, their work on adaptive colouration has a huge 
influence on biology, the arts and the military, and is still today the most cited literature on 
this topic. 
While the theories of camouflage were used widely in military applications throughout the 
20th century (Cott himself advised the military on camouflage during the Second World War), 
camouflage-related research did not progress rapidly. However there has been a recent 
explosion of camouflage studies, initiated by Cuthill et al.’s (2005) landmark paper on 
disruptive colouration published in Nature. The long history of camouflage research, 
combined with contemporary advances, has resulted in a myriad of different terms, with 
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numerous synonymous or interchangeable names. In the following section these terms, how 
they have been derived, and how they are used in this thesis, are explained. 
Camouflage classification and terminology  
Stevens and Merilaita (2009a) chose to define camouflage terms according to their function 
rather than appearance (as done by Endler 1978, 1981, 1984) as the latter is largely 
influenced by many factors including an animal’s shape and habitat attributes.  Camouflage 
thus refers to “all strategies of concealment, including those preventing detection and 
recognition” (Stevens and Merilaita 2009a, table 1, pg 424). The term “crypsis”, which was 
widely used as a synonym to “background matching”, was redefined by Stevens and 
Merilaita (2009a) as “including colours and patterns that prevent detection (but not 
necessarily recognition)”. As such, two of the major camouflage strategies, i.e. background 
matching and disruptive colouration, are subsets to crypsis, alongside with self-shadow 
concealment and obliterative shading, as these strategies focus on preventing detection 
(Stevens and Merilaita 2009a). The remainder of this introduction will focus on background 





Figure 1.1: Terms and definitions related to visual camouflage (modified from Stevens and 
Merilaita (2009a)). 
 
Background matching is perhaps one of the most mentioned camouflage strategies within 
the literature. It is generally accepted that the body colouration of many animals is often 
similar to their background.  It was suggested previously that perfect “crypsis” could be 
obtained by resembling a random sample of the background and the signal/noise ratio 
would be minimized (Edunds 1974; Endler 1978, 1981, 1984). However, while animals such 
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as some cephalopods, crab spiders and chameleons can change their body colouration to 
match whatever environment they are in, most other animals become exposed to visual 
predators as they move among habitats that do not match their colours. In addition, the 
edge or the shadow of such a “cryptic” animal may give away its location. Recent research 
also shows that some random samples of backgrounds work better than others - even within 
the same background (Merilaita and Lind 2005). Therefore, instead of Endler’s (1978, 1981, 
1984) definition of “crypsis”, the camouflage strategy “where the appearance generally 
matches the colour, lightness and pattern of one (specialist) or several (compromise) 
background types” (Stevens and Merilaita 2009a, pg 424) is considered as “background 
matching”, a subset to “crypsis”. 
Another major strategy to avoid detection is disruptive colouration, which breaks up an 
organism’s outline. As mentioned, even if an organism blends into the environment via 
background matching, its outline may still reveal its presence. Until recently, much of our 
understanding of disruptive colouration was based on Thayer (1909) and Cott (1940). Cott, 
who formalized the idea of disruptive colouration, pointed out that it is essential that the 
“continuity of surface, bounded by a specific contour or outline” should be destroyed to 
successfully prevent recognition. This can be achieved by the help of differences and 
similarities in colour, luminance and/or texture that disconnect adjacent patches of the body 
surface or merge some body sections to patches of the background. 
While Cott and Thayer presented as many as nine sub-principles demonstrating how 
disruptive colouration works, they did not, however, provide an unambiguous definition. 
Stevens and Merilaita (2009b) reorganized the sub-principles by removing those which do 
not concern concealment of shape (i.e. regularity avoidance and background picturing), 
those that do not conceal outlines with color pattern (i.e. irregular marginal form) or those 
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that exploit different mechanism from disruptive colouration (i.e. distractive markings, note 
that this strategy was removed as a subprinciple of disruptive colouration and categorized as 
a subset of cypsis). This left Stevens and Merilaita (2009b) with five remaining sub-principles 
(examples in Figure 2): 
(a) Differential blending: where at least some of the colour patches blend into the 
background, 
(b) Maximum disruptive contrast: body pattern with high contrast between adjacent 
elements to break up the outline. 
(c) Disruptive marginal pattern:  the colour patches should touch (but not confined to) 
the body edge. 
(d) Disruption of surface through false edge: the colour patches are placed away from 
the body margin, creating false edges.  
(e) Coincident disruptive colouration: Colour patches cross over and join otherwise 
revealing body parts, e.g. limbs, wings and eyes. 
Coupling the essence of Thayer (1909) and Cott’s (1940) ideas with the remaining five sub-
principles, Stevens and Merilaita (2009b, pg 484) suggest that disruptive colouration should 
be defined as “a set of markings that creates the appearance of false edges and boundaries 





Figure 1.2: Examples of 5 sub-principles of disruptive colouration: (a) differential blending, 
(b) maximum disruptive contrast, (c) disruptive marginal pattern, (d) disruption of surface 
through false edges and (e) coincident disruptive colouration. (Pictures taken with 
permission from Stevens and Merilaita (2009b), copyrighted to Stevens & Merilaita/Phil. 
Trans B.) 
 
It is also important to clarify the various terms used to describe patterns because the 
experiments conducted here were largely dependent on prey/background markings. Many 
animals bear spots that differ from the base colouration, texture, etc., which are believed to 
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contribute to concealment. For example, Schaefer and Stobbe (2006), Stobbe and Schaefer 
(2008) use “stripes” or “spots” to describe Lepidopteran patterns, Merilaita (1998) and Todd 
et al. (2006) use “patches” or “spots” for the isopod Idotea baltica and the juvenile shore 
crab Carcinus maenas, while Wickler (1968) discusses how the flatfish Solea solea can alter 
its body colouration to match the background “grain”. Endler (1978, 1984) also uses “grain” 
and “patch size” interchangeably. “Element” has also been used as a more general 
description synonymous with “patterns” (e.g. Merilaita 1998, 2003; Cuthill et al. 2005, 2006; 
Merilaita and Lind 2005; Stevens et al. 2006; Sheratt et al. 2007).  While “spot”, “patch”, 
“grain”, “element” and “pattern” are commonly used in camouflage literature, no one has 
tried to distinguish these terms from each other. Hence these names will be used 
interchangeably in this thesis. 
Background matching research 
There have been a number of experimental studies using live prey and predators to test 
background matching in animals such as fish (e.g. Sumner 1934, 1935a, 1935b), Biston 
betularia moth (Kettlewell 1955b), Acridian grasshoppers (Isely 1938), mice Peromyscus 
polionotus (Kaufman 1974) and Peromyscus maniculatus (Dice 1947). Endler (1978) pointed 
out that such experimental studies did not help in understanding how colours and patterns 
affect background matching. He suggested that in order to be “cryptic”, a color pattern 
should resemble a random sample of the background in (1) grain size, (2) colour frequencies 
or diversity, (3) contrast or brightness, and (4) details of geometry (e.g. shapes and stripes). 
Prior to Endler’s (1978) study, quantitative studies related to these aspects were limited, 
with Norris and Lowe (1964) who showed that colour reflectance curves of Californian 
reptiles and amphibians were generally similar to their backgrounds, being the most 
commonly cited example. Since then, however, several camouflage studies have quantified 
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spot size and/or color (both chromatic and achromatic) of their target animals (e.g. insects: 
Endler 1984; Harris and Weatherall 1991;, mammals: Kiltie 1992; Belk and Smith 1996;, 
amphibians and reptiles: King and King 1991; King 1992, 1993; Morey 1990).  
On the other hand, manipulative work on the role of determinants of color patterns in 
background matching is still very limited. By recording the time required for great tits to 
search for three artificial morphs (small pattern, compromised (medium) pattern and large 
pattern) on two artificial backgrounds (small and large pattern), Merilaita et al. (2001) 
showed that a compromised colour pattern is the optimal strategy in this model habitat with 
two different microhabitats. Using web-based applications and humans as predators, 
Sheratt et al. (2007) demonstrated a more polymorphic range of phenotypes ‘evolved’ in 
alternating small and large spotted environments, supporting the findings of Merilaita et al. 
(2001). However, they also showed that specialism occurred when virtual prey ‘evolved’ in 
alternating low and high contrast environments. 
Using a similar experimental setup to Merilaita et al. (2001), Merilaita and Lind (2005) 
showed that not all random samples of a background (Endler’s definition of ‘crypsis’) 
produce an equally good match. They also found out that their ‘disruptive patterns’ were as 
well-camouflaged as the ‘difficult’ random sample of the background, suggesting that 
background matching is insufficient and unnecessary in minimizing the probability of 
detection. Their findings, together with Cuthill et al.'s (2005) study of artificial moths (see 
following section), resulted in the post-2005 shift of focus of camouflage research towards 
disruptive colouration. 
With the exception of Sheratt et al. (2007), no studies between 2005 and 2009 have 
examined background matching in detail.  Stevens et al. (2006) demonstrated that disruptive 
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colouration was less effective when some pattern elements did not match the background 
luminance, while Schaefer and Stobbe (2006) suggested that disruptive colouration provides 
concealment independent of background matching. Even though background matching is 
generally accepted as a viable, and probably the most basic form of camouflage, our real 
understanding of this strategy remains relatively poor. More research, especially 
manipulative experiments on background matching, are needed. 
Disruptive colouration research 
Before 2005, only a very limited number of disruptive colouration related studies were 
conducted after Thayer’s (1909) and Cott’s (1940) classic work. All of them investigated 
potential disruptive pattern in mammals (Stoner et al. 2003), fish (Armbruster and Page 
1996), snakes (Beatson 1976), isopods (Merilaita 1998), moths (Silberglied et al. 1980; briefly 
mentioned in Endler 1984) and cuttlefish (Hanlon and Messenger 1988). Only Merilaita 
(1998) attempted to quantitatively test the arrangement of the markings (to distinguish 
between background matching and disruptive colouration). None of them tested the 
function and effectiveness of these potential examples of disruptive colouration. 
Disruptive colouration research gained momentum following landmark experiment by 
Cuthill et al. (2005, pg 72) which showed that disruptive colouration is “an effective mean of 
camouflage, above and beyond background pattern matching” by presenting artificial moth 
prey to bird predators in a natural environment (a forest). They demonstrated that moths 
with markings positioned at the edge of their body survive better than those that had 
markings away from the edge. Similarly, as mentioned in the back Merilaita and Lind (2005) 
found that artificial prey with disruptive patterns survived equally well, and in some cases 
better than, background matching patterns.  
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Numerous studies have since used the ‘artificial moth prey versus bird predator’ scenario. 
Schaefer and Stobbe (2006) supported the findings by Cuthill et al. (2005) and in addition 
showed that disruptive colouration conveys protection independent of background 
matching. In testing one of the sub-principles “maximum disruptive contrast”, which 
proposes that the highest contrast produces the strongest disruptive effect, Stevens et al. 
(2006) established that non-background-matching disruptive patterns faced reduced 
effectiveness, though they still performed better than non-disruptive patterns. Stobbe and 
Schaefer (2008) also found similar results: Predation risk increased when chromatic 
contrasts were enhanced. Stevens et al. (2009) provided support for the sub-principle 
“surface disruption” (i.e. markings that are located away from a morph’s body outline 
creating false edges), by also using artificial moths. 
Interestingly, Fraser et al. (2007) presented human subjects with background and computer 
generated moths similar to Cuthill et al. (2005) and obtained similar results. By using both 
birds and humans as predators, Cuthill and Székeley (2009) showed that another sub-
principle, “coincident disruptive colouration”, i.e. concealment of potentially revealing body 
parts such as eyes and limbs via disruptive colouration, is an effective means of camouflage. 
Relationship between disruptive colouration and background matching 
One of the main challenges faced by researchers studying camouflage is the ability to 
distinguish between different forms of camouflage in real animals (Stevens and Merilaita 
2009a). This is especially so for disruptive colouration and background matching as animals 
may use both these strategies simultaneously. It is difficult to determine that a certain 
marginally located element is a result of selection for disruption or for background matching. 
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A few studies (e.g. Stevens et al. 2006; Fraser et al. 2007; Stobbe and Schaefer 2008) have 
suggested that the effectiveness of disruptive colouration may be compromised by 
decreasing background matching. A possible asymmetry in relationship between background 
matching and disruptive colouration was noted by Wilkinson and Sherratt (2008), i.e. that 
poor background matching may expose a disruption pattern, but not the converse. As a 
result, a disruptive pattern needs to strike a balance between (1) varying marking 
distributions and pattern contrasts in order to break the outline and generate false edge, 
and (2) matching the background. 
In cephalopod camouflage research, cuttlefish, octopus and squid were found to actively 
change their body patterns for both background matching and disruptive colouration (e.g. 
Packard 1972; Hanlon and Messenger 1996; Messenger 2001). The cephalopod body 
patterns can be classified into ‘uniform’, ‘mottled’ and ‘disruptive’ (Hanlon and Messenger 
1988, 1996; Hanlon 2007; Hanlon et al. 2009). Size of background substrate elements, 
background contrast and a few other factors were found to influence the camouflage 
behavior in cuttlefish (Marshall and Messenger 1996; Chiao and Hanlon 2001a, 2001b; 
Barbosa et al. 2004, 2007, 2008a, 2008b; Chiao et al. 2005, 2007; Mäthger et al. 2006, 2007; 
Shohet et al. 2006, 2007; Kelman et al. 2007, 2008). For example, large substrate element 
size with high background contrast often elicit disruptive body patterns, while small 
substrate size with small background contrast evoked uniform body patterns. It will be 
interesting to find out if such a switch between background matching and disruptive 
colouration exists in other animals, or plays a role in predators’ visual perception. A better 
understanding of both background matching and disruptive colouration is needed in order 




Table 1.1: Main characteristics of various body patterns invoked by cephalopods. 
Summarized from Hanlon et al. (2009). 
Body pattern Main characteristic Main camouflage strategy 
Uniform Little or no contrast, i.e. no light/dark 
demarcations that produce spots, lines, 
stripes or other configurations with the body 
pattern. 
Background matching 
Mottle Small-to-moderate-scale light and dark 
patches (or mottles) distributed somewhat 
evenly and repeatedly across the body 
surface. The light and dark patches exhibit 
low-to-moderate contrast, but still 
correspond to some adjacent background 
objects. Transition between uniform and 
disruptive pattern. 
Background matching 
Disruptive Large-scale light and dark components of 








Computer simulations using humans as predators 
Camouflage experiments involving predator-prey scenarios (instead of pattern/colour 
quantification, for instance) can be classified into three groups: (1) those involving live 
predator and prey (e.g. Isely 1938; Kettlewell 1955, 1956; Kaufman 1974), (2) those involving 
live predator and artificial prey, e.g. avian predator and paper prey attached to ‘reward’ (e.g. 
Merilaita et al. 2001; Merilaita and Lind 2005, 2006; Cuthill et al. 2005, 2006; Stevens et al. 
2006; Schaefer and Stobbe 2006; Stobbe and Schaefer 2008; Cuthill and Székeley 2009), and 
(3) those using computer simulations of prey and environment with human predators (e.g. 
Sheratt et al. 2007; Fraser et al. 2007; Cuthill and Székely 2009). 
Computer simulations with human predators is an extremely powerful tool for studying 
adaptive colouration and animal behavior. They have helped to answer questions related to 
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polymorphism (Knill and Allen 1995; Glanville and Allen 1997), apostatic selection (Tucker 
and Allen 1988, 1991, 1993), aposematism (Sherratt and Beatty 2003; Sherratt et al. 2004), 
mimicry (Dill 1975; Beatty et al. 2004), search rate (Gendron and Staddon 1984) and prey 
aggregation (Jackson et al. 2005). Importantly, results from much of this research do not 
deviate qualitatively from the findings of analogous studies using birds (Tucker and Allen 
1988; Knill and Allen 1995; Beatty et al. 2005). 
In recent years, computer simulation with human predator can also be found in background 
matching (Sheratt et al. 2007, Webster et al. 2009) and disruptive colouration (Phua 2007; 
Fraser et al. 2007; Cuthill and Székely 2009) studies. With good concordance with similar 
experiments using avian predators (Fraser et al. 2007; Cuthill and Székely 2009), human 
subjects have proved to be useful models in studying camouflage. 
Cuthill and Székeley (2009, pg 495), cautioned that ‘humans-as-predators’ experiments can 
lack “ecological validity” as compared to field experiments. Morph in field experiments is 
subjected to natural predators searching under varying illumination and backgrounds, while 
human experiments are done under tightly controlled conditions. Indeed, illumination 
affects a predator’s visual acuity, which would also affect the perception of grain size (Endler 
1978). However ‘humans-as-predators’ experiments provide a cheap, rapid and more ethical 
way to test camouflage hypotheses. As all camouflage theories are first conceptualized by 
our own perceptions, human predation experiments can be seen as an exploration tool 
which achieves what could be too difficult for field experiments (e.g. high number of 
replicates, full control over complex prey and background patterns that could not be 
obtained from natural settings). These can then be followed up with field tests.  In addition, 
the use of human predators can also eliminate potential problems associated with natural 
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settings, independence among replicates. For example, a large portion of a field result might 
be attributed by only one or two predators that frequent the field site.  
Objectives 
This thesis will present three camouflage experiments conducted using computer 
simulations with human predators. The first experiment, to be presented in chapter 2, is an 
extension of Phua (2007), who tested the role of prey or background element size in 
camouflage.  Phua’s (2007) contradicting results (see section 2.1) served as an inspiration to 
this experiment, which tested the survivorship of eight prey types with different element 
sizes, when presented against eight background types with different element sizes. 
Questions asked include: Were prey with small elements on large-patterned backgrounds as 
easy to find as prey with large elements on small-patterned backgrounds? And, how close 
did the match between prey and background element size have to be to confer protection 
from visual predators? 
The contrast between elements on the prey and background is also critical, to background 
matching (Endler, 1978, 1981, 1984) and this is investigated in the second experiment 
(Chapter 3). The effect of the relative density of elements on prey and background is also 
tested in a parallel experiment (Chapter 3). In both cases, model prey consisted of extremes, 
i.e.  high and low contrast elements, and high and low element density. These prey types 
were then tested on a wide range of backgrounds (fifteen different levels of contrast and 
density) to see how close the match between prey and background has to be to provide 
protection. 
The last experiment (Chapter 4) addresses the challenge to develop a “disruptive index” 
made by Phua (2007). Such an index will quantify the extent of disruptive colouration 
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(subprinciple ‘disruptive marginal pattern’) of a prey pattern and could be used to compare 
disruptive colouration among different species/populations/individuals in different habitats. 
Whether such an index could be used to predict survivorship is also tested.  
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Chapter 2 The role of element size in background matching 
2.1 Introduction 
A color pattern may be regarded as a mosaic of patches of various sizes, colours, contrasts 
and shapes (or geometry). Hence, in order to hide using the background matching strategy, 
a prey should resemble its background in these four aspects (Endler 1978, 1981, 1984). Early 
background matching experiments often focused on color and contrast as a determinant of 
background matching. Isely (1938), for example, examined the survivorship of white and 
brown acridid grasshoppers when placed on soils with different colours, while Kaufman 
(1974) conducted predation experiments using mice with light and dark brown coats on 
different coloured soils. Noting that the relationship between a morph and its background is 
not as simple as a colour-difference, and that “the complicated pattern of the typical cryptic 
insects melts into a surprising number of backgrounds”, Kettlewell (1955, pg. 325) devised a 
scoring system to access the crypsis of the moths on their backgrounds according to the 
visual perception of humans. Kettlewell (1955), in his classic experiment, showed the impact 
of industrial melanism in the colouration of moths in Britain and that the “degree of crypsis” 
according to human eyes could predict survivorship of the moths when presented to avian 
predators. 
Endler (1978) noted that there was a lack of quantitative data on the distribution of patch 
sizes other than qualitative assessments such as “the color pattern matches the background 
in detail” (Endler 1978, pg 321). Recent experiments examining the role of grain or patch size 
in background matching were still limited, and no one opposed the view that the size of 
spots on a morph should match the size of the colour patches of its background. Endler 
(1984) devised a method to quantitatively measure crypsis (what is now called background 
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matching) of moths, by incorporating size, colour and brightness. In his experiment to 
estimate the degree of crypsis of moths in a deciduous forest in New Jersey, he found that 
patch size was less important than colour as a determinant of background matching. Other 
quantification studies that involve element size include King (1992) which calculated relative 
crypsis of different morphs of Lake Erie water snakes (Nerodia sipedon) by comparing body 
element size and island or mainland background element size. Kiltie (1992) measured the 
colour element length in fox squirrels (Sciurus niger), amongst other variables, to determine 
how well the specimens were matching their background. Various studies (e.g. Hanlon and 
Messenger 1988; Chiao and Hanlon 2001a, 2001b; Barbosa et al. 2007, 2008a; Chiao et al. 
2007; Mathger et al. 2007; Shohet et al. 2007) have shown that cephalopods change their 
body pattern according to the substrate element size (and contrast). Studies involving 
artificial prey that provide direct evidence that spot size affects background matching 
includes Merilaita et al. (2001), Sheratt et al. (2007) and Phua (2007). Before looking at these 
experiments, it is important to understand that most prey are likely to be scrutinized in an 
array of different settings and backgrounds in their natural environment, hence there is 
inevitably a tradeoff between matching in one microhabitat and matching another.  
Merilaita et al. (1999) presented a mathematical model showing that in a heterogenous 
habitat, i.e. two or more visually distinctive microhabitats, a morph can either be a 
“specialist”, which closely resembles one microhabitat while being much more conspicuous 
in other microhabitats, or be a “generalist” (e.g. an intermediate morph) that is a 
compromise between the requirements of different habitats. The circumstances that favour 
a specialist or generalist can be determined by plotting a tradeoff curve, relating 
survivorship (or the probability of not being detected) of a prey pattern on one background 
with survivorship on another background (Fig. 2.1). If the compromised intermediate 
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morphs are readily detected in both backgrounds, net survivorship of the intermediate 
morphs is lower than the net survivorship of the specialist morphs, a concave tradeoff curve 
will thus be obtained. Net survivorship here refers to the probability of not being detected 
when the probability of (the morph’s) occurrence in both backgrounds is similar. On the 
other hand, a convex tradeoff relationship reflects that the intermediate form has higher net 
survivorship, i.e. the decrease in crypsis of intermediate form is mild; while similar net 
survivorship for both specialists and generalists yield linear tradeoff relationships. It can thus 
be predicted that a concave relationship favours specialism in such two-background 
scenario, a convex tradeoff prefers generalism and a linear relationship may result in 






Figure 2.1: The three possibilities of (simple) relationship between survivorship of prey 
patterns on background A and background B. Adapted and modified from Sheratt et al. 
(2007). 
 
In order to demonstrate a convex relationship, Merilaita et al. (2001) presented great tits 
(Parus major L.) with artificial prey items on two different artificial background boards, 
which contained dots and either large or small circles. Of the types of prey items, small and 
large prey patterns would match exactly with the small and large patterned background 
respectively while the medium prey pattern, with its circle size exactly between the small 
and large prey/background pattern was considered “compromised”. The results suggested 
the compromised pattern had marginally better net survivorship that the more specialized 
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prey. As expected, size mismatch between prey and background patterns resulted in 
reduced search times. 
To emulate and to add evolutionary validity to Merilaita et al. (2001), Sheratt et al. (2007) 
conducted internet-based experiments, which involved getting human volunteers to act as 
predators and search for artificial prey on their computer screen. All prey items were 
distributed in a grid of 100 square cells and only one cell could be viewed at any one time. 
Human predators were required to move between cells to “hunt” for the prey and the final 
survivorships of each phenotype were recorded by the end of the “foraging period”. They 
tested two aspects of the colour pattern, contrast and size. In the contrast experiment, 
specialist prey survived much better on the whole than compromised prey when presented 
against either 30% green background or 70% green background, producing a concave 
tradeoff curve. In the size experiment, a linear tradeoff relationship was detected suggesting 
that the decrease in crypsis for the intermediate prey on one background was absorbed by 
an increase in crypsis on another background. The fall in survivorship was much gentler for 
prey-background size mismatch when compared to contrast mismatch. Subsequent 
experiments, which involved multiple rounds of selection and regeneration, confirmed that 
dimorphism was preferred in the contrast experiment while polymorphism was favoured in 
size experiment. 
Phua (2007), on the other hand, incorporated element size into her human predation 
experiments on the effect of disruptive colouration. In her ‘Experiment 1’, mean search time 
of various prey items such as the three-spotted morph with or without edge disruption, and 
with high or low contrast, when presented against backgrounds with large, medium (similar 
size to the spots on the morphs) and small elements was recorded. In her ‘Experiment 2’, 
prey items were prepared by slightly modifying random samples of the background with 
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large, medium and small patterns into two groups, with or without edge disruption. Mean 
search times for these prey items (2 edge disruption groups × 3 sizes), when presented 
against medium-patterned backgrounds were analyzed. Results of the experiments 
regarding the interaction of spot size (or element size) between prey and background were 
contradicting – in Experiment 1, the three-spotted morph (of medium element size) survived 
significantly better in backgrounds with large element size than in those with small element 
size while a morph randomly sampled from a background with large element size survived 
significantly better than small element size prey in Experiment 2.  
The contradicting results in Phua’s (2007) suggested that the relationship between morph 
and background pattern size may not be as straightforward, i.e. the hypotheses that (1) 
survivorship is highest when morph and background element size are similar, (2) 
survivorship decreases steadily as element size difference increases, and (3) the survivorship 
shall be similar when element size difference is similar, regardless if the morph or 
background pattern size is larger, require further testing. The present study reexamines 
these predictions using a high-resolution model involving computer simulations and humans 
as predators.  
While Merilaita et al. (2001) and Sheratt et al. (2007) focused on the fate of prey with 
various element sizes on two backgrounds (3 morphs × 2 backgrounds and 5 morphs × 2 
backgrounds respectively), Phua (2007) used 1 morph element size class (hereby termed as 
ESC) × 3 background ESC and 3 morph ESC × 1 background ESC in first and second 
experiment respectively. Here the resolution was increased to 8 morphs with different ESC × 
8 background ESC to produce a “contour map” (a 3-dimensional surface graph representing 
morph element size × background element size × search time) which allowed visualization of 
the role of element size in background matching and thus makes for a useful exploratory 
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tool. The high resolution design also provided an opportunity to plot a tradeoff curve to 
compare with Merilaita et al. (2001) and Sheratt et al. (2007). 
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2.2 Materials and Method 
2.2.1 Background 
All backgrounds were generated using a computer program coded in JAVA language running 
on NetBeans IDE 6.5 platform. 
Three main shapes (elements) were used to construct the background: 
1) X × X  square, 
2) X/2 × 2X, rectangle 
3) Isosceles triangle with a base of X and a height of X, where X is a random number 
from a normal distribution with standard deviation of 1.5 pixels (px; 1 px is 
approximately 0.3 × 0.3mm on screen). 
Eight element size classes (ESC) were involved in this experiment. ESC 1 had the smallest 
mean value for X, i.e. 10.5 px, while each subsequent ESC was 1.5 px larger than previous 
one with ESC 8 having the largest X at 21 px.  
There were in total 8 groups of backgrounds, each group of backgrounds had different ESC, 
e.g. Background 1 was constructed by elements with ESC of 1. To generate the background, 
a 50% black (i.e. gray) circle with a diameter of 850 pixels was first drawn. The program then 
randomly picked one of the 4 main elements which were randomly colored with 0%, 20%, 
40%, 60%, 80% or 100% black, and placed it into the circle. The process was repeated, with 
the criteria that no element overlapped another, until the circle was saturated with 
elements, i.e. the program could not find sufficient space to place more elements. The 




Ten backgrounds were created for each background group, resulting in a total of 80 
backgrounds. Samples of background 1, 4 and 8 are shown in Fig. 2.2.  
 
           
 
 
Figure 2.2: Samples of backgrounds used in the experiment. Background 1 had the smallest 
elements size while Background 8 had the largest. 
  





A 79 pixels × 79 pixels octagon “mask” was first created using ImageJ 1.41. By randomly 
placing the “mask” onto the background previously generated using Adobe Photoshop CS2, 
a morph was created by cutting out the area covered by the “mask”. Background elements 
that were fragmented by the “mask” were manually removed or adjusted if they were less 
than 40% of their original size to avoid reduced background matching effect due to the small 
fragmented elements. The morph generated was then stored in GIF format. 
A background was used to produce only one morph, i.e. 80 morphs were created using 80 
backgrounds. The morphs were likewise categorized into 8 groups according to their ESC. 
For example, morphs that were generated from Background 1 had ESC of 1 (smallest ESC), 
and were therefore termed Morph 1. Hence, each morph group had 10 replicates. This was 
to ensure that the pool of morphs was large enough to reduce the possibility that not all 
random samples of a background were equally cryptic, as shown by Merilaita and Lind 
(2005). Samples of virtual morphs created from background 1, 4 and 8 are provided in Fig. 
2.3. 
 
     
 
Figure 2.3: Samples of virtual morphs used in the experiment. The morphs are random 
samples of the backgrounds. 
 
Prey 1 Prey 4 Prey 8 
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2.2.3 General setup 
The computer trials were conducted between October 2008 and January 2009 on campus by 
640 student volunteers from National University of Singapore (NUS). The trials were carried 
out at various locations around NUS which had steady flow of human traffic. As the 
preliminary tests suggested that older volunteers tended to perform worse, the age range 
was kept as small as possible, thus only volunteers between age of 18 to 25 were used in the 
analyses. If a volunteer responded at the beginning of the trial that he/she participated in 
this experiment before, data collected from the trial would be deemed as invalid and 
excluded from analysis. 
Volunteers performed the computer trial alone in a cotton tent (2m × 1.7m × 1m; length × 
width × height) lined with blackout cloth (Fig. 2.4). A small fan was placed behind the chair 
to provide ventilation. The volunteers were requested to rest his/her head onto a padded 
restraint which limited the distance between him/her and the monitor screen to ~50cm. The 




Figure 2.4: The cotton tent where volunteers performed their computer trials. 
 
2.2.4 Computer simulation and computer trial 
The simulation was presented to human volunteers as a computer game, in which they were 
requested to find the morph from the background as fast as possible. The program was 
written in JAVA as a Windows application and run on NetBeans IDE 6.5 platform using 
Microsoft Window XP as computer operating system. Human volunteers interacted with the 
computer through a 19-inch LCD desktop touchmonitor (Tyco Elo ET1915L-8CWA-1-G touch-
screen monitor, Resolution: 1280 × 1024 pixels, 32-bit colors) instead of using standard 
mouse, where the response speed was found to be slower.  
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At the beginning of each trial, the volunteers were asked to fill in following details: 
a) Age, 
b) gender, 
c) whether they need to wear glasses or contact lens for proper vision, 
d) whether they were wearing them at that point of time, 
e) whether they had any visual impairment such as color blindness, and 
f) whether they participated in this experiment before. 
Subsequently, the volunteers were presented with an instruction screen describing the flow 
of the experiment. The volunteers were requested to search the camouflaged morph from 
the complex background as fast as possible.  
Meanwhile, the system randomly assigned a background and morph category for each 
volunteer, and checked if such combination was previously assigned to less than 10 
successful trials, because only ten replicates were needed for each combination. There were 
in total 64 different combinations of background and morph (8 groups of morph × 8 groups 
of background). The system then allocated one of the ten backgrounds and morph within 
their respective category, with criteria that the background and/or morph chosen were not 
allocated to previous volunteers who were assigned the same combination of categories. For 
example, a volunteer who was assigned Background 1 and Morph 1 was given Background 
1a and Morph 1a for his trial. Subsequent volunteers who were also assigned the 
background-morph combination of 1-1 would no longer be assigned Background 1a and/or 
Morph 1a. The allocated background and morph would be used in all the following screens. 
The volunteers were presented with an example screen after reading the instruction screen. 
An example morph was placed onto a background to familiarize the volunteers with the 
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task.  The location of the morph on the background was highlighted with a red square. Two 
examples were shown to the volunteer, switching between each other every 5 seconds. The 
background was rotated and the morph was placed onto different location in second 
example.  
The volunteers were once again instructed to find the morph from the background within 90 
seconds per screen. The volunteers were requested to click (tap) the “Start” button once 
they were ready.Upon pressing the “Start” button, the system randomly rotated the 
background, and randomly placed the morph (which was also randomly rotated by 0, 45, 90, 
135, 180, 225, 270 or 315 degrees) onto the background. The volunteers were told to search 
and tap on the morph as fast as possible. They were reminded to find the morph, which was 
also shown at the bottom right corner of the screen, within 90 seconds. A “well done” 
message appeared if the volunteers managed to locate the morph, while a “sorry” message 
would pop out if the volunteers could not point out the location of the morph within 90 
seconds. Nothing would happen on the screen if the volunteer pointed at the wrong location 
(but the program would record each instance this occurred).The volunteers were then 
instructed to tap the “Next” button to start a new round of searching. Each volunteer was 
presented with a total of 4 screens. 
As the volunteers finished their last (4th) round of searching, the program thanked the 
volunteers and showed them their timing and ranking of their performance compared to the 
others who were also assigned for the combination. 
The following details were recorded and stored in mySQL server 5.1, which was running on 
an Apache server 2.2.11: 
1) Volunteer’s personal details as mentioned in the Section 2.2.3, 
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2) the allocated background and morph, 
3) time taken in each round of searching, 
4) number of taps (attempts) per round, 
5) whether the test was successfully completed, and 
6) whether the test was valid. 
A test is deemed as invalid if a) the test was not completed, e.g. the volunteer left the trial 
without completing all the searches, b) the average number of taps per round was larger 
than 10, and c) the volunteer responded that he/she did the experiment before. The 
researcher may manually delete the data upon his or her discretion using SQLyog MySQL 
GUI – Community Edition 7.14, for instance, when the volunteer was talking on the phone 
during the trial. 
Data was extracted to Microsoft Excel 2007 tables using SQLyog MySQL GUI – Community 
Edition 7.14 for data analysis. 
2.2.5 Data analyses 
All data analyses were conducted using R 2.8.1 unless otherwise stated. 
Mean search time, calculated by averaging search time for the four screens, was used as a 
measure of survivorship of a morph when presented against a background, whereby higher 
mean search time indicated higher survivorship. Mean search time was used in performing 
all Wilcoxon signed rank tests and the Cox regression survival analysis described below. 
Combinations with similar element size class difference (ESCD), which refers to the absolute 
difference between morph ESC and background ESC, were grouped together for ease of 
analysis. Hence, there was 80 replicates for combinations with ESCD of 0 (e.g. Morph-
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background combination of 1-1 and 2-2), 140 for combinations with ESCD of 1 (e.g. 1-2 and 
3-2), 120 for ESCD 2 (e.g. 1-3 and 4-2), 100 for ESCD 3, etc. There were in total eight ESCD 
groups. 
Both multiple Cox regression survival analysis and Wilcoxon signed rank test (after 
performing Kruskal-Wallis test) were performed to compare the survivorship between the 8 
ESCD groups. As this analysis involves multiple comparisons, Holm-Bonferroni corrections 
were applied.  
Each group of combination with the same ESCD was further divided into two groups, those 
with morph element size larger than background element size and those with background 
element size larger than morph element size (e.g. In ESCD 2 group, morph-background 
combinations of 1-3, 2-4, etc. were grouped in subgroup 1, 3-1, 4-2, etc. were grouped in 
subgroup 2). Student’s t-test and Cox regression survival analysis were used to compare the 
survivorship of the two subgroups. As ESCD 0 group could not be subdivided in this way, 
they were excluded from this analysis. 
Tradeoff curve of the mean search time of all morph types when presented against 
Background 1 and 8, similar to what Merilaita et al. (1999) and Sheratt et al. (2007) did, was 
plotted, to check if net survivorship, i.e. the overall survivorship when the chances of 
occurrence in both backgrounds are similar, of “specialist” morph (Morph 1 and Morph 8) 
and “compromised” morph (Morph 2 to 7) was similar to the aforementioned studies. To 
test if the tradeoff relationship remained similar when the two backgrounds became less 




Finally, as there were four rounds (or screens) of searching in the computer trial, multiple 
paired t-tests with Holm-Bonferroni corrections were performed to compare the search time 
between each screen, to detect if there was any decrease in search time between each 




640 valid trials were conducted with the average volunteers’ age being 21.02 ± 2.20 (± SD). 
302 of the volunteers were male, while 338 of them were female. 479 volunteers needed to 
wear glasses, 47 of whom did not wear glasses but performed similarly to those who did (T-
test: t = 0.16, df = 477, p = 0.87). As a result, these trials were not omitted from the analysis. 
Also, 13 of the volunteers reported that they were colour-blind (T-test: t = 1.10, df = 638, p = 
0.27). 
2.3.1 Survivorship for morph-background combinations 
Mean search time for Morph 1 on Background 1 was the longest at 61.09 ± 24.22 s, while 
Morph 8 on background 1 recorded lowest mean search time at 1.39 ± 0.39 s.  
The surface graph (Fig. 2.5) suggests that combinations with less absolute difference 
between morph ESC and background ESC, took longer to find. Standard deviations (Fig. 2.6) 
for most of the combinations were high (20 to 30) with the exception of combinations with 










Figure 2.6: Surface graph showing the standard deviation of the mean search time of each 
morph and background combination. 
 
Mean search time was found to increase gradually as ESC differences decreased (Fig. 2.7). 
Such correlation was moderately strong: r = -0.52 and p < 0.001. Overall survival analysis and 
Kruskal-Wallis tests suggested that the mean search time was significantly different between 
groups with different ESC difference. As shown in Table 2.1, mean search time for morph-
background combinations with ESC difference of 0, 1 and 2 were similar to each other but 
significantly higher than all the others with ESC difference larger than 2. Mean search time 
for combinations with ESC difference of 3 and 4 was found to be similar to each other but 
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significantly higher than those with size class difference of 5, 6 and 7. While there was no 
significant difference between mean search time for combinations with ESC difference of 5 
and 6 as well as 6 and 7, significant difference between combinations with ESC difference of 
5 and 7 was detected. 
According to Fig. 2.7, mean search time for combinations with morph element size larger 
than the background element size is higher. T-test and Cox regression survival analysis 
comparing mean search time of combinations with same ESCD but with morph element size 
larger than the background element size and vice versa confirmed this for combinations with 







Figure 2.7: Mean search time of combinations with element size class difference of 0 to 7. 
Combinations with morph element size class larger than the background’s were separated 
from those with background element size class larger than the morph’s. As background and 
morph ESC for ESCD 0 group were similar, the two bars (Morph <= Background and Morph 










Table 2.1: Results of multiple survival analysis comparison between the search time in each 
element size class difference group. Values in the table are the mean difference in search 
time (in seconds) between corresponding element size class difference. * denotes p < 0.05 
after Holm-Bonferonni correction. 
Element size class difference 0 1 2 3 4 5 6 
1 2.63 - - - - - - 
2 5.04 2.41 - - - - - 
3 23.16* 20.53* 18.12* - - - - 
4 26.91* 24.28* 21.87* 3.75 - - - 
5 36.35* 33.72* 31.31* 13.19* 9.44* - - 
6 41.30* 38.68* 36.27* 18.15* 14.40* 4.96 - 
7 42.60* 39.97* 37.56* 19.44* 15.69* 6.25* 1.29 
 
Table 2.2: Results of t-test and Cox regression survival analysis comparing mean search time 
of combinations with same ESC difference but with morph element size larger than the 
background element size and vice versa. Only significant result is shown. 
ESC difference Wilcoxon signed rank test Cox regression 
2 V = 2.13, df = 118, p < 0.05 Not significant 
3 V = 2.05, df = 98, p < 0.05 W = 4.42, df = 1, p < 0.05 
5 V = 2.29, df = 39, p < 0.05 W = 10.2, df = 1, p < 0.01 
6 Not significant W = 11.4, df = 1, p < 0.001 
7 V = 2.78, df = 9.3, p < 0.05 W = 10.8, df = 1, p < 0.01 
 
2.3.2 Net survivorship 
The net result of the mean search time of all morph types against tow extreme backgrounds, 
Background 1 (smallest ESC) and Background 8 (largest ESC) is shown in Fig. 2.8. Net 
survivorship of morph 5 and 7 was the lowest, while all other morph types show similar net 
survivorship, resulting in a linear overall relationship. 
However, the tradeoff curve (Fig. 2.9) of mean search time of morph types 3 to 6 when 
presented against two backgrounds with narrower differences, i.e. Backgrounds 3 and 6, 
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suggested that Morphs 4 and 5 had slightly higher net survivorship than Morphs 3 and 6. The 
overall relationship is hence convex. 
 
Figure 2.8: Mean search time of morph types 1 to 8 when presented against backgrounds 1 
and, in separate occasions, backgrounds 8. Labels beside the points refer to the morph type. 




Figure 2.9: Mean search time of morph types 3 to 6 when presented against backgrounds 3 
and, in separate occasions, backgrounds 6. Labels beside the points refer to the morph type. 
Mean ± SE is presented. 
 
2.3.3 Between-screen survivorship difference 
According to the results of multiple paired t-test comparison, search time of first screen was 
found to be significantly higher than the following screens while no significant difference 
between second, third and fourth screen was observed. Mean difference in search time was 
highest, 6.93 seconds, between the first and last screen (Table 2.3). 
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Table 2.3: Results of Multiple paired t-test comparison between the search time in each and 
other screen. Values in the table are the mean difference in search time (in seconds) 
between corresponding screens. * denotes p < 0.05 after Holm-Bonferonni correction. 
Screen 1 2 3 
2 4.51* - - 
3 5.03* 0.53 - 






This experiment confirmed that morph and background element size is one of the major 
determinants of background matching, as proposed by Endler (1978, 1981, 1984). Similar to 
the finding of Sheratt et al. (2007), survivorship of a morph decreased gradually as the 
element size class difference increased. In addition, morph-background ESCD as high as two 
(i.e. three pixels) would still offer reasonably similar protection as those with ESCD of zero, 
suggesting that there exist a ‘safe range’ of ESC differences where a morph could still obtain 
protection via background matching. One reason for this result is that all morphs and 
backgrounds of each size class were constructed by elements with a range of sizes (normally 
distributed with a standard deviation of 1.5 px). In normal distribution, 96% of the data 
points fall between mean ± two standard deviation, thus the size of 96% of the morph or 
background elements fell between mean ± 3.0 px. As such, a reasonable number of 
elements on a morph or background could also be found in morph or background of ± two 
element size classes, and morph with as much as two ESC difference with the background 
were still well comouflaged. The morph and background were designed in such way to make 
the experiment slightly more realistic as it is impossible that all elements are same size in 
nature. Secondly, a visually more complex and saturated background could be created using 
an algorithm that used elements beyond one fixed size (Merilaita 2003). 
In general, morph-background combinations with morph element size larger than 
background element size had higher mean search time than their counterpart. This 
contradicts the hypothesis that survivorship shall be similar when element size difference is 
similar, regardless if the morph or background element size is larger, and lends support to 
the second experiment of Phua (2007). However, two previous camouflage experiments 
dealing with element size did not support the results that mean search time was higher 
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when morph element size was larger than background element size. Both of these 
experiments used morph items which were either random samples of the background or 
generated by rules similar to the backgrounds. In Merilaita et al. (2001), mean search time of 
morph with large element size in small-patterned background was, contradictory to the 
results of this experiment, lower than morph with small morph element size in large-
patterned background. Conversely, Sheratt et al. (2007) found that survivorship remained 
similar between morph items with small and large morph element size when presented 
against large and small background element size respectively. Merilaita et al.’s (2001) 
argument that large-patterned background (in their experiment) might be more distractive is 
applicable in addressing the asymmetry in search time, i.e. search time was higher when 
background element size was larger than morph element size compared to the other way 
around. The small circles and dots in Merilaita et al.’s (2001) small-patterned background 
produced a “fine-grained” and visually plain environment for the predators; while the much 
bigger circles and the similar-sized dots in their large-patterned background were much 
more contrasting, and hence distractive. However, due to the shading of the elements in the 
present experiment, all backgrounds were equally contrasting. But, as more elements were 
in the background with small ESC, it is possible that small-patterned backgrounds here were 
more distractive. This may be especially so if, instead of detecting irregularities, the human 
predator scanned through the background element by element looking for the pattern that 
matched the sample morph provided. 
2.4.1 Tradeoff 
When comparing the tradeoff results with previous studies, it is important to note the 
difference in measure of survivorship between this and other experiments. In the present 
experiment, as with Merilaita et al. (2001), the predator was presented one morph at a time 
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and mean search time (in seconds) was treated as a measure of survivorship. Sheratt et al. 
(2007) used the survivorship of each morph type after 50% of the morph was eliminated. 
Such a measure is less time-sensitive and hence raises the issue of interchangeability of 
Sheratt’s and the present experiment’s measure of survivorship and subsequently the 
tradeoff relationship. It is possible that Sheratt et al. (2007) would produce different 
tradeoff curve if they were to use search time when plotting their curves. Interestingly, in a 
disruptive colouration experiment conducted by Fraser et al. (2007) which presented human 
predators with eight screens per morph type (the experiment compared the survivorship of 
five different morph types), two variables: mean time to attack and mean number of morphs 
that were correctly located (out of eight) were used as measures of survivorship. Results 
showed that both variables exhibited similar pattern, suggesting that both measures of 
survivorship could be interchangeable. In a heterogeneous habitat consisting of two visually 
distinct backgrounds, Background 1 (very small element sizes) and 8 (very large element 
sizes), background-matching morphs (Morphs 1 or 8) were found to survive extremely well 
in their matching background but very badly in the other. Mean search time for the 
“intermediate” morphs (Morphs 2 to 7) fell gradually when presented against one 
background but also increased in another background, resulting in a net survivorship similar 
to the background-matching morphs. Hence a linear tradeoff relationship was produced, 
which is in concordance with Sheratt et al. (2007) and to a lesser degree, Merilaita et al. 
(2001) which obtained a marginally convex fitness curve based on only three data points.  
Up to now, there has been no direct evidence, as noted by Sheratt et al. (2007), of a convex 
tradeoff which would favour the selection of ‘jack-of-all trades’ solution or  ‘intermediate 
generalist’, as introduced by Merilaita et al. (1999) and Ruxton et al. (2004). Merilaita et al. 
(1999) and Sheratt et al. (2007) have argued that a convex tradeoff is more likely to occur in 
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a two-background habitat when the difference between the two backgrounds is narrowed. 
The high “resolution” nature of the present experiment provides an opportunity to explore 
such a possibility. Indeed, when the element size class difference between the two 
backgrounds was decreased from 7 to 3 (i.e. from Backgrounds 1 and 8 to Backgrounds 3 
and 6), intermediate morphs (Morphs 4 and 5) exhibit much better overall survivorship than 
the background matching morphs (Morphs 3 and 6), producing a convex survivorship curve 
(Fig. 2.9). Such a convex relationship could be explained by the previous findings regarding 
the ESC difference ‘safe range’. Specialist morphs have ESC difference of 0 and 3, i.e. mean 
search time of the specialist morphs in one background would be significantly shorter than 
the other. However, as both intermediate morphs have morph-background ESC difference of 
1 and 2 to each background, mean search time of them in both backgrounds would be 
similar to the specialist morphs when presenting against a matching background but much 
higher when presenting against a non-matching background. 
These results provide direct evidence of a convex tradeoff relationship, which would 
promote the selection of generalists, and also shows that a convex fitness curve is more 
likely to occur in a two-background habitat where the element size difference is reasonably 
narrow. However, as noted by Sheratt et al. (2007), it is harder and often academic instead 
of practical to decide if a morph is specialist or generalist when the backgrounds become 
increasingly similar. Using the background 3-6 scenario as an example, the element size 
difference between intermediate morph and the backgrounds were only 1.5 and 3.0 pixels 





2.4.2 Between-screen difference 
Difference in mean search time between the four screens presented to each volunteer was 
examined and it was found that in general the human subjects performed better in the later 
screens than the earlier ones. Only the first screen, however, recorded significantly higher 
mean search time than all the others, perhaps because the volunteers understood the 
computer trial better after the first screen. The subsequent downward trend in mean search 
time, though not significant (but near significant for the comparison between second and 
fourth screen), suggests the volunteers were getting better at spotting the morphs. It is 
likely that, if the computer trial was conducted with, for instance, five or six screens, more 
significant between-screen search time differences could be detected. Animals are known to 
change their perception and form search images, enhancing their ability to detect well-
concealed morphs during the course of hunting or foraging (e.g. Pietrewicz and Kamil 1979; 
Plaisted and Mackintosh 1995; Bond and Kamil 1999; Dukas and Kamil 2001). Some 
volunteers reflected that their predation strategy changed from trying to search for the 
matching pattern from the screen to detecting the discontinuity of background pattern in 
the course of performing the computer trial. It is important to note that such discrepancy in 
search time between screens would have little or no impact towards the overall results as all 
analyses used mean search time (the average value of search time for all four screens) as the 
input variable.  
2.4.3 Future directions 
The fact that it would be impossible to run this experiment without help of computer 
simulation and human volunteers as predators shows the enormous potential of virtual 
experiments in camouflage studies. This experiment exploited the high control of the model, 
plus the high numbers of independent replicate ‘predators’ to provide, I believe for the first 
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time, a detailed “contour map” of morph survivorship. High resolution experiments with 
non-human predators would be exceptionally difficult as the number of replicates required 
is a huge barrier. The impact of such high numbers of individuals, as well as some issues 
regarding the experimental setup, will be discussed in Chapter 5. 
This study has provided empirical evidence towards Endler’s (1978) suggestion that size 
distribution of elements is an important factor in background matching. Using the results of 
this study, we can predict that the survivorship of a fine-grained morph (small element size) 
will drop linearly as background element size increases and vice versa. However, as pointed 
out in Chapter 1, the experiment was conducted in a highly controlled environment while 
the large variation in illumination, both temporal and spatial, will affect the visual acuity and 
the perception of grain size by predators in the natural environment. A large field 
experiment would add more ecological credence to the findings of this study but the present 
study’s theoretical significance is substantial. 
The exploratory nature of this research has produced several noteworthy questions that 
could be tested in the future experiments. One of them is the “distractive background” 
hypothesis that was raised by both this study and Merilaita et al. (2001) to explain the 
asymmetry of mean search time (when morph element size was larger than its background 
and vice versa) of morphs. While the relationship between background and morph is given 
much attention in the literature, an investigation to the role of background (as a 
“distractant”) in crypsis would be unique. 
The effects of element heterogeneity merits further investigation. As this experiment 
created a range of element sizes when generating each morph and each background, some 
of the morph elements would also be found in the background that were not a perfect 
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match (i.e. when the morph-background ESC difference was low). For example, element size 
in each element size class in this experiment followed a normal distribution of mean ± 1.5 
pixels. Therefore, the size of 96% of the morph or background elements fell between mean ± 
3.0 pixels, i.e. a reasonable number of elements on a morph or background could also be 
found in morph or background of ± two element size classes. This could explain why the 
survivorship of combinations with two ESC differences was still similar to those without any 
ESC difference. It thus raises the question of whether the gradient of fall in mean search 
time would be the same when all elements are strictly the same size, or, conversely when 
the range of size is widened (i.e. larger standard deviation).  
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Chapter 3 Effects of density and contrast of elements in 
background matching  
3.1 Introduction 
Element density, i.e. the number of elements (or spots) within a given area was not 
mentioned by Endler (1978, 1981, 1984) as a determinant to colour pattern. However, it is 
reasonable to expect that the survivorship of a one-spot morph in a background packed with 
spots will be low because the plain base colouration will stand out. To date, only one 
camouflage experiment, Fraser et al. (2007), has explicitly compared survivorship of a high 
element density and a low element density morph. By presenting human predators with 
eight screens per morph type (the experiment compared the survivorship of five different 
morph types), Fraser et al. (2007) showed that the mean number of non-edge-disrupted 
morphs with high element density a human predator correctly located (out of eight) was 
significantly greater than low density one, but the mean time to attack (i.e. average time for 
a human predator to locate the virtual morph) remained similar.  
On the other hand, the role of contrast in background matching has been relatively well-
studied. A number of contrast-related camouflage experiments, either involving live 
predators or prey (e.g. Mammals: Dice 1947; Kaufman 1974; Kiltie 1992;, Insects: Isely 1938), 
or relating morph and background colouration (Mammals: Blair 1941, 1947; Gershenson 
1945; Kiltie 1992;, Insects: Papageorgis 1975; Harris and Weatherall 1991;, Amphibians: King 
and King 1991) have been conducted over the years. Industrial melanism, the replacement 
of light colours and patterns in many different species of moths by dark or black ones as a 
result of industrialization rendering the initially lighter environments (e.g. tree trunks) to 
darker ones (Kettlewell 1955, 1973), is perhaps the most famous natural example showing 
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the importance of contrast in background matching. Cephalopoda, one of the most well-
studied groups or organisms in camouflage, alter their body pattern, from uniform to 
mottled to disruptive, as the background/substrate contrast increases (e.g. Hanlon and 
Messenger 1988; Chiao and Hanlon 2001, 2001b; Barbosa et al. 2007, 2008b; Chiao et al. 
2007; Mäthger et al. 2007; Shohet et al. 2007). A number of recent camouflage studies using 
artificial prey have also examined the role of contrast. High contrast elements that disrupted 
the edge of a morph were found to increase survivorship by Cuthill et al. (2005) and Phua 
(2007), but if the (edge disrupting) element contrast did not match the background, the 
survivorship dropped instead (Stevens et al. 2006).  
The most relevant (to the present study) background matching experiment that 
demonstrates the role of contrast is Sheratt et al. (2007). Sheratt et al. (2007) asked human 
predators to search for virtual prey where 30, 35, 40, 50, 60, 65 or 70% of their body pixels 
were green while the rest were white (Fig. 3.1) on backgrounds with either 30% or 70% 
green pixels on a white base. Survivorship of matching morphs was extremely good in their 
respective backgrounds, while 5% difference did not make a significant difference. However, 
as the morph-background mismatch reached 10%, survivorship dropped drastically, 
suggesting that human vision is sensitive to contrast difference. Interestingly, the prey target 





           
 
Figure 3.1: Examples of virtual prey with 30%, 50% and 70% green pixels. These images were 
created using Sheratt et al.’s (2007) methods. 
 
To better understand the role of contrast and density in background matching, two human 
predation experiments were conducted. The first experiment involved determining the 
survivorship of two morphs (low and high density) in a range of backgrounds from low to 
high density. Likewise the second experiment compared the search time for low and high 
contrast morph, when presented against an array of low to high contrast background. It was 
expected that a low density/contrast morph would become more and more conspicuous as 
the background density/contrast increased and vice versa. Secondly, the survivorship 
pattern of the two morphs in both experiments was expected to be symmetrical, i.e. the 
rate of decrement in mean search time of a low density/contrast morph will be similar to the 
rate of increment in mean search time of a high density/contrast morph as the background 
density/contrast increases. 
  
30% green pixels 50% green pixels 70% green pixels 
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3.2 Materials and methods 
3.2.1 Experiment 1: Effects of elements density 
3.2.1.1 Backgrounds 
All backgrounds were generated using a computer program coded in JAVA language running 
on NetBeans IDE 6.5 platform. 
Two main shapes (elements) were used to construct the background: 
1) X × X  square, and 
2) X/2 × 2X rectangle 
 
where X is a random number from a normal distribution with a mean of 18 pixels (px) and 
standard deviation of 1.5 px. 
There were in total 15 backgrounds, each background group having a different density of 
elements. Element density was defined as the number of elements in a circle with a 
diameter of 750 px. Background 1 had lowest density of 140, while the density of 
subsequent backgrounds increased in increments of 15; hence the last background, 
Background 15, had highest element density of 350. 
A 50% black circle (i.e. grey) with a diameter of 750 pixels was first created. The program 
then picked randomly one of the two main elements (coloured 100% white) and randomly 
rotated it before placing it in the circle. The process was repeated with the criteria that no 
element overlapped another, and that the elements were at least 30 pixels away from each 
other (center to center), until the background reached the required value of elements 
density, i.e. the circle was filled with 140 elements for Background 1, 155 elements for 
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Background 2, and so on. Ten backgrounds were created for each background class (Fig. 3.2). 
All backgrounds generated were then transferred to Adobe Photoshop CS2 and stored in GIF 
format.  
 
           
 
           
 
Figure 3.2: Samples of backgrounds used in the experiment. Background 1 had the lowest 
element density while Background 15 had the highest.  
Background 1 Background 6 




Two types of morph (90 × 70 pixels rectangle) were created by randomly cropping the 
previously generated backgrounds using Adobe Photoshop CS2. Low density (LD) morphs 
contained 2 elements, i.e. an element density equivalent to Background 1. High density (HD) 
morphs contained 5 elements, i.e. adensity equivalent to Background 15. As this study 
focused only on background matching, edge disrupted morphs were excluded. The 
generated morphs were then stored in GIF format. Ten morphs were created per group, 
resulting in a total of 20 morphs (Fig. 3.3). 
 
   
 
   
 
Figure 3.3: Samples of morphs used in the experiment. 
 
3.2.2 Experiment 2: Effects of Elements contrast 
3.2.2.1 Backgrounds 
All backgrounds were generated using a computer program coded in JAVA language running 
on NetBeans IDE 6.5 platform. 
Examples of the LD morph 




Two main shapes (elements) were used to construct the background: 
1) X × X  square, and 
2) X/2 × 2X rectangle, where X is a random number from a normal distribution with a 
mean of 18 pixels and standard deviation of 1.5 pixels. 
There were in total 15 backgrounds. All backgrounds had the same element density, and 
element placement, as the 120 density background described in the previous section. 
However, here the contrast was altered, i.e. the greyness of the elements. In greyscale, 0 
represents 100% black, 128 represents 50% black and 255 represents 100% white. 
Background 1 had elements of 143 in greyscale, placed on a circle filled with 128 in greyscale 
(this circle fill of 128 remained the same for all backgrounds). The contrast of subsequent 
backgrounds increased in increments of eight, e.g. Background 2 and 3 had elements of 151 
and 159 in greyscale respectively, hence the last background, Background 15 had, the 
highest element contrast, i.e. 255. 
As before, a 50% black circle with a diameter of 750 pixels was created. Next, the program 
randomly picked one of the two main elements (square and rectangle: coloured to the 
grayscale value of 143 for Background 1), and randomly rotated it before placing it in the 
circle. The process was repeated with the criteria that no element overlapped another, until 
the background reached the required value of elements density (i.e. 120). 
Background 1 was used as the basis to generate all subsequent backgrounds by altering only 
the greyscale of the elements to the required value, i.e. greyscale 151 for Background 2, 
greyscale 159 for Background 3, and so on.  Therefore, all backgrounds had the exactly the 
same pattern but different element contrast. All backgrounds generated were transferred to 




           
 
           
 
Figure 3.4: Samples of backgrounds used in the experiment. Background 1 has lowest 




Background 1 Background 6 




Two groups of morph (90 × 70 pixels rectangle) were created by randomly cropping the 
previously-generated backgrounds using Adobe Photoshop CS2. Low contrast (LC) morphs 
contained three elements with 143 greyscale, i.e. an element contrast equivalent to 
Background 1. High contrast (HC) morphs were created by altering the element contrast of 
LC morphs to greyscale 255, i.e. an element contrast equivalent to Background 15. As this 
study focused only on background matching, edge disrupted morphs were excluded. The 
generated morphs were then stored in GIF format. Ten morphs were created per group, 
resulting in a total of 20 morphs (Fig. 3.5). 
 
   
 
    
 




Examples of the LC morphs 
Examples of the HC morphs 
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Table 3.1: Summary of morphs and backgrounds used in experiment 1 and 2. 
Experiment 1 - Density experiment Experiment 2 - Contrast experiment 
Element density Background Morph Element contrast Background Morph 
140 1 LD 143 1 LC 
155 2 - 151 2 - 
170 3 - 159 3 - 
185 4 - 167 4 - 
200 5 - 175 5 - 
215 6 - 183 6 - 
230 7 - 191 7 - 
245 8 - 199 8 - 
260 9 - 207 9 - 
275 10 - 215 10 - 
290 11 - 223 11 - 
305 12 - 231 12 - 
320 13 - 239 13 - 
335 14 - 247 14 - 
350 15 HD 255 15 HC 
 
3.2.3 General setup and computer trial 
The computer trial setup was similar to “General setup” section in Chapter 2 (Section 2.2.3). 
The computer trials were conducted in between February 2009 and March 2009 on campus 
by 300 student volunteers from National University of Singapore (NUS). The trials were 
carried out at various locations, which had steady flow of human traffic, around NUS.  
Both Experiment 1 and 2 were presented to human volunteers as a computer game, in 
which they were requested to find the morph on the backgrounds in the shortest time 
possible. The program was written in JAVA as a Windows application and ran on Microsoft 
Window XP operating system. Human volunteers interacted with the computer through a 
19-inch LCD desktop touchmonitor (touch-screen monitor Tyco Elo ET1915L-8CWA-1-G, 
Resolution: 1280 × 1024 pixels, 32-bit colors) instead of using standard mouse.  
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For both Experiment 1 and Experiment 2 there were 2 (morph) × 15 (backgrounds) = 30 
morph-background combinations. Ten replicates were created for each morph-background 
combination, i.e. 300 trials were conducted for each experiment. 
The flow of computer trial was similar to Section 2.2.4. Each computer trial was divided into 
two sessions. In 150 trials Experiment 1 was conducted in the first session followed by 
Experiment 2, while in the remaining trials Experiment 2 was conducted first. Five replicates 
of each morph-background combination were assigned into first session and the remaining 
five into the second session. In Experiment 1, the computer program would randomly pick 
one of the ten pre-generated backgrounds and morphs, while ensuring that the background 
and/or morph were not used in previous trials.  
3.2.4 Data analyses 
All data analyses were conducted using R 2.8.1. 
Mean search time, calculated by averaging search time for the three screens, was used as a 
measure of background matching, whereby higher mean search time indicated higher 
survivorship. All One-way ANOVA tests, Student’s t-tests, Wilcoxon signed rank tests and Cox 
regression survival analyses described below used mean search time as input data.  
Taking density experiment as an example, to investigate the survivorship pattern of LD and 
HD morphs, mean search time of the morph could be plotted against background density. 
According to the hypothesis, survivorship pattern of LD morph and HD morph should have 
looked like Fig. 3.6A (black solid line and grey dashed line), i.e. mean search time of LD 
morph decreased as background density increased and vice versa. The survivorship pattern 
of LD morph should have been be symmetrical to HD morph. If, for instance, mean search 
time of HD morph increased more slowly than the decreased rate of mean search time of 
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the LD morph (Fig 3.6A black line and black dotted line), survivorship pattern of LD and HD 
morph could not have been considered symmetrical. In order to ease the analysis, mean 
search time was, however, plotted with element density difference (Fig. 3.6B), i.e. the 
absolute difference of morph and background element density, e.g. LD morph (element 
density of 140) on Background 3 (element density of 170) and HD morph (element density of 
350) on Background 13 (element density of 320) both had an element density difference of 
30. Hence, the survivorship pattern of HD morph was flipped horizontally. If survivorship 
pattern of LD morph and HD morph overlapped with each other (Fig. 3.6B black solid line 
and grey dashed line), their survivorship was considered symmetrical, i.e. mean search time 
of LD and HD morph were similar when element density difference was similar. However if 
the survivorship pattern of LD and HD morph did not overlap, such as the black solid line and 
black dotted line in Fig. 3.6B (which showed that mean search time of LD morph was higher 
than HD morph when element density difference was similar) their survivorship was 
considered asymmetrical. 
 
Figure 3.6: A) The hypothetical survivorship pattern of the LD morph and HD morph when 
plotted against background density. Another possibility of survivorship pattern of HD morph 
is also plotted here, with a label of “HD morph (2)”. B) Survivorship patterns of the all 




For both experiments, the relationship of mean search time of LD and HD with element 
density difference, and LC and HC morph with element contrast difference (contrast 
experiment, i.e. the absolute difference of morph and background element contrast in 
grayscale) was determined using Pearson’s correlation tests. To examine whether the 
survivorship pattern of LD and HD morphs were symmetrical, mean search time for 
combinations with similar element density difference were compared using student’s t-test 
and Cox regression survival analysis. Similar analyses were applied to the contrast 
experiment. 
Finally, to check if there was any between-session search time difference, the average 
search time of the 5 replicates conducted in the first session for each combination was 
paired with the mean search time of the 5 replicates conducted in second session. Then, the 





Three hundred valid trials were conducted with the average volunteer’s age being 21.35 ± 
1.97 (± SD). Out of the 300, 144 were male and 156 were female. Out of the 173 volunteers 
who needed to wear glasses, 43 of them did not wear glasses during the experiments but 
performed similarly to those who did (t-test, Density Experiment: t = 1.92, df =106, p = 
0.057; Contrast Experiment: t = 0.94, df = 171, p = 0.39). As a result, these trials were not 
omitted from the analyses. Also, 34 of the volunteers reported that they were colour-blind. 
Likewise, no difference in performance was detected between colour-blind and normal 
vision volunteers so all data were used (T-test, Density Experiment: t = 1.84, df =84, p = 
0.069; Contrast Experiment: t = 1.45, df = 70, p = 0.15). 
3.3.1 Experiment 1 – Density experiment 
Most combinations recorded high standard deviation (3.23 to 23.48 s) in their mean search 
time (Fig. 3.7). Mean search time for both LD and HD morphs were not significantly 
correlated with element density difference (LD: r = -0.16, p = 0.056; HD: r = -0.15, p = 0.07), 
which is the difference between element density of morph and background. Only 
combinations with element density differences of 30 (morph-background combination of LD-
3 and HD-13) showed significant differences (t = 2.4468, df = 9.732, p = 0.035) between 
mean search time of LD and HD morph. 
ANOVA results showed no significant differences between mean search time of LD and HD 
morphs on all 15 groups of backgrounds (Box-Cox power transformation, LD: F = 1.41, df = 
14, p > 0.05; HD: F = 1.53, df = 14, p > 0.05). These results showed that element density is 
not an important determinant of background matching. 
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When comparing mean search time of LD and HD morphs within combinations with the 
same element density difference, only those with element density difference of 30 and 195 
showed significantly higher mean search time of LD morph than HD morph (Table 3.2).  
 
Figure 3.7: Mean search time of low (LD) and high (HD) density morphs when set against 
backgrounds with different element densities. Element densities of LD and HD morphs are 
approximately equal to 140 and 350 elements per 750 × 750 pixels. Element density 
difference hence refers to the absolute difference of element density of the morph and the 
background. Mean ± 1 SE is presented. 
 
Table 3.2: Results of t-test and Cox regression survival analysis comparing mean search time 
of LD and HD morphs within combinations of same element density difference. Only 
significant results are shown. 
Element density difference Student’s t-Test Cox regression 
30 (LD – Background 3 and 
HD – Background 13) 
LD > HD: t = 2.45, df = 9.732, p 
< 0.05 
LD > HD: W = 7.83, df = 1, p 
< 0.01 
195 (LD – Background 14 
and HD – Background 2) 





Finally, multiple paired t-tests suggested that there was no significant difference between 
search time of all three screens (“within volunteer variation”). Also, there was no significant 
difference between mean search time of those who had performed Experiment 1 before 
Experiment 2 and those who performed Experiment 2 before Experiment 1. 
3.3.2 Experiment 2 – Contrast experiment 
Mean search time for both low contrast (LC) and high contrast (HC) morphs were 
significantly correlated (LC: r = -0.66, p < 0.001; HC: r = -0.76, p < 0.001, after log-log 
transformations) with absolute background contrast difference between morph and 
background. The LC morph was readily detected as the contrast difference increased to 16 (~ 
6% greyscale), while the HC morph became conspicuous when the contrast difference was 
24 (~ 9% greyscale) or larger (Fig. 3.8). Mean search time remained small and similar at 
around 0.5 to 1.5 seconds for the rest of the contrast difference groups. 
Four sets of combinations with the same contrast difference showed significant differences 
in mean search time between LC and HC morphs, i.e. those with element contrast 
differences of 24, 48 and 88 (Table 3.3). However, apart from combinations with contrast 
differences of 24, which had a difference in mean search time of 1.41 s, differences in mean 





Figure 3.8: Mean search time of LC and HC morphs when set against backgrounds with 
different contrast. Contrast difference refers to the absolute difference of element density 
of the morph and the background. Mean ± 1 SE is presented. 
 
Table 3.3: Results of t-test and Cox regression survival analysis comparing mean search time 
of LC and HC morph within combinations of same elements contrast difference. Only 
significant results are presented. 
Element contrast difference Student’s t-Test Cox regression 
24 (LC – Background 4 and 
HC – Background 12) 
LC > HC: t = -2.12, df = 19, p ≈ 
0.05 
LC > HC: W = 4.35, df = 1, p < 
0.05 
48 (LC – Background 7 and 
HC – Background 9) 
HC > LC: t = 2.22, df = 11.508, 
p-value ≈ 0.05 
HC > LC: W = 5.33, df = 1, p < 
0.05 
88 (LC – Background 12 and 
HC – Background 4) 




Finally, multiple paired t-tests suggest that there is no significant difference between search 
times for the first, second and third screens. However, paired t-tests comparing mean search 
time for morph-background combinations shows that there is a significant difference 
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between sessions (i.e. whether Experiment 2 was performed before Experiment 1, or vice 





3.4.1 Element density 
The results suggested that element density matching did not play a role in conveying 
protection to the morph. Although mean search time of the low density morph was higher 
than the high density morph in almost all element density groups, only 2 out of 15 
combinations with similar element density difference showed significant differences 
between mean search time for low and high density morphs. This was not consistent with 
Fraser et al. (2007) who showed that a low-density non-edge-disrupted morph survived 
better than high-density one. There was no evidence here that a low density morph survived 
better than a high density morph, possibly due to the high variation among search times. 
The high deviation in mean search time of almost all combinations, and the lack of between-
screen or between-session variation (unlike results in Chapter 2), suggested that the search 
time of the morphs in this experiment was likely affected by the location of the morph. 
There were two possibilities when placing a morph onto a background, 1) the morph 
covered the background element(s) totally or did not cover any background element at all 
(Fig. 3.9A);  2) the morph covers the background element(s) partially such that the remaining 
part of element(s) that is visible to the predator is no longer geometrically similar to the 
other elements: search time in such a scenario may decrease since the predator can detect 
the morph by looking for discontinuities in the background (Fig. 3.9B). This was supported by 
Merilaita and Lind’s (2005) findings that two morphs that were both random samples from 
the same background gave different search times. In the present study, search time would 
also vary dependent on the number, size and geometry dissimilarities of the fragmented 
element(s). As a result, the deviation of mean search time was generally high when a 
volunteer was presented with an easy location for the first round of searching, but difficult 
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ones for the subsequent rounds, and vice versa. Results in Chapter 2, on the other hand, 
were much less affected by such a problem because every combination resulted in 
background and morph elements being fragmented.  
 
           
Figure 3.9: Example of two possible situations when a morph (indicated by dashed line) is 
placed onto a background. (A) The morph covers all or no background elements; no irregular 
element is created making detection very difficult. (B) The morph covers part of the 
background element(s); appearance of irregular shapes may reveal its location. 
 
The hypothesis that fragmented elements reduce survivorship was, however, not supported 
by Merilaita and Lind (2005). In their study, there was no significant difference between 
search time for morphs with some elements cut by the outline and morphs with whole 
elements only—although the mean search time was generally higher for morphs with non-
fragmented elements. This could be due to the fact that all morphs in Merilaita and Lind 
(2005) broke up some of the background elements, hence it was a comparison between less 
and more fragmented elements. Additionally, the morph/background elements in Merilaita 
and Lind (2005) were smaller than in the present experiment, i.e. the dissimilarity of 
fragmented elements was harder to detect.  
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Future experiments could be conducted to investigate the role of geometry in background 
matching, and the effect of the interaction between geometry and element size. Morph 
location should also be considered, especially when it involves fragmenting the background 
elements into geometrically dissimilar shapes. For example, a number of morph locations 
(that will not cover part of the background elements) could be first identified instead of 
randomly placing the morph onto the background. 
Another interesting observation was that the high density morphs and backgrounds seemed 
to be brighter and lighter in overall colour tone than low density morphs or backgrounds. 
This is because about 25% of the pixels of the high density morph and Background 15 (the 
one with the highest element density) were white in colour, while the rest were grey (50% 
black). Conversely, only 10% of the pixels of the low density morph and Background 1 (the 
one with the lowest element density) were white. As there was no clear trends in the results 
of the density experiment generally (e.g. survivorship pattern of the LD and HD morphs), it is 
assumed that the differences in colour tone had no effect. Nevertheless, in any future 
experiment on density, the fact that density of elements may result in overall change in 
colour tone should probably be taken into consideration. 
3.4.2 Element contrast 
The results from the contrast experiment showed that a background-matching morph could 
only survive well in a narrow contrast range of backgrounds and were in agreement with 
Sheratt et al. (2007). In comparing the survivorship of a range of morphs with different 
contrasts on 30% green (defined as 30% of the pixels were green while 70% of the pixels 
were white) and 70% green background, Sheratt et al. (2007) showed that a 10% contrast 
mismatch caused the survivorship (on the scale of 0 to 1) to drop by approximately 0.4, 
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while another 10% decrease in contrast matching reduced the survivorship by another 0.2-
0.3. The survivorship for subsequent morphs with higher contrast mismatching was similar. 
In the present study, the fall in survivorship as the contrast mismatch increased was more 
dramatic than the gradual decrease in survivorship that was found in the size experiment 
(Chapter 2). Results of both the contrast and size experiments reinforced Sheratt et al.’s 
(2007) speculation that human eyes are more sensitive towards contrast difference than size 
difference, probably due to different perception mechanisms.  
The lower contrast morph seemed to have a bigger “tolerance range”, that is, the higher 
contrast morph became conspicuous when contrast differences were larger than 8, but  the 
LC morph only became  conspicuous when contrast differences were larger than 16 
(Although  the HC morph only survived significantly longer than the LC morph when the 
contrast difference was 24). The high search time deviation in the contrast difference of 0, 8 
and 16 can probably be accounted for by the “location factor” as mentioned previously 
(section 3.4.1), while the conspicuousness caused by contrast mismatching became the 
dominating factor as the contrast difference increased.  
As a result of high variability caused by the location of the morph when the contrast 
difference was low, and very low variability when the contrast difference was high, no 
variation between search time of first, second and third screens could be detected. There 
was, however, a notable search time difference between sessions. One plausible reason for 
such an observation is that when contrast differences and conspicuousness were high, 
deviation of search time was likely to remain low but similar; when the contrast difference 
was low, the location factor became prominent. Volunteers who had finished density 
experiment in the first session might have become more practiced at detecting background 
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elements that were fragmented by morphs and thus became more effective ‘predators’ in 
the second session. 
This study demonstrated that element contrast played an important role in background 
matching while element density had no effect. In addition, it also showed that the location 
of a morph with respect to its background may play an important role in the survivorship of 
the morph. Indeed animals such as moths have been shown to be able to recognize 
appropriate resting backgrounds and even orientate themselves for better concealment (e.g. 
Kettlewell 1955; Sargent 1966, 1968; Sargent and Keiper 1969, 1969b; Pietrewicz and Kamil 
1977; Webster et al. 2009). It would be interesting to determine whether an animal would 
choose a suitable location to rest on, especially on a visually heterogeneous background. 
This deserves further study, especially as previous background matching experiments did not 





Chapter 4 Developing a “disruption index” 
4.1 Introduction 
Disruptive colouration prevents detection or recognition of the true outline of an object by 
creating false edges and boundaries (Stevens and Merilaita 200b). Early studies on disruptive 
colouration by Thayer (1909) and Cott (1940) suggested that background matching alone 
was not sufficient for an object to avoid detection, as it could still be identified by its outline. 
By breaking up its outline against the environment, the risk of being recognized by potential 
predators would be reduced. 
Disruptive colouration studies since Cott (1940) have explored disruptive colouration 
patterns in various animals (e.g. Beatson 1976; Silberglied et al. 1980; Endler 1984; Hanlon 
and Messenger 1988; Armbruster and Page 1996; Merilaita 1998; Stoner et al. 2003). 
Merilaita (1998) suggested four traits could contribute to crypsis through disruptive 
colouration: 1) more marginal spots, 2) more complex shapes, 3) high variation in area, and 
shape and 4) same colours as the background but highly contrasted. Cuthill et al. (2005) 
postulated that disruptive colouration was more efficient than background matching in 
camouflaging a prey, which led to a number of disruptive colouration studies that 
demonstrated the advantage of disruptive colouration over background matching (e.g. 
Merilaita and Lind 2005; Schaefer and Stobbe 2006; Stevens et al. 2006; Fraser et al. 2007; 
Stobbe and Schaefer 2008; Stevens et al. 2009; Cuthill and Szekeley 2009). Few studies, 
however, tested the determinants of disruptive colouration, i.e. whether a higher proportion 
of disrupted edges or a higher variation in area and shape enhances effectiveness. Only the 
effect of element contrast on disruptive colouration had been examined (Stevens et al. 2006; 
Stobbe and Schaefer 2008). It is therefore of interest to explore whether it is possible to 
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infer that one morph is more likely to survive than another (by means of disruptive 
colouration) based on the nature of the morph’s pattern. 
Phua (2007) developed a mathematical model to quantify the degree of disruptive 
colouration, i.e. disruptive index (DI), of a morph by incorporating factors such as the 
proportion of disrupted edge and the size variation of disrupted edge fragments. However, 
by focusing on the morph only, Phua (2007) did not include the interaction between the 
morph and its background. As observed in Chapter 3 (Section 3.4.1), the location of a morph 
in relation to its background can be a crucial factor affecting a morph’s survivorship. The 
resting orientation of many moths is non-random (e.g. Sargent 1966, 1968; Sargent and 
Keiper 1969, 1969b; Pietrewicz and Kamil 1977), and influences crypsis (Webster et al. 2009). 
In the current experiment, when the morph was placed against a background, the morph 
inevitably overlapped with background elements, and this “background disruption” needs to 
be incorporated into the DI model. 
The present study aimed to test (using humans as predators) whether a modified version of 
Phua’s (2007) DI could predict the degree of disruptive colouration of a morph, resulting in 
better survivorship (in the form of search time). It was hypothesized that a morph with a 
greater disruptive index would obtain better camouflage through disruptive colouration, 
enabling it to survive for a longer period of time. This experiment also investigated the 
relationship between survivorship of a morph and the immediate background where the 
morph was located. As the proposed DI was designed by incorporating a number of potential 





4.2 Materials and Methods 
4.2.1 Disruptive index 
To determine the “degree of disruption” of a pattern, a disruptive index (DI) was developed. 
As shown in Fig. 4.1A, the DI was designed according to a morph (morph DI, or MDI) with its 
body colour (grey) similar to the background. Some of the body spots/elements (white) 
touched the edge of the morph, fragmenting the morph’s edge, creating a disruptive effect. 
Edge that was the same colour as the base colouration of the morph was considered 
undisrupted edge. Similarly, when a morph was placed onto a background (Fig. 4.1B) it 
created a number of disrupted edge fragments (i.e. when it covered part of the background 
elements) and hence the proposed DI can also be applied to the background where the 






Figure 4.1: A) Sample of a morph is shown here to describe the concept of disrupted and 
undisrupted edges, denoted as E and I respectively. B) When a morph (a plain black colour 
morph in this illustration) is placed onto the background, it will almost certainly cover part of 
the background elements, creating a number of disrupted and undisrupted edge fragments 
in the immediate background. 
 
To simplify the index, the total length of disrupted edge fragments was always smaller or 
equal to the total length of undisrupted edge fragment. This was because, with longer 
disrupted edge (than undisrupted edge), the role of disrupted and undisrupted edge may be 
reversed (i.e. that base colouration becomes “element”, while the elements become the 
base colouration of the morph). Details of the creation of the morphs and morph location 
are presented in section 4.2.3. 




DI = 𝑁𝐸  ×  𝑙𝐸𝑝  ×  �(1 + 𝜎𝐼)(1 +  𝜎𝐸), where 𝑙𝐸  <  𝑙𝐼 , 
  𝑁𝐸  refers to the number of disrupted edge fragments, 
  𝑙𝐸   refers to the total length of disrupted edge, 
  𝑝 refers to the perimeter of the morph pattern, 
  𝜎𝐼 refers to standard deviation in the length of the undisrupted edge 
fragments, 
  𝜎𝐸  refers to standard deviation in the length of the disrupted edge 
fragments. 
 
The DI included three main assumptions:  
(a) A pattern was considered more “disrupted” when the number of disrupted edge 
fragments (𝑁𝐸) increased. 




(c) High variability of spots sizes and distances, as reflected by both standard deviations 
in the length of disrupted and undisrupted edge fragments (𝜎𝐸  and 𝜎𝐼), increased 
the disruptive effect. 
4.2.2 Background 
A background was generated using a computer program coded in JAVA language running on 
NetBeans IDE 6.5 platform. 
Four main shapes (or elements) were used to construct the background: 
1) X × X  square, 
2) X/2 × 2X rectangle, 
3) Isosceles triangle with a base of X and a height of X, and 
4) Isosceles triangle with a base of X/2 and a height of 2X, where X is a random number 




A 50% black circle with a diameter of 850 pixels was first created. The program then 
randomly picked one of the four main elements (coloured with 100% white), and randomly 
rotated before placing onto the circle. The process was repeated with the criteria that the 
elements were at least 30 pixels away from each other (center to center), until the circle was 
saturated with the elements, i.e. there was no sufficient space to place any new element 
(Fig. 4.2). 
 
Figure 4.2: The background used in this experiment.  
 
4.2.3 Morph and morph location 
Square morphs (80 × 80 pixels) were created by randomly cropping from the previously 
generated background using Adobe Photoshop CS2. Morphs with fragmented spots smaller 
than 40% of their original size due to the cropping were discarded. MDI of these random 
samples from the background were measured using ImageJ 1.41. The random cropping was 
repeated until nine morphs with MDI approximately equal to 0, 5, 10, 15, 20, 25, 30, 35 and 
40 were created (Fig. 4.3). 
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Morph locations were pre-determined by first placing an 80 × 80 pixels square plain black 
morph onto the randomly rotated background, resulting in a disruption of background. 
Similarly, those with small fragmented background elements were excluded and BDI was 
measured. The process was repeated until nine suitable morph locations with BDI 
approximately equal to 0, 5, 10, 15, 20, 25, 30, 35 and 40 were identified (Fig 4.4). Rotation 






















Figure 4.3: Nine morphs with different MDI. Number to the right of each morph refers to the 







      
Figure 4.4: Samples of disrupted background by placing an 80 × 80 pixels square plain black 
“mask”. Morph location to the left has BDI of 5.21 while morph location to the right has BDI 
of 41.97. 
 
4.2.4 General setup and computer trial 
The experimental setup was similar to the one described in Section 2.2.3. The computer 
trials were conducted in between October 2008 and January 2009 on campus by student 
volunteers from National University of Singapore (NUS). The trials were carried out at 
various locations, which had steady flow of human traffic, around NUS. 
A morph and a morph location combination were randomly assigned to the volunteer. Eight 
successful trials were conducted for each combination. As there were 9 × 9 = 81 
combinations, a total of 648 trials were carried out.  
The flow of computer trial was similar to Section 2.2.4. Only one trial screen was presented 
after the volunteer pressed “Start” button in the example screen. The system rotated the 
background according to the prerecorded rotation angle of the allocated morph location. 
Subsequently, the assigned morph was placed onto the X and Y coordinates, again 
determined by the assigned morph location. Finally, the background together with the 
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morph was randomly rotated by 0, 90, 180 or 270 degree before being presented to the 
volunteer. 
4.2.5 Data analysis 
In addition to the MDI of morph and BDI of background, information regarding the morph-
background interaction was also measured and recorded. As shown in Fig. 4.5, when a 
morph was placed onto a particular morph location, three scenarios were being 
encountered: 
a) OE – the disrupted edge of morph meets a background element,  
b) OB – the morph base colour touches the background base colour,  







Figure 4.5: Example of a morph with DI of 30.58 placed onto a location of the background 
which had a BDI of 25.94. The morph colouration has been inverted to show the location of 
the morph. 
 
The total length of OE, OB and ON for all 9 × 9 = 81 morph-background combinations were 
measured using ImageJ 1.41 and recorded for analysis purpose. Apart from OE, OB and ON, 
each component of MDI and BDI were also recorded: 
1) MN and BN: 𝑁𝐸  or the number of edge fragments of morph and morph location 
respectively. 
2) MP and BP: 𝑙𝐸
𝑝




3) MIESD and BIESD: �(1 + 𝜎𝐼)(1 +  𝜎𝐸) or the standard deviation of the length of 
both disrupted and undisrupted edge fragments of morph and morph location 
respectively. 
All data analyses were conducted using R 2.8.1. Search time of eight replicates of each MDI-
BDI combination was averaged, i.e. totaling up to 81 data points in the form of mean search 
time, for all of the following analyses.  
To check if MDI and BDI could be used to predict survivorship as expected (that higher DI 
leads to higher survivorship), Pearson’s correlation coefficient test was performed between 
MDI or BDI and mean search time. 
To assess which of the recorded variables were best in reflecting the survivorship of the 
morph, the 81 data points were fitted into a number of proposed linear models (see next 
paragraph). Residuals vs. fitted values plot and normal Q-Q plot of residuals of each linear 
model were examined to ensure that the linear models fulfilled assumptions. Linear models 
that failed to fulfill assumptions, such as homoscesdasticity of the errors and normality of 
the error distribution could result in inaccurate results and thus were discarded. In addition, 
non-significant linear models, i.e. those with less than 0.05 p-value, were also excluded.   
Variables within any of the proposed linear models were not correlated with each other. The 
linear models were (note: ~ used below means “as a function of”, e.g. Time ~ MDI refers to 
the linear model that assume search time “as a function of” MDI): 
1) Disruptive index: 
a. Time ~ MDI 
b. Time ~ BDI 
c. Time ~ MDI+BDI 
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d. Time ~ MDI + BDI + MDI × BDI  
e. Time ~ MDI × BDI 
2) Number of fragmented elements: 
a. Time ~ MN 
b. Time ~ BN 
c. Time ~ MN+BN 
d. Time ~ MN + BN + MN×BN 
e. Time ~ MN × BN 
3) Proportion of disrupted edge: 
a. Time ~ MP 
b. Time ~ BP 
c. Time ~ MP+BP 
d. Time ~ MP + BP + MP × BP 
e. Time ~ MP × BP 
4) Standard deviation of the length of both disrupted and undisrupted edge fragments 
a. Time ~ MIESD 
b. Time ~ BIESD 
c. Time ~ MIESD+BIESD 
d. Time ~ MIESD + BIESD + MIESD × BIESD 
e. Time ~ MIESD × BIESD 
5) Background-morph interaction measurements: 
a. Time ~ OE 
b. Time ~ OB 
c. Time ~ ON 
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All linear models were then ranked according to their adjusted R-square values and Akaike 






A total of 648 valid trials were conducted using volunteers with an average age of 20.96 ± 
2.30 (± SD). 309 of the volunteers were male, while 339 were female. Among the 474 
volunteers who needed to wear glasses, 52 of them did not wear glasses but performed 
similarly to those who wore them (T-test, t = 1.47, df = 70, p = 0.15). As a result, these trials 
were not omitted from the analysis. Also, 18 of the volunteers reported that they were 
colour-blind (t-test, t = 0.6151, df = 646, p = 0.54).  
Search time was weakly and negatively correlated with MDI (r = -0.32, p < 0.01) and BDI (r = -
0.42, p < 0.001), i.e. the mean search time decreased when the disruptive index increased.  
After ranking the linear model using both adjusted R-square and AIC values (Table 4.1), the 
linear model using the proportion of disrupted edge of the morph and of the background 
was found to be the best, i.e. the highest adjusted R-square and lowest AIC value. However, 
even this model still yielded a low adjusted R-square value of just under 0.33. All linear 
models presented in Table 4.1 recorded negative coefficients, i.e. that search time was 
negatively correlated with all variables presented. The top 7 best-fit linear models involved 
the interaction between morph and background, while background-related variables (e.g. 
BP, BDI, and BN) were found to be better fitting variables than morph-related variables (e.g. 
MN, MIESD, MDI and MP). Nevertheless, it should not be interpreted that location on 
background played more important role than the morph pattern as the R-square value 





Table 4.1: The adjusted R square value and AIC of each linear model, shown in the 
decreasing order of goodness-of-fit. All linear models presented here had p < 0.001 with the 
coefficient for each variable also significantly different from 0 (p < 0.05). All linear models 
presented here fulfilled the assumptions for linear models.  
Linear Model Adjusted R square AIC 
Time ~ MP × BP 0.3259 641.4 
Time ~ MP + BP 0.3020 645.1 
Time ~ MN × BN 0.2915 645.4 
Time ~ OB 0.2757 647.2 
Time ~ MN + BN 0.2740 648.3 
Time ~ MDI + BDI 0.2620 649.7 
Time ~ ON 0.2152 653.7 
Time ~ BP 0.2098 654.2 
Time ~ BDI 0.1701 658.2 
Time ~ BN 0.1685 658.4 
Time ~ OE 0.1581 659.4 
Time ~ MN 0.1020 664.6 
Time ~ MIESD 0.0969 665.1 
Time ~ MDI 0.0886 665.8 






The negative correlations between search time (i.e. survivorship) and MDI or BDI suggested 
that the proposed disruptive index worked exactly the opposite to the hypothesis that 
higher DI, reflecting a higher degree of disruptive colouration, should result in higher 
survivorship. A possible reason for this could be the similar base colouration used for both 
the morph and background (both are 50% black), which produced a simulation of less vivid 
contrast when presented in a 2D environment i.e. the morph tends to ‘disappear’ into the 
background. As such, detecting a morph that did not have a disrupted edge, or did not cut 
fragments on the background, was almost impossible.  
Instead, disrupted edges (of morph and/or background) were found to reveal the true 
outline of the morph. Results of the linear models clearly showed that proportion of 
disrupted edge (MP × BP) or the number of disrupted edge fragments (MN × BN) was more 
effective in predicting (negatively) the survivorship of a morph than other variables. This 
could be due to the fact that most of these disrupted edges were produced by fragmented 
non-background-matching elements. Morphs (and morph locations) with high DI were thus 
less background matching due to the geometrical dissimilarity created by the fragmented 
elements. Geometry is one of the determinants of background matching, together with 
element size, contrast and colour (Endler 1978, 1984). However, Merilaita and Lind (2005) 
found no significant difference in search time between disruptive-colouration/background-
matching morphs that only possessed whole elements and those with fragmented elements. 
It could be argued that the elements involved in Merilaita and Lind (2005) were much 
smaller than in this experiment and hence the geometrical dissimilarity was much harder to 
detect. Also contrary to the results of this experiment was Stevens et al. (2006) finding that 
disruptive pattern could still be effective (better than background matching) even if some 
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elements did not match the background. The authors however noted that the “background 
matching” morph (inside treatment) they were using had markings that produced easy-to-
detect straight lines at the edge of the body (Cuthill et al. 2005). 
The issue of being unable to detect a morph unless it has a disrupted edge did not occur to 
previous disruptive colouration studies because many of them used a 3-D predation 
environment involving natural predators (e.g. Cuthill et al. 2005, Merilaita and Lind 2005, 
Stevens et al. 2006, Schaefer and Stobbe 2006, Stobbe and Schaefer 2008), i.e. the outline of 
a morph could be revealed to the predator by looking at it from a different angle. 
Furthermore, the 2-D search environment in Fraser et al. (2007) had a more wide-ranging 
background colouration thus the total blending of morph colouration into the background 
was impossible. In Phua (2007), which also used a 2-D search environment, while the base 
colouration of the morph was similar to the background base colouration, the background 
was much more ‘filled’ with elements hence reducing the degree of blending possible.   
While the present experiment was not able to show that DI could be used to predict a 
morph’s survivorship by the means of disruptive colouration, findings regarding the effect of 
geometrically dissimilar elements (as mentioned before) and the role of morph location to 
background matching, were important. Supported by the results that best-fit linear models 
involved the interaction between morph and background, this experiment successfully 
demonstrated that morph location was as important as the pattern of the morph in 
background matching. This shows that even a perfect background-matching morph (such as 
morph with MDI 0, i.e. without any non-background matching elements) needs to find a 
suitable location (e.g. such as location with BDI 0) to obtain maximum protection (see 
examples in Fig. 4.6). As had been discussed in Chapter 3, any morph when placed onto the 
background in this experiment could result in background elements being covered and 
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hence fragmented. In such cases, the discontinuity of background and the geometrically 
dissimilarity increased the conspicuousness of the morph. 
 
Figure 4.6: Four examples of morphs placed onto the backgrounds. (A) A morph with MDI 
6.18 is well concealed on a morph location with BDI 5.21, (B) A morph with MDI 6.19 was 
easier to spot when placed on a morph location with BDI 41.97, (C) A morph with MDI 40.87 
placed on a morph location with BDI 5.21 and (D) A morph with MDI 40.87 might be more 
conspicuous than predicted when it was placed on a morph location with BDI 41.97, due to 
the appearance of more fragmented elements. 
 
The role of geometry and morph location in background matching, or even in disruptive 
colouration, had seldom been mentioned in previous studies. There have been a number of 
qualitative examples of geometrical resemblance between morph and background such as 
vertical stripes on arthropods, frogs, birds and fishes living in grasses and reed beds (Cott 
1940; Wickler 1968; Rowell 1971). However, no manipulative experiment has been 
conducted to test the role of geometry. Likewise for morph location, while some studies 
discussed the possible role of background characteristics in camouflage (Merilaita et al. 2001) 
or the role of background complexity in driving the evolution of background matching 
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(Merilaita 2003), the importance of specific location had only been tested by Webster et al. 
(2009) who showed that a moth’s crypsis could be improved through proper behavioural 
orientation. This experiment demonstrated the need for future studies on crypsis that 
include geometry, location and orientation. 
In future disruptive colouration experiments using computer simulations, the base 
colouration issue must be addressed. One way is to mimic Fraser et al. (2007) whose base 
colouration was a mosaic of pixels varied from 40% to 60% black. As such, the morph with 
uniform 50% black base colouration will not be able to blend easily into the background, 
making detection possible even when the edge is not disrupted.  
In addition, when designing the morph patterns, the edge disrupting elements should be the 
same as those used in the background design. This would serve to ensure that the degree of 
background matching is maintained in all morphs. For example, a morph with whole 
elements as edge disrupting elements can be created by altering or removing the elements 
that are fragmented by the outline (Figure 4.7). It is also possible to first generate a morph 
(with or without fragmented elements) and then create the background using elements with 
same geometry to the morph elements, eliminating the problem of reduced background 
matching effect due to  geometrically dissimilar elements. 
 




The concept of developing a disruptive index is still in its infancy. The predictions by 
Merilaita (1998) on how pattern elements should be in order to achieve disruptive 
colouration, such as more marginal spot, more complex shapes and higher variation in area 
and shape, remain largely untested. Future studies should focus on addressing fundamental 
questions regarding the properties of pattern elements, such as whether the proportion of 
disrupted edge, number of disrupted fragments and the variation of disrupted fragments 
length will affect a morph’s disruptive colouration performance. These were not determined 
by the present experiment due to background matching (especially geometry) issues 
dominating the results.  
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Chapter 5 Conclusions 
This study used computer simulations with humans as predators, an expansion of Phua 
(2007), to broaden our knowledge of background matching and disruptive colouration. Two 
main features of the experiments conducted here were high number of individuals involved 
and the highly controlled environment. These features are unique among human predation 
experiments conducted by others (Fraser et al. 2007; Sheratt et al. 2007; Webster et al. 
2009; Cuthill and Szekeley 2009). The high number of individuals required for the 
experiments conducted was mainly due to the high number of prey-background 
combinations (64 for Chapter 2, 30 for Chapter 3, and 81 for Chapter 4). As each individual 
was only allowed to undertake an experiment once to ensure independence among 
replicates, the total number of individuals who participated exceeded 1000. Recruiting 
enough volunteers was thus challenging and made these experiments time consuming. To 
keep the study manageable, the number of replicates (volunteers) per combination was kept 
relatively low (10) but this, of course, increased the variance in many calculations. However, 
the huge volunteer pool provides a robust data set that potentially mimics the range of 
natural predators and their varied degrees of detection ability. 
Human subjects were provided a highly controlled environment during the computer trials. 
A tent was used to minimize disturbances such that each volunteer could concentrate on 
searching for the prey, while the touch screen monitor negated ‘mouse issues’ (lack of 
familiarity with that particular mouse, potential for malfunction, slower response time, etc.). 
In addition, distance between the human subject and screen was fixed so that the visual 
acuity, which is crucial to detection of size, was also standardized. The experiments were 
performed in a more controlled environment than previous studies, which have been mostly 
conducted in more ‘open’ environments such as laboratories, libraries or coffee bars (Fraser 
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et al. 2007; Cuthill and Szekeley 2009; Webster et al. 2009). Eight out of 81 human subjects 
for first experiment of Fraser et al. (2007) participated through the Internet, i.e. a very 
uncontrolled environment, but they did not report if there was any difference between 
different venues of participation. Likewise, Sheratt et al. (2007) developed web-based 
applications for human volunteers to do via the Internet. Although participation via the 
Internet dramatically reduces control, the high numbers of repeats could ‘dampen’ any 
potential effects. Additionally, Sheratt et al. (2007) did not use time-sensitive variables as a 
measure of survivorship, so the effect of an uncontrolled predation environment could be 
lessened. With the surge of social networking websites such as Facebook, very large 
numbers of individuals could be recruited by writing a Facebook application and actively 
promoting the application through the website itself. As the social networking website 
requires membership, repeated participations can easily be tracked and excluded from data 
analysis.  
By using large number of volunteers it was possible to test the relationship between morph 
element size and background element size at a very high resolution (8 morphs x 8 
backgrounds) to create a ‘landscape’ of background matching. I found that survivorship 
gradually decreased as the morph-background element size mismatch increased plus the 
general trend where combinations with morph element size larger than background’s had 
higher search time than their counterpart. The high resolution dataset obtained also 
provided the opportunity to explore the tradeoff relationship of survivorship of various 
morphs in a background with small element size and a background with large element size 
(e.g. Merilaita et al. 2001; Ruxton et al. 2004; Sheratt et al. 2007). It was shown that a 
convex relationship (for the first time) could be obtained by narrowing the range of element 
sizes between the two backgrounds. 
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In addition to element size, the role of two other aspects of colour pattern, element contrast 
and element density were also tested. Results showed that element contrast is an important 
determinant of background matching as a less than 10% grayscale difference could 
significantly reduce the time needed to find a morph. Element density, on the other hand, 
was found to have no effect on background matching. It was hypothesized that the location 
of a morph is of great importance to morph survivorship, especially in the element density 
experiment. When placing a morph onto the background, it often intersected background 
elements, creating non-background matching shapes that revealed its location. Interestingly, 
this hypothesis found support in the last experiment, which was initially designed to check 
whether a disruptive index could predict a morph’s survivorship (via disruptive colouration). 
Instead of showing that morphs with high disruptive index survived better, the converse was 
found.  Morphs with a high disruptive index score were easier to find because they match 
the background less (due to the presence of more fragmented elements).  
The proposed disruptive index failed to reflect the degree of crypsis via disruptive 
colouration, probably due to (1) the fact that the base colouration of the morphs and 
backgrounds were similar and therefore blended perfectly, rendering edge detection 
between the two impossible, and (2) the presence of non-background-matching elements  
which made the morphs much more conspicuous than the protection they might have 
received from disruptive colouration. However, this experiment also showed that the 
resemblance in geometry, a potential determinant of background matching proposed by 
Endler (1978), was indeed important for morph survivorship. Furthermore, the background 
location of a morph was also found to be as important as the morph pattern itself in 
determining its survivorship. 
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Human predation experiments are becoming more popular; and often refute (to some 
degree at least) the argument that these experiments might lack “ecological validity” and 
that the human sensory perception is different from natural predators. Clearly, human 
predation experiments provide easier and faster ways to test camouflage theories and 
hypotheses. While we must be careful how we interpret and relate the results obtained 
from human predation experiments to nature, it must be noted that all camouflage theories 
or hypotheses are, after all, first formulated by humans and what they see.  
As with many previous camouflage studies, all images used in this research were 
monochromatic, i.e. only black, white and shades of grey, to avoid issues relating to 
differences between the colour perception systems of humans and other animals. Can 
human predation experiments be utilized to test the role of colour in background matching? 
After all, this study, along with a few previous studies (e.g. Sheratt 2007; Merilaita 2001; 
Phua 2007) have successfully examined the role of two out of four aspects raised by Endler 
(1978, 1984), i.e. size and contrast; and geometry matching was also indirectly showed to be 
important to background matching in Chapter 4. However, human predation experiments to 
testing colour may be too challenging, especially if the model organisms are moths or 
butterflies—that are usually preyed on by avian predators. 
Another possible weakness of computer simulations is the ‘unnatural’ 2D environment. With 
the increasing ease and popularity in 3D imagery, future experiments could create a 3D 
environment in order to be more realistic. However, a 3D searching environment could also 
make the experimental design much more complicated as factors such as shadow, angle of 
lighting and visual angle will need to be controlled. Nonetheless, 3D imagery may yet be very 
helpful towards understanding camouflage strategies such as countershading or surface 
disruption (a subprinciple of disruptive colouration). 
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This study has emphasized the importance of element size, density and contrast in 
background matching via high resolution experiments that allowed for fine-scale analysis of 
effects. The failure of the disruptive index presented in Chapter 4 highlighted the difficulty in 
isolating disruptive colouration from background matching and vice versa but the results will 
undoubtedly be useful for future studies.   I believe that this study can also serve as the 
prelude for research on the interactions of different determinants of background matching, 
the importance of a morph’s location relative to the background, and the role of background 
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The following figures are series of screenshot of the actual computer trial described in 
Chapter 2: 
 
First screen: Volunteers were asked to fill in their personal details and whether or not they’d 

















“Well done” message appeared if the volunteer managed to locate the prey within 90 




Final screen: After the last round of searching. 
 
