Abstract: Demand response (DR) program can shift peak time load to off-peak time, thereby reducing greenhouse gas emissions and allowing energy conservation. In this study, the home energy management scheduling controller of the residential DR strategy is proposed using the hybrid lightning search algorithm (LSA)-based artificial neural network (ANN) to predict the optimal ON/OFF status for home appliances. Consequently, the scheduled operation of several appliances is improved in terms of cost savings. In the proposed approach, a set of the most common residential appliances are modeled, and their activation is controlled by the hybrid LSA-ANN based home energy management scheduling controller. Four appliances, namely, air conditioner, water heater, refrigerator, and washing machine (WM), are developed by Matlab/Simulink according to customer preferences and priority of appliances. The ANN controller has to be tuned properly using suitable learning rate value and number of nodes in the hidden layers to schedule the appliances optimally. Given that finding proper ANN tuning parameters is difficult, the LSA optimization is hybridized with ANN to improve the ANN performances by selecting the optimum values of neurons in each hidden layer and learning rate. Therefore, the ON/OFF estimation accuracy by ANN can be improved. Results of the hybrid LSA-ANN are compared with those of hybrid particle swarm optimization (PSO) based ANN to validate the developed algorithm. Results show that the hybrid LSA-ANN outperforms the hybrid PSO based ANN. The proposed scheduling algorithm can significantly reduce the peak-hour energy consumption during the DR event by up to 9.7138% considering four appliances per 7-h period.
Introduction
In recent years, the peak demand has been increasing in the domestic sector and caused unwanted effects to the reliability and stability of power systems. The total energy demand is estimated to increase by 75% at the end of 2020 compared to 2000 [1] . Peak time loads occur in the grid when most end users are using electricity at the same time in a day [2] . In this case, power suppliers are forced to increase generation to meet the high demand, thereby increasing carbon dioxide emission [3] , which can promote climate change [4] . Energy consumption in a residential building depends on many factors, such as the number of occupants living in the house, and usage pattern of household [5] as well as period of use, and appliance power [6] . The technology for home energy management system (HEMS) is efficient with data communication networks, which connect home appliances for remote management based on the internet and a combination of the home network to reduce the peak demand that leads to reduced risk of outages at the power distribution and transmission network [7] . A smart home enabled with residential demand response (DR) technologies features a function of HEMS that manages controllable appliances associated with smart socket and meters [8] . DR plays an important role in encouraging residential customers to participate in the distribution system. These programs are designed with an electricity tariff to persuade residential end users to voluntarily decrease their daily electrical consumption pattern or maximize their satisfaction by allocating available resources and effectively managing the electricity loads [9] . Participating customers in DR programs can save on electricity bills when they reduce their electricity usages during peak periods and shifting peak time load to off-peak time. HEMS can assist in the reduction of overall energy consumption through optimal residential load scheduling of appliances and to achieve various goals and functions in homes, such as automatic control, shift, or curtailment of the demand consumption [10] .
Many optimization techniques can be used to solve many problems for different applications. Particle swarm optimization (PSO) has been used to minimize the annual total building energy consumption and to improve the building energy performance [11] . Similarly, fuzzy logic control was improved using the quantum lightning search algorithm and backtracking search algorithm to control an induction motor drive [12, 13] , and a quantum gravitational search optimization algorithm was used to solve the optimal power quality monitor placement problem in power systems [14] . A variety of methods and optimization techniques have been used recently to help end users create optimal appliance scheduling of energy usage based on different feed-in tariffs, pricing schemes, and comfort settings. Kang et al. [15] proposed long-term scheduling and real-time pricing to operate a framework of building an energy management system that included distributed energy storage systems and energy resources to achieve optimal decisions. Optimal energy consumption scheduling based on linear programming computations was applied to minimize the electricity bill and waiting time for each home appliance that operates with real-time pricing tariff [16] . While Haider et al. [17] presented dynamic residential load scheduling and used to achieve optimal scheduling of household appliances to allow end users to decrease energy bills and reduce the peak load. In some related works, neural networks have been used to save electric energy in residential lighting by implementing specific schedules [18] . Pedrasa et al. [19] used stochastic programming approach formulated for robust scheduling of four controllable residential distributed energy resources. The robust schedules were formulated using an improved version of PSO technique to maximize the net benefit of end users as the objective function to reduce electricity bill The method for scheduling home appliances was developed by using a mixed integer nonlinear optimization model built under time-of-use electricity tariff to minimize electricity costs, so that consumers were able to participate in a DR program by making a decision [20] . The PSO algorithm was applied to optimize desirable points during the appliance operation time [21] . Several studies combined the schedules of home appliances with renewable sources. Artificial neural network (ANN) with genetic algorithm has been applied for weekly appliance scheduling with optimized energy consumption in the residential sector to reduce energy demand during peak periods and to maximize the usage of renewable sources [22] . Gharghan et al. [23] hybridized the PSO with ANN to improve the ANN operation by selecting the optimum number of neurons in each hidden layer and learning rate, in which the selection of these parameters was formerly made using the trial and error approach and did not always provide optimum solutions. Neural network is an approach designed to handle any complex nonlinear functions with accuracy through training and learning system input and output. A major challenge faced in scheduling household appliances is the minimization of the energy consumption in a given period without affecting the comfort of customers. However, most previous researchers focused on alleviating electricity bills and saving energy without considering the convenience of residential end users.
In this study, the lightning search algorithm (LSA) is used to improve the ANN for the home energy management scheduling controller (HEMSC) for the residential DR strategy by modeling the household appliances. The main contribution of this study focuses on the modeling of household appliances and developing HEMSC to achieve energy savings in the home on the basis of the scheduled operation of several appliances according to a specific time. Four appliances, namely, air conditioner (AC), water heater (WH), refrigerator (REF) and washing machine (WM), are developed in Matlab/Simulink according to customer preferences and priority of appliances.
Load Model of Home Appliances
Load modeling is necessary to evaluate residential DR at the distribution circuit and to study customer behavior. Thus, specific home appliance models that describe the dynamics of the process to be controlled are important to design. Determining the operating conditions and characteristics of household appliances is necessary to develop a HEMSC with residential DR application. In this study, four selected electrical appliances, namely, AC, WH, WM and REF, are developed using Matlab/Simulink, as shown in Figure 1 . In this study, the lightning search algorithm (LSA) is used to improve the ANN for the home energy management scheduling controller (HEMSC) for the residential DR strategy by modeling the household appliances. The main contribution of this study focuses on the modeling of household appliances and developing HEMSC to achieve energy savings in the home on the basis of the scheduled operation of several appliances according to a specific time. Four appliances, namely, air conditioner (AC), water heater (WH), refrigerator (REF) and washing machine (WM), are developed in Matlab/Simulink according to customer preferences and priority of appliances.
Load modeling is necessary to evaluate residential DR at the distribution circuit and to study customer behavior. Thus, specific home appliance models that describe the dynamics of the process to be controlled are important to design. Determining the operating conditions and characteristics of household appliances is necessary to develop a HEMSC with residential DR application. In this study, four selected electrical appliances, namely, AC, WH, WM and REF, are developed using Matlab/Simulink, as shown in Figure 1 . The signal of DR is assumed to come from the utility to the smart meter and then to the HEMSC that includes the amount and duration of load. All appliances can receive a DR signal from the HEMSC. The power consumptions of WH, AC, WM, and REF are 3, 2.3, 0.6, and 0.15 kW, respectively. The following subsections describe the model details of home appliances.
Air Conditioner Modeling
This section presents the AC load model development to produce a load profile at the distribution circuit level. To calculate the parameters that can be used with a physical-based AC model, the mathematical expressions should be derived to obtain an accurate AC load model. The mathematical model is presented as a set of equations to obtain the relationship between the output and input parameters, as shown in Figure 2 .
The AC unit parameters can be divided into three categories, namely, the characteristics of AC, the set points of temperatures, and the building structures. The input parameters of the AC model are the occupant heat gain H , room temperature at time t, , , outside temperature , , set point temperature , , and the signal of DR , . The model outputs are the room temperature, which is used as an input to the model at the subsequent step of time and energy consumption. Other parameters, such as the number of people in the home, room size, solar radiation, season, number of windows, house area, heat gain rate of the house, and cooling load capacity, should be considered in Simulink. The signal of DR is assumed to come from the utility to the smart meter and then to the HEMSC that includes the amount and duration of load. All appliances can receive a DR signal from the HEMSC. The power consumptions of WH, AC, WM, and REF are 3, 2.3, 0.6, and 0.15 kW, respectively. The following subsections describe the model details of home appliances.
The AC unit parameters can be divided into three categories, namely, the characteristics of AC, the set points of temperatures, and the building structures. The input parameters of the AC model are the occupant heat gain H p , room temperature at time t, T r,t , outside temperature T out,t , set point temperature T s,t , and the signal of DR Sn ewh,t . The model outputs are the room temperature, which is used as an input to the model at the subsequent step of time and energy consumption. Other parameters, such as the number of people in the home, room size, solar radiation, season, number of windows, house area, heat gain rate of the house, and cooling load capacity, should be considered in Simulink. In the initial condition, the room temperature at time (t) should be determined based on the cooling load factor for glass/corrected cooling load temperature difference [24] as follows:
where is the heat gain rate of the house, , is the room temperature at time t ( ), d is the length of time slot, d is the energy that changes the air temperature in the Room 1 ), , is the status of AC in the time slot, and is the cooling load capacity (Btu/ ) [25] . The output room temperature is used as an input room temperature to the AC model at the following time step. From Equation (1), the heat gain rate of the house, , is expressed as:
where is the occupant heat gain (btu/h); is the number of people inside a room; is the changes in room air in any time slot; , , , are the areas of floor, wall, ceiling, and window of the dwelling in (m 2 ), respectively; is the solar heat gain coefficient of a window [26]; , , , are the average thermal resistance of the floor, wall, ceiling, and window in ( m 2 h/btu), respectively;
, is the outside temperature ( ) [27] ; _ is the window area facing south (m 2 ); is the air heat factor (btu/ m ); and is the solar radiation heat power (W/m 2 ). To change the room temperature by 1 °C to btu/ , the specific heat of air needs to be specified. The specific heat capacity of air, Cp, is 0.2099/m , and the house volume, , in m , is included in Equation (3):
The amount of AC power consumed in kW with a thermostat operating in OFF or ON mode and running at its rated power when switched on at a given interval, , , can be expressed as:
,
where is the status of the device; = 1 means that the device is turned on, and = 0 means that the device is turned off.
is the AC rated power in kW. The differences between the set point of AC and the lower or upper limit of the temperatures are called dead band. If the room temperature decreases below a set point minus the dead band temperature, then the AC unit is switched OFF. If the room temperature reaches its maximum set point plus the dead band temperature, then the AC unit is switched ON. However, if the room temperature is within its tolerable band, then the AC keeps the same status as described mathematically in Equation (5): In the initial condition, the room temperature at time (t) should be determined based on the cooling load factor for glass/corrected cooling load temperature difference [24] as follows:
where Q t is the heat gain rate of the house, T r,t is the room temperature at time t ( • C), dt is the length of time slot, dc is the energy that changes the air temperature in the Room 1 ( • C), m hvac,t is the status of AC in the time slot, and C hvac is the cooling load capacity (Btu/ • C) [25] . The output room temperature is used as an input room temperature to the AC model at the following time step. From Equation (1), the heat gain rate of the house, Q t , is expressed as:
where H p is the occupant heat gain (btu/h); N p is the number of people inside a room; K is the changes in room air in any time slot; (A fl , A wall , A ce , A win ) are the areas of floor, wall, ceiling, and window of the dwelling in (m 2 ), respectively; S HGC is the solar heat gain coefficient of a window [26] ; ( R fl , R wal , R ce , A win ) are the average thermal resistance of the floor, wall, ceiling, and window in ( • C·m 2 ·h/btu), respectively; T out,t is the outside temperature ( • C) [27] ; A win_s is the window area facing south (m 2 ); S is the air heat factor (btu/ • C·m 3 ); and H solar is the solar radiation heat power (W/m 2 ).
To change the room temperature by 1 • C to btu/ • C, the specific heat of air needs to be specified. The specific heat capacity of air, C p , is 0.2099/m 2 · • C, and the house volume, V hos , in m 3 , is included in Equation (3):
The amount of AC power consumed in kW with a thermostat operating in OFF or ON mode and running at its rated power when switched on at a given interval, P havc,t , can be expressed as:
where m hvac is the status of the device; m hvac = 1 means that the device is turned on, and m hvac = 0 means that the device is turned off. P hvac is the AC rated power in kW.
The differences between the set point of AC and the lower or upper limit of the temperatures are called dead band. If the room temperature decreases below a set point minus the dead band temperature, then the AC unit is switched OFF. If the room temperature reaches its maximum set point plus the dead band temperature, then the AC unit is switched ON. However, if the room temperature is within its tolerable band, then the AC keeps the same status as described mathematically in Equation (5):
The electric power demand of the AC load model depends on the DR signal, Sn hvac,t . During a DR event, this signal, which originates from the revised thermostat set point, can be changed by end users. T s,t is the set point temperature, and ∆T is the dead band temperature (±2 • C).
By using Equations (1), (4) and (5), we simulate the component models of AC and the mathematical model in Matlab, as shown in Figure 3 . 
The electric power demand of the AC load model depends on the DR signal, , . During a DR event, this signal, which originates from the revised thermostat set point, can be changed by end users. , is the set point temperature, and ∆ is the dead band temperature (±2 °C).
Electric Water Heater Modeling
The electric water heaters (EWHs) are among the major appliances that consume high energy in residential areas. Energy consumption depends on the amount of hot water that people use at home. To obtain an accurate model of EWH and to reflect any goal of DR strategies, EWH should be modeled for use in HEMSC by calculating the input and output parameters, as shown in Figure 4 . A domestic EWH consists of a thermostat to sense temperature and OFF/ON switch to heat water. The WH parameters can be divided into three categories, namely, the set point temperature, the use of hot water, and the device characteristics. The input parameters are the ambient temperature, , water flow rate, , , temperature of inlet water, Tinl, the set point temperature, , , temperature of water tank, , , and signal of residential DR, , . The model output is the 
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, , and signal of residential DR, , . The model output is the A domestic EWH consists of a thermostat to sense temperature and OFF/ON switch to heat water. The WH parameters can be divided into three categories, namely, the set point temperature, the use of hot water, and the device characteristics. The input parameters are the ambient temperature, T amp , Energies 2016, 9, 716 6 of 20 water flow rate, F lr,t , temperature of inlet water, Tinl, the set point temperature, T se,t , temperature of water tank, T out,t , and signal of residential DR, Sn ewh,t . The model output is the temperature of the EWH tank that is used as an input to the model at the subsequent step of time and power consumption.
The data for the EWH model depends on additional parameters, such as the surface area of storage tank WH, cross-sectional area, and volume that contribute to the design of accurate models.
In the initial condition, the water temperature at time (t) of the EWH should be calculated based on the usage pattern [25] . First, the outlet water temperature of the tank is considered, which is expressed as
where T inl is the inlet water temperature ( • C), F lr,t is the hot water flow rate at a given interval (m 3 /s), Vol tank is the volume of the tank (m 3 ), A tank is the surface area of the tank, T amp is the ambient temperature, R tank is the heat resistance of the tank ( • C·m 3 ·h/btu), and dt is the duration of the time slot t.
The differences between the set point lower and upper limits of the tank temperature are called dead band. If the water tank temperature drops below the set point lower limit minus the dead band temperature range, then the EWH coils are switched ON. If the water tank temperature is raised to its set point upper limit plus the dead band temperature, then the heating coils of EWH are switched OFF. The EWH operation depends on the device status, m ewh , which is mathematically expressed as:
where Sn ewh,t is the DR signal, T se,t is the set point temperature, and ∆T is the dead band temperature (±2 • C). The electric power demand of the EWH load model depends on the DR signal Sn ewh,t . The amount of EWH power consumed in kW depends on the thermostat that operates in the OFF/ON states and runs at its rated power [28] . The power of EWH at a given time is calculated by:
where m ewh is the status of the device; and m ewh = 1 means that the device is switched on, and m ewh = 0 means that the device is switched off. P ewh is the EWH rated power in kW. By using Equations (6)- (8), we simulate the component models of EWH and the mathematical model in Matlab, as shown in Figure 5 . temperature of the EWH tank that is used as an input to the model at the subsequent step of time and power consumption. The data for the EWH model depends on additional parameters, such as the surface area of storage tank WH, cross-sectional area, and volume that contribute to the design of accurate models.
where is the inlet water temperature ( ), , is the hot water flow rate at a given interval (m 3 /s), is the volume of the tank (m 3 ), is the surface area of the tank, is the ambient temperature, is the heat resistance of the tank ( m 3 h/btu), and dt is the duration of the time slot t.
The differences between the set point lower and upper limits of the tank temperature are called dead band. If the water tank temperature drops below the set point lower limit minus the dead band temperature range, then the EWH coils are switched ON. If the water tank temperature is raised to its set point upper limit plus the dead band temperature, then the heating coils of EWH are switched OFF. The EWH operation depends on the device status, , which is mathematically expressed as:
where , is the DR signal, , is the set point temperature, and ∆ is the dead band temperature (±2 ). The electric power demand of the EWH load model depends on the DR signal , . The amount of EWH power consumed in kW depends on the thermostat that operates in the OFF/ON states and runs at its rated power [28] . The power of EWH at a given time is calculated by:
where is the status of the device; and = 1 means that the device is switched on, and = 0 means that the device is switched off.
is the EWH rated power in kW. By using Equations (6)- (8), we simulate the component models of EWH and the mathematical model in Matlab, as shown in Figure 5 . During a DR event, the signal, which originates from the revised thermostat set point, can be changed by the homeowner. The data for the EWH model depend on the storage tank WH and other parameters that contribute to the design of the EWH physical model.
Water Heater and Refrigerator Modeling
WM is a home appliance operated by a motor connected to the agitator through a unit called transmission. WMs are divided into two categories depending on the positioning of their axis, namely, vertical axis WM and horizontal axis WM. The power consumption of WM at the residential sector accounts for approximately 7.2% of the total electricity consumption [29] and usually consists of an induction motor. In addition, the main electrical component of REF is the compressor, which is again an induction motor. Many different approaches are used to model the WM and REF. Real data are measured by using a power quality analyzer to obtain accurate WM and REF models. Matlab/Simulink is developed using resistors and reactance, as shown in Figures 6 and 7 During a DR event, the signal, which originates from the revised thermostat set point, can be changed by the homeowner. The data for the EWH model depend on the storage tank WH and other parameters that contribute to the design of the EWH physical model.
WM is a home appliance operated by a motor connected to the agitator through a unit called transmission. WMs are divided into two categories depending on the positioning of their axis, namely, vertical axis WM and horizontal axis WM. The power consumption of WM at the residential sector accounts for approximately 7.2% of the total electricity consumption [29] The rated power of WM depends on the stage of washing cycles, including washing, rinsing, and spinning, which last typically 55 min to finish the WM job at full load with 53 L of water. During a DR event, the signal, which originates from the revised thermostat set point, can be changed by the homeowner. The data for the EWH model depend on the storage tank WH and other parameters that contribute to the design of the EWH physical model.
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Gathering Data for Household Appliance Models
Data were obtained in December 2015 by using a power quality analyzer to measure the power consumption of AC, WH, WM, and REF as shown in Figure 8 by considering a sample apartment house in the town of Kajang, Malaysia as a case study. 
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Artificial Intelligent Techniques Used for Home Energy Management Scheduling Controller
In this section, ANN, LSA, and the proposed hybrid LSA-ANN are discussed.
Artificial Neural Network Technique
An ANN is an information processing paradigm that models nonlinear systems and attempts to simulate the functionality of the human brain. Neural networks have many unique benefits, especially with the complex nonlinear relationships between system input and output, which handle any complex nonlinear functions through training and learning system input and output.
In this study, a feed-forward neural network type and the Levenberg-Marquardt training algorithm are selected for training the ANN in the Matlab toolbox. The ANN structure consists of five inputs ( , , , , DR), two hidden layers with the activation function as sigmoid function, and four outputs (AC, WH, WM, and REF). The actual data are collected from the simulation system, which represents the training data of the ANN, as shown in Figure 13 . To simulate the model in Matlab, the equivalent circuit of MW and REF should be calculated to reflect the behavior of the real operation and to obtain an accurate result for both appliances. The equivalent circuit of the motor can be represented as impedances, as shown in Figure 12 . 
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Artificial Intelligent Techniques Used for Home Energy Management Scheduling Controller
Artificial Neural Network Technique
In this study, a feed-forward neural network type and the Levenberg-Marquardt training algorithm are selected for training the ANN in the Matlab toolbox. The ANN structure consists of five inputs (T ac , T wh , T ot , T im , DR), two hidden layers with the activation function as sigmoid function, and four outputs (AC, WH, WM, and REF). The actual data are collected from the simulation system, which represents the training data of the ANN, as shown in Figure 13 . All inputs and outputs of ANN-based HEMSC can be expressed by Equations (9) and (10) denotes the time of the system; and DR is the signal of a DR event. In this system, the DR starts from between 16 h and 23 h, and the value of demand limit (DL) is assumed to be 3 kW. If is higher than DL, then the controller will switch OFF the lower priority appliance; otherwise, the system works normally. The and of the system are used to evaluate the comfort level of the end users for AC and WH, respectively. The outputs of the ANN are the signals to turn the four home appliances ON or OFF according to customer preferences, comfort level, and priority of appliances. Sudden changes in the home appliances can be predicted by using ANN.
Overview of Lightning Search Algorithm
Optimization is a process to find the best solution to problems depending on the input variables after determining the objective function subjected to constraints. The objective function is often formulated based on a certain application and can take the form of minimal error, minimal cost, optimal design, and optimal management. LSA is a new optimization algorithm based on the natural phenomenon of lightning [29] , and it is inspired by the probabilistic nature and sinuous characteristics of lightning discharges during a thunderstorm. LSA is organized from the mechanism of step leader propagation. This algorithm considers the participation of fast particles (projectiles) in the figuration of the binary tree structure of a step leader. Similar to other metaheuristic algorithms, LSA also needs a population to begin the search. The projectile suggests random solutions for corresponding problems to be solved by LSA. More details about LSA and basic ideas can be found in [30, 31] . The step leaders are formed in the first phase because transition projectiles are ejected from the thunder cell in a random direction. Thus, the formula of uniform probability distribution is used for a random number of step leaders. The standard uniform distribution can be formulated as follows: Figure 13 . Architecture of the artificial neural network (ANN) algorithm.
All inputs and outputs of ANN-based HEMSC can be expressed by Equations (9) and (10):
where T ac denotes the room temperature ( • C); T wh is the WH temperature; T ot is the total power consumption; T im denotes the time of the system; and DR is the signal of a DR event.
In this system, the DR starts from between 16 h and 23 h, and the value of demand limit (DL) is assumed to be 3 kW. If T ot is higher than DL, then the controller will switch OFF the lower priority appliance; otherwise, the system works normally. The T ac and T wh of the system are used to evaluate the comfort level of the end users for AC and WH, respectively. The outputs of the ANN are the signals to turn the four home appliances ON or OFF according to customer preferences, comfort level, and priority of appliances. Sudden changes in the home appliances can be predicted by using ANN.
Optimization is a process to find the best solution to problems depending on the input variables after determining the objective function subjected to constraints. The objective function is often formulated based on a certain application and can take the form of minimal error, minimal cost, optimal design, and optimal management. LSA is a new optimization algorithm based on the natural phenomenon of lightning [29] , and it is inspired by the probabilistic nature and sinuous characteristics of lightning discharges during a thunderstorm. LSA is organized from the mechanism of step leader propagation. This algorithm considers the participation of fast particles (projectiles) in the figuration of the binary tree structure of a step leader. Similar to other metaheuristic algorithms, LSA also needs a population to begin the search. The projectile suggests random solutions for corresponding problems to be solved by LSA. More details about LSA and basic ideas can be found in [30, 31] . The step leaders are formed in the first phase because transition projectiles are ejected from the thunder cell in a random direction. Thus, the formula of uniform probability distribution is used for a random number of step leaders. The standard uniform distribution can be formulated as follows:
where x T is a random number that may provide a solution; and a and b are the lower and upper bounds of the solution space, respectively. The probability density function f (x s ) of an exponential distribution [31] is shown by Equation (12):
After the initial is evaluated, the position and direction are updated with Equation (13):
where p s i−NEW is the new projectile, and p s i is the old projectile. The projectiles and the step leaders that have traveled close to the ground do not have adequate potential to ionize large sections in front of the leading edge. In this way, the lead projectile can be formulated as a random number taken from the standard normal distribution. The normal probability density function f (x L ) is expressed as:
where f (x L ) is the normal probability density function, σ is the scale parameter, and µ is the shape parameter. From Equation (14) , the randomly generated lead projectile can search in all directions from the current position defined by the shape parameter. The scale parameter σ decreases exponentially to find the best solution. Therefore, the position of p L in step + 1 can be shown in Equation (15) [31] :
where p L NEW is the new lead projectile.
Proposed Hybrid Lightning Search Algorithm-Based Artificial Neural Network
The ANN algorithm can be used to control the appliances in HEMSC. The comfort level of end users can be utilized as the inputs of the ANN to determine and improve the suitable ON/OFF status of appliances and schedule another time without affecting the convenience of end users in the devices. The learning rate and the neurons in each hidden layer in the ANN architecture are the significant parameters. However, the selection of the learning rate and the neurons are subject to trial-and-error processes, which do not give the optimal solution. LSA addresses such a problem to enhance the ANN performance by finding the optimum learning rate and the best value of neurons in each hidden layer of the neural network that can be used in home energy scheduler controller 
Overall Proposed Home Energy Management Scheduling Controller System
The proposed HEMSC algorithm is developed such that it can control and schedule the WH, AC, WM and REF, and switch customer load to decrease the costs of electrical power consumption during DR event. The HEMSC algorithm starts by reading the data and information of all the abovementioned appliances. Each appliance is compared on several set points, including load priority, power consumption, and customer preference, by settings on the room temperature of AC and the water temperature of WH. The entire system is implemented by Matlab/Simulink, as shown in Figure 15 . 
The proposed HEMSC algorithm is developed such that it can control and schedule the WH, AC, WM and REF, and switch customer load to decrease the costs of electrical power consumption during DR event. The HEMSC algorithm starts by reading the data and information of all the above-mentioned appliances. Each appliance is compared on several set points, including load priority, power consumption, and customer preference, by settings on the room temperature of AC and the water temperature of WH. The entire system is implemented by Matlab/Simulink, as shown in Figure 15 . 
Results and Discussion
This section describes the results of the simulation models of the home appliances with experimental results and the hybrid LSA-ANN results for the home energy management scheduling controller.
Home Appliance Simulation Result
The following subsections describe the simulation model results of the modeled home appliances.
Water Heater Simulation Result
A case study is conducted to illustrate the performance model of the WH. This case study shows the hot water usage of WH at different times, as in Figure 16a . In Figure 16b , the maximum temperature is assumed to be 48 °C, and the minimum temperature of the WH setting is assumed to be 42 °C. These values can be altered in the physical model according to the preference of customers. When the hot water is used at 7:00 a.m. and the temperature reaches its minimum allowable set point of 42 , the WH will switch ON to keep the water temperature at its comfortable range. When the hot water is used between 4:00 p.m. and 6:00 p.m., the WH will switch ON again to maintain the water temperature in the tank until the temperature reaches its maximum allowable set point of 48
, to switch OFF the WH. When the temperature of the water in the tank is within 42-48 , the heater switch status will maintain the previous device state. 
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, to switch OFF the WH. When the temperature of the water in the tank is within 42-48 , the When the hot water is used at 7:00 a.m. and the temperature reaches its minimum allowable set point of 42 • C, the WH will switch ON to keep the water temperature at its comfortable range. When the hot water is used between 4:00 p.m. and 6:00 p.m., the WH will switch ON again to maintain the water temperature in the tank until the temperature reaches its maximum allowable set point of 48 • C, to switch OFF the WH. When the temperature of the water in the tank is within 42-48 • C, the heater switch status will maintain the previous device state.
Air Conditioner Simulation Results
In the simulation, the maximum and minimum temperatures of AC are set at 28 • C and 18 • C, respectively. These values can be changed in the physical model according to the preference of the customer. Real data are measured to be used as input for the AC load model that includes the H solar and outside temperature, both of which are measured in Kajang, Malaysia. According to the homeowner comfort setting of the room temperature, which is set between 28 • C and 18 • C, the AC Simulink is shown in Figure 17 . In the simulation, the maximum and minimum temperatures of AC are set at 28 °C and 18 , respectively. These values can be changed in the physical model according to the preference of the customer. Real data are measured to be used as input for the AC load model that includes the H solar and outside temperature, both of which are measured in Kajang, Malaysia. According to the homeowner comfort setting of the room temperature, which is set between 28 °C and 18 , the AC Simulink is shown in Figure 17 . Figure 17 shows that if the room temperature reaches its minimum set point temperature of 18 , then the AC is switched OFF. When the room temperature reaches its maximum set point temperature of 28 , then the AC is switched ON to keep the room temperature in its comfortable range. When the room temperature is within 18-28 , the switch status will maintain the previous device state.
Experimental Measurement Data
The temperatures outside and inside the building were measured by using a wireless data logger sensor, and the measured outdoor temperature is shown in Figure 18 . The solar irradiation was measured using the Apogee instrument pyranometer sensors and the measured data are shown in Figure 19 . Both the temperature and solar irradiation were used as inputs to the AC model. Figure 17 shows that if the room temperature reaches its minimum set point temperature of 18 • C, then the AC is switched OFF. When the room temperature reaches its maximum set point temperature of 28 • C, then the AC is switched ON to keep the room temperature in its comfortable range. When the room temperature is within 18-28 • C, the switch status will maintain the previous device state.
The temperatures outside and inside the building were measured by using a wireless data logger sensor, and the measured outdoor temperature is shown in Figure 18 . The solar irradiation was measured using the Apogee instrument pyranometer sensors and the measured data are shown in Figure 19 . Both the temperature and solar irradiation were used as inputs to the AC model. In the simulation, the maximum and minimum temperatures of AC are set at 28 °C and 18 , respectively. These values can be changed in the physical model according to the preference of the customer. Real data are measured to be used as input for the AC load model that includes the H solar and outside temperature, both of which are measured in Kajang, Malaysia. According to the homeowner comfort setting of the room temperature, which is set between 28 °C and 18 , the AC Simulink is shown in Figure 17 . Figure 17 shows that if the room temperature reaches its minimum set point temperature of 18 , then the AC is switched OFF. When the room temperature reaches its maximum set point temperature of 28 , then the AC is switched ON to keep the room temperature in its comfortable range. When the room temperature is within 18-28 , the switch status will maintain the previous device state.
The temperatures outside and inside the building were measured by using a wireless data logger sensor, and the measured outdoor temperature is shown in Figure 18 . The solar irradiation was measured using the Apogee instrument pyranometer sensors and the measured data are shown in Figure 19 . Both the temperature and solar irradiation were used as inputs to the AC model. Other data from WM and REF power consumption were also considered. According to the real measurement of WM, 55.5 min was needed to complete the job with three different energy consumption levels during washing, rinsing, and spinning. In the washing cycle, three intervals at 11.5, 2.25 and 2.5 min were needed to finish the task. In the rinsing cycle, three duration times were needed to finish the job, with a 1 min interval. Finally, the last cycle needed 2.5, 2.5 and 6min to complete the job. The experimental measurement data of the WM power consumption are shown in Figure 20 . The power consumption curve of the REF was measured every minute, as shown in Figure 21 . consumption levels during washing, rinsing, and spinning. In the washing cycle, three intervals at 11.5, 2.25 and 2.5 min were needed to finish the task. In the rinsing cycle, three duration times were needed to finish the job, with a 1 min interval. Finally, the last cycle needed 2.5, 2.5 and 6min to complete the job. The experimental measurement data of the WM power consumption are shown in Figure 20 . The power consumption curve of the REF was measured every minute, as shown in Figure 21 . 
Results of the Hybrid Lightning Search Algorithm-Based Artificial Neural Network
The inputs of ANN include the room temperature , WH temperature , time of the system and total power consumption of the system . The signals are output to ON/OFF the WH, AC, WM, and REF. By using the ANN training and testing data, we can find all other parameters, such as inputs, number of neurons in each hidden layer, number of hidden layers, weights, learning rate, and output. LSA searches the best values for learning rate and the number of neurons in each hidden layer to enhance the ANN performance. The objective function for 10, 20, 30, 40 and 50 population sizes can be obtained, as shown in Figure 22 . Several populations are executed to permit the LSA to select the population size to achieve the minimum error and the consumption time. consumption levels during washing, rinsing, and spinning. In the washing cycle, three intervals at 11.5, 2.25 and 2.5 min were needed to finish the task. In the rinsing cycle, three duration times were needed to finish the job, with a 1 min interval. Finally, the last cycle needed 2.5, 2.5 and 6min to complete the job. The experimental measurement data of the WM power consumption are shown in Figure 20 . The power consumption curve of the REF was measured every minute, as shown in Figure 21 . 
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The obtained results from the hybrid LSA-ANN are compared with those from the hybrid PSO-ANN to validate the developed algorithm. The result of the hybrid LSA-ANN achieves a MAE error of 9.128 × 10 −9 after 40 iterations at a population size of 40. The hybrid PSO-ANN obtains a MAE error of 1.195 × 10 −8 after 81 iterations at a population size of 40, as illustrated in Figure 24 . The regression coefficient (R) close to unity and the value of R for training is 1. The performance of the hybrid LSA-ANN is shown in Figure 25 . The regression coefficient (R) close to unity and the value of R for training is 1. The performance of the hybrid LSA-ANN is shown in Figure 25 .
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The obtained results from the hybrid LSA-ANN are compared with those from the hybrid PSO-ANN to validate the developed algorithm. The result of the hybrid LSA-ANN achieves a MAE error of 9.128 × 10 −9 after 40 iterations at a population size of 40. The hybrid PSO-ANN obtains a MAE error of 1.195 × 10 −8 after 81 iterations at a population size of 40, as illustrated in Figure 24 . The regression coefficient (R) close to unity and the value of R for training is 1. The performance of the hybrid LSA-ANN is shown in Figure 25 . 
Results of the Proposed Hybrid LSA-ANN Based Home Energy Management Scheduling Controller
A DR event is usually imposed by the power utility to reduce the total power consumption at the peak period time with DL. The DR event is assumed to start from between 4:00 P.M. and 11:00 P.M., and DL is assumed to be 3 kW. If the total electrical power consumption is greater than the DL, then the HEMSC will turn OFF the appliance according to priority, starting with REF, and force the loads to shift and schedule their operating time after the DR event to keep the total power consumption below its DL. The HEMS issues a control signal to turn ON the appliance when the total household load is below its DL level. In this way, the HEMSC will optimize the scheduling of the appliances while maintaining the total power consumption below its DL.
Two case studies are considered to describe the implementation of the HEMSC algorithm. The first case does not apply the DR signal and the second case applies the DR signal by using the hybrid LSA-ANN, as shown in Figure 26 . The second case using the hybrid PSO-ANN is shown in Figure 27 to clarify the performances of WH, AC, WM and REF, and to calculate the power saving.
Figures 26 and 27 show that AC, WM, and REF have to be switched OFF, and one appliance, which is the WH, can be operated and draws 3 kW according to priority. The AC and REF require their schedules to be shifted to another period. The results explain the performance of the proposed HEMSC with the reduction of the total power consumption of the four home appliances at a specific time below the DL value. The algorithm prevents the total power consumption from exceeding the selected DL value. The energy saving for the total power consumption is 9.7138% per 7 h without any effect on the comfort level of the end users, whereas the energy saving for the total power by using the hybrid PSO-ANN is 2.3817% per 7 h. The power saving performance of the proposed hybrid LSA-ANN based HEMSC is better than that of the hybrid PSO-ANN. load is below its DL level. In this way, the HEMSC will optimize the scheduling of the appliances while maintaining the total power consumption below its DL.
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Conclusions
This paper presents the application of LSA to solve the problems of ANN by finding the optimum learning rate and the best value of neurons in each hidden layer of the neural network that load is below its DL level. In this way, the HEMSC will optimize the scheduling of the appliances while maintaining the total power consumption below its DL. Two case studies are considered to describe the implementation of the HEMSC algorithm. The first case does not apply the DR signal and the second case applies the DR signal by using the hybrid LSA-ANN, as shown in Figure 26 . The second case using the hybrid PSO-ANN is shown in Figure 27 to clarify the performances of WH, AC, WM and REF, and to calculate the power saving. Figures 26 and 27 show that AC, WM, and REF have to be switched OFF, and one appliance, which is the WH, can be operated and draws 3 kW according to priority. The AC and REF require their schedules to be shifted to another period. The results explain the performance of the proposed HEMSC with the reduction of the total power consumption of the four home appliances at a specific time below the DL value. The algorithm prevents the total power consumption from exceeding the selected DL value. The energy saving for the total power consumption is 9.7138% per 7 h without any effect on the comfort level of the end users, whereas the energy saving for the total power by using the hybrid PSO-ANN is 2.3817% per 7 h. The power saving performance of the proposed hybrid LSA-ANN based HEMSC is better than that of the hybrid PSO-ANN.
This paper presents the application of LSA to solve the problems of ANN by finding the optimum learning rate and the best value of neurons in each hidden layer of the neural network that 
This paper presents the application of LSA to solve the problems of ANN by finding the optimum learning rate and the best value of neurons in each hidden layer of the neural network that can be used in HEMSC. A comparison of results shows that the hybrid LSA-ANN used in HEMSC is better than the hybrid PSO-ANN in terms of scheduling household appliances and reducing the peak load while guaranteeing end user comfort associated with the operation of loads. The ANN ON/OFF estimation status is enhanced by minimizing the MAE. The hybrid LSA-ANN achieves a MAE error of 9.128 × 10 −9 , whereas the hybrid PSO-ANN achieves a MAE error of 1.195 × 10 −8 . The proposed algorithm shows a better response in switching the status in HEMSC. Therefore, the energy saving for the total power by using the hybrid LSA-ANN is 9.7138% per 7 h, whereas that by using the hybrid PSO-ANN is 2.3817% per 7 h. The results explain the capability of the proposed HEMSC algorithm to maintain the total electrical energy consumption below the DL value during a DR event. Moreover, the algorithm easily deals with the DR signals and is more effective in energy saving.
