Abstract. The purpose of this paper is to study the existence of weighted boundary limits of the generalized Kobayashi-Royden metrics on weakly pseudoconvex domains in C" and to explore the connections between the limits and the Levi invariants. The main result extends Graham's result on strongly pseudoconvex domains to a large class of weakly pseudoconvex domains.
Introduction
The Kobayashi/Royden (or simply Kobayashi) metric has proved to be very useful in complex analysis of several variables (cf. , [D-F] , [J-P] , ). The asymptotic boundary behavior of the Kobayashi metric has been a major area of study. In 1975, I. Graham [GR] obtained a precise weighted boundary limits (in terms of the Levi form) of the Kobayashi metric for strongly pseudoconvex domains. There have been many estimates for the metric on several classes of weakly pseudoconvex domains ever since (cf. [CA1] , [CHE] , [CHO] , [D-F] , [FR] , [HE] , [KR2] ). In particular, the sharp bounds for the metric on pseudoconvex domains of finite type in C2 [CA1] , smoothly bounded convex domains of finite type in C" ( n > 2) [CHE] and decoupled domains of finite type [HE] are obtained in terms of small/large constants. For general weakly pseudoconvex domains of finite type there are no sharp bounds known. As a matter of fact, the usual sharp lower estimates for the Kobayashi metric as in [CA1] do not hold on a general domain of finite type unless the regular type of the domain is upper semicontinuous [YU2] . On the other hand, it remains an open problem whether some analogue of Graham's results still hold on weakly pseudoconvex domains, even on domains in C2 .
In this paper we intend to study the same problem for the generalized Kobayashimetrics on weakly pseudoconvex domains. Our focus here is again on the precise relationship between the (weighted) boundary limits of the metrics and the Levi invariants of the domain, in the same spirit of Graham's result in [GR] . The main difficulty in the case of weakly pseudoconvex domain is that the local Levi geometry of the domain is in general much more complicated and is still not well understood. In particular there is no universal model for all weakly pseudoconvex domains to compare with. To overcome this difficulty, we first deform the domain with respect to its multitype and then blow it up to a taut (but unbounded model) domain. To obtain the desired limits, we have to explore the stability and the localization problem for the metrics. The advantage of the method is that it is applicable not only to the Kobayashi-like metrics, but also to other invariant objects (cf. [K-Y] ). The main result of this paper extends Graham's result in [GR] to a very large class of weakly pseudoconvex domains, called h-extendible domains, which includes almost all the interesting domains mentioned above. Roughly speaking, the h-extendible domains are the domains enjoying certain "bumping property" (precise definition is given in §3). As a matter of fact, the h-extendible domains are exactly those pseudoconvex domains on which Catlin's multitypes agree with D'Angelo's q-types (see [YU4] for details). It is worth mentioning that the limit in our main theorem might be the most explicit one for a general weakly pseudoconvex domain (see the final remark of the paper).
The paper is organized as follows: in § 1 we recall the definitions of various types and the (higher order) Kobayashi metrics and state our main theorem. In §2, we discuss the stability property and the localization for the Kobayashi metrics. In §3 we introduce a class of models called h-extendible models and study the global geometry of the models. In §4, we define the h-extendibility and study the local geometry of h-extendible domains, in particular, we obtain a nice bumping theorem. In the final section, we blow up a taut domain near an h-extendible point using a scaling method and apply the localization-stability result to conclude the proof of our main theorem. Several important special cases of the main theorem are also discussed.
where it is specified otherwise, and by "the Kobayashi metrics" we mean all the higher order Kobayashi metrics.
The most important property of Fq is that it decreases under holomorphic mappings, namely, if / : Qi -► £l2 is a holomorphic mapping, z e £lx, X e C" , then we have Fcl2(f(z),f(X))<Fai(z,X).
In particular the metrics are biholomorphically invariant and if Clx c £l2 c C" are two domains, then FQl(z, X) > Fn2(z, X) for all z e Qx and X £ C" . As shown in [YU5], the higher order Kobayashi metrics share many important properties of the standard Kobayashi metric, for instance, they are continuous on taut domains. Further, the higher order Kobayashi metrics have closer relation with the variety type than the standard Kobayashi metric [YU2] . Some further properties of the higher order Kobayashi metrics will be discussed in §2.
Next we recall the various notions of type (cf. [DA1-2], [CA2] , [KON] ). Definition 1.2. Let p be a smooth boundary point of the domain Q and p a local defining function for Q. The variety type Ax (p) of p (relative to the boundary dCl) can be defined as follows:
A,(p) = sup{^^:p€tf(C\A)\{0},p(0)=p}.
If we require that cp'(0) ^ 0 in the definition of Ai(p), then we obtain the regular type of p , denoted by A\(p). Clearly we always have A\(p) < Ax(p), but generally they are not equal (for examples cf. [DA2] , [KR1] ).
A smooth domain is said to be of finite type if Ai(p) < oo for all p e <9Q, the boundary of Q. Now we recall Catlin's multitype [CA2] . Let Tn denote the set of all H-tuples of numbers p = (px, p2, ... , pn) with 1 < p, < oo such that
(ii) for each fe, either ft = oo or there is a set of nonnegative integers ax, ... , ak, with ak > 0 such that £7=1 ajlllj = 1 • An element of T" will be referred to as a word. The set of words can be ordered lexicographically, i.e. if p' = (p\, ... , p'n) and p" = (p'{, ... , p'l), then p' < p" if for some fe , p'j -p'j for all j < fe , but p'k < p'k'.
A word p G r" is said to be distinguished if there exist holomorphic coordinates (zx, z2, ... , z") about p with p mapped to the origin such that ( Here Hp is distinguished coordinates as defined above, Dp = {(z,w) : Rew + P(z) < 1 } is the model associated with the pointed domain (ft, p) in the distinguished coordinates q = Hp(z) and Yld, = diag [dx/m", ... , dx/m[, d ] with d = dist(q, d(Hp(Q.))). Roughly speaking, the equation (*) says that the weighted boundary limit of any higher order Kobayashi metric on an hextendible domain is exactly the value of the metric of the associated model at the interior point 0. We will explain the notions of models and extendible domains in §3 and §4.
One special feature of the main theorem is that it provides a formula to find the precise relationship between the Levi invariants of the domain and the weighted boundary limits of the Kobayashi metrics. For instance, if the principal part P(z) of the defining function is circular, then we can actually calculate through (*) the precise boundary asymptotic limits for the metrics (see Corollary 5.4). This yields in particular the exact asymptotic boundary behavior of the Kobayashi metric for egg domains [BKM] as well as for strongly pseudoconvex domains [GR] .
It is shown in §3 that the models associated with an h-extendible domain are hyperbolic, thus the right-hand side of (*) is always positive. Accordingly, we can deduce from (*) sharp lower and upper bounds for the Kobayashi metrics on any h-extendible domain. Since the pseudoconvex domains of finite type in C2 and convex domains of finite type in C" are special examples of h-extendible domains, we then obtain sharp bounds of the metrics on these domains. In this sense the main theorem unifies many existing results. Finally we remark that the finite type condition in the main theorem is necessary (cf. [YU2] ).
Stability and localization of the Kobayashi metrics
Two of the crucial elements in our approach to the asymptotic boundary behavior problem are the stability and localization of the invariant metrics. Let {Dj}j>x, D be a family of domains in C" such that Dj -> D as j -> oo in the sense that (2.1) Hmd(dDj,dD) = 0.
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Here d(A, B) stands for the Hausdorff distance between the two sets A, B. Let Fd , Fd denote the Kobayashi metrics for Dj, D respectively. Then we are interested in the following stability problem:
This stability problem has been studied from several points of view by many people (cf. [KA] , [WR] , [GK1] 
Moreover, the convergence takes place uniformly over compact subsets of DxCn .
Here Ffc denotes the feth order Kobayashi metric and fe > 1 is arbitrary.
Proof. Fix fe > 1, E cc D and G cc C. Assume to the contrary that Fq.(z , X) does not converge to F£(z, X) uniformly on E xG. Then there exist £o > 0, a sequence of integers {je}e>i, a sequence of points {zjt} c E cc Djt and a sequence {Xjt} cc G such that
By the homogeneity of the Kobayashi metrics Fk(z, X) in the second variable, it may be assumed that \Xj, | = 1 for all I > 1 . Further, it may also be assumed that Zjt -> z0 G E, Xjt -y X0 G G as ./' -> oo. Since D is taut, F^(z, X) is jointly continuous in (z, X) (cf.
[YU5]). Therefore we have (2.4) \FJr)h (zjt, Xj,) -F^(z0 ,X0)\> e0/2 for t sufficiently large.
By Definition 1.1, for any n G (0, 1), there exists tpj, G //(A, Dj,) such that cpjt(0) = zjt, v(cpjt) = fe, tp(k)(0) = k\XjtXjt, where Xjt > 0, and
Claim. Every subsequence of the {cpj,} has itself a subsequence converging to some element \p G H(A, D) such that ^(0) = z0, u(ip) = k and y/^k\0) = k\XXo for some X > 0. As a result of the claim, we will obtain License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Now we seek a contradiction. By the tautness of D, there exists an extremal disc cp G //(A, D) for F^(z0, X0). Namely, cp(0) = z0, v(cp) = k and p<*>(0) = klXXo with X = l/Fk(zQ,X0). Note that X G (0, oo). For n g (0, 1) fixed, set, for £ G A, wl(Q =: p((l -n)Q + X(l-n)kCk(Xjt -X0) + (zjt -z0). Letting ?/ -► 0+ after taking limsup with respect to I in (2.7), we finally obtain (2-8) lirrt Fk (zJt, Xj,) < Fk(z0, X0).
Obviously (2.8) together with (2.6) contradicts (2.4). This finishes the proof. □
The stability problem for the Bergman kernel and metric is studied in [GK2], [RAM] , [YU3] .
Next we discuss the localization of the Kobayashi metric and the higher order Kobayashi metrics. Theorem 2.2. Let D be a taut domain in C" and p G dD a fixed boundary point. Assume that the boundary of D does not contain any nontrivial analytic variety through p. Let U be a neighborhood of p in C" such that Dx =Df\U and X(z) : Dx -> C" \ {0} a continuous mapping. Then we have (2) (3) (4) (5) (6) (7) (8) (9) lim §4^#^=1.
Moreover, the convergence is uniform if the size of U is fixed.
This theorem is a generalization of a localization result in [F-R] . It can be proved by using the normal family arguments (cf. [YU5] ).
Remark. The localization of the Kobayashi metric for a smooth strongly pseudoconvex domain was first studied by Graham [GR] .
An immediate consequence of Theorem 2.2 is the following Corollary 2.3. Suppose that D is a taut domain in C" and p G dD is of finite type. Let Dx, X(z) be given as in Theorem 2.2. Then the localization (2.9)
holds.
Tautness of unbounded models
The local geometry of a strongly pseudoconvex domain is often not much different from that of the unit ball [FE] . Thus the unit ball can be viewed as a universal model for all strongly pseudoconvex domains. For weakly pseudoconvex domains, however, it is generally impossible to find even a reasonable family of universal models. In this section, we will concentrate on a class of models, namely the h-extendible models, which will represent a fairly general class of weakly pseudoconvex domains.
We call a multi-index A= (Xx, ... , Xn) a multiweight if 0 < Xx < X2■ ■ ■ < X" < 1. The set of all such multiweights in E" is denoted by W" . Definition 3.1 Let f(z) be a function on C" and A = (Xx, X2, ... , Xn) eW" a multiweight. For any real number t > 0, set (3.1) nt(z) = (tx>zx,t*>z2,...,t*»z") VzgC".
We say that / is A-homogeneous with weight a if f(nt(z)) = taf(z) for every t > 0 and z G C" . In case a = 1, then / is simply called A-homogeneous.
One such example that we will refer to frequently in what follows is:
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Now let A be a multiweight and P a real-valued A-homogeneous function on C" . Set
We will call Z)A a model (domain) if P is plurisubharmonic (p.s.h.) but not pluriharmonic (p.h.). In case P is a polynomial, we will call it a polynomial model. We will consider primarily polynomial models in this section, even though most of the results are also valid on non-polynomial models. Definition 3.2. A model DA = {(z,w) : Rew + P(z) < 0} (hereinafter, whenever we write (z, w) we mean z G C" and weC ) is said to be positive if P(z) > 0 whenever z ^ 0. It is called a homogeneous model if P(z) is homogeneous in the usual sense, namely, A = (l/m, ... , l/m) with m integer.
The model DA is called decoupled if P can be written as P(z) = 2~2k=i Pk(zk), where each Pk(zk) is a real homogeneous subharmonic polynomial containing no pure harmonic monomials. All these models are examples of the following class of models. Definition 3.3. Let DA = {(z, w) : Rew + P(z) < 0} be a model. Then DA is called h-extendible if there exists a A-homogeneous C1 function a(z) on C" \ {0} satisfying the following conditions: (i) a(z) > 0 whenever z ^ 0;
(ii) P(z) -a(z) is p.s.h. on C" . We will call a(z) a bumping function.
Remark. (1) In [YU4] , several equivalent conditions to the h-extendibility will be given. (2) Note that the condition (ii) is equivalent to the following condition:
(ii)' For any £G[0, 1], P(z)-ea(z) is also p.s.h. on C" . This is because P-ea = (1 -e)P+e(P-a).
(3) It is easy to derive from (i) and A-homogeneity that there is a constant C > 0 such that [DHO] and [HE] .
Let us look at a few examples. A generalization of Example 3.5 is the following fact proved by Noell [NO] : Proposition 3.7. Let DA = {(z,w) : Rew + P(z) < 0} be a homogeneous polynomial model in C"+1 with A= (l/m, ... , l/m). If P(z) is not harmonic along any complex line through 0, then DA is h-extendible.
Of course not every model is h-extendible. For example {(zx, z2, z3) : Rez3 + \z\ -z\\2 < 0} and { (zx, z2, z3) : Rez3 + |ziz2|2 < 0}. Note that, in these two models, there are nontrivial complex analytic varieties through 0 that are contained in the boundaries. This situation cannot happen to the hextendible models. In fact, it can be shown that any h-extendible polynomial model is of finite type [YU5]. Now we consider the tautness of models. Since our models are not biholomorphic to bounded domains in general, we cannot apply the known criterion (cf. [K-R], [DE] ). On the other hand, it is easy to see that the model { (zx, z2, w) : Rew + \z\ -z\\2 < 0 } is not taut. However, we will show that all h-extendible models are indeed taut.
Let us first consider the hyperbolicity of h-extendible models. Let A = (Xx, ... , Xn) be a multiweight and let a > 0 be fixed. The following fact about weighted homogeneous function can be proved easily. <Pi(z) = V(z) + 2«(ln|z -zx\ + ln\z -z2\). Here \p = P -a as in Proposition 3.10. Applying Lemma 3.8 with the weight function cpx, one gets a function u such that du = g and
It follows from the convergence of the integral that u(zx) = u(z2) = 0. Set f(z) -X(z) -u(z) ■ Then / is an entire function with f(zx) = 1 and f(z2) = 0. For \z -zx\ > 3d, let B(z, r) denote the ball of center z and radius r= l/(l+o(z))k , where fe is given in Proposition 3.10. Since u is holomorphic for \z -zx\ > d , the function \u\2 satisfies the submean value property:
Clearly, for all C e B(z, r) we have e-*® sup|z,|<re','(z+z') > 1 and (3.7)
(1 + |C|2)2|C -^i|2"|C -z2\2n < |C|4"+4 < |z|4"+4 < (1 + o(z))m for some m > 0.
Here and in the following the symbol A < B means that there is an absolute constant C > 0 such that A < CB. Combining (3.6) and (3.7) we get l/U)|2 = \<z)\2
< _L sup e^'Hl+o(z)r [ _e~^)\u(Q\2_ < (1 + a(z))2nk+mei/^ by (3.5) and (1) in Proposition 3.10 < (1 + o(z))2nk+me-2ca{z)epW by (2) in Proposition 3.10 < ep(z)~ca^ if \z\ is sufficiently large.
Thus there exists a constant C > 0 such that for all z G C , we have
Let g(z, w) = ewf(z)2. Then g is bounded on D and separates (zx, wx), (z2, w2).
(b) If Z\ = z2, then wx ^ w2. Using the same idea as above we can find an entire function / so that f(zx) = 1 and |/(z)|2 < eP{-z). Then we use the function ewf(z)2 to separate the two points (zx ,wx), (zx, w2) . U Similar ideas as above can be applied to construct peaking functions for hextendible models (for details see [YU5] ).
Since the Kobayashi metrics are larger than the Caratheodory metric [YU5], we obtain Corollary 3.12. Any h-extendible model is hyperbolic with respect to all the higher order Kobayashi metrics.
Finally we prove the main goal of this section, namely Theorem 3.13. Every h-extendible model is taut.
Since the defining function of an h-extendible model is p.s.h., to prove Theorem 3.13 it suffices to prove the following Lemma 3.14. Let D =: DA be an h-extendible model and {f"}">\ c //(A, D). Then {/"}"> i is a normal family in H(A,Cn+]).
Proof. Let u(z, w) = Rew + P(z) -a(z) and Dx = { u(z, w) < 0}, where 2a(z) is a bumping function for D. Then Dx is also an h-extendible model and thus is Kobayashi hyperbolic by Corollary 3.12. Let dx denote the Kobayashi distance on Dx . Then, by Royden [ROY] , the topology induced by dK coincides with the one induced by the Euclidean distance. This implies in particular that every family of holomorphic mappings in //(A, Dx) is equicontinuous. Now consider un(Q =: u(f"(C)) : A-*!", There are two possibilities: Case (1): For every C g A, limnun(C) = -oo. Since un(Q < 0, we have lim"_oo Un(C) = -oo, VC G A. In this case we will show that {/"} is compactly divergent in C"+1 . To this end, take any K ccA, L cc C"+1 . We claim that f"(K)C\L = 0 for n large. Suppose not. Then there exists a sequence of points {t"k} of K such that fnk(Cnk) G L for all fe > 1. Since K, L are compact, without loss of generality, we may assume that C"k -> Co G K and \fnk(Cnk)\ <c for some constant c > 0. Since {f"k} is equicontinuous on A, for e = 1 and fe large, we will have \f"k(C"k) -f"k(to)\ < 1. It follows that (3.8) \fnk(Co)\<\fnk(Cnk)\ + l<c+l<oo, for all large fe.
This contradicts our assumption that lim^oo u(f"k (Co)) = -oo (since u is continuous).
Case (2): There exists a Co € A such that lim" m"(Co) > -oo. Then there is a subsequence, without loss of generality we still denote it by un , such that 0 > lim^^oo m"(Co) = Co > -oo. Set A = {C e A: lim «"(£) > -oo } . Clearly Co € A , so A ^ 0 .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Next we show that A is an open set. As a matter of fact, if Co s A, then there exists a constant c < 0 such that limw"(Co) = c > -oo. Thus, for 8 = (1 -c)/2 > 0, we can find an «o > 1 such that 3c-1 (3.9) un(Co)>c-e= =:-cx, Vn > noNote that cx > 0. Write out the last inequality using /" = (fx, f2), where fxeCn,f2eC. We have (3.10) Re/"2(Co) + P(fnl(Co)) -a(fx(Co)) >-cx, V« > 1.
This implies that -a(fx(Co)) > -C\ , since /" G //(A, D). Thus by (*) we see that {fnx(Co)} is bounded, i.e., there is a constant X > 0 such that |/"'(Co)l < X, for all n > 1. In light of the equicontinuity of /" , for e = X, there exists a 8X > 0 such that whenever |C -Col < ^i we have \fx (Q -fx (Co)| < A, V« > 1. It follows that (3.11) fx(A(Co,Sx)) c 5(0, 2X) =: {z G C : \z\ < 2X}.
On the other hand, observe that the function u(z, w) is uniformly continuous on sets of the form K xC, where K cc C" . Thus the equicontinuity together with (3.11) implies that un is equicontinuous on A(Co,^i). Therefore, for e = cx , there is a 0 < 8 < Sx such that whenever |C -Col < $, we have \un(Q -u"(Co)\ < e = ci V« > 1. This implies that Moreover, the set A is also closed in A. To this end, let Cj € A, j > 1, and assume that £,--y Co € A, as j -> oo . We will show that Co € /I. Assume the contrary. Then we would have Hm^^ m"(Co) = -oo . This implies that we can extract a subsequence {u"k(Co)}k>\ sucn that kmk->oounk(Co) = -oo. By the definition of w(z, w) we see that the sequence {(/^(Co), Re/"2 (Co))}/t>i is not bounded. Then there are two subcases to consider: (i) There is a subsequence, without loss of generality still denoted by {fnk} , such that \f^k(Co)\ -* oo as k -y oo. Notice that {fxk} is also equicontinuous; thus for e = 1 we can find hich contradicts our assumption C/0 6 ^-(") The sequence {/^(Co)} is bounded but {Re/"2t(Co)} is not. We may assume that Re^2 (Co) -» -oo as fe -y oo. Arguing similarly to the case (i), and noting that {Re^2} is also equicontinuous, we may find a v'o such that -Ref2k(Cj) -> oo as fe -> oo and / > jo ■ Moreover, since {^(Co)} is bounded and C/ -* Co. the equicontinuity of {fxk} implies that {fnk(Cj)}kj>i is also bounded. Therefore we may choose a jo such that u"k(Cjo) = Re/2 (Oo) + (P-a)(fxk(CJo)) --oo as fe -oo.
This also implies that lim^^ u"(CJQ) = -oo, which again contradicts the assumption that C/0 e ^ • So we see that Co & A and ^ is closed as well.
Since A is connected, we must have A = A. That is to say, for any C € A, limn un(Q > -oo . Then the special form of u implies again that {f"(0} and (Re/2(C)} are bounded for each (e A. The Ascoli-Arsela theorem can then be applied to conclude that there exists a subsequence {f"k} and holomorphic mappings /' G H(A, C"), f1 G //(A, C) such that (3.12) f\ -y fx, Re f2k -yRef2, uniformly on compacta of A, as fe -> oo.
If for all C e A, {f2k(Q} is unbounded, then {fnk(Q} is unbounded for all C G A as well. Now with the same arguments as in case (1) one can show that {f"k} is compactly divergent. On the other hand, if there is a Co s A such that {f2k(Co)} is bounded, then we may assume that f2k(Co) converges, after possibly extracting a subsequence. In view of (3.12), we conclude that f} -> f2 uniformly on compacta of A. Then f"k -► (/', f2) uniformly on compacta of A as fe -> oo . This is the end of case (2). Cases (1) and (2) then complete the proof of the lemma. □
Local geometry of Ii-extendible domains
By a pointed domain (ft, p) in C" we mean that ft is a smooth pseudoconvex domain in C with p 6 b£l. Let p be a local defining function for ft near p and let the multitype J?(p) = (mx, ... , m") be finite, i.e., m" < oo . By the definition of multitype, there are (distinguished) coordinates z = (zx, z') such that p = 0 and p(z) can be expanded near 0 as follows:
Here P is (l/m2, ... , l/m")-homogeneousplurisubharmonic polynomial that contains no pluriharmonic terms, R is smooth and satisfies i/?(z)i < c (|>rj , for some constant y > 1 and C > 0. The polynomial P is called the principal part of p.
Definition 4.1. We call D = { z G C" : Rezi + P(z') < 0} an associated model for (ft, p). If the pointed domain (ft, p) has an h-extendible associated model, we say that (ft, p) is h-extendible. A pseudoconvex domain is called h-extendible if (ft, p) is h-extendible for all p G 6ft.
It is apparent from our definition that the property of being h-extendible is biholomorphically invariant, that is, if (ft, p) is h-extendible and <J> is a local biholomorphism near p , then (O(ft), <J>(p)) is also h-extendible.
Let us first look at a few examples. This is a direct consequence of Proposition 3.7 (cf. [NO] ). From Propositions 4.2-4.6 we see that the class of h-extendible domains is indeed a fairly large class of weakly pseudoconvex domains which covers many interesting domains. In fact, it will be shown in [YU4] that a pointed domain is h-extendible iff the multitype is the same as the q-types.
In order to study the boundary behavior of the Kobayashi metrics on an h-extendible domain, we need to relate its local Levi geometry to that of its model. In this connection, we have Theorem 4.7. Let (D, p) be an h-extendible pointed domain in C"+1. Then there are local holomorphic coordinates (z, w) and an h-extendible model Dp such that p = (0, 0) and D\{p} c Dp near p.
Here and in the sequel, we always denote by A the multiweight (\/mn , ... , l/mx) with (1, mx, ... , m") =Jf(p).
To prove Theorem 4.7 we first fix some notations. Definition 4.8. For any integer n > 1, let A = (Xx, ... , X") be a fixed n-tuple of positive numbers and p > 0. We denote by cf (p, A) the set of smooth functions / defined near the origin of C such that n DaDPf(0) = 0 whenever ^(a, + fa)ki < p. Recall that a real smooth function on C" is p.h. if and only if it is the real part (or the imaginary part) of a holomorphic function on C (cf. [KRl] );areal monomial is p.h. if and only if it can be written as Re(ajzJ) (or lm(ajzJ)), where J is a multi-index. Now we begin to remove p.h. monomials from the Pj 's by induction. Assume that 1 < j < M is the least index for which P, contains a p.h. term. Denote the p.h. term by Reh(z). Then, after introducing the local holomorphic coordinate change w =w + h(z), z = z, we can describe the domain near 0 as D(z, w) = I Rew + J2pi(z) + pj(z) + R\(z) + *2(Im(t& -h(z)))
Collecting terms, we see that D has the same form as above except that now Pi,..., Pj axe all without p.h. terms. Continuing like this we see that we can remove all the p.h. terms from the P, 's.
Next we remove the p.h. terms from the <2, 's without reintroducing p.h. terms into the P, 's. This can be done also by induction, as explained below.
Let j be the least index for which Qj contains p.h. Since Rew = Rew + RewRehj(z)-lmwlmhj(z), we can now swallow up the p.h. term from Qj into Re w . We only need to check that we do not at the same time reintroduce p.h. terms elsewhere.
So we obtain:
Here and in the following, by abuse of notation, we use R 's, P 's and Q 's to denote different functions with the same properties listed before. We still need to replace w by w everywhere. Since w = w/(l+hj(z)) = w(l-hj(z)+oj+x(z)), where oj+x(z) is a smooth function such that o1+x &cf(fij,A),we have
Here, Oj, erj are smooth functions in cf(Pj, A). Substituting (4.6) into (4.5) and collecting similar terms, we can write Expand o'(z) at 0 and observe that the multiplication of P, with any polynomial still contains no p.h. terms. We see that we have removed the p.h. terms from Qj without reintroducing p.h. terms into the P, 's. Continuing in this way a finite number of steps, we will remove all the p.h. terms from the Q, 's. This proves the lemma. □ Lemma 4.11. Let (D,p) be a pointed domain in C"+1. Suppose that the multitype of p is (1, mx, ... , mn) with m" < oo and let A = (l/m" , ... , l/mx). Then there are local holomorphic coordinates (z,w) in which p = 0 and D can be described near p as follows:
(4.7) D(z, w) = {Rew + P(z) + Rx(z) + R2(lmw) + (Imw)R(z) < 0}.
Here P is a A-homogeneous p.s.h. real-valued polynomial containing no p.h. monomials, Rxetf(l,A), Recf(\,A) and R2 G cf(2). Proof. First apply Lemma 4.10 with A given as above to find local holomorphic coordinates (z,w) in which p = 0 and near p, D is given by a smooth defining function
Here P,, Qt axe real A-homogeneous polynomials with weight a,, /?, respectively, where a,-, /?, satisfy condition (4.2). Moreover, P,, Qi do not contain any p.h. monomials. Now since 0 has multitype (1, mx, ... , m") we must have Pi = 0 for 1 < i < M and PM £ 0. We will denote PM by P for simplicity. Thus the defining function r can be written as Here and in the following, rjk = d2r/dzjdzk , rj = dr/dzj and rw = dr/dw ; fww , rjv) are defined in a similar way. Substituting (4.10) into (4.9), we obtain (4.11) n n 53 rjk(z, w)\rw(z, w)\2XjXk -2Re 53 rjw(z, w)rw(z, w)r-k(z ,w)XfXk j,k=l j,k=\ 2 n + rww(z,w) ^2rj(z,w)Xj >0.
= 1
The inequality (4.11) holds for all (z, w) G dD near 0 and all X G C.
Actually, if we set u = Re w, v = Im w , since the boundary of D near 0 can be described as u = f(z,v) with / a real-valued smooth function, then the left-hand side of (4.11) is a smooth function of (z, v) near 0 and (4.11) holds for all (z,«)eC"xl near 0. If we write out rjk and so on using (4.9), then we get
It follows from the conditions on P, R 's, Qt 's and Proposition 4.9 that
Pjk e^(l-Xj-Xk,A), Qijk g ^(fii -Xj -Xk,A),
Rljk ecf(l-Xj-Xk,A), R2jk g cf(2), R2j g cf(2), (4.13) Pj e^(l-Xj,A), RXj G cf( 1 -kj), Qu G *(fii -Xj, A), Rjk G cf(\/2 -Xj -Xk,A), Rj g ^(1/2 -kj, A), Now let us make the following rescaling in (4.11) and (4.12):
z-y 7lt(z), W -y tw , X-y 7lt(X), for any (z, w) and t > 0 sufficiently small. Here n, was defined by (3.1) in §3. Divide by t on both sides of (4.11) after the rescaling and use the weight estimates (4.12), we see that as / -> 0+ , n the first sum in (4.11) -► 5Z Pjk(z)xj*k , j,k=\ the second and the third sum in (4.11) -► 0.
This implies, for all z e C, X G C, that E",fc=i Pjk(z)XjXk > 0, which means exactly that P is plurisubharmonic.
Next we show that all Qj's have to vanish identically by contradiction. So assume, without loss of generality, that Qx ^ 0. By our hypothesis Qx is a real A-homogeneous polynomial with lowest weight /?i G (0, j] among the (?,'s and is not p.h. We make another rescaling in (4.11):
(4.14)
z->Kt(z), v^txl2v, X->7Ct(X).
Again, substituting (4.14) into (4.11) and dividing out ?2+^> , and using the estimates (4.12) and (4. Here /, // are defined by the obvious expressions. By checking the weights of the terms in / and // using Proposition 4.9, we can easily obtain the following estimates for (z, v) near 0:
for some e > 0. Recalling that a(z) satisfies (3.3), we thus obtain that Consequently, if we introduce another local holomorphic coordinate change (4.19) w = w + Kw2 , z = z, and set Dp = {(z, w) : Re w+P(z) -a(z) < 0 } , then for a small neighborhood U' of 0 we will have Dn U'\{0} c Dp . Observe that in these new coordinates D still has the same form as in (4.7). Further, Dp is an h-extendible model in C"+1 by our choice of the bumping function a. This is exactly what we seek. Hence the proof is complete. □ Remark. It can be proved by using Theorem 4.7 and the proof of Theorem 3.11 that every boundary point of an h-extendible domain is a peak point [YU4] . Consequently, any h-extendible domain is complete with respect to the Caratheodory metric as well as to the Kobayashi metrics (cf. [GR] , [YU5]).
Weighted boundary limits of the Kobayashi metrics
We are now ready to prove the main theorem stated in §1. The idea is to blow up the domain using a rescaling argument. Then the boundary problem is converted to an interior problem. This idea has been very useful in solving many problems (cf. [BP1] , [BP2] , [FR] , [PI] , [KI] ). Setting r^(z, w) = t~xr(<S>^(z, w)) and r0(z, w) = Rew -1 + P(z), we show that (5.7) lim r?(z, w) = r0(z, w) in the C°-topology.
Here and in the sequel, by CQ-topology we mean uniformly on compact subsets. To prove (5.7), let us write out r$ using (5.1) in the following way:
rt(z, w) = rx(tRew + Re£0 + P(n,(z) + {') + Rx(nt ( First of all, since P is a A-homogeneous polynomial, we have
Here Pi(z; £') is a polynomial in which each monomial contains at least one factor from £,' and one factor from z. Hence from (5.4) it is easy to see that A -» P(z) in the C°-topology as ^^0 in DnFnU.
Next, let us consider the term B. Since Pi g cf(\, A), using the same idea above we get \B\ = t-x\Rx(7tt(z) + nt(£'))-Rx(nt(£'))\ < t~x (o(nt(z + £'))) + by Proposition 4.9 < te (o(z + C')) +£ -► 0, in the C°-topology as D n T 3 £ -f 0, by (5.4).
Similarly, one can easily estimate that C, D -> 0 in the C°-topology. This finishes the proof of (5.7). Note that if r is C°° smooth, then the convergence in (5.7) can be proved to hold in the C°°-topology. On the other hand, from Theorem 4.7 and its proof, there is an h-extendible model Dp = {(z, w) : s(z, w) =: Re w + Q(z) < 0 } such that, after shrinking U if necessary, we have Dn U \{0)} c DpnU.
Now let us define
We may assume that U C Uo = {(z, w) : a(z) < 1, |w| < 1 } . Consider the rescaling of Dp n U by the rescaling map O^ given by (5.6). We claim that there is a constant c such that, for all (z,w)eU and £ G DnTn <J:
(5.9) C(z + tt,-, (£')) > <2(z) -c for all z with z = tt,(z) + {'.
To see this, note that for (z, w) G Uo , we have (5.18) and the fact that \q\ < d(q). Hence we get 7(£) -» X(p) as ^ ^ 0 in
DnHp(T).
On the other hand, since 0^Xy¥(q) = 0, by the invariance of the metric we obtain This completes the proof of our Main Theorem. □ Remark, (i) The nontangential condition in both the Main Theorem and Theorem 5.1 cannot be removed (cf. [GR] ).
(ii) Even though we did not specify the optimal smoothness for the boundary throughout the proof of the Main Theorem, it is quite clear from our discussion that the least smoothness which is sufficient for our arguments to hold is that 9ft is CAl^' smooth near the boundary point p .
Now we derive a few easy consequences of the Main Theorem and of Theorem 5.1. Observe that a biholomorphism maps a complex tangent vector to a complex tangent vector, it is easy to check that V(z) -> (Hp)~xXN(p) as z -y p. To prove (2), we simply put V(z) = X and apply the Main Theorem. □ 
SlnTBz-yp
Here Lr(p, X) is the Levi form of r at p. This result was first obtained by Graham [GR] . Note here that the metric Fa can be any of the Kobayashi metrics as well as the Caratheodory metric, simply because near a strongly pseudoconvex point the domain is convexible and thus all these metrics are the same (cf. [LE] , [R-W]).
Corollary 5.4. Let ft be a taut domain in C"+x and 0 G 9ft with J?(0) = (1, mx, ... , m"), mn < oo. Assume that ft has a defining function r(z, w) near 0 of the form r(z, w) = Rew+P(z)+Q(z, w), where P is A-homogeneous p.s.h. circular polynomial such that P is not harmonic on any complex line through 0, and Q G cf(l + e, (A, 1)), for some e > 0. Then for any nontangential cone Tcft with vertex at 0, we have Here, Fa is any of the Kobayashi metrics, XN = (0, Xn+X), XT = (Xx, ... , Xn) and Xp(XT) is the unique positive solution to the equation P(XXT) = 1. By " P is circular" we mean (5.25) P(Cz) = P(z), VzgC",Cg9A.
Proof. First of all, we prove that the equation P(XXT) = 1 has a unique positive solution by showing that the polynomial P(z) has the following properties:
(1) P(z) > 0 for all z g C" and P(z) = 0 if and only if z = 0; (2) the function R+ 9 X -y P(Xz) is strictly increasing for any fixed z ^ 0. Since P is circular in the sense of (5.25) we have, for any 0 / z e C fixed, (5.26) P(z) = ^JJ p(z) de = ^JK P^6z)de > 0.
The last inequality follows from the submean value property. So P(z) > 0 for all z G C" . Moreover, since each P(e'ez) > 0, P(z) = 0 (z ^ 0) would imply by (5.26) that P(Cz) = 0 on {C : |C| = 1} ; then it would follow from the maximum principle that P(Cz) = 0, which contradicts our hypothesis on P. This proves (1). To see (2), let Xx < X2 and z ^ 0. Since P(C^) is subharmonic on {C : I CI < A2 } , the maximum principle together with (5.25) implies that P(Xxz) = max P((z) < max P(Cz) = P(X2z).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use If P(Xxz) = P(X2z), then the same principle shows that P(Cz) = P(0) = 0, which again contradicts our hypothesis. Note also that, for XT / 0, P(XXT) is a polynomial in X. Thus, from (1) and (2), we must have that lim^oo P(XXT) = oo . This is enough to see that the equation P(XXp) = I has a unique positive solution.
Now because of (1), the model Dp = {(z, w) : Re w + P(z) < 1 } is positive and thus h-extendible (cf. Example 3.4). Hence (ft,p) is h-extendible. By Corollary 5.2, in order to prove our corollary, it suffices to show that (5.27) FDp(0,XN) = \XN\ and FDp(0, XT) = l/XP(XT).
Here we are identifying XT with (Xx, ... , X" , 0). To this end, let F be a fe-th order Kobayashi metric for ft. Observe that the complex discs A 9 C -* Cfc \x\ and A 9 Ck -> Lp(X)£Xp lie in Dp (to check that the second one lies in the model, one has to use (2)). In light of the definition of the metric, we get The inequality in (5.31) follows from the submean value property. Combining (5.30) and (5.31), we obtain P(8kXXT) < 1 for all 0 < 8 < 1 . Letting 8 -1~, we have P(XXT) < 1 = P(XP(XT)XT). By the strict monotonicity (2), A < Xp(XT). This implies that FDp(0, XT) > l/XP(XT), as desired, a A few simple observations are in order: the first equality in Corollary 5.4 still holds if P is only positive instead of circular; if P is a homogeneous circular polynomial of degree 2fe , then it is easy to get XP(XT) = (P(Xr))~l/2k . This gives in particular an alternative proof of Corollary 5.3. However, it is usually impossible to express explicitly the quantity XP in terms of the coefficients of P. For instance, in case the polynomial is P(z) = o(z) = J2" \zi\m' > it follows that XP(XT) is the solution to the equation £"Am'|X,|m< = 1. Therefore the results such as Corollaries 5.2 and 5.4 are probably the most explicit relations between the weighted boundary limits of the Kobayashi metrics and the Levi polynomials that we could ever hope to obtain. On the other hand, it can be proved by using the stability property of the Kobayashi metrics that the weighted limits in Corollary 5.2 depend continuously on the Levi polynomial of the domain (cf.
[YU5]).
