Abstract. We are interested in cyclic covers of the projective line which are totally ramified at all of their branch points. We begin with curves given by an equation of the form y n = f (x), where f is a polynomial of degree d. Under a mild hypothesis, it is easy to see that all of the branch points must be Weierstrass points. Our main problem is to find the total Weierstrass weight of these points, BW . We obtain a lower bound for BW , which we show is exact if n and d are relatively prime. As a fraction of the total Weierstrass weight of all points on the curve, we get the following particularly nice asymptotic formula (as well as an interesting exact formula):
Introduction
A Weierstrass point is a point on a curve such that there exists a non-constant function which has a low order pole at the point and no other poles. By low order we mean that the pole has order less than or equal to the genus g of the curve. The Riemann-Roch theorem shows that every point on a curve has a (non-constant) function associated to it which has a pole of order less than or equal to g + 1 and no other poles, so Weierstrass points are somewhat special. In fact, it is a classical result due to Hurwitz [H] that all Weierstrass points on a given curve are zeros of a certain (higher order) differential form. The Weierstrass weight of a point is the order of the zero of this form at the point. Since this differential form has degree g 3 − g, there are only finitely many Weierstrass points on any curve-exactly g 3 − g of them counted with weight. Additionally, these points are all algebraic over the field of definition of the curve.
A fundamental problem is, given a curve, to find some (eventually all) of the Weierstrass points on that curve. Once found, we would like to find the weight, or an estimate for the weight, of each Weierstrass point. Lewittes [L] showed that if the curve has an automorphism with five or more fixed points, then all of the fixed points must be Weierstrass points. For example, a hyperelliptic curve comes with an involution which fixes at least five points. It is well known that these branch points are the only Weierstrass points on a hyperelliptic curve. Further, a simple formula is known for the weights of these points. Motivated by the hyperelliptic case, we generalize in the following way. Any hyperelliptic curve can be written y 2 = f (x); we look at curves of the form y n = f (x), where f is a polynomial which, for simplicity, we assume has distinct roots. We let d denote the degree of f . These curves have an obvious automorphism: (x, y) → (x, ζ n y) where ζ n is a (primitive) nth root of unity. The fixed points are just the branch points of the curve. A natural question is whether or not there are any other Weierstrass points on these curves. This is equivalent to asking for the total weight of all of the branch points, which we will call BW . Our main result is an asymptotic lower bound on BW/(g 3 − g), as d goes to infinity. In section 1, we begin by using elementary methods to find that the genus of a curve C : y n = f (x) is given by
In particular, if n and d are relatively prime, g = 1 2 (n − 1)(d − 1). More importantly, we get a basis for the space of holomorphic differentials on C. This basis is used in section 2 to construct a certain Wronskian matrix. Locally, Hurwitz's differential form is given by the determinant of this Wronskian. After some manipulation and row reduction, we are left with a new "reduced" matrix denoted W(x). The entries of W are polynomials (as opposed to rational functions). We get a bound on the degrees of these polynomials and thus a bound on the degree of det W. This follows the work of Silverman, who looked at the n = 2 (hyperelliptic) case in [S] .
In section 3 we show that this bound on deg det W in turn gives us an explicit lower bound on BW . As an approximation, we are able to show that BW g 3 − g ≥ n + 1 3(n − 1) 2 + O 1 nd .
Further, if we assume n is relatively prime to d, then we show that our lower bound on BW is an equality if and only if a pair of determinants which we denote c and Λ do not vanish. Both c and Λ are determinants of integer matrices, potentially interesting in their own right since the entries of the matrices are products of binomial coefficients and "generalized binomial coefficients." Unfortunately, except in the simplest cases, the constants c and Λ appear extremely difficult to compute. On the other hand, in [A2] , Accola gives a formula for the so-called G-Weierstrass weights of points fixed by an automorphism of a curve. Here, G is a non-special divisor. The ordinary Weierstrass weight of a point is its K C -Weierstrass weight, where K C is the canonical divisor of the curve C. Although K C is special, we are able to make slight modifications so in the case that n and d are relatively prime, his formula yields a value for BW which agrees with our lower bound. We conclude that whenever n and d are relatively prime,
and the determinants c and Λ are non-zero.
Another interesting aspect of the quantity BW is that the exact formula, which we calculate, not only contains rational functions (of n, d, and g), but also has a term which involves Dedekind sums. A computation of BW will depend on the value of d modulo n (or, via Dedekind reciprocity, n modulo d). We discuss this briefly and give some examples at the end of section 3.
In section 4, we look specifically at the case n = 3. Here, we are able to explicitly compute c and Λ. It is easy to see that neither is zero for any d. Our formula says that
which agrees with several previous papers (by Kato [Ka] and Coppens [C] for example). Furthermore, we get some arithmetic information regarding the curve C. Up until now, C could have been defined over the complex numbers, since all of our work has been geometric. If we assume that C is defined over some number field K, then it is interesting to talk about the reduction of C modulo some prime v of K. Using our explicit computations of c and Λ, we show that if C has good reduction modulo v, and v does not divide any p ≤ 2g − 3, then under some conditions, the non-branch-point Weierstrass points cannot "coalesce" with any branch point modulo v.
It is our hope that this may eventually lead to some information about the field generated by the non-branch-point Weierstrass points over the base field K:
where the union is over the set N (C) of non-branch Weierstrass points. Mumford [M] has remarked on some similarities between Weierstrass points (respectively, the so-called higher-order Weierstrass points) on curves of genus g ≥ 2 and points of order 2 (respectively, points of finite order) on elliptic curves. Since the fields generated by points of finite order have been found to be interesting, Silverman [S] and Burnol [B] began looking at the fields generated by higher-order Weierstrass points on algebraic curves. In fact, many of the ideas presented in this paper stem from the paper of Silverman, [S] . In particular, the computations for n = 3 in section 4 follow those done by Silverman in the n = 2 case.
Preliminaries
Throughout, C will be our curve of interest, defined over either C or a number field K. We let g denote the genus of C. We assume C is given by
where f (x) is a polynomial of degree d with non-zero discriminant and n is some integer greater than 1. For simplicity, we assume d > n, although the proof of Theorem 8 (the main formula) will only require d ≥ 4. We will need to assume that f is monic. Certainly, over C, we can assume this without loss of generality. In addition, if we assume n and d are relatively prime, we can make a simple change of coordinates which does not change the field of definition of the curve. A slight variation of this change of coordinates is given explicitly in the proof of Theorem 12.
Let x ∈ K(C) be a non-constant function on C. If ω 1 , . . . , ω g is a basis of holomorphic differentials on C, then we can write ω i = φ i (x)dx, where the φ i 's are regular functions on the Zariski open set
x is regular at P and ord P (x − x(P )) = 1} .
It is well known that a point P ∈ U x is a Weierstrass point if and only if it is a zero of the determinant of the following Wronskian matrix:
Further, we call the order of vanishing of the function det W (x) at P ∈ U x the Weierstrass weight of the point. This is independent of the choice of basis and of the choice of parameter x (subject to P ∈ U x ). Since every point is in some U x , we can look at P ∈C wt(P ). It is a classical theorem due to Hurwitz ([H] , or see [F-K] ) that this sum is always g 3 − g. In this section we will write down a basis of holomorphic differentials in terms of the given coordinate function x so that we will be able to manipulate the Wronskian in the next section. Note that in [Ko] , Koo gives different holomorphic differentials, along with a genus formula, for an arbitrary curve of the form y n = f (x) (i.e. f is allowed to have multiple roots).
We begin by writing a smooth model for C which we will use to obtain a formula for the genus of C in terms of n and d.
Say
If we homogenize, C is given by:
where x = X/Z and y = Y/Z. There is only one point with Z = 0 (that is, at infinity) and it is the point P ∞ = [0, 1, 0]. One can easily check that this point is singular when d > n + 1. We are interested in a desingularization of our curve at
, and a and b be positive integers such that bd − an = G. Consider the birational transformation:
There are no points when r = 0, and of course when neither r nor t is zero, we are on the original affine piece of the curve given in terms of x and y. When t = 0 we get the G points P ∞,s = (r, t) = (ζ s G , 0) where s = 1, . . . , G and ζ G is a primitive Gth root of unity. It is easy to show that C, given by these two affine pieces, is smooth.
We conclude that there are G = gcd(n, d) points at infinity, and that C is given by the two equations:
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, and L, H, T , a, and b are given as above. Now that we have a smooth complete model for C, we compute the canonical divisor (dx). Since the degree of a canonical divisor is 2g − 2, we will be able to show the following special case of a genus formula noted in [Ko] (equation (4)):
Proof. We leave it to the reader to show that
where P m is the point with (x, y) = (α m , 0) and P ∞,s is the point with (r, t) = (ζ
is the degree of a canonical divisor, which is equal to 2g − 2, where g = g (C) is the genus of the curve. We conclude that
Next, we want to write down a basis for the space of holomorphic differentials on C.
We would like to simplify the situation by assuming that n d. We can make this assumption without loss of generality by the following change of coordinates.
where A is the constant a 0
Now, since n and d − 1 are relatively prime, we can write C in the form:
without changing the field of definition. Henceforth, we assume n d.
be as in the previous proposition. Write deg f = d = kn − e, where 0 < e < n. Then the following is a basis for the holomorphic differentials on C (that is, a basis for
e n j and the symbol z stands for the greatest integer less than or equal to z.
Proof. We consider differentials of the form x
i dx/y j . Clearly, this set of differentials will be linearly independent, so we only need to find g such holomorphic differentials. Therefore, we look at the divisors (x) and (y).
Let
(Note that a linear change of variables guarantees that a d = 0.) We leave it to the reader to show that
and that
Putting this together with (1.1), we see that
is holomorphic if and only if
It is easy to show that this last requirement is the same as
where we write d = kn − e with 0 < e < n. Note that this also implies j > 0. Thus, every differential in the set:
is holomorphic, whereÎ
Later on we will renumber the differentials and we will letÎ j = I n−1−j for j = 1, . . . , n − 1. This gives us
(see [U-H] , page 97, exercise 6) we find that we do indeed have g holomorphic differentials in our set.
The Wronskian
We assume that we begin with a curve C which can be written as
with Disc f = 0 and d = deg f. To simplify the notation, we will write N = n − 2 when it makes things more readable. Let us denote by [φ 1 φ 2 · · · φ g ] the Wronskian matrix whose first row is the one given. It is well known that
for any function f . We are interested in the Wronskian matrix W (x) whose zeros on U x match the Weierstrass points on U x . Recall that our basis of differentials is
Thus,
. . .
Proposition 3. There is a matrix of recursively defined polynomials, W(x), such that wt P is the order of vanishing of det W(x) at P for any point in U x .
In the following we will construct such a matrix. We notice that the first few columns of W (x), after the above reduction, are 
, then we can simplify and get
where l = I 0 , . . . , g − 1 denotes the row and i j = 0, . . . , I j − 1 denotes the column within the jth block, as j = 1, . . . , N = n − 2. It is this "reduced" matrix that we are interested in. We will now follow Silverman [S] and rewrite the derivatives in terms of derivatives of f (x). Specifically, let us recursively define a set of polynomials in the following way:
Notice that P m l depends on n (as well as f ). Throughout, we will consider n fixed.
We will use induction on l. We need the following lemma.
which is what we wanted to show.
Proof (of Proposition 4).
When l = 0, the claim is clear. Assume the proposition is true for l. We use the lemma to compute
This is the desired result.
Additionally, Silverman showed that for any rational function z = z(x),
We use this column to reduce our matrix. All of this reduction will only be done within each "block:"
Let m ij be the i j th column in the jth block. We replace m ij by
Using formula (2.1) with y j in place of z, we see that the new (i j , l) entry of the jth block is just
Thus, we have
where as always, l = I 0 , . . . , g − 1 and each i j = 0, . . . , I j − 1. Now we use our formula for
We can pull i j ! out of the i j th column in the jth block and get:
We can also pull out (ny n ) −l from the lth row and y j (ny n ) ij from the i j th column of the jth block. We get:
This quantity κ will continue to appear throughout a large portion of the following. Notice that in the case n = 3, since g = I 0 + I 1 , we get the particularly simple form: κ = I 0 I 1 . We now turn our attention to the reduced matrix of polynomials
where I 0 ≤ l ≤ g − 1 and 0 ≤ i j ≤ I j − 1. This is the matrix of Proposition 3. If P is a point on our curve and P is not a branch point with respect to the map x (so y(P ) = 0, ∞), then the Weierstrass weight of P , wt P , is equal to the order of vanishing of det W at P . Note that the points at infinity are all branch points since gcd(n, d) = n. Now, we would like to look at the polynomials P m l in order to find out more about det W(x). Let λ(F ) denote the leading coefficient of a polynomial F . 
Definition. Let
Proof. For l = 0, we have P m 0 = 1, so deg P m 0 = 0 and λ(P m l ) = 1 = the empty product. We continue by induction on l. We have:
If gcd(n, d) = 1 then we are done. We assume gcd(n, d) = 1. Then the last inequality is an equality by the induction hypothesis. Also, since the two terms have the same degree, we only have to show that the
We need to show that the sum of these two leading coefficients is not zero. But their sum is:
This product cannot be zero, since none of the factors in the product is zero. To see this, recall that n and d are relatively prime and that m only ranges between 1 and n − 2. Thus, each factor is md − nb ≡ md ≡ 0 mod n and hence not equal to zero. We conclude that if n and d are relatively prime,
we can use the proposition to find the degree and leading coefficient of det W(x). If gcd(n, d) = 1, the highest degree term of det W(x) will be
as long as this determinant does not vanish. We can pull out x (d−1)l from the lth row and x −(d−1)ij from the i j th column of the jth block. Thus, the highest degree term of det W(x) is For now we will not worry about the remaining determinant. However, we will optimistically call it Λ (for leading coefficient). That is, let
In the next section we will need a similar determinant which we call c:
Branch weight
Let BW denote the total weight of the branch points (with respect to the map x). We wish to use our matrix W(x) to calculate exactly, or at least bound, BW . 
If we assume that n and d are relatively prime, then this is an equality if and only if both Λ and c, defined in equations (2.2) and (2.3), respectively, are non-zero.
Proof. Recall that in our transformation from the matrix W (x) to the matrix W(x) we pulled out a number of powers of y (along with some constants). We know that at all non-branch-points P on our curve we have
That is, the order of vanishing of det W(x) is the weight of P as long as ord P y = 0 (i.e. y(P ) = 0, ∞). Thus, the total weight of the non-branch-point Weierstrass points is
The second inequality is an equality if gcd(n, d) = 1 and if Λ = 0. We would like to show that det W(x) does not vanish at any of the branch points. Since det W(x) is a polynomial, we do not have to worry about any points at infinity. We look at Res(f, det W), the resultant of f and det W. If we can show that
Res(f, det W) = 0, then the total weight of the non-branch-points will be n deg det W.
Note that for each root x 0 of det W which is not the x-coordinate of a branch point there are n Weierstrass points with this x-coordinate,
If Res(f, det W) is zero, this just says that some of the roots of det W correspond to branch points, so the total weight of the non-branch-points is strictly less than n(d − 1)κ. This weight is exactly n(d − 1)κ if and only if both Λ and Res(f, det W) are non-zero.
Let us look at Res(f, det W). Since Res(P, Q + RP ) = Res(P, Q), we look at P
, so a simple induction shows that
But this last determinant is just our definition of c (equation (2.3)).
So this resultant is zero if and only if c is zero.
Consider any curve with an automorphism of degree n. Lewittes showed in [L] that as long as the automorphism has at least five fixed points, all fixed points are Weierstrass points. In [A2] (Theorem 6.19), Accola fixes n. Then for each fixed point P he defines two sets of integers: t j = t j,P and D j = D j,P , where j = 0, . . . , n−1. Further he defines a third set of integers d j (again j = 0, . . . , n−1) which depend on the curve and its automorphism. Given these integers, Accola shows that for any fixed point P ,
and equality holds as long as the image of P on the quotient curve is not a Weierstrass point of that curve. In our case, the quotient curve is P 1 , the projective line. Since there are no Weierstrass points on P 1 , the images of our fixed points cannot be Weierstrass points on the quotient curve. Thus, we can use Accola's formula to find BW and compare it with the bound we have from Theorem 7. Note that although Accola assumes n is prime, it is clear that since we have total ramification at every branch point and gcd(n, d) = 1, this assumption is not needed. Further, note that Accola deals with so-called G-Weierstrass points, where he assumes G is a non-special divisor. Ordinary Weierstrass points are K C -Weierstrass points where K C is a canonical divisor, which is actually special. However, the assumption that G is non-special is only used when Accola writes a formula for the d j 's which we have avoided.
Theorem 8. If n and d are relatively prime, then the branch weight BW equals
Here {x} is the fractional part of x (i.e., {x} := x − x ). This formula may also be written:
Proof. First, let us look at the t j 's. These are integers between 0 and n − 1, and in the cases that P is not the point at infinity, Accola defines t j to be the smallest non-negative residue of j(ord P y) + ord P (dx) modulo n. Since ord P y = 1 and ord P (dx) = n − 1, we get
Next, D j is defined to be the number of integers in the set {0, 1, . . . , g − 1} which are congruent to t j modulo n. Recall that g = (n − 1)(d − 1)/2. If we write d = kn − e, with 0 < e < n, then we have the following three cases.
Case 1. e is odd.
We write
Case 2. e is even, but e = n − 1.
Case 3. e is even and e = n − 1.
We only need to figure out the d j 's. Accola decomposes the space of holomorphic differentials into subspaces depending on the effect of the automorphism on the differentials. The d j 's are defined as the dimensions of these subspaces, and it is easy to check that in our language, we have
Now, we can compute the weights of the branch points. We rewrite equation (3.1) as follows:
Computing the first sum is straightforward once we see that I j , which is defined to be
is the same as d − k(j + 1) + e n (j + 1) . This is easy to show using the facts that gcd(n, e) = gcd(n, d) = 1 and j only ranges from 0 to n − 2.
To compute the second sum, we permute the order of summation:
Now, for each of our three cases: e odd; e even, but not n − 1; e = n − 1, this sum is easy to compute, whether P is the point at infinity or one of the other branch points. We get, for any e = 1, . . . , n − 1 with gcd(n, e) = 1,
Now, the true total branch weight BW is simply d wt(P ) + wt(P ∞ ), and this is equal to
This proves Theorem 8.
In fact, we will see that this is the same formula as in Theorem 7, once we examine κ.
Corollary 9. If n and d are relatively prime, then the branch weight BW equals
Furthermore, given any two relatively prime positive integers n < d, write d = kn − e with 1 ≤ e ≤ n − 1 and let
are non-zero, where l = I 0 , . . . , g − 1 and i j = 0, . . . , I j − 1.
Proof. We only need to show that this formula is the same as that in Theorem 8. The difficult part of the expression is the κ. Recall the definition of κ.
(3.2)
Now, we write
As j ranges between 1 and n − 1, it is easy to see that e n j ranges between 1/n and (n − 1)/n, since gcd(n, e) = gcd(n, d) is assumed to be 1. Thus,
The last term is a Dedekind sum and we won't get a rational expression out of it. Plugging the formula for κ into the equation for BW , we get (after some manipulation):
The rest of the corollary follows directly from Theorem 7.
The Dedekind sum is certainly no bigger than j = n(n − 1)/2, and g is on the order of nd/2, so the last terms are on the order of g 2 . Therefore, the first term is the dominant term. We can restate this as follows:
Corollary 10. With the definitions as above, and n fixed,
Further, if we restrict to values of d that are relatively prime to n, we obtain
Here we have written g 3 − g for emphasis, since this is the total weight of all points on the curve, but as d goes to infinity, the −g part has no effect.
We can look at some special cases of BW , such as d ≡ ±1, ±2 mod n. Of course, this will amount to looking at special cases of the Dedekind sum. It will be slightly more efficient, as well as possibly more enlightening, to use Dedekind reciprocity (see [R-G] ). Let
Then Dedekind reciprocity states that
Clearly, S(n, e) depends only on the value of n modulo e.
Example. If n ≡ 1 mod e, then 
Thus,
S(e, n) = (3e + 1)n 2 − (e 2 + 3e + 2)n + e 2 + 1 12e and BW = n + 1 3(n − 1) 2 g 3 + (e + 1)(n − (e + 1)) 3(n − 1)e g 2 + en + n − e 2 − 8e − 1 6e g.
In particular, if e = 1 we get
and if e = n − 1 we get
Further, if we assume n is odd and take e = 2, we have
Additionally, it is easy to show that if e + b = n then
and we can use this fact to find BW when e = n − 2, for instance. Along with Dedekind reciprocity and some easy examples like the ones above, we can use this formula to find BW in a variety of different situations. However, the resulting formulae are not particularly illuminating, so we won't pursue the matter.
We can also take a quick look at some curves of this form and see what the remaining Weierstrass points look like. The simplest case is the Catalan curve:
In order to use our formula to get the weights of the y = 0 branch points, as well as the x = 0 branch points, we would need n and d relatively prime, and for both to be greater than 3. However, in any case, the matrix that we constructed in Section 2 allows us to look at the polynomial (in x) whose roots are (the x-coordinates of) the non-branch Weierstrass points. For small n and d, it is reasonable to calculate this. The author has done this for all cases with g ≤ 15. Since there is an automorphism of the curve x → ζ d x, the polynomial is in fact a polynomial in x d . Interestingly, of these examples, in every case but one, this polynomial is irreducible (over Q). In the case n = 4, d = 5, it factors into two irreducible pieces, one of which is linear in x 5 . This leads to the (rational) integer Weierstrass point (54000, 810000) on the curve
Another similar example is the curve
which, aside from the points with y = 0 (weight 1 each), the x = 0 points (weight 2 each), and the point at infinity (weight 2), has 12 more weight 1 Weierstrass points consisting of (9, 18) and its conjugates.
Cyclic trigonal curves
It should be noted that many of the computations we have done for general n can be done directly (and more completely) for the case n = 3. In this section we restrict our attention to these curves.
Since W is particularly simple (it only has one "block"), we are able to find simple formulae for Λ and c. We will use these to begin a look at what happens to the branch and non-branch points of our curves upon reduction modulo a prime.
Proof. We begin by noting the easy identity
So we write
Now we need the following fact:
where, as usual, D stands for differentiation with respect to x. This fact is a variation on a standard identity and is left to the reader to verify. We need to show that
so that (4.1) becomes
Consider the following matrix:
, where x is the vector (x m ) = (x 0 , . . . , x I−1 ) and D m denotes differentiation with respect to x m . Clearly, Y ( 1) is just the matrix we are interested in. Applying (4.2) with = E + m − i, we see that
Since x m only shows up in the mth row, we get the following:
We have a differential operator acting on a product. The second factor in that product is of exactly the form that Silverman looked at. He showed that [S] , formula (30)). Thus, when we apply the operator D Of course this is the same as i
, which is what we wanted.
So in particular, we can let M = d, B = I 0 , I = I 1 , and n = 3, and get that
and if we change M to 1, we get that
Recall that since we have assumed that Disc f = 0, we may conclude that the total weight of the non-branch-point Weierstrass points is deg det W = 3(d − 1)κ = 3gI 0 I 1 . We have
In particular, we get
(Note that in the d ≡ 1 case, there are no parentheses.) It is well known that on a hyperelliptic curve (i.e., a curve of the form y 2 = f (x)) BW is equal to g 3 −g, the total weight of all Weierstrass points. That is, the branch points account for all of the Weierstrass weight on a hyperelliptic curve and therefore every Weierstrass point is a branch point. Now, we see that on curves of the form y 3 = f (x) with Disc f = 0, the branch points account for approximately one-third of the Weierstrass weight. Corollary 10 gives BW as an approximate fraction of the total weight for any n. (1 + 3(i 1 − i 0 )).
So the most positive factor in this product is 1 + 3(I 1 − 1) = 3k − 5, while the most negative factor is 1 − 3(I 0 − 1) = −(6k − 10). We have assumed that p > 2g − 3, which is 6k − 9 when d ≡ 1 mod 3, so p cannot divide c. Now we know Disc f ≡ 0 mod v and p c, so
The roots of f are the x-coordinates of the branch points (other than the one at infinity), hence for any branch point P 1 we have shown that
x (P ) ≡ x(P 1 ) mod v.
SoP ≡ P 1 mod v.
In the d ≡ −1 mod 3 case, we can change coordinates so that a different branch point is at infinity. The transformation discussed before Proposition 2 is a birational transformation. We can change coordinates so that none of the branch points are at infinity using the inverse transformation. Then C will be given by an equation like
where deg g is divisible by 3. Now, we simply change coordinates again, placing a different branch point at infinity. Thus, we see that it is arbitrary which branch point is at infinity, so it is clear that modulo v none of the branch points on the curve come together with any of the non-branch-point Weierstrass points (for p > 2g − 3).
Notice that our proof has also dealt with the case when we are given a curve with d ≡ 0 mod 3. In that case no non-branch Weierstrass point can coalesce with any branch point modulo v if p > 2g − 3.
