ABSTRACT Conventional image annotation systems can only handle those images having labels within the exist library, but cannot recognize those novel labels. In order to learn new concepts, one has to gather large amount of labeled images and train the model from scratch. More importantly, it can come with a high price to collect those labeled images. For these reasons, we put forward a zero-shot image annotation model, to reduce the demand for the images with novel labels. In this paper, we focus on the two big challenges of zero-shot image annotation: polysemous words and a strong bias in the generalized zero-shot setting. For the first problem, instead of training on large corpus datasets as previous methods, we propose to adopt Node2Vec to obtain contextualized word embeddings, which can easily produce word vectors of the polysemous words. For the second problem, we alleviate the strong bias in two ways: on one hand, we utilize a model based on graph convolutional network (GCN) to make target images involved in the training process; on the other hand, we put forward a novel semantic coherent (SC) loss to capture the semantic relations of the source and target labels. The extensive experiments on NUSWIDE, COCO, IAPR TC-12, and Corel5k datasets show the superiority of the proposed model and the annotation performance get improved by 4%-6% comparing with state-of-the-art methods.
I. INTRODUCTION
As an active filed in computer vision, image annotation has made significant progress, due to the availability of large-scale labeled images [1] - [4] . However, the endless new concepts bring great challenges to conventional image annotation systems. In order to learn novel concepts, these images labeled by novel classes should be gathered with exist datasets to perform supervised training from the beginning. However, this could further increase the demand of the labeled images, and hinder from improving performance through superior models. More importantly, it takes huge cost to collect these images with novel labels. Hence, under the above circumstances, a model requiring less or no novel labeled images is desired.
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A. ZERO-SHOT LEARNING
In the last several years, many researchers payed much attention to the zero-shot learning, hoping to recognize novel labels (belong to target domain) with only exist images and labels (belong to source domain). In order to achieve zeroshot learning, one should find a common space between the source and target domains, to connect them. Basically, there are two kinds of side information in common use: attributes and word vectors (or word embeddings). An attribute describes a specific character of an object, e.g., a watermelon can be described using green, round and sweet, and we can formulate the zero-shot learning as a multi-label prediction problem, as long as we collect enough attributes to represent the images of both domains. Christoph et al. [5] proposed a solution for learning with disjoint training and test classes, by introducing a small set of high-level semantic attributes that can be specified either on a per-class or on a per-image level. Zhang and Saligrama [6] developed a joint discriminative learning framework based on dictionary learning, to perform binary prediction on attributes. In contrast, word vectors are trained to represent the relations among different words, which implicitly describe the specific characters of an object. One of the greatest advantages of word vectors is that many works [7] - [14] have already built high-quality libraries of word vectors, by training model on large corpus (e.g., Wikipedia), so that we can access the word vectors of almost all the labels easily, while attributes must be manually annotated by human for every labels [15] . And most importantly, huge numbers of labels could make the model caught in the curse of dimensionality [16] , since we often use more dimensions (attributes) to describe labels. Therefore, word vectors are more applicable to scale to large image data, since word vectors with dimension of 300 can well describe about 40k words [8] . Many works [16] - [18] have already applied word vectors on largescale datasets, such as Imagenet [19] .
B. CONTEXTULIZED WORD VECTORS
Nevertheless, models using word vectors always have inferior performance than those using attributes. One of the major reasons for this is that, attributes can precisely and explicitly describe every character of an object (e.g., the character green and round of watermelon, can be used to distinguish it from banana), so that one can extract discriminative features. But for the word vectors, all of these characters are implicitly determined by the co-occurrence with other labels (e.g., we can observe the word vectors of watermelon and banana are far away from each other, but we do not know how they are different from each other, making it more difficult to extract discriminate features). Especially, to speak of a polysemous word, its different meanings can represent different characters, but its word vectors for different meanings are not available yet. For example, the pretrained word vector bush in GloVe [8] only refers to American former president George Bush. While in some of our test image annotation datasets, it represents a green plant. To deal with the polysemous words, many researchers devoted to developing models to obtain contextualized word vectors. Recently, Peters et al. [20] put forward a new type of deep contextualized word vectors ElMo to model polysemy. However, it was trained in the context of large corpus, and the pretrained word vectors may not best fit the context of specific tasks. McCann et al. [21] developed an attentional sequence-tosequence machine translation model to produce contextualized word vectors, called Cove. In spite of its simplicity by concatenating the original word embedding and its environment embedding, it may be not powerful to model some polysemous words, since the original word embeddings play an every important role when calculating the similarity of different words. In fact, the problem could be much easier if we can define the polysemous words by their similarity to other words, and build an model to produce word embeddings according to their similarities.
C. INDUCTIVE ZERO-SHOT LEARNING
According to whether the unlabeled target images are available, current zero-shot learning is categorized into two areas: transductive [22] , [23] and inductive [6] , [24] - [28] zeroshot learning. For the transductive zero-shot learning, labeled source images, unlabeled target images and target word embeddings are available during training. While for the inductive zero-shot learning, unlabeled target images are not available comparing to the transductive one. We focus on the study of inductive zero-shot learning in this paper.
D. GENERALIZED SETTINGS OF ZERO-SHOT LEARNING
Another concepts we must figure out are conventional and generalized settings of zero-shot learning [29] . The major difference between them is whether the source labels are candidates during test. Specifically speaking, we assume that all the test images come from the target domain in the conventional setting, while in the generalized setting, the test images can come from either source or target domain, which is more applicable in real practice because we cannot pre-determine where an image comes from. Many zero-shot learning models undergo significant performance degradation when testing in the generalized settings, since no target images are available during training and the prediction results are bias towards source labels [29] .
E. ZERO-SHOT IMAGE ANNOTAION
Besides, most of the previous works focus on the study of zero-shot image recognition problem, and only a few researches [25] , [30] - [33] investigate the zero-shot image annotation problem. One of most obvious differences between the image recognition and annotation is that: an image in the former situation has and merely has one label, while in the latter often has an indefinite number of labels. This increases the difficulty of image annotation by reducing the clustering effect of the visually similar images, which leads to the performance degradation of conventional methods based on neighborhood.
In this paper, we introduce a novel zero-shot image annotation model to address above problems. For the problem of polysemous words, we propose to use the Node2Vec framework [34] to produce contextualized word embeddings. Briefly, at first, we obtain similarity matrix of all the words, including polysemous words, through querying WordNet [35] . Then, we put the matrix into Node2Vec model to produce word vectors. To alleviate the strong bias problem, we put forward a GCN based model to deal with it. On one hand, we apply graph convolutional network (GCN) [36] to establish the mapping between word vectors and images, so that the target and source label could be trained together, even though target images are not available during training. On the other hand, as the semantic inconsistent of the word vectors between visual and semantic spaces affects the generalization of the model, we develop the semantic coherent loss for GCN model to keep semantic relations invariant.
The main contributions of the paper are as follows:
• We propose to apply Node2Vec framework to produce contextualized word vectors, improving the semantic representations of polysemous words, so that we can obtain better transfer ability. Even though the concept of contextualized word vectors is not new in the field of natural language process, but in the field of zeroshot learning and image annotation, few research gives enough consideration to it, which is very important to the task performances.
• We adopt GCN to model the relations between annotations and images, making the target labels involve in the training process, so as to alleviate the strong bias problem.
• We also put forward the semantic coherent loss to keep the relations of labels invariant, which provides more accurate semantic for the word embeddings in visual space, further alleviate the strong bias problem.
The rest of paper is organized as follows: At first, we will introduce some related works in Section II, and make a brief introduction of Node2Vec and GCN model in Section III, respectively. Then, in Section IV and V, we will elaborate our zero-shot image annotation model. After that, we conduct extensive experiments to demonstrate the superiority of our model in Section VI. At last, we will draw conclusions.
II. RELATED WORK A. CONTEXTUALIZED WORD VECTORS
Apart from the domain shift problem, another key but long-neglect factor of zero-shot learning is polysemous word vectors. As far as we know, they are seldom mentioned in zero-shot learning, which is only available in [32] . Nevertheless, it is thriving in the area of natural language processing recently, many works have been proposed to produce contextualized word vectors. Peters et al. [20] put forward a new type of deep contextualized word vectors ElMo to model polysemy. But it was trained in the context of large corpus, and the pretrained word vectors may not best fit the context of specific tasks. McCann et al. [21] developed an attentional sequence-to-sequence machine translation model to generate contextualized word vectors, called CoVe. However, most of above models need to collect extra specific corpus containing polysemous words, which is not feasible for some downstream tasks. In contrast, Node2Vec is more flexible in producing contextualized word embeddings, only an adjacency matrix (numerical) representing the similarity of every pair of words is needed.
B. INDUCTIVE ZERO-SHOT LEARNING
As one of the most popular fields of transfer learning, zeroshot learning [5] , [6] , [29] , [41] - [43] is designed to model the relationship between source and target domain, where little target domain data is available during training. According to whether the target images are available or not, it can be categorized as transductive and inductive learning. One of the core concerns of zero-shot learning is how to minimize the domain shift [44] between the source and target domain. And the inductive learning will be more difficult than transductive learning, since the unavailability of target images makes it more difficult to reduce the domain shift. Direct attribute prediction (DAP) [5] and Convex combination of semantic embeddings (ConSE) [25] were the earliest inductive zeroshot learning methods based on attributes and word vectors, respectively. Zhao et al. [45] proposed a novel model, termed domain-invariant projection learning (DIPL), which alleviated the domain shift by extracting domain-invariant features, through a self-reconstruction task. However, most of these cases focus on zero-shot image recognition problem, rather than zero-shot image annotation problem, which is more approach to practical situation. Zhang et al. [30] put forward Fast0Tag model, to make the word vectors of relevant labels for a given image rank ahead of the irrelevant labels, along a principal direction in the word vector space. Sandouk et al. [46] constructed a semantic learning model that capable of embedding an target label by inferring its meaning from its co-occurring labels. Lee et al. [31] proposed a framework that incorporates knowledge graphs for describing the relationships between multiple labels.
C. GENERALIZED ZERO-SHOT SETTING
In terms of performance evaluation, zero-shot learning can be categorized into two settings: in conventional setting, we assume that all the test images come only from target domain; while in generalized setting, test images can come from either source or target domain. The biggest challenge in generalized zero-shot learning is the problem that prediction results are bias towards source labels, since no target images are available during training. However, in fact, only a few works payed attention to this problem. Wu et al. [47] added the parametric novelty detection (PND) mechanism to conventional zero-shot setting, which improved the rankings of target labels by simply multiplying a novelty factor. Wang et al. [48] applied GCN to perform zero-shot image recognition, so that target labels can also be trained during training. Annadani and Biswas [49] grouped all the labels to three categories: identical, semantically similar and semantically dissimilar, and claimed that the performance in generalized settings could be improved by keeping their relations.
D. IMAGE ANNOTATION
Image annotation aims to assign multiple relevant labels to an image, instead of only one single label in image recognition. In order to find all the relevant labels, one should take the dependencies between images and labels, between images and between labels into account. To this end, many works have been done to model above relations. Zheng et al. [37] proposed Supervised Document Neural Autoregressive Distribution Estimator (SupDocNADE) to learn the joint representation from images and labels, and obtained a better performance than previous topic models. Park and Choi [38] trained a model to build a shared feature space of both media by max-margin embedding method. Recent research results show that the performance could be further improved by fusing multiple dependencies. Jin and Nakayama [39] employed a cascading structure with Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) to predict arbitrary length image tag recurrently. Liu et al. [40] proposed to use a semantically regularized embedding layer as the interface between the CNN and RNN, to improve the co-training between CNN and RNN.
E. SOCIAL IMAGE TAGGING AND RETRIEVAL
Social image tags are provided by common users, and often cannot meet high quality standards related to content association [51] . The main challenges of social image tagging and retrieval come from the imprecise, ambiguous and incomplete of the user tags, and the subjective of these users. Li et al. [51] made an comprehensive survey on the solutions for image annotation and retrieval in social frameworks, and present a unified review on three closely linked problems, i.e., tag assignment, tag refinement, and tag-based image retrieval. Qian et al. [52] proposed an approach to retag social images with diverse semantics, they fused the relevance of a tag to image and its semantic compensations to the already determined tags to predict the final tags. Xu et al. [53] considered social image tagging as defective tag assignments, and introduced a novel approach based on non-linear matrix completion for image tagging task with defective tags. Dong et al. [54] proposed an image and video annotation model by retrieving in visual space exclusively, where example captions were encoded into a textual embedding based on multiscale sentence vectorization and further transferred into a deep visual feature of choice via a simple multilayer perceptron.
F. MULTI-MODEL LEARNING
Regarding image and annotation as two different media, many researchers proposed to utilize multi-model learning methods to achieve image annotation and retrieval. Xu et al. [55] proposed a novel deep adversarial metric learning approach, it combines an additional regularization by introducing adversarial learning, making the transformed features statistically indistinguishable. Huang et al. [56] proposed a modal-adversarial hybrid transfer network (MHTN), which aimed to realize knowledge transfer from a singlemodal source domain to a cross-modal target domain and learn cross-modal common representation. Xu et al. [57] proposed a novel multi-view deep neural network, termed Fusion by Synthesis (FS), which leveraged word embeddings of classes as complementary for attributes and performed zeroshot prediction by fusing the word embeddings of unseen classes and the synthesized attributes in the visual feature space. Song et al. [58] pointed out that most of the current decoders propagate deterministic hidden states, which cannot modeled the complex uncertainty in video captioning effectively, so they proposed the multimodal stochastic recurrent neural networks (MS-RNNs), to model the uncertainty observed in the data using latent stochastic variables.
III. PRELIMINARIES A. NODE2VEC
Node2Vec was developed to learn continuous feature representations for the nodes observed in networks. For a salesman, he (or she) might be interested in understanding users' interests. One typical solution involves sending welldesigned questionnaires to all of them and extracting their features according to the answers. However, these handengineering features always only be effective in some specific domains and cannot generalize across different tasks. What if we transforming these users into vectors given their social connections? It would be great since people always share the similar interests if they are socially connected. But how does it come true? Let's begin to introduce the Node2Vec framework.
Formally, Let G = (V , E) be a given network, f : V → R d be the mapping function from nodes to feature representations, and we aim to learn for a downstream prediction task. For every source node u ∈ V , we define N S (u) ⊂ V as a network neighborhood of node u generated through a neighborhood sampling strategy S. In Node2Vec, we learn the features of nodes that maximizes the likelihood of preserving network neighborhoods of nodes.
In order to optimize the Eq. 1, we make two standard assumptions: conditional independence
and symmetry in feature space
Then, based on above assumptions, we can simplify Eq. 1 to:
where
is the per-node partition function. It is calculated by a novel sampling strategy to smoothly interpolate between Breadth-First Sampling (BFS) and Depth-First Sampling (DFS), which is corresponding to two kinds of similarities, homophily and structural equivalence [34] . For this purpose, we define a 2 nd order random walk with two parameters p and q. The former controls the likelihood of immediately revisiting a node in the walk. The higher of the value of p, the less likely to sample an alreadyvisited node. The latter allows the search to differentiate between ''inward'' and ''outward'' nodes. The lower of value of q, the walk is more inclined to visit these nodes which are further away from the current node (Fig. 1) . Finally, given source code u, we simulate a random walk of fixed length l. Let c i represent the i-th node in the walk, starting with c 0 = u, the proposed sampling strategy can be written as follows [34] :
where Z is the normalizing constant and π vx is the unnormalized transition probability between nodes v and x:
where d ux ∈ {0, 1, 2} denote the shortest distance between node t and x.
B. GRAPH CONVOLUTIONAL NETWORK
GCN was proposed to perform semi-supervised learning on graph-structured data, which directly operated on graphs and motivated from a first-order network model. Given an undirected graph G = (V , E), a GCN layer can be written as [36] :
where A = A + I N is the adjacency matrix of G with selfconnections. I N is the identity matrix, D ii = j A ij and Q (l) is the weight parameter of current layer. σ (·) is the activation function, e.g., ReLU. H (l) is output of the l th layer of GCN, and the input first layer equals to the embeddings of nodes in the graph, H (0) = V . Next, we will take an example to explain how to use GCN to perform semi-supervised learning. Formally, we assume X ∈ R m×d 0 is the d 0 dimensional word embeddings of m words, where labels y i ∈ {1, 2, · · · , C} of some of words x i ∈ X (i = 1, 2, · · · , n) are known to us, but the labels of other words x j ∈ X (j = n+1, · · · , m) are not available. Given above data, our goal is to predict the labels y j . GCN takes all the word embeddings X as input, and output the hidden features of them according to Eq. 7. The key to its successful semi-supervised learning is that all the input embeddings are connected through the relations defined by A. In this way, the word embeddings of the next layer are directly related to their neighbors, including labeled and unlabeled data. Then, multiple GCN layers stacked as a neural network, where a C-way softmax outputs labels at the final layer:
At the stage of test, we can simply perform forward broadcast to obtain the label of unlabeled embeddings, since those unlabeled embeddings x j actually involve in the training in Eq. 8.
IV. PROPOSED MODEL
As mentioned before, there are two challenges in zeroshot learning: polysemous words and strong bias in the generalized zero-shot setting. In this paper, we develop an novel zero-shot image annotation model to solve these problems. Before demonstrating our proposed model, let's formulate the zero-shot image annotation problem discussed in this paper. Given source labels 
and a binary vector
B i s,s = [b (i,1) s,s , b (i,2) s,s , · · · , b (i,n) s,s ] i ∈ {1, 2, · · · , N } tonew,s+t , · · · , b (new,n) new,s+t , b (new,n+1) new,s+t , · · · b (new,m) new,s+t ].
A. CONTEXTUALIZED WORD VECTORS
In zero-shot image annotation, one of the keys to successful knowledge transfer between source and target domain is word vectors. The common practice is to apply the pretrained word vectors, e.g., GloVe, regardless of their real meanings in the context of image dataset. In fact, the semantics of words, including polysemous words, could be represented by their space relationships, which we can resort to the dictionarylike corpus. WordNet groups words into sets of synonyms, provides short definitions and records a number of relations among these synonym sets or their members. Therefore, at first, we search for the correct meaning of words of both the source and target domain, by comparing them with the definitions in WordNet. Then we extract their relations in the form of a subgraph of WordNet, where nodes are corresponding to these words and their relations are measured by the their distances in WordNet (Fig. 2) , which are represented by a pairwise distance matrix A wordnet = {a i,j }.
After that, we feed this word graph into Node2Vec to produce contextualize word vectors that keep the above distances invariant. Since in the inference stage, we predict the correct labels by the cosine distance between all the labels and the test images, so we change the object functions from inner product to cosine distance in Eq. 3:
where n i ∈ N (y) is the neighborhood of y inferred according to A. Eq. 4 is also changed to:
where Z y = y,v∈Y s+t exp(D cosine (f (y), f (v))) is the per-node partition function. We get the contextualized word vectors by optimizing Eq. 10 and they are represented as
B. ZERO-SHOT IMAGE ANNOTATION USING GCN
In [45] , the transfer ability was improved by formatting superclasses in the semantic space. Instead of directly merge similar labels into superclasses, we apply GCN to generate superclasses for each of these labels, and oblige the knowledge learned from the source domain to be transferred to the target domain (Fig. 2) . In particular, the input of the network is all the contextualized word vectors W s+t generated by Node2Vec, including the source and target word vectors. Other than predicting a classifier for each input category, we want the GCN to predict the visual embeddings of input word vectors, since we can hardly extract discriminative feature for every word from images with multiple labels. Through matrix product in Eq. 7, related concepts join together to format embeddings of their common semantic features. Given pretrained visual features for every image, GCN learns to map the word vectors from semantic to visual space according to the provided annotations. However, most of the previous works of zero-shot learning obtained these image features from pretrained models on Imagenet, this practice may inevitably bring extra information about target domain. For example, ski is one of the 1000 labels of Imagenet, the pretrained features will thus contain the information about ski, so that we can easily identify the concept snow in target domain without learning from source domain, since these two labels always appear together. This would affect the performance evaluations of different models to some extent. Thus, to obtain image features without incorporation of other clues that will help to identify target labels, we train our visual features from scratch only on source domain data in our experiments. After we get contextualized word vectors W s+t and source image features X s , we train GCN model, referred as G, by minimizing the cosine distances between source image features F(x i s ) and corresponding annotation embeddings E i s , where F(·) represents the CNN network trained on labeled source images, to extract image features of both source and target images.
The common practice to obtain E i s is to average these relevant word vectors:
where As mentioned above, the semantic relations of words can be represented by their space relationships. But a conflict adjacency matrix A may affect these relations to some extent. To eliminate this problem, we apply the same relation A wordnet in our GCN layer. As far as the output word embeddings, the preferred result is that not only all the images are surrounded by their relevant labels, but all the labels should keep their semantic relationship in the visual space. In order to keep their semantic relations invariant, we propose the semantic coherent loss to alleviate the semantic loss in visual space. Given a word vector w i s+t , a random selected neighborhood word vector w j s+t and a random selected nonneighborhood word vector w k s+t , we feed them into our GCN model to get their visual embeddings G(w i s+t ), G(w j s+t ) and G(w k s+t ), respectively. Their relations can be kept by minimize the semantic coherent loss, which is represented in the form of KL divergence of them:
where p w i,j,k and p v i,j,k are the triplet constrains of input and output word embeddings, in semantic and visual spaces, respectively, which can be defined by tSTE [59] :
where ) is the consine distance between visual word embeddings in output visual space. In this way, the semantic meanings of these VOLUME 7, 2019 FIGURE 2. The training process of zero-shot image annotation using GCN. It takes word vectors of source (solid black circles) and target labels (hollow black circles) as input, and each GCN layer produces new embedding (the red solid circle) of each label by aggregating its neighborhoods on the graph. In this way, word vectors in the semantic space are projected into visual space, and the object function would be trained to make these source labels be close to the corresponding visual features of the source images.
FIGURE 3.
The architecture of the proposed image annotation model. At first, we extract the subgraph of the concerned labels (source and target labels) from WordNet. Then, we feed this subgraph into Node2Vec model to produce contextualized word vectors. After that, we feed these word vectors and the subgraph into GCN model to produce visual word embeddings (word embeddings of the concerned labels in the visual space). The triplet margin loss (L1) makes the images be close to their related labels, and the coherent semantic loss (L2) keeps the semantic of the labels invariant in the visual space. labels will remain the same, even they are projected to the visual space.
The overall optimization of our model is:
where Q represents all the weight parameters in the proposed model. The first item L 1 make the relevant label embeddings close to their relevant visual features, which adopts the form of triplet margin loss; the second item L 2 keeps the semantic meaning between the input and output visual space invariant, and Eq. 14 can be decomposed into entropy loss and cross-entropy loss as Eq. 17; the last item calculates the weight decay of the network, avoid falling into local minimum. As far as optimization on Eq. 16, all the items can be optimized using gradient descent algorithm jointly. The architecture of the proposed model is described in Fig. 3 . GCN produces new word vectors by combining the original word vectors with its neighborhood word vectors, and we regard them as super labels. In this way, not only source labels, but target labels actually have connections with source images, and the visual features corresponding to the target labels are also learned in the training process. Therefore, the bias caused by lacking of target features is alleviated.
In test phase, for a new image x, we extract its image feature F(x), and then compare cosine distances between the visual embeddings of all the labels and the image features, the predicted annotation results for the image should be the top k labels having minimal cosine distances. 
V. IMPLEMENTATION DETAILS
In our experiments of producing contextualized word vectors, the value of p in Node2Vec is much bigger than the value of q, since we would like to select the neighborhoods with the similar semantic. And we choose their values from the region [2, 4] and [0.2, 0.5], respectively. In order to compare with pretrained word vectors e.g., GloVe, we set the dimension of the output contextualized word vectors to 300.
Our GCN is consist of 2 graph convolutional layers, and the number of nodes of each layer of the network is 300 → 2048 → 4096, where the dimension of our pretrained image features is 4096. In our experiments, we don't observe any obvious improvement when adding more layers. To accelerate the process of convergence, we apply LeakyReLU instead of ReLU as activation function. For the training process, we feed the GCN network with a batch of images each time, and compute the loss of Eq. 16 with their corresponding labels, other than feed all the contextualized word vectors and images containing all these labels, as it can accelerate the convergence. As mentioned above, the second item of Eq. 16 keeps the semantic meaning between the input and output visual space invariant, which improves the performance of the algorithm, but big β value will confine the parameter optimization of the object equation, so β should be set to a moderate value. The value γ controls weight decay of the network, we can set it according to the experience in CNN networks. Above all, we use ADAM to optimize our model, and set the learning rate 1 × 10 −3 , weight decay rate γ = 1 × 10 −6 , β ∈ [0.2, 0.4] and the batch size 64.
VI. EXPERIMENTS A. DATASET SETTINGS
In order to demonstrate the effectiveness of the proposed method, we conduct extensive experiments on four popular image annotation public datasets: NUSWIDE [60] , COCO [61] , IAPR TC-12 [62] and Corel5k [63] , respectively. Their configurations are shown in Table 1 , which shows the number of the images and labels, number of the training and test images, and average labels per image.
B. METRICS
The annotation performance of different supervised models on above datasets have been widely evaluated, therefore, following the previous works, we assign a fixed number K of labels to each image, and report the recall and precision of the predictions by averaging these two metrics over all the labels, in the evaluating of inductive zero-shot image annotation. Specifically, we assign K = 3, 3, 5 and 3 to NUSWIDE, COCO, IAPR TC-12 and Corel5k, respectively. Since either of them can only reflect one aspect of the models, to take both recall and precision into account, we also apply F1-score to evaluate different models.
C. PROTOCOLS
To test the transfer performance of our model, we propose a novel evaluation protocol, where we select dataset A as source domain and B as target domain (see Fig. 4 ), referred as protocol II, other than divide dataset A into source and target domain in [30] , referred as protocol I. One reason for this is taking the image distributions into account when testing the performance, because the results are also VOLUME 7, 2019 affected by the discrepancies between images of two domains in practice. In our experiments, we split the four public datasets into two groups, NUSWIDE COCO and IAPR TC-12 Corel5k, since they have the similar configurations. And in each group, we perform training and test on the two datasets alternately, e.g., source: NUSWIDE → target: COCO and source: COCO → target: NUSWIDE.
During training, we build a CNN network on source domain dataset with Binary Cross-entropy loss in Eq. 18, which is a popular loss function for multi-label classification, to extract image features of both source and target domain dataset. It worth noting that the above models are trained from scratch to assure no any other clues involved in the training. And to make it fair, other models are also apply these pretrained features during training.
In test, we assume that all the test images are annotated by the source and target labels at the same time, which means all the labels are the annotation candidates, i.e., generalized zero-shot image annotation setting [64] , [65] .
To make more comprehensive comparisons with other state-of-the-art models [30] , [31] , we also adopt the protocol I that splitting the labels of a single dataset as seen and unseen labels, to demonstrate the robustness of the proposed method. Under this protocol, we utilize the same visual extraction method with protocol II, i.e., training model on source data, and extracting the visual features of the target data with this pretrained model.
D. EXPERIMENT ON CONTEXTUALIZED WORD VECTORS
In order to extract the correct word vectors, we should at first check their meanings in the source and target datasets. Even though this will make us inevitably observe some target images, they are still unknown to our model and it will not lead to some illegal circumstances in zero-shot learning, and the training and test labels are available in practice. Given the correct semantic meanings of source and target labels, we can extract their relationship by calculating their shortest path distances in WordNet graph. However, this subgraph of concerned labels may contain some noises, e.g., the distance between airport and animal is less than that between airport and cityscape. Therefore, we reduce these noises in two ways: dataset statistics and manually filtering. The concurrence rate of source labels can help us to further clarify their relations, as labels have closer relationship when they appear in the same images. However, since the annotation information of the target labels is unavailable during training, so we have to remove these noises manually according to the common senses. After obtaining the correct relation graph, we feed it into Node2Vec to get contextualized word vectors.
In order to prove the effectiveness of the contextualized word vectors, we compare our model to other two popular methods, GloVe and CoVe. GloVe method produces word vectors by combining the advantages of global matrix factorization and local context window methods, but neglects the existence of polysemous words, so, there exist only one semantics for each word vector. While for the CoVe model, it first trains the encoder by an attentional sequenceto-sequence model, and then feeds the GloVe vectors to the pretrained encoder to get context vectors, called CoVe. At last, it concatenates the GloVe and Cove vectors to obtain contextualized word vectors. In our experiment, we directly utilize the encoder trained by a translation dataset proposed in [21] when applying CoVe.
We test these word vectors on the aforementioned four popular image annotation datasets, using a classical zeroshot method. In this simple regression model, each image is feed into a CNN network to extract visual features, and then project them into semantic space through a two-layer fully-connected network, and the output visual embeddings and semantic information (word vectors) are associated by the cosine distance between them, i.e., the annotation is predicted by calculating the consine distance between them. In this configurations, the input visual features of NUSWIDE and COCO datasets are produced using VGG16 [2] network, and that of IAPR TC-12 and Corel5k datasets using Alexnet [66] network, since the former two datasets have a lager quantity in the number of images.
For the word vectors, both GloVe and our method produce 300d vectors. When applying CoVe, we concatenate 300d GloVe word vectors and 300d context word vectors, so it produces 600d contextualized word vectors. Finally, the annotation results are shown in Table 2 . In our experimental result, comparing with GloVe, CoVe doesn't boost too much on the performance, even obtain inferior results on COCO and IAPR TC-12 datasets. This is due to the fact that the context words is produced by the input GloVe vectors, and it gets the contextualized word vectors by concatenating these two vectors, which actually doesn't change their relative space relationship in semantics. Therefore, one of the keys to obtain meaningful contextualized words is a proper relationship among these labels. Our method regards their relationships as a graph, and extract this graph from WordNet graph, in which all the meaning of different labels can be found. Given these relationships, Node2Vec framework can easily produce proper vectors to represent their relations. Hence, the proposed method obtains better performance than other methods on all four datasets: in NUSWIDE and COCO dataset, our method increases the recall, precision and F1-score by about 2%; and in IAPR TC-12 and Corel5k datasets, our method outperforms 4%-5% comparing to other models. Figure 5 compares some of the word vectors produced by GloVe, CoVe and the proposed method, where we can determine their meanings by calculating their neighborhood by cosine distance. The image in the first line is annotated by prop and other labels, and we can observe that prop actually represents the propeller of the plane. However, the neighborhood of prop in GloVe word vectors are shore, lion, market and basket, which obviously gets the incorrect semantic meaning. Cove explains that prop means a support placed beneath building, other than the propeller, as building and house are in its neighbors, which is also incorrect. In contrast, as the word vector is produced by the correct contextual relations, the proposed method can obtain the correct meaning, which is in accord with the image. These conclusions can also be found in other images. Besides, the reason for the similar performance between GloVe and CoVe, can be attributed to the concatenation of GloVe and contextual word vectors, which the incorrect Glove word vectors will still spread misinformation to the final word vectors. This can be found in the third picture, the word vector of bank in Cove includes two semantic meanings, a financial institution (city and building) and a sloping land beside warter (river and water).
E. EXPERIMENT ON ZERO-SHOT IMAGE ANNOTATION
In this part, we mainly focus on inductive learning of generalized zero-shot image annotation setting, which is a more practical and difficult scenario. However, as far as we know, few researches payed enough attention to it.
The difference between transductive and inductive learning is whether the target images are available during training or not. In some circumstances, it is difficult to collect so many images of the target domain. And for the common and generalized settings, they differ in the test protocol, the former assumes the domain information of the test images is available during test, and they should come from either source or target domain. But in practice, on one hand, we cannot determine which domain do the test images belong to. And on the other hand, a test image may contain the labels from both source and target domain in the same time, where common zero-shot model would fail to predict complete labels.
In fact, absence of both target images and domain information poses a major obstacle to its transfer ability of the model, since the prediction results would be further bias to the source domain. As proposed above, a preferable solution to the strong bias problem is to let the target labels involve in the training. Specifically, we extract their semantic relationships of both source and target domains, through WordNet, which contains almost all of the semantic information of different words. And we utilize these relations to produce contextualized word vectors of them. After that, we feed both source and target word vectors into GCN, to get their embeddings in visual space. The main idea behind the proposed method is to build the relationship between source images and target labels, by decomposing it into the relationship between source images and labels, and the relationship between source and target labels. Instead of applying the latter relationship during inference, GCN put it into training stage, where the relevant source and target labels are merged into new labels in each layer, according to Eq. 12. In this way, the relationship between source image and target labels can be built as soon as that between source images and labels is done, so that we can directly obtain the features of target labels.
To demonstrate the effectiveness of the proposed method, we compare with some popular zero-shot learning methods. The regression model is the most basic method, which is already applied in the previous experiments on contextualized word vectors. SCoRe (Semantically COnsistent REgularization) [67] method leverages the advantages of both RIS (recognition using independent semantics) and RULE (recognition using semantic embeddings), and obtain better performance. Even though this method is applied in attributebased zero-shot learning, we can easily adapt it to wordvector-based zero-shot learning. Regarding each dimension of the word vectors as an attribute, this attribute space is far more than enough to describe all the labels. Therefore, we can directly apply RULE to perform zero-shot image annotation. The major difference between the regression and RELU method is the metric for learning, the former utilizes cosine distance, while the latter uses bilinear compatibility function, and applies codeword regularizer to fix the weight as the word vectors. GSC (Global Semantic Consistency) [47] model keeps the semantic relations invariant using GSC layer, and proposes the PND mechanism for generalized zero-shot setting, where multiplying a fixed coefficient with the probabilities of the target labels. Finally, we also compare GCN model with different settings of word vectors, i.e., GloVe, CoVe and Node2Vec. Specially, we apply those model on four different transfer schemes, NUSWIDE → COCO, COCO → NUSWIDE, Corel5k → IAPR TC-12 and IAPR TC-12 → Corel5k. In each scheme, the dataset on the left is trained as source data and the right as target data. Besides, when pretrained visual vectors is needed during training, we obtain the visual features of the target images via the model trained on the source dataset, so that the visual features are different of four schemes. Following the previous experiments, we evaluate these models on recall, precision and F1-score, respectively. The performance on target datasets are shown in Table 3 .
In our experiments, for a fair comparison, Regression, SCoRe, GSC and the proposed GCN model all apply GloVe word vector, and their results are shown in the first four rows in each transfer scheme. As discussed before, because two baselines, Regression and SCoRe model, are only differ in learning metrics, cosine and bilinear compatibility function, so both the performance are very close, the latter outperforms the previous by no more than 1% in recall, precision and F1-score. Since both two models try to find the connections between source and target labels by their relations contained in the word vectors, it heavily depends on the accuracy relationship of word vectors. However, in practice, almost all the word vectors are trained on specific corpus, and this relationship is uniquely determined by these corpus, so not all of these connections are correct. Intuitively, it becomes a matter of consistency between corpus and image annotation, which can hardly be guaranteed. Another reason for the low performance of them is the bias problem in the general setting of zero-shot learning. Because no images provided for the target labels, the model will automatically regard the any images as source images, which leads to the low predict probabilities of target labels.
For these reasons, we can improve the transfer ability of the model by more precise relationship and boosting the predict probabilities of target labels. GSC model apply PND mechanism to reduce the influence of the bias problem, i.e., multiplying a fixed attenuation coefficient with the predict probabilities of source labels, making them comparable between source and target labels. In our experiment, we re-implement GSC model, and find the optimal coefficient for each transfer scheme, in the range [0.1, 0.9], by cross validation. Finally, the GSC model outperforms the above two baselines 1% -2%. Even though the PND mechanism reduces the bias problem in general setting of zero-shot image annotation, it also increases the probabilities of noise labels in target domain, which may deteriorate the transfer performance. Instead of increasing the predict probabilities of the target labels directly, the proposed GCN model reduces the effect of bias problem by making the target labels involved in the training process. During training, both source and target labels are connected with a relation graph, as soon as the map between source images and labels is established, the relation between source images and target labels is also done. In this manner, even though no corresponding target images provided, we can also obtain the approximate visual features of the target labels. Hence, comparing to the two baselines, GCN + GloVe model improves the performance by a large margin, and outperforms 2% -4% accordingly.
In comparison with GSC model, we use a supervised method to increases the probabilities of noise labels in target domain, which is surely obtain better results than the unsupervised manner of PND.
Besides, we also compare the GCN model with different word vectors, GloVe, CoVe and Node2Vec. The experiments show the similar results with the one on contextualized word vectors, the performance of GCN + GloVe and GCN + CoVe are very close, but both of them get boosted with the proposed GCN model. Comparing with GloVe and CoVe, the word vectors produced by Node2Vec obtain a better performance. We attribute it to two factors: on one hand, we extract the relationship among labels, through WordNet relation graph, from both source and target domains. It can help to handle their relationship from a more broad view, instead of the specific corpus in the previous works. In this manner, we can produce the word vectors with more precise semantics. On the other hand, from the information view, the visual space possesses more semantics than the provided labels. Hence, projecting the images to semantic space may remove the visual information corresponding to the target labels, and weakened the transfer ability of the model. On the contrary, the proposed GCN model avoid this problem by establishing the map from semantic to visual space. Therefore, our model can be scalable well to other unseen labels, which further improves the transfer ability. The experimental results also prove the effectiveness of the GCN model, GCN + Node2Vec outperforms the previous works by 4% -6%. We also perform visualization using the proposed model, the results are shown in Figure 6 . The proposed method predicts the correct labels in most cases, and outputs the target labels as well.
We also make comparison with some state-of-the-art methods, Fast0Tag model [30] and Structured Knowledge Graphs (SKG) [31] under protocol I. Since in these paper, no experimental results reported under protocol II, we only compare with their reported results on NUSWIDE 1k dataset (81 seen labels and 925 unseen labels), under protocol I. To make fair comparison, we set K = 10 as [30] , and testing on generalized zero-shot settings. The results are shown in Table 4 . Compare with other models, the proposed model also get the best performance. In Fast0Tag model, target images and labels are not available during training, so it mainly depends on the correlations among word vectors. While in SKG model, it predicts the results on target labels based on the predictions of the source and target labels in previous layer, so its predictions of target labels are vulnerable to that of source labels, and no visual features of the target labels is learned. Therefore, the proposed method demonstrates its strong robustness on transfer learning, since we can implicitly learn the features of the target labels. Different from previous traditional image annotation methods that based on label propagation or tag completion [53] , VOLUME 7, 2019 [68]- [71] , we directly learn the visual features during the training phase and output the predictions on target labels, rather than predict the target label according to the results on source labels. For this reason, the proposed method is more robust than the above methods. From another perspective, those methods can be regarded as post-processing methods to further improve the results of the zero-shot learning model. To this end, we utilize Hierarchical Semantic Embedding (HierSE) model [71] to predict the annotation results on source labels, and then combine them with our predictions on source labels, to infer the final target labels by exploiting WordNet hierarchy. We display some annotation results in Fig. 6 , and find that the post-processing methods can further improve the performances of zero-shot learning.
VII. CONCLUSION
In this paper, we build an inductive zero-shot image annotation model, to address the problems of polysemous words and the strong bias in the generalized settings, we combine both WordNet and Node2Vec to produce contextualized word vectors, and put forward the GCN model with semantic coherent loss to keep the semantic invariant, so that the bias problem can be mitigated. Extensive experimental results also show the effectiveness of our model. 
