In personalised decision making, evidence is required to determine suitable actions for individuals. Such evidence can be obtained by identifying treatment effect heterogeneity in different subgroups of the population. In this paper, we design a new type of pattern, treatment effect pattern to represent and discover treatment effect heterogeneity from data for determining whether a treatment will work for an individual or not. Our purpose is to use the computational power to find the most specific and relevant conditions for individuals with respect to a treatment or an action to assist with personalised decision making. Most existing work on identifying treatment effect heterogeneity takes a top-down or partitioning based approach to search for subgroups with heterogeneous treatment effects. We propose a bottom-up generalisation algorithm to obtain the most specific patterns that fit individual circumstances the best for personalised decision making. For the generalisation, we follow a consistency driven strategy to maintain inner-group homogeneity and inter-group heterogeneity of treatment effects. We also employ graphical causal modelling technique to identify adjustment variables for reliable treatment effect pattern discovery. Our method can find the treatment effect patterns reliably as validated by the experiments. The method is faster than the two existing machine learning methods for heterogeneous treatment effect identification and it produces subgroups with higher inner-group treatment effect homogeneity.
Introduction
We propose and study a new problem of identifying the Treatment Effect Patterns which indicate the contexts or subpopulations where a treatment has significant effects. For example, from census data, we may discover the treatment effect patterns showing that only for some subpopluations with certain career goals, college education (the treatment) has significant effects on their incomes (the outcome), i.e. college education can change their income situations. Such patterns are useful for making personalised decisions on whether attending college or not based on one's career goal. Treatment effect patterns also can be used in many other areas for personalised decisions. For example, in medicine, chemotherapy is a common cancer treatment, but it is not suitable for all patients. Patterns indicating the types of patients who are mostly affected by chemotherapy will be helpful for personalised medicine. For marketing, a pattern indicating a type of customers who will buy a certain product due to a promotion (treatment) will assist with personalised marketing.
Treatment effect patterns are different from the discriminative patterns in data mining literature, e.g. emerging patterns [1] , contrast sets [2] and subgroups [3, 4] . Discriminative patterns identify subgroups where the distribution of the outcome is significantly different from that outside the subgroups, and they are used for classification. For example, the discriminative pattern (family background = business) identifies a subgroup where the probability of high income is higher than that outside the group. Then we can use the pattern to predict if a person has a high income or not.
Treatment effect patterns are not aimed at classification. They answer a different question. Treatment effect patterns indicate subgroups responding to a treatment better than others. Such a pattern may not indicate a subgroup with a high probability of the outcome. What we are interested in is the change of the probabilities with and without applying the treatment, i.e. the effect of the treatment on the outcome. Taking college education as the treatment, the discriminative pattern (family background = business) is not a treatment effect pattern, as for this subgroup college education would not change their income much (as this group of people is likely to have high income anyway based on their family background). A treatment effect pattern would be (family background = illiterate), for which the education can make a big impact on future careers, as education is crucial for getting a high income occupation. For example, without college education, this subgroup of people may nearly all receive a very low salary. After the education, 30% individuals in this group receive a salary higher than the average salary in the population. 30% of probability is low based on the value, but the improvement in this group is big. Therefore, from the perspective of establishing social policies, the treatment effect pattern (family background = illiterate) provides good assistance in the decision making, and it shows that the group of low socioeconomic status will be benefited most from the education.
Our work is closely related to treatment effect heterogeneity discovery [5] , an emerging topic in treatment effect estimation. Treatment effect estimation is an active research area in causal inference and has many applications [6] . Most work on treatment effect estimation is focused on the average treatment effect in a population [7] , which does not reflect the treatment effects on individuals well as different individuals may possess distinct features. Personalised decisions need to be made based on the treatment effect at a specific levels. Treatment effect heterogeneity addresses this problem.
It is challenging to efficiently and accurately identify subgroups with heterogeneous treatment effects from data. For personalised decision making, firstly, as mentioned above, the discovered subgroups should be as specific as possible, i.e. the granularity of the grouping cannot be too big, otherwise personalised information would not be captured. Secondly while treatment effects across subgroups need to be different (intergroup heterogeneity), treatment effects on individuals within a group should be close (inner-group homogeneity).
The question then is how to correctly identify the sets of variables and their corresponding values that define specific subgroups, while assuring inter-group hetero-geneity and inner-group homogeneity of treatment effects. This is a difficult task, as it involves two intertwined problems, efficient search in the variable space and reliable estimation of treatment effects in subgroups. The task becomes harder when the number of variables is large and the number of samples is relatively small. Recently, research has emerged to adopt efficient data mining or machine learning methods for detecting treatment effect heterogeneity [8, 9, 10] . These methods employ a top-down approach by recursively splitting a (sub)population into subgroups with different treatment effects, which improves efficiency. However, as their focus is not on treatment effect homogeneity in a subgroup, individual treatment effects in the same subgroup may still deviate significantly from each other and this affects the quality of personalised decisions.
Our method proposed in this paper employs a bottom-up generalisation approach for identifying subgroups, starting from the most specific groups described by a set of selected covariates, and enforces consistency in the generalisation to ensure homogeneity within each of the identified subgroups. This method mimics the process of humans drawing causal conclusions from observations. Beginning from an individual (the most specific subgroup), after having consistently observed across different individuals that the same factor leading to the outcome, we draw the causal conclusion between the factor and the outcome at the generalised/aggregated subpopulation level. The process continues from bottom to up at different levels of populations, and stops until a violation occurs. When personalised decision is the primary goal, we can take the conclusions drawn to guide the decision making. Based on this idea, the subgroups found by our method are the most specific ones.
A practical challenge for a bottom-up algorithm is that when the number of samples is not sufficiently large (which is often the case for real world data), the set of variables for starting the generalisation process should not big, otherwise each specific subgroup has few samples and the statistical power is lost. Therefore we need to select an appropriate subset of variables to start with. Our idea is that this initial subset of variables should be the confounding variables to ensure unbiased causal effect estimation and sound discoveries of the subgroups. In this paper, we have developed theorems based on graphical causal modelling technique to identify a small subset of variables (called adjustment variable set) to help with effective and reliable subgroup discovery.
The contributions of our work are summarised in the following:
1. We define a new representation of causal effect heterogeneity, the treatment effect patterns, which are different from discriminative patterns or other representations of treatment effect heterogeneity. Treatment effect patterns indicate the most specific subgroups and within each subgroup the treatment effects are significant and consistent.
2. We develop the theorems to identify the set of adjustment variables to support effective and reliable pattern discovery.
3. We develop an efficient algorithm to discover treatment effect patterns. By generalising subgroups with consistent treatment effects, our algorithm ensures treatment effect homogeneity within the group obtained from the generalisation.
The rest of the paper is organised as follows. In Section 2, we define the notation and introduce the research problem of the paper. Then in Sections 3 and 4 we develop our method for identifying treatment effect patterns, including how to identify the adjustment variable set (Sections 3), the definition of treatment effect patterns and the bottom-up generalisation approach for finding the patterns (Section 4). The algorithm Potential outcomes of individual i when W = 0 (treated) and W = 1 (untreated) respectively
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A treatment effect pattern defined on subgroup X = x , and the sign of CAT E x is s for treatment effect pattern discovery is given in Section 5, and the experiments for validating the algorithm are presented in Section 6. Related work is discussed in Section 7, followed by the Conclusions section which summarises the paper and suggests future work. For easy reference, a summary of the symbols introduced above and in the rest of the paper is given in Table 1 .
Problem definition
In this paer, we are interested in answering the question: "For an individual or a subgroup of individuals, will they benefit from receiving the treatment (W = 1)?" Answers to the question are useful for personalised decisions and for decision makers (e.g. government) to know the targeted individuals or groups which will benefit from a treatment (e.g. a public policy).
In the college education example, to answer the above question, a normal prediction system will estimate prob(salary = high | college = 1, X = x), i.e. the probability of people with attribute value x and college education getting a high salary. However, the estimated probability does not indicate the benefit of the treatment, i.e. how college education improves income.
What we need is prob(salary = high | college = 1, X = x) − prob(salary = high | college = 0, X = x), i.e. the difference that college education would make to the chance of receiving a high salary for a person or subgroup with attributes X = x. This is a problem of treatment effect estimation. We will use a well established causal inference model, the potential outcome model [11] , to estimate treatment effects from data and find treatment effect patterns that can be easily used for personalised decisions.
The potential outcome model assumes that each individual i has two potential outcomes, Y Let E[.] be the expectation operator, the average treatment effect (ATE) in a population is defined as:
With ATE, we still face the same problem of not observing both potential outcomes for an individual, therefore to estimate causal effects from a given data set D, we need to make use of observed outcomes Y and make the following unconfoundedness or strong ignorability assumption about the data.
In this paper, we call the set Z an adjustment variable set.
The unconfoundedness assumption implies that if the characteristics (described by z i ) of individual i are given, the potential outcomes of i are independent of the treatment assignment of i. In other words, we could use the observed outcome of another individual as the estimate of the unobserved potential outcome of i if the two individuals have the same characteristics. Therefore when the assumption holds in data, the average treatment effect can be estimated consistently as:
The above formula is the basis of matching based treatment effect estimation methods [13] with observational data, where samples in the treatment group (W = 1) and the control group (W = 0) are matched on the values of Z. ATE is calculated as the average of the treatment effects over the strata of Z. The question is how to select a proper set of adjustment variables Z from data such that the unconfoundedness assumption is satisfied. We will discuss this in detail in the next section.
ATE indicates the overall effect of a treatment in the whole population, but to assist with personalised decision making, e.g. in the above college education example, we need to estimate the ATE for a specific subgroup, i.e. the conditional average treatment effect (CATE), which is defined as:
Because X = x is a specification of a condition or a subgroup, we call it the descriptor of a subgroup. In the college education example, the subgroup is the most specific group as all the variables in X are used in the subgroup descriptor, but the estimated CATE in this case may not be reliable as there may be a small number of samples in such a specific group. Therefore for estimated CATEs to be useful in practice, while the conditions or subgroups must be as specific as possible to capture personalised information, they need to be general enough to assure sufficient samples for causal effect estimation. However, such generality may result in low homogeneity of treatment effects within a subgroup. Putting all these together, we have the following definition of the research problem to be tackled in this paper.
Problem 1 (Problem definition)
Given a data set D with n records each containing the values of (W, Y, X), we aim to find a set of treatment effect patterns for personalised decision making. The subgroups specified by the discovered treatment effect patterns need to be as specific as possible and allow reliable estimation of CATEs in the subgroups, and the CATEs of the subgroups should have high inner-group homogeneity and inter-group heterogeneity.
Based on Equation (2), to reliably estimate an ATE or CATE, we need to find the proper adjustment set Z and control the adjustment variables while calculating the treatment effect. A subgroup descriptor, or a condition X = x in Equation (3) should contain Z as they are the variables other than the treatment variable W which affect treatment effect. So finding Z is the first step for solving the problem, and we will discuss what variables should be included in Z in the next section (Section 3). Then in Section 4, we will formally define treatment effect patterns and introduce the bottom-up method for searching for treatment effect patterns.
Identifying the adjustment variable set
In this section, we will employ the theory of graphical causal modelling [14] to identify the adjustment variable set Z for the unconfoundness assumption (Assumption 1) to hold with a give data set D. In the following discussion, we use V to denote the set of all variables, i.e. V = {W, Y } ∪ X, and note that X contains only pre-treatment variables and the other variables irrelevant to Y .
Firstly, we introduce the basic definitions and theory related to graphical causal modelling based on causal Directed Acyclic Graphs (DAGs) [14] .
Definition 1 (Causal DAG [14] ) A causal DAG, denoted by G = (V, E) where V is the set of vertices representing random variables and E is the set of directed edges, is a directed graph without cycles and an edge Vi → Vj(Vi, Vj ∈ V, Vi = Vj) indicates that Vi is a direct cause (i.e. a parent) of Vj.
Let P A(V ) be the set of all parents of node V in a causal DAG G, then the following Markovian property holds in G.
This property indicates that a node in a causal DAG is only dependent on its parent nodes. Based on the Markovian property, the joint distribution of V is factorised as:
A path in a causal DAG is a sequence of nodes linked by edges regardless of their directions. A directed path is a path along which all edges follow the same direction. Node P is an ancestor of node Q if there is a directed path from P to Q (equivalently Q is a descendant node of P ), and (P, Q) is called an ordered pair of nodes. A node is called a collider on a path if two or more directed edges going into the node; otherwise the node is a non-collider. For example in Figure 1 , X7 is a collider since both edges X6 → X7 and X8 → X7 go into it, and X2 is a non-collider as there is only one edge pointing into it.
In order to judge whether two nodes in a causal DAG are independent or not, we need the concept of d-separation.
Definition 3 (d-separation [14])
A path p in a causal DAG G = (V, E) is said to be d-separated by a set of nodes S ⊂ V if S contains a non-collider along p when p contains no collider, or if S does not contain any collider or any descendant node of a collider in the path p when p contains one or more colliders.
For example, In Figure 1 , X4 d-separates path (W, X4, Y ). X1, X2 or X3 dseparates path (W, X1, X2, X3, Y ). ∅ d-separates path (W, X6, X7, X8, Y ) since the path contains a collider. Note that X7 does not d-separate path (W, X6, X7, X8, Y ) since it is a collider. If we adjust X7 when estimating the treatment effect of W on Y using Equation (2), a spurious association between W and Y will be introduced by linking W and Y via the opened path (W, X6, X7, X8, Y ) since X6 and X8 become associated when conditioned on X7.
Definition 4 (Faithfulness between a causal DAG and data [14, 15] ) The distribution of V, P (V) and a causal DAG G = (V, E) are faithful to each other, if and only if for any two variables V1, V2 ∈ V, when a set S in G d-separates V1 and V2, we have V1 ⊥ ⊥ V2 | S in P (V).
Based on the faithfulness assumption, we can read the dependency and independency from a causal DAG. When two variables are d-separated by S, they are independent given S in the data distribtution. If two variables are connected in a causal DAG, they are dependent in data.
Definition 5 (The backdoor criterion [14] ) Given a causal DAG G = (V, E), for an ordered pair of variables (V1, V2) in V, a set of variables Z ⊆ V \ {V1, V2} is said to satisfy the backdoor criterion if (1) Z does not contain a descendant node of V1, and (2) Z d-separates every path between V1 and V2, containing an arrow into V1.
The backdoor criterion provides a major approach for selecting an adjustment variable set for unbiasedly estimating treatment effect. In [16] , authors have established the connection between the set of variables satisfying the backdoor criterion and the adjustment variable set for the unconfoundedness assumption (Assumption 1). Based on the connection, we have the following theorem.
Theorem 1 (Backdoor criterion and unconfoundedness) In a causal DAG, if Z satisfies the backdoor criterion for the ordered pair (V1, V2), and V 1 2 and V 0 2 are the potential outcomes corresponding to the treatment V1 = 1 and V1 = 0 respectively, then in the data generated from the causal DAG, (V
Therefore given a data set D, to find a set of adjustment variables, we can learn a causal DAG from D and identify a set of variables that satisfiy the backdoor criterion in the learned causal DAG. To learn a causal DAG from data, in addition to the faitfulness asumption, the following causal sufficiency assumption is also necessary.
Assumption 2 (Causal sufficiency [15] ) For every pair of variables which have their observed values in a given data set, all their common causes also have observations in the data set.
The causal sufficiency assumption assumes that there are no unmeasured or hidden common causes. This assumption is essential for learning a causal DAG where parent nodes are interpreted as direct causes of their children nodes. With the this assumption, A DAG is a proper representation of causal relationships in a data set. In our problem, a parent node found in data is a true parent of Y since there is no hidden variable intermediating (or confounding) this relationship. Now we discuss how to identify a set of adjustment variables in our context. We firstly define a block set as follows.
Definition 6 (Block set) Given a causal DAG G = (V, E), for an ordered pair of variables (V1, V2) in V, if there exists V1 → V2 and every path between V1 and V2, except the direct path V1 → V2, is d-separated by a set B ⊂ V, B is called a block set for the ordered pair of nodes (V1, V2).
For example, {X3, X4} is a block set of the ordered node pair (W, Y ) in Figure 1 . A block set is not unique. In Figure 1 , {X2, X4} and {X1, X4} are also each a block set of the pair (W, Y ).
Theorem 2 Given a data set D containing records of (W, Y, X) and satisfying causal sufficiency, where W , Y and X are the treatment variable, outcome variable and the set of covariates of pre-treatments and the other variables irrelevant to Y , respectively, then in the causal DAG learned from D, if Z ⊆ X is a block set for the ordered pair (W, Y ), then Z satisfies the backdoor criterion for (W, Y ). Therefore, a block set is an adjustment variable set for treatment effect estimation in our problem setting. The following theorem shows that P A(Y ) is such a block set.
Theorem 3 (An adjustment set with causal sufficiency) Given a data set D containing records of (W, Y, X) and satisfying causal sufficiency, for the ordered pair (W, Y ), P A(Y ), i.e. the parents of Y in the causal DAG learned from D is a block set for (W, Y ). There is a possibility that a parent of Y is a descendent node of a collider in another path, p. Path p will be blocked by another parent node of Y when it is a backdoor path. So, the inclusion of a descendant node of a collider does not open a backdoor path, such as p, and hence does not introduce spurious association.
So, PA(Y ) is a block set.
For example, Set {X3, X4, X8, X9}, i.e. the set of parents of Y , is a block set for pair (W, Y ) in Figure 1 .
Based on the Markovian property, for any (X ∈ X) ∧ (X / ∈ PA(Y )), we have X ⊥ ⊥ Y | PA(Y ). This gives a strong theoretical base to use PA(Y ) to specify the most specific patterns since all other variables are irrelevant to Y given PA(Y ).
We can further reduce PA(Y ) to a smaller adjustment variable set. Proof 3 For any X ∈ P A(Y ), when X is not in a backdoor path, it is not in a block set, and when X is not in any backdoor path, it is d-separated from W by an empty set since Y is a collider in path (W, Y, X). So, X ⊥ ⊥ W . Therefore the variables in P A(Y ) and independent of W , i.e. all variables in PA(Y )\C form a block set for (W, Y ).
For example, in Figure 1 both X8 and X9 will be excluded by the above Corollary. The reduced adjustment set is {X3, X4}.
In summary, Z = P A(Y )\C, the set of parents of outcome Y excluding the Yparent-only variables are the adjustment variable set that we have identified.
Treatment effect patterns with wildcards
In this section, we will precisely define treatment effect patterns, introduce the bottomup approach to generalising treatment effect patterns, and explain how to use treatment effect patterns for personalised decision making.
Signs of treatment effects and treatment effect patterns
Till now, we know that only variables in P A(Y ) directly affect the outcome, and conditioned on P A(Y ), other variables are independent of Y . A treatment effect pattern is generally defined on the subgroup X = x where Z ⊆ X and X ⊆ P A(Y ). Before presenting the formal definition of a treatment effect pattern, we define the sign of conditional average treatment effect as the following.
Definition 7 (Sign of CATE) In a subgroup X = x , if the conditional treatment effect CAT E x is significantly greater than zero, the treatment effect in this subgroup is positive with the sign '+'. If CAT E x is significantly smaller than zero, the treatment effect in this group is negative with the sign '-'. When CAT E x is neither positive nor negative, its sign is uncertain, denoted by '?'.
Now we discuss how to determine the sign of CAT E x . In the subgroup X = x , W and Y partition the samples into 4 sections as shown in the table below, where nij is the count of samples in section (W = i, Y = j), i, j ∈ {0, 1}, n * j = n1j + n0j, ni * = ni1 + ni0, and n x is the total number of samples in subgroup X = x .
Then we have CAT E x = p1 − p0. A question is whether the difference of the two probabilities is greater (or less) than zero significantly. We use a critical ratio statistic as in [17] to test the statistical significance of the difference. Given a confidence level γ, CAT E x is positive if z > zc where z =
and zc is the critical value for γ. For example, when γ is 95%, zc is 1.96. A similar test can be done for determining a negative effect. Based on the defintion of the sign of CATE we define a treatment effect pattern as follows.
Definition 8 (Treatment Effect Pattern)
A treatment effect pattern, denoted by P(x , s) = (X = x ; s), is a pair of a subgroup descriptor X = x (with Z ⊆ X and Z being the adjustment variable set) and the sign of CAT E x , s ∈ {+, −, ?} . The value vector x can contain zero to many wildcards, of two types: * representing that a variable in X can take any of its values and × denoting an omission of the values of a variable in X. For example in the treatment effect pattern (X1 = x1, X2 = * , X3 = ×, . . . , Xm = xm; +), X2 can take any value and X3 is omitted.
We will see in the next section that the two wildcards * and × are the results of two different types of generalisation of treatment effect patterns, and they have different meanings. For example, treatment effect pattern (X1 = x1, X2 = * ; +) is obtained by aggregating or generalising two more specific patterns: (X1 = x1, X2 = 0; +) and (X1 = x1, X2 = 1; +), and * indicates that X2 has been considered in the generalised pattern, but it does not make a difference on the sign of the generalised pattern. On the other hand, treatment effect pattern (X1 = x1, X2 = ×; −) is obtained by aggregating (X1 = x1, X2 = 1; ?) and (X1 = x1, X2 = 0; ?), two patterns both with the uncertain sign, and the × wildcard shows that when X2 is omitted in the generalised pattern, the treatment effect of W on Y is negative, but when considering X2, the signs of the treatment effects of both more specific patterns are uncertain. In other words, a pattern with a * wild card implies more specific patterns with certainty about their signs, but it is not the case for a pattern with a × wild card.
Generalising treatment effect patterns
As discussed previously, if a treatment effect pattern is too specific to cover a sufficient number of samples, the CATE in the subgroup cannot be reliably estimated, thus the pattern would not be reliable too. Moreover, in practice, it is more manageable to use a relatively small but reliable set of treatment effect patterns to assist in making decisions and implementing actions. Therefore, we propose to generalise more specific treatment effect patterns when their usage and reliability are not impaired.
Generalisation of treatment effect patterns is conducted on a pair of patterns under the following conditions. there exists only a single distinctive variable X ∈ X a such that X = i in x a and
That is, the subgroup descriptors of P a and P b are defined on the same set of variables, and only one variable has different values in the two descriptors; and (2) s a = s b , i.e. P a and P b have the same sign.
As defined in the following, there are two types of generalisations: ( * )-generalisation and (×)-generalisation, each obtaining a generalised pattern where the value of the distinct variable X is replaced a * or a × wildcard respectively.
Definition 10 (Types of generalisation) Given two treatment effect patterns P a (x a , s a )
and P b (x b , s b ) satisfying the generalisation conditions given in Definition 9, then (1) if s a , s b ∈ {+, −}, a ( * )-generalisation merges P a and P b to obtain the generalised pattern P(x , s) such that x is the same as x a or x b but with the value of the distintive variable X replaced by the * wildcard and s = s a = s b ; (2) if s a , s b ∈ {?} and the distinctive variable X is not in Z, a (×)-generalisation merges P a and P b to obtain the generalised pattern P(x , s) such that x is the same as x a or x b but with the value of the distinctive variable X replaced by the × wildcard, and s is determined by CAT E x , the treatment effect in the aggregated group, based on Definition 7.
Note that for a (×)-generalisation, the distinctive variable X cannot be in the adjustment set Z, because if the value of an adjustment variable is replaced with a × wildcard, the estimation of CAT E x , the treatment effect in the merged group will not be reliable without controlling all adjustment variables. In other words, as specified in Definition 8, Z should be in the subgroup descriptor variable set X of any treatment effect pattern and it should be kept intact (i.e. variables in Z cannot be omitted as a × wildcard) during the generalisation process to ensure unbiased treatment effect estimation.
As defined above, the generalisation is done on one attribute of a pair of patterns at a time. Treatment effect patterns can be generalised iteratively, and the above generalisation process ensures the consistency among the patterns such that a more general pattern does not contradict its more specific patterns in the sign of treatment effect.
We use the following example to illustrate the generalisation process. The left table below shows a set of more specific treatment effect patterns, and the right table shows the result of generalising the patterns in the left table. In this example, Z = {X1, X2}. In the right table, a is a generalisation of Patterns 1 and 2 in the left table, b and c are Patterns 3 and 4 respectively since they cannot be generalised. Pattern d is the generalisation of 5 and 6. Pattern e is the generalisation of 7 and 8, and it has a positive treatment effect when X3 is omitted.
Treatment effect patterns provide enriched information, which facilitates decision making in the follows aspects:
1. Treatment effect patterns give most specific contexts for decision making. This ensures the correctness of the statement. We have (×)-generalisation but the obtained pattern with a × wildcard is still the most specific pattern with a known sign ('+' or '-'). A treatment pattern renders all other variables not in the pattern descriptor irrelevant to the outcome based on the Markovian property.
2. Wildcards provide more information for users to use the patterns. A ( * )-generalised pattern is consistent with all its more specific patterns, and it is safe to use it with any value in the generalised attribute. A (×)-generalised pattern indicates its more specific patterns are uncertain, and users need to be aware of this limitation when using it.
Using treatment effect patterns for personalised decisions
Treatment effect patterns identified from data can be used for personalised decision making if an individual's attributes match the descriptor of a treatment effect pattern. Specifically, an individual or data record matches a treatment effect pattern P(x , s) when each of its attribute's value is identical to the corresponding value in x or matches a wildcard ( * or ×) in x . A positive (or negative) recommendation is made to the matched individual if the sign of the pattern is + (or −). No recommendation is made to the matched individual if the sign of the pattern is uncertain (?), as there is no evidence to determine a positive or negative treatment effect for the individual.
Note that for an individual, the matching with a pattern P(x , s) containing a * wildcard is more specific than the matching with a pattern containing a × wildcard. This is because the matching with a pattern with a * wildcard indicates that the individual also matches one of the two more specific patterns which were merged to obtain P(x , s); whereas the matching with a pattern containing a × wildcard indicates that the individual only matches this more general pattern P(x , s). Therefore the decision made based on the matching with * is more personalised than the matching with ×.
The proposed algorithm -DEEP
The proposed algorithm for Discovering trEatment Effect Pattern (DEEP) is presented in Algroithm 1. DEEP consists of three main modules: identification of the adjustment variable set Z and the Y -parent-only variable set C (Lines 1-8 ), Pattern Initialisation (Lines 9-16), and Pattern Generalisation (Lines 17-25) .
DEEP takes an input data set with a treatment variable W , an outcome variable Y and the set of covariates X, as well as the parameters used in the tests for finding adjustment set Z and treatment effect patterns. Note that, the search involves multiple significance tests and a correction is necessary [18] . In the experiments, we use cross validation to check the consistency of discovered patterns in test data, and we suggest the use of cross validation for selecting the discovered patterns in a real world application. Details on the cross validation will be provided in Section 6.4.
In the following, we introduce the details of the three modules of DEEP.
In the first module, we follow Theorem 3 and Corollary 1 to identify the adjustment variables Z and the Y -parent-only variables C. We employ the PC-Select algorithm (also known as PC-simple) [19, 20] In the second module, the most specific patterns are found. Each of the most specific patterns is defined on Z, i.e. each of the patterns corresponds to a subgroup described by a value vector of Z. Therefore we project the data set to get the columns for Z (Line 11). Then with the projected data set Π Z (D), each record zi is a binary vector and used as a hash key. By scanning Π Z (D) once, the unique vector value is hashed as a key in the table, and the counts for the cross table are obtained (Lines 11 to 14). Each hash key is then converted to a pattern after including the sign of the treatment effect in the subgroup (Line 15).
Then in Module 3, generalisations are done iteratively on the patterns currently in the pattern set P, one pair at each iteration using the ( * )-generalisation or (×)-generalisation, till there are no pattern pairs satisfying the generalisation conditions given in Definition 9. At the end of each iteration, the pair of patterns that have been generalised are removed from P and the obtained generalised pattern is added to P (Line 24).
Finally, the algorithm returns the set of patterns found (Line 26). We use a heuristic to select the attribute (i.e. the distinctive variable) for the generalisation. We order variables in C based on their correlations with Y , then when there are multiple pairs of patterns satisfying the generalisation conditions, we pick up the pair whose distinctive variable (the variable whose values are different in the two patterns) has the lowest correlation with Y to generalise. The generalisation loop can be terminated after generalising k pairs of patterns whose distinctive variables have ALGORITHM 1: Discovering trEatment Effect Patterns (DEEP) Input: Data set D of treatment variable W , outcome variable Y , and covariate variables X (including pre-treatment variables and the other variables independent of Y ); Correlation threshold θ for the correlation tests to select pairs of patterns to generalise; p-value α for independence tests by the PC-Select algorithm; Confidence level γ for testing signs of conditional treatment effects. Output: A set of treatment effect patterns P.
/*-Identification of Z and C-*/ 1: call the PC-Select algorithm to find P A(Y )
end if 8: end for /*-Initialisation of Patterns-*/ 9: let P = ∅ 10: initialise a hash table where each value represents a cross table T 11: for each row zi ∈ Π Z (D) (the projection of D on Z) do 12: hash (zi) and obtain cross table Tz i
13:
update counts in Tz i according to values of W and Y in the row 14: end for 15: map each hash key to a pattern P(zi, si) by calculating the CAT E and determining its sign si 16: P ← P ∪ {P(zi, si)} /*-Generalisation of patterns-*/ 17: while there is a pair of patterns P1 and P2 in P which satisfies the generalisation conditions (Definition 9) do 18: if the signs of P1 and P2 to be generalised are + or − then
19:
( * )-generalise the pair to obtain generalised pattern P
20:
end if 21: if the signs of P1 and P2 to be generalised are ? then
22:
(×)-generalise the pair to obtain generalised pattern P
23:
end if
24:
P ← (P \ {P1, P2}) ∪ {P} 25: end while 26: output P the lowest correlations with Y , or reaching a given threshold for the correlation, i.e. θ (used in current implementation).
Time complexity
Finding the adjustment variables and Y -parent-only takes O(|X|) of time, as each variable is tested once and not many variables are tested for conditional independence. The pattern initialisation module takes O(n) of time due to hashing. The pattern generalisations scan the patterns up to k times, each taking O(pm), where p is the number of patterns and m = |X|. So DEEP is fast, with an overall complexity of O(n + kpm) for finding the adjustment set and discovering the patterns. k is small, p n and m n (O(|X|) is omitted as |X| n).
Regarding finding the PC set of Y , there are a number of efficient algorithms available [21] . In our implementation of DEEP, we use PC-Select [19, 20] , which can deal with thousands of variables if most variables in X are not parents of Y [21] .
Experiments

Data description
To evaluate DEEP, four real world data sets are employed in the experiments (see Table 2 ). All variables are originally binary, or discretised and then binarised. In Table 2 , the number of variables in a data set does not consider the outcome variable, and the distribution refers to the percentages of the two different values of the outcome variable. The Lalonde data set contains samples randomly selected from the National Support Work program in the US, in which disadvantaged workers (e.g. young school dropouts and ex-addict) were assigned job training programs to increase their earnings [22] . The data set includes 185 treated samples (receiving the training) and 2491 controls [23] . The binary outcome indicates whether the income after the training is increased or not. The pre-treatment variables are demographic features such as age, education level, marriage status and whether an individual was employed previously.
College Distance is a high school survey data set [24] , containing students' demographics and their educational attainment. We use 'base year composite test score' as the treatment variable, and intend to estimate its effects on the binary outcome, 'getting a bachelor degree or not'. The other variables are those remaining demographic attributes, e.g. gender, race, family income and family owning home.
Both the Adult and Cencus (KDD) data sets are retrieved from the UCI Machine Learning Repository [25] . We keep the variables that potentially affect salary, and convert the variables to binary variables for easy interpretation. Note that the parent discovery process in DEEP using the PC-Select algorithm is similar to feature selection in a normal classification task. So high dimensionality is not a problem. However, we still pre-process the two data sets as described above mainly for good interpretation since there is no ground truth for treatment effect heterogeneity about the data sets and we need to understand the discovered patterns. Variables included in the pre-processed data sets are age, sex, education level, work categories and working full-time or not. For both data sets, we use 'having a college degree' as the treatment, and estimate its effects on the outcome 'yearly income over 50K or not'.
Baseline methods and parameter setting
We compare DEEP with two state-of-the-art methods for discovering heterogeneous causal effects: Interaction Tree (IT) [8] and Causal Tree (CT) [9] . Fundamentally, treatment effect patterns reflect treatment effect heterogeneity, and the two methods are well known methods for identifying treatment effect heterogeneity. Additionally IT and CT are tree based methods and their results can be mapped to patterns. Each path from the root to a leaf can be interpreted as a causal pattern for the comparison with the patterns identified by DEEP.
IT recursively partitions data to maximise the heterogeneity of treatment effects across subpopulations. Pruning and validation are used for determining the best tree size. Terminal nodes are merged if they have homogeneous treatment effects. CT partitions a data set to subgroups, each of which has a low variance in treatment effect estimation. It recursively partitions the data set in the same manner of constructing a decision tree and stops tree growing based on the homogeneity within subgroups.
We use the CT implementation available at https://github.com/susanathey/causalTree by authors of [9] . All experiments have been performed with the default parameters. For IT, we use the R implementation available at http://biopharmnet.com/subgroupanalysis-software/ with the default parameter settings. The confidence level (γ) for DEEP is 95%. In DEEP, we have employed the R implementation of the PC-Select algorithm in [19] to learn the parents of Y , where the p-value (α) used for the PC-Select algorithm is 0.01.
Homogeneity within each subgroup discovered
We firstly show the differences between the treatment effect patterns found by DEEP and the causal patterns identified by the other two methods (IT and CT), using some exemplar patterns from the Census data set as in Table 3 . In the table, for each method, we show one pattern discovered by the method in the 'Discovered' row. A discovered pattern can be specialised to a number of more specific sub-patterns. We call the more specific sub-patterns implied patterns (shown in the 'Implied' rows) since when we have a general statement, the more specific statements are implied. In the DEEP method, the implied patterns are explicit and more interpretable as the patterns are defined on the parents (direct causes) of Y only. This is a strength of DEEP since the contexts for patterns are explicit and verifiable by domain experts. For IT and CT, the whole covariate set is used to determine patterns and the specific sub-patterns are those defined on the whole covariate set. If the covariate set has not been carefully chosen, the discovered patterns and implied patterns can be wrong.
For DEEP, from the table the signs of the discovered treatment effect patterns and their sub-patterns are consistent, and all the sub-patterns have the same signs too. Both IT and CT do not use all parents of Y in their trees, which is understandable since simple trees are preferred. The implied specific sub-patterns of a discovered pattern by IT and CT may have different signs from the discovered pattern. In Table 3 both methods have sub-patterns inconsistent with the discovered patterns. i.e. '?' versus '+'. In the worse case, the sign of a sub-pattern can contradict to the sign of a general pattern. In contrast, DEEP has a mechanism to maintain the homogeneity of implied patterns.
From the examples in Table 3 , DEEP has demonstrated a better capability in finding a pattern within which the treatment effects are more consistent, i.e. the patterns found by DEEP have better inner-group homogeneity. This is important To quantify the homogeneity of the patterns found by a method, we specify that a discovered pattern is consistent if its sign and the signs of all its sub-patterns are the same; inconsistent if the sign of a sub-pattern is opposite to the pattern's sign; uncertain or unknown if the sign of a sub-pattern is uncertain. Figure 2 shows the results of consistency evaluation of DEEP, IT and CT with the four data sets. The coloured bars in Figure 2 show the portions of consistent (blue), inconsistent (orange), and uncertain (grey) patterns discovered by the three methods. If a method fails to find any pattern, there is no bar shown for the method. DEEP achieves higher innergroup homogeneity than the other two methods in the patterns discovered from all four data sets.
Cross validation
We evaluate and compare the performance of DEEP with the other two methods using cross validation. 2-fold cross validation is selected to leave enough test samples for calculating the 'approximal ground truth' as described below. Since the ground truth of treatment effects is not observed for an individual, as done in [9, 26] , for a test sample that matches a trained pattern, we extract all the samples described by the pattern, and form the treatment and control groups of the extracted samples by matching, and then calculate the 'approximal ground truth' of the treatment effect of the test pattern as the difference of the average outcomes in the treatment and control groups. If the sign of the trained pattern contradicts to the sign of the 'approximal ground truth', it is a false positive (f p). Otherwise, it is a true positive (tp), and the accuracy is defined as tp/(tp + f p). We run the experiments for 20 times independently to obtain the average accuracy. Table 4 shows the results of the three methods. We see that the IT and CT methods may fail to find significant patterns from some data sets, while DEEP works well in all four data sets, and achieves overall the best accuracy on most data sets. A main reason for DEEP to achieve better performance is that it employs a bottom-up search strategy that facilitates the discovery of specific subgroups for which the treatment has a significant effect on the outcome. 
Parameter sensitivity
We test the performance of DEEP with different parameter settings of α and γ. The results listed in Table 5 show that DEEP is not sensitive to the parameters and it consistently works well. Note that DEEP fails to find any pattern from the Lalonde data set when the confidence level γ is equal to 99% since the data set is small.
Scalability
We apply DEEP and the other two methods to the subsets of the Census data set, with 5K, 10K, 50K, 100K, 150K, 200K and 250K samples randomly extracted, respectively. Figure 3 shows the execution time (in seconds) of DEEP (left) and all the three methods (right). From Figure 3 (right), we see that CT is the most inefficient method compared to DEEP and IT, and it may be infeasible when the number of samples is large. The main reasons are (1) CT employs regression to calculate propensity scores [27] for matching; and (2) CT needs to estimate average treatment effects in each split of the tree construction. Both DEEP and IT scale well in term of the size of the data sets. DEEP is faster than IT, and its execution time is less than 1s even on the data set with 250K samples.
Related work
Great research efforts have been made on the research of treatment effect estimation [6] . The potential outcome model [11] has been widely used in many areas to estimate average treatment effects [7, 28] . Under the model, many regression [29] and matching based methods [13] have been developed to address the 'fundamental problem of causal inference' [30] (for an individual only one possible potential outcome can be observed at a time).
Conditional average treatment effects are commonly analysed to detect treatment effect heterogeneity as average treatment effects vary in various subgroups of a population. Su et al. [8] used recursive partitioning to construct the interaction tree (IT) for treatment effect estimation in different subgroups. Foster et al. [31] introduced the virtual twins method to define subgroups with enhanced treatment effects. In [10] , random forest was employed to predict the probability of an outcome given a set of covariates and CART was used to find a small set of covariates strongly correlated with the treatment to define the subgroups. Dudik et al. [32] developed an optimal decision making approach via the technique of Doubly Robust estimation. Athey et al. [9] built the Causal Tree (CT) to find the subpopulations with heterogeneous treatment effects.
A small but growing attention has been paid to individual treatment effect estimation from observational data. A stream of research is to involve 'pre-treatment' and 'post-treatment' observations from time-series data to measure individual treatment effect [33] . Another main stream is to impute the counterfactual outcomes based on observed outcomes to estimate individual treatment effects. Bayesian and matching methods are typically utilised to reduce the bias during the imputation procedure [34, 35] .
Distinct from the existing work, our method has been designed to (1) detect the most specific patterns to best fit individual circumstances; and (2) guarantee the consistency of treatment effect in a generalised subgroup by using the bottom-up strategy.
Conclusions
In this paper, we have proposed the treatment effect patterns to represent treatment effect heterogeneity. We have also developed DEEP, a new and fast algorithm for identifying the patterns in data. DEEP uses a bottom-up search method to identify CATEs in the most specific subgroups in data with respect to the covariate set of an outcome, and aggregates the subgroups following a consistency driven strategy so the resultant more general group will not contain inconsistent treatment effects. The treatment effect patterns are specific and consistent and are suitable for personalised decisions. DEEP is faster and deals with large data sets easily. The experiments demonstrate the reliability of DEEP for treatment effect heterogeneity discovery and its accuracy in term of high homogeneity within the discovered subgroups in comparison with the two existing approaches. DEEP has great application potentials. The future work will be applying and extending DEEP to assist personalised decision making in various application areas.
