In this paper we study the dynamics of a system of two linearly coupled, parametrically driven pendulums, subject to viscous dissipation. It is a continuation of the previous paper (E.J. Banning and J.P. van der Weele (1995)), in which we treated the Hamiltonian case. The damping has several important consequences. For instance, the driving amplitude now has to exceed a threshold value in order to excite non-trivial motion in the system. Furthermore, dissipative systems (can) exhibit attraction in phase space, making limit cycles, Arnol'd tongues and chaotic attractors a distinct possibility. We discuss these features in detail. Another consequence of the dissipation is that it breaks the time-reversal symmetry of the system. This means that several, formerly distinct motions now fall within the same symmetry class and may for instance annihilate each other in a saddle-node bifurcation. Implications of this are encountered throughout the paper, and we shall pay special attention to its effect on the interaction between two of the normal modes of the system.
Introduction

The system and its motions
In the previous paper [1] we studied a Hamiltonian system of two identical parametrically driven pendulums, coupled by a linear torsion spring. This provided us with a good idea of the dynamical structure, but since in practical situations (some) -cis°' "
. . " " ""] '". dissipation is always present, we had yet to include this into our model to make contact with experiments. Now, the dissipative forces in a pendulum system will, in general, include various terms: a term which depends solely on the sign of the velocity, one which is linear in the velocity, one quadratic in the velocity, and perhaps even terms of higher order [2] . Our main interest, however, is not to model any specific dissipative force, but to study the generic effect of dissipation on the dynamics of the system and, in particular, on the phenomenon of mode competition. We will therefore keep our equations of motion as simple as possible and adopt a dissipation which is linear in the angular velocity of the pendulums, the so-called viscous damping. This kind of damping is the one generally used by other authors as well, and this choice therefore has the additional advantage that it facilitates a comparison with other theoretical work, in particular with that of Skeldon et al. [3, 4] . Here the damping is represented by the 7 terms3, and the remaining parameters are as before: the coupling parameter K, given by 2) 3Note that this choice of dissipation corresponds to viscous damping in the pivots and is not a good model for the resistance due to the pendulums' motion through the air. A realistic model for the air friction would involve a non-angular (but vertical) component, since the whole system is being moved up and down.
where C is the torsion-spring constant, and the function f(t), which contains the driving force,
f(t) = ~(g + AI2 2 cos ~t). (1.3)
In the numerical calculations we will always take the length of the pendulums to be /=lm. We sometimes find it convenient to work with normal coordinates, given by (/)1 ~ °Ql ~-02, ff)2 ~-01 --02"
The equations of motion then become ;/;, + 2f(t)sin½ , eos 4,2 + = 0, ~' /J2 + 2f(t)sin½~b2 cos½ 4~ + ;'~2 + 2Kq52 = 0.
(1.4a) (l.4b)
{I.5a) (l.5b)
We study the dynamics of the system by means of its periodic orbits, focusing on those of period T and 2T (where T = 27t/Q is the period of the driving} since these correspond to the dominant motions. Also quasiperiodic and chaotic orbits bifurcating from these will play an important role in our analysis. Each periodic orbit corresponds to one or more fixed points in stroboscopic phase space and its linear stability properties are reflected by four eigenvalues. When all eigenvalues lie inside the unit circle the orbit is stable, which means that it is an attractor in phase space. When one of the four eigenvalues lies outside the unit circle the orbit is called semi-stable; for all practical purposes, of course, such an orbit is not stable. An orbit is totally unstable when two of its eigenvalues lie outside the unit circle.
From Fig. 1 it is clear that the system (but not necessarily its motion} is unchanged by the operations of reflection, exchange of pendulums, and time translation by one driving period. Alternatively stated, the equations of motion (1.1) are equivariant 4 with respect to the symmetry transformations R: (01, O61, 02, O62, t) -~ ( -0t, -O61, -02, -O62, t), ( 
1.6a)
E: (0t, O6,, 02, O62, t) -~ (02, O62, 01,o61,t), (l.6b) T: (01, O6,, 02, o62, t) --* (~91, O61,02, O62, f ~-2rt/f2).
{1.6C)
These are not necessarily the only symmetries of the system (we have ignored the rotational symmetry) but they are the ones relevant in the present context. It should be noted that the three transformations (1.6(a) (c)) are their own inverse, i.e., applying a symmetry transformation twice is the same as doing nothing at all. (Note that we "~The equation .~ = ,q(x, t) is said to be equivariant with respect to the operation 11 if tl,~c -,q(qx. t). restrict ourselves here to motions which repeat themselves every 2T seconds. For these motions t = 2T can be identified with t = 0 and is T its own inverse.) Every combination of these symmetries is also a symmetry of the system; thus, the operations R, E and T generate the symmetry 9roup Z2(R) z Z2(E) × Zz(r). Here Z× represents the so-called cyclic group of order 2, which is to say that it contains two elements, namely, the identity transformation I and a non-trivial element. Now, the oscillations we are interested in possess all, some or none of these symmetries. Motions with a lesser degree of symmetry are created by means of equal period bifurcations, also known as symmetry breaking bifurcations. That is, when a motion with symmetry group structure Z2 xZ2 undergoes a symmetry breaking bifurcation the resulting motion will have a group structure Z2. Analogously, the symmetry broken daughter of a motion with group structure Z2 will be invariant under the identity transformation only. We will come back to the symmetry approach in detail in a forthcoming paper [5] , but in the present paper we already use some of the results derived there (for instance, that the presence of certain symmetries in the oscillations can prohibit period doubling or Hopf bifurcations).
It is also worthwhile to note that the system does not possess the symmetry of time-reversal. That is, the equations of motion (1.1) with 7 > 0 are not equivariant with respect to the transformation (31, 9x, 02, 92, t) ~ (tgl, --91, ~2, --92, --t); this symmetry is only present in a Hamiltonian context, for which 7 = 0. We will witness the consequences of this throughout the paper, and especially in Section 3.3, where we discuss the mixed motions.
The possible motions in this system can be divided into four categories, depicted in Fig. 2 . First of all, we have the motion in which both pendulums move only in the vertical direction (following the bar), with 31(t) = 02(t) = 0 for all time. This is called the downward equilibrium motion, or 0-motion. This trivial motion is indeed a special one, since it is the only motion which possesses all the symmetries present in the equations of motion.
The second motion type is the one for which both pendulums move in phase with each other, i.e., 01(t)= ~92(t); we denote them as 1-motions. It is evident that all 1-motions possess the exchange symmetry (E), i.e., exchanging the pendulums does not change the motion (see also Fig. 2 ). In phase space the orbit of such a motion lies in the (invariant) plane for which ~b2 = 0, ~2 = 0, known as the 1-plane. Eigenvalues associated with directions parallel to the 1-plane will be called 1-eigenvalues. For the third type of motion both pendulums move in exact counterphase with each other, i.e., ~91(t) ---32(t). These motions are called 2-motions and are symmetrical with respect to the combined operation of reflection and exchange (RE). In phase space the orbit of this motion lies in the (invariant) 2-plane, defined by ~bl = 0, ~ = 0. Eigenvalues associated with directions parallel to the 2-plane will be called 2-eigenvalues.
Finally, we have the M-motions, or mixed motions. All motions which cannot be characterized as either a 0-, 1-or 2-motion fall into this category. In general, the orbit in phase space of an M-motion is not restricted to a two-dimensional plane but uses all four dimensions. Motions which belong to this class can, but need not, possess any of the symmetries of the system. We shall calculate the regions of stability in the (A, Q)-plane for the most important motions from these four categories. Special attention will be paid to the bifurcations at the borders of the stability regions. We will use the same label-convention for the bifurcation curves as in Ref. [1] . That is, a period doubling bifurcation curve (where an eigenvalue is at -1) will be labeled with bold lowercase characters (a, 6, c .... ) whereas equal period (symmetry breaking) and saddle-node bifurcation curves (an eigenvalue at + 1) will be denoted by bold uppercase characters (A, B, C .... ). Hopf bifurcations form an exception to this convention and will be denoted by the character H. It is worth noting that lines labeled with the same character, be it lowercase or uppercase, have all unfolded from the same (K = 0, "t = 0)-line; to distinguish the various lines we will use roman numbers as indices.
General effects of dissipation
The viscous damping has its effect on the position of the fixed points in phase space, as well as on their stability (governed by their eigenvalues). That is, the stability regions will be (slightly) different from their Hamiltonian counterparts. One of the most prominant changes, for each type of motion, is the appearance of a threshold in the (A, ~2)-plane below which the motion cannot be excited. This threshold phenomenon can best be understood in terms of a work balance between driving and dissipation.
It is obvious that, in order for a periodic motion to exist, the energy pumped into the system by the driving must compensate the loss of energy due to damping. This implies that the driving amplitude A will have to exceed a certain threshold value, which will generally depend on f2. When we rescale time, such that t ~ r = ~2t/2n (which means that the unit of time is now 1), our equations of motion become dimensionless 01 +f~(r)sin ,91 + ~,a~61 + K~(Ol -~2) = 0, (1.7a) 02 +f~a(r)sin t92 ~-)'~2~2 --K~a(~91 -t92) = 0.
(1.7b)
Here the dot represents differentiation with respect to r. The (dimensionless) expressions for the drive-function, the coupling parameter and the damping coefficient are
Sbl
Apparently, the damping in natural units is inversely proportional to f2. We might therefore expect the threshold to depend on O in roughly the same way. This is a good first estimate, but the actual threshold curve is seen to go to infinity even faster than 1/~2. A more refined estimate, suggesting that the threshold goes to infinity roughly as 1/O 2, is given in Appendix A.
Also in the (linearized) stroboscopic map the relevant damping coefficient is y~ rather than just 7. This can for instance be seen in the expression for the product of the four eigenvalues of an orbit with period nT (i.e., the Jacobian of the nth-iterated map), which reads 21 ")~2 "~3 24 = (e-2;'~) n = e 4~,,:./~2.
(1.9)
Also the sum of the eigenvalues (i.e., the trace of the nth-iterated map) is a function of 7c~. Eq. (1.9) shows that the eigenvalues no longer travel on the unit circle (as in the Hamiltonian system) but on a circle with radius e -,,.,,,,/2, depending on f2, from now on called the reduced circle. Bifurcations, of course, still correspond with an eigenvalue breaking through the unit circle. What then happens to the actual orbits themselves? Generally, the maximum deflection of both pendulums will be less than in the Hamiltonian case. Furthermore, motions that were 'in tune' with the driving for 7 = 0 (with the pendulums reaching their amplitude the moment the bar of suspension goes through its lowest point) will no longer have that property for 7 > 0. This is demonstrated in Fig. 3 , which depicts the trajectory of a 1-motion in both the Hamiltonian and in the dissipative system. In phase space this means that the fixed points move away from the axes. This is directly related to the fact already mentioned in the previous subsection, that the timereversal symmetry is no longer present in the dissipative system. These, in a nutshell, are the general features of dissipation. The specific effects may of course vary from motion to motion, and will be discussed in the next sections. In Section 2 we treat the 0-motion, the 1-motions and the 2-motions; Section 3 deals with the mixed motions. Section 4 gives the results of a numerical experiment we performed to establish which motion types prevail in a practical situation, i.e., for initial conditions close to the 0-motion. Finally, in Section 5, we summarize the main results and draw a comparison with related mode competition experiments, e.g. with that of the compound pendulum by Skeldon et al. [3, 4] .
The low-dimensional motions
The O-motion
The stability of the trivial motion, or 0-motion, is determined by the linearized equations of motion ~, +f(t)4), +,,~ = 0, A l/{ O/t) 2 o/2
Likewise, the right tongue corresponds to the instability of the 0-motion with respect to the 2-plane. Its boundaries are given by
3)
It may be noted that the tip of the right tongue lies lower than that of the left tongue, which means that the 2-motion can be excited somewhat more easily than the lmotion. This has to do with the fact that the effective dissipation 7~ = 2rc7/(2 is weaker for the right tongue than for the left one. Another interesting observation is that the intersection point of the two tongues lies at a fixed value of f2 (given by Eq. (B.12) in Appendix B), not depending on the amount of dissipation. At the borders of these tongues non-trivial motions come into existence as bifurcation products of the 0-motion. This can be seen in Fig. 4b , where the 0-motion's eigenvalues and numerical data of the (stroboscopic) phase space at the five points marked in Fig. 4a are presented. Along line al one of the 1-eigenvalues breaks through the unit-circle at -1, and a 1-motion of period 2T is born by means of a period doubling bifurcation. We shall denote this l-motion as a l~-motion. At line b~ the same eigenvalue goes through -1 again, in the opposite direction. Here a reverse period doubling bifurcation takes place, rendering the 0-motion stable once more and giving birth to another 1-motion of period 2T, which we shall call the lfi-motion. Analogously, along lines an and bn one 2-eigenvalue of the 0-motion passes through -1. Here the 0-motion gives birth to a 2c~-and a 2fi-motion, respectively.
The 1-motions
When the 0-motion loses and regains stability in the 1-direction, crossing lines ai and b= from right to left in the (A,~)-plane, it gives birth to a 1~-and a lfi-motion (see Fig. 5a and Fig. 5b ). The symmetry group of these motions is given by Z2(RT) x Z2(E), containing the elements RT, E, RET and 1. For small 7 the 17-motion is almost in phase with the driving, the pendulums reaching their maximum deflection shortly before the suspension bar goes through its lowest point. In the lfl-motion, on the other hand, the pendulums reach their maximum speed shortly after the suspension bar reaches its lowest point. In Ref. [1] no mention was made of the lfl-motion since it never became stable. In the presence of dissipation it still does not, but the lfl-motion does play a somewhat more important role now, since it recombines with the l~-motion at the threshold line TI. (This recombination is made possible by the fact that 1~ and lfl fall into the same symmetry class. We will come back to this in a forthcoming paper [5]). In Fig. 6 we have pictured the evolution of the 1 ~-and the lfi-motion as a function of •, at a fixed value of A/l = 0.10. Fig. 7 depicts the stability diagram of the l~-motion. Going from right to left in the (A, Q)-diagram the l~-motion begins its life at line AI, via a period doubling of the 0-motion. Along the upper part of this line it is born semi stable, i.e., unstable with respect to the 2-direction; along the lower part it is born completely stable. At the threshold line T~ the l~-motion ends its life when it recombines with its sister, the lfl-motion. Line T~ connects to the left resonance tongue at a point very close to the tip (see also Appendix A).
Apart from the threshold effect, the changes brought about by the dissipation are not very conspicuous. Along line D~ the symmetrical 1 a-motion still gives way, just as in the Hamiltonian case, to a non-symmetrical l~-motion by means of a symmetry breaking bifurcation [1] . The stable region of the non-symmetrical l~-motion has been included in Fig. 7 . Subsequently, in the narrow corridor between lines Lc and e~ the period doubling route to chaos can take its course.
Also the lines Au~ and RI lie quite close to their Hamiltonian (dotted) counterparts. The interesting thing here is, of course, the unfolding of the former point-connection between the two parts of the stable region. As a consequence the lines Am (which, by definition, is the birthline of the type A mixed motion) and R~ (where, again by definition, the so-called Mixed Phase motion is born, see Section 3) have melted together at two places and seem indistinguishable at first sight. However, a closer inspection of both lines reveals that the bifurcation switches from supercritical so [1], we will take these points to mark the transitions from the lineparts Am:o~ to Rt~ef, and from An[high to Ri. right (see Fig. 7 ). We will come back to this in Section 3, when we discuss the mixed motions.
For the sake of completeness we note that the lc~-motion can also bifurcate into a mixed motion of type C (see Ref. [1] ) some time after it has become unstable along line Dv Because this happens only for unrealistically high values of f2 and A/l, we will not pursue this C motion.
It is perhaps good to say a few more words about the symmetry breaking bifurcation from the symmetrical l~-motion to the non-symmetrical l~-motion. Contrary to what its name suggests the latter does in fact still contain a certain degree of symmetry: its symmetry group is Zz(E). Nevertheless, it is less symmetric than its mother, which has symmetry group Zz(R'I')×Z2(F). This notation might create the impression that the bifurcation is characterized by the breaking of the combination of Reflection and Time translation (RT); there is however some ambiguity here. The symmetry group of the mother orbit contains four elements (RT, E, RFT and 1) and could equally well be written as Zz(RE'I') × Zz(F); in that case one would have concluded that it was the RE'I" symmetry that was broken. The bifurcation is in fact defined by the loss of both RT and RET. The general idea is that the only unambiguous way to characterize a symmetry breaking bifurcation is by listing all the group elements that are lost. In a Z2 context, such as in the present paper, this list always contains 2" elements.
The 2-motions
At the borders of the right instability tongue of the 0-motion one of its 2-eigenvalues crosses the unit circle at -1. Traversing this tongue from right to left we witness the birth of the 2~-motion along line A. and the 2/~-motion at line Bn; the symmetry group of these motions is equal to Z2(R'I') × Zz(ET), with elements RT, E'l', RE and 1. Just as the l~-motion, the 2~-motion is characterized by the fact that, for small ~, the pendulums reach their amplitude shortly before the suspension bar goes through its lowest point (see Fig. 8a ). For the 2/3-motion, on the other hand, the pendulums reach their amplitude (and zero angular velocity) shortly after the suspension bar goes through its lowest point (see Fig. 8b ). Just as the ~ and/3 versions of the 1-motion the 2~-and 2/3-motion annihilate each other in a saddle-node bifurcation at line T. (see Fig. 9 ).
The stability diagram of the 2c~-motion is depicted in Fig. 9 . It is born stable, as one can readily deduce from the properties of the 0-motion along line a, (Fig 4a and  Fig. 4b ). Following the 2a-motion from right to left we observe that the 1-eigenvalues precede the 2-eigenvalues in their journey. They first make a complete tour around the reduced circle (not leaving it when they cross the negative real axis, because of their quadratic nature [1, 5] ), reach the positive real axis and, subsequently, one of them arrives at + 1 along line D~. The 2-eigenvalues follow suit. At line D. the 2~-motion loses its stability, becomes semi stable and gives birth to a stable mixed motion of type D. The symmetry group of this mixed motion is Z2(IZT); that is, the bifurcation is characterized by the loss of the elements RT and RE. Type D is depicted in Fig. 10 ; its stability region is included in Fig. 9 . It has a narrow stable band and soon undergoes a Hopf bifurcation, after which it does not regain its stability. At line Dm one of the 2-eigenvalues of the 2~-motion goes through + 1, in the wake of the 1-eigenvalue and the symmetrical 2~-motion gives way to a non-symmetrical version with symmetry group Z2 (RE); so this bifurcation is characterized by the loss of the elements RT and ET. High in the (A, t2)-plane, where the lines DH and D m lie close to each other, this non-symmetrical motion can even have a stable region. However, because this region lies far beyond the parameter range we are interested in and since at these high values of A/l the motion will certainly be outclasses by rotational and kink-like motions, we will not pursue the matter here. Despite of the fact that the 2~-motion never becomes stable (its 2-eigenvalues reside on the positive real axis and never venture near the unit circle) it will turn out to be of crucial importance in the context of mode competition. We therefore present its stability diagram in Fig. 1 1. The most important line in this diagram is line G. Here, one of the 1-eigenvalues of the 2fl-motion enters the unit-circle at + 1 and in the associated symmetry breaking bifurcation the mixed motion denoted as Mixed Phase is born; we will come back to this motion in Section 3. The 1-eigenvalues of 2fl travel around the whole reduced circle (because of the symmetry of 2fl they cannot enter the negative real axis [1, 5] ) and eventually enter the positive real axis; soon thereafter, at line M, one of them crosses + 1, leaving the 2fl-motion completely unstable.
The main mixed motions
Introduction
The orbits of the 0-, the 1-and the 2-motions are all described by at most two phase space coordinates. Their eigenvalues are grouped in two pairs, associated with perpendicular directions in phase space. For mixed motions this is no longer the case and a new configuration of eigenvalues becomes possible: the quadruplet {)~,)~, 2-le-";'~, ~-~e-"~}. In that case the eigenvalues leave the reduced circle not on the real axis, as before, but in the complex plane (including the imaginary axis). This happens whenever two eigenvalue pairs with opposite Krein signature meet on the reduced circle [1, 6, 7] . Two of the four eigenvalues of a quadruplet can break through the unit circle; the orbit then undergoes a Hopf bifurcation and an extra periodicity is introduced into the motion. If the position along the unit circle where the eigenvalues break through is given by 2~p/q, with p and q relatively prime integers (and 0 < p/q <~ 1), the new period introduced is q. nT. Here nT denotes the period of the original orbit, with T the driving period, and the motions thus generated are said to be frequency-locked to the original motion. If, on the other hand, the position along the unit circle is given by 2~a with a irrational, the new periodicity is not commensurate with the original one; as a consequence the bifurcated motion will be quasiperiodic, appearing in (stroboscopic) phase space as a limit cycle.
In Ref. [1] we considered four types of mixed motions, called A, B, C and D. The most important of these, having the largest stable region in the relevant part of the (A, Y2)-plane, was type A. This mixed motion will be treated in some detail in Section 3.2. Type B is less important, but since it is a symmetry-broken byproduct of A it will be dealt with in the same subsection. Type C only occurs for unrealistically high values of the driving amplitude A (see also section 2.2) and will not be treated. Type D has already been accounted for in Section 2.3.
There are more possible mixed motions than just these four types. For instance, rotational mixed motions or kink-like mixed motions (around an equilibrium of the system in which the torsion spring is wound up) will come into play at high values of All, when enough energy is pumped into the system to sustain them. Indeed, they will eventually dominate all other kinds of motion. But because we restrict ourselves to moderate values of A/l and Y2 and also because we do not need them in order to explain mode competition, we will put them aside.
Another mixed motion is the Mixed Phase motion, or MP-motion. It is born from la at line R~ and from 2fl at line G; its stable region is extremely small. Mixed Phase will be seen to play a crucial role in the understanding of mode competition. Indeed, A and MP together form a link between 1~ and 2ft. We will devote a short subsection to this mixed motion, but leave a detailed discussion for a later paper dealing with nonlinearities in the coupling [8] . The reason for this is that, for linear coupling, the birthlines R= and G run very close together (especially, near the intersection point of the two resonance tongues); this can be remedied by including a third-order term in the coupling between the pendulums.
Mixed motion types A and B
Along the line denoted as AIII the l~-motion (see Fig. 7 ) undergoes a symmetry breaking bifurcation and gives way to a mixed motion. The newly born motion, known as type A, if left with the symmetry group Z2(RT); thus, in this bifurcation the elements E and RE'I" are lost. In Fig. 12 we show the trajectory in real space of type A.
Type A is born stable along Am, low and semi stable along Alll, high; its stability diagram is shown in Fig. 13 , together with that of one of the A-motion's bifurcation products, the B-motion. Two major changes with respect to the Hamiltonian picture (the dotted lines) are apparent. First of all we have the appearance of a (by now familiar) threshold line, denoted as Tin. Here type A is being annihilated in a saddlenode bifurcation together with its counterpart bifurcated from the (unstable) lflmotion. The second change that leaps to the eye is the unfolding of the bifurcation line where the Hamiltonian type A gained stability by means of a symmetry breaking bifurcation and in the process gave birth to the so-called ML-motion; we will come back to this motion in forthcoming papers [5, 8] . In this (Hamiltonian) symmetry breaking the elements t and RTt were lost. The symmetry group of the dissipative Fig. 15b . We will come back to this Hopf bifurcation shortly. Secondly, the A-motion undergoes a symmetry breaking bifurcation (in which the RT symmetry is lost) along line D~v, giving rise to a mixed motion of type B. This B-motion is the first one we encounter which is void of all the symmetries considered in this paper. We will treat type B in some more detail at the end of this section.
Sin Fig. 14 , and in all bifurcation diagrams to follow, stable solutions are represented by solid lines, semi stable solutions by dashed lines, and totally unstable solutions by dotted lines. Bifurcations are indicated by black bullets and Hopf bifurcations have, in addition to this, a spiraled arrow. Without going into details we want to draw attention to a peculiarity in the higher regions of Fig. 13 , namely the two lines curving upwards and intersecting line SNB~. The lower of these is a combination of two bifurcation lines, one belonging to type A (namely the upper part of line D~v) and the other one to the former ML-motion, which have been joined according to the unfolding depicted in Fig. 14b . Analogously, the upper curved line is a smooth combination of the period doubling line of the B-motion and a bifurcation line of one of its former daughters.
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We shall now focus on the Hopf region of the A-motion, a blow-up of which is shown in Fig. 16 . The eigenvalues of the A motion form a quadruplet here, and along the border of the Hopf region two of them cross the unit circle. Along the better part of the border the Hopf bifurcation is supercritical. This means that the A-motion loses its stability and simultaneously gives birth to a stable limit cycle. Along the rest of the border (the upper right-hand side) the Hopf bifurcation is subcritical, meaning that the A motion becomes unstable by swallowing an unstable limit cycle which existed outside the Hopf region. Fig. 17 depicts such an unstable limit cycle just above the Hopf region, at the point marked I in Fig. 16 .
In the remainder we will leave the subcritical part of the border for what it is; we are, after all, interested in stable motions and these are generated only along the supercritical part. The stable region of the limit cycles, frequency-locked orbits en chaotic attractors is shaded in Fig. 16 integers, the series consists of 2q points. The phase is indicated along the border of the Hopf region in Fig. 16 . In the same figure one of these Arnol'd tongue is shown in detail, namely, the ~-tongue, which corresponds to a frequency-locked orbit consisting of 6 points. Inside the tongue we see that the orbit has a complete bifurcational life of its own. Along line x the 6-cycle becomes semi stable (via a period doubling to a 12-cycle). Upon entering the middle region it undergoes a Hopf bifurcation; in the narrow zone along the upper right-hand side it is semi stable and at the borders of the tongue (lines V and Z) it disappears altogether. Within the Hopf region of this Arnol'd tongue we find limit cycles 6 around the (unstable) 6-cycle, which in turn is centered around the unstable A-motion. An example is shown in Fig. 19a . The limit cycles rapidly grow in size and are seen to glue together, resulting in a chaotic attractor centered around the A-motion (Fig. 19b) . Eventually, of course, this attractor will lose its stability just as the chaotic attractors outside the zones of frequency locking. Looking at Fig. 16 we see yet another remarkable feature: when the phase of the eigenvalue quadruplet equals ½ and 2 there are no stable lockings. Recalling that the A motion is quadratic [1] , the phases we are dealing with are actually those of thefirst iterate of the stroboscopic map: ¼ and ½. These are strong resonances and do not give rise to frequency-locked orbits.
Finally, we briefly turn to the B motion (depicted in Fig. 20a and Fig. 20b) , born from type A by means of a symmetry breaking bifurcation along line Dxv. Its stability diagram has been included in Fig. 13 . As stated above, type B is the first 2T-periodic motion we encounter which does not possess any of the symmetries considered in this paper (in the bifurcation the only remaining non-trivial symmetry, liT, was lost). In the Hamiltonian case there are actually two distinct varieties of type B. The first one is born along the line where the eigenvalue pair originally (that is, for K = 0 and 7 = 0) associated with the pendulum performing a symmetrical 2T motion breaks through the unit circle. The second variety begins its existence when the eigenvalue pair originally (that is, for K = 0 and ? = 0) associated with the pendulum in its downward equilibrium is at + 1; this B-motion is closely related to the second-order tongue of 6One may also anticipate frequency-locked orbits around the 6-cycle, resulting in a self-similar structure of Arnol'd tongues within the Arnol'd tongue. parametric resonance. The presence of dissipation has removed the distinction between the two. We thus observe three stable regions (see Fig. 13 ): one to the lower left side, one to the upper right side, and a very thin stable strip just above the left part of B's Hopf region. The B-motion loses its stability either by means of a Hopf bifurcation or via a period doubling. A sketch of the bifurcational structure has been included in Fig. 15a .
Mixed Phase motion
As mentioned in Section 3.2 there is another important mixed motion, known as the Mixed Phase (or MP) motion. It derives its name from the fact that the pendulums move neither in phase with each other (as in a 1-motion) nor in counterphase (as in a 2-motion), but have a phase difference which varies between these two extremes. The stability diagram of the MP-motion is depicted in Fig. 21 . MP is born from 1~ along line R~ and from 2//along line G. Indeed, in the Hamiltonian case this mixed motion forms a continuous solution-branch in the bifurcation tree from the 1~-to the 2//-motion. Fig. 22 depicts MP for three sets of driving parameters: one close to line Rl.l~ft (Fig. 22a) , one close to line G (Fig. 22c) , and one in between (Fig. 22b) .
The MP-motion is born from the Is-motion in a symmetry breaking bifurcation. Along the segment Ri, left this results in a semi stable MP-motion, and along the segment Rl.right the MP-motion is born stable. In the bifurcation the elements E and RET are lost, which leaves MP with the symmetry group Z2(FI'I'). (Note that this puts MP in the same symmetry class as the A-motion; indeed, the two motions can grow towards and even annihilate each other.) The connection with the 2//-motion also happens via a symmetry breaking bifurcation. Not surprisingly, the symmetry elements lost in this bifurcation are liE and E'I'. In the Hamiltonian system MP possessed a symmetry breaking bifurcation line. Just as the symmetry breaking bifurcation line of type A this line originated at the point-connection between the two stable regions of the Ice motion (see also the previous subsection) and involved the loss of (combinations of) time-reversal. Since these symmetries are no longer present in the dissipative system, the bifurcation has unfolded into a continuous solution-branch and a saddle-node line, denoted as SNeer,. The unfolding has schematically been depicted in Fig. 23 . For 7 = 0 and also for 7 sufficiently small the MP branch is seen to contain a Hopf bifurcation, but for the present value of 7 (7 = 0.1 s-1) this Hopf bifurcation is no longer present. It has been 'swallowed' by the saddle-node bifurcation SNleft-
In Fig. 24 we show the bifurcational structure along the arrow marked I in Fig. 21 . in the diagram this stable branch connects with line SNBn (associated with the A-motion). The transition from the former to the latter situation takes place at (R, where SNBH smoothly joins with RI, right. All this is made possible by the fact that A and MP belong to the same symmetry class, or in other words, by the dissipation. As can be seen from Fig. 21 lines RI, SNleft, SNright and G run extremely close together near the intersection point of the resonance tongues. Establishing the character of the interaction between let and 2fl in this region is therefore a complicated task and not very useful, since for all practical purposes the lines coincide. Indeed, analytical investigations (averaging the equations of motion and subsequently performing a center-manifold reduction) close to the intersection point of the two resonance tongues show that the problem is near-degenerate. One way to lift (part of) this degeneracy is to include extra non-linear terms in our equations of motion, for instance a third-order coupling term. A more detailed discussion is therefore postponed to a forthcoming paper dealing with non-linear coupling [8] .
A numerical experiment
We have now charted the system's most prominent motions and we have seen that in many regions of the (A, t2)-plane, for given values of K and 7, various of these motions are simultaneously stable. Which of them manifests itself in practice depends on the initial conditions and on how the experiment is performed. One of the most natural choices for the initial condition in phase space is to randomly pick one close to the 0-motion, and as far as the experiment is concerned there are two standard approaches. The first one is to start with parameter values outside the resonance tongues and adiabatically change A and/or £2 to enter the tongues. For example, if we traverse the tongues from right to left (adiabatically lowering the value of Q), we would most certainly follow the continuous transition via symmetry breaking bifurcations from the 0-motion through the 2~-motion to the type D mixed motion. Or, if we would start under the left resonance tongue and adiabatically increase the value of A we could, for instance, witness a transition from the 0-motion to the let-motion, and then to a mixed motion of type A or MP. This is in fact the kind of experiment we have done numerically up to now. Another, equally natural experiment is to pick any combination of A and f2, release the pendulums from somewhere close to the downward position, turn on the drive mechanism and observe in what motion the system eventually settles down. This will obviously be the 0-motion in parameter regions where it is stable, but what happens inside the resonance tongues? The answer is given in Fig. 25 , where the outcome of this (numerical) experiment is displayed.
The thing we actually measure in this experiment is in which motion's basin of attraction in phase space the chosen initial condition lies. (Incidentally, one and the same initial condition was used in all calculations.) In some regions of the (A, f2)-plane, when there is only one basin of attraction close to the origin, this will give an unambiguous result; in other regions, however, when there are several basins (often delicately intertwined) the outcome depends sensitively on the initial condition. In particular, when two basins of attraction occupy equal volumes of phase space near the origin, our randomly picked initial condition will have equal probability to settle in any of the two attracting motions.
It does not come as a surprise that in the non-overlapping part of the right resonance tongue the 2~-motion (dark green) dominates; it has few, if any, rivals. On the other side, in the non-overlapping part of the left tongue, the structure of Fig. 7 is clearly visible: when 1~ (light blue) is stable, it is often the dominant motion. (One might remark that 2~ is also stable in most of the non-overlapping part of the left resonance tongue. However, in this region the 2~-motion already has too large an amplitude to emerge as an attractor near the origin of phase space). Despite its strong presence, the lc~-motion concedes some ground to type A (orange) and to kink solutions (dark purple). A typical example of a kink solution is depicted in Fig. 26 . The stable region of type A (see Fig. 13 ) can also be recognized, and at the upper boundary one even discerns the bifurcation from type A to type B (silver gray). For even higher values of the driving amplitude one encounters a brown region. Here the experiment has not yielded any conclusive outcome even after 20 000 driving periods. This means either that the convergence to a periodic or quasiperiodic motion is extremely slow, or that the pendulums are performing a chaotic motion. The brown region is seen to cover a considerable area in the upper left corner of the diagram. Towards the right (still for high values of the driving amplitude A) rotational motions (light purple) take over, interlaced with orbits of high period (dark blue) and quasiperiodic motions (yellow). In this region we also sporadically find chaotic motions; the corresponding black dots are just barely discernible. Indeed, in these high regions of the (A, f2)-plane the energy pumped into the system is so large that we encounter a lot of exotic motions. They clearly play an important role for the coupled pendulums and yet the figure shows that we were justified in not treating them. We are, after all, mainly interested in the phenomenon of mode competition (involving the "/2 3j As expected, the MP-motion (red) plays a minor role in this experiment, since it is stable only within a narrow strip in the (A, (2)-plane, depicted in Fig. 21 . Under the circumstances, it is gratifying that almost the complete stable strip is visible. More precisely, in the part where MP and 2~ are stable (but 1~ is not) the MP-motion shows up, which means that it has a stronger hold on (the neighborhood of) the origin of phase space than 2~. But in the part of the strip where all three are stable (1~, 2:~ and MP) the l~-motion dominates.
In the region where the two resonance tongues overlap, we observe the l~-motion gradually taking over from the 2~-motion. This transition does not begin immediately after stabilization of the l~-motion at line Alll,hig h. This is because the Is-motion. when it becomes stable, has already traveled a considerable distance from the origin m phase space. Hence, its (initially small) basin of attraction has to grow a while before it enters the neighborhood of the origin. Until then the l~-motion does not show up in this experiment. It is interesting to note that in the higher part of transition region, where the system hesitates between 2~ and l~, the pendulums often find a third way out and settle down in more complicated motion (of period higher than 2T) instead.
Summary and conclusions
In this paper, which is a continuation of Ref. Ell, we have studied the dynamics of two parametrically driven, linearly coupled pendulums, subjected to viscous dissipation in the pivots. We charted the regions of stability of the prominent motions: the trivial motion (0-motion), the 'normal modes' (1-and 2-motions) and the mixed motions A, B, D and MP.
For the 1-and the 2-motion the most important change brought about by dissipation is the appearance of threshold curves in the (A, Y2)-plane, below which the motions do not exist. These curves are seen to rise asymptotically towards the A-axis, indicating that for decreasing values of ~2 (i.e., for growing amplitude of the pendulums) more and more energy has to be pumped into the system to overcome the dissipation.
For the mixed motions one also finds threshold curves; in addition, two other phenomena present themselves which deserve even more attention. The first of these is the quasiperiodic route to chaos. This route is made possible by the fact that the mixed motions (in contrast to the normal modes) can undergo Hopf bifurcations [5] . We used mixed motion A to demonstrate the route, because its Hopf region is so big and lies in a central part of the (A, Y2)-plane. At the border of this region the A motion undergoes a Hopf bifurcation, becoming unstable. Whenever the bifurcation is supercritical stable limit cycles are created, which subsequently undergo period doubling bifurcations to end up as a chaotic attractor. Eventually, the chaotic attractor is destabilized by way of a so-called crisis, that is, it collides with the basin of attraction of, say, a 0-motion or a kink-solution. In some cases the chaotic attractor has time to 'glue' together with another chaotic attractor, restoring some of the motion's symmetry; quite often, however, the destabilization of the attractor takes place before it has had a chance to glue, or even before it has completed its period doubling route to chaos. An interesting variation of the above sequence of events is observed when the two frequencies of a (stable) limit cycle are commensurate. This gives rise to frequency lockings in regions which are commonly known as Arnol'd tongues. The lockings turn out to have a complete bifurcational life of their own, including period doublings and Hopf bifurcations.
So much for the supercritical Hopf bifurcations. There is, however, also a considerable part of the border of the A-motion's Hopf region where the bifurcation is subcritical, involving unstable limit cycles. In this case there is no quasiperiodic route to chaos. Similar behavior is also found in the Hopf regions of the other mixed motions (B, D and MP), only on a much smaller scale in the (A, Q)-plane.
The second phenomenon, recapturing the title of this paper, is the competition between two normal modes via mixed motions. The MP-motion proves to play a crucial role here. Away from the mode interaction point (the intersection point of the two resonance tongues) MP and A together form a link between the 1~-and 2fl-motion. This is made possible by the fact that dissipation breaks the time-reversal symmetry of the Hamiltonian system, thereby putting MP and A in the same symmetry class (see also Ref. [5] ). Close to the mode interaction point the issue is less clear, due to the fact that in this region the birthlines of MP, lines RI and G, run extremely close together.
The mode interaction as found in our pendulum system is analogous to the experimentally observed mode interaction in for instance a vibrating bowl of water [9,10] and a driven double pendulum [3, 4] . Indeed, our bifurcation lines R~.righ, Am, high and G can also be recognized in these systems. In the fluid system these lines are called c and e by Crawford et al. (see Ref. [1] Fig. 7) , and in the double pendulum system So and se (see Ref.
[3] Fig. 2 ). The reported mixed modes are to be compared with both the MP-and the A-motion. However, a detailed comparison is not opportune yet since, near the mode interaction point, our (linearly coupled) system has a higher degree of degeneracy than the double pendulum and the vibrating bowl of water. This degeneracy can be lifted by the inclusion of additional nonlinearities in our system. In a forthcoming paper we shall see that an extra, non-linear term in the coupling between the pendulums already works wonders [8] .
On a somewhat higher level of abstraction, however, the mode interaction takes place in much the same way in all three systems. That is, the group theoretical structure of our problem is the same as that of the double pendulum, and very similar to that of the fluid experiment. This will be discussed in a separate paper [5] .
annihilated together with its fl counterpart, the pendulum is observed to lag behind the forcing by about one quarter of the driving period. Thus we set:
where the sine term allows for a possible deviation of the phase lag from ¼ T. This leads to
On the other side of the work balance, we have to calculate the work done on the pendulum by the drive mechanism. This is given by In Fig. A1 we have drawn the line given by Eq. (A.6) for several values of (, together with the resonance tongue (given by Eq. (2.2) in the main text, and also in Appendix B). For ( = 0 the dissipation threshold joins smoothly with the tongue, while for any ( # 0 the line given by Eq. (A.6) intersects the border of the tongue twice, which would imply a (quite unphysical) discontinuity in the slope of the threshold. Thus, we conclude that ( = 0, that is, the phase difference between the driving and the pendulum motion is exactly ¼T in the harmonic regime 7. It also means that 0 can be identified as the actual amplitude of the oscillation. For low values of f2 the motion is of course far from harmonic and the above approximation fails. For these values of f2 we can however establish a lower limit for the threshold, by overestimatin9 the amount of energy pumped into the system by the driving and underestimatin 9 the amount of energy lost to dissipation. In Fig. A2a we have depicted the cos f2 t and sin ~9 9(t) terms, which appear in the expression for W. The figure shows that the phase difference between the driving force and the pendulum's oscillation is apparently still ¼T at these large amplitudes and one can infer that the desired upper limit for W is obtained by substituting a block-function for the driving term, giving Now let us find a lower bound for the amount of energy lost due to dissipation. Taking Dmi n = 0 would be trivial, but we can do better than that. Consider Fig. A2b , displaying the projection of a typical trajectory of the pendulum onto the (,9, o6)-plane. Eq. (A.1) tells us that the dissipation integral equals 7 times the area covered by the solid curve. The shape of this curve is something between a diamond (with area 2tgmax ~max) and an ellipse (with area ~gmax ~max); the diamond may be used to get the desired underestimate. Along the threshold ~gmax and 0max vary as a function of Q, and we may put We would like to know the dependence of ~gma x and h on ~2, in order to express the lower bound for the threshold solely in terms of f2. Now, the amplitude of a pendulum oscillation (and of the symmetrical 1-motion in the two-pendulum system) is never seen to go beyond ~, just as in the absence of driving, and approaches this value when we decrease f2. This is corroborated by Fig. A3 , where we have plotted the numerically obtained amplitude 'gmax as a function of f2. In the same figure the function h(f2) is given, which is seen to approach a value close to 2 for sufficiently small f2. It is intriguing that this same value would also be found for a non-driven, non-dissipated pendulum. In that case energy conservation gives the following relation between 0max and OOmax : For Ornax ~ ~ we find 0max ~ 2,,~ = 6.26, which happens to be approximately equal to 27t ,~ 2~gmax. So, for the non-driven pendulum without dissipation we also have h ~ 2 for amplitudes close to ft. Putting Om~x = Z and h(f2) = 2 into Eq. (A.10) gives A_ ~,7~ 2 (A.12) 1 2-(2 2'
We have drawn the curves given by Eqs. (A.6) (dashed) and (A.12) (dotted) in Fig. A4 . The solid curve represents the real, numerically obtained threshold for the symmetrical 1-motion. From this figure it is clear that the harmonic estimate, given by Eq. (A.6), is indeed only valid for frequencies close to the birthline of the 1-motion, i.e., for very small motion amplitudes. We also see that Eq. (A.12) is indeed a lower bound for the threshold for sufficiently small values of f2.
In this appendix we will derive the expressions (2.2) and (2.3) in the main text, for the borders of the region of stability for the 0-motion. The method closely resembles the one outlined by Landau and Lifschitz in Ref. [13] .
The equation of motion governing stability of the 0-motion with respect to perturbations in the 1-direction is given by 
