Abstract Multi-view registration is an essential step in order to generate the side information for multi-view Distributed Video Coding. As stated in our previous work (Ciobanu and Côrte-Real, Multimed Tools Appl 48(3):411-436, 2010) it can be achieved by SIFT (scale-invariant feature transform) generated keypoint matches. The registration accuracy is vital for the adequate generation of side information and it directly depends on the reliable match of possibly all the available point to point correlations between two complete-overlapped views. We propose a solution to this problem based on iterative filtering of SIFT-generated keypoint matches, using the Hough transform and block matching. It aims the generic, real-life and constraintfree scenarios having an arbitrarily close angle between the two views. Practical results show an overall significant reduction of the outliers while maintaining a high rate of correct matches.
to one matching. It has been proven to be the most robust local invariant feature descriptor. An extensive performance evaluation of various descriptors is presented in [20] .
Recently there has been a growing interest for SIFT applicability in a wide range of research areas like image stitching [4, 14] , scene matching [16] , 3D modelling [7, 21] , image retrieval [9, 13] , object recognition and tracking [15, 25] , face recognition [3, 19] , fingerprint verification [22] and indexing [23] , etc. More references on SIFT can be found in [4, 5, 8, 10, 18] .
Some of these works perform a gross filtering of the SIFT generated keypoints while aiming a specific goal, i.e., [4] uses a probabilistic model for image match verification by dividing the keypoints into two groups, RANSAC inliers and RANSAC outliers, [16] identifies the regions of interest in consumer images and then performs a spatially clustering of the matched keypoints, [7] employs an array of fiducial markers in a 3D scene in order to filter the keypoints, [9] uses an attention model for selecting only those keypoints belonging to salient objects in the scene.
Multi-view registration has been recently an important topic of research in computer vision, as fundamental task in distributed video processing applications. A few solutions towards automatic, generic and flexible camera registration were proposed, usually assuming some context-specific knowledge [1, 2, 11, 24] . In [6] we introduced a generic multi-view registration technique based on SIFT, suitable for most reallife scenarios with complete-overlapped views and an arbitrarily close angle between the two views (see Fig. 1 ). The registration relies on the point to point correlations between the two views as depicted in Fig. 2 .
The SIFT-based multi-view registration (SMVR) described in [6] estimates an approximate overlapping area between two images (correspondent frames), each one captured from one of the views, as illustrated in Fig. 3 .
This area, called "window", is the result of the multi-view registration continuously applied between the two cameras, i.e., there is one determined window for each pair of frames. A window is identified by a precise geometric quadrilateral (usually a rectangle) in a two-dimensional space, indicating the approximate position, angle sequence, from one pair of frames to the next. SMVR is re-applied periodically (e.g., from 10 in 10 frames) for on-the-fly re-correlation of the two video sources.
In [6] we introduced a basic filter for SIFT-generated keypoint matches by exploiting their geometric features in the 2D space. It comprises three methods, as follows: 1) common end-points, 2) match crossings and 3) match direction (angle) coherence. However, the direct impact of the correct match of each individual SIFT-generated correlation on the registration accuracy, and the lack of robust filter methods to be applied on these scenarios regardless of the scene contents, motivated the authors to propose a novel technique for efficient filtering of generated SIFT keypoint matches. Practical results show an overall significant reduction of outliers while maintaining a high rate of correct matches (see Section 4). Moreover, many more correct matches can be provided by raising the SIFT threshold and enforcing viewpoint consistency constraints, as described in this paper. The algorithm also attempts to provide a compromise between the more eliminated false positives (outliers) and the more maintained correct matches.
The proposed method continues our previous work [6] and aims to improve multi-view registration for Distributed Video Coding in real-life scenarios (e.g., video surveillance). Accordingly, we assume a complex multi-camera environment (e.g., comprising dozens of cameras), most of them are employed as mobile lightprocessing target cameras with free-motion in the scene. There can be allocated at least one reference camera to capture the entire scene and consequently, there can be used a joint decoder to receive data streams from all the cameras. Given a proper multi-view registration with no a priori knowledge of the instant camera positions, there can be decoded several perspectives (from different viewpoints) of the same scene. The method presented in this paper is designed as a pre-processing step to multi-view registration, at decoder side. We use this approach in order to improve the performance of the system from [6] in these multi-camera environments.
The system attempts to find pairs of two cameras, one target camera and one reference camera, as much correlated as possible, for a proper joint decoding. Consequently, we assume in this paper complete-overlapping between the two views and a reduced 3D viewpoint rotation. Due to the low-processing constraints of the target cameras we evaluated the proposed method using small resolution images (320 × 240), as presented in Section 4. Also, these scenarios do not contain deformed objects since the two images are captured at the same time instant.
In Section 2 we introduce the core fundamentals of our proposed technique for filtering the SIFT-generated keypoint matches, the full details and discussions are provided in Section 3. The achieved results are presented in Section 4. Finally, the conclusions are drawn in Section 5.
Hough-based sorting of SIFT keypoint matches
On performing multi-view registration between two complete-overlapped views having an arbitrarily close angle between them, the generated point to point correlations tend to maintain some overall geometrical consistency due to the same spatial distribution of the scene contents in the 3D space. In Fig. 4 are illustrated four SIFTgenerated keypoint matches: three correct matches and one outlier. The three roundshaped points almost maintain the same 2D spatial configuration in the two views. Unlike them, the cross-shaped point appears geometrically unrelated to the others. In this section we present a technique for sorting the SIFT matches based on the 2D spatial relationships among these points in the two views. In Fig. 5a are illustrated the same two sets of corresponding points. If we consider each view as a 2D space and each SIFT keypoint as an actual geometric point in that space, we can relate them as follows: for each point we build the relation to each of the other points as a segment line (2D relation), we call this the reference point. In Fig. 5a are illustrated the 2D relations of the outlier (cross-shaped) point in each view.
The parameters of each 2D relation (angle and distance) can be determined by transforming the respective line into the equivalent point in the Hough space (r -distance, θ -angle), called the Hough relation, where
and W (width) and H (height) are the original image dimensions as captured from the two views (e.g., 320 × 240). Figure 5b shows the Hough relations of the outlier point, corresponding to its 2D relations from Fig. 5a , as discriminated by color. In Fig. 6 are illustrated the 2D and Hough relations of one of the correct match (round-shaped) points. As noticed in Fig. 6b , the three Hough points in the two graphs almost maintain the same configuration in terms of relative localization, as opposed to the Hough relations of the outlier, shown in Fig. 5b . Next we use these per-match Hough relations to compare the matches among them.
In order to attribute an equal weight to the two parameters, distance and angle, the [−π, π] range for θ is rescaled to [0, R max ], as illustrated in the Figs. 5b and 6b:
where H(r, θ) is a point in the Hough space. There can be defined the displacement D(i) of one Hough point h 1 from one of the Hough graphs from Fig. 6b relative to its corresponding point h 2 (identified by the same color) from the other Hough representation. Finally, a measure MSE H (k) (Mean Squared Error) is computed by summing up all these Hough point displacements:
(a) (b) where N is the total number of points from the initial 2D representation (e.g., four points in Figs. 5a and 6a), and k identifies the pair of reference points (reference match) from the 2D representations (e.g., the two outlier (cross-shaped) points from Fig. 5a , one from each view). Consequently, for each SIFT match k there can be determined a consistency measure MSE H (k) of its geometrical relations by using the Hough transform. In order to compare the matches among them the MSE H (k) values are sorted and normalized as illustrated in Fig. 7 . As expected, the outlier has the highest (rightmost) Fig. 7 The sorted Hough-based MSE values associated with the SIFT matches value and therefore the more inconsistency of its geometrical relations. The match considered as reference in Fig. 6 has the highest consistency, i.e., the lowest (leftmost) value shown in Fig. 7 .
The MSE tagging process of all matches is the base of our proposed filtering method that will be fully detailed in Section 3. Its main goal is to sort the SIFT matches from the most probable correct match to the most probable outlier.
Proposed method for filtering the SIFT keypoint matches
In this paper we propose a generic method for filtering the SIFT-generated keypoint matches. It aims to estimate the number of real outliers and then, using the sorted list of matches described in Section 2, they are eliminated one by one starting with the most probable outlier.
For more robustness some additional considerations are assumed. First, the Hough-based sorting is complemented by a block matching (BM) technique. If we consider each keypoint from each view as central point of a squared block as illustrated in Fig. 8 , there can be defined a second measure MSE BM (k) for the probability of correct match of a SIFT keypoint match k. A scale factor S between the two views is initially determined (see (4) 
where
The choice for this method was made empirically, aiming to find a basic and sufficiently robust technique for quick evaluation of the approximate scale factor. For this objective we explored two criteria: the distant (background) points are more adequate for estimating the scale factor between the two views, since they are less affected by the rotation effect when changing the viewpoint. These points usually provide lower angle variation, as opposed to the foreground (closer) points; secondly, it appears highly unlikely to have at least one outlier between the two matches so that the angles of the joined line segments ([ p 1 , p 2 ] and [ p 1 , p 2 ]) are nearly the same in the two views. However, the accuracy of the scale factor estimation is not critical due to the subsequent normalization of the matched blocks, as described next.
The size M × M of the blocks from the closer (lower) view is fixed (e.g., 64 × 64). The blocks from the distant (upper) view are upscaled to this size (see Fig. 8 ).
Then the MSE for each match k is calculated: where B i, j and B i, j are gray scale pixels from each of the two blocks to be compared, one from each view. Finally, the obtained MSE BM array is normalized and fused with the MSE H array described in Section 2 (see (3)):
The MSE HBM will be used for the actual sorting of SIFT matches throughout this section.
Practical observations showed that outliers usually have big gaps among most of their Hough relations (points), as illustrated in Fig. 5b . Unlike outliers, the Hough relations of correct matches use to have a compact set of points corresponding to the other correct matches (see Fig. 6b ), while the remaining points related to outliers may still appear randomly scattered through the Hough space. Therefore the outliers can be easily distinguished from correct matches due to their general random relations (points) in the Hough space. Consequently, we chose to heavily weight all the gaps in the Hough space by accumulating them as much as possible, using MSE (Mean Squared Error). A similar approach was used for block matching.
More robustness is provided by iteratively eliminating one assumed outlier at a time (per iteration) and rebuilding the relations among the remaining matches, i.e., regenerating the MSE H array and obtaining a new MSE HBM array used for comparison in the next iteration, until three matches left. The iterative elimination is used for match sorting only. The sequence of eliminated (sorted) matches usually comprises a series of real outliers followed by a series of correct matches. The actual elimination of real outliers is performed in the last step (see the algorithm from Section 3.1).
Algorithm
The proposed algorithm for filtering the SIFT matches is structured in four steps as depicted below. More details and discussions are provided in Section 3.2.
Begin algorithm
Read reference image, target image, SIFT matches, (algorithm) threshold. Execute decision: select the first Nro (the estimated number of real outliers from Step 3) matches from the array of eliminated matches; they are considered the list of estimated real outliers; eliminate them ! Consider the remaining matches from the array of eliminated matches as the actual set of filtered matches Display results: total match count, total number of outliers (including the common end-point outliers from
Step 1), the list of filtered (remaining) matches End algorithm
Algorithm discussion
The processing of the MSE arrays is a key component of the algorithm, i.e., it enables the sorting (classification) of the matches, from the most probable correct match to the most probable outlier. Therefore, we first consider an example in order to discuss the mechanism of processing the MSE arrays from one iteration to the next. The other aspects of the algorithm are not covered in this example.
In Fig. 9 is shown an example of computed MSE arrays in Step 1 and in the first iteration of Step 2. The number of SIFT generated matches is five (indicated as M1-M5) and among them there is one real outlier (M4).
In Step 1 are computed the MSE arrays for the first time, as illustrated in Fig. 9a . Then the average array is sorted, as shown in Fig. 9b . Note the changed order of the matches. The real outlier (M4) is placed at the rightmost position of the sorted average array. Figure 9b exposes the high discrepancy between the outlier's value and the others. M4 has the highest value and therefore this is the match to be eliminated in the first iteration of Step 2 (illustrated as "marked for elimination" in Fig. 9b ).
In the first iteration of Step 2 is eliminated the last match (M4) from the average array. The eliminated match (assumed outlier) is likely to previously have affected the overall Hough relations, before elimination. Therefore, the normalized Hough array is rebuild (see Fig. 9c ). Note the overall change of the Hough array compared with the one from Step 1 (see Fig. 9a ). The normalized BM array is kept unchanged, as previously computed in Step 1 (see Fig. 9c ). Jointly with the newly updated Hough array it is used to rebuild a new average array which is subsequently sorted, as illustrated in Fig. 9d . This time the match M2 is "marked for elimination" and the second iteration of Step 2 begins, following the same process as for the first iteration.
The last iteration of Step 2 has only three matches left. After eliminating the assumed outlier and rebuilding the normalized Hough array, the two values from this array (corresponding to the remaining two matches) are both equal to one (the maxim value), i.e., the two matches share the same Hough relation (the only one left, that is the one from one match to the other). Consequently, the two matches are not useful anymore to distinguish an outlier and therefore, the iterations from Step 2 end at this point.
Throughout Steps 1 and 2 the three MSE arrays (the Hough array, the BM array and the average array) always have the same number of elements as the number of remained matches at that point. Each position k from each array is used to store the corresponding value of the match Mk. Given the a priori knowledge about the real outlier (match M4), there can be noticed how it stands out prominently in Step 1 (see Fig. 9a and b) . The algorithm successfully eliminated it in the first iteration of Step 2 and the rebuilt MSE arrays became more evenly balanced (see Fig. 9c and d) . However, practical experiments have shown that using this processing alone is not robust enough in order to identify reliably when the correct number of real outliers has been eliminated and simply "stop" the algorithm (and consider the remained matches as the actual set of filtered matches). Consequently, the sorting of matches continues up to the end (until three matches left) and an additional component is used, i.e., based on window generation and a metric, in order to estimate more accurately the number of real outliers (in Step 3).
The common end-point f ilter, as introduced in [6] , is a basic pre-processing filter used to eliminate the duplicate matches as well as matches with one common endpoint (in the latter case they are all removed). Additionally, the matches with sub-pixel displacement (e.g., distance ( p 1 , p 2 ) < 1 pixel and distance ( p 1 , p 2 ) < 1 pixel) are considered duplicates and are therefore eliminated.
A window is defined in [6] as the result of the multi-view registration, i.e., there's one determined geometric quadrilateral (usually a rectangle) for each pair of frames from the two views, indicating the approximate position, angle, and size of one view (target view) relative to the other (reference view), as depicted in Fig. 1 . Given two matches between the two views, the window generation is based on the linear projection of a third point, i.e., for each corner-point of the target frame is determined a corresponding point in the reference frame which is considered the related corner-point of the window. Finally, the four corner-points of the window are determined. Consequently, the minimum number of matches required is two. However, for more robustness we considered in [6] three matches for this process and therefore, three candidates were determined for each corner-point of the window. Then the average of the three points was considered the actual corner-point of the window.
In this paper are only used two matches between the two views for generating a window, since the objective here is to test two matches at a time and evaluate the possibility that one of them is incorrect. The window comparison is the core mechanism of decision making from Step 3 and the only purpose is to estimate if the current most probable outlier is real.
The reference window is initially determined in Step 1 based on the most reliable two matches (having the lowest MSE HBM values) and therefore represents the most reliable estimation of the registration between the two views. A new window (registration) is determined on each iteration of Step 2 based on the most reliable match (lowest MSE HBM value) and the most probable outlier (highest MSE HBM value).
In [6] we proposed a metric for evaluating the achieved results of multi-view registration (e.g., a window for each pair of corresponding frames) by comparing them with the ground-truth (e.g., a corresponding window, manually indicated, for the same pair of frames). A metric value is computed and the closer it gets to zero the better is considered the performance of the multi-view registration. In this paper, the metric is used to compare this new window with the reference window. A small metric value (below the considered threshold for this algorithm, by default 0.018) indicate a successful registration in the current iteration and consequently, the determined most probable outlier is assumed false (correct match).
The sequence of metric values, as collected in Step 2, is an intuitive mean for distinguishing the group of real outliers from the correct matches. An ordinary example of metric values is illustrated in Fig. 10a . The values of three real outliers are located on the first positions, highly above the threshold. Hence the series of real outliers is given by the first three elements from the array of eliminated matches.
In some cases the iteration-based sorting of matches may not group all the outliers as a continuous sequence on the first positions. For this reason the decision loop presented in Step 3 attempts to achieve a compromise. In Fig. 10b is shown an example of particular metric values. The matches 1, 2 and 5 are assumed outliers (above the threshold). In the first iteration of the decision loop, the f irst stop (from right to left) is set at 6. Given the following two assumed correct matches (4 and 3, respectively) the algorithm tries to save two correct matches (3 and 4) at the expense of one unfiltered outlier (5) . Therefore the second iteration is performed and the f irst stop is now set at 3. Eventually, this is considered the last iteration and the estimated number of real outliers is 2 (the last position of the pivot element is 3 and therefore, N ro = 3 − 1 = 2). The sequence of sorted (eliminated) matches starting with the last position of the pivot element (3) up to the end (rightmost position) is considered the actual set of filtered matches. However, in most cases all the outliers are grouped as a continuous sequence and therefore only one iteration of the decision loop is necessary (no compromise needed). The decision making from Step 3 uses only the collected metric values. It estimates the number of real outliers N ro as the last position of the pivot element minus one. This number is used in Step 4, i.e., the first N ro matches (considered outliers) from the array of eliminated matches are removed and the rest are classified as filtered (correct) matches.
On calculating the measure MSE H (k) relative to a reference match k (see (3)), are ignored those matches too close to k (e.g., distance ( p 1 , p 2 ) < 10 pixels or distance ( p 1 , p 2 ) < 10 pixels) in the 2D space. Practical experiments indicated the unreliable contribution of these matches in terms of relative angle change between the two views. However, these cases are rare and the ignored matches relative to k are still taken into account for the other reference matches.
The 3 ) ). Note that the decision making from Step 3 has one of the lowest complexities (O(MC)) since it corresponds to a simple scan of the array of metric values from right to left.
Results
We present the evaluation results for a total of 80 pairs of images, as follows: two progressive video sequences, "Ribeira" (320 × 240, 200 frames, 10 fps, illustrated in Figs. 1, 2 and 3) and "Serralves Garden" (320 × 240, 100 frames, 10 fps), both sampled from ten in ten frames totaling 30 analyzed pairs of images; then, a collection of diverse city images entitled "Porto Sights" containing 40 pairs of images (320 × 240) including the examples from Figs. 4 and 12 ; finally, 10 pairs of images (320 × 240) presenting indoor scenes. A few examples of the used image pairs are illustrated in Fig. 11 .
The core of the dataset is composed by the latter two collections ("Porto Sights" and indoor), totaling 50 pairs of images which illustrate completely different scenes. We aimed to demonstrate the robustness of the proposed method in the scenarios stated in Section 1 by providing pairs of images as diverse as possible, following several criteria: complete-overlapping between the two views, no regard for the actual scene contents, different viewpoint angles, varied scale factor between the two views, arbitrary distance from the scene in both the two views, various environments (e.g., urban views, gardens, ocean coast, river, indoor, etc.), from cluttered scenes to simple ones, random spatial distribution of the scene contents in the 3D space, variation in illumination (some of them are also partially shadowed). Most of the samples from these real-life scenarios contain repeated elements at arbitrary locations, with basic shapes and less distinctive features (e.g., edges, pillars, windows, walls, water, trees, bushes, etc.). The increased possibility of having an identical object at a completely different location in the scene, shows the suitability of the proposed method for these scenarios, i.e., it applies viewpoint consistency constraints in order to filter the SIFT generated keypoint matches.
In Tables 1 and 2 are presented the performance evaluations of the proposed filter for the default algorithm threshold (0.018). In Table 1 are shown the results for the default SIFT threshold (0.6). Then a higher SIFT threshold (0.7) was used to generate more matches (see Table 2 ).
The data in the second, the third and the fourth columns (i.e., "Pairs of images", "Total SIFT matches" and "Real outliers") is known a priori. The number of outliers indicated by the algorithm is shown in the fifth column (i.e., "Generated outliers"). The algorithm evaluation is shown in the last four columns (i.e., "True positives", "False positives", "Precision", "Recall").
As shown in Tables 1 and 2 the method achieves a significant reduction of the outliers. 95.6% and 94.64%, respectively, were successfully eliminated while maintaining a high rate of correct matches, i.e., only 1.06% and 4.51%, respectively, were lost on filtering.
Additionally, there can be provided many more correct matches by raising the SIFT threshold (see Table 2 ) and enforcing viewpoint consistency constraints as described in this paper. As deduced from Table 1 , in the first case there are 473 correct matches, 467 of them are actually useful (i.e., 6 were lost on filtering). In the second case (see Table 2 ) there are 652 correct matches and 610 of them are actually useful. Therefore, the number of correct matches that can be used grew by 30.6% while keeping a low rate of unfiltered outliers. Consequently, the accuracy of the multi-view registration described in [6] can also be improved by this procedure.
Additional results for PCA-SIFT are presented in Table 3 . This SIFT variant is presented in [12] . For the "Serralves Garden" collection (second row), the number of real outliers and the number of algorithm indicated outliers are both zero and therefore, the precision and recall measures can not be computed. These are marked as "not available" in the last two columns (see Table 3 ).
The most adverse scenario encountered is caused by confused repetitive elements located at close distance. One sample from "Porto Sights", as illustrated in Fig. 12 , contains two outliers that were not correctly identified due to a series of repetitive elements. In such cases the block matching component of match sorting is less useful. Moreover, when these almost identical elements are very close one to another (as in Fig. 12 ), the Hough component may also be prejudiced. However, these occurrences are rare (e.g., the two unfiltered outliers are the only ones in our evaluation) and the overall impact on the multi-view registration appears to be reduced.
The dataset was evaluated on a computer with an Intel® Core™ 2 6420 2.13 GHz processor and 2.0 GB of physical memory. The implementation of the method took an overall average time of 1.81 and 2.26 s, respectively, per pair of images for SIFT threshold 0.6 and 0.7, respectively. For each pair of images it was considered the average time of five consecutive runs.
The computational complexity of the method (in seconds) increases moderately when raising the SIFT threshold from 0.6 to 0.7, i.e., it grew only 25% compared with a 65% increase in total SIFT matches (see Tables 1 and 2 ).
Conclusions
In this paper we described a generic method for filtering the SIFT-generated keypoint matches between two corresponding views in order to provide reliable point to point correlations for the multi-view registration task in Distributed Video Coding.
Practical experiments have shown that, given no information about the scene contents, relating matches among them by probability of correct match is essential for achieving a robust filter, while a basic per-match criterion appears highly error-prone. Consequently, we adopted a sorting approach followed by a final decision in order to aim a satisfactory compromise between the more eliminated outliers and the more maintained correct matches, thus achieving results close to the ground-truth.
Each real outlier is likely to introduce abnormal data in the relations of the other matches. For more accuracy in the sorting process we adopted a iterationbased approach by eliminating the current most probable outlier and rebuilding the relations.
Alternative solutions will be investigated for the case of confused repetitive elements located at close distance.
