For two (possibly stochastically dependent) random variables X and Y taking values in {O, ... , m -1} we study the distribution of the random residue U = XY mod m. In the case of independent and uniformly distributed X and Y we provide an exact solution in terms of generating functions that are computed via p-adic analysis. We show also that in the uniform case it is stochastically smaller than (and very close to) the uniform distribution. For general dependent X and Y we prove an inequality for the distance sUPxE [O,l] lFu(x) -xl.
Introduction
Let X and Y be two (possibly dependent) random variables taking values in {O, 1, ... ,m -I}, where m 2:: 2 is some fixed integer. In this note we study the distribution of the random residue of the product
We consider first the case when X and Y are independent and uniformly distributed, i.e. P(X = i, Y = j) = m-2 for i, j E {O, ... ,m -I}. In Section 2 it is shown that the problem for general m can be reduced to that for m = pn, where p is some prime number and n E N, and that in this case it is sufficient to determine the cardinalities We prove that for every prime number p the generating function Hp(T, Z) = Np(l, n)TnZl of the double sequence Np(l, n) is given by (1 -p2T) In the case p = 2 we derive a neat explicit formula for the distribution function of U. It is given by n-l P(U::; k) = (k + 1)2-n + 2-n +l L(1-6i) i=O (1.2)
for k = 0, ... ,2 n -1 , where 60,." ,6 n -l E {O, 1} are the binary digits of k, defined by k = 60 + 261 + 462 + ... + 2 n -1 8 n _ 1 . It follows from (1.2) that the random 'fractional residue' 2-n U is stochastically smaller than a uniform random variable on [0,1), i.e. P(U/2 n < u)~u for all u E [0, 1] and that the maximal deviation is given by
so that the distribution of 2-n U tends to the uniform distribution on [0,1] at an exponential rate (given by (1.3)), as n -+ 00. In fact, these stochastic dominance and convergence remain valid for arbitrary m.
The rest of the paper is devoted to an extension of this asymptotic equidistribution result to general m and dependent, non-uniform random variables X and Y.
We will show that Deterministic sequences of integers whose residues are uniformly distributed are treated in Narkiewicz [10] and Kuipers and Niederreiter [8] . They play an important role in random number generation (Ripley [12] ). In the realm of stochastic sequences already Dvoretzky and Wolfowitz [5] studied weak convergence of residues for sums of independent, Z+-valued random variables; more recent papers on related questions are Brown [3] , Barbour and Grubel [1] , and Grubel [6] . The distribution of the fractional part of continuous random variables, in particular its closeness or convergence to the uniform distribution on [0,1), has been studied by many authors (e.g. Schatte [13] , Stadje [14, 15] , Qi and Wilms [11] ).
The uniform case
We start by deriving the exact probability distribution of U in the case m = 2 n , n E N. For x E ll4 let frac(x) be the fractional part of x.
Proposition 1 We have n-1 P(U::
for every k E {a, 1, ... ,2 n -I}, where 6 0 , ,6 n -1 E {O, ... ,n -I} are the binary digits of k, i.e. k = 6 0 + 26 1 + 46 2 + + 2 n -1 6 n _ 1 .
Proof. Obviously, 
is equivalent to
For l < m the lefthand side of (2.4) is not integer, so there is no solution j of (2.3). Now let l~m. Since 2p + 1 and 2 n are relatively prime, a simple result on residues implies that the numbers (2p + 1)j -(2q + 1)2!-m run through a complete set of residues mod 2 n if j runs through (the complete set of residues) 0, 1, ... ,2 n -1. But N2 nm gives different residues mod 2 n for N = 0, ... ,2 m -1, while for larger values of N one only gets replications of these residues. Thus, the number of solutions j of (2.3) is 2 n if l~m.
The same result also holds for m E As, Le. m = 0.
(2.6)
In particular, k I--t P(U = k) is constant on A! for every l. Therefore, the probability P(U E (2 m a, 2 m a+2 m -1 ]) is the same for every a E {O, ... ,2 nm _ I}. It follows that
To compute the righthand side of (2.7), note that the number of integers
.. ,l-1 and equal to 1 for m = l. Hence, by (2.5),
Inserting ( 
Proof. We start with 1). It is clear that
This implies
for all 0 :::; k < m, and hence proves 1).
Further, estimating (2.12) in an obvious way from above, we obtain
To prove 3) define for 0 < u:::; 1 the integer k(u) by k(u)2-n < u :::; (k(u) + 1)2-n and let 00, ... ,On-l be its binary digits. By (2.1) we can write Then as Z/mZ = Il(Z/p~iZ) (the Chinese remainder theorem), we have the following decomposition. are given by 
for all n). Furthermore, Thus, the coefficients on the righthand side of (2.17) are just the Np(l, n). It follows that
Setting T = p-2-s, so that p-s = p 2 T we get For example, if p = 2 the numbers Np(O, n) of solutions (x, y) of (x, y) 0 mod 2 n is (n + 2)2 n -t, as
The inequality for dependent random variables
We will now prove (1.4) . For this we need some basic theory of continued fractions (see e.g. Hardy and Wright [7] , Billingsley [2] ) and a probability estimate due to Levy [9] ). '(B(po, PI) )~1 -
PI -Po
Proof. Let Q be the set of all finite sequences q = (qI,'" ,qk), kEN, of denominators of possible continued fraction expansions satisfying qk :::; Po. We set x(q) = Pk/qk, where Pk is the kth numerator corresponding to qI, ... ,qk, and To estimate A (J(O) ), note that q1(X)~Po implies that x~P1(X)/q1(X) = 1/Pl. Thus, by (3.1), (3.2) and (3.3) .
The Lemma is proved. (3.6) +m-1 (1 + card Q).
It remains to find an upper bound for card Q. Let Q be the set of sequences in Q having maximal length, i.e., the set of those (ql(X), ... ,qk(X)) E Q for which qk+l(X)~Po. Since 
Let piq be an arbitrary fraction from the continued fraction expansion of kim. Let
where frac(x) denotes the fractional part of x~O. Then
Clearly, (3.7) yields (3.10) Regarding the sum 1, we can write (3.11) where Ai =~axp(jlk) and ai = rp.inp(jlk). l,From (3.8) we can conclude JEJi JEJi that (3.12) Obviously, card J i = q. We need an upper bound for card Ji (u) . Note that 
Inserting (3.14) and (3.10) in (3.9) we find that Thus the equati on f(t) = x has no solution for x < xo and exactly two 
