Abstract. This paper addresses the problem of estimating the population variance S 2 y of the study variate Y when information on an auxiliary attribute is available. We have suggested a new class of estimators for the population variance S 2 y using information on an auxiliary attribute. It has been shown that the proposed class of estimators is more efficient than those estimators considered by [16] , [19] and [23]. The theoretical findings are well supported through an empirical study.
In the theory of sample surveys, it is well known that the suitable use of auxiliary information provides more efficient estimators of population parameters such as mean or total and variance of the variable under study. In literature of survey sampling various authors have proposed estimators of population parameters based on information about the population parameters of the auxiliary variable. Sometimes, there exist situations when information is available in the form of auxiliary attribute φ which is highly correlated with study variable y. For example (i) y may be the use of drugs and φ may be the gender, (ii) y may be production of a crop and φ may be the particular variety, (iii) y may be the amount of milk produced and φ may be a particular breed of cow, (iv) y may be the yield of wheat crop and φ may be the particular variety of wheat; (see, [23] , p.64). In these situations by taking the advantage of point bi-serial (see, [6] ) correlation between the study variable y and the auxiliary attribute φ, the efficient estimators of population parameters under investigation can be formulated. Various authors including [1] , [5] , [7] , [9] , [10] , [13] , [14] , [17] , [19] and [20] suggested a number of estimators of the population meanȲ of the study variable y using information on a single auxiliary attribute φ. [8] , [12] , [15] and [22] have discussed the problem of estimating the population meanȲ of the study variable y using information on two auxiliary attributes in simple random sampling.However, in many situations of practical importance, the problem of estimating the finite population variance S 2 y of the study variable y also deserves special attention in presence of auxiliary attribute for instance, see [2] , [3] , [4] , [16] , [19] and [23] .
Consider a finite population U = (U 1 , U 2 , ..., U N ) of size N . Let y i andφ i , (i = 1, 2, , N ) be the observations on the study variable y and the auxiliary attribute φ respectively. We note that respectively possessing the attribute φ . Let the corresponding population and sample proportion be P = (M/N ) and p = (m/n) respectively. In many situations, in addition to the population proportion P of the auxiliary attribute φ, various parameters associated with auxiliary attribute such as population variance
coefficient of kurtosis β 2 (φ) and point bi-serial correlation coefficient ρ pb etc. may also be known. Utilizing such information [2] , [3] , [19] and [23] have developed various estimators of the population variance S 2 y of the study variable y to improve the conventional estimators given by [16] . Let s
2 be the sample variances corresponding to the population variances S In this paper our main aim is to estimate the unknown population variance S 2 y of the study variable y by improving the estimators envisaged earlier using information on auxiliary attribute φ such as S 2 φ ,C p , β 1 (φ),β 2 (φ) and ρ pb etc. The remaining part of the paper is organized as follows: In Section 2, a class of estimators of population variance S 2 y is suggested. In addition, some known and unknown members of the suggested class of estimators are given in Table1 and Table2 respectively. The expressions of asymptotic bias and the mean squared error (MSE) of the suggested class of estimators are obtained in Subsection 2.1. The problem of efficiency comparisons of the suggested class of estimators with some existing estimators has been addressed in Section 3. In Section 4, an empirical study is carried out in support of the present study. We conclude with a brief discussion in Section 5.
2.Proposed class of estimators
Taking motivation from [10] and [18] we propose the following class of estimators of the population variance S 2 y as
where α is a suitable constant,(a = 0, b, c = 0, d) are either real numbers or the functions of the known parameters of the auxiliary attribute φ such as
where C y = (S y /Ȳ ) and ∆ = (β 2 (φ) − β 1 (φ) − 1); (g, h) are constants may take values between -1 to 1 (i.e. − 1 ≤ (g, h) ≤ 1) , and w 1 and w 2 are the scalars such that mean squared error of the proposed class of estimators t is minimum. The proposed class of estimators t includes various known estimators of the population variance which are listed in Table 1 
such that E(e 0 ) = E(e 1 ) = 0 and to the first degree of approximation, ignoring finite population correction (f pc) term (i.e. ,
(r, s) being non-negative integers. Expressing Eq.(1) in terms ofe s we have
where τ =
We assume that |ατ e 1 < 1| so that (1 + ατ e 1 ) −g is expandable . Expanding the right hand side of Eq.(2) we have
Now, multiplying out and neglecting terms of e s having power greater than two we have
where
) . Taking expectation of both sides of Eq. (3) we get the bias of t to the first degree of approximation as
Squaring both sides of Eq. (3) and neglecting terms of e s having power greater than two, we have
Taking expectation of both sides of Eq. (5) we get the MSE of the estimator t to the first degree of approximation as
n . Differentiating Eq.(6) partially with respect to w 1 and w 2 and equating to zero, we get the equation:
Solving (7) we get the optimum values of w 1 and w 2 respectively as
= w 10 (say),
Putting Eq. (8) in (6) we get the minimum MSE of t as
. Thus, we established the following theorem. 
Putting w 1 = 1 and w 2 = d in Eq. (4) and (6), we get the bias and MSE of t (1) to the first degree of approximation, respectively as
and
The M SE(t 1 ) at Eq. (12) is minimum when d =
. Thus, the resulting minimum MSE of t (1) is given by
The minimum M SE of t (1) Eq. (14) (or (15)) is equal to the minimum MSE of the difference-type estimator
which is due to [19] . Now, we state the following corollary.
Corollary 1:
To the first degree of approximation,
Efficiency comparisons
To compare the proposed class of estimators t with usual unbiased estimator s 
From Eq. (17) and (20), we have
It is clear that the expressions Eq.(21), (22) and (23) are positive. Therefore, the difference-type estimator t d is more efficient than the usual unbiased estimator s 2 y , ratio-type estimator t 1 and exponential ratio-type estimator t 3 . Now, we compare the proposed class of estimators t with the proposed estimator t (1) whose minimum MSE to the first degree of approximation is equal to the difference estimator t d . Thus from Eq. (9) and (14) (or (20)), we have
which is always positive. It follows from Eq.(21) to (24) that the proposed class of estimators t is better than the usual unbiased estimator s 2 y , ratio-type estimator t 1 , exponential ratio-type estimator t 3 , the proposed estimator t (1) and its subclasses of estimators t i (i =3 to 23) listed in Table 1 
where c, d and h are same as defined earlier and ( m 1 and m 2 ) are suitable chosen constants such that MSE of t M is minimum.
To the first degree of approximation (ignoring fpc term), the MSE of t M is given by
which is minimized for
Putting Eq.(27) in (26), we get the minimum MSE of t M is given by
where R=
. From Eq. (9) and (28), we have
which is positive if
where A and R respectively defined for Eq. (9) and (28) . Thus, the proposed class of estimators t is more efficient than the class of estimators t M due to [19] as long as the condition Eq. (30) is satisfied. Note that if R > A then the above conclusion will be just the opposite and this is also possible.
Empirical Study
To judge the merits of the proposed class of estimators t over other existing estimators, we have computed the percent relative efficiencies (PREs) of the members of the suggested class of estimators with respect to the usual unbiased estimator s 2 y by using the formula: Table 3 and Table 4 . 
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We note that the empirical studies carried out in [19] suggest that the performance of the subclass of estimators:
is better than the rest of the estimators discussed in [19] which may not be true in general. Therefore, we have tried to find out the members of the proposed class of estimators t which are better than t M 1 and such estimators are listed in Table 4 . The estimator is a member of the [19] class of estimators which can be obtained just by putting (h, c, d) = (1, 1, 0) in Eq.(25).
It is observed from Tables 3 and 4 that the performance of the estimators t * j (j =1, 2,..., 19), which are members of the proposed class of estimators t, are better than the estimators t i ( i =1, 2,..., 24) and t M 1 due to [16] , [19] and [23] with larger gain in efficiency. It is interesting to note that the member t * 11 of the proposed class of estimator t is the best with largest P RE =13011.54 among the entire estimators discussed in Tables 3 and 4 . Thus the estimator t * j (j =1, 2,...,19) tabled in Table 2 belonging to the proposed class of estimators t are to be preferred over existing estimators listed in Table 1 . However this conclusion should not be extrapolated in general, due to limited empirical study.
Conclusion
We have developed a new class of estimators for estimating the population variance S 2 y of the study variable y in the presence of auxiliary attribute φ. It is shown that in addition to [16] , [19] and [23] estimators, many other estimators as indicated in Table 2 are members of the proposed class of estimators. We have obtained the bias and MSE of the proposed class of estimators t . It has been shown theoretically as well as empirically that the suggested class of estimators t is better than usual unbiased estimator t 0 = s 2 y , usual ratio estimator t 1 , ratio-type exponential estimatort 3 , difference-type estimator t d and various other estimators listed in Table 1. In the Table 4 , we have computed the percent relative efficiencies of the members t * j (j =1, 2,..., 19) of the proposed class of estimators t with respect to the usual unbiased estimator s 2 y for different values of parameters . It is observed that the estimator t * 11 has the largest PRE =13011.54 which is very large as compared to the estimator t M 1 (whose PRE=284.57) reported by [19] .Thus there is enough scope of obtaining estimators from the proposed class of estimators t better than the existing estimators for suitable values of the scalars involved in the suggested class of estimators t. The major advantage of the proposed class of estimators t is that it unifies several results at one place. Thus the proposal of such a class of estimators is justified. 
where b φ being a constant.
T able 1. Continued...
where (η, ϑ) being constants. Table 2 : Some unknown members of the proposed class of estimators t for (g, h, α)=(1,1,1). 
