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ABSTRACT
The “Big Data” era features large amounts of high-dimensional data, in which
the number of characteristics per subject is large. The high dimensionality of such
big data can pose many new challenges for statistical inference, including (I) the
invalidity of classical approximation theory, (II) the loss of statistical power, and
(III) the increase of computational burden. This dissertation studies three important
problems that arise in this context.
(I) The first part introduces a newly discovered phase transition phenomenon of
the widely used likelihood ratio tests. In particular, it is broadly recognized that
classical large-sample approximation theory that is valid under finite dimensions may
fail under high dimensions. But there is usually a lack of understanding of when
such transition happens as the data dimension increases. This issue can hinder the
validation of statistical inference in practice. Focusing on the popular likelihood ratio
tests, we derive necessary and sufficient conditions characterizing the phase transition
boundaries where Wilks’ theorem becomes invalid. Based on this, we further obtain
sharp characterization of the approximation bias of Wilks’ theorem.
(II) The second part proposes a novel adaptive testing framework that can main-
tain high statistical power against a variety of alternative hypotheses. Particularly,
many scientific questions in high-dimensional data analyses can be formulated as
testing high-dimensional parameters globally, e.g., testing whether there exists any
association between a large number of SPNs and certain heritable disease in genome-
wide association studies. In these problems, many existing methods are designed to
xii
capture certain directional information in a high-dimensional space and thus only
powerful for specific alternatives. To enhance the statistical power, we construct an
innovative family of test statistics that can capture the information in different di-
rections of a high-dimensional space. For a broad class of problems, we establish
high-dimensional asymptotic theory for the constructed statistics and develop testing
procedures that are adaptively powerful across a wide range of scenarios.
(III) The third part concerns the computational challenge of quantifying rare-
event probabilities in statistical inference. In particular, analyzing high-dimensional
data frequently involves a large number of hypotheses and results in stringent signifi-
cance thresholds. It is therefore often required to accurately estimate an extreme tail
probability of each test statistic. However, analytical formulae are usually unavail-
able for nontrivial statistics, and naive Monte Carlo methods usually require a huge
number of simulations and are computationally costly. Driven by rare-event issues
arising from testing covariance structures, we develop an asymptotically efficient im-
portance sampling algorithm to compute the extreme tail probabilities of the popular




Rapid developments of high-throughput biomedical technologies produce large
amounts of massive and high-dimensional data (Marx, 2013; Chattopadhyay and
Lu, 2019; Palit et al., 2019). Such data often contain a large number of measure-
ments or features that can be great resources of information in a variety of sci-
entific studies. For instance, Alzheimer’s Disease Neuroimaging Initiative (ADNI;
http://adni.loni.usc.edu) collected extensive features, including genetics, brain
images, and many other health-related indicators, which may be analyzed to under-
stand the genetic susceptibility and progression of Alzheimer’s Disease (Apostolova
et al., 2018). Another example, the Trans-Omics for Precision Medicine (TOPMed)
Program (https://www.nhlbiwgs.org) collected different types of features such as
whole-genome sequencing and various omics data (e.g., metabolic profiles, epige-
nomics, protein and RNA expression patterns) that can be used as important scientific
resources for advancing precision medicine (Taliun et al., 2021). In these large-scale
data, although numerous features could provide rich information for research, the
high dimensionality of data can pose new challenges for statistical inference in many
ways. Examples include, but are not limited to, the following aspects.
(I) Theoretical validity : Approximation theory in the classical statistical inference
literature (Casella and Berger, 2002) commonly assumed that the data dimen-
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sion was finite compared to the sample size. Such assumptions can be violated
when analyzing high-dimensional data. It follows that the classical theory may
become inappropriate or inaccurate due to the effects of high dimensions (Bai
and Saranadasa, 1996; Chen et al., 2009).
(II) Statistical power : High-dimensional data analysis often involves a large number
of parameters to investigate. Different values of the parameters correspond
to different scenarios of the underlying truth. Existing procedures that are
designed to be statistically powerful under certain scenarios can be of limited
statistical power under other scenarios (Basu and Pan, 2011). Using procedures
of inadequate power might result in missed opportunities of significant scientific
findings and undermine the reliability of research (Button et al., 2013b; Dumas-
Mallet et al., 2017).
(III) Computational burden: Big data in various scientific areas are of increasing scale
and complexity (Huang et al., 2015; Qin et al., 2015). Analyzing those big data
with inefficient algorithms can be computationally costly or even practically
infeasible (Wang et al., 2016).
This dissertation studies three problems motivated by the above challenges arising in
the high-dimensional statistical inference.
(I) Likelihood Ratio Tests and Wilks’ Theorem: Valid or Not? Hypothesis
testing, along with the closely related concept of the confidence region, plays a crucial
role in statistical inference (Lehmann, 2012). It provides a foundation for investigat-
ing the underlying scientific mechanisms and drawing conclusions from data in many
applications. One fundamental and standard method for many hypothesis testing
problems is the likelihood ratio test (Muirhead, 2009). In the classical settings, like-
lihood ratio tests have been shown to enjoy certain optimality properties (Neyman
and Pearson, 1933), and Wilks’ theorem offers universal chi-squared approximations
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for the likelihood ratio test statistics (Wilks, 1932). However, for modern datasets
with increasing dimensions, researchers have found that the conventional approxi-
mations based on Wilks’ theorem of the likelihood ratio test statistic often becomes
inaccurate. Although new approximations have been proposed in high-dimensional
settings, it is less understood when the transitions from the conventional chi-squared
approximations to the new approximations happen.
To address this issue, Chapter II studies an interesting new discovery of phase
transition phenomena of Wilks’ theorem in a diverse range of problems, including the
tests of multivariate means and covariances, the exploratory factor analysis, and the
multivariate linear regression. In each setting, we derive the necessary and sufficient
condition characterizing the phase transition boundary of Wilks’ theorem. The con-
dition is specified through the increasing rates of the data dimension with respect to
the sample size. Under the asymptotic regime when the condition is satisfied, Wilks’
theorem holds; when the condition is violated, Wilks’ theorem fails and alternative
high-dimensional approximations should be used. Based on the phase transition con-
ditions, we further derive the asymptotic biases of the chi-squared approximations.
Under the asymptotic regime when Wilks’ theorem holds, the derived asymptotic bias
sharply characterizes the convergence rate of the distribution of the likelihood ratio
test statistic to the limiting chi-squared distribution. When Wilks’ theorem fails,
the derived asymptotic bias describes the unignorable discrepancy between the chi-
squared approximation and the true distribution of the likelihood ratio test statistic.
These results could provide helpful insights into the use of the chi-squared approxi-
mations in scientific practices. The materials in this chapter contribute to research
papers He, Meng, Zeng, and Xu (2021b), He, Jiang, Wen, and Xu (2021a) and He,
Wang, and Xu (2021c).
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(II) High-Dimensional Testing: How to Enhance Statistical Power? When
the validity of statistical inference procedures can be guaranteed, the next key statis-
tical inquiry is to enhance the statistical power, which could increase the chance for
true scientific discoveries and improve the reliability of research (Button et al., 2013a;
Dumas-Mallet et al., 2017). In particular, consider the questions in high-dimensional
data analyses that can be formulated as globally testing the overall patterns of high-
dimensional parameters. For example, in genome-wide association studies, it can be of
interest to test whether there exists any nonzero association between a large number
of single nucleotide polymorphisms (SPNs) in a genetic marker set and certain herita-
ble disease (Wang et al., 2011; Kim et al., 2016). In these problems, high-dimensional
parameters of interest (e.g., associations between numerous SNPs and a disease) can
induce a large parameter space. But many existing tests are designed to capture
certain directional information of the large space and thus only powerful for specific
alternative hypotheses (Basu and Pan, 2011; Kim et al., 2014) . Since the underlying
truth is usually unknown, it can be unclear how to choose a powerful test in practice.
Using procedures of low statistical power could lead to the missed opportunities of
important scientific findings in applications (Sham and Purcell, 2014).
To conduct powerful tests against a variety of alternatives, Chapter III develops a
framework that can achieve high power adaptively in a large class of global hypothesis
testing problems, including tests of multivariate means, covariances, and coefficients
in generalized linear models. Specifically, we construct an innovative family of U-
statistics as test statistics. Through the mindful construction, U-statistics in the
family share the desirable property of unbiasedness for hypothesis testing and can
cover the statistics in other popular methods as special cases. We further establish
new high-dimensional theory for the family of U-statistics and show an interesting
phenomenon of asymptotic independence among U-statistics of different orders. This
phenomenon is a new theoretical finding and suggests that different U-statistics in
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the family can intuitively capture the information in different orthogonal directions
in a high-dimensional space. The nice theoretical properties enable us to develop an
adaptive testing procedure that combine different U-statistics in the family together.
It follows that framework covers many popular methods that only focus on one or two
particular alternatives as special cases and consequently achieves high power across
different scenarios. This is particularly useful when the underlying truth is unknown
in practice. We also develop a computationally efficient algorithm to compute the
proposed U-statistics. The materials in this chapter contribute to the research paper
He, Xu, Wu, and Pan (2021d).
(III) Rare-Event Probabilities: How to Compute Efficiently? The large
scale of data can lead to various computational challenges in statistical inference
(Wang et al., 2016). In this dissertation, Chapter IV considers one problem on the
efficient computation of rare-event probabilities (Bucklew, 2013). Particularly, ana-
lyzing high-dimensional data frequently involves a large number of hypotheses and
results in stringent significance thresholds (Xu and Wang, 2020). It is thus required
to accurately estimate an extreme tail probability of each test statistic. Estimat-
ing tail probabilities in a very small magnitude is often challenging, since analytical
formulae are usually unavailable for nontrivial statistics due to the non-standard ex-
treme tail behaviors, and naive Monte Carlo methods usually require a huge number
of simulations and thus are computationally costly (Asmussen and Glynn, 2007).
In particular, Chapter IV studies the ratio of the largest eigenvalue to the trace of
a white Wishart matrix, which plays an important role on scale-independent testing
of covariance structure (Anderson, 2003; Muirhead, 2009). Despite its importance,
there is no simple-to-compute expression for the exact distribution of the ratio statis-
tic. Our research proposes an importance sampling algorithm for estimating the tail
probability of the ratio statistic. We utilize a sampling measure that approximates
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the conditional distribution of the ratio statistic. We also give a theoretical analysis
based on a large deviation result in random matrix theory, which shows that the
algorithm is asymptotically efficient. In addition, simulation studies show that it is
computationally more efficient than the naive Monte Carlo methods and outperforms
existing approaches based on asymptotic approximations, especially when estimating
probabilities of rare events. The materials in this chapter contribute to the research
paper He and Xu (2018).
Notation We introduce some notation to be used in the rest of this dissertation.
For two series of numbers un,p and vn,p that change with n and p: un,p = o(vn,p)
denotes lim supn,p→∞ |un,p/vn,p| = 0; un,p = O(vn,p) denotes lim supn,p→∞ |un,p/vn,p| <
∞; un,p = Θ(vn,p) denotes 0 < lim infn,p→∞ |un,p/vn,p| ≤ lim supn,p→∞ |un,p/vn,p| <
∞; un,p ' vn,p denotes limn,p→∞ un,p/vn,p = 1. Moreover,
P−→ and D−→ represent the
convergence in probability and distribution respectively.
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CHAPTER II
Phase Transition Phenomena of Likelihood Ratio
Tests
2.1 Introduction
The likelihood ratio test is a standard testing method for many hypothesis test-
ing problems due to its nice statistical properties (Anderson, 2003; Muirhead, 2009).
Under low-dimensional settings, classic theorems offer general asymptotic results for
various likelihood ratio test statistics. One of the most celebrated and fundamental
results is Wilks’ theorem, which states that, under the null hypothesis, twice the neg-
ative log-likelihood ratio asymptotically approaches a χ2f distribution, where f is the
difference of the degrees of freedom between the null and alternative hypotheses. The
popularly used Bartlett correction provides a general rescaling strategy that further
improves the finite sample accuracy of the chi-squared approximations (Cordeiro and
Cribari-Neto, 2014; Barndorff-Nielsen and Hall, 1988). Similar Wilks’ phenomenon
and Bartlett correction were also studied for the empirical likelihood (Owen, 1990;
DiCiccio et al., 1991; Chen and Cui, 2006).
Despite the extensive literature on the Wilks’-type phenomenon of likelihood ra-
tio tests under finite dimensions, it is of emerging interest to study the asymptotic
regimes with the large sample size n and the diverging data dimension p in a wide
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variety of modern applications. To understand how large the dimension p can be to
ensure the validity of the classical Wilks’ phenomenon, various works establish suffi-
cient conditions on the growth rate of p as n increases. For instance, Portnoy (1988)
showed that the chi-squared approximation of the likelihood ratio test statistic for a
simple hypothesis in canonical exponential families holds if p/n2/3 → 0. Moreover,
Hjort et al. (2009), Chen et al. (2009), and Tang and Leng (2010) studied the empiri-
cal likelihood ratio statistic when p→∞. Particularly, Chen et al. (2009) argued that
p/n1/2 → 0 is likely to be the best rate for the chi-squared approximation of general
empirical likelihood ratio test, and showed that for the least-squares empirical likeli-
hood, a simplified version of the empirical likelihood, the chi-squared approximation
holds if p/n2/3 → 0. The effect of data dimension was also studied in other inference
problems; see, for example, Portnoy (1985), He and Shao (2000), and Wang (2011).
When the dimension p further increases, researchers have found that the chi-
squared approximations based on Wilks’ theorem often become inaccurate, resulting
in the failure of the corresponding likelihood ratio tests. To address this issue, various
corrections and alternative approximations for the likelihood ratio tests have been
proposed. For example, when p is asymptotically proportional to n, namely, p/n →
y ∈ (0, 1) as n → ∞, Bai et al. (2009), Jiang and Yang (2013), and Jiang and
Qi (2015) proposed normal approximations for the corrected likelihood ratio tests
on mean vectors and covariance matrices. Zheng (2012), Bai et al. (2013), and He
et al. (2021a) proposed normal approximations for corrected likelihood ratio tests in
multivariate linear regression models. Furthermore, Sur and Candès (2019), Sur et al.
(2019), and Candès and Sur (2020) studied the phase transition of the maximum
likelihood estimator for the logistic regression and proposed a rescaled chi-squared
approximation for the likelihood ratio test.
Despite the proposed distributional theory of the likelihood ratio tests for low- or
high-dimensional data, there still lacks a quantitative guideline on which approxima-
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tion should be chosen to use in practice, especially for moderate-dimensional data.
For instance, when analyzing a dataset with the number of parameters p ≤ 5 and
sample size n = 100, the chi-squared approximation may be considered as reliable.
However, when studying a data set with moderate dimension, e.g., p is between 6
to 20 and sample size n = 100, it may be unclear to practitioners whether they
can still apply the classical chi-squared approximations or they should turn to other
high-dimensional asymptotic results. To address this practical issue, it is of interest
to investigate the phase transition boundary where the chi-squared approximation
starts to fail as p increases, and also characterize the approximation accuracy. The-
oretically, this needs a deep understanding of the limiting behavior of the likelihood
ratio test statistics from low to high dimensions.
The remaining part of this chapter studies the fundamental phase transition phe-
nomenon of Wilks’ theorem in three important classes of testing problems. In particu-
lar, Section 2.2 starts with several standard likelihood ratio tests of multivariate mean
vectors and covariance matrices. Section 2.3 discusses an extension to exploratory fac-
tor analysis. Section 2.4 further considers the multivariate linear regression model,
where both the dimensions of the predictors and the responses need to be investigated.
2.2 Results for Multivariate Means and Covariances
In this section, we focus on several standard likelihood ratio tests on multivariate
mean and covariance structures that are widely used in biomedical and social sciences
(Pituch and Stevens, 2015; Cleff, 2019). For each considered likelihood ratio test, we
derive its phase transition boundary of Wilks’ phenomenon and also provide an in-
depth analysis of the accuracy of the chi-squared approximation. First, in terms of
the phase transition boundary, we establish the necessary and sufficient condition for
Wilks’ theorem to hold when p increases with n. Specifically, we show that the chi-
squared approximations hold if and only if p/nd → 0, where the value of d depends
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on the testing problem and whether the Bartlett correction is used. Interestingly, the
proposed phase transition boundaries resonate with the abovementioned literature
(e.g., Portnoy, 1988; Chen et al., 2009), which mostly focused on sufficient conditions
without the Bartlett correction. Second, we provide a detailed characterization of
the asymptotic bias of each chi-squared approximation. Specifically, we consider two
local asymptotic regimes, depending on whether Wilks’ theorem holds or not. Un-
der the asymptotic regime when Wilks’ theorem holds, the derived asymptotic bias
sharply characterizes the convergence rate of the distribution of the likelihood ratio
test statistic to the limiting chi-squared distribution, and thus provides a useful mea-
sure on the accuracy of the chi-squared approximation. When Wilks’ theorem fails,
the derived asymptotic bias describes the unignorable discrepancy between the chi-
squared approximation and the true distribution of the likelihood ratio test statistic.
As illustrated in the simulation studies, our theoretical results of the phase transi-
tion boundaries and the asymptotic biases may provide a helpful guideline on the
use of the chi-squared approximations in practice. In the following, Sections 2.2.1
and 2.2.2 present the theoretical results of one-sample and two-sample tests, respec-
tively. Section 2.2.3 include simulation studies. All the technical proofs are included
in Appendix A.
2.2.1 One-Sample Tests
Under one-sample problems, suppose x1, . . . ,xn ∈ Rp are independent and iden-
tically distributed random vectors with distribution Np(µ,Σ), which denotes a p-
variate multivariate normal distribution with mean vector µ and covariance matrix
Σ. We define x = n−1
∑n
i=1 xi and A =
∑n
i=1(xi − x)(xi − x)ᵀ, and denote the de-
terminant and the trace of A by |A| and tr(A), respectively. We next introduce the
considered testing problems and the corresponding likelihood ratio tests (Anderson,
2003; Muirhead, 2009).
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(I) Testing Specified Value for the Mean Vector. This test examines whether the
population mean vector µ is equal to a specified vector µ0 ∈ Rp, that is,
H0 : µ = µ0 against Ha : H0 is not true. Through the transformation xi − µ0,
we consider, without loss of generality, µ0 = (0, . . . , 0)
ᵀ. Then, the likelihood
ratio test statistic is Λn = |A|n/2(A + nx̄x̄ᵀ)−n/2. When p is fixed and n→∞,
under the null hypothesis, the classical chi-squared approximation without cor-
rection is −2 log Λn
d−→ χ2f , where
d−→ represents the convergence in distribution
and f = p, and the chi-squared approximation with the Bartlett correction is
−2ρ log Λn
d−→ χ2f , where ρ = 1− (1 + p/2)/n.
(II) Testing the Sphericity of the Covariance Matrix. This test examines whether
the covariance matrix Σ is proportional to an identity matrix; that is, H0 :
Σ = λIp against Ha : H0 is not true, where λ > 0 is an unspecified constant
and Ip denotes the p × p identity matrix. The likelihood ratio test statistic
is Λn = |A|(n−1)/2 {tr(A)/p}−p(n−1)/2 . When p is fixed and n → ∞, under
the null hypothesis, the chi-squared approximation is −2 log Λn
d−→ χ2f , where
f = (p − 1)(p + 2)/2, and the chi-squared approximation with the Bartlett
correction is −2ρ log Λn
d−→ χ2f , where ρ = 1− {6(n− 1)p}−1(2p2 + p+ 2).
(III) Joint Testing Specified Values for the Mean Vector and Covariance Matrix.
Consider a specified vector µ0 ∈ Rp and a specified positive-definite matrix
Σ0 ∈ Rp×p. We study the test H0 : µ = µ0 and Σ = Σ0 against Ha : H0 is not
true. By applying the transformation Σ
−1/2
0 (xi − µ0), we assume, without loss
of generality, that µ0 = 0 and Σ0 = Ip. Then, the likelihood ratio test statistic
is Λn = (e/n)
np/2 |A|n/2 exp{− tr(A)/2−nxᵀx/2}. When p is fixed and n→∞,
under the null hypothesis, the chi-squared approximation is −2 log Λn
d−→ χ2f ,
where f = p(p + 3)/2, and the chi-squared approximation with the Bartlett
correction is −2ρ log Λn
d−→ χ2f , where ρ = 1− {6n(p+ 3)}−1(2p2 + 9p+ 11).
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For the likelihood ratio tests of the above three testing problems, Theorem 2.2.1
gives the phase transition boundaries of the chi-squared approximations without and
with the Bartlett correction.
Theorem 2.2.1 (Phase Transition Boundaries). Assume n > p+1 and n−p→∞ as
n→∞. Under H0, for the chi-squared approximations without and with the Bartlett
correction of each likelihood ratio test in (I)–(III), we have the following necessary
and sufficient conditions:
(i) supα∈(0,1) |Pr{−2 log Λn > χ2f (α)} − α| → 0 if and only if p/nd1 → 0;
(ii) supα∈(0,1) |Pr{−2ρ log Λn > χ2f (α)} − α| → 0 if and only if p/nd2 → 0,
where the values of d1 and d2 under the three testing problems are listed in the table
below.
(I) Mean (II) Covariance (III) Joint
(i) without correction d1: 2/3 1/2 1/2
(ii) with correction d2: 4/5 2/3 2/3
In Theorem 2.2.1, n > p + 1 is assumed to ensure the existence of the likelihood
ratio tests. We next discuss the obtained phase transition boundaries of the classical
chi-squared approximations without correction. When only testing mean parame-
ters, Theorem 2.2.1 suggests that the chi-squared approximation holds if and only if
p/n2/3 → 0. This asymptotic regime is similarly assumed in Portnoy (1988), which
considered testing p natural parameters in exponential families. However, Portnoy
(1988) only showed the sufficiency of p/n2/3 → 0 for the chi-squared approximation to
be applied, and did not establish the necessary and sufficient result, which is essential
for understanding the phase transition behaviors. In addition, when the likelihood ra-
tio tests involve covariance matrices as in (II) and (III), Theorem 2.2.1 shows that the
chi-squared approximation holds if and only if p/n1/2 → 0, which is consistent with
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the discussion in Chen et al. (2009). Particularly, under certain regularity conditions,
Chen et al. (2009) established that the chi-squared approximation of the empirical
likelihood ratio test holds if p/n1/2 → 0. The authors further argued that p/n1/2 → 0
is likely to be the best rate for p, because it is the necessary and sufficient condition
for the convergence of the sample covariance matrix to the true covariance matrix Σ
under the trace norm when the eigenvalues of Σ are bounded. The analysis provides
an intuitive explanation for the phase transition boundaries obtained above, and our
necessary and sufficient result would serve as another support for their conjecture,
despite the different problem settings in Chen et al. (2009) and here.
Additionally, for the chi-squared approximations with the Bartlett correction,
Theorem 2.2.1 also explicitly characterizes their phase transition boundaries, which
generally achieve a larger asymptotic region than those without correction. When p
is fixed, the Bartlett correction serves as a rescaling strategy that can improve the
convergence rate of the likelihood ratio statistic from O(n−1) to O(n−2); however,
when p grows with sample size n, the classical result cannot apply directly. Alterna-
tively, the results in Theorem 2.2.1 provide a precise illustration of how the Bartlett
correction improves the chi-squared approximations in terms of the phase transition
boundaries.
The phase transition boundaries in Theorem 2.2.1 give the necessary and sufficient
conditions on the asymptotic regimes of (n, p) in Wilks’ phenomenon. When applying
the likelihood ratio test in practice, it is desired to have a better understanding of
the accuracy of the chi-squared approximation, especially near its phase transition
boundary. The following Theorem 2.2.2 characterizes the accuracy of each chi-squared
approximation for tests (I)–(III) when Wilks’ phenomenon holds. Specifically, we
consider the asymptotic regime where (n, p) satisfies the corresponding necessary and
sufficient condition in Theorem 2.2.1, i.e., p/nd1 → 0 and p/nd2 → 0 for the chi-
squared approximations without and with the Bartlett correction, respectively.
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Theorem 2.2.2 (Asymptotic Biases). For each likelihood ratio test (I)–(III), let di,
i = 1, 2 take the corresponding values in Theorem 2.2.1. Let zα denote the upper
α-level quantile of the standard normal distribution. Consider p → ∞ as n → ∞.
Then under H0, given α ∈ (0, 1),
(i) when p/nd1 → 0, the chi-squared approximation satisfies
















(ii) when p/nd2 → 0, the chi-squared approximation with the Bartlett correction
satisfies
















The values of ϑ1(n, p) and ϑ2(n, p) under three testing problems (I)–(III) are listed
below.












(II) Covariance: ϑ1(n, p) =











(III) Joint: ϑ1(n, p) =











In Theorem 2.2.2, the forms of ϑ1(n, p) and ϑ2(n, p) are derived from a nontrivial
calculation of certain complicated infinite series (see Eq. (A.20) and (A.28) in the
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Appendix). We can see that for each test, ϑ1(n, p) and ϑ2(n, p) are of orders of
p1/d1n−1 and p2/d2n−2, respectively.
In the above discussion, we focus on the local asymptotic regime when Wilks’
phenomenon holds, and the derived bias describes the accuracy of the chi-squared
approximation. When p further increases beyond this local asymptotic regime, the
chi-squared approximation starts to fail, and the approximation bias becomes asymp-
totically unignorable. The following Theorem 2.2.3 characterizes such unignorable
biases of the chi-squared approximations. Particularly, we consider the local asymp-
totic regime p/n → 0, which includes the case when Wilks’ theorem fails, that is,
p/nd1 6→ 0 for the chi-squared approximation, and p/nd2 6→ 0 for the chi-squared
approximation with the Bartlett correction.
Theorem 2.2.3 (Asymptotic Biases). Assume p→∞ and p/n→ 0 as n→∞. For
each likelihood ratio test (I)–(III), under H0, there exists a small constant δ ∈ (0, 1)
such that for any α ∈ (0, 1),
(i) the chi-squared approximation satisfies
Pr
{
− 2 log Λn > χ2f (α)
}
− α = Φ̄
{














where Φ̄(·) = 1−Φ(·), and Φ(·) denotes the cumulative distribution function of
the standard normal distribution;
(ii) the chi-squared approximation with the Bartlett correction satisfies
Pr
{
− 2ρ log Λn > χ2f (α)
}
− α = Φ̄
{














The values of µn and σn under each problem are listed below, where Lx,p = log(1−p/x)
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for x > p.


















































Theorem 2.2.3 is derived by quantifying the difference between the characteristic
functions of log Λn and a normal distribution (see Lemma A.1.4 in the Appendix).
The local asymptotic regime p/n→ 0 is assumed mainly for the technical simplicity of
evaluating the asymptotic expansions of the characteristic functions. Under the condi-
tions of Theorem 2.2.3, Φ̄[{χ2f (α)+2µn}/(2nσn)]−α in (2.3) can be approximated by
Φ̄{zα+(f+2µn)/(2nσn)}−Φ̄(zα), where (f+2µn)/(2nσn) is of the order of pn−d1 (see
Remark A.3 in the Supplementary Material). Consequently, when the chi-squared ap-
proximation fails, i.e., pn−d1 6→ 0, we know that Φ̄[{χ2f (α)+2µn}/(2nσn)]−α in (2.3)
characterizes the corresponding unignorable bias of the chi-squared approximation.
Similarly, we can show that Φ̄[{χ2f (α) + 2ρµn}/(2ρnσn)]−α can be approximated by
Φ̄{zα + (f + 2ρµn)/(2ρnσn)} − Φ̄(zα), where (f + 2ρµn)/(2ρnσn) is of the order of
p2/d2n−2. Therefore, when the chi-squared approximation with the Bartlett correction
fails, i.e., pn−d2 6→ 0, we know that (2.4) characterizes the corresponding unignorable
approximation bias.
Remark II.1. Although the above discussions consider p/nd1 6→ 0 and p/nd2 6→ 0,
(2.3) and (2.4) in Theorem 2.2.3 also hold under the asymptotic regimes p/nd1 → 0
and p/nd2 → 0 examined in Theorem 2.2.2. However, since Theorems 2.2.2 and 2.2.3
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focus on different asymptotic regimes and are proved using different techniques, we
can show that when p/nd1 → 0 and p/nd2 → 0, (2.3) and (2.4) have an additional
remainder term O{(p/n)(1−δ)/2 + f−(1−δ)/6} compared to (2.1) and (2.2), respectively;
see Remark A.3 in the Supplementary Material. Therefore, under the asymptotic
regimes of Theorem 2.2.2, (2.1) and (2.2) provide a sharper characterization of the
accuracy of the chi-squared approximations than (2.3) and (2.4), respectively.
2.2.2 Multiple-Sample Tests
Under the multiple-sample problems, let k denote the number of samples, which
is assumed to be fixed compared to the sample size. In each sample i = 1, . . . , k,
the observations xi1, · · · ,xini are independent and identically distributed Np (µi,Σi)




j=1 xij and Ai =
∑ni
j=1(xij−
xi)(xij − xi)ᵀ for i = 1, . . . , k, and let A = A1 + . . .+ Ak and n = n1 + . . .+ nk. We
next briefly review three multiple-sample likelihood ratio tests.
(IV) Testing the Equality of Several Mean Vectors. Consider H0 : µ1 = . . . = µk
agains Ha : H0 is not true, where the covariances of the k samples are assumed
to be the same. Define B =
∑k
i=1 ni(xi − x)(xi − x)ᵀ and x = n−1
∑k
i=1 nixi.
Then, the likelihood ratio test statistic is Λn = |A|n/2|A + B|−n/2. When p
is fixed and n → ∞, the chi-squared approximation is −2 log Λn
d−→ χ2f , where
f = (k − 1)p, and the chi-squared approximation with the Bartlett correction
is −2ρ log Λn
d−→ χ2f , where ρ = 1− {1 + (k + p)/2}/n.
(V) Testing the Equality of Several Covariance Matrices. Consider H0 : Σ1 = . . . =
Σk against Ha : H0 is not true. For this test, Λn = |A|−(n−k)/2(n− k)(n−k)p/2 ×∏k
i=1(ni − 1)−(ni−1)p/2|Ai|(ni−1)/2 is the modified likelihood ratio test statistic
with the unbiasedness property. When p is fixed and min1≤i≤k ni → ∞, the
chi-squared approximation is −2 log Λn
d−→ χ2f , where f = p(p+ 1)(k−1)/2, and
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the chi-squared approximation with the Bartlett correction is −2ρ log Λn
d−→ χ2f ,
where ρ = 1− {6(p+ 1)(k − 1)}−1(2p2 + 3p− 1){
∑k
i=1(ni − 1)−1 − (n− k)−1}.
(VI) Joint Testing the Equality of Mean Vectors and Covariance Matrices. Consider
H0 : µ1 = . . . = µk, Σ1 = . . . = Σk against Ha : H0 is not true. The likelihood
ratio test statistic is Λn = n




i |Ai|ni/2. When p is
fixed and min1≤i≤k ni →∞, the chi-squared approximation is −2 log Λn
d−→ χ2f ,
where f = p(k − 1)(p + 3)/2, and the chi-squared approximation with the
Bartlett correction is −2ρ log Λn






For the likelihood ratio tests (IV)–(VI), Theorem 2.2.4 gives the phase transition
boundaries of the chi-squared approximations without and with the Bartlett correc-
tion.
Theorem 2.2.4 (Phase Transition Boundaries). Assume ni > p+ 1 for i = 1, . . . , k,
and there exists a constant δ ∈ (0, 1) such that δ < ni/nj < δ−1 for any 1 ≤ i, j ≤ k.
Under H0, for the chi-squared approximations without and with the Bartlett correction,
we have the following necessary and sufficient conditions:
(i) supα∈(0,1) |Pr{−2 log Λn > χ2f (α)} − α| → 0 if and only if p/nd1 → 0;
(ii) when p = o(n), supα∈(0,1) |Pr{−2ρ log Λn > χ2f (α)} − α| → 0 if and only if
p/nd2 → 0,
where the values of d1 and d2 under the three testing problems are listed in the table
below.
(IV) Mean (V) Covariance (VI) Joint
(i) without correction d1: 2/3 1/2 1/2
(ii) with correction d2: 4/5 2/3 2/3
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In Theorem 2.2.4, the boundedness of ni/nj suggests that the sizes of all the sam-
ples are comparable. The additional regularity condition p = o(n) in (ii) specifies a
local asymptotic region, which is of practical interest, and simulation studies suggest
that the conclusion can hold more generally without this condition. With a fixed k,
the phase transition boundaries in Theorem 2.2.4 are parallel to those in Theorem
2.2.1, and the analyses after Theorem 2.2.1 apply to Theorem 2.2.4 similarly. Partic-
ularly, examining covariances or not will yield different phase transition boundaries
in the three problems. When k also increases with n, the phase transition boundaries
would involve k, p, and n, as illustrated in the following proposition.
Proposition 2.2.1. Consider n > p + k, n − k → ∞, and n − p → ∞. For Λn in
problem (IV), under H0, as n→∞,
(i) supα∈(0,1) |Pr{−2 log Λn > χ2f (α)} − α| → 0 if and only if
√
pk(p+ k)/n→ 0;
(ii) supα∈(0,1) |Pr{−2ρ log Λn > χ2f (α)}− α| → 0 if and only if
√
pk(p2 + k2)/n2 → 0.
Proposition 2.2.1 suggests that the total number of samples k and the dimension
of each observation p play symmetric roles in the phase transition boundary of prob-
lem (IV). When k is fixed, Proposition 2.2.1 is consistent with Theorem 2.2.4. To
further illustrate the cases with increasing k, we consider p = bnεc and k = bnηc,
where 0 < ε, η < 1 and b·c denotes the floor of a number. Then the two phase tran-
sition boundaries in Proposition 2.2.1 become (i) max{ε, η} + (ε + η)/2 < 1 and (ii)
max{ε, η}+ (ε + η)/4 < 1, respectively. Specifically, for (i), when ε is close to 0, the
largest value of η is around 2/3, and vice versa; when ε = η, suggesting p and k are of
the same order, the largest value of ε is 1/2. For (ii), when ε is close to 0, the largest
value of η is around 4/5, and vice versa; when ε = η, the largest value of ε becomes
2/3.
In addition to the phase transition boundaries above, the following Theorem 2.2.5,
similarly to Theorem 2.2.2, further characterizes the accuracy of each chi-squared ap-
proximation for tests (IV)–(VI) when Wilks’ theorem holds. Specifically, we consider
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p/nd1 → 0 and p/nd2 → 0 for the chi-squared approximations without and with the
Bartlett correction, respectively.
Theorem 2.2.5 (Asymptotic Biases). Assume that there exists a constant δ ∈ (0, 1)
such that δ < ni/nj < δ
−1 for any 1 ≤ i, j ≤ k, and p → ∞ as n → ∞. For
each likelihood ratio test (IV)–(VI), let di, i = 1, 2 take the corresponding values in
Theorem 2.2.4. Then under H0, for any α ∈ (0, 1),
(i) when p/nd1 → 0, (2.1) in Theorem 2.2.2 holds with the value of ϑ1(n, p) below;





i − n−r and D̃n,r =
∑k
i=1(ni − 1)−r − (n− k)−r.
(IV) Mean: ϑ1(n, p) =











(V) Covariance: ϑ1(n, p) =
D̃n,1p(2p











(p− 1)(p+ 2)D̃n,2 − 6(k − 1)(1− ρ)2
}
;
(VI) Joint: ϑ1(n, p) =
Dn,1p (2p











(p+ 1)(p+ 2)Dn,2 − 6(k − 1)(1− ρ)2
}
.
Theorem 2.2.5 shows that for multiple-sample tests (IV)–(VI), (2.1) and (2.2) in
Theorem 2.2.2 still hold. However, the values of ϑ1(n, p) and ϑ2(n, p) depend on
the testing problems, and are different from those in Theorem 2.2.2. Similarly to
Theorem 2.2.2, in each test (IV)–(VI), we also know that ϑ1(n, p) and ϑ2(n, p) are
of the orders of p1/d1n−1 and p2/d2n−2, respectively. Then ϑ1(n, p) exp(−z2α/2)/
√
π in
(2.1) and ϑ2(n, p) exp(−z2α/2)/
√
π in (2.2) are the leading terms of the biases of the
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chi-squared approximations without and with the Bartlett correction, respectively.
We can similarly use the derived asymptotic biases to measure the approximation
accuracy.
Theorem 2.2.5 focuses on the local asymptotic regime of (n, p) when Wilks’ theo-
rem holds. When p further increases such that Wilks’ theorem fails, the biases of the
chi-squared approximations become unignorable. The following Theorem 2.2.6 char-
acterizes such unignorable biases of the chi-squared approximations in testing prob-
lems (IV)–(VI). Similarly to Theorem 2.2.3, we consider a general local asymptotic
regime p/n → 0, which includes the case when Wilks’ theorem fails, i.e., p/nd1 6→ 0
and p/nd2 6→ 0 for the chi-squared approximations without and with the Bartlett
correction, respectively.
Theorem 2.2.6 (Asymptotic Biases). Assume that there exists a constant δ ∈ (0, 1)
such that δ < ni/nj < δ
−1 for any 1 ≤ i, j ≤ k. Moreover, assume p → ∞ and
p/ni → 0 as ni → ∞. For each likelihood ratio test (I)–(III), under H0, for any
α ∈ (0, 1), (2.3) and (2.4) in Theorem 2.2.3 hold under three testing problems (IV)–
(VI) with µn and σn listed below.










































































Theorem 2.2.6 shows that (2.3) and (2.4) still hold for multiple-sample tests (IV)–
(VI), where the values of µn and σ
2
n depend on the specific testing problem. Similarly
to Theorem 2.2.3, the analysis in Remark A.3 also applies here, and we know that
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when pn−d1 6→ 0, (2.3) characterizes the unignorable biases for the chi-squared ap-
proximation, and when pn−d2 6→ 0, (2.4) characterizes the unignorable biases for the
chi-squared approximation with the Bartlett correction. Moreover, the analysis in
Remark II.1 also applies similarly to the multiple-sample tests (IV)–(VI), and thus is
not repeated here.
2.2.3 Simulation Studies
We conduct simulation studies to evaluate the finite-sample performance of the
theoretical results of one-sample and multiple-sample tests, respectively.
One-Sample Tests (I)–(III) Under the null hypothesis of the one-sample tests,
we generate data with µ = (0, . . . , 0)ᵀ and Σ = Ip and use the significance level
α = 0.05.
(1) On the phase transition boundaries. To evaluate the phase transition boundaries
in Theorem 2.2.1, we take p = bnεc, where n ∈ {100, 500, 1000, 5000} and
ε ∈ {6/24, . . . , 23/24}. We next plot the empirical type-I error rates (over 1000
replications) versus ε for each chi-squared approximation in Figure II.1.
(2) On the asymptotic biases. To evaluate the asymptotic biases in Theorems 2.2.2
and 2.2.3, we take p = bnεc, where n ∈ {100, 500} and ε ∈ (0, 1). The results
of n = 100 and 500 (over 3000 replications) are given in Figures II.3 and II.5,
respectively. In each setting, the range of ε is chosen such that the largest
empirical type-I error is below 0.5.
To facilitate the presentation of figures and the discussions below, we define
$1 = ϑ1(n, p) exp(−z2α/2)/
√
π, $3 = Φ̄
[{





$2 = ϑ2(n, p) exp(−z2α/2)/
√
π, $4 = Φ̄
[{






Then $1, $2, $3, and $4 denote the asymptotic biases in (2.1)–(2.4), respectively.
For each test in Figure II.3 and Figure II.5, we plot $1 and $2 in the subfigures in
the columns (a) and (c), respectively. To better characterize each approximation bias
when ε is beyond the corresponding phase transition boundary, we combine the results
in Theorem 2.2.2 and those in Theorem 2.2.3. Specifically, in the column (b) of Figure
II.3 and Figure II.5, we plot Mc($1, $3) ≡ $11{$1 < c} + max{$1, $3}1{$1 ≥ c},
where 1{·} denotes an indicator function, and c denotes a small positive threshold,
and we choose c = 0.002 in the simulations. This definition of Mc($1, $3) suggests
that $1 is used when the approximation bias is smaller than c, and max{$1, $3} is
used when the approximation bias becomes larger. Similarly, we define Mc($2, $4) ≡
$21{$2 < c}+ max{$2, $4}1{$2 ≥ c}, and plot it in the column (d) of Figure II.3
and Figure II.5.
Remark II.2. For each chi-squared approximation, max{$1, $3} already character-
izes the bias well most of the time. We use Mc($1, $3) instead of max{$1, $3}
because $3 can mistakenly indicate a large bias under small ε, especially when n is
small. Compared to max{$1, $3}, Mc($1, $3) does not use $3 when $1 indicates
that the bias is still small. As long as c is sufficiently small but not too close to
zero, Mc($1, $3) will not take the wrong value given by $3, and thus gives a good
evaluation of the approximation bias under a wide range of ε values. Despite the
difference between Mc($1, $3) and max{$1, $3}, we note that Mc($1, $3) is equal
to max{$1, $3} under most cases. For instance, in all our simulations with n = 500
and c = 0.002, Mc($1, $3) = max{$1, $3}. When the Bartlett correction is used, we
know that similar analysis applies to max{$2, $4} and Mc($2, $4).
Multiple-Sample Tests (IV)–(VI) Consider k = 3, n1 = n2 = n3, and n =
n1 + n2 + n3. Under the null hypothesis of each multiple-sample test (IV)–(VI), we
set µi = (0, . . . , 0)
ᵀ, and Σi = Ip for i = 1, 2, 3.
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(1) On the phase transition boundaries. Let p = bnεc, where n = n1 + n2 + n3 and
ni ∈ {100, 500, 1000, 5000} for i = 1, 2, 3. We then plot the empirical type-I
error rates (over 1000 replications) versus ε for each chi-squared approximation
in Figure II.2.
(2) On the asymptotic biases. To evaluate the asymptotic biases in Theorems 2.2.5
and 2.2.6, we take p = bnεc, where n = n1 + n2 + n3, ni ∈ {100, 500} for i =
1, 2, 3, and ε ∈ (0, 1). The results of ni = 100 and 500 (over 3000 replications)
are given in Figure II.6 and Figure II.7, respectively. Similarly to Figure II.3
and Figure II.5, in each row of Figure II.6 and Figure II.7, the lines with dot
markers in the four columns (a)–(d) give $1, Mc($1, $3), $2, and Mc($2, $4),
respectively.
We next analyze the simulation results. First, as shown in Figures II.1 and II.2,
the theoretical phase transition boundary, denoted by a vertical line, is observed to
be consistent with where each chi-squared approximation starts to fail. For instance,
the two plots in the first row of Figure II.1 show that for test (I), the type-I error
rates of the chi-squared approximations without and with the Bartlett correction
begin to inflate when ε is around 2/3 and 4/5, respectively. These are consistent with
d1 = 2/3 and d2 = 4/5 for test (I) in Theorem 2.2.1. Similarly for other tests, we can
see that the numerical results are also consistent with the corresponding conclusions
in Theorems 2.2.1 and 2.2.4.
Second, Figures II.3–II.7 show that the derived theoretical asymptotic biases pro-
vide good evaluations of the corresponding chi-squared approximation biases. From
the subfigures in the column (a) of Figures II.3–II.7, we can see that as ε increases,
the empirical type-I error inflates, and $1 also increases accordingly. At the ε values
where the type-I error begins to inflate, the difference between the empirical type-I
error and $1 is close to 0.05, as shown by the circle line, which suggests that $1
approximates the chi-squared approximation bias Pr{−2 log Λn > χ2f (α)} − α well
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in this regime. When ε further increases beyond the corresponding phase transition
boundary, the asymptotic bias $1 keeps increasing, and its large value indicates the
failure of the chi-squared approximation, even though now $1 underestimates the
approximation bias in this regime. To better characterize the approximation bias
when ε is beyond the phase transition boundary, we combine $1 and $3 by plotting
Mc($1, $3) in the column (b) of Figures II.3–II.7. The results suggest that utilizing
the two asymptotic biases in (2.1) and in (2.3) together can give a good evaluation
of the approximation bias under a wide range of ε values, either below or above the
phase transition boundary. Moreover, in each subfigure in the column (b), we also
highlight the location with x-axis ε∗ where Mc($1, $3) starts to be larger than $1
(the plus sign). When ε < ε∗, Mc($1, $3) = $1, indicating that $1 approximates
the bias better than $3 does in this regime, while $3 performs better than $1 when
ε ≥ ε∗. Similarly, for the chi-squared approximation with the Bartlett correction, sim-

































































































































(i) Without the Bartlett correction






















(ii) With the Bartlett correction
Figure II.1: Illustration of phase transitions of one-sample tests (I)–(III): Empirical
type I errors versus ε when p = bnεc for n = 100 (cross), 500 (asterisk), 1000 (square),
































































































































(i) Without the Bartlett correction






















(ii) With the Bartlett correction
Figure II.2: Illustration of phase transitions of multiple-sample tests (IV)–(VI): Em-
pirical type I errors versus ε when p = bnεc for n = 100 (cross), 500 (asterisk), 1000

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2.3 Results for Exploratory Factor Analysis
Exploratory factor analysis serves as a popular statistical tool to gain insights into
latent structures underlying the observed data (Gorsuch, 1988; Fabrigar and Wegener,
2011; Bartholomew et al., 2011). It is widely used in many application areas such
as psychological and social sciences (Fabrigar et al., 1999; Preacher and MacCallum,
2002; Thompson, 2004; Finch and Finch, 2016). In factor analysis, the relationship
among observed variables in data are explained by a smaller number of unobserved
underlying variables, called common factors. To understand the underlying scientific
patterns, one fundamental problem in factor analysis is to decide the minimum num-
ber of latent common factors that is needed to describe the statistical dependencies
in data.
In order to determine the number of factors in exploratory factor analysis, a wide
variety of procedures have been proposed; see reviews and discussions in Costello and
Osborne (2005), Barendse et al. (2015) and Luo et al. (2019). For instance, one broad
class of criteria are based on the eigenvalues of the sample correlation matrix of the
observed data. Examples include the Kaiser criterion (Kaiser, 1960), the scree test
(Cattell, 1966), the parallel analysis method (Horn, 1965; Keeling, 2000; Dobriban,
2020), and testing linear trend of eigenvalues (Bentler and Yuan, 1998) among many
others. Another class of methods propose various goodness-of-fit indexes to select the
number of factors, such as AIC (Akaike, 1987), BIC (Schwarz, 1978), the reliability
coefficient (Tucker and Lewis, 1973), and the root mean square error of approximation
(Steiger, 2016). Moreover, the likelihood ratio test provides another popularly used
approach in practice (Bartlett, 1950; Anderson, 2003).
Among the various criteria to determine the number of factors, the likelihood
ratio test plays a unique role, as it is based on a formal hypothesis testing procedure
with a clear statistical rationale and also has a solid theoretical foundation with
guaranteed statistical properties. In particular, the likelihood ratio test examines how
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a factor analysis model fits the data using a hypothesis testing framework based on the
likelihood theory. The classical statistical theory shows that under the null hypothesis,
the likelihood ratio test statistic (after proper scaling) asymptotically converges to a
chi-squared distribution, with the degrees of freedom equal to the difference in the
number of free parameters between the null and alternative hypothesis models (see,
e.g., Anderson, 2003, Section 14.3.2).
In the modern big data era, it is of emerging interest to analyze high-dimensional
data (Finch and Finch, 2016; Harlow and Oswald, 2016; Chen et al., 2019b), where
throughout this section we refer to the dimension of the observed response variables
as the dimension of data. Classical asymptotic theory, despite its importance, often
replies on the assumption that the data dimension is fixed as the sample size increases.
Such an assumption often fails in high-dimensional data analysis with large data di-
mension, and therefore the corresponding asymptotic theory is no longer directly
applicable to modern high-dimensional applications. In fact, it has been found in
the recent statistical literature that the chi-squared approximations for the likelihood
ratio test statistics can become inaccurate as the dimension of data increases with the
sample size (e.g. Bai et al., 2009; Jiang and Yang, 2013; He et al., 2021a). In factor
analysis, although considerable high-dimensional statistical analysis results have been
recently developed (Bai and Ng, 2002; Bai and Li, 2012; Sundberg and Feldmann,
2016; Ait-Sahalia and Xiu, 2017; Chen and Li, 2020), less attention has been paid to
the statistical properties of the popular likelihood ratio test under high dimensions.
Particularly, it remains an open problem when the conventional chi-squared approxi-
mation of the likelihood ratio test starts to fail as the data dimension grows. In other
words, for a dataset with sample size N , how large the data dimension p can be to
still ensure the validity of the chi-squared approximation of the likelihood ratio test?
To better understand this issue, the remaining part of this section investigates the
influence of the data dimensionality on the likelihood ratio test in high-dimensional
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exploratory factor analysis. Particularly, Section 2.3.1 gives a brief review of the
exploratory factor analysis and the likelihood ratio test, and Section 2.3.2 presents our
theoretical and numerical results on the performance of the chi-squared approximation
under high dimensions. The technical proofs are deferred to the appendix.
2.3.1 Likelihood Ratio Test in Exploratory Factor Analysis
In this section, we briefly review the likelihood ratio test in exploratory factor
analysis (see, e.g., Anderson, 2003, Section 14). Suppose Xi, i = 1, . . . , N are inde-
pendent and identically distributed p-dimensional random vectors. The exploratory
factor analysis considers the following common-factor model
Xi = µ+ ΛFi + Ui, (2.6)
where µ a the p-dimensional mean parameter vector, Λ is a p × k0 loading matrix
with rank(Λ) = k0 < p, Fi is a k0-dimensional random vector containing the common
factors, and Ui is a p-dimensional error vector. It is well known that the factor model
(2.6) is not identifiable without additional constraints, and there are many ways to
impose identifiablity restrictions (Anderson, 2003; Bai and Li, 2012). In this section,
we focus on the following identification conditions which have been popularly used in
exploratory factor analysis. In particular, we assume that Fi and Ui are independent
latent random vectors with E(Fi) = 0k0 , cov(Fi) = Ik0 , E(Ui) = 0p, and cov(Ui) = Ψ,
where 0k0 denotes a k0-dimensional all-zero vector, Ik0 represents a k0 × k0 identity
matrix, and Ψ is a p × p diagonal matrix with rank(Ψ) = p. It follows that the
population covariance matrix Σ = cov(Xi) can be expressed as
Σ = ΛΛ> + Ψ. (2.7)
Typically, the true number of common factors k0 is unknown. In exploratory factor
35
analysis, to determine the number of factors in model (2.6), various procedures have
been developed. Among them, the likelihood ratio test plays a unique role due to its
solid theoretical foundation and nice statistical properties. The common practice
utilizes the model’s likelihood function assuming both Fi and Ui to be normally
distributed. In such case, Xi follows a multivariate normal distribution with mean
vector 0p and covariance matrix Σ as in (2.7), and we write Xi ∼ N (0p,Σ). Then,
the likelihood ratio test is used to sequentially test the factor analysis model with a
specified number of factors against the saturated model (e.g., Hayashi et al., 2007).
Specifically, for each k = 0, 1, . . . , p, we consider the following null and alternative
hypotheses: H0,k : Σ = ΛΛ
> + Ψ with (at most) k factors, versus HA,k : Σ is any
positive definite matrix. In practice without a priori knowledge, a typical procedure
examines the above hypotheses in a forward stepwise manner. Specifically, we first
consider k = 0 and examine H0,0 : k0 = 0 versus HA,0 using the likelihood ratio test,
that is, testing whether there is any factor in model (2.6). If H0,0 is rejected, we
then consider k = 1, that is, a 1-factor model in the null hypothesis H0,1. If H0,1
is rejected, we proceed with k = 2, and test a 2-factor model for H0,2. This testing
procedure continues until we fail to reject H0,k̂ for some k̂. Then k̂ is taken as an
estimate of the true number of factors based on the likelihood ratio test.
We next introduce the details on the abovementioned likelihood ratio test. For
k = 0, H0,0 examines the existence of any significant factors, which is an important
problem in psychology applications (e.g., Mukherjee, 1970). This test can be written
as
H0 : Σ = Ψ versus HA : Σ 6= Ψ,
that is, testing whether Σ is a diagonal matrix. Statistically, this is also equivalent
to the following hypothesis test
H0 : R = Ip versus HA : R 6= Ip,
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where R denotes the population correlation matrix of the response variables {Xi, i =
1, . . . , N}. Under the normality assumption of X, H0,0 then tests for the complete
independence between p dimensions of X. The likelihood ratio test statistic for H0,0
with the chi-squared limit is T0 = −(N − 1) log(|R̂N |), where R̂N denotes the sample
correlation matrix of the observations {Xi, i = 1, . . . , N}, and |R̂N | denotes the de-
terminant of R̂N ; see, e.g., Bartlett (1950). When the dimension p is fixed and the
sample size N →∞, under H0,0,
T0
D−→ χ2f0 , with f0 = p(p− 1)/2, (2.8)
where
D−→ represents the convergence in distribution, and χ2f0 represents a random
variable following the chi-squared distribution with degrees of freedom f0. To improve
the finite-sample performance, researchers have proposed using the Bartlett correction
for the likelihood ratio test (Bartlett, 1950). The corrected test statistic is ρ0T0 with
the Bartlett correction term ρ0 = 1− (2p+ 5)/{6(N − 1)}, and under H0,0 with fixed
p and N →∞, we still have the chi-squared approximation:
ρ0 × T0
D−→ χ2f0 , (2.9)
while it improves the convergence rate of the chi-squared approximation (3) from
O(N−1) to O(N−2).
For k ≥ 1, H0,k examines whether the k-factor model fits the observed data. Under
the k-factor model, let Λ̂k and Ψ̂k denote the maximum likelihood estimators of Λ
and Ψ, respectively, and define Σ̂k = Λ̂kΛ̂
>
k + Ψ̂k. Then to test H0,k, the likelihood
ratio test statistic can be written as
Tk = −(N − 1) log(|Σ̂| × |Σ̂k|−1) + (N − 1){tr(Σ̂Σ̂−1k )− p}, (2.10)
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where Σ̂ is the unbiased sample covariance matrix of the observations {Xi, i =
1, · · · , N}, and tr(A) denotes the trace of a matrix A; see, e.g., Lawley and Maxwell
(1962). Under the null hypothesis with k0 = k, p fixed and N → ∞, we have the
following chi-squared approximation:
Tk
D−→ χ2fk , where fk = {(p− k)
2 − p− k}/2. (2.11)
Moreover, applying the Bartlett correction for this test, we have
ρk × Tk
D−→ χ2fk , where ρk = 1−
2p+ 5 + 4k
6(N − 1)
. (2.12)
Despite the usefulness of the above chi-squared approximations, classical large
sample theory assumes that the data dimension p is fixed, and therefore many con-
clusions are not directly applicable to high-dimensional data when p increases with
the sample size N . As analyzing high-dimensional data is of emerging interest in
modern data science, it imposes new challenges to understanding the statistical per-
formance of the likelihood ratio test in the exploratory factor analysis, which will be
investigated in the next section.
2.3.2 Phase Transition Boundary
In high-dimensional exploratory factor analysis, it is important to understand
the limiting behavior of the likelihood ratio test, as applying an inaccurate limiting
distribution would lead to misleading scientific conclusions. This section focuses on
the limiting distribution of the likelihood ratio test under the null hypothesis, and
investigates the influence of the data dimension p and the sample size N on the
chi-squared approximation.
Recent statistical literature has shown that the chi-squared approximation for the
likelihood ratio test can become inaccurate in various testing problems (Bai et al.,
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2009; Jiang and Yang, 2013; He et al., 2021a), while this inaccuracy issue is still less
studied in the exploratory factor analysis. To demonstrate that similar phenomena
exist for the exploratory factor analysis, we first present a numerical example, before
showing our theoretical results.
Numerical Example 1. Consider H0,0 in Section 2.3.1 with N = 1000 and p ∈
{20, 100, 300, 500}. Under each combination of (N, p), we generate Xi, i = 1, . . . , N
from N (0p, Ip) independently, and then compute the likelihood ratio test statistics T0
in (2.8) and its Bartlett corrected version ρ0T0 in (2.9). We repeat the procedure
5000 times, and present the histograms of T0 and ρ0T0 in the first and second rows,
respectively, of Figure II.8. For comparison, in each histogram, we add the theoretical

















































































































































































N = 1000, p = 500




in the numerical example 1.
From the two figures in the first column of Figure II.8, we can see that when p is
small (p = 20) compared toN , the density curve of χ2f0 approximates the histograms of
T0 and ρ0T0 well. This is consistent with the classical large sample theory in (2.8) and
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(2.9). However, as p increases from 20 to 500, the density curve of χ2f0 moves farther
away from the sample histograms of T0 and ρ0T0, indicating the failure of the chi-
squared approximation as p increases. It is also interesting to note that the likelihood
ratio test statistics without and with the Bartlett correction behave differently as p
increases, despite their similarity when p is small. For instance, when p = 100, χ2f0
already fails to approximate the distribution of T0, but it can still well approximate




approximate the distributions of both T0 and ρ0T0, while the approximation biases
differ. These numerical observations bring the following question in practice: how
large the dimension p with respect to the sample size N can be so that we can still
apply the classic chi-squared approximation for the likelihood ratio test?
To provide a statistical insight into this important practical issue, we derive the
necessary and sufficient condition to ensure the validity of the chi-squared approxima-
tion for the likelihood ratio test, as p increases with N . Particularly, we first consider
H0,0 : k0 = 0 in Section 2.3.1 and provide the following Theorem 2.3.1.
Theorem 2.3.1. Suppose N ≥ p + 5. Let χ2f0(α) denote the upper-level α-quantile
of the χ2f0 distribution. Under H0,0 : k0 = 0, as N →∞,
(i) supα∈(0,1) |Pr{T0 > χ2f0(α)} − α| → 0, if and only if limn→∞ p/N
1/2 = 0;
(ii) supα∈(0,1) |Pr{ρ0 × T0 > χ2f0(α)} − α| → 0, if and only if limn→∞ p/N
2/3 = 0.
In Theorem 2.3.1, N ≥ p + 5 is required for the technical proof. This condition
is mild as N ≥ p+ 1 is required for the existence of the likelihood ratio test statistic
with probability one (Jiang and Yang, 2013). Theorem 2.3.1 (i) suggests that the chi-
squared approximation for T0 in (2.8) starts to fail when the dimension p approaches
N1/2, and (ii) shows that the chi-squared approximation for ρ0T0 in (2.9) starts to
fail when p approaches N2/3. To further demonstrate the validity of Theorem 2.3.1,
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we conduct a simulation study as follows.
Numerical Example 2. We take p = bN εc, where N ∈ {100, 500, 1000, 2000}
and ε ∈ {3/24, 4/24, . . . , 23/24}. For each combination of (N, p), we generate Xi
from N (0p, Ip) for i = 1, . . . , N independently, and conduct the likelihood ratio test
with two chi-squared approximations in (2.8) and (2.9), respectively. We repeat the
procedure 1000 times to estimate the type I error rates with significance level 0.05, and
then plot estimated type I error rates versus ε in Figure II.9. The left figure in Figure
II.9 presents the results of the chi-squared approximation for T0 in (2.8), where the
estimated type I error begins to inflate when ε approaches 1/2. In addition, the right
figure in Figure II.9 presents the results of the chi-squared approximation for ρ0T0 in
(2.9), where the estimated type I error begins to inflate when ε approaches 2/3. The
two theoretical boundaries on ε in Theorem 2.3.1 are denoted by two vertical dashed
lines in Figure II.9. For each approximation, the theoretical and empirical values of
ε where the approximation begins to fail are consistent.














































Figure II.9: Empirical type I errors versus ε when k0 = 0 in the numerical example
2.
We next investigate the sequential test for H0,k when k ≥ 1. Under H0,k, assume
the true factor number is k, and ΛkΛ
>
k and Ψk are the true values such that (2.7)
holds with ΛΛ> = ΛkΛ
>
k and Ψ = Ψk, where Λk is a matrix of size p× k, and Ψk is a
diagonal matrix. In classical multivariate analysis with fixed dimension and certain
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regularity conditions, it can be shown that Λ̂kΛ̂
>
k
P−→ ΛkΛ>k and Ψ̂k
P−→ Ψk, where
P−→ represents the convergence in probability; see, e.g., Theorem 14.3.1 in Anderson
(2003). To facilitate the following theoretical analysis, we consider a simplified version
of the test by assuming ΛkΛ
>
k and Ψk are given, and define Σk = ΛkΛ
>
k +Ψk. Then we
consider testing H ′0,k : Σ = Σk, and the likelihood ratio test statistic can be expressed
as
T ′ = −(N − 1) log(|Σ̂| × |Σk|−1) + (N − 1){tr(Σ̂Σ−1k )− p};
see Section 8.4 of Muirhead (2009). The test statistic T ′ and Tk in (2.10) are the
same except that T ′ is based on the true value Σk = ΛkΛ
>
k + Ψk, while Tk is based
on Σ̂k = Λ̂kΛ̂
>
k + Ψ̂k, with Λ̂kΛ̂
>
k and Ψ̂k being the maximum likelihood estimators
of ΛkΛ
>
k and Ψk, respectively, under the k-factor model. Under the classical setting
with p fixed, the chi-squared approximation of T ′ is T ′
D−→ χ2f ′ , where f ′ = p(p+ 1)/2,
and by the Bartlett correction with ρ′ = 1 − {6(N − 1)(p + 1)}−1(2p2 + 3p − 1), we
have ρ′T ′
D−→ χ2f ′ . For this simplified testing problem H ′0,k, the test statistic T ′ and
its limit do not depend on the number of factors k, as the true ΛkΛ
>
k and Ψk are
assumed to be given.
Considering H ′0,k and the statistic T
′, we next provide the necessary and sufficient
condition on when the chi-squared approximation for the likelihood ratio test fails as
the data dimension p increases under H ′0,k.
Theorem 2.3.2. Suppose N ≥ p + 2. Under H ′0,k : Σ = ΛkΛTk + Ψk, with given Λk
and Ψk, and k = k0, as N →∞,
(i) supα∈(0,1) |Pr{T ′ > χ2f ′(α)} − α| → 0, if and only if limn→∞ p/N1/2 = 0;
(ii) supα∈(0,1) |Pr{ρ′ × T ′ > χ2f ′(α)} − α| → 0, if and only if limn→∞ p/N2/3 = 0.
Remark II.3. For the more general testing problem H0,k, we need to obtain the max-
imum likelihood estimators Λ̂k and Ψ̂k, and then conduct the likelihood ratio test with
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chi-squared approximations (2.11) or (2.12). When the number of latent factors k is
fixed compared to N and p, we note that ρk/ρ
′ and fk/f
′ asymptotically converge to
1. Furthermore, if Λ̂kΛ̂
>
k + Ψ̂k approximates the true ΛkΛ
>
k + Ψk sufficiently well, we
expect that the conclusions in Theorem 2.3.2 would hold for the likelihood ratio test
under the null hypothesis H0,k similarly. In particular, when k is fixed as N → ∞,
consistent estimation of Λk and Ψk has been discussed under both fixed p in the clas-
sical literature (see, e.g., Anderson, 2003, Theorem 14.3.1) and p → ∞ in recent
literature on high-dimensional factor analysis model (see, e.g., Bai and Li, 2012).
When k also diverges with N and p, an asymptotic regime that is less investigated in
the literature, deriving a similar condition for the chi-squared approximation would
require accurate characterizations of the biases of estimating Λk and Ψk, which, how-
ever, would be challenging and need new developments of high-dimensional theory and
methodology.
We next demonstrate the theoretical results by the following numerical study.
Numerical Example 3. We consider the likelihood ratio test under H0,k with
k = k0 ∈ {1, 3}. (I) When k0 = 1, under H0,1, we set Λ = ρ× 1p and Ψ = (1− ρ2)Ip,
with ρ = 0.3. (II) When k0 = 3, under H0,3, we set Ψ = (1− ρ2)Ip and
Λ =

ρ× 1p1 0p1 0p1
0p1 ρ× 1p1 0p1
0p−2p1 0p−2p1 ρ× 1p−2p1
 ,
where p1 = bp/3c, ρ = 0.6, and 1p1 represents a p1-dimensional vector with all one
entries. For both cases, we set p = bN εc, where N ∈ {100, 500, 1000, 2000} and
ε ∈ {8/24, 7/24, ..., 23/24}. And we generate each observation Xi, i = 1, . . . , N , from
N (0,ΛΛ> + Ψ) independently, and conduct the likelihood ratio test with the function
factanal() in R. Similarly to Figure II.9, we plot the estimated type I error rates (based
on 1000 replications) versus ε for two approximations (2.11) and (2.12), where the
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results of case (I) are in Figure II.10, and the results of case (II) are in Figure II.11.














































Figure II.10: Empirical type I errors versus ε under Case (I) k0 = 1 in the numerical
example 3.














































Figure II.11: Empirical type I error versus ε under Case (II) k0 = 3 in the numerical
example 3.
Similarly to Numerical Example 2, Numerical Example 3 also demonstrates that
the empirical values of ε, where the chi-squared approximations start to fail, are
consistent with the corresponding theoretical results. The necessary and sufficient
conditions therefore would provide simple quantitative guidelines to check in practice.
In addition, it is worth mentioning that the conditions in Theorems 2.3.1 and 2.3.2
also reflect the biases of the chi-squared approximations. For instance, considering
the likelihood ratio test for H0,0, by the proof of Theorem 2.3.1, when p/N → 0,
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we obtain that E(T0 − χ2f0) × {var(χ
2
f0
)}−1/2 is approximately C1p2/N, and E(ρ0 ×
T0 − χ2f0) × {var(χ
2
f0
)}−1/2 is approximately C2p3/N2, where C1 and C2 are positive
constants. This suggests that the mean of the chi-squared limit will become smaller
than the means of T0 and ρ0T0 as p increases, which is consistent with the observed
phenomenon in Figure II.8.
2.3.3 Connection with Overestimating the Number of Factors
Figures II.9–II.11 show that the estimated type I error of the likelihood ratio test
increases as ε increases. This can provide one possible explanation for the well-known
finding that the likelihood ratio test tends to overestimate the number of factors in
the literature of factor analysis (Hayashi et al., 2007). In particular, let k̂ denote
the number of factors estimated by the sequential procedure described in Section
2.3.1, and let k0 denote the true number of factors. Note that in the sequential
procedure, rejecting H0,k0 leads to an overestimation of the number of factors, i.e.,
k̂ > k0. Thus, when the type I error of testing H0,k0 inflates as in Figures II.9–II.11,
the probability of rejecting H0,k0 would also increase, which consequently suggests an
inflation of the probability of overestimating the number of factors, k̂ > k0. We next
conduct simulation studies to demonstrate the performance of estimating the number
of factors using the likelihood ratio test. The numerical results are consistent with
the above theoretical analyses and show that the procedure begins to overestimate
the number of factors when the type I error begins to inflate.
In particular, consider the simulation setting similar to that in Numerical Example
3, where we take the true number of factors k0 ∈ {1, 3}, sample size N ∈ {500, 1000}
and data dimension p = bN εc for different ε values. When conducting the likelihood
ratio tests in the sequential procedure, the nominal significance level is set as α = 0.05.
For each combination of (k0, N), we use the sequential procedure to estimate the
number of factors, denoted as k̂. We repeat the procedure 1000 times and estimate the
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proportions of correct estimation (k̂ = k0) and overestimation (k̂ > k0), respectively.
We present the results for k0 = 1, 3 in Figures II.12 and II.13, respectively, where the
results based on the likelihood ratio test without and with the Bartlett correction are
given in the left and right columns, respectively.

































































































































Figure II.12: Performance of the likelihood ratio test for estimating the number of
factors when k0 = 1: correct estimation (k̂ = k0) and overestimation (k̂ > k0).
The numerical results in Figures II.12 and II.13 show that (1) using the likeli-
hood ratio test, the procedure begins to overestimate the number of factors when ε
approaches 1/2; (2) using the likelihood ratio test with the Bartlett correction, the
procedure begins to overestimate the number of factors when ε approaches 2/3. These
observations, compared with Figures II.9–II.11, suggest that the sequential procedure
begins to overestimate the number of factors when the corresponding type I error be-
gins to inflate, which is consistent with our discussions above. Moreover, in Figures
II.12 and II.13, when ε is small and does not pass the corresponding phase transition
boundary, the proportion of overestimation (k̂ > k0) is around 0.05. This is because
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Figure II.13: Performance of the likelihood ratio test for estimating the number of
factors when k0 = 3: correct estimation (k̂ = k0) and overestimation (k̂ > k0).
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that rejecting H0,k0 suggests k̂ > k0, and the probability of rejecting H0,k0 (type I
error of testing H0,k0) can be asymptotically controlled at the level α = 0.05 under
the asymptotic regimes derived in Theorems 2.3.1 and 2.3.2.
2.4 Results for Multivariate Linear Regression
2.4.1 Likelihood Ratio Test in Multivariate Linear Regression
Multivariate linear regressions are widely used in econometrics, financial engineer-
ing, psychometrics and many other areas of applications to model the relationships
between multiple related responses and a set of predictors. Suppose we have n obser-
vations of m-dimensional responses yi = (yi,1, . . . , yi,m)
ᵀ and p-dimensional predictors
xi = (xi,1, . . . , xi,p)
ᵀ, for i = 1, . . . , n. Let Y = (y1, . . . ,yn)
ᵀ be the n ×m response
matrix and X = (x1, . . . ,xn)
ᵀ be the n × p design matrix. The multivariate linear
regression model assumes Y = XB+E, where B is a p×m matrix of unknown regres-
sion parameters and E = (ε1, . . . , εn)
ᵀ is an n ×m matrix of regression errors, with
εi’s independently sampled from an m-dimensional Gaussian distribution N (0,Σ).
Under the multivariate linear regression model, we are interested in testing the
null hypothesis H0 : CB = 0r×m, where C is an r×p matrix with rank r ≤ p and 0r×m
is an all-zero matrix of size r ×m. This is often called general linear hypothesis in
multivariate analysis and has been popularly used in multivariate analysis of variance
(see, e.g., Muirhead, 2009). Different choices of the testing matrix C are of interest
in various applications. For instance, if B is partitioned as Bᵀ = [Bᵀ1 , B
ᵀ
2 ], where B1
is an r × m matrix; then the null hypothesis of B1 = 0r×m is equivalent to taking
C = [Ir,0r×(p−r)], which can be used to test the significance of the first r predictors of
X. Another example is to test the equivalence of the effects of a set of r+1 predictors
(such as different levels of some categorical variables), where C = [Ir,0r×(p−r−1),−1r]
and 1r represents an all 1 vector of length r.
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To test H0 : CB = 0r×m, a popularly used approach in the literature is the
likelihood ratio test (LRT) (Anderson, 2003; Muirhead, 2009). Specifically, when
n > m + p, Σ is positive definite and X has rank p, the LRT statistic is Ln =
det(SE)
n/2/{det(SE + SX)n/2}, where SE = Y ᵀ[I − X(XᵀX)−1Xᵀ]Y and SX =
(CB̂)ᵀ[C(XᵀX)−1Cᵀ]−1CB̂ are the residual sum of squares and the regression sum of
squares matrices respectively, and B̂ = (XᵀX)−1XᵀY is the least squares estimator.
Assuming m and p are fixed, it is well known that −2 logLn converges weakly to a
χ2 distribution as n→∞ under the null hypothesis (Anderson, 2003).
However, in the high-dimensional settings where the dimension parameters (p,m, r)
are allowed to increase with n, the LRT suffers from several issues. First, under the
null hypothesis, the limiting distribution of −2 logLn may not be a χ2 distribution
any more. The failure of the χ2 approximations of LRT distributions under high di-
mensions has been studied by researchers under various model settings. For instance,
Bai et al. (2009) examined two LRTs on testing covariance matrices, showed that
their χ2 approximations perform poorly, and proposed the corrected normal limiting
distributions. Jiang and Yang (2013) and Jiang and Qi (2015) studied classical LRTs
on testing sample means and covariance matrices, and showed that the χ2 approxima-
tions also fail as the dimensions increase. Moreover, Bai et al. (2013) considered the
LRT on testing linear hypotheses in high-dimensional multivariate linear regressions,
demonstrated the failure of χ2 approximation and derived the corrected LRT. Note
that Bai et al. (2013) only considered the high-dimensional settings where m, r and
n − p are proportional to each other with m ≤ r. Despite these existing works, it
is still unclear under which asymptotic regimes the χ2 approximation of LRT starts
to fail. An answer to this question would provide insights for practitioners especially
when analyzing data with m/n and p/n small but not negligible.
To address this issue, we derive the asymptotic boundary when the χ2 approx-
imation fails as the dimension parameters (p,m, r) increase with the sample size
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n. Moreover, we develop the corrected limiting distribution of logLn for a general
asymptotic regime of (p,m, r, n).
2.4.2 Phase Transition Boundary
In traditional multivariate regression analysis where the dimension parameters
(p,m, r) are considered as fixed numbers, the χ2 approximation of the LRT,
−2 logLn
D−→ χ2mr, as n→∞, (2.13)
is used for H0 : CB = 0r×m (Muirhead, 2009; Anderson, 2003), where
D−→ denotes the
convergence in distribution. However, it has been noted that the χ2 approximation
of the distribution of the LRT often performs poorly in high-dimensional applications
(see, e.g., Bai and Saranadasa, 1996; Jiang et al., 2012; Bai et al., 2009, 2013; Jiang
and Yang, 2013).
As the three dimension parameters (m, p, r) are allowed to grow with n, it is of
interest to examine the phase transition boundary where the χ2 approximation fails.
This is described in the following theorem.
Theorem 2.4.1 (Without the Bartlett Correction). Consider n > p+m and p ≥ r.
Let χ2mr(α) denote the upper α-quantile of χ
2
mr distribution.
(i) When mr → ∞ and max{p,m, r}/n → 0 as n → ∞, P{−2 logLn > χ2mr(α)} →




mr(p+m/2− r/2)n−1 = 0. (2.14)
(ii) When mr is finite, P{−2 logLn > χ2mr(α)} → α, if and only if limn→∞ p/n = 0.
Theorem 2.4.1 gives the sufficient and necessary condition on (m, p, r, n) such
that the χ2 approximation (2.13) fails. We note that although (2.14) is obtained
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when mr → ∞, (2.14) becomes limn→∞ p/n = 0 with finite m and r, in agreement
with the conclusion when mr is finite. To further examine the implications of (2.14),
we consider two special cases. Specifically, let m = bnηc and p = bnεc with η and
ε ∈ (0, 1), where b·c denotes the floor of a number. When r is fixed, (2.14) implies
√
m(p+m/2) = o(n), that is, max{ε, η} + η/2 < 1. When r = p = bnεc, (2.14)
implies
√
mp(p+m) = o(n), that is, max{ε, η}+ (η + ε)/2 < 1. For these two cases,
we correspondingly give two (η, ε)-regions in Figure II.14 satisfying the constraint
(2.14). In these two regions, when ε becomes close to 0, the largest η approaches 2/3.
This implies that when p is small, the largest m such that (2.14) holds is of order n2/3.
It is the same for both fixed r and r = p cases as p is small and r ≤ p. In addition,
when η goes to 0, the largest ε values under fixed r and r = p cases converge to 1 and
2/3 respectively. This indicates that when m is small, the largest p values satisfying
(2.14) are of order n and n2/3 for the two cases respectively. Moreover, when m = p,
the largest orders of m and p for the two cases are n2/3 and n1/2 respectively.
fixed r
 (2/3,2/3) (0,2/3)



















(b) r = p
Figure II.14: Illustration of phase transition boundaries in (2.14): η versus ε when
m = bnηc and p = bnεc. Scenario (a): r is fixed; Scenario (b): r = p.
To illustrate this phase transition phenomenon, we present a simple simulation
experiment. We set Σ = Im, and estimate the type I errors of the χ
2 approxima-
tion (2.13) with 104 repetitions under the following four cases: (a) fixed m = r =
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2 and p = bnηc; (b) fixed p = r = 2 and m = bnηc; (c) fixed m = 2 and p = r =
bnηc; (d) p = m = r = bnηc, where η ∈ {1/24, . . . , 23/24}. In Figure II.15, we
plot the estimated type I errors against η values for n = 100 and 300 respectively.
The plots show consistent patterns with the theoretical results. In particular, when
p = m = r = bnηc, the χ2 approximation begins to fail for η around 1/2. When p
and r are fixed and m = bnηc, or when m is fixed and p = r = bnηc, the χ2 ap-
proximation begins to fail for η around 2/3. When m and r are fixed and p = bnηc,
the χ2 approximation begins to fail for η larger than the other three cases, which is
consistent with the theoretical results.
Figure II.15: Empirical type I errors versus η using χ2 approximation (2.13) when
n = 100 and n = 300.
It is worth mentioning that the sufficient and necessary constraint (2.14) also char-
acterizes the bias of the χ2 approximation. Specifically, under the conditions of Theo-





Thus when (p,m, r) are large such that (2.14) is violated and the χ2 approximation
fails, the bias of the χ2 approximation increases as
√
mr(p+m/2− r/2 + 1/2)n−1
increases.
In the classic regime with fixed m and p, researchers have also proposed the
Bartlett correction of the LRT that −2ρ logLn
D−→ χ2mr, where ρ = 1 − (p − r/2 +
m/2 + 1/2)/n. In particular, for any z ∈ R, this corrected approximation gets rid
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of the first order approximation error O(n−1); that is, for any z, P (−2ρ logLn <
z)− P (χ2mr < z) = O(n−2) when m and p are fixed. Similarly to Theorem 1, the χ2
approximation with Bartlett correction also fails as m and p increase with n. The
phase transition boundary is characterized in the following result.
Theorem 2.4.2 (With the Bartlett Correction). Consider n > p+m and p ≥ r.
(i) When mr →∞ and max{p,m, r}/n→ 0 as n→∞, for any significance level
α, P{−2ρ logLn > χ2mr(α)} → α, if and only if limn→∞
√
mr(r2 +m2)n−2 = 0.
(ii) When mr is finite, P{−2ρ logLn > χ2mr(α)} → α, if and only if n− p→∞.
Theorem 2.4.2 suggests that when m and r are fixed, the corrected LRT approx-
imation holds when n − p → ∞. When mr → ∞, the phase transition threshold in
Theorem 2.4.2 only involves m and r. In particular, when r is fixed and m = bnηc,
or when m is fixed and r = bnηc, the χ2 approximation with Bartlett correction fails
when η ≥ 4/5; when m = r = bnηc, the corrected approximation fails when η ≥ 2/3.
To illustrate the phenomenon, we also present a numerical experiment on the χ2
approximation with Bartlett correction in Figure II.16 under the same set-up as in
Figure II.15. It shows that when m and r are fixed and p = bnηc, the type I errors are
well controlled for large η approaching 1. Moreover, when p and r are fixed and m =
bnηc, or when m is fixed and p = r = bnηc, the corrected χ2 approximation begins
to fail around η = 4/5. When p = m = r = bnηc, the corrected χ2 approximation
begins to fail around η = 2/3. These numerical results are also consistent with the
theory.
2.4.3 Alternative High-Dimensional Limit
More generally, to have a unified limiting distribution for analyzing high-dimensional
data under a general asymptotic region of (m, p, r, n), we derive a corrected normal
limiting distribution for the LRT statistic.
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Figure II.16: Empirical type I errors versus η using the χ2 approximation with the
Bartlett correction when n = 100 and n = 300.
Theorem 2.4.3. When n > p+m, p ≥ r, mr →∞, and n−p−max{m−r, 0} → ∞
as n→∞, the LRT statistic Ln has corrected form T1 satisfying
T1 :=
−2 logLn + µn
nσn
D−→ N (0, 1), (2.15)
where σ2n = 2 log(n+ r − p−m)(n− p)− 2 log(n− p−m)(n+ r − p), and
µn = n(n−m− p− 1/2) log
(n+ r − p−m)(n− p)
(n− p−m)(n+ r − p)
+ nr log
(n+ r − p−m)
(n+ r − p)
+ nm log
(n− p)
(n+ r − p)
.
The theorem above covers the asymptotic regime wheremr →∞, max{p,m, r}/n→
0 and the constraint (2.14) holds; under this region, we can show that µn → −mr
and (nσn)
2 → 2mr, which are consistent with the mean and variance of χ2mr ap-
proximation. In addition, although Theorem 2.4.3 requires mr → ∞, the normal
approximation (2.15) could still perform well when m or r is small, as long as mr is
large enough.
Alternatively, under some high dimensional settings, we can check that no χ2 or
even noncentral χ2 distribution could match the asymptotic mean and variance of
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−2 logLn in Theorem 2.4.3. Specifically, if the distribution of −2 logLn could be ap-
proximated by some χ2 distribution, then we should have −(nσn)2/µn → 2, which is,
however, not satisfied as p/n,m/n and r/n increase; or if the distribution of −2 logLn
could be approximated by some noncentral χ2 distribution with degrees of freedom
kn, then we should have kn = −2µn − n2σ2n/2, which, however, can become negative
as p/n,m/n and r/n increase. Thus it implies that the χ2-type approximation for
−2 logLn could fail fundamentally under high dimensions.
Remark II.4. A similar result on the asymptotic normality of logLn in Theorem
2.4.3 was proved in Zheng (2012) and Bai et al. (2013). However, there are several dif-
ferences between our result and theirs. First, our asymptotic regime is more general.
Specifically, Zheng (2012) and Bai et al. (2013) requires that m < r, min{m, r} → ∞,
and m/(n − p) converges to a constant in (0, 1), while we only need mr → ∞ and
n − p − max{m − r, 0} → ∞. Our analysis covers the case when m/(n − p) → 0
and even when the limit does not exists. Second, the proofs of Zheng (2012) and Bai
et al. (2013) are based on the random matrix theory, while we prove Theorem 2.4.3
by a moment generating function technique motivated by Jiang and Yang (2013).
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CHAPTER III
Adaptively Powerful High-Dimensional Tests
3.1 Introduction
Global Hypothesis Testing and Existing Methods In many large-scale infer-
ence problems, one is often interested in globally testing some overall patterns of
low-dimensional features of the high-dimensional random observations. One example
is genome-wide association studies (GWAS), whose primary goal is to identify single
nucleotide polymorphisms (SNPs) associated with certain complex diseases of inter-
est. A popular approach in GWAS is to perform univariate tests which examine each
SNP one by one. This however may lead to low statistical power due to the weak
effect size of each SNP (Manolio et al., 2009) and the small statistical significance
threshold (∼ 10−8) chosen to control the multiple-comparison type I error (Kim et al.,
2016). Researchers therefore have proposed to globally test a genetic marker set with
many SNPs (Wang et al., 2011; Kim et al., 2016) in order to achieve higher statistical
power and to better understand the underlying genetic mechanisms.
In this section, we focus on a family of global testing problems in the high-
dimensional setting, including testing of mean vectors, covariance matrices and re-
gression coefficients in generalized linear models. These problems can be formulated
as testing H0 : E = 0, where 0 is an all zero vector, E = {el : l ∈ L} is a parameter
vector with L being the index set, and el’s being the corresponding parameters of
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interest, e.g., elements in mean vectors, covariance matrices or coefficients in general-
ized linear models. For the global testing problem H0 : E = 0 versus HA : E 6= 0, two
different types of methods are often used in the literature. One is sum-of-squares-type
statistics. They are usually powerful against “dense” alternatives, where E has a high




l or its weighted variants.
See examples in mean testing (e.g., Bai and Saranadasa, 1996; Goeman et al., 2006;
Srivastava and Du, 2008; Chen and Qin, 2010; Chen et al., 2019a; Gregory et al., 2015;
Srivastava et al., 2016) and covariance testing (e.g., Bai et al., 2009; Ledoit and Wolf,
2002; Chen et al., 2010; Li and Chen, 2012). The other is maximum-type statistics.
They are usually powerful against “sparse” alternatives, where E has few nonzero
elements with a large ‖E‖∞ (e.g., Jiang, 2004; Liu et al., 2008; Hall and Jin, 2010;
Cai and Jiang, 2011; Cai et al., 2013, 2014; Shao and Zhou, 2014). More recently, Fan
et al. (2015); Yang and Pan (2017) also proposed to combine these two kinds of test
statistics. However, for denser or only moderately dense alternatives, neither of these
two types of statistics may be powerful, as will be further illustrated in this chapter
both theoretically and numerically. Importantly, in real applications, the underlying
truth is usually unknown, which could be either sparse, dense, or in-between. As the
global testing could be highly underpowered if an unsuitable testing method is used
(e.g., Colantuoni et al., 2011), it is desired in practice to have a testing procedure
with high statistical power against a variety of alternatives.
A Family of Asymptotically Independent U-Statistics To address these is-
sues, we propose a U-statistics framework and introduce its applications to adaptive
high-dimensional testing. The U-statistics framework constructs unbiased and asymp-




l for different (positive) integers
a, where a = 2 corresponds to a sum-of-squares-type statistic, and an even integer
a → ∞ yields a maximum-type statistic. The adaptive testing then combines the
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information from different ‖E‖aa’s, and our power analysis shows that it is powerful
against a wide range of alternatives, from highly sparse, moderately sparse to dense,
to highly dense.
To illustrate our idea, suppose z1, . . . , zn are n independent and identically dis-
tributed (i.i.d.) copies of a random vector z. We consider the setting where each
parameter el has an unbiased kernel function estimator Kl(zi1 , . . . , ziγl ), and γl is the
smallest integer such that for any 1 ≤ i1 6= . . . 6= iγl ≤ n, E[Kl(zi1 , . . . , ziγl )] = el.
This includes many testing problems on moments of low orders, such as entries in
mean vectors, covariance matrices and score vectors of generalized linear models,
which shall be discussed in details. The family of U-statistics can be constructed gen-
erally as follows. For integers a ≥ 1, and 1 ≤ i1 6= . . . 6= iγl 6= . . . 6= i(a−1)×γl+1 . . . 6=
ia×γl ≤ n, since the z’s are i.i.d., we have E[Kl(zi1 , . . . , ziγl ) · · ·Kl(zi(a−1)×γl+1 , . . . , zia×γl )] =
eal . Therefore, we can construct an unbiased estimator of the parameters of augmented










Kl(zi(k−1)×γl+1 , . . . , zik×γl ), (3.1)
where P nk = n!/(n − k)! denotes the number of k-permutations of n. We call a the
order of the U-statistic U(a). If a > b, we say U(a) is of higher order than U(b) and
vice versa.
This construction procedure can be applied to many testing problems. We give
three common examples below for illustration and more detailed case-studies will be
discussed in the following sections.
Example III.1. Consider one-sample mean testing of H0 : µ = 0, where E = µ is
the mean vector of a p-dimensional random vector x. Suppose x1, . . . ,xn are n i.i.d.
copies of x. For each i = 1, . . . , n, j = 1, . . . , p, xi,j is a simple unbiased estimator
of µj, then we can take the kernel function Kj(xi) = xi,j. Following (3.1), we know
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k=1 xik,j is an unbiased estimator




j . Please see Section 3.3 for the two-sample mean testing
example and related theoretical properties.
Example III.2. Suppose x1, . . . ,xn are n i.i.d. copies of a random vector x with
mean vector µ = 0 and covariance matrix Σ = {σj1,j2}p×p. For covariance testing
H0 : σj1,j2 = 0 for any 1 ≤ j1 6= j2 ≤ p, we have E = {σl : l ∈ L} with L = {(j1, j2) :
1 ≤ j1 6= j2 ≤ p}. Since xi,j1xi,j2 is a simple unbiased estimator of σj1,j2, then for each
pair l = (j1, j2) ∈ L, we can take the kernel function Kl(xi) = xi,j1xi,j2. Following












. Please see Section 3.2 for the general
case with unknown µ.
Example III.3. Consider a response variable y and its covariates x ∈ Rp following
a generalized linear model: E(y|x) = g−1(xᵀβ), where g is the canonical link function
and β ∈ Rp are the regression coefficients. Suppose that (xi, yi), i = 1, . . . , n, are i.i.d.
copies of (x, y). To test H0 : β = β0 versus HA : β 6= β0, the score vectors (Si,j =
(yi − µ0,i)xi,j : j = 1, . . . , p)ᵀ are often used in the literature, where µ0,i = g−1(xᵀiβ0).
Note that E(Si,j) = 0 under H0. Thus to test H0, we can take E = {E(Si,j) : j =







is an unbiased estimator of ‖E‖aa =
∑p
j=1{E(Si,j)}a. Please see Section 3.5.
Related Literature For high-dimensional testing, some other adaptive testing pro-
cedures have recently been proposed in the literature (Pan et al., 2014; Xu et al., 2016;
Wu et al., 2019). These works combine the p-values of a family of sum-of-powered
statistics that are powerful against different ‖E‖aa’s. However in these existing works,
to evaluate the p-value of the adaptive test statistic, the joint asymptotic distribu-
tion of the statistics is difficult to obtain or calculate. Accordingly computationally
expensive resampling methods are often used in practice (Pan et al., 2014; Kim et al.,
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2016; Xu et al., 2017). For some special cases such as testing means and the coef-
ficients of generalized linear models, Xu et al. (2016) and Wu et al. (2019) derived
the limiting distributions of the test statistics under the framework of a family of von
Mises V-statistics. However, the constructed V-statistics are usually correlated and
biased estimators of the target ‖E‖aa. It follows that in Xu et al. (2016) and Wu et al.
(2019), numerical approximations are still needed to calculate the tail probabilities of
the adaptive test statistics. In addition, these existing adaptive testing works mainly
focus on the first-order moments, and their results do not directly apply to testing
second-order moments, such as covariance matrices.
To overcome these issues, this chapter studies the proposed family of unbiased
U-statistics. There are some other recent works providing important results on high-
dimensional U-statistics (e.g., Chen, 2018; Leung and Drton, 2018; Zhong and Chen,
2011). For instance, Zhong and Chen (2011) considered testing the regression coef-
ficients in linear models using the fourth-order U-statistic; Leung and Drton (2018)
studied the limiting distributions of rank-based U-statistics; and Chen (2018) studied
bootstrap approximation of the second-order U-statistics. However, these results do
not directly apply to the high-order U-statistics considered in this chapter.
Our Contributions We establish the theoretical properties of the U-statistics in
various high dimensional testing problems, including testing mean vectors, regression
coefficients of generalized linear models, and covariance matrices. Our contributions
are summarized as follows.
Under the null hypothesis, we show that the normalized U-statistics of different
finite orders are jointly normally distributed. The result applies generally for any
asymptotic regime with n → ∞ and p → ∞. In addition, we prove that all the
finite-order U-statistics are asymptotically independent with each other under the
null hypothesis. Moreover, we prove that U-statistics of finite orders are also asymp-
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totically independent of the maximum-type test statistic with a limiting extreme value
distribution.
Under the alternative hypothesis, we further analyze the asymptotic power for U-
statistics of different orders. We show that when E has denser nonzero entries, U(a)’s
of lower orders tend to be more powerful; and when E has sparser nonzero entries,
U(a)’s of higher orders tend to be more powerful. More interestingly, we show that
in the boundary case of “moderate” sparsity levels, U(a) with a finite a > 2 gives the
highest power among the family of U-statistics, clearly indicating the inadequacy of
both the sum-of-squares- and the maximum-type statistics.
An important application of the independence property among U(a)’s is to con-
struct adaptive testing procedures by combining the information of different U(a)’s,
whose univariate distributions or p-values can be easily combined to form a joint dis-
tribution to calculate the p-value of an adaptive test statistic. Compared with other
existing works (e.g., Xu et al., 2016; Wu et al., 2019), numerical approximations of
tail probabilities are no longer needed. As shown in the power analysis, an adaptive
integration of information across different tests leads to a powerful testing procedure.
In the remaining of this chapter, Section 3.2 illustrates the framework by a co-
variance testing problem, and Sections 3.5–3.5 establish similar results in other high-
dimensional testing problems, including testing means, regression coefficients and
two-sample covariances.
3.2 Motivating Example: One-Sample Covariance Test
This section illustrates the framework with a motivating example of a one-sample
covariance testing problem. We showcase the study of the one-sample covariance
testing problem since this is more challenging than mean testing due to the two-way
dependency structure, and the one-sample problem can be used as the building block
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for more general cases. Specifically, we focus on testing
H0 : σj1,j2 = 0 ∀ 1 ≤ j1 6= j2 ≤ p, (3.2)
where Σ = {σj1,j2 : 1 ≤ j1, j2 ≤ p} is the covariance matrix of a p-dimensional real-
valued random vector x = (x1, . . . , xp)
ᵀ with E(x) = µ = (µ1, . . . , µp)
ᵀ. The observed
data include n i.i.d. copies of x, denoted by x1, . . . ,xn with xi = (xi,1, . . . , xi,p)
ᵀ.
In factor analysis, testing H0 in (3.2) can be used to examine whether Σ has any
significant factor or not (Anderson, 2003).
Global testing of covariance structure plays an important role in many statistical
analysis and applications; see a review in Cai (2017). Conventional tests include the
likelihood ratio test, John’s test, and Nagao’s test, etc. (Anderson, 2003; Muirhead,
2009). These methods, however, often fail in the high-dimensional setting when both
n, p → ∞. To address this issue, new procedures have been recently proposed (e.g.,
Bai et al., 2009; Jiang and Yang, 2013; Johnstone, 2001; Soshnikov, 2002; Schott,
2007; Péché, 2009; Ledoit and Wolf, 2002; Chen et al., 2010; Jiang, 2004; Liu et al.,
2008; Cai and Jiang, 2011; Li and Chen, 2012; Shao and Zhou, 2014; Lan et al., 2015).
However, these methods might suffer from loss of power when the sparsity level of
the alternative covariance matrix varies. In the following subsections, we introduce
the U-statistics framework, study their asymptotic properties, and develop a powerful
adaptive testing procedure.
3.2.1 Asymptotically Independent U-Statistics
For testing (3.2), the set of parameters that we are interested in is E = {σj1,j2 :
1 ≤ j1 6= j2 ≤ p}. Following the previous analysis of (3.1), since σj1,j2 has a simple
unbiased estimator xi1,j1xi1,j2 − xi1,j1xi2,j2 with 1 ≤ i1 6= i2 ≤ n, then for integers
62







































Remark III.1. The U-statistics can be constructed by another method equivalently.














which is a polynomial function of the moments µj and ϕj1,j2. Since µj and ϕj1,j2 have













. Given this and (3.4),
the U-statistics (3.3) can be obtained.
Remark III.2. The summed term with c = 0 in (3.3) is









which has the same form as the simplified U-statistic for mean zero observations in
Example III.2, and is shown to be the leading term of (3.3) in proof.
It follows that the constructed U-statistics (3.3) enjoy two nice properties on
location invariance and unbiasedness.
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Property 3.2.1 (Location Invariance). U(a) constructed as in (3.3) is location in-
variant; that is, for any vector ∆ ∈ Rp, the U-statistic constructed based on the
transformed data {xi + ∆ : i = 1, . . . , n} is still U(a).






Under H0 in (3.2), E[U(a)] = 0.
We next study the limiting properties of the constructed U-statistics under H0
given the following assumptions on the random vector x = (x1, . . . , xp)
ᵀ.
Condition 3.2.1 (Moment assumption). limp→∞max1≤j≤p E(xj − µj)8 < ∞ and
limp→∞min1≤j≤p E(xj − µj)2 > 0.
Condition 3.2.2 (Dependence assumption). For a sequence of random variables
z = {zj : j ≥ 1} and integers a < b, let Zba be the σ-algebra generated by {zj : j ∈
{a, . . . , b}}. For each s ≥ 1, define the α-mixing coefficient αz(s) = supt≥1{|P (A ∩
B)−P (A)P (B)| : A ∈ Z t1, B ∈ Z∞t+s}. We assume that under H0, x is α-mixing with
αx(s) ≤Mδs, where δ ∈ (0, 1) and M > 0 are some constants.
For p-dimensional random vector x with mean µ and ∀j1, . . . , jt ∈ {1, . . . , p}, we
write the central moment as
Πj1,...,jt = E[(xj1 − µj1) . . . (xjt − µjt)]. (3.6)
Condition 3.2.2∗ (Alternative dependence assumption to Condition 3.2.2). Assume
that under H0, for any j1, j2, j3 ∈ {1, . . . , p}, Πj1,j2,j3 = 0; for any j1, j2, j3, j4 ∈
{1, . . . , p}, Πj1,j2,j3,j4 = κ1(σj1,j2σj3,j4 + σj1,j3σj2,j4 + σj1,j4σj2,j3) for some constant
κ1 < ∞; and for t = 6, 8, and any j1, · · · , jt ∈ {1, . . . , p}, Πj1,··· ,jt = 0 when at least
one of these indexes appears odd times in {j1, · · · , jt}.
Condition 3.2.1 assumes that the eighth marginal moments of x are uniformly
bounded from above and the second moments are uniformly bounded from below,
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which are true for most light-tailed distributions. Condition 3.2.2 assumes weak de-
pendence among different xj’s under H0, since the uncorrelatedness of xj’s under H0
may not imply the independence of them, especially when xj’s are non-Gaussian. Un-
der H0, Condition 3.2.2 automatically holds when x is Gaussian or m-dependent. The
mixing-type weak dependence is similarly considered in previous works (e.g., Bickel
and Levina, 2008; Chen et al., 2019a; Xu et al., 2016) and also commonly assumed in
time series and spatial statistics (Gaetan and Guyon, 2010; Pham and Tran, 1985).
Moreover, the variables in our motivating genome-wide association studies have a
local dependence structure, with their associations often decreasing to zero as the
corresponding physical distances on a chromosome increase. We note that it suffices
to have Condition 3.2.2 hold up to a permutation of the variables.
Alternatively, we can substitute Condition 3.2.2 with Condition 3.2.2∗. Condition
3.2.2∗ specifies some higher order moments of x and is satisfied when x follows an
elliptical distribution with finite eighth moments and covariance Σ (see Anderson,
2003; Frahm, 2004; Muirhead, 2009; Paindaveine and Van Bever, 2014). Conditions
3.2.2∗ and 3.2.2 become equivalent when x follows a multivariate Gaussian distribu-
tion. The fourth moment condition is also assumed in other high-dimensional research
(Cai et al., 2013). In this work, the eighth moment condition is needed to establish
the asymptotic joint distribution of different U-statistics.
The following theorem specifies the asymptotic variances of the finite order U-
statistics and their joint limiting distribution. Since the U-statistics are degenerate
under H0, an analysis different from the asymptotic theory on non-degenerate U-
statistics (e.g., Hoeffding, 1948) is needed in the proof.
Theorem 3.2.1. Under H0 in (3.2) and Conditions 3.2.1 and 3.2.2 (or 3.2.2
∗), for





, . . . ,
U(am)
σ(am)
]ᵀ D−→ N (0, Im), (3.7)
where
σ2(a) := var[U(a)] ' a!
P na
∑
1≤j1 6=j2≤p; 1≤j3 6=j4≤p
(Πj1,j2,j3,j4)
a, (3.8)
with Πj1,j2,j3,j4 defined in (3.6). Note that σ
2(a) = Θ(p2n−a).
Theorem 3.2.1 shows that after normalization, the finite-order U-statistics have a
joint normal limiting distribution with an identity covariance matrix, which implies
that they are asymptotically independent as n, p → ∞. The nice independence
property makes it easy to combine these U-statistics and apply our proposed adaptive
testing later. Moreover, the conclusion holds on general asymptotic regime for n, p→
∞, without any constraint on the relationship between n and p.
In the following, we further discuss the maximum-type test statistic U(∞), which
corresponds to the `∞-norm of the parameter vector E = {el : l ∈ L}, that is,
‖E‖∞ = maxl∈L |el|. In the existing literature, there is already some corresponding








i=1(xi − x̄)(xi − x̄)ᵀ/n and x̄ =
∑n
i=1 xi/n. We will take
U(∞) = M∗n below. The limiting distribution of U(∞) was first studied in Jiang
(2004) and extended by Cai and Jiang (2011), Liu et al. (2008), and Shao and Zhou
(2014). Next we restate the result in Cai and Jiang (2011), which gives the limiting
distribution of (3.9) under the following condition.
Condition 3.2.3. Consider the random vector x = (x1, . . . , xp)
ᵀ with mean vector
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µ = (µ1, . . . , µp)
ᵀ and covariance matrix Σ = diag(σ1,1, . . . , σp,p). (xj−µj)/
√
σj,j are
i.i.d. for j = 1, . . . , p. Furthermore, Eet0(|x1−µ1|/
√
σ1,1)ς < ∞ for some 0 < ς ≤ 2 and
t0 > 0.
Theorem 3.2.2 (Cai and Jiang (2011, Theorem 2)). Assume Condition 3.2.3 and
log p = o(nβ), where β = ς/(4 + ς). Then P (n × U(∞)2 + $p ≤ u) → G(u) =
e−(1/
√
8π)e−u/2 , where $p = −4 log p+ log log p and G(u) is an extreme value distribu-
tion of type I.
Theorems 3.2.1 and 3.2.2 give the limiting distributions of U(a) of finite orders and
U(∞) respectively; it is of interest to examine their joint distribution. The following
theorem shows that although U(∞) has limiting distribution different from U(a),
a <∞, they are still asymptotically independent.
Theorem 3.2.3. Assume that Condition 3.2.1 is satisfied, Condition 3.2.3 holds for
ς = 2, and log p = o(n1/7). For finite integers {a1, . . . , am}, under H0, U(a1), . . . ,U(am)
and U(∞) are mutually asymptotically independent. In specific, for any z1, . . . , zm, y ∈
R, as n, p→∞,
∣∣∣P(nU(∞)2 +$p ≥ y, U(a1)
σ(a1)

















Theorem 3.2.1 suggests that all the finite-order U-statistics are asymptotically
independent with each other. Given this, Theorem 3.2.3 further shows that the
maximum-type test statistic U(∞) is also asymptotically mutually independent with
those finite-order U-statistics. The conclusion shares similarity with some classi-
cal results on the asymptotic independence between the sum-of-squares-type and
maximum-type statistics. Specifically, for random variables w1, . . . , wn, Hsing (1995)






maxi=1,...,n |wi| for weakly dependent observations. The similar independence prop-
erties were extensively studied in literature (e.g. McCormick and Qi, 2000; Ho and
McCormick, 1999; Peng and Nadarajah, 2003; James et al., 2007; Xu et al., 2016;
Li and Xue, 2015). However, there are several differences between existing litera-
ture and the results in this chapter. First, we discuss a family of U-statistics U(a)’s,
which takes different a values, and U(2) here corresponding to the sum-of-squares-
type statistic is only a special case of general U(a). Furthermore, we have shown
not only the asymptotic independence between U(a) and U(∞), but also the asymp-
totic independence among U(a)’s of finite a values. Second, the constructed U(a)’s
are unbiased estimators, which are different from the sum-of-squares statistics usu-
ally examined in the literature. Moreover, the x’s are allowed to be dependent and
the theoretical development in the covariance testing involves a two-way dependence
structure, which requires different proof techniques from the existing studies.
To apply hypothesis testing using the asymptotic results in Theorems 3.2.1 and












(xit,j1 − x̄j1)2(xit,j2 − x̄j2)2. (3.10)
The next result establishes the statistical consistency of Vu(a).
Condition 3.2.4. For the given integer a, limp→∞max1≤j≤p E(xj − µj)8a <∞.
Theorem 3.2.4. Under H0 in (3.2), assume Conditions 3.2.1, 3.2.2 and 3.2.4 hold.
Then Vu(a)/var{U(a)}
P−→ 1.
Theorem 3.2.4 implies that the asymptotic results in Theorems 3.2.1 and 3.2.3 can
still hold by replacing var{U(a)} with its estimator Vu(a). Specifically, under H0,
[U(a1)/
√
Vu(a1), . . . ,U(am)/
√
Vu(am)]ᵀ
D−→ N (0, Im) under Conditions 3.2.1, 3.2.2
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In this section, we analyze the asymptotic power of the U-statistics. The power of
U(2) has been studied in the literature. In particular, Cai and Ma (2013) studied the
hypothesis testing of a high-dimensional covariance matrix with H0 : Σ = Ip. The
authors characterized the boundary that distinguishes the testable region from the
non-testable region in terms of the Frobenius norm ‖Σ−Ip‖F , and showed that the test
statistic proposed by Chen et al. (2010) and Cai and Ma (2013), which corresponds
to U(2) in this chapter, is rate optimal over their considered regime. However in
practice, U(2) may be not powerful if the alternative covariance matrix is sparse with
a small ‖Σ− Ip‖F . When the alternative covariance has different sparsity levels, it is
of interest to further examine which U(a) achieves the best power performance among
the constructed family of U-statistics.
To study the test power, we establish the limiting distributions of U(a)’s under
the alternative hypothesis HA : Σ = ΣA, where the alternative covariance matrix
ΣA = (σj1,j2)p×p is specified in the following Condition 3.2.5. Define JA = {(j1, j2) :
σj1,j2 6= 0, 1 ≤ j1 6= j2 ≤ p}, which indicates the nonzero off-diagonal entries in ΣA.
The cardinality of JA, denoted by |JA|, then represents the sparsity level of ΣA.




Here ρ represents the average signal strength of ΣA. In our following power compari-
son of two U-statistics U(a) and U(b), we say U(a) is “better” than U(b), if, U(a) can
detect a smaller average signal strength ρ than U(b) can detect with the same testing
power; please see the definition specified by Criterion III.1 below. Condition 3.2.5
specifies a general family of “local” alternatives, which include banded covariance
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matrices, block covariance matrices, and sparse covariance matrices whose nonzero
entries are randomly located. Moreover, we assume the following Condition 3.2.6 that
can be viewed as an extension of Condition 3.2.2∗ to alternative settings.
Condition 3.2.6. For t ≤ 8, we assume that there exists a constant κ̃t such that
Πj1,...,jt = κ̃tE(
∏t
k=1 zjk), where 1 ≤ j1, . . . , jt ≤ p and (z1, . . . , zp)ᵀ ∼ N (0,ΣA).
Similarly to Condition 3.2.2∗, Condition 3.2.6 is satisfied when x follows an elliptical
distribution with certain moment conditions (see Frahm, 2004; Maruyama and Seo,
2003).
Theorem 3.2.5. Suppose Conditions 3.2.1, 3.2.5, and 3.2.6 hold. For U(a) in (3.3)




, . . . ,
U(am)− E[U(am)]
σ(am)
]ᵀ D−→ N (0, Im),











σaj2,j2 , which is of order Θ(p
2n−a).














where z1−α is the upper α quantile of N (0, 1) and Φ(·) is the cumulative distribution


















var[U(a)], i.e., E[U(a)] = O(1)
√
var[U(a)], the constraint of ρ in
Theorem 3.2.5 is satisfied.
In the following power analysis, we will first compare U(a)’s of finite a and then
compare them with U(∞). As we focus on studying the relationship between the
sparsity level and power, we consider an ideal case where σj1,j2 = ρ > 0 for (j1, j2) ∈
JA and σj,j = ν





We next show how the order of the “best” U-statistics changes when the sparsity level
|JA| varies. To be specific of the meaning of “best”, we compare the ρ values needed
by different U-statistics to achieve the same asymptotic power. Particularly, we fix
E[U(a)]/
√
var[U(a)], i.e., (3.13) to be some constant M/
√
2 for different a’s and the
asymptotic power of each U(a) is (3.11) = 1−Φ(z1−α −M/
√
2). Then by (3.13), the










By the definition in (3.14), we compare the power of two U-statistics U(a) and U(b)
with a 6= b following the Criterion III.1 below.
Criterion III.1. We say U(a) is “better” than U(b) if ρa < ρb.
Given values of n, p, |JA| and M , (3.14) is a function of a. Therefore, to find the
“best” U(a), it suffices to find the order, denoted by a0, that gives the smallest ρa
value in (3.14). We then have the following proposition discussing the optimality
among the U-statistics of finite orders in (3.3).
Proposition 3.2.1. Given n, p, |JA| and any constant M ∈ (0,+∞), we consider ρa
in (3.14) as a function of integer a, then
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(i) when |JA| ≥Mp, the minimum of ρa is achieved at a0 = 1;
(ii) when |JA| < Mp, the minimum of ρa is achieved at some a0, which increases
as Mp/|JA| increases.
By Proposition 3.2.1, the order a0 that attains the smallest value of ρa depends
on the value of Mp/|JA| and does not have a closed form solution. We use numerical
plots to demonstrate the relationship between a0 and the sparsity level. Particularly,
let |JA| = p2(1−β), where β ∈ (0, 1) denotes the sparsity level. To have a better




−2) = (1/2a) log a! + a−1 log(Mp2β−1)
instead of ρa. We plot g(a) curves in Figure III.1 for each β ∈ {0.1, . . . , 0.9} with
M = 4 and p ∈ {100, 10000}. Other values of M and p are also taken, which give
similar patterns to Figure III.1 and are not presented.
Figure III.1: g(a) versus a with different sparsity level β for p = 100 and 10000.
Figure III.1 shows that the a0 such that g(a) attains the smallest value increases
when the sparsity level β increases. In particular, when the sparsity level β ≤ 0.3, that
is, when |JA| is “very” large and then ΣA is “very” dense, g(a) has the smallest value
at a0 = 1. This is consistent with the conclusion in Proposition 3.2.1 (i). When the
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sparsity level β is between 0.4 and 0.5, we note that a0 = 2 achieves the minimum of
g(a). This shows that when |JA| is “moderately” large and ΣA is “moderately” dense,
U(2) is more powerful than U(1). When the sparsity level β > 0.5, we find that a0 > 2.
This implies that when |JA| becomes smaller and ΣA becomes sparser, U-statistics
of higher orders are more powerful. Additionally, we note that a0 increases slowly as
β increases, which verifies Proposition 3.2.1 (ii). Moreover, the curves converge as a
increases and the differences of g(a) for large a values (a ≥ 6) are small. This implies
that when selecting the range of considered orders of U-statistics, it suffices to select
an upper bound with a = 6 or 8, which gives better or similar ρa values to those
larger a’s.
In summary, when |JA| is large, i.e., ΣA is dense, a small a tends to obtain a
smaller lower bound in terms of ρ. But when |JA| decreases, i.e., ΣA becomes sparse,
a U-statistic of large finite order (or the maximum-type U-statistic as shown next)
tends to obtain a smaller lower bound in ρ. This observation is consistent with the
existing literature (Chen et al., 2010; Cai and Jiang, 2011; Cai and Ma, 2013; Cai,
2017).
Next, we proceed to examine the power of the maximum-type test statistic U(∞),
and compare it with the U-statistics U(a) of finite a defined in (3.3). By Cai and
Jiang (2011), the rejection region for U(∞) with significance level α is
|U(∞)| ≥ tp := n−1/2
√
4 log p− log log p− log(8π)− 2 log log(1− α)−1.
Note tp ' 2
√
log p/n and under alternative, the power for U(∞) is
P (|U(∞)| ≥ tp). (3.15)
As discussed, we consider the alternatives satisfying Conditions 3.2.2∗ and 3.2.5,
σj1,j2 = ρ > 0 for (j1, j2) ∈ JA, and σj,j = ν2 for j = 1, . . . , p. For simplicity,
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(xi,j1 − µj1)(xi,j2 − µj2)
∣∣∣. (3.16)
We show in the following proposition when the power of U(∞) asymptotically con-
verges to 1 or is strictly smaller than 1 under alternative.
Proposition 3.2.2. Under the considered alternative ΣA above, suppose maxj=1,...,p
Eet0|xj−µj |
ς
<∞ for some 0 < ς ≤ 2 and t0 > 0, and log p = o(nβ) with β = ς/(4+ ς).
Then for (3.16), when n, p→∞,
(i) there exists a constant c1 > 2 such that if ρ ≥ c1
√
log p/n, (3.15)→ 1;
(ii) there exists another constant 0 < c2 < 2 such that when ρ ≤ c2
√
log p/n,








some m > 0, we have (3.15) ≤ log(1− α)−1.
Recall that Proposition 3.2.1 shows that there exists a finite integer a0, such that
ρa0 is the minimum of (3.14), and ρa0 is a lower bound of ρ value for the finite-order
U-statistics to achieve the given asymptotic power. With Propositions 3.2.1 and 3.2.2,
we next compare the finite-order U-statistics defined in (3.3) with the maximum-type
test statistic U(∞).
Proposition 3.2.3. Under the conditions of Theorem 3.2.5 and Proposition 3.2.2,
for any finite integer a, there exist constants c1 and c2 such that when p is sufficiently
large,







2Mp, U(∞) has higher asymptotic
power than U(a).







2Mp, U(a) has higher
asymptotic power than U(∞).
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From Proposition 3.2.1, we know when Mp/|JA| = O(1), there exists a finite a0
such that U(a0) is the “best” among all the finite-order U-statistics; in this case,
Proposition 3.2.3 (ii) further indicates that U(a0) has higher asymptotic power than
U(∞). Specifically, if Mp/|JA| < 1, a0 = 1, then U(1) is the “best” and its lowest
detectable order of ρ is Θ(p|JA|−1n−1/2). More interestingly, when ΣA is moderately
dense or moderately sparse with Mp/|JA| > 1 and bounded, some U-statistic of finite
order a0 > 1 would become the “best”. By Figure III.1, the value of a0 increases












Remark III.3. The analysis above focuses on the ideal case where the nonzero off-
diagonal entries of ΣA are the same for illustration. When these entries of ΣA are
different, similar analysis still applies by Theorem 3.2.5 for general covariance ma-
trices. Specifically, the asymptotic power of U(a) depends on the mean variance ratio












)1/a. We can then
obtain conclusions similar to Propositions 3.2.1–3.2.3. One interesting case is when
ΣA contains both positive and negative entries; the same analysis applies for even-
order U-statistics, since σaj1,j2’s are all non-negative for even a. On the other hand,






due to the cancellation of positive and negative σaj1,j2’s. We have conducted simula-
tions when the nonzero σj1,j2’s are different in Section 3.2.4, and the results exhibit
consistent patterns as expected.
3.2.3 Application to Adaptive Testing & Computation
Adaptive Testing The power analysis in Section 3.2.2 shows that when the spar-
sity level of the alternative changes, the test statistic that achieves the highest power
could vary. However, since the truth is often unknown in practice, it is unclear which
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test statistic should be chosen. Therefore, we develop an adaptive testing procedure
by combining the information from U-statistics of different orders, which would yield
high power against various alternatives.
In particular, we propose to combine the U-statistics through their p-values, which
is widely used in literature (Mosteller and Fisher, 1948; Pan et al., 2014; Yu et al.,
2009). One popular method is the minimum combination, whose idea is to take the
minimum p-value to approximate the maximum power (Pan et al., 2014; Yu et al.,
2009; Xu et al., 2016). Specifically, let Γ be a candidate set of the orders of U-statistics,
which contains both finite values and∞. We compute p-values pa’s of the U-statistics
U(a)’s satisfying a ∈ Γ. The minimum combination takes the statistic TadpUmin =
min{pa : a ∈ Γ} and has the asymptotic p-value padpUmin = 1 − (1 − TadpUmin)|Γ|,
where |Γ| denotes the size of the candidate set Γ. We reject H0 if padpUmin < α.
Under H0, pa’s are asymptotically independent and uniformly distributed by the
theoretical results in Section 3.2.1. The type I error is asymptotically controlled as
P (padpUmin < α) = P (mina∈Γ pa < p
∗
α) → α, where p∗α = 1 − (1 − α)1/|Γ|. Since
P (mina∈Γ pa < p
∗
α) ≥ P (pa < p∗α), the power of the adaptive test goes to 1 if there
exists a ∈ Γ such that the power of U(a) goes to 1. We note that the power of the
adaptive test is not necessarily higher than that of all the U-statistics. This is because
the power of U(a) is P (pa < α), and is different from P (pa < p∗α) since p∗α < α when
|Γ| > 1. Based on our extensive simulations, we find that the adaptive test is usually
close to or even higher than the maximum power of the U-statistics.
Remark III.4. Fisher’s method (Mosteller and Fisher, 1948) is another popular
method for combining independent p-values. The test statistic TadpUf = −2
∑|Γ|
k=1 log pk
converges to χ22|Γ| under H0. By our simulations, the minimum combination and
Fisher’s method are often comparable, while Fisher’s method has higher power under
several cases. Moreover, we can also use other methods to combine the p-values, such
as higher criticism (Donoho and Jin, 2004, 2015). We leave the study of how to
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efficiently combine the p-values for future research.
We select the candidate set Γ by the power analysis in Section 3.2.2. We would
recommend including {1, 2, . . . , 6,∞}, which can be powerful against a wide spectrum
of alternatives. In particular, by Propositions 3.2.1 and 3.2.3, we include a = 1, 2 that
are powerful against dense signals; a =∞ that is powerful against sparse signals; and
also a = {3, . . . , 6} for the moderately dense and moderately sparse signals. By Figure
III.1, it generally suffices to choose finite a up to 6–8, which often give similar/better
performance to/than larger a values. The simulations in Section 3.2.4 confirm the
good performance of this choice of Γ; and the proposed adaptive test appears to
well approximate the “best” performance even when Γ may not always contain the
unknown “optimal” U-statistics.
Computation Next we discuss the computation in the adaptive testing. A direct
calculation following the form of U(a) in (3.3) and V(a) in (3.10) would be compu-
tationally expensive for large a with a cost of O(p2n2a). To address this issue, we
introduce a method that can reduce the cost.
We first consider a simplified setting when E(xi,j) = 0 to illustrate the idea. As
discussed in Remark III.2, we examine Ũ(a) defined in (3.5). Let L = {(j1, j2) :
1 ≤ j1 6= j2 ≤ p} denote the set of index tuples, and for each index tuple l =







k=1 sik,l. Calculating Ul(a) directly is of order O(na). We
then focus on reducing the computational cost of Ul(a). For l ∈ L and finite integers
























l for any finite integer a. To reduce the computational cost of Ul(a), the
main idea is to obtain U1al from V
(t1,...,tk)
l , whose computational cost is O(n). In








l − (r − k)× U
(k+1,1r−k−1)
l , (3.18)
which follows from the definitions. Algorithm III.1 below summarizes the steps.
Algorithm III.1: Iterative Computation Implementation
Data: si,l (1 ≤ i ≤ n, l ∈ L).
Result: Ũ(a).
for l ∈ L do













































l , which can be computed with cost O(n). Next consider in (3.18), if r = 2 and














l , which yields
U12l with cost O(n). For U
13
l , we first take r = 3 and k = 2 in (3.18), then with cost



















the definition. Given U12l and U
(2,1)






l − 2 × U
(2,11)
l .
Thus U13l is also computed with cost O(n). Iteratively, for any finite integer a, we
can obtain U1al from V
(t1,...,tk)
l whose computational cost is O(n). More closed form
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formulae representing U1al by V
(t1,...,tk)
l are given in Section B.6.1.
Algorithm III.1 reduces the computational cost of Ũ(a) from O(p2na) to O(p2n).
Its idea is general and can be extended to compute other different U-statistics by
changing the input si,l. In particular, the variance estimator V(a) can be computed
with cost O(p2n) by specifying si,l = (xi,j1 − x̄j1)2(xi,j2 − x̄j2)2, for each l ∈ L =







and the Algorithm III.1 can be applied. Moreover, when E(xi,j) is unknown, U(a) can
still be computed with cost O(p2n) using the iterative method similar to Algorithm
III.1. The details are provided in Section B.6.2.
3.2.4 Simulation Studies
We conduct simulation studies to evaluate the performance of the proposed adap-
tive testing procedures, and investigate the relationship between the power and spar-
sity levels. For one-sample covariance testing discussed in Section 3.2, we generate
n i.i.d. p-dimensional xi for i = 1, . . . , n, and consider the following five simulation
settings.
Setting 1: xi has p i.i.d. entries of N (0, 1) and Gamma(2, 0.5) respectively. Under
each case, we take n = 100 and p ∈ {50, 100, 200, 400, 600, 800, 1000} to verify the
theoretical results under H0 and the validity of the adaptive test across different n
and p combinations.
For the following settings 2–5, we generate xi from multivariate Gaussian distri-
butions with mean zero and different covariance matrices ΣA’s.
Setting 2: ΣA = (1− ρ)Ip + ρ1p,k01
ᵀ
p,k0
, where 1p,k0 is a p-dimensional vector with
the first k0 elements one and the rest zero. We take (n, p) ∈ {(100, 300), (100, 600),
(100, 1000)}, and study the power with respect to different signal sizes ρ and sparsity
levels k0.
Setting 3: The diagonal elements of ΣA are all one and |JA| number of off-diagonal
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elements are ρ with random positions. We take (n, p) ∈ {(100, 600), (100, 1000)} and
let the signal size ρ and sparsity level |JA| vary to examine how the power changes
accordingly.
Setting 4: The diagonal elements of ΣA are all one and |JA| number of off-
diagonal elements are uniformly generated from (0, 2ρ) with random positions. We
take (n, p) = (100, 1000) and similarly let the signal size ρ and sparsity level |JA| vary
to examine how the power changes accordingly.
Setting 5: We consider the multivariate models in Chen et al. (2010). Specifically,
for each i = 1, . . . , n, xi = Ξzi + µ, where Ξ is a matrix of dimension p × m, and
zi’s are i.i.d. Gaussian or Gamma random vectors. Under null hypothesis, m = p,









2ρ)1p. We also take the n and p combination in Chen et al. (2010)
with (n, p) ∈ {(40, 159), (40, 331), (80, 159), (80, 331), (80, 642)}.
We compare several methods in the literature, including both maximum-type and
sum-of-squares-type tests. In particular, the maximum-type test statistic in Jiang
(2004) is taken as U(∞) in this framework. Since the convergence in Jiang (2004) is
known to be slow, we use permutation to approximate the distribution in the simu-
lations. In addition, we consider some sum-of-squares-type methods. Specifically, we
examine the identity and sphericity tests in Chen et al. (2010), which are denoted as
“Equal” and “Spher”, respectively. We also compare the methods in Ledoit and Wolf
(2002) and Schott (2007), which are referred to as “LW” and “Schott”, respectively.
To illustrate, Figure III.2 summarizes the numerical results for the setting 3 when
n = 100 and p = 1000. All the results are based on 1000 simulations at the 5%
nominal significance level. In Figure III.2, we present the power of single U-statistics
with orders in {1, . . . , 6,∞}. “adpUmin” and “adpUf” represent the results of the
adaptive testing procedure using the minimum combination and Fisher’s method in
Section 3.2.2 respectively. The simulation results show that the type I error rates of
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the U-statistics and adaptive test are well controlled under H0. In addition, Figure
III.2 exhibits several patterns that are consistent with the power analysis in Section
3.2.2. First, it shows that among the U-statistics, when |JA| is very small, U(∞)
performs best; and when |JA| increases, the performances of some U-statistics of fi-
nite orders catch up. For instance, when |JA| = 100, U(6) and U(∞) are similar and
are better than the other U-statistics; when |JA| = 400, U(4) and U(5) are similar
and better than the other U-statistics. When ΣA is relatively dense, U(2) and U(1)
become more powerful. Particularly, when |JA| = 1600, U(2) is powerful; when |JA|
becomes larger, such as when |JA| = 3200, U(1) is overall the most powerful. Sec-
ond, Figure III.2 shows that “LW”, “Schott”, “Equal”, “Spher” and U(2) perform
similarly under various cases. In particular, these methods are not powerful when
the alternative is sparse but becomes more powerful when the alternative gets denser.
This is because they are all sum-of-squares-type statistics that target at dense al-
ternatives. Third and importantly, the two adaptive tests “adpUmin” and “adpUf”
maintain high power across different settings. Specifically, they perform better than
most single U-statistics: their powers are usually close to or even higher than the best
single U-statistic. Moreover, “adpUmin” and “adpUf” generally have higher power
than the compared existing methods. We also note that “adpUf” overall performs
better than “adpUmin” in this simulation setting. In summary, Figure III.2 demon-
strates the relationship between the sparsity levels of alternatives and the power of
the tests, confirming the theoretical conclusions in Section 3.2.2. Notably, the pro-
posed adaptive testing procedure is powerful against a wide range of alternatives, and
thus advantageous in practice when the true alternative is unknown.
Moreover, we provide other extensive numerical studies in Section B.7.1. The
conclusions are similar to those of Figure III.2, and consistent with the theoretical
results in Section 3.2.2. In particular, the results show that the empirical sizes of the



















































































































































































































































Figure III.2: Power comparison of different one-sample covariance tests under the
setting 3 with n = 100 and p = 1000.
of the asymptotic approximations. Moreover, under highly dense alternatives with
only non-negative entries in the covariance matrix, U(1) is the most powerful one
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among the U(a)’s and the other tests in Ledoit and Wolf (2002), Schott (2007), and
Chen et al. (2010), in agreement with the results in Propositions 3.2.1 and 3.2.3.
Furthermore, the proposed adaptive testing procedures often have higher power than
most single U-statistics.
3.2.5 Data Example: Alzheimer’s Disease Neuroimaging Initiative
Alzheimer’s disease (AD) is the most prevalent neurodegenerative disease (Prince
et al., 2013) and is ranked as the sixth leading cause of death in the US (Xu et al.,
2018). Every 65 seconds, someone in the US develops AD (Alzheimer’s Association,
2018). To advance our understanding of AD, the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) was started in 2004, collecting extensive genetic data for both
healthy individuals and AD patients. To gain insight into the genetic mechanisms
of AD, one can test a single SNP a time. However, due to a relatively small sample
size of the ADNI data, scanning across all SNPs failed to identify any genome-wide
significant SNP (with p-value < 5×10−8)(Kim et al., 2016). To date, the largest meta-
analysis of more than 600,000 individuals identified 29 significant risk loci (Jansen
et al., 2019) and can only explain a small proportion of AD variance. On the other
hand, a group of functionally related genes as annotated in a biological pathway are
often involved in the same disease susceptibility and progression (Heinig et al., 2010).
Thus, pathway-based analyses, which jointly analyze a group of SNPs in a biological
pathway, have become increasingly popular. We retrieve a total of 214 pathways from
the KEGG database (Kanehisa et al., 2010) for the subsequent analysis.
Although pathway-based analyses with KEGG pathways are common in real stud-
ies, formally testing the correlations of the genes in a KEGG pathway has been largely
untouched. Here, we apply our method and other competing methods in Chen et al.
(2010) to test if all the genes in a pathway have correlated gene expression levels.
Perhaps as expected, all methods reject the null hypothesis for all pathways with
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highly significant p-values, since the KEGG pathways are constructed to include only
the genes with similar function into the same pathway (Kanehisa et al., 2010), while
similar function often implies co-expression (and vice versa). To compare the per-
formance of the different tests, for each pathway we randomly select 50 subjects and
restrict our analysis to pathways of at least 50 genes, leading to 103 pathways for the
following analysis. Then we perturb the data by shuffling the gene expression levels of
randomly selected 100(1−α)% genes in a pathway before applying each test. Figure
III.3 shows the performance of the tests with two significance cutoffs, where “U(2)”
represents the single U(2) statistic, “adpU” represents our proposed adaptive testing
procedure using the minimum combination with candidate U-statistics of orders in
{1, . . . , 6,∞}, and “Equal” and “Spher” represent the identity and sphericity tests in
Chen et al. (2010) respectively. Because all pathways are highly significant with all
samples, we can treat all pathways as the true positives. Due to the adaptiveness of
our proposed testing procedure, “adpU” identifies more significant pathways than the
competing methods across all the levels of data perturbation (mimicking the varying
sparsity levels of the alternatives).















































Figure III.3: Power comparison of different one-sample covariance tests with ADNI
data.
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3.3 One-Sample and Two-Sample Mean Tests
Testing mean vectors is widely used in many statistical analysis and applica-
tions (Anderson, 2003; Muirhead, 2009). Under high-dimensional scenarios, e.g., in
genome-wide studies, dimension of the data is often much larger than the sample size,
so traditional multivariate tests such as Hotelling’s T 2-test either cannot be directly
applied or have low power (Fan, 1996). To address this issue, several new procedures
for testing high-dimensional mean vectors have been proposed (Bai and Saranadasa,
1996; Donoho and Jin, 2004; Goeman et al., 2006; Srivastava and Du, 2008; Chen
and Qin, 2010; Hall and Jin, 2010; Cai et al., 2014; Chen et al., 2019a; Gregory et al.,
2015; Donoho and Jin, 2015; Srivastava et al., 2016; Xu et al., 2016). However, many
of the statistics only target at either sparse or dense alternatives, and suffer from loss
of power for other types of alternatives. We next apply the U-statistics framework to
one-sample and two-sample mean testing problems.
One-sample mean test We first discuss the one-sample mean vector testing.
Assume that x1, . . . ,xn are n i.i.d. copies of a p-dimensional real-valued random
vector x = (x1, . . . , xp)
ᵀ with mean vector µ = (µ1, . . . , µp)
ᵀ, covariance matrix
Σ = {σj1,j2 : 1 ≤ j1, j2 ≤ p}. We want to conduct the global test on H0 : µ = µ0
where µ0 = (µ1,0, . . . , µp,0)
ᵀ is given.
Similar to previous discussion, the parameter set that we are interested in is
E = {µ1−µ1,0, . . . , µp−µp,0}. For each j = 1, . . . , p, E(xi,j) = µj, soKj(xi) = xi,j−µj,0
is a kernel function, which is a simple unbiased estimator of the target. Following our










(xik,j − µj,0), (3.19)
which targets at ‖E‖aa =
∑p
j=1(µj−µj,0)a, and the U-statistic corresponding to ‖E‖∞
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is U(∞) = max1≤j≤p σ−1j,j (x̄j − µ0,j)2 with x̄j =
∑n
i=1 xi,j/n.
Given the statistics, we have the theoretical results similar to Theorems 3.2.1–
3.2.3. The following Theorems 3.3.1–3.3.2 are established under similar conditions to
that of Theorems 3.2.1–3.2.3.
Condition 3.3.1.
(1) limp→∞max1≤j≤p E(xj − µj)4 <∞; limp→∞min1≤j≤p E(xj − µj)2 > 0.





Condition 3.3.1 is similar to Conditions 3.2.1 and 3.2.2 of Theorem 3.2.1. As the
mean is a lower order moment function than the covariance, Condition 3.3.1 (1) is
weaker than Condition 3.2.1 in that only the fourth moments are needed to be uni-
formly bounded instead of the eighth moments. Condition 3.3.1 (2) is a regularization
condition of the structure of the covariance matrix.
Theorem 3.3.1. Under H0: µ = µ0, assume Condition 3.3.1. Then for any finite
integers {a1, . . . , am}, as n, p → ∞, [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
D−→ N (0, Im),








a with the order of Θ(a!pn
−a).
Condition 3.3.2.
(1) There exists constant B such that B−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ B, where
λmin(Σ) and λmax(Σ) denote the minimum and maximum eigenvalues of the
covariance matrix Σ; and all correlations are bounded away from −1 and 1,
i.e., max1≤j1 6=j2≤p |σj1,j2|/(σj1,j2σj2,j2)1/2 < 1− η for some η > 0.
(2) log p = o(n1/4); max1≤j≤p E[exp(h(xj − µj)2)] < ∞, for h ∈ [−M1,M1], where
M1 > 0 is some constant.
(3) {(xi,j, i = 1, . . . , n) : 1 ≤ j ≤ p} is α-mixing with αx(s) ≤ Cδs, where δ ∈ (0, 1)





In Condition 3.3.2, (1) and (2) are assumed to establish the extreme value distri-
bution of U(∞), as in Cai et al. (2014) and Xu et al. (2016). Furthermore, the mixing
condition in Condition (3) is used to establish the joint independence of finite order
U-statistics and U(∞), following the argument in Hsing (1995).
Theorem 3.3.2. Under H0: µ = µ0, assume Condition 3.3.2. Then ∀u ∈ R,
P (nU(∞) − τp ≤ u) → exp{−π−1/2 exp(−u/2)}, as n, p → ∞, where τp = 2 log p −
log log p. In addition, for any finite integer a, {U(a)/σ(a)} and {nU(∞) − τp} are
asymptotically independent.
By Theorems 3.3.1 and 3.3.2, we obtain the asymptotic independence among the
U-statistics and the corresponding limiting distributions of the U-statistics under H0.
Under the alternative hypothesis, since the power analysis of the one-sample mean
testing is similar to that of the two-sample case, we delay the power analysis after
presenting the asymptotic independence property of the proposed U-statistics in the
two-sample mean testing problem.
Two-sample mean test Next we discuss the two-sample mean testing problem.
Suppose we have two groups of p-dimensional observations {xi}nxi=1 and {yi}
ny
i=1,
which are i.i.d. copies of two independent random vectors x = (x1, . . . , xp)
ᵀ and
y = (y1, . . . , yp)
ᵀ respectively. Suppose E(x) = µ = (µ1, . . . , µp)
ᵀ, E(y) = ν =
(ν1, . . . , νp)
ᵀ, cov(x) = Σx and cov(y) = Σy. We write n = nx + ny and assume
nx = Θ(ny). For easy illustration, we first consider Σx = Σy = Σ = {σj1,j2 : 1 ≤
j1, j2 ≤ p}. We will then discuss the case when Σx 6= Σy, where similar analysis
applies.
The two-sample mean testing examines H0 : µ = ν versus HA : µ 6= ν, then
E = (µ1 − ν1, . . . , µp − νp)ᵀ. For 1 ≤ j ≤ p, 1 ≤ k ≤ nx, 1 ≤ s ≤ ny, Kj(xk,ys) =



































We can check that (3.20) satisfies E{U(a)} =
∑p
j=1(µj − νj)a, so U(a) is an unbiased
estimator of ‖E‖aa =
∑p
j=1(µj − νj)a. On the other hand, for ‖E‖∞, following the
maximum-type test statistic in Cai et al. (2014), we have
U(∞) = max
1≤j≤p
σ−1j,j (x̄j − ȳj)2, (3.21)
where x̄j =
∑nx
i=1 xi,j/nx, ȳj =
∑ny
i=1 yi,j/ny. We then obtain results similar to Theo-
rems 3.2.1, 3.2.3 and 3.2.5 under conditions similar to those in Section 3.2.
Condition 3.3.3.
(1) There exists constant B such that B−1 ≤ λmin(Σx) ≤ λmax(Σx) ≤ B, where
λmin(Σx) and λmax(Σx) denote the minimum and maximum eigenvalues of Σx;
and max1≤j1 6=j2≤p |σx,j1,j2|/(σx,j1,j2σx,j2,j2)1/2 < 1 − η for some η > 0, i.e., all
correlations are bounded away from −1 and 1. In addition, we assume the same
assumptions hold for Σy.
(2) n, p→∞, log p = o(1)n1/4 and nx/n→ γ ∈ (0, 1). Also, max1≤j≤p E[exp(h(xj−
µj)
2)] <∞ and max1≤j≤p E[exp(h(yj − νj)2)] <∞, for h ∈ [−M,M ], where M
is a positive constant.
(3) {(xi,j, i = 1, . . . , n) : 1 ≤ j ≤ p} and {(yi,j, i = 1, . . . , n) : 1 ≤ j ≤ p} are
α-mixing with αx(s) ≤ Cδsx and αy(s) ≤ Cδsy, where δx, δy ∈ (0, 1) and C is
some constant. We also assume
∑p
j1,j2=1
{σx,j1,j2/γ + σy,j1,j2/(1− γ)}a = Θ(p).
Condition 3.3.3 is similar to Condition 3.3.2. They are assumed to establish both
the limiting distributions and asymptotic independence properties of U(a) and U(∞)
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for testing two-sample mean.
Theorem 3.3.3. Under Condition 3.3.3, Σx = Σy and H0 : µ = ν, for any finite
integers (a1, . . . , am), as n, p → ∞, [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
D−→ N (0, Im),





a is of the order Θ(a!pn−a).
Theorem 3.3.4. Under Condition 3.3.3, Σx = Σy and H0 : µ = ν, ∀u ∈ R,
P ( nxny
nx+ny
U(∞) − τp ≤ u) → exp{−π−1/2 exp(−u/2)}, as n, p → ∞, where τp =
2 log p − log log p. Moreover, {U(a)/σ(a)} of finite integer a and {nxnyU(∞)/(nx +
ny)− τp} are asymptotically independent.
Theorems 3.3.3 and 3.3.4 provide the asymptotic properties of finite-order U-
statistics and U(∞) under H0. To analyze the power of U(a)’s, we derive the
asymptotic results of U(a)’s under the alternative hypotheses. We focus on the
two-sample mean testing problem, while one-sample mean testing can be obtained
similarly. Specifically, we consider the alternative EA = {µj − νj = ρ > 0 for j =
1, . . . , k0;µj − νj = 0 for j = k0 + 1, · · · , p}. We then obtain similar conclusions to
Theorem 3.2.5.
Theorem 3.3.5. Assume Condition 3.3.3 and k0 = o(p). For any finite inte-
gers {a1, . . . , am}, if ρ in EA satisfies ρ = O(k−1/at0 p1/(2at)n−1/2) for t = 1, . . . ,m,
then [U(a1) − E{U(a1)}]/σ(a1), . . . , [U(am) − E{U(am)}]/σ(am)]ᵀ
D−→ N (0, Im), as






a of the order Θ(a!pn−a).
Next we compare the power of different U-statistics under alternatives with dif-
ferent sparsity levels. Theorem 3.3.5 shows that under the local alternatives, the
asymptotic power of U(a) mainly depends on E{U(a)}/
√
var{U(a)}. Therefore by





var{U(a)} 'M ; that is, different U(a)’s have the same power asymptot-
ically. For easy illustration, we consider σj1,j2 = 1 when j1 = j2 ∈ {k0 + 1, . . . , p},
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Therefore, similarly to the analysis in Section 3.2.2, to find the “best” U(a), it suffices
to find the order, denoted by a0, that gives the minimum ρa in (3.22). We have the
following result similar to Proposition 3.2.1.
Proposition 3.3.1. Given any constant M ∈ (0,+∞) and n, p, k0, we consider ρa
in (3.22) as a function of positive integers a, then
(i) when k0 ≥M
√
p, the minimum of ρa is achieved at a0 = 1;
(ii) when k0 < M
√




Proposition 3.3.1 shows that when the sparsity level k0 is large, i.e., Ea is dense,
a small a tends to obtain a smaller lower bound in ρ, and vice versa. As (3.22) and
(3.14) are similar, we have similar patterns to that in Figure III.1 when examining
the corresponding numerical plots of ρa. In addition, Cai et al. (2014) shows that
when ρ = ρ∞ := C1
√
log p/n for a large C1, the power of U(∞) converges to 1, and√
log p/n is minimax rate optimal for sparse alternatives; see also Donoho and Jin





a0/2 p, U(∞) is the “best”
and its lowest detectable order of ρ is Θ(
√
log p/n). On the other hand, Proposition
3.3.1 shows that when EA is dense with k0 >
√
Mp, U(1) is the “best” and its lowest
detectable order of ρ is Θ(
√
pk−10 n
−1/2). Moreover, for some large M and C2, when
EA is “moderately dense” or “moderately sparse” with C2
√
pa0!/ log
a0/2 p < k0 <
√










More generally, when Σx 6= Σy, similar results to Theorems 3.3.3 and 3.3.5 can
be obtained. In particular, we have the following corollary.











Corollary 3.3.1 shows that the asymptotic power of finite-order U-statistics de-
pends on E{U(a)}/
√
var{U(a)}. By the construction of finite-order U-statistics and
the proof, we obtain that E{U(a)} = k0ρa and var{U(a)} = Θ(a!pn−a). We then




The above power analysis shows that the optimal U-statistic varies when the
alternative hypothesis changes. To achieve high power across various alternatives, we
can develop an adaptive test similar to that in Section 3.2.3. Specifically, we calculate
the p-values of the U-statistics (3.19) and (3.20) following the theoretical results above
and the algorithm in Section 3.2.3. By combining the p-values as discussed in Section
3.2.3, the asymptotic power of the adaptive test goes to 1 if there exists one U(a)
whose power goes to 1.
Remark III.5. Xu et al. (2016) has also discussed the adaptive testing of two-sample
mean that is powerful against various `p-norm-like sums of µ − ν. But Xu et al.
(2016) is under the framework of a family of von Mises V-statistics where V(a) =∑p























which allows the indexes k’s and s’s to be the same and thus is different from the U-
statistics in (3.20). Xu et al. (2016) shows that the constructed V-statistics are biased
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estimators of ‖µ − ν‖aa, and V(a) and V(b) are asymptotically independent if a + b
is odd, but are asymptotically correlated if a+ b is even. The constructed U-statistics
in this work extend the properties of those V-statistics such that U(a) in (3.20) is an
unbiased estimator of ‖µ − ν‖aa, and all U(a)’s are asymptotically independent with
each other. Given these nice statistical properties, it becomes easier to obtain the joint
asymptotic distribution of the U-statistics, and then apply the adaptive test.
3.4 Two-Sample Covariance Test
The U-statistics framework can be applied similarly to testing the equality of two
covariance matrices. Suppose {xi}nxi=1 and {yi}
ny
i=1 are i.i.d. copies of two independent
random vectors x = (x1, . . . , xp)
ᵀ and y = (y1, . . . , yp)
ᵀ respectively. Denote E(x) =
µ = (µ1, . . . , µp)
ᵀ, E(y) = ν = (ν1, . . . , νp)
ᵀ; cov(x) = Σx = {σx,j1,j2 : 1 ≤ j1, j2 ≤ p}
and cov(y) = Σy = {σy,j1,j2 : 1 ≤ j1, j2 ≤ p}. Consider H0 : Σx = Σy = Σ =
(σj1,j2)p×p. Given 1 ≤ j1, j2 ≤ p, 1 ≤ k1 6= k2 ≤ nx, and 1 ≤ s1 6= s2 ≤ ny,
Kj1,j2(xk1 ,xk2 ,ys1 ,ys2) = (xk1,j1xk1,j2 − xk1,j1xk2,j2) − (ys1,j1ys1,j2 − ys1,j1ys2,j2) is a
simple unbiased estimator of σx,j1,j2 − σy,j1,j2 . Therefore, for a finite positive integer
















Kj1,j2(xkt,1 ,xkt,2 ,yst,1 ,yst,2).
(3.23)
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−1a!/{b1!(c − b1)!b2!(a − c − b2)!}, and (3.24)
shall be used in the theoretical developments.
We next present the asymptotic results of the constructed U-statistics under the
null hypothesis. Here we assume the regularity Condition 3.4.1 or 3.4.1∗ that are
assumed under H0, where Σx = Σy = Σ = (σj1,j2)p×p.
Condition 3.4.1 (Dependence Assumption: Mixing-Type).
(1) n, p→∞, and nx/n→ γ ∈ (0, 1).
(2) limp→∞max1≤j≤p E(xj − µj)8 <∞; limp→∞min1≤j≤p E(xj − µj)2 > 0;
limp→∞max1≤j≤p E(yj − νj)8 <∞; and limp→∞min1≤j≤p E(yj − νj)2 > 0.
(3) {(xi,j, i = 1, . . . , n) : 1 ≤ j ≤ p} and {(yi,j, i = 1, . . . , n) : 1 ≤ j ≤ p} are
α-mixing with αx(s) ≤ Cδsx and αy(s) ≤ Cδsy, where δx, δy ∈ (0, 1) and C is
some constant.




Condition 3.4.1 (2) is similar to Condition 3.2.1. Condition 3.4.1 (3) assumes α-
mixing on the two samples, which is similar to Condition 3.2.2. Condition 3.4.1 (4)
is a regularity condition on the covariance structure, and it is naturally satisfied for
even a, given Condition 3.4.1 (3).
Alternatively, we introduce another set of conditions similar to Condition 3.2.2∗.
We define some notation. Suppose (z1, . . . , zp)
ᵀ ∼ N (0,Σ). Given indexes 1 ≤
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j1, . . . , jt ≤ p, define Π0j1,...,jt = E(
∏t











k=1(yjk − νjk)}. In addition, for given integers a and b, let
Ga,b be a collection of tuples G = (g1, g2, . . . , g4(a+b)−1, g4(a+b)) ∈ {1, . . . , 8}4(a+b),
which satisfies that g2t−1 6= g2t for t = 1, . . . , 2(a+ b), and the number of g’s equal to





t=1 σjg2t−1 , jg2t , and let SG denote the number of distinct sets
among the 2(a + b) number of sets, {g2t−1, g2t}, for t = 1, . . . , 2(a + b), induced by
G. Note that generally SG ≥ 4, and when SG = 4, by the symmetricity of j indexes,











Condition 3.4.1∗ (Alternative Dependence Assumption).
(1) n, p→∞, and nx/n→ γ ∈ (0, 1).
(2) limp→∞max1≤j≤p E(xj − µj)8 <∞; limp→∞min1≤j≤p E(xj − µj)2 > 0;
limp→∞max1≤j≤p E(yj − νj)8 <∞; and limp→∞min1≤j≤p E(yj − νj)2 > 0.








(4) For a, b ∈ {a1, . . . , am}, and any G ∈ Ga,b define above, if SG > 4, we assume
Va,b,G = o(1)Va,b,0.
We note that Condition 3.4.1∗ (3) and (4) are alternative dependence assumptions
to Condition 3.4.1 (3) and (4). Condition 3.4.1∗ (3) is an extension from Condition
3.2.2∗, and is also satisfied when the distributions of x and y follow elliptical distri-
butions Kan (2008). Condition 3.4.1∗ (4) implies some weak dependence structure
in covariance matrix Σ that extends the moment assumption for second-order U-
statistics in Li and Chen (2012) to U-statistics of general orders.
Theorem 3.4.1. Assume Condition 3.4.1 or Condition 3.4.1∗. Then under H0, for
finite integers {a1, . . . , am}, [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
D−→ N (0, Im), where for
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with Πxj1,j2,j3,j4 = E{
∏4






Theorem 3.4.1 provides the asymptotic independence and joint normality of the
finite-order U-statistics, which are similar to Theorems 3.2.1, 3.3.1 and 3.3.3. To
further study the power of these finite-order U-statistics, we next consider the alter-
native hypotheses where Σx 6= Σy. Let J0 be the largest subset of {1, . . . , p} such that
σx,j1,j2 = σy,j1,j2 = σj1,j2 for any j1, j2 ∈ J0. We then obtain the following theorem
under the regularity conditions given in Section B.3.2.
Theorem 3.4.2. Under Conditions B.3.1 and B.3.2, for finite integers {a1, . . . , am},
[U(a1)− E{U(a1)}]/σ(a1), . . . , [U(am)− E{U(am)}]/σ(am)]ᵀ
D−→ N (0, Im), where







and Cκ,a = {(κx − 1)/nx + (κy − 1)/ny}a + 2(κx/nx + κy/ny)a with κx and κy given
in Condition B.3.1.
Given the asymptotic results under the alternatives, we next analyze the power of
the finite-order U-statistics. By Theorem 3.4.2, the asymptotic power of U(a) depends
on E{U(a)}/
√




a. Similarly to Section 3.2.2, to study the
relationship between the sparsity level of Σx −Σy and the power of U-statistics, we
consider the case where the non-zero differences between Σx and Σy are the same.
Specifically, let σx,j1,j2 − σy,j1,j2 = ρ for (j1, j2) ∈ JD, and then E{U(a)} = |JD|ρa.
Following the analysis in Section 3.2.2, we compare the ρ values needed by different
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U(a)’s to achieve E{U(a)}/
√
var{U(a)} ' M for a given constant M . In particular,
for given integer a, suppose E{U(a)}/
√
var{U(a)} ' M is achieved when ρ = ρa.
For any a 6= b, we compare U(a) and U(b) following Criterion III.1.
We use the following example as an illustration, where Σx and Σy satisfy the
conditions of Theorem 3.4.2. Specifically, we assume that Σx = (σx,j1,j2)p×p has the
diagonal elements σx,j,j = ν
2; and the off-diagonal elements σx,j1,j2 = h|j1−j2| ∈ (0, ν2)
with h|j1−j2| = Θ(ν
2) when |j1 − j2| ≤ s, while σx,j1,j2 = 0 when |j1 − j2| > s.
This covers the moving average covariance structure of order s, and Σx is a banded
matrix with bandwidth s. In addition, we assume the bandwidth s = o(p) and
p − |J0| = o(p). By the definition of J0, the assumption p − |J0| = o(p) implies
that a large square sub-matrix of Σx and Σy are the same. For simplicity, we let
nx = ny with n = nx + ny, and a similar analysis can be applied when nx 6= ny. By




t (p − t)}2, where
κ1 = κx + κy and κ2 = κx + κy − 2. Therefore we know for given finite integer a,
E{U(a)}/
√




























We next compare the ρa’s and obtain the following proposition.
Proposition 3.4.1. There exists D0 that only depends on the given κx, κy, ν2, s, and
ht, t = 1, . . . , s, and satisfies D0 = Θ(1/s2) such that
(i) When |JD| ≥Mp/
√
D0, the minimum of ρa is achieved at a0 = 1.
(ii) When |JD| < Mp/
√
D0, the minimum of ρa is achieved at some a0, which
increases as Mp/|JD| increases.
Proposition 3.4.1 is similar to Propositions 3.2.1 and 3.3.1. Following the analysis
in Section 3.2.2, Proposition 3.4.1 shows that when the difference Σx −Σy is “very”
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dense with |JD| ≥ Mp/
√
D0, U(1) is the most powerful U-statistic; when Σx − Σy
becomes sparser as Mp/|JD| decreases, a higher order U-statistic is more powerful;
when the Σx−Σy is “moderately” dense or sparse, a U-statistic of finite order a0 > 1
would be the most powerful one.
The power analysis above shows that the power of the U-statistics varies when
the alternative changes. To maintain high power across different alternatives, we
can develop an adaptive testing procedure similar to that in Section 3.2.3. Given
the asymptotic independence in Theorem 3.4.1, an adaptive testing procedure using
the constructed U(a)’s is valid with the type I error asymptotically controlled. Also,
the adaptive test achieves high power by combining the U-statistics as discussed in
Section 3.2.3.
We provide simulation studies on two-sample covariance testing in the Appendix
Section B.7.3. By the simulations, we first find that the type I errors of the U statistics
and the adaptive test are well controlled under H0. This verifies the theoretical
results in Theorem 3.4.2. Second, similarly to the one-sample covariance testing, we
find that generally when the difference Σx − Σy is sparser, a U-statistic of higher
order is more powerful, and vice versa. Moreover, under moderately sparse/dense
alternatives, U(a0) with a0 > 1 could achieve the highest power. The results are
consistent with Proposition 3.4.1. Third, we compare the proposed adaptive test with
existing methods in literature including Schott (2007), Srivastava and Yanagihara
(2010), Li and Chen (2012), and Cai et al. (2013). We find that the proposed adaptive
testing procedure maintains high power across various alternatives.
Remark III.6. Similarly to Section 3.2, we can let U(∞) be the maximum-type test
statistic in Cai et al. (2013), and expect that the result similar to Theorem 3.2.3
holds under certain regularity conditions. However, as the dependence structure of
two-sample covariance matrices is more complicated than the one-sample case, it is
more challenging to establish the asymptotic joint distribution of U(∞) and finite-
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order U-statistics. We leave this interesting problem for future study, while find in
simulations that the performance of U(∞) is similar to high-order U-statistics U(a)’s.
3.5 Testing Coefficients in Generalized Linear Models
In this section, we consider the Example III.3 of generalized linear models (on Page
59) to show that the proposed framework can be extended to other testing problems.
Similarly to the results in Section 3.3, we show that the constructed U-statistics are
asymptotically independent and normally distributed, and also establish the power
analysis results of the U-statistics. Recently, Wu et al. (2019) also discussed the
adaptive testing of generalized linear model. But similarly to Xu et al. (2016), Wu
et al. (2019) is under the framework of a family of von Mises V-statistics, and thus
is different from the current chapter as discussed in Remark III.5. Moreover, the
current work provides the theoretical power analysis while Wu et al. (2019) did not.
Condition 3.5.1.
(1) There exists constant B such that B−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ B, where
λmin(Σ) and λmax(Σ) denote the minimum and maximum eigenvalues of the
covariance matrix Σ; and all correlations are bounded away from −1 and 1,
i.e., max1≤j1 6=j2≤p |σj1,j2|/(σj1,j2σj2,j2)1/2 < 1− η for some η > 0.
(2) log p = o(n1/4) and max1≤j≤p E[exp{h(Sj − E(Sj))2}] < ∞, for h ∈ [−M,M ],
where M is a positive constant.
(3) Similarly to Condition 3.2.2, {(Si,j, i = 1 . . . , n) : 1 ≤ j ≤ p} is α-mixing with





Theorem 3.5.1. Under Condition 3.5.1 and H0: β = β0, for any finite integers
(a1, . . . , am), as n, p → ∞, [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ










a , which is of order Θ(pn
−a). Besides, P (nU(∞) − τp ≤
u)→ exp{−π−1/2 exp(−u/2)}, ∀u ∈ R, where τp = 2 log p− log log p. In addition, for
any finite integer a, {U(a)/σ(a)} and {nU(∞)− τp} are asymptotically independent.
Next we compare the power of U(a)’s under alternatives with different sparsity
levels. Similarly to the mean testing problems, we consider the alternative EA =
{E(Sj) = ρ > 0 for j = 1, . . . , k0; E(Sj) = 0 for j = k0 + 1, · · · , p}, where k0 denotes
the number of nonzero entries.
Theorem 3.5.2. Assume Condition 3.5.1 and k0 = o(p). For any finite integers
{a1, . . . , am}, if ρ in EA satisfies ρ = O(k−1/at0 p1/(2at)n−1/2) for t = 1, . . . ,m, then
[U(a1) − E{U(a1)}]/σ(a1), . . . , [U(am) − E{U(am)}]/σ(am)]ᵀ
D−→ N (0, Im), as n, p →










Theorem 3.5.2 shows that under the considered local alternatives, the asymptotic
power of U(a) mainly depends on E{U(a)}/
√
var{U(a)}.











1/(2a) × n−1/2, we know that different U(a)’s asymptoti-
cally have the same power. For illustration, we further assume that σj,j = 1 when










Therefore, following the analysis in Section 3.3, to find the “best” U(a), it suffices
to find the order, denoted by a0, that gives the smallest ρa value in (3.25). Since
(3.25) is only different from (3.22) by a constant that does not depend on the order a,
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Proposition 3.3.1 still holds. Consider a0 ≥ 1 as specified in Proposition 3.3.1; then,
similar to results in the two-sample mean testing, we know when k0 ≥
√
Mp, a0 = 1
and U(1) is “better” than U(∞); when k0 < C1
√
p/loga0/2 p for some C1, U(∞) is the
“best”; and when C2
√
p/loga0/2 p < k0 <
√
Mp for some C2, U(a0) is the “best”. In
addition, given the similar results obtained in Theorem 3.5.1 and power analysis, we
can also develop adaptive testing procedure similar to that in Section 3.2.3.
Remark III.7. More generally, if the generalized linear model also has covariates
z that we want to adjust for, the corresponding generalized linear model becomes
E(y|x) = g−1(xᵀβ + zᵀα), where α denote the regression coefficients for z. To test





α̂ is an estimator of α. For instance, when z is low dimensional, we can take α̂
as the maximum likelihood estimator under H0. Then similar conclusion to Theorem
3.5.1 can be derived under certain regularity conditions. We present simulation stud-
ies on generalized linear model in the Appendix Section B.7.2 to illustrate the good
performance of the U-statistics and we leave the details of theoretical developments
with nuisance parameters for future study.
3.6 Discussion
There are several possible extensions of the U-statistics framework in this chapter.
First, by our current proof, the convergence rate in Theorem 3.2.3 is bounded by
O(log−1/2 p), which is an upper bound and not sharp. From our extensive simulations,
we find that the type I error rate of the adaptive testing is well-controlled with a
relatively small p, e.g., p = 50. We might obtain a shaper bound of the convergence
rate, but more refined concentration property of the high-dimensional and high-order
U-statistics is needed. Second, the proposed framework requires that the elements
in the parameter set E have unbiased estimates. When we can not obtain unbiased
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estimates easily, e.g., for the precision matrix, the proposed construction may not
follow directly. Nevertheless we may use “nearly” unbiased estimators to construct
“U-statistics” for hypothesis testing, such as the “nearly” unbiased estimator of the
precision matrix proposed in Xia et al. (2015); the main challenge is then to control
the accumulative bias over the parameters under high-dimensions. Third, this chapter
discusses the examples where the elements in E are comparable. When the parameters
in E are not comparable, such as E containing both means and covariances parameters,
the construction of U-statistics still follows but the theoretical derivation may require
a careful case-by-case examination. Fourth, the construction of the U-statistics treats
the parameters in E with equal weight. More generally, we could assign different
weights to different parameter estimators. For instance, standardizing the data is one
example of assigning different weights. As inappropriate weight assignments could
lead to power loss, when the truth is unknown, how to effectively assign weights to
maximize the test power is an interesting research question. We shall discuss these
extensions in the future as a significant amount of additional work is still needed.
In addition to the examples in this chapter, the proposed U-statistics framework
can be applied to other high-dimensional hypothesis testing problems. For example, it
can be applied to testing the block-diagonality of a covariance matrix, whose theoreti-
cal analysis would be similar to the considered one sample and two sample covariance
testing problems. It can also be used to test high-dimensional regression coefficients
in complex regression models other than the generalized linear models, following a
similar construction based on the score functions. A key step is then to characterize
the impact of nuisance parameters that are estimated under the null hypothesis, and
challenges arise especially when the nuisance parameters are high-dimensional. Such
interesting extensions will be further explored in our follow-up studies.
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CHAPTER IV
Importance Sampling of Rare-Event Probabilities
This section develops an efficient Monte Carlo method to estimate the tail proba-
bilities of the ratio of the largest eigenvalue to the trace of the Wishart matrix, which
plays an important role in multivariate data analysis. The estimator is constructed
based on a change-of-measure technique and it is proved to be asymptotically efficient
for both the real and complex Wishart matrices. This chapter is organized as follows.
In Section 4.1, we introduce the background and the set-up of the problem. In Sec-
tion 4.2, we propose our importance sampling estimator and establish its asymptotic
efficiency in Theorem 4.2.1. In Section 4.3, we present simulation studies to show
the improved performance of the proposed method over existing approaches based on
asymptotic approximations, especially when estimating probabilities of rare events.
We discuss the possibility of generalizing the result to the ratio of the sum of the
largest k eigenvalues to the trace of a Wishart matrix in Section 4.4. The proof of
Theorem 4.2.1 is given in Section 4.5.
4.1 Introduction
Consider n independent and identically distributed (i.i.d.) p-dimensional obser-
vations x1, . . . ,xn from a real or complex valued Gaussian distribution with mean
zero and covariance matrix Σ = σ2Ip. Here σ
2 is an unknown scaling factor and Ip
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is the p × p identity matrix. Define the n × p data matrix X = (x1, . . . ,xn)>, and
assume λ1 ≥ · · · ≥ λp are the ordered real eigenvalues of the sample covariance matrix
Σ̂ = XHX/n, where H denotes the conjugate transpose. Note that if p > n, the last




(λ1 + · · ·+ λp)/min(n, p)
. (4.1)
We are interested in estimating the rare-event tail probability αn,p(x) = Pr (Un,p > x) ,
where x is some constant such that αn,p(x) is small. Estimating rare-event tail prob-
abilities is often of interest in multivariate data analysis. For instance, in multiple
testing problems, it is often needed to evaluate very small p-values for individual test
statistics to control the overall false-positive error rate.
The random variable Un,p plays an important role in multivariate statistics when
testing the covariance structure. For instance, it has been used to test for equality of
the population covariance to a scaled identity matrix, viz.,
H0 : Σ = σ2Ip vs. H1 : Σ 6= σ2Ip
with σ2 unknown, i.e., the so-called sphericity test; see, e.g., Muirhead (2009). The
test statistic Un,p does not depend on the unknown variance parameter σ
2 and has high
detection power against alternative covariance matrices with a low-rank perturbation
of the null σ2Ip. In particular, under the alternative of rank-1 perturbation with Σ =
hh> + σ2Ip for some unknown h ∈ Rp and σ2, the likelihood ratio test statistic Ln =
suph,σ2 f1(X;h, σ
2)/supσ2 f0(X;σ
2) can be written as a monotone function of Un,p and
therefore αn,p(x) corresponds to the p-value (see, e.g., Muirhead, 2009; Bianchi et al.,
2011). Please refer to Krzanowski (2000), Muirhead (2009), and Paul and Aue (2014)
for more discussion and many other applications.
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The exact distribution of Un,p is difficult to compute, especially when estimating
rare-event tail probabilities. Note that XHX/(nσ2) follows a Wishart distribution
Wβ,p(n, Ip/n), with β = 1 for real Gaussian and β = 2 for complex Gaussian. So
the distribution of Un,p corresponds to that of the ratio of the largest eigenvalue
to the trace of a Wβ,p(n, Ip/n). However, this distribution is nonstandard and exact
formulas based on it typically involve high-dimensional integrals or inverses of Laplace
transforms. Numerical evaluation has been studied in Davis (1972), Schuurmann
et al. (1973), Kuriki and Takemura (2001), Kortun et al. (2012), Wei et al. (2012),
and Chiani (2014). But for high-dimensional data with large p, the computation
becomes more challenging, which is notably the case when αn,p(x) is small, due to
the additional computational cost to control the relative estimation error of αn,p(x).
The asymptotic distribution of Un,p with p and n both going to infinity has also
been studied in the literature. It is known that Un,p asymptotically behaves similarly
to the largest eigenvalue λ1, whose limiting distribution has been studied in Johansson
(2000) and Johnstone (2001), and Un,p also asymptotically follows the Tracy–Widom







→ 1− T Wβ(x), (4.2)
where T Wβ denotes the Tracy–Widom distribution of order β, with β = 1 or 2
for real and complex valued observations, respectively. In particular, for real-valued






























lead to a convergence rate of the order O{min(n, p)−2/3}; see Ma (2012). For the
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complex case, similar expressions can be found in Karoui (2006). Nadler (2011) stud-
ied the accuracy of the Tracy–Widom approximation for finite values of n and p. He
found that the approximation may be inaccurate for small and even moderate values
of p when n is large. Therefore, he proposed a correction term to improve the ap-
proximation result, which is derived using the Fredholm determinant representation,
and he showed that the approximation rate is o{min(n, p)−2/3} when X follows a
complex Gaussian distribution. In the real Gaussian case, which is of interest in many
statistical applications, Nadler (2011) conjectured that the result also holds. The
calculation of the correction term in Nadler (2011) depends on the second derivative
of the non-standard Tracy–Widom distribution, which usually involves a numerical
discretization scheme.
Another limitation of the existing methods is that they may become less efficient
when estimating small tail probabilities of rare events. This chapter aims to address
this rare-event estimation problem. In particular, we propose an efficient Monte
Carlo method to estimate the exact tail probability of Un,p by utilizing importance
sampling. The latter is a commonly used tool to reduce Monte Carlo variance and it
has been found helpful to estimate small tail probabilities, especially when the event
is rare, in a wide variety of stochastic systems with both light-tailed and heavy-tailed
distributions (see, e.g., Siegmund, 1976; Asmussen and Kroese, 2006; Dupuis et al.,
2007; Asmussen and Glynn, 2007; Blanchet and Glynn, 2008; Liu and Xu, 2014a,b;
Xu et al., 2014).
An importance sampling algorithm needs to construct an alternative sampling
measure (a change of measure) under which the eigenvalues are sampled. Note that
it is necessary to normalize the estimator with a Radon–Nikodym derivative to ensure
an unbiased estimate. Ideally, one develops a sampling measure so that the event of
interest is no longer rare under the sampling measure. The challenge is of course
the construction of an appropriate sampling measure, and one common heuristic
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is to utilize a sampling measure that approximates the conditional distribution of
Un,p given the event {Un,p > x}. This chapter proposes a change of measure Q that
asymptotically approximates the conditional measure Pr(· | Un,p > x). We carry out a
rigorous analysis of the proposed estimator for Un,p and show that it is asymptotically
efficient. Simulation studies show that the proposed method outperforms existing
approximation approaches, especially when estimating probabilities of rare events.
4.2 Importance Sampling Estimation
For ease of discussion, we consider the setting p ≤ n, p → ∞ and n → ∞.
When p > n, the algorithm and theory are essentially the same up to switching
labels of p and n, which is explained in Remark IV.4. We use the notation β to
denote the real Wishart Matrix ( β = 1) and complex Wishart matrix ( β = 2). Since
Un,p = pλ1/(λ1 + · · · + λp) is invariant to σ2, the analysis does not depend on the
specific values of σ2, and we take σ2 as follows in order to simplify the notation
and unify the real and complex cases under the same representation, as specified in
Eq. (4.4) below:
a) When β = 1, we assume that σ2 = 1. That is, the entries of X are i.i.d. N (0, 1),
and λ1, . . . , λp are the ordered eigenvalues of X
>X/n.
b) When β = 2, we assume σ2 = 2. We consider the circularly symmetric Gaussian
random variable (Tse and Viswanath, 2005), and we write X = Y + iZ ∼
CN (0, σ2) when Y and Z are i.i.d. N (0, σ2/2). In the following, we assume
that the entries of X are i.i.d. CN (0, 2), and that λ1, . . . , λp are the ordered
eigenvalues of XHX/n.
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As mentioned, e.g., in (Dumitriu and Edelman, 2002), the p eigenvalues λ1 ≥ · · · ≥


















Γ(1 + βj/2)Γ{β(n− p+ j)/2}
.




1(Un,p > x)fn,p,β(λ1, . . . , λp)dλ1 · · · dλp,
where 1 is the indicator function. As discussed in the Introduction, direct evaluation
of the above p-dimensional integral is computationally challenging, especially when p
is relatively large.
This work aims to design an efficient Monte Carlo method to estimate αn,p(x). We
first introduce some computational concepts from the rare-event analysis literature,
which helps to evaluate the computation efficiency of a Monte Carlo estimator.
Consider an estimator Ln,p(x) of a rare-event probability αn,p(x), which goes to
0 as n → ∞. We simulate N i.i.d. copies of Ln,p(x), say L(1)n,p(x), . . . , L(N)n,p (x), and
obtain the average estimator L̄n,p(x) = {L(1)n,p(x) + · · · + L(N)n,p (x)}/N . We want to
control the relative error |L̄n,p(x) − αn,p(x)|/αn,p(x) such that for some prescribed
ε, δ ∈ (0,∞),
Pr{|L̄n,p(x)− αn,p(x)|/αn,p(x) > ε} < δ.
Consider the direct Monte Carlo estimator as an example. The direct Monte Carlo
directly generates samples from the density (4.4) and uses Ln,p(x) = 1(Un,p > x).
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So in each simulation we have a Bernoulli variable with mean αn,p(x). Accord-
ing to the Central Limit theorem, the direct Monte Carlo simulation requires N =
Θ{ε−2δ−1αn,p(x)−1} i.i.d. replicates to achieve the above accuracy. This implies that
the direct Monte Carlo method becomes inefficient and even infeasible as αn,p(x)→ 0.
A more efficient estimator is the asymptotically efficient estimator (see, e.g., Sieg-
mund, 1976; Asmussen and Kroese, 2006). An unbiased estimator Ln,p(x) of αn,p(x)
is called asymptotically efficient if
lim inf
n→∞
ln[var{Ln,p(x)}]/ln{αn,p(x)2} ≥ 1. (4.5)
Note that (4.5) is equivalent to
lim sup
n→∞
var{Ln,p(x)}/αn,p(x)2−η = 0, (4.6)








When Ln,p(x) is asymptotically efficient, by Chebyshev’s inequality,
Pr{|L̄n,p(x)− αn,p(x)|/αn,p(x) > ε} ≤ var{Ln,p(x)}/{Nαn,p(x)2ε2},
and therefore (4.6) implies that we only need N = O{ε−2δ−1αn,p(x)−η}, for any η > 0,
i.i.d. replicates of Ln,p(x). Compared with the direct Monte Carlo simulation, efficient
estimation substantially reduces the computational cost, especially when αn,p(x) is
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small.
To construct an asymptotically efficient estimator, we use the importance sampling
technique, which is an often used method for variance reduction of a Monte Carlo
estimator. We use P to denote the probability measure of the eigenvalues λ1, . . . , λp.
The importance sampling estimator is constructed based on the identity
Pr(Un,p > x) = E{1(Un,p > x)} = EQ {1(Un,p > x) dP/dQ} ,
where Q is a probability measure such that the Radon–Nikodym derivative dP/dQ is
well defined on the set {Un,p > x}, and we use E and EQ to denote the expectations
under the measures P and Q, respectively. Let fQn,p be the density function of the
eigenvalues λ1, . . . , λp under the change of measure Q. Then, the random variable
defined by
Ln,p = 1(Un,p > x)fn,p(λ1, . . . , λp)/f
Q
n,p(λ1, . . . , λp)
is an unbiased estimator of αn,p(x) under the measure Q. Therefore, to have Ln,p





| ln EQ{1(Un,p > x)fn,p(λ1, . . . , λp)2/fQn,p(λ1, . . . , λp)2} | ≥ 1.
(4.7)
To gain insight into the requirement (4.7), we consider some examples. First con-
sider the direct Monte Carlo with fQn,p = fn,p; the right-hand side of (4.7) then equals
1/2 which is smaller than 1. On the other hand, consider Q to be the conditional
probability measure given Un,p > x, i.e., f
Q
n,p(·) = fn,p(·)1(Un,p > x)/αn,p(x); then the
right-hand side of (4.7) is exactly 1. Note that this change of measure is of no prac-
tical use since Ln,p depends on the unknown αn,p(x). But if we can find a measure Q
that is a good approximation of the conditional probability measure given Un,p > x,
we would expect (4.7) to hold and the corresponding estimator Ln,p to be efficient.
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In other words, the asymptotic efficiency criterion requires the change of measure Q
to be a good approximation of the conditional distribution of interest.
Following the above argument, we construct the change of measure Q as follows,
which is motivated by a recent study of Jiang et al. Jiang, Leder, and Xu (2017).
These authors studied the tail probability of the largest eigenvalue, i.e., Pr(λ1 > px)
with p > n and proposed a change of measure that approximates the conditional
probability measure given λ1 > px in total variation when p  n. It is known that
the asymptotic behaviors of λ1 and Un,p are closely related. We therefore adapt the
change of measure to the current problem of estimating Un,p. However, we would like
to clarify that the problem of estimating Un,p is different from that in Jiang et al.
(2017) in terms of both theoretical justification and computational implementation,
which is further discussed in Remark IV.3.
Specifically, we propose the following importance sampling estimator.
Algorithm IV.1. Every iteration in the algorithm contains three steps, as follows:
Step 1. We use the matrix representation of the β-Laguerre ensemble in Dumitriu and
Edelman (2002), and generate the matrix Ln−1,p−1,β = Bn−1,p−1,βB
>
n−1,p−1,β,










The notation χa denotes the square root of the chi-square distribution with a
degrees of freedom, and the diagonal and sub-diagonal elements of Bn−1,p−1,β
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are generated independently. We then compute the corresponding ordered
eigenvalues of Ln−1,p−1,β/n, denoted by λ2 ≥ · · · ≥ λp.
Step 2. Conditional on λ2, . . . , λp, we sample λ1 from an exponential distribution with
density
f(λ1) = nre
−nr(λ1−x̃∨λ2) × 1 (λ1 > x̃ ∨ λ2) , (4.8)












with γ = p/n and σβ denotes the probability distribution function of the
Marchenko–Pastur law such that
σβ(ds) = (β × 2πγs)−1
√
(s− s∗)(s∗ − s) 1(s ∈ [s∗, s∗])ds (4.10)
with s∗ = β(
√
γ + 1)2 and s∗ = β(
√
γ − 1)2, and x̃ is a constant depending
on n, p, β and x such that
x̃ = x tr (Ln−1,p−1,β/n)/(p− x).
Step 3. Based on the collected values λ1 ≥ · · · ≥ λp, a corresponding importance
sampling estimate can be computed as in (4.12) below and the value of the
estimate is saved.
The three steps above are repeated at every iteration. After the last iteration, the saved
sampling estimates from all iterations are averaged to give an unbiased estimate of
αn,p(x).
Now we detail how the importance sampling estimate (4.12) is computed at every
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iteration of the algorithm. Let Q be the measure induced by combining the above
two-step sampling procedure. From Dumitriu and Edelman (2002), under the change
of measure Q, the density of (λ∗2, . . . , λ
∗
p) = n(λ2, . . . , λp)/(n− 1) is
fQn,p(λ
∗














This implies that the density function of (λ2, . . . , λp) under Q is

















Therefore dQ/dP takes the form
fQn,p(λ2, . . . , λp)× nre−nr(λ1−x̃∨λ2) × 1(λ1 > x̃ ∨ λ2)







−nr(λ1−x̃∨λ2) × 1(λ1 > x̃ ∨ λ2)
Cn,p,β
∏p




The corresponding importance sampling estimate is given by
Ln,p(x) = 1(Un,p > x) dP/dQ, (4.12)
where Un,p is calculated with the sampled λ1, . . . , λp based on Eq. (4.1).
We claim that for the proposed Algorithm IV.1, with the choice of r specified in
(4.9), the importance sampling estimator Ln,p(x) is asymptotically efficient in esti-
mating the target tail probability. This result is formally stated below and proved in
Section 4.5.
Theorem 4.2.1. When p/n → γ ∈ R, the estimator Ln,p(x) in (4.12) is an asymp-




Remark IV.1. Our discussion regarding asymptotic efficiency focuses on the case of
estimating rare-event tail probability αn,p(x), i.e., when {Un,p > x} corresponds to a
rare event. When x ≤ (√γ + 1)2, {Un,p > x} is not rare, and we can still apply the
importance sampling algorithm with a reasonable positive r value as the exponential
distribution’s rate. However, the theoretical properties of the importance sampling
estimator must then be studied under a different framework; this issue is not pursued
here.
Remark IV.2. We explain the Marchenko–Pastur form of (4.10). When the entries
of X have mean 0 and variance 1 (β = 1 and 2), the Marchenko–Pastur law for the
eigenvalues of XHX/n takes the standard form
f(ds̄) = (2πγs̄)−1
√
(s̄+ − s̄)(s̄− s̄−) 1(s̄ ∈ [s̄−, s̄+])ds̄ (4.13)
with s̄− = (1−
√
γ)2 and s̄+ = (1+
√
γ)2 (see, e.g., Paul and Aue, 2014, Theorem 3.2).
For the setting considered of this chapter, the real case (β = 1) has σ2 = 1, so (4.10)
and (4.13) are consistent. In contrast, the complex case (β = 2) has σ2 = 2 and
therefore (4.10) and (4.13) are different up to a factor of β = 2. Specifically, let
(λ̄1, . . . , λ̄p) and (λ1, . . . , λp) be eigenvalues of X
HX/n when X has i.i.d. entries of
CN (0, 1) and CN (0, 2), respectively. Then we know that (λ1, . . . , λp) ∼ 2(λ̄1, . . . , λ̄p)
and (4.13) implies the empirical distribution in (4.10).
Remark IV.3. We discuss the differences between the proposed method and the
method in Jiang et al. (2017) on the largest eigenvalue, which also employs an impor-
tance sampling technique. First, the two methods have different targets, i.e., Pr(λ1 >
x) in Jiang et al. (2017) and Pr(Un,p > x) here, and therefore use different changes
of measure to construct efficient importance sampling estimators. As discussed in
Section 4.2, in order to achieve asymptotic efficiency, the change of measures should
approximate the target conditional distribution measures, i.e., Pr( · | λ1 > x) in
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Jiang et al. (2017) and Pr( · | Un,p > x) in this chapter. Due to the difference be-
tween the two conditional distributions, different changes of measure are constructed
in the two methods. Specifically, Jiang et al. (2017) sample the largest eigenvalue λ1
from a truncated exponential distribution depending on the second largest eigenvalue
λ2, while the present work samples λ1 from an exponential distribution depending on
eigenvalues λ2, . . . , λp. Second, the proof techniques of the main asymptotic results in
the two papers are also different. In particular, to show the asymptotic efficiency of
the importance sampling estimators as defined in (4.5), we need to derive asymptotic
approximations for both the rare-event probability αn,p(x) and the second moments of
the importance sampling estimator EQ{L2n,p(x)}. Even though the largest eigenvalue
λ1 and the ratio statistic Un,p have similar large deviation approximation results for
their tail probabilities, the asymptotic approximations for the second moments of the
importance sampling estimators are different due to the differences between the con-
sidered changes of measure as well as the effect of the trace term in Un,p. Please refer
to the proof for more details.
Remark IV.4. The method and the theoretical results can be easily extended from
the case p ≤ n to the case p ≥ n by switching the labels of n and p and changing γ to
1/γ correspondingly. Note that when p ≥ n, the eigenvalues of XHX/n and XXH/p
give the same test statistic Un,p as defined in (4.1), which is because X
HX and XXH
have the same set of nonzero eigenvalues and Un,p is scale invariant. By symmetry,
when p ≥ n, the joint density function of the eigenvalues of XXH/p have the same
form as (4.4), except that the labels of n and p are switched. Therefore, the cases
when p ≤ n and p ≥ n are equivalent up to the label switching. Note that after p/n is
changed to n/p, γ becomes 1/γ correspondingly.
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4.3 Simulation Studies
We conducted simulation studies to evaluate the performance of our algorithm.
We first took combinations (n, p) ∈ {(100, 10), (100, 20), (500, 20), (1000, 50)}, and
β = 1 and 2, respectively. Then we compared our algorithm with other methods and
present the results in Table 4.1 and 4.2.
For the proposed importance sampling estimator, we repeated NIS = 10
4 times
and show the estimated probabilities (“ESTIS” column) along with the estimated
standard deviations of Ln,p, i.e.,
√
V arQ(Ln,p) (“SDIS” column). The ratios between
estimated standard deviations and estimates (“SDIS/ESTIS” column) reflect the
efficiency of the algorithms. Note that with NIS = 10
4 replications, the standard
error of the estimate is SDIS/
√
NIS = SDIS/100.
In addition, three alternative methods were considered, namely the direct Monte
Carlo, the Tracy–Widom distribution approximation, and the corrected Tracy–Widom
approximation (Nadler, 2011). We computed direct Monte Carlo estimates (“ESTDMC”
column) with NDMC = 10
6 independent replications. We present the standard de-
viation of direct Monte Carlo estimates (“SDDMC” column) and the ratios between
estimated standard deviations and estimates (“SDDMC/ESTDMC”). In addition, we
used the approximation of Tracy–Widom distribution (“TW” column) specified in
Eq. (4.2). The TW (x) is computed from the RMTstat package in R. Furthermore, fol-
lowing Nadler (2011), we computed the Tracy–Widom approximation with correction

















T W ′′β(x), (4.14)
where T W ′′(x) is computed numerically via a standard central differencing scheme
with ∆x = 10−3. When β = 1, µ and σ are chosen according to Eq. (4.3). When
β = 2, µ and σ are chosen according to Karoui (2006).
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We can see from Tables 4.1 and 4.2 that the Tracy–Widom distribution (“TW”
column) significantly overestimates the tail probabilities for all considered settings
and the finding is consistent with that in Nadler (2011). Furthermore, the corrected
Tracy–Widom approximation (“c.TW” column) underestimates the tail probability
αn,p(x) and goes to a negative number as αn,p(x) becomes small.
Since the proposed importance sampling and the direct Monte Carlo method are
both unbiased estimators, next we compare their computational efficiency. As dis-
cussed in Section 4.2, for the average estimator L̄n,p(x) = {L(1)n,p(x)+· · ·+L(N)n,p (x)}/N ,
“SDIS/ESTIS” and “SDDMC/ESTDMC” can be used as a measure of the computa-
tional efficiency in terms of iteration numbers. From the results in Tables 4.1 and
4.2, as αn,p(x) decreases, “SDDMC/ESTDMC” grows quickly and even becomes not
available. In contrast, “SDIS/ESTIS” increases slowly and is generally smaller than
“SDDMC/ESTDMC”, showing that the proposed importance sampling is more effi-
cient than the direct Monte Carlo method.
As a further illustration, we compared the iteration numbers NIS and NDMC
that would be needed to achieve the same level of relative standard errors of the
estimators. Specifically, in order to have the same ratios of the standard errors to
the estimates, i.e., SEIS/ESTIS = (SDIS/
√
NIS)/ESTIS and SEDMC/ESTDMC =
(SDDMC/
√
NDMC)/ESTDMC , obtained under the importance sampling and direct








Based on the above equation, the simulation results show that to have a similar stan-
dard error obtained under the importance sampling, the direct Monte Carlo method
needs more iterations as αn,p(x) goes small. For example, from Table 1, when n = 100,
p = 10 and x = 2.1, we need NDMC to be approximately 4.3× 102 times larger than
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Table 4.1: Results of estimating tail probabilities of Un,p in (4.1) for the real Wishart
matrix (β = 1).
(a) n = 100, p = 10
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
1.80 2.44e-2 1.25e-1 5.14 2.46e-2 1.55e-1 6.30 2.58e-2 5.07e-2
1.95 1.02e-3 5.00e-3 4.89 1.08e-3 3.28e-2 30.46 3.90e-4 4.37e-3
1.98 5.32e-4 3.55e-3 6.66 5.57e-4 2.36e-2 42.36 4.96e-6 2.48e-3
2.10 2.43e-5 2.48e-4 10.22 2.20e-5 4.69e-3 213.20 –7.46e-5 2.07e-4
2.30 5.25e-8 7.72e-7 14.71 0 0 NaN 0 0
(b) n = 100, p = 20
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
2.10 9.14e-2 3.73e-1 4.09 8.99e-2 2.86e-1 3.18 9.29e-2 1.21e-1
2.30 2.86e-3 2.04e-2 7.13 2.71e-3 5.20e-2 19.19 2.31e-3 6.09e-3
2.40 3.44e-4 2.60e-3 7.54 3.11e-4 1.76e-2 56.70 1.54e-4 9.07e-4
2.50 2.89e-5 2.01e-4 6.95 2.60e-5 5.10e-3 196.11 –6.13e-6 1.05e-4
2.70 1.50e-7 1.78e-6 11.85 0 0 NaN 0 0
(c) n = 500, p = 20
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
1.46 4.64e-2 2.21e-1 4.76 4.68e-2 2.11e-1 4.51 4.87e-2 6.51e-2
1.51 3.98e-3 2.16e-2 5.43 3.70e-3 6.07e-2 16.40 3.70e-3 7.03e-3
1.56 1.57e-4 7.13e-4 4.54 1.55e-4 1.24e-2 80.32 1.28e-4 4.40e-4
1.62 2.14e-6 1.49e-5 6.97 3.00e-6 1.73e-3 577.35 –1.87e-6 6.71e-6
1.70 2.43e-9 2.72e-8 11.20 0 0 NaN 0 0
(d) n = 1000, p = 50
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
1.52 2.75e-2 1.29e-1 4.70 2.90e-2 1.68e-1 5.78 2.96e-2 3.59e-2
1.55 2.51e-3 1.16e-2 4.63 2.57e-3 5.06e-2 19.71 2.53e-3 7.98e-4
1.60 1.41e-5 5.25e-5 3.72 2.20e-5 4.69e-3 213.20 1.15e-5 3.25e-5
1.62 1.40e-6 8.70e-6 6.21 2.00e-6 1.41e-3 707.11 –7.93e-7 6.71e-6
1.66 7.49e-9 3.69e-8 4.93 0 0 NaN 0 0
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Table 4.2: Results of estimating tail probabilities of Un,p in (4.1) for the complex
Wishart matrix (β = 2).
(a) n = 100, p = 10
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
1.77 3.72e-3 3.34e-2 8.98 3.79e-3 6.15e-2 16.21 2.20e-3 1.26e-2
1.81 9.21e-4 1.32e-2 14.34 8.97e-4 2.99e-2 33.37 -1.36e-4 4.42e-3
1.91 1.89e-5 3.28e-4 17.37 1.70e-5 4.12e-3 242.53 -1.22e-4 2.11e-4
1.93 6.68e-6 8.44e-5 12.64 4.00e-6 2.00e-3 500 -7.44e-5 1.07e-4
1.99 2.98e-7 4.25e-6 14.27 0 0 NaN -1.29e-5 1.24e-5
(b) n = 100, p = 20
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
2.10 1.20e-2 7.99e-2 6.68 1.45e-2 1.20e-1 8.23 1.41e-2 2.70e-2
2.18 1.04e-3 7.59e-3 7.28 1.34e-3 3.66e-2 27.29 8.64e-4 3.65e-3
2.30 2.18e-5 3.47e-4 15.94 2.30e-5 4.80e-3 208.51 -2.06e-5 8.86e-5
2.38 6.73e-7 1.94e-5 28.86 1.00e-6 1.00e-3 1000 -2.70e-6 4.83e-6
2.46 1.63e-8 2.83e-7 17.36 0 0 NaN -1.73e-7 1.93e-7
(c) n = 500, p = 20
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
1.45 8.04e-3 5.49e-4 6.84 8.98e-3 9.43e-2 10.51 8.95e-3 1.58e-2
1.48 6.56e-4 8.02e-3 12.22 6.49e-4 2.55e-2 39.24 5.07e-4 1.59e-3
1.50 8.77e-5 1.16e-3 13.18 8.60e-5 9.27e-3 107.83 3.88e-5 2.70e-4
1.525 5.05e-6 5.37e-5 10.63 8.00e-6 2.83e-3 353.55 -1.87e-6 2.28e-5
1.55 1.85e-7 1.71e-6 9.28 0 0 NaN -4.66e-7 1.49e-6
(d) n = 1000, p = 50
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC c.TW TW
1.51 5.85e-3 6.67e-2 11.39 5.20e-3 7.19e-2 13.83 5.31e-3 7.46e-3
1.53 2.65e-4 1.96e-3 7.39 3.04e-4 1.74e-2 57.35 2.98e-4 5.32e-4
1.56 1.72e-6 1.84e-5 10.72 0 0 NaN 1.33e-6 4.20e-6
1.58 3.15e-8 2.86e-7 9.10 0 0 NaN 1.46e-8 9.85e-8
1.60 4.24e-10 3.80e-9 8.97 0 0 NaN -6.21e-11 1.56e-9
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NIS; when n = 1000, p = 50 and x = 1.62, we need NDMC to be about 1.3 × 104
times larger.
Besides the iteration numbers, we compared the average time cost of each iter-
ation under the importance sampling and the direct Monte Carlo method, respec-
tively. For the direct Monte Carlo, two methods were considered in computing the
eigenvalues. The first method directly computes the test statistic Un,p using the eigen-
decomposition of a randomly sampled Wishart matrix. The second method computes
the eigenvalues from the tridiagonal representation form as in Step 1 of Algorithm 1.
We ran 104 iterations for all the methods and report the average time of one iteration
in Table 4.3, where the first method of the direct Monte Carlo is denoted as TDMC 1,
the second method is denoted as TDMC 2, and the importance sampling method is
denoted as TIS. The simulation results show that TDMC 1 has the highest time cost
per iteration, while TDMC 2 and TIS are similar.
We further explain the simulation results from the perspective of algorithm com-
plexity. For each iteration, the first direct Monte Carlo method samples a p × p
Wishart matrix and performs its eigen-decomposition, whose cost is typically of the
order of O(p3). The second direct Monte Carlo method and the importance sampling
only need to sample O(p) number of chi-square random variables and then decom-
pose a symmetric tridiagonal matrix, at a cost of O(p2) per iteration Demmel (1997).
Although the importance sampling also samples from an exponential distribution in
Step 2, the distribution parameters can be calculated in advance and it does not affect
the overall complexity much. Therefore, the time complexity of the algorithm TDMC 1
is higher while TDMC 2 and TIS are similar per iteration. Together with the result
in (4.15), we can see that the importance sampling is more efficient than the direct
Monte Carlo method in terms of both the iteration number and the overall time cost.
To further check the influence of replication number NIS of the importance sam-
pling algorithm, we focus on the case (n, p) = (100, 10) and compare the performance
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of different NISs. In order to obtain accurate reference values of the tail probabilities,
we used direct Monte Carlo with repeating time NDMC = 10
8 to estimate multiple
tail probabilities αn,p(x)s ranging from 10
−2 to 10−6 under β = 1 and β = 2, re-
spectively. Then we estimated the corresponding αn,p(x)s using our algorithm with
NIS = 10
4, 105, 106, respectively.
The results are presented in Figure IV.1, where the x-axis represents the reference
values log10(ESTDMC). The line “DMC with error bar” represents the (estimated)
pointwise 95% confidence intervals, viz.,
[log10(ESTDMC − 2× SDDMC/
√
NDMC), log10(ESTDMC + 2× SDDMC/
√
NDMC)].
Similarly, the line “Importance Sampling with error bar” represents the importance
sampling estimates and pointwise 95% confidence intervals, viz.,
[log10(ESTIS − 2× SDIS/
√
NIS), log10(ESTIS + 2× SDIS/
√
NIS)].
One can surmise from the figures that the proposed algorithm gives reliable es-
timates of probabilities as small as 10−6 with NIS = 10
4, which is more efficient
than directed Monte Carlo and more accurate than Tracy–Widom approximations.
Furthermore, Figure IV.1 shows that the algorithm improves as the number of iter-
ations increases. We also plot the Tracy–Widom approximations in (4.2) and (4.14)
in Figure IV.1 for comparison.
Figure IV.1 shows that without correction, the Tracy–Widom distribution in (4.2)
is not accurate and overestimates the probabilies. The correction term in (4.14)
improves the approximation when the probability is larger than the scale of about
10−2, which is consistent with the result in Nadler (2011). But when the probability
gets smaller, the corrected approximation has larger deviation from true values (on
the log10 scale) and even becomes negative. Note that since we cannot plot the
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log10 of negative numbers in the figures, the lines of the corrected Tracy–Widom
approximations appear to be shorter. These results validate the results in Table 4.1
and 4.2.
Table 4.3: Estimated computation time of three sampling methods.
(a) β = 1
n p x TDMC 1 TDMC 2 TIS
100 10 1.95 1.28e-03 7.26e-04 8.89e-05
100 10 1.98 1.15e-03 9.23e-05 8.51e-05
100 20 2.3 1.58e-03 7.35e-05 6.84e-05
100 20 2.4 1.65e-03 1.79e-04 6.33e-05
500 20 1.51 1.27e-03 9.87e-05 9.32e-05
500 20 1.56 1.67e-03 7.39e-05 8.82e-05
1000 50 1.55 3.19e-03 1.05e-04 1.56e-04
1000 50 1.6 3.12e-03 9.76e-05 1.34e-04
(b) β = 2
n p x TDMC 1 TDMC 2 TIS
100 10 1.77 1.87e-03 1.75e-04 6.08e-05
100 10 1.81 1.85e-03 5.47e-05 5.90e-05
100 20 2.18 2.86e-03 8.37e-05 1.20e-04
100 20 2.3 2.69e-03 1.11e-04 6.69e-05
500 20 1.45 2.79e-03 8.46e-05 7.01e-05
500 20 1.48 3.53e-03 7.24e-05 8.90e-05
1000 50 1.53 8.65e-03 9.03e-05 1.53e-04
1000 50 1.56 8.35e-03 9.61e-05 1.49e-04
4.4 Discussion
This chapter proposes an asymptotically efficient Monte Carlo method to esti-
mate the tail probabilities of the ratio of the largest eigenvalue to the trace of the
Wishart matrix. Theoretically, we prove that the importance sampling estimator is
asymptotically efficient. Numerically, we conduct extensive studies to evaluate the
performance of the proposed algorithm compared with other methods in terms of
estimation accuracy and computational cost in estimating the tail probabilities.
The method can be adapted to estimate tail probabilities of the ratio of the sum
121
-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5
log
10




































DMC with error bar




-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5
log
10




































DMC with error bar




-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5
log
10




































DMC with error bar




-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5
log
10




































DMC with error bar




-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5
log
10




































DMC with error bar




-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5
log
10




































DMC with error bar




Figure IV.1: log10 of estimated probabilities by four compared methods versus
log10 of estimated probabilities by DMC when n = 100 and p = 10.
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Table 4.4: Results of estimating tail probabilities of Ukn,p in (4.16) for the real Wishart
matrix (β = 1).
(a) n = 100, p = 50, k = 2
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC
5.9 1.14e-03 6.70e-03 5.89 1.55e-03 3.93e-02 25.41
6.0 3.22e-04 3.80e-03 11.78 2.98e-04 1.73e-02 57.92
6.1 5.68e-05 9.37e-04 16.49 5.50e-05 7.42e-03 134.84
6.4 1.09e-07 3.21e-06 29.50 0 0 NaN
(b) n = 100, p = 50, k = 3
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC
8.4 1.56e-03 1.77e-02 11.36 1.55e-03 3.93e-02 25.41
8.5 4.22e-04 5.48e-03 12.98 4.04e-04 2.01e-02 49.74
8.7 1.46e-05 2.99e-04 20.44 1.80e-05 4.24e-03 235.70
8.9 7.26e-07 2.53e-05 34.83 0 0 NaN
(c) n = 100, p = 50, k = 4
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC
10.6 7.60e-03 5.65e-02 7.43 8.01e-03 8.91e-02 11.13
10.8 6.58e-04 6.63e-03 10.08 8.44e-04 2.90e-02 34.41
11.0 5.49e-05 1.47e-03 26.73 6.40e-05 8.00e-03 125.00
11.3 1.70e-07 5.56e-06 32.77 0 0 NaN
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Table 4.5: Results of estimating tail probabilities of Ukn,p in (4.16) for the complex
Wishart matrix (β = 2).
(a) n = 100, p = 50, k = 2
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC
5.6 4.67e-03 3.52e-02 7.54 5.03e-03 7.07e-02 14.07
5.7 5.08e-04 5.95e-03 11.72 4.98e-04 2.23e-02 44.80
5.8 4.75e-05 9.55e-04 20.12 3.80e-05 6.16e-03 162.23
6.0 7.71e-08 2.48e-06 32.18 0 0 NaN
(b) n = 100, p = 50, k = 3
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC
8.1 1.78e-03 2.08e-02 11.67 2.16e-03 4.64e-02 21.50
8.2 3.67e-04 8.31e-03 22.67 2.90e-04 1.70e-02 58.71
8.3 1.87e-05 3.73e-04 19.96 2.50e-05 5.00e-03 200.00
8.5 1.50e-07 6.90e-06 45.95 0 0 NaN
(c) n = 100, p = 50, k = 4
x ESTIS SDIS SDIS/ESTIS ESTDMC SDDMC SDDMC/ESTDMC
10.4 2.49e-03 4.78e-02 19.18 2.73e-03 5.22e-02 19.12
10.5 4.27e-04 6.15e-03 14.40 4.42e-04 2.10e-02 47.55
10.6 5.47e-05 1.86e-03 34.04 6.90e-05 8.31e-03 120.38
10.8 3.17e-07 1.23e-05 38.96 0 0 NaN
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of the first k largest eigenvalues to the trace of the Wishart matrix, which is defined
as
Ukn,p =
λ1 + · · ·+ λk
(λ1 + · · ·+ λp)/min(p, n)
, (4.16)
where k is a fixed positive integer. The algorithm is as follows. First sample λ2, . . . , λp
from Ln−1,p−1,β/n using the same method as in Algorithm IV.1. Second, conditioning
on λ2, . . . , λp, sample λ1 from a truncated exponential distribution of the same form













and choose r to be a small constant that depends on the large deviation result of the
largest k eigenvalues.
We conducted a numerical study to show the validity and efficiency of the proposed
method in estimating the tail probabilities of Ukn,p. Following the design in Section
4.3, the sampling was repeated 104 times for the importance sampling method and
106 times for the direct Monte Carlo method. The constant k was chosen to be 2, 3, 4,
and we took n = 100, p = 50, and r = 1/10. Tables 4.4 and 4.5 summarize the results
of β = 1 and β = 2, which show similar patterns as Tables 4.1 and 4.2. When the tail
probability becomes smaller, SDIS/ESTIS is smaller than SDDMC/ESTDMC , which
indicates that the importance sampling is more efficient than the direct Monte Carlo
method in estimating the tail probabilities, as discussed in Section 4.3. It would
be interesting to study the asymptotic property of this algorithm on estimating the
tail probability of Ukn,p. However, this would require the development of asymptotic
theory on the tail probabilities of the first k largest eigenvalues, which is beyond the
scope of this study. We leave it for future work.
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4.5 Proofs
This section provides the proof of Theorem 4.2.1 on the estimator’s asymptotic
efficiency. We focus on the case when p ≤ n and p/n → γ ∈ (0, 1]. For the case of
p ≥ n and p/n→ γ ∈ [1,∞), the proof follows from the same argument by switching
the labels of n and p, as shown in Remark IV.4.
Recall the definition of Q, Ln,p = 1(Un,p > x)dP/dQ and αn,p(x) = Pr(Un,p >
x). To prove the asymptotic efficiency defined in (4.5), we need only show that
lim infn→∞ ln EQ(L
2
n,p)/{2 lnαn,p(x)} ≥ 1 since EQ(L2n,p) ≤ varQ(L2n,p). We give an
outline of the proof first.
Step 1. We give the asymptotic approximation of limn→∞ n
−1 lnαn,p(x) = −γIβ(βx),
where Iβ(βx) is the large deviation rate function.














This is established using the upper bound I1 + I2 + I3 of EQ(L
2
n,p) in (4.21)
together with the limiting properties of I1, I2, and I3 in (4.22), (4.23), and
(4.24), respectively.
The details of Steps 1 and 2 are given below.
Step 1. We first obtain the large deviation rate function for Un,p, which gives an
approximation to n−1 lnαn,p(x) as in Anderson et al. (2010). From the argument in
Bianchi et al. (2011), the large deviation of Un,p has a similar rate function as λ1. The
explicit form of the large deviation rate function of λ1 can be obtained from Theorem
2.6.6 in Anderson et al. (2010). In particular, denote (λ̃1, . . . , λ̃p) to be the unordered
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eigenvalues of XHX/n; then from (4.4), (λ̃1, . . . , λ̃p) has joint density function


















where the last line follows the notation of (2.6.1) in Anderson et al. (2010) with
∆p(λ̃) =
∏
























The notation “an ∼ bn” means an = {1 + o(1)}bn. Following the definition in (2.6.3)













































With the above notation, Theorem 2.6.6 in Anderson et al. (2010) states that the





R ln |s− t|σβ(dt) + V (s) + αV,β if s ≥ s
∗,
∞ if s < s∗,
where s∗ = β(1−
√
γ)2, s∗ = β(1+
√
γ)2, σβ(·) is the probability distribution function
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of the Marchenko–Pastur law specified in (4.10) and




















× (ln β − 1) +O(lnn)
∼ β
2
{γ ln (1/γ)− (γ + 1)(ln β − 1)} n+ o(n). (4.17)
Then, we obtain αV,β = (β/2) × {ln γ + (1/γ + 1) (ln β − 1)} . Therefore, the large





R ln |s− t|σβ(dt) + s/(2γ)− (β/2) (1/γ − 1) ln s
+(β/2) {ln γ + (1/γ + 1) (ln β − 1)} if s ≥ s∗,
∞ if s < s∗.
(4.18)
Recall the notation in Remark IV.2 and from result in Bianchi et al. (2011), we
know when X has iid entries N (0, 1) or CN (0, 1), the largest eigenvalue λ̄1 and the
ratio Un,p defined in (4.1) of X
HX/n have the same large deviation approximation
function (4.18). But now in the complex case, X has iid entries CN (0, 2) with β = 2.

















ln Pr(λ1 > βx) = −γIβ(βx).
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Therefore we have the large deviation result:
n−1 lnαn,p(x) ∼ −γIβ (βx) . (4.19)
Step 2. We focus on ln{EQ(L2n,p)} in this step. Recall that σβ in (4.10) denotes the
equilibrium measure for the large deviations of the empirical distribution of eigenval-
ues (λ1, . . . , λp) under P ; see Lemma 2.6.2 from Anderson et al. (2010). Define t1 as
a constant such that t1 > n/(n − 1) but close to n/(n − 1). Let B(ε) be the ball of
probability measures defined on [0, t1M ] with radius ε around σβ under the following
metric ρ that generates the weak convergence of probability measures on R. For two
probability measures µ and ν on R,









where h is a bounded Lipschitz function defined on R with
‖h‖ = sup
x∈R
|h(x)|, ‖h‖L = ‖h‖+ sup
x 6=y
|h(x)− h(y)|/|x− y|.
Let LQp−1 be the empirical measure of (λ∗2, . . . , λ∗p) with (λ2, . . . , λp) = {(n− 1)/n} ×
(λ∗2, . . . , λ
∗
p) being constructed as in Step 1 of Algorithm IV.1 under the change of
measure Q.
We know from the Marchenko–Pastur law that LQp−1 → σβ a.s., as defined in
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(dP/dQ)2 : Un,p > x,M > λ1,LQp−1 ∈ B(ε)
}
≡ I1 + I2 + I3. (4.21)
We will show that the first two terms of the above upper bound are ignorable, i.e.,














ln I2 = −∞, (4.23)







ln I3 = −2γIβ(βx). (4.24)

















Based on the argument above, in the following we need only prove (4.22)–(4.24).




V, β. From the construction of the change
130













































Next we change variable λ1 to λ1 +M , and since (λ1 +M)
β(p+n−1)−2 ≤Mβ(p+n−1)−2×


















ln{B2n,p,βMβ(p+n−1)−2e−(n−rn)M−rnx̃}+ o(1) = −∞,
where the last step follows from the approximation of Bn,p, β from (4.17). This proves
Eq. (4.22).
Proof of (4.23). Consider the expectation term in Eq. (4.23). Since λ1 − λi < M











































O(M) + n−1 ln Pr{LQp−1 /∈ B(ε)}
]
.












ln Pr{LQp−1 /∈ B(ε)} < 0.
This proves (4.23).












Let Φ(z, ε) = supµ∈B(ε)
∫
ln(|z − y|){µ(dy)− σβ(dy)}, we have
p∑
i=2



























Under the condition that λ1 < M , we know nλ1/(n − 1) < 2M when n is large
enough. Let G = max{β(1 +√γ)2, 2M} and define
h(x) = x1(x ∈ [0, G]). (4.26)
Then h is a bounded Lipschitz function on [0, G]. Furthermore, given LQp−1 ∈ B(ε)
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for β ∈ {1, 2}. This is because from Theorem 6.3.1 in Dumitriu and Edelman (2003),
for a distribution with the same density as (4.13), the first moment is µ1,γ =
∫
s̄ ×
f(s̄)ds̄ = 1. For the density in (4.10), similar to Remark IV.2, the first moment is∫
s× σβ(ds) = β
∫





R yσβ(dy) = β × µ1,γ = β. Therefore, Un,p > x and λ1 > x̃
implies that λ1 > βx+O(ε) and we can write











Since βx+O(ε) < λ1 < M , we have
Φ[nλ1/(n− 1), ε] ≤ sup
z∈[n{βx+O(ε)}/(n−1),nM/(n−1)]
Φ(z, ε)



























































The right-hand side equals















where we change the variable λ1 to λ1 + βx for the integral. Then it follows that



















as we used the fact that (λ1 + βx)
β(n−p+1)−2 ≤ (βx)β(n−p+1)−2e{β(n−p+1)−2}λ1/(βx).
Under s∗ < βx, we can find a finite number t0 such that s
∗ < t0x ≤ {βx+O(ε)}×
n/(n − 1), for small enough ε and large enough n. Recall that t1M ≥ nM/(n − 1).





Φ(z, ε) ≤ 0. (4.28)
For any z ∈ [t0x, t1M ] and µ ∈ B(ε), let S1(z) = {y ∈ supp(σβ)∪supp(µ) : |z−y| > η}
and S2(z) = {y ∈ supp(σβ) ∪ supp(µ) : |z − y| ≤ η}, where supp(µ) is the support of
measure µ and η is a small constant such that η < min{t0x − s∗, 1} with s∗ defined
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in (4.10). Note that supp(σβ) ⊂ S1(z). Given z ∈ [t0x, t1M ], set fz(y) = ln(|z − y|)
for y ∈ S1(z). The Lipschitz norms of the set of functions {fz(·); z ∈ [t0x, t1M ]} on




















fz(y){µ(dy)− σβ(dy)} ≤ Cρ(µ, σβ) < Cε,
for any µ ∈ Bε. This implies that supz∈[t0x,t1M ] Φ(z, ε) < Cε. Then (4.28) follows.
When r < 1− 2βγ
∫
{1/(βx− y)}dσβ(y)− (1− γ)/x, we know that the integral term











ln(βx− y)σβ(dy)− βx+ β(1− γ) ln(βx)− β {γ ln γ + (1 + γ) (ln β − 1)}
=− 2γIβ(βx),
where Iβ(x) is defined as in (4.18). Therefore, we obtain lim supn→∞ ln EQ(L
2
n,p)/n ≤
−2γIβ(βx). Hence, the above upper bound and the approximation in (4.19) imply
that lim infn→∞ ln EQ(L
2






Appendix of Chapter II
This Appendix provides the proofs of theoretical results in Chapter II. In par-
ticular, Section A.1 present the proofs of theoretical results in Section 2.2, Section
A.2 proves the technical lemmas in Section A.1, Section A.3 provides the proofs of
theoretical results in Section 2.3, and Section A.4 the proofs of theoretical results in
Section 2.4.
A.1 Proofs of Theoretical Results in Section 2.2
Section A.1.1 presents the proofs for the testing problem (III) as an illustration
example, where the problem jointly testing the the one-sample mean vector and co-
variance matrix. Other testing problems (I)–(II) and (IV)–(VII) can be proved fol-
lowing a similar analysis, and are discussed in Sections A.1.2–A.1.5. In this section,
we let an ∼ bn denote limn→∞ |an/bn| = 1.
A.1.1 Proof Illustration: Theorems 2.2.1–2.2.3 (III)
A.1.1.1 Proof of Theorem 2.2.1 (III)
When p is fixed, the chi-squared approximations hold by the classical multivariate
analysis (Anderson, 2003; Muirhead, 2009). Therefore, without loss of generality, the
proofs below focus on p→∞.
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Deriving the necessary and sufficient conditions for the chi-squared approxima-
tions requires the correct understanding of the limiting behavior of log Λn under both
low and high dimensions. Particularly, we examine the limiting distribution of the
log likelihood ratio test statistic log Λn based on the moment generating function of
log Λn, that is, E{exp(t log Λn)}. For Λn in question (III), by Theorem 8.5.3 and
Corollary 8.5.4 in Muirhead (2009), we have that under H0,









where Γp(·) is the multivariate Gamma function; see Definition 2.1.10 in Muirhead
(2009).
When p is fixed, the moment generating function of −2 log Λn approximates that
of a chi-squared variable χ2f , where f = p(p + 3)/2; see, Sections 8.2.4 and 8.5 in
Muirhead (2009). When p → ∞, Jiang and Yang (2013) and Jiang and Qi (2015)
derived an approximate expansion of the multivariate Gamma function, and their
Theorem 5 utilized (A.1) to show that under the conditions of Theorem 2.2.1,
E[exp{s(−2 log Λn + 2µn)/(2nσn)}]→ exp(s2/2), (A.2)






























∣∣Pr{−2 log Λn > χ2f (α)} − α∣∣
= sup
α∈(0,1)
∣∣∣Pr(Tn > qn,α)− Φ̄(qn,α) + Φ̄(qn,α)− Φ̄(zα)∣∣∣, (A.5)
where Tn = (−2 log Λn + 2µn)/(2nσn), qn,α = {χ2f (α) + 2µn}/(2nσn), and Φ̄(·) =
1−Φ(·) with Φ(·) being the cumulative distribution function of N (0, 1). Since (A.2)
suggests that Tn converges to N (0, 1) in distribution, and the cumulative distribution
function of N (0, 1) is continuous, by Pólya-Cantelli Lemma (see, e.g., Lemma 2.11 in
Van der Vaart (2000)), we have supα∈(0,1) |Pr(Tn > qn,α)−Φ̄(qn,α)| → 0. Consequently,
(A.5) → 0 if and only if supα∈(0,1) |Φ̄(qn,α) − Φ̄(zα)| → 0, which is equivalent to
supα∈(0,1) |qn,α− zα| → 0, as Φ̄(·) is a continuous and strictly decreasing function with
bounded derivative. Since χ2f can be viewed as a summation over f independent χ
2
1




∣∣{χ2f (α)− f}/√2f − zα∣∣ = O(f−1/2). (A.6)
Therefore, supα∈(0,1) |qn,α − zα| → 0 is equivalent to
√
2f × (2nσn)−1 → 1, (A.7)
(O(1) + f + 2µn)× (2nσn)−1 → 0. (A.8)
Following similar analysis, we know that under the conditions of Theorem 2.2.1,
and when p → ∞, for the chi-squared approximation with the Bartlett correction,
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supα∈(0,1) |Pr{−2ρ log Λn > χ2f (α)} − α| holds if and only if
√
2f × (2nρσn)−1 → 1, (A.9)
(O(1) + f + 2ρµn)× (2nρσn)−1 → 0. (A.10)
We next examine (A.7)–(A.8) and (A.9)–(A.10) for the chi-squared approximation
without and with the Bartlett correction, respectively.
(III.i) The chi-squared approximation. We next discuss two cases limn→∞ p/n = 0
and limn→∞ p/n = C ∈ (0, 1], respectively.
Case (III.i.1) limn→∞ p/n = 0. Under this case, we prove that (A.7) holds. As
√





















2f × (2nσn)−1 → 1. We next show that (A.8) holds if and only if
p2/n → 0. Given (A.7) and
√
2f ∼ p, (A.8) is equivalent to (f + 2µn)/p → 0. By
p/n = o(1) and Taylor’s expansion of log(1− x), for µn in (A.3), we have



























As 2f/p = p+ 3, we obtain
2(f + 2µn)/p =− p+





















Therefore when p/n→ 0, (A.8) holds if and only if p2/n→ 0.
Case (III.i.2) limn→∞ p/n = C ∈ (0, 1]. Under this case, we have
√
2f × (2nσn)−1 ∼ p(2nσn)−1 ∼ C(2σn)−1. (A.13)
If C = 1, σ2n → ∞ and thus (A.13) → 0. If C ∈ (0, 1), we have C(2σn)−1 ∼
C[−2{C + log(1 − C)}]−1/2 < 1 when 0 < C < 1. In summary, (A.7) does not hold,
which suggests that the chi-squared approximation fails.
Finally, we consider a general sequence p/n = pn/n ∈ [0, 1], where we write p as
pn to emphasize that p changes with n. Similarly, we also write f as fn. Note that
a sequence converges if and only if every subsequence converges. For the sequence
{pn/n}, by the Bolzano–Weierstrass theorem, we can further take a subsequence {nt}
such that pnt/nt → C ∈ [0, 1]. If C ∈ (0, 1], the above analysis still applies, which
shows that the chi-squared approximation fails. Alternatively, if all the subsequences
of {p/n} converge to 0, we know p/n → 0. In summary, the above analysis shows
that (A.7) and (A.8) hold if and only if p2/n→ 0.
(III.ii) The chi-squared approximation with the Bartlett correction. Similarly to the
analysis above, we discuss two cases limn→∞ p/n = 0 and limn→∞ p/n = C ∈ (0, 1],
respectively.
Case (III.ii.1) limn→∞ p/n = 0. Under this case, we know (A.9) holds since ρ =
1 + O(p/n) → 1 and p/(2nσn) → 1 as shown in Case (III.i.1) above. Given (A.9),
deriving the condition for (A.10) is equivalent to examine when p−1(f + 2ρµn) → 0.
Following the analysis of (A.12), we further obtain























We write ρ = 1−∆n where ∆n = {6n(p+ 3)}−1(2p2 + 9p+ 11), which is O(p/n). By
(A.12), we have 4µn/p = −p − 3 − p2/{3(n − 1)} + o(1) + O(p3n−2). Together with
(A.14), we have














































Therefore under this case (A.10) holds if and only if p3/n2 → 0.
Case (III.ii.2): When limn→∞ p/n = C ∈ (0, 1], we have ρ→ 1− C/3 and
√
2f × (2nρσn)−1 ∼ C × (1− C/3)−1(2σn)−1.
Similarly to the Case (III.i.2) above, if C = 1, (A.9) → 0; if C ∈ (0, 1), we have
C(1 − C/3)−1(2σn)−1 ∼ C(1 − C/3)−1[−2{C + log(1 − C)}]−1/2 < 1 when 0 < C <
1. In summary, (A.9) does not hold, which suggests the failure of the chi-squared
approximation with the Bartlett correction.
For a general sequence p/n = pn/n ∈ [0, 1], the analysis of taking subsequences
above can be applied similarly. In summary, we know that for the likelihood ratio test
in problem (III), the chi-squared approximation with the Bartlett correction holds if
and only if p3/n2 → 0.
A.1.1.2 Proof of Theorem 2.2.2 (III)
We prove Theorem 2.2.2 for problem (III) by examining the characteristic function
of −2η log Λn, where η = 1 or η = ρ, and ρ is the corresponding Bartlett correction
factor, given in Section 2.2.1. The following Lemma A.1.1 gives an asymptotic ex-
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pansion for the characteristic function E{exp(−2itη log Λn)}, where the notation i is
reserved to denote the solution of the equation x2 = −1, i.e., the imaginary unit.
Lemma A.1.1. Under H0 of the testing problem (III), when η = 1 or η = ρ with the
Bartlett correction factor ρ in Section 2.2.1, the characteristic function of −2η log Λn
satisfies that for a given integer L, when pL+2/nL → 0,




































For any integer l ≥ 1, Bl(·) represents the Bernoulli polynomial of degree l; see, e.g.,
Eq. (25) in Section 8.2.4 of Muirhead (2009).
Proof. Section A.2.2.1 on Page 188.
With Lemma A.1.1, we next prove (2.1) and (2.2) in Theorem 2.2.2 for the chi-squared
approximations without and with the Bartlett correction, respectively.
(i) The chi-squared approximation. When ρ = 1, as Bl+1(·) is a polynomial of order
l + 1, we have ςl = O(p
l+2n−l) for l ≥ 2, and we can check that ς1 = Θ(p3n−1); see
(A.23). Thus when p2/n → 0, ςl → 0 for l ≥ 2. Let Ψ(t) = E{exp(−2it log Λn)}.
Then by Lemma A.1.1,





























Then by (A.17) and p2/n→ 0, we have Ψ(t) = Ψ̃(t){1 +O(p5/n3)}, where














































Note that (1 − 2it)−f/2 is the characteristic function of χ2f distribution. Following
similar analysis to Section 8.5 in Anderson (2003), we use the inversion property of
the characteristic function, and then by (A.19), we obtain that
Pr(−2 log Λn ≤ x) (A.20)
=
{


















































(From (A.19) to (A.20), Fubini’s theorem is implicitly used to exchange the order of
the infinite sum and the integration of characteristic functions.)
We next utilize the following Propositions A.1.1 and A.1.2 to evaluate (A.20).
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Proposition A.1.1. Given an integer h ∈ {1, 2, 3, 4}, when x = χ2f (α), there exists







Pr(χ2f+2hw ≤ x)(−1)v−w = O(v!Cvf−v/2) (A.21)
uniformly over v ≥ 1.
Proof. Please see Section A.2.2.4 on Page 193.
Proposition A.1.2. For (h1, h2) = (1, 2) or (h1, h2) = (2, 3), when x = χ
2
f (α), there















uniformly over v1, v2 ≥ 1.
Proof. Please see Section A.2.2.5 on Page 201.
Remark A.1. In Propositions A.1.1 and A.1.2, C denotes a universal constant
and its value can change. This is similarly used in the following proofs. In addi-
tion, for a series {bv,f} that depends on positive integers v and f , we say bv,f =
O(v!Cvf−v/2) as f →∞ and uniformly over v ≥ 1, if there exists a constant C such
that supv≥1 lim supf→∞ |bv,f/(v!Cvf−v/2)| <∞.
When x = χ2f (α) and f → ∞, we apply Proposition A.1.1 with h = 1 and h = 2,
and Proposition A.1.2 with (h1, h2) = (1, 2) to (A.20). Then as ς1 = Θ(p
3n−1),
ς2 = O(p
4n−2), and f = Θ(p2), when p→∞ and p2/n→ 0, we obtain
Pr(−2 log Λn ≤ x) = Pr(χ2f ≤ x) + ς1
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2p2 + 9p+ 11
)
, (A.23)
where we use B2(z) = z
2 − z + 1/6; see, e.g., Eq. (26) in Section 8.2.4 of Muirhead
(2009). To finish the proof of (2.1), we use the following lemma.
Lemma A.1.2. When x = χ2f (α) and f →∞, for h ∈ {1, 2, 3, 4},




























Proof. Please see Section A.2.2.3 on Page 191.
As p → ∞, f → ∞. Then by (A.22) and (A.23), and applying Lemma A.1.2 with
h = 1, (2.1) is proved, where ϑ1(n, p) = ς1/
√
f .
(ii) The chi-squared approximation with the Bartlett correction. Similarly to the
proof in Part (i) above, we prove (2.2) by examining the expansion of the characteristic
function in Lemma A.1.1. In particular, for the chi-squared approximation with the
Bartlett correction, we note that the Bartlett correction factor ρ is chosen such that
ς1 = 0 (see Section 8.5.3 in Muirhead (2009)). This can be checked by plugging
ρ = 1 − {6n(p + 3)}−1(2p2 + 9p + 11) into (A.16) to calculate ς1. In addition, by
B3(z) = z
3 − 3z2/2 + z/2 (see, e.g., Eq. (26) in Section 8.2.4 of Muirhead (2009)),
we calculate
ς2 =




and therefore ς2 = Θ(p
4n−2). We redefine Ψ(t) = E{exp(−2itρ log Λn)}. Then when
p3/n2 → 0, by Lemma A.1.1, we have













where we use ς1 = 0. Similarly to (A.19), we have Ψ(t) = (1− 2it)−f/2{1 +V2(t)}{1 +
V3(t)}{1 +O(p6n−4)}. Moreover, similarly to (A.20), we obtain
Pr(−2ρ log Λn ≤ x) (A.28)
=
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When x = χ2f (α) and f → ∞, we apply Proposition A.1.1 with h = 2 and h = 3,
and Proposition A.1.2 with (h1, h2) = (2, 3) to (A.28). Then as ς2 = Θ(p
4/n2),
ς3 = O(p
5/n3), and f = Θ(p2), we know that when p→∞ and p3/n2 → 0,
Pr(−2ρ log Λn ≤ x) = Pr(χ2f ≤ x) + ς2
{




By (A.26) and (A.29), and applying Lemma A.1.2 with h = 2, we prove (2.2), where




A.1.1.3 Proof of Theorem 2.2.3 (III)
In this section, we prove Theorem 2.2.3 also by examining the characteristic func-
tion of the likelihood ratio test statistic. In particular, motivated by the limit in
(A.2), we study the standardized test statistic (−2 log Λn + 2µn)(2nσn)−1, where the
values of µn and σn are given in Theorem 2.2.3. Under H0 of the testing problem






















where i denotes the imaginary unit and t = s/(nσn). Then the proof of Theorem
2.2.3 utilizes the following inequality result of the characteristic function.
Lemma A.1.3 (Theorem 1.4.9 (Ushakov, 2011)). Let G1(x) and G0(x) be two distri-
bution functions with characteristic functions ψ1(s) and ψ0(s), respectively. If G0(x)
has a derivative and supxG
′
0(x) ≤ a <∞, then for any positive T and any b ≥ 1/(2π),
sup
x




where c is a constant that depends on a and b.
We next prove (2.3) and (2.4) in Theorem 2.2.3 for the chi-squared approximations
without and with the Bartlett correction, respectively.
(i) Chi-squared approximation. We prove (2.3) by using Lemma A.1.3 to derive an
upper bound of the difference G1(x)−G0(x), where we consider
G1(x) = Pr
(




, G0(x) = Φ(x);
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here Φ(x) denotes the cumulative distribution function of the standard normal dis-
tribution. Then the characteristic function of G1(x) is ψ1(s) = (A.30), and the
characteristic function of G0(x) is ψ0(s) = exp(−s2/2). To quantify ψ1(s) − ψ0(s),
we use the following Lemma A.1.4.
Lemma A.1.4. When s = o(min{(n/p)1/2, f 1/6}),






















Proof. Please see Section A.2.3.1 on Page 221.
By Lemmas A.1.3 and A.1.4, we take T = min{(n/p)(1−δ)/2, f (1−δ)/6}, where δ ∈ (0, 1)
is a small constant, and then
sup
x




























−T ψ0(s) < ∞,
∫ T
−T ψ0(s)s < ∞, and
∫ T
−T ψ0(s)s










Consider x = {χ2f (α) + 2µn}(2nσn)−1, and then G1(x)−G0(x) gives
Pr
{















Then (2.3) is proved by Φ̄(·) = 1−Φ(·) and Pr{−2 log Λn > χ2f (α)} = 1−Pr{−2 log Λn ≤
χ2f (α)}.
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(ii) Chi-squared approximation with the Bartlett correction. To prove (2.4), we still


















Remark A.2. Although Theorem 2.2.3 is inspired by the limit in (A.2), which was
first established in Jiang and Yang (2013), Theorem 2.2.3 differs from the existing
results by further characterizing the convergence rate of (A.2) by Lemma A.1.4. Par-
ticularly, Jiang and Yang (2013) proved (A.2) when s is considered fixed and the
convergence rate is not examined. On the other hand, Lemma A.1.4 allows s changes
with n and p, and the difference between the two characteristic functions is character-
ized by (A.31). Technically, establishing (A.31) requires a careful investigation of the
asymptotic expansion of the gamma functions, where the technical details are given
in Sections A.2.1 and A.2.3.
Remark A.3. Since χ2f can be viewed as a summation over f independent χ
2
1 vari-
ables, by applying the central limit theorem, we have χ2f (α) =
√
2fzα + f + O(1),
where zα denote the upper α-level quantile of the standard normal distribution. For
the problem (III), note that µn and σn in Theorem 2.2.3 are the same as (A.3)
and (A.4), respectively. Then by the proof of (A.7) in Section A.1.1.1, we have
2nσn/
√
2f = 1 +O(p/n). Consequently, when f →∞ and p/n→ 0,
Φ
{



















Moreover, by (A.12), (f + 2µn)/(2nσn) ∼ −p2/(6n) when p/n → 0. Thus −(f +
2µn)/(2nσn) =
√
2ϑ1(n, p) + o(p
1/d1n−1), which is of the order of p1/d1n−1 with d1 =
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which suggests that the first two terms in the right hand side of (2.3) are consistent
with (2.1). Similarly, for the chi-squared approximation with the Bartlett correction,
when f →∞ and p/n→ 0,
Φ
{



















By (A.15), we have −(f + 2ρµn)/(2ρnσn) =
√
2ϑ2(n, p) + o(p
2/d2n−2), which is of the
order of p2/d2n−2 with d2 = 2/3. Thus when p
2/d2n−2 → 0, we also know that the
first two terms in the right hand side of (2.4) are consistent with (2.2). For other
likelihood ratio tests (II)–(VI), similar conclusions also hold by the proofs in Section
A.1.2.
In the following of this section, we provide the proofs of other testing problems
following similar arguments to that in Section A.1.1. Particularly, for tests (I)–(II)
and (IV)–(VII), Theorems 2.2.1 and 2.2.4 are proved in Section A.1.2; Theorems 2.2.2
and 2.2.5 are proved in Section A.1.4, Theorems 2.2.3 and 2.2.6 are proved in Section
A.1.5. Proposition 2.2.1 is proved in Section A.1.3.
A.1.2 Proof of Theorems 2.2.1 and 2.2.4
When p is fixed, the chi-squared approximations hold by the classical multivariate
analysis (Anderson, 2003; Muirhead, 2009). Therefore, without loss of generality,
the proofs below focus on p → ∞. In addition, we note that the analysis of taking
subsequences in Section A.1.1.1 can be used similarly in the following proofs, and
thus we consider without loss of generality that the sequence p/n has a limit below.
We next study six likelihood ratio tests in the following subsections separately.
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A.1.2.1 Proof of Theorem 2.2.1 (I): One-Sample Mean Vector Test
Similarly to the proof above, we derive the necessary and sufficient conditions for
the chi-squared approximations by examining the moment generating functions. Note
that testing one-sample mean vector can be viewed as testing coefficient vector µ of
the multivariate linear regression xi = 1 × µ + εi, where εi ∼ N (0,Σ). Motivated
by the approximate expansion of multivariate Gamma function in Jiang and Yang
(2013), He et al. (2021a) studied the moment generating function of the likelihood
ratio test in high-dimensional multivariate linear regression. Particularly, by Theorem


































Following the analysis in Section A.1.1.1, we know that to derive the necessary and
sufficient conditions for the chi-squared approximations without and with the Bartlett
correction, it is equivalent to examine (A.7)–(A.8) and (A.9)–(A.10), respectively,
with µn in (A.34) and σn in (A.35).
(I.i) The chi-squared approximation. When p/n → 0, we apply Theorem 1 in He
et al. (2021a), and know that (A.7)–(A.8) hold if and only if p3/n2 → 0. When



















1− C < 1. Therefore (A.7) fails, which
suggests that the classical chi-squared approximation fails.
(I.ii) The chi-squared approximation with the Bartlett correction. When p/n→ 0, we
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apply Theorem 2 in He et al. (2021a), and know that (A.9)–(A.10) hold if and only if






1− C < 1. Therefore (A.9)
fails, which suggests that the classical chi-squared approximation with the Bartlett
correction fails.
A.1.2.2 Proof of Theorem 2.2.1 (II): One-Sample Covariance Matrix Test
Similarly to the proof in Section A.1.1.1, by Theorem 1 in Jiang and Yang (2013)
and Jiang and Qi (2015), we know that under the conditions of our Theorem 2.2.1



























Following the analysis above, we know that to derive the necessary and sufficient con-
ditions for the chi-squared approximations without and with the Bartlett correction,
it is equivalent to examine (A.7)–(A.8) and (A.9)–(A.10), respectively, with µn in
(A.36) and σn in (A.37). As analyzed in Section A.1.1.1, it suffices to discuss two
cases limn→∞ p/n = 0 and limn→∞ p/n = C ∈ (0, 1] below.
(II.i) The chi-squared approximation.
Case (II.i.1) limn→∞ p/n = 0. As
√
2f ∼ p, and (A.37) and (A.4) are asymptotically
the same, by the proof in Section A.1.1.1, we know that (A.7) holds under this case.
We next show that (A.8) holds if and only if p2/n→ 0. By (A.7) and
√
2f ∼ p, (A.8)
























Through calculations, we obtain






























{1 + o(1)}+ o(1),
which goes to 0 if and only if p2/n→ 0.
Case (II.i.2) limn→∞ p/n = C ∈ (0, 1]. Similarly, as (A.37) and (A.4) are asymptot-
ically equal, we can apply the analysis same as Section A.1.1.1, and know that the
chi-squared approximation fails under this case.
(II.ii) The chi-squared approximation with the Bartlett correction.
Case (II.ii.1) limn→∞ p/n = 0. Under this case, we know (A.9) holds since ρ =
1 +O(p/n)→ 1 and p/(2nσn)→ 1 as shown above. Given (A.9), to prove (A.10), it



























After calculations, we obtain






























It follows that f + 2ρµn = −p4n−2/36 + o(p) +O(p5n−3). Therefore p−1{f +µnρ(n−
1)} → 0 if and only if p3/n2 → 0.
Case (II.ii.2) limn→∞ p/n = C ∈ (0, 1]. Under this case, we have ρ → 1 − C/3.
Similarly, as (A.37) (A.4) are asymptotically equal, we can apply the proof same as
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in Section A.1.1.1, and know that the chi-squared approximation with the Bartlett
correction also fails under this case.
A.1.2.3 Proof of Theorem 2.2.4 (IV): Testing the Equality of Several
Mean Vectors
Note that testing the equality of several mean vectors can be viewed as testing
the coefficient matrix in multivariate linear regression; see, Section 10.7 in Muirhead
(2009). Similarly to Section A.1.2.1, by Theorem 3 in He et al. (2021a), we know that





(n− p− k − 1/2) log (n− 1− p)(n− k)
(n− p− k)(n− 1)
(A.38)






















Following the analysis in Section A.1.1.1, we know to derive the necessary and suf-
ficient conditions for the chi-squared approximations without and with the Bartlett
correction, it is equivalent to examine (A.7)–(A.8) and (A.9)–(A.10), respectively,
with µn in (A.38) and σn in (A.39).
(IV.i) The chi-squared approximation. When p/n → 0, we apply Theorem 1 in He
et al. (2021a), and know that (A.7)–(A.8) hold if and only if p3/n2 → 0. When




2(k − 1)p/(2nσn) →
√
1− C < 1. Therefore (A.7) fails, which
suggests that the classical chi-squared approximation fails.
(IV.ii) The chi-squared approximation with the Bartlett correction. When p/n → 0,
we apply Theorem 2 in He et al. (2021a), and know that (A.9)–(A.10) hold if and only







1− C < 1. Therefore (A.9)
fails, which suggests that the classical chi-squared approximation with the Bartlett
correction fails.
A.1.2.4 Proof of Theorem 2.2.4 (V): Testing the Equality of Several Co-
variance Matrices
Similarly to the proof in Section A.1.1.1, by Theorem 4 in Jiang and Yang (2013)
and Jiang and Qi (2015), we know that under the conditions of Theorem 2.2.4 and










































Following the analysis in Section A.1.1.1, we next derive the equivalent conditions for
(A.7)–(A.8) and (A.9)–(A.10), respectively, with µn in (A.40) and σn in (A.41).
(V.i) The chi-squared approximation.
































{1 + o(1)} ,




k − 1, we have (A.7) holds. Given (A.7),
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we know that (A.8) is equivalent to (2f + 4µn)/(2p
√
k − 1) → 0. Through Taylor’s
expansion, we obtain















p(2ni − 2p− 3) +
k∑
i=1





2 (ni − p) p3




















By f = p(p+ 1)(k − 1)/2, we have

















+ o(p) = Θ(p3/n) + o(p), (A.42)
where we use the fact that (n − k)−1 −
∑k
i=1(ni − 1)−1 > 0. It follows that (2f +
4µn)/(2p
√
k − 1) = Θ(p2/n), which converges to 0 if and only if p2/n→ 0.
Case (V.i.2) limn→∞ p/n = C ∈ (0, 1]. Under this case, we show that (A.7) and
(A.8) do not hold at the same time. Particularly, (A.7) and (A.8) together induce
4(µn + n
2σ2n)/(2f) → 0, which indicates 2(µn + n2σ2n)n−2 → 0, and thus g1(C) = 0,




i ), and we
assume ni/n→ δi ∈ (0, 1) for i = 1, . . . , k. As p/n = (p/ni)× (ni/n) < ni/n, we have
0 < C ≤ δi < 1 for i = 1, . . . , k. We next show that g1(C) > 0 for C ∈ (0,mini=1,...,k δi]
by taking derivative of g1(C). Specifically, by
∑k














−(1− C)−2 + (δi − C)−2
}
.
When 0 < C ≤ δi < 1 for i = 1, . . . , k, we have g′′1(C) > 0 and thus g′1(C) is a
monotonically increasing function of C. As g′1(0) = 0, g
′
1(C) > 0 when 0 < C < 1
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and then g1(C) is also monotonically increasing. By g1(0) = 0, we further obtain
g1(C) > 0 when 0 < C < 1, which contradicts with g1(C) = 0. As a result, we know
(A.7) and (A.8) do not hold simultaneously, which suggests that the chi-squared
approximation fails.
(V.ii) The chi-squared approximation with the Bartlett correction. When limn→∞ p/n =
0, since ρ = 1 +O(p/n)→ 1 and (A.7) is proved above, we know (A.9) holds. Given
(A.9), as f ∼ p2(k−1)/2, to prove (A.10), it is equivalent to show (2f+4ρµn)/p→ 0,
which is also equivalent to (2f + 4µn− 4∆nµn)/p→ 0, where we redefine in this sub-
section that
∆n =
2p2 + 3p− 1
6(p+ 1)(k − 1)








Similarly to the analysis of (A.42), through Taylor’s expansion of µn in (A.40), we
obtain





























Combining (A.43) and (A.44), we have
































where we use D̃n,1 = Θ(n
−1), D̃n,2 = Θ(n
−2), ∆n = pD̃n,1/{3(k − 1)} + o(p/n), and
2∆nf = p
3D̃n,1/3 + o(p).
We next show that (A.45) = Θ(p4n−2). In particular, in this subsection, we
redefine δi = (ni− 1)/(n− k), which satisfies
∑k
i=1 δi = 1. Then by the definitions of
D̃n,1 and D̃n,2, we calculate that












δ−1i + 3k − 1. (A.46)
As 2δ−1i δ
−1
j ≤ δ−2i + δ−2j , we have










δ−2i − 4k2 + 3k − 1, (A.47)







−1 = k2. Therefore













i ≥ 22, (A.46) < −2× 22 + 5 < 0.
In summary, we know (A.46) < 0 for k ≥ 2, and thus (A.45) = Θ(p4n−2). If follows
that (2f + 4ρµn)/p → 0 if and only if p3/n2 → 0. In summary, we know for testing
problem (V), the chi-squared approximation with the Bartlett correction works if and
only if p3/n2 → 0.
A.1.2.5 Proof of Theorem 2.2.4 (VI): Joint Testing the Equality of Several
Mean Vectors and Covariance Matrices
Similarly to the proof in Section A.1.1.1, by Theorem 3 in Jiang and Yang (2013)
and Jiang and Qi (2015), we know that under the conditions of Theorem 2.2.4 and
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− nLn,p(2p− 2n+ 3) +
k∑
i=1
















where Ln,p = log(1 − p/n). Following Section A.1.1.1, we next derive the equivalent
conditions for (A.7)–(A.8) and (A.9)–(A.10), respectively, with µn in (A.48) and σn
in (A.49).
(VI.i) The chi-squared approximation.
Case (VI.i.1) limn→∞ p/n = 0. Under this case, we show that (A.7) holds. As



































where in the second equation, we use (ni−1)−1 = n−1i +n−2i +O(n−3i ) and (ni−1)−2 =
n−2i + O(n
−3
i ). It follows that 2nσn ∼ p
√




k − 1, we have (A.7).
Given (A.7), we know that (A.8) is equivalent to (2f + 4µn)/p → 0. As p/n = o(1),
through Taylor’s expansion, we obtain






























Similarly, by Taylor’s expansion and ni = Θ(n), we have













where we use (ni − 1)−1 = n−1i + n−2i + O(n−3i ) and (ni − 1)−a = n−ai + O(n−3i ) for
integers a ≥ 2. Combining (A.50) and (A.51), we obtain





















−1), we have 2f + 4µn = Θ(p
3n−1). Therefore we know
(2f + 4µn)/p→ 0 if and only if p2/n→ 0.











δ2i log(1− Cδ−1i )
}
,
where 0 < C ≤ δi < 1. Therefore (A.7) induces g2(C) = 0, where we define
g2(C) = log(1− C)−
k∑
i=1
δ2i log(1− Cδ−1i )− (k − 1)C2/2.
By taking derivative of g2(C), we obtain g
′
2(0) = 0, g
′′












2δi(1− δi)(C3 − 3δiC + δ2i + δi)
(1− C)3(δi − C)3
.
As C3−3δiC+δ2i +δi is a monotonically decreasing function of C when 0 < C ≤ δi < 1,
and it equals δi(δi − 1)2 > 0 when C = δi, we have g′′′2 (C) > 0 for 0 < C ≤ δi. It
follows that g2(C) is a monotonically increasing function when 0 < C ≤ δi < 1. As
g2(0) = 0, we have g2(C) > 0, which contradicts with g2(C) = 0. Therefore, we
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know that (A.7) does not hold under this case, which implies that the chi-squared
approximation fails.
(VI.ii) The chi-squared approximation with the Bartlett correction. When limn→∞ p/n =
0, since ρ = 1 +O(p/n)→ 1 and (A.7) is proved above, we know (A.9) holds. Given
(A.9), as f ∼ p2(k−1)/2, to prove (A.10), it is equivalent to show (2f+4ρµn)/p→ 0,
which is equivalent to (2f+4µn−4∆nµn)/p→ 0, where in this subsection, we redefine
∆n =
2p2 + 9p+ 11









Similarly to (A.50), through Taylor’s expansion, we further have
n(2p− 2n+ 3)r2n = p
{













In addition, similarly to (A.51), we have
ni(2p− 2ni + 3)r2n′i = p
{










































Combining (A.54) and (A.55), we obtain
2f + 4µn − 4∆nµn =
p4
18(k − 1)






where we use Dn,1 = Θ(n
−1), Dn,2 = Θ(n
−2), ∆n = pDn,1/{3(k − 1)} + o(p/n),
and 2∆nf = p
3Dn,1/3 + o(p). Following the analysis of (A.46), we know (A.56) =
Θ(p4n−2). Therefore, (2f + ρµn)/p → 0 if and only if p3/n2 → 0, which suggests
that the chi-squared approximation with the Bartlett correction holds if and only if
p3/n2 → 0.
A.1.3 Proof of Proposition 2.2.1
This section proves Proposition 2.2.1 following similar arguments to that in Section
A.1.1.1. In particular, consider without loss of generality that p → ∞ and p/n has
a limit. Following the analysis in Section A.1.2.3, we know that when n, p → ∞,
n−k →∞, and n− p→∞, (A.2) holds with µn in (A.38) and σ2n (A.39). Moreover,
to derive the necessary and sufficient conditions for the chi-squared approximations
without and with the Bartlett correction, it is equivalent to examine (A.7)–(A.8) and
(A.9)–(A.10), respectively, with µn in (A.38) and σn in (A.39).
(i) The chi-squared approximation. (i.1) When p/n → 0 and k/n → 0, we apply
Theorem 1 in He et al. (2021a), and know that (A.7)–(A.8) hold if and only if
√
pk(p+
k)/n → 0. (i.2) When p/n → C ∈ (0, 1] and k/n → 0, we have f ∼ C(k − 1)n and




1− C < 1. Thus (A.7)
fails, which suggests that the chi-squared approximation fails. (i.3) When p/n → 0
and k/n → C ∈ (0, 1], by applying the symmetric substitution technique in Section
10.4 of Muirhead (2009), we can switch k and p and analyze similarly as in the case
(i.2) above. Therefore we know the chi-squared approximation also fails here. (i.4)
When p/n → C1 ∈ (0, 1] and k/n → C2 ∈ (0, 1], we know 0 < C1 + C2 ≤ 1 as
p + k < n. By the constraint, it then suffices to consider C1, C2 ∈ (0, 1). Note that
2σ2n ∼ log{(1−C1)(1−C2)}−log(1−C1−C2) and 2f/n2 ∼ 2C1C2. Thus (A.7) induces
g4(C1, C2) = 0 where g4(C1, C2) = C1C2− log{(1−C1)(1−C2)}+log(1−C1−C2). If
C1 +C2 = 1, g4(C1, C2)→ −∞. We next consider 0 < C1 +C2 < 1. By calculations,
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C2{(C1 − 1)(C1 + C2)− C1}
(1− C1)(1− C1 − C2)
< 0,
where we use C1, C2 ∈ (0, 1) and 0 < C1 + C2 < 1. Similarly to the previous anal-
yses, we know that g4(C1, C2) is monotonically decreasing for C1 ∈ (0, 1) and thus
g4(C1, C2) < 0, as C1 ∈ (0, 1) and g4(0, C2) = 0. Therefore (A.7) fails, which suggests
that the classical chi-squared approximation fails.
(ii) The chi-squared approximation with the Bartlett correction. (ii.1) When p/n→ 0
and k/n→ 0, we apply Theorem 2 in He et al. (2021a), and know that (A.9)–(A.10)
hold if and only if
√
pk(p2 + k2)/n2 → 0. (ii.2) When p/n→ C ∈ (0, 1] and k/n→ 0,
we have ρ ∼ 1− C/2, and the proof of part (IV.ii) in Section A.1.2.3 can be applied
here similarly. Thus the chi-squared approximation fails. (ii.3) When p/n → 0 and
k/n → C ∈ (0, 1], we know the chi-squared approximation also fails by switching k
and p symmetrically as in the case (i.3) above. (ii.4) When p/n → C1 ∈ (0, 1] and
k/n→ C2 ∈ (0, 1], we know 0 < C1 +C2 ≤ 1 as p+ k < n. Similarly to the case (i.4)
above, we consider C1, C2 ∈ (0, 1) and C1 + C2 < 1. Here ρ ∼ 1 − (C1 + C2)/2 and
then (A.9) induces g5(C1, C2) = 0, where g5(C1, C2) = 2C1C2− (2−C1−C2)[log{(1−
C1)(1− C2)} − log(1− C1 − C2)]. By calculations, we have g5(0, C2) = 0, and
d
dC1
g5(C1, C2)|C1=0 = −C2/(1− C2) < 0,
d2
d2C1
g5(C1, C2) = −
C2{(C1 + C2)(C2 − 2) + 2}
(1− C1)2(1− C1 − C2)2
< 0,
where we use (C1 + C2)(C2 − 2) + 2 > 0 as 0 < C1 + C2 < 1 and −2 < C2 − 2 < −1.
Similarly to the analysis above, we know that g5(C1, C2) < 0 and thus (A.9) fails,
which suggests that the chi-squared approximation with the Bartlett correction fails.
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A.1.4 Proofs of Theorems 2.2.2 and 2.2.5
In this section, we prove the results for other testing problems in Theorems 2.2.2
and 2.2.5 following similar analysis to that in Section A.1.1.2. Particularly, for each
test, we consider the characteristic function of −2η log Λn when η = 1 and ρ; here ρ
denotes the corresponding Bartlett correction factor of each test.
By Eq. (20)–(23) in Section 8.2.4 of Muirhead (2009), we know that for the testing
problems (I)–(II) and (IV)–(VII), the characteristic functions of the likelihood ratio
test statistics take the following general form:























ηξ2,j(1− 2it) + τ2,j + υ2,j
}
,
i denotes the imaginary unit, τ1,k = (1 − η)ξ1,k, and τ2,j = (1 − η)ξ2,j. We next
consider η = 1 and ρ for the chi-squared approximation without and with the Bartlett
correction, respectively. The values of ρ, K1, K2, ξ1,k, ξ2,j, υ1,k, and υ2,j depend on the
testing problem, and thus take different values in the following subsections. Moreover,




















and the Bartlett correction ρ takes the value














In the following proofs, we use Lemma A.1.5 below to obtain an asymptotic expansion
of each characteristic function.
Lemma A.1.5. For a finite integer L, when η = 1 or ρ, p/n → 0, and Rn,L (in
(A.60) below) converges to 0,



























Bl+1(·) denotes the (l+1)-th Bernoulli polynomial; see, e.g., Eq. (25) in Section 8.2.4














Proof. Please see Section A.2.2.16 on Page 220.
We next examine each testing problem based on Lemma A.1.5.
A.1.4.1 Proof of Theorem 2.2.2 (I): One-Sample Mean Test
Recall that in Section A.1.2.1, we mention that the one-sample mean test can be
viewed as testing the coefficient vector of a multivariate linear regression model. By
Section 10.5 in Muirhead (2009), we know that in this problem, K1 = 1, K2 = 1,
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ξ1,1 = n/2, ξ2,1 = n/2, υ1,1 = −p/2, υ2,1 = 0, f = p and ρ = 1 − (p/2 + 1)/n. We
next discuss the chi-squared approximation without and with the Bartlett correction,
respectively.
















and for any finite integer L, Rn,L = O(p
L+1n−L). Since Bl+1(·) is a polynomial of order
l+1, then ςl = O(p
l+1/nl). By Lemma A.1.5, when p3/n2 → 0, Rn,3 = O(p4n−3)→ 0,
and






















where Vl(t) is defined as in (A.18) on Page 144. Then similarly to the proof in Section
A.1.1.2, by the inversion property of the characteristic function, we obtain
Pr(−2 log Λn ≤ x) (A.62)
=
{


















































When x = χ2f (α), by Propositions A.1.1 and A.1.2, and ςl = O(p
l+1/nl), we have
Pr(−2 log Λn ≤ x) = Pr(χ2f ≤ x) + ς1
{
Pr(χ2f+2 ≤ x)− Pr(χ2f ≤ x)
}
+ o(p3/2/n).
Particularly, by Lemma A.1.2,













and we compute ς1 = (p
2 + 2p)/(4n). In Theorem 2.2.2, we have ϑ1(n, p) = ς1/
√
f .
(ii) Chi-squared approximation with the Bartlett correction. By choosing the Bartlett
correction factor ρ as in (A.59), we have ς1 = 0; see, e.g., Section 8.2.4 in Muir-
head (2009). Specifically, in this problem, ρ = 1 − (p + 2)/(2n), ρξ1,1 = ρξ2,1 =
n/2− (p+ 2)/4, τ1,1 = τ2,1 = (p+ 2)/4, υ1,1 = −p/2, υ2,1 = 0, and then
ςl =
(−1)l+1













We calculate ς2 = p(p
2 − 4){48(ρn)2}−1, ς3 = 0, and ςl = O(pl+1n−l) for l ≥ 4.













Pr(−2ρ log Λn ≤ x) (A.63)
=
{

















































Note that ς2 = Θ(p
3n−2) and ς4 = Θ(p














































































In summary, by (A.63),
Pr(−2ρ log Λn ≤ x) = Pr(χ2f ≤ x) + ς2
{







Particularly, by Lemma A.1.2,













In Theorem 2.2.2 (I), ϑ2(n, p) = 2ς2/
√
f .
A.1.4.2 Proof of Theorem 2.2.2 (II): Testing One-Sample Covariance Ma-
trix
In this problem, by Section 8.3.3 in Muirhead (2009), we know f = (p+2)(p−1)/2,
and
• K1 = p, K2 = 1;
• ξ1,k = (n− 1)/2, υ1,k = −(k − 1)/2 for k = 1, . . . , K1;
• ξ2,1 = p(n− 1)/2, υ2,1 = 0.
(i) Chi-squared approximation. Consider ρ = 1 and p2/n → 0. Then τ1,k = 0 for





















which satisfies ςl = O(p
l+2/nl). By Lemma A.1.5,










where Vl(t) is defined as in (A.18). Similarly to Section A.1.1.2, by the inversion





























2p3 + 3p2 − p− 4/p
24(n− 1)
.
The conclusion then follows by Lemma A.1.2 and ϑ1(n, p) = ς1/
√
f .
(ii) Chi-squared approximation with the Bartlett correction. In this problem, con-
sider
ρ = 1− 2p
2 + p+ 2
6p(n− 1)
,
and p3/n2 → 0. Then τ1,k = (2p2 + p + 2)/(12p) for k = 1, . . . , p, and τ2,1 =














2p2 + p+ 2
12p









In particular, we calculate
ς2 =
(p− 2)(p− 1)(p+ 2)
288p2ρ2(n− 1)2
(2p3 + 6p2 + 3p+ 2).
Similarly to Section A.1.1.2, by the inversion property of the characteristic functions,
and Propositions A.1.1 and A.1.2, we obtain (A.29). The conclusion then follows by




A.1.4.3 Proof of Theorem 2.2.5 (IV): Testing the Equality of Several
Mean Vectors
Recall that in Section A.1.2.3, we show that this testing problem can be viewed
as testing the coefficient matrix in multivariate linear regression. Then by Eq. (3) in
Section 10.5.3 in Muirhead (2009), we know that in this problem, f = (k − 1)p, and
• K1 = k − 1, K2 = k − 1;
• ξ1,j1 = n/2, υ1,j1 = −(j1 + p)/2, j1 = 1, . . . , k − 1;
• ξ2,j2 = n/2, υ2,j2 = −j2/2, j2 = 1, . . . , k − 1.























which is O(pl+1n−l) when k is finite. In particular, we calculate ς1 = p(k− 1)(p+ 2 +
k)/(4n). Applying similar analysis to that in Section A.1.4.1, the conclusion follows
by ϑ1(n, p) = ς1/
√
f .
(ii) Chi-squared approximation with the Bartlett correction. In this problem, ρ =























We calculate that ς2 = (k − 1)p(p2 + k2 − 2k − 4)/(48ρ2n2). Similarly to Section




A.1.4.4 Proof of Theorem 2.2.5 (V): Testing the Equality of Several Co-
variance Matrices
In this problem, by Section 8.2.4 in Muirhead (2009), we have f = p(p+1)(k−1)/2,
and
• K1 = kp, K2 = p;
• ξ1,j1 = (nr − 1)/2, j1 = (r − 1)p+ 1, . . . , rp, (r = 1, . . . , k);
• υ1,j1 = −(r − 1)/2, j1 = r, p+ r, . . . , (k − 1)p+ r, (r = 1, . . . , p);
• ξ2,j2 = (n− k)/2, υ2,j2 = −(j2 − 1)/2, j2 = 1, . . . , p.











































p(2p2 + 3p− 1).
Following similar analysis to that in Section A.1.1.2, the conclusion then follows by
ϑ1(n, p) = ς1/
√
f .
(ii) Chi-squared approximation with the Bartlett correction. In this problem,
ρ = 1− (2p
2 + 3p− 1)





























Note that (1 − ρ)(n − k) and (1 − ρ)(nr1 − 1) are of the order of Θ(p), Bl+1(·) is















− 6(k − 1)(1− ρ)2
]
.
Similarly to Section A.1.1.2, the conclusion then follows by ϑ2(n, p) = 2ς2/
√
f .
A.1.4.5 Proof of Theorem 2.2.5 (VI): Joint Testing the Equality of Several
Mean Vectors and Covariance Matrices
In this problem, by Section 10.8.2 in Muirhead (2009), we have f = (k − 1)p(p+
3)/2, and
• K1 = kp, K2 = p;
• ξ1,j1 = nr/2, j1 = (r − 1)p+ 1, . . . , rp, (r = 1, . . . , k);
• υ1,j1 = −r/2, j1 = r, p+ r, . . . , (k − 1)p+ r, (r = 1, . . . , p);
• ξ2,j2 = n/2, υ2,j2 = −j2/2, (j2 = 1, . . . , p).


































2p2 + 9p+ 11
)
.
Following similar analysis to that in Section A.1.1.2, the conclusion then follows by
ϑ1(n, p) = ς1/
√
f .










(2p2 + 9p+ 11)
6(k − 1)(p+ 3)
.






































Applying similar analysis to that in Section A.1.1.2, the conclusion then follows by
ϑ2(n, p) = 2ς2/
√
f .
A.1.5 Proofs of Theorems 2.2.3 and 2.2.6
In this section, we prove other problems in Theorems 2.2.3 and 2.2.6 similarly as
in Section A.1.1.3. Specifically, we still define ψ0(s) = exp(−s2/2), and we let ψ1(s)
be the characteristic function of (−2 log Λn + 2µn)/(2nσn), where Λn denotes the
corresponding likelihood ratio test statistic, and µn and σn take the corresponding
values given in Theorems 2.2.3 and 2.2.6. By the analysis in Section A.1.1.3, we
know that it suffices to prove the results similar to Lemma A.1.4 on Page 149. In
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particular, in the following subsections, we prove that under H0 of each test, when
s = o(min{(n/p)1/2, f 1/6}), the characteristic functions satisfy


























A.1.5.1 Proof of Theorem 2.2.3 (I): Testing One-Sample Mean Vector
Recall that in Section A.1.2.1, we mention that testing one-sample mean vector
can be viewed as testing coefficient vector of a multivariate linear regression model.
























where t = s/(nσn). By (A.7), t = s/(nσn) = O(s/
√










































































































where we define in this subsection that g0(z) = {(n− p)/2 + z} log{(n− p)/2 + z} −
(n/2 + z) log(n/2 + z). Following the proof of Lemma A.2.20 (see Section A.2.3.4 on





























n(n−p) . Recall that 2nσn/
√
2f → 1 by (A.7).
















Moreover, by Taylor’s series, we have ng
(1)
0 (0) − 2µn = O (p/n) . In summary, by


































Then (A.64) is proved.
A.1.5.2 Proof of Theorem 2.2.3 (II): Testing One-Sample Covariance Ma-
trix
















By (A.7) and f = Θ(p2), nσn = Θ(p). Then as t = s/(nσn), the conditions in Lemma




































where βn,1, βn,2, and βn,3(·) are defined in Lemma A.2.18. In addition, we can apply

















































Since µn = (βn,1 + p)(n− 1)/2, 2n2σ2 = βn,2(n− 1)2, t = s/(nσn), and nσn = Θ(p),






















A.1.5.3 Proof of Theorem 2.2.6 (IV): Testing the Equality of Several
Mean Vectors


















(n− j − p)
























(n− j − p)
} = {1
2












− n− j − p
2
log




































It follows that logψ1(s) =
∑k−1
j=1{gj(nti/2)− gj(0)}+ µnsi/(nσn) + O(t + t2), where
we define in this subsection that
gj(z) =
(












































































































j (0) = log
Γ(n− 1)
Γ(n− k)
− log Γ(n− p− 1)
Γ(n− p− k)
.





j (0) = −
(















1− k − 1
n− 1
)










j (0) = −µn/n + O(n−1). Then by (A.65), t = s/(nσn), nσn =






































By logψ0(s) = −s2/2, (A.64) is proved.
A.1.5.4 Proof of Theorem 2.2.6 (V): Testing the Equality of Several Co-
variance Matrices






























(n− k) log(n− k)−
k∑
j=1









where t = s/(nσn). By Lemma A.2.18, we can expand log Γp(·) and obtain





where the calculations of µn and σn are similar to that in Section A.5 of Jiang and Qi
(2015), and thus the details are skipped here. In (A.66), Rn(t) denotes the remainder




















By t = s/(nσn) and (A.66), (A.64) is obtained.
A.1.5.5 Proof of Theorem 2.2.6 (VI): Joint Testing the Equality of Several
Mean Vectors and Covariance Matrices

































































































































In addition, to evaluate logψ1(s), we also use Lemma A.1.6 below.





























































Proof. Please see Section A.2.3.5 on Page 227.
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where Rn(t) denotes the remainder term of (A.72), which is of the order same as that
in (A.69), whereas we mention that the exact value of Rn(t) can change. Then we
obtain (A.64) by t = s/(nσn) and nσn = Θ(f
1/2).
A.2 Proofs of Technical Lemmas in Section A.1
A.2.1 Asymptotic Expansions of the Gamma Functions
In this section, we provide some results on asymptotic expansions of the gamma
functions, which are repeatedly used in the proofs. We first give the following Lemma
A.2.1 on the expansion of log Γ(z), which also provides the basis for other lemmas
below. Lemma A.2.1 and its proof can be found in 12.33 of Whittaker and Watson
(1996).
Lemma A.2.1. Suppose that a complex number z satisfies Re(z) ≥ ε1 > 0 and
|arg(z)| ≤ π/2 − ε2 with ε1 > 0 and 0 < ε2 < π/4 being given in advance. When






















Particularly, we know Bl(0) = 0 when l is odd and l ≥ 3.













Given Lemma A.2.1, we next prove two additional lemmas on asymptotic expansions
of the gamma functions.
Lemma A.2.2. Suppose a complex number z + a satisfies Re(z + a) ≥ ε1 > 0 and
|arg(z+ a)| ≤ π/2− ε2 with ε1 > 0 and 0 < ε2 ≤ π/4 being given in advance. Assume
|a| → ∞ as |z| → ∞ and |a| = o(|z|). For a finite even L, when |a|L+1/|z|L → 0,
log Γ(z + a) =
(
z + a− 1
2
)













Proof. Please see Section A.2.1.1 on Page 185.












where i denotes the imaginary unit.
Proof. Please see Section A.2.1.2 on Page 186.
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A.2.1.1 Proof of Lemma A.2.2 (on Page 184)
By (A.73), for a finite even L, we have
log Γ(z + a) (A.75)
=
(
z + a− 1
2
)













z + a− 1
2
)
log z − z +
(











































































































































Combining (A.75), (A.77), and (A.78), we obtain
log Γ(z + a) =
(
z + a− 1
2
)




























Eq. (13) on Page 21 in Luke (1969). Therefore the lemma is proved.
A.2.1.2 Proof of Lemma A.2.3 (on Page 184)
By Binet’s second formula of the gamma function, it can be obtained that for a

























please see Page 252 in Whittaker and Watson (1996) for details. Take L = 1, and by
























































































To evaluate R̃2, we note that
u2














where for easy presentation, we let bx = b/x and ux = u/x. Since b = o(x), |(1+bxi)−1|
is bounded. Moreover, we also know (1+u2x)
−1 and |{(1+bxi)2 +u2x}−1| are bounded.




















t3(e2πt − 1)−1dt is a constant; see 7.2 in Whittaker and Watson
(1996). Lemma A.2.3 is then obtained by (A.79) and log(1 + bi/x) = bi/x+O(b2/x2)
and (x+ bi)−1 − x−1 = O(bx−2).
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A.2.2 Lemmas for Theorems 2.2.2 and 2.2.5
A.2.2.1 Proof of Lemma A.1.1 (on Page 143)
By (A.1), we can write log E{exp(−2itη log Λn)} = G1 + G2 + G3, where in this
subsection, we let





, G2 = −
np
2
(1− 2iηt) log(1− 2iηt),











By the property of multivariate gamma function; see, e.g., Theorem 2.1.12 in Muir-









































We first examine G3. When η = 1 or η = ρ, for 1 ≤ j ≤ p, n(1 − η) − j = O(p)
and ηn = Θ(n). As p = o(n), |{n(1− η)− j}{ηn(1−2it)}−1| = O(p/n) = o(1). Then

































































































− pηnit log η + pn
2






























We next examine G2. By 1− 2iηt = η(1− 2it) + 1− η, and Taylor’s expansion,
(1− 2iηt) log(1− 2iηt)
= {η(1− 2it) + 1− η} log{η(1− 2it)}














As log(1) = (1−2iη×0) log(1−2iη×0) = 0, by applying Taylor’s expansion similarly
as above,
(1− 2iηt) log(1− 2iηt)− log(1)




























(1− 2it)−l − 1
}







In summary, as 1− η = O(p/n) when η = 1 or ρ, we have








































Particularly, as Bl+1(·) is a polynomial of order l + 1 and (1 − η)n = O(p), we have
ςl = O(p
l+2n−l).
A.2.2.2 Notation of the finite difference and computation rules
In the following, we prove Propositions A.1.1 and A.1.2 and Lemma A.1.2 based
on the calculus of the finite difference. To facilitate the proofs, we introduce some
notation. Given x, define a function with respect to the degrees of freedom f as
Fx(f) = P (χ
2
f ≤ x). Let ∆2h represent a forward difference operator with step
2h, that is, ∆2h(Fx, f) = Fx(f + 2h) − Fx(f). For an integer v ≥ 1, it follows







(−1)v−wF (f + 2hw),
















x). In the following proofs, we use several rules of the finite difference operator listed
in Lemmas A.2.4–A.2.6 below, which can be found in Section 3.7 of Zwillinger (2002).
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Lemma A.2.4 (Leibniz rule). For two functions F (f) and G(f), and two positive









h (G, f + hw).
Lemma A.2.5 (Linearity rule). For two constants C1 and C2, two functions F (f)
and G(f), and two positive integers v and h, the linear combination C1F (f)+C2G(f)
satisfies ∆vh(C1F + C2G, f) = C1∆
v
h(F ) + C2∆
v
h(G).




(F, f) = ∆v1h1∆
v2
h2
(F, f) = ∆v2h2∆
v1−1
h1




Based on the notation and lemmas on the finite difference, we first prove Lemma
A.1.2 in Section A.2.2.3, and then use Lemma A.1.2 to prove Propositions A.1.1 and
A.1.2 in Sections A.2.2.4 and A.2.2.5, respectively.
A.2.2.3 Proof of Lemma A.1.2 (on Page 146)
We prove (A.24) in Lemma A.1.2 from the cumulative distribution function of





= γ(f/2, x/2)/Γ(f/2), where γ(m,x) is the lower incomplete gamma
function defined as γ(m,x) =
∫ x
0











































where ∆12h(Fx, f) = Pr(χ
2
f+2h ≤ x) − Pr(χ2f ≤ x) following the notation in Section
A.2.2.2. By integration by parts, we have
Γ(m+ 1) = mΓ(m), and then Γ(m+ h) =
h∏
k=1
(m+ h− k)Γ(m). (A.80)
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Similarly, we have γ(m+ 1, x) = mγ(m,x)− xme−x, and then









this recurrence formulas can also be found in Sections 6.3 and 6.5 in Abramowitz and
Stegun (1970). It follows that
















Γ (f/2 + h− k + 1)
.
Therefore (A.24) is proved.
We next prove (A.25) in Lemma A.1.2 based on (A.24) by discussing h ∈ {1, 2, 3, 4},
respectively.
(1). We first consider h = 1. Under this case,




By (A.74), as f → ∞, Γ(f/2) = (f/2)f/2−1/2e−f/2
√
2π{1 + O(f−1)}. Moreover, by



































When x = χ2f (α), we have x = f +
√
























(2). When h = 2, by (A.24), (A.80), and x = f +
√
2f{zα +O(f−1/2)}, we have






























∆12(Fx, f) + ∆
1







































In summary, (A.25) is proved.
A.2.2.4 Proof of Proposition A.1.1 (on Page 145)
We prove Proposition A.1.1 based on the notation in Section A.2.2.2 and Lemma
A.1.2, which is proved in Section A.2.2.3 above. Particularly, we write the left hand
side of (A.21) as ∆v2h(Fx, f) below. By (A.25), we know (A.21) holds for v = 1 and
h ∈ {1, 2, 3, 4}. We next prove (A.21) for v ≥ 2 when h ∈ {1, 2, 3, 4}, respectively.
(Part I) Proof for h = 1. When v = 2, by (A.24), we have





















Then we can write ∆22(Fx, f) = A1(f)Q1(f), where we define
Q1(f) = ∆
1
2(Fx, f), and A1(f) = x/(f + 2)− 1. (A.82)
Note that Q1(f) = O(f
−1/2) by (A.25), and A1(f) = O(f
−1/2) by (A.6) when x =
χ2f (α). Therefore, (A.21) holds for h = 1 and v = 2.
We next prove (A.21) for h = 1 and v > 2 by the mathematical induction. Assume
that there exists some constant C such that uniformly for integers 1 ≤ k ≤ v − 1,
∆k2(Fx, f) = O(k!C
kf−k/2), that is, uniformly for integers 1 ≤ k ≤ v − 1,
∆k−12 (Q1, f) = O(k!C
kf−k/2). (A.83)
We next prove ∆v2(Fx, f) = O(v!C
vf−v/2). By the definition of Q1(f) and A1(f), we
have ∆v2(Fx, f) = ∆
v−1
2 (Q1, f) = ∆
v−2
2 (A1Q1, f). By Lemma A.2.4,









2 (Q1, f + 2w). (A.84)
To evaluate (A.84), by (A.83), for 0 ≤ w ≤ v − 2, we have
∆v−2−w2 (Q1, f + 2w) = O
{
(v − w − 1)!Cv−w−1f−(v−w−1)/2
}
.
In addition, to evaluate ∆w2 (A1, f) in (A.84), we use the following Lemma A.2.7.




and for any integer w ≥ 1,
∆w2 (A1, f) = x× (−1)w2ww!
1∏w+1
k=1 (f + 2k)
. (A.85)
Thus there exists a constant C such that (A.85) is of the order of O(w!Cwf−w) as
f →∞ uniformly for w ≥ 1.
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Proof. Please see Section A.2.2.6 on Page 208.
By Lemma A.2.7, (A.84) gives that as f →∞,


















(v − w − 1)!Cv−w−1f−(v−w−1)/2
}
= (v − 1)!Cv−1O(f−v/2) +
v−2∑
w=1
(v − 2)!(v − w − 1)Cv−1O{f−(w−1)/2 × f−v/2}
= O(v!Cvf−v/2),
where in the last equation, we use v−w− 1 ≤ v− 1 and O{f−(w−1)/2} = O(1) when
w ≥ 1. We note that there exists a constant C such that the last equation in (A.86)
holds uniformly for v ≥ 1. In summary, we obtain (A.21) for h = 1.
(Part II) Proof for h = 2. By (A.24), (A.81) and (A.82),













Then by (A.87) and Lemma A.2.5, we have
∆v4(Fx, f) = ∆
v−1




Therefore, to prove (A.21) for h = 2, it suffices to prove
∆v−14 (Q1, f) = O(v!C
vf−v/2),
∆v−14 (Q2, f) = O(v!C
vf−v/2). (A.88)
AsQ1(f) = Q2(f−2), it suffices to prove (A.88), and we next use the mathematical
induction. Note that (A.88) holds for v = 1 since ∆04(Q2, f) = Q2(f) = O(f
−1/2) by
the proof of (A.25). In addition, for v = 2, we have












Note that Q2(f) = O(f
−1/2), and when x = χ2f (α), we have A2(f) = O(f
−1/2) by
(A.6). Therefore, ∆14(Q2, f) = O(f
−1), i.e., (A.88) holds for v = 2. For v ≥ 3, we
next use the mathematical induction, where we assume for integers 0 ≤ w ≤ v − 2,
∆w4 (Q2, f) = O{(w + 1)!Cw+1f−(w+1)/2}, (A.90)
and prove (A.88). By (A.89), ∆v−14 (Q2, f) = ∆
v−2
4 (A2Q2, f). Then by Lemma A.2.4,









4 (Q2, f + 4w). (A.91)
We next prove (A.88) by (A.90), (A.91) and the following Lemma A.2.8.
Lemma A.2.8. When x = χ2f (α), A2(f) = 2
√
2zαf
−1/2{1 + O(f−1/2)}. Moreover,
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there exists a constant C such that uniformly for any integer w ≥ 1,








Proof. Please see Section A.2.2.7 on Page 209.
































(v − 2)!(v − 1− w)Cv−1f−
v
2




To evaluate (A.93), we note that when w = 1 and 2, (w+1)f (w+1)/2{
∏w
t=1(f+2t)}−1 =
O(f (1−w)/2); when w ≥ 3, as f →∞,
(w + 1)f (w+1)/2∏w
t=1(f + 2t)





uniformly over w ≥ 3. Moreover, by
∑v−2
w=1(v − 2)!(v − 1 − w) ≤ v!, we obtain
(A.91) = O(v!Cvf−v/2).
(Part III) Proof for h = 3. By (A.24),
∆16(Fx, f) = Q3(f) +Q2(f) +Q1(f), (A.94)









e−x/2. Then by (A.94) and Lemma A.2.5,
∆v6(Fx, f) = ∆
v−1
6 (Q3, f) + ∆
v−1
6 (Q2, f) + ∆
v−1
6 (Q1, f). Since Q2(f) = Q3(f − 2) and
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Q1(f) = Q3(f − 4), it suffices to prove
∆v−16 (Q3, f) = O(v!C
vf−v/2). (A.95)
We next prove (A.95) by the mathematical induction. Note that (A.95) holds for
v = 1 since ∆06(Q3, f) = Q3(f) = O(f
−1/2) by the proof of (A.25) in Section A.2.2.3.
In addition, for v = 2,
∆16(Q3, f) = Q3(f + 6)−Q3(f) = A3(f)Q3(f), (A.96)
where A3(f) =
∏3
k=1A3,k(f) − 1 and A3,k(f) = x/(f + 4 + 2k). Note that A3(f) =
O(f−1/2) when x = χ2f (α) by (A.6). Moreover, as Q3(f) = O(f
−1/2), ∆16(Q3, f) =
O(f−1), i.e., (A.95) holds for v = 2. For v ≥ 3, we next use the mathematical
induction, where we assume for integers 0 ≤ w ≤ v − 2,
∆w6 (Q3, f) = O{(w + 1)!Cw+1f−(w+1)/2}, (A.97)
and prove (A.95). By (A.96), ∆v−16 (Q3, f) = ∆
v−2
6 (A3Q3, f). Then by Lemma A.2.4,









6 (Q3, f + 6w). (A.98)
We next prove (A.98) by (A.97) and the following Lemma A.2.9.
Lemma A.2.9. When x = χ2f (α), A3(f) = 3
√
2zαf
−1/2{1 + O(f−1/2)}. Moreover,
there exists a constant C such that uniformly for any integer w ≥ 1,








Proof. Please see Section A.2.2.8 on Page 211.
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}(w + 2)(w + 1)f (w+1)/2∏w
t=1(f + 2t)
.
Note that when w ≤ 4, (w + 2)(w + 1)f (w+1)/2
∏w
t=1(f + 2t)
−1 = O{f (1−w)/2}; when
w ≥ 5,
(w + 2)(w + 1)f (w+1)/2∏w
t=1(f + 2t)
≤ (w + 2)(w + 1)
w(w − 1)
f (5−w)/2 = O(1)
as f → ∞ uniformly over w ≥ 5. It follows that (A.98) = O(v!Cvf−v) and thus
(A.95) is proved.
(Part IV) Proof for h = 4. By (A.24),
∆18(Fx, f) = Q4(f) +Q3(f) +Q2(f) +Q1(f), (A.99)









e−x/2. Then by (A.99) and Lemma A.2.4,
∆v8(Fx, f) = ∆
v−1
8 (Q4, f) + ∆
v−1
8 (Q3, f) + ∆
v−1
8 (Q2, f) + ∆
v−1
8 (Q1, f).
Since Q3(f) = Q4(f − 2), Q2(f) = Q4(f − 4), and Q1(f) = Q4(f − 6), it suffices to
prove
∆v−18 (Q4, f) = O(v!C
vf−v/2). (A.100)
We next prove (A.100) by the mathematical induction. Note that (A.100) holds
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for v = 1 since ∆08(Q4, f) = Q4(f) = O(f
−1/2) by the proof of (A.25) in Section
A.2.2.3. In addition, for v = 2, we have
∆18(Q4, f) = Q4(f + 8)−Q4(f) = A4(f)Q4(f), (A.101)
where A4(f) =
∏4
k=1A4,k(f) − 1 and A4,k(f) = x/(f + 6 + 2k). Note that A4(f) =
O(f−1/2) as x = f+
√
2f{zα+O(f−1/2)}. Moreover, asQ4(f) = O(f−1/2), ∆18(Q4, f) =
O(f−1), i.e., (A.100) holds for v = 2. For v ≥ 3, we next use the mathematical in-
duction, where we assume for integers 0 ≤ w ≤ v − 2,
∆w8 (Q4, f) = O{(w + 1)!Cw+1f−(w+1)/2}, (A.102)
and prove (A.100). By (A.101), ∆v−18 (Q4, f) = ∆
v−2
8 (A4Q4, f). Then by Lemma
A.2.4,









8 (Q4, f + 8w). (A.103)
We next prove (A.103) by (A.102), (A.103) and the following Lemma A.2.10.
Lemma A.2.10. When x = χ2f (α), A4(f) = 4
√
2zαf
−1/2{1 + O(f−1/2)}. Moreover,
there exists a constant C such that as f →∞,







holds uniformly for any integer w ≥ 1
Proof. Please see Section A.2.2.9 on Page 211.
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}(w + 3)(w + 2)(w + 1)f w+12∏w
t=1(f + 2t)
.
Note that when w ≤ 6, (w+ 3)(w+ 2)(w+ 1)f (w+1)/2
∏w
t=1(f + 2t)
−1 = O{f (1−w)/2};
when w ≥ 7, as f →∞,
(w + 3)(w + 2)(w + 1)f (w+1)/2∏w
t=1(f + 2t)
≤ (w + 3)(w + 2)(w + 1)
w(w − 1)(w − 2)
f (7−w)/2 = O(1)
holds uniformly over w ≥ 7. It follows that (A.103) = O(v!Cvf−v) and thus (A.100)
is proved.
A.2.2.5 Proof of Proposition A.1.2 (on Page 145)
Similar to the proof of Proposition A.1.1 in Section A.2.2.5, we prove Proposition
A.1.2 using the notation in Section A.2.2.2 and Lemma A.1.2. We next discuss
(h1, h2) = (1, 2) and (h1, h2) = (2, 3) in (Part I) and (Part II) below, respectively.
(Part I) Proof for h1 = 1 and h2 = 2. Based on the notation in Section A.2.2.2, it










uniformly for integers v1, v2 ≥ 1.
When v1 = 0 or v2 = 0, (A.104) holds by Proposition A.1.1. When v1 = v2 = 1,
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by (A.81), we have
∆14∆
1

























(f + 4)(f + 2)
− 1. (A.105)
As D2,4(f) = O(f
−1/2) and ∆12(Fx, f) = O(f
−1/2), (A.104) holds for v1 = v2 = 1.
We next prove (A.104) by the mathematical induction. Particularly, we assume for
integers s1 ≤ v1 and s2 ≤ v2,
∆s24 ∆
s1






and prove that (A.106) also holds for (s1, s2) = (v1 + 1, v2) and (s1, s2) = (v1, v2 + 1),
i.e., ∆v24 ∆
v1+1




2 (Fx, f), respectively.
Step I.1. ∆v24 ∆
v1+1
2 (Fx, f). Recall that we define Q1(f) = ∆
1
2(Fx, f). It follows
that (A.106) gives that for integers s1 ≤ v1 − 1 and s2 ≤ v2
∆s24 ∆
s1






It is then equivalent to prove that (A.107) holds for (s1, s2) = (v1, v2), that is,
∆v24 ∆
v1
2 (Q1, f). By ∆
1
2(Q1, f) = A1(f)Q1(f), (see the definitions in (A.82)), and
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2 (Q1, f + 2w1 + 4w2).
(A.108)
To evaluate (A.108), we use the following Lemma A.2.11.
Lemma A.2.11. For two integers w1 and w2 satisfying w1 + w2 ≥ 1, there exists
some constant C such that as f →∞,
∆w24 ∆
w1








uniformly over w1 + w2 ≥ 1.
Proof. Please see Section A.2.2.10 on Page 212.





















× (v2 − w2)!(v1 − w1)!O
{


















We next use the following Lemma A.2.12.
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Proof. Please see Section A.2.2.11 on Page 214.














which is O{(v1 + 1)!v2!Cv1+v2+1f−(v1+v2+1)/2} as v1 < v1 + 1. Therefore, we obtain
∆v24 ∆
v1
2 (Q1, f) = O{(v1 + 1)!v2!Cv1+v2+1f−(v1+v2+1)/2}.
Step I.2. ∆v2+14 ∆
v1
2 (Fx, f). By (A.87),
∆v2+14 ∆
v1













By (A.109), we have ∆v24 ∆
v1+1
2 (Fx, f) = O{v1!v2!Cv1+v2+1f−(v1+v2+1)/2}. Therefore,
it remains to prove ∆v12 ∆
v2



































4 (Q2, f + 4w2 + 2w1).
(A.110)
To evaluate (A.110) through the mathematical induction, by (A.87) and (A.106), we
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can assume that or integers s1 ≤ v1 and s2 ≤ v2 − 1,
∆s12 ∆
s2






In addition, we use the following Lemma A.2.13.
Lemma A.2.13. For two integers w1 and w2 satisfying w1 + w2 ≥ 1,
∆w24 ∆
w1









Proof. Please see Section A.2.2.12 on Page 216.
Combining (A.111) and Lemma A.2.13, we obtain ∆v12 ∆
v2
4 (Q2, f) = O{v1!v2!Cv1+v2+1×
f−(v1+v2+1)/2} similarly to (A.109) in Step I.1. As v2 < v2+1, we have ∆v12 ∆v24 (Q2, f) =
O{v1!(v2 + 1)!Cv1+v2+1f−(v1+v2+1)/2}.
(Part II) Proof for h1 = 2 and h2 = 3. In this part, we prove
∆v26 ∆
v1






as f →∞ and uniformly for integers v1, v2 ≥ 1.
When v1 = 0 or v2 = 0, (A.112) holds by Proposition A.1.1. When v1 = v2 = 1,





∆16(Q1, f) + ∆
1
6(Q2, f). Particularly,
∆16(Q1, f) = D2,6(f)Q1(f), D2,6(f) =
x3
(f + 6)(f + 4)(f + 2)
− 1; (A.113)
∆16(Q2, f) = D4,6(f)Q2(f), D4,6(f) =
x3
(f + 8)(f + 6)(f + 4)
− 1.
By the proof of (A.25), Q1(f) = O(f
−1/2) and Q2(f) = O(f
−1/2). In addition, for
x = χ2f (α), by (A.6), D2,6(f) = O(f
−1/2) and D4,6(f) = O(f
−1/2). Therefore, (A.112)
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holds for v1 = 1 and v2 = 1. When v1 > 1 or v2 > 1, by (A.87),
∆v26 ∆
v1









It suffices to prove
∆v26 ∆
v1−1














We next prove (A.114) and (A.115) by the mathematical induction, respectively.
First, to prove (A.114), we apply the mathematical induction considering increas-
ing v1 and v2 in the following Step II.1 and Step II.2, respectively.
Step II.1. We assume for 0 ≤ s1 ≤ v1 − 2 and 0 ≤ s2 ≤ v2,
∆s26 ∆
s1
4 (Q1, f) = O{(s1 + 1)!s2!Cs1+s2+1f−(s1+s2+1)/2}, (A.116)
and then prove (A.114). Note that ∆14(Q1, f) = D2,4(f)Q1(f), where D2,4(f) is
defined in (A.105). Then by the Leibniz rule in Lemma A.2.4,
∆v26 ∆
v1−1



















4 (D2,4, f) (A.117)
×∆v2−k26 ∆v1−2−k14 (Q1, f + 4k1 + 6k2).
To evaluate (A.117), we use the following Lemma A.2.14.
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Lemma A.2.14. For integers k1 + k2 ≥ 1, there exists some constant C such that
∆k26 ∆
k1









as f →∞ and uniformly over k1 + k2 ≥ 1.
Proof. Please see Section A.2.2.13 on Page 217.
Then applying similar analysis to that of (A.108) and (A.109) in Part I above, we
obtain (A.114) by the assumption (A.116) and Lemma A.2.14.
Step II.2. We assume for 0 ≤ s1 ≤ v1 − 1 and 0 ≤ s2 ≤ v2 − 1, (A.116) holds, and
then prove (A.114). By (A.113) and the Leibniz rule in Lemma A.2.4,
∆v26 ∆
v1−1


















4 (D2,6, f)×∆v2−1−k26 ∆v1−1−k14 (Q1, f + 4k1 + 6k2).
Similarly to the analysis of (A.117), we use the following Lemma A.2.15 to evaluate
(A.118).
Lemma A.2.15. For integers k1 + k2 ≥ 1, there exists a constant C such that
∆k26 ∆
k1









as f →∞ and uniformly over k1 + k2 ≥ 1.
Proof. Please see Section A.2.2.14 on Page 218.









































We next use the following Lemma A.2.16 to evaluate (A.118).
Lemma A.2.16. For integers k1 + k2 ≥ 1, as f →∞,











Proof. Please see Section A.2.2.15 on Page 219.
Then by Lemma A.2.16, we obtain ∆v26 ∆
v1−1
4 (Q1, f) = O{v1!v2!Cv1+v2f−(v1+v2)/2}
similarly to (A.109). In summary, combining Step II.1 and Step II.2, we finish the
proof of (A.114).
Second, to prove (A.115), we can use the mathematical induction similarly to the
proof of (A.114). The analysis would be very similar and the details are thus skipped.
A.2.2.6 Proof of Lemma A.2.7 (on Page 194)
When x = χ2f (α), by (A.6), we have x = f +
√




−1/2{1 +O(f−1)}. We next prove (A.85) by the mathematical induc-
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tion. For w = 1, we compute
∆12(A1, f) = A1(f + 2)− A1(f) = −x× 2×
1
(f + 2)(f + 4)
.
Therefore (A.85) holds when w = 1. We next assume (A.85) holds, and prove the
conclusion holds for ∆w+12 (A1, f). Particularly,
∆w+12 (A1, f) = x× (−1)w2ww!
{
1∏w+2
k=2 (f + 2k)
− 1∏w+1
k=1 (f + 2k)
}
= x× (−1)w+12w+1(w + 1)! 1∏w+2
k=1 (f + 2k)
.
In summary, Lemma A.2.7 is proved.
A.2.2.7 Proof of Lemma A.2.8 (on Page 196)
When x = χ2f (α), by (A.6), we have x = f +
√




−1/2{1 + O(f−1)}. We next prove (A.92). Note that we can write








By Lemmas A.2.4 and A.2.5, when w ≥ 1,
∆w4 (A2, f) = ∆
w









4 (A2,2, f + 4k). (A.119)
To prove (A.119) = O(w!Cwf−w), we next evaluate ∆k4(A2,1, f) and ∆
w−k
4 (A2,2, f +
4k).
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In particular, we prove that
∆k4(A2,1, f) = (−1)k4kk!x×
1∏k+1
t=1 (f + 4t)
(A.120)








(f + 4)(f + 8)
.
Thus (A.120) holds for k = 1. We next assume (A.120) holds and prove the conclusion
for ∆k+14 (A2,1, f). Specifically,
∆k+14 (A2,1, f) = (−1)k4kk!x
{
1∏k+2
t=2 (f + 4t)
− 1∏k+1
t=1 (f + 4t)
}
= (−1)k+14k+1(k + 1)!x 1∏k+2
t=1 (f + 4t)
.
In summary, (A.120) is proved. Moreover, as A2,2(f) = A2,1(f + 2), we have
∆k4(A2,2, f) = ∆
k
4(A2,1, f + 2) = (−1)k4kk!x
1∏k+1
t=1 (f + 2 + 4t)
.
It follows that ∆w−k4 (A2,2, f + 4k) = (−1)w−k4w−k(w − k)!x{
∏w+1
t=k+1(f + 2 + 4t)}−1.
Then by (A.119), there exists a constant C such that









t=1 (f + 4t)
∏w+1






t=1 (f + 2t)
.
As x = χ2f (α) = O(f), we obtain that (A.92) holds as f →∞ and uniformly for any
integer w ≥ 1.
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A.2.2.8 Proof of Lemma A.2.9 (on Page 198)
When x = χ2f (α), by (A.6), we have x = f +
√






















6 (A3,2, f + 6k2)∆
w−k1
6 (A3,3, f + 6k1).
Similarly to the proofs of Lemma A.2.7 in Section A.2.2.6, for A3,l(f), l ∈ {1, 2, 3},
we can obtain that for any integer w ≥ 1 and l ∈ {1, 2, 3}
∆w6 (A3,l, f) = (−6)ww!x×
1∏w
t=0(f + 4 + 2l + 6t)
.
It follows that




















(f + 6t+ 2)
w+1∏
t=k1+1
















1 ≤ (w + 1)2, and x = χ2f (α) =
O(f), there exists a constant C such that as f →∞ and uniformly over w ≥ 1,








A.2.2.9 Proof of Lemma A.2.10 (on Page 200)
When x = χ2f (α), by (A.6), we have x = f +
√


























∆k38 (A4,1, f)×∆k2−k38 (A4,2, f + 8k3)
×∆k1−k28 (A4,3, f + 8k2)×∆w−k18 (A4,4, f + 8k1).
Similarly to the proof of Lemma A.2.7 in Section A.2.2.6, for A4,l(f), l ∈ {1, 2, 3, 4},
we can obtain that for any integer w ≥ 1,
∆w8 (A4,l, f) = (−8)ww!x×
1∏w
t=0(f + 6 + 2l + 8t)
.
It follows that
























(f + 8t+ 2)
k1+1∏
t=k2+1
(f + 8t+ 4)
w+1∏
k1+1





















1 ≤ (w+ 1)3,
and x = O(f), there exists a constant C such that








A.2.2.10 Proof of Lemma A.2.11 (on Page 203)
By the proof of Lemma A.2.7, we have ∆w12 (A1, f) = (−1)w12w1w1!x
∏w1+1
s=1 A1,s(f),































We next prove (A.122) by the mathematical induction. Consider w1 = 0 first.
Similarly to the proof of Lemma A.2.7, for each integer 1 ≤ s ≤ w1 + 1, we have
∆w24 (A1,s, f) = w2!(−4)w2
w2∏
k=0
(f + 2s+ 4k). (A.123)





































∆w2−k24 (A1,w1+1, f + 4k2).
(A.125)






















































. Therefore, (A.122) is proved
and then (A.121) follows.
213
A.2.2.11 Proof of Lemma A.2.12 (on Page 203)
We next prove Lemma A.2.12 by discussing the cases when w1 + w2 is odd and
even, respectively.





















k ≤ C. (A.126)
To prove (A.126), we use the following Lemma A.2.17.













































w1 + w2 + 3
2e













(w1 + w2 + 3)
3/2.











which is bounded. When 0 ≤ w2−w1 ≤ 2, (A.127) ≤ C(2e/w1)w1(2w1 + 5)3/2, which
is also bounded. In summary, (A.127) is bounded.














k=1 k ≤ C. Similar analysis can be applied and the conclusions
follow.
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A.2.2.12 Proof of Lemma A.2.13 (on Page 205)
When w1 = 0, we know Lemma A.2.13 holds by Lemma A.2.8. Recall that we
write A2(f) = A2,1(f)A2,2(f)− 1 in Section A.2.2.7. Thus when w1 + w2 ≥ 1,
∆w12 ∆
w2



























4 (A2,2, f + 2k1 + 4k2). (A.128)
Following the proof of Lemma A.2.11, we have when k1 + k2 ≥ 1,
∆k12 ∆
k2









and when w1 + w2 − k1 − k2 ≥ 1,
∆w1−k12 ∆
w2−k2
4 (A2,2, f + 2k1 + 4k2)





















































w1 + w2 −m
w1 − s1
)








4 (A2, f) = (w1 + w2 + 1)!O{Cw1+w2
∏w1+w2
s=1 (f + 2s)
−1}.
A.2.2.13 Proof of Lemma A.2.14 (on Page 206)
By the definition of D2,4(f), when k1 + k2 ≥ 1,
∆k26 ∆
k1



























4 (A1,2, f + 4s1 + 6k2)
Following the proof of Lemma A.2.11 in Section A.2.2.10, we similarly have
∆s26 ∆
s1









Then following the proof of Lemma A.2.13 in Section A.2.2.12, we obtain Lemma
A.2.14. The analysis will be very similar and thus the details are skipped.
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A.2.2.14 Proof of Lemma A.2.15 (on Page 207)
Note that we can write D2,6(f) = x
3
∏3


























x3 ×∆t24 ∆s26 (A3,1, f)
×∆t1−t24 ∆s1−s26 (A3,2, f + 6s2 + 4t2)∆k1−t14 ∆k2−s16 (A3,3, f + 6s1 + 4t1).
Following the proof of Lemma A.2.11 in Section A.2.2.10, we similarly have that for
integers t+ s ≥ 1, and l ∈ {1, 2, 3},
∆t4∆
s









By x = χ2f (α) = O(f),
∆k14 ∆
k2






















(t2 + s2)!(t1 + s1 − t2 − s2)!

























(s1 + t1 + 1)








where we use s1 + s2 + 1 ≤ k1 + k2 + 1 in the second equation.
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A.2.2.15 Proof of Lemma A.2.16 (on Page 208)
We prove Lemma A.2.16 similarly to the proof of Lemma A.2.12 in Section
A.2.2.11 by discussing k1 + k2 is odd and even, respectively.
(1) When k1 + k2 is odd, similarly to the analysis of (A.127), we assume without loss
of generality that k2 ≥ k1, and obtain































k1 + k2 + 3
2e
)(k2−k1)/2























which suggests that (A.130) is bounded. In summary, we know (A.130) is bounded,
and therefore (A.129) = O{2−(k1+k2−1)/2}.
(2) When k1 + k2 is even, similar analysis can be applied, and then Lemma A.2.16 is
proved.
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A.2.2.16 Proof of Lemma A.1.5 (on Page 166)
We prove Lemma A.1.5 based on (A.57). In each testing problem, we have
|τ1,k + υ1,k|/|ηξ1,k| = o(1); see Sections A.1.4.1–A.1.4.5. Then under the conditions of
Lemma A.1.5, we can apply Lemma A.2.2 and obtain for 1 ≤ k ≤ K1,
log Γ
{




























Applying similar expansion to log Γ(ηξ1,k + τ1,k + υ1,k), we obtain
log Γ
{






























Similarly, for 1 ≤ j ≤ K2, we have
log Γ
{












































(ξ1,k + τ1,k + υ1,k − 1/2)−
K2∑
j=1













































j=1 ξ2,k, Lemma A.1.5
is proved.
A.2.3 Lemmas for Theorems 2.2.3 and 2.2.6
A.2.3.1 Proof of Lemma A.1.4 (on Page 149)









log(1− ti) + log Γp{(n− 1)/2− nti/2}
Γp{(n− 1)/2}
+ µnti,
where t = s/(nσn). We next examine logψ1(s) by the following Lemma A.2.18.
Lemma A.2.18. Let {p = pn;n ≥ 1} , {m = mn;n ≥ 1}, {tn;n ≥ 1}, and {sn;n ≥
1} satisfy that (i) pn → ∞ and pn = o(n); (ii) there exists ε ∈ (0, 1) such that

















































































Proof. Please see Section A.2.3.2 on Page 223.





































We next use the following Lemma A.2.19 to evaluate βn,3(−nti/2).
























Proof. Please see Section A.2.3.3 on Page 225.
It follows that
logψ1(s) = −




















































where we use t = O(s/p). As logψ0(s) = −s2/2, (A.31) is proved.
A.2.3.2 Proof of Lemma A.2.18 (on Page 221)























































































































































where the real part of z > −(m− p)/2. It follows that the “
∑p
j=1” term in the first
























To evaluate (A.135), we use the following Lemma A.2.20.
Lemma A.2.20. Let p = pm such that 1 ≤ p < m, p→∞ and p/m→ 0 as m→∞.























































Proof. Please see Section A.2.3.4 on Page 226.













































In summary, Lemma A.2.18 can be proved by noticing
βm,1 = ν1,m −
(m+ 1)p
m












































































































A.2.3.4 Proof of Lemma A.2.20 (on Page 224)
The first-order derivatives of gj(z) is
g
(1)













and for l ≥ 2, the l-th order derivatives of gj(z) is
g
(l)
























m− j + 2z
)v
.

















































































where ν1,m and ν
2
2,m are defined in (A.136). In summary,
p∑
j=1


















Then Lemma A.2.20 follows by ν22,m = O(p
2/m2).
A.2.3.5 Proof of Lemma A.1.6 (on Page 182)






















By Taylor’s series log x = log a +
∑L−1


































log(1 + t) +
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Then by n =
∑k




















A.3 Proofs of Theoretical Results in Section 2.3
A.3.1 Proof of Theorem 2.3.1
To derive the necessary and sufficient condition on the dimension of data, it is
required to correctly understand the limiting behavior of the likelihood ratio test
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statistic under both low- and high-dimensional settings. In particular, we examine
the limiting distribution of the likelihood ratio test statistic based on its moment
generating function. For easy presentation in the technical proof, we let n = N −1 in
this section. Then we can write T0 = −n log |R̂n|. Under the conditions of Theorem
2.3.1, by Theorem 5.1.3 in Muirhead (2009) and Lemma 5.10 in Jiang and Yang
(2013), we know that there exists a small constant δ0 > 0 such that for h ∈ (−δ0, δ0),








where Γ(z) denotes the Gamma function, and Γp(z) denotes the multivariate Gamma
function satisfying Γp(z) = π
p(p−1)/4∏p
j=1 Γ{z − (j − 1)/2}.
When p is fixed compared to N , by applying Stirling’s approximation to the
Gamma function, it can be shown that as N →∞, for any h ∈ (−δ0, δ0), E{exp(h×
T0)} converges to (1− 2h)−f0/2, which is the moment generating function of χ2f0 ; see,
e.g., Bartlett (1950) and Section 5.1.2 of Muirhead (2009). It follows that T0
D−→ χ2f0
by the continuity theorem. When p→∞, Jiang and Yang (2013) and Jiang and Qi
(2015) derived an approximate expansion of the multivariate Gamma function Γp(·)
when p increases with the sample size N , and then showed that for any h ∈ (−δ0, δ0),
E[exp{h(T0 + nµn,0)/(nσn,0)}]→ exp(h2/2), (A.137)
where δ0 is a constant that is sufficiently small, exp(h
2/2) is the moment generating
function of the standard normal random variable N (0, 1), and
















Similarly to the proof in Section A.1.1.1, if the chi-squared approximation for T0
holds, we know E[exp{h(T0− f0)/
√
2f0}]→ exp(h2/2) for h ∈ (−δ0, δ0), which, given
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(A.137), is equivalent to
√
2f0 × (nσn,0)−1 → 1 and (f0 + nµn,0) × (nσn,0)−1 → 0.
Therefore, similar to the analysis of (A.7) and (A.8) in Section A.1.1.1, we can obtain
that the chi-squared approximation holds if and only if p2/n→ 0. Moreover, similar
to the analysis of (A.9) and (A.10) in Section A.1.1.1, we can obtain that the chi-
squared approximation with the Bartlett correction holds if and only if p3/n2 → 0.
Recall that N = n+1 in this section. Thus, the same conclusions hold asymptotically
by replacing n with N , that is, the chi-square approximations without and with the
Bartlett correction hold if and only if p2/N → 0 and p3/N2, respectively.
A.3.2 Proof of Theorem 2.3.2
Similarly to the proof of Theorem 2.3.1, we next examine the limiting distribution
of T ′ based on its moment generating function. In Theorem 2.3.2, testing H ′0,k : Σ =
ΛkΛ
>
k + Ψk when Λk and Ψk are given is equivalent to testing the null hypothesis
H0 : Σ = Ip by applying the data transformation Σ
−1/2
k Xi with Σk = ΛkΛ
>
k + Ψk.
Then by Corollary 8.4.8 in Muirhead (2009), under the null hypothesis, we have





(1− 2h)−pn(1−2h)/2 × Γp{n(1− 2h)/2}
Γp(n/2)
, (A.138)
where n = N − 1. When p is fixed compared to the sample size N , by applying
Stirling’s approximation to the Gamma function, it has been shown that as N →∞,
(A.138) converges to (1 − 2h)−f ′/2, which is the moment generating function of χ2f ′
(Muirhead, 2009, Section 8.4.4), and therefore T ′
D−→ χ2f ′ . When p→∞, by the proof
of Lemma A.3.1 below, we have E[exp{h(T ′ + nµn)/(nσn)}]→ exp(h2/2), where














The conclusions can be obtained following similar analysis to Section A.3.1. To finish
the proof, it remains to prove Lemma A.3.1 below.
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Lemma A.3.1. Under the conditions of Theorem 2.3.2, when p→∞ as n = N−1→
∞, we have (T ′ + nµn)/(nσn)
D−→ N (0, 1) with µn and σ2n in (A.139).
Proof. It suffices to show that there exists a constant δ′ > 0 such that E[exp{h(T ′ +
nµn)/(nσn)}] → exp(h2/2) for all |h| < δ′. Particularly, we let s = h/(nσn), and
prove log[E{exp(sT ′)}]→ h2/2− hµn/σn. By the moment generating function of T ′
in (A.138), we have
log [E{exp(s× T ′)}] (A.140)
= −pns log(2e/n)− pn
2






We next derive the approximate expansion of (A.140) by discussing two cases.
Case 1: lim p/n→ C ∈ (0, 1]. Under this case, we utilize the approximate expansion
of multivariate gamma function in Lemma 5.4 of Jiang and Yang (2013). To apply
the result, we first show that the conditions are satisfied. Specifically, define r2n =
− log(1− p/n), and we have








C + log(1− C)
, if C ∈ (0, 1);
h2
2
, if C = 0.
Therefore, −ns = O(1/rn), and then Lemma 5.4 in Jiang and Yang (2013) can be
applied to expand (A.140). It follows that
(A.140) = −pns log(2e/n)− pn
2
(1− 2s) log(1− 2s)
−pns log{n/(2e)}+ r2n
{
(−ns)2 − (p− n+ 1/2)(−ns)
}
+ o(1).































With s = h/(nσn), we have log(E[exp{hT ′/(nσn)}]) = h2/2− hµn/σn + o(1).
Case 2: lim p/n = 0. Under this case, we utilize the approximate expansion of
multivariate gamma function in Proposition A.1 of Jiang and Qi (2015). To apply
the result, we first show that the conditions are satisfied. Particularly, as σ2n =
p2n−2{1 + o(1)}, we have −ns × p/n = −ph(nσn)−1 = h{1 + o(1)}. Therefore,
−ns = O(n/p), and we can apply Proposition A.1 in Jiang and Qi (2015) to expand






= γn,1(−ns) + γn,2(−ns)2 + γn,3 + o(1),
where
γn,1 = − {2p+ (n− p− 1/2) log (1− p/n)} ,
γn,2 = − {p/n+ log (1− p/n)} ,
γn,3 = p {(n/2− ns) log (n/2− ns)− (n/2) log (n/2)} .
Note that γn,3 = (pn/2)(1− 2s) log(1− 2s)− pns log(n/2). Then we have







(1− 2s) log(1− 2s)− γn,1ns+ γn,2n2s2 + γn,3 + o(1)
= − (p+ γn,1)ns+ γn,2n2s2 + o(1),
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which gives log(E[exp{hT ′/(nσn)}]) = h2/2 + µnh/σn + o(1) by s = h/(nσn).
Finally, for a general sequence {p/n}, to prove that (T ′ + nµn)/(nσn) converges
in distribution to N (0, 1), it suffices to show that every subsequence has a further
subsequence that converges in distribution to N (0, 1). By the boundedness of p/n
and the Bolzano-Weierstrass theorem, we can further take a subsequence such that
p/n has a limit and the arguments above can be applied. In summary, Lemma A.3.1
is proved.
A.4 Proofs of Theoretical Results in Section 2.4
A.4.1 Proof of Theorem 2.4.1
Proof of Part (i): mr → ∞ We prove the conclusion for mr → ∞ in Theorem
2.4.1 based on Theorem 2.4.3. When (p,m, r) are all fixed, we know that −2 logLn
D−→




D−→ N (0, 1). It follows that P (χ2mr >
√
2mrzα +mr)→ α and
χ2mr(α) =
√
2mr × {zα + o(1)}+mr, (A.141)
where zα denotes the upper α-quantile of N (0, 1).
We define the asymptotic regime RA = {(p,m, r, n) : n > p + m, p ≥ r, mr →
∞, and max{p,m, r}/n → 0 as n → ∞}. Under the asymptotic regime RA,
Theorem 2.4.3 shows that (−2 logLn + µn)/(nσn)
D−→ N (0, 1). Note that
P{−2 logLn > χ2mr(α)} = P







Thus when n→∞, P{−2 logLn > χ2mr(α)} → α is equivalent to
χ2mr(α) + µn
nσn
→ zα, as n→∞. (A.142)
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When mr →∞, by (A.141), we know (A.142) is equivalent to
√
2mr × {zα + o(1)}+mr + µn
nσn
→ zα, as n→∞. (A.143)
(A.143) holds for any significance level α if and only if nσn =
√




Next we will prove that under RA, nσn =
√
2mr{1 +o(1)} in the first step, derive
the form of µn in the second step, and obtain the conclusion in the third step.
Step 1. Note that
σ2n = 2 log
(n+ r − p−m)(n− p)
(n− p−m)(n+ r − p)
.
By the Taylor expansion, log(1− a) = −a− a2/2− a3/3 +O(a4) for a = o(1). Under
RA, we know that p/n,m/n, r/n→ 0 and r/(n− p−m)→ 0. Then we have
log




















































We next examine the first two terms in (A.146). Note that for a = o(1) and
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b = o(1), 1/(1− a) = 1 + a+O(a2) and 1/{(1− a)(1− b)} = 1 + a+ b+O(a2 + b2).















In addition, note that for a = o(1) and b = o(1), 1/{(1− a)2(1− b)2} = 1 + 2a+ 2b+
O(a2 + b2). Then for the second term in (A.146), we have
−1
2





























We then know that σ2n = 2 × (A.146) = (2mr/n2) × {1 + o(1)}, and thus nσn =
√
2mr{1 + o(1)}.
Step 2. In this step, we derive the asymptotic form of µn under the asymptotic region
RA. Particularly, note that
µn = n(n−m− p+ r − 1/2) log
(
1− m
n+ r − p
)
(A.150)
+n(n− p− 1/2) log
(
1− r
n+ r − p
)
(A.151)
−n(n−m− p− 1/2) log
(
1− m+ r
n+ r − p
)
. (A.152)





















(n+ r − p)k
.
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Similarly, by applying the Taylor expansion to (A.151) and (A.152), we have






(m+ r)k −mk − rk






(m+ r)k+1 −mk+1 − rk+1








(m+ r)k −mk − rk




(n+ r − p)
− mr(m+ r)
2(n+ r − p)2
− mr(m
2/3 +mr/2 + r2/3)







(m+ r)k+1 −mk+1 − rk+1















(n+ r − p)k
≤ mr







(n+ r − p)k−1
=
mr
n+ r − p
O
{(max{m, r}






where in the last two equations, we use the property of Taylor expansion and the
condition that max{p,m, r} = o(n). Therefore, n×(A.156) = mr×O{(m3 + r3)/n3}.
Similarly, we also obtain (A.154) = O(mr/n2). In summary,
µn = (A.150) + (A.151) + (A.152) = n× {(A.153) + (A.154)}
= − nmr




(n+ r − p)2
− nmr(m
2/3 +mr/2 + r2/3)



























× {1 + o(1)},
which converges to 0, if and only if limn→∞
√
mr(p+m/2− r/2)n−1 = 0.
Proof of Part (ii): mr is finite By Muirhead (2009), φ1(t) = E{exp(−2it logLn)},
the characteristic function of −2 logLn, satisfies













{Bl+1{(1− k − p)/2}
(n/2)l








We next estimate the order of ςl with respect to n. Note that for any z1 and z2,










(z1 − z2)w−1zv−w2 . (A.158)
Let z1 = (1− k − p)/2 and z2 = (1− k + r − p)/2. Then we have z1 − z2 = (−r)/2.
When m and r are finite, the order of ςl with respect to n is O{(p/n)l}. When
p/n→ 0, by the expansion (A.157), we have φ1(t) = (1− 2it)−mr/2{1 + o(1)}. Then
−2 logLn
D−→ χ2mr as n → ∞. When p/n is bounded from 0 below, (A.157) does




A.4.2 Proof of Theorem 2.4.2
Part (i): mr → ∞ When (p,m, r) are all fixed, we know that with the Bartlett
correction factor ρ = 1−(p−r/2+m/2+1/2)/n, −2ρ logLn
D−→ χ2mr as n→∞. Note
that under RA = {(p,m, r, n) : n > p+m, p ≥ r, mr →∞, and max{p,m, r}/n→
0 as n→∞}, ρ = 1 + o(1). Then similarly to the proof of Theorem 2.4.1 in Section
A.4.1, we know that under RA, P{−2ρ logLn > χ2mr(α)} → α holds for any given
significance level α if and only if nσn =
√




Following the argument in Section A.4.1, we know that underRA, nσn =
√
2mr{1+








































We thus know that (A.159)→ 0 if and only if
√
mr(m2 + r2)/n2 → 0.
Part (ii): mr is finite By Muirhead (2009), for the LRT with Bartlett correction,
the characteristic function of −2ρ logLn is φ2(t) = E{exp(−2itρ logLn)}. Moreover,
we have log φ2(t) = −mr2 log(1− 2it) +
∑∞













z̃k,1 = (1 − ρ)n/2 + (1 − k − p)/2 and z̃k,2 = (1 − ρ)n/2 + (1 − k + r − p)/2. Since
ρ = 1− (p− r/2 +m/2 + 1/2)/n,
z̃k,1 =(p− r/2 +m/2 + 1/2)/2 + (1− k − p)/2 = (3− r +m)/4,
z̃k,2 =(p− r/2 +m/2 + 1/2)/2 + (1− k + r − p)/2 = (3 + r +m)/4.
In addition, ρn = n− (p− r/2 +m/2 + 1/2). Therefore, by the expansion in (A.158),
when m and r are fixed and n− p→∞, we have log φ2(t) = −2−1mr log(1− 2it) +
O{(n − p)−1} and φ2(t) = (1 − 2it)−mr/2[1 + O{(n − p)−1}]. It follows that when
m and r are fixed and n − p → ∞, −2ρ logLn
D−→ χ2mr. On the other hand, when
n− p is fixed, by the expansion in (A.158), we know ς̃l is of constant order in n, and
thus
∑∞
l=1 ς̃l{(1 − 2it)−l − 1} is not ignorable generally for all t. We then know the
approximation −2ρ logLn
D−→ χ2mr fails.
A.4.3 Proof of Theorem 2.4.3








as n→∞ and |s| < 1, where σ2n and µn are defined in Theorem 2.4.3. Equivalently,
it suffices to show that for any subsequence {nk}, there is a further subsequence {nkj}
such that Hnkj converges to N (0, 1) in distribution as j → ∞. In the following, the
further subsequence is selected in a way such that the subsequential limits of some
bounded quantities (to be specified in the proof below) exist, which is guaranteed
by Bolzano-Weierstrass Theorem. Therefore, we only need to verify the theorems by
assuming that the limits for these bounded quantities exist. In the following, we give
the proof by discussing two settings r ≥ m and m ≥ r separately.
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Case 1. When r ≥ m and r →∞. By Lemma A.4.2, under the null hypothesis,
the distribution of Ln can be reexpressed as the distribution of a product of indepen-
dent beta random variables. Let h = 2s/(nσn), by Lemma A.4.1, then under the null

























The above integration is taken over the space of positive definite m×m matrices, i.e.,
{Am×m : A  0}; and tr(A) is the trace of A. Note that when m = 1, Γm(a) becomes
the usual definition of Gamma function. By Lemma A.4.3, Γm(a) can be written as





Γ{a− (j − 1)/2}.
Note that n > m+p and r ≥ 1. Thus the limits ofm/(n+r−p) andm/(n−p) are in
[0, 1] for all n. Applying the subsequence argument above, for any subsequence {nk},
we take a further subsequence nkj such that mkj/(nkj + rkj −pkj) and mkj/(nkj −pkj)
converge to some constants in [0, 1]. Thus without loss of generality, we consider the
cases when m/(n + r − p) and m/(n− p) converge to some constants in [0, 1]. Next
we give the proof by discussing different cases below.
Case 1.1 If m/(n + r − p) → γ > 0, this implies that m → ∞ as n → ∞. And
as r ≥ m and n > p + m, we know m/(n+ r − p) ≤ 1/2, then γ ∈ (0, 1/2]. Since
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1 ≥ m/(n− p) ≥ m/(n+ r − p), then m/(n− p)→ γ′ ∈ (0, 1].
If γ′ ∈ (0, 1), nh×[− log{1−m/(n−p)}]1/2 = O(1), which satisfies the assumption
of Lemma 5.4 in Jiang and Yang (2013). If γ′ = 1, as
σ2n = 2 log
(
1− m








and m/(n+ r− p)→ γ ∈ (0, 1/2], we know σ2n has leading order log{1−m/(n− p)}.
Then as nhσn = O(1) by definition, we also know nh× [− log{1−m/(n− p)}]1/2 =
O(1), which satisfies the assumption of Lemma 5.4 in Jiang and Yang (2013). Fol-































{log(n− p)− log 2e}+ o(1), (A.164)
and similarly, we can obtain
log
Γm{12(n+ r − p)}





Γm{12(n+ r − p)}





















{log(n+ r − p)− log 2e}+ o(1). (A.165)











(n+ r − p−m)(n− p)














µn = n(n−m− p− 1/2) log
(n+ r − p−m)(n− p)
(n− p−m)(n+ r − p)
+ nr log
(n+ r − p−m)
(n+ r − p)
+ nm log
(n− p)








= s2/2 + o(1) is proved.
Case 1.2 We discuss the case when m/(n+ r − p)→ 0 and m/(n− p)→ 0 below.












































Γm{12(n+ r − p)}


















{(n+ r − p+ nh)
2
log
(n+ r − p+ nh)
2
− (n+ r − p)
2
log













By Taylor expansion of the log function, we have
σ2n = 2 log
(
1− m









(n− p)(n+ r − p)
{1 + o(1)}, (A.168)
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where the second order terms of Taylor expansion of the log functions is ignorable as











{1 + o(1)} → 0. (A.169)












(n+ r − p−m)(n− p)













(n−m− p− 1/2) log (n+ r − p−m)(n− p)





(n+ r − p−m)






n+ r − p+ nh
+
m(n+ r − p)
2
log
n+ r − p


















2(n− p)(n+ r − p)
2mr
× mr






In addition, as nh/(n− p)→ 0 and nh/(n+ r − p)→ 0, we have
m(n+ r − p)
2
log
n+ r − p
n+ r − p+ nh
(A.172)




n+ r − p
− n
2h2


























































where in the last equation, we use (A.171) and Lemma A.4.7.















n+ r − p
n− p
nhr







n+ r − p
+ s2 + o(1). (A.176)








Case 1.3 When m/(n+ r − p)→ 0 and m/(n− p)→ γ ∈ (0, 1], we know (A.164)
still holds following similar analysis to Case 1.1. And (A.167) also holds following
similar analysis to Case 1.2. To establish (A.160), we next show that under this case,
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n+ r − p




















We then analyze the terms in (A.177) separately.
Since m/(n − p) → γ ∈ (0, 1], similarly to (A.163), we know that nh = 2s/σn =
O(s). As m/(n+ r− p)→ 0, it follows that n2h2m/(n+ r− p)→ 0. Applying Taylor




















Similarly, by nh = O(s), m/(n+ r − p)→ 0, and Taylor expansion, we have












In summary, combining (A.178) and (A.179), we have (A.177) = (A.167)− (A.165) =
o(1). Then by the results in Case 1.1, we get the same conclusion as in Case 1.1.
Case 2. When m > r, m → ∞. According to Lemma A.4.2, we can make the
following substitution m→ r, r → m, n− p→ n + r − p−m. And the theorem
can be proved following similar analysis when m→∞, n− p+ r −m→∞.
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A.4.4 Lemmas in the proof of Theorem 2.4.3
Lemma A.4.1 (Corollary 10.5.2 in Muirhead (2009)). Under the null hypothesis,













Lemma A.4.2 (Theorem 10.5.3 in Muirhead (2009)). Under the null hypothesis,
when n− p ≥ m and r ≥ m, 2
n
logLn has the same distribution as
∑m
i=1 log Vi, where




n − p ≥ m ≥ r, 2
n
logLn has the same distribution as
∑r
i=1 log Vi, where Vi’s are




Lemma A.4.3 (Theorem 2.1.12 in Muirhead (2009)). The multivariate Gamma func-
tion defined in (A.162) can be written as Γm(a) = π
m(m−1)/4∏m
j=1 Γ(a− (j − 1)/2).























where µa = −(m − a + 3/2) log{1 −m/(a − 1)} + (a − 1)m/a and σ2a = −2[m/(a −
1) + log{1−m/(a− 1)}].

































where |εa| ≤ 2(a− 1)−3
∑m
























where in the last equation, we use the fact that O(m/a) = O(1/a) as m is fixed.
Then (A.180) is proved.
We then prove (A.181). Recall Stirling’s formula, (see, e.g., p. 368 Gamelin, 2001)
log Γ(x) = (x− 1/2) log x− x+ log
√
2π + 1/(12x) +O(x−3) as x→∞. Therefore,
log Γ(a− 1)− log Γ(a−m− 1)










= (a− 3/2) log(a− 1)− (a−m− 3/2) log(a−m− 1)−m+O(ma−2).
Since for integers k ≥ 1, Γ(k) = (k − 1)! = Πk−1i=1 i. Then we have
m∑
i=1
{log(a− 1)− log(a− i)}
























































for 1 ≤ i ≤ m and x > −(a−m)/2. Let µa and σa be as in Lemma A.4.4. If t = o(a)
and mt2/a2 = o(1), we have that as a→∞,
∑m
i=1{gi(t)−gi(0)} = µat+σ2at2/2+o(1).






































































For 1 ≤ i ≤ m, fixed m and 0 ≤ ξi ≤ t = o(a), we have sup|ξi|≤|t|,1≤i≤m |g
(3)
i (ξi)| ≤
ca−3, where c denotes an universal constant. Therefore, as t = o(a), |t3g(3)i (ξi)| ≤
ct3a−3 = o(1). In addition, by Lemma A.4.4, and the fact that mt2/(a − 1)2 = o(1),
we have as a→∞,
m∑
i=1













Lemma A.4.6. Consider n−p→∞, r →∞, m/(n−p)→ 0 and m/(n−p+r)→ 0.











2 + γa(t) + o(1),
where
υa =− [2m+ (a−m− 3/2) log{1−m/(a− 1)}];












































by Lemma A.1. in Jiang and Qi (2015). To apply the lemma, we first need to check
the condition that for each 1 ≤ i ≤ m, t ∈ [−δ(a − i)/2, δ(a − i)/2] for any given
δ ∈ (0, 1).
Recall that we previously define nh = 2s/σn in Section A.4.3. Then t = nh/2 =











































{1 + o(1)} = o(1),
where the last two equations follow from the condition that m/(n − p) → 0, r → ∞
and n− p→∞. Then we know that for each 1 ≤ i ≤ m, t ∈ [−δ(a− i)/2, δ(a− i)/2]
for any given δ ∈ (0, 1).
Therefore, the condition of Lemma A.1. in Jiang and Qi (2015) is satisfied. By








































































For a = n − p + r, similar conclusion, tm(m + 1)/{a(a − 1)} = o(1), holds by

















































































and x > −(a−m)/2. We then know that the summation term “
∑






















We then examine the function
∑m
i=1{gi(t) − gi(0)} in (A.187). Note that by
(A.185), we know t = o(a), mt2/a2 = o(1) and mt/a = O(1) as m < n − p and
m ≤ r. Thus the conditions of Lemma A.4.5 and Lemma A.3. in Jiang and Qi (2015)
are satisfied when m is fixed and m → ∞ respectively. When m is fixed, we apply
Lemma A.4.5; when m → ∞, we apply Lemma A.3. in Jiang and Qi (2015). Then
we obtain
∑m
i=1{gi(t)− gi(0)} = µat+ σ2at2/2 + o(1), where









































Lemma A.4.7. Under Case 1 in Section A.4.3, Rn,1 and Rn,2 defined in (A.174)
satisfy −m(n+ r − p)Rn,1/2 +m(n− p)Rn,2/2 = o(1).
Proof. Note that





















































(n+ r − p)2
= O
{m√(n− p)(n+ r − p)√
mr
× (n− p)(n+ r − p)











































{m√(n− p)(n+ r − p)√
mr
× (n− p)(n+ r − p)







mr(n+ r − p)(n− p)
}
= o(1),
as n+ r − p ≥ r and n− p→∞.
























{m√(n− p)(n+ r − p)√
mr
× (n− p)(n+ r − p)











Appendix of Chapter III
This appendix is for Chapter III and is organized as follows. Sections B.1–B.4
present proofs of theoretical results in Sections 3.2–3.5. Section B.5 proves all the
technical lemmas used in the Appendix B. Section B.6 discusses the computation of
the U-Statistics in Chapter III. Section B.7 provides supplementary simulations for
Chapter III.
B.1 Proofs of Theoretical Results in Section 3.2
B.1.1 Proof of Theorem 3.2.1
For the covariance testing example in Section 3.2, U(a) is location invariant by
Property 3.2.1, and U(∞) is also location invariant straightforwardly by its expression
in (3.9). Then we assume without loss of generality that E(x) = 0 in this section.
To prove Theorem 3.2.1, we first derive the variances and the covariances of the
U-statistics, and then prove the asymptotic joint normality of the U-statistics.
In particular, the following Lemma B.1.1 derives the asymptotic form of variance
σ2(a) in (3.8).
Lemma B.1.1. Under the conditions of Theorem 3.2.1, for any finite integer a,
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which is of order Θ(p2n−a). In addition, for Ũ(a) defined in (3.5) and Ũ∗(a) := U(a)−
Ũ(a), we have var{U(a)} = var{Ũ(a)}{1 + o(1)}, var{Ũ∗(a)} = o(1) × var{Ũ(a)},
and Ũ∗(a)/σ(a) P−→ 0.
Proof. See Section B.5.2 on Page 286.
Moreover, the following Lemma B.1.2 shows that the covariances between different
U(a)’s asymptotically converge to 0.
Lemma B.1.2. Under the conditions of Theorem 3.2.1, for finite integers a 6= b,
cov{U(a)/σ(a),U(b)/σ(b)} → 0, as n, p→∞.
Proof. See Section B.5.3 on Page 305.
Lemmas B.1.1 and B.1.2 together show that the covariance matrix of the U-
statistics [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ converges to Im asymptotically. To finish
the proof of Theorem 3.2.1, it remains to show that the joint limiting distribution of
the U-statistics is normal.
For finite integers a1, . . . , am, to obtain the joint asymptotic normality of [U(a1)/σ(a1),
. . . ,U(am)/σ(am)]ᵀ, by the Cramér-Wold theorem, it is equivalent to prove that
any fixed linear combination of [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ converges to nor-
mal. Recall that Lemma B.1.1 shows that Ũ∗(a)/σ(a) P−→ 0 for any finite integer a.
Thus by Slutsky’s theorem, it suffices to prove that any fixed linear combination of
[Ũ(a1)/σ(a1), . . . , Ũ(am)/σ(am)]ᵀ converges to normal. To be specific, we show that









D−→ N (0, 1). (B.1)
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To prove (B.1), we apply the martingale central limit theorem in Heyde and
Brown (1970) (similar arguments can date back to Bai and Saranadasa (1996)). Let
F0 = {∅,Ω}, Fk = σ{x1, · · · ,xk}, and Ek(·) denote the conditional expectation given
Fk for k = 1, · · · , n. Define Dn,k = (Ek − Ek−1)Zn and π2n,k = Ek−1(D2n,k). Note
that E0(·) = E(·), and E(Zn) = 0 as E(x) = 0. It follows that Zn =
∑n
k=1 Dn,k. By


















var(Zn) by the following Lemma B.1.3.





Proof. See Section B.5.4 on Page 305.











Note thatDn,k and π
2
n,k in (B.3) can be written asDn,k =
∑m
r=1 trAn,k,ar and π
2
n,k =∑
1≤r1,r2≤m Ek−1(An,k,ar1An,k,ar2 ), where we define An,k,a = (Ek − Ek−1){Ũ(a)/σ(a)}
for each finite integer a. The following Lemma B.1.4 gives the explicit form of An,k,a.












Proof. See Section B.5.5 on Page 306.
With the form of An,k,a in Lemma B.1.4, the forms of Dn,k and π
2
n,k can be obtained,
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and we can prove the next two Lemmas B.1.5 and B.1.6, which suggest that (B.3)
holds.




n,k) → 0. In












Proof. See Section B.5.6 on Page 308.





Proof. See Section B.5.7 on Page 327.
Finally, by Heyde and Brown (1970), we have as n, p→∞,
sup
t




















which proves (B.1). In summary, Theorem 3.2.1 is proved.
B.1.2 Proof of Theorem 3.2.3
In this section, we first introduce some notation, and then present the proof.
Notation. For U(a) in (3.3), by the symmetricity of covariance matrix, we can replace∑
1≤j1 6=j2≤p by 2 ×
∑
1≤j1<j2≤p . This implies that the summation over {(j1, j2) : 1 ≤
j1 6= j2 ≤ p} is equivalent to the summation over {(j1, j2) : 1 ≤ j1 < j2 ≤ p} up to a
constant. Without loss of generality, we consider j1 < j2 below. We rewrite the index












where j1l = arg min1≤k≤p−1{
∑k
t=1(p− t) ≥ l} and j2l = l+ j1l −
∑j1l −1
t=1 (p− t). For each
(j1l , j
2






xik,j1l xik,j2l . (B.6)










































where we define σj1l ,j1l = var(xi,j1l ), σj2l ,j2l = var(xi,j2l ), τn = τ log(p + n) with τ being
a sufficiently large positive constant and 1{·} represents an indicator function. In
addition, we define |a|min = min1≤i≤p |ai| for a ∈ Rp, and
yp = 4 log p− log log p+ y. (B.8)
Proof. Similarly to Section B.1.1, since U(a) in (3.3) and U(∞) in (3.9) are location
invariant, we assume without loss of generality that E(x) = 0.
To prove Theorem 3.2.3, we first establish the asymptotic independence between
M̂n/n and Ũ(a)/σ(ar) for r = 1, . . . ,m, and then we show that nU2(∞) and U(ar)
are close to M̂n/n and Ũ(ar), respectively. Specifically, the following Lemma B.1.7
shows that M̂n/n and Ũ(ar)/σ(ar)’s are asymptotically independent.
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Lemma B.1.7. Under the conditions of Theorem 3.2.3, when τ > 0 in (B.7) is a
sufficiently large constant,













Proof. See Section B.5.8 on Page 336.
To show that M̂n/n and nU(∞)2 are close, we use Mn/n defined in (B.7) as an
intermediate variable. We next prove that Mn/n and M̂n/n have small difference in
the sense that the conclusion in Lemma B.1.7 still holds by replacing M̂n with Mn.
This is formally stated in the following Lemma B.1.8.
Lemma B.1.8. Under the conditions of Theorem 3.2.3,













Proof. See Section B.5.9 on Page 348.
Given Lemma B.1.8, we further prove that Mn/n and Ũ(a)/σ(ar) are close to
nU2(∞) and U(ar), respectively. In particular, by the proof of Theorem 3 in Cai
and Jiang (2011), we know {n2U2(∞)−Mn}/n
P−→ 0. In addition, Lemma B.1.1
proves that {U(ar) − Ũ(ar)}/σ(ar)
P−→ 0. Based on these results and Lemma B.1.8,
the following Lemma B.1.9 shows that the conclusion in Lemma B.1.8 still holds by
replacing Mn/n with nU2(∞) and replacing Ũ(ar) with U(ar).
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Lemma B.1.9. Under the conditions of Theorem 3.2.3,
∣∣∣P(nU2(∞) > yp, U(a1)
σ(a1)















Proof. See Section B.5.10 on Page 350.
Lemma B.1.9 then proves Theorem 3.2.3.
B.1.3 Proof of Theorem 3.2.4
As both U(a) and Vu(a) are location invariant in the sense of Property 3.2.1, we
















and Vu,2(a) = Vu(a) − Vu,1(a). The next Lemma B.1.10 shows that Vu,1(a) is of a
larger order than Vu,2(a), and thus it is the leading term in Vu(a).




Proof. See Section B.5.11 on Page 354.
Lemma B.1.10 implies that Vu(a)/E{Vu,1(a)}
P−→ 1. As Vu(a) > 0 with proba-
bility 1, E{Vu,1(a)}/Vu(a)





a. By (B.51) and (B.60) in Section B.5.2, we obtain that










B.1.4 Proof of Theorem 3.2.5
Note that Condition 3.2.6 can be viewed as an extension of Condition 3.2.2∗ to
the alternative settings. To be consistent with the notation in Condition 3.2.2∗, we
let κ1 denote the constant κ̃4 in Condition 3.2.2
∗ in this proof. We next introduce
some notation and then provide the proof.
Notation. For each given j1 ∈ {1, . . . , p}, we define
Jj1 = {(j1, j2) : σj1,j2 6= 0, 1 ≤ j1 6= j2 ≤ p},
J cj1 = {(j1, j2) : σj1,j2 = 0, 1 ≤ j1 6= j2 ≤ p}.





J cj1 , which is the set



































Proof. Similarly to Section B.1.1, we first derive the variances and the covariances
of the U-statistics, and then prove the asymptotic joint normality of the U-statistics.
Particularly, the next Lemma B.1.11 derives the asymptotic form of var{U(a)}, and
additionally shows that among the three terms in (B.9), TU,a,1,1 is the leading one.










which is Θ(p2n−a). Moreover, var(TU,a,1,2) = o(p




Proof. See Section B.5.12 on Page 357.
The following Lemma B.1.12 shows that the covariance between two different U-
statistics asymptotically converges to 0.
Lemma B.1.12. Under the conditions of Theorem 3.2.5, for two integers a 6= b,
cov{U(a)/σ(a),U(b)/σ(b)} → 0.
Proof. See Section B.5.13 on Page 370.
To finish the proof, it remains to show that the joint distribution of [U(a1)/σ(a1),
. . . ,U(am)/σ(am)]ᵀ is asymptotically normal. By the Cramér-Wold theorem, it is
equivalent to prove any fixed linear combination of [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
converges to a normal distribution. By Lemma B.1.11, {U(a) − TU,a,1,1}/σ(a)
P−→ 0.
Thus by the Slutsky’s theorem, it suffices to prove that any fixed linear combination
of [TU,a1,1,1/σ(a1), . . . , TU,am,1,1/σ(am)]
ᵀ converges to a normal distribution. Similarly









D−→ N (0, 1). (B.10)
We next prove (B.10) by the martingale central limit theorem, similarly to Sec-
tion B.1.1. In particular, we define Ek(·) in the same way as in Section B.1.1,








1≤r1,r2≤m tr1tr2Ek−1(An,k,ar1An,k,ar2 ), where we re-
define An,k,ar = (Ek − Ek−1){TU,ar,1,1/σ(ar)}. Note that σj1,j2 = 0 when (j1, j2) ∈ J cA,
and TU,a,1,1 is a summation over (j1, j2) ∈ J cA. Thus the proof of Lemma B.1.4 in
Section B.5.5 applies similarly, and we obtain the explicit form of An,k,a. Specifically,












With the form of An,k,a, we can obtain the explicit forms of Dn,k and π
2
n,k. Then we
can prove the following two Lemmas B.1.13 and B.1.14, which suggests that (B.10)
holds.





Proof. See Section B.5.14 on Page 370.





Proof. See Section B.5.15 on Page 380.
By Lemmas B.1.13 and B.1.14, (B.10) holds and thus Theorem 3.2.5 is proved.
B.1.5 Proof of Proposition 3.2.1
Consider the setting when n, p and |JA| are given and the value of M is fixed as
Θ(1). We next examine ρa in (3.14) as a function of integer a in the following two
cases.
(i) |JA| > Mp When Mp/|JA| < 1, both (Mp/|JA|)1/a and (a!)1/(2a) are increasing
functions of integer a. Thus ρa is an increasing function of a. Since a ∈ Z+, ρa reaches
the minimum value at a = 1.
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(ii) |JA| ≤ Mp Define M̃ = Mp/|JA|, and f(a) = (a!)1/(2a)(M̃)1/a. Note that ρa
and f(a) only differs by a constant. To find the minimum of ρa, it suffices to examine
the minimum of f(a).
In the following, we show that when f(a) starts to not decrease at some value, it
will strictly increase afterwards. Specifically, we prove that f(a + 2)/f(a + 1) > 1 if






















where d(a) = (a+ 1)a(a!)−1. It follows that f(a+ 1)/f(a) > 1 and f(a+ 1)/f(a) = 1
are equivalent to d(a) > M̃2 and d(a) = M̃2, respectively. We next show that d(a) is











Therefore we have d(a + 1) > M̃2 if d(a) ≥ M̃2, and equivalently this implies that
f(a+ 2)/f(a+ 1) > 1 if f(a+ 1)/f(a) ≥ 1.
Suppose a0 is the first integer such that d(a0) ≥ M̃2, i.e., for any integer 1 ≤ a <
a0, d(a) < M̃
2. By the analysis above, we know f(a) is decreasing when a < a0, and
f(a) is strictly increasing when a > a0. Thus a0 achieves the minimum of f(a), and
a0 increases as M̃ increases. Therefore the second part of proposition 3.2.1 is proved.
B.1.6 Proof of Proposition 3.2.2
Proof. Consider the simplified test statistic given in (3.16). We assume E(xi,j) = 0
and var(x2i,j) = 1, ∀j = 1, . . . , p without loss of generality. It is then equivalent
to examine U(∞) = max1≤j1<j2≤p |
∑n
k=1 xk,j1xk,j2/n|. We next prove (i) and (ii) of
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Proposition 3.2.2 in the following Sections B.1.6.1 and B.1.6.2, respectively.
B.1.6.1 Proof of (i)
Under the alternative, we consider n i.i.d. observations (xk,1, xk,2), satisfying
E(xk,1xk,2) = ρ, for k = 1, . . . , n. Then by Condition 3.2.2






2 = κ1(1 + 2ρ
2)− ρ2. The power of U(∞) satisfies that
































D−→ N (0, 1).
Suppose Z follows a standard Gaussian distribution. As log p → ∞, log p/n = o(1),





















4 log p− ρ]√















→ 1 + o(1),
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where the second inequality uses tp ≤ n−1/2
√
4 log p when p is sufficiently large; the
third inequality uses ρ ≥ c1
√
log p/n; and the last step of convergence holds when
c1 > 2.
B.1.6.2 Proof of (ii)
Recall the notation JA and J
c
A in Section B.1.4. Under the considered alternative,
when (j1, j2) ∈ JA, E(xk,j1xk,j2) = ρ; and when (j3, j4) ∈ J cA, E(xk,j3xk,j4) = 0. We
have












































∣∣∣ ≥ tp) ≤ log(1− α)−1. (B.14)
Proof of (B.13). To prove (B.13), we will next derive an upper bound of the proba-
bility P (|
∑n
k=1 xk,j1xk,j2/n| ≥ tp) for each (j1, j2) ∈ JA by Lemma 6.8 in Cai and Jiang
(2011). In the following, we consider a fixed index pair (j1, j2), and for easy presenta-
tion, we write m0 =
√
var(xk,j1xk,j2) and ξk = (xk,j1xk,j2 − ρ)/m0. When (j1, j2) ∈ JA,
we have E(ξk) = 0, var(ξk) = 1, and by Condition 3.2.2
∗, m20 = κ1(1 + 2ρ

















n/log pm−10 (tp − ρ). We next show that yn and ξk, k = 1, . . . , n satisfy
the conditions of Lemma 6.8 in Cai and Jiang (2011). First note that yn → y =
(2− c2)m−10 , and y > 0 as c2 < 2. We then show that E{exp(t̃0|ξk|ϑ)} <∞ for some
t̃0 > 0 and 0 < ϑ ≤ 1. In particular, given ς and t0 in Proposition 3.2.2, we take
ϑ = ς/2 ∈ (0, 1] and t̃0 = t0(2m0)ϑ/2 > 0. By Lemma B.5.4,





+ |ρ|ϑ ≤ 1
2ϑ
(|xk,j1|2ϑ + |xk,j2|2ϑ) + |ρ|ϑ.
It follows that
E exp(t̃0|ξk|ϑ) ≤E exp
[ t̃0
(2m0)ϑ










where the last inequality follows from the Hölder’s inequality. By the conditions
in Proposition 3.2.2, we know max(j1,j2)∈JA E(t0|xk,j1|ς) × E(t0|xk,j2|ς) < ∞ and ρ ≤
c2
√
log p/n = o(1). Therefore, (B.15) < ∞. In summary, yn and ξk, k = 1, . . . , n
satisfy the conditions of Lemma 6.8 in Cai and Jiang (2011).














































where the last inequality holds when ρ ≤ c2
√





































4 log p− log log p+ z0
)}1/{var(xk,j1xk,j2 )}
.
By Condition 3.2.2∗, var(xk,j1xk,j2) = κ1 + (2κ1 − 1)ρ2, and as ρ = o(1), there exists































































































































and (B.18)→ 0 following the similar arguments as above. In summary, (B.13) holds







2(κ1+m) for some m > 0.
Proof of (B.14). Similarly to Section B.1.6.2, we derive an upper bound of the
probability P (
∑n
k=1 xk,j3xk,j4/n ≥ tp) for each (j3, j4) ∈ J cA by Lemma 6.8 in Cai
and Jiang (2011). In the following, we consider a fixed index pair (j3, j4); and for
easy presentation, we write ξ̃k = xk,j3xk,j4/
√
κ1, k = 1, . . . , n. When (j3, j4) ∈ J cA,
E(xk,j3xk,j4) = 0 and var(xk,j3xk,j4) = E{(xk,j3xk,j4)2} = κ1, then we have E(ξ̃k) = 0
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κ1 → ỹ = 2/
√
κ1. Similarly to Section B.1.6.2, we know ỹn
and ξ̃k, k = 1, . . . , n also satisfy the conditions of Lemma 6.8 in Cai and Jiang (2011).
Thus by Lemma 6.8 in Cai and Jiang (2011), for z0 = − log(8π)− 2 log log(1− α)−1
and tp = n



















p−2/κ1(log p)1/(2κ1)−1/2{log(1− α)−1}1/κ1 .






















which attains the maximum order at κ1 = 1, when κ1 ≤ 1 and n, p→∞. Therefore














In summary, we have (B.14) holds.
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Combining (B.13) and (B.14), we obtain (B.12) ≤ log(1− α)−1.
B.2 Proofs of Theoretical Results in Section 3.3
B.2.1 Proof of Theorems 3.3.1 and 3.3.2
Under H0, for U(a) in (3.19), we assume without loss of generality that µ0 = 0,









We start with the proof of Theorem 3.3.1. Similarly to Section B.1.1, we first derive
the variances and the covariances of the U-statistics; and then prove the asymptotic
joint normality of the U-statistics. In particular, for var{U(a)} in Theorem 3.3.1, as
E{U(a)} = 0 under H0,















k=1 xik,j1 × xĩk,j2) = 0 when {i1, . . . , ia} 6= {̃i1, . . . , ĩa}. Moreover,
E(
∏a
k=1 xik,j1xĩk,j2) = σ
a
j1,j2
when {i1, . . . , ia} = {̃i1, . . . , ĩa}. Then









= Θ(p). Thus var{U(a)} = Θ(pn−a).
Second, we show that cov{U(a),U(b)} = 0. Note that underH0, cov{U(a),U(b)} =
E{U(a)U(b)} and
















Since a 6= b, {i1, . . . , ia} 6= {̃i1, . . . , ĩb}. Suppose there exists an index i ∈ {i1, . . . , ia}
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= E(xi,j)E(all the remaining terms) = 0.
Therefore, E{U(a)U(b)} = 0.
In summary, the covariance matrix of [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ asymptot-
ically converges to Im. To finish the proof of Theorem 3.3.1, it remains to show that
the joint limiting distribution of the U-statistics is normal. By the Cramér-Wold the-
orem, it is sufficient to prove that any fixed linear combination of these U-statistics
converges to a normal distribution. Similarly to Section B.1.1, we use the martingale










D−→ N (0, 1). (B.21)
With the redefined Zn, we define Ek(·) in the same way as in Section B.1.1, and
still define Dn,k = (Ek − Ek−1)Zn and π2n,k = Ek−1(D2n,k). Similarly to Section B.1.1,
we have Dn,k = (Ek − Ek−1)Zn =
∑m
r=1 trAn,k,ar , where we redefine An,k,ar = (Ek −
Ek−1){U(ar)/σ(ar)}. In addition, similarly to Lemma B.1.4, we obtain that when












Given the form of An,k,ar , we can obtain the forms of Dn,k and π
2
n,k. To prove (B.10),
by the martingale central limit theorem, it suffices to prove the following Lemma
B.2.1.









Proof. See Section B.5.16 on Page 383.
With Lemma B.2.1, the asymptotic joint normality in Theorem 3.3.1 is obtained
by the martingale central limit theorem. For Theorem 3.3.2, the limiting distribution
of U(∞) follows from Cai et al. (2014). In addition, the asymptotic independence
between U(a)/σ(a) and nU(∞)−τp can be obtained similarly as the proof of Theorem
3.3.4. We defer the details to Section B.2.3.
B.2.2 Proof of Theorem 3.3.3
By the following Proposition B.2.1, we assume that under H0, µ = ν = 0, without
loss of generality.
Proposition B.2.1. U(a) constructed in (3.20) and (3.21) are location invariant;
that is, for any vector ∆ ∈ Rp, the U-statistic constructed based on the transformed
data {xi + ∆ : i = 1, . . . , nx} and {yi + ∆ : i = 1, . . . , ny} is still U(a).














2 in (3.21). The proof is thus skipped.
The following proof proceeds by deriving the variances, covariances and asymp-
totic joint normality of the U-statistics. Particularly, the next Lemma B.2.2 derives
the asymptotic form of σ2(a) in Theorem 3.3.3.


















Proof. See Section B.5.17 on Page 388.
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In addition, the following Lemma B.2.3 shows that different U(a)’s of finite a are
uncorrelated.
Lemma B.2.3. Under the conditions of Theorem 3.3.3, for finite integers a 6= b,
cov{U(a),U(b)} = 0.
Proof. See Section B.5.18 on Page 390.
We then know cov{U(a1)/σ(a1), . . . ,U(am)/σ(am)} = Im by Lemmas B.2.2 and B.2.3.
The next Lemma B.2.4 further proves the asymptotic joint normality of the U-
statistics.
Lemma B.2.4. Under the conditions of Theorem 3.3.3, for finite integers a1, . . . , am,
{U(a1)/σ(a1), . . . ,U(am)/σ(am)}
D−→ N (0, Im).
Proof. See Section B.5.19 on Page 390.
Combining Lemmas B.2.2–B.2.4, we finish the proof of Theorem 3.3.3.
B.2.3 Proof of Theorem 3.3.4
For U(∞) in (3.21), the limiting distribution of U(∞) is established in Cai et al.
(2014) and Xu et al. (2016). We next prove the asymptotic independence between
U(∞) and U(a) by a similar argument to that in Hsing (1995), see also Xu et al.
(2016). In this proof, we reserve the notation P for the probability measure on
which xi,j and yi,j are defined, and the expectation with respect to P is denoted
as E. Define Ũc(a)/σ(a) on the conditional probability measure P̃ , given the event










U(∞) ≤ τp + u
}
.
The expectation with respect to P̃ is denoted by Ẽ. To show the asymptotic inde-
pendence, it is sufficient to prove the following Lemma B.2.5.
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Lemma B.2.5. Under the conditions of Theorem 3.3.4, Ũc(a)/σ(a)
D−→ N (0, 1) on
the conditional measure P̃ .
Proof. See Section B.5.20 on Page 396.
B.2.4 Proof of Theorem 3.3.5
By Proposition B.2.1, we assume E(y) = ν = 0, without loss of generality. Then
under the considered alternative EA, E(x) = µ = {µj = ρ : j = 1, . . . , k0;µj = 0 : j =
k0 + 1, . . . , p}. Define ϕj1,j2 = σj1,j2 +µj1µj2 . We have E(xi,j1xi,j2) = ϕj1,j2 , and under
ν = 0, E(yi,j1yi,j2) = σj1,j2 .
Similarly to the proof of Theorem 3.2.5 in Section B.1.4, we decompose U(a) =







































−1. Then E(Ta,1) =
∑k0




(µj − νj)a = 0.
To prove Theorem 3.3.5, we derive the variances, covariances, and asymptotic
joint normality of the U-statistics. Particularly, the next Lemma B.2.6 gives the
asymptotic form of σ2(a) = var{U(a)}, and shows that Ta,2 is the leading component.













−a) and var(Ta,1) = o(1)var(Ta,2). Then {Ta,1 − E(Ta,1)}/σ(a)
P−→ 0.
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Proof. See Section B.5.21 on Page 398.
In addition, the following Lemma B.2.7 shows that the covariance between two U-
statistics asymptotically converges to 0.
Lemma B.2.7. Under the conditions of Theorem 3.3.5, for two finite integers a 6= b,
{σ(a)σ(b)}−1cov{U(a),U(b)} → 0.
Proof. See Section B.5.22 on Page 401.
By the analysis above, we know the covariance matrix of [{U(a1)−E[U(a1)]}/σ(a1),
. . . , {U(am)−E[U(am)]}/σ(am)]ᵀ asymptotically converges to Im. To prove Theorem
3.3.5, it remains to show that the joint limiting distribution of the U-statistics is
normal. By the Cramér-Wold theorem, it is equivalent to prove that any fixed lin-
ear combination of these U-statistics converges to a normal distribution. By Lemma
B.2.6 and the Slutsky’s theorem, it suffices to show that any fixed linear combination
of [Ta1,2/
√
var(Ta1,2), . . . , Tam,2/
√
var(Tam,2)]
ᵀ converges to a normal distribution for
any finite m. Since µj = νj for j ∈ {k0 +1, . . . , p}, and each Tat,2 is a summation over
j ∈ {k0 + 1, . . . , p}, we know the analysis under H0 in Section B.2.2 can be applied to
Tat,2 similarly. Given k0 = o(p), we know [Ta1,2/
√




has the joint asymptotic normality. In summary, Theorem 3.3.5 is proved.
B.3 Proofs of Theoretical Results in Section 3.4
B.3.1 Proof of Theorem 3.4.1
Since U(a) is location invariant, we assume E(x) = 0 and E(y) = 0, without loss















and Ũ∗(a) = U(a) − Ũ(a). To prove Theorem 3.4.1, we derive the variances, covari-
ances, and asymptotic joint normality of the U-statistics. Particularly, the following
Lemma B.3.1 derives the asymptotic form of var{U(a)}, and shows that Ũ(a) is the
leading term.
Lemma B.3.1. Under the conditions of Theorem 3.4.1, var{Ũ∗(a)} = o(1)var{Ũ(a)},


















Proof. See Section B.5.23 on Page 402.
Given Lemma B.3.1, the next Lemma B.3.2 shows that the covariance between two
U-statistics asymptotically converges to 0.
Lemma B.3.2. Under the conditions of Theorem 3.4.1, for finite integers a 6= b,
cov{U(a)/σ(a),U(b)/σ(b)} → 0 as n, p→∞.
Proof. See Section B.5.24 on Page 409.
To finish the proof, it remains to show that the joint distribution of [U(a1)/σ(a1),
. . . ,U(am)/σ(am)]ᵀ is asymptotically normal for different finite integers a1, . . . , am. By
the Cramér-Wold theorem, it is equivalent to prove that any of their fixed linear com-
bination converges to normal. In addition, by Lemma B.3.1 and Slutsky’s theorem, it
suffices to prove that any fixed linear combination of [Ũ(a1)/σ(a1), . . . , Ũ(am)/σ(am)]ᵀ










D−→ N (0, 1). (B.24)
276
We next prove (B.24) following the proof of Theorem 3.2.1 in Section B.1.1 and apply
the martingale central limit theorem (Billingsley, 1995, p.476).
To construct a martingale difference, we write xi = (xi,1, . . . , xi,p)
ᵀ and yi =
(yi,1, . . . , yi,p)
ᵀ; and define a new random vector
Ri = xi for i = 1, 2, . . . , nx; Rnx+j = yj for j = 1, 2, . . . , ny.
We then define F0 = {∅,Ω} and Fk = σ{R1, . . . , Rk} for k = 1, 2, . . . , nx + ny; and
let Ek(·) denote the conditional expectation given Fk for k = 1, · · · , nx + ny. Define
Dn,k = (Ek − Ek−1)Zn and π2n,k = Ek−1(D2n,k). It follows that Zn =
∑n
k=1 Dn,k as










To prove (B.25), we derive the explicit forms of Dn,k and π
2
n,k in Section B.5.25.
Similarly to Section B.1.1, the following Lemma B.3.3 and Lemma B.3.4 suggest that
(B.25) holds.





Proof. See Section B.5.26 on Page 413.





Proof. See Section B.5.27 on Page 421.
In summary, Theorem 3.4.1 is proved.
B.3.2 Proof of Theorem 3.4.2
In this section, we first provide the conditions of Theorem 3.4.2 in Section B.3.2.1
and then prove Theorem 3.4.2 in Section B.3.2.2.
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B.3.2.1 Conditions
Theorem 3.4.2 is established under the following Conditions B.3.1 and B.3.2, where
Condition B.3.1 is the same as Condition 3.4.1∗ (1)–(3).
Condition B.3.1.
(1) n, p→∞, and nx/n→ γ ∈ (0, 1).
(2) limp→∞max1≤j≤p E(xj − µj)8 <∞; limp→∞min1≤j≤p E(xj − µj)2 > 0;
limp→∞max1≤j≤p E(yj − νj)8 <∞; and limp→∞min1≤j≤p E(yj − νj)2 > 0.








To provide Condition B.3.2, we first define some notation. The difference be-
tween Σx and Σy is defined as Dx,y = Σx − Σy = (Dj1,j2)p×p. Let J0 ⊆ {1, . . . , p}
be the largest set such that for any j1, j2 ∈ J0, σx,j1,j2 = σy,j1,j2 . Define J0,D =
{(j1, j2) : j1 or j2 6∈ J0}. Given J0 and a, b ∈ {a1, . . . , am}, we define Va,b,0,0 =∑
j1,...,j8∈J0(σx,j1,j2σx,j3,j4)
a(σx,j5,j6σx,j7,j8)





b by the definition of J0. In addition, for any tuple G = (g1, g2, . . . ,
g4(a+b)−1, g4(a+b)) ∈ Ga,b specified in Condition 3.4.1∗, we define Va,b,G,0 =
∑
j1,...,j8∈J0∏2(a+b)
t=1 σjg2t−1 , jg2t . Note that Va,b,0,0 and Va,b,G,0 are defined similarly to Va,b,0 and
Va,b,G in Condition 3.4.1∗ by changing the range of j indexes from {1, . . . , p} to
J0. Moreover, let H = {(h1, h2), (h3, h4)} ∈ H, where H includes {(1, 2), (3, 4)},














|Djh1 ,jh2Djh3 ,jh4 |
a.
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Similarly, we also define Va,H,y,1 and Va,H,y,2 by replacing σx’s with σy’s. We next
present Condition B.3.2 of Theorem 3.4.2.
Condition B.3.2. For any a, b ∈ {a1, . . . , am}, G ∈ Ga,b, and H ∈ H, we as-
sume (A1) Va,b,G,0 = o(1)Va,b,0,0; (A2) Va,H,D,3 = O(n−a)V1/2a,a,0,0; and (A3) Va,H,x,t =
o(1)V1/2a,a,0,0, for t = 1, 2.
Equivalently we can also replace (A3) in Condition B.3.2 by (A3)∗ Va,H,y,t =
o(1)V1/2a,a,0,0, for t = 1, 2. This is because by Dj1,j2 = σx,j1,j2 − σy,j1,j2 and Hölder’s
inequality, we know (A2) and (A3) induce (A3)∗; and (A2) and (A3)∗ also induce
(A3). Thus it is equivalent to assume (A3) or (A3)∗ in Condition B.3.2.
We next discuss Condition B.3.2. Let ΣC = {σx,j1,j2 : j1, j2 ∈ J0} = {σy,j1,j2 :
j1, j2 ∈ J0}, which is the common submatrix of Σx and Σy by the definition of J0.
In Condition B.3.2, (A1) implies some weak dependence structure of ΣC similar to
Condition 3.4.1∗ (4). We consider an example where Σx has the banded structure
with the bandwidth s and the entries being positive constants. Then (A1) holds if






C|J0|4 and Va,H,x,1 ≤ C|J0,D|2 = C2(p − |J0|)4. Then (A3) for t = 1 holds when
p− |J0| = o(p), which implies that the number of entries that are different in Σx and
Σy is o(p
2). In addition, (A2) and (A3) for t = 2 are regularity conditions on the
difference matrix Dx,y. For illustration, we consider an example where Dj1,j2 = ρ > 0
for any (j1, j2) ∈ J0,D, and Σx = Ip. Then V1/2a,a,0,0 = |J0|2, Va,H,x,2 ≤ |J0,D|ρap,
and Va,H,D,3 ≤ |J0,D|2ρ2a. Under this example, (A2) and (A3) of t = 2 hold if
|J0,D|ρa = O(n−a/2p) and |J0| ' p, which are similar to the assumption in Theorem
3.2.5.
B.3.2.2 Proof of Theorem 3.4.2
In this section, we prove Theorem 3.4.2 under Conditions B.3.1 and B.3.2. Recall
that we decompose U(a) = Ũ(a) + Ũ∗(a) in Section B.3.1. We further decompose
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It follows that U(a) = TD,a,1 + TD,a,2 + Ũ∗(a). To prove Theorem 3.4.2, we derive
the variances, covariances and asymptotic joint normality of the U-statistics. In
particular, next Lemma B.3.5 derives the asymptotic form of var{U(a)}, and shows
that TD,a,1 is the leading component.








where Cκ,a = {(κx − 1)/nx + (κy − 1)/ny}a + 2(κx/nx + κy/ny)a. In addition,
var(TD,a,2) = o(1)var(TD,a,1) and var{Ũ∗(a)} = o(1)var{Ũ(a)}. It follows that {TD,a,2−
E(TD,a,2)}/σ(a)
P−→ 0 and [Ũ∗(a)− E{Ũ∗(a)}]/σ(a) P−→ 0.
Proof. See Section B.5.28 on Page 424.
Lemma B.3.5 gives {TD,a,2−E(TD,a,2)}/σ(a)
P−→ 0 and [Ũ∗(a)−E{Ũ∗(a)}]/σ(a) P−→
0. Thus by Slutsky’s theorem, to prove Theorem 3.4.2, it suffices to prove
[ TD,a1,1√
var(TD,a1,1)




D−→ N (0, Im). (B.27)
Note that TD,a,1 is a summation over j indexes in J0, and by the definition of J0,
σx,j1,j2 = σy,j1,j2 for any j1, j2 ∈ J0. Therefore the analysis under H0 can be similarly
applied to TD,a,1. Given Condition B.3.1 and Condition B.3.2 (A1), we can obtain
(B.27) similarly as in Section B.3.1. In summary, Theorem 3.4.2 is proved.
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B.3.3 Proof of Proposition 3.4.1
In this section, we prove Proposition 3.4.1. Under the considered example, as










t (p− t)}2. Then
by Lemma B.3.5, when nx = ny = n/2,








where κ1 = κx + κy and κ2 = κx + κy − 2.
Recall that ρa is defined to be the value such that when ρ = ρa under the alter-
native, E{U(a)}/
√
var{U(a)} 'M for given M . By (B.28), ρa satisfies




































Let M̃ = Mp/|JD|, h̃t = ht/ν2, ν̃ =
√



















Similarly to Section B.1.5, we study ρa as a function of integer a and show that
if ρa starts to not decrease at some value, it will increase afterwards. Specifically, we































































It follows that ρa+1/ρa > 1 and ρa+1/ρa = 1 are equivalent to D(a) > M̃2 and
D(a) = M̃2, respectively.
We next show that D(a) is a strictly increasing functions of a as D1(a+1)/D1(a) >


















(2 + κ̃a+2r )
a+1
(2 + κ̃a+1r )
a+2




(2 + κ̃a+1r )
a
=
{(2 + κ̃a+2r )(2 + κ̃ar)











































t (1 − t/p) by the













t (1−t/p)}2 by Hölder’s inequality. In summary, D(a+1)/D(a) > 1,
and thus D(a) is a strictly increasing function of a.
Given the monotonicity of D(a), we know that if D(a) ≥ M̃2, D(a + 1) > M̃2;
equivalently this implies that if ρa+1 ≥ ρa, ρa+2 > ρa+1. Suppose a0 is the first integer
such that D(a0) ≥ M̃2, i.e., for any integer 1 ≤ a < a0, D(a) < M̃2. By the analysis
above, we know ρa is decreasing when a < a0, and ρa is strictly increasing when
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a > a0. Thus a0 achieves the minimum of ρa. Since D(a) is strictly increasing in a,
we know a0 <∞ given M̃ , and a0 increases as M̃ increases.














D0 = C ×
2 + κ̃2r
(2 + κ̃r)2









and we have D0 = Θ(1/s2). Therefore, when D0 ≥ M̃2, i.e., |JD| ≥ Mp/
√
D0, we
know D(1) ≥ M̃2 and the minimum of D(a) is achieved at a0 = 1. This indicates that
the minimum of ρa is achieved at a0 = 1.
B.4 Proofs of Theoretical Results in Section 3.5
B.4.1 Proof of Theorems 3.5.1 and 3.5.2
Theorem 3.5.1 is proved following the proof of Theorem 3.3.1 in Section B.2.1.
Specifically, the arguments in Section B.2.1 can be applied to proving Theorem 3.5.1
by replacing xi,j’s with Si,j’s, and therefore the details are skipped.
The proof of Theorem 3.5.2 is similar to the proof of Theorem 3.3.5 in Section




















Note that Ta,2 is a summation over j ∈ {k0 + 1, . . . , p} and E(Sj) = 0 for j ∈
{k0 + 1, . . . , p}. Thus the conclusions similar to that in Theorem 3.5.1 hold for Ta,2.
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D−→ N (0, Im). (B.29)
When var(Ta,1) = o(1)var(Ta,2), which will be proved later, we have σ
2(a) ' var(Ta,2)
and {Ta,1−E(Ta,1)}/σ(a)
P−→ 0. By the Slutsky’s theorem and (B.29), Theorem 3.5.2
is proved.
To finish the proof of Theorem 3.5.2, it remains to prove var(Ta,1) = o(1)var(Ta,2).
The analysis above gives that var(Ta,2) = Θ{(p − k0)n−a}. As k0 = o(p), to prove
var(Ta,1) = o(1)var(Ta,2), it suffices to show var(Ta,1) = o(pn
−a). Note that var(Ta,1) =

































Then E(T 2a,1) =
∑a
b=0GS,a,2,b. To prove E(T
2
a,1) − {E(Ta,1)}2 = o(pn−a), we show




When b = 0, {i1, . . . , ia}∩{̃i1, . . . , ĩa} = ∅, and it follows that GS,a,2,0 = (P na )−2k20×
P n2aρ
2a. By E(Ta,1) = k0ρ
a and k20ρ
2a = O(pn−a), we have |GS,a,2,0 − {E(Ta,1)}2| =
o(k20ρ







P n2a−b(σj1,j2 + ρ
2)bρ2(a−b).
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For (B.30), by b ≥ 1, Condition 3.5.1 (3), and Lemma B.5.1, (B.30) = O{k0n−bρ2(a−b)}.
As k0 = o(p) and ρ = O(k
−1/a
0 p
1/(2a)n−1/2), we know (B.30) = o(pn−a). For (B.31),
when b ≥ 1, (B.31) = O(k20n−bρ2a) = o(k20ρ2a) = o(pn−a). In summary, we have
|var(Ta,1)| ≤ |{E(Ta,1)}2 − GS,a,2,0| +
∑a
b=1 |GS,a,2,b| = o(pn−a). Therefore, Theorem
3.5.2 is proved.
B.5 Proofs of Technical Lemmas in Appendix B
B.5.1 Notation and Four Technical Lemmas
To facilitate the presentation of the proofs, we first introduce some notation and
then provide four technical Lemmas B.5.1–B.5.4.
Notation We define some notation to simplify the representation of summations
in the following proofs. For a < n, P(n, a) denotes the collection of a-tuples i =
(i1, . . . , ia) satisfying 1 ≤ i1 6= . . . 6= ia ≤ n. Given i ∈ P(n, a), we define {i}
as the corresponding set containing the elements of i without order, that is, {i} =
{i1, . . . , ia}. We apply usual set operations on the corresponding set of {i}. For
example, |{i}| denotes the size of the set {i1, . . . , ia}, which is a in this case. In addi-
tion, for any two integers a, b < n, and two tuples i ∈ P(n, a) and m ∈ P(n, b),
the operations {i} ∪ {m} and {i} ∩ {m} give the sets that equal to the union
{i1, . . . , ia} ∪ {m1, . . . ,mb} and intersection {i1, . . . , ia} ∩ {m1, . . . ,mb} respectively.
Moreover, we write {i} = {m} and {i} 6= {m} to indicate that the two sets {i1, . . . , ia}
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and {m1, . . . ,mb} contain the same elements or not respectively.
In addition, let C(n, a) denote the collection of a-tuples i = (i1, . . . , ia) satisfying
1 ≤ i1, . . . , ia ≤ n without constraining the elements to be different. Similarly, we
define {i} as the set containing the elements of i without order, and the set operations
also apply similarly as above. Note that |{i}| may be smaller than a under this case.
We next list four technical lemmas which shall be used in the proofs later.
Lemma B.5.1. (Guyon, 1995, Eq. (3.5)) Under the mixing assumption in Condition
3.2.2, suppose Z1 and Z2 are Z t1-measurable and Z∞t+m-measurable random variables
respectively. When E(|Z1|2+ε) < ∞ and E(|Z2|2+ε) < ∞, for some constants C and







The lemma above can also be obtained from Lemma 2.4 in Kim (1994) by taking
p = q = 2 + ε.







i=1 |ai − bi|Aq−1.
Lemma B.5.3. (Cai et al., 2013, Eq. (24)) for two series of numbers Aj and Bj for
j = 1, . . . , p. |max1≤j≤pA2j − max1≤j≤pB2j | ≤ 2 max1≤j≤p |Bj|max1≤j≤p |Aj − Bj| +
max1≤j≤p |Aj −Bj|2.
Lemma B.5.4. When u, v ≥ 0 and 0 < ϑ ≤ 1, (u+ v)ϑ ≤ uϑ + vϑ.
Proof. When u ≥ 0 and 0 < ϑ ≤ 1, f(u) = uϑ is concave function with f(0) = 0. By
the subadditivity property of concave function, we have f(u+ v) ≤ f(u) + f(v).
B.5.2 Proof of Lemma B.1.1
To illustrate the main idea of the proof of Lemma B.1.1, we first consider a setting
where xi,j’s are all independent, and under this independence case we prove Lemma
B.1.1 in Section B.5.2. Next in Section B.5.2, we prove Lemma B.1.1 under the
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dependence case with Condition 3.2.2. Last in Section B.5.2, we present the proof
under Condition 3.2.2∗
Proof illustration In this section, we present the proof of Lemma B.1.1 by only
replacing Condition 3.2.2 with the assumption that xi,j’s are independent. Recall
Ũ(a) defined in (3.5) and Ũ∗(a) = U(a) − Ũ(a). Then var{U(a)} ≤ var{Ũ(a)} +
2
√
var{Ũ(a)}var{Ũ∗(a)}+ var{Ũ∗(a)}. To prove Lemma B.1.1, we derive var{Ũ(a)}
and show var{Ũ∗(a)} = o(1)var{Ũ(a)}.
We derive var{Ũ(a)} first. Under H0, E(xi,j1xi,j2) = 0 when j1 6= j2. It follows















where following the notation defined in Section B.5.1, i and ĩ represent some tuples
i = (i1, . . . , ia) satisfying 1 ≤ i1 6= . . . 6= ia ≤ n; and ĩ = (i1, . . . , ia) satisfying
1 ≤ i1 6= . . . 6= ia ≤ n. When the corresponding two sets {i} 6= {̃i}, for example, when







= E(xi1,j1xi1,j2)× E(all the remaining terms) = 0.
Therefore, (B.32) 6= 0 only when {i} = {̃i}, i.e., {i1, . . . , ia} = {̃i1, . . . , ĩa}. In






















1≤j1 6=j2≤p; 1≤j3 6=j4≤p
{E(x1,j1x1,j2x1,j3x1,j4)}a.
When xi,j’s are independent, as j1 6= j2 and j3 6= j4, E(x1,j1x1,j2x1,j3x1,j4) 6= 0 only









)E(x21,j2). By Condition 3.2.1, we have
var{Ũ(a)} = Θ(p2n−a).
We next show var{Ũ∗(a)} = o(1)var{Ũ(a)}. As E{Ũ∗(a)} = 0, var{Ũ∗(a)} =





















Q(i, j1, j2, ĩ, j3, j4),
where we correspondingly define























To evaluate var{Ũ∗(a)}, we examine the value of Q(i, j1, j2, ĩ, j3, j4). We first note
that if Q(i, j1, j2, ĩ, j3, j4) 6= 0, the following two claims hold:
Claim 1: {j1, j2} = {j3, j4}; Claim 2: {i} = {̃i} and c1 = c2.
To prove Claim 1, we show that if {j1, j2} 6= {j3, j4}, Q(i, j1, j2, ĩ, j3, j4) = 0. We
consider j1 6∈ {j3, j4} as an example. When j1 6∈ {j3, j4}, as j1 6= j2, we further know
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j1 6∈ {j2, j3, j4} and we can write





× E(other terms with subscripts j2, j3, j4) = 0,
where we use E(
∏a
k=1 xik,j1) = {E(x1,j1)}a = 0 as E(x1,j1) = 0. In addition, to prove
Claim 2, we show that if {i} 6= {̃i}, Q(i, j1, j2, ĩ, j3, j4) = 0. If {i} 6= {̃i}, similarly to
(B.32), suppose an index i ∈ {i} but i 6∈ {̃i}. Then we can write Q(i, j1, j2, ĩ, j1, j2) =
E(xi,j1)×E(other terms) = 0 or Q(i, j1, j2, ĩ, j1, j2) = E(xi,j1xi,j2)×E(other terms) =
0. As {i} and {̃i} are of sizes a+ c1 and a+ c2 respectively, {i} = {̃i} induces c1 = c2.
Given Claim 1 and Claim 2, we write c1 = c2 = c and decompose {i} and {̃i} into
three disjoint subsets respectively as follows:
{i}(1) = {i1, . . . , ia−c}, {i}(2) = {ia−c+1, . . . , ia}, {i}(3) = {ia+1, . . . , ia+c},
{̃i}(1) = {̃i1, . . . , ĩa−c}, {̃i}(2) = {̃ia−c+1, . . . , ĩa}, {̃i}(3) = {̃ia+1, . . . , ĩa+c},
which satisfies that {i} = ∪3l=1{i}(l) and {̃i} = ∪3l=1{̃i}(l). We next prove the following
Claim 3 : if Q(i, j1, j2, ĩ, j3, j4) 6= 0, one of the following two cases hold:
1. j1 = j3, j2 = j4, {i}(1) = {̃i}(1), {i}(2) = {̃i}(2), {i}(3) = {̃i}(3);
2. j1 = j4, j2 = j3, {i}(1) = {̃i}(1), {i}(2) = {̃i}(3), {i}(3) = {̃i}(2).
To prove Claim 3, we note that Claim 1 suggests that if Q(i, j1, j2, ĩ, j3, j4) 6= 0, either
{j1 = j3, j2 = j4} or {j1 = j4, j2 = j3} holds. We consider j1 = j3 and j2 = j4 as an
example. Suppose that there exists an index i ∈ {i}(2). Since xi,j’s are independent
with mean 0, if i ∈ {̃i}(1), Q(i, j1, j2, ĩ, j1, j2) = E(x2i,j1xi,j2) × E(other terms) = 0; or
if i ∈ {̃i}(3), Q(i, j1, j2, ĩ, j1, j2) = E(xi,j1xi,j2)×E(other terms) = 0. Symmetrically, if
Q(i, j1, j2, ĩ, j1, j2) 6= 0, we know {i}(l) = {̃i}(l) for l = 1, 2, 3 under this case. The sim-
ilar analysis also applies to the second case in Claim 3. Moreover, under the two cases































which is of order O(p2n−(a+1)). Since we have obtained that var{Ũ(a)} = Θ(p2n−a),
then var{Ũ∗(a)} = o(1)var{Ũ(a)} is proved.
Proof under Condition 3.2.2 Section B.5.2 considers the case where xi,j’s are in-
dependent. In this section, we further prove Lemma B.1.1 under Condition 3.2.2. We
first explain the proof idea intuitively. Under Condition 3.2.2, xi,j’s may be no longer
independent, but the dependence between xi,j1 and xi,j2 degenerates exponentially
with their distance |j1 − j2|. We expect that when |j1 − j2| is large enough, xi,j1 and
xi,j2 are “asymptotically independent”. Specifically, we will introduce a threshold K0
to be defined in (B.40) below. Then we will show that the majority of (xi,j1 , xi,j2) pairs
satisfy |j1 − j2| > K0, and when |j1 − j2| > K0, xi,j1 and xi,j2 are weakly dependent
with similar properties to those under the independence case.
We next present the detailed proof under Condition 3.2.2. Under H0, similarly to









F (c1, c2, a)×Q(i, j1, j2, ĩ, j3, j4), (B.33)
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Similarly to Section B.5.2, to evaluate var{U(a)}, we next examine the value of
Q(i, j1, j2, ĩ, j3, j4) under different cases.
When {i} 6= {̃i}, we show (B.34) = 0, that is, Claim 2 in Section B.5.2 also holds
here. To see this, we assume without loss of generality that an index i ∈ {i} and
i 6∈ {̃i}. Then (B.34) takes one of the two following forms:
(B.34) = E(xi,j1)× E(all the remaining terms) (j1 = 1, . . . , p),
(B.34) = E(xi,j1xi,j2)× E(all the remaining terms) (1 ≤ j1 6= j2 ≤ p).









F (c1, c2, a)Q(i, j1, j2, ĩ, j3, j4)1{{i}6={̃i}} = 0, (B.35)
where 1{·} represents an indicator function.
When {i} = {̃i}, we know c1 = c2 and we write c1 = c2 = c. If c = 0,




























If c ≥ 1, for given i, ĩ ∈ P(n, a + c), we decompose the sets {i} and {̃i} into three
disjoint sets respectively, defined as:
{i}(1) = {i1, . . . , ia−c}, {i}(2) = {ia−c+1, . . . , ia}, {i}(3) = {ia+1, . . . , ia+c},
{̃i}(1) = {̃i1, . . . , ĩa−c}, {̃i}(2) = {̃ia−c+1, . . . , ĩa}, {̃i}(3) = {̃ia+1, . . . , ĩa+c},
which satisfy that {i} = ∪3l=1{i}(l) and {̃i} = ∪3l=1{̃i}(l). The definitions are similarly
used in Section B.5.2. We next examine the value of (B.34) by further discussing
different cases.
Case 1 We consider the cases where {i} = {̃i}, 1 ≤ c ≤ a−1 and {i}(1) = {̃i}(1).
Then we have {i}(2)∪{i}(3) = {̃i}(2)∪{̃i}(3). Note that here {i}(1) = {̃i}(1) is assumed,
and {i}(2), {i}(3), {̃i}(2) and {̃i}(3) are all nonempty as c ≥ 1. Similarly to Claim 3 in
Section B.5.2, we next prove that if (B.34) 6= 0, one of the following two cases holds:
{i}(3) = {̃i}(3), {i}(2) = {̃i}(2), j1 = j3, j2 = j4; (B.37)
{i}(3) = {̃i}(2), {i}(2) = {̃i}(3), j1 = j4, j2 = j3.
We prove (B.37) by contradiction.
If {i}(2) ∩ {̃i}(2) 6= ∅ and {i}(2) ∩ {̃i}(3) 6= ∅, it means that {i}(2) intersects with
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both {̃i}(2) and {̃i}(3). Suppose i1 ∈ {i}(2) ∩ {̃i}(2) and i2 ∈ {i}(2) ∩ {̃i}(3). It follows
that
(B.34) = E(xi1,j1xi1,j3)× E(xi2,j1xi2,j4)× E(all the remaining terms).
As j3 6= j4, E(xi1,j1xi1,j3) × E(xi2,j1xi2,j4) = 0 under H0. Therefore (B.34) = 0.
Similarly if {i}(3) ∩ {̃i}(2) 6= ∅ and {i}(3) ∩ {̃i}(3) 6= ∅, we know (B.34) = 0. The
analysis shows that when (B.34) 6= 0, {i}(2) only intersects with one of {̃i}(2) and
{̃i}(3). Symmetrically, {i}(3) only intersects with another one of {̃i}(2) and {̃i}(3).
Since |{i}(2)| = |{i}(3)| = |{̃i}(2)| = |{̃i}(3)|, it remains to consider two cases {{i}(2) =
{̃i}(2) and {i}(3) = {̃i}(3)} or {{i}(2) = {̃i}(3) and {i}(3) = {̃i}(2)}. To obtain (B.37),
we next examine the two cases respectively.
If {i}(2) = {̃i}(2) and {i}(3) = {̃i}(3), suppose i1 ∈ {i}(2) and i2 ∈ {i}(3). Then as
{i}(2) ∩ {i}(3) = ∅,
(B.34) = E(xi1,j1xi1,j3)× E(xi2,j2xi2,j4)× E(all the remaining terms),
which is nonzero only when j1 = j3 and j2 = j4. Similarly, if {i}(2) = {̃i}(3) and {i}(3) =
{̃i}(2), (B.34) 6= 0 only when j1 = j4 and j2 = j3. In summary, if (B.34) 6= 0, (B.37)
is obtained, and
Q(i, j1, j2, ĩ, j3, j4)× 1{{i}={̃i},{i}(1)={̃i}(1),1≤c≤a−1}




} + 1{{i}(2)={̃i}(3), j1=j4,
{i}(3)={̃i}(2), j2=j3
}).










































where the last equation uses Condition 3.2.1.
Case 2 We consider the cases when {i} = {̃i}, 1 ≤ c ≤ a − 1, {i}(1) 6= {̃i}(1)
and {i}(1) ∩ {̃i}(1) 6= ∅. Suppose that there exists an index i1 ∈ {i}(1) ∩ {̃i}(1).
Since {i}(1) 6= {̃i}(1) and |{i}(1)| = |{̃i}(1)|, there exists another index i2 ∈ {i}(1) and
i2 6∈ {̃i}(1). As {i} = {̃i}, we know i2 ∈ {̃i}(2) ∪ {̃i}(3). Without loss of generality, we
assume i2 ∈ {̃i}(2), then
(B.34) = E(xi1,j1xi1,j2xi1,j3xi1,j4)E(xi2,j1xi2,j2xi2,j3)E(other terms). (B.39)
As j1 6= j2 and j3 6= j4 in summation, it suffices to discuss four sub-cases {j1 =
j3 and j2 = j4}, {j1 = j4 and j2 = j3}, {j1 6= j3 and j1 6= j4} and {j2 6= j3 and j2 6=
j4} under Case 2.




)× E(x2i2,j1xi2,j2)× E(all the remaining terms).







E(xi2,j2) = 0 and thus (B.34) = 0. Alternatively, under Condition 3.2.2, (B.34) may
no longer be 0 due to the dependence of xi,j’s. But as discussed at the beginning
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of Section B.5.2, we expect that xi,j1 and xi,j2 are “asymptotically independent” as
|j1 − j2| increases, and thus we expect that (B.34) is close to 0 when |j1 − j2| is
large. To quantitatively evaluate (B.34) based on |j1 − j2|, we introduce a threshold
K0 below, and discuss the value of (B.34) when |j1 − j2| > K0 and |j1 − j2| ≤ K0,
respectively.
Specifically, given δ in Condition 3.2.2 and positive constants µ and ε, we define
K0 = −(2 + ε)(4 + µ)(log p)/(ε log δ). (B.40)
When |j1 − j2| > K0, by Conditions 3.2.1 and 3.2.2, we have
|(B.34)| ≤ C × |E(x2i2,j1xi2,j2)| = C × |cov(x
2
i2,j1
, xi2,j2)| ≤ Cδ
K0ε
2+ε = O(1)p−(4+µ),
where |cov(x2i2,j1 , xi2,j2)| ≤ Cδ
K0ε
2+ε holds by the α-mixing inequality in Lemma B.5.1.
When |j1 − j2| ≤ K0, by the uniform boundedness of moments from Condition 3.2.1,
we have (B.34) = O(1). To summarize, we define an event Snem = {{i} = {̃i}, 1 ≤
c ≤ a− 1, {i}(1) 6= {̃i}(1), {i}(1) ∩ {̃i}(1) 6= ∅}. Then
Q(i, j1, j2, ĩ, j3, j4)× 1{Snem,j1=j3,j2=j4}









The analysis above gives Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1=j3,j2=j4,|j1−j2|>K0} = O(1)p
−(4+µ)
and Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1=j3,j2=j4,|j1−j2|≤K0} = O(1), respectively. Moreover, the
total number of (j1, j2) pairs satisfying |j1 − j2| ≤ K0 and |j1 − j2| > K0 are O(p2)
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∣∣∣F (c, c, a)∣∣∣× 1{Snem,j1=j3,j2=j4}
×
{
















F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1=j4,j2=j3}
∣∣∣∣∣ (B.42)
= o(p2n−a).
Case 2.3 We discuss the cases where j1 6= j3 and j1 6= j4. If xi,j’s are independent
as in Section B.5.2, we know E(xi1,j1xi1,j2xi1,j3xi1,j4) = E(xi1,j1)E(other terms) = 0;
thus by (B.39), (B.34) = 0 under this setting. Similarly to Case 2.1, under Condition
3.2.2, (B.34) may be no longer 0, and we will discuss the value of (B.34) using the
threshold K0 in (B.40).
To evaluate (B.34), by (B.39), we examine E(xi1,j1xi1,j2xi1,j3xi1,j4). Let (j̃1, j̃2, j̃3, j̃4)
be the ordered version of (j1, j2, j3, j4) satisfying j̃1 ≤ j̃2 ≤ j̃3 ≤ j̃4. Then we
have E(xi1,j1xi1,j2xi1,j3xi1,j4) = E(xi1,j̃1xi1,j̃2xi1,j̃3xi1,j̃4). Under the considered cases
where j1 6= j3 and j1 6= j4, at least one of the two equations, E(xi1,j̃1xi1,j̃2) = 0 and
E(xi1,j̃3xi1,j̃4) = 0, holds. Then E(xi1,j̃1xi1,j̃2xi1,j̃3xi1,j̃4) = cov(xi1,j̃1xi1,j̃2 , xi1,j̃3xi1,j̃4).
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We thus can write
|E(xi1,j1xi1,j2xi1,j3xi1,j4)| = |E(xi1,j̃1xi1,j̃2xi1,j̃3xi1,j̃4)| (B.43)
= |cov(xi1,j̃1xi1,j̃2 , xi1,j̃3xi1,j̃4)|
= |cov(xi1,j̃1 , xi1,j̃2xi1,j̃3xi1,j̃4)|
= |cov(xi1,j̃1xi1,j̃2xi1,j̃3 , xi1,j̃4)|.
We next discuss the value of (B.43) based on the the maximum distance between
the indexes in (j̃1, j̃2, j̃3, j̃4), which is defined as
κm = max{|j̃2 − j̃1|, |j̃3 − j̃2|, |j̃4 − j̃3|}. (B.44)
We evaluate (B.43) when κm > K0 and κm ≤ K0, respectively. First, if κm >
K0, by E(x) = 0, Conditions 3.2.1, 3.2.2, and Lemma B.5.1, we have (B.43) ≤
Cδ
K0ε
2+ε = O(p−(4+µ)). If κm ≤ K0, by Condition 3.2.1, (B.43) = O(1). It follows
that Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1 6=j3,j1 6=j4,κm>K0} = O(p
−(4+µ)), and Q(i, j1, j2, ĩ, j3, j4)×
1{Snem,j1 6=j3,j1 6=j4,κm≤K0} = O(1), where the event Snem is defined in Case 2.1. Note
that the total number of (j1, j2, j3, j4) tuples satisfying κm > K0 and κm ≤ K0 are
















|F (c, c, a)| × 1{Snem,j1 6=j3,j1 6=j4}
×
[





n−(a+c){p2O(p−(4+µ)) +O(1)pK30} = o(p2n−a).
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F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{Snem,j2 6=j3,j2 6=j4}
∣∣∣ = o(p2n−a).
(B.46)







F (c, c, a)Q(i, j1, j2, ĩ, j3, j4) (B.47)
×1{{i}={̃i},1≤c≤a−1,{i}(1) 6={̃i}(1),{i}(1)∩{̃i}(1) 6=∅} = o(p
2n−a).
Case 3 We consider {i} = {̃i}, 1 ≤ c ≤ a−1, and {i}(1)∩{̃i}(1) = ∅. Here {i}(1)
and {̃i}(1) are not empty as c ≤ a− 1. Suppose there exist i1 ∈ {i}(1) and i2 ∈ {̃i}(1)
with i1 6= i2. Since {i} = {̃i} and {i}(1) ∩ {̃i}(1) = ∅, we know i1 ∈ {̃i}(2) ∪ {̃i}(3) and
i2 ∈ {i}(2) ∪ {i}(3). Without loss of generality, we assume i1 ∈ {̃i}(2) and i2 ∈ {i}(2),
then
(B.34) = E(xi1,j1xi1,j2xi1,j3)× E(xi2,j3xi2,j4xi2,j1)× E(other terms).
To evaluate (B.34), we examine E(xi1,j1xi1,j2xi1,j3)E(xi2,j3xi2,j4xi2,j1). As E(x) = 0, we
can write
E(xi1,j1xi1,j2xi1,j3) = cov(xi1,j1 , xi1,j2xi1,j3) = cov(xi1,j2 , xi1,j1xi1,j3)
= cov(xi1,j3 , xi1,j1xi1,j2),
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and similarly,
E(xi2,j3xi2,j4xi2,j1) = cov(xi2,j3 , xi2,j4xi2,j1) = cov(xi2,j4 , xi2,j3xi2,j1)
= cov(xi2,j1 , xi2,j3xi2,j4).
Recall κm in (B.44) and K0 in (B.40). If κm > K0, by Conditions 3.2.1 and 3.2.2,
and Lemma B.5.1, we have
∣∣∣E(xi1,j1xi1,j2xi1,j3)E(xi2,j3xi2,j4xi2,j1)∣∣∣ ≤ CδK0ε2+ε = O(1)p−(4+µ). (B.48)
If κm ≤ K0, by Condition 3.2.1, E(xi1,j1xi1,j2xi1,j3)E(xi2,j3xi2,j4xi2,j1) = O(1). Note
that the total number of (j1, j2, j3, j4) tuples satisfying κm > K0 and κm ≤ K0 are



























n−(a+c){O(1)p4p−(4+µ) +O(1)pK30} = o(p2n−a).
Case 4 When {i} = {̃i} and c = a, we know {i}(1) = {̃i}(1) = ∅ and {i}(2) ∪






F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{{i}={̃i},c=a}
∣∣∣ = o(p2n−a). (B.50)
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{E(xi,j1xi,j2xi,j3xi,j4)}a + o(p2n−a). (B.51)
Note that we assume E(x) = 0. For the general case with E(x) = µ, by Proposition
3.2.1, it is equivalent to replace xi,j by xi,j − µj in (B.51).
We next show that var{Ũ(a)} = (B.36) and var[Ũ∗(a)] = o(p2n−a). First note
that E{Ũ(a)} = E{Ũ∗(a)} = 0 under H0 as E(x) = 0. Then it suffices to show










F (c1, c2, a)Q(i, j1, j2, ĩ, j3, j4)× 1{c1=c2=0}. (B.52)






































F (c1, c2, a)Q(i, j1, j2, ĩ, j3, j4)× 1{c1≥1,c2≥1}.
Also by previous discussion, we know E[{Ũ∗(a)}2] = o(p2n−a).
300
To finish the proof of Lemma B.1.1, it remains to show var{Ũ(a)} = (B.36) =




{E(xi,j1xi,j2xi,j3xi,j4)}a = Θ(p2). (B.55)
To prove (B.55), we examine E(xi,j1xi,j2xi,j3xi,j4). Similarly to Case 2 above, as j1 6=
j2 and j3 6= j4 in summation, it suffices to discuss four cases {j1 = j3 and j2 = j4},
{j1 = j4 and j2 = j3}, {j1 6= j3 and j1 6= j4}, and {j2 6= j3 and j2 6= j4}.












≥Θ(1)− |cov(x2i,j1 , x
2
i,j2
)| ≥ Θ(1)− Cδ
K0ε
2+ε = Θ(1).
If j1 = j3, j2 = j4, and |j1−j2| ≤ K0, by Condition 3.2.1, E(xi,j1xi,j2xi,j3xi,j4) = O(1).




















= Θ(p2) +O(pK0) = Θ(p
2).








If j1 6= j3 and j1 6= j4, we know (B.43) holds. Recall K0 in (B.40) and κm in (B.44).


























a1{j2 6=j3,j2 6=j4} = o(p
2). (B.59)

















Combining (B.51), (B.52) and (B.60), Lemma B.1.1 is proved.
Proof under Condition 3.2.2∗ In this section, we prove Lemma B.1.1 by substi-










F (c1, c2, a)×Q(i, j1, j2, ĩ, j3, j4).
When {i} 6= {̃i}, under H0, we know (B.34) = 0 and (B.35) holds similarly. As
{i} and {̃i} are of sizes a + c1 and a + c2 respectively, in the following we consider
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{i} = {̃i}, which induces c1 = c2 and we write c1 = c2 = c.
When {i} = {̃i} and c = 0, we know (B.36) also holds similarly, and var{Ũ(a)} =








Since j1 6= j2 and j3 6= j4, we know under H0, (B.61) 6= 0 only when {j1 = j3, j2 = j4}












where the second equation follows from Condition 3.2.1.
When {i} = {̃i} and c ≥ 1, |{i}(2)| = |{i}(3)| = |{̃i}(2)| = |{̃i}(3)| > 0. Without
loss of generality, we first consider an index i ∈ {i}(2), and discuss four cases.
Case 1.1 If i 6∈ {̃i}, since E(x) = 0, we know
(B.34) = E(xi,j1)× E(all the remaining terms) = 0.
Case 1.2 If i ∈ {̃i}(2),
(B.34) = E(xi,j1xi,j3)× E(all the remaining terms),
which is nonzero when j1 = j3.
Case 1.3 If i ∈ {̃i}(3),
(B.34) = E(xi,j1xi,j4)× E(all the remaining terms) = 0,
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which is nonzero when j1 = j4.
Case 1.4 If i ∈ {̃i}(1), this suggests {i}(1) 6= ∅ and thus c ≤ a − 1. By Condition
3.2.2∗,
(B.34) = E(xi,j1xi,j3xi,j4)× E[all the remaining terms] = 0. (B.62)
When {i} = {̃i} and c ≤ a − 1, we have {i}(1) 6= ∅. We assume without loss of
generality that an index i ∈ {i}(1), and then discuss two cases.
Case 2.1 If i ∈ {̃i}(2) ∪ {̃i}(3), symmetrically, (B.34) takes a form similarly to that
in (B.62), which is 0 under H0 by Condition 3.2.2
∗.
Case 2.2 If i 6∈ {̃i}, by j1 6= j2, we know under H0,
(B.34) = E(xi,j1xi,j2)× E(all the remaining terms) = 0.
In summary, (B.34) 6= 0 only when one of the following two cases holds:
1. j1 = j3, j2 = j4, {i}(1) = {̃i}(1), {i}(2) = {̃i}(2), {i}(3) = {̃i}(3);
2. j1 = j4, j2 = j3, {i}(1) = {̃i}(1), {i}(2) = {̃i}(3), {i}(3) = {̃i}(2).


































where the last two equations use Condition 3.2.1. Similarly to Section B.5.2, by
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(B.35) and (B.54), we know var{Ũ∗(a)} = (B.63) = o(pn−a) = o(1)var{Ũ(a)}.
Remark B.1. κ1 is assumed to be a constant in Condition 3.2.2
∗. But the similar
arguments apply in the proof if κ1 changes with n, p but converges to a constant.
B.5.3 Proof of Lemma B.1.2
Note that for two integers a 6= b, cov{U(a)/σ(a),U(b)/σ(b)} = E[U(a)U(b)/{σ(a)σ(b)}],
and by Lemma B.1.1, var{Ũ∗(a)} = o(1)var{Ũ(a)}. Recall σ2(a) = var{U(a)} from
definition. Then by Cauchy-Schwarz inequality, we have


















Since a 6= b, we know the two sets {i1, . . . , ia} and {̃i1, . . . , ĩb} can not be the same.
Following similar analysis to that of (B.32), as E(xi,j1xi,j2) = 0 under H0, we have
E{Ũ(a)Ũ(b)} = 0, and thus cov{U(a)/σ(a),U(b)/σ(b)} = o(1).
In particular, we note that given Lemma B.1.1, the argument does not depend on
whether Condition 3.2.2 or 3.2.2∗ is specified.
B.5.4 Proof of Lemma B.1.3
We first show for 1 ≤ k1 6= k2 ≤ n, E(Dn,k1Dn,k2) = 0. Without loss of generality,
we consider k1 < k2. Then Ek1Zn ∈ Fk2 , and
E(Dn,k1Dn,k2)



























B.5.5 Proof of Lemma B.1.4
For given finite integer a, we derive the expression of (Ek−Ek−1)[Ũ(a)/σ(a)]. The
form of An,k,ar for a general finite integer ar in Lemma B.1.4 follows similarly.
By the definition in (3.5), we know

















We claim (B.65) 6= 0 only when k ∈ {i1, . . . , ia}. If k 6∈ {i1, . . . , ia}, we assume






















Thus if (B.65) 6= 0, we know k ∈ {i1, . . . , ia}. In addition, we next show (B.65) 6= 0
only when i1, . . . , ia ≤ k. Suppose that if there exist some indexes in {i1, . . . , ia} that
are greater than k, we assume without loss of generality that im = k, i1, . . . , im−1 < k,
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Therefore, we know (B.65) 6= 0 when k ∈ {i1, . . . , ia} and i1, . . . , ia ≤ k.
When k < a, there exist some indexes in {i1, . . . , ia} > k. Thus (B.65) = 0,
and (B.64) = 0. When k ≥ a, assume without loss of generality that ia = k and





























































B.5.6 Proof of Lemma B.1.5
By Lemma B.1.4, we know the explicit form of Dn,k =
∑m
r=1 trAn,k,ar , and it fol-
lows that π2n,k =
∑
1≤r1,r2≤m tr1tr2Ek−1(An,k,ar1An,k,ar2 ). Note that by Cauchy-Schwarz









where we define c(n, ar) = [ar × {σ(ar)P nar}
−1]2 and

























Therefore to prove Lemma B.1.5, it suffices to prove var(Tk,ar1 ,ar2 ) = o(n
−2) for every
1 ≤ k ≤ n and 1 ≤ r1, r2 ≤ m.
Without loss of generality, we prove var(Tk,a1,a2) = o(n−2) for any fixed constants
a1 and a2 and 1 ≤ k ≤ n. Similarly to Section B.5.2, for illustration, we first consider
a simple setting where xi,j’s are independent in Section B.5.6. Next in Section B.5.6.1,
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we prove that under Condition 3.2.2, var(Tk,a1,a2) = O(n−2p−1 log
3 p) = o(n−2). Last
in Section B.5.6.2, we prove that under Condition 3.2.2∗, var(Tk,a1,a2) = O(n−2p−2 +
n−3) = o(n−2). Then Lemma B.1.5 is proved.
Proof illustration In this section, we assume xi,j’s are independent and prove
Tk,a1,a2 = o(n−2).
When xi,j’s are independent, since j1 6= j2 and j3 6= j4, we know that E(xk,j1xk,j2×






















We note that c(n, a) is of order Θ(p−2n−a) by Lemma B.1.1. To prove var(Tk,a,a) =
o(n−2), it suffices to show that var(Tk,a1,a2) = o(n
a1+a2−2p4). If a1 = a2 = 1, Tk,a1,a2
is not random and thus var(Tk,a1,a2) = 0. It remains to consider a1 ≥ 1 or a2 ≥ 1












t=1 xĩt,j1xĩt,j2)} 6= 0 only when
{i} = {̃i} for given i ∈ P(k−1, a1−1) and ĩ ∈ P(k−1, a2−1). Therefore, if a1 6= a2,


























where 1{{i}={̃i}, {m}={m̃}} represents an indicator such that {i} = {̃i} and {m} = {m̃}
hold at the same time.








Q̃(i, ĩ,m, m̃, j), (B.67)
where for the simplicity of notation, we define



































}Q̃(i, ĩ,m, m̃, j),
where the two indicators 1{{i}={̃i}, {m}={m̃}} and 1{{i}6={̃i} or {m}6={m̃}} represent that
{i} = {̃i} and {m} = {m̃} hold at the same time or not, respectively. To prove
var(Tk,a1,a2) = o(n
a1+a2−2p4), since |var(Tk,a1,a2)| ≤ |E(T 2k,a1,a2)(1) − {E(Tk,a1,a2)}
2| +
|E(Tk,a1,a2)(2)|, we show |E(T 2k,a1,a2)(1)−{E(Tk,a1,a2)}
2| = o(n2(a−1)p4) and E(Tk,a1,a2)(2) =
o(na1+a2−2p4), respectively below.
Part I: |E(T 2k,a1,a2)(1) − {E(Tk,a1,a2)}
2| = o(na1+a2−2p4) By the analysis above,
E(Tk,a1,a2) = 0 if a1 6= a2. Also we know E(T 2k,a1,a2)(1) = 0 if a1 6= a2, since {i} = {̃i}
and {m} = {m̃} will not happen. Thus it remains to consider a1 = a2 = a for some
a below. By the forms of E(T 2k,a1,a2)(1) and {E(Tk,a1,a2)}
2, we consider {i} = {̃i} and
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{m} = {m̃}. If {i} ∩ {m} = ∅,





where we use the independence between xi,j’s and j1 6= j2 and j3 6= j4. If {j1, j2} ∩
{j3, j4} = ∅, (B.68) also holds similarly by the independence between xi,j’s. In
summary, when {i} = {̃i} and {m} = {m̃}, we know that |E{Q̃(i, ĩ,m, m̃, j)} −∏4
t=1{E(x21,jt)}
a| = 0, if {i} ∩ {m} = ∅ or {j1, j2} ∩ {j3, j4} = ∅. It follows that



















≤ Cna1+a2−3p4−1 = o(na1+a2−2p4),
where we use the boundedness of moments in Condition 3.2.1 and the facts:
∑
i,m∈P(k−1,a1−1); ĩ, m̃∈P(k−1,a2−1)
1{{i}={̃i}, {m}={m̃}, {i}∩{m}6=∅} ≤ Cn
a1+a2−3,
∑
1≤j1 6=j2≤p; 1≤j3 6=j4≤p
1{{j1,j2}∩{j3,j4}6=∅} ≤ Cp4−1.
Part II: E(Tk,a1,a2)(2) = o(n
a1+a2−2p4) We claim that Q̃(i, ĩ,m, m̃, j) = 0 when
|{i} ∪ {̃i} ∪ {m} ∪ {m̃}| > a1 + a2 − 2, that is, one of the index only appears once in
the four index sets. To see this, we assume, without loss of generality, i1 ∈ {i} but
i1 6∈ {̃i} ∪ {m} ∪ {m̃}, then
Q̃(i, ĩ,m, m̃, j) = E(xi1,j1xi1,j2)× E(the remaining terms) = 0. (B.70)
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Thus when Q̃(i, ĩ,m, m̃, j) 6= 0, the union of the four sets satisfies
|{i} ∪ {̃i} ∪ {m} ∪ {m̃}| ≤ a1 + a2 − 2. (B.71)
In addition, note that we need to consider {i} 6= {̃i} or {m} 6= {m̃} when analyzing
E(T 2k,a1,a2)(2). Assume, without loss of generality, that there exists an index i1 ∈ {i}
but i1 6∈ {̃i}. Similarly to (B.70), we have Q̃(i, ĩ,m, m̃, j) 6= 0 only when i1 ∈
{m} ∪ {m̃}. If i1 ∈ {m} and i1 ∈ {m̃},
Q̃(i, ĩ,m, m̃, j) = E(x1,j1x1,j3x1,j4)× E(all the remaining terms) = 0,
as j3 6= j4 and xi,j’s are independent; if i1 is only in one of {m} and {m̃}, for example,
i1 ∈ {m} but i1 6∈ {m̃}, then
Q̃(i, ĩ,m, m̃, j) = E(x1,j1x1,j3)× E(all the remaining terms),
which is nonzero only when j1 = j3. By analyzing the indexes in {̃i} symmetrically,
we further know Q̃(i, ĩ,m, m̃, j) 6= 0 only when {j1, j2} = {j3, j4}. Therefore,
|{j1, j2, j3, j4}| = 2. (B.72)
Combining (B.71) and (B.72), and by the boundedness of moments in Condition 3.2.1,
we have
|E(T 2k,a1,a2)(2)| = O(n
a1+a2−2p2). (B.73)
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In summary, combining (B.69) and (B.73), we have
|var(Tk,a1,a2)| = |E(T 2k,a1,a2)− {E(Tk,a1,a2)}
2|




B.5.6.1 Proof under Condition 3.2.2
Proof idea Section B.5.6 assumes that xi,j’s are independent. In this section, we
further prove Lemma B.1.5 under Condition 3.2.2. Similarly to Section B.5.2, we know
that under Condition 3.2.2, xi,j’s may be no longer independent, but the dependence
between xi,j1 and xi,j2 degenerates exponentially with their distance |j1 − j2|. To
quantitatively examine |j1 − j2|, we will introduce a threshold of distance D0 to be
defined in (B.77) below, which is similar to K0 in (B.40). Intuitively, when |j1 −
j2| > D0, xi,j1 and xi,j2 are “asymptotically independent” with similar properties to
those under the independence case in Section B.5.6. The following proof will provide
comprehensive discussions based on D0.
Recall that as argued at the beginning of Section B.5.6, to prove Lemma B.1.5,
it suffices to show var(Tk,a1,a2) = O(n−2p−1 log
3 p) = o(n−2) for any fixed integers a1
and a2. To facilitate the discussion, we define some notation to be used in the proof.
Notation For given tuples i(l) = (i1, . . . , ial−1) ∈ P(k − 1, al − 1) with l = 1, 2,
we define (i(1), i(2)) = (i
(1)




1 , . . . , i
(2)
a2−1), and let S(i
(1), i(2)) be a collection
of tuples (i(1), i(2)) where i(l) ∈ P(k − 1, al − 1) for l = 1, 2. Moreover, we define
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× X(k, i(l), j2l−1, j2l : l = 1, 2),
where we recall that c(n, a) = [a× {σ(a)P na }−1]2 and we define

















In addition, for easy representation, we define a3 = a1 and a4 = a2. Then for
given tuples i(l) ∈ P(k − 1, al − 1) with l = 1, 2, 3, 4, we define the tuple
(i(1), i(2), i(3), i(4)) = (i
(1)












1 , . . . , i
(4)
a2−1),
and let S(i(1), i(2), i(3), i(4)) be a collection of (i(1), i(2), i(3), i(4)) where i(l) ∈ P(k−1, al−







c(n, al)X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4),
where we define























Recall the definitions at the beginning of Section B.5.1. {i(1)} = {i(2)} represents
that the two tuples have the same elements without order. We next decompose
S(i(1), i(2)) into two parts: the collection S(i(1), i(2), 1) contains the tuples (i(1), i(2))
satisfying {i(1)} 6= {i(2)}, and the collection S(i(1), i(2), 2) contains the tuples (i(1), i(2))
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× X(k, i(l), j2l−1, j2l : l = 1, 2).
In addition, for v = 1, 2, we let the collection S(i(1), i(2), i(3), i(4), v, v) contain the tu-
ples (i(1), i(2), i(3), i(4)) such that (i(1), i(2)) ∈ S(i(1), i(2), v) and (i(3), i(4)) ∈ S(i(3), i(4), v).








×X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4).
We next define some notation on the j indexes. Given a tuple (jt1 , jt2 , jt3 , jt4), we
write its corresponding ordered version as
(j̃t1 , j̃t2 , j̃t3 , j̃t4) satisfying j̃t1 ≤ j̃t2 ≤ j̃t3 ≤ j̃t4 . (B.75)
Given the ordered indexes, we define the maximum distance between indexes in the
given tuple as DM(jt1 , jt2 , jt3 , jt4) = max{j̃t2− j̃t1 , j̃t3− j̃t2 , j̃t4− j̃t3}. For the simplicity
of presentation later, for tuples (j1, j2), (j3, j4), (j5, j6), (j7, j8) ∈ J , we further define
κ1 = DM(j1, j2, j3, j4), κ2 = DM(j5, j6, j7, j8), (B.76)
κ3 = DM(j1, j2, j5, j6) κ4 = DM(j1, j2, j7, j8).
In the following discussion, to quantitatively evaluate the distances in (B.76), we
introduce a threshold D0 below. In particular, given small positive constants µ and
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ε, and δ in Condition 3.2.2, we define
D0 =
−(2 + ε)(8 + µ) log p
ε log δ
, (B.77)
which will be used as discussed at the beginning of this section on Page 313.
Proof We present the proof of var(Tk,a1,a2) = O(n−2p−1 log
3 p) based on the nota-
tion above. Note that we can write Tk,a1,a2 =
∑2
v=1 Tk,a1,a2,v. By the Cauchy-Schwarz
inequality, we know it suffices to show var(Tk,a1,a2,v) = O(n−2p−1 log
3 p) for v = 1, 2
respectively.
Step I: var(Tk,a1,a2,1) = O(n−2p−1 log
3 p) By the definition of Tk,a1,a2,1, we have
{i(1)} 6= {i(2)} for (i(1), i(2)) ∈ S(i(1), i(2), 1). Suppose, without loss of generality, that
index i ∈ {i(1)} but i 6∈ {i(2)}. Then under H0,
E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} = E(xi,j1xi,j2)× E(other terms) = 0. (B.78)
Therefore E(Tk,a1,a2,1) = 0 and var(Tk,a1,a2,1) = E(T2k,a1,a2,1).







c(n, al)× X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4).
To prove var(Tk,a1,a2,1) = O(n−2p−1 log
3 p), we will next show that for given indexes













X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}
= O(p3 log3 p). (B.80)
Given (B.79) and (B.80), since c(n, al) = Θ(p
−2n−al), we can obtain E(T2k,a1,a2,1) =
O(n−2p−1 log3 p). Thus to finish the proof, it remains to prove (B.79) and (B.80).
To prove (B.79), we claim that E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} = 0 when
| ∪4l=1 {i(l)}| > a1 + a2 − 2, i.e., there exists one index only appears once in the four
index sets {i(l)}, l = 1, . . . , 4. Too see this, suppose an index i ∈ {i(1)} but i 6∈ {i(2)},
i 6∈ {i(3)} and i 6∈ {i(4)}, then (B.78) holds. Therefore, E{X(k, i(l), j2l−1, j2l : l =
1, 2, 3, 4)} 6= 0 only when
∣∣∣ ∪4l=1 {i(l)}∣∣∣ ≤ a1 + a2 − 2. (B.81)
By the boundedness of moments from Condition 3.2.1, we know (B.79) holds.
We next prove (B.80). For (i(1), i(2), i(3), i(4)) ∈ S(i(1), i(2), i(3), i(4), 1, 1), we know
{i(1)} 6= {i(2)} and {i(3)} 6= {i(4)}. Suppose, without loss of generality, there exists an
index i ∈ {i(3)} and i 6∈ {i(4)}. If i 6∈ {i(1)} and i 6∈ {i(2)}, similarly, (B.78) holds.
Then we consider i ∈ {i(1)} or i ∈ {i(2)} in the following three cases.
Case 1: When i ∈ {i(1)} and i 6∈ {i(2)}, we know
E
{



















If xi,j’s are independent as in Section B.5.6, we know (B.82) 6= 0 only when {j1, j2} =
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{j3, j4} = {j5, j6} = {j7, j8}, which induces |{j1, . . . , j8}| = 2 and
∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J
E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} = O(p2),
i.e., (B.80) is obtained. Under Condition 3.2.2, xi,j’s may be no longer independent,
but as discussed at the beginning of Section B.5.6.1, we can still prove (B.80) similarly
to the independence case. In particular, based on D0 in (B.77), we evaluate (B.82)
by discussing the following three sub-cases (a)–(c).
(a) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) contain only two distinct indexes
within each tuple, i.e., |{j1, j2, j3, j4}| = |{j5, j6, j7, j8}| = 2, we consider without








(a.1) If (j1, j2, j5, j6) contains two distinct indexes, i.e., |{j1, j2, j5, j6}| = 2, we
assume without loss of generality that j1 = j5 and j2 = j6. Then |{j1, . . . , j8}| =
2 and in this case, the total number of distinct j indexes is O(p2).
(a.2) If (j1, j2, j5, j6) contains at least three distinct indexes, that is, |{j1, j2, j5, j6}| ≥
3, we have |{j̃1, j̃2, j̃5, j̃6}| ≥ 3, where (j̃1, j̃2, j̃5, j̃6) denotes the ordered version
of (j1, j2, j5, j6) following the notation in (B.75). Then we have E(xk,j̃1xk,j̃2) ×
E(xk,j̃5xk,j̃6) = 0. Together with E(x) = 0, we can write
|E(x1,j1x1,j2x1,j5x1,j6)| = |cov(xk,j̃1xk,j̃2 , xk,j̃5xk,j̃6)| (B.83)
= |cov(xk,j̃1 , xk,j̃2xk,j̃5xk,j̃6)|
= |cov(xk,j̃1xk,j̃2xk,j̃5 , xk,j̃6)|.
Recall that κ3 in (B.76) represents the maximum distance between (j1, j2, j5, j6).
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If κ3 > D0, by Conditions 3.2.1 and 3.2.2, and the α-mixing inequality in Lemma
B.5.1, we know
|(B.82)| ≤ C × (B.83) ≤ Cδ
D0ε
2+ε = O(p−(8+µ)).
If κ3 ≤ D0, the total number of distinct j indexes is O(pD30).
(b) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) have at least 3 distinct elements, i.e.,
|{j1, j2, j3, j4}| ≥ 3 and |{j5, j6, j7, j8}| ≥ 3, following the notation in (B.75),
similarly to (B.83), we can write
|E(xk,j1xk,j2xk,j3xk,j4)| = |cov(xk,j̃1xk,j̃2 , xk,j̃3xk,j̃4)| (B.84)
= |cov(xk,j̃1 , xk,j̃2xk,j̃3xk,j̃4)|
= |cov(xk,j̃1xk,j̃2xk,j̃3 , xk,j̃4)|,
and
|E(xk,j5xk,j6xk,j7xk,j8)| = |cov(xk,j̃5xk,j̃6 , xk,j̃7xk,j̃8)| (B.85)
= |cov(xk,j̃5 , xk,j̃6xk,j̃7xk,j̃8)|
= |cov(xk,j̃5xk,j̃6xk,j̃7 , xk,j̃8)|.
When max{κ1, κ2} > D0 in this case, by Conditions 3.2.1 and 3.2.2, and the
α-mixing inequality,
|(B.82)| ≤ C × (B.84)× (B.85) ≤ Cδ
D0ε
2+ε = O(p−(8+µ)). (B.86)
When max{κ1, κ2} ≤ D0, by the definitions in (B.76), we know under this case,
the indexes in (j1, j2, j3, j4) are close to each other within the distance D0, and
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the indexes in (j5, j6, j7, j8) are also close to each other within the distance D0.
Then the total number of distinct indexes is O(pD30 × pD30) = O(p2D60).
(c) If only one of (j1, j2, j3, j4) and (j5, j6, j7, j8) contains at least 3 distinct indexes,
without loss of generality, we assume |{j1, j2, j3, j4}| ≥ 3 and |{j5, j6, j7, j8}| = 2.
When κ1 ≤ D0, the indexes in (j1, j2, j3, j4) are close within distance D0. As
(j5, j6, j7, j8) only contains 2 distinct indexes, the total number of distinct j
indexes is O(p3D30). When κ1 > D0, by Conditions 3.2.1 and 3.2.2, and the
α-mixing inequality, we know
|(B.82)| ≤ C × (B.84) ≤ Cδ
D0ε
2+ε = O(p−(8+µ)). (B.87)
Case 2: When i 6∈ {i(1)} and i ∈ {i(2)}, we know similar conclusion holds by
symmetricity.
Case 3: When i ∈ {i(1)} and i ∈ {i(2)}, we have
E
{



















Similarly to Case 1 above, to evaluate (B.88), we next discuss two sub-cases with
D0 in (B.77).
(a) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) only contain 2 distinct indexes within
each tuple, i.e., |{j1, j2, j3, j4}| = |{j5, j6, j7, j8}| = 2, we assume j1 = j3, j2 = j4,











Following the notation in (B.75), when k̃∗3 := min{j̃2− j̃1, j̃5− j̃2, j̃6− j̃5} < D0,
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the total number of distinct j indexes is O(p3D0). When k̃
∗
3 > D0, by Conditions






















(b) If at least one of (j1, j2, j3, j4) and (j5, j6, j7, j8) has at least 3 distinct indexes
within the tuple, it means that |{j1, j2, j3, j4}| ≥ 3 or |{j5, j6, j7, j8}| ≥ 3. Sim-
ilarly to (B.86) and (B.87), we know that when max{κ1, κ2} > D0, |(B.88)| =
O(p−(8+µ)); when max{κ1, κ2} ≤ D0, the total number of distinct j indexes is
O(p3D30).











= O(p3 log3 p) + p8O(p−(8+µ)) = O(p3 log3 p),
where we use µ > 0 and D0 = O(log p) by (B.77). Thus (B.80) is proved.
Step II: var(Tk,a1,a2,2) = O(n−2p−1 log
3 p) Recall that Tk,a1,a2,2 is constructed
from (i(1), i(2)) ∈ S(i(1), i(2), 2), where {i(1)} = {i(2)}. As {i(1)} = {i(2)} happens only
when a1 = a2, so it remains to consider a1 = a2 = a for some integer a below. It
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follows that E{X(k, i(l), j2l−1, j2l : l = 1, 2)} = {E(
∏4





































Moreover, by (B.74), we know T2k,a1,a2,2 is a summation over (i
(1), i(2), i(3), i4)) ∈
S(i(1), i(2), i(3), i(4), 2, 2), where {i(1)} = {i(2)} and {i(3)} = {i(4)} by the construction.
We define S(i(1), i(2), i(3), i(4), 2, 2, q) to be the collection of tuples (i(1), i(2), i(3), i4))
such that |{i(1)} ∩ {i(3)}| = q, where 0 ≤ q ≤ a − 1. Then we write T2k,a1,a2,2 =∑a−1







c(n, al)× X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4).
In particular, when |{i(1)} ∩ {i(3)}| = q,
E
{


















Therefore, for a1 = a2 = a,




















































and use Dk,a,a,2,q = 0 when q = 0. By the construction, we know the total number
of tuples in the collection S(i(1), i(2), i(3), i(4), 2, 2, q) is bounded by Cn2(a−1)−q, that is,
for some constant C,
∑
S(i(1),i(2),i(3),i(4),2,2,q)
1 ≤ Cn2(a−1)−q. (B.89)
Since c(n, a) = Θ(p−2n−a), to prove var(T2k,a1,a2,2) = O(n
−2p−1 log3 p), it suffices to
show for given tuple (i(1), i(2), i(3), i(4)), Dk,a1,a2,2,q = O(p3 log
3 p) for 1 ≤ q ≤ a− 1.































To evaluate Dk,a,a,2,q, we next discuss several cases, based on the notation κ1, . . . , κ4
in (B.76), and D0 in (B.77).
(a) When both tuples (j1, j2, j3, j4) and (j5, j6, j7, j8) contain only two distinct in-
dexes, i.e., |{j1, j2, j3, j4}| = |{j5, j6, j7, j8}| = 2, we assume without loss of





















Following the notation in (B.75), let (j̃1 ≤ j̃2 ≤ j̃5 ≤ j̃6) be the ordered version
of (j1, j2, j5, j6). When min{j̃2 − j̃1, j̃5 − j̃2, j̃6 − j̃5} ≤ D0, the total number
of distinct j indexes is O(p3D0). When min{j̃2 − j̃1, j̃5 − j̃2, j̃6 − j̃5} > D0, by




















(b) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) contain at least 3 distinct indexes,
i.e., |{j1, j2, j3, j4}| ≥ 3 and |{j5, j6, j7, j8}| ≥ 3, we know similarly (B.84) and
(B.85) hold. When max{κ1, κ2} > D0, by Conditions 3.2.1 and 3.2.2, and the
α-mixing inequality in Lemma B.5.1, we obtain
|Dk,a1,a2,2,q| ≤ C(B.84)× (B.85) ≤ Cδ
D0ε
2+ε = O{p−(8+µ)}.
When max{κ1, κ2} ≤ D0, by the definitions in (B.76), we know under this case,
the indexes in (j1, j2, j3, j4) are close to each other within the distance D0, and
the indexes in (j5, j6, j7, j8) are also close to each other within the distance D0.
Then the total number of distinct j indexes is O(pD30 × pD30) = O(p2D60).
(c) When only one of (j1, j2, j3, j4) and (j5, j6, j7, j8) contains at least 3 distinct in-
dexes, without loss of generality, assume |{j1, j2, j3, j4}| ≥ 3 and |{j5, j6, j7, j8}| =
2. Recall κ1 defined in (B.76). When κ1 ≤ D0, the indexes in (j1, j2, j3, j4) are
close within distance D0. As (j5, j6, j7, j8) only contains 2 distinct indexes, the
total number of distinct j indexes is O(p3D30). When κ1 > D0, by Conditions
3.2.1 and 3.2.2, and the α-mixing inequality in Lemma B.5.1, we know similarly
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(B.84) holds, and




|Dk,a1,a2,2,q| = p8 ×O(p−(8+µ)) +O(p3D30) = O(p3 log3 p). (B.90)
Thus we obtain that for given (i(1), i(2), i(3), i(4)), Dk,a1,a2,2,q = O(p3 log
3 p). Combined
with (B.89), var(T2k,a1,a2,2) = O(n
−2p−1 log3 p) follows.
Combining the results in Step I and Step II above, we obtain var(Tk,a1,a2) =
O(n−2p−1 log3 p), and thus Lemma B.1.5 is proved under Condition 3.2.2.
B.5.6.2 Proof under Condition 3.2.2∗
In this section, we prove Lemma B.1.5 by substituting Condition 3.2.2 with Condi-
tion 3.2.2∗. Note that although the independence between xi,j’s is assumed in Section
B.5.6, it is only used to specify certain joint moments of xi,j’s. Alternatively, Con-
dition 3.2.2∗ is assumed to obtain similar properties on the joint moments, and the
proof follows similarly to that in Section B.5.6.
In particular, we will prove that var(Tk,a1,a2) = O(n−3 + n−2p−2) for two given
finite integers a1 and a2 below. Under H0 and given Condition 3.2.2
∗, as j1 6= j2 and




)E(x21,j2). It follows that Tk,a1,a2 = 2c(n, a)× T̃k,a1,a2 ,
where T̃k,a,a = κ1Tk,a,a with Tk,a,a defined in Section B.5.6. To prove var(Tk,a,a) =
o(n−2), it suffices to show that var(T̃k,a1,a2) = n
a1+a2−2p4O(n−1 + p−2) as argued in
Section B.5.6.
Similarly to Section B.5.6, to show var(T̃k,a1,a2) = n
a1+a2−2p4O(n−1 + p−2), we
examine {E(T̃k,a1,a2)}2 and E(T̃ 2k,a1,a2) respectively. For E(T̃k,a1,a2), under Condition
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3.2.2∗, similarly to (B.66), we know E{(
∏a1−1
t=1 xit,j1xit,j2) × (
∏a2−1
t=1 xĩt,j1xĩt,j2)} 6= 0
only when {i} = {̃i}. When {i} = {̃i}, we write a1 = a2 = a for some a and then
E{(
∏a1−1
t=1 xit,j1xit,j2) × (
∏a2−1




a−1. We thus have
{E(T̃k,a1,a2)}2 = {κa1E(Tk,a1,a2)}2 with Tk,a1,a2 defined in Section B.5.6. Moreover,








Q̃(i, ĩ,m, m̃, j).

















Section B.5.6, respectively. To prove var(T̃k,a1,a2) = n
a1+a2−2p4O(n−1 +p−2), similarly
to Section B.5.6, we derive |E(T̃ 2k,a1,a2)(1)−{E(T̃k,a1,a2)}
2| and E(T 2k,a1,a2)(2) respectively.
Step I: |E(T̃ 2k,a1,a2)(1)−{E(T̃k,a1,a2)}
2| By the forms of E(T̃ 2k,a1,a2)(1) and E(T̃k,a1,a2),




a| = 0 by Condition 3.2.2∗; if {i} ∩ {m} 6= ∅, |{i} ∪ {m}| ≤
a1 + a2 − 2 − 1, thus |E(T̃ 2k,a1,a2)(1) − {E(T̃k,a1,a2)}
2| = O(na1+a2−3p4) by Condition
3.2.1.
Step II: E(T 2k,a1,a2)(2) We note that for j1 6= j2, E(x1,j1x1,j2) = 0, and for any
additional index j3, we have E(x1,j1x1,j2x1,j3) = 0 under Condition 3.2.2
∗. Thus
(B.72) and (B.73) still hold here, and we obtain E(T 2k,a1,a2)(2) = O(n
a1+a2−2p2).
In summary,
|var(Tk,a1,a2)| ≤ |E(T̃ 2k,a1,a2)(1) − {E(T̃k,a1,a2)}
2|+ |E(T 2k,a1,a2)(2)|
= na1+a2−2p4O(n−1 + p−2).
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−1 + p−2) by the argument at the beginning of
Section B.5.6. Therefore Lemma B.1.5 is proved.

















To prove Lemma B.1.6, it suffices to show that for given 1 ≤ k ≤ n and 1 ≤
r1, r2, r3, r4 ≤ m, we have E(
∏4
l=1An,k,arl ) = O(n
−2).
Similarly to Sections B.5.2 and B.5.6 above, we first illustrate the proof of Lemma
B.1.6, when xi,j’s are independent. Then in Section B.5.7.1, we prove Lemma B.1.6
under Condition 3.2.2. Last in Section B.5.7.2, we prove Lemma B.1.6 under Condi-
tion 3.2.2∗.




−2) for given integers al, l = 1, . . . , 4. By Lemma B.1.4, when















Q∗(i(1), i(2), i(3), i(4), j8),
where i(l) = (i
(l)
1 , . . . , i
(l)
al−1), l = 1, . . . , 4 represent the tuples satisfying 1 ≤ i
(l)
1 6=
. . . 6= i(l)al−1 ≤ n; J = {(j1, j2) : 1 ≤ j1 6= j2 ≤ p); j8 represents the tuple
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(j1, j2, j3, j4, j5, j6, j7, j8); and we define




















We claim that E(
∏8
r=1 xk,jr) 6= 0 only when
|{jt : t = 1, . . . , 8}| ≤ 4. (B.93)
If |{jt : t = 1, . . . , 8}| ≥ 5, it implies that one of the j index in {jt : t = 1, . . . , 8}
only appears once. We assume without loss of generality that j1 only appears
once, i.e., j1 6∈ {jt : t = 2, . . . , 8}. Since xk,j’s are independent, E(
∏8
r=1 xk,jr) =
E(xk,j1)E(all the remaining terms) = 0. Thus (B.93) is proved. Similarly to (B.70)






(al − 1)/2. (B.94)















B.5.7.1 Proof under Condition 3.2.2
Section B.5.7 proves Lemma B.1.6 when xi,j’s are independent. In this section, we
further prove Lemma B.1.6 under Condition 3.2.2. We first illustrate the proof idea
intuitively, which is similar to Sections B.5.2 and B.5.6.1. Under Condition 3.2.2, xi,j’s
may be no longer independent, but the dependence between xi,j1 and xi,j2 degenerates
exponentially with their distance |j1− j2|. To quantitatively examine |j1− j2|, we use
the threshold of distance D0 defined in (B.77). Intuitively, when |j1 − j2| > D0, xi,j1
and xi,j2 are “asymptotically independent” with similar properties to those under the
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independence case in Section B.5.7. The following proof will provide comprehensive
discussions based on D0.
We next present the detailed proof of Lemma B.1.6. Note that to prove Lemma






















To prove (B.95), we show the order of (B.95) in n and p respectively in the following
two steps.
Step I: order of n. We show for any fixed j8 = (j1, j2, j3, j4, j5, j6, j7, j8),∣∣∣∣∣ ∑
i(l)∈P(k−1,al−1), l=1,...,4
Q∗(i(1), i(2), i(3), i(4), j8)
∣∣∣∣∣ = O(n 12 ∑4l=1(al−1)). (B.96)
We note that Q∗(i(1), i(2), i(3), i(4), j8) 6= 0 only if (B.94) holds. Too see this, suppose
one index i1 only appears once in the four sets {i(1)}, {i(2)}, {i(3)}, {i(4)}. For example
i1 ∈ {i(1)}, but i1 6∈ ∪4l=2{i(l)}. Then
Q∗(i(1), i(2), i(3), i(4), j8) = E(xi1,j1xi1,j2)× E(the remaining terms) = 0,







Step II: order of p. To prove (B.95), it remains to show that for a given tuple
(i(1), i(2), i(3), i(4)),
∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J
Q∗(i(1), i(2), i(3), i(4), j8) = O(p
4). (B.98)
Let µ be a positive constant same as in (B.77). Define an event BcJ = {Q∗(i(1), i(2), i(3),
i(4), j8) = O(p




Q∗(i(1), i(2), i(3), i(4), j8)× 1BcJ = O(p
8p−(8+µ)) = o(1).
Moreover by Condition 3.2.1, Q∗(i(1), i(2), i(3), i(4), j8) = O(1) always holds. Thus to





We write the ordered version of j8 = (j1, j2, j3, j4, j5, j6, j7, j8) as j̃8 = (j̃1, j̃2, j̃3, j̃4,
j̃5, j̃6, j̃7, j̃8), where the indexes satisfy j̃1 ≤ j̃2 ≤ j̃3 ≤ j̃4 ≤ j̃5 ≤ j̃6 ≤ j̃7 ≤ j̃8. To
facilitate the proof, we first introduce three claims below, which will be proved later.
In particular, for given j8, if 1BJ = 1, the corresponding ordered tuple j̃8 of j8 satisfies
the following three claims with D0 defined in (B.77).
Claim 1 : For any index j̃k ∈ j̃8, if it has two neighbors j̃k−1 and j̃k+1, its distances
with the two neighbors j̃k−1 and j̃k+1 can not be bigger than D0 together. That
is, at least one of |j̃k−1 − j̃k| ≤ D0 and |j̃k − j̃k+1| ≤ D0 is true. For j̃1 and j̃8
with only one neighbor, they satisfy |j̃1 − j̃2| ≤ D0 and |j̃7 − j̃8| ≤ D0.
Claim 2 : For a pair of indexes (j̃k−1, j̃k) in j̃8, when j̃k−1 6= j̃k, if it has two
neighbors j̃k−2 and j̃k+1, the distances of the pair with the two neighbors can
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not be bigger than D0 together. That is, at least one of |j̃k−2 − j̃k−1| ≤ D0 and
|j̃k− j̃k+1| ≤ D0 holds. For the pairs (j̃1, j̃2) and (j̃7, j̃8) with only one neighbor,
when j̃1 6= j̃2 and j̃7 6= j̃8, they satisfy |j̃2 − j̃3| ≤ D0 and |j̃6 − j̃7| ≤ D0.
Claim 3 :







1BJ∩{j̃1 6=j̃2} = O(pD
2
0).







1BJ∩{j̃7 6=j̃8} = O(pD
2
0).
Given three claims above, we show (B.99) by discussing different cases.
1. When both j̃1 6= j̃2 and j̃7 6= j̃8, by Claim 3, we know the summation over
indexes (j̃1, j̃2, j̃3) is of order pD
2
0 and the summation over indexes (j̃6, j̃7, j̃8)
is also of order pD20. Then we consider (j̃4, j̃5). When |j̃4 − j̃5| ≤ D0, the
summation is of order (pD20)× pD0 × pD20 = p3D50 = p4. When |j̃4 − j̃5| > D0,
applying Claim 1 on j̃4 and j̃5 respectively, we know |j̃3−j̃4| ≤ D0 and |j̃5−j̃6| ≤
D0 hold. Therefore, the summation is of order pD
2





1BJ∩{j̃1 6=j̃2,j̃7 6=j̃8} = O(p
4).
2. When only one of j̃1 6= j̃2 and j̃7 6= j̃8 holds, without loss of generality, we
consider j̃1 = j̃2 and j̃7 6= j̃8.
(a) When |j̃2− j̃3| > D0, applying Claim 1 on j̃3, we know |j̃3− j̃4| ≤ D0. Then
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consider the pair (j̃3, j̃4). If j̃3 = j̃4, by Claim 1, |j̃5− j̃4| ≤ D0 or |j̃5− j̃6| ≤
D0 holds. As j̃7 6= j̃8, by Claim 3, the summation over (j̃6, j̃7, j̃8) is of order
pD20. Therefore, the total summation order is O(p×p×D0×pD20) = O(p4).
If j̃3 6= j̃4, applying Claim 2 on the pair (j̃3, j̃4), we know |j̃4 − j̃5| ≤ D0
as we discuss |j̃2 − j̃3| > D0. Also, as j̃7 6= j̃8, by Claim 3, the summation
order over (j̃6, j̃7, j̃8) is O(pD
2










1{BJ∩{one of j̃1 6=j̃2 or j̃7 6=j̃8, |j̃2−j̃3|>D0}} = O(p
4).
(b) When |j̃2 − j̃3| ≤ D0, the summation over j̃1, j̃2, j̃3 is of order pD0. Then
we consider j̃4, j̃5. If |j̃4 − j̃5| ≤ D0, the summation over j̃1, j̃2, j̃3, j̃4, j̃5 is
of order pD0pD0 = p
2D20. As j̃7 6= j̃8, by Claim 3, we know the summation
order of j̃6, j̃7, j̃8 is pD
2




4). If |j̃4 − j̃5| > D0, applying Claim 1 on j̃4 and j̃5
respectively, we have |j̃3− j̃4| ≤ D0 and |j̃5− j̃6| ≤ D0. Also, as j̃7 6= j̃8, by
Claim 3, we know the summation order of j̃6, j̃7, j̃8 is O(pD
2
0). Then the




1{BJ∩{one of j̃1 6=j̃2 or j̃7 6=j̃8,|j̃2−j̃3|≤D0}} = O(p
4).
3. When both j̃1 = j̃2 and j̃7 = j̃8, then we consider (j̃3, j̃4, j̃5, j̃6).
(a) If the number of distinct elements in {j̃3, j̃4, j̃5, j̃6} is smaller and equal to 2,
the order of summation over j̃3, j̃4, j̃5, j̃6 is O(p
2). We use |{j̃3, j̃4, j̃5, j̃6}| ≤
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1{BJ∩{j̃1=j̃2, j̃7=j̃8, |{j̃3,j̃4,j̃5,j̃6}|≤2}} = O(p
4).
(b) When the number of distinct elements in {j̃3, j̃4, j̃5, j̃6} is 3, we write
|{j̃3, j̃4, j̃5, j̃6}| = 3 to represent this case. Then two of j̃3 6= j̃4, j̃4 6= j̃5 and
j̃5 6= j̃6 hold. We consider without loss of generality j̃3 6= j̃4, j̃4 6= j̃5 and
j̃5 = j̃6. We apply Claim 2 on the pair (j̃3, j̃4) and Claim 1 on j̃3. Then at
least two of |j̃2 − j̃3| ≤ D0, |j̃3 − j̃4| ≤ D0 and |j̃4 − j̃5| ≤ D0 holds. Thus
the summation order is O(pD20p




1{BJ∩{j̃1=j̃2, j̃7=j̃8, |{j̃3,j̃4,j̃5,j̃6}|=3}} = O(p
4).
(c) When the number of distinct elements in {j̃3, j̃4, j̃5, j̃6} is 4, we write
|{j̃3, j̃4, j̃5, j̃6}| = 4 to represent this case, and we know j̃3 6= j̃4, j̃4 6= j̃5
and j̃5 6= j̃6. Applying Claim 2 on the pair (j̃3, j̃4), and applying Claim
1 on the two single indexes j̃3 and j̃4 respectively, we know at least two
of |j̃2 − j̃3| ≤ D0, |j̃3 − j̃4| ≤ D0 and |j̃4 − j̃5| ≤ D0 hold. Therefore
the summation over (j̃1, j̃2, j̃3, j̃4, j̃5) is of order O(p × pD20) = O(p2D20).
Then applying Claim 1 on j̃6, we know at least one of |j̃5 − j̃6| ≤ D0 and
|j̃6 − j̃7| ≤ D0 holds. Then the total order of summation for this part is




1BJ∩{j̃1=j̃2, j̃7=j̃8, |{j̃3,j̃4,j̃5,j̃6}|=4} = O(p
4).
Combining the results obtained, we know (B.99) is proved. Thus to prove (B.98), it
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remains to prove the three claims above.
By the definition of Q∗(i(1), i(2), i(3), i(4), j8) in Section B.5.7,




Then it is sufficient to show that for given j8, when the ordered version j̃8 of j8 does




)∣∣∣ = O(p−(8+µ)). (B.100)
Proof of Claim 1:
(1) When the index j̃k has two neighbors, we give the proof by an example of
k = 3. All the other cases can be obtained following similar analysis without loss
of generality. Suppose j̃3’s distances between its neighbors j̃2 and j̃4 are both bigger
than D0, i.e., |j̃2 − j̃3| > D0 and |j̃3 − j̃4| > D0. Then by Conditions 3.2.1, 3.2.2, and

























2+ε + C × |cov(xk,j̃1xk,j̃2 , xk,j̃3) + E(xk,j̃1xk,j̃2)E(xk,j̃3)|
= O(p−(8+µ)) + C × |cov(xk,j̃1xk,j̃2 , xk,j̃3)|
= O(p−(8+µ)).
Thus (B.100) holds.
(2) For j̃1 and j̃8 with only one neighbor, we give the proof on j̃1, while j̃8 can be
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2+ε + 0 ( E(xk,j̃1) = 0 )
= O(p−(8+µ)).
Thus (B.100) also holds.
Proof of Claim 2:
(1) When the pair (j̃k−1, j̃k) has two neighbors, we give the proof by the example
when k = 5, i.e., we consider the pair (j̃4, j̃5). The other cases can be proved similarly
without loss of generality. Suppose j̃4 6= j̃5 with |j̃3− j̃4| > D0 and |j̃5− j̃6| > D0. As


























































(2) For the pairs (j̃1, j̃2) and (j̃7, j̃8) with only one neighbor, we give the proof
on (j̃1, j̃2), while the proof on (j̃7, j̃8) can be obtained similarly. If j̃1 6= j̃2 and
|j̃2 − j̃3| > D0, as E(xk,j̃1xk,j̃2) = 0 under H0, by Conditions 3.2.1 and 3.2.2, and the
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Proof of Claim 3: The Claim 3 (a) is obtained by applying Claim 1 on the j̃1 and
Claim 2 on the pair (j̃1, j̃2) when j̃1 6= j̃2. The Claim 3 (b) is also obtained similarly.
B.5.7.2 Proof under Condition 3.2.2∗
In this section, we prove Lemma B.1.6 by substituting Condition 3.2.2 with Con-
dition 3.2.2∗. Similarly to Section B.5.6.2, the proof under Condition 3.2.2∗ follows
similarly to the proof under the independence case in Section B.5.7. In particu-
lar, we note that Condition 3.2.2∗ implies that if one of the indexes in {j1, . . . , j8}
only appears once, E(
∏8
r=1 xk,jr) = 0. Therefore when E(
∏8
r=1 xk,jr) 6= 0, (B.93)
holds. Also following similar analysis, we know (B.94) holds by Condition 3.2.2∗ and
E(x1,j1x1,j2) = 0 for j1 6= j2. Combining (B.93) and (B.94), Lemma B.1.6 is proved.
B.5.8 Proof of Lemma B.1.7
For easy illustration, we first prove Lemma B.1.7 when m = 1 and next present
the proof for m > 1.




























































m ≤ z}, and then we
have
(B.101) = P (∪ql=1El). (B.102)
We next examine the upper and lower bounds of (B.102). Particularly, using the
















We consider d = O(log1/5 p) below. The following proof proceeds by examining the
upper and lower bounds of P (∩st=1Elt) first and combining them based on (B.103).







P (∩st=1{(Ĝlt)2 > nyp}).
By the Bonferroni’s inequality, we have
Hd ≤ P ( ∪ql=1{(Ĝl)
2 > nyp} ) ≤ Hd−1. (B.104)
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Given l1, . . . , ls, we define two index sets: Is = {(j1lt , j
2
lt
), 1 ≤ t ≤ s} and correspond-
ingly
LIs = {(j1, j2) : (j1, j2) ∩ (u, t) 6= ∅, (u, t) ∈ Is and (j1, j2) ∈ L}, (B.105)
where L is defined in (B.5). (B.105) suggests that LIs contains all the index pairs
that have overlap with the index pairs in Is. Note that the definitions of Is and LIs
depend on the given indexes l1, . . . , ls; for the simplicity of notation, we write Is and














The cardinality of LIs is no greater than 2ps by construction. Furthermore, 2ps ≤
2pd as s ≤ d. Note that the indexes in Is and L\LIs have no intersection. By
this construction and the independence assumption in Condition 3.2.3, for any finite











l ) ∈ L\LIs}
are independent.





































































Ual ≤ Γp + z
}
.
Thus (B.107) has the following upper bound,
(B.107) ≤ P
({




















Ual ≤ Γp + z
})
.
In addition, we note that {Ĝl, (j1l , j2l ) ∈ Is} and {Ual , (j1l , j2l ) ∈ L\LIs} are in-
dependent, because of Is ∩ (L\LIs) = ∅ by the construction and the independence
assumption in Condition 3.2.3. It follows that
(B.107) ≤ Ps + PysP+z, (B.108)
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Ual ≤ Γp + z
})
.
Note that although the notation Pys, P+z and Ps in (B.109) suppress their dependence
on the specific choice of (l1, . . . , ls), this will not influence the proof due to the i.i.d.
assumption in Condition 3.2.3.
























Then (B.107) has the following lower bound,
(B.107) ≥ − P
({




















Ual ≤ z − Γp
})
.
Similarly to (B.108), as {Ĝl, (j1l , j2l ) ∈ Is} and {Ual , (j1l , j2l ) ∈ L\LIs} are indepen-
dent, we obtain
(B.107) ≥ Pys × P−z − Ps, (B.110)
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Ual ≤ z − Γp
)
.
We have obtained the upper and lower bounds of P (∩st=1Elt) in (B.108) and
(B.110) respectively. We next prove that P+z in (B.108) and P−z in (B.110) are
close in the sense that there exists some constant C > 0,
|P+z − Pz| ≤ C × Γp and |P−z − Pz| ≤ C × Γp, (B.111)










Ual is a summation over index pairs in LIs , and LIs is of size 2ps, which
is o(p2) as s ≤ d and d = O(log5 p). Following similar analysis of Ũ∗(a)/σ(a) P−→ 0











l in (B.6), Γp = Θ(log
−1/2 p) and the convergence result in (B.4), we
have for given z,
|P+z − Φ(2z + 2Γp)| ≤ CΓp, |P−z − Φ(2z − 2Γp)| ≤ CΓp, |Pz − Φ(2z)| ≤ CΓp.
As |Φ(2z + 2Γp) − Φ(2z)| ≤ CΓp for given z, |P+z − Pz| ≤ |P+z − Φ(2z + 2Γp)| +
|Φ(2z+2Γp)−Φ(2z)|+ |Pz−Φ(2z)| ≤ CΓp. Similarly, as |Φ(2z−2Γp)−Φ(2z)| ≤ CΓp,
|P−z − Pz| ≤ CΓp. Therefore (B.111) is obtained.
In summary, given (B.108), (B.110) and (B.111), we have
|P (∩st=1Elt)− Pys × Pz| ≤ Ps + C × Γp × Pys.
Given the above property of P (∩st=1Elt), we next derive an upper bound of (B.102)
341















{PysPz + (−1)s−1 × [CΓp × Pys + Ps]}





(C × Γp × Pys + Ps), (B.112)








and the fact that Pz does not depend on l1, . . . , ls in summation. From (B.104), we







As a result, we have










1≤l1<...<ls≤q Γp × Pys → 0 and∑d−1
s=1
∑
1≤l1<...<ls≤q Ps → 0 by the following three Lemmas B.5.5–B.5.7, respectively.
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(1 + o(1)) + o(1).
Proof. See Section B.2.2 in He et al. (2021e).





















{1 + o(1)}+ o(1).
Proof. See Section B.2.3 in He et al. (2021e).














∣∣∣ ≥ Γp})→ 0,
where LIs is defined in (B.105), d = O(log





and Γp = Θ(log
−1/2 p).
Proof. See Section B.2.4 in He et al. (2021e).












































e−y/2)s + o(1) → 0, where we use
Γp = Θ(log














1≤l1<...<ls≤q Ps → 0 directly from Lemma B.5.7 following the notation
Ps in (B.109).
In summary, the analysis above shows that P (∪ql=1El) ≤ Py × Pz + o(1). On the
other hand, following similar arguments, we can obtain P (∪ql=1El) ≥ Py × Pz + o(1).
Therefore, |P (∪ql=1El)− Py × Pz| → 0 is obtained, that is,




Recall the notation in (B.101) and (B.102). We then know Lemma B.1.7 is proved
for m = 1.
Proof for m > 1 We still use the notation defined in Section B.1.2, where Uarl and
Ũ(ar) for r = 1, . . . ,m follow the definitions in (B.6) and (3.5) respectively. To prove












= P (∪ql=1El), (B.115)













∩ {(Ĝl)2 > nyp}.
It follows that (B.103) and (B.104) still hold. For given l1, . . . , ls, we define Is and

























l ) ∈ L\LIs}
are independent.























∩ {∩st=1{(Ĝlt)2 > nyp}}
)
.
We take Γp same as in Section B.5.8 with Γp = Θ{(log p)−1/2}. Then for each r =


































































Therefore similarly to (B.108) and (B.110), we know
(B.116) ≤ PysP+z +
m∑
r=1














































Uarl ≤ zr − Γp
})
.
We note that the cardinality of LIs is no greater than 2ps, which is o(p
2). Similarly









P−→ 0 for r = 1, . . . ,m.






Uarl : r =

































Uarl ≤ zr − Γp
)
.
Similarly to (B.111), for each r = 1, . . . ,m, we have
|P+zr − Pzr | ≤ CΓp and |P−zr − Pzr | ≤ CΓp, (B.119)
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∣∣∣ ≤ o(1)Pys + m∑
r=1
Psr . (B.120)



















































where Hd−1 follows the definition in (B.113) and we use (B.104) and the definition













In summary, we have shown that P (∪ql=1El) ≤ Py ×
∏m
r=1 Pzr + o(1). Moreover,
following similar arguments, we have P (∪ql=1El) ≥ Py ×
∏m
r=1 Pzr + o(1). Therefore,
|P (∪ql=1El)− Py ×
∏m
r=1 Pzr | → 0 is obtained, that is,











Since (B.115) = P (∪ql=1El), {M̂n/n > yp} = ∪
q





v , we know Lemma B.1.7 is proved for m > 1.
B.5.9 Proof of Lemma B.1.8
Similarly to Section B.5.8, we prove Lemma B.1.8 for m = 1 first and then discuss
m > 1.
Proof for m = 1 Specifically, in this section, we prove for finite integer a,
∣∣∣∣∣P(Mnn > yp, Ũ(a)σ(a) ≤ z)− P(Mnn > yp)P( Ũ(a)σ(a) ≤ z)
∣∣∣∣∣→ 0. (B.121)
To prove (B.121), we start by proving the following two conclusions (B.122) and
(B.123), which suggest that Mn and M̂n have small difference in probability. To be
specific, as n, p→∞,
|P (Mn/n > yp)− P (M̂n/n > yp)| → 0, (B.122)
and
|P (Mn/n > yp , Ũ(a)/σ(a) ≤ z)− P (M̂n/n > yp , Ũ(a)/σ(a) ≤ z)| → 0. (B.123)
To prove (B.122) and (B.123), recall that in (B.7), Mn and M̂n are defined using G̃l
and Ĝl respectively. We next focus on the difference between G̃l and Ĝl. Since G̃l
and Ĝl will not change if the data xi,j is scaled by its standard deviation, then we
assume, without loss of generality, σj,j = 1, j = 1, . . . , p in the following discussion.







































































P (|x21,j| ≥ τn).





i,j for each i and k = 1, 2.
To see this, recall the notation defined in Section B.1.2 (on Page 256). In particular,
subscript l is defined to indicate a pair of indexes (j1l , j
2
l ) with 1 ≤ j1l < j2l ≤ p.
Since j1l and j
1
l only take values from the range {1, . . . , p}, we know {jkl : 1 ≤ l ≤
q} ⊆ {1, . . . , p} for k = 1, 2, and then max1≤l≤q x2i,j1l = max1≤j≤p x
2
i,j. Moreover, by
Condition 3.2.3 with ς = 2,
np max
1≤j≤p
P (|x21,j| ≥ τn) ≤ Cnp(n+ p)−τE exp(x21,1)→ 0.
It follows that P (max1≤l≤q |G̃l−Ĝl| ≥ (log p)−1)→ 0. Conditioning on max1≤l≤q |G̃l−
Ĝl| ≤ (log p)−1, by Lemma B.5.3 and |Ĝl| ≤ τn,













|G̃l − Ĝl|+ max
1≤l≤q
|G̃l − Ĝl|2
≤ 2τn/ log p+ (log p)−2.
Recall that τn = O(log(p + n)), then |Mn/n − M̂n/n|
P−→ 0. Therefore (B.122) and
(B.123) are obtained.
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Note that the left hand side of (B.121) ≤ |∆p,1| + |∆p,2| + |∆p,3|. By Lemma B.1.7,
|∆p,2| → 0; by (B.123), |∆p,1| → 0; by |∆p,3| ≤ |P (M̂n/n > yp)− P (Mn/n > yp)| and
(B.122), |∆p,3| → 0. In summary, (B.121) is proved.
Proof for m > 1 Following the proof in Section B.5.9, we know that (B.122) still
holds and similarly to (B.123),
|P (Mn/n > yp, Ũ(a1)/σ(a1) ≤ z1, . . . , Ũ(am)/σ(am) ≤ zm)
− P (M̂n/n > yp, Ũ(a1)/σ(a1) ≤ z1, . . . , Ũ(am)/σ(am) ≤ zm)| → 0.
Given these results and Lemma B.1.7, we know that Lemma B.1.8 holds for m > 1,
following the arguments in Section B.5.9 similarly.
B.5.10 Proof of Lemma B.1.9
Similarly to Section B.5.9, we first prove Lemma B.1.9 for m = 1 in Section B.5.10,
and then discuss the case for m > 1 in Section B.5.10.
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> z + ε
)
, Pz+ε = P
( Ũ(a)
σ(a)









> z − ε
)
, Pz−ε = P
( Ũ(a)
σ(a)











Φ(·) is the cumulative distribution function of standard normal distribution, and
Φ̄(·) = 1− Φ(·). Then
(B.127) = |Pzy − Puz × Pyp| ≤ |Pzy − Pz+ε|+ |Pz+ε − Puz+εPyp |+ |Puz+εPyp − PuzPyp|.
We next show (B.127) → 0 by proving the three parts above all converges to 0
respectively.
First we show |Pzy−Pz+ε| → 0. Note that Pz+ε ≤ Pzy ≤ Pz−ε, then |Pzy−Pz+ε| ≤
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|Pz−ε − Pz+ε|. In addition,
|Pz−ε − Pz+ε|
≤ |Pz−ε − Puz−ε × Pyp |+ |Puz−ε × Pyp − Puz+ε × Pyp |+ |Puz+ε × Pyp − Pz+ε|
≤ o(1) + |Puz+ε − Puz−ε|,
where we use (B.121) in the last inequality. Moreover, by the proof of Theorem 3.2.1
in Section B.1.1, we know Ũ(a)/σ(a) D−→ N (0, 1). Thus when n, p→∞ and ε→ 0,
|Puz+ε − Puz−ε|
≤ |Puz+ε − Φ̄(z + ε)|+ |Φ̄(z + ε)− Φ̄(z − ε)|+ |Puz−ε − Φ̄(z − ε)|+ o(1)
→ 0.
Second, we know |Pz+ε − Puz+εPyp | → 0 by (B.121). Last, we show |Puz+εPyp −
PuzPyp | → 0. By the proof of Theorem 3.2.1 in Section B.1.1, we know Ũ(a)/σ(a)
D−→
N (0, 1), {U(a)− Ũ(a)/σ(a)} P−→ 0, and U(a)/σ(a) D−→ N (0, 1). Thus when n, p→∞
and ε→ 0,
|Puz+εPyp − PuzPyp |
≤ |Puz+ε − Puz|
≤ |Puz+ε − Φ̄(z + ε)|+ |Φ̄(z + ε)− Φ̄(z)|+ |Puz − Φ̄(z)|+ o(1)
→ 0.
In summary (B.127) is proved.
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We next prove (B.126) similarly to the proof of (B.127). Specifically, we write













= |Pz0 − Py0 × Puz|,
where we define Pz0 = P (nU2(∞) > yp, U(a)σ(a) > z) and Py0 = P (nU
2(∞) > yp). Note
that










, Py−ε = P
(Mn
n











, Py+ε = P
(Mn
n
> yp + ε
)
.
To prove (B.126), we will show |Pz0−Pzy−ε|, |Pzy−ε−Py−εPuz|, and |Py−εPuz−Py0Puz|
all converge to 0 respectively.
First we show |Pz0 − Pzy−ε| → 0. Note that Wn
P−→ 0 where Wn = (n2U2(∞) −
Mn)/n by the proof of Theorem 3 in Cai and Jiang (2011). Then for any ε > 0,
P (|Wn| > ε)→ 0. Since Pzy+ε − P (|Wn| > ε) ≤ Pz0 ≤ Pzy−ε + P (|Wn| > ε), we have
|Pz0 − Pzy−ε| ≤ |Pzy−ε − Pzy+ε|+ o(1). Furthermore,
|Pzy−ε − Pzy+ε|
≤ |Pzy−ε − Py−εPuz|+ |Py−εPuz − Py+εPuz|+ |Py+εPuz − Pzy+ε| → 0,
where the last equation follows from (B.127) and |Py−ε − Py+ε| → 0 when ε → 0.
Second we know |Pzy−ε−Py−εPuz| → 0 by (B.127). Last we show |Py−εPuz−Py0Puz| →
0. In particular, as Py+ε − P (|Wn| > ε) ≤ Py0 ≤ Py−ε + P (|Wn| > ε) and P (|Wn| >
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ε)→ 0, we have
|Py−εPuz − Py0Puz| ≤ |Py−ε − Py0| ≤ |Py−ε − Py+ε|+ o(1)→ 0.
In summary, Lemma B.1.9 is proved.
Proof for m > 1 Note that Wn = {n2U2(∞)−Mn}/n
P−→ 0 and Ũ∗(ar) = U(ar)−
Ũ(ar)
P−→ 0 for each r = 1, . . . ,m as argued in Section B.1.2. Therefore when m is
finite, the arguments above can be applied to prove Lemma B.1.9 for m > 1 similarly.
B.5.11 Proof of Lemma B.1.10
We first prove Vu,1(a)/E{Vu,1(a)}
P−→ 1. To prove this, and it suffices to show
var{Vu,1(a)}/E2{Vu,1(a)} → 0. By the notation defined in Section B.5.1, we have
var{Vu,1(a)}



















































When {i} ∩ {̃i} = ∅, (B.128) = 0. We then know that (B.128) 6= 0 only when
|{i} ∪ {̃i}| ≤ 2a− 1. Along with Condition 3.2.1, we have
|var{Vu,1(a)}| ≤ Cp4n−4an2a−1,
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which induces var{Vu,1(a)} = O(p4n−2a−1). By (B.55) and (B.60), we know E{Vu,1(a)} =
Θ(p2n−a). It follows that var{Vc,1(a)}/E2{Vc,1(a)} → 0 as n→∞.
We next prove Vu,2(a)/E{Vu,1(a)}
P−→ 0. By the Markov’s inequality, it suffices to
prove E{V2u,2(a)} = o(1)[E{Vu,1(a)}]2. As E{Vu,1(a)} = Θ(p2n−a), it is sufficient to
prove E{V2u,2(a)} = o(p4n−2a) below.
We first derive the form of Vu,2(a). In particular, when a = 1,































where Cs1,r1,s2,r2 is some constant and we use
(xi,j1 − x̄i,j1)2(xi,j2 − x̄i,j2)2 − x2i,j1x
2
i,j2
= (x2i,j1 − 2xi,j1x̄j1 + x̄
2
j1



















Following this example, we similarly give the form of Vu,2(a) for general a ≥ 1. Given
tuple i ∈ P(n, a), for k = 1, 2, let i(k)(a−rk) represent a sub-tuple of i with length a− rk,
and define S(i, a− rk) to be the collection of sub-tuples of i with length a− rk. Then
for a ≥ 1, we write Vu,2(a) =
∑



























































































Recall that x̄j =
∑n




























(k), m̃(k); k = 1, 2},









































Since E(xi,j) = 0, T{i(k)(a−rk), ĩ
(k)
(a−rk),m












































(sk + 2rk). (B.129)
By (B.129) and the boundedness of moments in Condition 3.2.4, we have













k=1(sk + 2rk) ≥ 1.
B.5.12 Proof of Lemma B.1.11
To show var{U(a)} ' var(TU,a,1,1), it suffices to prove var(TU,a,1,1) = Θ(p2n−a),
var(TU,a,1,2) = o(p
2n−a) and var(TU,a,2) = o(p
2n−a). The following three sections
B.5.12.1–B.5.12.3 prove the three results respectively.
B.5.12.1 Proof of var(TU,a,1,1) = Θ(p
2n−a)
As E(TU,a,1,1) = 0, var(TU,a,1,1) = E(T
2














Similarly to Section B.5.2, E(
∏a







t=1 x1,jt)}a. By Condition
3.2.6, as (j1, j2), (j3, j4) ∈ J cA,
E(x1,j1x1,j2x1,j3x1,j4) = κ1(σj1,j3σj2,j4 + σj1,j4σj2,j3). (B.130)
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We next evaluate (B.130) by discussing three cases on (j1, j2, j3, j4). First, if |{j1, j2}∩















Second, if |{j1, j2} ∩ {j3, j4}| = 1, we assume without loss of generality j1 = j3 and
j2 6= j4, (B.130) = κ1σj1,j1σj2,j4 , which is nonzero only when (j2, j4) ∈ JA, and then













Third, if |{j1, j2} ∩ {j3, j4}| = 0, we know j1 6= j2 6= j3 6= j4, and (B.130) 6= 0
only if (j1, j3), (j2, j4) ∈ JA or (j1, j4), (j2, j3) ∈ JA. Then (B.130) = O(ρ2a). By the





























a, which is of order Θ(p2n−a).
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c=1K(c, j1, j2), by the Cauchy-Schwarz inequality,














K(c, j1, j2)} = o(p2n−a), for each 1 ≤ c ≤ a. Note that















Qc(i, j1, j2, ĩ, j3, j4),
where we define


























Qc(i, j1, j2, ĩ, j3, j4) = o(n
2(a+c)−ap2). (B.131)
We note that E(x1,j) = 0 and E(x1,j1x1,j2) = E(x1,j3x1,j4) = 0 for (j1, j2), (j3, j4) ∈









To prove (B.131), it remains to prove for given i, ĩ ∈ P(n, a+ c),
∣∣∣ ∑
(j1,j2),(j3,j4)∈JcA
Qc(i, j1, j2, ĩ, j3, j4)
∣∣∣ = O(p2). (B.133)
We next prove (B.133) by discussing the value of Qc(i, j1, j2, ĩ, j3, j4). To facilitate
the discussion, for given i, ĩ ∈ P(n, a + c), we decompose the sets {i} and {̃i} into
three disjoint sets respectively, defined as
{i}(1) = {i1, . . . , ia−c}, {i}(2) = {ia−c+1, . . . , ia}, {i}(3) = {ia+1, . . . , ia+c},
{̃i}(1) = {̃i1, . . . , ĩa−c}, {̃i}(2) = {̃ia−c+1, . . . , ĩa}, {̃i}(3) = {̃ia+1, . . . , ĩa+c},
which satisfy that {i} = ∪3l=1{i}(l) and {̃i} = ∪3l=1{̃i}(l).
When c ≤ a − 1, {i}(1) 6= ∅. We consider an index i ∈ {i}(1), and discuss four
different cases. First, if i 6∈ {̃i},
Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2)E(other terms) = 0,
where the last equation follows from E(xi,j1xi,j2) = 0 when (j1, j2) ∈ JA. Second, if
i ∈ {̃i}(2),
Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2xi,j3)E(other terms) = 0,
where the last equation is obtained by Condition 3.2.6. Third, if i ∈ {̃i}(3), similarly
by Condition 3.2.6, we also know
Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2xi,j4)E(other terms) = 0. (B.134)
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Fourth, if i ∈ {̃i}(1),
Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2xi,j3xi,j4)E(other terms). (B.135)












In addition, when c = a, {i}(1) = ∅ but {i}(2) and {i}(3) 6= ∅. We next consider
an index i ∈ {i}(2) without loss of generality. Following similar analysis, we know
Qc(i, j1, j2, ĩ, j3, j4) = 0 when i 6∈ {̃i}.
By symmetrically analyzing the indexes in i and ĩ similarly as above, we know that
Qc(i, j1, j2, ĩ, j3, j4) 6= 0 only when {i}(1) = {̃i}(1) and {i}(2) ∪ {i}(3) = {̃i}(2) ∪ {̃i}(3).
When Qc(i, j1, j2, ĩ, j3, j4) 6= 0, suppose r = |{i}(2)∩{̃i}(2)| then |{i}(2)∩{̃i}(3)| = c−r,
|{i}(3) ∩ {̃i}(2)| = c− r, and |{i}(3) ∩ {̃i}(3)| = r. It follows that



















To prove (B.133), we next examine the value of (B.136) with respect to three different
cases of (j1, j2, j3, j4).
Case (1) If |{j1, j2}∩{j3, j4}| = 2, it means that {j1, j2} = {j3, j4}. Assume, without
loss of generality, that j1 = j3 and j2 = j4. Then (B.136) = O{(σj1,j1σj2,j2)a−c+r ×
(σ2j1,j2)
c−r}, which is nonzero only when r = c as σj1,j2 = 0. By the symmetricity of j
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indexes and the boundedness of moments in Condition 3.2.1,
∣∣∣∣∣ ∑
(j1,j2),(j3,j4)∈JcA
Qc(i, j1, j2, ĩ, j3, j4)× 1{|{j1,j2}∩{j3,j4}|=2}
∣∣∣∣∣ ≤ Cp2.
Case (2) If |{j1, j2} ∩ {j3, j4}| = 1, we assume without loss of generality that j1 =
j3 but j2 6= j4. Then (B.136) = O(1)(σj1,j1σj2,j4)a−c+r(σj1,j4σj1,j2)c−r, which is also














where we use Condition 3.2.5 that σj2,j4 = ρ when (j2, j4) ∈ JA and σj2,j4 = 0 when
(j2, j4) 6∈ JA.
Case (3) If |{j1, j2} ∩ {j3, j4}| = 0, it means that j1 6= j2 6= j3 6= j4. Then




which nonzero only when (j1, j3), (j2, j4) ∈ J cA or (j1, j4), (j2, j3) ∈ J cA. By the sym-
metricity of j indexes, Condition 3.2.1 and Condition 3.2.5,
∣∣∣∣∣ ∑
(j1,j2),(j3,j4)∈JcA










Qc(i, j1, j2, ĩ, j3, j4)
∣∣∣ = O(p2 + p|JA|ρa + |JA|2ρ2a) = o(p2),
as we assume |JA|ρa = O(pn−a/2).
B.5.12.3 Proof of var(TU,a,2) = o(p
2n−a)







(j1,j2)∈JA K(c, j1, j2). To prove var(TU,a,2) = o(p
2n−a), it suffices
to prove var(TU,a,2,c) = o(p
2n−a) for 0 ≤ c ≤ a. Following the notation in Section
B.5.12.2, we have





Qc(i, j1, j2, ĩ, j3, j4).











Q̃c(i, j1, j2, ĩ, j3, j4), (B.138)
where we define Q̃c(i, j1, j2, ĩ, j3, j4) = Qc(i, j1, j2, ĩ, j3, j4) when 1 ≤ c ≤ a; and
Q̃c(i, j1, j2, ĩ, j3, j4) = Qc(i, j1, j2, ĩ, j3, j4)− (σj1,j2σj3,j4)a when c = 0.
To prove var(TU,a,2,c) = o(p
2n−a) for 1 ≤ c ≤ a, we next examine the value
of Qc(i, j1, j2, ĩ, j3, j4). For given i, ĩ ∈ P(n, a + c), we define {i}(l) and {̃i}(l) for
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l = 1, 2, 3 same as in Section B.5.12.2. Consider an index i ∈ {i}(2). If i 6∈ {̃i},
Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1)E(other terms) = 0.
If i ∈ {̃i}(1), by Condition 3.2.6,
Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j3xi,j4)E(other terms) = 0.
Similarly, for an index i ∈ {i}(3), we have Qc(i, j1, j2, ĩ, j3, j4) = 0 if i 6∈ {̃i} or i ∈
{̃i}(1). Analyzing the indexes in {̃i} symmetrically, we know thatQc(i, j1, j2, ĩ, j3, j4) 6=
0 only when {i}(2) ∪ {i}(3) = {̃i}(2) ∪ {̃i}(3). Suppose |{i}(2) ∩ {̃i}(2)| = r, then
|{i}(2) ∩ {̃i}(3)| = c− r, |{i}(3) ∩ {̃i}(2)| = c− r, and |{i}(3) ∩ {̃i}(3)| = r. Moreover, we
let |{i}(1) ∩ {̃i}(1)| = tc then 0 ≤ tc ≤ a− c. It follows that











To examine (B.131), we next analyze (B.139) with respect to different c and tc values,
where 0 ≤ c ≤ a, 0 ≤ r ≤ c, and 0 ≤ tc ≤ a− c.
When c = 0 and tc = t0 = 0, it means that {i} = {i}(1), {̃i} = {̃i}(1), {i}∩{̃i} = ∅,















In the following, it remains to consider the cases when c ≥ 1 or tc ≥ 1 in (B.139),
which are examined by discussing three cases (j1, j2, j3, j4) below.
Case (1) If |{j1, j2}∩{j3, j4}| = 2, we assume without loss of generality that j1 = j3











Case (1.1) For c = 0 and 1 ≤ tc = t0 ≤ a, we have |{i} ∪ {̃i}| ≤ 2a− t0, and∣∣∣∣∣ ∑
i,̃i∈P(n,a);
(j1,j2),(j3,j4)∈JA













O(1)n2a−t0 |JA| × (ρ2a + ρ2(a−t0)),
where we use Condition 3.2.5.
Case (1.2) For 1 ≤ c ≤ a and 0 ≤ tc ≤ a− c, we have |{i} ∪ {̃i}| ≤ 2a− tc, and




















O(1)n2a−tc |JA|{ρ2(a−r) + ρ2(a−tc−r)}.
Case (2) If |{j1, j2} ∩ {j3, j4}| = 1, we assume without loss of generality that j1 =
j3 and j2 6= j4. Then by Condition 3.2.6, E(x1,j1x1,j2x1,j3x1,j4) = κ1(2σj1,j2σj1,j4 +
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σj1,j1σj2,j4). We then know
(B.139) = {κ1(2σj1,j2σj1,j4 + σj1,j1σj2,j4)}tc(σj1,j2σj1,j4)a−c−tc(σj1,j1σj2,j4)r(σj1,j4σj1,j2)c−r.
Case (2.1) For c = 0 and 1 ≤ tc = t0 ≤ a, we have |{i} ∪ {̃i}| ≤ 2a − t0, and
(B.139) 6= 0 at least when (j1, j2), (j1, j4) ∈ JA. Then∣∣∣∣∣ ∑
i,̃i∈P(n,a);
(j1,j2),(j3,j4)∈JA
















|Jj1| × |JA|(ρ2a + ρ2a−t0).
Case (2.2) For c ≥ 1 and 0 ≤ tc ≤ a−c, we have |{i}∪{̃i}| ≤ 2a−tc. (B.139) 6= 0













|Jj1| × |JA|(ρ2a−tc−r + ρ2a−r).
Case (3) If |{j1, j2} ∩ {j3, j4}| = 0, we know j1 6= j2 6= j3 6= j4. Then by Condition
3.2.6 and 3.2.5, E(x1,j1x1,j2x1,j3x1,j4) = κ1(σj1,j2σj3,j4+σj1,j3σj2,j4+σj1,j4σj2,j3) = O(ρ
2).
Therefore, (B.139) = O(ρ2a).
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Case (3.1) For c = 0 and 1 ≤ tc = t0 ≤ a, we have |{i} ∪ {̃i}| ≤ 2a− t0.∣∣∣∣∣ ∑
i,̃i∈P(n,a);
(j1,j2),(j3,j4)∈JA











Case (3.2) For 1 ≤ c ≤ a and 0 ≤ tc ≤ a, we have |{i} ∪ {̃i}| ≤ 2a− tc. Then for

















where we use the symmetricity of indexes.

























































We then examine the six summed terms in the right hand side of (B.147) and
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show that they are o(p2n−a) respectively.
(1) For the first term in (B.147), as |JA|ρa = O(pn−a/2), n−t0|JA|ρ2a = n−t0 ×
|JA|−1|JA|2ρ2a = o(p2n−a), and
n−t0 |JA|ρ2(a−t0) =n−t0 |JA|1−2(a−t0)/a(|JA|ρa)2(a−t0)/a
=O(1)p2n−a|JA|−1+t0/a(|JA|/p2)t0/a = o(p2n−a),
where we use 1 ≤ t0 ≤ a and |JA| = o(p2) in the last equation.
(2) For the second term in (B.147), as r ≤ c ≤ a and |JA| = o(p2),
n−(2c+tc)|JA|ρ2(a−r) =n−(2c+tc)|JA|1−2(a−r)/a(|JA|ρa)2(a−r)/a
=O(1)p2n−a+r−2c−tc |JA|−1+r/a(|JA|/p2)r/a = o(p2n−a),
and similarly as r ≤ c ≤ a, tc + r ≤ a and c ≥ 1,
n−(2c+tc)|JA|ρ2(a−tc−r)
=O(1)p2n−a+tc+r−2c−tc |JA|−1+(tc+r)/a(|JA|/p2)(tc+r)/a = o(p2n−a).
(3) For the third term in (B.147), as 1 ≤ t0 ≤ a, and |JA|ρa = O(pn−a/2),
n−t0 max
1≤j1≤p
























where in the last equation, we use the facts that 1 ≤ t0 ≤ a, max1≤j1≤p |Jj1| ≤ |JA|,
and max1≤j1≤p |Jj1| ≤ p.












































(5) For the fifth and sixth terms in (B.147), as |JA|ρa = O(pn−a/2), t0 ≥ 1 and
c ≥ 1, we know n−t0|JA|2ρ2a = o(p2n−a), and n−(2c+tc)|JA|2ρ2a = o(p2n−a).
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B.5.13 Proof of Lemma B.1.12
The proof is similar to Section B.5.3. In particular, Lemma B.1.12 shows that
var{U(a)} ' var(TU,a,1,1). By the Cauchy-schwarz inequality,
cov{U(a)/σ(a),U(b)/σ(b)} = E{TU,a,1,1TU,b,1,1}/{σ(a)σ(b)}+ o(1),




















Since a 6= b, {i} 6= {̃i}. Assume without loss of generality that a < b and index









= E(x1,j3x1,j4)× E(other terms) = 0,
where we use the σj1,j2 = σj3,j4 = 0 for (j1, j2), (j3, j4) ∈ J cA. Therefore, we have
cov(TU,a,1,1, TU,b,1,1) = 0 and the lemma is proved.
B.5.14 Proof of Lemma B.1.13
We prove Lemma B.1.13 similarly as in Section B.5.6. By the Cauchy-Schwarz in-




n,k) ≤ Cn2 max1≤k≤n; 1≤r1,r2≤m var(Tk,ar1 ,ar2 ),
where c(n, a) = [a × {σ(a)P na }−1]2 and for two finite integers a1 and a2, Tk,a1,a2 =












X(k, i(l), j2l−1, j2l : l = 1, 2)
















n,k) → 0, it suffices to prove var(Tk,ar1 ,ar2 ) = o(n
−2) for any 1 ≤
r1, r2 ≤ m. Without loss of generality, we consider two finite integers a1 and a2, and
prove var(Tk,a1,a2) = o(n−2) when max{a1, a2} ≤ k ≤ n.













X(k, i(l), j2l−1, j2l : l = 1, 2).
Here 2 ≤ M ≤ 4 because 2 ≤ |{j1, j2} ∪ {j3, j4}| ≤ 4 when (j1, j2), (j3, j4) ∈ J cA. By
the Cauchy-Schwarz inequality, to prove var(Tk,a1,a2) = o(n−2), it suffices to prove
var(Tk,a1,a2,(M)) = o(n−2) for M = 2, 3, 4. For easy presentation, we let a3 = a1 and













× X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4),
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where

















































X(k, i(l), j2l−1, j2l : l = 3, 4)
}]
,
where we similarly define

















To prove var(Tk,a1,a2,(M)) = o(n−2), we examine the value of
E
{









X(k, i(l), j2l−1, j2l : l = 3, 4)
}
.
We next show that when (B.148) 6= 0, the following two claims hold:
Claim 1: ({i(1)} ∪ {i(2)}) ∩ ({i(3)} ∪ {i(4)}) 6= ∅, (B.149)
Claim 2: | ∪4l=1 {i(l)}| ≤ a1 + a2 − 2.
Claim 1 can be straightforwardly seen from the definition (B.148). We then prove
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Claim 2. Note that E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} 6= 0 only when | ∪4l=1 {i(l)}| ≤
a1+a2−2 following similar analysis to Section B.5.6.1. In addition, as σj1,j2 = σj3,j4 =
0 when (j1, j2), (j3, j4) ∈ J cA, we know that E{X(k, i(l), j2l−1, j2l : l = 1, 2)} 6= 0 only
when {i(1)} = {i(2)}; as σj5,j6 = σj7,j8 = 0, we similarly know that E{X(k, i(l), j2l−1, j2l :
l = 3, 4)} 6= 0 only when {i(3)} = {i(4)}. It follows that if | ∪4l=1 {i(l)}| > a1 + a2 − 2,
(B.148) = 0. Thus to evaluate var{Tk,a1,a2,(M)}, it remains to consider (B.148) under
the cases when ({i(1)} ∪ {i(2)}) ∩ ({i(3)} ∪ {i(4)}) 6= ∅ and | ∪4l=1 {i(l)}| ≤ a1 + a2 − 2.
Given the two claims above, we examine var{Tk,a1,a2,(M)} for M = 2, 3, 4 re-

































We next consider M = 2, 3, 4 in the following Cases (1)–(3), respectively. We
assume without loss of generality that a1 ≤ a2 in the following.
Case (1): When M = 2, by the definition of Tk,a1,a2,(M), we know {j1, j2} =




4na1+a2−3} = o(n−2) by the boundedness of moments in Condition
3.2.1 and the definition of var{Tk,a1,a2,(M)}(2).
We next prove var{Tk,a1,a2,(M)}(1) = o(n−2). Recall that we consider |∪4l=1 {i(l)}| =
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a1 + a2− 2 here by the construction of var{Tk,a1,a2,(M)}(1). Suppose |{i(1)} ∩ {i(2)}| =
s, where s ≤ a1 − 1. Then symmetrically |{i(3)} ∩ {i(4)}| = s. Further assume
|{i(1)}∩{i(3)}| = s1, then |{i(2)}∩{i(3)}| = a1−1−s−s1, |{i(1)}∩{i(4)}| = a1−1−s−s1
and |{i(2)}∩{i(4)}| = a2−a1 + s1. It follows that |({i(1)}∪{i(2)})∩ ({i(3)}∪{i(4)})| =
a1 + a2 − 2 − 2s. Note that (B.148) = 0 if a1 + a2 − 2 − 2s = 0, which can only be
achieved when a1 = a2 and s = a1 − 1. It remains to consider a1 + a2 − 2− 2s ≥ 1,







































Under the considered Case (1), {j1, j2} = {j3, j4} and {j5, j6} = {j7, j8}. If




∣∣∣∣∣ = O(p3). (B.151)
If |{jt : t = 1, . . . , 8}| = 4, {j1, j2}∩{j5, j6} = ∅. By Conditions 3.2.1, 3.2.6 and 3.2.5,
we know E(
∏4
t=1 x1,jt) = κ1σj1,j1σj2,j2 = O(1) and similarly E(
∏8
t=5 x1,jt) = O(1). By
(B.150), (B.148) 6= 0 only if E(
∏
t=1,2,5,6 x1,jt) 6= 0. This induces (j1, j5), (j2, j6) ∈ JA
or (j1, j6), (j2, j5) ∈ JA, and then (B.148) = O(ρ2(a1+a2−2s)). By the symmetricity of
























l=1 c(n, al) = o(n
−2), and
|JA|2ρ2(a1+a2−2−2s)na1+a2−2c(n, a1)c(n, a2) (B.153)
= O(1)p−4n−2|JA|2−
2(a1+a2−2−2s)
















Therefore var{Tk,a1,a2,(M)}(1) = o(n−2).
Case (2): When M = 3, we assume without loss of generality that j1 = j3 and
j5 = j7, then
{j1, j2, j3, j4} = {j1, j2, j4} and {j5, j6, j7, j8} = {j5, j6, j8}. (B.154)
It follows that E(
∏4
t=1 x1,jt) = κ1σj1,j1σj2,j4 and E(
∏8
t=5 x1,jt) = κ1σj5,j5σj6,j8 , which
are 0 when (j2, j4) and (j6, j8) ∈ J cA; and are O(ρ) when (j2, j4) and (j6, j8) ∈ JA.
This suggests that if (B.148) 6= 0, (j2, j4) and (j6, j8) ∈ JA.
We first examine var{Tk,a1,a2,(3)}(1), which is the part of summation in var{Tk,a1,a2,(3)}
when | ∪4l=1 {i(l)}| = a1 + a2− 2. Recall that the two claims in (B.149) also hold here.
Similarly to Case (1) above, we still assume |{i(1)}∩{i(2)}| = s, and |{i(1)}∩{i(3)}| =
s1, then (B.150) holds. We next discuss several sub-cases based on the size of the set
{jt : t = 1, . . . , 8}.
Case (2.1): When |{jt : t = 1, . . . , 8}| = 6, we know {j1, j2, j3, j4}∩{j5, j6, j7, j8} =
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∅ by (B.154). Then by (B.150), we know if (B.148) 6= 0, then (j2, j4), (j6, j8), (j1, j5),
(j2, j6) ∈ JA or (j2, j4), (j6, j8), (j1, j6), (j2, j5) ∈ JA. Thus by the symmetricity of the









By Conditions 3.2.6 and 3.2.5, (B.148) = O(ρÃ1), where Ã1 = 2(a1 + a2 − 2 −





Case (2.2): When |{jt : t = 1, . . . , 8}| = 5, recall that we assume (B.154),
where j1 = j3 and j5 = j7 without loss of generality. If we further assume j1 = j5,





t=5,6,7,8 x1,jt) 6= 0, then (j2, j4), (j6, j8) ∈ JA holds. In addition, under this case,





If given j1 = j3 and j5 = j7, instead, assume j1 6= j5. We have j1 6= j2, j1 6= j4 and
j1 6= j5. Then for (B.148) 6= 0, by discussing different cases of j indexes, we know
that (B.148) achieves the order between O(ρÃ1) and O(ρÃ2) where Ã1 is defined as













= O(Dmax|JA|2ρÃ1) +O(Dmax|JA|2ρÃ2) +O(p|JA|2ρa1+a2).
Case (2.3): When |{jt : t = 1, . . . , 8}| = 4, similarly as case (2.3), we can discuss
j1 = j5 and j1 6= j5 respectively. When j1 = j5, we note that (B.148) can achieve the
orders between O(ρa1+a2) and O(ρÃ3) with Ã3 = (a1 + a2 − 2 − 2s)/2 + 2(s + 1) =





In addition, when j1 6= j5, we note that (B.148) can achieve the order between











= O(pDmax|JA|ρÃ3) +O(pDmax|JA|ρa1+a2) +O(|JA|2ρÃ1).


















































where from (B.156) to (B.157), we use |JA|ρa = O(pn−a/2), and in the last equation,
we use 2(s+ 1) ≤ a1 + a2 − 1. Following similar analysis, we know that all the terms
in (B.155) are o(n−2) and var{Tk,a1,a2,(3)}(1) = o(n−2).
We next examine var{Tk,a1,a2,(3)}(2). Note that if (B.148) 6= 0, (j2, j4) and (j6, j8) ∈
JA. We can discuss different cases of {j1, . . . , j8} similarly as above. Then by
Conditions 3.2.5 and 3.2.6, as ρ = O(|JA|−1/atp1/atn−1/2) for t = 1, 2, we have∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA
(B.148) = O(p4). Given that | ∪4l=1 {i(l)}| < a1 + a2 − 2
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in var{Tk,a1,a2,(3)}(2), we obtain var{Tk,a1,a2,(3)}(2) =
∏2
l=1 c(n, al) × O(p4na1+a2−3) =
o(n−2).
In summary, we have var{Tk,a1,a2,(3)} = o(n−2).
Case (3): When M = 4, we consider j1 6= j2 6= j3 6= j4 and j5 6= j6 6= j7 6= j8
under this case. Since σj1,j2 = σj3,j4 = σj5,j6 = σj7,j8 = 0,
E(x1,j1x1,j2x1,j3x1,j4) = κ1(σj1,j3σj2,j4 + σj1,j4σj2,j3),
E(x1,j5x1,j6x1,j7x1,j8) = κ1(σj5,j7σj6,j8 + σj5,j8σj6,j7),
which are O(ρ2). Following similar analysis to Case (2), we can examine the different






































































where from (B.160) to (B.161), we use |JA|ρa1 = O(pn−a1/2), and in the last equation
we use |JA| = o(p2), Dmax ≤ p and Dmax ≤ |JA|. For other terms in (B.158), similar
analysis can be applied and we have var{Tk,a1,a2,(4)}(1) = o(n−2).
In addition, similarly to the analysis of var{Tk,a1,a2,(3)}(2), by Conditions 3.2.5 and
3.2.6, we still have
∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA
(B.148) = O(p4). Since | ∪4l=1 {i(l)}| <
a1 + a2 − 2 in var{Tk,a1,a2,(4)}(2) by construction, we obtain var{Tk,a1,a2,(4)}(2) =∏2
l=1 c(n, al) × O{p4na1+a2−3} = o(n−2). In summary, var{Tk,a1,a2,(4)} = o(n−2) is
proved.
B.5.15 Proof of Lemma B.1.14
















where we use the redefined notation in Section B.1.4. To prove Lemma B.1.6, it
suffices to show that for given 1 ≤ k ≤ n and 1 ≤ r1, r2, r3, r4 ≤ m, we have
E(
∏4
l=1An,k,arl ) = o(n
−1). Moreover by the Cauchy-Schwarz inequality, it suffices to
show E(A4n,k,a) = o(n
−1) for a ∈ {a1, . . . , am}. Following (B.92), we have An,k,a = 0
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Q∗(i(1), i(2), i(3), i(4), j8),
where i(l) = (i
(l)
1 , . . . , i
(l)
a ) represents tuples 1 ≤ i(l)1 6= . . . 6= i
(l)
a ≤ n, and




















As c(n, a) = Θ(p−1n−a/2), to prove E(A4n,k,a) = o(n




Q∗(i(1), i(2), i(3), i(4), j8) = o(p
4n2a−1).
Since σj1,j2 = 0 if (j1, j2) ∈ J cA, then similarly to Section B.5.7, we know that
Q∗(i(1), i(2), i(3), i(4), j8) 6= 0 only when |
⋃4
l=1{i(l)}| ≤ 2(a−1), and similarly to (B.96),
∑
i(l)∈P(k−1,a−1), l=1,...,4
Q∗(i(1), i(2), i(3), i(4), j8) = O(n
2a−2).
It then remains to show
∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA
Q∗(i(1), i(2), i(3), i(4), j8) = O(p
4). (B.162)
We next prove by discussing |{jt : t = 1, . . . , 8}| and the corresponding value of
Q∗(i(1), i(2), i(3), i(4), j8). By Condition 3.2.6, Q
∗(i(1), i(2), i(3), i(4), j8) can be written as
certain linear combination of
∏4a
t=1(σjg2t−1 ,jg2t ), where g2t−1 6= g2t and (g1, . . . , g8a)





Q∗(i(1), i(2), i(3), i(4), j8)× 1{|{jt:t=1,...,8}|≤4} = O(p4).
















= O(p3|JA|ρa) = o(p4),
where in the last equation, we use |JA|ρa = O(pn−a/2). In addition, similarly, if
|{jt : t = 1, . . . , 8}| = 6,
∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA












= O(p2|JA|2ρ2a) = o(p4).
If |{jt : t = 1, . . . , 8}| = 7,
∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA












= O(p|JA|3ρ3a) = o(p4).
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If |{jt : t = 1, . . . , 8}| = 8,
∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA











= O(|JA|4ρ4a) = o(p4).
In summary, (B.162) is obtained and Lemma B.1.14 is proved.









n,k) → 0 in the following Sections
B.5.16.1 and B.5.16.2, respectively.





Similarly to Section B.5.6, Dn,k =
∑m










n,k) ≤ Cn2 max1≤k≤n; 1≤r1,r2≤m var(Tk,ar1 ,ar2 ), where c(n, a) = [a×
{σ(a)P na }−1]2 and for two integers a1 and a2 we still define Tk,a1,a2 = Ek−1(An,k,a1An,k,a2).




















n,k)→ 0, it suffices to prove var(Tk,a1,a2) = o(n−2), where
var(Tk,a1,a2) = E(T2k,a1,a2)−{E(Tk,a1,a2)}
2. We consider without loss of generality that
k ≥ max{a1, a2}.





) = 0; and when {i(1)} = {i(2)}, it induces





) = σaj1,j2 where we write a1 = a2 = a. It follows that
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we next prove E(T2k,a1,a2)−Gk,a1,a2,1 = o(n
−2) and Gk,a1,a2,1−{E(Tk,a1,a2)}2 = o(n−2)
respectively.
Step I: E(T2k,a1,a2) − Gk,a1,a2,1 = o(n
−2) When {i(1)} = {i(2)}, {i(3)} = {i(4)},


















It follows that if a1 6= a2, {E(Tk,a1,a2)}2 −Gk,a1,a2,1 = 0; if a1 = a2 = a,
∣∣∣{E(Tk,a1,a2)}2 −Gk,a1,a2,1∣∣∣











a = O(p2). (B.163)


















































For Gk,a1,a2,2, it is a summation over the indexes satisfying {i(1)} = {i(2)}, {i(3)} =








For Gk,a1,a2,3, it is a summation over the indexes satisfying {i(1)} 6= {i(2)} or {i(3)} 6=
{i(4)}. We assume without loss of generality that {i(1)} 6= {i(2)} and there exists an
















is nonzero only when | ∪4l=1 {i(l)}| ≤ a1 + a2 − 2, that is, each index appears at least
twice among the four sets {i(l)}, l = 1, 2, 3, 4. Therefore, we know if (B.164) 6= 0, m ∈
{i(3)} ∪ {i(4)}. If m ∈ {i(3)} but m 6∈ {i(4)}, (B.164) = σj1,j2σj3,j4σj1,j3E(other terms).
Under this case, we define K̃0 = −(2 + ε)(4 + γ) log p/(ε log δ), where γ and ε are


















where in the second inequality, we use the symmetricity of j indexes and also use
Lemma B.5.1 similarly as in Section B.2.1. If m ∈ {i(4)} but m 6∈ {i(s)}, (B.165) also
holds similarly. If m ∈ {i(3)} and m ∈ {i(4)}, (B.164) = σj1,j2σj3,j4E(xm,j1xm,j3xm,j4)×
E(other terms). Similarly to (B.165), as E(x) = 0, if |j1−j3| > K̃0 and |j1−j4| > K̃0,




−γ). Recall that (B.164) 6= 0 only when | ∪4l=1 {i(l)}| ≤ a1 + a2 − 2. By
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n,k) → 0, it suffices to show that for given 1 ≤ k ≤ n and finite
integers (a1, a2, a3, a4), we have E(
∏4
































t=1 xit,jl) 6= 0 only when | ∪4l=1 {i(l)}| ≤∑4































When |{j1, j2, j3, j4}| ≥ 3, we assume without loss of generality that j1 ≤ j2 ≤ j3 ≤ j4.
For K̃0 defined in Section B.5.16.1, if |j1−j2| > K̃0 or |j3−j4| > K̃0, |E(
∏4
l=1 xk,jl)| ≤





















where in the last equation, we use Condition 3.3.1 (2). In summary, (B.166) is proved
and the proof is finished.
B.5.17 Proof of Lemma B.2.2
Under H0 : µ = ν, we assume µ = ν = 0 without loss of generality by Proposition
B.2.1. To derive var{U(a)}, we write U(a) =
∑p

























Since E{U(a)} = 0 under H0,
var{U(a)} = E{U2(a)} =
∑
1≤j1,j2≤p
E{U (j1)(a)× U (j2)(a)}. (B.168)
Note that for given 1 ≤ j1, j2 ≤ p,









G(a, c)G(a, c̃)Q(k, s, k̃, s̃, j).
where we define

















Since we assume the n = nx + ny copies are independent from each other and µ =
ν = 0, then Q(k, s, k̃, s̃) = 0 if {k} 6= {k̃} or {s} 6= {s̃}. If {k} = {k̃} and {s} = {s̃},
it induces c = c̃ and Q(k, s, k̃, s̃, j) = σcx,j1,j2σ
a−c
y,j1,j2
. It follows that































Combining (B.168) and (B.169), we obtain var{U(a)}. By Condition 3.3.3, we
have var{U(a)} = Θ(pn−a).
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B.5.18 Proof of Lemma B.2.3





E{U (j1)(a)× U (j2)(b)}, (B.170)
where



























As a 6= b, {k} 6= {k̃} and {s} 6= {s̃} always hold. Then as µ = ν = 0, E(
∏c
t=1 xkt,j1×∏c̃




m̃=1 ys̃m̃,j2) = 0, similarly to Section B.5.3. It
follows that (B.170) = 0 and the lemma is proved.
B.5.19 Proof of Lemma B.2.4
By the Cramér-Wold Theorem, to prove the asymptotic joint normality of the
U-statistics, it suffices to prove that any of their fixed converges to normal. For
illustration, we first prove the asymptotic normality for each U(a) of finite a. The
similar arguments can be applied to the linear combination of finite U-statistics and
then the joint normality is obtained.
Recall U(a) =
∑p
j=1 U (j)(a) from (B.167). To derive the limiting distribution of
U(a), we use Bernstein’s block method in (Ibragimov and Linnik, 1971, page 338)
(also see Chen et al., 2019a; Xu et al., 2016). Specifically, we partition the sequence,
σ−1(a) × U (j)(a), j = 1, . . . , p, into r blocks, where each block contains b variables
such that rb ≤ p < (r + 1)b. For each 1 ≤ k ≤ r, we partition the kth block into
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two sub-blocks with a larger one Ak,1 and a smaller one Ak,2. Suppose each Ak,1 has
b1 variables and each Ak,2 has b2 = b − b1 variables. We require r → ∞, b1 → ∞,








and further define U1 = σ−1(a)
∑r
k=1Ak,1(a), U2 = σ−1(a)
∑r
k=1 Ak,2(a), and U3 =
σ−1(a)
∑p
j=rb+1 U (j)(a). Thus we have the decomposition: σ−1(a)×U(a) = U1 +U2 +
U3.
The Bernstein’s block method makes Ak,1 “almost” independent, thus the study of
U1 may be related to the cases of sums of independent random variables. In addition,
since b2 is small compared with b1, we will show that the sums U2 and U3 will be
small compared with the total sum of variables in the sequence, i.e., σ−1(a) × U(a).
In particular, we first show σ−1(a) × U(a) = U1 + op(1), where op(1) represents that
the remaining term converges to 0 in probability. Since E(U2) = E(U3) = 0, it suffices
to prove that var(U2) = var(U3) = o(1).







∣∣∣cov{U ((k1−1)b+b1+i1)(a), U ((k2−1)b+b1+i2)(a)}∣∣∣ . (B.171)
Recall αx(s) and αy(s) in Condition 3.3.3. Define α(s) = αx(s) + αy(s), then α(s) ≤
Cδs, where δ = max{δx, δy} ∈ (0, 1). By the α-mixing inequality in Lemma B.5.1,




∣∣na/2U (j)(a)∣∣2+ε] 22+ε .
Take ε = 2, and by Lemma B.5.8 on Page 395, we have max1≤j≤p E{na/2U (j)(a)}2+ε <
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∞. It follows that
∣∣cov {U ((k1−1)b+b1+i1)(a),U ((k2−1)b+b1+i2)(a)}∣∣ (B.172)
= n−a
∣∣cov {na/2U ((k1−1)b+b1+i1)(a), na/2U ((k2−1)b+b1+i2)(a)}∣∣


















which converges to 0 by our construction, i.e., rb2/p→ 0. This shows that var(U2) =
o(1). Next we exmaine U3 = σ−1(a)
∑p
j=rb+1 U (j)(a). Similarly, by Lemmas B.5.1 and


















≤ O(1)p−1(p− rb− 1) ≤ O(1)p−1b.
Since b/p→ 0, var(U3) = o(1).
Given var(U2) = o(1) and var(U3) = o(1) above, next we focus on U1. By the α-
mixing assumption in Condition 3.3.3, and following the similar arguments in (Ibrag-
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imov and Linnik, 1971, page 338), we have for properly chosen r and b2,







}] ∣∣∣ ≤ 16rα(b2)→ 0.
This suggests there exist independent random variables {ξk : k = 1, · · · , r} such that
ξk and Ak,1(a) are identically distributed and U1 has the same asymptotic distribution
as σ−1(a)
∑r
k=1 ξk. To prove the asymptotic normality of σ
−1(a)U1, now it remains
to show that central limit theorem holds for σ−1(a)
∑r
k=1 ξk. Then we check the







}4 → 0, (B.173)
where we define s2r =
∑r






Then by the moment bounds in (Kim, 1994, Theorem 1), and the α-mixing assump-







































= O(1)p−2 × b21.
Similarly, for other k > 1, E {σ−1(a)Ak,1(a)}4 have the same bound. Thus,
r∑
k=1


























= Θ(1)p−2n2a(r × b1n−a)2 = Θ(1)p−2r2b21.
Combine (B.175) and (B.176), (B.173) is proved as r →∞.
In summary, for any finite integer a, we prove the asymptotic normality of U(a)/σ(a).
For any linear combination of U-statistics Zn :=
∑m
r=1 trU(ar)/σ(ar), we can similarly
decompose Zn into three parts and apply the analysis above. The similar conclusion
holds for finite m and the asymptotic joint normality is obtained by the Cramér-Wold
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Theorem.










































Define the index tuple (k(1), . . . ,k(ω)) = (k
(1)
1 , . . . , k
(1)
c1 , . . . , k
(ω)
1 , . . . , k
(ω)
cω ). When
|{(k(1), . . . ,k(ω))}| >
∑ω
l=1 cl/2, it means that one of the index appears only once.













= E(xi,j)× E(other terms) = 0. (B.178)
Thus (B.178) 6= 0 only when |{(k(1), . . . ,k(ω))}| ≤
∑ω
l=1 cl/2. By the boundedness of


















































As G(a, c) = Θ(n−cx n
−(a−c)
y ), by (B.177), max1≤j≤p E[{na/2U (j)(a)}ω] <∞.
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B.5.20 Proof of Lemma B.2.5
Recall U (j)(a) defined in (B.167). Similarly to Ũc(a), we define Ũ (j)c (a) as the
sequence of random variables on the conditional probability measure P̃ , given the
event nxnyU(∞)/(nx + ny)− τp ≤ u such that
P̃
{




U (j)(a) ≤ uj : 1 ≤ j ≤ p
∣∣∣ nxny
nx + ny
U(∞) ≤ τp + u
}
.




c (a), and we prove the asymptotic normality
of σ−1(a)Ũc(a) similarly to Section B.5.19. In particular, we partition the sequence
{σ−1(a) × Ũ (j)c (a) : 1 ≤ j ≤ p} into r blocks, where each block contains b variables
such that rb ≤ p < (r + 1)b. For each 1 ≤ k ≤ r, we further partition the kth block
into two sub-blocks such that a larger one Ãk,1 contains the first b1 variables and a









Correspondingly, define Ũ1 = σ−1(a)
∑r







c (a). Then we have the decomposition: σ−1(a) × Ũc(a) =
Ũ1 + Ũ2 + Ũ3. To show that σ−1(a)× Ũc(a) satisfies the central limit theorem, we first
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show that Ẽ(Ũ22 ) = o(1) and Ẽ(Ũ23 ) = o(1).












































P{nxnyU(∞)/(nx + ny) < τp + u}
≤
E{A2k,2(a)}
P{nxnyU(∞)/(nx + ny) < τp + u}
.
The upper bound above converges to 0 under the α-mixing condition by choosing
proper convergence rate b2; see Eq. (18.4.8) of Ibragimov and Linnik (1971). Similarly,
we can also show Ẽ(Ũ23 ) = o(1). It remains to examine the Ũ1. Define α(s) as
the mixing coefficient of {(x1,j, . . . , xnx,j, y1,j, . . . , yny ,j : j = 1, . . . , p)} and define
α̃(s) as the corresponding mixing coefficient on the conditional probability measure.
Following a similar argument to that in (Hsing, 1995, Lemma 2.2), we have
α̃(d) ≤ 4
max1≤h≤p−d P{U0h,d(∞) > τp + u}+ α(d)
[P{nxnyU(∞)/(nx + ny) < τp + u}]3
,
where U0h,d(∞) = maxh≤j≤h+d U (j)(∞), U (j)(∞) = σ−1j,j × (x̄j − ȳj)2 × nxny/(nx +
ny), and recall τp = 2 log p − log log p. Since xi,j and yi,j are sub-gaussian ran-
dom variables by Condition 3.3.3 (Vershynin, 2018, Proposition 2.5.2), we know
σ
−1/2




nx + ny is a sub-gaussian variable with variance 1.
Therefore, max1≤h≤p−d P{U0h,d(∞) > τp + u} ≤ dmax1≤j≤p P{U (j)(∞) > τp + u} ≤
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Cd exp{−(τp + u)/2} ≤ Cdp−1
√
log p. Then similarly to Page 338 in Ibragimov and











max1≤h≤p−b2 P{U0h,b2(∞) > τp + u}+ α(b2)
[P{nxnyU(∞)/(nx + ny) < τp + u}]3
,
which converges to 0 for properly chosen r and b2 such that rb2
√
log p/p → 0. Thus
there exist independent {ξ̃k : k = 1, . . . , r} such that ξ̃k and Ãk1(a) are identically
distributed on probability measure P̃ . Similarly to (Hsing, 1995, Lemma 2.4, Lemma
2.5), we have Ẽ{σ−1(a)
∑r
k=1 ξ̃k} → 0 and Ẽ[{σ−1(a)
∑r
k=1 ξ̃k}2] → 1. To show the













P{nxnyU(∞)/(nx + ny) < τp + u}
→ 0,
where ξk are define same as in Appendix Section B.5.19, and the convergence result fol-
lows from (B.173). This implies the asymptotic normality of conditional distribution
given {nxnyU(∞)/(nx +ny) < τp +u}. Thus we obtain the asymptotic independence
between U(a)/σ(a) and U(∞).
B.5.21 Proof of Lemma B.2.6
Recall the definitions in (B.22). Ta,2 is the summation over j indexes in the set
{k0, . . . , p} such that µj = νj = 0. Then E(Ta,2) = 0. Following the argument in













Let Va,j1,j2 = {σx,j1,j2/γ + σy,j1,j2/(1− γ)}a. By the mixing assumption in Condition
3.3.3 and Lemma B.5.1, we know there exist some constants C and δ̃ such that































Since k0 = o(p) and Condition 3.3.3 assumes that
∑
1≤j1,j2≤p Va,j1,j2 = Θ(p), then∑
k0+1≤j1,j2≤p Va,j1,j2 = Θ(p). It follows that var(Ta,2) = Θ(p
2n−a).
It remains to prove var(Ta,1) = o(pn
−a). Note that var(Ta,1) = E(T
2
a,1)−{E(Ta,1)}2,
and E(Ta,1) = k0ρ












G(a, c)G(a, c̃)Q(k, s, k̃, s̃, j),
where similarly to Section B.5.17,

















Since E(y) = ν = 0, if {s} 6= {s̃}, Q(k, s, k̃, s̃, j) = 0. If {s} = {s̃}, it induces


























































Note that |var(Ta,1)| ≤ |Gt,1,a,1−{E(Ta,1)}2|+ |Gt,1,a,2|+ |Gt,1,a,3|. To prove var(Ta,1) =




k,k̃∈P(nx,a); s,s̃∈P(ny ,a−c) 1{{s}={s̃},c=a,b=0} = P
nx

















Then |Gt,1,a,1 − {E(Ta,1)}2| = o(1)k20n−2an2aρ2a = o(pn−a), where we use E(Ta,1) =
k0ρ
a. In addition, as
∑
k,k̃∈P(nx,c);s,s̃∈P(ny ,a−c) 1{{s}={s̃},c≤a−1,b=0} = O(n
2c+a−c) and





−(a−c)ρ2cσa−cj1,j2 . Since we
have
∑




2cn−(a−c)). As ρ = O(k
−1/a
0 p
1/(2a)n−1/2) and k0 = o(p),
we obtain |Gt,1,a,2| = o(pn−a). Moreover, as G(a, c) = Θ(n−a), ϕj1,j2 = ρ2 +σj1,j2 , and
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∑



























For (B.179), when c = a, (B.179) = O(k20n
−bρ2a) = o(pn−a). When c ≤ a − 1,
since
∑
1≤j1,j2≤k0 σj1,j2 = O(k0) by Condition 3.3.3 and Lemma B.5.1, then (B.179) =
O(k0n
−(b+a−c)ρ2c) = o(pn−a). For (B.180), as b ≥ 1, b+ a− c ≥ 1. Then similarly by
Condition 3.3.3 and Lemma B.5.1, (B.180) = O(k0n
−(b+a−c)ρ2(c−b)) = o(pn−a).
In summary, we obtain var(Ta,1) = o(pn
−a) = o(1)var(Ta,2). Then











By Markov’s inequality, {Ta,1 − E(Ta,1)}/σ(a)
P−→ 0.
B.5.22 Proof of Lemma B.2.7
Note that




Lemma B.2.6 suggests that var(Ta,1) = o(1)σ
2(a). By the Cauchy-Schwarz inequality,
{σ(a)σ(b)}−1cov{U(a),U(b)} = {σ(a)σ(b)}−1cov(Ta,2, Tb,2)+o(1). To finish the proof,
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it suffices to show cov(Ta,2, Tb,2) = 0. Note that Ta,2 and Tb,2 are summation over j
indexes in the set {k0, . . . , p} such that µj = νj = 0. Then the proof in Section B.5.18
applies similarly and we have cov(Ta,2, Tb,2) = 0.
B.5.23 Proof of Lemma B.3.1
In the following, we will first derive the form of var{Ũ(a)} and then prove that
var{Ũ(a)} = o(1)var{Ũ∗(a)}.
As we assume E(x) = E(y) = 0, cov(x1,j1 , x1,j2) = E(x1,j1x1,j2) and cov(y1,j1 , y1,j2) =
E(y1,j1y1,j2). It follows that E{Ũ(a)} = 0 and var{Ũ(a)} = E{Ũ2(a)}. By definition,







where we define Dx,y(i,w, j1, j2) =
∏a











Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j3, j4)
}
.
Under H0, Σx = Σy = Σ = (σj1,j2)p×p, then E(x1,j1x1,j2 − σj1,j2) = 0 and E(y1,j1y1,j2 −
σj1,j2) = 0. If |{i}∩{̃i}|+|{w}∩{w̃}| < a, it means that the common indexes between
(i,w) and (̃i, w̃) is smaller than a, then we know E{Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j3, j4)} =
0. If |{i} ∩ {̃i}| + |{w} ∩ {w̃}| ≥ a, we know E{Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j3, j4)} is
a linear combination of (Xj1,j2,j3,j4)
m(Yj1,j2,j3,j4)
a−m, where a − |{w} ∩ {w̃}| ≤ m ≤
|{i} ∩ {̃i}| and
Xj1,j2,j3,j4 = E{(x1,j1x1,j2 − σj1,j2)(x1,j3x1,j4 − σj3,j4)},
Yj1,j2,j3,j4 = E{(y1,j1y1,j2 − σj1,j2)(y1,j3y1,j4 − σj3,j4)}.
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and then (B.181) '
∑
1≤j1,j2,j3,j4≤p a!(Xj1,j2,j3,j4/nx + Yj1,j2,j3,j4/ny)
a.
We next prove var{Ũ(a)} = o(1)var{Ũ∗(a)} under Conditions 3.4.1 and 3.4.1∗ in
the following Sections B.5.23.1 and B.5.23.2 respectively.
B.5.23.1 Proof under Condition 3.4.1
To prove var{Ũ(a)} = o(1)var{Ũ∗(a)} under Condition 3.4.1, we will first show






a )2 ' Cna. By (B.181), it





a−m = Θ(p2). (B.182)
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We next prove (B.182) by discussing different cases of {j1, j2, j3, j4}, and using K0 =
−(2 + ε)(8 + 2µ)(log p)/(ε log δ) similarly to (B.77), where ε and µ are positive con-
stants and δ = max{δx, δy} from Condition 3.4.1.
Case 1: If |j1 − j2| ≤ K0 and |j3 − j4| ≤ K0, we define a distance κd =
min{|j1 − j3|, |j1 − j4|, |j2 − j3|, |j2 − j4|}, and discuss when κd > K0 and κd ≤ K0
respectively. For the simplicity of notation, define two indicator functions I1 =
1{|j1−j2|≤K0,|j3−j4|≤K0,κd>K0} and I2 = 1{|j1−j2|≤K0,|j3−j4|≤K0,κd≤K0}. By definition, we
have Xj1,j2,j3,j4 = cov(x1,j1x1,j2 , x1,j3x1,j4) and Yj1,j2,j3,j4 = cov(y1,j1y1,j2 , y1,j3y1,j4).
When κd > K0, we know Xj1,j2,j3,j4 ≤ Cδ
K0ε
2+ε by Condition 3.4.1 (2) and (3) and









2+ε = O(1)p4 × p−(8+2µ) = o(1).
In addition, note that
∑
1≤j1,j2,j3,j4≤p I2 = O(pK
3
0) = O(p log







∣∣∣ = O(p log3 p).
Case 2: If |j1 − j2| > K0 or |j3 − j4| > K0, by Lemma B.5.1, we know that
|σj1,j2σj3,j4| ≤ Cδ
K0ε
2+ε . We consider |j1 − j2| > K0 without loss of generality and
discuss the following cases (i)–(iv).
(i) When |j2 − j3| > K0/2 and |j2 − j4| > K0/2,
|Xj1,j2,j3,j4| =|cov(x1,j1x1,j3x1,j4 , x1,j2)− σj1,j2σj3,j4| ≤ Cδ
K0ε
2(2+ε) .
(ii) When |j2 − j3| ≤ K0/2 and |j2 − j4| ≤ K0/2, we know that |j1 − j3| ≥
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|j1 − j2| − |j2 − j3| > K0/2 and |j1 − j4| ≥ |j1 − j2| − |j2 − j4| > K0/2. Then
|Xj1,j2,j3,j4| =|cov(x1,j1 , x1,j2x1,j3x1,j4)− σj1,j2σj3,j4| ≤ Cδ
K0ε
2(2+ε) . (B.184)
(iii) When |j2− j3| ≤ K0/2 and |j2− j4| > K0/2, as we know |j1− j2| > K0, then
|j1 − j3| > K0/2. We next discuss three sub-cases.
(iiia) If |j1 − j4| > K0/2, we know (B.184) also holds.
For easy presentation, let I3 be an indicator function when {j1, j2, j3, j4} satisfies







(iiib) If |j1 − j4| ≤ K0/2, and |j3 − j4| ≤ K0/2, we know under this case
|j2 − j3|, |j1 − j4|, |j3 − j4| ≤ K0. Let I4 = 1{|j2−j3|,|j1−j4|,|j3−j4|≤K0}. We have∑
1≤j1,j2,j3,j4≤p I4 = O(pK
3






∣∣∣ = O(p log3 p).
(iiic) If |j1 − j4| ≤ K0/2, and |j3 − j4| > K0/2, we know


































where the last equation uses Conditions 3.4.1 (3) and (4) and Lemma B.5.1.
(iv) When |j2−j3| > K0/2 and |j2−j4| ≤ K0/2, this is symmetric to the sub-case








In summary, (B.182) is proved and thus var{Ũ(a)} = Θ(p2n−a) is obtained. To
prove var{Ũ(a)} = o(1)var{Ũ∗(a)}, it remains to show that var{Ũ∗(a)} = o(p2n−a).







Ca,c,b1,b2Tb1,b2,c, where we define Ca,c,b1,b2 =










































1b1+b2≤a−1. Note that var{Ũ∗(a)} ≤ C maxb1,b2,c;b1+b2≤a−1{var(Tb1,b2,c)}, where C is
some constant. When a is finite, to prove var{Ũ∗(a)} = o(p2n−a), it suffices to show
that var(Tb1,b2,c) = o(p
2n−a) for each (b1, b2, c) satisfying b1 + b2 ≤ a − 1. Note that

















T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2),
where we let


























Since we assume without loss of generality that E(x) = E(y) = 0, then E(x1,j1x1,j2 −
σj1,j2) = E(y1,j1x1,j2 − σj1,j2) = 0. It follows that when {i} 6= {̃i} or {w} 6= {w̃},
T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) = 0. When {i} = {̃i} and {w} = {w̃}, we have |{i} ∪ {̃i}|+
|{w} ∪ {w̃}| = 2c− b1 + 2(a− c)− b2. By Condition 3.4.1 (1) and (2), for any given








T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) (B.187)
= O(n−2(2a+b1+b2) × n2a−b1−b2) = O(n−2a+b1+b2) = o(n−a−1)
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where in the last equation, we use b1 + b2 ≤ a− 1. In addition, similarly to (B.182),
we have that for any given (i, ĩ,w, w̃),
∑
1≤j1,j2,j̃1,j̃2≤p
T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) = O(p2). (B.188)
In summary, by (B.187) and (B.188), we know var{Ũ∗(a)} = O(p2n−a−1) =
o(p2n−a).
B.5.23.2 Proof under Condition 3.4.1∗
In this section, we prove that var{Ũ(a)} = o(1)var{Ũ∗(a)} under Condition 3.4.1∗.
Recall that we have already obtained var{Ũ(a)} in (B.181). By Condition 3.4.1∗ (3),
we have
Xj1,j2,j3,j4 = κx(σj1,j3σj2,j4 + σj1,j4σj2,j3) + (κx − 1)σj1,j2σj3,j4 , (B.189)
Yj1,j2,j3,j4 = κy(σj1,j3σj2,j4 + σj1,j4σj2,j3) + (κy − 1)σj1,j2σj3,j4 .
Then by Condition 3.4.1∗ (1) and (4), we know (Xj1,j2,j3,j4)
m(Yj1,j2,j3,j4)





























4 ) : t = 1, . . . , a} are a allocations of the set {1, 2, 3, 4} into






















































which can be obtained by taking square of both sides of (B.191) and using Con-
dition 3.4.1∗ (4). It follows that by (B.181), Condition 3.4.1∗ (1) and (4) and the






We next show var{Ũ∗(a)} = o(1)var{Ũ(a)}. Similarly to Section B.5.23.1, we
know it suffices to prove var(Tb1,b2,c) = o(1)var{Ũ(a)} for 0 ≤ c ≤ a, 0 ≤ b1 ≤ c,
0 ≤ b2 ≤ a − c and b1 + b2 ≤ a − 1. Note that (B.186) still holds here, and when
{i} 6= {̃i} or {w} 6= {w̃}, T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) = 0. Therefore, (B.187) also holds.
By Condition 3.4.1∗ (3) and (4), similarly to the analysis of (B.192), we have for any
given (i, ĩ,w, w̃),
∑
1≤j1,j2,j3,j4≤p












B.5.24 Proof of Lemma B.3.2
As E{U(a)} = E{U(b)} = 0 under H0, we know that cov{U(a)/σ(a),U(b)/σ(b)} =










{ Ũ(a) + Ũ∗(a)
σ(a)






















Dx,y(̃i, w̃, j̃1, j̃2),









−1, Dx,y(i,w, j1, j2) =
∏a
t=1(xit,j1xit,j2−
ywt,j1ywt,j2) and Dx,y(̃i, w̃, j̃1, j̃2) =
∏b





w∈P(ny ,a); w̃∈P(ny ,b)
E
{
Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j̃1, j̃2)
}
.
As a 6= b, we know {i} 6= {̃i} and {w} 6= {w̃}. It follows that similarly to Section
B.5.3, E{Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j̃1, j̃2)} = 0. Therefore E{Ũ(a)Ũ(b)} = 0 and
cov{U(a)/σ(a),U(b)/σ(b)} = o(1).
B.5.25 Deriving Dn,k and π
2
n,k in Lemmas B.3.3 and B.3.4
To prove Lemmas B.3.3 and B.3.4, we derive the forms of Dn,k and π
2
n,k in this sec-
tion. By construction, Dn,k =
∑m
r=1 trAn,k,ar , whereAn,k,ar = (Ek−Ek−1)[Ũ(ar)/σ(ar)].
In addition, π2n,k =
∑
1≤r1,r2≤m tr1tr2Ek−1(An,k,ar1An,k,ar2 ). It then suffices to derive the
form of An,k,a for a given integer a, and also derive Ek−1(An,k,a1An,k,a2) for two given
integers a1 and a2.
For easy presentation, we define Xi,j1,j2 = xi,j1xit,j2−σj1,j2 and Yi,j1,j2 = yi,j1yit,j2−
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σj1,j2 in the following. Then under H0,







Part I: 1 ≤ k ≤ nx When 1 ≤ k ≤ nx, similarly to Section B.5.5, as E(X1,j1,j2) = 0












which is nonzero only when i1, . . . , ia ≤ k and k ∈ {i1, . . . , ia}. Then we know when
k < a, An,k,a = 0 and when k ≥ a,


















Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2),
where











Part II: nx + 1 ≤ k ≤ nx + ny When nx + 1 ≤ k ≤ nx + ny, we have
a∏
t=1

















where S(i, s) represents the collection of sub-tuples of i with length s and S(w, a −
s) represents the collection of sub-tuples of w with length a − s, which is simi-
larly used in Section B.5.11. When nx + 1 ≤ k ≤ nx + ny, similarly to Section
B.5.5, (Ek−Ek−1){
∏s





,j2 −σj1,j2)} 6= 0 only when
w∗1, . . . , w
∗



































where Lk = max{nx−k+a, 0} and c2(n, a, s) = P nx−sa−s P
ny−a+s
s {P nxa P
ny
a σ(a)}−1. Thus










c2(n, al, sl)Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2),
where




















B.5.26 Proof of Lemma B.3.3









where for two integers a1 and a2, Tk,a1,a2 = Ek−1(An,k,a1An,k,a2) is given in Section
B.5.25. Therefore to prove Lemma B.3.3, it suffices to prove var(Tk,ar1 ,ar2 ) = o(n
−2)
for every 1 ≤ k ≤ n and 1 ≤ r1, r2 ≤ m. We next prove var(Tk,a1,a2) = o(n−2) when
a ≤ k ≤ nx and nx + 1 ≤ k ≤ nx + ny in the following Parts I and II respectively.
Part I: a ≤ k ≤ nx We first derive the form of var(Tk,a1,a2) when a ≤ k ≤ nx. As
var(Tk,a1,a2) = E(T2k,a1,a2)− {E(Tk,a1,a2)}











Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)
}
.



























































Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}
.
We also note that
E
{









Mx,y,1(k, i(l), j2l−1, j2l : l = 3, 4)
}
× 1E.
Since |var(Tk,a1,a2)| ≤ |E(T2k,a1,a2) − Ga1,a2,1| + |{E(Tk,a1,a2)}
2 − Ga1,a2,1|, to prove
var(Tk,a1,a2) = o(n−2), we will next show that |{E(Tk,a1,a2)}2 −Ga1,a2,1| = o(n−2) and
|E(T2k,a1,a2)−Ga1,a2,1| = o(n
−2). In particular, we present the proof under Conditions
3.4.1 and 3.4.1∗ in the following Sections B.5.26 and B.5.26, respectively.
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Proof under Condition 3.4.1
Step I: |{E(Tk,a1,a2)}2−Ga1,a2,1| = o(n−2). If a1 6= a2, we have E(Tk,a1,a2) = Ga1,a2,1 =
0. It remains to consider a1 = a2 below. Note that
E{Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)} (B.197)
×E{Mx,y,1(k, i(l), j2l−1, j2l : l = 3, 4)}











Similarly, E{Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} × 1E 6= 0 only when {i(1)} = {i(2)}































} = O(na1+a2−3). (B.199)
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Recall that E(Xk,j1,j2Xk,j3,j4) = Xj1,j2,j3,j4 and E(Xk,j5,j6Xk,j7,j8) = Xj5,j6,j7,j8 following
the notation in Section B.5.23. Following the similar analysis for the proof of (B.182),
we obtain
∑
1≤j1,j2,j3,j4≤p |Xj1,j2,j3,j4 | = O(p
2) and
∑
1≤j5,j6,j7,j8≤p |Xj5,j6,j7,j8| = O(p
2).
It follows that (B.200) = O(p4). Note that c(n, a) = Θ(p−1n−a/2) by Lemma B.3.1.
Combining (B.199) and (B.200), we obtain {E(Tk,a1,a2)}2 −Ga1,a2,1 = o(n−2).
Step II: |E(T2k,a1,a2)−Ga1,a2,1| = o(n











Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}
.
When | ∪4l=1 {i(l)}| > a1 + a2 − 2, which means that there exists one index that only
appears once among the four sets {i(l)}, l = 1, 2, 3, 4, then similarly to Section B.5.6,
E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)
}
× (1− 1E) (B.202)






Similarly to the analysis of (B.200) above, by Condition 3.4.1, we have
∑
1≤j1,j2,j3,j4,j5,j6,j7,j8≤p
(B.202) = O(p4). (B.204)










Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)
}
= O(1)n−a1−a2p−4na1+a2−3p4 = o(n−2).
Last, we consider | ∪4l=1 {i(l)}| = a1 + a2 − 2. Note that 1 − 1E 6= 0 indicates that












Following similar arguments to that in Sections B.5.6.1 and B.5.23.1, by discussing










Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)
}
= o(1)n−a1−a2p−4na1+a2−2p4 = o(n−2).
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In summary, we obtain E(T2k,a1,a2)−Ga1,a2,1 = o(n
−2).
Proof under Condition 3.4.1∗ Similarly to Section B.5.26, we next prove that
|{E(Tk,a1,a2)}2 −Ga1,a2,1| = o(n−2) and |E(T2k,a1,a2)−Ga1,a2,1| = o(n
−2).
Step I: |{E(Tk,a1,a2)}2 − Ga1,a2,1| = o(n−2). Following the same analysis in Section















Note that σ2(a) = Θ(n−a)×
∑
1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)
a by Lemma B.3.1, and c(n, a) =
Θ(1){naσ(a)}−1. Combining (B.199) and (B.206), we have |{E(Tk,a1,a2)}2−Ga1,a2,1| =
o(n−2).
Step II: |E(T2k,a1,a2)−Ga1,a2,1| = o(n
−2). Similarly to Section B.5.26, we have (B.201)
and E{Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} 6= 0 only when | ∪4l=1 {i(l)}| ≤ a1 +a2−2.
When | ∪4l=1 {i(l)}| < a1 + a2 − 2, (B.203) still holds. By Condition 3.4.1∗ (2) and


















Note that σ2(a) = Θ(n−a)×
∑
1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)
a by Lemma B.3.1, and c(n, a) =














When | ∪4l=1 {i(l)}| = a1 + a2 − 2, by the construction of 1E, we know
E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}
× (1− 1E) (B.207)
satisfies that (B.207) 6= 0 if ({i(1)} ∪ {i(2)})∩ ({i(3)} ∪ {i(4)}) 6= ∅. Then by Condition




t=1 σjg2t−1 , jg2t
with SG > 4, where we recall that SG is the number of distinct sets among {g2t−1, g2t}, t =


























where the last equation follows by Condition 3.4.1∗ (4), c(n, a) = Θ(1){naσ(a)}−1, and
σ2(a) = Θ(n−a) ×
∑
1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)
a. In summary, we obtain E(T2k,a1,a2) −
Ga1,a2,1 = o(n
−2).
Part II: nx ≤ k ≤ nx + ny In this section, we prove that when nx ≤ k ≤ nx + ny,
var(Tk,a1,a2) = o(n−2). Recall the form derived in Section B.5.25. We have Tk,a1,a2 =∑









×Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2).
419
To prove var(Tk,a1,a2) = o(n−2), it suffices to prove var(Tk,a1,a2,s1,s2) = o(n−2). In
















Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 3, 4)
}
.


































Therefore var(Tk,a1,a2,s1,s2) = E(T2k,a1,a2,s1,s2)− {E(Tk,a1,a2,s1,s2)}
2 is derived. We note
that the form of var(Tk,a1,a2,s1,s2) is very similar to the var(Tk,a1,a2) in Section B.5.26.
In particular, we can write Zi,j1,j2 = Xi,j1,j2 if i ≤ nx and Zi,j1,j2 = Yi−nx,j1,j2 if i > nx.
Then we let q(l) = (i(l), w̃(l)) to be a joint index tuple of i(l) and w(l), where w̃(l)
is transformed from w(l) by adding each index with nx. Also let 1Ẽ be an indicator
420












Mx,y,2(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}
.
Similarly to Section B.5.26, we also note that
E
{









Mx,y,2(k, i(l), j2l−1, j2l : l = 3, 4)
}
× 1Ẽ.
Given Conditions 3.4.1 and 3.4.1∗, we know that similarly to Section B.5.26, we can
show |{E(Tk,a1,a2,s1,s2)}2 −Ga1,a2,2| = o(n−2) and |E(T2k,a1,a2,s1,s2)−Ga1,a2,2| = o(n
−2)
respectively. Finally we obtain var(Tk,a1,a2,s1,s2) = o(n−2). The proof is very similar
and the details is thus skipped.
B.5.27 Proof of Lemma B.3.4
















To prove Lemma B.3.4, it suffices to show that for given 1 ≤ k ≤ n and 1 ≤
r1, r2, r3, r4 ≤ m, we have E(
∏4
l=1An,k,arl ) = o(n
−1). In addition, by the Cauchy-
Schwarz inequality, it suffices to show E(A4n,k,a) = o(n
−1) for each given finite a.
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only when | ∪4l=1 {i(l)}| ≤ 2(a− 1). Note that c(n, a) = Θ(1){naσ(a)}−1. To finish the




















We next prove (B.208) under Conditions 3.4.1 and 3.4.1∗ in the following Sections
B.5.27 and B.5.27, respectively.
Under Condition 3.4.1 Recall that Xi,j1,j2 = xi,j1xi,j2 − σj1,j2 . By the sym-



























Under Condition 3.4.1 with the mixing-type assumption, following analyses simi-






















)∣∣∣ = O(p4). (B.209)
Recall that Lemma B.3.1 shows that σ2(a) = Θ(p2n−a). By (B.209) and Condition
3.4.1 (2), we have (B.208) holds and E(A4n,k,a) = o(n
−1).













l=1Xj2l−1,j2l) is a linear combination of E(
∏4a
t=1 σjg2t−1 , jg2t ),
where G = (g1, . . . , g8a) ∈ {1, . . . , 8}8a satisfies that g2t−1 6= g2t for t = 1, . . . , 4a and
the number of g’s equal to m is a for each m ∈ {1, . . . , 8}. By Condition 3.4.1∗ (4), for
given G satisfying the constraints,
∑






































(B.208) is obtained and Lemma B.3.4 is proved.

















Similarly to Section B.5.27, it suffices to show that for given finite integers a and
s, E(A4n,k,a,s) = o(n
−1). Following the arguments in Section B.5.26, we know An,k,a,s
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takes a similar form to An,k,a in Section B.5.27. Therefore the proof in Section B.5.27
can be applied similarly to show E(A4n,k,a,s) = o(n
−1) in this section. The proof will
be very similar and the details are thus skipped.
B.5.28 Proof of Lemma B.3.5
In this section, to prove Lemma B.3.5, we study var(TD,a,1), var(TD,a,2) and
var{Ũ∗(a)} respectively.
Part I: var(TD,a,1) We first derive var(TD,a,1). Note that TD,a,1 is a summation over
j indexes in J0, and σx,j1,j2 = σy,j1,j2 for j1, j2 ∈ J0. Following the arguments in






By Condition B.3.1 (3), (B.189) still holds. Then by Condition B.3.2 and the sym-








where Cκ,a = {(κx− 1)/nx + (κy − 1)/ny}a + 2(κx/nx + κy/ny)a, and var(TD,a,1) is of





a defined on Page 278.





























To prove var(TD,a,2) = E(T
2
D,a,2) − {E(TD,a,2)}2 is o(1)var(TD,a,1), we next show
|E(T 2D,a,2)−GD,a| and |{E(TD,a,2)}2 −GD,a| are both o(1)var(TD,a,1).

























































(Xit,j1,j2 − Ywt,j1,j2)(Xĩt,j3,j4 − Yw̃t,j3,j4)
}∣∣∣).
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Note that Yj1,j2,j3,j4 = σy,j1,j3σy,j2,j4 + σy,j1,j4σy,j2,j3 and σy,j1,j2 = σx,j1,j2 −Dj1,j2 . By
Conditions B.3.1 and B.3.2, Hölder’s inequality, and definitions in (B.26), we have








Therefore by Condition B.3.2 and (B.210), var(TD,a,2) = o(1)n
−aV1/2a,a,0,0 = o(1)var(TD,a,1).
Part III: var{Ũ∗(a)} Last, we prove var{Ũ∗(a)} = o(1)var(TD,a,1). Similarly to








Tb1,b2,c is defined in (B.185). For finite a, to prove var{Ũ∗(a)} = o(1)var(TD,a,1), it
suffices to prove var(Tb1,b2,c) = o(1)var(TD,a,1) for 0 ≤ c ≤ a and b1 + b2 ≤ a− 1. As
E(Yi,j1,j2) = 0 and E(x) = E(y) = 0, we know that if b1 + b2 ≤ a− 1, E(Tb1,b2,c) = 0.
Then var(Tb1,b2,c) = E(T
2
b1,b2,c
), which takes a similar form to (B.186). Specifically, we

























T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2),
and T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) is defined same as in (B.186).
Note that var(Tb1,b2,c)(1) is a summation over j indexes in J0, and σx,j1,j2 = σy,j1,j2
for j1, j2 ∈ J0. Therefore the arguments under H0 in Section B.5.23 can be applied







which is o(1)var(TD,a,1). We next consider var(Tb1,b2,c)(2). As E(Yi,j1,j2) = 0 and
E(x) = E(y) = 0, by the definition in (B.186), we know E{T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2)} 6=
0 only when {ib1+1, . . . , i2c−b1} = {̃ib1+1, . . . , ĩ2c−b1} and {w} = {w̃}. Let m0 = b1 −
|{i1, . . . , ib1} ∩ {̃i1, . . . , ĩb1}|. By Condition B.3.1 (3) and Hölder’s inequality,
var(Tb1,b2,c)(2)






























where the last inequality uses σy,j1,j2 = σx,j1,j2 − Dj1,j2 . Since b1 + b2 ≤ a − 1, we
obtain var(Tb1,b2,c)(2) ≤ Cn−1 maxH∈H0;t=1,2{n−aVa,H,x,t,Va,H,D,3}. By Condition B.3.2
and (B.210), we know var(Tb1,b2,c)(2) = o(1)var(TD,a,1).
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B.6 Computation of U-Statistics in Chapter III
B.6.1 Closed-Form Formulae for (3.18)
Note that Ul(a) = U1al by the definitions in (3.17), and for different l’s, the
computation methods of U1al ’s are the same. Therefore in the following, for simplicity,
we give the formulae of U1al without the subscript l:
U11 =V (1),
U12 =V (1,1) − V (2),
U13 =V 13 − 3V (2,1) + 2V (3),
U14 =V 14 − 6V (2,1,1) + 8V (3,1) + 3V (2,2) − 6V (4),
U15 =V 15 − 10V (2,13) + 20V (3,12) + 15V (2,2,1) − 30V (4,1) − 20V (2,3) + 24V (5),
U16 =V 16 − 15V (14,2) + 40V (3,13) + 45V (1,1,2,2) − 90V (1,1,4) − 120V (1,2,3)
+ 144V (1,5) − 15V (2,2,2) + 90V (2,4) + 40V (3,3) − 120V (6),
where U1a and V (t1,...,tk) are defined as in (3.17).
B.6.2 Computation with unknown mean
In this section, we provide the details of the computation of U(a) when E(xi,j) is












where a ≤ k ≤ 2a, rt,1, rt,2 ≥ 0 and rt,1 + rt,2 ≥ 1. A direct calculation of (B.211) has
computational cost O(nk), which is large when k is large. But following the discussion
in Section 3.2.3, we can similarly reduce the computational cost of (B.211) to order
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with cost O(n). Then by the relationship in (B.212),
we can obtain (B.211) with cost O(n) iteratively.
We then illustrate the iterative method with some examples. When k = 1, for any








can be computed with cost O(n). When k =

































, which can be computed with cost O(n). For a general k ≥ 1









with cost O(n). Then by (B.212), we can obtain
(B.211) with computational cost O(n).
Given the iterative method discussed above, we can compute U(a) with cost


























































































































i,k for k = j1, j2.
When a ≥ 3, the similar iterative method can be applied. But the closed form
for computation might be hard to derive directly. Alternatively, we introduce a







x̄j1)(xit,j2−x̄j2). We note that Uc(a) takes a similar form to Ũ(a) in (3.5), but replacing
each observation xi,j with the centered correspondence xi,j− x̄j. Therefore, Uc(a) can
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be computed with cost O(n) using Algorithm III.1, if we set si,l = (xi,j1 − x̄j1)(xi,j2 −
x̄j2) in Algorithm III.1 for l ∈ {(j1, j2) : 1 ≤ j1 6= j2 ≤ p}. We then show that we can
substitute U(a) with Uc(a) when a ≥ 3 in computation under certain conditions.
Proposition B.6.1. Under the Conditions of Theorem 3.2.4, consider a ≥ 3. If a is
odd, p = o(n1+a/2); if a is even, p = o(na/2). Then {U(a)− Uc(a)}/σ(a)
P−→ 0.
The proof of Proposition B.6.1 can be found in Section C.1.3 of He et al. (2021e).
It implies that the results in Theorem 3.2.4 sill hold by replacing U(a) with Uc(a).
As discussed above, we recommend including U-statistics of orders {1, 2, 3, . . . , 6,∞}
in the adaptive testing procedure. Then Proposition B.6.1 requires that p = o(n2),
which suits a wide range of applications. Combining Theorem 3.2.4 and Proposition
B.6.1, we can conduct the test with quick computation of cost O(p2n).
On the other hand, we can conduct the test more generally without Condition
3.2.4 and the requirement p = o(n2). Specifically, we compute Ũ(a) in (3.5) with
cost O(p2n). Then [Ũ(a) − E{Ũ(a)}]/
√
var{Ũ(a)} D−→ N (0, 1) by Lemma B.1.1 and
Theorem 3.2.4. To test H0 in (3.2), it suffices to estimate E{Ũ(a)} and var{Ũ(a)}
with permutation. This may have higher computational cost than the method above
due to permutation, but is computationally more efficient than estimating p-values
directly via permutation or bootstrap, especially when evaluating small p-values.
B.7 Supplementary Simulations for Chapter III
B.7.1 Simulations on One-Sample Covariance Testing
In the following Sections B.7.1.1–B.7.1.5, we present the results of the five simu-
lation settings introduced in Section 3.2.4.
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B.7.1.1 Study 1: Empirical Size
In this study, we verify the theoretical results under H0 in Section 3.2 and the
show validity of the adaptive testing procedure across different n and p values. In
particular, we fix n = 100 and take p ∈ {50, 100, 200, 400, 600, 800, 1000}. Then we
generate n i.i.d. p-dimensional xi for i = 1, . . . , n, and each xi has i.i.d. entries of
N (0, 1) and Gamma(2, 0.5) respectively. The results are summarized in the following
Tables B.1 and B.2 respectively.
Table B.1: Empirical type I errors under the Gaussian distribution when n = 100.
p 50 100 200 400 600 800 1000
U(1) 0.054 0.055 0.045 0.053 0.048 0.052 0.036
U(2) 0.058 0.058 0.066 0.050 0.071 0.048 0.063
U(3) 0.057 0.066 0.061 0.055 0.051 0.063 0.052
U(4) 0.054 0.067 0.052 0.080 0.053 0.041 0.056
U(5) 0.049 0.054 0.059 0.070 0.045 0.049 0.053
U(6) 0.039 0.057 0.063 0.061 0.056 0.057 0.074
U(∞) 1 0.046 0.055 0.049 0.067 0.064 0.042 0.044
U(∞) 2 0.040 0.047 0.045 0.056 0.048 0.050 0.048
adpUmin 1 0.056 0.066 0.067 0.064 0.067 0.056 0.051
adpUf 1 0.065 0.083 0.069 0.079 0.063 0.058 0.060
adpUmin 2 0.054 0.069 0.065 0.060 0.062 0.055 0.057
adpUf 2 0.069 0.082 0.065 0.065 0.058 0.057 0.062
Identity 0.055 0.053 0.058 0.053 0.061 0.049 0.053
Sphericity 0.053 0.050 0.058 0.053 0.062 0.049 0.054
LW 0.058 0.051 0.053 0.045 0.067 0.048 0.058
Schott 0.052 0.055 0.050 0.052 0.050 0.044 0.051
In Tables B.1 and B.2, we provide the simulation results of all the single U-
statistics with orders in {1, . . . , 6}. For U(∞), we first use the test statistic (3.9)
same as in Jiang (2004), which is denoted as “U(∞) 1” below. Since the convergence
in Jiang (2004) is slow, we use permutation to approximate the distribution in the
simulations. We also use the standardized version M †n introduced in Remark B.2,
which is denoted as “U(∞) 2” below. Given “U(∞) 1” and “U(∞) 2”, we apply the
adaptive testing with minimum combination and Fisher’s method respectively. The
results are denoted as “adpUmin1”, “adpUf1”, “adpUmin2” and “adpUf2” respec-
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Table B.2: Empirical type I errors under the Gamma distribution when n = 100.
p 50 100 200 400 600 800 1000
U(1) 0.043 0.049 0.054 0.048 0.050 0.049 0.043
U(2) 0.057 0.075 0.062 0.054 0.057 0.055 0.061
U(3) 0.054 0.064 0.050 0.041 0.057 0.051 0.056
U(4) 0.047 0.056 0.061 0.056 0.052 0.053 0.045
U(5) 0.043 0.043 0.054 0.052 0.050 0.053 0.049
U(6) 0.032 0.035 0.059 0.045 0.046 0.053 0.044
U(∞) 1 0.052 0.045 0.048 0.053 0.045 0.049 0.055
U(∞) 2 0.044 0.052 0.052 0.053 0.044 0.051 0.045
adpUmin 1 0.051 0.054 0.069 0.062 0.049 0.058 0.065
adpUf 1 0.055 0.060 0.075 0.067 0.054 0.058 0.067
adpUmin 2 0.049 0.055 0.068 0.063 0.049 0.059 0.066
adpUf 2 0.063 0.067 0.070 0.058 0.047 0.057 0.061
Identity 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Sphericity 0.088 0.065 0.071 0.056 0.060 0.059 0.050
LW 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Schott 0.051 0.063 0.053 0.053 0.055 0.046 0.060
tively below. In addition, we also compare several methods in the literature. The
identity and sphericity tests in Chen et al. (2010) are denoted as “Equal” and “Spher”
below; the methods in Ledoit and Wolf (2002) and Schott (2007), which are referred
to as “LW” and “Schott” respectively.
Remark B.2. Besides M∗n in (3.9), an alternative way to construct U(∞) in the
framework is to standardize σ̂j1,j2 by its variance v̂ar(σ̂j1,j2). Specifically, following Cai
et al. (2013), we take v̂ar(σ̂j1,j2) = n
−1∑n
i=1{(xi,j1 − x̄j1)(xi,j2 − x̄j2)− σ̂j1,j2}2. Define
M †n = max1≤j1 6=j2≤p |σ̂j1,j2|/{v̂ar(σ̂j1,j2)}1/2 and we take U(∞) = M †n. Theoretically,
it can be shown that Theorem 3.2.3 still holds with U(∞) = M †n (He et al., 2021d,
Section B.11). Numerically, we provide the simulations in Section B.7.1, which shows




In this section, we provide the simulation results for the second setting in Section
3.2.4. In particular, we generate n i.i.d. p-dimensional xi for i = 1, . . . , n, and
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xi follows multivariate Gaussian distribution with mean zero and covariance ΣA =




Similarly to Figure III.2, we conduct simulations on the adaptive procedure with
U-statistics of orders in {1, . . . , 6,∞}. We provide the simulation results of all the
single U-statistics and the adaptive procedure, and also compare with some other
methods in the literature. We take (n, p) ∈ {(100, 300), (100, 600), (100, 1000)}, and
provide the results in the following Figures B.1–B.3 respectively.
In Figure B.1, the first 7 plots are simulated with k0 ∈ {2, 5, 7, 10, 13, 20, 50}.
Particularly, we include results of U(a) for a ∈ {1, . . . , 6,∞}; the adaptive procedure
“adpU” by minimum combination of these single U-statistics; identity and sphericity
tests in Chen et al. (2010), which are denoted as ‘Equal” and “Shper”, respectively.
We can see that when k0 ∈ {7, 10, 13}, the results of “adpU” are better than all
the other test statistics. For other cases, the results of “adpU” are close to the best
results of single U-statistics. In addition, we also examine the case when the nonzero
off-diagonal elements of ΣA, i.e., σj1,j2 with 1 ≤ j1 6= j2 ≤ k0, have same absolute
value |ρ|, but can be positive or negative with equal probability. The results of powers
versus different |ρ| values are given by 8th plot in Figure B.1, which is consistent with
Remark III.3 in Section 3.2.2.
In Figures B.2 and B.3, the meanings of the legends are the same as in Tables B.1
and B.2, and are already explained in Section B.7.1.1. We can find similar patterns




















































































































































































































































































k0 = 20, both positive and negative entries
Figure B.1: Study 2 in Section B.7.1.2: Empirical power versus the signal magnitude










































































































































































































































































































Figure B.2: Study 2 in Section B.7.1.2: Empirical power versus the signal magnitude
































































































































































































Figure B.3: Study 2 in Section B.7.1.2: Empirical power versus the signal magnitude
ρ when n = 100, p = 1000, and k0 ∈ {5, 10, 20, 40}.
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B.7.1.3 Study 3
We provide supplementary simulations for the third setting in Section 3.2.4. In
particular, we generate n i.i.d. p-dimensional xi for i = 1, . . . , n, and xi follows
multivariate Gaussian distribution with mean zero and covariance ΣA. In this case,
ΣA is symmetric and positive definite, and has the diagonal being all one and only
|JA| random positions being nonzero with value ρ. Note that here ρ represents the
magnitude of the alternative signal; and |JA| represents its sparsity level with a larger
value indicating a denser alternative, and vice versa. We let |JA| and ρ vary to examine
how the power changes correspondingly. We take (n, p) ∈ {(100, 600), (100, 1000)},
and provide the results in the following Figures B.4–B.5 respectively. The meanings
of the legends are the same as in Tables B.1 and B.2, and are already explained in
Section B.7.1.1. We observe similar patterns to that in the figures in Section B.7.1.2.
B.7.1.4 Study 4
In this section, we provide the simulation results of the fourth setting in Section
3.2.4. In particular, we generate n i.i.d. p-dimensional xi for i = 1, . . . , n, and xi
follows multivariate Gaussian distribution with mean zero and covariance ΣA. Under
this setting, ΣA is symmetric and positive definite and has the diagonal being all one
and |JA| random positions taking values uniformly in the range (0, 2ρ). Therefore,
the nonzero off-diagonal elements in ΣA are different. Figure B.6 below presents the
power versus ρ when n = 100 and p = 1000. The meanings of the legends are the
same as in Tables B.1 and B.2, and are already explained in Section B.7.1.1. We
observe similar patterns to that in the figures in Section B.7.1.2.
B.7.1.5 Study 5
In this section, we compare our methods with the methods in Chen et al. (2010)













































































































































































































































































































Figure B.4: Study 3 in Section B.7.1.3: Empirical power versus the signal magnitude




































































































































































































































































































Figure B.5: Study 3 in Section B.7.1.3: Empirical power versus the signal magnitude





















































































































































































































































































Figure B.6: Study 4 in Section B.7.1.4: Empirical power versus the signal magnitude
ρ when n = 100, p = 1000, and |JA| ∈ {10, 100, 400, 800, 1600, 3200}.
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where Ξ is a matrix of dimension p×m with m ≥ p. Under null hypothesis, m = p,









2ρ1p), thus Σ = (1 − ρ)Ip + 2ρ1p1ᵀp. Two
settings are examined: (1) zi’s are i.i.d. multivariate Gaussian random vectors with
mean 0 and covariance Ip; (2) zi = (zi,1, . . . , zi,m)
ᵀ consists of i.i.d. random variables
zi,j which are standardized Gamma(4, 0.5) random variables so that zi has mean 0
and covariance Ip.
To mimic “large p, small n” situation, Chen et al. (2010) sets dimension p =
c1 exp(n
η) + c2, where η = 0.4, for (c1, c2) = (1, 10) and (c1, c2) = (2, 0) respectively.
In particular, we consider (n, p) ∈ {(40, 159), (40, 331), (80, 159), (80, 331), (80, 642)}.
The results are based on 1000 simulations and the nominal significance level of the
tests is 5%.
In the Tables B.3–B.10, results outside and inside parentheses are calculated from
parametric-permutation- and asymptotics-based methods, respectively. To be spe-
cific, psarametric-permutation-based method means estimating p-values or powers by
permutation; and asymptotic-based method uses the asymptotic theoretical results
and is described in Section 3.2.3. For each a ∈ {1, . . . , 6,∞}, the row of “U(a)”
has results using the single test statistic U(a); and the row of “adpU” is obtained
by the adaptive testing procedure which combines all single candidate U-statistics in
the tables using the minimum combination. In addition, “Ident” and “Spher” rows
denote the identity and sphericity tests in Chen et al. (2010) separately.
In the tables B.3–B.8, we find that the empirical sizes of most tests are close to the
nominal level, except U(∞) due to the slow convergence to extreme value distribution
as pointed out in Hall (1979). “Ident” and “Spher” tests perform similarly to U(2) in
both settings. This is reasonable because they are all sum-of-squares-type statistics.
Moreover, for the ρ’s examined, U(1) has higher power than U(2), as the constructed
alternative is very dense and only has positive entries. In addition, “adpU” achieves
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high power for different cases, and its power converges to 1, as one of the test statistics
has power converging to 1. In Tables B.9 and B.10, data are standardized with sample
mean and variance. It can be seen that methods in Chen et al. (2010) perform poorly
in this case. Other than this, the results follow similar patterns to results in other
tables.
Table B.3: Empirical type I errors and power (%) under the simulation setting (1) of
Study 5 in Section B.7.1.5 when n = 80 and p = 331.
ρ 0 0.001 0.002 0.003 0.004
U(1) 4.4 (4) 93.4 (90.6) 100 (99.9) 100 (100) 100 (100)
U(2) 5 (5.6) 5.5 (6) 7.2 (5.9) 13.1 (10.2) 19.7 (14.4)
U(3) 5.4 (6.1) 4.5 (4) 6.3 (5.4) 6.9 (4.5) 9 (5.4)
U(4) 4.7 (5.1) 6 (5.4) 3.7 (4.6) 4.2 (5.3) 6 (4.8)
U(5) 5.4 (6.3) 4.9 (4.7) 5.3 (5.6) 6 (5.7) 6.1 (5.1)
U(6) 4.6 (4.9) 5.8 (5.4) 4.9 (4.5) 5.2 (4.8) 4.8 (5)
U(∞) 4.7 (0.3) 5 (0.6) 5.5 (0.7) 5.1 (0.4) 5.9 (0.8)
aSPU 5 (5.4) 81 (81.8) 99.4 (99.4) 100 (100) 100 (100)
Ident 5.5 5.7 8.2 14.4 21.8
Spher 5.6 5.7 8.1 14.2 21.4
Table B.4: Empirical type I errors and power (%) under the simulation setting (2) of
Study 5 in Section B.7.1.5 when n = 80 and p = 331.
ρ 0 0.001 0.002 0.003 0.004
U(1) 5.3 (4.6) 56.7 (50.3) 92.5 (89.3) 99.3 (99.1) 100 (99.8)
U(2) 5.4 (5) 5.5 (5.7) 6.9 (5.4) 7.7 (5.8) 11.4 (7.3)
U(3) 5.6 (5.4) 4.5 (3.5) 5.7 (4) 5.8 (4.8) 7.2 (5.1)
U(4) 4.8 (3.9) 4.9 (4.1) 4.9 (5) 6.5 (6.8) 4.9 (5.1)
U(5) 6.1 (5.1) 5.6 (6.1) 5.1 (5.2) 5.5 (5.7) 5.2 (5.5)
U(6) 6.4 (5.6) 5.4 (4.1) 5.1 (5.3) 5.1 (5.4) 5.8 (5.3)
U(∞) 5.5 (3) 5.3 (2.5) 6 (2.8) 5.5 (2.8) 6.8 (3.1)
adpU 6.4 (6.5) 35 (36.3) 78.7 (79.2) 96.1 (96.1) 99.5 (99.6)
Ident 6.7 6.5 7.4 9.2 13.5
Spher 6.2 6.2 7 9.1 12.9
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Table B.5: Empirical Type I errors and power (%) under the simulation setting (1)
of Study 5 in Section B.7.1.5 when n = 40 and p = 159.
ρ 0 0.0005 0.001 0.0015 0.002 0.0025
U(1) 5.8 (4.6) 16.6 (13.6) 36.5 (32.3) 57.4 (51.3) 69.2 (65.1) 83.3 (80)
U(2) 5.2 (4.9) 4.6 (3.1) 4.6 (5.6) 5.3 (4.5) 5.5 (4.8) 5.9 (4.8)
U(3) 4.9 (4.8) 5.8 (5.4) 5.6 (5.6) 5.6 (4.9) 4.6 (4.7) 5.6 (5)
U(4) 4.6 (5.7) 4.2 (4.1) 5.6 (4.6) 4.7 (4.6) 4.5 (5.1) 5.3 (4.9)
U(5) 5.5 (5.6) 5.3 (6.2) 5.7 (4.9) 3.1 (3.1) 4.7 (4.4) 5.5 (5.4)
U(6) 4.4 (4.3) 4.8 (4.6) 4.4 (4.7) 4.3 (4.3) 4.8 (4.6) 5 (4.2)
U(∞) 5.1 (0.1) 5.1 (0.1) 4.2 (0) 4.6 (0.1) 4.6 (0) 5.5 (0.1)
adpU 5.7 (5.8) 8.9 (10.6) 18.5 (21.1) 31.5 (34.2) 47.4 (50.8) 63.2 (66.2)
Ident 5.8 5.3 5.9 6.8 6.8 7.1
Spher 5.8 5.1 5.7 6.5 6.5 7.2
Table B.6: Empirical Type I errors and power (%) under the simulation setting (1)
of Study 5 in Section B.7.1.5 when n = 40 and p = 331.
ρ 0 0.0025 0.005 0.01 0.015 0.02
U(1) 5.9 (5.4) 99.4 (99.3) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 5.1 (4.4) 7 (6.3) 15.5 (10.7) 65.8 (60) 95.1 (93.1) 99.3 (98.7)
U(3) 5.4 (5.5) 7.6 (4.6) 13 (7.5) 26.3 (19.7) 53.9 (44.1) 76.9 (68.9)
U(4) 4.8 (5.1) 4.9 (5.4) 6.8 (5.6) 6.3 (6.6) 11.4 (7.7) 14.4 (11.7)
U(5) 5.9 (4.8) 5.5 (4.9) 7 (6.6) 5.6 (4.9) 8.6 (7.3) 8.5 (8.2)
U(6) 4.1 (4.9) 3.4 (4.5) 6.8 (4.6) 4.8 (6.5) 5.5 (6.6) 8 (8.6)
U(∞) 4.2 (0) 4.1 (0) 6.1 (0) 4.9 (0) 6.6 (0) 7.3 (0.1)
adpU 5.2 (5.8) 97.5 (98.5) 100 (100) 100 (100) 100 (100) 100 (100)
Ident 6.2 8.3 19.2 68 95.5 99.3
Spher 6.3 8.2 18.6 67.6 95.4 99.3
Table B.7: Empirical type I errors and power (%) under the simulation setting (1) of
Study 5 in Section B.7.1.5 when n = 80 and p = 159.
ρ 0 0.0025 0.005 0.01 0.015 0.02
U(1) 5.7 (4.7) 98.1 (97) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 6.2 (5.1) 6.8 (5.5) 16.5 (11.4) 68.4 (60.6) 96.7 (94.7) 100 (99.9)
U(3) 6 (4.7) 6.2 (5.5) 7.4 (5.9) 15.2 (9.2) 34.8 (26.2) 69.2 (61.4)
U(4) 5.4 (5.6) 4 (3.8) 4.7 (4.2) 7.6 (7.1) 10.6 (9) 18.2 (15.7)
U(5) 4.5 (4.9) 4.6 (4.2) 4.8 (4.5) 5.3 (5.3) 9.6 (7.6) 13.1 (13)
U(6) 5.6 (5.3) 3.9 (4.7) 4 (3.3) 5.3 (4.9) 8.7 (8) 12 (12.4)
U(∞) 4.5 (0.8) 6.1 (1.1) 4.9 (1.4) 5.4 (1.7) 8 (1.5) 10.7 (3.3)
adpU 5.7 (7) 91.8 (92.6) 99.8 (99.8) 100 (100) 100 (100) 100 (100)
Ident 6.7 7.8 18.5 71.1 97.3 100
Spher 6.7 7.2 18 69.6 97 100
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Table B.8: Empirical type I errors and power (%) under the simulation setting (1) of
Study 5 in Section B.7.1.5 when n = 80 and p = 642.
ρ 0 0.0025 0.005 0.01 0.015 0.02
U(1) 5.8 (4.8) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 6.4 (6.2) 17.9 (12.7) 71.2 (63.4) 99.8 (99.8) 100 (100) 100 (100)
U(3) 5.2 (5.6) 6.2 (3.6) 19.3 (13.3) 68.4 (57.3) 96.4 (94) 99.8 (99.6)
U(4) 5.2 (5.2) 6.2 (6.4) 5.2 (5.2) 8.5 (6.4) 25 (18.3) 57.9 (51.7)
U(5) 6.4 (4.6) 5 (5.2) 6.4 (5.4) 7.8 (7.2) 11.7 (9.9) 21.1 (16.9)
U(6) 4 (4.2) 5.8 (6.4) 6 (6) 4.2 (5.2) 9.3 (10.3) 13.1 (15.3)
U(∞) 4.4 (0.6) 5 (0.2) 5.6 (0.4) 7 (0.8) 9.3 (0.8) 15.3 (0.6)
adpU 6 (4.2) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
Ident 6.8 18.9 72.6 100 100 100
Spher 6.6 18.7 72.6 100 100 100
Table B.9: Empirical type I errors and power (%) under the simulation setting (2) of
Study 5 in Section B.7.1.5 when n = 80 and p = 159.
ρ 0 0.0005 0.001 0.002 0.003 0.004
U(1) 4.9 (4.2) 26.1 (20.4) 57.1 (49.7) 95.2 (93.1) 99.9 (99.8) 100 (99.9)
U(2) 4.9 (4.4) 3.9 (5.3) 5.9 (5.2) 6.7 (4.8) 8.3 (5.6) 12.2 (7.7)
U(3) 5.4 (5.2) 4.7 (5.3) 4.3 (4.1) 6 (4) 5.9 (5.1) 7 (5)
U(4) 5.4 (4.9) 5.5 (5.2) 4.8 (4.8) 5.9 (6.3) 6.7 (7.2) 4.6 (4.6)
U(5) 7.3 (6.2) 5.4 (5.6) 5.8 (6.5) 5.3 (6.3) 5.8 (5.5) 5.6 (5.6)
U(6) 6.5 (5.6) 4.9 (5) 5.5 (5.3) 4.9 (5.2) 5.5 (5.4) 4.2 (4.7)
U(∞) 5.9 (3) 5.7 (2.1) 5.8 (2.5) 5.7 (2.6) 5.5 (2.9) 6.7 (3.3)
adpU 5.7 (5) 12.1 (13.1) 34.8 (34.6) 81.9 (82.6) 98.1 (98.1) 99.9 (99.8)
Ident 0.2 0.1 0.1 0.2 0.1 0.1
Spher 0.2 0.1 0.1 0.2 0 0.1
Table B.10: Empirical type I errors and power (%) under the simulation setting (2)
of Study 5 in Section B.7.1.5 when n = 80 and p = 642.
ρ 0 0.0005 0.001 0.002 0.003 0.004
U(1) 2.8 (2.2) 94.2 (93) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 5.8 (4.2) 4.2 (4.8) 6 (5.6) 11.9 (7.2) 22.3 (14.5) 45.9 (36.2)
U(3) 3.6 (3.8) 5.4 (5.2) 7.2 (5) 6 (3.6) 11.9 (7.6) 15.1 (9.3)
U(4) 4.4 (4.4) 4.6 (4.4) 6.4 (6.2) 4.8 (3.8) 5.4 (5.2) 7 (6.2)
U(5) 7 (5.6) 6 (5) 6.2 (5.4) 7 (6.2) 6.6 (5.4) 7.4 (5.6)
U(6) 7 (5.4) 5 (4.6) 4.6 (5.6) 6.8 (7.2) 5.4 (4.6) 5.6 (5.8)
U(∞) 4.8 (2.2) 6.2 (2.4) 4.8 (0.8) 6.2 (3) 6.4 (2.6) 5.2 (1.6)
adpU 5 (4) 84.5 (85.9) 100 (100) 100 (100) 100 (100) 100 (100)
Ident 0 0.4 0.2 0.4 2.4 8.3
Spher 0 0.4 0.2 0.4 2.4 7.8
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B.7.2 Simulation on Testing Coefficients in the GLM






iβ + εi, (B.213)
for i = 1, . . . , n. We generate i.i.d. xi from the multivariate normal distribution
N (0,Σ). We show the results with an equal variance and a first-order autoregres-
sive correlation matrix case, that is, Σ = (0.4|i−j|). We further generate zi of two
covariates with entries i.i.d. from standard normal distribution N (0, 1), and εi are
the random errors following i.i.d. normal distribution N (0, 0.5). In (B.213), we take
α = (0.3, 0.3)ᵀ, β = 0 or 6= 0 corresponded to the null hypothesis H0 and the alterna-
tive hypothesis HA, respectively. Under HA, bpsc elements in β are set to be non-zero,
where s ∈ [0, 1] controls signal sparsity. We vary s to mimic varying sparsity situa-
tions, from sparse to dense signals with s ∈ {0.001, 0.1, 0.3, 0.7, 0.9}. The positions of
non-zero elements in β are assumed to be uniformly distributed in {1, 2, . . . , p}, and
their values are constant c, where c is the effect of signals that vary in the simulations.
The results are based on 1000 simulations with 5% nominal significance level, n = 500
and p = 1000. We summarized the results in Figure B.7. It shows similar patterns
as in Study I.
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Figure B.7: Power comparison of different tests for the coefficients of the generalized
linear model (B.213).
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B.7.3 Simulations on Two-sample Covariance Tests
B.7.3.1 Empirical Size Under H0
In this section, we examine the empirical Type I errors of the proposed the adap-
tive testing procedure and compare it with the other methods.
We follow the simulation settings in Yang and Pan (2017). In particular, let A(s)
be the s × s covariance matrix of MA(1) model with the parameter θ1 = 0.4. In
addition, B = 0.7Ip−s is a (p − s) × (p − s) scaled identity matrix. We then define
the matrix Q(s) = BlkDiag(A(s), B), where “BlkDiag” indicates a block diagonal
matrix. We take s = p1/2 and n = 100, and consider Σx = Σy = Q(s). The results
are presented in Table B.11.
In Table B.11, we provide the simulation results of the single U-statistics U(a) with
a ∈ {1, . . . , 6}. In addition, we provide the simulation results of U(∞) using permuta-
tion and the asymptotic distribution in Cai et al. (2013), which are denoted as “U(∞)
permutation” and “U(∞) Tony” respectively. Given the results of U(1), . . . ,U(6)
and “U(∞) (permutation)”, “adpUmin 1” and “adpUf 1” represent the results of the
adaptive testing procedure using minimum combination and Fisher’s method respec-
tively. Similarly, given the results of U(1), . . . ,U(6) and “U(∞) (Tony)”, “adpUmin
2” and “adpUf 2” represent the results of the adaptive testing procedure using mini-
mum combination and Fisher’s method respectively. Moreover, “Schott”, “Sriva” and
“Chen” represent the methods in Schott (2007); Srivastava and Yanagihara (2010)
and Li and Chen (2012), respectively. In addition, we denote the tests without and
with Micro term in Yang and Pan (2017) as “Pan1” and “Pan2” respectively. The
tests in Yang and Pan (2017) are time-consuming. Therefore we only provide the
simulation results at p = 50, which takes about 100 times the time of the proposed
adaptive testing procedure.
Based on our simulation results, we find that the empirical Type I errors of the
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single U-statistics are close the nominal levels, which verifies the theoretical results
of Theorem 3.4.1. Moreover, comparing “U(∞) (permutation)” and “U(∞) (Tony)”,
we find that using the asymptotic distribution in Cai et al. (2013) gives conservative
Type I errors that are smaller than the nominal levels. In addition, by examining the
results of minimum combination and Fisher’s method, we find that both of the two
methods give empirical Type I errors that are close to the nominal level, while the
Fisher’s method may have slight size inflation compared to the minimum combination.
Table B.11: Empirical Type-I errors of the two-sample covariance tests when Σx =
Σy = Q(s), n = 100, and s = p
1/2.
p 50 100 200 300
U(1) 0.052 0.055 0.040 0.039
U(2) 0.051 0.060 0.053 0.047
U(3) 0.048 0.061 0.054 0.054
U(4) 0.039 0.059 0.067 0.053
U(5) 0.056 0.046 0.041 0.066
U(6) 0.045 0.044 0.041 0.044
U(∞) (permutation) 0.047 0.042 0.049 0.052
adpUmin 1 0.043 0.057 0.059 0.053
adpUf 1 0.076 0.081 0.060 0.076
U(∞) (Tony) 0.018 0.024 0.016 0.013
adpUmin 2 0.044 0.056 0.059 0.051
adpUf 2 0.051 0.056 0.040 0.050
Chen 0.050 0.049 0.049 0.050
Sriva 0.166 0.002 0.000 0.000
Schott 0.074 0.119 0.236 0.418
Pan1 0.055 NA NA NA
Pan2 0.058 NA NA NA
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B.7.3.2 Power under HA
In this section, we examine the power of the two-sample covariance tests, where
we follow the covariance matrix models in Yang and Pan (2017). In particular, let
H(τ0, τ1, r) = (hi,j)p×p, where hi,j = 0 except hi,i = τ0, i = 1, . . . , r and hi,i+1 =
hi,i−1 = τ1, i = 1, . . . , r − 1. Here τ0 and τ1 are used to measure the level of faint
alternatives and r is used to measure the sparsity level of alternative. We fix Σx = Ip,
the p× p identity matrix, and examine the following three representative covariance
matrix models of Σy.
Model 1: (Extreme faint, τ0 = 0.04, τ1 = 0.2, r = p). Σy = Ip + H(0.04, 0.2, p). This
matrix can also be considered as the covariance matrix of MA(1) model
with the parameter θ1 = 0.2, which is also used in Li and Chen (2012).
Model 2: (Extreme sparse, τ0 = 1, τ1 = 1.5, r = 2). Σy = Ip+H(1, 1.5, 2). This model
only has four large disturbances compared with Σx, which is regarded as
the extreme sparse (ES) alternative.
Model 3: (Reasonable faint and sparse, τ0 = 0.3, τ1 = 0.3, r = p/10) Σy = Ip +
H(0.3, 0.3, p/10). The value of r here is between 2 (in Model 2) and p (in
Model 1), which is regarded as a moderately sparse setting.
Under each model above, we take n = 100, p ∈ {50, 100, 200, 300}, and provide
the simulation results of the Models 1–3 in the Tables B.12–B.14 respectively. The
explanation of each row are the same as in Table B.11, which is given in Section
B.7.3.1. Similarly, we note that the tests in Yang and Pan (2017) are very time-
consuming. Therefore for “Pan 1” and “Pan 2”, we only provide the simulation
results at p = 50, which takes about 100 times the time of the proposed adaptive
testing procedure.
We then analyze the simulation results. Model 1 is the extreme faint case and
Σy − Σx is dense. We find that under this case, the U-statistics of small orders,
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Table B.12: Empirical power of the two-sample covariance tests under Model 1 (Ex-
treme faint) when n = 100.
p 50 100 200 300
U(1) 0.397 0.389 0.408 0.416
U(2) 0.445 0.458 0.456 0.484
U(3) 0.290 0.309 0.354 0.371
U(4) 0.197 0.211 0.199 0.205
U(5) 0.244 0.397 0.752 0.855
U(6) 0.054 0.052 0.054 0.091
U(∞) (permutation) 0.066 0.062 0.044 0.029
adpUmin 1 0.478 0.511 0.692 0.783
adpUf 1 0.600 0.648 0.843 0.886
U(∞) (Tony) 0.091 0.072 0.087 0.072
adpUmin 2 0.480 0.513 0.691 0.781
adpUf 2 0.619 0.669 0.855 0.903
Chen 0.573 0.574 0.569 0.623
Sriva 0.513 0.586 0.598 0.569
Schott 0.667 0.731 0.888 0.956
Pan1 0.640 NA NA NA
Pan2 0.669 NA NA NA
Table B.13: Empirical power of the two-sample covariance tests under Model 2 (Ex-
treme sparse) when n = 100.
p 50 100 200 300
U(1) 0.068 0.056 0.048 0.049
U(2) 0.725 0.364 0.122 0.086
U(3) 0.993 0.960 0.850 0.660
U(4) 1.000 0.997 0.988 0.956
U(5) 0.934 0.874 0.803 0.682
U(6) 0.972 0.960 0.935 0.914
U(∞) (permutation) 0.966 0.919 0.852 0.772
adpUmin 1 1.000 0.992 0.984 0.959
adpUf 1 1.000 0.996 0.989 0.970
U(∞) (Tony) 0.999 1.000 0.997 1.000
adpUmin 2 1.000 0.997 0.993 0.995
adpUf 2 1.000 0.999 0.992 0.992
Chen 0.800 0.457 0.196 0.127
Sriva 0.787 0.433 0.166 0.101
Schott 0.864 0.640 0.550 0.654
Pan1 0.673 NA NA NA
Pan2 0.694 NA NA NA
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Table B.14: Empirical power of the two-sample covariance tests under Model 3 (Rea-
sonable faint and sparse) when n = 100.
p 50 100 200 300
U(1) 0.072 0.067 0.069 0.070
U(2) 0.090 0.096 0.096 0.083
U(3) 0.155 0.151 0.152 0.145
U(4) 0.175 0.162 0.162 0.154
U(5) 0.347 0.582 0.868 0.946
U(6) 0.308 0.494 0.732 0.854
U(∞) (permutation) 0.028 0.034 0.027 0.018
adpUmin 1 0.337 0.496 0.797 0.901
adpUf 1 0.355 0.535 0.802 0.910
U(∞) (asymptotic) 0.254 0.319 0.409 0.403
adpUmin 2 0.348 0.508 0.798 0.901
adpUf 2 0.426 0.620 0.862 0.940
Chen 0.138 0.149 0.153 0.144
Sriva 0.092 0.096 0.097 0.100
Schott 0.189 0.283 0.486 0.712
Pan1 0.167 NA NA NA
Pan2 0.186 NA NA NA
e.g., U(1) and U(2) are powerful. The tests based on the sum-of-squares type statis-
tics including “Chen”, “Sriva” and “Schott” are also powerful under this case. Our
proposed adaptive testing procedure using Fisher’s method has comparable power
performance to “Pan 1” and “Pan 2”, and is computationally more efficient. Model
2 is the extreme sparse case. Under this case, we find that generally U-statistics
of higher orders, e.g., U(4) and U(∞), are more powerful than the U-statistics of
smaller orders, e.g., U(1) and U(2). Model 3 is the moderately faint and sparse case.
Under this case, we can see that a finite-order U-statistic U(5) is the most powerful
one. Neither the maximum-type test statistic U(∞) and the sum-of-squares type test
statistic U(2), “Chen”, “Sriva” and “Schott” are very powerful. Tests in Yang and
Pan (2017) considering only faint or sparse alternatives are not very powerful under
this case. On the other hand, the proposed adaptive testing procedure maintains high
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