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Abstract
Consideration of various hydrodynamic phenomena involves the study of the Navier-Stokes (N-S) equations, what
is hard enough for analytical and numerical investigations since already in three-dimensional (3D) case it is a
challenging task to study the limit behavior of N-S solutions. The low-order models (LOMs) derived from the
initial N-S equations by Galerkin method allow one to overcome difficulties in studying the limit behavior and
existence of attractors. Among the simple LOMs with chaotic attractors there are famous Lorenz system, which
is an approximate model of two-dimensional convective flow and Glukhovsky-Dolzhansky model, which describes a
convective process in three-dimensional rotating fluid and can be considered as an approximate model of the World
Ocean. One of the widely used dimensional characteristics of attractors is the Lyapunov dimension. In the study
we follow a rigorous approach for the definition of the Lyapunov dimension and justification of its computation by
the Kaplan-Yorke formula, without using statistical physics assumptions. The exact Lyapunov dimension formula
for the global attractors is obtained and peculiarities of the Lyapunov dimension estimation for self-excited and
hidden attractors are discussed. A tutorial on numerical estimation of the Lyapunov dimension on the example of
the Glukhovsky-Dolzhansky model is presented.
Keywords: chaos, self-excited and hidden attractors, Lorenz-like systems, finite-time Lyapunov exponents,
Lyapunov characteristic exponents, exact Lyapunov dimension formula, tutorial on numerical estimation,
Kaplan-Yorke formula
1. Introduction
The main difficulties in studying fluid motion are related to infinite number of degrees of freedom of hydrody-
namic objects. To overcome these difficulties, one may use an approximation (e.g., applying Galerkin method [1]) of
system of equations, describing the considered object with an infinite number of degrees of freedom, by a system of
equations with a finite number of degrees of freedom. Resulting finite-dimensional analogues of the hydrodynamic
equations, called low-order models, turn out to be more convenient for analytical and numerical investigations [2–4].
Among the famous physically sounded low-order models there are the Lorenz model [5] (describing the Rayleigh-
Be´nard convection), the Vallis model [6] (describing El Nin˜o climate phenomenon), and the Glukhovsky-Dolzhansky
model [7] (describing fluid convection inside the rotating ellipsoidal cavity under the horizontal heating). One of
the substantial features of these models is the existence of chaotic attractors in their phase spaces. From both the-
oretical and practical perspective it is important to localize these attractors [8, 9], study their basins of attraction
[10–12], and estimate their dimensions [13] with respect to varying parameters.
In the present paper a there-dimensional model, describing the convection of fluid within an ellipsoidal rotating
cavity under an external horizontal heating, is considered. This model was suggested by Glukhovsky and Dolghan-
sky [7] (G-D) and can be considered as an approximate model of the World Ocean. The mathematical G-D model
is described by the following system of ODEs:
x˙ = −σx+ z + a0yz,
y˙ = R− y − xz,
z˙ = −z + xy,
(1)
where σ, R, a0 are positive parameters.
After the change of variables:
(x, y, z) →
(
x, R− σ
a0R+ 1
z,
σ
a0R+ 1
y
)
, (2)
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system (1) takes the form of generalized Lorenz system
x˙ = −σx+ σy −Ayz,
y˙ = rx− y − xz,
z˙ = −bz + xy,
(3)
where
b = 1, A =
a0σ
2
(a0R+ 1)2
, r =
R
σ
(a0R+ 1). (4)
If
R = r(σ −Ar) > 0, a0 = A
(σ −Ar)2 > 0, b = 1. (5)
then we have the inverse transformation
(x, y, z)→
(
x,
1
σ −Ar z, r −
1
σ −Ar y
)
.
For A = 0 system (3) coincides with the classical Lorenz system [5].
System (3) with the parameters r, σ, b > 0 is mentioned first in the work of Rabinovich [14] and in the case A < 0
can be transformed [15] to the Rabinovich system of waves interaction in plasma [16, 17]. Following Glukhovsky
and Dolghansky [7], consider system (3) under the physically sounded assumption that r, σ, b, A are positive.
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(a) Monostability (r = 687.5): trajectories from almost all initial
points except for a set of zero measure (including unstable equilibria
S0,1,2) tend to the same chaotic attractor Kself-excited (self-excited
attractor with respect to all three equilibria: e.g. one-dimensional
unstable manifold of S0 is attracted to Kself-excited and, thus, visual-
izes it).
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(b) Multistability (r = 700): Coexistence of three local attrac-
tors — two stable equilibria S1,2 and one chaotic attractor Khidden
(hidden attractor, which basin of attraction does not overlap with
an arbitrarily small vicinity of equilibria: one-dimensional unstable
manifold of S0 is attracted to S1,2).
Figure 1: Self-excited and hidden attractors in system (3) with b = 1, σ = 4, A = 0.0052.
Systems (1) and (3) are of particular interest because they have chaotic attractors (Fig. 1). By numerical
simulations in the case when parameter σ = 4 it is obtained [7] certain values of the parameters for which systems
(1) and (3) possess self-excited attractors (Fig. 1a). An attractor is called a self-excited attractor if its basin
of attraction intersects an arbitrarily small open neighborhood of an equilibrium, otherwise it is called a hidden
attractor [18–21]. Self-excited attractors are relatively simple for localization and can be obtained using trajectories
from an arbitrary small neighborhood of unstable equilibrium. The use of the term self-excited oscillation or
self-oscillations can be traced back to the works of H.G. Barkhausen and A.A. Andronov, where it describes the
generation and maintenance of a periodic motion in mechanical and electrical models by a source of power that
lacks any corresponding periodicity (e.g., stable limit cycle in the van der Pol oscillator) [22, 23]. We use this
notion for attractors of dynamical systems to describe the existence of transient process from a small vicinity of an
unstable equilibrium to an attractor. If there is no such a transient process for an attractor, it is called a hidden
attractor. The hidden and self-excited classification of attractors was introduced by Leonov and Kuznetsov in
connection with the discovery of hidden Chua attractor [18, 24, 25] and its rigorous consideration for autonomous
and nonautonomous systems can be found in [12, 20, 21, 26]. For example, hidden attractors are attractors in
systems without equilibria or with only one stable equilibrium (a special case of multistability and coexistence of
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attractors). Some examples of hidden attractors can be found in [12, 27–40]. Recently hidden attractors were
localized [21, 41] in systems (1) and (3) (Fig. 1b).
By the Lyapunov function V (x, y, z) = 12
(
x2 + y2 + (A+ 1)
(
z − σ+rA+1
)2)
it is proved [15] that system (3)
possesses a bounded absorbing ellipsoid (thus it is dissipative in the sense of Levinson [21])
B(r, σ,A) =
{
(x, y, z) ∈ R3 | V (x, y, z) ≤ (σ + r)
2
2(A+ 1)
}
(6)
and, thus, has a global attractor and generates a dynamical system. Also it is known [15] that for b = 1 the global
attractor is located in the positive invariant set
Ω =
{
y2 + z2 ≤ 2rz} . (7)
To obtain necessary conditions of the existence of self-excited attractor, we consider the stability of equilibria
in system (3). According to [15], we have the following: if r < 1, then there is a unique equilibrium S0 = (0, 0, 0)
(the trivial case). If r > 1, then (3) has three equilibria: S0 = (0, 0, 0) – saddle, and S1,2 = (±x1, ±y1, z1), where
x1 =
σb
√
ξ
σb+Aξ
, y1 =
√
ξ, z1 =
σξ
σb+Aξ
, ξ =
σb
2A2
[
A(r − 2)− σ +
√
(Ar − σ)2 + 4Aσ
]
.
The stability of S1,2 depends on the parameters, e.g. for b = 1, σ = 4 the stability domain [21] is shown in Fig. 2.
Here for parameters from the non-shaded region, a self-excited attractor can be localized by a trajectory from a small
neighborhood of S0, S1 or S2. To get a numerical characteristic of chaos in a system using numerical methods, it is
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Figure 2: Stability domain (shaded) of the equilibria S1,2 for b = 1, σ = 4.
possible to compute a local Lyapunov dimension for this trajectory, what gives an estimation of Lyapunov dimension
of the corresponding self-excited attractor. For the hidden attractor visualization in the considered systems we need
to use special analytical-numerical procedures of searching for a point in its domain of attraction [21, 41]. Thus,
the estimation of Lyapunov dimension of hidden attractors in the considered systems is a challenging task.
2. Preliminaries. Analytical estimates of the Lyapunov dimension
2.1. The Lyapunov dimension and Kaplan-Yorke formula
The concept of the Lyapunov dimension was suggested in the seminal paper by Kaplan and Yorke [42] for
estimating the Hausdorff dimension of attractors. Later it has been developed and rigorously justified in a number
of papers (see, e.g. [43–45] and others). The direct numerical computation of the Hausdorff dimension of chaotic
attractors is often a problem of high numerical complexity (see, e.g. the discussion in [46]), thus, the estimates by
the Lyapunov dimension are of interest (see, e.g. [13]). Along with numerical methods for computing the Lyapunov
dimension there is an effective analytical approach, proposed by Leonov in 1991 [47] (see also [15, 48, 49]). The
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Leonov method is based on a combination of the Douady-Oesterle´ approach with the direct Lyapunov method.
The advantage of the method is that it often allows one to estimate the Lyapunov dimension of attractor without
localization of attractor in the phase space and, in many cases, to get an exact Lyapunov dimension formula [50–56].
Nowadays it is known various approaches to the definition of the Lyapunov dimension. Below we use a rigorous
definition [49] of the Lyapunov dimension inspirited by the Douady-Oesterle´ theorem on the Hausdorff dimension
of maps. Consider an autonomous differential equation
u˙ = f(u), (8)
where f : U ⊆ Rn → Rn is a continuously differentiable vector-function, U is an open set. Define by u(t, u0)
a solution of (8) such that u(0, u0) = u0, and consider the evolutionary operator ϕ
t(u0) = u(t, u0). We assume
the uniqueness and existence of solutions of (8) for t ∈ [0,+∞). Then system (8) generates a dynamical system
{ϕt}t≥0. Let a nonempty set K ⊂ U be invariant with respect to {ϕt}t≥0, i.e. ϕt(K) = K for all t ≥ 0. Consider
the linearization of system (8) along the solution ϕt(u):
v˙ = J(ϕt(u))v, J(u) = Df(u), (9)
where J(u) is the n × n Jacobian matrix, the elements of which are continuous functions of u. Suppose that
det J(u) 6= 0 ∀u ∈ U . Consider a fundamental matrix of linearized system (9) Dϕt(u) such that Dϕ0(u) = I,
where I is a unit n×n matrix. Let σi(t, u) = σi(Dϕt(u)), i = 1, 2, .. n, be the singular values of Dϕt(u) with respect
to their algebraic multiplicity ordered so that σ1(t, u) ≥ ... ≥ σn(t, u) > 0 for any u ∈ U and t ≥ 0. The singular
value function of order d ∈ [0, n] at u ∈ U is defined as
ω0(Dϕ
t(u)) = 1,
ωd(Dϕ
t(u)) = σ1(t, u) · · ·σbdc(t, u)σbdc+1(t, u)d−bdc, d ∈ (0, n),
ωn(Dϕ
t(u)) = σ1(t, u) · · ·σn(t, u),
(10)
where bdc is the largest integer less or equal to d. For a certain moment of time t the local Lyapunov dimension
of the map ϕt at the point u ∈ Rn (or the finite-time local Lyapunov dimension of dynamical system {ϕt}t≥0) is
defined as [49]
dimL(ϕ
t, u) = max{d ∈ [0, n] : ωd(Dϕt(u)) ≥ 1} (11)
and the Lyapunov dimension of the map ϕt (or the finite-time Lyapunov dimension of dynamical system {ϕt}t≥0)
with respect to invariant set K is defined as
dimL(ϕ
t,K) = sup
u∈K
dimL(ϕ
t, u) = sup
u∈K
max{d ∈ [0, n] : ωd(Dϕt(u)) ≥ 1}. (12)
The following is a corollary of the fundamental Douady–Oesterle´ theorem [43]
Theorem 1. For any fixed t > 0 the Lyapunov dimension of the map ϕt with respect to a compact invariant set
K, defined by (12), is an upper estimate of the Hausdorff dimension of the set K: dimHK ≤ dimL(ϕt,K).
For the estimation of the Hausdorff dimension of invariant compact set K one can use the map ϕt with any time t
(e.g. t = 0 leads to the trivial estimate dimHK ≤ n), therefore the best estimation is dimHK ≤ inft≥0 dimL(ϕt,K).
By the properties of the singular value function and the cocycle property of fundamental matrix we can prove [49]
that
inf
t≥0
sup
u∈K
dimL(ϕ
t, u) = lim inf
t→+∞ supu∈K
dimL(ϕ
t, u). (13)
This property allows one to introduce the Lyapunov dimension of dynamical system {ϕt}t≥0 with respect to compact
invariant set K (often called the Lyapunov dimension of K) as [49]
dimL({ϕt}t≥0,K) = lim inf
t→+∞ dimL(ϕ
t,K) = lim inf
t→+∞ supu∈K
dimL(ϕ
t, u) (14)
which is an upper estimation of the Hausdorff dimension
dimHK ≤ dimL({ϕt}t≥0,K). (15)
Consider a set of finite-time Lyapunov exponents (of singular values) at the point u:
LEi(t, u) =
1
t
lnσi(t, u), i = 1, 2, ..., n t > 0. (16)
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Here the set {LEi(t, u)}ni=1 is ordered by decreasing (i.e. LE1(t, u) ≥ · · · ≥ LEn(t, u) for all t > 0) since the singular
values are ordered by decreasing. Define j(t, u) = max{m : ∑mi=1 LEi(t, u) ≥ 0}, and let n > j(t, u) ≥ 1. Then the
Kaplan-Yorke formula [42] with respect to the finite-time Lyapunov exponents {LEi(t, u)}ni=1 is as follows [49]
dKYL ({LEi(t, u)}ni=1) = j(t, u) +
LE1(t, u) + · · ·+ LEj(t,u)(t, u)
|LEj(t,u)+1(t, u)| , (17)
and it coincides with the local Lyapunov dimension of the map ϕt at the point u:
dimL(ϕ
t, u) = dKYL ({LEi(t, u)}ni=1).
Thus, the use of Kaplan-Yorke formula (17) with {LEi(t, u)}ni=1 is rigorously justified by the Douady–Oesterle´
theorem. In the above formula if n > dimL(ϕ
t, u) > 1, then for j(t, u) = bdimL(ϕt, u)c and s(t, u) = dimL(ϕt, u)−
bdimL(ϕt, u)c from (11) we have 0 = 1t ln(ωj(t,u)+s(t,u)(Dϕt(u))) =
∑j(t,u)
i=1 LEi(t, u) + s(t, u) LEj(t,u)+1(t, u).
It is known that while the topological dimensions are invariant with respect to Lipschitz homeomorphisms, the
Hausdorff dimension is invariant with respect to Lipschitz diffeomorphisms and the noninteger Hausdorff dimension
is not invariant with respect to homeomorphisms [57]. Since the Lyapunov dimension is used as an upper estimate
of the Hausdorff dimension, its corresponding properties are important (see, e.g. [58]). Consider the dynamical
system
({ϕt}t≥0, (U ⊆ Rn, || · ||)) under the smooth change of coordinates w = h(u), where h : U ⊆ Rn → Rn is
a diffeomorphism. In this case the dynamical system
({ϕt}t≥0, (U ⊆ Rn, || · ||)) is transformed to the dynamical
system
({ϕth}t≥0, (h(U) ⊆ Rn, || · ||)), and the compact set K ⊂ U invariant with respect to {ϕt}t≥0 is mapped to
the compact set h(K) ⊂ h(U) invariant with respect to {ϕth}t≥0.
Proposition 1. (see, e.g. [49, 59]) The Lyapunov dimension of the dynamical system {ϕt}t≥0 with respect to the
compact invariant set K is invariant with respect to any diffeomorphism h : U ⊆ Rn → Rn, i.e.
dimL({ϕt}t≥0,K) = dimL({ϕth}t≥0, h(K)). (18)
This property and a proper choice of smooth change of coordinates may significantly simplify the computation of
the Lyapunov dimension of dynamical system (see also a discussion in [60]).
2.2. Computation of the Lyapunov dimension
For numerical computation of the finite-time Lyapunov exponents there are developed various continuous and
discrete algorithms based on the singular value decomposition (SVD) of fundamental matrix Dϕt(u), which has the
formDϕt(u) = U(t, u)Σ(t, u0)V
∗(t, u).Here U(t, u)∗U(t, u) ≡ I ≡ V(t, u)∗V(t, u) and Σ(t) = diag{σ1(t, u), ..., σn(t, u)}
is a diagonal matrix with positive real diagonal entries, which are singular values of Dϕt(u) (thus the finite-time
Lyapunov exponents can be computed from Σ(t) according to (16)). An implementation of the discrete SVD method
for computing finite-time Lyapunov exponents {LEi(t, u0)}n1 in MATLAB can be found, e.g. in [21]. It should be
noted that some other algorithms (e.g. Benettin’s [61] and Wolf’s [62] algorithms), widely used for the Lyapunov
exponents computation, are based on the so-called QR decomposition and, in general, lead to the computation of the
values called finite-time Lyapunov exponents of the fundamental matrix columns (y1(t, u), ..., yn(t, u)) = Dϕt(u) (or
finite-time Lyapunov characteristic exponents, LCEs) at the point u in which case the set {LCEi(t, u)}ni=1 ordered
by decreasing for t > 0 is defined as the set { 1t ln ||yi(t, u)||}ni=1. The set {LCEi(t, u)}ni=1 may significantly differ
from the {LEi(t, u)}ni=1 and, in the general, dimL(ϕt, u) = dKYL ({LEi(t, u)}n1 ) 6= dKYL ({LCEi(t, u)}n1 ) 1. Also there
are known various examples in which the results of Lyapunov exponents numerical computations substantially differ
from analytical results [64, 65].
Applying the statistical physics approach and assuming the ergodicity (see, e.g. [42, 44, 66, 67]), the Lyapunov
dimension dimL({ϕt}t≥0,K) of attractor K are often approximated by the local Lyapunov dimension dimL(ϕt, u0)
and its limit value lim supt→+∞ dimL(ϕ
t, u0) corresponding to a trajectory {ϕt(u0), t ≥ 0} that belongs to the
attractor (u0 ∈ K). However, from a practical point of view, the rigorous proof of ergodicity is a challenging task
[44, 68–70] (e.g. even for the well-studied Lorenz system), which hardly can be done effectively in the general case
1In contrast to the definition of the Lyapunov exponents of singular values, finite-time Lyapunov exponents of fundamental matrix
columns may be different for different fundamental matrices (see, e.g. [59]). To get the set of all possible values of the Lyapunov
exponents of fundamental matrix columns (the set with the minimal sum of values), one has to consider the so-called normal fundamental
matrices [63]. Using, e.g, Courant-Fischer theorem, it is possible to show that LCE1(t, u) = LE1(t, u) and LEi(t, u) ≤ LCEi(t, u) for
1 < i ≤ n. For example, for the matrix [59] X(t) =
(
1 g(t)− g−1(t)
0 1
)
we have the following ordered values: LCE1(X(t)) =
max
(
lim sup
t→+∞
1
t
ln |g(t)|, lim sup
t→+∞
1
t
ln |g−1(t)|),LCE2(X(t)) = 0; LE1,2(X(t)) = max,min( lim sup
t→+∞
1
t
ln |g(t)|, lim sup
t→+∞
1
t
ln |g−1(t)|). Thus,
in general we have (see, e.g. discussion in [49]): dimL(ϕ
t, u) = dKYL ({LEi(t, u)}n1 ) ≤ dKYL ({LCEi(t, u)}n1 ).
5
(see, e.g. the corresponding discussions in [71],[72, p.118],[73],[74, p.9] and the works [75] on the Perron effects of
the largest Lyapunov exponent sign reversals). An example of the effective rigorous use of the ergodic theory for the
estimation of the Hausdorff and Lyapunov dimensions is given, e.g. in [76]. Remark also that even if a numerical
visualization of attractor K˜ is obtained (which is only an approximation of the attractor K), it is not clear how to
choose a point on the attractor itself: u0 ∈ K.
Thus, in general, to estimate the Lyapunov dimension of attractor K according to (12) we need [21, 77] to
localize the attractor K ⊂ Kε, consider a grid of points Kεgrid on it, and find the maximum of corresponding
finite-time local Lyapunov dimensions: max
u∈Kεgrid
dimL(ϕ
t, u).
To avoid the localization of attractors and numerical procedures, we consider an effective analytical approach,
proposed by Leonov in 1991 [47] (see also surveys [15, 49]). The Leonov method is based on a combination of the
Douady-Oesterle´ approach with the direct Lyapunov method and in the work [49] it is shown how the method can be
derived from the invariance of the Lyapunov dimension of compact invariant set with respect to the special smooth
change of variables h : U ⊆ Rn → Rn with Dh(u) = eV (u)(j+s)−1S, where V : U ⊆ Rn → R1 is a differentiable scalar
function and S is a nonsingular n× n matrix (see Proposition 1). Let λi(u0, S), i = 1, 2, ..., n, be the eigenvalues of
the symmetrized Jacobian matrix
1
2
(
SJ(u(t, u0))S
−1 + (SJ(u(t, u0))S−1)∗
)
, (19)
ordered so that λ1(u0, S) ≥ · · · ≥ λn(u0, S) for any u0 ∈ U .
Theorem 2. Let d = (j + s) ∈ [1, n], where integer j = bdc ∈ {1, . . . , n} and real s = (d − bdc) ∈ [0, 1). If there
exist a differentiable scalar function V : U ⊆ Rn → R1 and a nonsingular n× n matrix S such that
sup
u∈U
(
λ1(u, S) + · · ·+ λj(u, S) + sλj+1(u, S) + V˙ (u)
)
< 0, (20)
where V˙ (u) = (grad(V ))∗f(u), then for a compact invariant set K ⊂ U we have
dimHK ≤ dimL({ϕt}t≥0,K) ≤ j + s.
This theorem allows one to estimate the singular values in the Lyapunov dimension by the eigenvalues of symmetrized
Jacobian matrix. The proper choice of function V˙ (u) allows one to simplify the estimation of the partial sum of
eigenvalues and the nonunitary nonsingular matrix S (i.e. S−1 6= S∗) is used to make it possible the analytical
computation of the eigenvalues. In Theorem 2 the constancy of the signs of V (u) or V˙ (u) is not required. A
generalization of the above result for the discrete-time dynamical systems can be found in [49]. Additionally, if
a localization of invariant set K is known: K ⊂ Kε ⊂ U , then one can check (20) on Kε only. Also we can
consider the Kaplan-Yorke formula with respect to the ordered set of eigenvalues of the symmetrized Jacobian
matrix: dKYL ({λj(u, S)}ni=1), and its supremum on the set K gives an upper estimation of the finite-time Lyapunov
dimension.
Proposition 2. For a compact invariant set K and any nonsingular n× n matrix S we have
dimHK ≤ dimL({ϕt}t≥0,K) ≤ sup
u∈K
dKYL
({λj(u, S)}ni=1). (21)
This is a generalization of ideas, discussed e.g. in [43, 78], on the Hausdorff dimension estimation by the eigenvalues
of symmetrized Jacobian matrix.
Since the function u 7→ dimL(ϕt, u) is upper semi-continuous (see, e.g. [79, p.554]), for each t ≥ 0 there exists a
critical point uL(t) ∈ K, which may be not unique, such that supu∈K dimL(ϕt, u) = dimL(ϕt, uL(t)). An essential
question (see discussion in [49, p.2146]) is whether there exists a critical path γcr = {ϕtGD(ucr0 ), t ≥ 0} such that
for each t ≥ 0 one of the corresponding critical points belongs to the critical path: ϕtGD(ucr0 ) = uL(t), and, if so,
whether the critical path is an equilibrium or a periodic solution. The last part of the question was formulated in
[80, p.98, Question 1]2. A conjecture on the Lyapunov dimension of self-excited attractors [82] is that for ”typical”
systems the Lyapunov dimension of self-excited attractor is less then the Lyapunov dimension of one of the unstable
2Another approach for the introduction of the Lyapunov dimension of dynamical system was developed by Constantin, Eden, Foias¸,
and Temam [45, 80, 81]. In the definition of the Lyapunov dimension of the dynamical system {ϕt}t≥0 (see (12)) they consider(
ωd(Dϕ
t(u))
)1/t
instead of ωd(Dϕ
t(u)) and apply the theory of positive operators to prove the existence of a critical point ucrE (which
may be not unique), where the corresponding global Lyapunov dimension achieves maximum (see [80]): dimEL({ϕt}t≥0,K) = inf{d ∈
[0, n] : lim
t→+∞maxu∈K
ln
(
ωd(Dϕ
t(u))
)1/t
< 0} = inf{d ∈ [0, n] : lim sup
t→+∞
ln
(
ωd(Dϕ
t(ucrE ))
)1/t
< 0} = dimEL({ϕt}t≥0, ucrE ), and, thus,
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equilibria, the unstable manifold of which intersects with the basin of attraction. Next corollary addresses the
question and conjecture and is used to get the exact Lyapunov dimension (this term was suggested in [83]) for the
global attractors, which involves equilibria.
Corollary 1. If for d = j + s, defined by Theorem 2 (i.e. for d : dimHK ≤ d), at an equilibrium point ucreq
(ucreq = ϕ
t(ucreq) for any t ≥ 0) the relation
dimL({ϕt}t≥0, ucreq) = j + s
holds, then for any compact invariant set K ⊃ ucreq we get the exact Lyapunov dimension formula
dimL({ϕt}t≥0,K) = dimL({ϕt}t≥0, ucreq) = j + s.
Next statement is used to compute the Lyapunov dimension at an equilibrium with the help of the corresponding
eigenvalues.
Proposition 3. Suppose that at one of the equilibrium points of the dynamical system {ϕt}t≥0: ueq ≡ ϕt(ueq),
ueq ∈ U , the matrix J(ueq) has simple real eigenvalues: {λi(ueq)}ni=1, λi(ueq) ≥ λi+1(ueq). Then
dimL({ϕt}t≥0, ueq) = dKYL ({λi(ueq)}ni=1).
The proof follows from the invariance of the Lyapunov dimension and the fact that in this case there exists a
nonsingular matrix S such that SJ(ueq)S
−1 = diag
(
λ1(ueq), .., λn(ueq)
)
and dimL(Sϕ
t, Sueq) ≡ dKYL ({λi(ueq)}ni=1)
for any t > 0.
For the study of continuous-time dynamical system in R3, which possesses an absorbing ball (i.e. dissipative in
the sense of Levinson), the following result [47] is useful. Consider a certain open set Kε ⊂ U , which is diffeomorphic
to a ball, whose boundary ∂Kε is transversal to the vectors f(u), u ∈ ∂Kε. Let the set Kε be a positively invariant
for the solutions of system (8), i.e. ϕt(Kε) ⊂ Kε, t ≥ 0.
Theorem 3. Suppose, a continuously differentiable function V : U ⊆ R3 → R1 and a non-degenerate matrix S
exist such that
sup
u∈Kε
(
λ1(u, S) + λ2(u, S) + V˙ (u)
)
< 0. (22)
Then ϕt(u0) with any initial data u0 ∈ Kε tends to the stationary set of dynamical system {ϕt}t≥0 as t→ +∞.
In this case the minimal attracting invariant set K ⊂ Kε consists of equilibria and in the case of a finite set of
equilibrium points in the system we have dimHK = 0.
3. Main results. Analytical estimations of the Lyapunov dimension of G-D system
Let u = (x, y, z) ∈ U = R3, {ϕtGD}t≥0 is the dynamical system generated by (3) with positive parameters
σ,r,A,b, and K ⊂ R3 is a compact invariant set of {ϕtGD}t≥0.
By Theorems 2 and 3 it can be formulated the assertion on the Lyapunov dimension of {ϕtGD}t≥0.
Theorem 4. Suppose that either the inequality b < 1 or the inequalities b > 1, σ > b are valid.
If (
r +
σ
A
)2
<
(b+ 1)(b+ σ)
A
, (23)
then ϕtGD(u) with any u ∈ U tends to an equilibrium as t→ +∞ (i.e. the minimal attractive set of {ϕtGD}t≥0 is a
set of equilibria and its Hausdorff dimension is zero).
If (
r +
σ
A
)2
≥ (b+ 1)(b+ σ)
A
, (24)
then for any compact invariant set K of {ϕtGD}t≥0 we have
dimL({ϕtGD}t≥0,K) ≤ 3−
2(σ + b+ 1)
σ + 1 +
√
(σ − 1)2 +A ( σA + r)2 . (25)
rigorously justify the usage of the local Lyapunov dimension dimEL({ϕt}t≥0, u). Although it may seem that this definition allows to
reduce computational complexity (since the supremum over the set K has to be computed only once for t = +∞) as compared with the
definition of (14) (where the supremum has to be computed for each t ∈ (0,+∞)), it does not have a clear sense for a finite-time interval
(0, T ), which can only be considered in numerical experiments. Remark also that dimL(ϕ
t,K), according to the Douady–Oesterle´
theorem, has clear sense for any fixed t and, thus, in numerical experiments it can be computed, according to (13), only for sufficiently
large time t = T (i.e the supremum over the set K is computed only once for t = T ).
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Proof. The Jacobian matrix for system (3) is as follows
J(u) =
 −σ σ −Az −Ayr − z −1 −x
y x −b
 . (26)
Consider a matrix
S =
 − 1√A 0 00 1 0
0 0 1
 .
Then
1
2
(
SJ(u)S−1 + (SJ(u)S−1)∗
)
=
 −σ −
√
Az − σ+Ar
2
√
A
0
−√Az − σ+Ar
2
√
A
−1 0
0 0 −b
 , (27)
and its characteristic polynomial has the form
(λ+ b)
[
λ2 + (σ + 1)λ+ σ −
(√
Az +
σ +Ar
2
√
A
)2]
.
Denote by λi = λi(u, S), i = 1, 2, 3, the eigenvalues of matrix (27). Then
λ2 = −b,
λ1,3 = − (σ + 1)
2
± 1
2
√
(σ − 1)2 + 4
(√
Az +
σ +Ar
2
√
A
)2
.
Thus, λ1 > λ3 and λ3 < 0. Let us find the conditions under which the inequality λ2 > λ3 holds, i.e.
λ2 − λ3 = −b+ 1
2
(σ + 1) +
1
2
√
(σ − 1)2 + 4
(√
Az +
σ +Ar
2
√
A
)2
> 0. (28)
If (σ + 1) > 2b, then inequality (28) is valid. If (σ + 1) 6 2b, then inequality (28) is equivalent to the following
relation
(σ + 1)2 + 4b2 − 4b(σ + 1) < (σ − 1)2 + 4
(√
Az +
σ +Ar
2
√
A
)2
⇔ σ − bσ − b+ b2 <
(√
Az +
σ +Ar
2
√
A
)2
⇔ (σ − b)(1− b) <
(√
Az +
σ +Ar
2
√
A
)2
.
The latter is true in the case when (σ − b)(1− b) < 0. Hence, if the inequalities
(σ + 1) > 2b or
{
(σ + 1) 6 2b,
(σ − b)(1− b) < 0 (29)
hold, then λ2 > λ3. Inequalities (29) are equivalent to the following expressions
b < 1 or
{
b > 1,
σ > b
(30)
and the conditions of Theorem 4 are fulfilled. This implies that under these conditions λ3 is the smallest eigenvalue.
Consider s ∈ [0, 1) and the following relations
2(λ1 + λ2 + sλ3) = −(σ + 1 + 2b)− s(σ + 1) + (1− s)
√
(σ − 1)2 + 4
(√
Az +
σ +Ar
2
√
A
)2
6 −(σ + 1 + 2b)− s(σ + 1) + (1− s)
[
(σ − 1)2 +A
( σ
A
+ r
)2] 12
+
+
2(1− s)[
(σ − 1)2 +A ( σA + r)2] 12
[−(σ +Ar)z +Az2] .
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Denote
w(x, y, z) = −(σ +Ar)z +Az2. (31)
Choose the Lyapunov-like function V (x, y, z) as follows
V (x, y, z) =
2(1− s)[
(σ − 1)2 +A ( σA + r)2] 12 ϑ(x, y, z),
where ϑ(x, y, z) = γ1x
2 + γ2y
2 + γ3z
2 + γ4z and γ1, γ2, γ3, γ4 are varying parameters.
Differentiation of ϑ along solutions of system (3) yields
ϑ˙(x, y, z) = 2γ1x(σ(y − x)−Ayz) + 2γ2y(rx− y − xz) + (2γ3z + γ4)(−bz + xy)
= 2(γ3 − γ2 − γ1A)xyz − 2γ1σx2 + (2γ1σ + γ4 + 2γ2r)xy − 2γ2y2 − 2γ3bz2 − γ4bz. (32)
Thus
ϑ˙(x, y, z) + w(x, y, z) = 2(γ3 − γ2 − γ1A)xyz + (2γ1σ + γ4 + 2γ2r)xy − 2γ2y2 −
−2γ1σx2 + (A− 2γ3b)z2 − (σ +Ar + γ4b)z.
Parameters γ1, γ2, γ3, γ4 are chosen such that ϑ˙(x, y, z) + w(x, y, z) takes the form of polynomial
A1x
2 +A2xy +A3y
2 +B1z
2, (33)
i.e. the coefficients of monomials xyz and z in (32) are zero and
γ3 = Aγ1 + γ2, γ4 = −σ +Ar
b
. (34)
From (34) we have
ϑ˙(x, y, z) + w(x, y, z) = −2γ1σx2 + (2γ1σ − σ +Ar
b
+ 2γ2r)xy − 2γ2y2 + (−2b(Aγ1 + γ2) +A)z2
= A1x
2 +A2xy +A3y
2 +B1z
2,
where
A1 = −2γ1σ, A2 = 2γ1σ − σ +Ar
b
+ 2γ2r, A3 = −2γ2, B1 = −2b(Aγ1 + γ2) +A. (35)
Polynomial (33) can be written as
A3
(
y +
A2
2A3
x
)2
+
4A1A3 −A22
4A3
x2 +B1z
2.
Hence the inequality ϑ˙(x, y, z) + w(x, y, z) 6 0 holds if and only if
B1 6 0, A3 < 0, A1A3 −
(
A22
2
)2
> 0. (36)
Combining (35) with (36), we obtain
γ2 > 0, (37)
γ1 >
1
2b
− 1
A
γ2, (38)
4σγ1γ2 −
(
γ1σ − σ +Ar
2b
+ γ2r
)2
> 0. (39)
Inequality (39) is solvable with respect to γ1 if and only if its discriminant is nonnegative:
D = 8σ2γ2
(
2γ2(1− r) + σ +Ar
b
)
> 0.
By (37) and since r > 1, the latter is equivalent to the following relation
2γ2(r − 1) 6 σ +Ar
b
⇔ γ2 6 σ +Ar
2(r − 1)b . (40)
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Hence if condition (40) holds, then (39) is equivalent to the relation Γ−(γ2) 6 γ1 6 Γ+(γ2), where
Γ±(γ2) =
1
σ
[
γ2(2− r) + σ +Ar
2b
±
√
2γ2
(
2(1− r)γ2 + σ +Ar
b
)]
(41)
are the roots of quadratic polynomial in the left-hand side of (39).
Consider now the location of the roots Γ±(γ2) on the real axis. If 1 < r 6 2, then by (37) we have γ2(2− r) +
σ+Ar
2b > 0. If r > 2, then by (40) the relation
γ2(2− r) + σ +Ar
2b
> 0 ⇔ γ2 6 σ +Ar
2(r − 2)b
holds since
σ +Ar
2(r − 1)b <
σ +Ar
2(r − 2)b .
Thus, for γ2, defined by (37) and (40), and r > 1 we have γ2(2− r) + σ+Ar2b > 0 and Γ+(γ2) > 0.
Let us prove that for γ2, defined by (37) and (40), we have Γ−(γ2) > 0. It is true since
γ2(2− r) + σ +Ar
2b
>
√
2γ2
(
2(1− r)γ2 + σ +Ar
b
)
⇔
(
γ2(2− r) + σ +Ar
2b
)2
> 2γ2
(
2(1− r)γ2 + σ +Ar
b
)
⇔ r2γ22 −
σ +Ar
b
rγ2 +
(
σ +Ar
2b
)2
=
(
rγ2 − σ +Ar
2b
)2
> 0.
Hence if r > 1, then 0 6 Γ−(γ2) 6 γ1 6 Γ+(γ2).
Let Γ(γ2) =
1
2b − 1Aγ2. Thus if r > 1, the conditions (30) holds, and there exist nonnegative γ1, γ2 such that a
system of inequalities {
0 < γ2 6 σ+Ar2(r−1)b ,
max {Γ(γ2),Γ−(γ2)} 6 γ1 6 Γ+(γ2)
(42)
is solvable, then the inequality ϑ˙+ w 6 0 is valid.
Let us show that system (42) is solvable. Note that
Γ+(0) = Γ−(0) =
σ +Ar
2b
> 0,
Γ+
(
σ +Ar
2b(r − 1)
)
= Γ−
(
σ +Ar
2b(r − 1)
)
=
σ +Ar
2b(r − 1)σ > 0,
Γ(0) =
1
2b
> 0, Γ
(
σ +Ar
2b(r − 1)
)
= − σ +A
2b(r − 1)A < 0.
This implies that the upper half plane, defined by the inequality γ1 > Γ(γ2), always intersects the domain
bounded by the curves Γ±(γ2). This intersection corresponds to the existence domain of solutions of system (42).
Thus, for the chosen matrix S and Lyapunov-like function V (x, y, z) if (24) is valid and
s >
−(σ + 1 + 2b) +
√
(σ − 1)2 +A ( σA + r)2
σ + 1 +
√
(σ − 1)2 +A ( σA + r)2 , (43)
then for system (3) the conditions of Theorem 2 hold. If (23) is valid and s = 0, then for system (3) the conditions
of Theorem 3 hold.
Hence if (24) holds, then dimL({ϕtGD}t≥0,K) 6 2 + s for all s, satisfying (43). This implies inequality (25) and
completes the proof of the theorem.
For system (3) with physically sounded value of parameter b = 1, the upper estimate (25) can be improved [84].
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Theorem 5. Let b = 1 and σ ≥ Ar. If
2(σ + 2)
σ + 1 +
√
(σ − 1)2 + 4σr ≤ 1, (44)
then
dimL({ϕtGD}t≥0,K) ≤ 3−
2(σ + 2)
σ + 1 +
√
(σ − 1)2 + 4σr . (45)
Proof. Here we use the following idea suggested by Leonov [? ]. The relation
1
2
(
SJ(u)S−1 + (SJ(u)S−1)∗
)
+ µI > 0, (46)
where µ = −Tr J(u)1−s =
σ+b+1
1−s =
σ+2
1−s and s ∈ [0, 1) is equivalent to condition (20) of Theorem 2 with V ≡ 0. Note
that Tr J(u) = λ1(u, S) + λ2(u, S) + λ3(u, S). The positive definiteness of matrix (46) means that λ3(u, S) + µ >
0⇔ λ1(u, S) + λ2(u, S) + sλ3(u, S) < 0.
Consider a matrix
S =
 √ rσ 0 00 1 0
0 0 1
 .
Condition (46) means that all leading principal minors ∆1,2,3 of the corresponding matrix are positive. For the
chosen matrix S we have ∆1 = −σ + µ > 0, ∆3 = (−1 + µ) ∆2 and relation (46) can be expressed in the following
way
∆3 =
∣∣∣∣∣∣
−σ + µ √rσ − z2
√
σ
r
(
1 + Arσ
)
y
2
√
σ
r
(
1− Arσ
)
√
rσ − z2
√
σ
r
(
1 + Arσ
) −1 + µ 0
y
2
√
σ
r
(
1− Arσ
)
0 −1 + µ
∣∣∣∣∣∣ > 0. (47)
Condition (47) can be rewritten as
r
σ
((µ− σ) (µ− d)− rσ) +
(
1 +
Ar
σ
)(
−z
2
4
(
1 +
Ar
σ
)
− y
2
4
(
1− Arσ
)2(
1 + Arσ
) + rz) > 0.
One can see that for b = 1, σ ≥ Ar and V ≡ 0 condition (20) holds for all (x, y, z) from Ω(x, y, z) (see (7)) if
r ≤ (µ− σ)(µ− 1)
σ
. (48)
The expression r = (µ−σ)(µ−1)σ is equivalent to the relation
2(σ + 2)
σ + 1 +
√
(σ − 1)2 + 4σr = 1− s.
Thus, if (44) is valid, then all the conditions of Theorem 2 for system (3) hold.
The obtained result is a development of results from [21, 84] for all values of parameters for which the transfor-
mation of system (3) to (1) is valid (see conditions (5)).
Theorems 4 and 5 imply the following
Corollary 1. If
(i) σ = Ar, b < 1 or
(ii) σ = Ar, b ≥ 1, σ > b or
(iii) σ ≥ Ar, b = 1
and
2(σ + b+ 1)
σ + 1 +
√
(σ − 1)2 + 4σr ≤ 1,
then the Lyapunov dimension of the zero equilibrium of {ϕtGD}t≥0 coincides with (45) and for any compact invariant
set K ⊃ S0 = (0, 0, 0) we get the exact Lyapunov dimension formula
dimL({ϕtGD}t≥0,K) = dimL({ϕtGD}t≥0, S0) = 3−
2(σ + b+ 1)
σ + 1 +
√
(σ − 1)2 + 4σr . (49)
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Proof. The Jacobi matrix J(u) from equation (26) at equilibrium u = S0 has the following simple real eigenvalues
λ1,3(S0) =
1
2
(
−(σ + 1)±
√
(σ − 1)2 + 4σr
)
, λ2(S0) = −b. (50)
For r > 1, we have λ1(S0) > 0, λ2,3(S0) < 0. If (i) or (iii), then it follows that λ2(S0) > λ3(S0), λ1(S0) + λ2(S0) +
λ3(S0) = −σ − b− 1 < 0 and from (44) it follows that λ1(S0) + λ2(S0) ≥ 0. Then according to (17) we have
dKYL ({λi(S0)}ni=1) = 2 +
λ1(S0) + λ2(S0)
|λ3(S0)| = 2 +
−(σ + 1− 2b) +√(σ − 1)2 + 4σr
σ + 1 +
√
(σ − 1)2 + 4σr =
= 3− 2(σ + b+ 1)
σ + 1 +
√
(σ − 1)2 + 4σr .
By Proposition 3
dimL({ϕtGD}t≥0, S0) = dKYL ({λi(S0)}ni=1) = 3−
2(σ + b+ 1)
σ + 1 +
√
(σ − 1)2 + 4σr
and according to Corollary 1 for any compact invariant set K ⊃ S0 we get (49).
Note that formula (49) coincides with the exact Lyapunov dimension formula for the classical Lorenz system [50,
56, 60]. In the Lorenz system the maximum of the local Lyapunov dimensions is also achieved at the zero equilibrium
and this fact is known as the so-called Eden conjecture on the Lorenz system [80, 85–87]. The main direction of
its further study is to extend the domain of parameters for which the exact Lyapunov dimension formula for the
Lorenz system is valid.
4. Numerical experiments and discussion of the results
Below we consider the dynamical system {ϕtGD}t≥0, generated by the generalized Lorenz system (3), various
types of its attractors K, and their Lyapunov dimensions. Here ϕtGD
(
(x0, y0, z0)
)
is a solution of (3) with the initial
condition (x0, y0, z0), i.e.
ϕtGD
(
(x0, y0, z0)
)
=
(
x(t, (x0, y0, z0)), y(t, (x0, y0, z0)), z(t, (x0, y0, z0))
)
.
Let ρ(K,u) = infv∈K ||v − u|| be the distance from the point u ∈ U to the set K ⊂ U . For a dynamical system
{ϕt}t≥0, a bounded closed invariant set K is [21]:
(i) a (local) attractor if it is a minimal locally attractive set (i.e., limt→+∞ ρ(K,ϕt(u)) = 0 for all u ∈ K(ε),
where K(ε) is a certain ε-neighborhood of set K),
(ii) a global attractor if it is a minimal globally attractive set (i.e., limt→+∞ ρ(K,ϕt(u)) = 0 for all u ∈ Rn),
(iii) a (local) B-attractor if it is a minimal uniformly locally attractive set (i.e., for a certain K(ε), any δ > 0, and
any bounded set B there exists t(δ,B) > 0 such that ϕt(B ∩K(ε)) ⊂ K(δ) for all t ≥ t(δ,B)),
(iv) a global B-attractor if it is a minimal uniformly globally attractive set (i.e., for any δ > 0 and any bounded
set B ⊂ Rn there exists t(δ,B) > 0 such that ϕt(B) ⊂ K(δ) for all t ≥ t(δ,B)).
In the definition of attractor we assume closeness for the sake of uniqueness since the closure of a locally attractive
invariant set is also a locally attractive invariant set (e.g., consider an attractor with excluded one of the embedded
unstable periodic orbits). The above definition implies that a global attractor involves the set of all equilibria.
The property of uniform attractivity implies that a global B-attractor involves the unstable manifolds of unstable
equilibria (the same is true for B-attractor if its neighborhood considered contains some unstable equilibria). If the
dynamical system {ϕt}t≥0 possesses an absorbing set B, then the global attractor can be constructed as follows:
∩τ>0∪t≥τϕt (B).
In the following, we consider system (3) with two sets of parameters: b = 1, σ = 4, A = 0.0052, and r = 687.5
or r = 700, and visualize possible types of attractors in Fig. 3 and Fig. 4, respectively. Visualizations of chaotic
self-excited (r = 687.5) and hidden (r = 700) attractors in Fig. 3 and Fig. 4 are obtained by numerical integration
of system (3) on the time-interval [0, 60] with initial condition P1 = (10, 60, 800) and visualizations of numerical
solutions after a transient process (the separation of the trajectory into transition process and approximation of
attractor is rough).
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(a) Local self-excited attractor.
S
0
S
2
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1
(b) Global attractor (the union of equilibria
S0,1,2 and local self-excited attractor).
S
2
S
1
S
0
(c) Global B-attractor (includes local self-
excited attractor (blue), equilibria S0,1,2,
and their unstable manifold (green)).
Figure 3: Monostability. Numerical visualization of various types of attractors in system (3) with b = 1, σ = 4,
A = 0.0052, r = 687.5.
(a) Hidden attractor.
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1
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0
(b) B-attractor (includes equilib-
ria S0,1,2 and unstable manifold
of S0).
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0
(c) Global attractor(the union of
equilibria S0,1,2 and local hidden
attractor).
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(d) Global B-attractor (the union
of equilibria S0,1,2, unstable
manifold of S0, and local hidden
attractor).
Figure 4: Multistability. Numerical visualization of various types of attractors in system (3) with b = 1, σ = 4,
A = 0.0052, r = 700.
Further we use the compact notations for the finite-time Lyapunov dimensions: dimL(t, u) = dimL(ϕ
t
GD, u),
dimL(t,K) = dimL(ϕ
t
GD,K), and for the Lyapunov dimension: dimLK = dimL({ϕtGD}t≥0,K). For the chosen
initial point u0 = (x0, y0, z0) and time interval [0, T ], which are used to visualize the attractor K, there are the
following substantial questions related to the computation of the finite-time Lyapunov dimension of K. The first
question is whether there exists the limit limt→+∞ dimL(ϕt,K) = dimLK and, if not, whether for a given time
interval [0, T ] the relation dimL(T,K) ≤ inft∈[0,T ) dimL(t,K) is true. In general, there is no rigorous justification of
the choice of t and it is known that unexpected jumps of dimL(t,K) can occur (see, e.g. Fig. 6). Thus it is reasonable
to compute inft∈[0,T ) dimL(T,K) instead of dimL(T,K), but at the same time for any T the value dimL(T,K) gives
also a valid upper estimate for dimHK. The second question is whether a given initial point u0 belongs to the
attractor K or only to its basin of attraction (and thus the whole semi-orbit {ϕtGD(u0), t ≥ 0} belongs only to the
basin of attraction), and, if yes, whether u0 is substantial for the Lyapunov dimension, i.e. whether the relation
dimL(K) = dimL(u0) is true or dimL(K) = dimL(K \ u0). Since it is a challenging task to give justified answers to
these questions, for numerical computation of the Lyapunov dimension we have to consider a dense grid of points
Kgrid on a numerical approximation (visualization) of K and approximate the Lyapunov dimension of attractor K
by maxu∈Kgrid dimL(t, u). Finally, in numerical experiments we can expect
dimHK ≤ dimLK ≈
≈ inf
t∈[0,T ]
max
u∈Kgrid
dimL(t, u) = max
u∈Kgrid
dimL(tinf , u) ≤ max
u∈Kgrid
dimL(T, u) ≈ dimL(T,K).
In Fig. 5 is shown the grid of points Chgrid covering the hidden attractor: the grid points fill cuboid C
h =
[−30, 25]× [−330, 300]× [395, 956] with the distance between points equals 5; the grid of points Csegrid covering self-
excited attractor fill cuboid Cse = [−25, 25]×[−305, 290]×[410, 930]). The time interval is [0, 60] and the integration
method is MATLAB ode45. Remark that if for a certain time the computed trajectory is out of the cuboid, the
corresponding value of finite-time local Lyapunov dimension does not taken into account in the computation of
maximum of the finite-time local Lyapunov dimension (there are trajectories with initial data in cuboid, which are
attracted to the zero equilibria, i.e. belong to its stable manifold, e.g. system (3) for x = y = 0 is z˙ = −bz). The
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= (x, y, z) ∈ R3 | x2 + y2 + (A+ 1) z − σ + r
A+ 1
2
≤ (σ + r)
2
(A+ 1)
Chgrid ⊂ Ch
Bh
Figure 5: Localization of the hidden attractor by the absorbing set Bh, cuboid Ch = [−30, 25] × [−330, 300] ×
[395, 956], and the corresponding grid of points Chgrid.
infimum on the time interval is computed at the points {tk}N1 with time step t∆ = ti+1 − ti = 0.1. Note that if
for a certain time t = tk the computed trajectory is out of the cuboid, the corresponding value of finite-time local
Lyapunov dimension does not taken into account in the computation of maximum of the finite-time local Lyapunov
dimension (there are trajectories with initial data in cuboid, which are attracted to the zero equilibria, i.e. belong
to its stable manifold, e.g. system (3) for x = y = 0 is z˙ = −bz). For the finite-time Lyapunov exponents (FTLE)
computation we use MATLAB realization [21] of a method, based on SVD decompositions. For computation of the
finite-time Lyapunov characteristic exponents (FTLCE) we use MATLAB realization [77] of a method, based on
QR decompositions.
For both sets of parameters (see Fig. 3 and Fig. 4) we compute: 1) finite-time local Lyapunov dimensions
dimL(60, ·) at the point P1 = (10, 60, 800), which belong to both grids Ch,segrid , at the point P2 = (−0.0074,−0.0997, 0)
on the unstable manifold of zero equilibria S0; 2) maximums of the finite-time local Lyapunov dimensions at the
points of grid maxu∈Ch,segrid dimL(t, u) for the time points t = tk = 0.1 k (k = 1, .., 600) and the infimum of the
maximums; 3) the corresponding values, given by Kaplan-Yorke formula with respect to finite-time Lyapunov
characteristic exponents. The results are given in Table 1 and 2.
Table 1: The set of parameters corresponding the self-excited attractor (see Fig. 3)
t = 60
u = (10, 60, 800)
t = 60
u = (−0.0074,−0.0997, 0)
t = 60
maxu∈Csegrid
inf
t∈[0, 60]
max
u∈Csegrid
dimL(t, u)
(SVD)
2.1345 2.1468 2.1721 2.1699
dKYL ({LCEi(t, u)}3i=1)
(QR)
2.1414 2.1262 2.1876 2.1854
Table 2: The set of parameters corresponding the hidden attractor (see Fig. 4)
t = 60
u = (10, 60, 800)
t = 60
u = (−0.0074,−0.0997, 0)
t = 60
maxu∈Chgrid
inf
t∈[0, 60]
max
u∈Chgrid
dimL(t, u)
(SVD)
2.1271 1.2335 2.1638 2.1580
dKYL ({LCEi(t, u)}3i=1)
(QR)
2.1372 1.0139 2.1745 2.1735
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Figure 6: Dynamics of the finite-time local Lyapunov dimensions on the time interval t ∈ [0, 60]: maximum on the
grid of points (dark red), at the point P1 = (10, 60, 800) ∈ Cse,hgrid (light red), at P2 = (−0.0074, −0.0997, 0) from
1D unstable manifold of S0 (blue); at the equilibrium S0 (green).
The behavior of finite-time local Lyapunov dimensions for different points and their maximum on a grid of
points is shown in Fig. 6. These values are in good correspondence with the exact Lyapunov dimension, obtained
in Corollary 1. For the global attractor Kglobal and global B-attractor Kglobal B in Fig. 3(b,c) we have
dimLKglobal = dimLKglobal B = 2.8908...
Since the global B-attractor Kglobal B in Fig. 3(c) involves two-dimensional unstable manifolds of equilibria S1,2, we
have
2 ≤ dimHKglobal B ≤ dimLKglobal B.
For the B-attractor KB, the global attractor Kglobal, global B-attractor Kglobal B, in Fig. 4(b,c,d) we have
dimLKglobal = dimLKglobal B = dimLKB = 2.8918...
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Since the global B-attractor Kglobal B in Fig. 4(d) involves one-dimensional unstable manifolds of equilibrium S0,
we have
1 ≤ dimHKglobal B ≤ dimLKglobal B.
Remark that the absorbing sets Bse = B(687.5, 4, 0.0052) and Bh = B(700, 4, 0.0052) involve all the considered
attractors in Fig. 3 and Fig. 4, respectively. Thus, for the corresponding grid of points by estimation (21) with
S = I, we get an estimate for any attractor K in Fig. 3 (here the distance between grid points is 20):
dimHK ≤ dimLK ≤ sup
u∈Bse
dKYL
({λj(u)}ni=1) ≈ sup
u∈Bsegrid
dKYL
({λj(u)}ni=1) = 2.982747... , (51)
and for any attractor K in Fig. 4
dimHK ≤ dimLK ≤ sup
u∈Bh
dKYL
({λj(u)}ni=1) ≈ sup
u∈Bhgrid
dKYL
({λj(u)}ni=1) = 2.983037... . (52)
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Figure 7: Dynamics of dKYL
({λj(u(t, P1))}ni=1) (red) and dKYL ({λj(u(t, P2))}ni=1) (blue) along the trajectories with
initial data P1 = (10, 60, 800) ∈ Cse,hgrid and P2 = (−0.0074, −0.0997, 0).
The above numerical experiments lead to the following important conluding remarks. While the Lyapunov
dimension, unlike the Hausdorff dimension, is not a dimension in the rigorous sense [57, 88] (e.g. the Lyapunov
dimension of a saddle point or a periodic orbit can be noninteger and has different values including those close
to n), it gives an upper estimate of the Hausdorff dimension. The sets with noninterger Hausdorff dimension are
referred as the fractal sets [89]. Let the attractor K or the corresponding absorbing set B ⊃ K is known (see, e.g.
(6)). If one’s purpose is to demonstrate that dimHK ≤ dimLK < n, then it can be achieved by Proposition 2
without integration of the considered dynamical system (see, e.g. (51) and (52)). In general, one can not expect
to get the same values of the symmetrized Jacobian matrix eigenvalues at different points (see, e.g. Fig. 7), thus
the maximum of dKYL
({λj(u)}ni=1) on a grid of points has to be considered. If the purpose is to get a precise
estimation of the Hausdorff dimension, then one can use (15) and have to compute the Lyapunov dimension. To
be able to repeat a computation of Lyapunov dimension one need to know the considered compact invariant set K
and initial points of considered trajectories {ui}Ni=1 = Kgrid on the set, time interval (0, T ] =
⋃M−1
i=0 (ti, ti+1], and
the method of Lyapunov exponents computation. Finite-time Lyapunov dimension is defined by singular values
functions and for computing the corresponding Lyapunov exponents one has to use a numerical algorithms based
on the SVD decomposition (not on the QR decomposition). While unexpected jumps in the values of the local
Lyapunov exponents and Lyapunov dimension may occur, there is no rigorous justification of the choice of time T ,
and, thus, the inft∈{ti}Mi=0,tM=T of the finite-time Lyapunov dimensions often gives better estimates. In general, in
numerical experiments one can not expect to get the same values of the finite-time local Lyapunov exponents and
Lyapunov dimension for different points, thus the maximum of the finite-time local Lyapunov dimensions on the
grid of point (maxu∈Kgrid) has to be considered. Remark that in the work [66, p.190] Kaplan and Yorke called the
limit values of the finite-time Lyapunov exponents { lim
t→+∞LEi(t, u)}
n
i=1 = {LEi(u)}ni=1, if they exist and are the
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same for all u ∈ K (and therefore [82] dimLK = dKYL ({LEi(u0)}ni=1) for any u0 ∈ K), the absolute ones and wrote
that such absolute values rarely exist.
5. Conclusion and further steps
In this paper the Lyapunov dimension of attractors in the Glukhovsky-Dolzhansky fluid convection model has
been studied by analytical and numerical methods. In studying we follow a rigorous approach to the definition of
the Lyapunov dimension and justification of its computation by the Kaplan-Yorke formula, without using statistical
physics assumptions. The exact Lyapunov dimension formula for the global attractors is obtained and peculiarities
of the Lyapunov dimension estimation for self-excited and hidden attractors are discussed. A tutorial on numerical
estimation of the Lyapunov dimension on the example of the Glukhovsky-Dolzhansky model is presented.
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