Optical engines allow for the direct visualization of the phenomena taking place in the combustion chamber and the application of optical techniques for combustion analysis, which makes them invaluable tools for the study of advanced combustion modes aimed at reducing pollutant emissions and increasing efficiency. An accurate thermodynamic analysis of the engine performance based on the in-cylinder pressure provides key information regarding the gas properties, the heat release, and the mixing conditions. If, in addition, optical access to the combustion process is provided, a deeper understanding of the phenomena can be derived, allowing the complete assessment of new injection-combustion strategies to be depicted. However, the optical engine is only useful for this purpose if the geometry, heat transfer, and thermodynamic conditions of the optical engine can mimic those of a real engine. Consequently, a reliable thermodynamic analysis of the optical engine itself is mandatory to accurately determine a number of uncertain parameters among which the effective compression ratio and heat transfer coefficient are of special importance. In the case of optical engines, the determination of such uncertainties is especially challenging due to their intrinsic features regarding the large mechanical deformations of the elongated piston caused by the pressure, and the specific thermal characteristics that affect the in-cylinder conditions. In this work, a specific methodology for optical engine characterization based on the combination of experimental measurements and in-cylinder 0D modeling is presented. On one hand, the method takes into account the experimental deformations measured with a high-speed camera in order to determine the effective compression ratio; on the other hand, the 0D thermodynamic analysis is used to calibrate the heat transfer model and to determine the rest of the uncertainties based on the minimization of the heat release rate residual in motored conditions. The method has been demonstrated to be reliable to characterize the optical engine, providing an accurate in-cylinder volume trace with a maximum deformation of 0.5 mm at 80 bar of peak pressure and good experimental vs. simulated in-cylinder pressure fitting.
Introduction
The restricted emissions regulations imposed and special issues related with CO 2 reduction are some of the challenges that the automotive industry has faced in the last few decades [1] [2] [3] . As a result, car manufacturers have focused their research into new combustion concepts such as low temperature combustion (LTC) [4] and partially premixed combustion (PPC) [5] . Consequently, a good understanding of the combustion process is extremely important for the optimization of different engine systems and a better comprehension of the phenomena.
In this context, optical engines are a very important tool to visualize and obtain information about the combustion process that is not available in metal engines [6, 7] . During the last few years, it has become one of the most important and common experimental undertakings to study and develop new combustion strategies and injection systems [8] . This kind of test bench permits the use of a wide variety of techniques that can be either thermodynamically based (in-cylinder pressure measurements) and/or non-intrusive optical ones such as PIV [9] , Mie scattering, natural emission of the flame [10] , etc.
Basically, an optical engine is a metal engine rebuilt with optical access either in the side of the chamber, through the cylinder liner, or from below through the piston, or both. Furthermore, it is necessary to have a piston extension for access from below (Bowditch design) [11] . In this way, to obtain optical access, some modifications are required in the standard engine, which can affect the thermodynamic evolution inside the cylinder. The thermodynamic evolution is the link between optical and metal engines, thus it has great importance to relate physical and chemical phenomena observed via optical techniques to the real behavior inside metal engines.
Thermodynamic analysis can be performed either by in-cylinder pressure measurements through rate of heat release (RoHR) calculations or predictive models that provide an estimation of the pressure and temperature evolution inside the chamber for each operating condition [11, 12] . This kind of analysis is directly affected by some uncertainties such as the effective compression ratio, heat transfer coefficient, top dead center (TDC) position, etc. Thus, it is necessary to minimize errors, and for this purpose, different methodologies have been carried out to more accurately estimate these parameters [13, 14] . However, when dealing with optical engines, it is more difficult to estimate these uncertainties due mainly to differences in heat transfer and mechanical deformations. Differences in heat transfer are basically caused by the optical access and this is related to the lower heat conductivity of quartz in comparison with aluminum and steel. Mechanical deformations occur in several parts of the engine but they are mainly related to the elongated piston caused by the high values of in-cylinder pressure, thermal expansion, and to a lesser extent, the acceleration due to piston movement.
Cylinder volume is affected directly by mechanical deformations due to different forces (inertial, thermal, and pressure) that actuate expanding or compressing different engine parts while it is running. Pressure forces act to compress the moving parts and they are higher near the TDC. Inertial forces act to expand the moving engine parts near the TDC and compresses them near the BDC. Considering that cylinder volume is critical to the RoHR calculation, quantifying the deformation is extremely important to obtain the correct instantaneous volume. Furthermore, mechanical deformation impairs the compression ratio. Some authors have already developed simple models of mechanical deformation to include in the thermodynamic analysis [15, 16] . Aronsson et al. [17] obtained the deformation in a piston of an optical engine measuring the variation of piston position with a high speed camera.
The poor conductivity of quartz and the absence of cooling water channels in the quartz parts as well as oil lubrication on the piston contribute to changing the characteristics of heat transfer in optical engines. These two factors lead to low heat losses and high wall temperatures that lead to shorter ignition delays [11] . Optical engines tend to present smaller temperature gradients between the surface and the gas inside the cylinder. Aronsson et al. [18] developed a study that compared the heat release of an optical engine with a metal engine. Results showed that the lower heat losses from the optical engines directly impacted the combustion phasing, and consequently the combustion process and emissions. This effect can be compensated or minimized by adjusting different intake temperatures and pressures for each kind of engine (optical and metal).
Furthermore, the presence of crevices due to changes in the position of piston rings impact directly on the compression ratio and in-cylinder flow. Thus, blow-by also needs to be taken into account in the thermodynamic analysis to consider an accurate in-cylinder trapped mass.
The main objective of this work was to develop a specific methodology to reduce the uncertainties in the thermodynamic analysis in a single cylinder optical engine. These uncertainties are much higher than those in metal engines due to the particular characteristics of optical engines. The methodology is based on the combination of experimental measurements and 0D thermodynamic modeling. A high speed camera was used to measure the piston position at firing and valve overlap TDC in order to determine the effective compression ratio considering the mechanical deformation. It also measured the in-cylinder pressure to be used as input data in the 0D model. 0D thermodynamic analysis was used to calibrate the heat transfer model and to determine the rest of the uncertainties based on the minimization of the heat release rate residual at motored conditions.
Tools and Methods

Cell Test
The optical engine was installed in an instrumented test cell containing all facilities needed for the operation, control, and acquisition data of the engine. Figure 1 shows the test cell setup. The intake air flow was supplied by a screw compressor. Temperature and air humidity were controlled by a heat exchanger and a dryer. Just before the air entered inside the cylinder, there was a heater controlled by a PID, which provided a constant intake air temperature.
In the exhaust line, in the same way as in the intake line, a settling chamber was mounted with the objective to reduce pressure pulses. In addition, an exhaust backpressure valve was installed in the line to maintain a fixed relative pressure to the intake pressure. 
Optical Engine
The measurements were performed in a single-cylinder optical direct injection (DI) diesel engine with a Bowditch-type design [11] . The engine was derived from a GM 1.6 L commercial diesel engine (General Motors Corporation, Detroit, MI, USA). As shown in Figure 1 , instantaneous pressure sensors were installed in the intake and exhaust ports as well as inside the cylinder. Additionally, thermocouples were positioned just inside the intake and exhaust ports. Temperatures of cooling water and oil were kept constant by a PID control.
The engine was connected to an electric dynamometer, which allows us to control the load and speed engine. The in-cylinder pressure was measured during 50 consecutive cycles with an AVL GH13P glow-plug piezoelectric transductor (AVL LIST GmbH, Graz, Styria, Austria) coupled to a Kistler 4603B10 charge amplifier (Kistler Holding AG, Winterthur, Switzerland). The pressure signal was measured by a Yokogawa DL708E oscillographic recorder (Yokogawa Electric Corporation, Tokyo, Japan) with a 16 bit A/D converter module. A shaft encoder with 1800 pulses per revolution was used, which allowed for a 0.2 CAD resolution. The mean variables were acquired at a low sampling frequency of 100 Hz using SAMARUC, a home-developed test system that collects the signals of different sensors and controls the electric dynamometer. Table 1 shows the accuracy of the different elements of the test cell. The engine contained four valves per cylinder and a centrally located injector. It is equipped with a real bowl quartz piston that allows optical access to the combustion chamber from below while maintaining an in-cylinder flow similar to the flow in the metal engine. In addition, two windows on the partially extended liner permit optical access into the combustion chamber from the side as shown in Figure 2 . The engine parameters can be seen in Table 2 .
A high speed camera, Photron SA-X2, was used to record the piston positions in relation to the cylinder head surface. The camera lens was a ZEISS Makro Plana with a 50 mm focal length. The frame rate used was 21,000 fps, with a resolution of 588 × 588 pixels. 
Engine Operating Conditions and Test Matrix
The optical engine was operated at motored conditions for five different intake pressures and constant speed. However, the measurements of mechanical deformations were performed only for the two extreme intake pressure: 1.1 and 2.7 bar. Exhaust pressure was kept 0.2 bar higher than the intake pressure. The engine speed was 1200 rpm for all operating conditions. Furthermore, the intake temperature and oil temperature were set at 50 • C and remained the same during all tests. The cooling water temperature was kept between 15 and 25 • C in order to preserve the piston rings. The experiments were performed in a randomized order after the engine reached a steady thermal state. The operating conditions are summarized in Table 3 . 
Mechanical Deformations Measurements
In order to measure the mechanical deformation, the camera was mounted just in front of the side window as shown in Figure 3 and a fixed reference was used in order to obtain the piston displacement in relation to the cylinder head. Furthermore, as the piston displacement measurement from the camera was performed in pixels, a target paper in the form of a grid was used to perform the calibration from pixel to millimeter. Images were taken during the firing and valve overlap strokes for the two extreme engine conditions described above. A similar methodology was used by Aronsson et al. [17] to measure the deformation from pressure force. Images were processed using the methodology of particle image velocimetry (PIV) through the PIVlab Software [19] . The software basically searches a reference area in the piston for the first frame and tries to search, through a correlation function, for this same reference area in the second frame. The cross correlation for a pair of images was done in three passes with distinct interrogation areas: 128 × 128 pixels, 64 × 64 pixels, and 32 × 32 pixels, respectively. In the case of deformation measurements, the algorithm tries to find the same reference in the piston for each frame. For example, the roughness pattern in a part of the piston, that is present in frame 1, frame 2, and so on, can be used like references to calculate the displacement. Therefore, it is possible to know the displacement in pixels from frame 1 to frame 2 that will later be converted to millimeters. Considering that images taken during the valve overlap TDC do not have mechanical deformation caused by pressure, these images are considered as reference images (without deformation). It is important to consider that the reference image has mechanical deformations induced by thermal and inertial forces, so when a comparison is made between the image with deformation (combustion TDC) and the reference image, the influence of inertial and thermal forces is eliminated and the deformation measured is only the result of the pressure effect. In addition, for this study, the deformations caused by thermal and inertial forces were neglected. Considering the case where an engine is operating at firing conditions, there will only be 1 firing cycle every 20 cycles at the motored conditions, thus keeping the cooling water at low temperature and consequently very low thermal expansion. Near TDC, the impact of inertial forces on volume variation is much smaller than that of the pressure [11, 15] . Furthermore, tests were developed at low engine speed, thus the deformation caused by inertial forces was much smaller than the one caused by pressure forces.
Theoretical Tools
For the thermodynamic characterization in motored conditions, the study was based on the First Law of Thermodynamics and is summarized in Figure 4 , where dHR represents the heat release rate, which is considered zero at motored conditions. The m c is the trapped mass at the inlet valve closing (IVC). The specific heat of the gas, which at motored conditions is only air, is represented by c v,c . T is the in-cylinder temperature. Q is the heat transferred to the wall. In addition, p is the instantaneous in-cylinder pressure, V is the instantaneous volume, R C is the gas constant, and finally m bb is the mass related with blow-by. The general model used was a home-developed 0D single zone thermodynamic model for calculating the closed cycle, which followed the methodology developed by Benajes et al. [13] . The idea of this methodology is to perform engine characterization trying to get the minimum residual heat release rate and a good fit between the measured and calculated in-cylinder pressure at motored conditions. For this purpose, some parameters present in Figure 4 were set as model inputs. These parameters were either estimated by other theoretical tools (1D GT-Power) or measured directly in the engine during the tests. The model and tools will be detailed in the following paragraphs. 
0D Thermodynamic Model
The methodology [13] applied in the thermodynamic characterization was performed with CALMEC-SICICLO [15] . The main assumptions for the thermodynamic model are:
•
Chamber pressure and temperature are assumed to be spatially uniform. • Three species are considered: air, fuel vapor, and stoichiometric combustion products.
The chamber volume deformation due to pressure and inertia is calculated by means of a simple deformation model [20] . However, for this study, the chamber volume deformation was measured and imposed in the model.
The specific heat of the gas depends on both the temperature and composition [21] .
Heat transfer is calculated with the modified Woschni-like model [22] , where the convective heat transfer is calculated using Equation (1), simplified for a motored condition:
• Finally, a filling and emptying model is normally used to calculate the trapped mass at IVC (m c ) in the original methodology, however, for this study, the trapped mass was calculated by a GT-Power model.
where c m is the mean piston speed; c u is the instantaneous tangential velocity of the gas chamber adjusted using CFD calculations [15] ; p and T are instantaneous pressure and temperature respectively; C is a constant whose value is 0.012; D is the cylinder diameter; and C W1 and C W2 are constants to be adjusted for each engine. Effective compression ratio (CR), TDC position, and C W1 must be adjusted simultaneously during the calculation. Even though the measured piston position trace was developed from −50 aTDC to 50 aTDC for both TDC in the cycle, the instantaneous volume curve was calculated quantifying only the maximum deformation at firing TDC. This takes into account that the impact of mechanical deformation near the TDC is more significant in the volume change because the volume is the smallest and the deformation is the largest. It is a good approximation to assume that the deformation at the TDC can be scaled with the forces during the rest of the cycle. In the case of this study, these forces come from in-cylinder pressure.
Thus, the instantaneous volume in the model is calculated by Equation (2). It is the sum of the combustion chamber volume (V CC ), the volume displaced by the piston (V d,int ) (function of crank angle), and the volume changes caused by the mechanical deformations (∆V def ). The first term is a function of CR and V d,inst is calculated taking into account the engine geometry.
Mechanical deformation is calculated by means of Equation (3). The constant K def is adjusted in order for the model to obtain the same volume deformation at TDC that was measured in the experiments. ∆V p is the volume variation due to in-cylinder pressure for each crank angle degree.
Trapped mass, as shown in Equation (4), is considered as the sum of fresh air mass (m a ), residual mass (m res ) from the previous cycle, and the short circuit mass (m SC ) that occurs during the valve overlap event. As above-mentioned, this part will be input data on the model and will be estimated by GT-Power. m c = m a + m res + m SC (4)
GT-Power Model
A 1D model of the optical engine, shown in Figure 5 , was developed by using the commercial software GT-Power from Gamma Technologies ® (v2016, Gamma Technologies, LLC., Westmont, IL, USA, 2016). For this model, the methodology of three pressure analysis (TPA) was used. Basically, the model requires three measured pressures: intake, cylinder, and exhaust. As a result, the trapped mass (and other thermodynamic conditions at IVC) will be estimated and used as input data in the 0D model, as previously explained. In addition, it is also necessary to set in the model some geometric data for the cylinder, valves, ports, and crank train as well as the average temperature of the intake port and the flow characteristics of the valves [23] . All calculations were done at motored conditions. The model was adjusted for each condition considered by verifying some of the measured parameters such as the maximum cylinder pressure (p cyl_max ) and air mass flow rate ( . m air ). The difference between the simulated and measured results was lower than 5%. Furthermore, for every in-cylinder pressure trace, the best fit between the measured and simulated data mainly was calculated in the low pressure (pumping) part of the cycle.
Blow-By Measurement
Another important parameter to be considered is the blow-by leakage. Normally the blow-by in most engines is small [24] and is usually not taken into account during the thermodynamic characterizations [15] . Nevertheless, blow-by in optical engines can be higher than that in metal engines due to crevices as well as piston rings, which are composed of a synthetic material. To measure m bb , an AVL 442 blow-by meter was installed in the optical engine. As the equipment is made to be used in metallic engines, an adaptation was necessary. A cylinder made from PVC, which is detailed in Figure 6 , was perfectly fitted between the cylinder line and the bottom flange with only one access to the blow-by meter. The cylinder was attached to the seals perfectly to avoid any leakage. The measured quantity of blow-by in these tests was found to be lower than the detection threshold of the equipment. In this way, for the calculations in the model, the blow-by was considered zero. 
Results and Discussion
This section is divided into three subsections. The first one presents and discusses the results related to the mechanical deformation measurements and processing. The second part presents the results of the trapped mass estimated by GT-Power and the comparison between the simulated and measured parameters, which were used to adjust the model. The last part shows the final results of the characterization imposing the results of the previous steps in the 0D model.
Mechanical Deformations Due to Gas Pressures
First, a piston displacement curve was measured. For that purpose, a fixed reference is taken, which for this case, was the white paper shown in Figure 7 . This reference was considered as the zero position of the piston and this is the first frame of the processing. From this frame to the next one, the piston displacement was calculated by the PIV methodology [25] through a correlation function. In this way, the displacement curve was developed frame by frame until the piston returned to the initial reference point.
To verify that the measured piston position was correct, a comparison was performed between the measured trace at valve overlap TDC and the calculated trace from GT-Power. We used a correction factor of 11% to the measured displacement curve because the grid paper and piston were in different planes, inducing a perspective error in the transformation from pixels to millimeters. In Figure 8 , a good fit can be seen between the piston displacement trace calculated from GT-Power (without deformation) and the measured one at valve overlap TCD (which was used during the study as the reference without deformation.) The same correction factor was used in the piston displacement at firing TDC. Figure 9 shows that the deformation occurred at 1.1 bar of intake pressure. The maximum in-cylinder pressure was 31 bar and the deformation found at TDC was less than 0.03 mm. It can be seen that for this engine condition, the mechanical deformation was negligible, and the in-cylinder volume was not significantly affected. On the other hand, Figure 10 shows the deformation at 2.7 bar. For this case, the maximum in-cylinder pressure was 80 bar and the maximum deformation at TDC was 0.5 mm. It is possible to note that as the cylinder pressure increases, the deformation becomes significant. It is important to take into account that a deformation of 0.5 mm is enough to induce an error in the instantaneous volume trace of around 8% and consequently in the heat release rate and thermodynamic characterization. Considering that deformation increases linearly with pressure, as proven by Aronsson et al. [17] , it is possible to develop a linear function where deformation is directly dependent on cylinder pressure as presented earlier in Equation (3). 
Trapped Mass Estimation
The second characterization step was to estimate the trapped mass at IVC. For this purpose, as previously stated, a model was developed in GT-Power. For each operating condition, the model was adjusted by considering measured parameters such as intake and exhaust temperatures, air mass flow, and maximum in-cylinder pressure. Compression ratio, valve timing, and the heat transfer coefficient were refined in an iterative process to obtain the optimum adjustment between the simulated and measured in-cylinder pressure as well as air mass flow. Special attention was paid to the pumping loop in the cycle, which is extremely important to guarantee good estimation of the trapped mass.
For this purpose, it is very important to have an accurate valve timing and valve profile as well as intake and exhaust pressures and intake air temperature. Figure 11 shows a comparison between the simulated and measured in-cylinder pressure trace. It can be seen that the model was capable of capturing, with good agreement, the behavior in the low-pressure part of the cycle. In addition, the pressure in the closed cycle (compression and expansion) was also well predicted by the model. Figure 12 shows the comparison between the measured and simulated peak pressure and air mass flow used to verify the reliability of the model. The largest difference for the air mass flow was 2% and was less than 1% for the maximum cylinder pressure. These comparisons confirmed the prediction capability of the model. In this way, the main objective of this step could finally be achieved by obtaining the in-cylinder trapped mass for each engine condition, which are presented in Table 4 . These values were used as input in the next step of the characterization. 
0D Thermodynamic Analysis
The last part of the characterization consisted of using the results obtained in the previous steps as input for the final 0D model in order to obtain the uncertain parameters (CR, CW1) and the information regarding the gas thermodynamic conditions. The methodology applied in the model aimed at simultaneously finding the uncertainties by applying two criteria at the same time: the minimum residual heat release rate as well as the minimum difference between the real and simulated in-cylinder pressure.
The deformation constant K def was adjusted in the model to obtain the same experimentally measured TDC volume deformation at 1.1 and 2.7 bar of intake pressure. In this way, considering that deformation increases linearly with cylinder pressure, the same K def was used for the other engine conditions. In Figure 13 , it is possible to see the instantaneous cylinder volume near TDC for each condition considering the K def obtained from the measurements. It is possible to note how the volume is affected by the increases in cylinder pressure and the importance of considering the changes in instantaneous volume trace for each condition to avoid errors in the heat release rate calculation as well as to get a correct estimation of uncertain parameters. The volume derivative is also of interest because it directly affects both the heat release rate calculation as well as the IMEP calculation. Figure 14 shows the volume derivative with and without deformation as well as the difference between the two derivative volumes at an intake pressure of 2.7 bar. The biggest difference between the curves occurred from −20 • to 20 • aTDC. Figure 15 shows the impact of the volume change in the heat release rate trace. It is known that the heat release rate in motored conditions is zero. However, some residuals in the trace are inevitable and the main idea is to try to reduce these residuals as much as possible. It is clear that the RoHR trace for the adjusted instantaneous volume was more accurate and realistic as the solid curves were closer to zero. On the other hand, the dashed curves deviation from zero increased as the intake pressure increased, indicating that there were larger errors in the RoHR calculation. The RoHR shape for the dashed lines was very similar to the difference in the volume derivative shown above. These results present good agreement with the results found in the previous study developed by Aronsson et al. [18] . As previously mentioned, the methodology used in the 0D model takes into account not only the minimum error of heat release rate, but also the optimum fitting between the measured and simulated cylinder pressure. The good agreement can be seen in Figure 16 , where the pressure at the inlet valve closing (IVC) and exhaust valve opening (EVO) were well estimated as well as the peak pressure. Finally, from the well-adjusted model, it was possible to extract the main uncertain parameters of the engine. The results are presented in Table 5 . The deformation coefficient k def was defined as 2.25, which corresponded to the deformations measured at conditions of 1.1 and 2.7 bar of intake pressure. Effective CR was a mean of the optimal value of all conditions tested. This was smaller than the geometric CR, which was 14.9, due mainly to the crevices in the cylinder, which were higher than in the metal engines and the mechanical deformations. The value to the heat transfer coefficient CW1 was 4.80. This value was higher than the normal coefficient values found for metal engines. However, this can be explained by the different behavior of optical engines with regard to heat transfer. It is important to consider that the optical engine concerned had a cylinder liner which was kept around 20 • C, thus the temperature gradient between the piston and wall was much larger than in the metal engine. This is one of the reasons why the current methodology is only applicable for the optical engine. Furthermore, the table shows, only as a comparison, the values of a metal engine with the same geometry (bore and stroke) as the optical engine. As shown in this table, the value of the K def is very similar in the optical and metal engines, however, the deformation will be much larger in the optical engine due to the extensor (it is an implicit term in ∆V p in Equation (3)). 
Conclusions
In this work, a specific methodology to thermodynamically characterize an optical engine by combining experimental and modeling techniques was proposed. For this characterization, the mechanical deformations in two extreme intake pressure conditions were measured and consequently, the volume change due to deformations was estimated and used in the thermodynamic analysis. Trapped mass at the IVC was successfully estimated by the GT-Power model calculations. Finally, a 0D thermodynamic model was used that considered the results obtained previously (deformation and trapped mass) as input parameters. For the uncertain parameters adjusted by the 0D model, we applied the methodology developed by Benajes et al. [13] , which aimed to obtain the minimum residual HRR as well as good agreement between the measured and simulated cylinder pressure. Thus, the main results can be summarized as follows:
• Mechanical deformations were measured at 1.1 and 2.7 bar of intake pressure with 31 and 80 bar of TDC cylinder pressure, respectively. The deformation for the low intake pressure was insignificant, less than 0.05 mm. On the other hand, for the highest intake pressure, the deformation was 0.5 mm. • From the deformation results, it was possible to obtain a mechanical deformation coefficient K def , whose value was 2.25.
•
The impact of mechanical deformation on the instantaneous volume trace was investigated by including the mechanical deformation in the volume expression. The difference between the minimum volume calculation with and without deformation was 8% at 2.7 bar of intake pressure. • Residuals in the heat release rate calculation were investigated by a comparison of HRR trace calculated from a normal in-cylinder volume equation and another one that considered the volume change caused by the deformations. The results showed that the adjusted volume expression provided a more accurate shape to the HRR trace. • Uncertain parameters were adjusted considering the minimum residual in the HRR that means to obtain more reliable values to these parameters as well as to the gas properties. The effective compression ratio CR was 13.66 and the heat transfer coefficient CW1 was 4.8.
Thus, the method was demonstrated to be a reliable and useful tool to characterize the optical engine at motored conditions.
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