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ON SLOANE’S PERSISTENCE PROBLEM
EDSON DE FARIA AND CHARLES TRESSER
Abstract. We investigate the so-called persistence problem of Sloane,
exploiting connections with the dynamics of circle maps and the ergodic
theory of Zd actions. We also formulate a conjecture concerning the
asymptotic distribution of digits in long products of finitely many primes
whose truth would, in particular, solve the persistence problem. The
heuristics that we propose to complement our numerical studies can be
thought in terms of a simple model in statistical mechanics.
1. Introduction
In [S], Sloane proposed the following curious problem. Take a non-
negative integer, write down its decimal representation, and multiply its
digits together, getting a new non-negative integer. Repeat the process un-
til a single-digit number is obtained. The problem can thus be stated: Is
the number of steps taken in this process uniformly bounded?
1.1. General formulation. Let us start with a general formulation of
Sloane’s problem, while at the same time introducing some of the nota-
tion that we will use. Given a natural number n, and an integer base q > 1,
consider the base-q expansion of the number n, say
(1) n = [d1d2 · · · dk]q =
k∑
j=1
djq
k−j ,
where each digit dj ∈ {0, 1, . . . , q − 1} (and d1 6= 0 when n ≥ 1). Let Sq(n)
denote the product of all such digits, i.e.,
Sq(n) =
k∏
j=1
dj .
Thus n 7→ Sq(n) defines a map Sq : Z
+ → Z+, which we call the Sloane map
in base q. Clearly, such map can be iterated: write Sq(n) in base q, multiply
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its digits to obtain Sq(Sq(n)), and so on. In particular, given any n ∈ Z
+
we can consider its orbit under the Sloane map, namely
n , Sq(n) , S
2
q (n) , . . . , S
m
q (n) , . . .
The following proposition ensures that this sequence always stabilizes after
a finite number of steps.
Proposition 1. We have Sq(n) < n for all n ≥ q (i.e., as long as the base
q expansion of n has at least two digits).
Proof. Write n in base q as in (1), and note that k > 1. Since dj ≤ q− 1 for
all j, it follows that
Sq(n) = d1 ·
k∏
j=2
dj ≤ d1 · (q − 1)
k−1 < d1 q
k−1 ≤ n .

From Proposition 1 we deduce that n is a fixed point of Sq if and only if
k = 1. It also follows from Proposition 1 that every orbit of Sq is finite and
converges to some d < q that is a fixed point. In other words, there exists a
minimum number νq(n) such that S
i
q(n) = S
νq(n)
q (n) for all i ≥ νq(n). Hence
νq(n) is the smallest number m such that S
m
q (n) has a single digit . Sloane
asked in [S] whether such minimum number of steps until a fixed point is
uniformly bounded. The number νq(n) is known as the persistence
1 of n
in base q. Numerical evidence that νq(n) is bounded has been collected for
some values of q. Furthermore, the answer to Sloane’s question is trivially
positive for q = 2 since for any n ≥ 0 one has S2(n) ∈ {0, 1}, and {0, 1} is
the fixed-point set of S2. The problem – known as the persistence problem
– can be stated as follows.
Problem 1. For a given q > 2, is there a positive number B(q) such that
νq(n) ≤ B(q) for all n ?
A related set of issues goes as follows (considering now B(q) = supn νq(n)
as an element of Z+ ∪∞).
Problem 2. What is the behavior of B(q) seen as a function of q? More
precisely, one can ask:
(a) Is the answer to Problem 1 positive for all, or all but finitely many,
or most, or infinitely many, or perhaps only finitely many values of
q?
(b) What is the asymptotic behavior of B(q) as q →∞?
Here are some known facts about the persistence problem in various bases:
1What we call persistence in this paper is sometimes referred to as multiplicative persis-
tence elsewhere, to distinguish it from the similarly defined concept of additive persistence,
introduced by Hinden [H]. Since we will only consider multiplicative persistence, we will
have no use for the adjective.
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(1) In base q = 2, the situation is rather trivial: every positive integer
has persistence 1 in base 2.
(2) In base q = 3, no number with persistence greater than 3 has ever
been found.
(3) In base q = 10, the number n = 68889 has persistence 7, because
under the Sloane map S10 we have
68889 7→ 27648 7→ 2688 7→ 768 7→ 336 7→ 54 7→ 20 7→ 0
In fact, this is the smallest number with persistence equal to 7.
(4) Still in base q = 10, the number n = 277777788888899 has persis-
tence 11. It is the smallest number with persistence equal to 11.
(5) It is conjectured that ν10(n) ≤ 11 for all n. This has been checked
for all n up to 10233 .
1.2. Goals and endeavors. In this paper, we have two main goals. The
first goal is to examine the persistence problem in the light of some Dynam-
ical Systems considerations. We will show that Sloane’s question (Problem
1) has an affirmative answer in a certain probabilistic sense. Roughly speak-
ing, we will show that for any base q, the set of natural numbers n with
persistence ≥ 3, i.e. such that S2q (n) 6= 0, is an extremely rarified subset of
Z
+. The probabilistic sense in question will be made progressively clear in
§3 and §4.
We will see in particular that Problem 1 has a positive answer for q = 3
if a precise orbit that we will fully describe has a “generic” behavior under
the Z-action determined by a well-defined piecewise affine degree one circle
map. Similarly, Problem 1 has a positive answer for q = 4 if two precise
orbits that we will fully describe have a “generic” behavior under the Z-
action determined by another well-defined piecewise affine degree one circle
map. The affine circle maps that we will encounter here are defined by q
and a number p < q, a digit in base q.
For bases q > 4, the relevant dynamical systems for the Sloane map are
no longer Z-actions, but rather Zk-actions with k > 1. More precisely, they
are given by certain free abelian groups of piecewise affine degree-one circle
maps. We will exploit some simple ergodic properties of such free-abelian
actions in order to derive our main probabilistic result on the Sloane map,
namely Theorem 2.
Our second goal is to formulate a very general conjecture, namely Con-
jecture 3, concerning the asymptotic distribution of digits in the base q
expansion of long products whose factors are chosen from a given finite set
of primes. This conjecture is conveniently formulated in terms of certain
objects that we call multiplication automata, in part because their time evo-
lution produces patterns that resemble those produced by the evolution of
(one-dimensional) cellular automata. The most general form of the con-
jecture, as stated in §5.2, is too broad to allow thorough numerical tests.
Thus, short of a proof, we felt the need to provide an heuristic explanation
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lending support to this conjecture. Such heuristics is given in the language
of inhomeogeneous Markov chains, as a form of convergence to equilibrium
for the evolution of our automata. The multiplication automata and the
associated convergence to fair distribution may be of interest to the physics
of growth processes, and perhaps to other aspects of statistical mechanics.
1.3. The Erdo¨s-Sloane map. In order to avoid possible misunderstand-
ings, we warn the reader that another map has been studied, inspired by Sq:
let us call it the Erdo¨s-Sloane map, and denote it by S∗q . For each natural
number n, S∗q (n) is the product of the non-zero digits of n in base q. Ac-
cording to Guy [G], this map was introduced by Erdo¨s. Since our approach
in this paper is based on the conjectured generic property that all digits
should become equally probable for (products of) high powers of digits, we
have nothing new to say about S∗q (although some results we have about S3
can be interpreted in terms of S∗3).
2. Conjectures, remarks, and first simple results
2.1. A trivial remark and some conjectures. Let us start by making
a trivial but important remark. Choose some base q > 1. Looking back
at the expansion given in (1), it is clear that we have the following trivial
dichotomy:
(1) Either one of the digits dj is equal to zero, in which case Sq(n) = 0;
(2) Or else Sq(n) is equal to a product of digits in 1, 2, . . . , q − 1.
This trivial dichotomy, together with first observations of relevant but
scarce numerical data, suggest us an obvious strategy. In order to answer
Sloane’s question in the affirmative for base q, it suffices to establish the
following.
Conjecture 1. There exists a positive integer k0(q) such that, for all k ≥
k0(q), the base q expansion of any product of k digits greater than 1 for base
q has at least one digit equal to zero.
As soon as a product of digits becomes divisible by q, a zero appears as
its right-most digit when written in base q, and therefore the next iteration
of the Sloane map yields 0 as the result. This trivial remark allows us to
concentrate only on those products that are not divisible by the base q. The
effect of that will be dramatic when q = 4. The following two conjectures
are implied by Conjecture 1.
In the case of base q = 3, the only non-zero values assumed by the Sloane
map are powers of 2. In other words, we only need to investigate the orbit
of 1 under the doubling map x 7→ 2 · x.
Conjecture 1a. There exists a positive integer k3,2 such that, for all k ≥
k3,2, the base-3 expansion of 2
k has at least one digit equal to zero.
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Such a statement is reminiscent of a conjecture by Erdo¨s to the effect
that there is always a 2 among the digits in base 3 of 2k for all k sufficiently
large. This question has been recently adressed by Lagarias in [L].
In the case of base q = 4, in principle all products of the form 2m · 3n
would need to be examined. But since the basis 4 divides 2m · 3n as soon
as m ≥ 2, we only have to consider: (a) powers of 3 or (b) products of the
form 2 · 3m. In other words, we only need to consider the orbits of 1 and 2
under the tripling map x 7→ 3 · x.
Conjecture 1b. There exists a positive integer k4,3 such that, for all k ≥
k4,3, the base-4 expansions of 3
k and 2 · 3k each have at least one digit equal
to zero.
There is considerable computational evidence in favor of these conjectures.
Proving these conjectures is certainly sufficient to solve the persistence prob-
lem for the corresponding bases.
2.2. A weak estimate on ν3(n). Let us take the time to establish a weak
estimate on ν3(n), the minimum stability time of n ∈ Z
+ (in base 3) intro-
duced in §1. This should be compared to a similar estimate proved by Erdo¨s
concerning the Erdo¨s-Sloane map. First, a very simple lemma.
Lemma 1. If n > 3, then at least one of the digits in the base-3 expansion
of 2n is not equal to 2.
Proof. Suppose the base-3 expansion of 2n has exactly k digits, all equal
to 2. Then 2n = 3k − 1, and we have a solution to Catalan’s equation
3x − 2y = 1 with y = n > 3, which is impossible. 2 
Remark 1. It follows from the proof that S3(2
n) ≤ 2k−1.
Let us now present our weak estimate. Recall that if N ∈ Z+, then the
number of digits in the base-q expansion of N is equal to 1 + ⌊logq N⌋.
Proposition 2. For all n ≥ 3, we have ν3(n) ≤ 2(1 + log3 log3 n).
Proof. Let n > 3 be given, and assume S3(n) 6= 0, otherwise there is nothing
to prove. Thus, suppose n1, n2, . . . , nm are such that
(i) nj > 3 for j = 1, 2, . . . ,m;
(ii) S3(n) = 2
n1 ;
(iii) S3(2
nj ) = 2nj+1 for j = 1, 2, . . . ,m− 1;
(iv) m is maximal with the above properties.
From these properties we see that the only possible values for S3(2
nm) are
0, 1, 2, 22 or 23. This implies that ν3(n) ≤ 3 +m. Hence it suffices to find a
suitable bound for the number m.
2It is not necessary to use the highly non-trivial result about the full Catalan’s con-
jecture (concerning the Diophantine equation ax − by = 1 –see [M]). The special case
needed here (with bases 2 and 3, which are prime) can be proved by elementary means –
see [LeV, p. 85].
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Let kj denote the number of digits in the base-3 expansion of nj, for
j = 1, 2, . . . ,m. Since nj > 3, we deduce from Lemma 1 and Remark 1
that S3(2
nj ) = 2nj+1 ≤ 2kj−1. But we also know that kj = 1 + ⌊nj log3 2⌋.
Therefore we have
nj+1 ≤ αnj , for j = 1, 2, . . . ,m1 ,
where α = log3 2. From this it follows that
3 < nm ≤ α
m−1n1 .
But we also have n1 ≤ log3 n. Hence, extracting the base-3 logarithm of all
terms in the above inequality, we see that
m < 1 +
(log3 log3 n)− 1
log3 (α
−1)
< −1 + 2 log3 log3 n .
This shows that ν3(n) < 2(1 + log3 log3 n), as claimed. 
3. Ergodic Z-actions and persistence in bases q = 3, 4
In this section, more precisely in §3.3 below, we introduce a simple dy-
namical system – generated by a single piecewise affine degree-one circle
map – which will turn out to be very useful in the study of the Sloane map
for bases q = 3, 4. But first let us present some simple arithmetical facts.
3.1. Periodicity of tails. Looking at the base-3 expansions of the suc-
cessive powers of two (see Figure 2), it is clear that for every k ≥ 1 the
rightmost k digits of these powers exhibit a periodic behavior. Our goal
here is to calculate the minimum period. This periodicity is more general:
the last k digits of the base-q expansion of pn form a periodic sequence, for
all 1 < p < q. This fact is a simple consequence of modular arithmetic, and
we call it tail periodicity .
First, we need the following simple lemma. Recall that, if q > 1 is an
integer, then the set of all residues r ∈ {0, 1, 2, . . . , q − 1} modulo q that
are relatively prime with q form a multiplicative group (under multiplication
modulo q), called the group of units modulo q, denoted Uq. This group Uq
has order φ(q), where φ is Euler’s totient function. An integer p is said to
be a primitive root modulo q if the residue class of p modulo q has order φ(q)
in Uq (in particular, if such a primitive root exists, then the group Uq must
be cyclic).
Lemma 2. Let p and q be integers such that 1 < p < q and p is a primitive
root modulo q. Then the residues pn( mod q), n = 0, 1, 2, . . ., form a periodic
sequence with minimum period equal to φ(q).
Proof. By hypothesis, p ∈ Uq is a generator of the cyclic group Uq. There-
fore, by Euler’s theorem, pφ(q) ≡ 1( mod q), and the elements 1, p, p2, . . . ,
pφ(q)−1 exhaust the elements of Uq. Since p
n+φ(q) ≡ pn( mod q) for all n,
the sequence pn is indeed periodic, with minimum period φ(q). 
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As a consequence, we have the following. Given integers k ≥ 1 and n ≥ 0,
let rn(k) denote the residue of 2
n modulo 3k.
Lemma 3. For each k ≥ 1, the sequence rn(k), n = 0, 1, . . ., is periodic
with minimum period 2 · 3k−1.
Proof. It is well-known that 2 is a primitive root modulo 3k for all k ≥ 1
(see [LeV, p. 81]). Thus, the desired result follows at once from lemma 2
(with p = 2 and q = 3k) and the fact that φ(3k) = 3k − 3k−1 = 2 · 3k−1. 
Note that for each k there are exactly 2 · 3k−1 strings of length k in the
symbols 0, 1, 2 which do not end in a zero. Call these strings allowable.
Combining this counting, the above lemma and the fact that rn(k) also
never ends in a zero (otherwise 2n would be divisible by 3), we see that in
any full (minimum) period of rn(k) each allowable string appears exactly
once. Moreover, since there are exactly 2k allowable strings of length k
that show only the digits 1 and 2, the proportion of allowable strings in
which at least one zero appears (relative to the total number of allowable
sequences of length k) tends to 1 as k →∞. From this we deduce that the
set A = {n ∈ Z+ : S3(2
n) = 0} has asymptotic density 1, in the sense of
§3.4 below. This fact can be generalized to other bases (but the counting
argument used here becomes a bit more involved). Rather than delve into
such arithmetic methods, we shall use a completely different approach to
prove a more general density result that holds true for all bases.
3.2. Almost-periodicity of heads. If, instead of looking at the final k
digits of the base-3 expansions of powers of two, we look at the first k digits
(for k ≥ 1 fixed), the behavior of such heads is no longer periodic. It is
rather almost periodic, as we will show (see Remark 2).
3.3. An ergodic Z-action. In fact, let us present a more general result. We
consider two integers 1 < p < q and consider the sequence pn, n = 0, 1, 2, . . .,
written in base q, say
(2) pn = [d1,nd2,n . . . dkn,n]q =
kn∑
i=1
di,nq
kn−i ,
where 0 ≤ di,n ≤ q − 1 and d1,n 6= 0, and where the number of digits kn is
given by kn = ⌈n logq p⌉. If we add a “decimal point” in front of the above
expansion, we get the number
(3) xn =
pn
qkn
= [0.d1,nd2,n · · · dkn,n]q ∈ ∆q ,
where ∆q = [
1
q
, 1] ⊂ R. Note that x0 = (0.1)q = 1/q. Now, the crucial
observation is that the sequence (xn) just defined is precisely the orbit of
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Figure 1. A piecewise linear circle map built out of two
linear maps, one expanding with slope p, the other contract-
ing with slope p
q
.
x0 = 1/q under the piecewise-affine map Tp,q : ∆q → ∆q given by
(4) Tp,q(x) =


px , if
1
q
≤ x <
1
p
,
p
q
x , if
1
p
≤ x ≤ 1 .
This map is built out of two linear maps of the real line: one expanding
(multiplication by p > 1), the other contracting (multiplication by p/q < 1);
see Figure 1. Through the identification of the endpoints of ∆q, the map
Tp,q becomes a (piecewise affine) homeomorphism of the circle. The reader
can easily check that xn = T
n
p,q(x0), for all n ≥ 0.
3
Now we have the following result.
3There are some analogies between Sloane’s question, at least for base 3, and the Collatz
conjecture as discussed in Terence Tao’s blog entry [T]. In both cases, one represents the
problem by a question about a map on a compact abelian group (here the circle, while
one uses the dyadics for the Collatz conjecture). Also, in both cases one can formulate a
main aspect of the problem in terms of powers of 2 in base 3: here by expressing that 2n
has at least one zero in its base 3 expansion for all n > 15, and as explained by Tao in
said blog for the Collatz case.
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Theorem 1. The map Tp,q : ∆q → ∆q is topologically conjugate to the
rotation by α = logq p. The conjugacy is Lipschitz, in fact differentiable ex-
cept at a single point. Moreover, Tp,q has an absolutely continuous invariant
measure given by
dµ(x) =
dx
x log q
.
Proof. Let us write T = Tp,q in this proof. First note that
T n(x0) =
pn
q⌈nα⌉
=
1
q1−{nα}
(
p
qα
)n
= q{nα}−1 ,
where we have used that pq−α = 1. Hence, defining h : [0, 1]→ ∆q by
(5) h(t) = qt−1 =
1
q
exp{t log q} ,
we see that h({nα}) = T n(x0). In other words, h maps the orbit of 0 under
the rotation Rα : t 7→ t + α ( mod 1) onto the orbit of x0 under T . This
suggests that h is a conjugacy between Rα and T .
To see this, let t ∈ [0, 1], and note that there are two possibilities.
(i) We have 0 ≤ t < 1 − α: in this case, we have Rα(t) = t + α, and
therefore
h ◦Rα(t) = q
t+α−1 = qαh(t)
= qlogq ph(t) = ph(t) = T ◦ h(t) .
(ii) We have 1−α ≤ t ≤ 1: in this case, Rα(t) = t+α−1, and therefore
h ◦Rα(t) = q
t+α−2 = qα−1h(t)
= qlogq p−1h(t) =
p
q
h(t) = T ◦ h(t) .
Thus, it follows that h ◦ Rα = T ◦ h. The map h is a homeomorphism,
as is clear from (5). In fact h is an analytic diffeomorphism in the open
interval (0, 1). Upon identification of the endpoints 0 and 1, h becomes a
circle homeomorphism which is differentiable at all points except one, where
a break in the derivative occurs.
The absolutely continuous invariant measure µ for T in ∆q can be ob-
tained very simply as the push-forward of Lebesgue measure λ in [0, 1] via
h. To wit, if E ⊆ ∆q is Borel measurable, we have
µ(E) = λ(h−1(E)) =
∫
h−1(E)
dt =
∫
E
(h−1)′(x) dx .
Since from (5) we have
h−1(x) =
log qx
log q
,
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it follows that
dµ(x) = (h−1)′(x) dx =
1
x log q
dx ,
as was to be proved. 
Remark 2. Note that we do not assume that α = logq p is irrational in
the above theorem. When α is irrational, the orbit of any point under Tp,q
is almost periodic. Hence we have the promised almost periodicity of tails.
For a more general result concerning piecewise affine homeomorphisms of
the circle, see [Li].
Remark 3. The above theorem also holds true when p > q, provided we
define Tp,q appropriately in such cases. This can be done as follows. Let
k ≥ 1 be such that qk < p < qk+1, and define
(6) Tp,q(x) =


p
qk
x , if
1
q
≤ x <
qk
p
,
p
qk+1
x , if
qk
p
≤ x ≤ 1 .
Then, just as before, Tp,q : ∆q → ∆q is a piecewise affine degree-one circle
map with rotation number α = {logq p}, and this circle map preserves the
same measure µ given in Theorem 1 (cf. §4.5).
Remark 4. In [Bo], Boshernitzan gave an example of a piecewise affine
homeomorphism of the unit circle R/Z (seen as the interval [0, 1] with the
endpoints identified) which preserves the rationals and has only dense orbits.
We remark that our Tp,q’s yield a plethora of such examples. Indeed, defining
L : [0, 1] → ∆q by L(t) =
1
q
+
(
1− 1
q
)
t, we see that each conjugated map
L−1 ◦ Tp,q ◦ L is an example of the type devised by Boshernitzan, provided
its rotation number α = {logq p} is irrational.
Let us now present two corollaries of Theorem 1.
3.4. A density result. In order to state and prove the first corollary, we
recall that the lower density of a subset A ⊆ Z+, is given by
D−(A) = lim inf
n→∞
1
n
#(A ∩ [1, n]) .
One defines the upper density D+(A) of A in similar fashion, replacing the
lim inf by lim sup. If the upper and lower densities are equal, then we say
that A has asymptotic density D(A) = D+(A) = D−(A). Recall also that
a continuous self-map T of a compact metric space X is uniquely ergodic,
i.e. has a unique invariant Borel probability measure µ, if and only if its
Birkhoff time averages 1
n
∑n
i=0 f ◦T
i converge uniformly to the space average∫
X
f dµ, for every f ∈ C0(X) (see for instance [W, p. 160]).
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Corollary 1. If 1 < p < q are such that logq p is irrational, then the set
A = {n ∈ Z+ : Sq(p
n) = 0 } has asymptotic density equal to 1.
Proof. Let T = Tp,q and µ be as in Theorem 1, and let xn = T
n(x0) be
our special orbit as before. Since T is Lipschitz-conjugate to an irrational
rotation, it is uniquely ergodic. For each j ≥ 1, let Bj ⊆ ∆q be the set of
all points x whose base-q expansion has at least one digit 0 among its first
j digits. Then Bj is a finite union of intervals, and its Lebesgue measure is
easily seen to be
λ(Bj) = |∆q|
[
1−
(
1−
1
q
)j−1]
Thus, λ(Bj) ր |∆q|, and therefore µ(Bj) ր 1, as j → ∞. Note that if
xn ∈ Bj for some n with kn ≥ j, then Sq(p
n) = 0, i.e. n ∈ A. Since Bj is
a finite union of intervals and µ is a regular Borel measure, we can find a
continuous function fj : ∆q → R such that 0 ≤ fj ≤ χBj everywhere and
(7)
∫
∆q
fj dµ ≥ µ(Bj)−
1
2j
.
In particular, for all N ≥ 1 we have
(8)
1
N
N−1∑
n=0
χBj ◦ T
n(x0) ≥
1
N
N−1∑
n=0
fj ◦ T
n(x0) .
Using (7) and the fact that T is uniquely ergodic, we deduce that
(9)
1
N
N−1∑
n=0
fj ◦ T
n(x0) ≥
∫
∆q
fj dµ−
1
2j
≥ µ(Bj)−
1
j
,
provided N is sufficiently large. Hence, combining (8) and (9), we get
(10)
1
N
N−1∑
n=0
χBj(xn) ≥ µ(Bj)−
1
j
,
for all sufficiently large N . Writing Aj = {n ∈ Z
+ : xn ∈ Bj}, we have just
proved that
D−(Aj) ≥ µ(Bj)−
1
j
Since all but finitely many elements of Aj belong to A, it follows that
D−(A) ≥ µ(Bj) −
1
j
as well, for every j. Letting j → ∞, we deduce that
D(A) = D−(A) = 1, as desired. 
3.5. A formula for the digits of pn in base q. Another consequence of
Theorem 1 is the following explicit formula for the j-th digit of pn written
in base q.
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Corollary 2. If dj,n denotes, as in (2), the j-th digit from left to right in
the base q expansion of pn, then
(11) dj,n =
⌊
q
{
qj+{nα}−2
}⌋
, for all j = 1, 2, . . . , kn ,
where, as before, α = logq p and kn is the number of digits in that expansion.
Proof. Again, we let T = Tp,q. Since dj,n is also the j-th digit of xn = T
n(x0)
after the decimal point, we can certainly write
dj,n =
⌊
q
{
qj−1xn
}⌋
.
But by Theorem 1, we have
xn = T
n(x0) = h ◦R
n
α(0) = h({nα}) = q
{nα}−1 .
This immediately implies formula (11). 
Remark 5. Although it may seem a bit surprising that we have such an
explicit formula for the digits dj,n, the formula is in practice rather useless
for large values of n: roughly speaking, evaluating dj,n depends on knowing
at least the first n digits of α = logq p after the decimal point.
At least for bases 3, 4, 5, and 10, we have strong computational evidence
suggesting the validity of the following conjecture, which (for base 3) is
certainly stronger than conjecture 1a.
Conjecture 2. If q is not a power of p, then for each d = 0, 1, . . . , q − 1,
we have
lim
n→∞
1
kn
# {1 ≤ j ≤ kn : dj,n = d } =
1
q
.
(As before, kn = ⌈n logq p⌉ is the number of digits of p
n in base q.)
For computational evidence and heuristic arguments supporting this con-
jecture, see §5. If q = pk for some k ≥ 1, then for every n ≥ 1 the base q
expansion of pnk consists of the digit 1 followed by n zeros. This shows that
the hypothesis that q is not a power of p is indeed necessary.
4. Ergodic Zd-actions and persistence in base q > 4
We wish to generalize the results presented in §3 to the cases when the
base q is greater than 4. The relevant dynamical system here is no longer
the (semi-)group given by a single piecewise affine degree-one circle map,
but rather the (semi-)group generated by several such maps.
4.1. Abelian actions for the Sloane map. Let 2 = p1 < p2 < · · · <
pm ≤ q − 1 be the list of all primes smaller than q. If n ∈ Z
+ is such that
Sq(n) 6= 0, then we can certainly write
(12) Sq(n) =
m∏
i=1
pnii ,
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where (n1, n2, · · · , nm) ∈ Z
m
+ = (Z
+)
m
⊂ Zm. We can treat the base-q ex-
pansion of the right-hand side of (12) pretty much in the same way as we
treated the digits of pn in base q in §3.3. Keeping the notation introduced
in §3.3, let ∆q = [q
−1, 1] ≡ S1, and consider the piecewise affine homeomor-
phisms Tpi = Tpi,q : ∆q → ∆q (i = 1, 2, . . . ,m) defined taking p = pi in (4).
We denote by PL+(∆) the group of all piecewise affine homeomorphisms of
the interval ∆ ⊆ R.
Lemma 4. The group Gq ⊂ PL
+(∆q) generated by {Tpi : i = 1, 2, . . . ,m}
is abelian.
Proof. Let h : [0, 1] → ∆q be the homeomorphism constructed in the proof
of Theorem 1. Then for each i we have Tpi = h◦Rαi ◦h
−1, where αi = logq pi
and Rαi : x 7→ x + αi ( mod 1) is the corresponding rotation. Since any
two circle rotations commute, we have Rαi ◦Rαj = Rαj ◦Rαi , and therefore
Tpi ◦ Tpj = Tpj ◦ Tpi as well, so Gq is abelian. 
This lemma tells us in particular that we have a well-defined surjective
homomorphism Zm → Gq given by
Z
m ∋ n = (n1, n2, . . . , nm) 7→ T
n = T n1p1 ◦ T
n2
p2
◦ · · · ◦ T nmpm ∈ Gq .
However, this homomorphism is not necessarily one-to-one (but see below).
In any case, we see that Zm acts on the circle in a special way as a group
of piecewise-affine homeomorphisms of the circle. What is the relevance of
this action to the study of the Sloane map in base q? In order to answer
this question, we proceed as in §3.3. Let x0 = [0.1]q =
1
q
∈ ∆q. Then for
each n ∈ Zm+ we have
(13) Tn(x0) =
pn11 p
n2
2 · · · p
nm
m
qk(n)
,
where k(n) is the number of digits of the base-q expansion of the numerator,
given by
k(n) =
⌈
m∑
i=1
ni logq pi
⌉
=
⌈
m∑
i=1
niαi
⌉
.
Thus, we see that the entire range of values assumed by the Sloane map is
contained in a single orbit of the action of the semi-group Zm+ ⊂ Z
m.
4.2. Detour: ergodic free-abelian actions. We shall need the following
facts about free-abelian actions. Let G be a free abelian group of rank k,
with a fixed set of generators {e1, e2, . . . , ek}. Each g ∈ G has a unique
representation g =
∑
niei with ni ∈ Z for all i = 1, 2, . . . , k. We write
‖g‖ = max1≤i≤k |ni|, the norm of g. We denote by G
+ ⊂ G the semigroup
consisting of all elements g for which ni ≥ 0 for all i. For each N ∈ Z
+, let
ΛN (G) = {g ∈ G : ‖g‖ ≤ N}, and let ΛN (G
+) = ΛN (G) ∩G
+.
Now suppose that the group G (or the semigroup G+) acts on a probabil-
ity measure space (X,µ) as a group (or semigroup) of measure-preserving
transformations (m.p.t.’s). In other words, if T g : X → X denotes the m.p.t.
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associated to g ∈ G, then T g∗ µ = µ for every g (where the star denotes push-
forward of measures). We say that the G-action (or G+-action) on (X,µ)
is ergodic if the only measurable subsets E ⊆ X that are invariant under
G (or G+) – i.e. such that (T g)−1E ⊆ E for all g – are either null-sets or
full-measure sets. Just as for rank-one measure-preserving actions, there is
a multi-dimensional version of Birkhoff’s ergodic theorem, both in the case
of free-abelian groups and free-abelian semigroups. We state the version for
semigroups, which is the relevant one here.
Theorem A. If the G+-action on (X,µ) is ergodic, then for every f ∈
L1(X,µ) and for µ-almost every x ∈ X we have
(14) lim
N→∞
1
#ΛN (G+)
∑
g∈ΛN (G+)
f ◦ T g(x) =
∫
X
f dµ .
A proof of this theorem can be found in [K, ch. 2].
One can also define unique ergodicity by analogy with the rank-one case.
A G-action (or G+-action) on a compact metric space X through continuous
maps is uniquely ergodic if there exists a unique Borel probability measure on
X which is G-invariant (or G+-invariant). As for rank-one actions, we have
the following fact (which, once again, we state only for semigroup actions).
Theorem B. If a G+-action by continuous maps on a compact metric space
X is uniquely ergodic then for every f ∈ C(X)
1
#ΛN (G+)
∑
g∈ΛN (G+)
f ◦ T g converges uniformly to
∫
X
f dµ
as N →∞, where µ is the unique G+-invariant Borel probability measure.
The proof of the analogous statement for rank-one actions as given in, say,
[W, pp.160-161] applies mutatis mutandis to the present case. The converse
of Theorem B is also true, but will not be needed here.
4.3. First density result. Now we go back to our investigation of the
Sloane map. Given a positive integer N , let ΛN denote the “cube” ΛN =
{n ∈ Zm : |ni| ≤ N, i = 1, 2, . . . ,m}, and let Λ
+
N = ΛN ∩ Z
m
+ . The lower
asymptotic density of a subset A ⊆ Zm+ is defined to be
D−(A) = lim inf
N→∞
1
Nm
#(A ∩ Λ+N ) .
The upper asymptotic density of A, denoted D+(A), is similarly defined
(replacing lim inf by lim sup). We always have 0 ≤ D−(A) ≤ D+(A) ≤ 1.
When D−(A) = D+(A), this common value is called the asymptotic density
of A and it is denoted by D(A).
Proposition 3. If the base q is not a prime number, then the set
A =
{
n = (n1, n2, . . . , nm) ∈ Z
m
+ : Sq(p
n1
1 p
n2
2 · · · p
nm
m ) = 0
}
has asymptotic density equal to 1.
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Proof. Since q is not a prime, we can certainly write q = pa11 p
a2
2 · · · p
am
m
where each ai ≥ 0. Now, if n ∈ Z
m
+ is such that ni ≥ ai for all i, then
q divides pn11 p
n2
2 · · · p
nm
m , and therefore Sq(p
n1
1 p
n2
2 · · · p
nm
m ) = 0. This shows
that A ⊇ {n ∈ Zm+ : ni ≥ ai for all i}. Hence, for every N sufficiently large
we have
#
(
A ∩ Λ+N
)
≥
m∏
i=1
(N − ai + 1) ,
and therefore
D−(A) ≥ lim
N→∞
1
Nm
m∏
i=1
(N − ai + 1) = 1
This proves that D(A) = D−(A) = 1. 
The set A in Proposition 3 has asymptotic density 1 for trivial reasons:
most m-tuples (n1, n2, . . . , nm) are such that ni ≥ ai for all i. Note that we
did not exploit the abelian action introduced in §4.1. We will prove in §4.4
below a more refined version of Proposition 3 using the ergodic properties
of such abelian actions.
4.4. Second density result. Our second density result makes use of the
group Gq and its action on the circle. In fact, it will make use of certain
subgroups of Gq, which turn out to be free abelian.
We will need the following lemma. Given 1 ≤ i1 < i2 < · · · < ik ≤
m, let us denote the subgroup of Gq generated by {Tpi1 , Tpi2 , . . . , Tpik } by
G(i1, i2, . . . , ik). Recall that αi = logq pi is the rotation number of Tpi
Lemma 5. If the numbers 1, αi1 , αi2 , . . . , αik are rationally independent
4,
then G(i1, i2, . . . , ik) is a free abelian group of rank k. Moreover, its action
on the circle ∆q ≡ S
1 is uniquely ergodic.
Proof. Suppose (n1, n2, . . . , nk) ∈ Z
k is such that
T n1pi1
◦ T n2pi2
◦ · · · ◦ T nkpik
= Id .
From this and the fact that each Tpi is conjugate to Rαi by the same conju-
gating map, we have
Rn1αi1
◦Rn2αi2
◦ · · · ◦Rnkαik
= Id
But then n1αi1 + n2αi2 + · · · + nkαik ≡ 0 ( mod 1). In other words, there
exists N ∈ Z such that n1αi1 + n2αi2 + · · · + nkαik = N . The hypothesis
of rational independence implies that n1 = n2 = · · · = nk = N = 0. Hence
there are no non-trivial relations in G(i1, i2, . . . , ik). This shows the group is
free abelian as stated. Moreover, at least one of the αij ’s must be irrational.
Say αi1 is irrational; then Tpi1 , being conjugate to an irrational rotation, is
uniquely ergodic. Therefore, a fortiori , the action of G(i1, i2, . . . , ik) on the
circle is uniquely ergodic. 
4In other words, linearly independent over the field of rational numbers
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We are now in a position to state and prove our second density result.
This result refines Proposition 3, and in particular covers the case when the
base q is prime.
Theorem 2. Let 1 ≤ i1 < i2 < · · · < ik ≤ m be chosen so that the numbers
1, αi1 , αi2 , . . . , αik are rationally independent. Then for every divisor d of q,
the set
A =
{
(n1, n2, . . . , nk) ∈ Z
k
+ : Sq(p
n1
i1
pn2i2 · · · p
nk
ik
· d) = 0
}
has asymptotic density equal to 1.
Proof. Things have been set up so that the same argument used in the
proof of Corollary 1 can be applied, mutatis mutandis. By Lemma 5, the
action of the group G = G(i1, i2, . . . , ik) ∼= Z
k on the circle ∆q ≡ S
1 is
uniquely ergodic; the unique invariant measure is the measure µ constructed
in Theorem 1. Let us fix the divisor d of the base q. We are interested in
a particular orbit of the semigroup G+ ∼= Zk+, namely that of the point
w0 = d/q ∈ ∆q. For each n ∈ Z
k
+, let us write wn = T
n(w0). Also,
denote by ℓ(n) the number of digits in the base-q expansion of the number
pn1i1 p
n2
i2
· · · pnkik · d. Then, just as in (13), we have
(15) wn =
pn1i1 p
n2
i2
· · · pnkik · d
qℓ(n)
.
As in the proof of Corollary 1, for each j ≥ 1, let Bj ⊆ ∆q be the set of all
points x whose base-q expansion has at least one digit 0 among its first j
digits. As we saw there, µ(Bj) ր 1 as j → ∞. Let fj : ∆q → R be as in
that proof also; thus, each fj is continuous and 0 ≤ fj ≤ χBj , and
(16)
∫
∆q
fj dµ ≥ µ(Bj)−
1
2j
.
The point now – as is clear from (15) – is that
Sq(p
n1
i1
pn2i2 · · · p
nk
ik
· d) = 0 ⇐⇒ Tn(w0) = wn ∈ Bj for some j ≤ ℓ(n) .
In other words, n ∈ A if and only if wn ∈ Bj for some j ≤ kn. By analogy
with what we did in the proof of Corollary 1, for each j ≥ 1 we define
Aj = {n ∈ Z
k
+ : wn ∈ Bj}. Note that all but finitely many elements of Aj
belong to A. Hence, in order to prove that D(A) = 1, it suffices to show
that D−(Aj)ր 1 as j →∞. Since the action of G
+ on the circle is uniquely
ergodic, combining Theorem B with (16) we deduce that, for each fixed j
and all sufficiently large N ,
1
#Λ+N
∑
n∈Λ+
N
fj ◦ T
n(w0) ≥
∫
∆q
fj dµ −
1
2j
≥ µ(Bj)−
1
j
.
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Since fj ≤ χBj , it follows that
1
#Λ+N
∑
n∈Λ+
N
χBj (wn) ≥ µ(Bj)−
1
j
,
for all sufficiently large N . Letting N →∞, this shows that
D−(Aj) ≥ µ(Bj)−
1
j
for all j, and therefore D−(Aj)ր 1 as j →∞, as required. 
4.5. Further generalizations. Since in this paper we are primarily inter-
ested in the Sloane map, in all of the above we have focused on products
of prime numbers smaller than the base q. However, most of what we have
done goes through when some or all of such primes are greater than q. Re-
call from Remark 3 that if p > q we can still define the circle maps Tp,q,
and these still commute with each other because they all share a common
absolutely continuous invariant measure. Thus, suppose that F is some non-
empty finite set of primes, and that not all the prime divisors of q are in F .
Then the set {1}∪{logq p : p ∈ F} is rationally independent. Therefore the
maps Tp,q for p ∈ F generate a free-abelian group GF and the action of GF
on the circle ∆q is uniquely ergodic (as in Lemma 5, and the proof is the
same). Moreover, the density result given in Theorem 2 also holds true for
the list of primes in F . In particular, the vast majority of products of the
form
∏
p∈F p
np (with np ∈ Z
+) have at least one digit zero in their base-q
expansions. In §5 we will make a much stronger assertion, in the form of
a conjecture, to the effect that the digits in the base-q expansions of such
products become asymptotically equidistributed as max{np : p ∈ F} → ∞.
5. Computational evidence and heuristics
5.1. Asymptotic distribution of digits in long products of primes.
To ease many statements to be made in rest of the paper, we will call
Sloane’s conjecture the positive answer to the question about multiplicative
persistence raised by Sloane in 1973. Our goal is to place Sloane’s conjecture
as a consequence of a much more general conjecture concerning long products
of primes (chosen from a given finite set).
As in §4.5, let us be given a base q > 1 and a finite set of primes F with
the property that not all prime divisors of q belong to F . We call such an
F an allowable set of primes for q. Suppose we play the following game:
starting with any given positive integer a, we randomly select a sequence
π1, π2, . . . , πn, . . . of primes in F and we use them to generate the sequence
of products Nn = a · π1 · π2 · · · πn with n ∈ Z
+. Then it turns out that,
regardless of the initial seed a and of the sequence of primes selected, the
frequency of each digit d ∈ {0, 1, . . . , q− 1} in Nn always seems to approach
1
q
as n→∞. More seems to be true, and we formulate the conjecture that
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was revealed by our numerical computations in the following elementary
way.
Conjecture 3. (Elementary formulation).Given an integer q > 1, an al-
lowable set of primes F for q, and a positive integer a, consider any of the
possible sequences of products defined by setting N0 = a and then, for each
n ≥ 0, Nn+1 = πn+1 ·Nn where each πi is a element of F . Then the digits
{0, 1, 2, . . . , q − 1} are asymptotically equidistributed (their numbers tend to
be in equal proportions) when n→∞ in the base-q representations of these
successive Nn’s. Furthermore, the same holds true for blocks of consecutive
digits of any length, i.e., the asymptotic proportion of each block of digits of
length ℓ > 0 is given by 1
qℓ
, the reciprocal of the number of distinct blocs of
length ℓ in base q.
We remark that when the restriction of allowability is removed (but F
remains finite) it seems that the non-zero digits remain well distributed while
the zeros may be much more abundant, which is more than we need in order
to get the Sloane conjecture as a corollary.
5.2. Multiplication automata. Let us give a more precise and more gen-
eral statement of the above conjecture, expressing it in the language of
automata. The patterns arising by the multiplication game described above
strongly suggest analogy with the dynamics of some simple cellular automata
(abbreviated CA) i.e., automorphisms of a shift space that commute with
the shift [He]. Successsive multiplications by any p > 1 (or by any sequence
of such p’s) do not yield a CA, because of the carryover effect , but give rise
to a close enough object, which we define as follows.
Definition 1. Let q > 1 and let F be an allowable set of primes for q.
A multiplication automaton (or MA), with alphabet Aq = {0, 1, . . . , q − 1}
consists of a finite sequence of primes πn ∈ F (with n ≥ 1) called the
multipliers, and two maps, the configuration map x : Z2+ → Aq and the
carryover map c : Z2+ → Aq satisfying the following rules for all n ≥ 1 and
all i ≥ 1:
(i) xi,n = πn · xi,n−1 + ci−1,n mod q;
(ii) ci,n =
1
q
(πn · xi,n−1 + ci−1,n − xi,n).
Here, we assume that the initial row (xi,0)i∈Z+ of the configuration map is
given, as well as the column (c0,n)n∈Z+ of initial carryovers. We also assume
that xi,0 = 0 for all but finitely many values of i, and we call the number
a =
∑
i≥0 xi,0q
i the seed of the MA. Note that each row of an automaton
has only finitely many non-zero elements; in other words, for each n ∈ Z+
there exists a smallest kn ≥ 0 such that xi,n = 0 for all i ≥ kn. If the initial
seed is non-zero, then kn →∞ as n→∞.
Despite appearances from the above recursive formulas, it turns out that
the values of the configuration map of a MA are determined purely locally ,
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as the following proposition shows. This further reinforces the similarity of
MA’s with CA’s. 5
Proposition 4. In every MA, the configuration value xi,n depends only on
the three values xi,n−1, xi−1,n−1, xi−1,n and on the multiplier πn.
Proof. We refer to formulas (i) and (ii) in Definition 1. From (ii) with i− 1
replacing i we see that
(17) ci−1,n =
1
q
(πnxi−1,n−1 + ci−2,n − xi−1,n) .
But formula (i) with i− 1 replacing i gives us
(18) ci−2,n = (xi−1,n − πnxi−1,n−1)mod q
Combining (17) and (18) with (i) we deduce that
xi,n = πnxi,n−1 +
1
q
[πnxi−1,n−1 + ((xi−1,n − πnxi−1,n−1)mod q)− xi−1,n] ,
which is the desired result. 
Remark 6. The way the MA operates purely locally as told by Proposition
4 is illustrated in part (a) of Figure 5 where in each group of positions, the
one framed in black is the value of xi,n. It is worth pointing out that MA’s
can be interpreted as examples of error diffusion where the input is the pre-
vious line, the modified input is the product of the input by πn added to the
carry over, and the new error is the next carry over (see [Tr] and references
therein). Incidentally, part (b) of the same figure gives the allowed config-
uration of another automaton, namely the one that describes the evolution
along columns (a simple model of discrete epitaxy). The configurations in
part (c) of that figure are the forbidden ones resulting in a solid black square
when nothing can be computed.
Example 1. The simplest example of a multiplication automaton relevant
to Sloane’s conjecture is obtained by taking q = 3 and F = {2}, choosing
a = 1 as the seed, and setting c0,n = 0 for all n as the initial sequence of
carryovers. Note that in this case πn = 2 for all n. The configuration map
for this automaton yields the list of all powers of 2 written in base 3. This
list corresponds to the orbit of 13 = [0.1]3 under the map T2,3 introduced in
§3.3. In the notation introduced above, we have 2n =
∑kn−1
i=0 xi,nq
i for all n.
Figure 2 exhibits the first 45 rows of this MA, i.e. the first 45 powers of 2
(out of the about 8000 that we have computed). Some patterns seen there
are reminiscent of those appearing in the simplest CA’s.
5Warning: The word “locally” is used here with a different meaning from the one used
when studying, e.g.,cellular automata; in that other context, the carryover is indeed a
very non-local effect.
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Example 2. Another pair of examples is obtained by taking q = 4 and F =
{3}, setting c0,n = 0 for all n as before, and choosing either a = 1 or
a = 2 as the seed. The resulting pair of MA yields the two sequences
(3n)n≥0 and (2 · 3
n)n≥0 written in base 4, which are the relevant ones for
Sloane’s conjecture in that base. These sequences correspond to the orbits
of 14 = [0.1]4 and
1
2 = [0.2]4 under successive iterations of the map T3,4
introduced in §3.3. The 23 first rows of these automata are presented side
by side in Figure 3.
A MA as given in Definition 1 can be used as a statistical model for the
discrete-time evolution of a mixture of q species (labeled balls, say, or distinct
molecules) with positions at time n labeled by the integers {0, 1, . . . , kn −
1}. One is then interested in the asymptotic behavior of the mixture as
characterized by the proportions of species populations as n → ∞. This
analogy with statistical mechanics and the observed patterns in the two
examples above (see Figures 2 and 3), as well as in several other examples
we have investigated, suggest the following conjecture. 6
Conjecture 3. (General formulation.) The configuration map of every mul-
tiplication automaton with non-zero seed converges to an equilibrium in the
following sense. For each ℓ > 0 and each ℓ-block b1b2 · · · bℓ ∈ A
ℓ
q, we have
lim
n→∞
1
kn
# {0 ≤ i ≤ kn − ℓ : xi,n = b1, xi+1,n = b2, . . . , xi+ℓ−1,n = bℓ} =
1
qℓ
.
In other words, the populations of the q species in the mixture become
asymptotically perfectly balanced as time evolves. Figure 4 shows clearly
that the proportion of zeros in 2n (i.e., in row n of the automaton of Example
1) goes to one third of the digits when n becomes large enough. Of course
there are fluctuations in the proportions but the sizes of these fluctuations
go to zero, as one would expect in a model of statistical physics. Similar data
have been obtained with bases 4, 5, and 10 and a variety of allowable sets
F of prime multipliers. In many cases, we also checked that the expected
asymptotic statistics of blocks behave according to the Conjecture.
Besides potential applications to random number generators, Conjecture
3, if proved true, would yield several interesting corollaries, such as Sloane’s
conjecture for all bases (as we have already pointed out), and other conjec-
tures by Erdo¨s, Furstenberg, and Lagarias that are reported in [L].
Example 3. Note that in Definition 1 we have assumed that the allowable
set of primes F from which the multipliers are chosen is finite. If this
condition is removed, Conjecture 3 becomes false, as the following example
shows. We work in base q = 10 here, but similar examples can be given
in other bases. Recall from elementary number theory that a repunit is a
6This conjecture is indeed more general than its elementary counterpart given earlier:
the latter corresponds to the cases when the initial sequence of carryovers in the MA is
identically zero.
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Figure 2. Powers of 2 in base 3: the multiplication automa-
ton of Example 1. It is conjectured that 215 is the last power
of 2 whose base-3 expansion is zero-free.
positive integer whose (base 10) expansion consists of a string of ones, e.g.
1, 11, 111, 1111, . . ., etc. If a repunit R has n digits, then of course
R =
10n − 1
9
= 11 · · · 11 (n times) .
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Let k be any integer greater than 1 and consider the infinite sequence of
repunits R1 < R2 < · · · < Rn < · · · given by
Rn =
102
n
− 1
9
Then the identity 102
n+1
−1 =
(
102
n
− 1
) (
102
n
+ 1
)
shows that Rn divides
Rn+1, for each n ≥ 1. Moreover, since gcd(10
2n − 1 , 102
n
+ 1) = 1, we see
that Rn+1 has at least one prime factor which does not divide Rn. Hence
there exist a sequence of primes π1, π2, . . . , πn, . . . (not necessarily distinct,
but ranging over infinitely many values) and a sequence of natural numbers
1 = s1 < s2 < · · · < sn < · · · such that Rn = π1π2 · · · πsn for all n. But
this means that each Rn appears as a row of the (generalized) MA with
base q = 10, seed a = 1 and with F being the set of all primes appearing as
factors of some Rn, which is infinite as we have shown. In particular, the line-
by-line digits for this automaton cannot be asymptotically equidistributed.
Therefore Conjecture 3 can fail to hold when F is infinite.7
5.3. Heuristics for convergence to equilibrium. Let us now give an
chain of heuristic arguments lending further support in favor of Conjecture
3. The heuristics will be formulated for the most part in the context of
Example 1 above (q = 3 and F = {2}). The key idea is to model the
deterministic behaviour of an MA by a stochastic process. The irregular-
ities observed in the rows of an MA are due to the carryover effect, and
these will be interpreted as random. This will be our standing assumption.
Stated informally: everything is as if all would be random with appropriate
distributions.
5.3.1. Heuristics I: Inhomogeneous Markov Chains. As pointed out already,
we restrict our analysis almost entirely to the MA of Example 1. We make
the further restriction of looking only at the evolution of the populations
of the 3 species given by the single digits 0, 1, 2. We ignore, of course, all
zeros in positions to the left of the last non-zero digit in each row. Although
our multiplication automaton is a deterministic object, we will model its
evolution – more precisely the row-by-row evolution (or growth) of the pop-
ulation frequencies (or proportions) of the digits 0, 1, 2 – by a stochastic
process. Once more, we leave to the reader to see how what we propose here
can be extended to the general situation of the conjecture.
In the example at hand, the passage from row n to row n + 1 of the
multiplication automaton involves only multiplication by 2.
The only possible values of the carryovers are 0 and 1; in the general case
of multiplication of πi in base q, finding the maximal carryover is indeed the
first computation to be done.
7It is an old unsolved problem to know whether the sequence of repunits
1, 11, 111, 1111, 11111, . . . written in the decimal system, say, contains infinitely many
primes.
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Thus, for each i ≥ 0 and each n ≥ 0 we have either xi,n+1 = 2xi,n mod 2
if there is no carryover at the column position i, or xi,n+1 = 2xi,n+1 mod 2
if there is a carryover at that position. This means that in each position i,
the possible transitions of digits from one row to the next are 0→ 0, 1→ 2
and 2 → 1 without carryover, and 0→ 1, 1→ 0 and 2 → 2 with carryover.
These spell out the incidence matrix
(19) A =

1 1 01 0 1
0 1 1

 .
This suggests that the evolution of the proportions p
(n)
0 , p
(n)
1 , p
(n)
2 (with p
(n)
0 +
p
(n)
1 + p
(n)
2 = 1) of the digits 0, 1, 2 from row to row of the automaton can
be modeled by a simple (homogeneous) Markov chain. We refer to the
column vectors pn = (p
(n)
0 , p
(n)
1 , p
(n)
2 )
t as population vectors. Our standing
assumption in this context is that the allowable transitions from each given
state have equal probabilities. Hence this Markov chain has as its transition
matrix the doubly stochastic matrix P = 12A.
The situation is not quite so simple, however, because this proposed
scheme fails to take into account the fact that the total population kn occa-
sionally increases as we go from row to row (kn →∞ as n→∞) depending
on the leading digit, the multiplication factor, and the carryover inherited
there.This growth of population size is our only hope to see the asymptotic
equidistribution of digits stated above. Indeed, we know from §3.1 that the
tails of size ℓ ≥ 1, namely the blocks xℓ−1,n · · · x1,nx0,n (with n = 0, 1, . . .)
form a periodic sequence. The same is true of the sequence of ℓ-blocks
xℓ−1+r,n · · · xr+1,nxr,n for every fixed r. Hence there is no hope to observe
equidistribution of digits along blocks of fixed sizes.
This compels us to change the model slightly, to accommodate the even-
tual increase in population size. Only two things can happen when we go
from row n to row n + 1: either kn+1 = kn, i.e., the total population size
stays the same, or kn+1 = kn + 1, i.e., the total population size grows by 1.
In the first case, the new proportions at time n + 1 can be obtained from
the old proportions at time n by multiplication with the matrix P . In the
second case, we can think that the left-most digit at row n, namely xkn−1,n
gives rise not to one, but two new digits at row n + 1, namely xkn−1,n+1
and xkn,n+1. Of these two, the last one is always equal to 1. Since we either
have xkn−1,n = 1 or xkn−1,n = 2, we now either have a non-zero probability
of a transition 1→ 1, or the probability of a transition 2→ 1 is now slighty
greater than 12 . In other words, the new population vector pn+1 is obtained
from the old population vector pn by multiplication with one of the two
stochastic matrices
(20) Qn =

 12 12 01
2+ǫn
ǫn
2+ǫn
1
2+ǫn
0 12
1
2

 ; Rn =

12 12 01
2 0
1
2
0 1+ǫn2+ǫn
1
2+ǫn

 .
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where ǫn =
1
kn+1
accounts for the increase of the population of 1’s by one.
Summarizing, the evolution of population proportions in each row of the
multiplication automaton in Example 1 can be modelled by an Inhomoge-
neous Markov Chain (IMC), given by a sequence of stochastic transition
matrices (Pn) and (column) probability vectors pn such that p
t
n+1 = p
t
nPn.
Here, each transition matrix Pn ∈ {P ,Qn,Rn}. There is a well-developed
theory of IMC’s; see for instance [B], or [IM].
As it turns out, convergence to equilibrium as expressed in Conjecture 3
is tantamount, in the present example, to strong ergodicity of the IMC. Let
us explain this point. For each pair of integers n > m ≥ 0, let P (m,n) =
PmPm+1 · · ·Pn−1. Following, [B, §6.8.1], we say that the IMC is strongly
ergodic if there exists a row probability vector q such that
lim
n→∞
sup
p
dV (p
tP (m,n) , q) = 0 ,
where the supremum is over all column probability vectors p = (p0, p1, p2)
t,
and where dV is the so-called distance in variation, defined by
dV (α,β) =
1
2
2∑
i=0
|αi − βi| ,
whenever α = (α0, α1, α2) and β = (β0, β1, β2) are (row) probability vec-
tors. Recall (see [B, §2.5], or any standard text on Markov chains) that
a stationary distribution for a stochastic matrix Q is a column probability
vector v such that vtQ = vt. We have the following sufficient condition for
strong ergodicity, as stated in [B, Th. 6.8.5] (cf. [IM, Th. V.4.5, p. 170]).
Theorem C. If each transition matrix Pn has at least one stationary distri-
bution and if there exists a stochastic matrix P∞ such that ‖Pn −P∞‖ → 0
as n→∞, then the IMC is strongly ergodic.8
The hypotheses in this theorem are met in our example. Indeed, here we
clearly see from (20) that ‖Qn − P ‖ → 0 and ‖Rn − P ‖ → 0 as n → ∞;
hence we can take P∞ = P . Moreover, an easy computation shows that the
probability vectors
qn =
(
2
6 + ǫn
,
2 + ǫn
6 + ǫn
,
2
6 + ǫn
)t
(21)
rn =
(
2 + 2ǫn
6 + 5ǫn
,
2 + 2ǫn
6 + 5ǫn
,
2 + ǫn
6 + 5ǫn
)t
are stationary distributions for Qn and Rn, respectively.
The heuristic argument just presented supports the validity of Conjecture
3 in the case of Example 1, as long as one accepts the standing assumption
stated in the beginning of this section. The formalism of IMC’s can be
similarly used to treat MA’s with any other bases q and allowable sets of
8Here, ‖ · ‖ is the max-norm: if A = (aij), then ‖A‖ = maxi,j |aij |.
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multipliers F . The analysis of the two MA’s in Example 2 is completely
analogous, because in those two cases F = {3} is still a unitary set. Things
become a bit different when F has two or more elements. For example, take
q = 5 and F = {2, 3}. Then instead of a single (unperturbed) stochastic
matrix P we now have a pair of such matrices, one for each multiplier:
(22) P2,5 =
1
2


1 1 0 0 0
0 0 1 1 0
1 0 0 0 1
0 1 1 0 0
0 0 0 1 1

 , P3,5 =
1
3


1 1 1 0 0
1 0 0 1 1
0 1 1 1 0
1 1 0 0 1
0 0 1 1 1

 .
In each of these two matrices, the number of non-zero entries in each row
equals the number of possible carryovers (upon multiplication by the corre-
sponding prime).
5.3.2. Heuristics II: Block protection. As we have seen in the previous sub-
section, in the context of Example 1, each digit x ∈ A3 = {0, 1, 2} in a
given position on row n of our MA gives rise to a new digit y ∈ {y0, y1}
immediately below it on row n + 1, where either y = y0 = 2x mod 3 or
y = y1 = 2x + 1 mod 3, depending on whether the carryover at that po-
sition is 0 or 1, respectively. We have stated that, if the carryovers in row
n− 1 are assumed to be randomly placed, then the transition probabilities
for the digit transitions x 7→ y are equal to 12 (hence the stochastic ma-
trix P introduced earlier). Strictly speaking, this is not correct. But as
we will see below, the statement is close to being true provided the digits
on row n are already approximately uniformly distributed in the following
(finite) sense. We say that a k-block B = x1x2 · · · xk ∈ A
k
3 occurs in an
N -block ω = z1z2 · · · zN ∈ A
N
3 if there exists 0 ≤ j ≤ N − k such that
zj+1 = x1 , zj+2 = x2 , . . . , zj+k = xk.
Definition 2. An N -block ω ∈ AN3 is said to be k-balanced (for a given
k with 1 ≤ k < N − 3k) if for each k-block B ∈ Ak3 the total number of
ocurrences of B in ω divided by the total number of k-blocks occurring in ω
is equal to 1/3k.9
The rough idea is that if row n of our MA is k-balanced and we count, for
a given allowable transition x 7→ y, how many times this transition occurs
when we go from row n to row n + 1 and divide that number by the total
number of observed transitions which start with the digit x, then this ratio –
which we call an empirical transition probability – is approximately equal to
1
2 , with an error which is exponentially small in k. We call this phenomenon
block protection. The result can be formulated as follows.
Proposition 5. If the n-th row {xi,n}1≤i≤kn is k-balanced for some k ≥ 1,
then the empirical probability pxy(n) of each transition x 7→ y (computed
from the digit transitions xi,n 7→ xi,n+1) satisfies
∣∣pxy(n)− 12 ∣∣ ≤ 12·3k .
9Note that the total number of k-blocks is 3k.
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The proof is deferred to Appendix 5.4.
Instead of looking at transitions x 7→ y between digits, we may consider
more generally transitions X 7→ Y between blocks X,Y of a fixed length
ℓ. Here X = xi+ℓ−1,n · · · xi+1,nxi,n lies on row n of our MA while Y =
xi+ℓ−1,n+1 · · · xi+1,n+1xi,n+1 lies on row n + 1 immediately below X. For
each given X there are two possible values for Y (depending on the carryover
ci−1,n ∈ {0, 1}). One can talk about block protection of such blocks in the
same way we talked about block protection of digits. An exact analogue of
Proposition 5 holds true if we simply replace x by X and y by Y , and the
proof is similar. The end result is that if row n of our MA is k-balanced ,
then the empirical transition probabilities pXY (n) differ from
1
2 by an error
smaller than 3−k (where k is the length of the protecting blocks). To be more
specific, let P 3,2ℓ,n be the stochastic matrix that gives the actual transitions
of ℓ-blocks from row n to row n+ 1, and assume that row n is k-balanced.
For ℓ = 2 there are 32 = 9 blocks. If all allowed transitions were equally
likely, we would get the 9× 9 stochastic matrix
(23) P 3,22 =
1
2


1 1 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 1 0
1 0 0 0 0 0 0 0 1
0 1 1 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1 1


.
The actual stochastic matrices P 3,22,n differ from the above matrix only in its
non-zero entries, and by less than 3−k, provided row n is k-balanced . More
generally, for arbitrary ℓ, if all allowed transitions X 7→ Y were equally
likely, the associated stochastic matrix would be
(24) P 3,2ℓ =
1
2
[
δi,(2i−1) mod 3ℓ + δi,2i mod 3ℓ
]
1≤i,j≤3ℓ
,
where δi,j stands for Kronecker’s delta. Once again, the actual stochastic
matrices P 3,2ℓ,n differ from the matrix in (24) only in its non-zero entries, and
by less than 3−k if row n is k-balanced .
5.3.3. Heuristics III: How to get a good start. Now we come to the last part
of the heuristics. Almost all of what was done in parts I and II of the
heuristics can be rigorously proved. This is not the case, so far, with the
arguments in the present section. The discussion will be more informal.
The IMC formalism as described in §5.3.1 can only work if the stochastic
matrices P 3,2ℓ,n introduced in §5.3.2 become asymptotically closer and closer
to the corresponding matrices P 3,2ℓ as n → ∞, for any given ℓ. Thus, we
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need
(25) lim
n→∞
∥∥∥P 3,2ℓ,n − P 3,2ℓ ∥∥∥ = 0 ,
for any block-length ℓ. This is indeed corroborated by our computational
evidence. Proposition 5 gives us a much weaker, conditional result: if the
n-th row Nn of our MA is k-balanced, then ‖P
3,2
ℓ,n − P
3,2
ℓ ‖ ≤ 3
−k. It is of
course too much to expect that a row of our MA will be perfectly k-balanced.
But it is not difficult to generalize Proposition 5 so that the expression “k-
balanced” is replaced by a suitable concept of “almost k-balanced” (which
can be stated in an appropriate quantitative way), so that the estimate in
the conclusion is almost the same, with 3−k replaced by O(3−k), say. Let us
agree to say that the matrix P 3,2ℓ,n is k-reasonable if ‖P
3,2
ℓ,n −P
3,2
ℓ ‖ = O(3
−k).
The stability of the arguments presented so far then tell us that if row
n of our MA is almost k-balanced, then the stochastic matrices P 3,2ℓ,n+j,
j = 0, 1, . . . , s − 1 remain k-reasonable for a certain number s of steps.
Thus, in order to justify the use of the IMC formalism and get a proof of
Conjecture 3 (at least for the case of the MA of Example 1), we need two
things:
(1) To guarantee the possibility of a good start , i.e., a row n of our
automaton which is almost k-balanced, for as large a value of k as
possible.
(2) To make sure that throughout the steps j = 0, 1, . . . , s−1 the longer
blocks in Nn+j (i.e., those whose evolutions are not protected by the
distributions of even longer blocks) are not progressively getting too
unevenly distributed, with consequences that would then cascade
down to shorter and shorter blocks.
At least at a rough level, point (1) is not difficult to achieve thanks to our
results in §3. Indeed, by what we have seen in that section, adding a decimal
point in front of Nn (the n-row of our MA), we get the orbit xn = T
n
2,3(x0)
of x0 = [0.1]3 under the circle map T2,3. Since all orbits of T2,3 are dense,
given any k-balanced string Y = y1y2 · · · ym ∈ A
m
3 (with y1 6= 0), there
exists n ≥ 1 such that xn has the string Y as its m-prefix, or head, which
we call good . For each such n with a good head, the corresponding Nn has a
suffix, or tail, of a certain length r. Note that we cannot choose r a-priori:
if one uses the density of orbits of T2,3, one is forced to accept the value of
r imposed by the choice of the good head Y .
Now, as we iterate further and consider the successive rows Nn, Nn+1, . . . ,
Nn+j, . . . of the automaton, the tail of length r generates a periodic sequence
of tails lying beneath it (all with the same length r), whereas the heads
increase in size. Clearly, the constant character of r as j increases makes
the tails irrelevant in the computation of asymptotic proportions of symbols
or other blocks. The problem then becomes point (2) above for the heads.
This point is experimentally verified but is mathematically beyond our reach
at this writing, contrary to point (1) as formulated above.
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5.4. Appendix: Proof of Proposition 5. As promised, in this section
we prove Proposition 5. The proof will require the two lemmas presented
below. Let us fix k ≥ 1. It is an easy consequence of Proposition 4 that,
for each i > k and each n ≥ 1, the element xi,n+1 of our MA is completely
determined by the following data:
(1) The element xi,n lying immediately above xi,n+1;
(2) The k-block Bi,n,k = xi−1,nxi−2,n · · · xi−k,n ∈ A
k
3 lying to the right
of xi,n;
(3) The carryover ci−k−1,n, i.e. the carryover immediately to the right
of Bi,n,k.t
In other words, there exists a function Φk : A3 × A
k
3 × {0, 1} → A3 such
that
(26) xi,n+1 = Φk (xi,n , Bi,n,k , ci−k−1,n) .
In fact, the function Φk can be explicitly computed. Define the value of a
k-block B = x1x2 · · · xk by
(27) v(B) =
k∑
j=1
xj3
k−j .
Note that every block B is uniquely determined by its value. We now have
the following lemma.
Lemma 6. For each digit x ∈ A3, each k-block B = x1x2 · · · xk ∈ A
k
3 and
each carryover c ∈ {0, 1}, we have
(28) Φk(x,B, c) = 2x+
⌊
2v(B) + c
3k
⌋
mod 3 .
Proof. The concatenated block xB = xx1x2 · · · xk has value v(xB) = 3
kx+
v(B). In order to compute y = Φk(x,B, c), we multiply this value by 2 and
add the carryover c, getting the number w = 2v(xB) + c. This number is
written in base 3 and the resulting block is placed beneath xB. The digit
y (immediately below x) is precisely the k-th digit of w from right to left,
i.e., y = ⌊w/3k⌋. Hence we have
y =
⌊
2(3kx+ v(B)) + c
3k
⌋
mod 3
= 2x+
⌊
2v(B) + c
3k
⌋
mod 3 ,
and this proves (28). 
Note that the last term in the right-hand side of (28) is equal to either 0
or 1.
Now, it turns out that Φk is “almost” independent of the variable c ∈
{0, 1}. Roughly speaking, the only way the carryover c to the right of the
k-block B can influence the value of the digit y immediately below x (on
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the left of B) is if B happens to be the block 1k = 11 · · · 1 (k times). Every
other block will contain in some position a 0 or a 2; upon multiplication by
2 these yield 0 and 1, respectively, and any carryover effect coming from the
right of that position will not go through to the left of it. This is part (i) of
the following lemma.
Lemma 7. The function Φk has the following properties.
(i) If x ∈ A3 and B ∈ A
k
3, then Φk(x,B, 0) 6= Φk(x,B, 1) if and only if
B = 1k;
(ii) If x ∈ A3 and y ∈ {y0, y1}, then
#
{
B ∈ Ak3 \ {1k} : Φk(x,B, c) = y
}
=
3k − 1
2
Proof. First, let B be a k-block such that Φk(x,B, 0) 6= Φk(x,B, 1). Then
from (28) we see that
(29) 0 =
⌊
2v(B)
3k
⌋
6=
⌊
2v(B) + 1
3k
⌋
= 1 .
Hence we must have simultaneously
2v(B)
3k
< 1 and
2v(B) + 1
3k
≥ 1
From these two inequalities we deduce that 3k − 1 ≤ 2v(B) < 3k, and
therefore v(B) = 12(3
k − 1). This means that B = 1k. Conversely, if B = 1k
then by a simple computation we see that (29) holds true. This proves (i).
To prove (ii), there are two cases to consider: y = y0 and y = y1. In
either case, if B ∈ Ak3 \ {1k} then by part (i) we have
(30)
⌊
2v(B)
3k
⌋
=
⌊
2v(B) + 1
3k
⌋
If y = y0, then both sides in (30) are equal to 0, and we get 0 ≤ v(B) <
1
2(3
k − 1). The number of blocks B satisfying these inequalities is precisely
1
2(3
k − 1). If y = y1, then both sides in (30) are equal to 1, and this time we
deduce that 12 (3
k + 1) ≤ v(B) ≤ 3k − 1. The number of blocks B satisfying
these last inequalities is also 12(3
k − 1). This finishes the proof. 
Proof of Proposition 5. Consider an allowable transition of digits x 7→ y from
row n to row n+ 1 of our MA. We are assuming that row n is k-balanced.
In order to compute the empirical probability pxy(n) of such transition, we
need to count how many times this transition happens and divide it by the
total number of transitions which start with x on row n. For this purpose,
first we count how many blocks B ∈ Ak3 \{1k} are such that Φk(x,B, c) = y.
The answer is given by Lemma 7(ii): there are 12(3
k − 1) such blocks. Since
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Figure 3. The two multiplication automata of Example 2.
row n of our MA is k-balanced, the proportion of such blocks in that row is
therefore the quotient 12(3
k − 1)/3k . This already tells us that
(31) pxy(n) ≥
1
2
−
1
2 · 3k
We still have to account for the occurences of the block B = 1k. Let
c ∈ {0, 1} be such that Φk(x,1k, c) = y. Each occurrence of B = 1k on row
n for which the carryover immediately to the right of B equals c contributes
to the desired empirical probability. Since the proportion of such occurrences
is at most 1
3k
, this shows that
(32) pxy(n) ≤
1
2
−
1
2 · 3k
+
1
3k
=
1
2
+
1
2 · 3k
.
Combining (31) with (32) we get the inequality in the statement. 
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Figure 4. This figure plots the proportion of the digit 0
in the base-3 expansion of 2n as a function of n; note the
apparent convergence to 13 .
(a) (b) 
(c) 
Figure 5. Carryover structure for the two automata (hori-
zontal and vertical) associated to Example 1.
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