We describe three weight systems arising from the intersection graphs of chord diagrams (also known as circle graphs). These derive from the determinant and rank of the adjacency matrix of the graph, viewed over Z 2 , and from the rank of a "marked" adjacency matrix. We show that these weight systems are exactly those given by the Conway, HOMFLYPT and Kauffman polynomials, respectively.
Introduction
In 1990, V.A. Vassiliev introduced the idea of Vassiliev or finite type knot invariants, by looking at certain groups associated with the cohomology of the space of knots. Shortly thereafter, Birman and Lin [1] gave a combinatorial description of finite type invariants. We will give a very brief overview of this combinatorial theory. For more details, see Bar-Natan [2] .
We first note that we can extend any knot invariant to an invariant of singular knots, where a singular knot is an immersion of S 1 in 3-space which is an embedding It can be shown (see [1, 2, 13] ) that the space W n of weight systems of degree n is isomorphic to V n /V n−1 . For convenience, we take the dual approach, and simply study the space of chord diagrams of degree n modulo the 1-term and 4term relations. Bar-Natan [2] and Kneissler [7] have computed the dimension of these spaces for n ≤ 12. It is useful to combine all of these spaces into a graded module via direct sum.
Intersection Graphs
Definition 3 Given a chord diagram D, we define its intersection graph Γ(D) as the graph such that:
• Γ(D) has a vertex for each chord of D.
• Two vertices of Γ(D) are connected by an edge if and only if the corresponding chords in D intersect, i.e. their endpoints on the bounding circle alternate.
For example:
Note that these graphs are simple (i.e. there are no loops, and at most one edge connecting any two vertices). These graphs are also known as circle graphs, and have been studied extensively by graph theorists. Not all graphs are circle graphs. The simplest example of a graph which is not a circle graph occurs with 6 vertices:
A combinatorial classification of circle graphs has been given by Bouchet [3] . A circle graph can be the intersection graph for more than one chord diagram. For example, there are three different chord diagrams with the following intersection graph:
However, these chord diagrams are all equivalent modulo the 4-term relation. Chmutov, Duzhin and Lando [5] conjectured that intersection graphs actually determine the chord diagram, up to the 4-term relation. In other words, they proposed:
Conjecture 1 If D 1 and D 2 are two chord diagrams with the same intersection graph, i.e. Γ(D 1 ) = Γ(D 2 ), then for any weight system W , W (D 1 ) = W (D 2 ). This Intersection Graph Conjecture is now known to be false in general. Morton and Cromwell [11] found a finite type invariant of type 11 which can distinguish some mutant knots, and Le [8] and Chmutov and Duzhin [4] have shown that mutant knots cannot be distinguished by intersection graphs. However, the conjecture is true in many special cases, and the exact extent to which it fails is still unknown, and potentially very interesting.
The conjecture is known to hold in the following cases:
• For chord diagrams with 8 or fewer chords (checked via computer calculations);
• For the weight systems coming from the defining representations of Lie algebras gl(N) or so(N) as constructed by Bar-Natan in [2] ;
• When Γ(D 1 ) = Γ(D 2 ) is a tree (or, more generally, a linear combination of forests) (see [5] );
• When Γ(D 1 ) = Γ(D 2 ) has a single loop (see [9] ).
The second item above includes the weight systems arising from polynomial invariants such as the Jones, Conway, HOMFLYPT and Kauffman polynomials. The goal of this paper is to provide an explicit recipe for calculating some of these weight systems, namely those arising from the Conway and HOMFLYPT polynomials, from intersection graphs.
The Adjacency Matrix of an Intersection Graph
We begin by recalling the definition of the adjacency matrix of a graph. Definition 4 Given a graph G with n vertices, labeled {v 1 , ..., v n }, the adjacency matrix of G, or adj(G), is the symmetric n × n matrix defined by:
if v i and v j are connected by an edge in G 0 otherwise
In the case of a simple graph, the diagonal entries of the matrix will all be 0.
This matrix can be viewed as a symmetric bilinear form over Z 2 . If we permute the labels on the vertices of G, we change the matrix adj(G) by the corresponding permutations of the rows and columns. But this does not change the isomophism class of the form (see [12] ). So, as an isomorphism class of symmetric bilinear forms, the adjacency matrix of an unlabeled graph is well-defined. From Milnor and Husemoller [12] , we know that the determinant and rank of the matrix are invariants of the isomorphism class of the form, and hence are well-defined invariants of the graph. This leads us to define the following functions on chord diagrams: Definition 5 Given a chord diagram D, we define the determinant of D and the rank of D as follows:
We extend these functions linearly to get Z-valued functionals on the space of chord diagrams. By abuse of notation, we will also call these extensions the determinant and rank. We will see that the determinant gives a Z-valued weight system. However, the rank does not, since it fails to satisfy the 1-term relation. Instead, we define a polynomial-valued function on chord diagrams:
Definition 6 Given a chord diagram D, we define a polynomial R(D) as follows.
Here J is a subset of the set of chords of D, -J-is the size of J, and D J is the subdiagram of D induced by J: Then det(D) = 0, so the determinant satisfies the 1-term relation. Also note that rank(D) = rank(D ′ ). R(D) can be split into two sums, depending on whether or not the subset of chords contains v. Note that any set of chords containing v can be written J ∪ v, where J is a set of chords which does not contain v:
So R(D) also satisfies the 1-term relation. Now we consider the 4-term relation. We will label the four diagrams in the 4-term relation D 1 , D 2 , D 3 , D 4 (from left to right). Label the two chords shown v 1 and v 2 (where v 1 is the "moving" chord). The remaining chords can be partitioned into four sets S 1 , S 2 , S 3 , S 4 where S 1 contains those chords which intersect v 1 and Clearly, adj(D 3 ) is the result of adding the second row (and column) of adj(D 2 ) to the first row (and column), modulo 2. So these two matrices are isomorphic as forms over Z 2 , and therefore have the same determinant and rank. Similarly, adj(D 1 ) and adj(D 4 ) have the same determinant and rank. Therefore, det(D 1 ) − det(D 2 ) + det(D 3 ) − det(D 4 ) = 0, so the determinant satisfies the 4-term relation.
To show that R(D) satisfies the 4-term relation, we need to compare the ranks
Marked Chord Diagrams
In this section we will define a third weight system by looking at a kind of marked chord diagram and the associated adjacency matrix. For our purposes, a marking of a chord diagram is simply a partition of the set of chords C into two disjoint subsets C m and C u , where C m is the set of marked chords, and C u is the set of unmarked chords. The intersection graph of a marked chord diagram is defined exactly like the intersection graph of a usual chord diagram, with the addition of a loop at each vertex corresponding to a marked chord. So these graphs are no longer simple. Their adjacency matrices will have 1's in the entries along the diagonal corresponding to the vertices with loops (i.e. the marked chords).
As in Section 3, this matrix can be viewed as a symmetric bilinear form over Z 2 , and is well-defined up to isomorphism of forms. As before, we define the rank of a marked chord diagram as the rank of the adjacency matrix of the corresponding intersection graph. We can now use these ideas to define a function on regular chord diagrams. If v is unmarked, we have:
However, if v is marked, then the adjacency matrix is:
if v marked
Now we compute S(D). The three terms below correspond to the three situations of considering a subset of chords which (1) does not contain v, (2) contains v as an unmarked chord or (3) contains v as a marked chord:
Therefore S(D) satisfies the 1-term relation.
To show that S(D) satisfies the 4-term relation, we again consider the four chord diagrams D 1 , D 2 , D 3 , D 4 , as in Theorem 1. The two distinguished chords are labeled v 1 and v 2 , where v 1 is the "moving" chord. Recall that: If neither v 1 nor v 2 are in J m (i.e. both are unmarked), then the argument of Theorem 1 shows that rank(D 1 J,Jm ) = rank(D 4 J,Jm ) and rank(D 2 J,Jm ) = rank(D 3 J,Jm ). As in the previous theorem, the alternating sum cancels.
If v 1 is in J m but v 2 is not, then we have: So once again we conclude that rank(D 1 J,Jm ) = rank(D 4 J,Jm ) and rank(D 2 J,Jm ) = rank(D 3 J,Jm ), so the alternating sum of these terms cancels to 0. Next, we consider the case when v 2 is in J m , but v 1 is not. We find: From the isomorphisms above, we see that the terms of this alternating sum will also cancel. We conclude that S(D 1 )−S(D 2 )+S(D 3 )−S(D 4 ) = 0, so S(D) satisfies the 4-term relation. Hence, S(D) is a weight system. 2
Surgery on Chord Diagrams
In this section we give geometric interpretations of the determinant and rank of a chord diagram, and of the rank of a marked chord diagram. These interpretations will, in subsequent sections, provide the link to the Conway, HOMFLYPT and Kauffman weight systems. The basic notion is the idea of surgery on a chord diagram. Figure 2 . If v is a marked chord, then to surger D along v we replace the chord by a band with a half-twist, and then remove the interior and two sides as before. See Figure 3 .
We will first consider unmarked chords. As we can see from Figure 4 , if we surger Proof: We split the chords of D −{v 1 , v 2 } into four groups S 1 , S 2 , S 3 , S 4 as in Theorem 1. Then we can write the adjacency matrix for D as follows (the superscript t denotes the transpose):
Together, v 1 and v 2 divide the boundary of D into four arcs a, b, c, d. The result of surgery along v 1 and v 2 is to reverse the order of the endpoints on each arc, while preserving the order of the arcs around the bounding circle (see Figure 4 ). If a chord has both its endpoints on the same arc, it intersects the same chords in D ′ as it did in D. If two chords have their endpoints in the same two arcs, they intersect in D ′ if and only if they intersected in D (the orders of both pairs of endpoints are reversed, and the two transpositions cancel). If two chords have their endpoints in two disjoint pairs of arcs, then they intersect in D ′ if and only if they intersected in D (since the order of the arcs is preserved). Finally, if two chords each have endpoints in two distinct arcs, and there is exactly one arc which contains an endpoint of each, then they intersect in D ′ if and only if they did not intersect in D. See Figure 4 for examples. As a result, we can conclude that the adjacency matrix for D ′ is:
Here the superscript c denotes the complement -i.e. every 1 is replaced by a 0, and every 0 is replaced by a 1. Now let M denote the matrix (of whatever size) whose every entry is 1. By subtracting the first two columns of adj(D) from every other column, and then doing the same for the first two rows, we find:
Since, modulo 2, P − 2M = P, Q − M = Q c , R − M = R c , and U − M = U c , we can conclude:
On the other hand, if we surger along a marked chord, we also get a new chord diagram (the boundary circle still has only one component), see Figure 5 . Notice that this operation does not preserve the orientation of the boundary circle, so we consider the boundary as an unoriented circle. Since either orientation produces the same intersection graph, this does not matter for computing the adjacency matrix. The next proposition shows how this relation affects the adjacency matrix.
Proposition 2 Let D be a (marked) chord diagram with a marked chord v, and let D' be the (marked) chord diagram resulting from surgery on D along v 1 . Then adj(D) is isomorphic to [1] ⊕ adj(D ′ ).
Proof: We divide the chords of D − v into two subsets S 1 and S 2 , where S 1 is those chords which intersect v, and S 2 is those chords which do not intersect v.
Then the adjacency matrix of D can be written as follows (where the chords are ordered {v, S 1 , S 2 }): Figure 5 , we can see that v divides D into two arcs, and the chord diagram D ′ is obtained by reversing the order of the endpoints along one arc and removing v. So two chords in S 1 intersect in D ′ if and only if they did not intersect in D.
In addition, if we surger along a chord in S 1 before we do the half-twist shown in Figure 5 , the band of the surgery is also given a half-twist. So if the chord was unmarked, the band of the surgery now has a half-twist, and if the chord was marked the band is now untwisted. Since the action of the two surgeries should commute, we conclude that a chord of S 1 is marked in D ′ if and only if it is not marked in D. Intersections between chords in S 1 and chords in S 2 , or between two chords in S 2 , are unchanged, as are their markings. So the adjacency matrix for D ′ is:
But now it is clear that (since P − M = P c , as in Proposition 1): Proof: If D consists solely of isolated chords, then rank(D) = 0. Otherwise, we can surger along two intersecting chords to obtain a chord diagram D ′ with rank(D ′ ) = rank(D) − 2, by Corollary 1. We can continue doing this until we are left with only isolated chords. If this requires k steps, we conclude 0 = rank(D)−2k, so rank(D) = 2k is even. 2 We will use these corollaries to give the promised geometric interpretation: Proof: We will prove the result for rank(D) inductively. The result for det(D) can be proved similarly, or derived as an immediate consequence of the first result. We induct on rank(D). If the rank is 0, then D consists of n isolated unmarked chords. Since surgering along each chord will add a component to the link, L D will have n + 1 components. Now assume that the result holds for all chord diagrams with rank less than k, and that rank(D) = k > 0. If D has a marked chord v, let D ′ be the chord diagram with n − 1 chords which is the result of surgering along v. Then L D and L D ′ have the same number of components. By Corollary 1, rank(D ′ ) = rank(D) − 1, so by the inductive hypothesis rank(D') = n -(number of components of L D ′ ) = n -(number of components of L D ). Adding 1 to both sides, we conclude that rank(D) = (n+1) -(number of components of L D ).
If D does not have any marked chords, then by Corollary 2 k is even, so k is at least 2. Since its rank is nonzero, D has at least two intersecting chords v 1 , v 2 . Let D ′ be the chord diagram with n − 2 chords which is the result of surgering along v 1 , v 2 . Then L D and L D ′ have the same number of components. rank(D ′ ) = rank(D)−2, so by the inductive hypothesis rank(D') = (n-1) -(number of components of L D ′ ) = (n-1) -(number of components of L D ). Adding 2 to both sides, we conclude that rank(D) = (n+1) -(number of components of L D ). This completes the induction and the proof. 2
The Conway, HOMFLYPT and Kauffman weight systems
The Conway polynomial ∆ of a link is a power series ∆(L) = n≥0 a n (L)z n . It can be computed via the skein relation (where L + , L − , L 0 are as in Figure 6 ):
The coefficient a n is a finite type invariant of type n (see [1] , [2] ), and therefore defines a weight system b n of degree n. The collection of all these weight systems is called the Conway weight system, denoted C. Consider a chord diagram D, and the result D ′ of surgery along a chord of D (so D ′ may have multiple boundary circles). These diagrams give rise to singular links L D and L D ′ such that (by the skein relation) ∆(L D ) = z∆(L D ′ ). Therefore, b n (D) = b n−1 (D ′ ), and hence C(D) = C(D ′ ). Now let L be the link which results from surgering all the chords of D. Inductively, we conclude that C(D) = C(L) = b 0 (L) = a 0 (L). But the first coefficient of the Conway polynomial has a well-known interpretation (see [6] ):
So, by Theorem 3, we can conclude:
In a similar way, the HOMFLYPT and Kauffman polynomials gives rise to the HOMFLYPT and Kauffman weight systems, denoted H and K respectively. Meng [10] 
