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Abstract—We study an uplink multi secondary user (SU)
cognitive radio system having average delay constraints as well
as an instantaneous interference constraint to the primary
user (PU). If the interference channels from the SUs to the
PU have independent but not identically distributed fading
coefficients, then the SUs will experience heterogeneous delay
performances. This is because SUs causing low interference to
the PU will be scheduled more frequently, and/or allocated more
transmission power than those causing high interference. We
propose a dynamic scheduling-and-power-control algorithm that
can provide the required average delay guarantees to all SUs as
well as protecting the PU from interference. Using the Lyapunov
technique, we show that our algorithm is asymptotically delay
optimal while satisfying the delay and interference constraints.
We support our findings by extensive system simulations and
show the robustness of the proposed algorithm against channel
estimation errors.
I. INTRODUCTION
The problem of scarcity in the spectrum band has led to a
wide interest in cognitive radio (CR) networks. CRs refer to
devices that coexist with the licensed spectrum owners called
the primary users (PUs). CRs are capable of dynamically
adjusting their transmission parameters according to the envi-
ronment to avoid harmful interference to the PUs. Hence, CR
users are required to adjust their transmission power levels, and
-thus- their rates, according to the interference level the PUs
can tolerate. This adjustment could lead to severe degradation
in the quality of service (QoS) provided for the CR users, if
not designed carefully.
Moreover, CR users, also referred to as the secondary
users (SUs), located physically closer to the PUs might suffer
larger degradation in their QoS compared to those that are far
because closer SUs transmit with smaller amounts of power.
This problem does not appear in conventional non CR cellular
systems since frequency channels tend to be orthogonal in non
CR systems. In other words, in non CR systems, all users
are allocated the channels via some scheduler that guarantees
those users do not interfere with each other. While in CR
systems, the SUs should be scheduled and have their power
controlled in such a way that prevents the harmful interference
to the PUs since they share the spectrum.
The problem of scheduling and/or power control for CR
systems has been widely studied in the literature (please see
[1]–[5], and references therein). The algorithms proposed in
these works aim at optimizing the throughput for the SUs and,
at the same time, protecting the PUs from interference. How-
ever, providing guarantees on the queuing delay in CR systems
was not the goal of these works. In real-time applications,
such as audio/video conference calls, packets are expected to
arrive at the destination before a prespecified deadline. Thus,
the average packet delay needs to be as small as possible
to prevent jitter and to guarantee acceptable QoS for these
applications [6], [7].
Queuing delay has gained strong attention recently in the
literature and scheduling algorithms have been proposed to
guarantee small delay [8]–[10]. In [8], the authors study the
joint scheduling-and-power-allocation problem in the presence
of an average power constraint. Although in [8] the proposed
algorithm offers an acceptable delay performance, all users are
assumed to transmit with the same power. A power allocation
and routing algorithm is proposed in [10] to maximize the ca-
pacity region under an instantaneous power constraint. While
the authors show an upper bound on the average delay, this
delay performance is not guaranteed to be optimal.
Although queuing theory, originally developed to model
packets at a server, can be applied to wireless channels, the
challenges are different. One of the main challenges is the
fading nature of the wireless channel that changes from a slot
to another. Fading requires adapting the user’s power and/or
rate according to the channel’s fading coefficient. The idea of
power and/or rate adaptation based on the channel condition
does not have an analogy in server problems and, thus, is
absent in the aforementioned references. Instead, existing
works treat wireless channels as on-off fading channels and
do not consider multiple fading levels. Among the relevant
references that consider a more general fading channel model
are [10], which was discussed above, [11], [12] where the
optimization over the scheduling algorithm was out of the
scope of their work, and [13] that neglects the interference
constraint since it considers a non CR system.
In contrast with [1]–[5] that do not optimize the queuing
delay, the problem of minimizing the sum of SUs’ average
delays is considered in this paper. The proposed algorithm
guarantees a bound on the instantaneous interference to the
PUs, a guarantee that is absent in [8], [10]. Based on Lyapunov
optimization techniques [8], an algorithm that dynamically
schedules the SUs as well as optimally controlling their
transmission power is presented. The contributions in this
paper are: i) Proposing a joint power-control and scheduling
algorithm that is optimal with respect to the average delay of
the SUs in an interference-limited system; ii) Showing that the
proposed algorithm can provide differentiated service to the
different SUs based on their heterogeneous QoS requirements.
Moreover, the complexity of the algorithm is shown to be
polynomial in time since it is equivalent to that of sorting a
vector of N numbers, where N is the number of SUs in the
system.
The rest of the paper is organized as follows. The network
model and the underlying assumptions are presented in Section
II. In Section III we formulate the problem mathematically.
The proposed algorithm, its optimality and complexity are
presented in Section IV, followed by the extensive simulation
results in Section V. Finally the paper is concluded in Section
VI.
II. NETWORK MODEL
We assume a CR system consisting of a single secondary
base station (BS) serving N secondary users (SUs) indexed by
the set N , {1, ...N}. We are considering the uplink phase
where each SU has its own queue buffer for packets that need
to be sent to the BS. The SUs are assumed to share a single
frequency channel with a single PU that has licensed access
to this channel. The CR system is assumed to operate in an
underlay fashion where SUs are allowed to transmit as long
as the power received by the PU from their transmission does
not exceed a prespecified threshold Iinst at any given slot.
Moreover, in order for the BS to be able to decode the received
signal, no more than one SU at a time slot is to be assigned
the channel for transmission.
A. Channel and Interference Model
We assume a time slotted structure where each slot is of
duration Ts equal to the coherence time of the channel. The
channel between SU i and the BS is assumed to be block
fading with instantaneous power gain γ(t)i , at time slot t,
following the probability density function (PDF) fγi(γ) with
mean γ¯i. The channel gain is assumed to be independent across
SUs but not necessary identically distributed. SUs can use a
rate adaptation scheme selected based on the channel gain γ(t)i .
The transmission rate of SU i at time slot t is1
Ri
(
P
(t)
i
)
= Bw log
(
1 + P
(t)
i γ
(t)
i
)
packets/sec, (1)
where Bw is the bandwidth of the channel, while P (t)i is the
power by which SU i transmits its packet at slot t. For a fixed
power allocation P (t)i = Pi, we define the service rate of SU i
as µi(Pi) where 1/µi(Pi) , E [1/Ri (Pi)] is the average time
required to serve one packet for SU i transmitting with power
Pi. We assume that γ(t)i has a distribution that results in finite
values for the first four moments of the service time 1/Ri (Pi).
That is, E [(1/Ri (Pi))n] <∞, n = 1, 2, 3, 4, ∀i ∈ N .
We assume that the single PU is in the vicinity of the
CR system and is transmitting at all times. This PU suffers
interference from the SUs through the channel between each
SU and this PU. The interference channel between SU i and
the PU, at slot t, has a power gain g(t)i following a PDF fgi(gi)
with mean g¯i. The power gains are assumed to be independent
among SUs but not identically distributed. We assume that SU
i knows the value of γ(t)i as well as g
(t)
i , at the beginning
of slot t through some channel estimation phase [14]. The
1All logarithms in this paper have base e, i.e. are natural logarithms.
channel estimation phase to acquire g(t)i is done by overhearing
the pilots transmitted by the primary transmitter to its intended
receiver. The channel estimation phase is out of the scope of
this work, however the effect of channel estimation errors will
be discussed in Section V.
B. Queuing Model
We assume that each SU i has an M/G/1 queuing system.
The number of packets arriving per unit of time to the SU’s
buffer follows a Poisson process with a fixed parameter λi
packets per second. Each packet has a fixed length of L
bits that is constant for all users. However, each packet
takes a random amount of time to be transmitted to the BS
that depends on the rate of transmission Ri(P (t)i ). Thus, the
service time will be assumed to follow a general distribution
throughout the paper that depends on the distribution of γ(t)i .
We assume that the packets arriving to the SUs are buffered
in infinite-sized buffers and are served according to the first-
come-first-serve discipline. Thus when SU i is scheduled for
transmission at slot t, it transmits the first M (t)i packets of its
queue, where
M
(t)
i = min
(⌊
TsRi
(
P
(t)
i
)⌋
, Q
(t)
i
)
packets
≈ min
(
TsRi
(
P
(t)
i
)
, Q
(t)
i
)
, (2)
where Q(t)i is the number of packets buffered at SU i at the
beginning of slot t and is given by
Q
(t+1)
i ,
(
Q
(t)
i + |A
(t)
i | −M
(t)
i
)+
, (3)
where A(t)i is the set of all packets arrived to SU i at slot
t, while |A(t)i | is the number of elements in this set.2 The
approximation in (2) is valid when the parameter BwTs ≫ 1.
This is because ⌊x⌋ ≈ x when x is a large number.
2Our model is also valid if the arrivals follow a discrete time process where
A
(t)
i will, then, represent the packets arrived at the beginning of slot t.
We define the delay W (j)i of a packet j as the total amount
of time, in time slots, packet j spent in SU i’s buffer from
the instant it joined the queue until the slot it is transmitted
in3. The time-average delay experienced by SU i’s packets is
given by [8]
W¯i , lim
T→∞
E
[∑T
t=1
∑
j∈A
(t)
i
W
(j)
i
]
E
[∑T
t=1 |A
(t)
i |
] (4)
which is the expected total amount of time spent by all packets
arriving in a time interval, of an large duration, normalized by
the expected number of packets arrived in this interval.
C. Frame-Based Policy
Without losing optimality (Lemma 1 of [8]), one can
use a “frame-based” random priority list as the scheduling
policy. This policy schedules the SUs based on a strict non-
preemptive priority list and updates this list, at the beginning of
each frame, randomly following some optimum, genie-aided,
distribution defined over the N ! distinct priority lists. Hence,
we divide time into frames where frame k consists of |F(k)|
consecutive time-slots, where F(k) is the set containing the
indices of the time slots belonging to frame k (see Fig. 1).
Since frames do not overlap, if t ∈ F(k1) then t /∈ F(k2) as
long as k1 6= k2. One of our goals in this paper is to choose, at
the beginning of each frame k, the “best” priority list so that
the system has the same long-term delay performance as this,
genie-aided, random priority list. We note that the average
delay W¯i in (4) depends on the chosen priority lists of all
frames k = 1, · · ·∞. This dependency is implicitly mentioned
in the expected value operator E [·]. We now define how a
frame begins and ends. Each frame consists of exactly one idle
period followed by exactly one busy period, both are defined
next.
3We do not include the transmission slot when calculating W (j)i , but we
include the residual time which is non-zero since packets are allowed to arrive
in the middle of a time slot.
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Fig. 1. Time is divided into frames. Frame k has |Fk| slots each is of duration
Ts seconds. Different frames can have different number of time slots.
Definition 1. Idle period is the period formed by the con-
secutive time slots where all SUs have empty buffers. An idle
period starts with the time slot t1 following the transmission
of the last packet in the system, and ends with a time slot t2
when one of the SUs’ buffer receives one or more new packets
to be transmitted (see Fig. 1). In other words, t1 satisfies∑
i∈N Q
(t1)
i = 0 and
∑
i∈N Q
(t1−1)
i 6= 0, while t2 satisfies∑
i∈N Q
(t2)
i = 0 and
∑
i∈N Q
(t2+1)
i 6= 0.
Definition 2. Busy period is the period between two consec-
utive idle periods.
The duration of the idle period I(k) and busy period B(k)
of frame k are random variables, thus the cardinality |F(k)| =
I(k) +B(k) is random as well.
D. Transmission Process
At the beginning of frame k, the BS finds the priority
list pi(k) , [π1(k), · · · , πN (k)]T where πj(k) is the index
of the SU who will be assigned priority j during frame k.
And at the beginning of each time slot t ∈ F(k), the BS
schedules the user with the highest priority in the list pi(k),
among all SUs having non-empty buffers. Then, it broadcasts
its index, say index i∗, on a common control channel as well
as broadcasting the power P (t)i∗ by which this SU will be
transmitting during slot t. SU i∗, in turn, begins transmission
of the first M (t)i∗ packets with a constant power P
(t)
i∗ . We
assume the BS receives these packets error-free by the end
of slot t then a new time slot t+ 1 starts.
III. PROBLEM STATEMENT
Each SU i has an average delay constraint W¯i ≤ di
that needs to be satisfied. Moreover, the PU can tolerate an
interference level of Iinst at any given slot. Hence, the main
objective is to solve the following problem
minimize
{P(t)},{pi(k)}
∑N
i=1 hi
(
W¯i
)
subject to
∑N
i=1 P
(t)
i g
(t)
i ≤ Iinst , ∀t ≥ 1
W¯i ≤ di
P
(t)
i ≤ Pmax , ∀i ∈ N and ∀t ≥ 1,∑N
i=1 1
(
P
(t)
i
)
≤ 1 , ∀t ≥ 1,
(5)
where P(t) , [P (t)1 , · · · , P
(t)
N ]
T
, hi (·) are some convex in-
creasing functions called the “cost functions”, while 1(x) , 1
if x 6= 0 and 0 otherwise. The last constraint indicates that no
more than a single SU is to be transmitting at slot t.
As pointed out in Section II-C, the average delay W¯i in
equation (4) is a function of the priority lists {pi(k)}∞k=1.
Hence, the objective function of (5) is a complicated function
in the priority lists {pi(k)}∞k=1. This makes problem (5) a
joint power allocation and scheduling problem that is difficult
solve using conventional convex, or non-convex, optimization
problem algorithms. Thus, we next propose a low complexity
update algorithm and show its optimality.
IV. PROPOSED POWER ALLOCATION AND SCHEDULING
ALGORITHM
Since the complexity of the solution is intractable, we
solve the problem by proposing an online algorithm that
dynamically updates the power allocation vector P(t) and
the priority vector pi(k). We show that this algorithm has an
asymptotically optimal performance. That is, we can achieve a
delay arbitrarily close to the optimal value depending on some
control parameter V .
A. Satisfying Delay constraints
As will be discussed in Section IV-B, the proposed algo-
rithm is executed at the beginning of each frame. In order to
guarantee a feasible solution satisfying the delay constraints in
problem (5), we set up a “virtual queue” associated with each
delay constraint in problem (5). The virtual queue for SU i at
frame k is given by
Yi(k + 1) =

Yi(k) + ∑
j∈Ai(k)
(Wi(j)− ri(k))


+
(6)
where ri(k) ∈ [0, di] is an auxiliary variable, that is to be
optimized over, while Ai(k) , ∪t∈F(k)A
(t)
i is the set of all
packets arrived at SU i’s buffer during frame k. We define
Y(k) , [Y1(k), · · · , YN (k)]T for notational convenience.
Equation (6) is calculated at the end of frame k and represents
the amount of delay exceeding the delay bound di up to the
end of frame k. We first mention the following definition, then
state a lemma that gives a sufficient condition for the delay of
SU i to satisfy W¯i ≤ di.
Definition 3. We say that the random sequence {Yi(k)}∞k=0
is mean rate stable if and only if limK→∞ E [Yi(K)] /K = 0.
Lemma 1. If {Yi(k)}∞k=0 is mean rate stable, then the time-
average delay of SU i satisfies W¯i ≤ di.
Proof. Lemma 3 of [8] can be modified to prove that
W¯i ≤ lim
K→∞
E
[∑K
k=1 |Ai(k)|ri(k)
]
E
[∑T
k=1 |Ai(k)|
] . (7)
The proof follows by replacing ri(k) by its bound di in (7).
Lemma 1 says that if the power allocation and scheduling
algorithm results in a mean rate stable {Yi(k)}∞k=0, then the
average delay constraint of problem (5) is satisfied.
B. Algorithm
We now propose the Delay Optimal with Instantaneous
Interference Constraint (DOIC) Algorithm executed at the
beginning of each frame k for finding P(t) as well as the
optimum list pi(k), given some prespecified control parameter
V .
DOIC Algorithm:
1) At the beginning of frame k, the BS sorts the SUs
according to the descending order of Yi(k)µi(k). The
sorted list is denoted pi(k).
2) At the beginning of each slot t ∈ F(k) the BS schedules
SU i∗ that has the highest priority in the list pi(k) among
those having non-empty buffers.
3) SU i∗, in turn, transmits M (t)i∗ packets as dictated by
equation (2) where P (t)i = 0 for all i 6= i∗ while
P
(t)
i∗ = min(Iinst/g
(t)
i∗ , Pmax). (8)
4) At the end of frame k, for all i ∈ N the BS updates:
a) Yi(k + 1) via equation (6). And,
b) ri(k + 1) , arg min
ri(k)
V hi (ri(k))− Yi(k)λiri(k).
5) Set k ← k + 1 and go to Step 1.
We next discuss the optimality of DOIC in Theorem 1.
Theorem 1. When the BS executes DOIC, the time average
of the SUs’ delays satisfy the following inequality
N∑
i=1
hi
(
W¯i
)
≤
C
∑N
i=1 λi
V
+
N∑
i=1
hi
(
W¯ ∗i
) (9)
where W¯ ∗i is the optimum value of the delay when solving
problem (5), while C is some constant that depends on the
statistics of the arrival process as well as the channel statistics.
Moreover, the virtual queues {Yi(k)}∞k=0 are mean rate stable
∀i ∈ N .
Proof. See Appendix A.
Theorem 1 says that the objective function of problem (5)
is upper bounded by the sum of the optimum values hi
(
W¯ ∗i
)
plus some constant that vanishes as V → ∞. The drawback
of setting V very large is that the algorithm converges slower.
That is, the virtual queues become mean rate stable after a
larger number of frames. Having a vanishing gap means that
DOIC is asymptotically optimal. Moreover, based on the mean
rate stability of the queues {Yi(k)}∞k=0, the delay constraints
of problem (5) are satisfied. We note that the complexity of the
DOIC algorithm is polynomial in time since it only requires
sorting the quantity Yi(k)µi(k), i ∈ N , in a descending order.
V. SIMULATION RESULTS
We simulated the system of N = 2 SUs with hi(x) = x2/2
∀i = 1, 2, which is a cost function that guarantees proportional
fairness4 among SUs (refer to Table I for a complete list of
parameter values). Since the interference channel gain for SU
1 is higher than that for SU 2, we expect SU 1 to have higher
average delay. However, the DOIC algorithm can guarantee a
bound on this delay using the constraint W¯1 ≤ d1, so that the
QoS requirement of SU 1 is satisfied. In our simulations we
set d1 = 1.25Ts.
Assuming perfect knowledge of the direct and interference
channel state information (CSI), namely g(t)i and γ(t)i , Fig. 2
plots the average per-SU delay W¯i, from equation (4), for
two scenarios; the first being the constrained optimization
problem where d1 = 1.25Ts while setting d2 to any arbitrary
high value (we set d2 = 3Ts), while the second is the
unconstrained optimization problem5 where both d1 and d2
are set arbitrary high (we set d1 = d2 = 3Ts). The X-axis
4See Chapter 2.2 of [15].
5The reason we call it the unconstrained problem is because the average
delay of both SUs is strictly below 3Ts, thus both delay constraints are
inactive.
is the average number of packets arriving per time slot λ,
where λ , λ1 = λ2. From Fig. 2 we can see a gap, in the
unconstrained problem, between the average delay of SU 1
and that of SU 2. Hence, SU 1 suffers arbitrary high delay.
While for the constrained problem, the DOIC has forced W¯1
to be smaller than 1.25Ts for all λ values. This comes at the
cost of SU 2’s delay. We conclude that the delay constraints
in problem (5) can force the delay vector of the SUs to take
any value as long as it is feasible.
Fig. 3 plots the sum of cost functions versus λ for the perfect
CSI case for both the constrained and unconstrained problem.
Comparing the two curves, we find that the constrained
problem has worse sum of cost functions for λ ≥ 0.6. This is
because the constrained problem has a smaller feasible region
than that of the unconstrained one. We note that the PU’s
interference constrained is satisfied with probability 1 based
on equation (8).
For the imperfect CSI case, we assumed that each SU has
an error of 10% in estimating each of g(t)i and γ
(t)
i . And to
guarantee protection to the PU from interference, we replaced
equation (8) by P (t)i∗ = min(Iinst/g(t)i∗ /1.1, Pmax). From Fig. 3
we can see that the performance difference between the perfect
and the imperfect CSI constrained problem ranges between
5.6% at λ = 0.1, and 20% at λ = 1. This is considered a
good performance for this high CSI estimation error value.
We may note that this performance difference represents an
upper bound on the actual difference since the 10% is an upper
bound on the actual estimation error.
VI. CONCLUSION
We have studied the joint scheduling and power allocation
problem of an uplink multi SU CR system. We formulated
the problem as a delay minimization problem in the presence
of instantaneous interference constraints to the PU, as well
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.5
1
1.5
2
2.5
3
λ1 = λ2 = λ
A
v
er
a
g
e
P
er
-U
se
r
D
el
a
y
W¯
i
 
 
W¯1 for Unconstrained Problem, d1 = 3Ts
W¯2 for Unconstrained Problem, d2 = 3Ts
W¯1 for Constrained Problem, d1 = 1.25Ts
W¯2 for Constrained Problem, d2 = 3Ts
Fig. 2. Average per-user delay for both the constrained and unconstrained
optimization problems
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
1
2
3
4
5
6
λ1 = λ2 = λ
S
u
m
o
f
C
o
st
F
u
n
ct
io
n
s
∑
i
0
.5
W¯
2 i
 
 
Unconstrained with Perfect CSI d1 = d2 = 3Ts
Unconstrained with Imperfect CSI d1 = d2 = 3Ts
Constrained with Perfect CSI d1 = 1.25Ts, d2 = 3Ts
Constrained with Imperfect CSI d1 = 1.25Ts, d2 = 3Ts
Fig. 3. Sum of cost functions for the perfect as well as the imperfect channel
sensing for both the constrained and unconstrained optimization problems.
TABLE I
SIMULATION PARAMETER VALUES
Parameter Value
λ1 = λ2 = λ λ ∈ {0.1, 0.2, · · · , 1} packets/slot
fγi(γ) exp (−γ/γ¯i)/γ¯i
fgi(g) exp (−g/g¯i)/g¯i
(γ¯1, γ¯2) (1, 1)
(g¯1, g¯2) (4, 2)
Iinst 5
Pmax 10
ǫ 10−2
V 103
as an average delay constraint for each SU that needs to be
met. Most of the existing literature that studies this problem
either assumes on-off fading channels or does not provide
a delay-optimal algorithms which is essential for real-time
applications.
We proposed a dynamic algorithm that schedules the SUs
based on a dynamically-updated priority list. The proposed
algorithm updates the priority list on a frame basis while
controlling the power on a per-slot basis. We showed, through
the Lyapunov optimization, that the proposed algorithm is
asymptotically delay optimal. That is, it minimizes the sum
of any convex increasing function of the average delays of the
SUs as well as satisfying the instantaneous interference and
average delay constraints. Extensive simulation results showed
the robustness of our algorithm against CSI estimation errors.
APPENDIX A
PROOF OF THEOREM 1
We define the Lyapunov function and Lyapunov drift to be
L (Y(k)) ,
1
2
N∑
i=1
Y 2i (k), and (10)
∆(Y(k)) , EY(k) [L (Y(k + 1))− L (Y(k))] , (11)
respectively, where EY(k) [x] denotes the conditional expec-
tation of x given Y(k), namely EY(k) [x] , E [x|Y(k)].
Squaring equation (6) and taking the conditional expectation,
we get
EY(k)
[
Y 2i (k + 1)− Y
2
i (k)
]
= Yi(k)
(
EY(k) [Wi(k)|Fk|]λi
)
− EY(k) [|Fk|] + EY(k)



∑
j∈Fk
(
W
(j)
i − ri(k)
)
2

λiri(k)
(12)
≤ Yi(k)EY(k) [|Fk|]λi
(
W¯i(k)− ri(k)
)
+ C, (13)
where the inequality in (13) comes from upper-bounding the
first term in (12) by some finite constant C < ∞. The
existence of this finite constant can be shown by following
steps similar to the proof of Lemma 4 in [8]. We omit these
steps for brevity. Given some fixed control parameter V > 0,
we add the penalty term V
∑
i EY(k) [hi(ri(k))|Fk|] to both
sides of (11). Using the bound in (13), the drift-plus-penalty
term becomes bounded by
∆(Y(k)) + V
N∑
i=1
EY(k) [hi(ri(k))|Fk|] ≤ EY(k) [|Fk|]×
N∑
i=1
[
V hi(ri(k)) + Yi(k)λi
(
W¯i(k)− ri(k)
)]
+ C. (14)
The proposed DOIC algorithm minimizes the summation in
the right-side of (14). This gives a lower bound on the right-
side of (14) under any other algorithm. That is, the right-side,
evaluated under the DOIC, is a lower bound on right-side when
evaluated under any other policy including the optimal policy
that solves (5). Hence, we now evaluate the right-side of (14)
at the optimal policy that solves (5) with the help of a genie-
aided knowledge of ri(k) = W¯ ∗i , yielding an upper bound on
the drift-plus-penalty evaluated at DOIC. Namely
∆(Y(k)) +V
N∑
i=1
EY(k) [hi(ri(k))|Fk|]
≤ C + V
N∑
i=1
hi(W¯
∗
i )EY(k) [|Fk|] (15)
where the left-side of (15) is evaluated at DOIC. Taking E [·],
summing over k = 0, · · · ,K − 1, denoting L (Yi(0)) , 0 for
all i ∈ N , and dividing by V
∑K−1
k=1 E [|Fk|] we get
N∑
i=1
E
[
Y 2i (K)
]
K
K∑
k E [|Fk|]
+
N∑
i=1
∑
k E [hi (ri(k)) |Fk|]∑
k E [|Fk|]
≤
CK
V
∑
k E [|Fk|]
+
N∑
i=1
hi
(
W¯ ∗i
)
. (16)
From equation (3) in [8] we have
E [|Fk|] =
1(
1−
∑
i
λi
E
[
µi(P
(t)
i
]
)
(1−
∑
i λi)
, (17)
where P (t)i is given by step 3 in the DOIC algorithm. To prove
the upper bound in theorem 1, we remove the first summation
in the left-side of (16), and use Lemma 7.6 in [16] to prove
that
hi
(
W¯i
)
≤
∑
k E [hi (ri(k)) |Fk|]∑
k E [|Fk|]
, (18)
where W¯i is given by equation (4). On the other hand, to
prove the mean rate stability of the sequence {Yi(k)}∞k=0, we
use (17) to denote the right-side of (16) by C1 (since it does
not depend on K), remove the second summation in the left-
side of (16), use equation (17) to obtain
N∑
i=1
E
[
Y 2i (K)
]
K
≤ C1, (19)
and use Jensen’s inequality to note that
E [Yi(K)]
K
≤
√
E [Y 2i (K)]
K2
≤
√
C1
K
. (20)
Finally, taking the limit when K → ∞ completes the mean
rate stability proof.
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