Abstract. A basic core spreading vortex scheme is inconsistent but can be corrected with a splitting algorithm, yielding a deterministic and efficient grid-free method for viscous flows. The splitting algorithm controls the consistency error by maintaining small vortex core sizes. Routine analysis will show that the core spreading method coupled to this splitting process is convergent in LP spaces. Analysis of the linearized residual operator establishes the uniform convergence of this method when the exact flow field is known. A sequence of examples demonstrates the sensitivity of the method to numerical parameters as the computed solution converges to the exact solution. These experimental results agree with the linear convergence theory. Finally, .direct comparisons between the traditional random walk vortex method and the new method indicate that the new method has several advantages while requiring the same computational effort.
many convergent methods for incorporating viscosity into vortex simulations, but none ofthem are as simple as a core spreading method. A core spreading algorithm is fully deterministic, allowing precise error control and faster convergence than stochastic methods. Also, these algorithms do not rely on operator splitting, the division of the Navier-Stokes equations into separate convective and diffusive processes. Furthermore, a core spreading method is fully localized and grid free, permitting fast parallel execution, free from flow geometry considerations. Neither the circulation redistribution schemes of Mas and Gallic nor the random walk methods of Chorin have both of these advantages [3] , 14] . In this paper, we introduce a convergent core spreading vortex method that is both deterministic and localized.
While this new method is effective for unbounded flows, it was developed specifically for flows around general boundaries 15] . One weakness of the split-step techniques more commonly used for vortex methods is that they do not satisfy both normal and tangential boundary conditions at any given moment in the simulations except under very special conditions [3] , [4] , [5] , 19]. Rather, they leapfrog from satisfying the normal flow condition to locally satisfying the tangential flow condition. Sethian has compiled a comprehensive bibliography on vortex methods covering these and other issues 18] . The new method is not a split-step method so it is possible to satisfy both boundary conditions using ideas similar to those of Chorin and Sethian though a thorough discussion of these methods is beyond the scope of this paper. This paper examines only the properties of this method for solving unbounded flows with the understanding that these may well be flows in the interior of some bounded region.
The basic core spreading method is corrected by introducing a process called "adaptive spatial refinement." This new vortex method is called the corrected core spreading vortex method (CCSVM). Since the width of each basis function, or blob, is the critical convergence parameter for a vortex method, it is necessary that blobs not grow too wide. Adaptive spatial refinement approximates a single vortex element or blob with several thinner blobs. While Lu and Ross investigated the possibility of using vortex splitting to approximate diffusive processes 13], the instantaneous reconfiguration of vortex elements has not been considered as a method for reducing the core width. Surprisingly, it is possible to approximate any vortex element to any specified tolerance with a formation of arbitrarily thinner blobs. Thus, refinement is a technique for replacing one vortex element with many but has nothing to do with the physical process of a single region of vorticity splitting into several distinct regions.
This technique has many similarities to the local regridding concepts introduced by Hou, Lowengrub, and Shelley, but core spreading with adaptive spatial refinement does not require the use of an underlying Eulerian coordinate system 11]. This paper establishes the linear convergence of CCSVM to the Navier-Stokes equations.
The work of Beale and Majda already establishes the full nonlinear convergence of the new method in the weaker L p norms [2] , but this paper will focus on the L (uniform)convergence of the CCSVM in the linear case. Goodman and Hou established uniform convergence of 2D vortex methods to Euler equations, but no such results exist for the Navier-Stokes equations partially due to the stochastic convergence properties of the more popular random walk method of modeling diffusion [7] . Uniform convergence is a more desirable result because it represents the maximum deviation from the exact solution anywhere in the domain. Also, the standard vortex method convergence theory expresses convergence in terms of the velocity field. By using a nonstandard approach, convergence can express itself as the difference between computed and exact vorticity fields. This result is developed by decoupling the velocity field from the vorticity field. The uniform convergence theory highlights two convergence parameters. The first parameter, l, is the maximum core width in the simulation. Hald used this parameter in his first inviscid convergence proof [9] and has continually appeared in subsequent vortex method .analyses. If a vortex element or blob grows larger than l, the refinement scheme will replace it with several thinner elements. The other numerical parameter, c, controls the accuracy and frequency of the refinement process and is unique to CCSVM, though some associations can be drawn to parameters in other diffusive methods. More accurate and frequent refinement increases the total number of vortex elements in the simulation, as would be expected.
To control the problem size, many computational elements can be combined into a single one under certain circumstances in a process called "vortex fusion." It is clear that two blobs sharing the same location and core width could be replaced by a single blob with no change at all to the induced vorticity field. An efficient code would merge these two blobs without any loss of accuracy. Similarly, it can be shown that nearby elements with similar widths can be fused with small errors in the vorticity field. Thus, it is possible to reduce the problem size with precise error control. Since a thorough error analysis of this process is beyond the scope of this paper, only the fundamental results together with a demonstration will be presented in this paper. The grids, but all involve operator splitting. Even though vortex methods converge to exact solutions of the Navier-Stokes equations when the operator is split, the numerical error will also include a splitting error not present in CCSVM. Furthermore, it is difficult to define concepts such as consistency and stability without keeping the operator intact. Hald notes in his original convergence proof that any distinction between the two properties is artificial [9] .
To facilitate a future convergence theory, it is desirable to invent a method which is consistent with equation (1) The first system, equation (5) , arises from Stokes' theorem applied to equation (4) . The whole blob will move with the velocity of the blob center. Later, it will be clear that this is the source of all consistency error. The second equation arises from solving the heat equation in a frame moving with the flow.
This system of ODEs is not new in the world of vortex methods. In 1985, Greengard demonstrated that it was inconsistent with the Navier-Stokes equations [8] . The reasons are more or less evident from a simple heuristic argument. The convergence parameter for a vortex method is the core size of the vortex elements. According to equation (6) , the cores have sizes of at least at the end of the simulation. Hence, it is impossible to force the method to converge except under certain special circumstances discussed further in 3.1.
2.1. Reducing consistency error with adaptive spatial refinement. In order to maintain small blob sizes throughout the simulation, the basic core spreading scheme is coupled to adaptive spatial refinement. This refinement process splits any blob wider that into a configuration of thinner blobs of width strictly less than I. With a practical and effective refinement process, the general convergence theory of Hald, Beale, Majda, and others asserts that CCSVM will have L 2 convergence of order 12 when using Gaussian basis functions [2] , [9] . However, the uniform norm is desired for many physical applications. Since a function of l, c, the viscosity v, and the total simulation time T. The time required for a vortex element to grow from a size cr cl to size cr shall be called "the viscous time step" and is denoted by At. After an element reaches a width of l, refinement occurs, and it r of these cycles is again reduced to size otl. Presumably, vortex elements shall go through $7 during a simulation. The viscous time step is determined from equation (6) to be (12) At
Thus, the total number of refinement events, n, in a simulation of duration T is (13) n /2(1 Ct2)
Since refinement events are coupled to core spreading through viscosity, but not by the flow conditions, it is sufficient to analyze the stability of refinement when is constant. A stable refinement process is one that induces a controllably small error as the number of refinement events grows large. Therefore, one must consider the history of a single vortex element centered at the origin as spreads and splits many times. This vortex will generate a grid with spacing r from equation (7), but like a checkerboard, only even (odd) spaces will have vortex elements for n even (odd). Without loss of generality, one can assume that n is an even number. It follows from a block-walking argument that the distribution of 4 n children of the original vortex obeys a double binomial distribution [20] . More specifically, the number of vortex elements at position x v/r(i j) and y /r(i + j) is (ni + ) (nj + ).
For examples, see Fig. 2 .
Thus, after n refinement events, the original element can be expressed as an array of elements with circulations (14) y x y) Yo --; n + nj + This expression can also be interpreted as the probability density function (PDF) of two independent Bernoulli trials with p 1 / 2 . In fact, this particular PDF corresponds to RWVM with step size r /-At where At comes from equation (12) . Thus, RWVM with Gaussian basis functions and CCSVM are equivalent when there are many computational elements. The crucial difference lies in the fact that CCSVM is deterministic, and one would only expect to observe differences in performance when the problem size is moderate or small.
The DeMoivre-Laplace theorem relates equation (14) to an exponential distribution for large n [6] " (15) Y0 .exp
This approximation converges rather rapidly even for small values of n. Using equation (13) and substituting x and y into the left-hand side of equation (15), one obtains
y(x, y) Vo 4rcvT 4vT (16) for discrete values of x and y. The total field is
l] and ri
Adaptive spatial'refinement is stao,, if this quantity is close to the exact solution for all time in the limit as a --> 0 and ot ---> 1. Each Yi,j can be said to lie in the center of a box Bi,j of width /r. These Bi,j are the components of a grid (oriented 45 to the mesh depicted in Fig. 2) naturally generated by refinement. Using this grid, one finds that equation (17) is a Riemann sum of a simpler expression, (18) where i,j e ni,j. The higher-order error terms from the DeMoivre-Laplace theorem are neglected because error terms from the Taylor expansion are of lower order. The term will not be scaled explicitly in this analysis, but is worthy offurther discussion. Vortex elements must be initialized on a length scale of d p where p < 1 to accurately approximate the initial conditions. For instance, Hald in his second convergence paper chooses p to balance error terms inhis convergence analysis [9] 
C where C depends on T only.
Since the cumulative refinement error can be made arbitrarily small, this refinement error can be interpreted as controllably small numerical disturbances to an ordinary vortex method with Gaussian vortex elements of width I. That is, given any tolerance, the refinement error can be made uniformly small for any core size, 1. This being the case, the previous work of other investigators such as Hald or Majda can be applied to this core spreading method.
3. Linear convergence theory. This convergence theory has advantages and disadvantages when compared with existing theory. The major disadvantage is that the flow field is specified and 09 is computed as if it were a passive scalar, linearizing equation (1) . The greatest advantage of this theory is that it establishes full uniform convergence in to to the exact solution. While this investigation focuses on vorticity dynamics, to could represent the concentration of any passive scalar. It is assumed that the flow velocity ff and all its derivatives are known and bounded everywhere.
While initial conditions cannot be totally ignored, this study will not include a thorough investigation of the initial approximation. It is assumed that the exact initial conditions, to (2, 0) , are known and at least piecewise continuous. The operator Ito (2, t) to (2, 0) merely projects the vorticity field onto its initial values. Also, it is assumed there is some consistent algorithm for assigning circulations to the initial configuration of vortex elements. For instance, if the vortices are initially laid out in a grid, each vortex might have circulation equal to the to(2, 0) at that point multiplied by the area of each grid cell. This or any other consistent method for assigning initial circulations has the property that the circulations are bounded as N oo for the startup configuration. Since circulations do not grow with this method, they remain bounded for the duration of the simulation, 0 < < T.
At any time, each vortex element can be thought to occupy a given area, Ai, not necessarily related to the core width. At = 0, this area might be used to assign initial circulations. As the flow evolves and elements spread and split, this area will move with the flow. Since the flow is incompressible, the Ai 'S will never grow in area though they may decrease or redistribute themselves due to refinement. Furthermore, since the flow derivatives are bounded, these regions will retain their shapes locally as N grows large and the areas grow proportionally smaller. Later, this will be used to justify converting sums to Riemann integrals. In studying the convergence of this method, a residual operator emerges,
Rto Otto + (l V)to-pV2to. However, a generic flow will not have the special property that flow deviations across the vorticity gradient will be zero, and so, will require corrections. Given that generic flows will require correction, core spreading corrected with adaptive spatial refinement will restrict the displacements over which velocity deviations can contribute to the residual. The extent to which refinement controls these deviations will reveal the dependence of the corrected method's accuracy on numerical parameters and Bounding R requires detailed analysis in many steps. First, equation (23) Since initially, no refinement has occurred, + G at time zero. If refinement did occur initially, any error would be incorporated into I forming a new initial error, assuming that one is using a convergent scheme for approximating the initial conditions which is at least Oq). While this convergence rate appears modest, it is stronger than previous results in many ways. Previous findings are limited to velocity fields at particle positions. Convergence of the vorticity field itself is substantially weaker, and again, is only measured at particle positions. The above analysis determines a rate of convergence which is applicable to the vorticity field itself in the far stronger uniform norm. Of course, this result can be extended to the velocity field without loss of accuracy. This result will be verified experimentally in 5. 4 . Efficiency and fusion. Since the computational complexity of a vortex method is O(N2), the feasibility of computing a flow to a prescribed accuracy hinges directly on the problem size, N. Clearly, two blobs sharing the same centroid and width can be merged into a single blob with no induced error in the vorticity field. "Vortex fusion" shall refer to the general process ofmerging many overlapping basis functions. The necessity ofadaptive spatial refinement, discussed earlier, does not imply the existence of a fusion process. Rather, they are two separate mechanisms for solving two separate problems: one corrects consistency error while the other reduces the problem size. This section presents the basic theorems describing the uniform estimate for the induced fusion error without proof, leaving the details of this analysis to 16] . From these results, one will see that it is not necessary to rigorously examine all possible subsets ofa configuration of vortex elements because the uniform estimate does not depend on the number of elements merged. Rather, it only depends on certain nondimensional parameters related to the separation and width of vortex elements in the simulation.
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There are two error control parameters for vortex fusion based on a direct comparison between each individual vortex in the original group and the fused vortex. To begin, the vortices to be fused are labeled from 1 to n, where n < N, and have distinct circulations, widths, and positions. (right) . The absolute pointwise error between these two fields is less than 0.06%, while the problem size has been diminished by a factor of almost 3. restricted to the compact set of parameter space described by R, bl, and b2. Thus, M =--M(R, bl, b2).
To find the value of M, it is not necessary to search the entire space [0, R] x [bl, b2] because further analysis reveals that these maximal values are only attained on two comers of this rectangle in parameter space. This is summarized in the second and final theorem describing these merger estimates. is achieved with parameter values of either (R, bl) or (R, b2). Furthermore, this absolute maximum is attained when is colinear with the origin and E i.
The consequence ofthese theorems is that any number ofsame-signed vortex elements can be fused together provided they have sufficiently similar core widths and are in close proximity to each other relative to their core sizes. Furthermore, values of M can be tabulated easily by evaluating the function in Theorem 4.2 at two points. Together, these two results describe a fusion algorithm that can reduce the problem size of a given simulation [16] . Figure 3 presents a demonstration of this reduction for a simulation of two merging patches of vorticity discussed more thoroughly in 5.2. analytic solution, and so can be used for a precise convergence study. Also, it can be argued that generic flows are composed of many simple vortex patches so that its performance in the simpler case can lend insight into its performance in more complicated settings. The second flow is more complicated but is also a good testing ground for a convergence study. As a second measurement of the method's performance, the results of CCSVM are analyzed to see whether or not they conserve certain integral invariants. Finally, one can directly compare CCSVM and RWVM by using them to solve the same problem on the same machine with the same total number of elements. As mentioned in 2.2, CCSVM and RWVM are equivalent in the limit as problem sizes grow infinitely large. However, this is never the case when solving a problem, so it is most meaningful to compare the two methods at moderate problem sizes. the origin. The numerical parameter is fixed at a reasonably small value of 0.25, and ot is allowed to vary. The vortex positions and widths were updated using forward Cauchy-Euler with a small enough time step so that no variations in element positions were observed at the resolution of our printer. The flow was simulated with T 1 and a large viscosity, v 0.1, so that both convective and diffusive effects would be important. (Indeed, during the course of this simulation, the width of the exact solution nearly doubles.) In Fig. 4 5.2. Two merging patches ofvorticity. The next example is that oftwo blobs ofthe same sign placed in close proximity to one anOther. In the inviscid case, this experiment has been very popular because elements from opposite blobs would intertwine. In the viscous case, the blobs diffuse together at the center of the interaction, but the dynamics are still interesting. Other features of interest are the "tails" which form on the outer rim of the structure after long periods of time. We will illustrate the same concepts as in the first example, for a more challenging problem without an analytical solution. Once again, the initial conditions are simple and the algorithm will allow the problem size to expand to meet consistency requirements. Initially, there are two blobs, each with ?, 5 and cr 0.2. In all simulations, the spatial accuracy is controlled by the parameter 0.2. (Elements larger than split.) The elements are placed along the x-axis with a separation of 1.6 , and the viscosity is 0.02. For T 2.5, each blob will undergo about one quarter of a rotation about the origin, as seen in Fig. 7 . As in the first example, the parameter c controls the relative accuracy of the method. This problem is more challenging because of the lower viscosity, greater flow deviations, and larger T. In Fig. 15 (left side only), it is clear that CCSVM naturally dedicates more elements where the vorticity is greatest. Since there is no analytic solution available, the uniform error is computed relative to the highest accuracy run at ot 0.9. Still, the theory predicts a linear convergence in (0.9) 2 c 2 to this reference field and this is observed in Fig. 8 Fig. 9 without adjusting the y-axis of the plot. Even so, the difference between the exact moment and the computed moment is due to the size of the time step used to advance the vortex positions rather than our method for reducing the Navier-Stokes equations to a finite system of ODEs. There is little difference between the various values of c. However, if the time step is reduced by a factor of 4, the second moments agree better even for the coarse value of ot 0.7 (see Fig. 10 ).
Though this flow is relatively simple, it provides an example of how fusion can drastically improve computational efficiency. A fusion scheme using the principles in 4 will reduce the problem size during the simulation. In Fig. 3 Fig. 12 . Using random walks when the problem size is low can result in very unphysical behavior. Even in larger simulations, regions of the tlow that are approximated by a low particle density would be strongly affected by statistical noise [21] . Though both methods suffer from time integration errors when measuring their second moment, the random walk method appears to suffer more. Though both methods are convergent, CCSVM converges while conservingthese important physical properties which are built into the algorithm. Figure 13 displays first and second moments for relatively large problems sizes.
The final comparison involves measuring the performance of both methods in terms of uniform error as a function of problem size. To eliminate any CCSVM bias, a random walk simulation using a large number of particles (N 5000) was run on a Convex C-120 minisupercomputer using a small step size (At 0.00125) and treated as an exact solution for comparison with other data sets. The results, shown in Fig. 14 Fig. 15. 6. Conclusion. This paper introduces and analyzes a new vortex method with many attractive properties. Since both spreading and adaptive spatial refinement are local processes, this method is well suited for vector and parallel computation. These theoretical findings are sufficient to assure application-oriented investigators that certain uniform convergence properties will be achieved. The introduction of the numerical parameter c overshadows the importance of for viscous computations once is chosen to resolve given flow features. Finally, the exponential growth in the problem size can be controlled by the fusion process Also, Condition A and Condition B can be applied to the convergence of other gridfree and gridded schemes. While these conditions were applied specifically to CCSVM, the general framework can be applied to any numerical method. Together, they form the basis for an alternative convergence theory.
While many investigators have methods for removing extraneous vortex elements from a simulation, fusion is a general, well-defined method for controlling the problem size. Maintaining efficient problem sizes during a vortex simulation is crucial because the natural action of viscosity is to increase the problem regardless of the method used. Furthermore, if one extends this work to bounded flows, vorticity will be shed from boundaries into the tlow to satisfy the no-slip condition, increasing the problem size even more. Fusion is a natural way to recombine redundant elements while conserving several moments. Even without viscosity, Hou, Lowengrub, and Shelley have demonstrated the importance of splitting vortex elements to prevent the method from losing accuracy in finite time. As mentioned earlier in 5, it may be possible to adapt refinement to inviscid flows by computing flow deviations.
