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Abstract
It has widely been recognized that submodular set functions and base polyhedra associated
with them play fundamental and important roles in combinatorial optimization problems. In the
present paper, we introduce a generalized concept of base polyhedron. We consider a class of
pointed convex polyhedra in RV whose edge vectors have supports of size at most 2. We call
such a convex polyhedron a polybasic polyhedron. The class of polybasic polyhedra includes
ordinary base polyhedra, submodular/supermodular polyhedra, generalized polymatroids, bisub-
modular polyhedra, polybasic zonotopes, boundary polyhedra of 6ows in generalized networks,
etc. We show that for a pointed polyhedron P ⊆ RV , the following three statements are equiv-
alent:
(1) P is a polybasic polyhedron.
(2) Each face of P with a normal vector of the full support V is obtained from a base
polyhedron by a re6ection and scalings along axes.
(3) The support function of P is a submodular function on each orthant of RV .
This reveals the geometric structure of polybasic polyhedra and its relation to submodularity.
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1. Introduction
It has widely been recognized that submodular set functions and base polyhedra
associated with them play fundamental and important roles in combinatorial optimiza-
tion problems. For example, the submodular 6ow problem, one of the most powerful
combinatorial optimization models, is described in terms of 6ow networks and base
polyhedra [6] (also see [8]).
In the present paper, we introduce a generalized concept of base polyhedron. We
consider a class of pointed convex polyhedra in RV whose edge vectors have supports
of size at most 2. We call such a convex polyhedron a polybasic polyhedron. As
will be shown in this paper, polybasic polyhedra are closely related to base polyhedra
associated with submodular set functions (see [8]). In fact, every base polyhedron is
a polybasic polyhedron and every polybasic polyhedron is obtained by gluing scaled
base polyhedra together.
In Section 2, we give some de=nitions and preliminaries together with some examples
of polybasic polyhedra. In Section 3, we show that for a pointed polyhedron P ⊆ RV
the following statements (1) and (2) are equivalent and, in Section 4, that the following
(1) and (3) are equivalent:
(1) P is a polybasic polyhedron.
(2) Each face of P with a normal vector of the full support V is obtained from a
base polyhedron by a re6ection and scalings along axes.
(3) The support function of P is a submodular function on each orthant of RV .
This reveals the geometric structure of polybasic polyhedra and its relation to submod-
ularity.
By means of polybasic polyhedra, instead of base polyhedra, we can get a combi-
natorial optimization model that generalizes both the submodular 6ow problem [6] and
the generalized network 6ow problem (cf. [1]), which will be discussed elsewhere.
2. Denitions and preliminaries
Let V be a =nite set and P be a pointed polyhedron in RV . For any extreme point x
of P denote by T (x) the tangent cone of P at x. Note that T (x)={y|y∈RV ; ∃¿ 0 :
x + y∈P}. We call an extreme vector of the tangent cone T (x) for some extreme
point x of P an edge vector of P. The support of a vector x in RV is de=ned by
supp(x) = {v | v∈V; x(v) = 0}. We also de=ne supp+(x) = {v | v∈V; x(v)¿ 0} and
supp−(x) = {v | v∈V; x(v)¡ 0}. If each edge vector x of P satis=es |supp(x)|6 2,
then we call such a polyhedron P a polybasic polyhedron (the meaning of this term
will be made clear later).
Let D ⊆ 2V be a distributive lattice, i.e., for any X; Y ∈D we have X ∪Y; X ∩Y ∈D.
Also let f :D→ R be a submodular function, i.e.,
f(X ) + f(Y )¿f(X ∪ Y ) + f(X ∩ Y ) (X; Y ∈D): (2.1)
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We assume ∅; V ∈D and f(∅) = 0. The base polyhedron B(f) associated with such a
submodular function f is de=ned by
B(f) = {x|x∈RV ; ∀X ∈D: x(X )6f(X ); x(V ) = f(V )}; (2.2)
where for any X ⊆ V we de=ne x(X ) =∑v∈X x(v) (see [8] for more details about
submodular functions). Note that B(f) is pointed if and only if D is simple, i.e., the
length of a maximal chain of D is equal to |V | ([8, Theorem 3.11]).
For each X ⊆ V , denote by X the characteristic vector of X in RV , i.e., X (v) = 1
(v∈X ) and X (v) = 0 (v∈V \ X ). For each u∈V , we also denote {u} by u.
The following theorem is well known in the theory of submodular functions (see
[8]).
Theorem 2.1. For the base polyhedron B(f) given by (2.2), let fˆ :RV → R∪ {+∞}
be the support function of B(f), i.e.,
fˆ(p) = sup{〈p; x〉 | x∈B(f)}; (2.3)
where 〈p; x〉=∑v∈V p(v)x(v). Then,
D= {X | X ⊆ V; fˆ(X )¡+∞}; (2.4)
fˆ(X ) = f(X ) (X ∈D): (2.5)
Base polyhedra are characterized by the following.
Theorem 2.2 (Tomizawa [13]). For any pointed polyhedron Q ⊆ RV , Q is a base
polyhedron if and only if each edge vector of Q is a multiple of one of u −
v (u; v∈V; u = v).
For any disjoint S; T ⊆ V with S ∪T =V , we call the ordered pair (S; T ) an orthant
of RV . For any polyhedron Q and any T ⊆ V , the re9ection of Q by T is de=ned by
Q : T = {y | x∈Q; y∈RV ; ∀v∈T : y(v) =−x(v);
∀v∈V \ T : y(v) = x(v)}: (2.6)
A hyperplane H : 〈p; x〉= d is called a supporting hyperplane of a polyhedron P if P
is included in the half space 〈p; x〉6d and P ∩ H is nonempty. We call F = P ∩ H
the face of P with a normal vector p.
3. Polybasic polyhedra
The face structure of polybasic polyhedra is revealed by the following theorem,
which shows the equivalence of statements (1) and (2) given in Section 1.
Theorem 3.1. Suppose that P ⊆ RV is a polybasic polyhedron. Let F be a nonempty
face of P with a normal vector p having the full support V . Then, there uniquely
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exists a base polyhedron B(f) associated with a submodular function f :D→ R such
that
F = {x|x∈RV ; y∈B(f); ∀v∈V : y(v) = p(v)x(v)}: (3.1)
Proof. De=ne
B= {y | y∈RV ; x∈F; ∀v∈V : y(v) = p(v)x(v)}: (3.2)
Then, since F lies on a hyperplane
∑
v∈V p(v)x(v) = d(=const:), the polyhedron B
lies on the hyperplane
y(V ) = d: (3.3)
Moreover, since P is a polybasic polyhedron, its face F is also a polybasic polyhedron.
It follows from (3.2) that B is also a polybasic polyhedron. This, together with (3.3),
implies that each edge vector of B is a multiple of one of u − v (u; v∈V; u = v).
Hence, B is a base polyhedron, due to Theorem 2.2.
From this theorem we have
Theorem 3.2. For a pointed polyhedron P ⊆ RV , P is a polybasic polyhedron if and
only if each face of P with a normal vector having the full support V is obtained
from a base polyhedron by a re9ection and scalings along axes.
Proof. The “if part” easily follows from Theorem 2.2. So, we show the “only if”
part. It follows from the proof of Theorem 3.1 that for each face F of a polybasic
polyhedron P ⊆ RV with a normal vector p having the full support V , there uniquely
exists a base polyhedron B(f) associated with a submodular function f :D→ R such
that
F = {x|x∈RV ; y∈B(f); ∀v∈V : y(v) = p(v)x(v)}: (3.4)
This means that F is obtained from the base polyhedron B(f) by means of the re6ec-
tion by T = {v|v∈V; p(v)¡ 0} and of scalings along axes by 1=|p(v)| (v∈V ).
Remark 3.1. It should be noted that if a vector x∈RV satis=es 〈p; x〉 = 0 for each
p∈RV of full support V , then we have |supp(x)| = 1. Hence, each edge of a (not
necessarily polybasic) polyhedron that does not have any normal vector of the full
support V has the edge vector of the form ±v (v∈V ). (Here, recall that an edge of
a polyhedron P is a one-dimentional face of P and that an edge vector of P is an
extreme vector of the tangent cone of P at an extreme point of P.)
Examples of polybasic polyhedra are given as follows.
Example 1 (Base polyhedra). From Theorem 2.2, each edge vector of a base polyhe-
dron is a multiple of one of u − v (u; v∈V; u = v).
Example 2 (Generalized polymatroids [7]). Each edge vector of a generalized polyma-
troid is a multiple of one of u − v (u; v∈V; u = v) and ±v (v∈V ).
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Fig. 1. A three-dimensional polybasic zonotope.
Example 3 (Bisubmodular polyhedra [2–5] [8, Section 3.5(b)]). Each edge vector of
a bisubmodular polyhedron is a multiple of one of ±u ± v (u; v∈V; u = v) and
±v (v∈V ).
Example 4. Extended submodular polyhedra [9]. A so-called extended submodular
polyhedron P is considered by Kashiwabara and Takabatake [9]. A pointed extended
submodular polyhedron is a polybasic polyhedron that is lower-hereditary, i.e., x6y∈P
implies x∈P. For each edge vector x with |supp(x)| = 2, we have |supp+(x)| =
|supp−(x)| = 1. The major concern of Kashiwabara and Takabatake [9] is to show
that the class of extended submodular polyhedra is characterized by a generalized ex-
change property.
Example 5. Polybasic zonotopes (see Fig. 1). Let D: V × A → R be a |V | × |A| real
matrix such that each column vector D(·; a) (a∈A) satis=es |supp(D(·; a))|6 2. For a
positive vector u∈RA, consider the polyhedron P(D; u) de=ned by
P(D; u) = {y|y = Dx; 06 x6 u}: (3.5)
Here, P(D; u) is a zonotope and is a polybasic polyhedron, as can be seen from (3.5).
Note that edge vectors of P(D; u) are given by ±D(·; a) for column vectors D(·; a)
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(a∈A) of D. P(D; u) can be regarded as the set of boundaries of 6ows in a bidirected
network determined by D and u.
If each column vector D(·; a) of D has exactly two nonzero components, one being
equal to 1 and the other to −(a) with (a)¿ 0, then D can be regarded as the
incidence matrix of a generalized network N with the vertex set V , the arc set A, and
a gain (a) and a capacity u(a) for each arc a∈A (see, e.g., [1, Chapter 15]). The
corresponding P(D; u) is the set of the boundaries Dx of all 6ows x in the generalized
network N such that 06 x6 u.
For a polybasic zonotope P(D; u) we can easily compute
h(p) = max{〈p; y〉|y∈P(D; u)} (3.6)
for each coeOcient vector p∈RV . We can also easily show that the support function
h is submodular on each orthant of RV .
4. Submodular functions associated with polybasic polyhedra
In this section, we show the equivalence between statements (1) and (3) given in
Section 1.
Let P ⊆ RV be a polybasic polyhedron and let h :RV → R ∪ {+∞} be the support
function of P, i.e.,
h(p) = sup{〈p; x〉|x∈P}: (4.1)
As is well known, the support function h is positively homogeneous and convex, and
hence h is subadditive, i.e., h(p) + h(q)¿ h(p + q). Note that the so-called LovPasz
extension of a submodular (set) function is the support function of the associated
submodular polyhedron (see [10] and also [8]). When p is a normal vector of P that
determines a face F , we simply say that p is a normal vector of F , in the following.
Based on Theorem 3.1, we have
Lemma 4.1. Let F be a face of a polybasic polyhedron P in RV with a positive
normal vector p∈RV . Then, for a su=ciently small  with 0¡6 1, there uniquely
exists a simple distributive lattice D ⊆ 2V with ∅; V ∈D such that F is the set of
vectors x satisfying
〈pX + (1− )p; x〉6 h(pX + (1− )p) (X ∈D); (4.2)
〈p; x〉= h(p); (4.3)
where pX is a vector in RV such that pX (v)=p(v) (v∈X ) and pX (v)=0 (v∈V \X ).
Moreover, h(pX + (1− )p) as a set function in X ∈D is submodular on D.
Proof. It follows from Theorem 3.1 that for a uniquely determined submodular set
function f :D→ R on a simple distributive lattice D with ∅; V ∈D the face F is the
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Fig. 2. An example of a face F given by (4.6) and (4.7) (represented by solid lines with shade) and its
normal vector p.
set of vectors x∈RV satisfying
〈pX ; x〉6f(X ) (X ∈D); (4.4)
〈p; x〉= f(V ): (4.5)
For any  with 0¡6 1, (4.4) and (4.5) are equivalently written as
〈pX + (1− )p; x〉6 f(X ) + (1− )f(V ) (X ∈D); (4.6)
〈p; x〉= f(V ) (4.7)
(see Fig. 2). Recall that P is a polyhedron. Because of the =niteness characteristic of
P, for a suOciently small ¿ 0 the equation obtained from (4.6) for each X ∈D is a
supporting hyperplane of P and we have from Theorem 2.1
h(pX + (1− )p) = f(X ) + (1− )f(V ): (4.8)
This completes the proof of the present lemma.
We also have
Lemma 4.2. Let  be a positive real such that Lemma 4.1 holds. Also, let C(F; p; )
be the cone generated by {pX + (1 − )p | X ∈D}. Then, for any q∈C(F; p; )
there uniquely exist a chain C of D:
C: (∅ =)S0 ⊂ S1 ⊂ · · · ⊂ Sk (4.9)
and positive reals !i ¿ 0 (i = 0; 1; : : : ; k) such that
q=
k∑
i=0
!i(pSi + (1− )p); (4.10)
20 S. Fujishige et al. / Discrete Mathematics 280 (2004) 13–27
and we have
h(q) =
k∑
i=0
!ih(pSi + (1− )p): (4.11)
Moreover, for any q1; q2 ∈C(F; p; ) we have
h(q1) + h(q2)¿ h(q1 ∨ q2) + h(q1 ∧ q2); (4.12)
where (q1 ∨ q2)(v) = max{q1(v); q2(v)} and (q1 ∧ q2)(v) = min{q1(v); q2(v)} for each
v∈V .
Proof. We can easily show (4.9)–(4.11) by the greedy algorithm for base polyhedra
(see [8]; this is essentially the same as the LovPasz extension of a submodular set
function [10]).
We show (4.12). Suppose that q1 and q2 are expressed as
q1 =
k1∑
i=0
!i(pSi + (1− )p); q2 =
k2∑
i=0
#i(pTi + (1− )p) (4.13)
for some chains of D
S0 ⊂ S1 ⊂ · · · ⊂ Sk1 ; T0 ⊂ T1 ⊂ · · · ⊂ Tk2 : (4.14)
Also, suppose without loss of generality that
k1∑
i=0
!i6
k2∑
i=0
#i;
k1∑
i=0
!i ¿
k2∑
i=0
#i(1− ): (4.15)
Note that if the latter inequality in (4.15) does not hold, we have q16 q2 and hence
(4.12) trivially holds.
Now, put
L1 =
k1∑
i=0
!i(1− ); L2 =
k2∑
i=0
#i(1− ) (4.16)
and let
%0¿%1¿ · · ·¿%k3+1 (4.17)
be the distinct values of
L1; L2;
k1∑
i=r
!i+ L1 (r = 0; 1; : : : ; k1);
k2∑
i=r
#i+ L2 (r = 0; 1; : : : ; k2): (4.18)
Suppose that %t+1 = L2 and %s =
∑k1
i=0 !i+ L1, where s6 t from (4.15). De=ne
)i = (%i − %i+1)= (¿ 0) (i = 0; 1; : : : ; k3); (4.19)
S ′i = supp(q1 − (q1 ∧ %i+1p)) (i = s; s+ 1; : : : ; k3); (4.20)
T ′i = supp(q2 − (q2 ∧ %i+1p)) (i = 0; 1; : : : ; t): (4.21)
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Then q1 and q2 are rewritten as
q1 =
k3∑
i=s
)i(pS
′
i + (1− )p); (4.22)
q2 =
t∑
i=0
)i(pT
′
i + (1− )p); (4.23)
where note that the two monotone nondecreasing sequences of subsets of V
(S0=)S ′s ⊆ S ′s+1 ⊆ · · · ⊆ S ′k3 (=Sk1 ); (4.24)
(T0=)T ′0 ⊆ T ′1 ⊆ · · · ⊆ T ′t (=Tk2 ) (4.25)
are obtained from those in (4.14) by possibly repeating some elements in (4.14). It
follows from (4.19)–(4.23) that
h(q1) + h(q2)
=
k3∑
i=s
)ih(pS
′
i + (1− )p) +
t∑
i=0
)ih(pT
′
i + (1− )p)
=
k3∑
i=t+1
)ih(pS
′
i + (1− )p) +
s−1∑
i=0
)ih(pT
′
i + (1− )p)
+
t∑
i=s
)i{h(pS′i + (1− )p) + h(pT ′i + (1− )p)}
¿
k3∑
i=t+1
)ih(pS
′
i + (1− )p) +
s−1∑
i=0
)ih(pT
′
i + (1− )p)
+
t∑
i=s
)i{h(pS′i ∪T ′i + (1− )p) + h(pS′i ∩T ′i + (1− )p)}
=
s−1∑
i=0
)ih(pT
′
i + (1− )p) +
t∑
i=s
)ih(pS
′
i ∪T ′i + (1− )p)
+
t∑
i=s
)ih(pS
′
i ∩T ′i + (1− )p) +
k3∑
i=t+1
)ih(pS
′
i + (1− )p)
=h(q1 ∨ q2) + h(q1 ∧ q2): (4.26)
This completes the proof of the lemma.
For any orthant (S; T ) de=ne
R(S;T ) = {q|q∈RV ; supp+(q) ⊆ S; supp−(q) ⊆ T}: (4.27)
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Also, for any q1; q2 ∈R(S;T ) de=ne
(q1 ∨(S;T ) q2)(v) =
{
max{q1(v); q2(v)} (v∈ S)
min{q1(v); q2(v)} (v∈T );
(4.28)
(q1 ∧(S;T ) q2)(v) =
{
min{q1(v); q2(v)} (v∈ S)
max{q1(v); q2(v)} (v∈T ):
(4.29)
Lemma 4.3. For any orthant (S; T ) and any q1; q2 ∈R(S;T ), if h(q1); h(q2)¡+∞, then
h(q1 ∨(S;T ) q2); h(q1 ∧(S;T ) q2)¡+∞.
Proof. We consider the positive orthant (V; ∅). Suppose to the contrary that h(q1);
h(q2)¡+∞ and h(q1 ∨ q2) = +∞. Then, there exists a facet F of P such that
sup{〈q1 ∨ q2; x〉|x∈F}=+∞: (4.30)
On the other hand, from the assumption
sup{〈q1; x〉|x∈F}¡+∞; sup{〈q2; x〉|x∈F}¡+∞: (4.31)
Since F is obtained from a base polyhedron by scalings, and the present lemma for
(S; T ) = (V; ∅) holds for a base polyhedron (see [10,12]) (4.30) contradicts (4.31).
Hence, h(q1 ∨ q2)¡+∞. Similarly, we have h(q1 ∧ q2)¡+∞.
From Lemmas 4.2 and 4.3 we can show the following. Denote by Fp the face of P
having a normal vector p.
Theorem 4.4. For any orthant (S; T ) and any q1; q2 ∈R(S;T ) there holds
h(q1) + h(q2)¿ h(q1 ∨(S;T ) q2) + h(q1 ∧(S;T ) q2): (4.32)
Proof. It suOces to consider the positive orthant (V; ∅). We can suppose that h(p)¡+
∞ for some positive vector p∈RV . Consider any positive vector q∈R(V;∅), any
positive reals *1; *2¿ 0, and any distinct u1; u2 ∈V such that h(q + *1u1 ), h(q +
*2u2 )¡+∞. Then, there exist (suOciently small) positive numbers +1; +2¿ 0 such
that *i=Ni+i (i=1; 2) for some positive integers Ni (i=1; 2) and that for each ji with
06 ji ¡Ni (i = 1; 2), putting
q0 = q+ j1+1u1 + j2+2u2 ; (4.33)
q1 = q+ (j1 + 1)+1u1 + j2+2u2 ; (4.34)
q2 = q+ j1+1u1 + (j2 + 1)+2u2 ; (4.35)
q3 = q+ (j1 + 1)+1u1 + (j2 + 1)+2u2 ; (4.36)
either (i) we have Fq0 = Fq1 = Fq2 = Fq3 or (ii) for a unique minimal face F
∗ that
contains Fqi (i=0; 1; 2; 3), we have qi ∈C(F∗; pF∗ ; pF∗ ) (i=0; 1; 2; 3) for an appropriate
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positive normal vector pF∗ of F∗ belonging to the convex hull of {qi|i=0; 1; 2; 3} and
for a positive real pF∗ ¿ 0. Here, note that due to Lemma 4.3 and the convexity of
h the values of h for all the vectors given by (4.33)–(4.36) are =nite. In Case (i),
h(q1) + h(q2) = h(q3) + h(q0) (4.37)
and in Case (ii),
h(q1) + h(q2)¿ h(q3) + h(q0) (4.38)
due to Lemma 4.2, where note that q1 ∨ q2 = q3 and q1 ∧ q2 = q0. From (4.37) and
(4.38) for 06 ji ¡Ni (i = 1; 2) we get
h(q+ *1u1 ) + h(q+ *2u2 )¿ h(q+ *1u1 + *2u2 ) + h(q): (4.39)
This implies the submodularity inequality (4.32) with (S; T ) = (V; ∅) for any positive
vectors q1; q2 ∈R(V;∅). Hence, (4.32) with (S; T ) = (V; ∅) holds for any nonnegative
vectors q1; q2 ∈R(V;∅) since h is a closed convex function.
For a function g :RV → R ∪ {+∞} de=ne dom(g) = {x|x∈RV ; g(x)¡ + ∞},
which is called the eQective domain of g. Also, for any orthant (S; T ), if g satis=es
the following condition:
(∗) For any q1; q2 ∈R(S;T ),
g(q1) + g(q2)¿ g(q1 ∨(S;T ) q2) + g(q1 ∧(S;T ) q2); (4.40)
then we say that g is submodular on the orthant (S; T ) of RV .
Lemma 4.5. Let P ⊆ RV be a pointed polyhedron and h :RV → R ∪ {+∞} be the
support function of P. Suppose that h is submodular on the positive orthant (V; ∅) of
RV . Also, let F be a face of P with a positive normal vector p and de>ne
D= {X | X ⊆ V; h(pX + (1− )p)¡+∞}; (4.41)
where  is a su=ciently small positive real so that pX + (1− )p for any X ∈D is
a normal vector of a face of F (of P). Then, D is a simple distributive lattice with
∅; V ∈D.
Proof. It easily follows from the submodularity of h on orthant (V; ∅) that X; Y ∈D
implies X ∪ Y; X ∩ Y ∈D. Hence D is a distributive lattice and we easily see that
∅; V ∈D. So, let us show that D is simple.
Suppose to the contrary that D is not simple. Let u; v∈V be a pair of distinct
elements of V such that for any X ∈D we have |X ∩ {u; v}| = 1. Then, we claim that
for any x∈F and any *¿ 0
x + *((1=p(u))u − (1=p(v))v)∈F: (4.42)
For, otherwise there exists *∗ =max{*¿ 0 | x+ *((1=p(u))u − (1=p(v))v)∈F} for
some x∈F , and let q be a positive normal vector of the unique minimal face of P
that contains x + *∗((1=p(u))u − (1=p(v))v). We can choose such a q satisfying
q(u)=p(u)¿q(v)=p(v); h(q)¡+∞: (4.43)
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Let 0¡1¡ · · ·¡l be the distinct values of q(w)=p(w) (w∈V ) and suppose that
k = q(u)=p(u) and k−1 = q(z)=p(z) for some z ∈V . Note that from (4.43) q(z)=p(z)
¿ q(v)=p(v). De=ning Z = {w|w∈V; k6 q(w)=p(w)}, since q; kp; k−1p∈ dom(h),
we have
(q ∧ kp) ∨ k−1p= (k − k−1)pZ + k−1p∈ dom(h): (4.44)
Since we can choose q close enough to p so that (1 − )k6 k−1 and hence (k −
k−1)pZ + k−1p = !(pZ + (1 − )p) + +p for some !¿ 0 and +¿ 0, it follows
from (4.44) that Z ∈D. From the de=nition of Z we have u∈Z and v ∈ Z , which
contradicts the assumption on u; v. Hence, this completes the proof of the claim (4.42).
Now, because of the symmetry in u; v in the claim of (4.42) we see that F contains
an aOne space of dimension greater than or equal to one. Hence, F is not pointed.
This contradicts the pointedness of P.
Lemma 4.6. Under the same assumption as in Lemma 4.5, for any nonempty face
F ′ of F there exists a normal vector q of F ′ that is close enough to p so that
q∈C(F; p; ).
Proof. By the same argument as in the proof of Lemma 4.5 from (4.42)–(4.44) q can
be expressed as
q=
l∑
i=1
(i − i−1)pZi + 0p; (4.45)
where Zi ∈D for i=1; 2; : : : ; l. We can choose q close enough to p so that (1−)l6 0.
Then it follows from (4.45) that q∈C(F; p; ).
Lemma 4.7. Under the same assumption as in Lemma 4.5, let F be a face of P with
a positive normal vector p. Then, for a su=ciently small positive real ¿ 0, the face
F is expressed by
〈pX + (1− )p; x〉6 h(pX + (1− )p) (X ∈D); (4.46)
〈p; x〉= h(p); (4.47)
where D={X |X ⊆ V; h(pX +(1−)p)¡+∞} is a simple distributive lattice with
∅; V ∈D, due to Lemma 4.5.
Proof. It follows from Lemma 4.6 that for any nonempty face F ′ of F there exists
a normal vector q of F ′ that is close enough to p so that q∈C(F; p; ). For such a
normal vector q there uniquely exist a chain C of D:
C: S0 ⊂ S1 ⊂ · · · ⊂ Sk (4.48)
and positive reals !i ¿ 0 (i = 0; 1; : : : ; k) such that
q=
k∑
i=0
!i(pSi + (1− )p): (4.49)
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Note that the support function h of P is positively homogeneous and convex, and hence
subadditive. It follows from (4.48), (4.49), and the submodularity assumption on h that
h
(
k∑
i=0
!i(pSi + (1− )p)
)
+
(
k∑
i=0
!i
)
h(p)
¿ h
(
k−1∑
i=0
!i(pSi + (1− )p) + !kp
)
+ h(!k(pSk + (1− )p) + (1− )
(
k−1∑
i=0
!i
)
p)
+ 
(
k−1∑
i=0
!i
)
h(p)
=h
(
k−1∑
i=0
!i(pSi + (1− )p)
)
+
(
k∑
i=0
!i
)
h(p)
+ h(!k(pSk + (1− )p))
¿ h
(
k−2∑
i=0
!i(pSi + (1− )p)
)
+
(
k∑
i=0
!i
)
h(p)
+
k∑
i=k−1
h(!i(pSi + (1− )p))
¿
...
¿ h(!0(pS0 + (1− )p)) +
(
k∑
i=0
!i
)
h(p)
+
k∑
i=1
h(!i(pSi + (1− )p))
=
k∑
i=0
h(!i(pSi + (1− )p)) +
(
k∑
i=0
!i
)
h(p); (4.50)
where note that h(q′+!p)=h(q′)+!h(p) for any q′ ∈C(F; p; ) due to (4.47) (recall
that we choose  suOciently small). From this we have
h(q)¿
k∑
i=0
!ih(pSi + (1− )p): (4.51)
(In fact, this holds with equality, due to the homogeneity and convexity of h.)
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It follows that (4.46) and (4.47) imply the following inequality.
〈q; x〉6 h(q): (4.52)
Hence, F is expressed by (4.46) and (4.47).
The following theorem gives another characterization of polybasic polyhedra in terms
of submodularity.
Theorem 4.8. Let P ⊆ RV be a pointed polyhedron and h: RV → R ∪ {+∞} be
the support function of P. Then, P is a polybasic polyhedron if and only if h is
submodular on each orthant of RV .
Proof. The “only if” part: This follows from Theorem 4.4.
The “if” part: We show that each edge vector of P has the support of size at most
2. Let F be an edge of P and z ∈RV be an associated edge vector of F . Suppose
|supp(z)|¿ 2 and let p be a normal vector of F in P. Then, we can perturb p to get a
new normal vector p′ of F with supp+(p) ⊆ supp+(p′), supp−(p) ⊆ supp−(p′), and
supp(p′)=V . So, we assume that F has a normal vector p with supp(p)=V . Suppose
without loss of generality that p is a positive vector. Then, we see from Lemma 4.7
that for a suOciently small positive real ¿ 0 the edge F is expressed by
〈pX + (1− )p; x〉6 h(pX + (1− )p) (X ∈D); (4.53)
〈p; x〉= h(p); (4.54)
where D= {X |X ⊆ V; h(pX +(1− )p)¡+∞} is a simple distributive lattice with
∅; V ∈D. Hence, F is obtained from a base polyhedron by scalings along axes, and
we thus have |supp(z)|= 2.
Remark 4.1. It should be noted that the class of polybasic polyhedra in RV is closed
with respect to the following operations:
(1) taking the Minkowski sum (or the vector sum) of two polybasic polyhedra,
(2) taking the intersection of a polybasic polyhedron P and a box B = {x | x∈RV ;
a6 x6 b} with P ∩ B = ∅, where a∈ (R ∪ {−∞})V and b∈ (R ∪ {+∞})V .
Note that the nonempty intersection of a base polyhedron and a box is again a base
polyhedron and that of a submodular polyhedron and a bounded box is a translation
of a polymatroid polytope (see [8]).
Remark 4.2. There is some similarity between the class of polybasic polyhedra and
that of M -convex functions considered by Murota [11,12]. For each face F , which
is not parallel to the axis of the function values, of the epigraph of an M -convex
function from RV to R, F is a projection, along the axis of the function values, of
a base polyhedron in RV . Here each such face is related to a base polyhedron by a
projection while each face of a polybasic polyhedron is related to a base polyhedron
by scalings and a re6ection.
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