We show how to obtain arbitrary tilings of the time-frequency plane using local orthogonal bases. These bases were recently constructed as a generalization of the cosine-modulated filter hmks in discrete time, and local sine and cosine bases in continuous time. Due to the fact that they use a single prototype window, these bases also lead to time-varying tilings. Moreover, they have a fast implementation algorithm, and allow for multidimensional irreducible basis functions. As an example, we show how to design a criticalband system for use in audio coding.
Introduction
One of the main goals of signal analysis in recent years has been to develop ixed signal representations in terms of some elementary blocks well localized in time and frequency, where these blocks are known as time-frequency atoms [l] . Each one of these blocks would reside mostly in a well-defined area (usually a rectangle) in the time-frequency plane. Currently, two classes of time-frequency atoms are in use, corresponding to two types of analyses that Ville proposed: The first, wavelet packets [a] , splits the signal first into frequency bands and then in time slices, while the second one, local cosine bases [3, 41, does the opposite, that is, it slices first in time and then in frequency. Our approach in this work will produce a mixture of these two classes leading to more general tilings.
In discrete time, local cosine bases (also called cosine modulated filter banks, modulated lapped transforms, or, MDCT), have been in use for some time [5, 61. Due to a few of their properties, they have become quite popular; For example, all filters (basis functions) of a filter bank are obtained by appropriate modulation of a single prototype filter. Then, fast algorithms exist, making them very attractive for implementation. Finally, they have been used recently to achieve time-varying splittings of the time-frequency plane [7] . Their continuous counterpart is termed "Malvar's wavelets" [1] . Local cosine bases have been used extensively in audio coding [8] . They have also found use in image coding, due to the reduction of blocking effects [9] when compared t o the DCT. Some video works contain local cosine bases as well [lo] . Recently, local cosine bases were generalized into multiple dimensions as well as into local bases with noncosine modulating functions. The resulting bases are called local orthogonal bases [ll, 121. Here, we show how one can construct time-frequency atoms leading to fairly arbitrary tilings of the time-frequency plane using these local bases. It is also possible to obtain time-varying tilings, since the transitions between various tilings depend only on the windows used.
Summary of Local Orthogonal Bases
In [11] a general theory for the construction of local orthogonal bases was presented.
We have a set X and a vector space V X of functions defined on X a,nd we want to find a basis b;,j, i , j = 1 , 2 , , . . , such that each function bi>j has finite support B;. Such a goal is achieved by decomposing V x as a direct sum of vector spaces with support B;. In order to obtain the vector space relative to B;, each B; is partitioned into a disjoint union of opportune Ci,j and the vector space on B; is defined as the direct sum of some suitable vector spaces with support Ci,j.
With each C;,j is associated a group r of involutions of Ci,j, that is, a group of invertible functions mapping Ci,j in itself such that u ( u ( z ) ) = z, for each z E C;,j. Each involution U E I' acts on the functions defined on C2,j as f u ( x ) = f ( u ( z ) ) and to each involution U we associate a weight
The vector space with support Ci,j is defined as the vector space of functions f that can be written as f = wS, where w is a suitable "window function" with support C;,j and S is a function with support C,,j such that, for each U E I', The conditions that group r, weights .(U) and window w must satisfy in order to obtain an orthogonal decomposition of V x are given in [ll] . It is worth remembering that the window w must satisfy the condition of power-complementarity [ll] :
CUEr w 2 ( u ( z ) ) = 1 and that the projection from V x to the space associated with Ci,j is P ( r , s, w)f = CUEr s ( u ) w w U f~. In [11] it was demonstrated that a discrete-time local orthogonal basis could be expressed as
where H is the basis matrix (in discrete time it contains the impulse responses of all of the filters), W is a diagonal matrix containing the values of the window on the diagonal, K contains the symmetries imposed on the basis functions, and G is a unitary matrix containing the starting basis. In [ll] , we gave a fast algorithm to obtain such a basis. Finally, in [12] , it was demonstrated how to design the window function.
Construction of Arbitrary Tilings
Our goal is to construct a basis such that its basis functions are localized in a certain area of the time-frequency plane. For simplicity and due to practical importance, consider the one-dimensional discrete-time case (the same analysis could be performed in continuous time as well as in multiple dimensions).
In order to express localization in frequency, let us write the Fourier Transform of the signal h where W ( w ) is a column vector containing functions exp(jwn) organized in a way compatible with the ordering of the samples of h. Note that we will use the transpose sign to denote transposition and conjugation when the vector is complex.
The power of H at a given frequency w ran be expressed as
and, we will want to minimize its power in a certain area AF, that is,
The integral in (4) depends on the filter support (via the definition of functions in W ) and on the frequency area, both design specifications, but not on vector h.
Therefore, cost function (4) is of quadratic type and can be expressed as
where C F is the matrix having the integral entries as in (4) .
replace the integral in (4) with A slightly more general form of (4) can sometimes be useful. More precisely, where the integral is extended to the whole frequency space and p(w) is a weight function. Note that the integral in (4) can be written as in (6) with p(w) = X A , .
Since the frequency power distribution is symmetric with respect to the origin, it is a reasonable assumption that p(w) is symmetric as well. So far we saw that frequency localization can be expressed as a quadratic function of vector h. Of course, the same reasonings can be repeated for time localization. For example, we could ask for good time localization of vector hl between 0 and 4. This can be expressed as the minimization of the power between 5 and 8 where 1 4 and 04 are, the identity and the 4 x 4 null matrices respectively.
In general, we could express time localization in a way similar to (4), as
where p is a weight function whose meaning is similar to p in (6) . Then, (7) becomes
with CT a diagonal matrix formed with the values of p.
the two cost functions (4) and (9) to obtain
If we want to perform joint time-frequency localization optimization we can sum
hT(CF + C T ) h = h T C h
that is still a quadratic cost function.
(temporal and frequency) can be weighted in different ways.
cost function represented by its matrix C;. Summarizing, our cost function is It is worth observing tha.t, the two costs This reasoning can be repeated to obtain, for each basis vector, a corresponding
where Ci is the "total" cost matrix, accounting for frequency and temporal localizations, each one with its own weight.
Function (11) 
with u k a vector having the first IC-1 components equal to zero such that ( I u k l l = 1.
It is worth noting that matrices VG and DH have no effect on the value of (12) because they simply correspond to a change of sign for some vector hi; therefore, one can assume DG = DH = I .
Closed-Form Solution
This method, although completely general, is feasible only for small vector spaces and maybe with the help of a program capable of doing computation with polynomials. The idea is to use decomposition (14) . By observing (15) it is clear that the entries of each matrix P k in (14) can be written as polynomials of degree two in the nonzero components of uk. Therefore, U , being a product of polynomial matrices, is a polynomial matrix and cost function (12) can be expressed as a polynomial of the free parameters. Bearing this in mind, our problem becomes that of finding the minimum value assumed by a given polynomial on a multidimensional interval and it can be solved by classical analytical methods. Such a polynomial will have N ( N -l ) / 2 free variables and its degree will be 4 ( N -1). For example, if N = 10 we have a polynomial of degree 36 with 45 variables. The gradient of such a polynomial is a vector having as components 45 polynomials of degree 35. Because of this, the closed-form solution is feasible only for small values of N . The fact that we can look at U as a polynomial matrix, however, can have theoretical relevance since it gives us strong information about the structure of (12).
Iterative solution
If a closed-form solution is not feasible one can always exploit decompositions (13) and (14) to minimize (12) by using a program for unconstrained optimization. This solution is applicable to problems that are too big for the closed-form approach.
It is worth remembering that the number of free variables is always N ( N -1)/2, that is, quadratic with the problem size. This means that if N = 100 we have a problem with almost 5,000 variables.
A Simpler Solution
A simpler, even if suboptimal, approach that works also for bigger problems is to minimize each term of (12) separately, which in turn is obtained by finding the maximum eigenvalue of the matrix C i and its corresponding eigenvector.
The resulting set of vectors is not granted to be an orthonormal basis, but can be orthogonalized. An interesting way to do so is to write the vectors obtained from the minimization of each term of (12) as the columns of a matrix A and decompose it, with the singular values decomposition, as A = O S Q where 0 and Q are orthogonal matrices and S is a diagonal matrix. The columns of OQ are orthogonal to one another and enjoy the property that they are the orthonormal basis having the minimum distance from the original set of vectors. However, this procedure does not guarantee that the result will be optimum. Note, though, that it is reasonable to suppose that if the given tiles are disjoint, the vectors obtained in the first step should be nearly orthogonal. Indeed, in all the examples we tried, the two solutions, optimum and orthogonal, are usually very close to one another. Note that such a distance can be estimated from the singular values of A . 5 
Critical-Band Basis for Audio Coding
The problem we want to attack now is complex and will be governed by the needs of an audio coder. In [13], Johnston lists a few of the interactions between the human auditory system and the filter banks that need to be used, among them: time-domain effects such as pre-echo and stereo imaging effects, frequency-domain artifacts such as unmasked aliasing and large overcoding requirements due to the filter bank bandwidth and coding gain problems, such as lack of sufficient coding gain as well as loss of coding gain due to pre-echo or nonstationarity issues. Many of these issues have been addressed in current filter banks designs. However, many are still left open, and we will try to address a few of them. "The primary need in audio coding is the ability to flexibly change the time-frequency tiling of the filter banks, in a way dictated by the joint understanding of the signal and the human auditory system, so that a joint minimum in bit rate can be reached for each kind of audio signal ... The key in such a filter bank is the flexibility of time and frequency tiling, in the sense that frequency portions of the signal that are highly varying may require a time resolution matching that of the critical band, and portions that are highly stationary may require very, very high frequency resolution, both in the same frame of the coded signal" [13] . Johnston further states that a filter bank that switches between the critical-band and the high-resolution states has to have a certain signal and frequency meaning. Thus, an allpass filter bank would not do the job. Moreover, an orthonormal filter bank is highly desirable. Finally, the resulting filter bank has to be of sufficiently low complexity so that it can be implemented.
Our technique lends itself well to the above requirements. First, since our scheme is window based, it is easy to switch from the uniform mode to a critical-band mode transition filter bank will keep its frequency meaning. Due to the fact that our approach is based upon (1) and if we design G so that it has a fast algorithm for implementation, the resulting filter bank will not be overly complex. In the rest of this section we will describe a way in which we designed a critical-band filter bank (the uniform filter bank is the local cosine basis filter bank, or, the MDCT).
Reducing Complexity by Using Translations
We want to design a critical-band filter bank that will follow (or precede) a 1024 uniform bank. Therefore, the size of our basis is N = 1024. This means that we (since these transitions depend only on the window). This further implies that the will have 1024 basis functions tiling our given space in the time-frequency plane. Such a problem is inherently big and even the approximate method would require too much computational time. Thus, we use the eigenvalue approach described in the previous section. Figure 1 shows the time-frequency tiling used in this case. We have 25 frequency bands. Intuitively, it is clear that each filter in the same frequency band has to be some kind of a translation of the first one. Thus, in order to reduce the computational complexity of the corresponding filter bank, the filters corresponding to the same frequency band are constrained to be circular translation one another.
Therefore, as a first step, we can impose that these filters be obtained by linear transformations of the first filter, that is, for band 8, for example, hi, = L;,hs, where L;, is a linear transformation describing some kind of a translation. This can be used in (12) to obtain a simpler form. Indeed, by rewriting (12) one obtains By repeating this process, cost function (12) can be rewritten as a function of the "primitive" vectors (25 in our case), leading to a simpler problem Care has to be exercised when imposing linear dependencies because too difficult a problem can result. For example, in the case of circular translations discontinuities appear (see [14] for more details). Because of the requirement on frequency localization, the cost function is high when the impulse response is smooth. Since these filters belong to a local orthogonal bank given by (l), the vectors obtained by the minimization of (12) are extended by symmetry and modulated with a window. Since at the right symmetry point the function is extended by anti-symmetry, the requirement on the final basis function to be smooth implies the requirement on the original vector to be almost zero in the vicinity of such a point. However, if this is true, when the filter is translated we obtain a discontinuity. By the same token, if the circular translation is smooth we have a discontinuity in the first filter. Therefore, the optimization procedure has to accommodate two incompatible constraints, introducing the discontinuities as mentioned before.
A possible solution to this problem is to search for some kind of "pseudotranslations" with the following requirements: they are approximate translations, they are periodic and they do not introduce discontinuities as we mentioned before.
A way of constructing these "pseudo-translations" is described in [14] . It is based on the fact that we are using local bases for our construction, that is, the final basis function is always obtained by extending by symmetry and windowing the starting basis function. Due to this, the continuity of the final basis function descends from the continuity of the starting basis function and from it being zero at the right symmetry point. Therefore, we will ask for our basis functions to be 0 at that point. Then, by looking at the translation operator expressed as a matrix, we conclude that we have to "truncate" the matrix, so that we obtain a diagonal block mat,rix. 
Other Design Considerations
For the highest-frequency filters time localization was far more important than frequency response. In order to achieve good time localization we weighted differently the frequency and the time error (time error was given a weight of 25, as opposed to 1 for the frequency error). The first problem is related to pre-echo effects due to the filter symmetry. For example, if the original vector has one burst, by translating it, filters obtain a second burst, "reflection" of the original one. The second burst is particularly annoying in audio coding because it gives rise to pre-echo artifacts, since the listener perceives a copy of the signal before its due time. Unfortunately, such a fact cannot be avoided by choosing the basis because it depends on the symmetries imposed on the filter (theoretically necessary in order to achieve the orthogonality) and on the window shape. Because of this, in order to solve the pre-echo problem, we had to choose a sharper window.
The second problem is that the vectors obtained are not necessarily orthogonal; indeed, because of the strong requirements imposed, they are nonorthogonal. Moreover, even if weighting the cost function allowed us to obtain filters better localized in time, such localization was not enough for audio applications. In order to overcome the orthogonality problem, the basis has been orthogonalized via the singular value decomposition that gives us the orthonormal basis having a minimum distance from the original one. In order to improve time localization, the resulting vectors have been forced to zero outside the desired interval in order to obtain a filter having the desired support. The result of such an operation can be seen in Figure 2 , where all of the 25 filters are displayed in a 5 x 5 matrix. It is worth observing that they are exactly zero outside the desired intervals. To solve the problem of pre-echo, a very sharp window was used. The filters were then orthogonalized and truncated to allow for the desired time localization.
