We focus on the morphochemical reaction-diffusion model introduced in [13] and carry out a nonlinear bifurcation analysis with the aim to characterize the shape and the amplitude of the patterns close to the marginal stability of the physically relevant equilibrium. We perform a weakly nonlinear multiple scales analysis for both the 1D and 2D spatial case, deriving the equations for the amplitude of the stationary patterns. The analysis of such amplitude equations reveals a large number of interesting phenomena for the system as stable supercritical and subcritical Turing patterns and an hysteretic-type phenomenology due to multiple branches of stable solutions arising in the subcritical case. Moreover, in case of large domains, we show that the pattern forms sequentially and that traveling wavefronts are the precursors to patterning.
Introduction and the model
Alloy electrodeposition can actually be regarded as a very fertile ground in which theoretical predictions and experimental verifications can fruitfully confront each other and drive themselves. A notable experimental circumstance in alloy electrodeposition processes is the occurrence of heterogeneity in the composition of the electrodeposit, resulting in the formation of spatial morphological structures on the surface of the cathode.
The fact, intuitively rather surprising, that experimental patterns in electrodeposition can have a structure very similar to that of patterns found in completely different contexts, confirms the still intriguing -although fairly history long -hypothesis that these morphological structures could be explained within the theoretical framework of reaction-diffusion modeling. In fact, since the pioneering work of Alan Turing [59] , reaction-diffusion systems have been widely used to describe the mechanisms by which the breakdown of homogeneity and self-organization drive to the emergence of new coherent structures in the most varied applied contexts [18, 17, 20, 24, 36, 49, 47] .
At this regard, electrochemistry can offer a very nice example of fruitful and stimulating research. About forty years after the Turing's paper, experimental chemical Turing patterns were first observed by De Kepper's group in a chlorite-iodide-malonic acid (CIMA) reaction [15] and then confirmed in a more robust version of this system, the chlorine-dioxine-iodide-malonic acid (CDIMA) reaction Email addresses:
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At the same time, several efforts were made to mathematically model electrochemical pattern formation through variants of the activator-inhibitor mechanism even if special attention was given to electrocatalysis [38] rather than electrodeposition. In this latter context, pattern formation has been detected in a series of experiments regarding Ag alloys [22, 41] , Co-In [39] , Ni-P-W-Bi [13] , and has been mathematically described within the reaction-diffusion modeling approach by considering the concentrations of the reactive species as state variables for the electrodeposition models [40, 53] .
In a series of recent works [9, 11, 10, 8] , a specific reaction-diffusion model has been proposed to account for the formation of morphological patterns emerged in electrodeposition. The main novelty, compared to other modeling-oriented studies in the same context, has been to consider as variables the morphology (surface profile) and the surface chemistry coupled by suitable nonlinear electrokinetics reaction terms.
More recently, in [13] , the morphochemical model has been further improved by considering kinetic source terms that -while remaining fully compatible with the classical theories of electrokinetic -have been simplified in their mathematical formulation leading to a model more flexible from a physical point of view and more manageable for the mathematical investigations.
In adimensional form such new model reads as: take into account of the generation and the loss of the relevant material at the cathode. Here η ∈ R is the adimensional morphological variable which measures the displacement from the average plane of the deposit and 0 ≤ ϑ ≤ 1 is the surface coverage with the adsorbate. The source term f includes (i) the charge-transfer rate at sites free from adsorbates through the term A 1 (1 − ϑ)η; (ii) mass-transport limitations to the electrodeposition process through the term A 2 η 3 ; (iii) the effect of adsorbates on the electrodeposition rate by the term −B(ϑ − α). Moreover the source term g features adsorption (parameter C) and desorption (parameter D) terms including both chemical and electrochemical contributions. We refer to [13] for full details. All the involved constants are meant as real positive or equal to zero, with 0 < α ≤ 1 and 0 < γ ≤ 1. We restrict our mathematical discussion to the manifold
and assume k 3 < k 2 so that the effect of electrochemistry on desorption is weaker than on adsorption. We also require (1.1)-(1.2) to be equipped with the following initial conditions:
η(x, y, 0) = η 0 (x, y), ϑ(x, y, 0) = ϑ 0 (x, y),
where L x and L y are characteristic lengths of the electrode. As in the laboratory experiments the observed patterns were self-organized, we shall use the homogeneous Neumann boundary conditions which impose the weakest constraint on pattern formation. By imposing condition (1.3), system (1.1)-(1.2) admits P e = (η e , ϑ e ) = (0, α) as a homogeneous equilibrium. Investigations on the mechanisms by which P e can loose its stability are particularly notable from the physico-chemical point of view since, being characterized by η e = 0, the spatially uniform steady state P e corresponds to a flat electrode surface from which corrugation and outgrowth morphologies can develop.
The morphochemical system (1.1)-(1.2) has recently been the object of theoretical as well as numerical investigations and the obtained qualitative predictions resulted in very good agreement with the experiments. In [13] , classical methods of linear stability have been used to find conditionsexpressed in terms of the relevant system parameters -for the onset of diffusion-driven instability. A region in the parameter space has hence been identified so that system (1.1)-(1.2) can exhibit Turing patterns.
In [43] , the occurrence of a supercritical Hopf bifurcation for the system local kinetics has been proved and the intriguing interplay between Hopf and Turing instability has been considered by investigating the spatio-temporal behavior of the system in the neighborhood of the codimension-two Turing-Hopf bifurcation point. In [42] , system (1.1)-(1.2) was shown to display complex spatiotemporal behavior for parameter values well inside the Hopf region, where the local system kinetics exhibits an oscillatory regime. Such phenomenology has been related to the system capability to support spiral waves behavior as well as an interesting mechanism of spiral break up.
In the present paper, we still focus on model (1.1)-(1.2) with the aim of using a specific nonlinear bifurcation technique -the weakly nonlinear (WNL) analysis -to properly characterize the shape and the amplitude of the patterns close to the marginal stability of the physically relevant equilibrium. Both supercritical and subcritical instabilities can cause the transition from a homogeneous steady state to patterns. In the former case, an infinitesimal inhomogeneous perturbation can lead to global patterns that occupy the entire medium. In such supercritical scenario, the homogeneous steady state becomes linearly unstable at some critical value of the bifurcation parameter and a stable pattern branch bifurcates off it. Close to the transition point, the pattern amplitude generally scales as the square root of the distance from the bifurcation threshold whereas, when the control parameter approaches the bifurcation threshold from above, the amplitude of the pattern vanishes. Beyond the bifurcation threshold the homogeneous steady state becomes linearly unstable also in the subcritical scenario; however, in this case, the amplitude of the pattern does not fade when the critical threshold is approached from above, and nontrivial amplitude pattern solutions can be expected even below the bifurcation threshold [1, 18, 60] . Below the bifurcation threshold, in the bi-stability region, a large-amplitude perturbation is required to initiate pattern formation which can result in spatially localized stationary patterns. In general, pattern forming reaction diffusion systems cannot be solved analytically. Nevertheless, near the transition from a homogeneous steady state to supercritical or subcritical patterns, it is usually possible to derive a reduced description of the resulting patterns in terms of their amplitude. This is exactly the ratio underlying the WNL analysis which has been employed as a mean to predict and characterize the emerging patterns [19, 30, 32, 31, 33] . Since this approach allows to deduce explicit quantitative informations linking system parameters and stable patterns, it can be extremely precious in the comparison between theoretical expectations from the morphochemical model and electrodeposition experiments. The key idea of WNL analysis is thatclose to the bifurcation value -the pattern evolves on a slow time scale so that, by using the method of multiple scales, one can derive an evolution equation for the amplitude of the pattern. In onedimensional spatial domains, one gets a Stuart-Landau amplitude equation which is calculated to the third or to the fifth order in the supercritical or subcritical case respectively. In case of large spatial domains, the amplitude of the pattern is modulated not only in time but also in space leading to a Ginzburg-Landau amplitude equation. Moreover, when performed on two-dimensional spatial domains, the WNL analysis is able to predict the formation of more complex patterns since the bifurcation can occur through degenerate eigenvalue and the resulting pattern is therefore characterized by different amplitudes governed by a system of coupled Stuart-Landau ODEs.
In the present study we show how the WNL analysis of the morphochemical model (1.1)-(1.2) is able to point out a large number of interesting phenomena like stable supercritical and subcritical Turing patterns and a hysteretic-type phenomenology due to the presence of a multiplicity of real stable equilibria for the amplitude equation in the subcritical case. From a practical point of view, detecting hysteresis is particularly important in terms of the control of the morphology because, in this case, the presence of spatial morphological structures is guaranteed even for parameter ranges below the threshold value for the Turing bifurcation and the suppression of the patterns can occur suddenly once the bifurcation parameter is further brought subthreshold. The paper is structured as follows: in Sec.2, some preliminary findings from the linear stability analysis are recalled and weakly nonlinear analysis is carried out for a one-dimensional spatial domain. Both the supercritical and subcritical cases are examined and the case of large domain size is also discussed; in Sec.3 weakly nonlinear analysis is carried out for a two-dimensional spatial domain and the cases of rolls, squares, rhombic, mixed-modes, super-square as well as hexagonal patterns are discussed in details. In Sec.4, concluding remarks and discussions on future perspectives close the paper.
Weakly nonlinear analysis in a one-dimensional domain
As a first step, we recall some results from the linear stability analysis. We observe that, linearizing system (1.1)-(1.2) in the neighborhood of P e , one gets:
where
.
From here on we shall denote J(P e ) ≡ J. Looking for solutions of system (2.1) of the form e ikx+λt leads to the following dispersion relation, which gives the eigenvalue λ as a function of the wavenumber k:
Requiring that P e is stable to the spatially homogeneous mode k = 0 entails tr(J) < 0 and det(J) > 0. In order to have diffusion driven instability, we require Re(λ) > 0 for some k = 0, which is equivalent to impose h(k 2 ) < 0 for some k = 0. Being h(k 2 ) an upward opening parabola, the above condition holds requiring that dJ 11 + J 22 > 0. Finally, for diffusively-driven instability to occur, we also require that there exist real k 2 − 4d det J > 0. In Figure 1 (b), the region in the parameter space (A 1 , d) where the diffusion driven instability arises, and spatial patterns can develop, is given for a particular choice of the other system parameters. Notice that the minimum of h(k 2 ) is attained when:
and by imposing |J| = at the bifurcation, we find the following bifurcation value for the diffusion parameter:
is positive at some k = 0 (see Fig. 1(a) ) and the system has a finite k pattern-forming stationary instability. We can now perform a weakly nonlinear stability analysis of the uniform steady state P e when it is stable to linear homogeneous perturbations. First we expand w, the time t and the bifurcation parameter d as:
(2.5)
After substituting the above expansions into (2.1) and collecting the terms at each order in ε, we obtain a sequence of vector systems for the expansion coefficients
where L dc = J + D dc ∇ 2 and:
The solution to the linear problem (2.6), satisfying the Neumann boundary conditions, is of the form:
where the amplitude of the pattern A(T ) is still arbitrary at this level andk c is the first admissible unstable mode. The vector r is defined up to a constant and the normalization is made as follows:
Substituting the above results in (2.7) one can eliminate the resonant terms just imposing T 1 = 0 and d (1) = 0: therefore the solution w 2 of (2.7) can be straightforwardly obtained as a function of A. Going to next order, the source term G of the linear problem (2.8) is:
1 , j = 1, 3, and G * (which contains automatically orthogonal terms) depend on the parameters of the original system (2.1) and their explicit expression is given in Appendix Appendix A (see formulas (A.1)). Imposing the Fredholm solvability condition on the system (2.8), we obtain the following Stuart-Landau equation for the amplitude A(T ):
where the expressions for σ and the Landau constant L are explicitly computed in terms of the system parameters: where
The stability behavior of the Stuart-Landau equation (2.14) and consequently the pattern formation aspect of the model system is dependent upon the sign of the Landau constant L (recall that, in the pattern-forming region, the growth rate coefficient σ is always positive). A further distinction has to be made in the hypothesis that just one (the most unstable) or more than one unstable modes are admitted in the instability domain. The main cases are outlined in the rest of this section. In what follows we shall compare the predictions of the WNL analysis with the results of numerical simulations of the full reaction diffusion system. In the WNL asymptotic procedure, for sake of simplicity, we shall use only the first order approximation. Concerning numerical simulation we shall use highly accurate spectral methods: we give some more details at the end of Section 3.
Case (1) The supercritical case: L > 0 and one admitted unstable mode. In this case, the Stuart-Landau equation admits a stable equilibrium solution A ∞ = σ/L. Assuming that only the critical wavenumberk c is admitted in the instability interval, the long-time behavior of the solution of the reaction diffusion system (1.1) is given by w = εA ∞ r cos(k c x), where r is defined in (2.12). Choosing the system parameters in the supercritical parameter region (see Fig. 1(b) ), we compare in Fig. 2 the asymptotic solution predicted by the WNL analysis and the numerical solution of the system (1.1) computed via spectral methods starting from a random periodic perturbation of the constant state. The two solutions show a good agreement; in particular, in all the performed tests we have verified that the distance, evaluated in the L 1 norm, between the WNL approximation and the numerical solution of the system is O(ε 2 ).
Case (2) The supercritical case: L > 0 and different admitted unstable modes. Increasing the deviation from the bifurcation value d c , other wavenumbers, different from the critical one k c , are admitted in the instability band: in Fig. 3 , where the parameters are the same as in the numerical example given in Case (1), we show that, when the deviation is ε 2 = 0.9, the instability interval contains all the modes between 3/2 and 7/2. We have performed, for each value of ε 2 shown in Fig.3 , one thousand simulations, starting from different randomly chosen initial conditions. We have found some cases in which the predominant mode in the solution is different from k c and in Table 1 we summarize the percentages of the cases in which patterns, with different shapes, develop. In order to investigate the consequences of considering other wavenumbers in the instability interval centered about the critical wavenumber k c , we take into account the effect of the intermode suppression: the growth of one mode tends to damp the growth of the others, as if they were competing. This implies that a mode of sufficiently dominant initial amplitude can extinguish modes with larger growth rates. When the number of the admitted unstable modes is finite, their amplitudes are governed by ordinary differential equations, in which the growth rate predicted by the linear theory has been renormalized by nonlinear terms. A complete discussion on the different methods developed for studying competing instabilities can be found in [16] , see also the bibliography therein. Following the approach presented by Segel in [54, 55] , we have derived the following ODE system that illustrates the nonlinear behavior of the amplitudes A 1 and A 2 of two competing modes k 1 and k 2 :
The coefficients σ i > 0 and L i , Ω i , with i = 1, 2 depend on the parameters of the original system; the explicit expressions of this dependence is not given here for sake of brevity. In Figures 4, 5 and 6 we choose ε 2 = 0.1 and consider the competition between the two admitted unstable modes k 1 = 2 and k 2 = 2.5. The phase portrait in Figure 4 shows that the system (2.16a)-(2.16b) admits the stable states (±A 1 , 0) and (0, ±A 2 ) and the coexistence states (±A 1 , ±A 2 ) always unstable. Depending on the initial conditions, although A 1 and A 2 grow exponentially when they are small, one of them ultimately becomes extinct. Moreover, we can observe that the basin of attraction of the points (±A 1 , 0) is smaller than the basin of attraction of the points (0, ±A 2 ), and this could account for the fact that the preferred mode in the Montecarlo simulations is k 2 .
Case (3) The supercritical case: L > 0 and the domain size is large. In a large domain many wavenumbers are admitted in the instability band, even for small deviation from the bifurcation threshold. Experiments show that the pattern forms sequentially and traveling wavefronts are the precursors to patterning. It is therefore necessary to replace the Stuart-Landau type amplitude ODE by the following Ginzburg-Landau type PDE containing the appropriate normal form spatial derivatives:
where X = εx is the slow spatial scale, the amplitude A ≡ A(X, T ) is also modulated in space, the coefficients σ and L are the same as in (2.15) while the diffusion coefficient is given by: 18) where w 21 is the solution of the following linear system:
Choosing a large domain [0, 200] and giving an initial perturbation of the equilibrium solution at the left end of the spatial interval, the pattern propagates as a wave and the numerical solution of the Ginzburg-Landau equation (2.17) is able to capture the envelope evolution of the wavepattern, see Fig. 7 . The following exact solution to the GL equation (2.17) is known: 20) which agrees almost exactly with the numerical solution of the GL equation (2.17) we show in the Figure 7 . This would be particularly useful in the experiments, as the speed of the wavepattern could be predicted. It is worth noting that this quantity is an experimental observable that can be measured directly and controlled through the bath chemistry and the electrodeposition parameters (e.g. [50, 4] ).
Case (4) The subcritical case: L < 0. The Stuart-Landau equation (2.14) does not admit any stable equilibrium and finite-amplitude effects tend to enhance infinitesimal disturbances growth. This is an instance of a subcritical instability and higher order terms must be considered in our WNL analysis to determine the true long-time behavior [1] . In particular, pushing the analysis up to O(ε 5 ), we recover the following quintic Stuart-Landau equation which mimics the amplitude of the pattern in the subcritical region shadowed in black in Fig. 1(b) :
where the coefficientsσ,L andR are obtained in terms of the parameters of the original system (1.1).
The details of the analysis are given in Appendix Appendix A. From (A.4) we observe thatσ and L are O(1) perturbation of the corresponding coefficients of the Stuart-Landau equation (2.14), and R = O(ε 2 ); therefore the amplitude A is O(ε −1 ) and this is consistent with the bifurcation diagram in Fig. 8(a) .
The equation (2.21) predicts the long-time behaviour of the amplitude of the pattern whenσ > 0, L < 0 andR < 0, as it admits two symmetric real stable equilibria, see Fig. 8(b) . Notice that: first the agreement is not as good as in the supercritical case, as one should expect due to the presence of nonlinear effects; second how the amplitude is relatively insensitive to the size of the bifurcation parameter.
An interesting phenomenon well described by the equation (2.21) is hysteresis, which typically emerges when qualitatively different stable states coexist (here it happens in the range d s < d < d c ). The hysteresis cycle in Fig. 9 shows that starting with a value of the parameter above d c the solution stabilizes to a pattern with the amplitude corresponding to the stable branch of the bifurcation diagram. Decreasing d below d c , the pattern does not disappear as the large amplitude solution persists on the upper stable branch. Decreasing d below d s , the pattern disappears as the solution jumps to the constant steady state. For the formation of the pattern, we have to increase the parameter d above d c . Such hysteretic behaviour has been observed experimentally and gives rise to a modulation of the electrodeposit structure at scales ranging from long-range atomic ordering [7] up to mesoscopic morphochemical banding [5, 6, 3] . Moreover, morphochemical hystereses could be employed to obtain industrially desirable smoothing effects without use of toxic additive, in a way similar to our results reported in [10, 12] , based on different dynamic highlights of our model.
Weakly nonlinear analysis in a two-dimensional domain
In this section our investigation will focus on the pattern formation occurrence in a rectangular critical wavenumber k c can be repeated as we did for the 1D case at beginning of Section 2, where the dispersion relation is computed. However here k has to be intended as the modulus of a 2D mode (φ, ψ). The critical values can therefore be computed using formulas (2.4) and (2.3) . In what follows we will assume that there exists only one unstable eigenvalue λ(k 2 c ), admitted in the instability band. Imposing the Neumann boundary conditions, the solution to the linear vector system (2.6), obtained via the WNL analysis at O(ε), is given by:
where A i are the slowly varying amplitudes, r ∈ Ker(J −k 2 c D dc ) and m, the multiplicity, reflects the degeneracy phenomenon: in our analysis m will take the values 1 or 2 depending on whether one or two pairs (p i , q i ) exist such thatk i . Once fixed the domain geometry, the types of the supported patterns strictly depend on the multiplicity.
Rolls and square-rhombic patterns, simple eigenvalue
When m = 1 in (3.1), the WNL analysis traces the same steps as in one-dimensional domain and, employing the Fredholm solvability condition at O(ε 3 ), we still recover the Stuart-Landau equation (2.14) ruling the evolution of the pattern amplitude. Under the hypothesis that only one unstable eigenvalue λ(k 2 c ) is admitted in the instability band, we now consider separately: (1) the supercritical case, corresponding to a positive value of the Landau constant L; (2) the subcritical case, arising when L < 0 and requiring the asymptotic procedure to be carried up to fifth order.
The initial conditions in all the following numerical simulations are random periodic perturbation about P e . Notice that, for a better presentation of the results, the amplitude of the zero mode (corresponding to the equilibrium solution) has been set equal to zero into the figures representing the spectrum of the solution.
Case (1) The supercritical case: L > 0. In this case the Stuart-Landau equation admits the stable equilibrium solution A ∞ = σ/L and the asymptotic solution predicted by the WNL analysis is given by:
where (φ, ψ) is the only pair such thatk
In a rectangular domain the expected types of patterns corresponding to the solution (3.3) are rhombic pattern (see [19, 14] ), whose special cases are the rolls (when φ or ψ is zero) or the squares (when φ = ψ).
Rolls. Choosing the system parameters as in Fig. 10 and fixing the deviation from the bifurcation value ε = 0.1, in the rectangular domain L x = √ 2π, L y = π the only unstable critical wavenumber isk 2 c = 8 and the condition (3.2) is satisfied by the unique mode pair (p, q) = (4, 0). In this case the expected solution (3.3) represents a roll pattern, in good agreement with the numerical solution of the full system (1.1) shown in Fig. 10(a) . In particular, the values of the most excited modes respectively of the numerical solution (shown in Fig. 10(b) ) and the WNL approximated solution truncated at O(ε) are 0.1284 and 0.1141.
Squares. Let us choose the square domain L x = L y = π, the deviation from the bifurcation value ε = 0.1, the system parameters values as in Fig. 11 . In this case the unique discrete unstable mode is k 2 c = 18 and the conditions in (3.2) are satisfied only by the mode pair (p, q) = (3, 3). The predicted solution via the WNL analysis (3.3) is a square pattern, whose values of the amplitudes of the most excited mode (3, 3) (computed at O(ε) of the WNL analysis) and of the subharmonics (6, 0), (0, 6) and (6, 6) (computed at O(ε 2 ) of the WNL analysis) are in good agreement with the corresponding amplitude modes of the numerical solution of the full system (1.1), as summarized in Table 2 . The numerical solution, together with its spectrum, are given in Fig. 11 .
Case (2). The subcritical case: L < 0. In this case, the Stuart-Landau equation (2.14) does (6y) 0.0007 0.0007 Table 2 : Squares in the supercritical case. The parameters are chosen as in Fig. 11 not admit any stable equilibrium and, pushing the analysis up to O(ε 5 ) as we did in the previous Section, we recover the quintic Stuart-Landau equation (2.21) . The stability properties of equation (2.21) have been already discussed in Case (4) of Section 2. The corresponding expected solution via WNL analysis is of the form (3.3), where A ∞ is the stable amplitude branch predicted by the quintic Stuart-Landau (2.21). Therefore, in this case, the system still supports rhombic patterns. Here we just report a numerical experiment showing the emergence of the hysteresis phenomenon for a square pattern. We choose the domain size L x = L y = π while the system parameters are reported in Fig.12 . The bifurcation diagram in Fig. 12 shows that two qualitatively different stable states coexist in the reange d s < d < d c , and we expect the system to support a hysteresis cycle. Choosing the initial deviation from the bifurcation value ε = 0.1, in such a way that the unique discrete unstable mode is k 2 c = 8 and only the mode pair (p, q) = (2, 2) satisfies the condition (3.2), the numerical simulation in the first plot of Fig.13 shows the formation of a square pattern (as predicted by the WNL analysis). Varying the parameter d following the direction of the arrows in Fig.12 , the corresponding numerical simulations of the full system show the hysteresis cycle in Fig.13 . Existence Stability
Rhombic, mixed-modes and super-square patterns: multiple, non-resonant eigenvalue
In this section we assume that the multiplicity of the eigenvalue λ(k 2 c ) is m = 2 and that the following no-resonance condition holds:
with i, j = 1, 2 and i = j. Performing the weakly nonlinear analysis and imposing the Fredholm solvability condition at O(ε 3 ) to the system (2.8) lead to the following two coupled Landau equations for the amplitudes A 1 and A 2 (see details in Appendix Appendix B.1):
The stationary states of system (3.5) are the trivial equilibrium and the points P
and P (±,±) 3
L1L2−R1R2 . The conditions for the existence of these equilibria as well the conditions for their stability are summarized in Table 3 .
When the system (3.5) admits at least one stable equilibrium (A 1∞ , A 2∞ ), the WNL analysis predicts that the deviation w from the homogeneous solution of system (1.1) is given by:
Depending on the values of (A 1∞ , A 2∞ ) and (φ i , ψ i ), the solution (3.6) describes the following types of patterns: 
is stable, the solutions in (3.6) are the rhombic spatial patterns described in Section 3.1;
is stable, more complex structures arise due to the interaction of different modes φ i , ψ i , the so-called mixed-mode patterns.
In the rest of this Subsection we will see how the predictions of the WNL analysis are supported by the numerical experiments where one observes the emergence of the different types of patterns as described in (i)-(ii).
Case (i): Rhombic patterns. In the rectangular domain with L x = √ 2π and L y = π, we choose the system parameters as in Fig. 14 and the deviation from the bifurcation values ε = 0.1. With these parameter values the only admitted unstable mode isk 2 c = 9 and the conditions in (3.2) are satisfied by the two couples (0, 3) and (4, 1) (for which the no-resonance conditions (3.4) hold). The only stable states of the amplitude system (3.5) are P ± 2 and the predicted solution is the following:
Notice that the amplitude of the mode (0, 3) is obviously zero. The comparison between the numerical solution of the full system, shown in Fig. 14 , and the approximated solution obtained by the WNL analysis reveals an excellent agreement: in particular, the values of the amplitudes of the most unstable mode (4, 1) are computed as 0.1310 (numerical) and 0.1308 (approximated via WNL).
Case (ii): Mixed-modes patterns. Let us consider a domain with sizes L x = π and L y = 2π and choose the parameter values as in Fig. 15 in such a way that only the most unstable discrete modek c = 2.5 falls within the band of unstable modes allowed by the boundary conditions. The two mode pairs (0, 5) and (2, 3) satisfy the conditions (3.2) and (3.4) . With this choice of the parameters the only stable equilibria of the system (3.5) are P (±,±) 3
, therefore the predicted long-time solution is the following mixed-mode pattern: 
Modes
Numerical solution Approximated solution cos(2.5y) 0.0724 0.0721 cos(2x) cos(1.5y) 0.0522 0.0317 Table 4 : Mixed-mode pattern. The parameters are chosen as in Fig. 15 .
where A 1∞ , A 2∞ are the coordinates of the point P (±,±) 3
. The numerical solution of the full system (1.1) for the above given choice of the parameters is shown in Fig. 15(a) and the comparison between the numerical and approximated amplitude values of the most excited modes is given in Table 4 . The subharmonics (2, 2) and (2, 4) in the spectrum of the numerical solution in Fig. 15(b) can be also predicted adding higher order terms in the WNL analysis.
Case (iii): Super-squares. The super-squares are particular mixed-modes patterns for which, in a square domain L x = L y = 2π, the most unstable mode is k 2 c = 5, see [21] for details. Picking the parameter values as in Fig. 16 , the most unstable discrete mode is exactlyk 2 c = 5 and the condition (3.2) is satisfied by the two mode pairs (2, 4) and (4, 2) . The WNL analysis predicts that the only stable equilibria are P (±,±) 3 and that the asymptotic solution is the following super-square: 9) where A 1∞ , A 2∞ are the coordinates of the point P (±,±) 3
. In Fig. 16 the numerical solution of the full system (1.1) is shown, together with its spectrum. The numerical solution is very close to the predicted WNL approximated solution, in particular the amplitude of the most unstable modes (cos(x) cos(2y) and cos(2x) cos(y) have the same amplitude due to symmetry) are 0.0254 (for the numerical solution) and 0.0289 (for the approximated solution). 
with i, j = 1, 2 and i = j. Moreover, without loss of generality, we assume that the second condition in (3.10) holds with i = 2 and j = 1; therefore, taking into account the relation in (3.2), we obtain
and also L y = √ 3L x . Due to the resonance condition, the Fredholm solvability condition has now to be imposed at O(ε 2 ) (i.e. to the system (2.7)). One derives an ODE system for the amplitudes which, however, does not admit stable equilibria, and the WNL analysis has to be pushed to higher order, see [32] . At O(ε 3 ) the following system for the amplitudes A 1 and A 2 is found:
where σ i and L i are O(ε 2 ) perturbation of the coefficients of the amplitude equations found at O(ε 2 ), while R i and S i are O(ε 2 ). The details of the analysis leading to (3.11) are given in Appendix Appendix B.2
The emerging long-time solution of the full system (1.1) is approximated by: 12) where (A 1∞ , A 2∞ ) is a stable state of the system (3.11). The analysis of system (3.11) reveals the existence of several possible equilibria: the points R ± ≡ (0, ± −σ 2 /S 2 ) and the six roots
Whether R ± or H ± i exist real and stable, the corresponding asymptotic solution (3.12) predicts respectively a roll pattern or a hexagonal pattern.
In the numerical experiment shown in Fig. 18 , we pick the parameters in such a way that, in the rectangular domain with L x = 2π and L y = 2 √ 3π, the only admitted discrete unstable mode is k 2 c = 4. The conditions (3.2) are satisfied by the two mode pairs (4, 0) and (2, 6) , which also satisfy the resonance conditions (3.10). For the chosen set of parameters, the bifurcation diagram of system (3.11) in Fig.17 shows a bi-stability regime of hexagonal and roll patterns; which one will appear, strictly depend on the initial data. Performing one thousand simulations, starting from different randomly chosen initial conditions, we have found that the "preferred" shape of the pattern is the hexagon shown in Fig. 18 , which agrees almost perfectly with the predicted asymptotic solution in formula (3.12) . To obtain the roll in Fig.19 (a) we perform our numerical simulation of the full system (1.1) starting from an initial condition chosen in the basin of attraction of the equilibrium R + , as shown in the phase portrait of the system (3.11) in Fig.19(b) .
All the numerical simulations presented in this paper have been performed using a Fourier spectral method for discretization in space; due to Neumann boundary conditions we have used cosine-modes expansion. In our 2D tests we have always used the same resolution, N modes, for the two spatial directions. A comparison between spectral methods here used and other numerical schemes as particle methods [29] , finite element [27, 28] , finite volume [51, 46] , ADI methods based on high-order finitedifferences [56] , will be the object of future investigations. For the integration in time, we have here applied an IMEX approach using the Cranck-Nicolson (CN) method for the diffusive part and a two-stage explicit Runge-Kutta method (Heun) for the reactive part.
Conclusions
In this paper, a weakly nonlinear multiple scales analysis has been performed on the morphochemical reaction-diffusion model introduced in [13] , with the aim of properly characterizing the shape and amplitude of patterns close to the Turing bifurcation threshold of the physically relevant equilibrium. The equations for the amplitude of the stationary patterns have been derived and analyzed for 1D and 2D spatial cases, revealing interesting phenomenologies related to the occurrence of supercritical or subcritical instabilities. In fact, stable supercritical as well as subcritical Turing patterns have been detected and characterized and, in the subcritical case, the occurrence of an hysteretic-type phenomenology has been highlighted. Moreover, in case of large domains, the pattern forms sequentially and traveling wavefronts are the precursors to patterning. The analytical findings have been validated comparing the predictions of the WNL analysis with the numerical solutions of the full reactiondiffusion system. It is worth emphasyzing that the rich dynamic scenario analyzed in this work, as well as in cognate previous studies on our morphochemical model, closely matches the phenomenology found in experimental electrodeposition studies and processes. The availability of a model exhibiting such a systematic correspondence with experiments exhibits a threefold advantage: (i) it allows to rationalize electrochemical pattern formation in terms of simple electrokinetic parameters; (ii) it provides predictive guidelines for the exploration of the complex electrodeposition time-space dynamics (a striking example is the prediction of smoothing behaviour caused by an externally driven small sinusoidal perturbation of the source term [10] ); (iii) it enables alternative methods to gain control over electrochemical growth processes. Moreover, our model, initially devised for metal electrodeposition, has been recently demonstrated to be adequate also for the molecular level understanding of the electrodeposition of polymers, ceramics and composites; in particular, calculated patterns have been found to offer an unique tool for the rationalization of a range of cutting-edge synchrotron-based microspectroscopies [34] .
In conclusion, we wish to pinpoint the relevance to electroplating of three specific findings of the present research.
First, in this work we have expounded the capability of characterizing the amplitude (or "size") and shape of the pattern that develops close to the bifurcation manifold. In particular, within the bifurcation regime: (a) in the subcritical case the pattern amplitude is rather insensitive to the distance from the bifurcation and, in addition, hysteretic behaviour can be found; (b) in the supercritical case, instead, the pattern amplitude varies with the distance from the bifurcation manifold. It is worth noting that both types of behaviour are known experimentally: by way of example, supercritical behaviour has been found in Ag-In [23] and Ag-Sb [52, 53] alloys, while instances of subcritical behaviour can be noticed in the Co-In [39] system, that also exhibits the type of cross-sectional morphology [35] that is typical of hysteretic behaviour [5] .
Second, the analysis performed in this work also enables the prediction of the region of the parameter space in which hysteretic behavior prevails. This result has a notable potential bearing on practical applications. At the moment of this writing, two main open problems still impair full use of such predictive power of our analysis: (a) the parametric identification problem for our model still requires intensive investigation and (b) so far it is not yet possible to relating quantitatively model parameters to experimental variables. Nevertheless, systematic variations of key experimental parameters across values giving rise to the desired change in dynamic behaviour can be related to variations of model parameters in intervals including critical values. For example, the exclusion of hysteretic behaviour obtained by varying the amount of cyanide in a gold-copper plating system has been reported in [5, 6] .
Finally, our analytical approach applies also in the case in which patterns exhibit wavelike propagation, and is able to predict the propagation velocity of wave-patterning. This capability is highly relevant to experimental electroplating, because traveling wave patterns are often observed in alloy growth (see, e.g. [4] ) and can be straightforwardly measured and correlated with electrochemical process parameters.
As future directions of this research, we aim to investigate how pattern formation mechanisms could be affected by including in the model physically relevant features as nonlinear diffusion (anomalous diffusion [31, 33] and cross-diffusion [25, 26, 48, 57, 58] ). In particular, the incorporation of nonlinear diffusion effects in the model would further enhance its realism. In fact, diffusion is a strongly environment-dependent process and the morphochemical changes brought about by the material growth process itself inherently change the value of the diffusion coefficient. Moreover, since the physics of diffusion is relatively straightforward, it is possible to provide closed-form expressions for the dependence of the diffusion coefficient on the model variables.
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Appendix A. Appendix
In this Appendix we give the explicit expression of G (j) 1 , j = 1, 3, and G * shown in (2.13) and some details of the derivation of the quintic Stuart-Landau equation (2.21) .
Once defined Γ = γ(Ck2 − Dk3), Λ1 = γ(C + D)M and Λ2 = γ(C + D)M 2 , the quantities G
1 , j = 1, 3 and G * are given below: where the coefficients are given by:σ = − < σP
1 + P
1 , ψ > < ρ, ψ > ,
1 − LP
1 − P
1 , ψ > < ρ, ψ > .
Adding up (A.2) to (2.14) one gets the quintic Stuart-Landau equation (2.21) with:
(ii) only one of φ l and ψ l vanishes (we shall assume, without loss of generality, φ1 = 0). In this case, one hasḠ ,L1 andR2 are as in case (ii).
(iii) φ l and ψ l are both different from zero. In this last case,Ḡ (2) involves only terms orthogonal to ψ and soL l andR l are all zero.
Appendix B.2. The coefficients of the system (3.11)
When the resonance condition (3.10) holds, imposing the solvability condition at O(ε 2 ) to the equation (2.7), we find the following amplitude system:
(B.1)
Pushing up the analysis at O(ε 3 ), the source term of the equation (2.8) in this case is: 
2 , ψ > < r, ψ > ,R l = − < G
3 , ψ > < r, ψ > ,S l = − < G
4 , ψ > < r, ψ > , the following system for the amplitudes is obtained: Adding up (B.1) to (B.2) one gets the system (3.11) for the amplitude A 1 and A 2 , where:
