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condições apropriadas para a função de massa h. 
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Hausdorff para todas as funções de Bsp,q que sejam traços de funções 
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Finalmente, redireccionamos o nosso interesse para as aplicações práticas
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1 Introduction
1 Introduction
1.1 Motivation
The filling of the gaps between Sobolev spaces, giving origin to the concept of gen-
eralized smoothness s, for any real s instead of integer only, was an important step
in the long way of systematization and unification of the function spaces. As a major
contribution in this line of research, since the Sixties of the last century have been writ-
ten many papers about Besov spaces Bsp,q(Rn) and Triebel-Lizorkin spaces F sp,q(Rn),
so the function spaces theory started to be one self-contained branch of the functional
analysis. The diversification of techniques to measure smoothness, a fundamental and
rich topic closely related with the development of function representation techniques,
was motivated by theoretical and practical reasons and has been essential in that view
of unification.
From the beginning, the concept of smoothness in the theory of function spaces has
been closely connected to the graphical interpretation, one of the main sources of in-
spiration, enthusiasm and motivation for mathematicians, and more recently, many
strong and popular techniques in theory of function spaces still intimately related to
methods in fractal geometry.
Consider n as a natural number, A as a non-empty subset of Rn, and let f : A → R
be a real valued function. As usually, the graph of f , denoted by Γ(f) , is the subset
of Rn × R ' Rn+1 containing all pairs (x, f(x)) when x runs over all x ∈ A. Having
in mind the preparation and development of tools which we want able to capture the
intrinsic and unique properties of the graphs, we will relate three different forms of
measuring smoothness of continuous real functions:
B The frequency structure, in the sense of the Besov spaces that contain f , or not;
B Box dimension of Γ(f), that depends on the number of cubes needed to cover the
graph Γ(f) (see Figure 2 for the case n = 1);
B The oscillations between local maximums and minimums of the image f(x).
The frequency structure of f is characterized by a suitable resolution of the unity in
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frequency and weighted summation of the resolution parts. This is the idea in the basis
of the definition of the Besov spaces Bsp,q(Rn) and the Triebel-Lizorkin spaces F sp,q(Rn).
Let 0 < p ≤ ∞ (p < ∞ in the F -case) , 0 < q ≤ ∞ and s ∈ R . We would like to
recall (see [31], 2.3.5) that the spaces Bsp,q(Rn) and F sp,q(Rn) contain as special cases
many well-known spaces, as the Bessel potential spaces (fractional Sobolev spaces),
Hsp(Rn) = F sp,2(Rn) if 1 < p <∞ and s ∈ R,
Ho¨lder-Zygmund spaces,
C s(Rn) = Bs∞,∞(Rn) if s > 0,
and Ho¨lder spaces,
Cs(Rn) = Bs∞,∞(Rn) if 0 < s 6= integer.
(Here, we use the notation = to mean equivalent norms on the spaces considered.)
Consider now 0 < p ≤ ∞ and s ∈ R. We define the class Bs∗p (Rn) of those elements
f ∈ S ′(Rn) with an integrability p and an exact smoothness s. Recall that S ′(Rn)
is the class of all tempered distributions, the topological dual of the Schwartz class
S(Rn) of all infinitely smooth and rapidly decreasing complex valued functions. More
precisely, f is an element of the class Bs∗p (Rn) if and only if it satisfies the relations
f ∈ Bσp,q(Rn) if σ < s and f 6∈ Bσp,q(Rn) if σ > s.
The q is omitted in the notation, since this definition does not depend on q. Moreover,
equivalently we can write that f ∈ Bs∗p (Rn) ⇐⇒ sup{σ ∈ R : f ∈ Bσp,q(Rn)} = s.
We will use an useful graphical representation in the (1
p
, s)-plane, interpreted in the s∗
sense, i.e. each point (1
p
, s) symbolizes any tempered distribution belonging to Bs∗p (Rn).
Furthermore, given a compactly supported f ∈ S ′(Rn) \ C∞(Rn), we define sf (t) as
the real number such that f ∈ Bsf (t)∗p (Rn), where t := 1p ≥ 0. Therefore, the graph of
sf (t) describes (see [35], p. 414) a continuous, concave and non-decreasing curve with
left hand derivative s′f−(t) ≤ n for t > 0.
1/p
s
Figure 1: Typical curve sf (t) for
t ≥ 0, given a compactly supported
distribution f ∈ S′(Rn) \ C∞(Rn)
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We are specially interested in continuous real functions with a compact support on
Rn. Actually, the class Bs∗p (Rn) does not contain functions satisfying these conditions
if s < 0, since it follows by elementary calculations that if f is such a function then
f ∈ B−εp,q(Rn),∀ε > 0. But, as soon as we restrict ourselves to s > 0, then by the
following Theorem 1.1.1 that class contains a non-empty subset of continuous real
functions with a compact support.
Theorem 1.1.1. ([37], p. 202, Corollary 9, with elementary adaptations)
Consider s > 0 and let fs be as in [37], p. 202. Then fs ∈ Bs∗p (Rn) for 0 < p ≤ ∞.
Though the existence result of the Theorem can be extended to the case when s equals
zero, in the rest of the work we will consider only s > 0, since we do not loose any
generality by ruling out that limiting case.
The class Bs∗p (Rn) will play an important role in all the work, specially as far as concerns
continuous real functions with a compact support. With the corresponding notation
applied to the spaces we mentioned above, and giving us a good reason to restrict the
attention to the Besov scale, we have the identities
F s∗p (Rn) = Bs∗p (Rn) if 0 < p <∞ and s ∈ R,
Hs∗p (Rn) = Bs∗p (Rn) if 1 < p <∞ and s ∈ R,
and
Cs∗(Rn) = C s∗(Rn) = Bs∗∞(Rn) if s > 0.
x
f(x)
1
Figure 2: Graph of a real
function f with a covering
by small dyadic squares
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Let us introduce now some concepts about fractal geometry, which we want to relate
with the mentioned function spaces. By definition, a dyadic cube I ′ in Rn with volume
|I ′| = 2−νn is a set of the form I ′ := 2−ν([0, 1]n + k), where k ∈ Zn and ν ∈ N0.
Consider f : A ⊂ Rn → R as a continuous function such that Γ(f) is a non-empty and
bounded subset of Rn+1, and let M(ν, f) be the minimum number of dyadic cubes in
Rn+1, with volume 2−ν(n+1), required to cover Γ(f) (see Figure 2 for the case n = 1).
We define the upper box dimension of Γ(f),
dimBΓ(f) := limν→∞
log2M(ν, f)
ν
.
The lower box dimension of Γ(f), dimBΓ(f) , is defined in a similar way but with
the lower limit. For a continuous function f : Rn → R we take dimBΓ(f) :=
supk∈N dimBΓ(f |[−k,k]n) and similarly for the lower case. If the upper box dimension and
lower box dimension coincide then we define the box dimension of Γ(f), dimB Γ(f) ,
as the common value of them.
The oscillations of the graph of a function play an important role in the estimation
of the box dimension. We characterize the oscillations of a real function f by the
oscillation spaces. If I ′ is a dyadic cube we define the oscillation of f over I ′ by
oscI′(f) := supI′f − infI′f . Given a real number α ∈ R, the oscillation space V α(Rn)
contains all real measurable functions with
‖f‖V α(Rn) := sup
ν≥0
2ν(α−n)
∑
|I′|=2−νn
oscI′(f) <∞.
The parameter α is related with the upper box dimension dimBΓ(f). To see this in an
heuristic way, suppose that f ∈ V α(Rn) for a given α > 0. The larger the α > 0, the
weaker the faster oscillations of f , and this means more smoothness and easiness in
covering Γ(f) with small cubes (or balls), i.e. Γ(f) has a smaller upper box dimension.
Hence, the parameter α is a measure of smoothness in the oscillation spaces.
In the same way, the parameter smeasures smoothness in Besov spaces. In fact, the fre-
quency structure has a direct influence in the oscillations of a function, therefore Besov
spaces Bsp,q(Rn) and oscillation spaces V α(Rn) are related. Assume that f ∈ Bsp,q(Rn).
The larger the s > 0, the weaker the contribution of the higher frequencies in the
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composition of f . As a consequence, the fast oscillations have a smaller amplitude and
this indicates that f ∈ V α(Rn) for a large α > 0. A converse qualitative implication is
also valid. This will be made more precise in Theorems 3.3.1 and 3.3.4 below.
Besides the box dimension, there are many other forms of dimension (see [14], Chap-
ters 2 and 3), in particular the Hausdorff dimension (see [14], pp. 28-29), denoted
by dimH , which is the oldest and one of the most distinguished. A major advantage
of this dimension is that it derives from the Hausdorff’s measures and so it satisfies
the countable stability property, which fails for the box dimension. If F1, F2, ... is a
sequence of sets,
dimH
⋃
i≥1 Fi = supi≥1 dimH Fi,
but the counterpart for box dimension does not hold. An example that shows how
distinct box and Hausdorff dimensions can be, is the graph of the chirp function
chr(x) := x
r cos(e1/x), 0 < x < 1, where r ≥ 0. It holds dimH Γ(chr) = 1, because
chr has a bounded derivative on [1/k, 1) for any k ∈ N. However, dimB Γ(chr) = 2.
(In Definitions 3.4.1/3.4.2 below, we will constructed other extremal bizarre functions
based precisely in this kind of chirp functions.)
Box dimension is one of the most widely used dimensions in practice, perhaps due to its
relative easiness of mathematical calculation or computational estimation. And as we
will see in Section 4.4 below, in some cases we can directly take advantage of the box
dimension in order to get estimations for the much more difficult Hausdorff dimension,
due to the inequalities n ≤ dimH Γ(f) ≤ dimBΓ(f) ≤ dimBΓ(f) (see e.g. [14], p. 43).
1.2 Main aims
One of the main aims of this thesis is to calculate the maximal and minimal dimensions,
Dim
s
p and dim
s
p , for 0 < p ≤ ∞ and s > 0. We define the maximal dimension by
Dim
s
p := sup
f∈Bs∗p (Rn)
dimBΓ(f),
where the supremum is taken over all continuous real functions f ∈ Bs∗p (Rn). For the
minimal dimension, dim
s
p := inff∈Bs∗p (Rn) dimBΓ(f), we take the infimum over all real
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functions f ∈ Bs∗p (Rn) continuous and with a compact support. Later on, see remark
(b) of Definition 2.6.1, we will justify the addition of this compact support condition.
The following Theorem provides a lower bound for the minimal dimension if n = 1,
p = 1 and s > 0. In [13], p. 220, we find an analogous result but, as we will see in the
comments that follow Theorem 3.4.1, both Theorem 1.2.1 and the counterpart in [13],
p. 220, cannot be improved with the other inequality ≤.
Theorem 1.2.1. Consider s > 0 and let f : R → R be a continuous function with a
compact support. Assume in addition that f belongs to the class Bs∗1 (R). Then we have
dimBΓ(f) ≥ 2−min{1, s}.
In order to prove our main results, we need to develop relations between the upper
box dimension, the oscillation spaces V α(Rn) and the Besov spaces Bsp,q(Rn), namely
we need embeddings or inclusions between these spaces. Similarly, we develop some
corresponding results for the lower box dimension. Then, we intend to make a char-
acterization of the Besov-Triebel-Lizorkin spaces namely in terms of box dimensions,
which is developed in Section 3 below. In a quite natural way, several questions arise
from such a fractal-oriented research, whose process of answering leads to the main
aims and results of this work, particularly the followings:
B Characterization of the oscillation spaces in terms of upper box dimension;
B To establish embeddings between Besov spaces and oscillation spaces;
B To develop lower counterpart results in order to deal with the lower box dimension;
B Estimation of maximal and minimal dimensions over Besov spaces or classes, firstly
for continuous real functions on Rn, and afterwards by considering traces of such func-
tions on a d1-set (though under some restrictions at first);
B To show that there exists uncertainty attached to the behavior of dimensions against
smoothness, by applying the lifting operator;
B To calculate the exact smoothness and box and Hausdorff dimensions of the graphs
of particular classes of functions, namely of some Weierstrass-type functions;
B To make distinction between smoothness and dimensions, as well as between the
10
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various types of dimensions;
B Development of criteria in order to decide when the graphs of special Weierstrass-
type functions are not d-sets or h-sets. Construction of graphs which are d-sets and
even h-sets, both on Rn and on a h1-set (under appropriate sufficient conditions);
B To compare different approach techniques, namely wavelet, frequency, and non-
smooth atoms approaches;
B Development of academic and practical applications.
2 Definitions
We start by giving some basic definitions and by recalling some classic spaces of func-
tions, as well as some well-known operators on tempered distributions. After this pre-
liminary and necessary background, we introduce the Besov-Triebel-Lizorkin spaces
and the class Bs∗p (Rn) of all tempered distributions with integrability p and exact
smoothness s. The several appropriate but non-important strictly positive constants
are represented by c. When in the same expression they are distinguished by c, c′,
c′′, ... Frequently these constants have an index, for example cR is a constant that
depends on R.
2.1 Besov spaces and class s∗
Definition 2.1.1. (a) Let x := (x1, ..., xn) ∈ Rn. Then |x| :=
√∑n
i=1 x
2
i is the
Euclidean norm of x, and Bρ(x) := {t ∈ Rn : |t − x| ≤ ρ} the closed ball
centered at x and with radius ρ > 0. Furthermore, [¦] stands for the integer part
of a positive number. We consider also here the scalar product ξx :=
∑n
i=1 ξixi ,
where ξ := (ξ1, ..., ξn) ∈ Rn. Moreover, we will use also the notation “ | ¦ |” for the
absolute value of a complex number.
Remark: We will use frequently in the text, see for instance Definitions 2.5.5/2.5.6
below, a similar but different notation for balls and respective radii or diameters.
(b) Let α := (α1, ..., αn) ∈ (N0)n be a multi-index. Then Dα is the classic derivative
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operator. We define here the class C∞(Rn) := {ϕ : Rn → C: Dαϕ is bounded and
continuous for all multi-indexes α ∈ (N0)n} , as well as the class C∞0 (Rn) := {ϕ ∈
C∞(Rn): ϕ has a compact support}.
Definition 2.1.2. The Schwartz class, S(Rn), is the family of functions defined by
S(Rn) := {ψ : Rn → C with ψ ∈ C∞(Rn) and pr,s(ψ) <∞,∀r, s ∈ N0},
where pr,s(ψ) := supx∈Rn sup|α|≤s |x|r|Dαψ(x)|, the inner supremum taken over all
multi-indexes α ∈ (N0)n with |α| ≤ s. The topology of S(Rn) is defined by this family
of semi-norms pr,s with r, s ∈ N0.
Definition 2.1.3. We define, as usually, the class S ′(Rn) of all tempered distribu-
tions as the dual of S(Rn), equipped with the weak topology or with the strong topology.
Definition 2.1.4. Let e be the Neper’s number and consider i =
√−1. We consider
(see e.g. [31], p. 13) F : S(Rn)→ S(Rn), the Fourier transform on S(Rn), defined
by
(Fψ)(ξ) := 1
(2pi)
n
2
∫
Rn ψ(x)e
−iξxdx,∀ξ ∈ Rn,
and in the standard way we extend consistently the definition of Fourier transform
to F : S ′(Rn)→ S ′(Rn) by < FT, ψ > := < T, Fψ >, ∀ψ ∈ S(Rn).
Remark:
By [22], p. 25, with some elementary adaptations, we have on S(Rn) the identity
(F−1ψ)(ξ) = 1
(2pi)
n
2
∫
Rn ψ(x)e
iξxdx,∀ξ ∈ Rn,
and on S ′(Rn) we have the property < F−1T, ψ > = < T, F−1ψ > , ∀ψ ∈ S(Rn).
Definition 2.1.5. ([31], p. 58) Given σ ∈ R, we define the lifting operator
Iσ : S
′(Rn)→ S ′(Rn), as usually, by Iσf := F−1 (1 + | ¦ |2)
σ
2 Ff .
(For sake of simplicity we write F−1gFf with the meaning F−1 (g × (Ff)), whenever
f and g are elements of S ′(Rn). Furthermore, the reader should be aware that we will
deal only with the case where f is a continuous real function.)
Remark:
As it is well known that F and F−1 are continuous on S ′(Rn), with both the strong and
the weak topologies, then the lifting operator Iσ is also continuous on S
′(Rn) for those
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topologies.
Definition 2.1.6. Let 0 < p ≤ ∞. Thus, we define the Lebesgue spaces
Lp(Rn) := {f : Rn → C measurable with ‖f‖Lp(Rn) <∞},
where ‖f‖Lp(Rn) :=
(∫
Rn |f(t)|pdt
)1/p
. (‖f‖L∞(Rn) := ess-sup |f |.)
Definition 2.1.7. Consider a bounded set G ⊂ Rn. It will be convenient to consider
also
SG(Rn) := {ψ ∈ S(Rn) with supp(Fψ) ⊂ G} , as well as
LGp (Rn) := {f ∈ Lp(Rn) with supp(Ff) ⊂ G} for 0 < p ≤ ∞.
The preliminary definitions above allow us to introduce the Besov spaces and the
Triebel-Lizorkin spaces by considering the frequency approach. Later on we will make
use also of the wavelet approach, for instance in order to make shorter and easier some
proofs as well as for a matter of comparison of approaches.
Definition 2.1.8. Let F be the Fourier transform on S(Rn), and let ∗ be the
convolution operator on S ′(Rn). Let ϕ ∈ S(Rn) with supp(Fϕ) ⊂ {ξ ∈ Rn : 1/2 ≤
|ξ| ≤ 2}, and (Fϕ)(ξ) + (Fϕ)(2−1ξ) = 1 if 1 ≤ |ξ| ≤ 2. For all j ∈ N we define
ϕj(x) := 2
jnϕ(2jx), ∀x ∈ Rn.
Let ϕ0 ∈ S(Rn) with supp(Fϕ0) ⊂ {ξ ∈ Rn : |ξ| ≤ 2}, and (Fϕ0)(ξ)+(Fϕ)(2−1ξ) = 1
if |ξ| ≤ 2.
Consider 0 < p ≤ ∞, 0 < q ≤ ∞ and s ∈ R. We define the classic Besov spaces
Bsp,q(Rn) := {f ∈ S ′(Rn) with ‖f‖Bsp,q(Rn) <∞},
where
‖f‖Bsp,q(Rn) :=
(∑
j≥0
(
2js‖ϕj ∗ f ‖Lp(Rn)
)q)1/q
.
(Modification ‖f‖Bsp,∞(Rn) := sup
j≥0
2js ‖ϕj ∗ f ‖Lp(Rn).)
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Consider 0 < p < ∞, 0 < q ≤ ∞ and s ∈ R. We define also the classic Triebel-
Lizorkin spaces
F sp,q(Rn) := {f ∈ S ′(Rn) with ‖f‖F sp,q(Rn) <∞},
where ‖f‖F sp,q(Rn) := ‖(
∑
j≥0(2
js|ϕj ∗ f |)q)1/q‖Lp(Rn).
(Usual modification for q =∞.)
|ξ|
Fϕ0(ξ) Fϕ1(ξ) Fϕ2(ξ) Fϕ3(ξ)
2 4 8
1
Figure 3: The sequence (Fϕj)j∈N0 is an infinitely smooth resolution of the unity in frequency
It seems convenient to define also the Besov class with integrability p and smoothness
s-
Bs−p (Rn) := {f ∈ S ′(Rn) such that f ∈ Bs−εp,q (Rn),∀ε > 0},
the Besov class with integrability p and smoothness s+
Bs+p (Rn) := {f ∈ S ′(Rn) such that f ∈ Bs+εp,q (Rn) for some ε > 0},
and the Besov class with integrability p and exact smoothness s— or, shortly, class
s∗ — as
Bs∗p (Rn) := Bs−p (Rn) \Bs+p (Rn).
Remark:
(a) We notice that the functions ϕ and ϕ0 exist. This is clear if we define first (Fϕ)(ξ)
for |ξ| ∈ [1/2, 1], with (Fϕ)(ξ) := 0 (respectively (Fϕ)(ξ) := 1) for |ξ| in a neigh-
borhood of 1/2 (respectively 1) — see comments before Lemma 5.3.1. After we define
(Fϕ)(ξ) := 1− (Fϕ)(2−1ξ) for |ξ| ∈ [1, 2], and (Fϕ0)(ξ) := 1− (Fϕ)(2−1ξ) for |ξ| ≤ 2.
(b) The sequence (Fϕj)j∈N is a resolution of the unity (in the frequency side). This
means that we have the (pointwise) equality
∑
j≥0(Fϕj)(ξ) = (Fϕ0)(ξ)+
∑
j≥1(Fϕ)(2
−jξ) =
14
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1, ∀ξ ∈ Rn (see Figure 3).
(c) Because of the property ϕj ∗ f = (2pi)n2F−1 ((Fϕj)(Ff)) with f ∈ S ′(Rn), then
the spaces Bsp,q(Rn) and F sp,q(Rn) above are the same (equivalent quasi-norms) Besov-
Triebel-Lizorkin spaces defined in [31], p. 45. In particular, by [31], p. 46, the spaces
Bsp,q(Rn) and F sp,q(Rn) are independent (equivalent quasi-norms) of ϕ and ϕ0.
(d) Let 0 < p < ∞, 0 < q0, q1, q2 ≤ ∞, s ∈ R and ε > 0. Then by [31], p. 47, we
have the embeddings Bs+εp,q0 (R
n) ↪→ F sp,q1(Rn) ↪→ Bs−εp,q2 (Rn). Hence we obtain, in obvious
notation, the identity F s∗p (Rn) = Bs∗p (Rn).
(e) Of course for 0 < p ≤ ∞ and s ∈ R we have the relations (identities and inclu-
sions) Bs+p (Rn) =
⋃
σ>sB
σ
p,q(Rn) ⊂ Bsp,q(Rn) ⊂
⋂
σ<sB
σ
p,q(Rn) = Bs−p (Rn) and the
counterparts for the spaces F sp (Rn) (0 < p <∞).
(f) Let 0 < p ≤ ∞ and s ∈ R. A precise characterization of the class Bs∗p (Rn) is given
by the equivalence f ∈ Bs∗p (Rn)⇐⇒ sup{σ ∈ R : f ∈ Bσp,q(Rn)} = s. Equivalently, the
right hand side condition can be written as f ∈ Bσp,q(Rn) if σ < s and f 6∈ Bσp,q(Rn) if
σ > s.
(g) The classes Bs∗p (Rn), Bs−p (Rn) and Bs+p (Rn), particularly the later one, have here
definitions that do not coincide exactly with the given ones in [10, 11]. In the present
work, however, we consider these classes as subsets of S ′(Rn) only for technical con-
venience. Furthermore, the notation “Bs+p (Rn)” suggests a class contained in Bsp,q(Rn)
because “s+” denotes a smoothness non-smaller than s, in the same way that the no-
tation “Bs−p (Rn)” suggests a class that contains Bsp,q(Rn); having this in mind, the
definitions given above for Bs+p (Rn) and Bs−p (Rn) fulfil this intuitive and convenient
property, as pointed out by previous part (e).
Part (d) of the remark above justifies the independence of the class Bs∗p (Rn) on the
parameter q, and gives the identity Bs∗p (Rn) = F s∗p (Rn) for 0 < p < ∞ and s ∈ R.
With corresponding notation applied to other spaces, we have also the identities
Hs∗p (Rn) = Bs∗p (Rn) if 1 < p <∞ and s ∈ R,
C s∗(Rn) = Bs∗∞(Rn) if s > 0,
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and
Cs∗(Rn) = Bs∗∞(Rn) if s > 0.
These identities justify why we will restrict us to the Besov scale. Concerning examples
of functions belonging to these classes, when s > 0, consider φ ∈ S(R) a real function
with φ(0) 6= 0, and define fs(x) = xsφ(x) if x ≥ 0, vanishing otherwise. Then we have
fs ∈ Cs∗(R) = Bs∗∞(R), i.e., for p = ∞ the function fs has an exact smoothness s.
Moreover, for all 0 < p ≤ ∞ and s > 0 the class Bs∗p (Rn) contains a non-empty subset
of continuous, real and compactly supported functions — see Section 1.1, specially
Theorem 1.1.1 and comments before it, with reference to [35, 37].
2.2 Oscillation spaces
We define now a very different kind of linear spaces and the corresponding classes of
smoothness. These are the oscillation spaces, whose smoothness index have an intimate
conection with box dimensions. Later we will relate them with the Besov spaces.
Definition 2.2.1. Let N ∈ N\{1} and ν ∈ N0. We call I a N-adic cube in Rn if I can
be written as I :=
∏n
k=1[(jk − 1)N−ν , jkN−ν ] , where jk ∈ {1, ..., Nν},∀k = 1, ..., n.
Remark:
(a) I is a cube with side length N−ν, contained in [0, 1]n.
(b) We have |I| = N−νn, where |I| represents the volume of I. Concerning the nota-
tion “ | ¦ |”, see also remark of Definition 2.5.1.
(c) The integer N is not important and in what follows the reader may take for sim-
plicity N = 2. This follows by remark (b) of Definition 2.2.4 — see also remark (b) of
Definition 2.3.1 and remark (a) of Definition 2.4.2.
Definition 2.2.2. Let ν ∈ N0. As a generalization of Definition 2.2.1, let I ′ :=
N−ν([0, 1]n + k), with k ∈ Zn, be a cube of volume |I ′| = N−νn (see Figures 2 and 4
for the case n = 2). We apply also to I ′ the designation of N-adic cube. When N = 2
we use also the designation of dyadic for 2-adic.
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x1
x2
Figure 4: Representation of dyadic
cubes (squares) in the plane R2
Definition 2.2.3. Consider ν ∈ N0 and let f : [0, 1]n → R be a function. We define
(a) The oscillation of f over I, oscI(f) := supI f − infI f , for all I as in Defi-
nition 2.2.1 (see Figure 5).
(b) Osc(ν, f) :=
∑
|I|=N−νn oscI(f), where the sum is taken over all I as in Definition
2.2.1.
x0.5
f(x)
infI f
sup
I
f
Figure 5: The oscillation of f over
I = [0, 0.5] is oscI(f) = supI f −
infI f
Definition 2.2.4. Let α ∈ R and T = [0, 1]n. Then we define the oscillation
spaces on T
V α(T ) := {f : [0, 1]n → R measurable with ‖f‖V α(T ) <∞},
where
‖f‖V α(T ) := supν≥0N ν(α−n)Osc(ν, f).
We define also the oscillation spaces on Rn
V α(Rn) := {f : Rn → R measurable with ‖f‖V α(Rn) <∞},
where
17
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‖f‖V α(Rn) := supν≥0N ν(α−n)
∑
|I′|=N−νn oscI′(f).
Here the sum is taken over all I ′ as in Definition 2.2.2, where oscI′(f) := supI′f−infI′f
is the oscillation of f over I ′.
Oscillation spaces were considered in [13]. Similarly to Definition 2.1.8, here we define
also the classes V α−(Rn) := {f : Rn → R measurable with f ∈ V α−ε(Rn),∀ε > 0},
V α+(Rn) := {f : Rn → R measurable with f ∈ V α+ε(Rn) for some ε > 0},
and the corresponding classes V α−(T ) and V α+(T ). We define also the oscillation class
with an exact smoothness α as V α∗(Rn) := V α−(Rn)\V α+(Rn), and analogously on T .
Remark:
(a) ‖.‖V α(T ) and ‖.‖V α(Rn) are semi-norms in the linear spaces V α(T ) and V α(Rn),
respectively.
(b) The linear spaces V α(T ) and V α(Rn) are independent (equivalent semi-norms) of
N .
(c) Consider 0 < α ≤ 1, and let f ∈ Cα(T ), i.e., f : [0, 1]n → R with |f(x)− f(y)| ≤
c|x− y|α for all x, y ∈ [0, 1]n. Then we have the relation f ∈ V α(T ).
(d) If α > n then the spaces V α(T ) and V α(Rn) contain only the constant functions on
T and on Rn, respectively. For the case α ≤ 0, the spaces V α(T ) (respectively V α(Rn))
contain at least all bounded and measurable functions on T (respectively on Rn with a
compact support).
(e) Of course, analogously to remark (e) of Definition 2.1.8, we have the relations
(identities and inclusions)
⋃
δ>α V
δ(T ) = V α+(T ) ⊂ V α(T ) ⊂ V α−(T ) = ⋂δ<α V δ(T )
and the corresponding counterparts for the spaces V α(Rn).
(f) A precise characterization of the class V α∗(Rn) is given by the equivalence f ∈
V α∗(Rn)⇐⇒ sup{σ ∈ R : f ∈ V σ(Rn)} = α.
2.3 Lower counterpart classes
Below in Sections 3.2-3.5 we will characterize, in terms of upper box dimension, the
classes B and V introduced in Definitions 2.1.8 and 2.2.4, respectively. The upper
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box dimension is given, see Definition 2.4.2, by the lim of a quantity and, as lower
counterpart, the lower box dimension is defined in the same way but with the lim
instead. Hence, in order to make an approach for the lower box dimension, it seems
legitimate to consider and characterize another kind of classes of functions, which are
appropriately defined as lower counterparts of those classes B and V .
Definition 2.3.1. Let α ∈ R, 0 < p ≤ ∞ and s ∈ R. We define the classes
Bsp,∞(Rn) and V α(Rn) replacing sup by lim in the definitions of semi/quasi-
norms of the corresponding spaces Bsp,∞(Rn) and V α(Rn) given, respectively, in Defin-
itions 2.1.8 and 2.2.4.
Thus Bsp,∞(Rn) is the class of all f ∈ S ′(Rn) such that the quantity
‖f‖Bsp,∞(Rn) := limj→∞2js‖ϕj ∗ f‖Lp(Rn) is finite,
and V α(Rn) is the class of all f : Rn → R measurable such that the quantity
‖f‖V α(Rn) := limν→∞N ν(α−n)
∑
|I′|=N−νn oscI′(f) is finite.
In the same way as in Definition 2.1.8, we define the classes Bs−p (Rn) :=
⋂
σ<sB
σ
p,∞(Rn),
Bs+p (Rn) :=
⋃
σ>sB
σ
p,∞(Rn), Bs∗p (Rn) := Bs−p (Rn) \Bs+p (Rn).
Similarly, as in Definition 2.2.4, we define the classes V α−(Rn) :=
⋂
δ<α V
δ(Rn),
V α+(Rn) :=
⋃
δ>α V
δ(Rn), V α∗(Rn) := V α−(Rn) \ V α+(Rn), and analogously on T .
Remark:
(a) ‖f‖V α(Rn) and ‖f‖Bsp,∞(Rn) are not semi/quasi-norms. We call them pseudo-norms.
(b) We have a lower counterpart of remark (b) of Definition 2.2.4, i.e., the classes
V α(T ) and V α(Rn) are independent (equivalent pseudo-norms) of N .
(c) Unlike remark (c) of Definition 2.1.8, here we don’t know if the classes Bsp,∞(Rn)
are independent, or not, of ϕ and ϕ0. But this does not matter, since in the present
work the point is to compare, in these lower classes, the lower smoothness with the
lower box dimension of the graphs.
In the next Sections 2.4 and 2.5 we will introduce the necessary concepts about frac-
tal geometry, namely box and Hausdorff dimensions, measure and mass distributions,
support of a measure, d-sets and h-sets. Basic properties concerning these concepts
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are given as well.
2.4 Upper and lower box dimensions
Definition 2.4.1. Let f : A ⊂ Rn → R be a function. Then we define M(ν, f) as
the minimum number of N-adic cubes, as in Definition 2.2.2 for Rn+1, with volume
N−ν(n+1), required to cover Γ(f) (see Figure 2 above for the case n = 1).
Definition 2.4.2. (a) Let f : A ⊂ Rn → R be a function such that Γ(f) is a non-empty
and bounded subset of Rn+1. Then we define (see [14], pp. 38 and 41, with elementary
adaptations) the upper box dimension of Γ(f),
dimBΓ(f) := limν→∞
logM(ν, f)
logN ν
.
We define also the lower box dimension of Γ(f), dimBΓ(f) := limν→∞
logM(ν,f)
logNν
.
Of course, the definition is immediately extendable to dimBE and dimBE , respectively,
for a general non-empty bounded set E ⊂ Rn.
(b) For a general non-empty set F ⊂ Rn we define dimBF := supE⊂F dimBE and
dimBF := supE⊂F dimBE, where the supremum is taken over all non-empty bounded
sets E ⊂ F . If the upper box dimension and lower box dimension coincide then we
define the box dimension of F , dimB F , as the common value of them.
Remark:
(a) The definitions of dimB and dimB are independent (same value) of the basis of the
logarithms. They are ([14], p. 41) also independent (same value) of the constant N .
(b) Consider k ∈ N and let f : [−k, k]n → R be a bounded function. We have
(2k)nN νn ≤ M(ν, f) ≤ (2k)nN νnN ν2(sup |f | + 1), where [¦] represents the integer
part of a positive number. This gives n ≤ dimBΓ(f) ≤ dimBΓ(f) ≤ n+ 1.
(Furthermore, for a general non-empty set F ⊂ Rn, the inequalities 0 ≤ dimBF ≤
dimBF ≤ n hold.)
(c) Let f : Rn → R be a general function. Then, by part (b) of the Definition, we get
dimBΓ(f) = supk∈N dimBΓ(f |[−k,k]n) and the lower counterpart for dimB.
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(d) Let f : Rn → R be a general function. Then we have the equality dimBΓ(f) =
supk∈Zn dimBΓ(f |k+[0,1]n). (respectively ≥ for dimB.)
2.5 Measures, h-sets, and Hausdorff dimension
Definition 2.5.1. Let ∅ 6= U ⊂ Rn. The diameter of U is |U | := supx,y∈U |x− y|.
Remark: We must notice here that when I ′ is a cube as in Definitions 2.2.1/2.2.2 then
|I ′| still means the volume of I ′, according to remark (b) of Definition 2.2.1. Thus,
though in all the work the notation “ | ¦ |” stands for diameter when applied to a gen-
eral subset of Rn, however it means volume when applied to dyadic cubes. We avoid
presumable confusions with the notation by making clear the context in each situation.
Definition 2.5.2. (a) A measure on Rn is a function µ : B(Rn) → [0,∞], defined
over all Borel subsets of Rn, that satisfies µ(∅) = 0, µ(U1) ≤ µ(U2) if U1 ⊂ U2, and
µ(
⋃
k∈N Uk) =
∑
k∈N µ(Uk) whenever (Uk)k∈N is a disjoint collection.
(b) A mass distribution on Rn is a measure on Rn that satisfies 0 < µ(Rn) < ∞.
(Whenever convenient we will assume, without any loss of generality, that µ(Rn) = 1.)
(c) The support of a measure µ is the closed set given by supp µ := Rn \⋃Oµ, where
the union is taken over all opens sets Oµ ⊂ Rn with µ(Oµ) = 0.
Definition 2.5.3. (see [14], pp. 25-29)
Consider d ≥ 0, δ > 0, and let E be a non-empty and bounded subset of Rn.
(a) We define H dδ (E) := inf{
∑
k∈N |Uk|d : |Uk| ≤ δ and E ⊂
⋃
k∈N Uk}.
(b) The quantityH dδ increases when δ decreases. Hence we can define the d-dimensional
Hausdorff measure as H d(E) := limδ→0+H dδ (E).
(c) There exists a critical value dE ≥ 0 such that H d(E) = ∞ for d < dE and
H d(E) = 0 for d > dE. We define the Hausdorff dimension of E as
dimH E := dE.
(d) For a general non-empty set F ⊂ Rn, we define dimH F by applying the same
extension technique as in Definition 2.4.2-(b).
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Remark:(see [14], pp. 43 and 55, with elementary adaptations)
(a) If in part (a) of the Definition we impose the same diameter for all Uk instead, thus
in part (b) we do not obtain necessarily a monotoneH dδ on δ, and the functionH
d sup-
ported on E is not necessarily a measure. However, if we take in (b) the upper (respec-
tive lower) limit, then in part (c) we obtain the upper (respectively lower) box dimension
(cf. Definition 2.4.2); so we have the inequalities 0 ≤ dimH F ≤ dimBF ≤ dimBF ≤ n
for any non-empty set F ⊂ Rn.
Furthermore, if A is a non-empty open subset of Rn and f : A→ R is a general func-
tion, then we have also dimH Γ(f) ≥ n (besides dimH Γ(f) ≤ dimBΓ(f) ≤ dimBΓ(f) ≤
n+ 1).
In order to prove that inequality, assume that A is bounded and put Dk := {x ∈ A :
|f(x)| ≤ k}, k ∈ N. The Lebesgue measure of Dk, λ(Dk), tends (grows) to λ(A) when
k →∞, thus λ(Dk0) > 0 for k0 ∈ N sufficiently large. As dimH Γ(f |Dk0 ) ≥ dimH Dk0 =
n, then that inequality follows.)
More generally, the inequalities dim(A) ≤ dimΓ(f) ≤ dim(A) + 1 hold for any set
A ⊂ Rn, where dim stands for box or Hausdorff dimensions.
(b) Suppose that µ is a mass distribution on Rn and Br are open or closed balls with
0 < |Br| = r < 1 and centered at any P ∈ F = supp µ. If rd ≤ cµ(Br) for 0 < r < 1
then dimBΓ(f) ≤ d, and if rd ≥ cµ(Br) for 0 < r < 1 then dimH Γ(f) ≥ d.
In order to avoid any confusion with the notation for balls and respective radii or
diameters, namely as far as concerns Definition 2.1.1 above on the one hand, and the
previous remark (b) and the following Definitions 2.5.5/2.5.6 on the other hand, please
recall here the remark of Definition 2.1.1-(a).
Definition 2.5.4. Let Πθ and Ξθ be two real valued expressions, depending on a
parameter θ which runs over all elements of a class given in each context. We say that
Πθ and Ξθ are equivalent, writing Πθ ≈θ Ξθ , if these two expressions are strictly
positive and there exist c1, c2 > 0 such that c1Ξθ ≤ Πθ ≤ c2Ξθ holds for all given θ
according to the context.
Furthermore, if Π,Ξ ∈ R+ ∪ {∞}, then Π ≈ Ξ means that Π is finite if and only if Ξ
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is finite.
Definition 2.5.5. Consider d > 0 and let E be a non-empty subset of Rn. Thus, E is
a d-set if there is a mass distribution µ on Rn such that µ(Br) ≈r rd, for all open
or closed balls Br with 0 < |Br| = r < 1 and centered at any P ∈ E = supp µ.
Remark:
(a) If E is a d-set then E is compact in Rn; furthermore, by remark of Definition 2.5.3
we have the equalities dimH E = dimBE = dimBE = d.
(b) If E is a d-set then, given any ν ∈ N0, all ‘efficient’ coverings C of E by dyadic
cubes have ≈ν,C 2νd elements. So, dimB(E × A) = d + dimBA holds, as well as the
corresponding counterpart for dimB, for any A ⊂ Rk, k ∈ N. Moreover, by Corollary
7.4 of [14], p. 95, with E in place of F , we have also dimH(E × A) = d+ dimH A.
Definition 2.5.6. Here, we generalize Definition 2.5.5. Consider h : (0, 1) → R+ a
continuous function satisfying h(0+) = 0. By definition, a non-empty set E ⊂ Rn is
a h-set if there exists a mass distribution µ on Rn such that µ(Br) ≈r h(r), for all
open or closed balls Br with 0 < |Br| = r < 1 and centered at any P ∈ E = supp µ.
Remark:
Observe that if E is a h-set as defined above, then E is compact in Rn. Furthermore, if
E is a h-set, then the function h is equivalent (see Definition 2.5.4) to some monotone
function h˜.
(Whenever convenient we will consider 0 < r ≤ 1, instead of 0 < r < 1, in Definitions
2.5.5/2.5.6. By the way, the two situations produce equivalent definitions.)
2.6 Maximal and minimal dimensions
The Besov class with integrability p and exact smoothness s, Bs∗p (Rn), as well as
the classes with smoothness s−, Bs−p (Rn), and with smoothness s+, Bs+p (Rn), were
introduced in Definition 2.1.8. As referred in Section 1.2, one of main aims of the work
is to make a characterization, in terms of upper box dimension, of those classes B for a
given smoothness. This will be made by calculating maximal and minimal dimensions,
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according to the following Definition.
Definition 2.6.1. Let 0 < p ≤ ∞ and s > 0. The upper box dimension dimB was
introduced in Definition 2.4.2. Then we can define the maximal dimension
Dim
s
p := sup
f∈Bs−p (Rn)
dimBΓ(f) ,
where the supremum is taken over all continuous real functions f ∈ Bs−p (Rn).
We define also the minimal dimension dim
s
p := inff 6∈Bs+p (Rn) dimBΓ(f) , the infi-
mum taken over all continuous real functions f 6∈ Bs+p (Rn) with a compact support.
Remark:
(a) These definitions seem different from the corresponding ones given in the Section
1.2, and are more appropriate to developing research in this topic. Nevertheless, as we
will see in Remark 3.5.2-(b), these apparently different notions coincide.
(b) If P is a non-zero real polynomial, then P |[0,1]n+k ∈ C∞([0, 1]n+k) ⊂ C1([0, 1]n+k)
for all k ∈ Zn. Therefore we have dimBΓ(P ) = n. This follows by remark (d) of Defi-
nition 2.4.2, remark (c) of Definition 2.2.4, and Theorem 3.2.1 below.
Nevertheless, by the property F (Φ∗Ψ) = (2pi)n2 (FΦ)(FΨ) on S ′(Rn), we have ‖P‖Bsp,q(Rn) =
(2pi)
n
2 ‖F−1((Fϕ0)(FP ))‖Lp(Rn) = (2pi)
n
2 ‖P‖Lp(Rn) = ∞, and therefore P 6∈ Bsp,q(Rn),
so P 6∈ Bs+p (Rn), for any 0 < p <∞ and 0 < q ≤ ∞ and any s ∈ R.
Moreover, given any s ∈ R and 0 < p < ∞, there is a bounded and continu-
ous function gs,p : Rn → R satisfying gs,p ∈ C∞([0, 1]n + k) for all k ∈ Zn, so
dimBΓ(gs,p) = n, such that the relation gs,p ∈ Bs∗p (Rn) holds. This follows by con-
sidering gs,p(x) := gs(x1, ..., xn) :=
∑
j≥1 2
−jsψ (x− 2je1) cos(2jx1) if s ≥ 0, respec-
tively gs,p(x) := gs,p(x1, ..., xn) :=
∑
j≥1 ψ
(
2js
p
n (x− 2ηj e1)
)
cos(2jx1) if s ≤ 0, where
e1 := (1, 0, ..., 0) ∈ Rn, ηj :=
∑j
j′=1 2
j′s p
n , and ψ ∈ S(Rn) \ {0} is real and with supp
ψ ⊂ B1(0), and by using a direct generalization of Theorem 4.2.1, a trigonometric
counterpart of Corollary 9 of [37], p. 202. (Of course, we can also prove this assertion
in the basis of Corollary 9 of [37] with an appropriate wavelet expansion gs,p, instead
of a trigonometric one.)
(As a matter of fact, we can even state the following: Given any s ∈ R and any 0 < p <
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∞, then there is a (bounded and continuous) real function gs,p ∈ C∞(Rn) such that the
relation gs,p ∈ Bs∗p (Rn) holds: take for instance gs,p(x) :=
∑
j≥1 2
−2jψ
(
2(js−2
j) p
n x
)
cos(2jx1),
where ψ ∈ S(Rn) \ {0} is real.)
Hence, in order to enrich the definition of “minimal dimension” for 0 < p < ∞ and
s > 0, we introduced above the compact support condition. (Otherwise, the minimal
dimension would be n for any of those parameters p and s, as follows by using the
functions P or gs,p as in the comments above.)
Nevertheless, in some situations (see comments before Theorem 3.6.3) the class of
all continuous real functions with a compact support is not appropriate indeed, so we
consider the somewhat larger and convenient class of all bounded and continuous real
functions. However, many of the results presented in this work do no longer hold for
this larger class of functions.
(c) We have dim
s
p ≤ Dimsp for 0 < p ≤ ∞ and s > 0. In fact, by Theorem 1.1.1, the
class Bs∗p (Rn) = Bs−p (Rn) \ Bs+p (Rn) contains a non-empty subset of continuous real
functions with a compact support.
(d) Of course, analogous definitions for maximal and minimal dimensions make sense
for lower box and Hausdorff dimensions, as well as when we consider the lower coun-
terpart classes according to Definition 2.3.1. Moreover, the previous part (c) remains
true for those other dimensions and classes (cf. Theorem 3.5.5 below).
3 Dimensions and smoothness in function spaces
3.1 Summary of the Chapter
Consider an integrability 0 < p ≤ ∞ and an exact smoothness s > 0. Hence, for
a given class Bs∗p (Rn), represented by a point in the (1p , s)-plane, we will determine
maximal and minimal values for upper and lower box dimensions, for the graphs of all
continuous real functions with a compact support and represented by this point.
In order to achieve this main aim, firstly in Section 3.2 we point out the intimate
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conection between box dimensions and oscillation spaces and then, in Section 3.3, by
developing embeddings or inclusions between oscillation spaces and Besov spaces, we
get estimates for maximal and minimal values for the box dimensions of the graphs.
Secondly, in Section 3.4 we calculate the box dimension for graphs of some bizarre
specially constructed functions, including Weierstrass-type and chirp-type ones, in or-
der to prove that the estimates of the previous Section are actually the maximal and
minimal values of the box dimensions, and then in Section 3.5 we state the main re-
sult, where we give two tables summarizing maximal and minimal box and Hausdorff
dimensions (in what concerns Hausdorff dimension, we refer to Roueff thesis [25] and
even to [26]).
When we search for minimal lower box dimension, we pay special attention to scale-
sparse Weierstrass-type functions, namely in Theorem 3.5.3. As we will see later in
Section 4.2, this simple and easy result will play an important role in what concerns
the search for graphs which are d-sets.
In Section 3.6 we deal again with the relation between smoothness and dimensions of
the graphs, but now from a quite different point of view, which consists in applying the
lifting operator to a fixed function, ranging in this way throuth the smoothness, and
observing the consequente translation in terms of box and Hausdorff dimensions. Here
we obtain additional and distint information, in particular we conclude that there is
some uncertainty in that relation between smoothness and dimensions.
3.2 Box dimensions in oscillation spaces
We start by a precise characterization of the oscillation spaces V α(Rn) and correspond-
ing lower counterpart classes V α(Rn), in terms of upper and lower box dimensions,
respectively. Afterwards, in Section 3.3, these spaces and classes will be related with
Besov spaces and respective lower counterparts, since as we have seen in Section 1.1
both parameters α and s measure smoothness.
Theorem 3.2.1. Let f : [0, 1]n → R be a continuous function. Then we have the
equivalences
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(a) dimBΓ(f) ≤ n+ 1− γ ⇐⇒ f ∈ V γ−(T ), in the case 0 < γ ≤ 1,
(b) dimBΓ(f) ≥ n+ 1− γ ⇐⇒ f 6∈ V γ+(T ), in the case 0 ≤ γ < 1.
Remark 3.2.2. (a) The Theorem 3.2.1 is also true for dimB, V
γ−(T ), V γ+(T ) in
place of the standard counterparts.
(b) The Theorem 3.2.1 and the previous part (a) are immediately extendable to V γ−(Rn),
V γ+(Rn) (respectively V γ−(Rn), V γ+(Rn)) for continuous functions f : Rn → R with
a compact support.
(c) Consider f : Rn → R as a general measurable function. Then for 0 < γ ≤ 1 we
have the implication dimBΓ(f) ≤ n + 1 − γ ⇐= f ∈ V γ−(Rn), and for 0 ≤ γ < 1
the implication dimBΓ(f) ≥ n + 1 − γ =⇒ f 6∈ V γ+(Rn). We have also the lower
counterparts for dimB, V
γ−(Rn), V γ+(Rn).
We should notice that in Theorem 3.2.1, as f : [0, 1]n → R is continuous, then both
sides of first equivalence are true if γ = 0, and the left hand side of second equivalence
is true if γ = 1. This follows by remark (d) of Definition 2.2.4 and remark (b) of
Definition 2.4.2.
As a natural consequence of the previous results we get the following Theorem, which
will be convenient when we intend to deal both with supports and dimensions of func-
tions.
Definition 3.2.1. Let ∅ 6= A ⊂ R and consider f : A → C. Then f is a Lipschitz
function if |f(x1) − f(x2)| ≤ cf |x1 − x2|, ∀x1, x2 ∈ A. (We call cf a Lipschitz
constant of f .)
Theorem 3.2.3. Let f : Rn → R be a continuous function, and let η : Rn → R be a
Lipschitz function. Then we have (cf. remark of Proposition 4.2.5 below)
(a) dimBΓ(ηf) ≤ dimBΓ(f),
(b) dimBΓ(ηf) ≤ dimBΓ(f).
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3.3 Embeddings between Besov and oscillation spaces
Now, by developing inclusions or embeddings, we will relate the oscillation spaces
V α(Rn) with the Besov spaces Bsp,q(Rn). In papers [17] and [18] we find very fine
embeddings concerning those spaces. Nevertheless, here we make a somewhat different
approach to oscillation spaces, since we defined them in Section 2.2 by taking into
account only first order differences, instead of greater order ones.
In what follows, if (S1, ‖.‖S1) and (S2, ‖.‖S2) are two semi/quasi-normed spaces of
tempered distributions then, by definition, the intersection of the two spaces must be
understood as the semi/quasi-normed space S1 ∩ S2, provided by definition with the
semi/quasi-norm
‖.‖S1∩S2 := ‖.‖S1 + ‖.‖S2 .
Furthermore, let us temporarily consider V A,α(Rn) and BA,sp,q (Rn) as the restrictions,
of the spaces V α(Rn) and Bsp,q(Rn), to the measurable real functions with support
contained in a fixed non-empty bounded set A ⊂ Rn.
Consider 0 < p <∞ and γ ≥ n
p
. Then the Theorem 3.3.1 below gives the embedding
BA,γp,1 (Rn) ↪→ V A,min{1,γ}(Rn).
We require this embedding in order to prove the Corollary 3.3.2, that gives an upper
bound for Dim
s
p when 0 < p ≤ ∞ and γ > np .
On the other hand, the Theorem 3.3.4 gives a converse result. Considering 0 < p <∞
and γ ∈ R and taking into account the definitions given above, we have the embedding
Lmax{1,p}(Rn) ∩ V A,γmax{1,p}(Rn) ↪→ BA,γp,∞(Rn).
As a consequence this embedding originates the Corollary 3.3.5, that generalizes The-
orem 1.2.1 and gives a lower bound for dim
s
p when 0 < p <∞ and 0 < s < 1max{1,p} .
Theorem 3.3.1. Consider 0 < p < ∞ and γ ≥ n
p
, and let f : Rn → R be a function
such that f ∈ Bγp,1(Rn) and supp f ⊂ BR(0), where R > 0. Then, it holds
‖f‖V min{1,γ}(Rn) ≤ cR‖f‖Bγp,1(Rn).
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Corollary 3.3.2. Consider 0 < p ≤ ∞ and γ > n
p
, and let f : Rn → R be a function
such that f ∈ Bγ−p (Rn). Then we have (see Figure 6) the inequality
dimBΓ(f) ≤ n+ 1−min{1, γ}.
In [29], p. 21, we find a result very related with the Corollary above. By the way, for
a comparison between [29], p. 21, and Corollary 3.3.2, see for instance [31], pp. 189
and 192 — also Lemma 5.2.1 when 0 < p < 1. For detailed calculations concerning the
case p =∞, see e.g. [33], p. 120.
Remark 3.3.3. (a) At least with the further assumption 0 < γ < 1, the Theorem
3.3.1 and Corollary 3.3.2 are sharp results, in the sense that we cannot replace the
expression min{1, γ} by a strictly larger number. This follows by Theorem 3.5.1.
(b) Consider p, γ and f as in Corollary 3.3.2. Suppose additionally that γ ≥ 1. Then
by remark (a) of Definition 2.5.3 we have dimH Γ(f) = dimB Γ(f) = n. A deeper
result concerning Hausdorff dimension will be obtained below in Theorem 3.5.5.
(c) As an extension — or special case — of Theorem 3.3.1, we have also the embedding
(the prefix “Re” means that we must consider the restriction to the real functions)
ReBn1,1(Rn) ↪→ V 1(Rn).
(d) We have no lower counterpart of Corollary 3.3.2 for Bγ−p (Rn) and dimB in place
of the standard/upper counterparts. This follows by Remark 4.2.4-(c).
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1/n
1
Dim
s
p
s = n/p
≤ n + 1 − s
n
1/p
s
1
Figure 6: The Corollary 3.3.2
gives Dimsp ≤ n + 1 − min{1, s}
for 0 < p ≤ ∞ and s > np
Theorem 3.3.4. Consider 0 < p < ∞ and γ ∈ R, and let f ∈ V γmax{1,p}(Rn) be a
(measurable) function such that supp f ⊂ BR(0), where R > 0. Then, it holds
‖f‖Bγp,∞(Rn) ≤ cR‖f‖Lmax{1,p}(Rn)∩V γmax{1,p}(Rn).
Corollary 3.3.5. Consider 0 < p <∞ and 0 ≤ γ < 1
max{1,p} , and let f : R
n → R be a
continuous function with a compact support. Suppose additionally that f 6∈ Bγ+p (Rn).
Then by Theorem 3.3.4 and Remark 3.2.2-(b) we have (see Figure 7) the inequality
dimBΓ(f) ≥ n+ 1− γmax{1, p}.
Remark 3.3.6. (a) At least for 0 < γ < 1
max{1,p} , the Theorem 3.3.4 and Corollary
3.3.5 are sharp results, in the sense that we cannot replace the expression γmax{1, p}
by a strictly smaller number. This follows by Theorem 3.5.1.
(b) We have also a kind of lower counterpart inequality for the inequality of Theo-
rem 3.3.4. Actually, with the same proof we can show that the inequality ‖f‖Bγp,∞(Rn) ≤
cR‖f‖V γmax{1,p}(Rn) holds. Hence, by Remark 3.2.2-(b) it follows that the Corollary 3.3.5
is valid also for Bγ+p (Rn) and dimB in place of the standard/upper counterparts.
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(c) Consider 1 ≤ p < ∞ and γ ∈ R. As can be seen in the Proof of Theorem 3.3.4,
under these range of parameters the constant cR of this Theorem does not depend on
R; moreover, the embedding Lp(Rn) ∩ V γp(Rn) ↪→ Bγp,∞(Rn) holds. Furthermore, as
will be given in Theorem 6.3.5 below, the Proof of which takes advantage of Young’s
inequality — see Lemma 6.3.4—, for 1 ≤ p <∞ and γ ∈ R it holds also the embedding
L1(Rn) ∩ V γp(Rn) ↪→ Bγp,∞(Rn).
Of course, for γ = 1
max{1,p} the Corollary 3.3.5 is also valid. This follows by remark
(b) of Definition 2.4.2. We must recall here the comments given before Theorem 1.2.1,
which follow by Theorem 3.4.1 and are explained in comments following it based in
Remark 3.4.3. According to this, it turns out also that the Corollary 3.3.5 cannot be
improved with the other inequality ≤.
1
1
dim
s
p
s = 1/p
s = 1
≥ n + 1 − sp
≥ n + 1 − s
1/p
s
1
Figure 7: The Corollary 3.3.5
gives dimsp ≥ n+1− smax{1, p}
for 0 < p < ∞ and 0 < s <
1
max{1,p}
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3.4 Functions for extremal box dimensions
Next we will construct extreme functions with the goal of reaching the maximal and
minimal dimensions. In Definition 3.4.1 we construct a function that materializes the
maximal dimension for 0 < p < ∞ and 0 < s ≤ n
p
, as pointed out by Theorem 3.4.1.
Furthermore, in Definition 3.4.2 we have a more refined function in order to get the
Theorem 3.4.4, which generalizes Theorem 3.4.1 as far as concerns exact smoothness.
On the other hand, in Definition 3.4.3 we have a function Λ that constitutes an approach
in order to achieve the minimal dimension for 1 ≤ p <∞ and 0 < s ≤ 1
p
.
Definition 3.4.1. Let ψ : Rn → R with ψ ∈ S(Rn), ψ(0) 6= 0 and supp(Fψ) ⊂ {ξ ∈
Rn : 1− a ≤ |ξ| ≤ 1 + a}, for a > 0 sufficiently small.
Let j0 ∈ N0 be sufficiently large.
(I) For n = 1:
For each j ∈ N \ {1, 2} let Θj : R→ R with
Θj := ψ
(
2j+j0(¦− 1/ ln j)) .
Let Θ : R → R with Θ := ∑j≥3Θj. (Pointwise convergence and also convergence in
S ′(R) with the strong topology to the same function.)
Let φ : R→ R, with φ ∈ C∞0 (R) and satisfying φ(x) = x,∀x ∈ [0, 1].
Let Θ0 : R→ R with Θ0 := φΘ.
(II) For n ∈ N \ {1}:
For each j ∈ N \ {1, 2} and for l ∈ {1, ..., j2(n−1)} let Θj,l : Rn → R with
Θj,l := ψ
(
2j+j0(¦−m(j, l))) ,
and with m(j, l) :=
(
1
ln j
,
s2,l
j2
, ...,
sn,l
j2
)
, where the j2(n−1) different values of l correspond
to the different values of (s2,l, ..., sn,l) ∈ {1, ..., j2}n−1.
Let Θ : Rn → R with Θ := ∑j≥3∑j2(n−1)l=1 Θj,l. (Pointwise convergence and also con-
vergence in S ′(Rn) with the strong topology to the same function.)
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Let φ : Rn → R, with φ ∈ C∞0 (Rn) and satisfying φ(x) = φ(x1, ..., xn) = x1, ∀x ∈ [0, 1]n.
Let Θ0 : Rn → R with Θ0 := φΘ.
Theorem 3.4.1. Let Θ0 be as in Definition 3.4.1. Then (see Figure 8)
(a) Θ0 is continuous,
(b) dimB Γ(Θ0) = n+ 1,
(c) Θ0 ∈ B
n
p
−
p (Rn) for 0 < p ≤ ∞.
1/n
1
Dim
s
p
s = n/p
n + 1
n + 1
1/p
s
1
Figure 8: The Theorem 3.4.1
gives Dimsp = n + 1 for 0 < p <
∞ and 0 < s ≤ np
As mentioned in Section 1.2, the Theorem 1.2.1 cannot be improved with the inequal-
ity ≤. In the same way, only the part ≥ of the claimed Th. 4.2 of [13], p. 220, is true.
This follows by Theorem 3.4.1 (or by Theorem 3.4.4 below). The failure of part ≤ of
this claim in [13], p. 220, comes from the false inequality (4.3) of [13], p. 219, which
originates the false inequality (4.1) of [13], p. 219. We can see in Remark 3.4.3 below
that (4.1) ‖f‖V γ(R) ≤ c‖f‖Bγ1,1(R) with 0 < γ < 1 of [13], p. 219, is false, even with the
restriction to the real functions f belonging to C∞0 (R). In [20], Kamont and Wolnik
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also constructed a counterexample for this claim of [13], p. 220.
Lemma 3.4.2. ([31], p. 195)
Let ϕ ∈ C∞0 (Rn). Let 0 < p0 ≤ p1 ≤ ∞, 0 < q ≤ ∞ and s ∈ R. Then f 7→ ϕf yields a
continuous linear mapping from Bsp1,q(R
n) into Bsp0,q(R
n).
Remark 3.4.3. Let ϕ be as in Definition 2.1.8, and with supp(Fϕ) ⊂ {ξ ∈ Rn :
1
2
(1 + a) ≤ |ξ| ≤ 2(1− a)} and (Fϕ)(ξ) = 1 if 1− a ≤ |ξ| ≤ 1 + a, for some a > 0.
Let ψ : Rn → R with ψ ∈ S(Rn) \ {0} and supp(Fψ) ⊂ {ξ ∈ R : 1− a ≤ |ξ| ≤ 1 + a}.
Furthermore, let φ : Rn → R with φ ∈ C∞0 (Rn) and suppose that (φψ)(0) 6= 0.
For each j ∈ N let ψj := ψ(2j¦) and φj := φψj ; thus we have φj ∈ C∞0 (Rn).
Then, for α ∈ R it holds ‖φj‖V α(Rn) ≥ ‖φj‖L∞(Rn) ≥ |φj(0)| = c > 0.
Nevertheless, from the well-known property F (Φ ∗Ψ) = (2pi)n2 (FΦ)(FΨ) on S ′(Rn), it
holds (besides ϕj′ ∗ ψj = 0 for j′ ∈ N0 and j′ 6= j) ϕj ∗ ψj = (2pi)n2ψj, if in Definition
2.1.8 we consider ϕ as above. So the identities ‖ψj‖Bsp,q(Rn) = 2js(2pi)
n
2 ‖ψj‖Lp(Rn) =
c2j(s−
n
p
) hold for 0 < p ≤ ∞, 0 < q ≤ ∞ and s ∈ R. Hence, by Lemma 3.4.2 we obtain
the estimation ‖φj‖Bsp,q(Rn) ≤ c 2j(s−
n
p
).
Definition 3.4.2. Let ψ : Rn → R with ψ ∈ S(Rn) \ {0} and supp(Fψ) ⊂ {ξ ∈ Rn :
1− a ≤ |ξ| ≤ 1 + a}, for a > 0 sufficiently small.
Let 0 < λ ≤ 1. For each j ∈ N \ {1, 2} define k(j) := [2j(1−λ)].
(I) For n = 1:
For each j ∈ N \ {1, 2} and for k ∈ {1, ..., k(j)} let m(j, k) := 1
ln j
− k2−j and Θj,k :
R→ R with
Θj,k := ψ
(
2j(¦−m(j, k))) .
Let Θ : R → R with Θ := ∑j≥3∑k(j)k=1Θj,k. (Pointwise convergence and also conver-
gence in S ′(R) with the strong topology to the same function.)
Let φ : R→ R, with φ ∈ S(R) and satisfying φ(x) = x,∀x ∈ [0, 1].
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Let Θ0 : R→ R with Θ0 := φΘ.
(II) For n ∈ N \ {1}:
Let 0 ≤ h ≤ n − 1. For each j ∈ N \ {1, 2} define d(j) :=
[
2j
n−1−h
n−1
]
. (Modification
d(j) := j2 if h = n− 1.)
For each j ∈ N \ {1, 2}, for k ∈ {1, ..., k(j)} and for l ∈ {1, ..., d(j)n−1} let m(j, k, l) :=
( 1
ln j
− k2−j, s2,l
d(j)
, ...,
sn,l
d(j)
), where for each fixed (j, k) the d(j)n−1 different values of l
correspond to the different values of (s2,l, ..., sn,l) ∈ {1, ..., d(j)}n−1.
Let also Θj,k,l : R→ R with
Θj,k,l := ψ
(
2j(¦−m(j, k, l))) .
Let Θ : Rn → R with Θ :=∑j≥3∑k(j)k=1∑d(j)n−1l=1 Θj,k,l. (Pointwise convergence and also
convergence in S ′(Rn) with the strong topology to the same function.)
Let φ : Rn → R, with φ ∈ S(Rn) and satisfying φ(x) = φ(x1, ..., xn) = x1,∀x ∈ [0, 1]n.
Let Θ0 : Rn → R with Θ0 := φΘ.
Theorem 3.4.4. Let 0 ≤ h ≤ n− 1, 0 < λ ≤ 1 and Θ0 as in Definition 3.4.2. Then
(a) Θ0 is continuous,
(b) dimB Γ(Θ0) = n+ 1,
(c) Θ0 ∈ B
h+λ
p
∗
p (Rn) for 0 < p ≤ ∞.
The Theorem 3.4.4 strengthens and generalizes Theorem 3.4.1. In fact, if in Defini-
tion 3.4.2 we additionally impose ψ(0) 6= 0, φ ∈ C∞0 (Rn), replace ψ by ψ(2j0¦), take
h = n − 1, λ = 1 and simplify 1
ln j
− 2−j by 1
ln j
, then we get the same Θ and Θ0 of
Definition 3.4.1.
In the following Definition 3.4.3, the function Λ constitutes an approach in order to
achieve the minimal dimension for 1 ≤ p < ∞ and 0 < s ≤ 1
p
. The Theorem 3.4.6
deals with the product φΛ, in order to be able to guarantee a compact support which
in principle is not guaranteed in Definition 3.4.3.
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We can realize here that the representation in wavelets, or even in quarks in the context
of [34], are possible alternatives to Definitions 3.4.1, 3.4.2 and 3.4.3, specially for the
later one, in order to construct extremal functions. The former approach is given in
[18], dealing with a multi-fractal analysis on wavelet expansions. For such an approach,
an useful tool to manage the smoothness is the Theorem in p. 194 of [37].
Definition 3.4.3. Let ψ : Rn → R with ψ ∈ S(Rn) \ {0} and supp(Fψ) ⊂ {ξ ∈ Rn :
1− a ≤ |ξ| ≤ 1 + a}, for a > 0 sufficiently small.
Let 0 < λ ≤ 1. For each j ∈ N define k(j) := [(1− 2−λ)2j(1−λ)].
In what follows, for λ = 1 we put k(j) = 1 and replace 2−jλ − k2−j by 0 and 1
j
by 1
j2
.
(I) For n = 1:
For each j ∈ N and for k ∈ {1, ..., k(j)} let m(j, k) := 2−jλ − k2−j and Λj,k : R → R
with
Λj,k :=
1
j
ψ
(
2j(¦−m(j, k))) .
Let Λ : R→ R with Λ :=∑j≥1∑k(j)k=1 Λj,k. (Uniform convergence.)
(II) For n ∈ N \ {1}:
For each j ∈ N, for k ∈ {1, ..., k(j)} and for l ∈ {1, ..., 2j(n−1)} let m(j, k, l) :=(
2−jλ − k2−j, s2,l
2j
, ...,
sn,l
2j
)
, where for each fixed (j, k) the 2j(n−1) different values of l
correspond to the different values of (s2,l, ..., sn,l) ∈ {1, ..., 2j}n−1.
Let also Λj,k,l : R→ R with
Λj,k,l :=
1
j
ψ
(
2j(¦−m(j, k, l))) .
Let Λ : Rn → R with Λ :=∑j≥1∑k(j)k=1∑2j(n−1)l=1 Λj,k,l. (Uniform convergence.)
Theorem 3.4.5. Let 0 < λ ≤ 1 and Λ as in Definition 3.4.3. Then
(a) Λ is bounded and continuous,
(b) dimBΓ(Λ) ≤ n+ 1− λ,
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(c) Λ ∈ B
λ
p
∗
p (Rn) for 0 < p ≤ ∞.
Actually, we can write the identity dimB Γ(Λ) = dimB Γ(φΛ) = n + 1 − λ, where φ is
an appropriate infinitely smooth and real cutoff function. This follows by the following
Theorem, together with respective Proof, which is an improvement of the previous one.
Theorem 3.4.6. Consider 0 < λ ≤ 1 and Λ as in Definition 3.4.3, and let φ : Rn → R,
with φ ∈ S(Rn) and satisfying φ(x) = 1,∀x ∈ [0, 1]n. Then we have the relations
(a) dimB Γ(φΛ) = n+ 1− λ,
(b) φΛ ∈ B
λ
p
∗
p (Rn) for 0 < p ≤ ∞.
3.5 Summarizing maximal and minimal dimensions
We are now in a position to give the exact values for maximal and minimal upper box
dimensions, as well as the maximal lower box dimension, over all continuous real func-
tions compactly supported on Rn, with integrability 0 < p ≤ ∞ and exact smoothness
s > 0. The following Theorem 3.5.1 and Remark 3.5.2 make exactly this.
Theorem 3.5.1. Let 0 < p ≤ ∞ and s > 0. Then we have (see Figures 9, 10, 11)
(a) Dim
s
p = n+ 1 if 0 < s ≤ np ,
(b) Dim
s
p = n+ 1−min{1, s} if s > np ,
and
(c) dim
s
p = n+ 1− smax{1, p} if 0 < s ≤ 1max{1,p} ,
(d) dim
s
p = n if s ≥ 1max{1,p} .
Remark 3.5.2. (a) As we can see in the arguments of the Proof of Theorem 3.5.1,
the supremum Dim
s
p is a maximum and the infimum dim
s
p is a minimum.
(b) If when taking the supremum and the infimum in Definition 2.6.1 we suppose
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f ∈ Bs∗p (Rn), then we have the same results of Theorem 3.5.1 for Dimsp and dim
s
p, in-
cluding part (a) of present Remark. In fact, as we can see in the Proof of the Theorem,
we need only replace Theorem 3.4.1 by the more general Theorem 3.4.4.
(c) We define Dimsp if when taking the supremum in Definition 2.6.1 we replace dimB
by dimB. As can be seen in the Proof of Theorem 3.5.1, we have Dim
s
p = Dim
s
p for
0 < p ≤ ∞ and s > 0; moreover, the previous parts (a) and (b) of the present Remark
remain true for Dimsp.
(d) Looking at the Proof, we realize that for obtaining parts (a), (b) and (d) of Theo-
rem 3.5.1, we didn’t need at all to impose any continuity condition in Definition 2.6.1;
and this is true also for the previous parts of the present Remark.
(In fact, by recalling [31], p. 131, we know that in the case s > n
p
as in part (b) of
the Theorem we have only continuous functions; and concerning part (d) and the case
0 < s ≤ n
p
as in part (a), we know by remark (a) of Definition 2.5.3 that the upper box
dimension falls between n and n+ 1.)
On the other hand, if in Definition 2.6.1 we relax the continuity on a subset of Rn of
upper box dimension n − 1 (for example on a hyperplane), then even the part (c) of
Theorem 3.5.1 remains true, including the previous parts of the present Remark. This
will be proved in Section 5.4.
(e) Concerning the extension of the present Remark to functions which are not com-
pactly supported, see at the end of remark (b) of Definition 2.6.1.
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1/n
1
Dim
s
p
s = n/p
n + 1
n + 1
n + 1 − s
n
1/p
s
Figure 9: The Theorem 3.5.1
gives the exact values ofDimsp
for 0 < p ≤ ∞ and s > 0
1
1
dim
s
p
s = 1/p
s = 1
n + 1 − sp
n + 1 − s
n
n n
1/p
s
Figure 10: The Theorem
3.5.1 gives the exact values of
dim
s
p for 0 < p ≤ ∞ and s > 0
We also present an alternative graphical representation, to facilitate the interpretation.
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n
p
1
max(1,p)
1
dim(graphf)
0
 
 
 
n+1
n
s
Figure 11: Case np < 1.
The solid line represents
Dim
s
p and the dashed line
represents dimsp. For the
case np > 1 the solid line
is simpler
We gave, in Theorem 3.5.1 and Remark 3.5.2 above, the maximal and minimal values
of the upper box dimension and the maximal value of the lower box dimension, for an
integrability 0 < p ≤ ∞ and an exact smoothness s > 0. So, the Corollary 3.5.4 below
complements these results, by giving the minimal value for the lower box dimension.
On the other hand, Roueff in [25] gives the maximal and minimal Hausdorff dimen-
sions.
The following Theorem 3.5.3 has an easy and short Proof. It is an extension of the
corresponding result in [25], 2.5.4, p. 29, is also true in the case γ =∞ and is crucial
in order to prove the Corollary 3.5.4.
Theorem 3.5.3. Let ζ : R → R be a bounded and Lipschitz function. Consider
(θj)j∈N ⊂ R, (aj)j∈N ⊂ R with |aj| ≤ 2−λjs, and (λj)j∈N ⊂ R+ satisfying λj+1 − λj ≥
c > 0. Define γ := limj→∞
λj+1
λj
(hence γ ∈ [1,∞] holds). For 0 < s ≤ 1, let
Ws : [0, 1]→ R be defined by Ws(x) :=
∑
j≥1 ajζ(2
λjx+ θj). Then we have
dimBΓ(Ws) ≤ 2− Ξ(γ, s),
where Ξ(γ, s) :=
γs
1−s+γs . We observe the following: For γ = ∞ we have
Ξ(∞, s) = 1 whenever 0 < s ≤ 1; for (finite) fixed γ ≥ 1, the one variable func-
tion Ξ(γ, ¦) is strictly increasing and ranges over (0, 1] for 0 < s ≤ 1; analogously, for
40
3.5 Summarizing maximal and minimal dimensions 3 Dim. Smooth. F.S.
fixed 0 < s ≤ 1, the function Ξ(¦, s) is strictly increasing and ranges over [s, 1] for
1 ≤ γ ≤ ∞.
Of course, with 0 < s < 1 the quantity 2 − Ξ(γ, s) = 1 + 1−s
1−s+sγ is a number strictly
between 1 and 2. Below, in Theorem 4.2.7 and comments that follow it, we will see
that in many cases the inequality in the Theorem above is actually an equality.
Corollary 3.5.4. Let ψ ∈ S(Rn) \ {0} be a real function. Consider s > 0 and let Ws :
Rn → R be defined by Ws(x1, ..., xn) :=
∑
j≥1 2
−j!s cos(2j!x1), where j! = j(j − 1)...2.1.
Then we have the relations
dimBΓ(ψWs) = n and ψWs ∈ Bs∗p (Rn) for 0 < p ≤ ∞.
Proof. The Theorem 4.2.1 gives the second relation. On the other hand, by remark (b)
of Definition 2.4.2 and by Theorem 3.5.3 with γ =∞, we obtain n ≤ dimBΓ(ψWs) ≤
dimBΓ(Ws) ≤ (2 − 1) + (n − 1), where the second (middle) inequality is justified by
Theorem 3.2.3-(b) with elementary adaptations.
In particular the Corollary 3.5.4 shows that, for 0 < p ≤ ∞ and s > 0, there is a
continuous real function hs with a compact support on Rn, an integrability p and an
exact smoothness s (taking hs := ψWs), that achieves the minimal lower box dimension
n. Of course, by remark (a) of Definition 2.5.3 this function achieves also the minimal
Hausdorff dimension dimH Γ(hs) = n, which is given also by Lemme 1 of [25], p. 13.
Concerning non-linearity of lower box and Hausdorff dimensions, which is a closely
related topic, see [23, 25, 38].
The following Theorem 3.5.5 is the heart of the Sections 3.2-3.5.
Summary of maximal and minimal dimensions:
Theorem 3.5.5. Let 0 < p ≤ ∞ and s > 0, and define (∗), (∗∗) and (∗∗∗) as follows:
(∗) := n+ 1 if 0 < s ≤ n
p
and (∗) := n+ 1−min{1, s} if s > n
p
;
(∗∗) := n+ 1− smax{1, p} if 0 < s ≤ 1
max{1,p} and (∗∗) := n if s ≥ 1max{1,p} ;
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(∗ ∗ ∗) := n+ 1− smin{1, p} if 0 < s ≤ 1
min{1,p} and (∗ ∗ ∗) := n if s ≥ 1min{1,p} .
Then, the following tables hold. The first table contains maximal and minimal dimen-
sions over Bs∗p (Rn), the second table does the same over Bs∗p (Rn).
Maximal Minimal
dimB (∗) (∗∗)
dimB (∗) n
dimH (∗ ∗ ∗) n
Maximal Minimal
dimB n+ 1 (∗∗)
dimB n+ 1 (∗∗)
dimH n+ 1 n
3.6 Lifting operator and dimensions
In Theorem 3.5.5 we dealt with the interval ranged by dimensions of the graphs of con-
tinuous real functions, for a given smoothness between 0 and 1. In fact, this Theorem
shows already some uncertainty in the relation between smoothness and dimensions.
Now, we want to investigate the behavior of the fractal dimensions on the graph when
we apply a variation of smoothness on a fixed continuous real function.
Indeed, as is confirmed by Lemma 3.6.2, the lifting operator is a convenient tool when
checking the behavior of dimensions against smoothness. We are not interested in
the typical behavior, instead we consider representative extremal cases in order to
prove the key result of this Section, Theorem 3.6.3, which summarizes some remark-
able consequences concerning extremal behaviors in the relation between dimensions
and smoothness.
Firstly, however, we need the following two Lemmas in which the Proof of the Theorem
is based on.
Lemma 3.6.1. Consider 1 < d1 < d2 < 2 fixed, and let Ξ : (1,∞) × (0, 1) → (0, 1)
be defined by Ξ(γ, s) :=
γs
1−s+γs , for all γ > 1 and all 0 < s < 1, as in Theorems
3.5.3/4.2.7. Let b1 := 2− d1 and b2 := 2− d2, thus 0 < b2 < b1 < 1. For this fixed pair
(b1, b2), we will consider (s, t) = (s, t)(γ) as a function of γ > 1, defined by the two
identities 2 − Ξ(γ, s) = 2 − b2 = d2 and 2 − Ξ(γ, s + t) = 2 − b1 = d1. In particular,
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we define in this way the function t : (1,∞) → (0, 1) by t = t(γ) satisfying those two
identities. Then, we have the following properties:
(a) The function t(γ) satisfies t(1+) := limγ→1+ t(γ) = b1 − b2 and limγ→∞ t(γ) = 0.
(b) If b1 + b2 ≤ 1 (=⇒ b2 ≤ 1/2 ⇐⇒ d2 ≥ 3/2), i.e. d1 + d2 ≥ 3, then t(γ) is
strictly decreasing on γ ∈ (1,∞), consequently the supremum of t(γ) is given by
tsup := t(1
+) = b1 − b2 = d2 − d1. In this case, t(γ) ranges over the interval (0, tsup).
(b’) If b1 + b2 > 1, i.e. d1 + d2 < 3, then t(γ) is strictly increasing on γ ∈ (1, γ0) and
strictly decreasing on γ ∈ (γ0,∞), where γ0 :=
√
b1b2
(1−b1)(1−b2) is strictly greater than 1
in this case; consequently the supremum of t(γ) is a maximum, and is given by
tmax := t(γ0) =
(b1−b2)
√
b1b2(1−b1)(1−b2)
b1−b1b2+
√
b1b2(1−b1)(1−b2) b2−b1b2+
√
b1b2(1−b1)(1−b2)
.
In this case tmax is strictly greater than t(1
+) = b1 − b2, and t(γ) ranges over (0, tmax].
(c) Finally, we observe that for fixed d2, i.e. b2 fixed, then tmax is strictly increasing
on b1, and moreover we have the equalities limd1→1+ tmax = limb1→1− tmax = 1. On the
other hand, for fixed b1 then tmax strictly increases when b2 decreases, and furthermore
we have the equalities limd2→2− tsup = limb2→0+ tsup = limb2→0+(b1 − b2) = b1.
Lemma 3.6.2. ([31], pp. 58-59)
Consider 0 < p ≤ ∞, 0 < q ≤ ∞, s ∈ R and σ ∈ R, and let Iσ be the lifting operator
as in Definition 2.1.5. Then, Iσ maps B
s
p,q(Rn) isomorphically onto Bs−σp,q (Rn).
(This shows explicitly why the lifting operator is the adequate tool to be used in order
to apply a variation of smoothness.)
The Theorem 3.6.3 below gives an immediate application of Theorem 4.2.7 and Lemma
3.6.1. Before stating that assertion, we should remind that although we are mainly
interested in continuous real functions with a compact support, this class in not ap-
propriate (is too small) when we deal with the lifting operator, so we consider here the
somewhat larger (and convenient) class of all bounded and continuous real functions.
(Concerning details and reasons why we restrict us to these classes of continuous real
functions, see the comments below, as well as the remark (b) of Definition 2.6.1.)
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For functions belonging to such a class, we have the following property: First we must
have f ∈ B0∞,∞(Rn). (Cf. comments before Theorem 1.1.1.) Secondly, if t ≥ 1
then by Lemma 3.6.2 we obtain I−tf ∈ B1∞,∞(Rn), so by Theorem 3.5.5 we have
dimΓ(I−tf) = n for both box and Hausdorff dimensions. So, though the dimension of
the graph of f can assume any value in the interesting interval [n, n+1], the dimension
of the one of I−tf will always assume the value n. This is the reason why we will
restrict us to 0 < t < 1 in the following assertion.
Theorem 3.6.3. Consider 0 < t < 1 and let Iσ be the lifting operator as in Definition
2.1.5. Then, for n ≤ d1 < d2 ≤ n+ 1 (also d1 > n in part (b)) the following holds:
(a) If 0 < t ≤ d2 − d1 , there is a bounded and continuous real function f such that
dimBΓ(I−tf) = dimBΓ(I−tf) = d1 and dimBΓ(f) = dimBΓ(f) = d2.
(b) In the case d1 + d2 ≥ 2n + 1 we assume that 0 < t ≤ tsup = d2 − d1 , see Lemma
3.6.1-(b). However, in the case d1+ d2 < 2n+1 we assume that 0 < t ≤ tmax , where
tmax is given as in Lemma 3.6.1-(b’) for b1 := n+ 1− d1 and b2 := n+ 1− d2.
(Notice, see Lemma 3.6.1-(c), that limd1→n+ tmax = 1 and limd2→n+1− tsup = n+1−d1.)
Then, for this (d1, d2, t) , there is a bounded and continuous real function f such that
dimH Γ(I−tf) = dimBΓ(I−tf) = d1 and dimH Γ(f) = dimBΓ(f) = d2.
(In both parts (a) and (b) the obtained function I−tf , by lifting f , is also continuous.)
This Theorem 3.6.3 clearly shows uncertainty in the relation between dimensions and
smoothness, which we already saw in Theorem 3.5.5 from a quite different point of
view. In fact, the Theorem 3.6.3 above tell us that, for any prescribed (t, d1, d2) fixed
and satisfying some appropriate hypotheses, we find a function f
t,d1,d2
(¦) in which an
increase of t in the smoothness, by applying the lifting operator, causes a decrease of
d2 − d1 in the dimension, contrasting with Theorem 4.2.6 below, where the relation
dimensions-smoothness is well defined and very simple for almost all Weierstrass func-
tions.
It arises now the Open problem : Considering t > 0, we question if dimΓ(f) ≥
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dimΓ(I−tf) holds whenever f and I−tf are continuous real functions, where dim stands
for box or Hausdorff dimensions.
4 Fractal geometry of Weierstrass-type functions
4.1 Summary of the Chapter
We started by dealing with box dimensions throughout Sections 3.2-3.5, including also
Hausdorff dimension in Section 3.6. In the next Sections we will consider both, but
giving increasingly more emphasis on the Hausdorff dimension. Afterwards we focus
on graphs which are d-sets and even h-sets, ending with graphs of functions defined
themselves on h-sets.
In Sections 4.2, 4.4 and 4.5 we will deal with a kind of functions characterized by a good
uniformity of the fractal structure over all the domain, as occurs for the well-known
Weierstrass function. These functions illustrate very well the intimate connection be-
tween smoothness, on the one hand, and the fractal geometry on the other hand (cf.
Section 1 of [12]). The nomenclature Weierstrass function, as well as Weierstrass-type
function, is being used somewhat loosely in the present work.
In Section 4.2 we estimate the smoothness and box and Hausdorff dimensions of some
trigonometric Weierstrass-type functions, including the Hausdorff dimension in the
scale-sparse case. In Section 4.3 we point out some more or less striking differences
between box and Hausdorff dimensions, when applied to graphs of functions, as well
as some situations when it is convenient to deal with one of them and not the other.
In Section 4.4 we investigate some criteria in order to decide when the graph of a func-
tion is not a d-set. Moreover, for each d between n and n+ 1 we construct a function
on [0, 1]n the graph of which is a d-set.
In Section 4.5, for the class of the real functions defined on a h1-set contained in the
real line, we prove the existence of functions whose graphs are h-sets, under appropri-
ate assumptions for the mass function h. In particular, we obtain maximal box and
Hausdorff dimensions of the graphs of Ho¨lder functions on a d1-set contained in the
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real line, and the maximal Hausdorff dimension over all real functions f ∈ Bsp,q which
are traces of continuous functions on a d1-set, for any 1 < p <∞ and 0 < s < d1.
4.2 Dimensions and smoothness of some graphs
Consider ρ > 1, 0 < s ≤ 1 and let Ws(x) :=
∑
j≥1 ρ
−js sin(ρjx), 0 ≤ x ≤ 1, be a
Weierstrass function, see Figure 12. Falconer gives (see [14], pp. 148-151 with elemen-
tary adaptations) the inequality dimBΓ(Ws) ≤ 2− s and for ρ ≥ ρ(s) large gives also
dimBΓ(Ws) ≥ 2−s. More generalWeierstrass-type functions occur as invariant sets in
dynamical systems, see [14], p. 196, exercise 13.7, and it is our aim here to give results
for them concerning box and Hausdorff dimensions.
x
Ws(x)
Figure 12: Graph of the
Weierstrass function Ws(x) =∑
j≥1 2
−js sin(2jx) with s =
0.6
Functions with an uniform fractal structure on their supports tend to be localized in a
horizontal line in the (1
p
, s)-plane, as does the function fs of Theorem 1.1.1. As a con-
sequence of Theorem 4.2.1, which is a trigonometric counterpart of Corollary 9 of [37],
p. 202, the same occurs in the case of the function ψW , where ψ is a non-zero infinitely
smooth cutoff function of the Schwartz class andW is a trigonometric Weierstrass-type
function.
Theorem 4.2.1. Let 0 < p ≤ ∞, 0 < q ≤ ∞ and s ∈ R. Consider (aj)j∈N ∈ l1,
(θj)j∈N ⊂ R and ψ ∈ S(Rn) \ {0}, and define W : Rn → R with W (x1, ..., xn) :=∑
j≥1 aj cos(2
jx1 + θj). (Uniform pointwise convergence.) Then we have the equiva-
lence
ψW ∈ Bsp,q(Rn)⇐⇒ (2jsaj)j∈N ∈ lq.
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Remark 4.2.2. (a) If we consider (aj)j∈N ⊂ C such that |aj| ≤ cr2jr for some r > 0,
relaxing the hypothesis (aj)j∈N ∈ l1, then we loose the pointwise convergence in the
series W of Theorem 4.2.1, but we keep the convergence in S ′(Rn) with the strong
topology.
(In fact, since the series as in the Theorem converges strongly in S ′(Rn) then, by the
arguments used in part (i) of the Proof of Theorem 3.6.3, we can conclude that the
more general series — relaxing (aj)j∈N ∈ l1 — also converges in S ′(Rn).)
Furthermore, although we have no longer pointwise convergence for this more general
series W , we may apply exactly the same Proof of Theorem 4.2.1 for this case, in par-
ticular it comes out that the equivalence of the Theorem remains true.
(b)We can see in the Proof that (at least) the implication⇐= of Theorem 4.2.1 is valid
also for the spaces F sp,q(Rn) (0 < p <∞), including part (a) of the present Remark. In
fact, Formula (8) of the Proof of the Theorem remains true by interchanging the order
of integration and summation.
(c) If we replace cos(2jx1 + θj) by e
i(2jx1+θj) then, as we can see in the Proof, the full
equivalence of Theorem 4.2.1 holds, including part (a) of the present Remark, for both
B-spaces and F -spaces (0 < p <∞), and the proof is simpler. In particular, we don’t
need to use Lemma 5.5.3 in the proof. (In fact, the Formula (8) of the Proof of
Theorem 4.2.1 remains true, and the proof is simpler, when we replace cos(2jx1 + θj)
by ei(2
jx1+θj).)
(d) Both Lemma 5.5.2 and Theorem 4.2.1 are true for all ϕ as in Definition 2.1.8.
Moreover, with the same Proof we have a lower counterpart for the Theorem, i.e., the
equivalence ψW ∈ Bsp,∞(Rn) ⇐⇒ limj→∞2js|aj| < ∞ holds. The previous parts (a)
and (c) of the present Remark also hold for these lower classes Bsp,∞(Rn). (Cf. remark
(c) of Definition 2.1.8 and remark (c) of Definition 2.3.1.)
The following Theorem 4.2.3 gives estimates for box dimensions of trigonometric Weierstrass-
type functions. Together with the equality of Theorem 4.4.3, this Theorem 4.2.3 gener-
alizes the result given in [14], pp. 148-151. Concerning box dimension of trigonometric
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or more general Weierstrass-type functions, see for instance [1, 21].
Theorem 4.2.3. Consider ρ > 1, (θj)j∈N ⊂ R, s := (sj)j∈N ⊂ R+ ∪ {∞}, s :=
limj→∞sj > 0 and s := limj→∞sj. Let Ws : [0, 1] → R be defined by Ws(x) :=∑
j≥1 ρ
−jsj cos(ρjx+ θj), where ρ−∞ = 0. Then we have
(a) dimBΓ(Ws) = 2−min{1, s},
(b) dimBΓ(Ws) ≥ 2−min{1, s}.
Remark 4.2.4. (a) Consider Ws : R → R defined as in Theorem 4.2.3 and let
ψ : R→ R with ψ ∈ S(R) \ {0}. Then, as it is quoted in the Proof of the Theorem, we
have the relations ψWs ∈ Bρ,s∗p (R) = Bs∗p (R) and ψWs ∈ Bρ,s∗p (R) for 0 < p ≤ ∞, see
Definition 5.5.1 below. Moreover, by Theorem 3.2.3 with elementary adaptations then
the equalities dimBΓ(ψWs) = dimBΓ(Ws) and dimBΓ(ψWs) = dimBΓ(Ws) hold.
(b) If 0 < s < 1 and Ws(x) :=
∑
j≥1 ρ
−js cos(ρjx+ θj) then Theorem 4.2.3, part (a) of
the present Remark, and remark (b) of Definition 2.4.2 give the equality dimB Γ(ψWs) =
dimB Γ(Ws) = 2− s. By the previous part (a), it also holds ψWs ∈ Bρ,s∗p (R) = Bs∗p (R)
and ψWs ∈ Bρ,s∗p (R) for 0 < p ≤ ∞.
(c) In Theorem 4.2.3-(b), the inequality ≤ does not hold. In fact, if 0 < s < 1
and Ws(x) =
∑
j≥1 4
−js cos(4jx), then part (b) of the present Remark (applied to
ρ = 4) gives dimBΓ(ψWs) = 2 − s. Nevertheless we have s = ∞ for Ws(x) =∑
j≥1 2
−(2j)s cos(2(2j)x), in other words ψWs ∈ Bs′p,∞(R) = B2,s
′
p,∞(R) for any s′ ∈ R, in
particular for large positive s′.
Now we switch to the Hausdorff dimension, whose estimation is much more difficult
in the general case, and particularly in what concerns the graphs of the Weierstrass-
type functions. Let us start by recalling the following familiar Lemma, as well as the
result presented in Theorem 4.2.6 below, which concerns the Hausdorff dimension of
the Weierstrass function in the statistical case.
Proposition 4.2.5. Consider ζ, f : [0, 1]→ R where f is bounded and ζ is a Lipschitz
function, and let T : Γ(f) → Γ(ζf) be defined by T (x, f(x)) := (x, (ζf)(x)). Then T
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is a contraction, i.e. |T (x, y)− T (x′, y′)| ≤ c|(x, y)− (x′, y′)|, ∀(x, y), (x′, y′) ∈ Γ(f).
Proof. Consider x, x′ ∈ [0, 1]. Then, we have |(ζf)(x) − (ζf)(x′)| = |ζ(x)f(x) −
ζ(x′)f(x′)| ≤ |ζ(x)f(x) − ζ(x′)f(x)| + |ζ(x′)f(x) − ζ(x′)f(x′)| ≤ c|x − x′| sup |f | +
sup |ζ| |f(x)− f(x′)| ≤ c′ (|x− x′|+ |f(x)− f(x′)|) ≤ c′′ |(x, f(x))− (x′, f(x′))|.
Remark :
As T (Γ(f)) = Γ(ζf), then [14], p. 30, Corollary 2.4(a), gives dimH Γ(ζf) ≤ dimH Γ(f).
(Cf. Theorem 3.2.3 concerning box dimensions.)
Theorem 4.2.6. (Theorem 1 of [16], with elementary adaptations)
Consider ρ > 1, 0 < s < 1, and let θ := (θj)j∈N ⊂ [0, 2pi] with an uniform measure on
[0, 2pi]. Let Ws : [0, 1]→ R be defined by Ws(x) :=
∑
j≥1 ρ
−js cos(ρjx+ θj). Hence,
dimH Γ(Ws) = 2− s for almost all sequences θ,
where the set of all sequences θ, q := [0, 2pi]N, is endowed with the measure induced by
the Lebesgue (uniform) measure normalized by the factor 1
2pi
, so the set q has measure
1. By almost all we mean all θ ∈ q \ q′ for some q′ ⊂ q with measure zero.
Proof. We summarize here the main ideas of the Proof given in [16], in order to high-
light why the Theorem is not deterministic. Fix 0 < t < 2− s and set Wθ := Ws and
Φθ(x, y) :=
1
((x−y)2+(Wθ(x)−Wθ(y))2)t/2
. First it is proved that
∫
q
∫
[0,1]
∫
[0,1]
Φθ(x, y)dxdydθ <
∞. This is made by changing the order of integration, estimating much more easily∫
[0,1]
∫
[0,1]
(∫
qΦθ(x, y)dθ
)
dxdy <∞. Secondly, because ∫q (∫[0,1] ∫[0,1]Φθ(x, y)dxdy) dθ <
∞, then we conclude that ∫
[0,1]
∫
[0,1]
Φθ(x, y)dxdy <∞ for almost all sequences θ, so by
the Theorem 4.13(a) of [14], pp. 64-65, we obtain dimH Γ(Wθ) ≥ t — and afterwards
dimH Γ(Wθ) ≥ 2−s— for almost all sequences θ. As it is well known that the converse
of the last inequality holds for all sequences θ, then we obtain the desired result.
By considering Remark 4.2.4-(b) with some adaptations, we see that this value 2−s co-
incides with the box dimension of Γ(Ws). Furthermore, box and Hausdorff dimensions
keep the same value for the graph of the product ψWs (see remark of Proposition 4.2.5
with elementary adaptations, concerning Hausdorff dimension), where ψ is a non-zero
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infinitely smooth and real cutoff function of the Schwartz class S(R). Moreover, for
any integrability 0 < p ≤ ∞, the exact smoothness of this function ψWs is just s for
all sequences of phases.
(We notice that for the function Ws we have this smoothness s only for an integrabil-
ity p = ∞, whereas with the introduction of a cutoff function ψ we obtain, with the
function ψWs, a much better relation between dimensions and smoothness.)
Theorem 4.2.6 remains valid if we replace the constant s by any sequence (sj)j∈N ⊂ R+
such that ∃s := limj→∞ sj satisfying 0 < s < 1 — cf. Theorems 4.2.1 and 4.2.3 and
Remark 4.2.4-(a). As we can see in Theorem 3.5.5, if 1 ≤ p ≤ ∞ and 0 < s < 1 then
that value 2− s is maximal for the Hausdorff dimension on the class of all continuous
real functions with exact smoothness s, so Theorem 4.2.6 is important in what concerns
showing the existence of functions that achieve that maximal value.
This Theorem can be generalized also by replacing the cosine function by a more gen-
eral real, Lipschitz and non-constant periodic function g satisfying some additional
hypotheses, according to Theorem 2 of [16]. One inconvenient, though, is that it is not
deterministic, so even for the typical case ρ = 2 and θ = 0, the Hausdorff dimension
of Γ(Ws) for the so called Weierstrass function is still unknown. Despite that fact, in
[23], p. 800, Theorem 8, it is given (deterministically) for the Hausdorff dimension of
the graph of Ws, that
dimH Γ(Ws) ≥ 2− s− c/ log ρ,
for all sequences θ, where c does not depend on ρ, so the right hand side grows slowly
to 2− s when ρ tends to infinity. (Recall, on the other hand, the well-known relation
dimH Γ(Ws) ≤ dimBΓ(Ws) ≤ dimBΓ(Ws) ≤ 2 − s.) Though the Proof of the inequal-
ity ≥ above uses techniques which are very different from the ones employed in [16],
both references use similar measures, respectively induced by Cantor and Lebesgue
measures. Several authors have discussed the complexity of the graphs of Weierstrass
functions, showing how cumbersome is to make calculations which depend on the be-
havior of those graphs. So, it is not a surprise that the knowledge of the true value of
dimH Γ(Ws) remains an open problem.
As we will see in Remark 4.2.8 below, by using similar but simpler techniques than
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the ones employed in [23] we will repeat and extend the estimation of the lower bound
2− s− c
log ρ
given in that reference. Moreover, by applying those techniques we prove
the deterministic result stated in Theorem 4.2.7, which gives the Hausdorff dimension
of scale-sparse series, coinciding with the lower box dimension.
Theorem 4.2.7. Let g : R → R be a periodic Lipschitz function, satisfying (g(x) −
g(y)) ≈x,y (x − y) for x and y belonging to some subinterval of the real line, and
(g(x)− g(y)) ≈x,y −(x− y) on another subinterval. Consider ρ > 1, γ > 1, 0 < s < 1
and (θj)j∈N ⊂ R. Let Ws : [0, 1] → R be defined by Ws(x) :=
∑
j≥1 ρ
−γjsg(ργ
j
x + θj).
Then, for any sequence (θj)j∈N, we have the equality
dimH Γ(Ws) = 2− Ξ(γ, s),
where Ξ(γ, s) :=
γs
1−s+γs . We observe that for fixed γ > 1, the one variable func-
tion Ξ(γ, ¦) is strictly increasing and ranges over (0, 1) for 0 < s < 1; analogously, for
fixed 0 < s < 1, the function Ξ(¦, s) is strictly increasing and ranges over (s, 1) for
1 < γ <∞.
Theorem 4.2.7 is an extension of a result given in [2], where the case when g is a tri-
angular wave was considered (think for instance in the distance to the nearest integer)
and θj = 0 for all j ∈ N. We must observe that by recalling Theorem 3.5.3, and by
using remark (a) of Definition 2.5.3 to compare dimensions, we can now easily conclude
for the lower box dimension the same value
dimBΓ(Ws) = 2− Ξ(γ, s) = 2− γs1−s+γs = 1 + 1−s1−s+γs .
Moreover, an easy estimation of the oscillations of Ws, by using only standard argu-
ments, shows that the equality dimBΓ(Ws) = 2−s holds. It is also convenient to notice
that the Theorems 4.2.6 and 4.2.7, as well as the comments and estimates following
them, also hold for the limiting case s = 1; in other words, for this smoothness s = 1 we
have dimH Γ(Ws) = dimB Γ(Ws) = 1. This follows from the equality dimBΓ(Ws) = 1
for this limiting case and the remark (a) of Definition 2.5.3.
As a special case of Theorem 4.2.7, it comes out that, for all κ > 0 and 0 < s < 1, the
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function of [33], p. 121, when the graph is in R2, fs(x) =
∑
j≥1 2
−νjs∑
k∈Z ω(2
νjx−k) ,
where νj := 2
jκ, actually has Hausdorff dimension 2− Ξ(2κ, s). (See at the beginning
and at the last part of Section 4.4, especially Figures 13 and 16.) Furthermore, the
equalities above give the same value for the lower box dimension, so both are strictly
smaller than the upper box dimension 2− s.
In [25], p. 74, we find a result analogous to that one of Theorem 4.2.7, but it concerns
wavelet series and is stated only in a probabilistic form; however, we believe that a
(deterministic) counterpart for Theorem 4.2.7 concerning wavelet series also holds.
Remark 4.2.8. (a) Let (λj)j∈N ⊂ R+ be such that ∃γ := limj→∞ λj+1λj satisfying
γ > 1, and consider (sj)j∈N ⊂ R+ such that ∃s := limj→∞ sj satisfying 0 < s < 1. Let
Ws : [0, 1]→ R be defined by Ws(x) :=
∑
j≥1 2
−λjsjg(2λjx+ θj), where (θj)j∈N ⊂ R and
g is as in Theorem 4.2.7. Hence, the equality of that Theorem 4.2.7 remains true for
these γ and s and this more general scale-sparse Weierstrass-type function.
(b) Consider ρ > 1, 0 < s < 1, (θj)j∈N ⊂ R, and g as in Theorem 4.2.7. Let
Ws : [0, 1]→ R be defined by Ws(x) :=
∑
j≥1 ρ
−jsg(ρjx+ θj). Then, we have
dimH Γ(Ws) ≥ 2− s− cg,slog ρ ,
where cg,s does not depend on ρ. This estimation is given by Mauldin and Williams in
[23], Theorem 8, p. 800, but it can be proved also by using the same techniques applied
in the Proof above, including the generalization when we replace the constant s by any
sequence (sj)j∈N ⊂ R+ such that ∃s := limj→∞ sj satisfying 0 < s < 1.
(b’) Moreover, let Ws :=
∑
j≥1 ρ
−sj
j g(ρjx + θj), with ρ := limj→∞
ρj+1
ρj
> 1, ρ :=
limj→∞
ρj+1
ρj
< ∞ and s := limj→∞ sj satisfying 0 < s < 1. Then dimH Γ(Ws) ≥
2 − s − cg,s/ log ρ. This remains true even when ρ = ∞ as long as limj→∞ λj+1λj = 1,
where 2λj := ρj ; in particular, if ρ = ρ = ∞ then dimH Γ(Ws) ≥ 2 − s − 0 and so
dimH Γ(Ws) = 2− s.
(Application: Taking Ws(x) :=
∑
j≥1 ρ
−s∑kk′=1 ak′j rk′ g(ρ∑kk′=1 ak′j rk′x + θj), with ρ > 1,
0 < s < 1, a1, ..., ak > 0 and r1, ..., rk > 1, then dimH Γ(Ws) = 2− s holds.)
(c) Consider ρ > 1, 0 < s < 1, (θj)j∈N ⊂ R, and Λ a triangular wave. Let
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Ws : [0, 1] → R be defined by Ws(x) :=
∑
j≥1 ρ
−jsΛ(ρjx + θj). If ρ ≥ ρ(s, ε) is
large (in particular satisfying ρ1−s > 2), then the inequality
dimH Γ(Ws) ≥ 2− s− cρ,s,εlog ρ
holds with cρ,s,ε :=
1−s
s
1
ρ1−s−2 + ε , whenever ε > 0.
4.3 Comparing box and Hausdorff dimensions
In remark of Definition 2.4.2 were given some basic properties concerning box and
Hausdorff dimensions. The following Proposition allow us to get a more precise idea
about these dimensions in terms of monotonicity and stability. We intend to compare
box and Hausdorff dimensions when applied to graphs of functions, since we are now in
a position to do it by considering the knowledge we acquired in the previous Sections.
Proposition 4.3.1. (see [14])
(a)(Open sets and smooth sets) If F ⊂ Rn is open then it is a n-set, so dimH F =
dimB F = n. On the other hand, if F is a smooth (i.e. continuously differentiable)
m-dimensional surface of Rn, then F is an m-set.
(b)(Monotonicity) If F1 ⊂ F2 ⊂ Rn then dimBF1 ≤ dimBF2, and analogous inequali-
ties hold for lower box and Hausdorff dimensions.
(c)(Finite stability) Suppose that F1, F2 ⊂ Rn. Then we have dimB(F1 ∪ F2) =
max{dimBF1, dimBF2}. Nevertheless, the corresponding counterpart for the lower box
dimension does not hold.
(d)(Countable stability) If (Fj)j∈N ⊂ Rn then dimH
⋃
Fj = sup dimH Fj. On the other
hand we have no counterpart for box dimensions; for instance we have dimB{q} =
0, ∀q ∈ Q, and nevertheless dimB Q = 1.
(e)(Translations) If a ∈ Rn and F ⊂ Rn, then of course we have dimBF = dimB(a+F ),
where a + F := {a + y : y ∈ F}, as well as the analogous identities for lower box and
Hausdorff dimensions.
As we already saw at the end of Section 1.1, there are continuous functions whose
graphs establish a striking distinction between box and Hausdorff dimension. Next, we
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will emphasize this distinction, with the smoothness coming also into play.
Let 0 < h ≤ n. Then there is a continuous real function Θh, which does not depend
on p, satisfying Θh ∈ B
h
p
∗
p (Rn) for 0 < p ≤ ∞, such that dimB Γ(Θh) = n + 1. This
follows by Theorem 3.4.4 applied to Θ0 as in Definition 3.4.2. However, it is easy to
check that the equality dimH Γ(Θh) = n holds.
In fact, set E0 := {0} × Rn−1 — by technical convenience we may assume n ≥ 2 —,
Eg := (R \ ] − 1/g, 1/g[ ) × Rn−1 if g ∈ N, and define Γg := Γ(Θh|Eg) for all g ∈ N0.
Of course we have dimH Γ0 = n, because Γ0 ⊂ {0} × Rn−1 × R ' Rn. On the other
hand, for each g ∈ N the restriction Θh|Eg is a function with a continuous derivative
— uniform convergence of the derivative series, see Definition 3.4.2 —, so we have
dimH Γg = n. This follows by remark (c) of Definition 2.2.4, Theorem 3.2.1-(a) and
second part of remark (a) of Definition 2.5.3, with elementary adaptations. As we have
Γ(Θh) =
⋃
g∈N0 Γg, then by Proposition 4.3.1-(d) the Hausdorff dimension of the graph
Γ(Θh) is n.
But there is a bit more to quote. We state that there is a real, continuous, and com-
pactly supported function Ωh, which does not depend on p, satisfying Ωh ∈ B
h
p
∗
p (Rn)
for 0 < p ≤ ∞ and 0 < h ≤ n, for which we have dimB Γ(Ωh|B) = n+ 1 for every ball
B ⊂ Rn centered at any P ∈ [0, 1]n, and nevertheless dimH Γ(Ωh) = n holds as soon as
h ≥ 1.
This follows by Theorem 4.3.2 below, applied to Ωh of the following Definition 4.3.1.
Analogously to the mentioned above concerning Definitions 3.4.1, 3.4.2 and 3.4.3, the
representation in wavelets is here a reasonable alternative for the construction of Def-
inition 4.3.1.
Definition 4.3.1. Let ψ : Rn → R with ψ ∈ S(Rn) \ {0} and supp(Fψ) ⊂ {ξ ∈ Rn :
1− a ≤ |ξ| ≤ 1 + a}, for a > 0 sufficiently small.
Consider 0 < h ≤ n. For each j ∈ N let d(j) := [2j2 n−hn ] (modification d(j) := [2j] if
h = n) , and for l ∈ {1, ..., d(j)n} let m(j, l) :=
(
s1,l
d(j)
, ...,
sn,l
d(j)
)
, where the d(j)n different
values of l correspond to the different values of (s1,l, ..., sn,l) ∈ {1, ..., d(j)}n.
Let Ωj,l : R→ R be defined by Ωj,l := 1j2ψ
(
2j
2
(¦−m(j, l))
)
.
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Let Ω : Rn → R with Ω :=∑j≥1∑d(j)nl=1 Ωj,l. (Uniform convergence.)
Let φ : Rn → R with φ ∈ S(Rn) and satisfying φ(x) = 1,∀x ∈ [0, 1]n.
Let Ω0 : Rn → R with Ω0 := φΩ.
Theorem 4.3.2. Let 0 < h ≤ n and Ω0 as in Definition 4.3.1. Then
(a) Ω0 is bounded and continuous, and Ω0 ∈ B
h
p
∗
p (Rn) holds for 0 < p ≤ ∞.
(b) dimB Γ(Ω0|I) = n + 1 for all I ⊂ [0, 1]n as in Definition 2.2.1. Moreover, the
oscillation over the cubes I satisfies oscI(Ω0|I) ≥ c|I|sI with lim|I|→0 sI = 0.
(c) dimH Γ(Ω0) ≤ n+ 1− h if 0 < h ≤ 1, and dimH Γ(Ω0) = n if 1 ≤ h ≤ n.
Proof. The proofs of parts (a) and (b) are analogous to that corresponding ones for
Theorem 3.4.4, with some adaptations. On the other hand, for p = h the part (a)
gives the relation Ω0 ∈ B1∗h (Rn). Then, by applying part (∗ ∗ ∗) of Theorem 3.5.5 —
given with reference to the Theorem 4.8 of [25], p. 77 — we obtain dimH Γ(Ω0) ≤
n+ 1−min{1, h}.
What shows a striking distinction between lower and upper box dimension are the
graphs of scale-sparse series. Namely, concerning the functionWs as in Corollary 3.5.4,
its graph has lower box dimension n, but an estimation of the oscillations of this func-
tion, by using standard arguments, shows that it has upper box dimension n + 1− s,
which is remarkable since this value tends to n+ 1 when s→ 0+.
More generally, big gaps in the frequency domain lead to lower box (and Hausdorff)
dimension strictly smaller than the upper box dimension. On the other hand, big gaps
in the space domain, as occours in the graph of Ω0 above, lead to a Hausdorff dimension
strictly smaller than box dimensions.
Naturally, box and Hausdorff dimensions behave distinctly, since the later is based in
measures and the formers depend on the oscillations of the function instead. Because
Weierstrass functions do not have gaps neither in the domain nor in the frequence, box
and Hausdorff dimensions typically coincide for them, while in the scale-sparse case the
lower box and Hausdorff dimensions coincide and both could be strictly smaller than
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the upper box dimension.
Box dimensions are very useful and widely used in practice and theory, mainly due
to the fact they are easy to calculate and intimately related with smoothness in the
oscillation spaces. For a first approach, it is very convenient to start with box dimen-
sions, since they allow us to make estimates for the much more cumbersome Hausdorff
dimension, which are sharp in many interesting cases.
On the other hand, Hausdorff dimension satisfies the countable stability property, which
is very convenient for theoretical purposes, while box dimension does not satisfy this
property (and not even the finite stability property in the lower case).
4.4 Search and construction of d-sets
This Section mainly deals with geometrical concepts, so not surprisingly we employ
many geometrical arguments. Calculations for Hausdorff dimension carry with them
the difficult task of dealing with the Hausdorff measures. However, see remark of Defi-
nition 2.5.5, especially part (a), these can be handled easily when Γ(f) is a d-set, since
dimH Γ(f) = dimB Γ(f) = d holds in this case.
Actually, these graphs are sets with special properties that can be advantageous in
many circumstances, so the goal of the present Section is to construct functions on
[0, 1]n the graphs of which are d-sets, for each d between n and n + 1. Graphs of
Weierstrass-type functions present a good uniformity of fractal structure, thus they
can play an important role when we are interested in d-sets or Hausdorff dimension.
(We will discuss the importance of this kind of graphs at the beginning of the next
Section 4.5, where we refer some of their most remarkable properties.)
Remark: Let ζ : R → R be a bounded and Lipschitz function. Consider 0 < s ≤ 1,
κ > 0 and νj := 2jκ,∀j ∈ N. Let fs : [0, 1] → R with fs(x) :=
∑
j≥1 2
−νjsζ(2νjx), see
Figure 13. Then by Theorem 3.5.3 we have dimBΓ(fs) ≤ 2− Ξ(2κ, s) = 2− 2
κs
1−s+2κs .
If κ > 0 and 0 < s < 1 then by the last inequality and by remark (a) of Definition
2.5.3 we have also
1 ≤ dimH Γ(fs) ≤ dimBΓ(fs) ≤ 2− Ξ(2κ, s) < 2− s.
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In particular, since dimBΓ(fs) = 2− s then by remark (a) of Definition 2.5.5 it follows
that Γ(fs) cannot be a d-set for any d.
Actually, these inequalities — by Theorem 4.2.7 and comments following it, the second
and third are actually equalities — give a contradiction with the following claim,
that comes out from [33], pp. 120-122, specially p. 121, when the graph is in R2:
CLAIM: “Let ζ0 ∈ C∞(R) be defined by ζ0(x) :=
∑
k∈Z ω(x− k), with ω(x) := e−
1
1−4x2 if
|x| < 1
2
and ω(x) = 0 otherwise. Consider 0 < s < 1, κ ∈ N with 2κs > 1, νj := 2jκ and
fs : [0, 1]→ R with fs(x) :=
∑
j≥1 2
−νjsζ0(2νjx). Then Γ(fs) is a d-set where d = 2− s,
and consequently by remark (a) of Definition 2.5.5 we have dimH Γ(fs) = 2− s.”
In the following, we show where this contradiction has originated, concerning the func-
tion fs, see Figure 13. In order to do this, we start by stating that the second relation
of (16.21) in p. 122 of [33] cannot be true, i.e. µ(Br) ≈r rd where d = 2 − s and Br
is a ball with |Br| = r and centered at any P ∈ Γ(fs) = supp µ, cannot be true for
all 0 < r < 1. Moreover, the procedure of the uniform mass distribution described in
[33], p. 122, is inconsistent. Furthermore, the relation µ(Br) ≈r rd, with d = 2− s and
0 < r < 1, cannot be true, for any measure µ with Γ(fs) = supp µ. And, as we will
see below in Theorem 4.4.1 (which concerns a much wider class of Weierstrass-type
functions), that relation is also impossible for any 1 ≤ d ≤ 2, therefore Γ(fs) cannot
be a d-set for any d (as we already concluded in comments that follow the inequalities
above).
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x
fs(x)
Ball Bj: diameter ≈j 2
−νj
B′′
j
: diameter ≤ c2−νjs
Ball B′
j
: diameter
≈j 2
−νj(s+2
−κ
(1−s))
Angle αj−1:
tanαj−1 ≈j 2
νj−1(1−s)
αj−1
Figure 13: Graph of fs(x) =
∑
j≥1 2
−νjsζ0(2νjx), where 0 < s < 1, νj = 2jκ with κ ∈ N
such that 2κs > 1, and ζ0 ∈ C1(R) is defined by ζ0(x) =
∑
k∈Z ω(x−k), with ω(x) = e−
1
1−4x2
if |x| < 12 and ω(x) = 0 otherwise
Before state and prove Theorem 4.4.1 we point out the following calculations and geo-
metrical arguments, which can be easily generalized. Taking any ball Bj according to
Figure 13, with |Bj| ≈j 2−νj , suppose that µ(Bj) ≈j |Bj|d ≈j 2−νj(2−s). Consider now
appropriate balls B′j, looking at Figure 13 again, as well as the angle αj−1 in the same
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picture. Then
tan(αj−1) ≈j sup
∣∣∣∣(∑j−1j′=1 2−νj′sζ0(2νj′ ¦))′∣∣∣∣ ≈j 2νj−1(1−s)
holds, where (¦)′ represents the classic derivative operator. Therefore, we can write
|B′j| ≈j 2−νjs cos(αj−1) ≈j 2−νjs 1tan(αj−1) ≈j 2−νjs2−νj2
−κ(1−s) ≈j 2−νjσ,
where σ := s+2−κ(1− s) satisfies s < σ < 1. Hence, since µ is a measure and looking
to Figure 13, taking into account the particular characteristics of the graph, we obtain
µ(B′j) ≈j µ(Bj)
( |B′j |
|Bj |
)2
≈j |B′j|22−νj(2−s)22νj ≈j |B′j|2 (2−νjσ)−
s
σ ≈j |B′j|2−
s
σ .
So, with Ξ(2κ, s) = s2
κ
1−s+s2κ =
s
σ
— given as in Theorems 3.5.3/4.2.7 — it holds
µ(B′j) ≈j |B′j|2−Ξ(2κ ,s).
Hence this relation contradicts the claim µ(Br) ≈r rd with d = 2 − s in (16.21) of
[33], p. 122. Moreover, by slightly more general calculations and the same geometrical
arguments, on the basis of Figure 13, we have also the following Theorem.
Theorem 4.4.1. Let ζ : R → R be a non-constant, periodic and Lipschitz function.
Consider 0 < s < 1, let (ρj)j∈N ⊂ R+ be such that ρj+1ρj ≥ cζ,s sufficiently large,
and assume that the sequence
(
ρj+1
ρj
)
j∈N
is unbounded. Consider (θj)j∈N ⊂ R and
Ws : [0, 1]→ R defined by Ws(x) :=
∑
j≥1 ρ
−s
j ζ(ρjx+ θj). Then
Γ(Ws) is not a d-set for any 1 ≤ d ≤ 2.
Proof. In fact, if Γ(Ws) were a d-set then by Theorem 3.5.3 and remark (a) of Definition
2.5.5 we would have d ≤ 2− s, so d < 2. On the other hand, by using the arguments
above, based in Figure 13, but with |Bj| ≈j ρ−1j , tan(αj−1) ≈j ρ1−sj−1 and |B′j| ≈j
ρ−sj /ρ
1−s
j−1 = ρ
−1
j (ρj/ρj−1)
1−s instead, then it would hold µ(B′j)/µ(Bj) ≈j
(|B′j|/|Bj|)2,
besides the relation µ(B′j)/µ(Bj) ≈j
(|B′j|/|Bj|)d. But this is impossible, because the
fraction |B′j|/|Bj| ≈j (ρj/ρj−1)1−s is unbounded.
As a matter of fact, the graph Γ(Ws), which is a subset of R2, does not even satisfy
the ball condition, i.e. for any η ∈ (0, 1), there exists a ball Brη ⊂ R2 (with diameter
|Brη | = rη) such that Bηrη ∩Γ(Ws) 6= ∅ for all Bηrη ⊂ Brη (with diameter |Bηrη | = ηrη),
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denoting this relation by (NBC). In fact, for any η ∈ (0, 1), this relation holds by
taking an appropriate ball Brη := B
′
jη as in the Proof above, where jη ∈ N is chosen
such that
(
ρjη−1/ρjη
)1−s ≤ c0η for some fixed and sufficiently small c0 > 0, so the balls
Bηrη can be written as Bηrη = cηBjη for some cη ≥ 1, in order to satisfy the equivalence
cη
(
ρjη−1/ρjη
)1−s ≈η η and, more precisely, the equality |Bηrη |/|Brη | = η.
Proposition 4.4.2. The relation (NBC) above, concerning η ∈ (0, 1) and Brη and
Bηrη , implies that Γ(Ws) cannot be a d-set for any d < 2. More generally, if a given
set E ⊂ R2 does not satisfy the ball condition, then E cannot be a d-set for any d < 2.
(Equivalently, if E is a d-set and does not satisfy the ball condition, then d = 2.)
Proof. If E does not satisfy the ball condition, according to the relation (NBC) above
with E in place of Γ(Ws), then there is a ball Brη centered at a point of E with
the following property: there are ≈η (1/η)2 disjoint balls Bηrη contained in Brη , with
diameter ηrη and centered at points of E; therefore it holds µ(Bηrη)/µ(Brη) ≈η η2. On
the other hand, if E is a d-set then we have µ(Bηrη)/µ(Brη) ≈η ηd; consequently we
obtain ηd ≈η η2 for all η ∈ (0, 1), and this means d = 2.
Of course, this easy and short Proof is immediatly extendable to subsets of Rn; more-
over, we may equivalently replace balls by cubes, in particular the Proof would come
simpler. See also Proposition 4.3 of [7], pp. 252-253, concerning when the result in
Proposition above was noticed firstly. (Cf. [6], p. 54 and [34], 9.16-9.19, pp. 138-141.)
Concerning the function fs as in Figure 13, we will give at the end of the present Sec-
tion additional details for the behavior of a mass distribution µ under the assumption
d = 2− s and µ(Bj) ≈j |Bj|d ≈j 2−νj(2−s) for |Bj| ≈j 2−νj . Now, we return to the main
point.
Remark: We proved that the claim above, concerning the function fs, is false.
Nevertheless, in the present Section we will state that Theorem 16.2 and Remark
16.3 of [33], pp. 120 and 122, both are true. We only need a better function,
instead of that one fs, for the proofs.
Functions whose graphs are d-sets, with n < d < n+1, do not occur frequently. More-
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over, as we said at the beginning of the Section, such functions satisfy dimH Γ(f) = d,
however (cf. [23], pp. 794-795) the graphs of “almost all” real functions f on Rn have
Hausdorff dimension n. So, we must search for them carefully in the class of good
candidates. And, as we can see in Corollary 4.4.4 below, even promising candidates
may not have the desired property.
Theorem 4.4.3. Consider ρ > 1, 0 < s < 1, (θj)j∈N ⊂ R, ζ : R → R a non-
constant, periodic and Lipschitz function and Ws : [0, 1] → R defined by Ws(x) :=∑
j≥1 ρ
−jsζ(ρjx + θj). Let µ0(U) := λ ({x ∈ [0, 1] : (x,Ws(x)) ∈ U}) for Borel sets
U ⊂ R2, where λ is the Lebesgue measure, and suppose that Br are balls with 0 <
|Br| = r < 1 and centered at any P ∈ Γ(Ws). If ρ ≥ ρ(ζ, s) is large then we have the
equality dimB Γ(Ws) = 2− s and the implication
Γ(Ws) is a d-set =⇒ [d = 2− s and µ0(Br) ≈r r2−s].
Definition 4.4.1. A Lipschitz function Λ : R → R, with period 1, is a triangular-
type wave, if the quantity (Λ(x) − Λ(y))/(x − y), where x 6= y, is positive for
x, y ∈ [0, 1/2], negative for x, y ∈ [1/2, 1], and has in both cases an absolute value
greater than c > 0 for x, y in a neighborhood of 1/2.
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x
Ws(x)
Ball Bj, with
diameter ≈j %
−j
Figure 14: Graph of Ws(x) =
∑
j≥1 %
−jsΛ(%jx), with % = 2k + 1 according to Corollary
4.4.4 with Definition 4.4.1. We show the case % = 9 and s = 0.6, with a triangular wave Λ
Corollary 4.4.4. Consider % := 2k+1 with k ∈ N, 0 < s < 1 , let Λ be a triangular-
type function according to Definition 4.4.1, and let Ws : [0, 1] → R be defined by
Ws(x) :=
∑
j≥1 %
−jsΛ(%jx), see Figure 14. If % ≥ %(s) is large then
Γ(Ws) is not a d-set for any 1 ≤ d ≤ 2.
Proof. Consider j ∈ N and let Bj be a sufficiently small ball with diameter |Bj| ≈j %−j
and centered at a point
(
k%−j
2
,Ws(
k%−j
2
)
)
, k ∈ {0, ..., 2%j} odd, of local maximum of
Ws, see Figure 14. Then, there is an unique “peak” contained in the ball Bj, with a
height of ≈j %−mjs for some mj ∈ N satisfying %−mjs ≈j %−j. Therefore, the width of
the “peak” is ≈j %−mj = (%−mjs)
1
s ≈j (%−j)
1
s .
Let now µ0(U) := λ ({x ∈ [0, 1] : (x,Ws(x)) ∈ U}) for Borel sets U ⊂ R2. Then, by
definition of µ0 we have µ0(Bj) ≈j width of the “peak” ≈j (%−j)
1
s ≈j |Bj| 1s . But we
have 1
s
> 2− s, therefore by Theorem 4.4.3 the graph Γ(Ws) cannot be a d-set.
Remark 4.4.5. With similar proofs, we can extend Theorem 4.4.3 and Corollary 4.4.4
even for h-sets.
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(a) Let Ws be given as in the Theorem. If Γ(Ws) is a h-set then it holds the relation
µ0(Br) ≈r h(r).
This follows by an appropriate refinement of the Proof of the Theorem.
(b) Let Ws be given as in the Corollary. Hence, the graph Γ(Ws) is not a h-set, for
any h according to Definition 2.5.6. In fact, if that graph was a h-set then by part (a)
and by the Proof above we would have h(r) ≈r µ0(Br) ≈r r 1s , what is impossible because
dimB Γ(Ws) = 2− s < 1s .
Definition 4.4.2. Let V ∈ N \ {1}, H0 := 2k0 + 1 with k0 ∈ N, H := H0V and the
sequence
(
W
(j)
V,H
)
j∈N
of functions W
(j)
V,H : R→ R be defined as follows.
Consider 0 ≤ x ≤ 2 and start with W (0)V,H according to Figure 15a, focusing the attention
in the square [0, 1]2 that just covers the segment given by the graph of W
(0)
V,H |[0,1].
First iteration: We divide that square, both vertically and horizontally in V ∈
N \ {1} equal parts, originating V 2 identical rectangles though only V of them contain
segments as diagonal lines, see Figure 15a for V = 4. After that we divide vertically
each of these V rectangles into identical H0 = 2k0 + 1 rectangles, see Figure 15b for
V = 4 and H0 = 3. Next we transform each of those V diagonal lines into the union
of H0 connected diagonal lines, according to Figure 15b.
We obtain W
(1)
V,H |[0,1], see Figure 15b, having that the projection on the (horizontal)
X-axis of the square that contains the original segment of W
(0)
V,H |[0,1] was divided into
H = H0V equal parts and the corresponding projection on the (vertical) Y -axis into V
equal parts. We proceed similarly on [1, 2] and obtainW
(1)
V,H — the Figure 15a originates
Figure 15b if we have V = 4, H0 = 3, so H = 12. This completes the first iteration
giving W
(1)
V,H , see Figure 15b.
Second iteration: We make the second iteration by repeating the process applied to
the segment W
(0)
V,H |[0,1], as described above, to each one of the H segments that constitute
the graphW
(1)
V,H |[0,1] — which have equal lengths —, and by proceeding similarly on [1, 2].
Hence we obtainW
(2)
V,H , whose graph on [0, 1] can be decomposed on H
2 segments of equal
lengths, and similarly on [1, 2], see Figure 15c.
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Iterations and limit: And so on, in the jth iteration we repeat the process to
each one of the Hj−1 segments of W (j−1)V,H |[0,1], obtaining W (j)V,H |[0,1], whose graph can be
decomposed on Hj segments, and similarly on [1, 2]. Then the jth iteration gives W
(j)
V,H ,
furthermore we extend each W
(j)
V,H by 0 to all R.
Therefore we arrive to a function WV,H : R→ R defined by (uniform convergence)
WV,H := lim
j→∞
W
(j)
V,H .
Remark:
We notice that on [0, 1] the difference W
(1)
V,H −W (0)V,H =
∑V
l=1±A(1)l can be written as
a sum of V non-smooth atoms ±A(1)l , according to Definition 2 of [36], p. 465, where
each A
(1)
l is given by a translation A
(1)
l := A(¦− l−1V ) and A is a continuous non-smooth
atom with A(0) = 0 and A( 1
V
) = 0, which can be written as A(t) := (H0 − 1)t if
0 ≤ t ≤ 1
H
, A(t) := c1 − (H0 + 1)t if 1H ≤ t ≤ 2H , A(t) := c2 + (H0 − 1)t if 2H ≤ t ≤ 3H ,
..., A(t) := cH0−1 + (H0 − 1)t if H0−1H ≤ t ≤ H0H = 1V , and A(t) := 0 otherwise.
More generally, with j ∈ N, on [0, 1] the difference W (j+1)V,H −W (j)V,H =
∑V Hj
l=1 ±A(j+1)l
can be written as a sum of V Hj non-smooth atoms ±A(j+1)l given by translations as
A
(j+1)
l := V
−jA
(
Hj
(
¦− l−1
V
))
, and on the interval [1, 2] the situation is similar.
x0 1 2
W
(0)
V,H
(x)
1
Figure 15a: According to Definition 4.4.2 we start with W (0)V,H . We choose V = 4
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x0 1 2
W
(1)
V,H
(x)
1
Figure 15b: First iteration W (1)V,H , according to Definition 4.4.2. Here V = 4 and H0 = 3
x
W
(2)
V,H
(x)
Figure 15c: Second iteration W (2)V,H , according to Definition 4.4.2, with V = 4, H0 = 3
In fact, Definition 4.4.2 is equivalent to the definition given in (4.42) of [33], p. 22,
according to the construction suggested by Figure 4.7 of this reference, case 0 < a1 <
2. Likewise, the following Theorem 4.4.6 is equivalent to Corollary 4.23 of [33], p.
24. However, here we use a different approach with arguments based on the mass
distribution µ0 as in Theorem 4.4.3.
Theorem 4.4.6. Let V ∈ N \ {1}, H0 = 2k0 + 1 with k0 ∈ N, H = H0V and WV,H
according to Definition 4.4.2. Consider sV,H := logH V =
1
1+
logH0
log V
. Then the relation
WV,H ∈ CsV,H (R) = BsV,H∞,∞(R) holds and
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Γ(WV,H |[0,1]) is a d-set with d = 2− sV,H .
Corollary 4.4.7. Let 0 < s < 1. Then, there exists a real function Ws ∈ Cs(Rn) =
Bs∞,∞(Rn) such that
Γ(Ws|[0,1]n) is a d-set with d = n+ 1− s.
Remark: We can confirm now that Theorem 16.2 and Remark 16.3 of [33], pp.
120 and 122, both are true. In fact, Remark 16.3 of [33] is true for the function
Ws, 0 < s < 1, according to Corollary 4.4.7. Hence, by remark (a) of Definition
2.5.5 and because Ws ∈ Cs(Rn), we have also dimH Γ(Ws) = n + 1 − s, therefore
Theorem 16.2 of [33] follows.
Moreover, with 0 < s < 1 and Ws ∈ Bs∞,∞(Rn) as in Corollary 4.4.7, we can obtain
the relation Ws ∈ Bsp,∞(Rn) for 0 < p ≤ ∞. This follows by an argument similar
to that one used in parts (i) of the Proofs of Theorems 3.3.4/6.3.7, with elementary
modifications in order to apply the Ho¨lder’s inequality with ∞ in place of 1. On the
other hand, by the equality dimH Γ(Ws) = n + 1 − s and by using the cell (∗ ∗ ∗) of
Theorem 3.5.5 — given with reference to Theorem 4.8 of [25], p. 77 —, we obtain also
Ws ∈ Bs∗p (Rn) at least for 1 ≤ p ≤ ∞.
Concerning d-sets and boundaries, the construction of the graph ofWs|[0,1]n as in Corol-
lary 4.4.7 — see the respective Proof in Section 5.6 — can be applied to modified
situations (16.4 of [33], p. 123). For example, the n-dimensional unit cube can be
replaced by the n-dimensional unit sphere Sn in Rn+1; instead of the xn+1-direction
we may use the direction of the outer normal. There is a counterpart of the function
Ws|[0,1]n now with Sn instead of [0, 1]n, the resulting graph being a boundary ∂Ω of a
star-like domain Ω in Rn+1.
Estimations from below, concerning Hausdorff dimension of the graphs of functions,
are still a difficult problem. However, in [2, 15, 16, 23] and others we find estimates con-
cerning box and Hausdorff dimensions of Weierstrass-type functions, and in Theorem
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4.2.7 and Remark 4.2.8 above we gave deterministic results that extend some of those
estimations for Hausdorff dimension. Franc¸ois Roueff in [25] developed many further
results both in analytical and statistical cases, in particular he gives estimations for
box and Hausdorff dimensions for the graphs of wavelet series.
Additional explanation concerning fs of Figure 13:
As we saw in Theorem 4.4.1 and comments following the respective Proof, applied here
to the particular case of fs given as in [33], p. 121, the graph Γ(fs) is not a d-set for
any d, and indeed this graph does not even satisfy the ball condition. We will try to
give a clearer explanation concerning a mass distribution µ on the graph of fs, under
the assumption µ(Bj) ≈j |Bj|2−s ≈j 2−νj(2−s) for any ball Bj with |Bj| = rj ≈j 2−νj .
As in calculations before Theorem 4.4.1, we would get the relation µ(B′j) ≈j |B′j|2−Ξ(2κ ,s) =
r
′ 2−Ξ(2κ ,s)
j for appropriate balls B
′
j with |B′j| = r′j ≈j 2−νjσ. (Recall that σ satisfies
s < σ < 1.) As a consequence of this estimation of the mass µ(B′j), under the assump-
tion above, we would obtain µ(B′′j ) ≥ c|B′′j |2−Ξ(2κ ,s) for the balls B′′j , see Figure 13.
Then, by considering for Γ(fs) an efficient covering of balls B
′
j and B
′′
j , we would get
H 2−Ξ(2
κ ,s)
2−νjs
(Γ(fs)) ≤
∑
B′j
|B′j|2−Ξ(2κ ,s) +
∑
B′′j
|B′′j |2−Ξ(2κ ,s)
≤ c∑B′j µ(B′j) + c∑B′′j µ(B′′j ) ≈j µ(Γ(fs)),
since with no much overlap the last relation≈j would hold. We would haveH 2−Ξ(2κ ,s)(Γ(fs)) ≤
cµ(Γ(fs)) < ∞, so not surprisingly we would find again the estimation dimH Γ(fs) ≤
2− Ξ(2κ, s), see at the beginning of the present Section.
As a matter of fact, by Theorem 4.2.7 the equality dimH Γ(fs) = 2− Ξ(2κ, s) actually
holds. Furthermore, by looking to the respective Proof, as well to the Figure 17, we
can see that there is a Cantor-like set K ⊂ R with Hausdorff dimension 1, and a mass
distribution µ0(¦) supported on Γ(fs|K) with the following property (here, Br repre-
sents any ball with 0 < |Br| = r < 1 which may be centered at any P ∈ Γ(fs|K) =
supp µ0):
The mass µ0(Br) can be asymptotically sharply estimated from above by a curve
behaving like described in Figure 16. More precisely, we have actually the sharp es-
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timations µ0(Bj) ≤ c|Bj|2−s−εj and µ0(B′j) ≤ c|B′j|2−Ξ(2
κ ,s)−ε′j for all balls Bj and B′j
centered at any point P ∈ Γ(fs|K), where ε(j) and ε′(j) are strictly positive and satisfy
limj→∞ ε′j = limj→∞ εj = 0.
In fact, the restriction of fs to K means that we remove small intervals around the
stationary points of the partial sum of the series of fs, where an overcharge of mass
would be originated, thus balls like B′′j as in Figure 13 are not taken into account.
It turns out that the beautiful Figure 16 describes asymptotically a sharp estimation, from
above, for the growth of that appropriate mass distribution µ0, supported on the graph of
fs|K . Furthermore, although we believe that Γ(fs|K) is not even a h-set, it illustrates an
interesting and representative class of graphs.
r
Number a(r):
2−Ξ(2κ, s) ≤ a(r) ≤ 2 − s
≈r r
2−Ξ(2
κ
,s)
µ(Br) ≈r r
a(r)
≈r r
2−s
r′
j+1
rj r′j rj−1
Figure 16: Asymptotical qualitative growth of µ0(Br) on Γ(fs|K), where 0 < |Br| = r < 1
and 0 < s < 1. Points of “minimal mass” occur for r = rj ≈j 2−νj , with µ0(Bj) ≈j r 2−sj ,
and points of “maximal mass” occur for r = r′j ≈j 2−νjσ, with µ0(B′j) ≈j r′ 2−Ξ(2
κ ,s)
j = r
′ 2− s
σ
j
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4.5 Existence and construction of h-sets
As we have seen in the Theorem 3.6.3 and comments following it, there is in general
some uncertainty in the relation between smoothness and dimensions. On the oppo-
site side, a remarkable example where this relation is described deterministically by a
simple formula is given in Theorem 4.4.6, Corollary 4.4.7 and comments following it.
Here, we constructed a family of functions whose graphs are d-sets, where d = 2 − s
— so box and Hausdorff dimensions equal 2− s — and s ∈ (0, 1) is the smoothness
of the function at least for an integrability 1 ≤ p ≤ ∞. In the present Section we will
deal with a generalization of those graphs, which actually are specialized cases of the
wide class of the Weierstrass-type functions.
Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and n < d < n+1, s := n+1−d, thus s ∈ (0, 1). Hence,
by Theorem 3.5.5 it holds the sharp estimation (also for box dimensions if s > n
p
)
dimH Γ(f) ≤ d,
for all continuous real functions f ∈ Bsp,q(Rn). In particular this holds for all continu-
ous and real f ∈ Cs(Rn) = Bs∞,∞(Rn), which are bounded functions on Rn and satisfy
|f(y)− f(x)| ≤ c∆s, where ∆ := |y − x|.
In fact that estimation appears first in [25, 26], where we can find a wide collection of
results concerning fractal dimensions of graphs, including box and Hausdorff dimen-
sions, as well as many other references.
Those graphs which are d-sets satisfy many remarkable properties, in particular they
fulfill the equality dimH Γ(f) = dimB Γ(f) = d, therefore they behave as extremal
cases in the estimation above. They are special sets, because they are graphs of func-
tions; they satisfy the properties of d-sets, so have an uniform distribution of mass, up
to a strictly positive constant; and they show a good relation dimensions-smoothness,
which can be described by the simple formula d = 2− s. By the way, we find pertinent
applications using d-sets which are graphs of functions by different authors, see e.g.
[36], pp. 477-478, or [6], p. 61.
However, as we saw in Section 4.4, the construction of this kind of graphs is not a triv-
ial problem. Furthermore, in Theorem 4.4.1 and Corollary 4.4.4 we showed explicitly
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that there also families of Weierstrass-type functions whose graphs are not d-sets or
not even h-sets.
Natural generalization directions comprehend, under appropriate smoothness condi-
tions, graphs of continuous functions on Rn which are h-sets, as well as h-sets belonging
to spaces of functions the domain of which is a h1-set. Since we believe that they still
behave as extremal cases, they allow us to conjecture, for these more general situations,
sharp estimations for the dimensions of the graphs of continuous functions.
More precisely, consider 1 < p < ∞, 0 < d1 ≤ 1 and 0 < s < d1, and consider K ⊂ R
as an arbitrary d1-set. (Notice that when we intend to characterize dimensions of real
functions on the real line, we can assume without any loss of generality that they are
supported on [0, 1], which in fact is an 1-set.) By taking into account the Corollary
4.5.4 below, we conjecture that the maximal value of the Hausdorff dimension over
all real functions f belonging to Bsp,q(K) and which are traces of continuous functions,
is given by supf dimH Γ(f) = d1 + 1 − s, where the supremum would be actually a
maximum.
In other words, we conjecture that supf∈Bsp,q(K) dimH Γ(f) = d holds, where d is cho-
sen such that 1 < d < d1 + 1 and the smoothness s is determined by s := d1 + 1− d.
(Concerning the definition of the Besov spaces Bsp,q(K), where s > 0, 1 < p < ∞,
0 < q ≤ ∞, we refer e.g. [34], 9.29-9.33, pp. 148-151.)
Actually, we will prove this conjecture in Corollary 4.5.5 below, which indeed generalize
the cell (∗ ∗ ∗) of the Theorem 3.5.5 above, case n = 1 and 1 < p <∞.
Construction of h-sets as functions on Rn:
Let H be the class of all continuous monotone functions h : (0, 1] → R+ satisfying
h(0+) = 0. Bricchi in [4] and [5] gives necessary and sufficient conditions for the
existence of h-sets in the general case: There exists a h-set in Rn+1 if and only if
h(r) ≈r h˜(r) for some h˜ satisfying δn+1 ≤ h˜(δr)/h˜(r) for all 0 < δ, r ≤ 1. Moreover,
this condition holds if and only if c1δ
n+1 ≤ h(δr)/h(r) for all 0 < δ, r ≤ 1 (for some
c1 > 0).
(In order to prove the later equivalence put `(r) := h(r)/rn+1, so it is sufficient to show
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that if `(s) ≥ c `(r) for all 0 < s ≤ r ≤ 1, then `(r) ≈r ˜`(r) for some decreasing ˜` on
(0, 1]. But this holds with ˜`(r) := sups∈[r,1] `(s).)
Here, we are not interested in the general case, but in those h-sets which are graphs
of functions. More precisely we intend, under appropriate smoothness conditions, to
provide (only) sufficient conditions for the existence of those h-sets which are graphs
of continuous real functions on Rn. (The necessary conditions are left as an open
question.)
Theorem 4.5.1. (Sufficient condition) Let h ∈ H (and we may relax the monotonicity
condition) be a function satisfying c1δ
n+1−ε ≤ h(δr)/h(r) ≤ c2δn+ε for all 0 < δ, r ≤ 1,
for some ε > 0. Then, there is a function Wh : Rn → R, satisfying |Wh(y)−Wh(x)| ≤
c∆n+1/h(∆) for all x, y ∈ Rn with 0 < ∆ ≤ 1 (as above, we consider ∆ := |y − x|),
such that the graph Γ(Wh|[0,1]n) is a h-set.
Remark:
(a) The usual (d,Ψ)-sets satisfy the hypotheses of the Theorem 4.5.1 for h(r) := rdΨ(r).
(More precisely, consider n < d < n+1, and Ψ : (0, 1]→ R+ continuous and satisfying
Ψ(r2) ≈r Ψ(r). Hence, cεδε ≤ Ψ(δr)/Ψ(r) ≤ c′εδ−ε for all 0 < δ, r ≤ 1, for any ε > 0.)
(b) In particular, if n < d < n + 1, there is a function Wd : Rn → R satisfying
|Wd(y) −Wd(x)| ≤ c∆n+1−d, such that Γ(Wd|[0,1]n) is a d-set. (Cf. Corollary 4.4.7
and Remark following it.)
(c) Case n = 1: If c1δ
2−ε ≤ h(δr)/h(r) ≤ c2δ1+ε, then ∃Wh : R → R, satisfying
|Wh(y)−Wh(x)| ≤ c∆2/h(∆), such that Γ(Wh|[0,1]) is a h-set. This case will be gener-
alized in Theorem 4.5.2 below.
Construction of h-sets as functions on a h1-set ⊂ R:
Next, we will extend Theorem 4.5.1 by giving sufficient conditions which guarantee the
existence of h-sets belonging to spaces of functions the domain of which is a h1-set.
The construction of such graphs are now achieved by applying the domain operator
— see Definition 5.7.1 and Figure 18b in Section 5.7 below — to the graphs obtained
above on R, according to remark (c) of Theorem 4.5.1.
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Theorem 4.5.2. (Sufficient condition) Let K be any h1-set contained in R — see De-
finition 2.5.6 —, and consider h ∈ H (and we may relax the monotonicity condition)
satisfying c1δ(h1(δr)/h1(r))1−ε ≤ h(δr)/h(r) ≤ c2δ(h1(δr)/h1(r))ε for all 0 < δ, r ≤ 1,
for some ε > 0. Then, there is a function Wh : K → R, satisfying |Wh(y)−Wh(x)| ≤
c∆ h1(∆)/h(∆) for all x, y ∈ K with 0 < ∆ ≤ 1 (as above, we consider ∆ := |y − x|),
such that the graph Γ(Wh) is a h-set.
Remark:
In particular, let K ⊂ R be a d1-set, 0 < d1 ≤ 1, and consider 1 < d < d1 + 1 .
Then, there is a function Wd satisfying |Wd(y) − Wd(x)| ≤ c∆d1+1−d, the graph of
which is a d-set. In particular, by remark (a) following Definition 2.5.5 we have
dimH Γ(Wd) = dimBΓ(Wd) = dimBΓ(Wd) = d.
Lemma 4.5.3. Consider 0 < d ≤ n and let K ⊂ Rn be a (compact) d-set. Then, for
all j ∈ N0, there exists a cover of K by ≈j 2jd dyadic cubes with diameter 2−j.
Proof. For all j ∈ N0, let us to consider a covering Cj of K by dyadic cubes with diam-
eter 2−j, such that each element (cube) of the covering intersects K. Then the relation
µ(K) ≈j (#Cj)×2−jd holds, where µ is a mass distribution supported on K according
to Definition 2.5.5, and therefore the Lemma follows by elementary arguments.
Corollary 4.5.4. Let 0 < s < d1 and suppose that K ⊂ R is a d1-set, where
0 < d1 ≤ 1. Then the maximal value of Hausdorff, lower and upper box dimensions
of the graphs over all real functions f : K → R belonging to Cs(K), i.e. satisfying
|f(y)− f(x)| ≤ c∆s for all x, y ∈ K with 0 < ∆ ≤ 1, is given by
d1 + 1− s .
Proof. By remark of Theorem 4.5.2 with d := d1+1−s and by remark (a) of Definition
2.5.3, it is sufficient to prove that dimBΓ(f) ≤ d1 + 1− s for all such f . Actually, we
will prove this last inequality for all 0 < s < 1. In fact, for each ν ∈ N0, by Lemma
4.5.3 there are coverings of K by M(ν,K) ≈ν 2νd1 dyadic intervals Ik := Iν,k :=
[(k − 1)2−ν , k2−ν ], k ∈ Z. On the other hand, since oscIk(f) ≤ c2−νs then it holds
M(ν, f) ≤ cM(ν,K)2−νs
2−ν ≈ν 2ν(d1+1−s), whereM(ν, f) stands for the minimum number
72
4.5 Existence and construction of h-sets 4 F. G. W. F.
of dyadic squares needed to cover Γ(f), and oscIkf = supIk f − infIk f is the oscillation
of f over the interval Ik. In this way we obtain limν→∞
log2M(ν,f)
ν
≤ d1 + 1 − s, and
therefore the Proof is complete.
Remark :
We can easily extend the Corollary to any h1-set contained in R, as soon as h1 satisfies
h1(r) ≈r rdr with limr→0+ dr = d1. This follows by the same Proof with appropriate
adaptations, in particular we use the Theorem 4.5.2 for h(r) := r1−sh1(r) (instead of
respective remark for d := d1 + 1− s, i.e. instead of h(r) := rd = rd1+1−s).
Corollary 4.5.5. Let 0 < s < d1 and suppose that K ⊂ R is a d1-set, where 0 <
d1 ≤ 1. Then, the maximal Hausdorff dimension of the graphs over all real functions
f : K → R belonging to Bsp,q(K), which are traces of continuous functions, is given by
d1 + 1− s, for any 1 < p <∞.
Proof. Let ε > 0 satisfy 1+ε < p. By [33], p. 165, (20.40), with Definition (20.3)/(20.4)
of p. 159, we have the inclusion Bsp,∞(K) ⊂ Bs1+ε,∞(K). Let f ∈ Bsp,∞(K) be a trace
of a continuous real function, then f belongs to Bs1+ε,∞(K) and is a trace given as
f = trK g where g ∈ Bs+
1−d1
1+ε
1+ε,∞ (R), see [34], pp. 151 and 153.
We may assume that g is real by taking the real part of such a function. In fact,
according to Definition 2.1.8 and remark (c) following it, the quasi-norms of the classic
Besov spaces can be characterized by an appropriate integration and summation of
pieces ϕj ∗ f . Moreover, as we assumed that g is a continuous function on R, then
by a result given in [6], step 2, p. 55, legitimated here for these spaces by elementary
embeddings, it follows that the trace trK g is indeed the restriction of the function g
to the set K. In other words, it holds f = trK g = g|K .
We have 0 < s + 1−d1
1+ε
< 1 because 0 < s < d1, so by Theorem 3.5.5 we obtain
dimH Γ(g) ≤ 2− (s+ 1−d11+ε ) = d1+1−s+ε1−d11+ε . On the other hand Γ(f) ⊂ Γ(g) and so
dimH Γ(f) ≤ d1 + 1 − s, therefore the inclusion Cs(K) ⊂ Bsp,∞(K) and the Corollary
4.5.4 complete the Proof.
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5 Longer proofs and explanations
The sequencing of the proofs in Sections 5.1-5.7 below is almost entirely according the
coming of the results, i.e. in general each Proof only make use of results that are proved
above it in the text. Many of the Proofs are only outlined, in order to save space and
to focus in the main ideas, particularly if we are applying arguments we already used
before.
5.1 Proofs of Section 3.2 and Theorem 3.5.3
Definition 5.1.1. We recall Definition 2.2.3, and define temporarily ϕ(ν, f) :=
Osc(ν, f)/Nν(n−1) , as well as the quantity ϕ+(ν, f) := max{1, ϕ(ν, f)}.
Lemma 5.1.1. Let f : [0, 1]n → R be a continuous function. Then we have
dimBΓ(f) = n+ limν→∞
logϕ+(ν,f)
logNν
.
Moreover, it holds also dimBΓ(f) ≥ 1 + limν→∞ logOsc(ν,f)logNν ; in particular, if ϕ(ν, f) ≥ 1
for infinite many values of ν then this inequality is actually an equality.
Proof of Lemma 5.1.1
We have N−ν(M(ν, f |I) − 2) < oscI(f) ≤ N−νM(ν, f |I) for I as in Definition 2.2.1
— recall Definition 2.4.1.
Consequently, by summing over all I as in Definition 2.2.1 we get the inequalities
N−νM(ν, f)− 2N ν(n−1) < Osc(ν, f) ≤ N−νM(ν, f),
and by multiplying these inequalities by N−ν(n−1) it follows that
N−νnM(ν, f)− 2 < ϕ(ν, f) ≤ N−νnM(ν, f).
So it holds M(ν, f) < N νn(ϕ(ν, f) + 2) and M(ν, f) ≥ N νnϕ(ν, f), and as M(ν, f) ≥
N νn is true then it holds also M(ν, f) ≥ N νnϕ+(ν, f).
Therefore we have N νnϕ+(ν, f) ≤M(ν, f) < N νn(ϕ(ν, f) + 2) and consequently
n+ logϕ
+(ν,f)
logNν
≤ logM(ν,f)
logNν
< n+ log(ϕ(ν,f)+2)
logNν
≤ n+ log(3ϕ+(ν,f))
logNν
.
Finally we apply limν→∞ and by Definition 2.4.2 we obtain the desired equality. ¤
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Remark 5.1.2. (a) With the same Proof, the Lemma 5.1.1 is also true for limν→∞
and dimB in place of the upper counterparts.
(b) Of course, Lemma 5.1.1 and previous part (a) are immediately extendable to func-
tions f : [−k, k]n → R, with k ∈ N, taking into account the oscillations over all cubes
I ′ ⊂ [−k, k]n, I ′ as in Definition 2.2.2.
(c) Let f : [0, 1]n → R be a general function. Then by arguments used in Proof of the
Lemma 5.1.1 we have dimBΓ(f) ≤ n + limν→∞ logϕ+(ν,f)logNν . If ϕ(ν, f) ≥ 1 for infinite
many values of ν then dimBΓ(f) ≤ 1 + limν→∞ logOsc(ν,f)logNν . Moreover, the counterparts
for parts (a) and (b) of the present Remark also hold.
Proof of Theorem 3.2.1
We prove two of the four implications; the other two follow immediately. We will take
into account the following equivalences, with k ∈ R and ν > 0:
logOsc(ν,f)
logNν
≥ k ⇐⇒ logOsc(ν, f) ≥ k logN ν ⇐⇒ Osc(ν, f) ≥ N νk.
(i) We use the inequality of Lemma 5.1.1. Let 0 < γ ≤ 1 and dimBΓ(f) ≤ n + 1− γ.
For every ε > 0, ∃νε ∈ N0 such that logOsc(ν,f)logNν ≤ n − γ + ε, ∀ν ≥ νε. So Osc(ν, f) ≤
N ν(n−γ+ε), ∀ν ≥ νε and then we have f ∈ V γ−ε(T ). Hence f ∈ V γ−(T ).
(ii) We use the second equality of Lemma 5.1.1. Let 0 ≤ γ < 1 and dimBΓ(f) ≥
n + 1 − γ. Then ∃(kν)ν∈N ⊂ N with limν→∞ kν = ∞ such that limν→∞ logOsc(kν ,f)logNkν ≥
n − γ. For every ε > 0, ∃νε ∈ N0 such that logOsc(kν ,f)logNkν ≥ n − γ − ε, ∀ν ≥ νε. So
Osc(kν , f) ≥ Nkν(n−γ−ε),∀ν ≥ νε and then f 6∈ V γ+2ε(T ). Hence f 6∈ V γ+(T ). ¤
Proof of Remark 3.2.2
To prove parts (a),(b) we need only replace, in the Proof of Theorem 3.2.1, the Lemma
5.1.1 by Remark 5.1.2-(a),(b) respectively. We still have to prove part (c).
(i) The two implications of Remark 3.2.2-(c) are equivalent, so we can commute be-
tween them in a practical and convenient way. Moreover, we prove only the upper case,
as for the lower case the proof is similar.
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(ii) Let f : [0, 1]n → R be a general function and suppose that dimBΓ(f) ≥ n+ 1− γ
with 0 ≤ γ < 1. If in part (ii) of the Proof of Theorem 3.2.1 we replace the second
equality of Lemma 5.1.1 by the second inequality of Remark 5.1.2-(c) then we conclude
that f 6∈ V γ+(T ).
(iii) Let f : Rn → R be a general function and suppose that f ∈ V γ−(Rn) with
0 < γ ≤ 1. Then, with abuse of notation we have f |[−k,k]n ∈ V γ−(Rn) if k ∈ N, consid-
ering only the oscillations over the cubes I ′ ⊂ [−k, k]n. By part (i) and an immediate
generalization of (ii) we have dimBΓ(f |[−k,k]n) ≤ n + 1 − γ, and therefore the remark
(c) of Definition 2.4.2 completes the Proof. ¤
Definition 5.1.2. Let U be a subset of Rn and f : Rn → R a function. We define the
oscillation of f over U by oscU(f) := supU f− infU f , generalizing Definition 2.2.3-(a).
Lemma 5.1.3. For all x := (x1, x2, y1, y2) ∈ R4, consider Cx := {xiyj : i = 1, 2 and
j = 1, 2} and let Φ,Ψ : R4 → R be defined by Φ(x) := maxCx and Ψ(x) := minCx,
respectively. Then
(Φ−Ψ)(x) ≤ max
i=1,2
|xi| |y1 − y2|+max
i=1,2
|yi| |x1 − x2|.
Lemma 5.1.4. Let ∅ 6= A ⊂ Rn, consider two functions f, g : A → R and define
ß := (supA(f), infA(f), supA(g), infA(g)). Then, by stipulating 0×∞ =∞× 0 = 0, we
have
supA(fg) ≤ Φ(ß) and infA(fg) ≥ Ψ(ß).
Hence by Lemma 5.1.3 we get the inequality
oscA(fg) ≤ sup
A
|f | oscA(g) + sup
A
|g| oscA(f).
The Proofs of Lemmas 5.1.3 and 5.1.4 use only standard arguments, so we shall omit
them.
Proof of Theorem 3.2.3
(a) By remark (d) of Definition 2.4.2 we may assume f, η : [0, 1]n → R with f contin-
uous and η Lipschitz. For all I ⊂ [0, 1]n as in Definition 2.2.1, the Lemma 5.1.4 gives
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oscI(ηf) ≤ c oscI(f) + sup |f |oscI(η).
Let 0 < α ≤ 1. By summing over all I ⊂ [0, 1]n as in Definition 2.2.1, multiplying by
N ν(α−n) and taking the supremum over all ν ∈ N0 we have
‖ηf‖V α(T ) ≤ c‖f‖V α(T ) + c′ sup |f |.
Then the first equivalence of Theorem 3.2.1 gives the desired inequality.
(b) By remark (c) of Definition 2.4.2 we may assume f, η : [−k, k]n → R, k ∈ N, with
f continuous and η Lipschitz. In a similar way to part (a) above we get, with abuse of
notation, the inequality ‖ηf‖V α(Rn) ≤ c‖f‖V α(Rn)+ c′ sup |f | for 0 < α ≤ 1, considering
only the oscillations over the cubes I ′ ⊂ [−k, k]n. Then, by a direct generalization of
the Remark 3.2.2-(a), with [−k, k]n in place of [0, 1]n, we have the desired inequality.¤
Proof of Theorem 3.5.3
We prove the case 1 ≤ γ <∞, since for γ =∞ the proof is analogous but simpler.
(i) Consider 0 < a ≤ 1 and βk :=
[
λ1−ak λ
a
k+1
]
,∀k ∈ N. First we calculate the sum
Osc(βk,Ws) of the oscillations ofWs over all dyadic intervals I ⊂ [0, 1] with |I| = 2−βk .
We have the inequality
Osc(βk,Ws) :=
∑
|I|=2−βk oscI(Ws) ≤
∑
j≥1 2
−λjs∑|I|=2−βk oscI (ζ(2λj ¦+θj)).
Because ζ is Lipschitz and bounded, the inner sum can be estimated from above by
c2min{λj ,βk}. Hence Osc(βk,Ws) can be evaluated from above by
c
∑k
j=1 2
−λjs2λj + c
∑
j>k 2
−λjs2βk ≤ ck2λk(1−s) + c2βk∑j>k 2−λjs,
where the estimation of the first sum is justified by the assumption 0 < s ≤ 1. Let
0 < ε < γ. There exists some strictly increasing sequence (lk)k∈N ⊂ N such that
βlk
λlk
≥ (γ − ε)a and λlk+1
βlk
≥ (γ − ε)1−a for all k ∈ N. Since λj+1 − λj ≥ c > 0 for j ∈ N,
we have
∑
j>k 2
−λjs ≤ c2−λk+1s and then
Osc(βlk ,Ws) ≤ clk2
βlk
(γ−ε)a (1−s) + c′2βlk2−λlk+1s ≤ clk2βlk
1−s
(γ−ε)a + c′2βlk (1−s(γ−ε)
1−a).
(ii) Let N(βlk ,Ws) be the minimum number of dyadic squares, with volume 2
−2βlk ,
required to cover Γ(Ws). Hence we have the estimate
N(βlk ,Ws) ≤ (Osc(βlk ,Ws) + 2) 2βlk .
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On the other hand, we have also dimBΓ(Ws) ≤ limk→∞ log2N(βlk ,Ws)βlk and therefore
dimBΓ(Ws) ≤ 1+max
{
0, limk→∞
log2Osc(βlk ,Ws)
βlk
}
. By applying the last estimate of (i),
the (inner) lower limit can be estimated from above by max
{
1−s
(γ−ε)a , 1− s(γ − ε)1−a
}
,
therefore we have dimBΓ(Ws) ≤ 1 + max
{
1−s
(γ−ε)a , 1− s(γ − ε)1−a
}
. By choosing 0 <
a ≤ 1 such that γa = 1 − s + sγ we have 1−s
γa
= 1 − sγ1−a = 1−s
1−s+sγ . Therefore, the
Proof is now complete. ¤
Remark: If in the calculations of this Proof we take into account all values of a, instead
of choosing a particular one, then we obtain also the inequality dimBΓ(Ws) ≤ 2− s.
5.2 Proofs of Section 3.3
In this Section we prove Theorems 3.3.1 and 3.3.4 by using a wavelet-approach, thus
we present firstly the following preliminary Lemmas we will need. (Later on, in Section
6.3 below we will give other different proofs in order to compare different approaches.)
Lemma 5.2.1. ([31], p. 129) Let 0 < p0 ≤ p1 ≤ ∞, 0 < q ≤ ∞ and −∞ < s1 ≤
s0 <∞. If s0 − np0 = s1 − np1 then we have the embedding
Bs0p0,q(R
n) ↪→ Bs1p1,q(Rn).
Definition 5.2.1. ([37], p. 193)
Let r ∈ N. Define L0 := 1 and L := Lj := 2n − 1 if j ∈ N. Then, there are real
compactly supported functions ψ0 ∈ Cr(Rn) and ψl ∈ Cr(Rn), l = 1, ..., L, with∫
Rn x
αψl(x)dx = 0, α ∈ Nn0 , |α| ≤ r,
such that {2j n2ψljm : j ∈ N0, 1 ≤ l ≤ Lj, m ∈ Zn} is an orthonormal basis in L2(Rn)
where, by definition,
ψljm(x) :=
 ψ0(x−m), if j = 0,m ∈ Zn, l = 1ψl(2j−1x−m), if j ∈ N,m ∈ Zn, 1 ≤ l ≤ L .
Lemma 5.2.2. ([37], p. 194, particular case with elementary adaptations)
Let 0 < p ≤ ∞ and s ∈ R, and take into account Definition 5.2.1. There is a natural
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number r(s, p) with the following property: If r(s, p) < r ∈ N and f ∈ S ′(Rn) then we
have as an equivalent quasi-norm on Bsp,1(Rn) the quantity∑
j∈N0,1≤l≤Lj 2
j(s−n
p
+n)
(∑
m∈Zn
∣∣< f, ψljm >∣∣p) 1p ,
where < f, ψljm > is appropriately interpreted in (S
′(Rn), Cr(Rn)) in the natural way.
The following Lemma concerns continuous real functions and is a particular case of
Lemma 5.2.4 and Formula (2) of the respective Proof. (Cf. Lemma 6.3.3 below.)
Lemma 5.2.3. Consider α ∈ R, let f : Rn → R be a continuous function f ∈ S ′(Rn)
and suppose that f =
∑
j≥0 fj with convergence in S
′(Rn) with the weak topology, where
(fj)j∈N is a family of continuous complex valued functions on Rn. Then, it holds
(as usually, the notation Re stands for the real part of a complex valued function)
‖f‖V α(Rn) ≤
∑
j≥0
‖Re(fj)‖V α(Rn) .
We can see this inequality as a consequence of the following one, where I ′ is a cube in
Rn as in Definition 2.2.2:
oscI′(f) ≤
∑
j≥0
oscI′Re(fj).
Definition 5.2.2. As an extension of Section 2.2, we define also the spaces V ′α(Rn)
and V ′′α(Rn) , in the first case replacing osc by ess osc := ess sup− ess inf and
in second case by restricting the sum to the cubes I ′ — see Definition 2.2.2 — where
f is continuous. Of course, we have the inequalities ‖.‖V ′′α(Rn) ≤ ‖.‖V ′α(Rn) ≤ ‖.‖V α(Rn).
Lemma 5.2.4. Consider α ∈ R, let f : Rn → R with f ∈ S ′(Rn), and suppose that
f =
∑
j≥0 fj with convergence in S
′(Rn) with the weak topology, where (fj)j∈N is a fam-
ily of continuous complex valued functions on Rn. Then it holds the (triangle) inequality
‖f‖V ′α(Rn) ≤
∑
j≥0
‖Re(fj)‖V α(Rn) .
Proof of Lemma 5.2.4
Let I ′ be a cube in Rn as in Definition 2.2.2, and consider gk :=
∑k
j=1 fj and hk :=
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∑k
j=0 supI′ Re(fj) for all k ∈ N. Analogously, we define h′k by using the infimum in-
stead. We may assume h′k > −∞ and hk <∞ for all k ∈ N, otherwise the right hand
side of the inequality would be ∞ and there would be nothing to prove.
Consider ε > 0. Then, there exists an order kε ∈ N such that it holds the inequality
ess sup
I′
f ≤ hk + 4ε,∀k ≥ kε. (1)
In order to prove this formula, suppose that ∃(kj)j∈N ⊂ N with limj→∞ kj =∞ and sat-
isfying ess supI′ f ≥ hkj + 4ε, ∀j ∈ N. Hence, there exists a set A ⊂ I ′ with λ(A) > 0
(strictly positive Lebesgue measure) and f(x) ≥ hkj + 3ε, ∀x ∈ A,∀j ∈ N.
Let S+(Rn) := {ψ ∈ S(Rn) \ {0} satisfying ψ(x) ≥ 0, ∀x ∈ Rn}. By [9], p. 310, we
know that f is continuous at some a ∈ A, hence ∃ψ ∈ S+(Rn) with f(x) ≥ hkj+2ε, ∀x ∈
supp ψ, ∀j ∈ N. Then in (S ′(Rn), S(Rn)), for all j ∈ N we have < f, ψ > ≥ < hkj , ψ >
+2ε‖ψ‖L1(Rn).
Hence by the convergence f = limj→∞ gj with the weak topology in S ′(Rn), there ex-
ists j0 ∈ N such that < Re(gkj), ψ > ≥ < hkj , ψ > +ε‖ψ‖L1(Rn) for all j ≥ j0. This
contradiction proves (1).
By taking into account the Formula (1), as well as the respective counterpart for the
infimum, ess infI′ f ≥ h′k − 4ε, ∀k ≥ k′ε for some k′ε ∈ N, we obtain also the inequality
ess oscI′(f) ≤
∑
j≥0
oscI′Re(fj). (2)
Taking
∑
|I′|=N−νn , multiplying by N
ν(α−n) and taking the supν≥0 we get the desired
triangle inequality. ¤
Remark: As we can see by the arguments we used in the Proof above, the Formula
(2) remains true if we replace I ′ by any set A′ ⊂ Rn with strictly positive Lebesgue
measure.
Proof of Theorem 3.3.1 (Wavelet approach)
Analogously to the identity given in Lemma 6.3.2 below, the reference [37], p. 194,
gives the convergence f =
∑
j≥0 fj in S
′(Rn) with the strong topology (since by [25], p.
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10 and (2.2) of p. 21, with reference to [3, 24], we have actually uniform convergence),
where fj :=
∑
l,m 2
jnσjlmψ
l
jm for all j ∈ N0 and σjlm := | < f, ψljm > |, see Definition
5.2.1. Hence, by recalling Lemma 5.2.3 we know that oscI′f ≤
∑
j≥0 oscI′(fj) holds for
all I ′ as in Definition 2.2.2.
By [31], p. 131, f is continuous. Let 0 < p ≤ 1 and γ ≥ n
p
. By Lemma 5.2.1 we have
‖f‖
B
γ+n−np
1,1 (Rn)
≤ c‖f‖Bγp,1(Rn) and since γ + n− np ≥ n1 and γ ≥ 1 then we can assume
1 ≤ p <∞.
We will take into account the Lemma 5.2.2 with Definition 5.2.1. Let
∑′ be a general
sum over all dyadics I ′ for which we have a non-empty intersection with BR(0), and
consider 1 ≤ p <∞ and γ ≥ n
p
.
(i) Consider ν ∈ N0, j ∈ N0, and |I ′| = 2−νn, I ′ as in Definition 2.2.2 with N = 2.
(i1) Let ν ≤ j. We have oscI′(fj) ≤ 2 supI′ |fj|. By the Ho¨lder’s inequality we obtain∑′
|I′|=2−νn supI′ |fj| ≤ (2ν2 ([R] + 1))n
p−1
p
(∑′
|I′|=2−νn supI′ |fj|p
) 1
p
,
and because ν ≤ j then the right hand side is smaller than cR2νn
p−1
p
(∑′
|I′|=2−jn supI′ |fj|p
) 1
p
.
Let K0, K1 ∈ N be satisfying supp ψ0 ⊂ BK0(0) and supp ψl ⊂ BK1(0) for all l, and
define K := max{2K0, K1}. Thus, that value can be estimated from above by
cR2
νn p−1
p
(
(2K)n
∑
l,m 2
jnpσpjlm
) 1
p ≤ c′R2νn
p−1
p 2jn supl
(∑
m∈Zn σ
p
jlm
) 1
p .
Because ν ≤ j and γ ≥ n
p
, we have ν(γ − n
p
) ≤ j(γ − n
p
), therefore we obtain
2ν(γ−n)
∑′
|I′|=2−νn oscI′(fj) ≤ cR2j(γ−
n
p
+n)∑
l
(∑
m∈Zn σ
p
jlm
) 1
p .
(i2) Let ν ≥ j. By the mean value Theorem, it holds oscI′(fj) ≤ 2−ν
∑n
i=1 supI′
∣∣∣∂fj∂xi ∣∣∣.
Let i ∈ {1, ..., n}. On the other hand, by the Ho¨lder’s inequality we obtain∑′
|I′|=2−νn supI′
∣∣∣∂fj∂xi ∣∣∣ ≤ (2ν (2 ([R] + 1))n p−1p (∑′|I′|=2−νn supI′ ∣∣∣∂fj∂xi ∣∣∣p) 1p .
Because ν ≥ j then this last expression can be estimated from above by
cR2
νn p−1
p 2(ν−j)
n
p
(∑′
|I′|=2−jn supI′
∣∣∣∂fj∂xi ∣∣∣p) 1p
≤ cR2νn
p−1
p 2(ν−j)
n
p
(
(2K)n supl
∑
m∈Zn(c2
j)p (2jn)
p
σpjlm
) 1
p
≤ c′R2νn2−j
n
p 2jn2j
∑
l
(∑
m∈Zn σ
p
jlm
) 1
p .
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Also because ν ≥ j, we have νmin{1, γ} − ν + j ≤ jmin{1, γ}. So, it holds
2ν(min{1,γ}−n)
∑′
|I′|=2−νn oscI′(fj) ≤ cR2j(min{1,γ}−
n
p
+n)∑
l
(∑
m∈Zn σ
p
jlm
) 1
p .
(i3) Looking at (i1) and (i2), in particular we get for all j, ν ∈ N0 the inequality
2ν(min{1,γ}−n)
∑′
|I′|=2−νn oscI′(fj) ≤ cR2j(γ−
n
p
+n)∑
l
(∑
m∈Zn σ
p
jlm
) 1
p .
(ii) Let ν ∈ N0. By using the inequality oscI′(f) ≤
∑
j≥0 oscI′(fj) and by taking
into account Lemma 5.2.2 we obtain 2ν(min{1,γ}−n)
∑′
|I′|=2−νn oscI′(f) ≤ cR‖f‖Bγp,1(Rn).
Of course, we may replace
∑′ by ∑ in the obtained inequality. Then by taking the
supν≥0 on the left hand side we have the desired inequality. ¤
Proof of Corollary 3.3.2
By [31], p. 131, f is continuous. Let η ∈ C∞(Rn) with supp η ⊂ [−2, 2]n and η(x) = 1
if x ∈ [−1, 1]n. By remark (c) of Definition 2.4.2 and by Theorem 3.2.3-(a) we have
dimBΓ(f) = supk∈N dimBΓ(η(¦/k)f).
Let k ∈ N. By Lemma 3.4.2 we have η(¦/k)f ∈ ⋂n
p
≤σ<γ B
σ
p,1(Rn). If 0 < p < ∞
then by Theorem 3.3.1 we have η(¦/k)f ∈ V min{1,γ}−(Rn). On the other hand, if
p = ∞ then the identity Bγ−∞ (Rn) = Cγ−(Rn) and a generalization of the remark
(c) of Definition 2.2.4 give η(¦/k)f ∈ V min{1,γ}−(Rn). Hence Remark 3.2.2-(b) gives
dimBΓ(η(¦/k)f) ≤ n+ 1−min{1, γ}. ¤
Lemma 5.2.5. ([37], p. 194, particular case with elementary adaptations)
Let 0 < p ≤ ∞ and s ∈ R, and take into account Definition 5.2.1. There is a natural
number r(s, p) with the following property: If r(s, p) < r ∈ N and f ∈ S ′(Rn) then we
have as an equivalent quasi-norm on Bsp,∞(Rn) the quantity
supj∈N0,1≤l≤Lj 2
j(s−n
p
+n)
(∑
m∈Zn
∣∣< f, ψljm >∣∣p) 1p ,
where < f, ψljm > is appropriately interpreted in (S
′(Rn), Cr(Rn)) in the natural way.
Proof of Theorem 3.3.4 (Wavelet approach)
Because f ∈ V γmax{1,p}(Rn), of course f is bounded and measurable, and therefore
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f ∈ S ′(Rn). We will take into account the Lemma 5.2.5 with Definition 5.2.1.
(i) Consider 0 < p ≤ 1 and j ∈ N0, and let K0 > 0 be such that supp ψ0 ⊂ BK0(0),
and K1 > 0 be such that supp ψ
l ⊂ BK1(0) for all l with 1 ≤ l ≤ L. Defining
K := max{K0, K1}, we have < f, ψljm >= 0 for all j ∈ N0, 1 ≤ l ≤ Lj, m ∈ Zn with
|m| > mR := [2max{1,j}−1(R+K)]+1. Analogously to part (i) of the Proof of Theorem
6.3.7, by Ho¨lder’s inequality we can estimate
∑
|m|≤mR
∣∣< f, ψljm >∣∣p from above by(∑
|m|≤mR
(∣∣< f, ψljm >∣∣p) 1p)p (∑|m|≤mR 1 11−p)1−p.
Hence ‖f‖Bγp,∞(Rn) ≤ cR‖f‖Bγ1,∞(Rn), and therefore we may assume 1 ≤ p <∞.
(ii) Consider now the case 1 ≤ p < ∞ and let f ∈ Lp(Rn) ∩ V γp(Rn). We will first
analise separately in (ii1) the contribution of the term with j = 0. On the other hand,
concerning the terms with j ∈ N, we will calculate in (ii2) their contribution for the
oscillation of the function.
(ii1) The term originated from j = 0 is estimated by the elementary inequality(∑
m∈Zn | < f, ψ0(¦−m) > |p
) 1
p ≤ c‖f‖Lp(Rn).
(ii2) We notice here that, for j ∈ N, 1 ≤ l ≤ L, m ∈ Zn, |I ′| = 2−j′n (where
j′ = j − 1), I ′ as in Definition 2.2.2, the hypothesis ∫Rn ψl(x)dx = 0 justifies that
— see Definition 6.3.1-(ii1/ii2) with K1 in place of 2
jε — the identity < f, ψljm > =∫
|t|≤2−j′K1 ψ
l(2j
′
t)f(2−j
′
m + t)dt =
∫
|t|≤2−j′K1 ψ
l(2j
′
t)fI′(2
−j′m + t)dt holds and then,
whenever 2−j
′
m ∈ I ′, we have
| < f, ψljm > | ≤
∫
|t|≤2−j′K1
∣∣ψl(2j′t)fI′(2−j′m+ t)∣∣ dt.
Thus, for 2−j
′
m ∈ I ′ it holds | < f, ψljm > | ≤ c2−j′nKn1 supI′# |fI′|, and therefore
2j(−
n
p
+n)
(∑
m∈Zn
∣∣< f, ψljm >∣∣p) 1p
≤ c2j(−np+n)
(∑
|I′|=2−j′n
(
2−j
′n supI′# |fI′|
)p) 1p
= c′
(
2−j
′n∑
|I′|=2−j′n supI′# |fI′|p
) 1
p
.
For the rest of the Proof we apply the same calculation techniques as in part (ii) of the
Proof of Theorem 6.3.7, putting γ′ = γ, j′ ∈ N0 in place of j ∈ N, and K1 in place of
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2jε. In this way we get
2j(γ−
n
p
+n)
(∑
m∈Zn
∣∣< f, ψljm >∣∣p
) 1
p
≤ c‖f‖V γp(Rn).
So, we get supj∈N,1≤l≤L 2
j(γ−n
p
+n)
(∑
m∈Zn
∣∣< f, ψljm >∣∣p) 1p ≤ c‖f‖V γp(Rn).
(ii3) By (ii1) and (ii2), taking into account Lemma 5.2.5, we obtain the inequality
‖f‖Bγp,∞(Rn) ≤ cmax
{‖f‖Lp(Rn), ‖f‖V γp(Rn)},
in other words ‖f‖Bγp,∞(Rn) ≤ c‖f‖Lp(Rn)∩V γp(Rn). The Proof is now complete. ¤
5.3 Proofs of Section 3.4
We start by stating the following Lemma 5.3.1, which is implicitly used for the existence
of the functions φ as in Definitions 3.4.1, 3.4.2 and 4.3.1 or as in Theorem 3.4.6. The
mollification techiques used in the Proof of this Lemma are also useful in order to define
the function Fϕ on [1/2, 1] as in remark (a) of Definition 2.1.8.
Lemma 5.3.1. Consider g ∈ C∞(Rn) and K a compact set in Rn. Then, there exists
h ∈ C∞0 (Rn) satisfying h(x) = g(x),∀x ∈ K.
Proof of Lemma 5.3.1
Let ε > 0 and Kε := {x ∈ Rn with d(x,K) < 2ε}, where d is the usual distance
between points and/or sets in Rn. Consider f : Rn → R with f(x) := 1 if x ∈ Kε and
f(x) := 0 otherwise, and let fε be the corresponding mollified function (see [32], p. 41).
By [32], pp. 41-42, we have fε ∈ C∞0 (Rn), so by taking h := fεg the Proof is complete.¤
Lemma 5.3.2. Let r > 1. Then, by the mean value Theorem, for some c ∈ (r, r + 1)
we have
∣∣∣ 1ln(r+1) − 1ln r ∣∣∣ = 1c ln2 c ≥ 1(r+1) ln2(r+1) . Hence for m ∈ N with m ≥ 2 we have∑m
j=2
1
2j| 1ln(m+1)− 1ln j | ≤
∑
j≥2
1
2j| 1ln(j+1)− 1ln j | ≤
∑
j≥2
(j+1) ln2(j+1)
2j
<∞.
Proof of Theorem 3.4.1
(I) For n = 1:
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(i) We prove that Θ is bounded on R and continuous on R \ {0}:
We have |xψ(x)| ≤ c, ∀x ∈ R.
(i1) Let x ≤ 0 and j1 ∈ N \ {1, 2}.
Then
∑
j≥j1 |Θj(x)| =
∑
j≥j1
∣∣∣ψ (2j+j0 (x− 1ln j))∣∣∣ ≤∑j≥j1 c2j+j0|x− 1ln j | ≤∑j≥j1 c′2−j ln j.
Hence
∑
j≥j1 Θj is bounded on (−∞, 0] and converges uniformly on (−∞, 0].
In particular Θ is continuous on (−∞, 0).
(i2) Let j1 ∈ N \ {1, 2}.
Let x ≥ 1
ln j1
.
Then∑
j≥j1+1 |Θj(x)| =
∑
j≥j1+1
∣∣∣ψ (2j+j0 (x− 1ln j))∣∣∣ ≤∑j≥j1+1 c2j+j0|x− 1ln j | ≤ cj1∑j≥j1+1 2−j.
Hence
∑
j≥3Θj converges uniformly on
[
1
ln j1
,∞
)
.
In particular Θ is continuous on (0,∞).
(i3) Let x > 0.
Let j(x) := min{j ∈ N \ {1, 2} with x ≥ 1
ln j
}.
We have∑
j≥3 |Θj(x)| ≤ 2 sup |ψ|+
∑j(x)−2
j=3 |Θj(x)|+
∑
j≥j(x)+1 |Θj(x)| ≤
≤ 2 sup |ψ|+∑j(x)−2j=3 c2j+j0| 1ln(j(x)−1)− 1ln j | +∑j≥j(x)+1 c2j+j0| 1ln j(x)− 1ln j | .
The second sum on the right hand side can be estimated from above by 2
−j(x)
1
ln j(x)
− 1
ln(j(x)+1)
∑
j≥1
c
2j+j0
,
and the factor before the sum tends to 0 when x→ 0+.
On the other hand by Lemma 5.3.2 we have
∑j(x)−2
j=3
1
2j| 1ln(j(x)−1)− 1ln j | ≤ c <∞.
Hence we have
∑
j≥3 |Θj(x)| ≤ 2 sup |ψ|+ c2−j0 ,∀x > 0.
Therefore Θ is bounded on (0,∞).
(ii) We may assume ψ(0) = 18. For the general case, in what follows we need only
change some constants by the factor ψ(0)/18 6= 0.
Let j1 ∈ N \ {1, 2} and j0 sufficiently large.
We have Θ
(
1
ln j1
)
= Θj1
(
1
ln j1
)
+
∑
j≥3∧j 6=j1 Θj
(
1
ln j1
)
≥ ψ(0)−∑j≥3∧j 6=j1 ∣∣∣Θj ( 1ln j1)∣∣∣.
By calculations like (i3) the last sum can be evaluated from above by c2−j0 ≤ 1. Then
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Θ
(
1
ln j1
)
≥ 17.
Also by calculations like in (i3) we have Θ
(
1
ln j1
+ 1
ln(j1+1)
2
)
≤ c2−j0 ≤ 1.
Therefore
sup
x,y∈
[
1
ln(j1+1)
, 1
ln j1
] |Θ0(x)−Θ0(y)| ≥ 17ln j1 −
1
ln j1
=
24
ln j1
.
Let 0 < ε < 1.
For every ν ∈ N0 let k(ν) := [N ν(1−ε)]. Then k(ν) ≥ 12N ν(1−ε),∀ν ∈ N0.
Let ν0 ∈ N0 such that 2e−NνεN ν(1−2ε) ≤ 1,∀ν ≥ ν0.
Then
∣∣∣( 1ln t)′∣∣∣ 1 ≤ 12N−ν if 1ln t ≤ k(ν)N−ν with t ≥ 3 and ν ≥ ν0.
Here (¦)′ represents the derivative operator.
Let ν1 ≥ ν0 with k(ν1)N−ν1 ≤ 1ln 3 . If ν ≥ ν1 then for every k ∈ {1, ..., k(ν)} there
exists jν,k ∈ N \ {1, 2} such that{
1
ln jν,k
,
1
ln(jν,k + 1)
}
⊂ [(k − 1)N−ν , kN−ν] .
Hence
sup
x,y∈[(k−1)N−ν ,kN−ν ]
|Θ0(x)−Θ0(y)| ≥ 2
4
ln jν,k
≥ 24(k− 1)N−ν ,∀k ∈ {1, ..., k(ν)},∀ν ≥ ν1.
Let I as in Definition 2.2.1. We have
∑
|I|=N−ν
oscI(Θ0) ≥
k(ν)∑
k=1
24(k − 1)N−ν ,∀ν ≥ ν1.
Then
∑
|I|=N−ν oscI(Θ0) ≥ 24 (k(ν)−1)k(ν)2 N−ν ,∀ν ≥ ν1.
For ν ≥ ν2 with ν2 ≥ ν1 sufficiently large we have
Osc(ν,Θ0|[0,1]) ≥ 22(k(ν))2N−ν ≥ N ν(1−2ε).
Hence, if we take 0 < 2ε < 1 and use the lower counterpart of the second equality of
Lemma 5.1.1 (according to Remark 5.1.2-(a)) then we have dimBΓ(Θ0|[0,1]) ≥ 2 − 2ε.
Hence dimB Γ(Θ0|[0,1]) = 2 and, by using similar but simpler arguments, we have also
dimB Γ(Θ|[0,1]) = 2.
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(iii) Here we choose a > 0. Let ϕ be as in Definition 2.1.8, and with supp(Fϕ) ⊂ {ξ ∈
Rn : 1
2
(1 + a) ≤ |ξ| ≤ 2(1− a)} and (Fϕ)(ξ) = 1 if 1− a ≤ |ξ| ≤ 1+ a, for some a > 0.
Let s < 1
p
and 0 < q ≤ ∞. In the next first equality we make use of the continuity
([22], p. 18) of the convolution operator on S ′(R).
We have
∑
j≥0
(
2js‖ϕj ∗Θ‖Lp(R)
)q
= (2pi)
n
2
∑
j≥3
(
2(j+j0)s‖Θj‖Lp(R)
)q
=
= (2pi)
n
2
∑
j≥3
(
2(j+j0)s2−(j+j0)
1
p‖ψ‖Lp(R)
)q
= c
∑
j≥3 2
(j+j0)(s− 1p)q < ∞. (Standard
modification if q =∞.)
Hence the relation Θ ∈ Bsp,q(R) holds. By Lemma 3.4.2 we have also Θ0 ∈ Bsp,q(R).
(II) For n ∈ N \ {1}:
This part of the Proof is analogous to part (I), although with more fastidious calcula-
tions. We make a sketch. In part (i) (respectively (ii)) we use essentially the fact that
the corresponding part in (I) remains valid if we replace Θ by Θ(¦, x2, ..., xn), for all
(respectively a convenient lattice of) fixed points (x2, ..., xn) ∈ Rn−1.
(i) We prove that Θ is bounded on Rn and continuous for x1 ∈ R \ {0}:
We have |x| |ψ(x)| ≤ c, ∀x ∈ Rn.
(i1) Let x1 ≤ 0 and j1 ∈ N \ {1, 2}.
Then ∑
j≥j1
j2(n−1)∑
l=1
|Θj,l(x)| ≤
∑
j≥j1
cj2(n−1)2−j ln j.
Hence
∑
j≥j1
∑j2(n−1)
l=1 Θj,l is bounded for x1 ∈ (−∞, 0] and converges uniformly for
x1 ∈ (−∞, 0].
In particular Θ is continuous for x1 ∈ (−∞, 0).
(i2) Let j1 ∈ N \ {1, 2}.
Let x1 ≥ 1ln j1 .
Then ∑
j≥j1+1
j2(n−1)∑
l=1
|Θj,l(x)| ≤ cj1
∑
j≥j1+1
j2(n−1)2−j.
Hence
∑
j≥3
∑j2(n−1)
l=1 Θj,l converges uniformly for x1 ∈
[
1
ln j1
,∞
)
.
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In particular Θ is continuous for x1 ∈ (0,∞).
(i3) Let x1 > 0.
Then we have∑
j≥3
∑j2(n−1)
l=1 |Θj,l(x)| ≤ 2n sup |ψ|+ c2−j0 .
Therefore Θ is bounded for x1 ∈ (0,∞).
(ii) We may assume ψ(0) = 18.
Let j1 ∈ N \ {1, 2} and l1 ∈ {1, ..., j2(n−1)} with the corresponding (s2,l1 , ..., sn,l1) ∈
{1, ..., j2}n−1.
Let j0 sufficiently large.
By calculations like in (i3) we have
Θ
(
1
ln j1
,
s2,l1
j21
, ...,
sn,l1
j21
)
= Θj1,l1
(
1
ln j1
,
s2,l1
j21
, ...,
sn,l1
j21
)
+
∑
(j,l)6=(j1,l1)
Θj,l
(
1
ln j1
,
s2,l1
j21
, ...,
sn,l1
j21
)
≥
≥ ψ(0)− c2−j0 ≥ 17.
Also we have Θ
(
1
ln j1
+ 1
ln(j1+1)
2
,
s2,l1
j21
, ...,
sn,l1
j21
)
≤ c2−j0 ≤ 1.
Therefore by fixing (x2, ..., xn) =
(
s2,l1
j21
, ...,
sn,l1
j21
)
we have
sup
x1,y1∈
[
1
ln(j1+1)
, 1
ln j1
] |Θ0(x)−Θ0(y)| ≥ 17ln j1 −
1
ln j1
=
24
ln j1
.
Let 0 < ε < 1.
For every ν ∈ N0 let k(ν) := [N ν(1−ε)]. Then k(ν) ≥ 12N ν(1−ε),∀ν ∈ N0.
Let ν0 ∈ N0 such that 2e−NνεN ν(1−2ε) ≤ 1,∀ν ≥ ν0.
Then
∣∣∣( 1ln t)′∣∣∣ 1 ≤ 12N−ν if 1ln t ≤ k(ν)N−ν with t ≥ 3 and ν ≥ ν0.
Let ν1 ≥ ν0 with k(ν1)N−ν1 ≤ 1ln 3 . If ν ≥ ν1 then for every k ∈ {1, ..., k(ν)} there
exists jν,k ∈ N \ {1, 2} such that{
1
ln jν,k
,
1
ln(jν,k + 1)
}
⊂ [(k − 1)N−ν , kN−ν] .
Hence by fixing (x2, ..., xn) =
(
s2,l1
j21
, ...,
sn,l1
j21
)
we have
sup
x1,y1∈[(k−1)N−ν ,kN−ν ]
|Θ0(x)−Θ0(y)| ≥ 2
4
ln jν,k
≥ 24(k−1)N−ν ,∀k ∈ {1, ..., k(ν)},∀ν ≥ ν1.
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By Lemma 5.3.2 we have limj1→∞
1/j21
1
ln j1
− 1
ln(j1+1)
= 0.
Hence if ν2 ≥ ν1 is sufficiently large then with I as in Definition 2.2.1 we have
∑
|I|=N−νn
oscI(Θ0) ≥ N ν(n−1)
k(ν)∑
k=1
24(k − 1)N−ν , ∀ν ≥ ν2.
Then
∑
|I|=N−νn oscI(Θ0) ≥ 24 (k(ν)−1)k(ν)2 N ν(n−2),∀ν ≥ ν2.
For ν ≥ ν3 with ν3 ≥ ν2 sufficiently large we have
Osc(ν,Θ0|[0,1]n) ≥ 22(k(ν))2N ν(n−2) ≥ N ν(n−2ε).
Hence, if we take 0 < 2ε < 1 and use the lower counterpart of the second equality of
Lemma 5.1.1 (according to Remark 5.1.2-(a)) then we have dimBΓ(Θ0|[0,1]n) ≥ n+1−2ε.
Hence dimB Γ(Θ0|[0,1]n) = n+ 1 and of course we have also dimB Γ(Θ|[0,1]n) = n+ 1.
(iii) Here we choose a > 0 and ϕ like in part (I)-(iii). Let s < n
p
and 0 < q ≤ ∞. In the
next equality we make use of the continuity ([22], p. 18) of the convolution operator
on S ′(Rn).
We have
∑
j≥0
(
2js‖ϕj ∗Θ‖Lp(Rn)
)q
= (2pi)
n
2
∑
j≥3
(
2(j+j0)s
∥∥∥∑j2(n−1)l=1 Θj,l∥∥∥
Lp(Rn)
)q
≤
≤ (2pi)n2 ∑j≥3 (2(j+j0)sj2(n−1) 1p‖Θj,1‖Lp(Rn))q =
= (2pi)
n
2
∑
j≥3 j
2(n−1) q
p
(
2(j+j0)s2−(j+j0)
n
p ‖ψ‖Lp(Rn)
)q
=
= c
∑
j≥3 j
2(n−1) q
p2(j+j0)(s−
n
p )q <∞. (Standard modification if q =∞.)
Hence the relation Θ ∈ Bsp,q(Rn) holds. By Lemma 3.4.2 we have also Θ0 ∈ Bsp,q(Rn).
¤
The following Remark 5.3.3 extends and generalizes Theorem 3.4.1.
Remark 5.3.3. (a) The Theorem 3.4.1 is true also for all j0 ∈ N0 in Definition 3.4.1.
(b) In Proof of Theorem 3.4.1 we can replace the last inequality ≤ by ≈. Therefore we
have Θ ∈ B
n
p
∗
p (Rn) for 0 < p ≤ ∞. In fact, as we will see in Theorem 3.4.4, we have
also Θ0 ∈ B
n
p
∗
p (Rn) for 0 < p ≤ ∞.
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(c) If in Definition 3.4.1 we replace j2 by
[
j δ+1
]
, and 1
ln j
by 1
jδ
, with δ > 0, then
Theorem 3.4.1 remains true but with dimB Γ(Θ0) = n+
1
1+δ
instead.
Proof of Remark 5.3.3
We give a sketch of the proofs of (a) and (c), recalling techniques we used before.
(i) The equality dimB Γ(Θ0) = n + 1 remains true for all j0 ∈ N0. In fact if in (I)-(ii)
and (II)-(ii) of the Proof of Theorem 3.4.1 we replace j1 ≥ 3 by j1 ≥ j2 with j2 ∈ N0
sufficiently large we get this equality. This proves (a), so it remain us to prove (c).
(ii) By remark (a) of Definition 2.4.2 we can assume N = 2. Consider ν ∈ N0 and
define jν ∈ N such that jν ≈ν 2 ν1+δ , so 1jδν ≈ν 2
−ν δ
1+δ . Because
∣∣∣( 1tδ )′t∣∣∣ = δtδ+1 , t > 0, and
δ
jδ+1ν
≈ν 2−ν , then it holds
∣∣∣ 1(j+1)δ − 1jδ ∣∣∣ ≤ c2−ν if j ≥ jν . So, if in parts (ii) of the Proof
of Theorem 3.4.1 we put k(ν) := [2
ν
1+δ ], and replace 1
ln j
by 1
jδ
and ν0 by 0, then∑
|I|=2−ν∧ I⊂[0,2−ν
δ
1+δ ]×[0,1]n−1
oscI(Θ) ≈ν 2ν2−ν δ1+δ 2ν(n−1) = 2ν 11+δ 2ν(n−1).
On the other hand, by calculations like in the estimation of
∑′′′∗
j in part (I)-(ii3) of
the Proof of Theorem 3.4.5-(b), and by comments at the begin of part (II) of the same
Proof, we obtain∑
|I|=2−ν∧ I⊂[2−ν
δ
1+δ ,1]×[0,1]n−1
oscI(Θ) ≤ cjν2ν(n−1) = c2ν 11+δ 2ν(n−1).
Hence
∑
|I|=2−ν oscI(Θ|[0,1]n) ≈ν 2ν
1
1+δ 2ν(n−1) holds, therefore dimB Γ(Θ) = (n − 1 +
1
1+δ
) + 1 = n+ 1
1+δ
, so we have (c). ¤
Proof of Theorem 3.4.5
We make only a layout, in order to avoid the complete fastidious calculations. For the
convenience of the presentation, we assume 0 < λ < 1. For the case λ = 1 the proof is
similar but with parts (i) and (ii) much more easy.
We observe that |x|m|ψ(x)| ≤ cm for all m ∈ N0 and that 2−(j+1)λ ≤ 2−jλ − k2−j ≤
2−jλ − 2−j, ∀k = 1, ..., k(j), for all j ∈ N.
(I) For n = 1:
(i) By the same techniques used in part (i) of the Proof of Theorem 3.4.1, we can show
that we have uniform convergence of the series Λ =
∑
j≥1
∑k(j)
k=1 Λj,k in all R. Then Λ
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is bounded and continuous.
(i1) In fact, with the same techniques used in part (i1) of the Proof of Theorem 3.4.1,
we show the uniform convergence of
∑
j≥1
∑k(j)
k=1 |Λj,k| on (−∞, 0].
(i2) Also, with the same techniques used in parts (i2) and (i3) of the Proof of Theorem
3.4.1, we show the uniform convergence of
∑
j≥1
∑k(j)
k=1 |Λj,k| on (0,∞).
(ii) Let j ∈ N and ρ ≥ 0. We define∑ρj as a general sum over the intervals I ′ ∩Cρ for
all I ′ as in Definition 2.2.2 with |I ′| = 2−j, where Cρ := {t ∈ R : |t| ≥ ρ}. Then, for
r ∈ N0 and ρ ≥ 0, there is a positive constant cr independent of j and ρ such that
ρr
ρ∑
j
oscI′(ψ) ≤ cr. (3)
Here we consider 00 = 1. In order to prove the basic but important Formula (3), we
notice easily that the left hand side can be estimated from above by the sum∑
|I′|=2−j supI′ |t|r|ψ′(t)|2−j
≤∑|I′|=2−j supI′ ((1 + |t|r) cr1+|t|r+|t|r+2) 2−j
≤ 2cr
∑
ω≥0 gr(ω2
−j)2−j,
where gr(s) :=
1+sr
1+sr+sr+2
= 1
1+s2(1− 11+sr )
, s ≥ 0, is a decreasing function on R+0 . Hence
we have the inequality
∑
ω≥0 gr(ω2
−j)2−j ≤ gr(0)2−j +
∫∞
0
gr(s)ds ≤ cr, which proves
(3).
We define Sρ,u,vj,u,v :=
∑ρ,u,v
j oscI′(Λu,v), ∀u ∈ N,∀v ∈ {1, ..., k(u)}, where the sum
∑ρ,u,v
j
is taken over the intervals I ′ ∩ Cρ,u,v for all I ′ as in Definition 2.2.2 with |I ′| = 2−j,
where Cρ,u,v := {t ∈ R : |t −m(u, v)| ≥ ρ}. Then by Formula (3) there is a positive
constant cr independent of j, ρ, u and v such that
(2uρ)rSρ,u,vj,u,v ≤ cr. (4)
Let Sj,u,v :=
∑
|I′|=2−j oscI′(Λu,v), ∀u ∈ N,∀v ∈ {1, ..., k(u)}. Then, of course we have
∑
|I′|=2−j
oscI′(Λ) ≤
∑
u≥1
k(u)∑
v=1
Sj,u,v. (5)
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Let
∑′
j,
∑′′
j and
∑′′′
j be general sums over the intervals I
′ ∩ C for all I ′ as in Defini-
tion 2.2.2 with |I ′| = 2−j, where C represents the set (−∞, 0], [0, 2−jλ] and [2−jλ,∞),
respectively.
(ii1) By Formula (4) and calculations like in (i1) for x ≤ 0, but with S|x−m(u,v)|,u,vj,u,v in
place of |Λu,v(x)|, we have the inequality
∑
u≥1
∑k(u)
v=1 S
′
j,u,v ≤ c, where by definition
S ′j,u,v is obtained from Sj,u,v by replacing
∑
|I′|=2−j by
∑′
j. Therefore, by the counter-
part of Formula (5) for
∑′
j, we have the estimation
∑′
j oscI′(Λ) ≤ c.
(ii2) Because Λ is bounded, then we have the estimation
∑′′
j oscI′(Λ) ≤ c2j(1−λ).
(ii3)Also as counterpart of Formula (5) we have the inequality
∑′′′
j oscI′(Λ) ≤
∑
u≥1
∑k(u)
v=1 S
′′′
j,u,v,
where by definition S ′′′j,u,v is obtained from Sj,u,v by replacing
∑
|I′|=2−j by
∑′′′
j .
We denote by
∑′′′∗
j or
∑′′′∗∗
j the right hand side of this inequality, if we make the
restriction 1 ≤ u ≤ j or u > j, respectively. Then, by Formula (4) and calculations like
in (i2) for x ≥ 2−jλ, but with S|x−m(u,v)|,u,vj,u,v in place of |Λu,v(x)|, we obtain
∑′′′∗∗
j ≤ c.
On the other hand, as a particular case of Formula (3) with 0 in place of ρ and r, we
have
∑
|I′|=2−j oscI′(ψ) ≤ c, where c is independent of j. Then we have the inequality∑′′′∗
j ≤
∑j
u=1 k(u)c ≤ c′2j(1−λ), and therefore the estimation
∑′′′
j oscI′(Λ) ≤ c2j(1−λ).
(ii4) Hence by (ii1), (ii2) and (ii3) we have Λ ∈ V λ(R). By remark (d) of Definition
2.4.2 and by Theorem 3.2.1 we have dimBΓ(Λ) ≤ 2− λ.
(iii) Here we choose a > 0. Let ϕ be as in Definition 2.1.8, and with supp(Fϕ) ⊂ {ξ ∈
Rn : 1
2
(1 + a) ≤ |ξ| ≤ 2(1− a)} and (Fϕ)(ξ) = 1 if 1− a ≤ |ξ| ≤ 1+ a, for some a > 0.
Let s ∈ R and 0 < q ≤ ∞. In the next equality we make use of the continuity ([22], p.
18) of the convolution operator on S ′(R).
We have (the last sum is taken over all j ≥ 1 large such that k(j) 6= 0)
∑
j≥0
(
2js‖ϕj ∗ Λ‖Lp(R)
)q
= (2pi)
n
2
∑
j≥1
2js
∥∥∥∥∥∥
k(j)∑
k=1
Λj,k
∥∥∥∥∥∥
Lp(R)

q
≈
≈
∑
j≥1
(
2js
(
1
jp
k(j)2−j
) 1
p
‖ψ‖Lp(R)
)q
≈
′∑
j≥1
1
jq
2j(s−
λ
p
)q.
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(Standard modification if q =∞.)
(II) For n ∈ N \ {1}:
The layout for this part of the Proof is essentially the one used in the first part but
with calculations slightly more complicated. In parts (i) and (ii) we use essentially the
fact that the respective parts of (I) remain valid valid if we replace Λ by Λ(¦, x2, ..., xn),
for all fixed points (x2, ..., xn) ∈ Rn−1.
(i) We have uniform convergence of the series Λ in all Rn. Then Λ is bounded and
continuous.
(ii) Let j ∈ N. Similarly to the corresponding part in (I), we define∑′j,∑′′j ,∑′′′j and∑′′′′
j as general sums over the sets I
′∩C for all I ′ as in Definition 2.2.2 with |I ′| = 2−jn,
where C represents the set (−∞, 0]× [0, 1]n−1, [0, 2−jλ]× [0, 1]n−1, [2−jλ,∞)× [0, 1]n−1
and R× (Rn−1 \ [0, 1]n−1), respectively.
For fixed (x2, ..., xn) ∈ Rn−1, part (ii) of the case (I) is valid for Λ(¦, x2, ..., xn), in place
of Λ. By applying this idea, we obtain the following (ii1)-(ii3).
(ii1) We have
∑′
j oscI′(Λ) ≤ c2j(n−1).
(ii2) Because Λ is bounded, we have
∑′′
j oscI′(Λ) ≤ c2j(1−λ)2j(n−1).
(ii3) We have
∑′′′
j oscI′(Λ) ≤ c2j(1−λ)2j(n−1).
(ii4) In an analogous way to (ii1), we have also
∑′′′′
j oscI′(Λ) ≤ c2j(n−1).
(ii5) Hence by (ii1), (ii2), (ii3) and (ii4) we have Λ ∈ V λ(Rn). By remark (d) of
Definition 2.4.2 and by Theorem 3.2.1 we have dimBΓ(Λ) ≤ n+ 1− λ.
(iii) Here we choose a > 0 and ϕ like in part (I)-(iii). Let s ∈ R and 0 < q ≤ ∞. In the
next equality we make use of the continuity ([22], p. 18) of the convolution operator
on S ′(Rn).
We have (the last sum is taken over all j ≥ 1 large such that k(j) 6= 0)
∑
j≥0
(
2js‖ϕj ∗ Λ‖Lp(Rn)
)q
= (2pi)
n
2
∑
j≥1
2js
∥∥∥∥∥∥
k(j)∑
k=1
2j(n−1)∑
l=1
Λj,k,l
∥∥∥∥∥∥
Lp(Rn)

q
≈
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≈
∑
j≥1
(
2js
(
1
jp
k(j)2j(n−1)2−jn
) 1
p
‖ψ‖Lp(Rn)
)q
≈
′∑
j≥1
1
jq
2j(s−
λ
p
)q.
(Standard modification if q =∞.) ¤
The following Remark 5.3.4 extends and generalizes Theorem 3.4.5.
Remark 5.3.4. (a) Let 0 < λ < 1 and 0 < r ≤ 1 − 2−λ. Then the Theorem 3.4.5 is
also true with k(j) = [r2j(1−λ)] in Definition 3.4.3.
(b) If in Definition 3.4.3 we replace 1
j
by 1
ju
with u > 0 (u > 1 in case λ = 1), then
the Theorem 3.4.5 remains true.
Proof of Theorem 3.4.4
The Proof is similar to that one of Theorem 3.4.1. We make a layout for part (c). We
need modification if h = n− 1 in the case n ∈ N \ {1}. Of course for Θ in place of Θ0
we need only to remove the factors φ and 1
ln j
.
We choose a > 0. Let ϕ be as in Definition 2.1.8, and with supp(Fϕ) ⊂ {ξ ∈ Rn :
1
2
(1 + 2a) ≤ |ξ| ≤ 2(1− 2a)} and (Fϕ)(ξ) = 1 if 1− 2a ≤ |ξ| ≤ 1 + 2a, for some a > 0.
(i) For n = 1 we make use of a generalization of the Lemma 5.5.2 with F
(
φ
∑k(j)
k=1Θj,k
)
=
(2pi)−
n
2 (Fφ) ∗
(
F
∑k(j)
k=1Θj,k
)
in place of the ajζj for all j ∈ N \ {1, 2}.
Then we have a generalization of the Proof of Theorem 4.2.1, by starting in Formula
(7) with φ
∑k(j)
k=1Θj,k in place of ajWj. Hence, for s ∈ R and 0 < q ≤ ∞ we have the
equivalence (standard modification if q =∞)
Θ ∈ Bsp,q(R)⇐⇒
∑
j≥3
2js
∥∥∥∥∥∥φ
k(j)∑
k=1
Θj,k
∥∥∥∥∥∥
Lp(R)

q
<∞.
On the other hand we have the relations∥∥∥φ∑k(j)k=1Θj,k∥∥∥
Lp(R)
≈j
(
1
(ln j)p
k(j)2−j
) 1
p ≈j 1ln j2−j
λ
p .
(ii) For n ∈ N\{1} we use a generalization of the Lemma 5.5.2 with F
(
φ
∑k(j)
k=1
∑d(j)n−1
l=1 Θj,k,l
)
=
(2pi)−
n
2 (Fφ) ∗
(
F
∑k(j)
k=1
∑d(j)n−1
l=1 Θj,k,l
)
in place of the ajζj for all j ∈ N \ {1, 2}.
Then we have a generalization of the Proof of Theorem 4.2.1, by starting in Formula
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(7) with φ
∑k(j)
k=1
∑d(j)n−1
l=1 Θj,k,l in place of ajWj. Hence, for s ∈ R and 0 < q ≤ ∞ we
have the equivalence (standard modification if q =∞)
Θ ∈ Bsp,q(Rn)⇐⇒
∑
j≥3
2js
∥∥∥∥∥∥φ
k(j)∑
k=1
d(j)n−1∑
l=1
Θj,k,l
∥∥∥∥∥∥
Lp(Rn)

q
<∞.
On the other hand we have the relations∥∥∥φ∑k(j)k=1∑d(j)n−1l=1 Θj,k,l∥∥∥
Lp(Rn)
≈j
(
1
(ln j)p
k(j)d(j)n−12−jn
) 1
p ≈j 1ln j2−j
h+λ
p . ¤
Proof of Theorem 3.4.6
(a)
(i) The Theorems 3.4.5 and 3.2.3-(a) give dimBΓ(φΛ) ≤ n+1− λ. Moreover, in order
to prove the second equality we can assume that supp φ is compact. This follows by
Theorem 3.2.3 and remark (c) of Definition 2.4.2.
By the same proof of part (b) we have φΛ ∈ B
λ
p
∗
p (Rn) for 0 < p ≤ ∞. Then, by Remark
3.3.6-(b) with 1 in place of p (respectively remark (b) of Definition 2.4.2 if λ = 1), we
obtain dimBΓ(φΛ) ≥ n+ 1− λ.
(ii) By (i) we have dimB Γ(φΛ) = n + 1− λ, in particular the left hand side does not
depend on φ. Then we choose a particular φ(x) 6= 0, ∀x ∈ Rn, and apply Theorem
3.2.3, getting also dimB Γ(Λ) = dimB Γ(φΛ).
(b)
The proof of this part is similar to the proof of part (c) of Theorem 3.4.4. We make a
layout, and assume 0 < λ < 1, since the case λ = 1 is similar.
We choose a > 0. Let ϕ be as in Definition 2.1.8, and with supp(Fϕ) ⊂ {ξ ∈ Rn :
1
2
(1 + 2a) ≤ |ξ| ≤ 2(1− 2a)} and (Fϕ)(ξ) = 1 if 1− 2a ≤ |ξ| ≤ 1 + 2a, for some a > 0.
(i) For n = 1, s ∈ R and 0 < q ≤ ∞ we have the equivalence (standard modification
if q =∞)
Λ ∈ Bsp,q(R)⇐⇒
∑
j≥1
2js
∥∥∥∥∥∥φ
k(j)∑
k=1
Λj,k
∥∥∥∥∥∥
Lp(R)

q
<∞.
On the other hand we have (the ≈j are valid for j sufficiently large)∥∥∥φ∑k(j)k=1 Λj,k∥∥∥
Lp(R)
≈j
(
1
jp
k(j)2−j
) 1
p ≈j 1j 2−j
λ
p .
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(ii) For n ∈ N \ {1}, s ∈ R and 0 < q ≤ ∞ we have the equivalence (standard modifi-
cation if q =∞)
Λ ∈ Bsp,q(Rn)⇐⇒
∑
j≥1
2js
∥∥∥∥∥∥φ
k(j)∑
k=1
2j(n−1)∑
l=1
Λj,k,l
∥∥∥∥∥∥
Lp(Rn)

q
<∞.
On the other hand we have (the ≈j are valid for j sufficiently large)∥∥∥φ∑k(j)k=1∑2j(n−1)l=1 Λj,k,l∥∥∥
Lp(Rn)
≈j
(
1
jp
k(j)2j(n−1)2−jn
) 1
p ≈j 1j 2−j
λ
p . ¤
5.4 Proofs of Section 3.5 (except Theorem 3.5.3)
Proof of Theorem 3.5.1
In Theorem 3.4.1 we proved (a). The argument in [37], pp. 202-203, proves not only
Theorem 1.1.1 but also the relation fs ∈ Bs∗p (Rn) for 0 < p ≤ ∞ and s > 0. Hence,
by Corollary 3.3.2 with ∞ in place of p, and by Remark 3.3.6-(b) with 1 in place of
p, we obtain the equality dimB Γ(fs) = n + 1 − min{1, s} for s > 0. Hence it holds
dim
s
p ≤ n + 1 − min{1, s} ≤ Dimsp for 0 < p ≤ ∞ and s > 0. By Corollary 3.3.2 we
obtain (b). We still have to prove (c) and (d).
(i) Let 0 < p <∞ and 0 < s ≤ 1
max{1,p} . By Corollary 3.3.5 and remark (b) of Defini-
tion 2.4.2 we have dim
s
p ≥ n+ 1− smax{1, p}. On the other hand, the Theorem 3.4.6
gives dim
s
p ≤ n+ 1− sp for 0 < s ≤ 1p . Hence we have (c).
(ii) Let Λ as in Definition 3.4.3 if we take λ = 1 and multiply Λj,k and Λj,k,l by the
factor 2j(
1
p
−s). Let φ be as in Theorem 3.4.6 and consider s > 1
p
. Of course Λ is con-
tinuous, and by the same Proof of Theorem 3.4.6-(b) we obtain φΛ ∈ Bs∗p (Rn). By
calculations like in the estimation of
∑′′′∗
j , in part (I)-(ii3) of the Proof of Theorem
3.4.5-(b), and by comments at the begin of part (II) of the same Proof, we obtain
dimB Γ(Λ) = n. By Theorem 3.2.3 and by remark (b) of Definition 2.4.2 we obtain
also dimB Γ(φΛ) = n. Hence we have (d). ¤
Proposition 5.4.1. Consider f : A ⊂ Rn → R bounded, compactly supported, and
continuous on A \ J , where dimBJ ≤ n− 1. As a modification of Definition 2.4.1, let
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M ′(ν, f) be obtained as M(ν, f) when we restrict the function f to the cubes I ′ as in
Definition 2.2.2 where it is continuous. Then we have
dimBΓ(f) = limν→∞
logM ′(ν,f)
logNν
.
Proof of Proposition 5.4.1
Consider ε > 0. Choose νε ∈ N0 in such a way that M(ν, J) ≤ N ν(n−1+ε),∀ν ≥ νε,
where M(ν, J) is defined by replacing Rn+1 by Rn and Γ(f) by J in Definition 2.4.1.
Therefore, it holds
M(ν, f)−M ′(ν, f) ≤ 2(sup |f |+ 1)N ν3nM(ν, J) ≤ cN ν(n+ε),∀ν ≥ νε.
Hence, if dimBΓ(f) > n then by taking ε > 0 sufficiently small it follows that
limν→∞
logM(ν,f)
logNν
= limν→∞
logM ′(ν,f)
logNν
. Finally, Definition 2.4.2 and remark (b) following
it complete the Proof. ¤
Proposition 5.4.2. Let 0 ≤ α < 1. By restricting Definition 5.2.2 to the functions as
in Proposition 5.4.1, we obtain the identities V α(Rn) = V ′α(Rn) = V ′′α(Rn).
Proof of Proposition 5.4.2
By the inequalities given in Definition 5.2.2, it is sufficient to prove, under the given
hypotheses, the inclusion V ′′α(Rn) ⊂ V α(Rn).
Consider f such a function, continuous on Rn \ J with dimBJ ≤ n− 1. Let
∑′ be the
sum restricted to the cubes I ′ as in Definition 2.2.2 such that I ′∩J 6= ∅. Then we have∑′
|I′|=N−νn oscI′(f) ≤ 2 sup |f |3nM(ν, J),∀ν ≥ 0.
Let ε > 0. Then, there exists νε ∈ N0 such that M(ν, J) ≤ N ν(n−1+ε),∀ν ≥ νε. By tak-
ing ε > 0 sufficiently small we obtain Nν(α−n)
∑′
|I′|=N−νn oscI′(f) ≤ c sup |f |, ∀ν ≥ νε.
¤
Proof of Remark 3.5.2-(d)
As we can see in Proof of Theorem 3.5.1-(c), all we need to prove is that Theorem 3.2.1
remains true for the functions f as in Proposition 5.4.1 instead.
Well, if we restrict the oscillations to the cubes I ′ where such a function f is continu-
ous, then Lemma 5.1.1 remains true; this follows by replacing M(ν, f) by M ′(ν, f) —
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see Definition 2.4.1 and Proposition 5.4.1 — and using this Proposition 5.4.1 instead
of Definition 2.4.2 in the Proof of this Lemma. So, Theorem 3.2.1 remains true for
the spaces V ′′(Rn) if restricted to functions as in Proposition 5.4.1. Therefore, the
Proposition 5.4.2 completes the Proof. ¤
Proof of Theorem 3.5.5
(i) For the first table, the very difficult part (∗ ∗ ∗) is given by Franc¸ois Roueff in the
deep Theorem 4.8 of [25], p. 77. On the other hand, parts (∗) and (∗∗) follow by The-
orem 3.5.1 and Remark 3.5.2, and the remaining two cells n are proved by Corollary
3.5.4 and comments that follow the respective Proof.
(ii) Concerning the second table, let us prove the first two cells n + 1. In order to
do this of course we may assume s > 0 large, e.g. s ≥ n
p
. We consider the function
Θ0 as in Definition 3.4.1 but replacing Θj by ajΘj, and analogously for Θj,l, where
aj = 1 if j is even and aj = 2
j(n
p
−s) if j is odd. Then, the Proofs of Theorems 3.4.1
and 3.4.4, with elementary adaptations, give dimB Γ(Θ0) = n + 1 and Θ0 ∈ Bs∗p (Rn)
for 0 < p ≤ ∞. For the proof of the third cell n+ 1 we follow the existence argument
applied in the proof of Theorem 1 of [16]. We simply consider an adapted version of
the argument, fitting with the dimension n + 1 and the factor aj = 2
−js if j is odd
introduced (analogously as above) in the trigonometric series, here multiplied by an
appropriate infinitely smooth and real cutoff function in order to apply Theorem 4.2.1.
For the proof of the cell n we may assume s > 0 small, e.g. 0 < s ≤ n
p
, and consider
the function Θ0 as in Definition 3.4.2, which has a graph with Hausdorff dimension
n. It remains to prove the cells (∗∗), for which we use Remark 3.3.6-(b) and remark
(b) of Definition 2.4.2 for the part ≥. For part ≤, the case 1 ≤ p ≤ ∞ is proved by
Theorem 3.4.3 and respective Proof, with elementary adaptations concerning general
ϕ as in Definition 2.1.8. The case 0 < p ≤ 1 is proved by Remark 4.2.4-(b) applied to
ρ = 2. ¤
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5.5 Proofs of Section 4.2 and Theorem 3.6.3
Lemma 5.5.1. Let a > 0 and e1 := (1, 0, ..., 0) ∈ Rn. Then, for x ∈ Rn, we have
the implication |x − e1| ≥ a =⇒ |x − e1| ≥ Ca|x|, with Ca := inf |x−e1||x| > 0, where the
infimum is taken over all x ∈ Rn with |x− e1| ≥ a.
Lemma 5.5.2. Let ϕ be as in Definition 2.1.8, with supp(Fϕ) ⊂ {ξ ∈ Rn : 1
2
(1+ a) ≤
|ξ| ≤ 2(1− a)} and (Fϕ)(ξ) = 1 if 1− a ≤ |ξ| ≤ 1 + a, for some a > 0.
Consider e1 = (1, 0, ..., 0) ∈ Rn and let (aj)j∈N ⊂ C be satisfy |aj| ≤ cr2jr for some
r > 0. Consider ζ ∈ S(Rn) and for all j ∈ N define ζj := ζ(¦− 2je1).
For all j1 ∈ N we define (convergence in S(Rn), in particular pointwise convergence)
the function Υj1 :=
∑
j≥1 ajζjFϕj1 . Then, for all positive number b, it holds in
S(Rn) the convergence
lim
j1→∞
2j1b(Υj1 − aj1ζj1) = 0.
Proof of Lemma 5.5.2
(i) Let j1 ∈ N fixed. First we prove the convergence of the sum Υj1 in S(Rn). We
notice that supp(Fϕj1) ⊂ B2j1+1(0) and that Dβ(Fϕj1) ∈ S(Rn),∀β ∈ (N0)n.
Let j2, j ∈ N with j ≥ j2 ≥ j1 + 2. Then we have |ξ − 2je1| ≥ 2j − |ξ| ≥ 2j − 2j1+1 ≥
2j−1, ∀ξ ∈ B2j1+1(0).
For all multi-indexes β ∈ (N0)n we have supRn |ξ|1+r|Dβζ(ξ)| ≤ cr,β and then (point-
wise convergence) ∑
j≥j2 supB2j1+1 (0) 2
jr
∣∣Dβζj(ξ)∣∣
≤∑j≥j2 supB2j1+1 (0) 2jrcr,β|ξ−2je1|1+r
≤∑j≥j2 21+r2jrcr,β2j(1+r) = c′r,β2j2 .
Hence, for all β ∈ (N0)n we obtain the inequalities (pointwise convergence)
supRn
∑
j≥j2
∣∣ajDβ(ζjFϕj1)(ξ)∣∣
≤∑|β′|≤|β|∑j≥j2 cr,β′ supB2j1+1 (0) 2jr ∣∣Dβ′ζj(ξ)∣∣
≤∑|β′|≤|β| c′r,β′2j2 = c′′r,β2j2 .
Because of this uniform convergence we can commute the sum and derivative op-
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erator in the series
∑
j≥1 ajD
β(ζjFϕj1), for all β ∈ (N0)n. In particular we have
Υj1 ∈ C∞0 (Rn) ⊂ S(Rn).
Furthermore, as supRn sup|β|≤l |ξ|m
∑
j≥j2 |ajDβ(ζjFϕj1)(ξ)| ≤
cr,l,m
2j2
holds for all l ∈ N0
and all m ∈ N0, then the series Υj1 converges in S(Rn).
(ii) Let j1 ∈ N and consider k ∈ N0, l ∈ N0 and m ∈ N0.
We have the estimation sup|β|≤l
(|ξ|k|Dβζ(ξ)|) ≤ ck,l,∀ξ ∈ Rn, and the equality Fϕj1 =
(Fϕ)(2−j1¦) gives supj1≥1 sup|β|≤l |Dβ(Fϕj1)(ξ)| ≤ sup|β|≤l |Dβ(Fϕ)(ξ)| ≤ cl,∀ξ ∈ Rn.
On the other hand, having in mind the decomposition
Υj1 − aj1ζj1 =
(∑
j≥1∧j 6=j1 ajζjFϕj1
)
+ aj1ζj1(Fϕj1 − 1),
and taking into account the considerations in (i), we observe that for all ξ ∈ Rn the
quantity sup|β|≤l 2
j1b|ξ|m|Dβ(Υj1 − aj1ζj1)(ξ)| can be estimated from above by
cr,l2
j1b|ξ|m
∑
j≥1∧j 6=j1
2jr sup
|α|≤l
|Dαζj(ξ)| sup
|β|≤l
|Dβ(Fϕj1)(ξ)| +
+ cr,l2
j1b2j1r|ξ|m sup
|α|≤l
|Dαζj1(ξ)| sup
|β|≤l
|Dβ(Fϕj1 − 1)(ξ)| . (6)
The first term of (6) equals 0 if |ξ| ≥ 2j1+2. Hence, by choosing k > r we can estimate
this term from above by
cr,l,m2
j1b2j1m
(∑j1−1
j=1
ck,l2
jr
(a2 2j1)
k cl +
∑
j≥j1+1
c′k,l2
jr
(2a2j)k
c′l
)
≤ ca,r,k,l,m2j1(b+m+r−k) + c′a,r,k,l,m2j1(b+m−(k−r)).
≤ c′′a,r,k,l,m2j1(r+b+m−k).
In the second term of (6), the second supremum equals 0 if |ξ − 2j1e1| ≤ 2j1a. On the
other hand, with |ξ − 2j1e1| ≥ 2j1a, by Lemma 5.5.1 we have |ξ − 2j1e1| ≥ ca|ξ|, where
ca is a strictly positive constant independent of j1 and ξ. Hence this second term can
be estimated from above by
cr,l2
j1b2j1r|ξ|m ck,l
(max{2j1a, ca|ξ|})k cl.
This term can be evaluated from above by ca,r,k,l,m2
j1b2j1r2j1m2−j1k = ca,r,k,l,m2j1(r+b+m−k)
if ca|ξ| ≤ 2j1a , and by ca,r,k,l,m2j1b2j1r|ξ|m−k ≤ c′a,r,k,l,m2j1(r+b+m−k) if ca|ξ| ≥ 2j1a and
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k ≥ m. Then we obtain finally
sup
Rn
sup
|β|≤l
(2j1b|ξ|m|Dβ(Υj1 − aj1ζj1)(ξ)|) ≤ ca,r,k,l,m2j1(r+b+m−k).
By choosing k > r + b +m we have that this term tends to 0 when j1 → ∞, so the
Proof is complete. ¤
Observation: We observe that if in Lemma 5.5.2 we impose the additional hypothesis
supp(Fϕ) ⊂ {ξ ∈ Rn : 1 − a ≤ |ξ| ≤ 1 + a}, then we have Υj1 − aj1ζj1 = 0 for all
j1 ∈ N. In that case the proof of the Lemma would be immediate.
Lemma 5.5.3. Let 0 < p ≤ ∞ and ψ ∈ S(Rn)\{0}, and for all j ∈ N consider θj ∈ R
and define Wj(x) := ψ(x) cos(2
jx1 + θj), ∀x ∈ Rn. Then we have
‖Wj‖Lp(Rn) ≈j 1.
Proof of Lemma 5.5.3
Let j0 ∈ N sufficiently large and j ≥ j0. Then the period of cos(2jx1 + θj) relatively
to x1 is no greater than 2pi2
−j0 . Hence by an adequate translation, of k2pi2−j0 for
some k ∈ Z relatively to x1-direction, we may assume that ψ(0) 6= 0. By the way, we
may assume ψ real and satisfying ψ(0) = 2. Then ∃j1 ∈ N such that ψ(x) ≥ 1, ∀x ∈
[0, 2pi2−j1 ]n. Consider j ≥ j1. Thus ‖Wj‖Lp(Rn) ≥ (
∫
[0,2pi2−j1 ]n |cos(2jt1 + θj)|pdt)
1
p =
(2pi2−j1)
n−1
p (
∫
[0,2pi2−j1 ] |cos(2jt1 + θj)|pdt1)
1
p = cj1 . Because ‖Wj‖Lp(Rn) ≤ ‖ψ‖Lp(Rn) for
all j ∈ N, the Proof is complete. ¤
Proof of Theorem 4.2.1
Consider temporarily ζ := Fψ, and for all j ∈ N define Wj(x) := ψ(x) cos(2jx1 +
θj),∀x ∈ Rn. Then we have FWj = 12
(
eiθjζ(¦− 2je1) + e−iθjζ(¦+ 2je1)
)
,∀j ∈ N.
Let b > 0 and j1 ∈ N, and consider ϕ as in Lemma 5.5.2. We notice first that
ϕj1 ∈ S(Rn), Wj ∈ S(Rn), and ψW =
∑
j≥1 ajWj (pointwise convergence and also
convergence in S ′(R) with the strong topology to the same function).
By a direct generalization of Lemma 5.5.2, the series
∑
j≥1 aj(FWj)(Fϕj1) converges
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in S(Rn), and it holds in S(Rn) the convergence
limj1→∞ 2
j1b
((∑
j≥1 aj(FWj)(Fϕj1)
)
− aj1FWj1
)
= 0.
By applying F−1 (the continuity of F−1 on S(Rn) considered both for the limit and for
the sum) and taking into account on S(Rn) the property F (Φ ∗Ψ) = (2pi)n2 (FΦ)(FΨ),
then we obtain in S(Rn) the convergence
(7)limj1→∞ 2
j1b
((∑
j≥1 ajWj ∗ ϕj1
)
− aj1(2pi)
n
2Wj1
)
= 0.
Applying to the sum the continuity of the convolution on S ′(Rn), we obtain in S(Rn)
that
lim
j1→∞
2j1b(ϕj1 ∗ (ψW )− aj1(2pi)
n
2Wj1) = 0.
By the continuity of ‖ ¦ ‖Lp(Rn) : S(Rn)→ R we obtain
lim
j1→∞
2j1b
(‖ϕj1 ∗ (ψW )− aj1(2pi)n2Wj1‖Lp(Rn)) = 0.
On the other hand, by setting temporarily αj1 := ϕj1 ∗ (ψW ) and βj1 := aj1(2pi)
n
2Wj1 ,
and taking into account that ‖ ¦ ‖Lp(Rn) and ‖ ¦ ‖lq are quasi-norms, it comes out that(∑
j1≥1
(
2j1s‖βj1‖Lp(Rn)
)q) 1q ≤ c(∑j1≥1 (2j1s‖αj1‖Lp(Rn))q) 1q
+ c
(∑
j1≥1
(
2j1s‖βj1 − αj1‖Lp(Rn)
)q) 1q
,
and, of course, it holds also the analogous estimation obtained by interchanging the
roles of αj1 and βj1 . Hence, by taking b > s we prove the double implication∑
j1≥1
(
2j1s‖αj1‖Lp(Rn)
)q
<∞⇐⇒
∑
j1≥1
(
2j1s‖βj1‖Lp(Rn)
)q
<∞. (8)
Thus, by Lemma 5.5.3 we proved nothing else than the equivalence ψW ∈ Bsp,q(Rn)⇐⇒∑
j1≥1 (2
j1s|aj1|)q <∞ (standard modification if q =∞), so the Proof is complete. ¤
Definition 5.5.1. Let ρ > 1. We generalize several definitions of Section 2 by replac-
ing the numbers N and 2 by the number ρ, and adding the index ρ whenever convenient.
(a) In Definition 2.1.8 (or, alternatively, in Lemmas 5.2.2/5.2.5 with Definition 5.2.1),
by replacing the number 2 by ρ we define the functions ϕρ and ϕρj for j ∈ N0, and
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the spaces Bρ,sp,q(Rn). In the same way we define the corresponding classes Bρ,s−p (Rn),
Bρ,s+p (Rn) and Bρ,s∗p (Rn).
Remark: ([31], p. 46) The linear spaces Bρ,sp,q(Rn) are independent (equivalent quasi-
norms) of ρ.
(b) Like in Definition 2.2.1 we define Iρ :=
∏n
k=1[(jk − 1)ρ−ν , jkρ−ν ] where jk ∈
{1, ..., [ρν ]} and ν ∈ N0. If in this definition of Iρ we put jk ∈ Z instead, then we
obtain I ′ρ as a corresponding generalization of Definition 2.2.2.
(c) As in Definitions 2.2.3 and 2.2.4, but replacing N by ρ, we define Oscρ(ν, f) :=∑
|Iρ|=ρ−νn oscIρ(f), and the spaces V
ρ,α(T ) and V ρ,α(Rn) by the respective semi-norms
‖f‖V ρ,α(T ) := supν≥0 ρν(α−n)Oscρ(ν, f) and ‖f‖V ρ,α(Rn) := supν≥0 ρν(α−n)
∑
|I′ρ|=ρ−νn oscI′ρ(f).
We define also the corresponding classes V ρ,α−(Rn), V ρ,α+(Rn) and V ρ,α∗(Rn).
Remark: Although not proved here, we have the counterpart for remark (b) of Defi-
nition 2.2.4, i.e., the linear spaces V ρ,α(T ) and V ρ,α(Rn) are independent (equivalent
semi-norms) of ρ.
(d) We generalize also Definition 2.3.1 by defining the classes V ρ,α(Rn), V ρ,α−(Rn),
V ρ,α+(Rn) and V ρ,α∗(Rn), and similarly Bρ,sp,∞(Rn), Bρ,s−p (Rn), Bρ,s+p (Rn) and Bρ,s∗p (Rn).
Remark: We have the counterpart for remark (b) of Definition 2.3.1, i.e., the classes
V ρ,α(T ) and V ρ,α(Rn) are independent (equivalent pseudo-norms) of ρ. Nevertheless,
the classes Bρ,sp,∞(Rn) are not independent of ρ. In fact, by the equivalence of Re-
mark 4.2.2-(d), applied to Ws(x1, ..., xn) =
∑
j≥1 2
−(2j)s cos(2(2j)x1), it follows that
ψWs ∈ Bs′p,∞(Rn) = B2,s
′
p,∞(Rn) holds for any s′ ∈ R, in particular for large positive s′.
Nevertheless, the generalization of this Remark 4.2.2-(d), according to Theorem 5.5.4,
applied to ρ = 4 and Ws(x1, ..., xn) =
∑
j≥1 4
−js cos(4jx1), gives also ψWs ∈ B4,s′p,∞(Rn)
if and only if s′ ≤ s.
(e) Finally, and similarly to Definition 2.4.2, if f : A ⊂ Rn → R is a function such
that Γ(f) is a non-empty and bounded subset of Rn+1, we define the upper box dimen-
sion dimBΓ(f) := limν→∞
logMρ(ν,f)
log ρν
. In a corresponding way we define also the upper
and lower box dimensions dimBF and dimBF for a general non-empty set F ⊂ Rn.
Remark: These definitions for upper and lower box dimensions coincide with the given
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ones in Definition 2.4.2. In fact, they are independent (same value) of ρ, see e.g. [14],
p. 41. Because of this, we omit the index ρ.
Theorem 5.5.4. Let ρ > 1. In the same way of Definition 5.5.1 we generalize several
results by replacing the numbers N and 2 by the number ρ.
Hence we generalize the remarks of Definitions 2.1.8, 2.2.4 and 2.3.1. We generalize
also Lemma 5.1.1, Remark 5.1.2, Theorem 3.2.1, Remark 3.2.2, Theorem 3.2.3 (triv-
ially); Lemmas 5.2.2/5.2.5 with Definition 5.2.1, Lemmas 6.3.2 and 6.3.3/5.2.3/5.2.4,
Theorem 3.3.1, Corollary 3.3.2, Remark 3.3.3, Theorem 3.3.4, Corollary 3.3.5, Remark
3.3.6; Lemmas 5.5.2/5.5.3, Theorem 4.2.1, Remark 4.2.2.
Proof of Theorem 5.5.4
The generalization of these results follows with the same Proofs, by replacing the
numbers N and 2 by the number ρ, whenever it does make sense according to Definition
5.5.1. (Of course we do not change some constants, as for example 2pi and (2pi)
n
2 .) We
need only in some cases take the integer part [¦] of a positive expression and use the
equivalence [K] ≈K K for all real K ≥ 1. ¤
Proof of Theorem 4.2.3
(i) Let φ : R→ R with φ ∈ C∞0 (R)\{0}, consider the sequence s = (sj)j∈N, and define
Ws : R→ R by Ws(x) :=
∑
j≥1 2
−jsj cos(2jx+ θj). Then Theorem 4.2.1 gives
φWs ∈ Bs∗p (R) for 0 < p ≤ ∞. (Modification for s =∞.)
For the function f = φWs we apply Corollary 3.3.2 with∞ in place of p and apply also
Corollary 3.3.5 with 1 in place of p, obtaining dimBΓ(φWs) = 2−min{1, s}. If in place
of φ we put φ1 such that supp φ1 ⊂ [0, 1] and φ2 such that φ2(x) = 1 if x ∈ [0, 1], then
we get dimBΓ(φ1Ws) ≤ dimBΓ(Ws|[0,1]) ≤ dimBΓ(φ2Ws), where the first inequality is
justified by Theorem 3.2.3-(a). Therefore we have dimBΓ(Ws|[0,1]) = 2−min{1, s}.
On the other hand, the equivalence of Remark 4.2.2-(d) gives φWs ∈ Bs∗p (R) for 0 <
p ≤ ∞. (Modification for s = ∞.) For the function f = φWs we apply also Remark
3.3.6-(b) with 1 in place of p, getting dimBΓ(φWs) ≥ 2 − min{1, s}. By choosing φ
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such that supp φ ⊂ [0, 1], the Theorem 3.2.3-(b) gives dimBΓ(Ws|[0,1]) ≥ dimBΓ(φWs),
which gives the desired inequality.
(ii) Consider ρ > 1. In the sense of Theorem 5.5.4 with Definition 5.5.1, we can
generalize part (i), including the references, by replacing the number 2 by the number
ρ. (Of course we do not change the constant 2 in the expression 2 − min{1, ¦}.) By
taking into account the independence of ρ given in remark of Definition 5.5.1-(e), the
Proof is now complete. ¤
We present the following elementary Lemma 5.5.5, which will be useful below in the
preliminary part (i) of the Proof of Theorem 4.2.7.
Lemma 5.5.5. Let (aj)j∈N, (bj)j∈N be two increasing sequences of strictly positive num-
bers, satisfying limj→∞ bj/aj = 1. Then, it holds limj→∞
∑j
j′=1 bj′/
∑j
j′=1 aj′ = 1.
In the Proof of the Theorem 4.2.7 we will employ as far as possible geometric argu-
ments. This is not surprising since the very notion of Hausdorff dimension, as well as
the related concept of mass distribution, are precisely based on geometric formulations.
Though it is not difficult to develop all implicit calculations, doing this we would loose
a good deal of clarity in the presentation, without any gain of objectiveness.
Proof of Theorem 4.2.7
(i) Let us start by defining a Cantor-like set K ⊂ [0, 1], in order to remove short inter-
vals around local maximums and minimums ofWs, as follows. Let us denote by K
′
0 and
K ′′0 the two subintervals of monotony considered for g in the Theorem. Furthermore, in
the following we assume, without any loss of generality, that the function g has period
1, and that K ′0 and K
′′
0 are similar intervals, i.e. they have the same length.
Let j ≥ j(ρ, γ, s) := j(g,K ′0, K ′′0 , ρ, γ, s) be a large integer, and for each fixed j define
the set Kj of all x ∈ [0, 1] such that ργjx + θj ∈ K ′0 ∪K ′′0 + k for some k = kx ∈ Z.
Actually, we complete the definition of Kj by removing from it all those x for which kx
is maximal or minimal over the all taken k (j fixed). Thus, Kj is an union of similar
intervals in which Wj(x) := g(ρ
γjx + θj) satisfies, with alternated signs of monotony
on consecutive intervals, the growth properties assumed for g on K ′0 and K
′′
0 .
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So, the same growth behavior is satisfied by W j(x) :=
∑j
j′=1 ρ
−γj′sg(ργ
j′
x + θj′) on
Kj :=
⋂j
j′=j(ρ,γ,s)Kj′ . Actually, we can write Kj also as an union of intervals Ij and,
as before, we must complete the definition of Kj by removing from it all those intervals
Ij which have (due to a truncation in the intersection above) a strictly smaller length
than the ‘normal’ ones. In this way, we arrive to a Cantor-like set K :=
⋂
j≥j(ρ,γ,s)Kj,
which in fact is a h-set and satisfies dimH K = 1.
In order to prove these two facts about K, we will deal with the mass distribution
usually defined on Cantor sets, see e.g. [14], pp. 13-14. We start by writing Kj(ρ,γ,s)
as an union of similar intervals Ij(ρ,γ,s), and by distributing uniformly the unit of mass
of [0, 1] by these intervals Ij(ρ,γ,s). For each j = j(ρ, γ, s), j(ρ, γ, s) + 1, ... and for each
fixed interval Ij, we write Ij ∩ Kj+1 as an union of similar intervals Ij+1 (removing
the truncated ones) and then we distribute uniformly the mass of Ij by these intervals
Ij+1. So we arrive to a mass distribution µK supported on the Cantor-like set K.
We define δ as the Lebesgue measure δ := λ(K ′0∪K ′′0 ), consequently the quantity 1− δ
is the measure of the remaining part of a (unitary) period of g containing K ′0 ∪ K ′′0 .
According to the construction above, the set Kj contains (similar) intervals Ij with
length |Ij| = (δ/2)ρ−γj , whose mass can be calculated iteratively on j and is given by
µK(Ij) = (2[ρ
γj(ρ,γ,s) ] + κj(ρ,γ,s))
−1∏j
j′=j(ρ,γ,s)+1(2[
(δ/2)ρ−γ
j′−1
ρ−γj
′ ] + κj′)
−1,
where κj′ ∈ {−2,−1, 0, 1, 2} for each j′. The sequence κ := (κj′)j′ depends on the par-
ticular interval Ij , and is related with the number of these intervals we remove in each
iteration j′, as described above. (The product Π above must be understood as the
unity when j = j(ρ, γ, s) and, as usually, the notation [¦] stands for the integer part.)
Observe that |Ij| = (δ/2)ρ−γj(ρ,γ,s)
∏j
j′=j(ρ,γ,s)+1
ρ−γ
j′
ρ−γj
′−1 holds, and set aj′ := log
ργ
j′
ργ
j′−1
and bj′ := log(2[
(δ/2)ργ
j′
ργ
j′−1 ] + κj′) for each j
′. Then, we can write µK(Ij) = |Ij|dj , where
dj :=
log(µK(Ij))
log |Ij | =
c′+
∑j
j′=j(ρ,γ,s) bj′
c+
∑j
j′=j(ρ,γ,s) aj′
.
As we have limj′→∞ bj′/aj′ = 1, then the Lemma 5.5.5 gives the equality limj→∞ dj = 1.
If we consider balls B˙j ⊂ R with |B˙j| = rj ≈j ρ−γj , centered at any X ∈ K = supp
µK , then
µK(B˙j) ≈j rdjj , where limj→∞ dj = 1.
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(We may assume 0 < dj < 1, as well as that dj does not depend on the particular B˙j.)
Considering now a small ball B˙r ⊂ R with 0 < |B˙r| = r < 1 and centered at anyX ∈ K,
we have rj+1 < r ≤ rj for some j = jr and, by taking into account the particular char-
acteristics of the set K, we obtain the relation µK(B˙r) ≈r rdjj r/rj = r rdj−1j =: rdr .
Because rdj = r rdj−1 ≥ r rdj−1j = rdr , then it follows that dj ≤ dr < 1.
Hence we have µK(B˙r) ≈r rdr (so K is a h-set) with dr satisfying limr→0+ dr = 1
and, as a direct consequence, by remark (b) of Definition 2.5.3 we obtain the equality
dimH K = 1.
(In part (ii) we will not apply this equality, we will use only the relation limj→∞ dj = 1.)
(ii) Now, we will prove the equality of the Theorem. Looking to the estimation of The-
orem 3.5.3 concerning lower box dimension and to the comparison between lower box
and Hausdorff dimensions in remark (a) of Definition 2.5.3, we realize that it is suffi-
cient to prove that dimH Γ(Ws|K) ≥ 2−Ξ(γ, s) holds. In order to prove this inequality
let us start by defining, induced by the mass distribution µK defined in part (i), and
supported on the graph of Ws|K , the useful mass distribution
µ0(U) := µWs|K (U) := µK ({x ∈ K : (x,Ws(x)) ∈ U}),
where U are Borel subsets of R2. In the rest of the Proof, we will consider j ≥ j(ρ, γ, s)
a sufficiently large integer, according to part (i). We will estimate from above the mass
of small balls centered at any point P ∈ Γ(Ws|K) = supp µ0, considering first the balls
Bj ⊂ R2 with diameter |Bj| = rj ≈j ρ−γj , see Figure 17 below. As we will see, these
balls correspond asymptotically to the “minimal mass”. On the other hand, in part
(iii) below we will be in an opposite situation when we calculate the mass µ0 applied to
appropriate balls B′j ⊂ R2 with diameter, according to Figure 17, given by the relation
|B′j| = r′j ≈j ρ−γjs cosαj−1 ≈j ρ−γjs/tanαj−1 ≈j ρ−γjs/ργj−1(1−s).
(Concerning these balls B′j, see also Figure 13 and recall the calculations following it.)
In fact, this class of balls with diameter r′j ≈j ρ−γj−1(1−s+γs) ≈j r1−s+γsj−1 ≈j r
1−s+γs
γ
j ,
corresponds asymptotically to the “maximal mass”, which allow us to obtain a sharp
estimation for dimH Γ(Ws|K). We should observe that 1 < 1− s+ γs < γ holds, where
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the first inequality is obvious and the second follows from the relations 1 − s + γs <
γ(1− s) + γs = γ — or alternatively, from the equality 1− s+ γs = γ − (γ − 1)(1− s) .
Let l ≥ j(ρ, γ, s) be an integer number and assume additionally, without any loss of
generality, that min(g) ≥ 0 and K ′0 ∪K ′′0 ⊂ [0, 1]. A scale peak of the function Ws|K ,
or, shortly, a peak, denoted by Λl = Λ
(m)
l , is by definition a subset of the graph of
Ws|K , when restricted to K ∩ [(m− θl)ρ−γl , (m+ 1− θl)ρ−γl ] = K ∩ [I ′(m)l ∪ I ′′(m)l ] for
some integer m for which we have a non-empty intersection. Here, I
′(m)
l and I
′′(m)
l are
two consecutive (similar) intervals I l of the set K l. The height of a peak Λl, hΛl ,
obtained by elementary calculations, is given by ≈l ρ−γls. More precisely, we have the
relation
hΛl := maxΛl −minΛl ≈l |
∑
j′≥l±ρ−γ
j′s| ≈l ρ−γls,
where minΛl and maxΛl stand for the minimum and maximum, respectively, of the
vertical coordinate when we run over all points (x,Ws|K(x)) of the peak Λl.
Moreover, most of the peaks Λl have two geometrical halves, coming from the two
monotonic parts of W l|I′(m)l ∪I′′(m)l , as can be graphically observed in Figure 17 where
the two halves of a peak Λj−1 of Ws|K are explicitly represented, as well as a large
number of peaks Λj. For a given j, standard calculations show that both graphs of
Ws|K and W j|K have geometrical peaks Λj with height ≈j ρ−γjs, and that each peak
Λj−1 contains ≈j ρ−γj−1/ρ−γj many peaks Λj.
Let us now estimate the mass µ0 = µWs|K of balls Bj−1 centered at any P ∈ Γ(Ws|K),
which are not explicitly represented in Figure 17 since they would appear too large. In
order to do this, we define the angle αj−1, see Figure 17, by the relation |W j−1(y) −
W j−1(x)| ≈j,x,y |y − x| tan(αj−1) on any of the intervals Ij−1 of Kj−1. Therefore,
tan(αj−1) ≈j
∣∣∣∑j−1j′=1 ρ−γj′s(±ργj′ )∣∣∣ ≈j ργj−1(1−s)
holds on any interval Ij−1, since (Wj′(y)−Wj′(x)) ≈j′,x,y ±ργj
′
(y− x), 1 ≤ j′ ≤ j− 1,
holds on each Ij−1. By considering a fixed one half Λ∗ of a peak Λj−1, and by taking
into account the angle αj−1 on Λ∗, we can say, roughly speaking, that the vertical
position of a peak Λ
(m+1)
j of Λ
∗ is obtained from the one of the preceding peak Λ(m)j ,
by an “average amount”
Aj := ρ−γ
j
tan(αj−1) ≈j ργj−1(1−s−γ).
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(In order to compare Aj with ρ−γ
js, observe that 1−s−γ < −γs, since 1−s < γ−γs.)
In more precise terms, by taking into account the value of tan(αj−1) coming from the
partial sumW j−1 on the interval Ij−1 — analogously to that one coming fromWj−1 —,
as well as the height of every peak Λ˜j of (Ws|K −W j−1|K) , estimated by ≈j ρ−γjs
— analogously to that one of a peak Λj of Ws|K —, then we have the relation
minΛkj −CΛ∗ ≈j,k ρ−γ
js + k Aj ,
where the index k establishes a rank on the peaks Λj of the half Λ
∗, by starting from the
lowest vertical position with k = 0. Here, CΛ∗ stands for the minimum of the vertical
coordinate, when we run over all points (x,W j−1|K(x)) of the corresponding fixed half
Λ¯∗ for the function W j−1|K , therefore CΛ∗ is constant for Λ∗ fixed. Because of that
last relation, and since a ball Bj−1 has height, or diameter, |Bj−1| = rj−1 ≈j ρ−γj−1 ,
then the number Nj of peaks Λj that intersect a given ball Bj−1 can be estimated
from above by the quantity c
ρ−γ
j−1
+hΛj+ρ
−γjs
Aj ≈j
ρ−γ
j−1
+ρ−γ
js
ργ
j−1(1−s−γ) .
(ii1) Let γs ≥ 1. Hence Nj ≤ c ρ−γ
j−1
ργ
j−1(1−s−γ) = cρ
γj−1(−2+s+γ). Therefore, we have
µ0(Bj−1) ≤ Njµ0(Λj) ≈j Nj
(
ρ−γ
j
)dj
≤ cρ−γj−1(2−s−γ+γdj) = cρ−γj−1(2−s−εj),
where εj := γ(1−dj), thus by (i) it holds limj→∞ εj = 0. So, µ0(Bj−1) ≤ c|Bj−1|2−s−εj .
(ii2) Let γs ≤ 1 and define J := max{j′ ∈ N0 : ρ−γj+j
′
s ≥ ρ−γj−1}
= max{j′ ∈ N0 : γj′s ≤ γ−1}.
Because γs ≤ 1, then for l = j, ..., j + J it holds ρ−γ
j−1
+ρ−γ
ls
ργ
l−1(1−s−γ) ≈j,l ρ
−γls
ργ
l−1(1−s−γ) =
ργ
l(1−s)(1− 1
γ
). This quantity is, up to a strictly positive constant, an estimation from
above of the number of peaks Λl, which have height ≈l ρ−γls, that intersect a given ball
Bj−1 and are contained in any of the two halves of a fixed peak Λl−1. So we have the
inequality Nj ≤ cργj(1−s)(1−
1
γ
) and, on the other hand, for each l = j + 1, ..., j + J + 1
the total numbers Nl of peaks Λl intersecting the fixed ball Bj−1 can be recursively
estimated:
Nj+1 ≤ cNjργj+1(1−s)(1−
1
γ
) ≤ c′ργj(1−s)(1− 1γ )(1+γ),
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Nj+2 ≤ cNj+1ργj+2(1−s)(1−
1
γ
) ≤ c′ργj(1−s)(1− 1γ )(1+γ+γ2),
and so on, arriving to the inequality Nj+J ≤ cργj(1−s)(1−
1
γ
)
∑J
l=0 γ
l
= cργ
j(1−s) γJ+1−1
γ .
Here, we must observe that the number J of iterations does not depend on j, so the
product of constants coming from the previous steps is also independent of j. Finally,
Nj+J+1 ≤ cNj+J ρ−γ
j−1
ργ
(j+J+1)−1(1−s−γ) = cNj+Jρ
−γj( 1γ+γJ (1−s−γ))
≤ c′ργj((1−s)(γJ− 1γ )− 1γ−γJ (1−s−γ))
= c′ργ
j(−2+sγ +γJ+1),
and then we obtain µ0(Bj−1) ≤ Nj+J+1µ0(Λj+J+1)
≈j Nj+J+1
(
ρ−γ
j+J+1
)dj+J+1
≤ cρ−γj( 2−sγ −γJ+1+γJ+1dj+J+1)
= cρ−γ
j−1(2−s−ε′j),
where ε′j := γ
J+2(1− dj+J+1), thus by (i) we have limj→∞ ε′j = 0. Hence, it holds the
inequality µ0(Bj−1) ≤ c|Bj−1|2−s−ε′j .
(ii3) By the two previous parts (ii1) and (ii2), we obtain for all j the estimation
µ0(Bj) ≤ c|Bj|2−s−εj = c r2−s−εjj , where limj→∞ εj = 0.
Below, in the following part (iii), we will easily find an estimation for the mass µ0 of
the balls B′j, see Figure 17, which have diameter |B′j| = r′j ≈j ρ−γ
j 1−s+γs
γ = r
1−s+γs
γ
j .
(iii) Taking into account the estimation obtained in part (ii) and the respective diam-
eters of the balls Bj and B
′
j, then we get µ0(B
′
j) ≤ c
(
r′j
rj
)2
supBj µ0(Bj) ≤ c′r′ 2j r
−s−εj
j .
Therefore, we obtain µ0(B
′
j) ≤ c r′ 2j r
′ − γ(s+εj)
1−s+γs
j = c r
′ 2−Ξ(γ,s)−ε′j
j , where limj→∞ ε
′
j = 0.
Consider now a small ball Br ⊂ R2 with 0 < |Br| = r < 1 and centered at any
P ∈ Γ(Ws|K) = supp µ0. Suppose first rj ≤ r ≤ r′j for some j = jr. Hence, we have
µ0(Br) ≤ c(r/rj)2 supBj µ0(Bj) ≤ c′r2r
−s−εj
j ≈r c′r2r
′−Ξ(γ,s)−ε′j
j ≤ c′r2−Ξ(γ,s)−ε
′
j .
Suppose now r′j ≤ r ≤ rj−1 for some j = jr. Then, by taking into account the particu-
lar characteristics of the graph of Ws|K and the respective diameters of the balls,
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µ0(Br) ≤ c(r/r′j) supB′j µ0(B′j) ≤ c′r r
′1−Ξ(γ,s)−ε′j
j ≤ c′r2−Ξ(γ,s)−ε
′
j .
In this way we obtain the estimation µ0(Br) ≤ cr2−Ξ(γ,s)−εr , where limr→0+ εr = 0.
(This is the very opportunity to understand the Figure 16 (see at the end of Section
4.4), which illustrates the asymptotical qualitative behavior of the growth of the mass
µ0 on balls of radius r ∈ (0, 1).)
Finally, by remark (b) of Definition 2.5.3 we obtain dimH Γ(Ws|K) ≥ 2 − Ξ(γ, s) − ε
for all ε > 0, and by recalling the comments at the beginning of part (ii) the Proof is
now complete. ¤
Proof of Remark 4.2.8
(i) Part (a) follows by the Proof of Theorem 4.2.7 with standard modifications, and
part (b’) follows by a generalization of (b) and by part (iii) of that Proof with 1 in
place of γ. Furthermore, we will prove the inequality of part (b) by applying the
same techniques we used in that Proof. Likewise, we assume that g has period 1,
min(g) ≥ 0, and K ′0, K ′′0 ⊂ [0, 1] are similar intervals. Additionally, we consider here
ρ ≥ ρ(s) := ρ(g,K ′0, K ′′0 , s) sufficiently large. Hence, standard calculations show that
there are geometrical scale peaks in the graph of the function Ws|K , where K ⊂ [0, 1]
is an appropriate Cantor-like set.
If we consider balls B˙j ⊂ R with diameter |B˙j| = rj ≈j ρ−j, centered at any X ∈ K =
supp µK , where µK is the mass distribution associated to the set K, then for all j ∈ N,
µK(B˙j) ≤ c rdjj , with dj := c
′+(j−1) log(2[(δ/2)ρ]−2)
c +(j−1) log ρ ,
where the Lebesgue measure δ := λ(K ′0∪K ′′0 ) does not depend on ρ. Hence, by remark
(b) of Definition 2.5.3 we have
dimH K ≥ limj→∞ dj = log(2[(δ/2)ρ]−2)log ρ = 1−
cδ,ρ
log ρ
,
where cδ,ρ := log
ρ
2[(δ/2)ρ]−2 . (We may observe that cδ,ρ tends to log(1/δ) when ρ→∞.)
Let 0 < η < 1 and ρ(η) := ρ(δ, η) be such that cδ,ρ ≤ cδ,η := (1 + η) log(1δ ),∀ρ ≥ ρ(η).
In what follows consider ρ ≥ ρ(s, η) := max{ρ(s), ρ(η)} and j ≥ j(ρ, η, δ) sufficiently
large, so that the inequality dj ≥ 1− cδ,ηlog ρ holds.
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We will estimate the mass µ0 of balls Bj−1 ⊂ R2 centered at any P ∈ Γ(Ws|K), where
µ0(U) := µK ({x ∈ K : (x,Ws(x)) ∈ U}) for Borel sets U ⊂ R2. In order to do this
estimation, we start by observing that, for fixed j, the vertical position of a peak Λ
(m+1)
j
is obtained from the position of the preceding peak Λ
(m)
j by an “average amount”
≈j ρ−j tanαj−1 ≈j ρ−jρ(j−1)(1−s) = ρ−(1−s)ρ−js.
Because every peak Λj has height ≈j ρ−js, then the number Nj of peaks Λj intersect-
ing a given ball Bj−1, with height, or diameter, |Bj−1| = rj−1 ≈j ρ−(j−1) = cρ−j, can
be estimated from above by c ρ
−j+ρ−js
ρ−(1−s)ρ−js ≈j 1, therefore we can write Nj ≤ c.
Consider Jj := max{j′ ∈ N0 : ρ−(j+j′)s ≥ ρ−j}, thus we have j − s ≤ (j + Jj)s ≤ j.
For l = j + 1, ..., j + Jj, the number Nl of peaks that intersect a given ball Bj−1 can
be estimated recursively as Nl ≤ c′0 ρ
−j+ρ−ls
ρ−(1−s)ρ−lsNl−1 ≤ c0ρ1−sNl−1, therefore we obtain
finally the inequality
Nj+Jj ≤ c
(
c0ρ
1−s)Jj = c cJj0 ρJj(1−s).
(We observe here that c′0 := c
′
0(g,K
′
0, K
′′
0 ) and c0 := 2c
′
0 depend only on g, K
′
0, K
′′
0 .)
Unlike the Proof of the Theorem 4.2.7 in part (ii2), here the number J = Jj depends
on j, so we take into account the inequalities 1−s
s
j − 1 ≤ Jj ≤ 1−ss j , and the relations
c
Jj
0 ≈j cjs = (ρ−j)−
log cs
log ρ ≈j |Bj−1|−
c′s
log ρ ,
where cs := c
1−s
s
0 and c
′
s := log cs =
1−s
s
log c0 (we can choose cs > 1, so c
′
s > 0). Hence,
µ0(Bj−1) ≤ Nj+Jj µ0(Λj+Jj)
≤ cNj+Jj
(
ρ−(j+Jj)
)1− cδ,η
log ρ
−εj
≤ c′cJj0 ρ−Jjsρ−jρ(j+Jj)(
cδ,η
log ρ
+εj)
≈j cJj0 ρ−(j+Jj)sρ−j(1−s)ρj
1
s
(
cδ,η
log ρ
+εj)
≈j |Bj−1|−
c′s
log ρρ−jρ−j(1−s)ρj
cδ,η
s log ρρj
εj
s
≈j |Bj−1|2−s−
c′s
log ρ
− cδ,η
s log ρ
− εj
s ,
where εj := 1 − cδ,ηlog ρ − dj+Jj satisfies limj→∞ εj = 0. So, we have the estimation
µ0(Br) ≤ c|Br|2−s−
c′s+cδ,η/s
log ρ
−εr for all 0 < r < 1, where limr→0+ εr = 0. By remark
(b) of Definition 2.5.3 we obtain the inequality dimH Γ(Ws|K) ≥ 2 − s − c
′
s+cδ,η/s
log ρ
for
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all ρ ≥ ρ(s, η) = max{ρ(s), ρ(η)}, therefore we can complete the proof of part (b) by
considering the quantity cg,s defined by cg,s := max{c′s + cδ,η/s , (1− s) log ρ(s, η)}.
(ii) Finally we prove part (c), a specialized case for which we can improve some
estimations of the proof of part (b), where we obtained dimH Γ(Ws|K) ≥ 2 − s −(
1−s
s
log c0 +
1+η
s
log(1/δ)
)
/ log ρ whenever ρ ≥ ρ(s, η) = max{ρ(s), ρ(η)}. Let ρ ≥
ρ(s, δ) large, let j ≥ j(ρ, η, δ), consider 0 < δ < 1, K ′0 := [0, δ/2], K ′′0 := [−δ/2, 0]
and assume, without loss of generality, Λ(x) as the distance from x to the nearest
integer. The vertical position of a peak Λ
(m+1)
j is obtained from the position of the
preceding peak Λ
(m)
j by an (exact) amount of ρ
−j tan(αj) := ρ−j
∣∣∣∑j−1j′=1±ρj′(1−s)∣∣∣ ≥
ρ−jρ(j−1)(1−s)
(
1−∑j′≥1 ρ−j′(1−s)) = ρ−(1−s)ρ−js (1− 1ρ1−s−1), where we assume ρ1−s >
2. As the inverse of the factor between brackets is χρ,s := 1 +
1
ρ1−s−2 then we have the
inequality Nj ≤ c ρ−j+ρ−js/2ρ−(1−s)ρ−js χρ,s ≤ c′, and for l = j + 1, ..., j + Jj we have that the
estimation Nl ≤ 2Nl−1 c ρ−j+ρ−ls/2ρ−(1−s)ρ−ls χρ,s = Nl−1 2c ρ
−j+ρ−ls
ρ−(1−s)ρ−ls χρ,s holds, so we obtain
Nj+Jj ≤ c ρJj(1−s)χ Jjρ,s.
This conclusion follows from formula (9) below, which is deduced in the following way:
If a > 1 then
∏
k≥0(1+a
−k) = c′k0e
∑
k≥k0 ln(1+a
−k) ≤ c′k0eck0
∑
k≥k0 a
−k
<∞, and therefore
j+Jj∏
l=j+1
c ρ−j + ρ−ls
ρ−(1−s)ρ−ls
≤ c′
j+Jj∏
l=j+1
ρ−ls
ρ−(1−s)ρ−ls
= cρJj(1−s). (9)
Finally, if ρ ≥ ρ(s, η, δ) is large (including with ρ1−s > 2), then by part (i) with
χρ,s = 1 +
1
ρ1−s−2 in place of c0 it follows that dimH Γ(Ws) ≥ 2 − s −
cρ,s,η,δ
log ρ
holds
with cρ,s,η,δ :=
1−s
s
logχρ,s +
1+η
s
log(1
δ
), whenever η, δ ∈ (0, 1). The Proof can now be
completed by elementary calculations, taking ε = ε(ρ, s, η, δ) > 0. ¤
Observation:
Consider Ws as in Remark 4.2.8-(b), and we may recall that the part (b’) is a direct
generalization of (b). As we just have the estimation 2− s− cg,s/ ln ρ ≤ dimH Γ(Ws) ≤
2− s — as mentioned before, the second (last) inequality is a well-known one —, then
we realize that it is of interest to know how to minimize the number cg,s.
Fixed g and ρ and s and η, we observe the following concerning cg,s: When δ increases
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then the values of cδ,η and of ρ(η) decrease, however the values of ρ(s) and of c
′
s may
increase, so we have a trade-off when intending to minimize cg,s.
Therefore, even knowing that dimH Γ(Ws) = 2 − s holds in many cases — see e.g.
Theorem 4.2.6 —, in general we do not know the actual value of dimH Γ(Ws) up to an
(apparently unavoidable) additive constant given by cg,s/ ln ρ.
x
Ws(x)
≈j ρ
γ
j−1
(1−s−γ)}
Ball Bj: diameter ≈j ρ
−γ
j
Ball B′
j
: diameter
≈j ρ
−γ
j 1−s+γs
γ
Angle αj−1:
tanαj−1 ≈j ρ
γ
j−1
(1−s)
αj−1
Figure 17: Graph of the restriction Ws|K to a Cantor-like set, according to the Proof of
Theorem 4.2.7, where Ws(x) =
∑
j≥1 ρ
−γjsg(ργjx+ θj)
Proof of Theorem 3.6.3
(i) Suppose ρ := (ρj)j∈N ⊂ R+ and (θj)j∈N ⊂ R, and consider Sa : Rn → C defined
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by the series Sa(x) :=
∑
j≥1 aj cos(ρjx1 + θj), for all a := (aj)j∈N ⊂ C such that Sa
converges in S ′(Rn) at least for the weak topology. Define in the analogous way the
series Sb, by setting bj := aj
(
1 + ρ2j
)σ
2 for all j ∈ N. Then, for σ ∈ R we notice that
the identity
Iσ(Sa) = Sb
holds in S ′(Rn). This follows from the identity Iσ
(
aje
±i(ρjx1+θj)) = bje±i(ρjx1+θj), the
well known formula cos(u) = e
iu+e−iu
2
if u ∈ R, and the continuity of Iσ according to
remark of Definition 2.1.5.
(ii) Let a := (aj)j∈N ⊂ R be a sequence such that a ∈ l1, let Sa be the series as in (i),
and consider S
(1)
a as the corresponding series when n = 1. By remark (b) of Definition
2.5.5 with elementary adaptations, applied here with Rn−1 in place of E, we have the
equality
dimΓ(Sa) = (n− 1) + dimΓ(S(1)a ),
where dim stands for box or Hausdorff dimensions, and therefore we can assume n = 1
in the following part (iii), where we deal only with this kind of series. Moreover, in
order to prove the Theorem, we may assume n ≤ d1 < d2 < n + 1 (recall that we
assumed also d1 > n in part (b)), since for d2 = n + 1 it is sufficient, in part (iii), to
replace s by 0 and introduce the factor 1/j2 in the trigonometric Weierstrass-type
series and, in part (iv), to use j 2 instead of
[
j δ+1
]
as well as 1/ ln j in place of 1/jδ
in the function Θ. This can be made by an elementary adaptation of the calculations
that we developed for the dimensions. Furthermore, it is convenient to recall here that
the Theorems 4.2.6 and 4.2.7 and comments following them also hold for the limiting
case s = 1.
(iii) We prove part (b) for n = 1. We will make use of the Theorem 4.2.7, by taking
into account the Lemma 3.6.1-(b,b’). Consider ρ > 1, γ > 1, 0 < s < 1 and let
Ws : R → R be defined by Ws(x) :=
∑
j≥1 ρ
−γjs cos(ργ
j
x + θj). Then, by Theorem
4.2.7 and comments following it, we have dimBΓ(Ws) = dimH Γ(Ws) = 2 − Ξ(γ, s),
where Ξ(γ, s) = γs
1−s+γs is a strictly increasing function on γ and s. On the other hand,
by (i) we get the identity
I−tWs(x) =
∑
j≥1 ρ
−γj(s+tϑj) cos(ργ
j
x+ θj),
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where t > 0, and ϑj :=
log(1+ρ2γ
j
)1/2
log(ργ
j
)
satisfies limj→∞ ϑj = 1. Therefore, by Theorem
4.2.7, comments following it, and Remark 4.2.8-(a), it holds
dimBΓ(I−tWs) = dimH Γ(I−tWs) = 2− Ξ(γ, s+ t),
whenever s+t ≤ 1. By choosing (γ, s) satisfying d1 = 2−Ξ(γ, s+t) and d2 = 2−Ξ(γ, s),
we obtain the cases 0 < t < tsup and 0 < t ≤ tmax of part (b), which are fulfilled by
function f := Ws. Here, we took into account the Lemma 3.6.1, specially parts (b,b’).
In order to prove the case t = d2 − d1 of both parts (a) and (b), all we need is to use
in the previous argument the function Ws as in Theorem 4.2.6 instead, since in this
case the equalities above hold with s in place of Ξ(γ, s), behaving as a representative
for the limiting case γ = 1. We consider here this series Ws defined on all R, and
choose an appropriate sequence (θj)j∈N satisfying the equality of that Theorem 4.2.6
applied both for s and s + t. We must take into account also the comments following
the respective Proof, thus considering both Hausdorff and box dimensions in the more
general case.
(iv) We still have to prove the case 0 < t < d2 − d1 of part (a). Consider t > 0,
and let Ws : Rn → R be defined by Ws(x1, ..., xn) :=
∑
j≥1 ρ
−js cos(ρjx1 + θj), where
ρ > 1 and 0 < s < 1. On the basis of Theorem 4.2.3 and Remark 4.2.4-(b) we get
dimB Γ(Ws) = n+1− s, and also dimB Γ(I−tWs) = n+1− (s+ t), whenever s+ t ≤ 1.
Similarly to Remark 5.3.3-(c), let Θ : Rn → R be as in Definition 3.4.1, but replacing
j2 by
[
j δ+1
]
, and 1
ln j
by 1
jδ
with δ > 0, and put 1
jδ
Θj in place of Θj, and similarly for
Θj,l, so
Θ :=
∑
j≥1
∑
l
1
jδ
ψ (2j (¦−m(j, l))) (uniform convergence),
where m(j, l) :=
(
1
jδ
,
s2,l
[j δ+1]
, ...,
sn,l
[j δ+1]
)
, and the
[
j δ+1
]n−1
different values of l corre-
spond to the values of (s2,l, ..., sn,l) ∈ {1, ...,
[
j δ+1
]}n−1. We assume ψ ∈ S(Rn) \ {0},
as well as that Fψ is real, has radial symmetry, and with support contained in some
annulus {ξ ∈ Rn : r1 ≤ |ξ| ≤ r2}, where r1, r2 > 0 — in particular, ψ is a continuous
real function. For that modified function Θ, similarly to Remark 5.3.3-(c) we obtain
dimB Γ(Θ) = n+
1
1+δ
.
Define f := Ws + Θ on Rn, and choose (δ, s) satisfying d1 = n + 1 − (s + t) and
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d2 = n+
1
1+δ
> n+1− s. Because of the last inequality, by some standard adaptations
we have also dimB Γ(f) = n+
1
1+δ
= d2, since the dominant oscillations of f are origi-
nated from Θ. On the other hand we have the equality dimB Γ(I−tWs) = d1, therefore
we have also dimB Γ(I−tf) = d1, since I−tΘ is a continuous real function of sufficiently
bounded oscillation, see part (v). Therefore, the continuous function f fulfills part (a)
of the Theorem.
(v) Finally we must prove the statement above about I−tΘ, particularly the estimation
(10)
∑
|I′|=2−νn oscI′(I−tΘ) ≤ c2ν(n−1), for all ν ∈ N.
(In particular, by applying, with elementary adaptations, the first equivalence of the
Theorem 3.2.1, with 1 in place of γ, we easily obtain the equality dimB Γ(I−tΘ) = n.)
We consider first n = 1, thus we have Θ =
∑
j≥1
1
jδ
ψj(¦ − 1/jδ), where ψj := ψ(2j¦)
for all j ∈ N. We observe that the graphs of the Schwartz real functions Fψj and
F (I−tψj) = (1+|¦|2)−t2 Fψj have radial symmetry, therefore both ψj and ψj := I−tψj
are real functions for each j ∈ N. In particular, we can write the equalities
supν≥1
∑
|I′|=2−ν oscI′ψj(¦− 1/jδ) =
∫
R |ψj ′(x− 1/jδ)|dx
=
∫
R |ψj ′(x)|dx = supν≥1
∑
|I′|=2−ν oscI′ψj .
Moreover, we will prove that it holds
∫
R |ψj ′(x)|dx ≤ c2−ju, j ∈ N, for some u > 0.
As usually, the notation (¦)′ stands for the classic derivative. Well, for fixed 0 < ε < 1,∫
R |ψj ′(x)|dx =
∫
R |ψj ′(x)| (1 + 2j|x|1+ε) dx1+2j |x|1+ε
≤ supR |ψj ′(x)| (1 + 2j|x|1+ε)
∫
R
dx
1+2j |x|1+ε
≤ cε2
−j
1+ε supR |ψj ′(x)| (1 + 2j|x|+ 2jx2).
By taking into account some elementary properties of the Fourier transform, coming
directly from the integral properties, we estimate now the last supremum from above
by
supR |ψj ′(x)|+ 2j supR |xψj ′(x)|+ 2j supR |x2ψj ′(x)|
≤ c ∫R |ξ(Fψj)(ξ)|dξ + c2j ∫R | (ξ(Fψj)(ξ))′ |dξ + c2j ∫R | (ξ(Fψj)(ξ))′′ |dξ
≤ c ∫R |ξ(Fψj)(ξ)|dξ + c2j ∫R |(Fψj)(ξ)|dξ + c2j ∫R |ξ(Fψj)′(ξ)|dξ
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+ 2c2j
∫
R |(Fψj)′(ξ)|dξ + c2j
∫
R |ξ(Fψj)′′(ξ)|dξ.
By the relations Fψj = 2
−j(Fψ)(2−j¦) and (Fψj)(ξ) = (1 + ξ2)
−t
2 (Fψj)(ξ), ξ ∈ R,
and because the support of Fψj does not contain the origin, we get the inequalities
supR |
(
Fψj
)′
(ξ)| ≤ supR |(Fψj)′(ξ)|(1 + ξ2)
−t
2 + supR |(Fψj)(ξ)tξ|(1 + ξ2)
−t
2
−1
≤ c2−2j2−jt + c2−j2j2−j(t+2) = 2c2−2j2−jt.
We obtain supR |Fψj| ≤ c2−j2−jt, and by calculations as just above, we get also
supR |
(
Fψj
)′′
(ξ)| ≤ c2−3j2−jt. As we assumed that Fψ has a compact support, then∫
R |ψj ′(x)|dx ≤ cε2
−j
1+ε (2j2j2−j2−jt + 2j2j2−j2−jt + 2j2j2j2−2j2−jt
+ 2j2j2−2j2−jt + 2j2j2j2−3j2−jt),
so finally we obtain the estimation
∫
R |ψj ′(x)|dx ≤ cε2
−j
1+ε2j2−jt = cu2−ju, where u > 0
if ε is sufficiently small.
On the other hand, ψj vanishes at infinity because it is a Schwartz function, so the in-
equality sup |ψj| ≤
∫
R |ψj ′(x)|dx holds, showing that the series
∑
j≥1 ψj(¦ − 1/jδ)
converges uniformly on the real line. Furthermore, we have I−t
(
ψj(¦− 1/jδ)
)
=
ψj(¦ − 1/jδ), and by applying the continuity of the lifting operator I−t on S ′(Rn),
see remark of Definition 2.1.5, we obtain I−tΘ =
∑
j≥1
1
jδ
ψj(¦ − 1/jδ) with uniform
convergence. In particular, I−tΘ is a continuous real function on the real line and it
holds ∑
|I′|=2−ν oscI′(I−tΘ) ≤
∑
j≥1
∑
|I′|=2−ν oscI′ψj(¦− 1/jδ),
therefore
∑
|I′|=2−ν oscI′(I−tΘ) ≤
∑
j≥1 cu2
−ju ≤ c for all ν ∈ N, i.e. the function I−tΘ
has a bounded variation. We only need extend appropriately this result to all n ∈ N.
Actually, we can obtain the estimation supν∈N
∑
|I′|=2−ν oscI′ψj(¦, x2, ..., xn) ≤ cu2−ju,
for all x = (x2, ..., xn) ∈ Rn−1, for some u > 0, where cu does not depend on x. This
can be made analogously to the calculations above, with
∂ψj
∂x1
in place of ψj
′, getting∑
|I′|=2−νn oscI′(I−tΘ) ≤ 2ν(n−1)
∑
j≥1 cu2
−ju ≤ c2ν(n−1), for all ν ∈ N. ¤
Remark:
(a) As we can see in the Proof, the Theorem 3.6.3 is also true if we define the lifting
operator by using the expression |ξ|σ instead of (1 + |ξ|2)σ2 , see Definition 2.1.5. More-
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over, it remains true for any other continuous and positive expression ϕσ(|ξ|) satisfying
for σ < 0 the relations lim|ξ|→∞ ϕσ(|ξ|) = 0 and lim|ξ|→∞ ϕ
′′
σ(|ξ|)
|ξ|σ−2 ∈ R+.
(b) We can prove the Formula (10), in part (v) of the Proof above, in a shorter way, by
applying known results, at least if we use ψ as in Definition 3.4.1 and additionally with
radial symmetry. In fact, despite that we must prove that I−tΘ is real, calculations like
those in part (iii) of the Proof of Theorem 3.4.1 give Θ ∈ Bn−1 (Rn), then by the Lemma
3.6.2 we obtain I−tΘ ∈ B(n+t)−1 (Rn). In particular, it is clear by [31], p. 131, that I−tΘ
is a continuous function, and by elementary embeddings we have I−tΘ ∈ Bn1,1(Rn), so
the Remark 3.3.3-(c) gives I−tΘ ∈ V 1(Rn) and the Formula (10) follows.
However, in the direct proof of this Formula (10) given in part (v) above, we can also
appreciate the exponential decay — when j growths to the infinity — of the contribu-
tion for the oscillation of each term of the series I−tΘ =
∑
j≥1
1
jδ
ψj(¦− 1/jδ).
5.6 Proofs of Section 4.4
Proof of Theorem 4.4.3
(i) For each j ∈ N let Wj := ρ−jsζ(ρj ¦ +θj) and if j is large consider Ij ⊂ [0, 1] as an
interval of length |Ij| = Pζρ−j, where Pζ is the period of ζ.
Let j1, j2 ∈ N such that j1 < j < j2. Then we have oscIj(Wj) = Sζρ−js, oscIj(Wj1) ≤
S ′ζρ
j1(1−s)|Ij| = PζS ′ζρj1(1−s)ρ−j and oscIj(Wj2) = Sζρ−j2s, where Sζ := sup ζ− inf ζ and
S ′ζ is a Lipschitz constant of ζ, according to Definition 3.2.1. Hence, it follows that
oscIj(Ws) ≥ Sζρ−js −
∑j−1
j1=1
PζS
′
ζρ
j1(1−s)ρ−j −∑j2>j Sζρ−j2s =
= ρ−js
(
Sζ − PζS ′ζ
∑j−1
j1=1
ρ−(j−j1)(1−s) − Sζ
∑
j2>j
ρ−(j2−j)s
)
.
But the quantity between brackets can be estimated from below by Sζ − PζS
′
ζ
ρ1−s−1 −
Sζ
ρs−1 .
Then, if ρ ≥ ρ(ζ, s) is large we get oscIj(Ws) ≥ cζ,sρ−js and consequently the relation
oscIj(Ws) ≈j ρ−js.
So, the minimum number Nρ(j,Ws) of squares as in Definition 5.5.1-(b) (with volume
ρ−2j) needed to cover Γ(Ws) satisfies Nρ(j,Ws) ≈j ρ−jsρ−j 1ρ−j = ρj(2−s). Hence, by com-
ments given in Definition 5.5.1-(e) we have dimB Γ(Ws) = 2− s.
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(ii) Suppose now that Γ(Ws) is a d-set with respect to some mass distribution µ, ac-
cording to Definition 2.5.5. Then by (i) and the remark of that Definition we have
d = 2− s.
For j ∈ N large, let Ij ⊂ [0, 1] be an interval with |Ij| = 3Pζρ−j and write Ij = I ′j ∪I ′′j ∪
I ′′′j as an union of three intervals of length Pζρ
−j. By the relation oscIj(Ws) ≈j ρ−js
of (i), we can cover (Ij×R)∩Γ(Ws) with≈j 3ρ−jsρ−j = 3ρj(1−s) balls centered at points P ∈
Γ(Ws) and with diameter ρ
−j
√
P 2ζ + 1. Then µ(Ij×R) ≤ c3ρj(1−s)
(
ρ−j
√
P 2ζ + 1
)2−s
≈j
ρ−j ≈j |Ij| = µ0(Ij×R). Also by the same relation of (i), there exist ≈j ρj(1−s) disjoint
balls contained in Ij ×R, centered at points P ∈ (I ′′j ×R)∩ Γ(Ws), and with diameter
min{ρ−j
2
, Pζρ
−j}. Hence µ(Ij × R) ≥ cρj(1−s)
(
min{ρ−j
2
, Pζρ
−j}
)2−s
≈j ρ−j ≈j |Ij| =
µ0(Ij × R).
So, we have µ(Ij ×R) ≈Ij µ0(Ij ×R) and then µ(U1×R) ≈U1 µ0(U1×R) for all Borel
sets U1 ⊂ [0, 1], therefore µ(U) ≈U µ0(U) for all Borel sets U ⊂ R2. By Definition 2.5.5
the relation µ0(Br) ≈r r2−s holds for all balls Br with 0 < |Br| = r < 1 and centered
at any P ∈ Γ(Ws) = supp µ0, so the Proof is complete. ¤
Remark:
Consider (ρj)j∈N ⊂ R+ with ρj+1ρj ≥ ρ(ζ, s) large and let Ws : [0, 1] → R be defined by
Ws(x) :=
∑
j≥1 ρ
−s
j ζ(ρjx + θj). Then for this Ws we have the implication of Theorem
4.4.3 and the equality dimBΓ(Ws) = 2− s. (And if ρj+1ρj additionally is bounded then we
have even dimB Γ(Ws) = 2− s.)
Proof of Theorem 4.4.6
(i) We notice that if j ∈ N, k ∈ {1, ..., 2Hj}, and x1, x2 ∈ [(k − 1)H−j, kH−j], then
by the construction of WV,H we have the inequality |WV,H(x1)−WV,H(x2)| ≤ V −j =
(H−j)sV,H . Hence, by elementary calculations we obtain WV,H ∈ CsV,H (R) = BsV,H∞,∞(R).
(This can be seen also by remark of Definition 4.4.2 and by Theorem 2 of [36], p. 465.)
(ii) Let us prove that Γ(WV,H |[0,2]) is a d-set, where d = 2 − sV,H and WV,H is
given by Definition 4.4.2. Consider j ∈ N and fix k ∈ {1, ..., 2Hj}. Then we have
inf [(k−1)H−j ,kH−j ]WV,H = (bj,k − 1)V −j and sup[(k−1)H−j ,kH−j ]WV,H = bj,kV −j for some
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bj,k ∈ {1, ..., V j}. If we define mj ∈ N such that V −(mj+1) < H−j ≤ V −mj , then for that
fixed k ∈ {1, ..., 2Hj} we can just cover [(k − 1)H−j, kH−j] × [(bj,k − 1)V −j, bj,kV −j],
and therefore Γ
(
WV,H |[(k−1)H−j ,kH−j ]
)
, with Ξj :=
V −j
V −mj
≈j V −jH−j = Hj0 juxtaposed rec-
tangles Rj with dimensions H
−j × V −mj .
Observe that |Rj| ≈j H−j for all such rectangles Rj = Rj,α, α = 1, ...,Ξj. On the other
hand, and again for that fixed k ∈ {1, ..., 2Hj}, the division of [(k − 1)H−j, kH−j] ×
[(bj,k − 1)V −j, bj,kV −j] into Ξj rectangles originates a division of Γ
(
WV,H |[(k−1)H−j ,kH−j ]
)
into Ξj geometrical parts.
Each of these parts can in its turn be decomposed into H
mj−j
0 small parts, and therefore
the overall Ξj parts can be decomposed into ΞjH
mj−j
0 = H
mj−j small parts, with the
following property: given two of these Hmj−j small parts, either they differ only by a
translation or by a reflection about the (vertical) Y -axis composed with a translation.
So, their corresponding projections on the X-axis have equal Lebesgue measure L0.
(iii) Let µ0 be defined by µ0(U) := λ ({x ∈ [0, 2] : (x,WV,H(x)) ∈ U}) for all Borel sets
U ⊂ R2, where λ is the Lebesgue measure. We can see that µ0 is a mass distribution
on R2 with Γ(WV,H |[0,2]) = supp µ0. On the other hand, for all Ξj rectangles Rj,α = Rj,
α = 1, ...,Ξj, we have the same value for µ0(Rj), since µ0(Rj) = H
mj−j
0 L0. So, we have
the equalities Ξjµ0(Rj,α) = µ0(
⋃Ξj
α=1Rj,α) = µ0 ([(k − 1)H−j, kH−j]× R) = H−j and
therefore the relations
µ0(Rj) =
H−j
Ξj
≈j H−2jV −j ≈j |Rj|2 (H−j)
−sV,H ≈j |Rj|2−sV,H .
Let Br be a ball centered at any P ∈ Γ(WV,H) with 0 < |Br| = r < 1 and define
jr := min{j′ ∈ N : |Rj′| ≤ r2}. Now we consider all k ∈ {1, ..., 2Hj}, so the ball Br
covers at least one rectangle Rjr = Rjr,k,α and then µ0(Br) ≥ µ0(Rjr) ≈r |Rjr |d, where
d = 2− sV,H .
Also we can cover Br ∩ Γ(WV,H |[0,2]) by θ rectangles Rjr = Rjr,k,α, where θ ∈ N does
not depend on r. So we have µ0(Br) ≤ θµ0(Rjr) ≈r |Rjr |d and therefore we obtain the
relations µ0(Br) ≈r |Rjr |d ≈r rd. The Proof is complete. ¤
Remark:
(a) Let µ0 be as in part (iii) above, in the Proof of Theorem 4.4.6, and take into ac-
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count a refinement of the arguments we used in part (ii) of that Proof. If unionsq := [(k −
1)H−j, kH−j]× [a, b] is a rectangle contained in the full rectangle [(k−1)H−j, kH−j]×
[(bj,k − 1)V −j, bj,kV −j], k ∈ {1, ..., 2Hj} , then the mass of unionsq, µ0(unionsq) , is just propor-
tional to the height hunionsq = (b− a) of the rectangle unionsq , i.e., it holds the equality
µ0(unionsq) = H
−j
V −j
hunionsq.
In order to prove this equality, consider u ∈ N satisfying u ≥ j. Then, by ar-
guments used in part (ii) of that Proof, with u in place of mj , this proportion-
ality is true when unionsq is of the form [(k − 1)H−j, kH−j] × [(l − 1)V −u, lV −u], i.e.
µ0(unionsq) = H−jΞu = H
−j
V −j/V −u =
H−j
V −j V
−u = H
−j
V −j hunionsq ; consequently the result follows for
all general unionsq as above.
(b) Let (Vj)j∈N ⊂ N \ {1} and (k0,j)j∈N ⊂ N be two any (not necessarily bounded)
sequences, and for each j ∈ N consider H0,j := 2k0,j + 1 and Hj := H0,jVj. Suppose
also that in Definition 4.4.2 we use in each iteration j ∈ N the numbers Vj and H0,j,
instead of V and H0, respectively. Then, the equality (proportionality) in part (a)
remains true if we replace V j and Hj by
∏j
j′=1 Vj′ and
∏j
j′=1Hj′ , respectively.
Proof of Corollary 4.4.7
(i) Consider two bounded sequences (Vj)j∈N ⊂ N \ {1} and (k0,j)j∈N ⊂ N, in such way
that
∏j
j′=1 Vj′ ≈j
∏j
j′=1H
s
j′ , where H0,j := 2k0,j + 1 and Hj := H0,jVj for all j ∈ N. In
order to get this, it is sufficient that for each j ∈ N we choose Vj and k0,j as follows:
If
∏j
j′=1 Vj′ ≤
∏j
j′=1H
s
j′ we choose Vj+1 ≥ Hsj+1, otherwise we choose Vj+1 ≤ Hsj+1.
Let now Ws := W
(1)
s : R → R be as in Definition 4.4.2 but by using in each iteration
j ∈ N the numbers Vj and H0,j instead of V and H0, respectively. Then, for n = 1
the Corollary follows by the same arguments of the Proof of Theorem 4.4.6, based
in the measure µ
(1)
0 := µ0, but with
∏j
j′=1 Vj′ and
∏j
j′=1H0,j′ in place of V
j and Hj0 ,
respectively.
(ii) For n ∈ N \ {1}, consider the function Ws := W (n)s : Rn → R defined by
W
(n)
s (x) := W
(1)
s (x1)
∏n
i=2 Λ(xi) for all x = (x1, ..., xn) ∈ Rn, whereW (1)s is the function
considered in (i) satisfying the Corollary for n = 1, and Λ(t) := t + 1 if −1 ≤ t ≤ 0,
Λ(t) := 1 if 0 ≤ t ≤ 1, Λ(t) := 2 − t if 1 ≤ t ≤ 2, and Λ(t) := 0 otherwise. Let us
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prove that Γ(W
(n)
s |[0,1]n) is a d-set with d = n + 1 − s. For this consider the measure
µ
(n)
0 (U) defined by µ
(n)
0 (U) := λ
(n)
(
{x ∈ [0, 1]n : (x,W (n)s (x)) ∈ U}
)
for all Borel sets
U ⊂ Rn+1, where λ(n)(¦) is the Lebesgue measure on Rn.
Let Q
(n)
r ⊂ Rn+1 be a cube with sides parallel to the axes and centered at any
P (n) := (X1, ..., Xn, Xn+1) ∈ Γ(W (n)s |[0,1]n) = supp µ(n)0 . If r ∈ (0, 1) is the side length
of Q
(n)
r and S(n) := {x ∈ [0, 1]n : (x,W (n)s (x)) ∈ Q(n)r }, then we have the identity
S(n) = S(1) × [X ′2, X ′′2 ] × ... × [X ′n, X ′′n], where each [X ′i, X ′′i ], i = 2, ..., n, is an in-
terval of the form [X ′i, X
′′
i ] := [max{0, Xi − r2},min{1, Xi + r2}]. (We consider here
S(1) := {x1 ∈ [0, 1] : (x1,W (1)s (x1)) ∈ Q(1)r }, and Q(1)r ⊂ R2 as the square originated by
the projection of Q
(n)
r on the plane X1◦Xn+1.)
Therefore we have µ
(n)
0 (Q
(n)
r ) = λ(n)(S(n)) = λ(1)(S(1))
∏n
i=2 λ
(1)([X ′i, X
′′
i ]), where λ
(1) is
the linear Lebesgue measure. On the other hand, part (i) and elementary calculations
give λ(1)(S(1)) = µ
(1)
0 (Q
(1)
r ) ≈r r2−s. Hence µ(n)0 (Q(n)r ) ≈r r2−srn−1 = rn+1−s. By ele-
mentary calculations we have also µ
(n)
0 (B
(n)
r ) ≈r rn+1−s, where B(n)r ⊂ Rn+1 are balls
centered at any P (n) ∈ Γ(W (n)s |[0,1]n) with 0 < |B(n)r | = r < 1. The Proof is complete.¤
5.7 Proofs of Section 4.5
Proof of Theorem 4.5.1
(i) Suppose first n = 1, and consider c1δ
2−ε ≤ h(δr)/h(r) ≤ c2δ1+ε for all 0 < δ, r ≤ 1,
for some ε > 0.
(i1) Let f (1) := Wh : R → R be constructed as in Definition 4.4.2, but with Vj ∈
N \ {1}, H0,j := 2k0,j +1 (k0,j ∈ N) and Hj := H0,jVj , in each iteration j ∈ N, instead
of fixed V , H0 = 2k0 + 1 and H = H0V , respectively. We claim that there are such
sequences (Vj)j∈N ⊂ N \ {1} and (k0,j)j∈N ⊂ N, as two bounded sequences satisfying
r2j
∏j
j′=1 Vj′ ≈j h(rj) , where rj :=
∏j
j′=1H
−1
j′ , ∀j ∈ N.
In order to prove this, choose V˘ ∈ N \ {1} such that V˘ ε ≥ 31−εc2, and k˘0 ∈ N such
that H˘0
ε ≥ 21−εc−11 (H˘0 := 2k˘0 + 1). Furthermore, in each iteration take Vj+1 := V˘
and H0,j+1 := 3 (thus c2H
1−ε
j+1 ≤ Vj+1) if r2j
∏j
j′=1 Vj′ ≤ h(rj), and take Vj+1 := 2 and
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H0,j+1 := H˘0 (so c1H
ε
j+1 ≥ Vj+1) if r2j
∏j
j′=1 Vj′ ≥ h(rj). In the first one of the two
situations we have
r2j+1
∏j+1
j′=1 Vj′
h(rj+1)
≤ V˘ h(rj)
h(3−1V˘ −1rj)
r2j
∏j
j′=1 Vj′
h(rj)
≤ V˘ × c−11 (3V˘ )2 × 1 = c.
But we obtain also, by using the hypothesis we assumed on V˘ , the relations
h(rj+1)/h(rj) ≤ c2(rj+1/rj)1+ε = c2H−2j+1H1−εj+1 ≤ H−2j+1Vj+1 =
r2j+1
∏j+1
j′=1 Vj′
r2j
∏j
j′=1 Vj′
,
and therefore
r2j+1
∏j+1
j′=1 Vj′
h(rj+1)
≥ r
2
j
∏j
j′=1 Vj′
h(rj)
holds.
In the second situation we have
r2j+1
∏j+1
j′=1 Vj′
h(rj+1)
≥ (2H˘0)−2
r2j
∏j
j′=1 Vj′
h(rj)
≥ (2H˘0)−2 × 1 = c.
By taking into account the hypothesis we assumed on H˘0, we obtain also the relations
h(rj+1)/h(rj) ≥ c1(rj+1/rj)2−ε = c1H−2j+1Hεj+1 ≥ H−2j+1Vj+1 =
r2j+1
∏j+1
j′=1 Vj′
r2j
∏j
j′=1 Vj′
,
and therefore
r2j+1
∏j+1
j′=1 Vj′
h(rj+1)
≤ r
2
j
∏j
j′=1 Vj′
h(rj)
holds.
In this way we get
r2j
∏j
j′=1 Vj′
h(rj)
≈j 1, and therefore the relation r2j
∏j
j′=1 Vj′ ≈j h(rj).
On the other hand, by the arguments we used in the Proof of Theorem 4.4.6, but with∏j
j′=1 Vj′ ,
∏j
j′=1H0,j′ ,
∏j
j′=1Hj′ in place of V
j, Hj0 , H
j, respectively, we have that the
relation
µ0(Bj) ≈j r2j
∏j
j′=1 Vj′
holds for all balls Bj with |Bj| = rj and centered at any P ∈ supp µ0 = Γ(Wh|[0,1]).
Here, µ0 := µ
(1)
0 is a mass distribution defined by µ
(1)
0 (U) := λ
(1)({x ∈ [0, 1] :
(x,Wh(x)) ∈ U}) for all Borel sets U ⊂ R2, where λ(1)(¦) represents the Lebesgue
linear measure. Consequently, we have µ0(Bj) ≈j h(rj). As the sequence ( rjrj+1 )j∈N is
bounded, then we obtain µ0(Br) ≈r h(r), for all balls Br ⊂ R2 with 0 < |Br| = r ≤ 1
and centered at any P ∈ supp µ0 = Γ(Wh|[0,1]). We proved that Γ(Wh|[0,1]) is a h-set.
(i2) We prove shortly and easily the regularity condition. Consider x, y ∈ R, with
∆ = |y − x| ≈x,y rj for some j = j∆ ∈ N. Then, by construction — see at the begin-
ning of part (i1) — we have |Wh(y)−Wh(x)| ≤
∏j
j′=1 V
−1
j′ ≈j r2j/h(rj) ≈j ∆2/h(∆).
(ii) Consider now the case n ∈ N\{1}, and define h(1)(r) := h(r)/rn−1, with 0 < r ≤ 1.
(ii1) We have the equality h(1)(δr)/h(1)(r) = 1
δn−1h(δr)/h(r), and therefore we obtain
c1δ
2−ε = c1 δ
n+1−ε
δn−1 ≤ h(1)(δr)/h(1)(r) ≤ c2 δ
n+ε
δn−1 = c2δ
1+ε, for all 0 < δ, r ≤ 1.
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Then, by part (i) there is a function f (1) := Wh(1) : R → R satisfying |f (1)(x) −
f (1)(y)| ≤ c∆2/h(1)(∆), and a mass distribution defined by µ(1)0 (U) := λ(1)({x ∈
[0, 1] : (x, f (1)(x)) ∈ U}), such that µ(1)0 (Br) ≈r h(1)(r), for all balls Br ⊂ R2 with
0 < |Br| = r ≤ 1 and centered at any P ∈ supp µ(1)0 = Γ(f (1)|[0,1]).
Let Λ : R → R be defined by Λ(t) = t + 1 if −1 ≤ t ≤ 0, Λ(t) = 1 if 0 ≤ t ≤ 1,
Λ(t) = 2 − t if 1 ≤ t ≤ 2, and Λ(t) = 0 otherwise. We will now to apply an argu-
ment similar to that one used in part (ii) of the Proof of Corollary 4.4.7. Consider the
function Wh := f
(n) : Rn → R, where f (n)(x) := f (1)(x1)
∏n
i=2 Λ(xi), x = (x1, ..., xn),
and define the mass distribution µ
(n)
0 (U) := λ
(n)({x ∈ [0, 1]n : (x, f (n)(x)) ∈ U}) for all
Borel sets U ⊂ Rn+1, where λ(n)(¦) is the Lebesgue measure on Rn.
Let Q
(n)
r ⊂ Rn+1 be a cube with sides parallel to the axes and centered at any point
(X1, ..., Xn, Xn+1) ∈ supp µ(n)0 = Γ(f (n)|[0,1]n). If r is the side length of Q(n)r , then
we obtain µ
(n)
0 (Q
(n)
r ) ≈r rn−1µ(1)0 (Q(1)r ) ≈r rn−1h(1)(r) = h(r), where Q(1)r ⊂ R2 is the
square originated by the projection of Q
(n)
r on the plane X1◦Xn+1.
In this way, we finally get µ
(n)
0 (Br) ≈r h(r), for all balls Br ⊂ Rn+1 with 0 < |Br| =
r ≤ 1 and centered at any P ∈ Γ(f (n)|[0,1]n). We proved that Γ(Wh|[0,1]n) is a h-set.
(ii2) Similarly to part (i2), we consider x, y ∈ Rn with ∆ = |y − x| ≈x,y rj for some
j = j∆ ∈ N. We have h(1)(r) = h(r)/rn−1, as well as the relation |Wh(y) −Wh(x)| ≤∏j
j′=1 V
−1
j′ + c|y − x| ≈j r2j/h(1)(rj) = r2j rn−1j /h(rj) ≈j ∆n+1/h(∆), and therefore the
Proof is now complete. ¤
Definition 5.7.1. Let K ⊂ R be a h1-set, and consider a mass distribution µ := µK
associated to K, see Definition 2.5.6. Given a function f : [0, 2]→ R, then we consider
TKf : K → R defined by (TKf)(t) := f(τ(t)) , where τ (µ) := τ : K → [0, 2] is given
by τ(t) := 2µ( ] −∞, t] ). (We assumed here, without any loss of generality, that we
have µ(R) = 1.) We call T (µ)K := TK the domain operator, see Figures 18ab.
Remark:
We should observe the following: If U is a Borel subset of R, then τ(K ∩ U) is also
a Borel set in R. This will be convenient below, when we define the mass distribution µ¨0.
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Proof of Theorem 4.5.2
(i) Given h2 : (0, 1] → R+ continuous, and satisfying h2(0+) = 0 and c1δ2−ε ≤
h2(δr)/h2(r) ≤ c2δ1+ε for all 0 < δ, r ≤ 1, for some ε > 0. Then, the Proof of the The-
orem 4.5.1 gives us a functionWh2 : R→ R satisfying |Wh2(y)−Wh2(x)| ≤ c∆2/h2(∆),
where ∆ = |y − x|, such that the graph Γ(Wh2|[0,2]) is a h2-set, see Figure 18a. Now,
consider the function TKWh2 : K → R, according to Definition 5.7.1, see Figure 18b.
(i1) Consider t, l ∈ K satisfying 0 < ∆¨ ≤ 1, where ∆¨ := |l − t|. By elementary argu-
ments we obtain, according to Definition 5.7.1, the inequality |τ(l)− τ(t)| ≤ c h1(∆¨).
As a consequence, we obtain (of course, we may assume sup(0,1] h1(¦) sufficiently small)
|TKWh2(l)− TKWh2(t)| = |Wh2(τ(l))−Wh2(τ(t))| ≤ c h 21 (∆¨)/h2(h1(∆¨)).
(We observe that for the interesting particular case of d-sets, h1(r) = rd1 , 0 < d1 ≤ 1, and
h2(r) = rd2 , 1 < d2 < 2, then |TKWh2(l)− TKWh2(t)| ≤ c∆¨d1(2−d2).)
(i2) In this part, we will use essentially the notation as in part (i) of the Proof of
Theorem 4.5.1, here applied to the function Wh2 . For all Borel sets U ⊂ R2, consider
µ0(U) := λ
(1)({x ∈ [0, 2] : (x,Wh2(x)) ∈ U}) with supp µ0 = Γ(Wh2|[0,2]), and define
µ¨0(U) := µ0({(τ(t), w) : t ∈ K ∧ (t, w) ∈ U}),
satisfying supp µ¨0 = Γ(TKWh2). We notice here that by remark of Definition 5.7.1 and
some standard adaptations, this definition of the mass distribution µ¨0 makes sense.
Consider the mass distribution µK associated to K, according to Definition 5.7.1. Let
us assume, without loss of generality, that h1 is monotone and satisfies the inequality
h1(r) ≤ µK(B˙r) (besides h1(r) ≈r µK(B˙r)) for all balls B˙r ⊂ R with 0 < |B˙r| = r ≤ 1
and centered at any X ∈ K = supp µK . Furthermore, for all 0 < r ≤ 1 we define the
integer j(r) := min{j′ ∈ N : 2rj′ ≤ h1( r√2)}, therefore the inequality µK(B˙ r√2 ) ≥ 2rj(r)
holds. (Recall that rj =
∏j
j′=1H
−1
j′ if j ∈ N — see at the beginning of part (i1) of the
Proof of Theorem 4.5.1.)
In this way, the interval τ(K ∩ B˙ r√
2
) contains (at least) an interval Ik := [(k −
1)rj(r), krj(r)] for some k ∈ {1, ..., 2r−1j(r)}, since |Ik| = rj(r) and |τ(K ∩ B˙ r√2 )| ≥ 2rj(r).
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Let P = (XP , YP ) be a point belonging to the graph Γ(TKWh2), and suppose that
Br ⊂ R2 is a ball with 0 < |Br| = r ≤ 1 and centered at P . Of course, the ball Br
contains the square Qr := [XP − r2√2 , XP + r2√2 ] × [YP − r2√2 , YP + r2√2 ], which has
side length r√
2
. By particularizing the ball B˙ r√
2
= [XP − r2√2 , XP + r2√2 ], centered at
XP ∈ K, we already know that τ(K ∩ B˙ r√
2
) contains an interval Ik and, as a conse-
quence, the square Qr contains the rectangle u¨nionsq := τ−1∗ (Ik)× [YP − r2√2 , YP + r2√2 ], where
τ−1∗ (Ik) ⊂ R is the smallest interval that contains the set {t ∈ K : τ(t) ∈ Ik}. Hence,
µ¨0(Br) ≥ µ¨0(u¨nionsq) = µ0(Ik × [YP − r2√2 , YP + r2√2 ]) = µ0(Ik × [ar, br]),
where ar := max{YP − r2√2 , infIk Wh2}, br := min{YP + r2√2 , supIk Wh2}. On the other
hand, by the remark that follows the Proof of Theorem 4.4.6, we obtain the relations
(the remark just gives the first of the equalities, which in fact is a proportionality)
µ0(Ik × [ar, br]) =
∏j(r)
j′=1H
−1
j′∏j(r)
j′=1 V
−1
j′
(br − ar) = br−arrj(r) r2j(r)
∏j(r)
j′=1 Vj′
≈r br−arrj(r) h2(rj(r)) ≈r
br−ar
h1(r)
h2(h1(r)),
see part (i1) of the Proof of Theorem 4.5.1 concerning the second equality and the ≈r
following it — the second (or last) ≈r follows directly by the definition of j(r). At
least for r > 0 sufficiently small (i.e. j(r) large) we have supIk Wh2 − infIk Wh2 ≥ r2√2 ,
thus br − ar ≥ r2√2 , so we get the estimation µ¨0(Br) ≥ c
r h2(h1(r))
h1(r)
.
Concerning the converse inequality, we can cover Br ∩Γ(TKWh2) with finite many rec-
tangles (i.e. for finite many k) of the form u¨nionsq ′ := τ−1∗ (Ik)× [YP − r2 , YP + r2 ], so we have
also the estimation µ¨0(Br) ≤ c r h2(h1(r))h1(r) . In this way, we obtain finally the relation
µ¨0(Br) ≈r r h2(h1(r))h1(r) ,
for all balls Br ⊂ R2 with 0 < |Br| = r ≤ 1 and centered at any P ∈ Γ(TKWh2).
Consequently, the graph Γ(TKWh2) is a h¨-set, where h¨(r) :=
r h2(h1(r))
h1(r)
.
(In the case of d-sets, we have h¨(r) = rd¨, where d¨ := 1 + d1(d2 − 1). We observe that d¨ is
strictly increasing on d1 and on d2. Furthermore, for fixed 1 < d2 < 2, then d¨ ranges over
(1, d2] for 0 < d1 ≤ 1, and for fixed 0 < d1 ≤ 1, then d¨ ranges over (1, 1+ d1) for 1 < d2 < 2.)
(ii) We assume, without any loss of generality, that h1 is monotone and satisfies
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sup(0,1] h1(¦)= 1, and choose h2 as in part (i), particularized by h2(h1(r)) :=
h1(r)h(r)
r .
(In case of d-sets, where h(r) = rd, 1 < d < 1+ d1, we choose d2 such that d1d2 = d1+ d− 1,
in particular 1 < d2 < 2 holds.)
Hence, for this particular h2, the hypotheses given at the beginning of part (i) are
satisfied, and the identity h¨ = h holds for h¨ given as in part (i2). Therefore, by (i2) the
graph of the function Wh := TKWh2 is a h-set. Because we have h
2
1 (u)/h2(h1(u)) =
u h1(u)/h(u) for all 0 < u ≤ 1 (ud1(2−d2) = u1+d1−d in the case of d-sets) , then by part
(i1) the Proof is complete. ¤
x
W (x)
0 1 2
Figure 18a: This graph shows the general aspect of a h-set, W := Wh, when constructed
as in Definition 4.4.2 — recall Figures 15abc — and generalized according to the Proof of
Theorem 4.5.1
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x∈K 
K 
K(x) 
Figure 18b: The graph WK := TKW originated from the one of Figure 18a, by applying
the domain operator TK , according to Definition 5.7.1. (We don’t see the details at a very
small scale)
6 Discussion, applications and open problems
6.1 Summary of the Chapter
In Section 6.2 we present results that, although out of the the main line of research,
extend particular results of some previous Sections. We also state here the density
Lemma 6.2.3 and an application of it. We will use this Lemma in the next Section, in
order to give a new proof (frequency approach) for Theorem 3.3.1.
In Section 6.3 we give new versions and new proofs for the embeddings of Section
3.3, and afterwards we compare frequency and wavelet approaches, and also the non-
smooth atoms approach, as far as concerns embeddings between oscillation and Besov
spaces, estimations for fractal dimensions, or construction of d-sets as graphs.
In Section 6.4, firstly we mention some practical contexts strongly related to fractals,
and secondly we switch to practical applications which are inspired and based on the
embeddings (and respective proofs) of Section 3.3. We consider the problem of the
general signal detection, and then we present a numerical simulation for wave and chirp
signals, for samples with dimension 1024. In Section 6.5 we list some open problems
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and conjectures that naturally arose from the obtained results in the main Sections 3
and 4, as well as conjectures for possible extensions or generalizations of that results.
6.2 Some complementary results
In this Section we will state the density Lemma 6.2.3, which we will use in the Proof
of Theorem 3.3.1 given below in Section 6.3 where we use a frequency approach. Fur-
thermore, in the following Lemma 6.2.5 — which states the result referred in [31], p.
23, Remark 3 — we use that Lemma 6.2.3 in order to easily extend Lemma 6.2.4 from
SΩ(Rn) to LΩp (Rn), with 0 < p ≤ ∞. (Recall Definition 2.1.7.)
The following two Lemmas are the famous Paley-Wiener-Schwartz theorems. In part
(i) of Lemma 6.2.2, if f is regular we can interpret supp both in the classic way or in
the sense of the distributions.
Lemma 6.2.1. ([31], p. 13) The following two assertions are equivalent:
(i) ϕ ∈ S(Rn) and supp Fϕ ⊂ {ξ ∈ Rn with |ξ| ≤ b},
(ii) ϕ extends to an entire analytic function of n complex variables — still called ϕ
— and for any λ > 0 and any ε > 0 there exists a constant cλ,ε such that |ϕ(z)| ≤
cλ,ε(1 + |x|)−λe(b+ε)|y| holds for all z = x+ iy with x ∈ Rn and y ∈ Rn.
Lemma 6.2.2. ([31], p. 13) The following two assertions are equivalent:
(i) f ∈ S ′(Rn) and supp Ff ⊂ {ξ ∈ Rn with |ξ| ≤ b},
(ii) f extends to an entire analytic function of n complex variables — still called f —
and for an appropriate real number λ and for any ε > 0 there exists a constant cε such
that |f(z)| ≤ cε(1 + |x|)λe(b+ε)|y| holds for all z = x+ iy with x ∈ Rn and y ∈ Rn.
Lemma 6.2.3. Let G,A ⊂ Rn be non-empty bounded sets and addictionally suppose
that G is open. Hence, for all 0 < p <∞, it follows that
SG(Rn) is dense in LGp (Rn) with the norm ‖ ¦ ‖Lp(Rn) + supA | ¦ |.
Proof of Lemma 6.2.3
Consider f ∈ LGp (Rn). Let ζ ∈ S(Rn) with ζ(0) = 1, |ζ(x)| ≤ 1,∀x ∈ Rn and with
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supp(Fζ) compact. It is easy to find such a ζ, because a translation of ζ and a multi-
plication by a scalar k ∈ C \ {0} preserves supp(Fζ).
For all k ∈ N let ψk(x) := f(x)ζ(x/k),∀x ∈ Rn. Then by Lemmas 6.2.1/6.2.2 we have
ψk ∈ S(Rn),∀k ∈ N. Because G is open, for k sufficiently large we have ψk ∈ SG(Rn).
Consider ε > 0. Define Mε > 0 with
∫
|t|≥Mε |f(t)|pdt ≤ 12( ε2)p, and define kε ∈ N such
that for all k ≥ kε it holds |ζ(x/k)− 1|p ≤ εp/21+∫|t|≤Mε |f(t)|pdt for all x ∈ Rn with |x| ≤Mε
or x ∈ A. We observe by Lemma 6.2.2 that f is bounded on A. Hence
‖ψk − f‖Lp(Rn) ≤ ε and supA |ψk − f | ≤ ε supA |f |,∀k ≥ kε. ¤
Lemma 6.2.4. ([31], p. 19) Consider 0 < p ≤ ∞, and let Ω ⊂ Rn be a compact
set. For any h > 0 and k = (k1, ..., kn) ∈ Zn, define Qhk := {(x1, ..., xn) ∈ Rn with
hki ≤ xi < h(ki + 1) for i = 1, ..., n}. Then, there exist three strictly positive numbers
h0, c1 and c2 such that (standard modification if p =∞)
c1
(∑
k∈Zn |ϕ(xk)|p
) 1
p ≤ h−np ‖ϕ‖Lp(Rn) ≤ c2
(∑
k∈Zn |ϕ(xk)|p
) 1
p
holds for all h with 0 < h < h0, all sets (xk)k∈Zn with xk ∈ Qhk, and all ϕ ∈ SΩ(Rn).
Lemma 6.2.5. Consider 0 < p ≤ ∞, and let G ⊂ Rn be a bounded open set containing
Ω as in Lemma 6.2.4. Let h0, c1 and c2 be the (strictly positive) numbers referred in
that Lemma with the same Ω. Consider 0 < h < h0, let x = (xk)k∈Zn with hkj ≤ xj <
h(kj + 1), ∀j = 1, ..., n, and for all f ∈ LGp (Rn) define Ξ(f) := (
∑
k∈Zn |f(xk)|p)1/p.
Then, for all f ∈ LGp with Ξ(f) <∞ we have (standard modification for p =∞)
c1Ξ(f) ≤ h−n/p‖f‖Lp(Rn) ≤ c2Ξ(f).
Proof of Lemma 6.2.5
Suppose that G is not empty and consider f ∈ LGp (Rn). Let ε > 0 and define Ξε(f) as
the sum Ξ(f) restricted to k ∈ Zn with |k| ≤ 1/ε.
By the density Lemma 6.2.3, ∃ϕε ∈ SG(Rn) with max{c1, c2}|Ξε(ϕε) − Ξε(f)| <
ε and h−n/p|‖ϕε‖Lp(Rn) − ‖f‖Lp(Rn)| < ε. So, by Lemma 6.2.4 it holds c1Ξ(ϕε) ≤
h−n/p‖ϕε‖Lp(Rn) ≤ c2Ξ(ϕε).
On the other hand, c1Ξ(f)− h−n/p‖f‖Lp(Rn) equals the sum
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(c1Ξ(f)− c1Ξε(f)) + (c1Ξε(f)− c1Ξε(ϕε)) + (c1Ξε(ϕε)− c1Ξ(ϕε))
+(c1Ξ(ϕε)− h−n/p‖ϕε‖Lp(Rn)) + (h−n/p‖ϕε‖Lp(Rn) − h−n/p‖f‖Lp(Rn)),
which can then be estimated from above by (c1Ξ(f)−c1Ξε(f))+ε+0+0+ε. Therefore,
the inequality c1Ξ(f) ≤ h−n/p‖f‖Lp(Rn) + (c1Ξ(f)− c1Ξε(f)) + 2ε holds.
Moreover, as we can see in its Proof, that functions ϕε of Lemma 6.2.3 satisfy |ϕε(t)| ≤
f(t), ∀t ∈ Rn. Thus, we have additionally Ξ(ϕε)− Ξε(ϕε) ≤ Ξ(f)− Ξε(f).
The quantity h−n/p‖f‖Lp(Rn) − c2Ξε(f) equals the sum
(h−n/p‖f‖Lp(Rn) − h−n/p‖ϕε‖Lp(Rn)) + (h−n/p‖ϕε‖Lp(Rn) − c2Ξ(ϕε))
+(c2Ξ(ϕε)− c2Ξε(ϕε)) + (c2Ξε(ϕε)− c2Ξε(f)) + (c2Ξε(f)− c2Ξ(f)),
which can then be estimated from above by ε+0+(Ξ(f)−Ξε(f))+0+(Ξ(f)−Ξε(f)).
Therefore, the inequality h−n/p‖f‖Lp(Rn) ≤ c2Ξε(f) + ε+ 2(Ξ(f)− Ξε(f)) holds.
Finally, by taking the limits when ε→ 0+, we get the desired inequalities. ¤
Remark: As we can see, in the Proof of Lemma 6.2.5 we essentially made use of Lemmas
6.2.3 and 6.2.4. Moreover, now after proving Lemma 6.2.5, we can condense parts (i)-
(ii) of the (second) Proof of Theorem 3.3.1 given in Section 6.3 below, by using this
Lemma 6.2.5 instead of Lemmas 6.2.3/6.2.4 in that Proof.
More applications of Theorem 5.5.4, and another kind of generalizations
Remark 6.2.6. Besides Theorem 5.5.4, we take the oportunity to make here some
other easy and direct generalizations, although they may be not very pertinent.
(a) Of course, like in Theorem 5.5.4 we can also make a generalization with ρ > 1 in
place of N and 2, of Lemma 3.4.2, Theorem 3.4.1 with Definition 3.4.1, Remark 5.3.3,
Remark 3.4.3; Theorem 3.4.4 with Definition 3.4.2; Theorem 3.4.5 with Definition
3.4.3, Remark 5.3.4, Theorem 3.4.6; Theorem 4.3.2 with Definition 4.3.1; Theorem
3.5.1 and Remark 3.5.2; finally part (b) of the present Remark.
(b) We can also make another kind of generalizations. First let us define the linear
spaces V
α
(Rn) and Bsp,∞(Rn), substituting lim by lim in Definition 2.3.1. Hence if
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f : Rn → R is measurable we define ‖f‖V α(Rn) := limν→∞N ν(α−n)
∑
|I′|=N−νn oscI′(f)
and if f ∈ S ′(Rn) we define ‖f‖Bsp,∞(Rn) := limj→∞2js‖ϕj ∗ f‖Lp(Rn). In the same
way we define also the corresponding classes V
α−
(Rn), V α+(Rn), V α∗(Rn), the linear
space V
α
(T ), and the classes V
α−
(T ), V
α+
(T ), V
α∗
(T ). Similarly we define the classes
B
s−
p (Rn) :=
⋂
σ<sB
σ
p,∞(Rn), B
s+
p (Rn) :=
⋃
σ>sB
σ
p,∞(Rn) and B
s∗
p (Rn) := B
s−
p (Rn) \
B
s+
p (Rn).
Then, with these definitions, we have the upper counterpart of remark of Definition
2.2.4 and the upper counterpart of Theorem 3.2.1 and Remark 3.2.2 for dimB, V
γ−
(T ),
V
γ+
(T ), V
γ−
(Rn), V γ+(Rn). We have the upper counterpart of Remark 3.3.6-(b), with
V , B and dimB in place of the lower counterparts V , B and dimB. We have also a
kind of upper counterpart for Remark 3.3.6-(c), the embedding V
γp
(Rn) ↪→ Bγp,∞(Rn)
for 1 ≤ p < ∞ and γ ∈ R, and also the corresponding lower counterpart embedding.
We have the upper counterpart for Theorem 4.2.1/Remark 4.2.2, i.e., the equivalence
ψW ∈ Bsp,∞(Rn)⇐⇒ limj→∞2jsaj <∞.
Extension of Theorem 4.4.6 and Corollary 4.4.7
The Theorem 4.4.6, with Definition 4.4.2, was generalized by Corollary 4.4.7 and Theo-
rems 4.5.1/4.5.2, in order to construct graphs which are d-sets and h-sets, respectively.
We dealt only with bounded sequences (Hj)j∈N in the respective Proofs, because in
this case we obtain appropriate estimates for the mass of the corresponding graphs.
In the following Theorem 6.2.7 we give a generalization of that Corollary 4.4.7 in a
different direction, by dealing with such constructions of graphs when those sequences
are unbounded. Although we don’t have the guarantee that such graphs are d-sets, we
show that if that sequence (Hj)j∈N does not grow excessively fast then the Hausdorff
dimension of such graphs remains d = n + 1 − s, where s falls between 0 and 1 and
stands for the Ho¨lder smoothness of the graph as a function on Rn.
Theorem 6.2.7. Consider two (not necessarily bounded) sequences (Vj)j∈N ⊂ N \
{1} and (k0,j)j∈N ⊂ N. For all j ∈ N, denote H0,j := 2k0,j + 1, Hj := H0,jVj,
V (j) :=
∏j
j′=1 Vj′, H0(j) :=
∏j
j′=1H0,j′, H(j) := H0(j)V (j) =
∏j
j′=1Hj′, and sj :=
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log V (j)/ logH(j) (so H(j)sj = V (j)). Assume that it holds 0 < s := limj→∞ sj < 1
and also sj ≥ s (i.e. H(j)s ≤ V (j)). Furthermore, as a growth condition suppose
additionally that limj→∞
Hj
H(j)δ
= 0 holds for all δ > 0.
Let now W := W (1) : R → R be as in Definition 4.4.2 but by using in each iteration
j ∈ N the numbers Vj and H0,j instead of V and H0, respectively. For n ∈ N \ {1},
consider the function W := W (n) : Rn → R defined by W (n)(x) := W (1)(x1)
∏n
i=2 Λ(xi)
for all x = (x1, ..., xn) ∈ Rn, where Λ(t) := t+ 1 if −1 ≤ t ≤ 0, Λ(t) := 1 if 0 ≤ t ≤ 1,
Λ(t) := 2− t if 1 ≤ t ≤ 2, and Λ(t) := 0 otherwise. Then we have the relations
W ∈ Cs(Rn) and dimH Γ(W ) = n+ 1− s.
Proof of Theorem 6.2.7
The Theorem follows essentially by the same arguments given in the Proofs of The-
orem 4.4.6 and Corollary 4.4.7, but with V (j), H0(j), H(j) in place of V
j, Hj0 , H
j,
respectively. In fact, by using an argument given in part (ii) of the Proof of Corollary
4.4.7, we may assume n = 1, and by using the argument given in part (i) of the Proof
of Theorem 4.4.6, with elementary adaptations, we obtain W ∈ Cs(R).
In what follows we will prove the equality dimH Γ(W ) = 2 − s (for n = 1). Con-
sider j ∈ N, and let ¤j be a square with width H(j)−1 and contained in a rectangle
of the form [(k − 1)H(j)−1, kH(j)−1] × [(bj,k − 1)V (j)−1, bj,kV (j)−1] — see the re-
mark that follows the Proof of Theorem 4.4.6. Thus, by using that remark we obtain
µ0(¤j) = H(j)
−1
V (j)−1H(j)
−1, so µ0(¤j) = H(j)
−2
H(j)−sj
= (H(j)−1)2−sj . Let Br be a ball centered
at any P ∈ Γ(W ) with H(j)−1 ≤ |Br| = r ≤ H(j − 1)−1, with j ≥ 2 integer. Hence,
µ0(Br) ≤ cµ0(¤j−1) = c(H(j − 1)−1)2−sj = c(H(j)−1)2−sjH2−sjj .
Consider δ > 0 and let jδ ∈ N be sufficiently large. Thus, for j ≥ jδ it holds
µ0(Br) ≤ c(H(j)−1)2−sjH(j)(2−sj)δ ≤ c(H(j)−1)2−s−δH(j)(2−s)δ
= c(H(j)−1)2−s−(3−s)δ ≤ r2−s−(3−s)δ.
By remark (b) of Definition 2.5.3 we get dimH Γ(W ) ≥ 2− s− (3− s)δ, ∀δ > 0.
On the other hand, we have also the estimation of the mass from below,
µ0(Br) ≥ cµ0(¤j) = c(H(j)−1)2−sj = cHsj−2j (H(j − 1)−1)2−sj ,
and it holds also limj→∞Hj/H(j − 1)δ = limj→∞(Hj/H(j) δ1+δ )1+δ = 0. Therefore, for
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j ≥ jδ, we get also the inequalities
µ0(Br) ≥ c(H(j − 1)−1)2−sjH(j − 1)(sj−2)δ ≥ c(H(j − 1)−1)2−s+δH(j − 1)(s−2)δ
= c(H(j − 1)−1)2−s+(3−s)δ ≥ r2−s+(3−s)δ.
By remark (b) of Definition 2.5.3 we get dimH Γ(W ) ≤ 2 − s + (3 − s)δ, ∀δ > 0.
Therefore, we have dimH Γ(W ) = 2− s and the Proof is complete. ¤
6.3 Comparison of different techniques
In Section 5.2 we proved the Theorem 3.3.1 by using a wavelet approach for the Besov
spaces — see Lemma 5.2.2 with Definition 5.2.1. In order to prove that Theorem
3.3.1 by using a frequency approach, we will need to use Lemma 6.2.4 and the density
Lemma 6.2.3, as well as the following Lemma 6.3.1. (Cf. remark that follows the Proof
of Lemma 6.2.5.)
Lemma 6.3.1. ([31], p. 22) Let Ω ⊂ Rn be a compact set. Let 0 < p ≤ q ≤ ∞ and
α ∈ (N0)n a multi-index. Then there exists c > 0 such that for all f ∈ LΩp (Rn) we have
‖Dαf‖Lp(Rn) ≤ c‖f‖Lp(Rn).
Lemma 6.3.2. Let ϕj as in Definition 2.1.8 for all j ∈ N0. Consider f ∈ S ′(Rn) and
define fk :=
∑k
j=0 ϕj∗f for all k ∈ N. Then in S ′(Rn) with the strong topology we have
lim
k→∞
fk = (2pi)
n
2 f.
Proof of Lemma 6.3.2
Define bk :=
∑k
j=0 Fϕj, k ∈ N. Then by remark (b) of Definition 2.1.8, for all k ∈ N it
holds bk(ξ) = 1 if |ξ| ≤ 2k and |bk(ξ)| ≤ sup |Fϕ| for others ξ ∈ Rn.
Let ρ > 0 and Aρ := {ψ ∈ Rn with p2n,0(ψ) < ρ}. In (S ′(Rn), S(Rn)), we have
| < bk − 1, ψ > | ≤
∫
|ξ|≥2k(sup |Fϕ| + 1)|ψ(ξ)|dξ for all ψ ∈ Aρ. Then the estimation
supψ∈Aρ | < bk − 1, ψ > | ≤ c
∫
|ξ|≥2k
dξ
|ξ|2n holds.
This last integral tends to 0 when k → ∞. Therefore in S ′(Rn) with the strong
topology we have limk→∞ bk = 1. On the other hand, by [22], pp. 34 and 38, with
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elementary adaptations, we have in S ′(Rn) the identity F−11 = (2pi)n2 δ, where δ is the
Dirac tempered distribution on Rn. Then by the continuity of F−1 on S ′(Rn) we have,
in S ′(Rn) with the strong topology, the convergence
∑
j≥0 ϕj = (2pi)
n
2 δ.
By the continuity ([22], p. 18) of the convolution operator on S ′(Rn) we have with
the strong topology the convergence limk→∞ fk =
(∑
j≥0 ϕj
)
∗ f . Then the identity
f = δ ∗ f in S ′(Rn) completes the Proof. ¤
The following Lemma concerns continuous real functions and follows by Lemmas 6.3.2
and 5.2.3.
Lemma 6.3.3. Consider α ∈ R. Let ϕj be as in Definition 2.1.8 for all j ∈ N0.
Let f : Rn → R be a continuous function with f ∈ S ′(Rn). Then we have
(2pi)
n
2 ‖f‖V α(Rn) ≤
∑
j≥0
‖Re(ϕj ∗ f)‖V α(Rn) .
This inequality is a consequence of the following one, where I ′ is a cube in Rn as in
Definition 2.2.2:
(2pi)
n
2 oscI′(f) ≤
∑
j≥0
oscI′Re(ϕj ∗ f).
Nevertheless, at least for 0 < α < 1 there is no lower (or upper) counterpart of the first
inequality for V α(Rn) (or respectively V α(Rn) – see Remark 6.2.6-(b) for definition),
because the right hand side always equals 0 in this case. (In fact, in this case we have
ϕj ∗ f ∈ S(Rn), see Lemmas 6.2.1/6.2.2.)
Proof of Theorem 3.3.1 (Frequency approach)
By [31], p. 131, f is continuous, and as we can see at the beginning of the first Proof,
given in Section 5.2, we can assume 1 ≤ p <∞ in order to prove the Theorem.
Let m ∈ N be such that supp f ⊂ [−m,m]n, and define ∑′ and ∑′j as general sums
over dyadics I ′ restricted to the cubes [−m,m]n and [−m2j,m2j]n, respectively.
(i) Consider j ∈ N0 and ν ∈ N0.
Define Gj := {ξ ∈ Rn : |ξ| < 2j+2} and consider ψj ∈ SGj(Rn).
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Let |I ′| = 2−νn, I ′ as in Definition 2.2.2 with N = 2.
(i1) Let ν ≤ j. We have oscI′(Reψj) ≤ 2 supI′ |ψj|. Let j0 ∈ N0, then by Ho¨lder’s
inequality and because ν ≤ j, we have
′∑
|I′|=2−νn
sup
I′
|ψj| ≤ (2ν2m)n
p−1
p
 ′∑
|I′|=2−νn
sup
I′
|ψj|p
 1p ≤ cm2νn p−1p
 ′j∑
|I′|=2−j0n
sup
I′
∣∣ψj(2−j¦)∣∣p
 1p .
Taking j0 sufficiently large then by Lemma 6.2.4 the factor (¦)
1
p can be estimated from
above by c2
j0n
p ‖ψj(2−j¦)‖Lp(Rn) = c′2j
n
p ‖ψj‖Lp(Rn).
Because ν ≤ j and γ ≥ n
p
then we have νγ + (j − ν)n
p
≤ jγ. Consequently, it holds
2ν(γ−n)
∑′
|I′|=2−νn oscI′(Reψj) ≤ cm2jγ‖ψj‖Lp(Rn).
(i2) Let ν ≥ j. By the mean value Theorem we have oscI′(Reψj) ≤ 2−ν
∑n
i=1 supI′
∣∣∣ ∂∂xiReψj∣∣∣.
Let i ∈ {1, ..., n}, then by the Ho¨lder’s inequality we have
′∑
|I′|=2−νn
sup
I′
∣∣∣∣ ∂∂xiReψj
∣∣∣∣ ≤ (2ν2m)n p−1p
 ′∑
|I′|=2−νn
sup
I′
∣∣∣∣ ∂∂xiψj
∣∣∣∣p
 1p .
Let ν0 ∈ N0. Because ν ≥ j then the last sum can be estimated from above by∑′j
|I′|=2−(ν+ν0−j)n supI′
∣∣∣( ∂∂xiψj)(2−j¦)∣∣∣p.
Taking ν0 sufficiently large, then by Lemma 6.2.4 the factor (¦)
1
p can be estimated from
above by
c2(ν+ν0−j)
n
p
∥∥∥∥( ∂∂xiψj
)
(2−j¦)
∥∥∥∥
Lp(Rn)
.
By Lemma 6.3.1 this last norm can be estimated from above by
c‖2jψj(2−j¦)‖Lp(Rn) = c2j2j
n
p ‖ψj‖Lp(Rn).
Because ν ≥ j then we have νmin{1, γ} − ν + j ≤ jmin{1, γ}. Then we have
2ν(min{1,γ}−n)
∑′
|I′|=2−νn oscI′(Reψj) ≤ cm2jmin{1,γ}‖ψj‖Lp(Rn).
(i3) Looking at (i1) and (i2) we conclude in particular, for all j, ν ∈ N0, the inequality
2ν(min{1,γ}−n)
∑′
|I′|=2−νn oscI′(Reψj) ≤ cm2jγ‖ψj‖Lp(Rn).
(ii) Let j ∈ N0, ν ∈ N0 and ϕj as in Definition 2.1.8.
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We have ϕj ∗ f ∈ LGjp (Rn). Therefore, by (i3) and the density Lemma 6.2.3 we have
2ν(min{1,γ}−n)
′∑
|I′|=2−νn
oscI′Re(ϕj ∗ f) ≤ cm2jγ‖ϕj ∗ f‖Lp(Rn).
(iii) Let ν ∈ N0. By the second inequality of Lemma 6.3.3 and by Definition 2.1.8 we
have
2ν(min{1,γ}−n)
′∑
|I′|=2−νn
oscI′(f) ≤ cm‖f‖Bγp,1(Rn).
Of course, we may replace
∑′ by ∑ in the obtained inequality. Then by taking the
supν≥0 on the left hand side we obtain the desired inequality. ¤
In Section 5.2 we proved the Theorems 3.3.1 and 3.3.4 by using a wavelet approach.
Next, we state the Theorems 6.3.5/6.3.7, which are very similar to that Theorem 3.3.4,
but now we use a frequency approach in the respective Proofs.
Lemma 6.3.4. (Young’s inequality, see [30], p. 31, particular case)
Let 1 ≤ p ≤ ∞ and consider f ∈ Lp(Rn) and g ∈ L1(Rn). Then we have the inequality
‖f ∗ g‖Lp(Rn) ≤ ‖f‖Lp(Rn)‖g‖L1(Rn).
Next, we give a stronger version for the case 1 ≤ p <∞ of Theorem 3.3.4. In fact, the
following Theorem 6.3.5 takes advantage of the Young’s inequality — see Lemma 6.3.4
—, by dealing with a frequency approach that uses a version of compactly supported
functions φj instead of wavelets. Of course, this result is also deeper than Theorem
6.3.7 for 1 ≤ p < ∞, whose Proof deals with the usual ϕj cutoff functions which are
not compactly supported.
Theorem 6.3.5. Let 1 ≤ p <∞ and γ ∈ R. Then we have the embeddings Lp(Rn) ∩
V γp(Rn) ↪→ Bγp,∞(Rn) and L1(Rn) ∩ V γp(Rn) ↪→ Bγp,∞(Rn).
Proof of Theorem 6.3.5 (Frequency-wavelet approach)
Let f ∈ V γp(Rn). Of course f is bounded and measurable, and then f ∈ S ′(Rn).
Let ϕ and ϕj as in Definition 2.1.8 for all j ∈ N0.
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(i) By Lemma 6.3.4 we obtain the inequality
‖ϕ0 ∗ f‖Lp(Rn) ≤ cmin{‖f‖L1(Rn), ‖f‖Lp(Rn)}.
(ii) Consider ² > 0. Let φ ∈ S(Rn) be such that supp φ ⊂ {x ∈ Rn : |x| ≤ 1},∫
Rn φ(t)dt = 0 , and (Fφ)(ξ) 6= 0 for ξ ∈ Rn with d(ξ,supp (Fϕ)) < ². Here, d is the
usual distance between points or sets in Rn.
It is easy to find this φ, because supp φ(k¦) shrinks and supp F (φ(k¦)) enlarges when
k enlarges. Hence, all we need is to replace φ by φ(k¦) for k sufficiently large.
Define φj(x) := 2
jnφ(2jx), ∀x ∈ Rn,∀j ∈ N , as well as τ : Rn → R with (Fτ)(ξ) :=
(Fϕ)(ξ)
(Fφ)(ξ)
if d(ξ,supp (Fϕ)) < ² and (Fτ)(ξ) := 0 otherwise.
Let j ∈ N. Because Fϕ = (Fτ)(Fφ) then we have also Fϕj = (Fτ)(2−j¦)(Fφj). There-
fore we have ϕj = 2
jnτ(2j¦) ∗φj. By the associativity of the convolution on S ′(Rn) and
by Lemma 6.3.4 we obtain ‖ϕj ∗ f‖Lp(Rn) ≤ ‖2jnτ(2j¦)‖L1(Rn)‖φj ∗ f‖Lp(Rn). Then
‖ϕj ∗ f‖Lp(Rn) ≤ c‖φj ∗ f‖Lp(Rn).
(iii) We notice here that, for j ∈ N, I ′ as in Definition 2.2.2, x ∈ I ′, the hypothesis∫
Rn φ(t)dt = 0 justifies that it holds, see Definition 6.3.1-(ii1/ii2) with ε = 0, the iden-
tity
∫
Rn φj(t)f(x − t)dt =
∫
Rn φj(t)fI′(x − t)dt, therefore it holds also (φj ∗ f)(x) =∫
|t|≤2−j φj(t)f(x− t)dt =
∫
|t|≤2−j φj(t)fI′(x− t)dt, so we have
|(φj ∗ f)(x)| ≤
∫
|t|≤2−j |φj(t)fI′(x− t)|dt.
The rest of the Proof consists in to applying the same calculation techniques as in part
(ii) of the Proof of Theorem 6.3.7, putting j0 = 1, γ
′ = γ, ε = 0 and replacing ϕj ∗∗∗f
by φj ∗ f . In this way we obtain, for all j ∈ N, 2jγ‖φj ∗ f‖Lp(Rn) ≤ c‖f‖V γp(Rn), and
therefore
sup
j≥1
2jγ‖φj ∗ f‖Lp(Rn) ≤ c‖f‖V γp(Rn).
(iv) By (ii) and (iii) we have supj≥1 2
jγ‖ϕj ∗ f‖Lp(Rn) ≤ c‖f‖V γp(Rn). Therefore by
using (i) and Definition 2.1.8 we get
‖f‖Bγp,∞(Rn) ≤ cmax
{
min{‖f‖L1(Rn), ‖f‖Lp(Rn)}, ‖f‖V γp(Rn)
}
,
in other words ‖f‖Bγp,∞(Rn) ≤ cmin{‖f‖L1(Rn)∩V γp(Rn), ‖f‖Lp(Rn)∩V γp(Rn)}. The Proof is
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now complete. ¤
Definition 6.3.1. Consider ϕj as in Definition 2.1.8 for all j ∈ N. Let f : Rn → R
be a bounded and measurable function with a compact support. Consider j ∈ N and
0 < ε < 1.
(i) We define (ϕj ∗ ∗f)(x) :=
∫
|t|≤2−j+[jε] ϕj(t)f(x− t)dt, ∀x ∈ Rn.
(ii)
(ii1) We define (
∏n
i=1[ai, ai + 2
−j])# :=
∏n
i=1[ai − 2−j+[jε], ai + 2−j + 2−j+[jε]], where
ai ∈ R,∀i = 1, ..., n.
(ii2) Let |I ′| = 2−jn, I ′ as in Definition 2.2.2. We define fI′(x) := f(x) − kI′ for all
x ∈ Rn, where kI′ := 1|I′#|
∫
I′# f(t)dt. (Here, |I ′#| stands for the volume of I ′#, ruling
out of the remark of Definition 2.5.1.)
(ii3) Let |I ′| = 2−jn, I ′ as in Definition 2.2.2, and consider the interior I ′o of I ′. We
define – almost everywhere – (ϕj ∗ ∗ ∗ f)(x) :=
∫
|t|≤2−j+[jε] ϕj(t)fI′(x− t)dt, ∀x ∈ I ′o.
Remark:
We have
∫
I′# fI′(t)dt = 0. Moreover, ϕj ∗ ∗f is continuous and ϕj ∗ ∗ ∗ f is continuous
almost everywhere.
Lemma 6.3.6. Consider 0 < p ≤ ∞, 0 < q ≤ ∞ and s ∈ R. Let f : Rn → R be a
bounded and measurable function with a compact support. Let j0 ∈ N and 0 < ε < 1.
Then — see Definition 6.3.1 — we have the equivalences (modification if q =∞)
‖f‖Bsp,q(Rn) <∞⇐⇒
∑
j≥j0
(
2js‖ϕj ∗ ∗f‖Lp(Rn)
)q
<∞⇐⇒
∑
j≥j0
(
2js‖ϕj ∗ ∗ ∗ f‖Lp(Rn)
)q
<∞.
Proof of Lemma 6.3.6
Let R,L > 0 be such that supp f ⊂ BR(0) and sup |f | ≤ L. Let ϕ and ϕj as in
Definition 2.1.8 for all j ∈ N0.
By Lemmas 6.2.1/6.2.2 we have ϕj ∗ f ∈ S(Rn),∀j ∈ N0 and consequently it holds
‖ϕj ∗ f‖Lp(Rn) <∞,∀j ∈ N0.
Let k > 0. Then we have |x|k|ϕ(x)| ≤ ck,∀x ∈ Rn. Consider j ∈ N sufficiently large.
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(i) Let x ∈ Rn. We have (ϕj ∗ ∗f)(x) = 0 for |x| ≥ R+ 12 and (ϕj ∗ ∗ ∗ f)(x) = 0
for |x| ≥ R +√2 + 1
2
.
(ii) For all x ∈ Rn with |x| ≥ R + 1 we have |(ϕj ∗ f)(x)| ≤ ck,R,L2j(n−k)|x|−k.
(iii) Let k ≥ n+ 1 and x ∈ Rn. Hence |(ϕj ∗ ∗f)(x)− (ϕj ∗ f)(x)| ≤ ck,L2j ε2 (n−k).
(iv) Let k ≥ n + 1 and x ∈ Rn. Then we have |(ϕj ∗ ∗ ∗ f)(x)− (ϕj ∗ ∗f)(x)| ≤∣∣∣∫|t|≤2−j+[jε] Lϕj(t)dt∣∣∣ = L ∣∣∣∫|t|≥2−j+[jε] ϕj(t)dt∣∣∣ ≤ L ∫|t|≥2−j+[jε] |ϕj(t)|dt ≤ L ∫|t|≥2−j+j ε2 |ϕj(t)|dt ≤
L
∫
|t|≥2j ε2 |ϕ(t)|dt ≤ ckL
∫
|t|≥2j ε2 |t|−kdt = ck,L2j
ε
2
(n−k) ∫
|t|≥1 |t|−kdt ≤ c′k,L2j
ε
2
(n−k).
(v) Then by (i)-(iv), if we take k ≥ n + 1 sufficiently large we obtain the desired
equivalences. ¤
The Lemma 6.3.6 above allow us to prove the following Theorem by using a frequency
approach, although this Theorem is actually a weak version of Theorems 3.3.4/6.3.5.
Theorem 6.3.7. Let 0 < p < ∞ and γ′ > γ. Suppose that f ∈ V γ′max{1,p}(Rn) has a
compact support. Then we have f ∈ Bγp,∞(Rn).
Proof of Theorem 6.3.7 (Frequency approach)
Of course f is bounded and measurable, and then f ∈ S ′(Rn).
Let 0 < ε < 1. We will take into account Lemma 6.3.6 with Definition 6.3.1.
(i) Let 0 < p ≤ 1 and j ∈ N. Let R > 0 be such that supp f ⊂ BR(0).
Then, analogously to part (i) of the Proof of Theorem 3.3.4, by Ho¨lder’s inequality we
obtain∫
|x|≤R+1 |(ϕj ∗ ∗f)(x)|pdx ≤
(∫
|x|≤R+1 (|(ϕj ∗ ∗f)(x)|p)
1
p dx
)p (∫
|x|≤R+1 1
1
1−pdx
)1−p
.
We have ‖ϕj ∗ ∗f‖Lp(Rn) ≤ cR‖ϕj ∗ ∗f‖L1(Rn), therefore we may assume 1 ≤ p <∞.
(ii) Let 1 ≤ p < ∞ and consider f ∈ V γ′p(Rn). Suppose j ∈ N, j ≥ j0 with j0
sufficiently large, and let |I ′| = 2−jn, I ′ as in Definition 2.2.2. Then for x ∈ I ′ we have
|(ϕj ∗∗∗f)(x)| ≤
∫
|t|≤2−j+[jε]
|ϕj(t)fI′(x−t)|dt ≤ c2jn2(−j+[jε])n sup
I′#
|fI′| ≤ c2jεn sup
I′#
|fI′|.
Therefore we have supI′ |ϕj ∗ ∗ ∗ f | ≤ c2jεn supI′# |fI′|. By the equality of the re-
mark that follows Definition 6.3.1, we have (supI′# fI′) (infI′# fI′) ≤ 0, and therefore
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supI′# |fI′ | ≤ supI′# fI′ − infI′# fI′ . The right hand side of the last inequality can be
estimated from above by
∑
I′′ oscI′′(fI′) =
∑
I′′ oscI′′(f), where the last two sums are
taken over all (1 + 2[jε]2)n cubes I ′′ ⊂ I ′#, |I ′′| = 2−jn, I ′′ as in Definition 2.2.2.
Hence ‖ϕj ∗ ∗ ∗ f‖Lp(Rn) ≤
(∑
|I′|=2−jn |I ′| supI′ |ϕj ∗ ∗ ∗ f |p
) 1
p
≤ c2jεn
(
2−jn
∑
|I′|=2−jn supI′# |fI′|p
) 1
p
≤ c2jεn
(
2−jn
∑
|I′|=2−jn (
∑
I′′ oscI′′(f))
p
) 1
p
≤ c2jεn
(
2−jn
∑
|I′|=2−jn(1 + 2
[jε]2)np
∑
I′′(oscI′′(f))
p
) 1
p
.
This last quantity can be estimated from above by
c2j2εn
(
2−jn
∑
|I′|=2−jn
∑
I′′(oscI′′(f))
p
) 1
p
≤ c(2 sup |f |) p−1p 2j2εn
(
2−jn
∑
|I′|=2−jn
∑
I′′ oscI′′(f)
) 1
p
≤ c(sup |f |) p−1p 2j2εn
(
2−jn(1 + 2[jε]2)n
∑
|I′|=2−jn oscI′(f)
) 1
p
≤ c′(sup |f |) p−1p 2j3εn2j εnp
(
2−jn
∑
|I′|=2−jn oscI′(f)
) 1
p
.
On the other hand, because f ∈ L1(Rn) then we have inf |f | = 0, and therefore
sup |f | ≤ ‖f‖V γ′p(Rn). In this way, 2jγ′‖ϕj ∗ ∗ ∗ f‖Lp(Rn) can be estimated from above
by
c‖f‖
p−1
p
V γ′p(Rn)2
j3εn‖f‖
1
p
V γ′p(Rn) = c2
j3εn‖f‖V γ′p(Rn).
Then by taking ε > 0 small we get supj≥j0 2
jγ‖ϕj ∗ ∗ ∗ f‖Lp(Rn) ≤ c‖f‖V γ′p(Rn) <∞.
So, by Lemma 6.3.6 we have ‖f‖Bγp,∞(Rn) <∞ and therefore the Proof is complete. ¤
Comparing different approaches:
So far, we have been acquiring experience and collected techniques in what concerns
smoothness and oscillation or fractal dimensions of the graphs of continuous real func-
tions. On the other hand, it is convenient to decide in each situation the more appro-
priate approach, comparing mainly the frequency and wavelet approaches to Besov-
Triebel-Lizorkin spaces. By frequency approach we mean to consider the Definition
2.1.8 for those spaces, whereas the characterization given in Lemmas 5.2.2/5.2.5 with
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Definition 5.2.1 based in the reference [37], p. 194, is an wavelet approach. We will
compare, for each of the main results above dealing with that topic, these two ap-
proaches, which are somewhat different, at least at first glance.
The Theorem 3.3.4 which we proved in Section 5.2 by using the wavelet approach, or
alternatively the Theorems 6.3.5/6.3.7, have as a practical intention to be used in order
to prove the Corollary 3.3.5, and each one of these three results is sufficient for that.
In fact, although the Theorem 6.3.7 is not a sharp result, it is asymptotically sharp,
and that is all we need to obtain an estimate for box dimension as in Corollary 3.3.5.
However, looking to these three Theorems and respective Proofs, we realize first that
the Theorem 6.3.7 is not only weaker than the other two Theorems, but also demands a
much more complicated Proof. This is due to the fact that the functions ϕj on the basis
of the frequency approach — recall Definition 2.1.8 — are not compactly supported.
By using wavelets in the Proof of Theorem 3.3.4, which are compactly supported —
recall Lemmas 5.2.2/5.2.5 with Definition 5.2.1 —, the Proof comes much simpler, in
particular we don’t need to use the Lemma 6.3.6. Nevertheless, as soon as we replace
the functions ϕj by another ones φj with compact support, as in the Proof of Theorem
6.3.5, we recover all the advantages of the wavelets and additionally we can also apply
classical results as the Young’s inequality for 1 ≤ p ≤ ∞ — see Lemma 6.3.4 and
comments following it — in order to get a slightly stronger embedding. However, in
order to apply those functions φj we needed to introduce part (ii) in that Proof of
Theorem 6.3.5.
If we are interested in trigonometric or exponential series with phases, then we can
make a good characterization in terms of smoothness and box dimensions by using
the frequency approach. This was made in Theorem 4.2.1, Remark 4.2.2, Theorem
4.2.3 and Remark 4.2.4, taking advantage of the flexibility available in this approach
concerning different phases in each frequency, which does not happen in the wavelet
approach. We have exactly the same situation, in favor to the frequency approach,
when we want to construct a particular series, representing a function whose graph
has a box dimension above a prescribed value. This can be observed in the Theorems
3.4.1/3.4.4 with respective chirp functions as in Definitions 3.4.1/3.4.2, where we use
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appropriately the flexibility in the choice of the positions 1/ ln j, m(j, l) or m(j, k),
m(j, k, l).
On the contrary, in the case of the other chirp function referred in Theorems 3.4.5/3.4.6
with Definition 3.4.3, we are interested on an estimation of the box dimension from
above, so in this situation the wavelet approach can be an excellent alternative. In
general estimations from above for upper box dimension, we have used frequently the
Corollary 3.3.2. In order to prove such an estimation we made use of the embedding
given by Theorem 3.3.1, which we proved in Section 5.2 by using a wavelet approach
for the Besov spaces. In order to prove that Theorem 3.3.1 by using this approach we
used Lemma 5.2.2 instead of Definition 2.1.8 and we did not need to use neither the
Lemma 6.2.4 nor the density Lemma 6.2.3. By the way, actually we could not use that
Lemma 6.2.4 even if we have wanted to do it, because in the wavelet approach we do
not have bounded frequence band-width. In fact, unlike in the frequency approach,
where F (ϕj ∗ f) are compactly supported functions — recall Definition 2.1.8 —, in the
wavelet approach the functions fj — see the Proof of Theorem 3.3.1 given in Section
5.2 — are compactly supported themselves, and the price to pay for this is that Ffj
are not compactly supported.
On the other hand, we deduced general estimations from below for box dimensions
in Corollary 3.3.5 and Remark 3.3.6-(b). In the Proof of such an estimation we used
Theorem 3.3.4, or alternatively the Theorems 6.3.5 and 6.3.7, which we have already
compared above. We notice also here that if Fψ0 would be compactly supported, then
in part (ii1) of the Proof of Theorem 3.3.4, given in Section 5.2, the term originated
from j = 0, i.e.,
(∑
m∈Zn | < f, ψ0(¦−m) > |p
) 1
p =
(∑
m∈Zn(ψ0 ∗ f)(m) > |p
) 1
p , could
be estimated by c‖ψ0 ∗ f‖Lp(Rn) by using the Lemma 6.2.4. In that case we would
obtain the same result as in Theorem 6.3.5 by applying the Young’s inequality as in
Lemma 6.3.4, but in fact we cannot apply the Lemma 6.2.4 in the wavelet approach,
due to the frequency-unboundedness of the wavelet ψ0.
In what d-sets or h-sets are concerned, as we saw in Definition 4.4.2 and remark fol-
lowing it, and in respective Theorem 4.4.6 and Corollary 4.4.7, or even in Theorems
4.5.1/4.5.2, it is very convenient to make an approach by using non-smooth atoms,
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according to the reference [36]. The same approach is also appropriate in order to
construct graphs which are not h-sets, as have been done easily in Corollary 4.4.4 and
remark following it, according to Definition 4.4.1 and Figure 14. In fact, as we saw in
the explanation at the end of Section 4.4, as well as in the Proof of Theorem 4.2.7,
if we want to use any kind of lacunary series of smooth type, then we should make
a restriction of the function to a Cantor-like set. This is due to the overcharge of
mass that occurs around the stationary points of the partial sum of the series, which
is a difficulty that the Cantor-like set solves by removing short intervals around these
points. Recall that we explored just the opposite situation in Corollary 4.4.4, where
the local maximums of a triangular-type wave cause a lack of mass in the graph of the
sum of the series.
6.4 Development of applications
Fractals everywhere: There is a strong physical motivation to study fractals, since
they appear in innumerable contexts, sometimes originated from turbulence phenom-
ena with a statistic distribution. On the other hand, the fractal signature in the nature
is frequently expressed in a deterministic way. Scaled structure of sand and gravel or
of the buildings or roads and streets that compose a city, are examples of functional
concretizations of fractal structures in innumerable dimensions. On animals, circula-
tory and respiratory systems carry blood and oxigen and lead it throughout the body
by a sophisticated fractal ramification, and there are also analogous structures in the
plants.
Remarkable, the fractals are canonical tools to waste energy, because they have lack
of resonance frequencies. Instead, they have a fine structure of reflections in their ‘big’
boundary, to which is associated a ‘resistive coefficient’ of dissipation. Namely, the
trees and forests are perfect and idiomatic examples of this. They brake the wind in a
soft and even process, and the rocks in breakwaters work in such a way against loud
waves, since they tend to create a fractal stucture. Sophisticated technologies imitate
these structures, as the glasses of a car, which have a fractal surface in order to spread
and even the light.
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In what concerns applications, we firstly recognise some academic ones related with
Sections 4.4 and 4.5, concerning the importance of d-sets or h-sets as graphs of func-
tions. In fact, the need for this kind of constructions can be seen e.g. in [36], pp.
477-478, in [6], p. 61, or in [28], p.67, Remark 7.1. In what follows, we will find appli-
cations for more practical purposes.
Some applications related with the embeddings of Section 3.3:
We will now switch to practical applications and use a somewhat loose language, since
in this part we are interested only on experimental facts, although they were suggested
by precise theoretical results.
Let us start by recalling the main embeddings of the Section 3.3, Theorems 3.3.1 and
3.3.4/6.3.7, as well as Theorems 3.4.1/3.4.4 together with Theorem 3.2.1 and Remark
3.2.2. We may write versions of those results as applications, by interpreting the norm
operators as sensors for signals. In order to do this, let us restrict attention to
continuous real functions supported on the unitary ball B1(0). By adding a “◦” to
the notations for the corresponding Besov and oscillation spaces, we mean that we are
considering such a restriction.
Application 6.4.1. Let 0 < p <∞ and s≥ n
p
. Then, B◦,sp,1(Rn) ↪→ V ◦,min(1,s)(Rn).
∴ This result expresses that ‖ ¦ ‖B◦,sp,1 is at least as sensible as ‖ ¦ ‖V ◦,min(1,s) .
Application 6.4.2. Let 0 < p <∞ and s ∈ R. Then, Lmax(1,p)(Rn)∩V ◦,smax(1,p)(Rn) ↪→
B◦,sp,∞(Rn) and moreover it also holds V ◦,smax(1,p)+ε(Rn) ⊂ B◦,sp,∞(Rn).
∴ This result says that ‖ ¦ ‖V ◦,smax(1,p)+ε is at least as sensible as ‖ ¦ ‖B◦,sp,∞ .
Application 6.4.3. Let 0 < p, q ≤ ∞ and 0 < s ≤ n
p
. Then, there exists a chirp-type
function Λ : Rn → R such that Λ ∈ B◦,s−εp,q (Rn) and Λ 6∈ V ◦,ε(Rn), ∀ε > 0.
∴ And, for chirp-type signals, ‖ ¦‖V ◦,ε is strictly more sensible than ‖ ¦‖B◦,s−εp,q .
146
6.4 Development of applications 6 Disc. Applic. Open problems
The problem of joint detection and classification, or even segmentation, of signals with
added random noise (see e.g. Figure 19), is one of the most difficult and fundamen-
tal. Actually, in practice high level of correct detection can be at the expense of high
computacional effort, so there is a need for a good balance between accurateness and
robustness, having in mind the aims we proposed. Next, we will simulate numerically
the Applications above applied to this topic, since they sugest promising tools to han-
dle the problem of signal detection.
Numerical simulation for samples with dimension 1024:
Consider random samples of noise η with dimension k0 = 2
e0 = 1024 (e0 := 10),
generated under a standard gaussian probability. On the other hand, let ζ be a sam-
pling of a signal, with the same dimension k0 = 1024, for instance a wave or a chirp as
Wave−signal := (AS cos(2pi × 0.01× k))k0k=1 ,
Chirp−signal := (AS cos(2pi × 0.0001× k2))k0k=1 ,
where AS is the amplitude of the signal, in our case a number between 0 and 1.
 
 
 
Figure 19: Signal with added
standard gaussian noise; sample
dimension k0 = 1024
In both cases, wave and chirp, we will run AS over all set { 1500 , ..., 500500}, getting then
a cloud of 500 points, as shown in Figures 20 and 21 below. Each point of the cloud
represents a signal, the abcissa is the amplitude AS of the signal and the respective
ordinate is the statistical significance SS observed when the statistical test is one of the
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operators ΨFou or ΨOsc, according to the definitions below. The higher the point in
the cloud, the higher the probability of being detected. We present also, from a rough
interpretation of the cloud, the smallest signal we expected to detect on each case.
The values of SS were estimated by the Monte Carlo method, in which we obtained a
random sampling with dimension 10000. It is remarkable that in the Fourier case the
computation time observed was about 55 times the observed for the oscillation case,
so we expect much less computational effort for signal detection in the later case.
We define the Fourier approach operator , based on (1.5) of [27], as
ΨFou :=
100∑
m=0
∣∣∣∣∣
k0∑
k=1
(ηk + ζk)e
i2pi m
200
k
∣∣∣∣∣ .
In what concerns the oscillation approach consider, for each ν ∈ {1, .., e0},
Osc(ν) :=
2ν−1∑
u=1
sup
kν,u
(ηk + ζk)− inf
kν,u
(ηk + ζk),
where — for any pair (ν, u) — both supremum and infimum are taken over all kν,u ∈
{1 + 2e0−ν+1(u − 1), ..., 2e0−ν+1u}, i.e. kν,u runs over all integers on that interval. In
this way, we define the oscillation approach operator
ΨOsc :=
(1, .., e0) (lnOsc(e))
e0
e=1
‖(1, .., e0)‖2 ‖(lnOsc(e))e0e=1‖2
,
by means of a scalar product in the numerator.
What we can conclude by observing the Figures 20ab below is that a wave-signal is
more likely to be detected by using the Fourier approach than the oscillation approach.
On the other hand, Figures 21ab express that at least for these concrete chirp-signals
(we have not tried others) the oscillation approach is more effective.
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Figure 20a: Wave-signal detection - Fourier approach (Runovski, [27])
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Figure 20b: Wave-signal detection - Oscillation approach
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Figure 21a: Chirp-signal detection - Fourier approach (Runovski, [27])
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Figure 21b: Chirp-signal detection - Oscillation approach
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So, in general we expect from the Fourier approach a more effective detection for wave-
signals and, on the other hand, from the oscillation approach a higher efectiveness
for chirp-signals. Furthermore, the easiness to capture the frequency properties of a
signal by looking only to oscillations of it gives to oscillation approach the additional
advantage of a much lighter computational effort.
Probably, the strength of applying each approach is not as an alternative to each other,
but the possibility to incorporate them appropriately on the classic methods instead.
The main purpose of this Section is to give motivation for future theoretical work re-
lated with detection techniques, which moreover can be much enriched when also the
constant or variable integrability and/or smoothness come into play.
6.5 Open problems and conjectures
Besides the development theory suggested by the previous Section, there are other
open problems that naturally arise from the results of the present work and others
related with fractals. Though in this thesis we obtained a somewhat complete picture
for maximal and minimal dimensions, summarized in Section 3.5, however it would be
useful to generalize these results, namely for spaces of functions defined on d-sets.
On the other hand, there are in the work many aspects that were not completely solved,
therefore we will point out for instance some open questions related with Sections 3.3,
3.6, 4.2, 4.4 and 4.5. We start by asking whether the following Remark 6.5.1 is true,
or whether it is not, if applied to Theorem 3.3.1 instead.
Remark 6.5.1. Let us generalize the norms ‖ ¦ ‖Bsp,q(Rn) and ‖ ¦ ‖V α(Rn) — see De-
finitions 2.1.8 and 2.2.4 — by replacing 2js and 2jα by 2jsj and 2jαj , respectively,
where (sj)j∈N, (αj)j∈N ⊂ R. Then, for this more general smoothness, the Lemmas
6.3.3/5.2.3/5.2.4 remain true. Likewise, Theorems 3.3.4 and 6.3.5 also hold; more-
over, with 1 ≤ p < ∞ it follows that the Proof of Theorem 6.3.7 remains true if
we conclude it only as supj≥j0 2
jγj‖ϕj ∗ ∗ ∗ f‖Lp(Rn) ≤ c‖f‖V γ′jp(Rn), without applying
Lemma 6.3.6; by the way this Lemma is true if we additionally impose sj ≤ σ for some
σ ∈ R. Also, Theorem 4.2.1 and Remark 4.2.2 remain true if we assume sj ≤ σ for
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some σ ∈ R. (These more general results can be obtained with the same Proofs, though
adapted here for this more general smoothness.)
Concerning generalizations of the embeddings of Section 3.3, one interesting direction
is to consider weighted Besov spaces Bsp,q(Rn, w) instead of the classic ones. In addition,
we may consider also variable smoothness s = s(x) or variable integrability p = p(x),
and then we enhance the theory structure by defining variable Hausdorff dimension
dimH or, better, modifying Definition 2.5.6 by considering a variable mass function
h(r) = h(r, x).
A pertinent question related to the lifting operator (see Definition 2.1.5 and recall
Lemma 3.6.2, Theorem 3.6.3 and comments following it) is the one we make at the end
of Section 3.6, i.e. we ask if a decreasing in smoothness by lifting a fixed continuous
real function always ends on an increasing of box or Hausdorff dimensions. Another
form for this question is the following: If t > 0, we question for instance if it holds
dimΓ(f) > dimΓ(I−tf) whenever f and I−tf are continuous real functions satisfying
dimΓ(f) > n.
A very interesting question is a classic one: Considering the functionWs as in Theorem
4.2.6, even in the simplest form — e.g ρ = 2, θj = 0 — we don’t know deterministically
when the Hausdorff dimension of the graph is 2 − s or a strictly smaller value — see
Section 4.2, particularly Theorem 4.2.6 and comments following it.
Another related question not answered so far is whether the Hausdorff dimension of a
graph given by a wavelet series depends on the wavelet positions, or not.
We saw in the comments following Theorem 4.4.1 that the graphs of the functions
Ws as in that Theorem are not d-sets and do not even satisfy the ball condition. In
particular, this is true for the function fs as in Figure 13. On the other hand, for the
functions WV,H or Ws as in Definition 4.4.2, Theorem 4.4.6 and Corollary 4.4.7, their
graphs are d-sets, therefore must satisfy the ball condition.
Furthermore, for the function Ws as in Corollary 4.4.4 and Remark 4.4.5, whose graph
is not a d-set nor a h-set, we can ask whether this graph satisfies at least the ball
condition, or not. We can ask also if (some part of) the graph of fs is at least a h-set
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— see Figures 13 and 16.
The functionW ∈ Cs(Rn) of Theorem 6.2.7 comes from an extension of Corollary 4.4.7
and its graph has Hausdorff dimension d = n + 1 − s. What the Theorem does not
ensure and we now ask, is whether (some part of) the graph of W is a d-set or at least
a h-set.
On the other hand, Theorem 4.5.2 should be generalized in order to construct h-sets
as graphs of functions on a h1-set ⊂ Rn, for any n ∈ N. Moreover, we should find
necessary and sufficient conditions for the existence of h-sets, as graphs of functions on
Rn or on h1-sets⊂ Rn.
By the way, we defined the domain operator as in Definition 5.7.1, and used it in the
Proof of Theorem 4.5.2. Nevertheless, it would be interesting, from both practical and
theoretical points of view, to study properties of this operator when applied to more
general classes of functions on h-sets.
In order to finish this thesis, we presented Corollary 4.5.5 in a very incomplete form,
since this result leaves open the determination of the maximal Hausdorff dimension over
all real functions of Bsp,q(K) which are traces of continuous functions, where 1 < p <∞,
0 < d1 ≤ 1, d1 ≤ s < 1, and K is a d1-set contained in R; with more generality, we
may ask for extending these results to the case when K is a d1-set contained in Rn,
where 0 < d1 < n, for all 0 < s < 1 and all n ∈ N.
Actually, this extension of Corollary 4.5.5 has already been completely achieved in [8],
but this paper is still in construction in order to reach an even more general form.
From a pragmatic point of view, we should namely compare the present Section with
papers on related open problems, we refer for instance [19]. So, from now on we
have many directions of interesting and promissing research, both in theoretical and
practical senses.
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