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Abstract: The ubiquity of multimodal smart devices affords new opportunities for eyes-free applications for conveying graphical information to both sighted and visually impaired users. Using
previously established haptic design guidelines for generic rendering of graphical content on touchscreen interfaces, the current study evaluates the learning and mental representation of digital
maps, representing a key real-world translational eyes-free application. Two experiments involving
12 blind participants and 16 sighted participants compared cognitive map development and test
performance on a range of spatio-behavioral tasks across three information-matched learning-mode
conditions: (1) our prototype vibro-audio map (VAM), (2) traditional hardcopy-tactile maps, and
(3) visual maps. Results demonstrated that when perceptual parameters of the stimuli were matched
between modalities during haptic and visual map learning, test performance was highly similar
(functionally equivalent) between the learning modes and participant groups. These results suggest
equivalent cognitive map formation between both blind and sighted users and between maps learned
from different sensory inputs, providing compelling evidence supporting the development of amodal
spatial representations in the brain. The practical implications of these results include empirical evidence supporting a growing interest in the efficacy of multisensory interfaces as a primary interaction
style for people both with and without vision. Findings challenge the long-held assumption that
blind people exhibit deficits on global spatial tasks compared to their sighted peers, with results also
providing empirical support for the methodological use of sighted participants in studies pertaining
to technologies primarily aimed at supporting blind users.
Keywords: vibratory touchscreens; accessibility (blind and visually impaired); haptic maps; non-visual
map access; eyes-free applications; cognitive map development

Received: 17 November 2021
Accepted: 9 December 2021
Published: 22 December 2021
Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affiliations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses/by/
4.0/).

1. Introduction
The proliferation of touchscreen-based devices in recent years presents promising new
opportunities to address the longstanding issue of providing non-visual access to graphical
materials for blind and visually impaired (BVI) people. According to the most recent
estimates, 252 million people worldwide have moderate to severe vision impairment, and 49
million people are legally blind [1,2]. Screen-reading software using text-to-speech engines,
such as VoiceOver for Mac/iOS [3] and JAWS for Windows [4], have largely solved the issue
of providing access to digital text-based materials for BVI people. By contrast, despite new
multimodal interaction methods enabled by touchscreens, there remains a fundamental lack
of analogous solutions for providing non-visual, multisensory access to graphical content
and non-textual materials. This is problematic as visual graphics serve as a critical format
for efficiently conveying complex information across many domains and disciplines (e.g.,
through graphs, infographics, maps, and scientific simulations). As such, they have become
increasingly pervasive in daily life, a trend perpetuated by the convenience and widespread
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use of handheld touchscreen-based visual displays on computationally powerful smart
devices. Given that touchscreen-based smart device usage among the visually impaired
population has increased dramatically in recent years, from 12% in 2009 to 82% in 2014 [5],
there has been growing interest among researchers and developers to address the BVI
graphical access problem by expanding use of this technology through audio-based and
vibration-based interactions, as well as combinations of the two. Although promising,
these multimodal platforms also offer unique and novel challenges due to the limitations
imposed by the underlying touchscreen hardware. Despite being classified as ‘touch
displays’, there is in fact little meaningful tactile information or cutaneous feedback passed
from the nondescript glass display to its user, as the visually based onscreen information
does not have any tangible, physical features. As such, traditional usage scenarios rely on
visually dependent output of graphical information, with touch reserved primarily as an
input method. To address this limitation, a growing body of work has begun to examine
the use of touch/haptic cues as an output modality for applications supporting BVI users.
Some notable examples of using touchscreen-based haptics include accessing bar graphs,
letter identification, and shape discrimination [6], as well as accessing multi-line data
representations [7,8], recognizing shapes and patterns [9,10], and accessing maps [11–15].
We posit that, although promising and worthy of further investigation, haptic rendering on touchscreens presents challenges with respect to: (1) input/perception—ensuring
accurate haptic information extraction and encoding, (2) processing/cognition—ensuring
the perceived information is accurately interpreted and represented in memory, and
(3) output/behavior—ensuring the developed mental representation supports a high level
of subsequent performance on behavioral tasks. Although several guidelines have been
established throughout the years for abstracting, schematizing, and generating tangible
equivalents of visual graphics for traditional (non-touchscreen-based) tangible media
such as raised-line drawings [16] and tactile maps [17,18], it would be inappropriate to
assume that these guidelines are directly transferrable to touchscreen-based renderings
of graphical materials. This is because the physical processes that enable tactile sensation of traditional tangible materials are fundamentally different than those underlying
vibration-based interactions, e.g., vibrotactile perception, as is studied here. To clarify,
whereas physical tangible materials are primarily perceived through mechanoreceptors
activated by pressure-based skin displacement [19], haptic interactions on touchscreens
are not pressure driven but primarily involve stimulation of vibration-sensitive Pacinian
corpuscles, which are maximally innervated between 200 and 300 hz [7,20]. Owing to the
limited intrinsic cutaneous information passed from the glass surface of touchscreen-based
devices, haptic perception on touchscreens relies on extrinsic feedback created by innervation of these corpuscles by vibration. The exploratory procedures (EPs) that enable
haptic perception of dynamic touchscreen-based approaches differ as well. That is, when
interacting with traditional tangible media, such as hard-copy maps and graphs, people
most commonly employ one or more of the following three EPs for accessing and extracting graphical information: (1) lateral motion (moving the fingers back and forth across
a texture or feature), (2) contour following (tracing an edge of the graphical element),
and/or (3) whole-hand exploration of the global shape [21–24]. By contrast, non-visual
information extraction from touchscreens typically involves EPs utilizing just one finger,
with strategies including circling around an angle/vertex, zigzagging along a line, contour following, or four-directional scans [12,13,25,26]. Furthermore, even when graphical
renderings on touchscreen-based devices have been haptically perceived through these
EPs, various other spatio-cognitive challenges may arise, including preserving spatial
resolution, integrating temporal information, and overcoming various vulnerabilities due
to systematic distortions [7,27]. As such, guidelines for static, tangible materials intended
for displays relying on pressure-based information extraction cannot simply be substituted
or adopted when implementing dynamic, vibration-based graphical elements for use with
touchscreen interfaces. To resolve this issue, several recent studies have started to provide
much needed guidelines for the effective use of vibrotactile stimuli on touchscreen-based
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smart devices [28,29]. Building on this work, we designed a series of psychophysically
motivated usability studies to both address the dearth of research in this domain and to
provide a set of rigorous design guidelines to support perceptually salient and functionally meaningful interactions for BVI users on this proliferating and natively multimodal
computational platform. The results from this work led to the empirical identification
of a core set of guidelines and parameters for the design of haptically salient graphical
materials optimized for delivery on touchscreens [30,31]. These guidelines are summarized
in Table 1.
Table 1. Six parameters and guidelines for rendering and schematizing line-based graphical materials
on touchscreen devices. Adapted from [30].
Parameter for

Guideline

Vibrotactile Line Detection

On-screen lines must be rendered at a minimum width of 1 mm for
supporting accurate detection via haptic feedback

Vibrotactile Gap Detection

An interline gap width of 4 mm bounded by lines rendered at a width of
4 mm is recommended for discriminating parallel lines.

Discriminating Oriented Vibrotactile Lines

A minimum angular separation (i.e., cord length) of 4 mm is
recommended for supporting discrimination of oriented lines. Angular
elements should be schematized by calculating the minimum perceivable
angle (using the formula: θ = 2 arcsin (cord length/2r)).

Vibrotactile Line Tracing and Orientation Judgments

A minimum line width of 4 mm is necessary for supporting tasks that
require line tracing (path following), judging line orientation, and
learning of complex spatial path patterns.

Building Mental Representations from Spatial Patterns

When rendered at a width of 4 mm, users can accurately judge
vibrotactile line orientation to an angular interval of 7◦ .

Feedback Mechanism for Vibrotactile Perception

Users prefer vibrotactile feedback as a guiding cue (i.e., used to
identify/follow lines) as opposed to a warning cue. This interaction style
also leads to better performance.

This article extends and evaluates these basic research findings using a practical
use-case scenario: non-visual learning of multimodal/tactile maps. However, this is not
a study about the broad efficacy of tactile maps, as the value of these displays for BVI
people has been demonstrated for decades [32–34]. The following explores previous work
related to tactile maps utilizing multisensory cues and the important implications of these
interfaces for the processes underlying accurate and efficient navigation.
2. Related Work
The theoretical relevance of previous work related to tactile maps for BVI users can
be best understood through the lens of blind spatial cognition. That is, it has been long
theorized that BVI individuals are differentially impaired compared to their sighted peers
on complex spatial tasks requiring more than route knowledge, such as spatial inferencing, spatial updating, allocentric judgments, and environmental (configurational) learning
(see [35–37] for reviews). While maps can be used to determine routes, they also provide
access to off-route environmental information, such as inter-object relations and global
(survey) structure [38,39]. As such, they represent an excellent tool for supporting the
complex spatial behaviors known to be most difficult for BVI individuals [38]. Specifically,
map use is well suited for facilitating the development of cognitive maps [39], which serve
as the allocentric, viewer-independent spatial representations that enable accurate and
flexible navigation [39,40]. Previous work has demonstrated that cognitive map development is particularly challenging for BVI navigators, as successful formation requires
learning and representing allocentric information and structural knowledge [41,42]. However, when BVI users have access to traditional tactile maps (consisting of raised elements,
texture variation, and braille labels [17,18,43]) their spatial learning, cognitive mapping,

Multimodal Technol. Interact. 2022, 6, 1

4 of 22

and wayfinding performance of the depicted environments has been demonstrated to be
reliably improved [32,44,45].
Over the years, the traditional tactile map has evolved to incorporate multimodal interfaces, with the seminal work on audio-tactile maps being done in the late 1980s [46]. Since
then, many incarnations of accessible digital maps have been developed, most involving
some form of multisensory user interface (for review, see [47,48]). These multimodal maps,
usually incorporating auditory cues and/ or text-to-speech descriptions coupled with a tactile display, have been shown to be extremely beneficial in supporting BVI spatial behaviors,
such as route planning, learning landmark relations, wayfinding, and cognitive mapping.
Some examples of multimodal maps that have been tested with BVI users include systems
employing a physical map overlay [49,50], a force feedback haptic device [51,52], a dynamic
pin array [53,54], and most recently, touchscreen-based vibrotactile feedback [11,14,15].
Approaches utilizing this latest class of multimodal map have demonstrated learning
of road networks [11], floor maps of university buildings [14], as well as simple street
maps using both mobile and watch-based interfaces [15]. Taken together, these results
speak to the powerful utility of multimodal maps rendered on touchscreens for promoting
map learning.
The following section describes the general contributions of the current work, which
leverages the benefits of touchscreen-based map learning through a vibro-audio map
(VAM). Beyond validating the efficacy of the previously established guidelines, our approach leverages the benefits of mobile form factors, compares results against existing
gold standards, and provides important theoretical contributions related to cognitive map
formation between BVI and sighted users.
3. Contributions
When digital maps are rendered on touchscreen devices, as is done here, they provide additional use-case flexibility for users by conveying scalable spatial information
with increased multimodal interaction capabilities, such as through vibration, audio, and
kinesthetic feedback. Dense map information that was once confined to the fixed scale of
paper, or limited by the size and expense of dedicated hardware solutions like pin arrays
or force feedback devices, now fits on users’ existing devices and is capable of multiple
interaction methods. However, despite the convenience and new interaction potentials of
touchscreen-based smart devices, the vast majority of map information rendered on touchscreens remains reliant on visual information extraction, contributing to the longstanding
graphical information access problem for BVI people that motivates this work. To address
this issue, the VAM presents graphical (visual) elements to BVI users via a multisensory
combination of vibro-tactile and auditory feedback, synthesized through the coupling of
hand movements during information extraction [6].
One practical design goal of this paper was to extend previous work employing
conceptually similar interfaces used for identifying basic perceptual and usability parameters [12–14] to a real-world map-use application, which allows us to evaluate both
the efficacy of the VAM and the perceptual parameters used during its optimization for
supporting accurate cognitive map development, a more complex spatial skill. Positive
results with the VAM across our battery of test measures would not only provide validation
for these guidelines to support information access and spatial learning in a real-world
scenario, but they also open the door for its usability in supporting many other non-visual
applications involving accessing, learning, and representing complex graphical content.
A second motivation of the current work is to compare learning with the VAM
against existing gold-standard mapping approaches for both BVI and sighted users (i.e.,
hardcopy-tactile maps for BVI users and visual maps for sighted users). The outcomes of
these comparisons make both basic and applied contributions to our existing knowledge.
First, results provide a metric of cognitive map formation and subsequent test performance accuracy on key spatial behaviors as a function of the map-learning mode (visual vs.
tactile). These findings have theoretical relevance. If test performance, which involves a
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common set of spatial tasks for both conditions, did not reliably differ between the maplearning modes, then the results would provide evidence for the development of a unified
spatial representation in the brain. By contrast, results revealing differential performance on
these test metrics would challenge the notion of a unified spatial representation, suggesting
instead the development of sensory-specific representations from the two map-learning
modalities. We predict the former outcome based on a growing body of evidence demonstrating that, when input modalities are matched for information content at learning, a
sensory-independent ‘amodal’ spatial representation is formed in memory that supports
functionally equivalent behavior, irrespective of the input mode (for review, see [55]).
Second, the results enable us to assess whether there are differences in cognitive
mapping and test accuracy after haptic map learning between BVI and sighted participants.
This comparison has practical significance because, even though the utility of haptic maps
is well established for BVI users, the efficacy of these displays is poorly studied with sighted
learners (however, see [56], who found equivalent performance between these groups when
learning simple three-leg route maps). Given that a core argument advanced here is that
sighted users can also benefit from non-visual displays to support multisensory tasks and
eyes-free situations, it is essential that we are able to obtain a robust index of their spatiocognitive abilities on more complex tasks, as is possible from this experimental design.
We argue that more comparisons of this type are needed to advance inclusive design for
multimodal technologies and break the de facto assumption that visual interfaces are only
relevant to sighted people and tactile and multisensory interfaces are predominately used
by blind users. Indeed, all too often, the focus of access technology for BVI people is
heavily biased toward totally blind individuals, although people with no usable vision only
represent around 5% of the legally blind population [57,58]. In most cases, the non-visual
information used by totally blind individuals could be equally relevant to sighted users and
visual UI elements could also benefit a broad range of visually impaired people with usable
vision; however, these aspects of multisensory design are rarely considered. We posit that
inclusion of multisensory UI elements is the single-most beneficial design decision that can
be implemented to ensure inclusive, universally designed products. Interestingly, while
most of the interactive mapping approaches cited here use multimodal interfaces, very little
is discussed in these studies about how the same system could have significant functional
utility for a far broader range of users than those tested.
A third contribution of this study is that our design affords an opportunity to directly compare map learning and cognitive mapping accuracy between sighted and BVI
users—two groups that are usually studied in isolation. Beyond the interesting theoretical
aspect relating to learning with and without visual experience, this comparison speaks to
methodological questions about recruiting sighted participants in studies ultimately aimed
at developing technologies for BVI users.
4. Materials and Methods
Two studies were conducted to compare performance across a range of spatio-behavioral
tasks using the VAM and traditional tactile and visual maps (control conditions). Experiment 1 recruited blind and visually impaired (BVI) participants and compared the VAM
against a hardcopy raised tangible map, which is the current gold standard for BVI users.
Experiment 2 recruited sighted participants and compared their performance with the
VAM against two learning modes: (1) a hardcopy raised tangible interface and (2) a
visual interface.
4.1. Experiment 1: Evaluation with BVI Users
The goal of Experiment 1 was to compare performance on a series of spatio-behavioral
tasks between learning with the VAM and learning with a traditional hardcopy raised
tangible map that was mounted on a touchscreen device. The behavioral test measures
were designed such that they required users to perform mental computation, rotation, and
inferencing of the ensuing spatial representation built up from the two learning modes. By
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comparing performance across these two conditions, we were able to assess cognitive map
development between learning with the VAM as compared to learning with the hardcopy
tactile map. The logic here is that both conditions were matched in terms of the information
provided, differing only in whether the haptic interface employed vibrotactile or traditional
embossed tactile information. We also ensured a baseline level of learning before moving to
the testing phase through use of a criterion learning test (see procedure). Results showing
that performance with the VAM is similar/better than the hardcopy tactile condition would
affirm that the vibro-audio map (with graphical elements rendered based on guidelines
established from our earlier studies) is a viable and functionally equivalent approach. By
contrast, findings showing that learning with the VAM leads to significantly worse test
performance than the current gold standard would indicate that further investigation and
future research must be undertaken to mitigate these deficits.
4.1.1. Participants
A total of 12 blind participants (6 females and 6 males, ages 28–65) were recruited
for this experiment (BVI demographic details are presented in Table 2). The studies were
reviewed and approved by the University of Maine Institutional Review Board and all
participants provided their written informed consent to participate in this study. This
sample size was based on what has been found to be appropriate and sufficiently powered
from traditional usability studies aimed at assessing the efficacy of assistive technology
interface/device functionality [59,60].
Table 2. Demographic details of the BVI participants.
Sex

Etiology of Blindness

Residual Vision

Age

Onset

Years (Stable)

M

Retinopathy of Prematurity

Light/dark perception

44

Birth

44

M

Retinopathy of Prematurity

None

28

Birth

28

M

Leber’s Congenital Amaurosis

Light perception

40

Birth

40

F

Retinitis Pigmentosa

Light/dark perception

63

Age 11

52

F

Retinitis Pigmentosa

Light/dark perception

38

Birth

38

F

Unknown

Light/dark perception

33

Age 17

16

M

Retinitis Pigmentosa

Light/dark perception

48

Age 25

13

F

Retinitis Pigmentosa

Light/dark perception

61

Age 11

50

M

Retinal Detachment

None

61

Birth

61

F

Retinopathy of Prematurity

None

57

Age 20

37

F

Retinopathy of Prematurity

Light perception

43

Birth

43

M

Retinopathy of Prematurity

None

48

Birth

48

4.1.2. Conditions
Two touchscreen-based learning-mode map conditions were designed and evaluated
in this study: (1) the vibro-audio map (VAM) and (2) a hardcopy tactile map overlaid on
the experimental touchscreen device. Figure 1 illustrates this design via an example of the
experimental stimuli as experienced across the two learning-mode conditions.
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Each map was designed to represent a navigation scenario in a real-world environment
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(e.g., tracks and stations of a metro train(s) and shops in a shopping mall). Each map was
of complexity but different topology (see Figure 2). In terms of spatial position, the overall
composed of seven line segments, four landmarks, one dead-end, three two-way juncwidth and height of the global structure of the map, the start location, and the horizontal
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For instance,
firstwas
mapdesigned
was designed
to mimic
the Boston
and included
For instance,
the firstthe
map
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the Boston
metrometro
and included
landlandmarks such as Logan Airport, Harvard Square, South Station, etc. The experimenter
marks such as Logan Airport, Harvard Square, South Station, etc. The experimenter then
then conducted a mock test procedure to demonstrate the testing tasks that would be used
conducted a mock test procedure to demonstrate the testing tasks that would be used
during the experimental trials. In the second training trial, participants were blindfolded
during the experimental trials. In the second training trial, participants were blindfolded
and were asked to learn the entirety of a practice map. Once the participant indicated that
and were asked to learn the entirety of a practice map. Once the participant indicated that
learning was complete (self-paced), the experimenter conducted a practice test phase as
learning was complete (self-paced), the experimenter conducted a practice test phase as
would be done in the actual experimental trials. In this phase, the experimenter immewould be done in the actual experimental trials. In this phase, the experimenter immedidiately evaluated the testing tasks and gave corrective feedback as necessary to ensure
ately evaluated the testing tasks and gave corrective feedback as necessary to ensure that
that participants fully understood the tasks and the interface before moving on to the
participants fully understood the tasks and the interface before moving on to the actual
actual experimental trials. This protracted practice session was meant to limit unintended
learning during the experimental trials and was found in previous studies using similar
touchscreen-based vibro-audio stimuli to be both effective and important in mitigating
subsequent confusion [12,13].
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Learning Phase: During the learning phase, participants were first guided by the
experimenter to place the index finger of their dominant hand at the start location. They
were then instructed to freely explore the map, find the four landmarks, and let the
experimenter know when they believed that they had learned the entire map. The names
and number of landmarks were not given to them ahead of time, as this was evaluated
during the learning–criterion test. Participants did not have any restriction on their hand
movements or exploration strategies. This phase was intentionally designed to employ
self-paced learning, versus using a fixed learning time, as the focus here was to capture the
individual differences in learning behavior with respect to the two map-learning conditions.
Once participants indicated that they had completed map learning, the experimenter
removed the device and asked the participant to verbally report the number of landmarks
on the map, including their names. If participants missed any landmark, they were given
an additional 5 min period to re-explore the map. If they then reported correctly, they
continued to the testing phase. A correct answer here (i.e., meeting the learning criterion)
confirmed that all participants had accessed the entire map and had remembered the
targets in each learning-mode condition, meaning that any subsequent differences in testing
behavior would not be attributed to lack of information extraction during learning. All
participants cleared the learning–criterion test in the first trial and were thus not required
to perform additional learning periods.
Testing Phase: This phase consisted of three distinct spatial tasks: (1) a wayfinding
task, (2) a pointing task, and (3) a map reconstruction task.
In the wayfinding task, participants were asked to trace the shortest route between two
landmarks on the map by inferring and executing routes learned during the learning phase.
No routes were specified or instructed during the previous phases, meaning the wayfinding
process, if correct, required route planning and execution by accessing an accurate cognitive
map. For each wayfinding task, participants were provided with the same map in the same
mode they used for learning (i.e., either the VAM or hardcopy map). The experimenter then
placed their dominant index finger at one of the landmarks and asked them to trace the
shortest route to a designated target/destination landmark, e.g., “you are at Logan Airport,
please trace a route to South Station.” In contrast to the learning mode, the landmark
names were not indicated via speech output as the participants’ task was to trace the
route to the designated target location using the shortest possible route and to state the
landmark’s name once at this destination. To ‘walk’ this route, they were instructed to
follow the lines of the map without taking shortcuts between lines. In each condition,
participants performed a set of four wayfinding trials. Due to time constraints, not all route
combinations were covered by each participant on each map, but the four trials covered
all six vertices (four landmarks, a start location, and a dead-end) either as a route origin
or a destination. This wayfinding task acts as a key measure for assessing cognitive map
development as remembering and utilizing landmarks to define position of point(s) and
planning and executing routes between these points, especially if previously untraveled, is
an excellent indicator of cognitive map formation after map learning [38,39], with similar
tasks also advocated for evaluating spatial learning with BVI individuals [37,45].
In the pointing task, participants indicated the allocentric direction between landmarks
using a digital pointer affixed to a wooden board (see Figure 3). The pointing task consisted
of a set of four pointing trials (e.g., “indicate the direction from elevator to lobby”). Similar
to the wayfinding task, not all pairwise combinations were covered in each condition,
but all six landmarks were tested (i.e., either pointed from or pointed to) within the four
pointing trials per condition. The pointing trials were intentionally designed such that users
must compute knowledge of non-route Euclidean information (i.e., perform mental rotation
and computation within their cognitive map) to correctly indicate the allocentric direction
between landmarks, a computation that is known to be challenging for BVI people, as the
task requires use of non-egocentric, off-route spatial knowledge [61,62]. In addition, effective use of reference points is a key component in cognitive map development [63] and the
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Another important rationale for including sighted participants in this study is to
address a theoretical question about the efficacy of utilizing blindfolded sighted people
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as a representative population for testing non-visual interfaces primarily designed for
visually impaired users. Sighted participants are often not considered for testing nonvisual interfaces, even when the perceptual aspects of the study are optimized for nonvisual perception. However, earlier evaluations with the prototype vibro–audio interface
across a range of tasks have demonstrated that the ability to access, learn, and mentally
represent non-visual graphical material via touchscreen-based vibrotactile feedback is
similar between blindfolded sighted and BVI users [12,13,64,65]. In aggregate, these results
suggest that the ability to perform perceptual and cognitive tasks can be similar between
the two groups, irrespective of visual status and visual experience. Although the results
of the previous research found similarity between BVI and blindfolded sighted groups,
the studies were primarily focused on perceptual and simple cognitive tasks, and not on
behavioral tasks requiring development of cognitive maps to support complex spatial tasks
used during real-world spatial learning and wayfinding scenarios, as is done here.
To address this issue, three learning-mode conditions were compared in this study: (1) the
VAM, (2) a hardcopy tactile map, and (3) a visual map. The hardcopy condition was
included here as a control for the touch modality to allow for a meaningful comparison
against the BVI group (Experiment 1). In addition, a visual condition was included as
the control condition for comparing cross-modal performance between visual and nonvisual (haptic) map learning, something that has been poorly studied. To control the
perceptual aspects between the three conditions (i.e., one finger touch access in the VAM
and hardcopy condition versus visual access in the visual condition), the visual field of
view was matched to the other conditions such that the map elements were provided
only through a narrow viewing window of roughly 80 sq. mm that appeared above the
participant’s finger contact location on the screen (see Figure 4). This viewing aperture is
roughly analogous to the contact patch of the fingertip touching the screen when extracting
non-visual information using the VAM. This provision was taken to (1) match the visual
and haptic field of view and (2) enforce sequential learning between conditions so the visual
map access matched how the information was accessed with the VAM, which relies on
the use of the previously discussed EPs for graphical information extraction. Single finger
exploration (whether through touch or an analogous visual viewing window) is highly
cognitively demanding since it requires increased working memory to understand graphical
information in its entirety, as the spatial information must be integrated across space and
time during prolonged exploration of the entire map. The logic here is that the level of
learning in each condition is information matched and controlled (via a learning criterion
test), with the only difference between conditions being the interface for information
delivery. This design ensured that the similarity (or difference) in behavioral performance
test between the three map-learning conditions is not biased by participant’s
Multimodal Technol. Interact. 2022, 6,observed
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4.2.1. Participants
In total, 16 sighted participants (8 females and 8 males, ages 19–32) were recruited
for this experiment. Participants were blindfolded during the VAM and the hardcopy condition, but not during the visual condition. The studies were reviewed and approved by
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4.2.1. Participants
In total, 16 sighted participants (8 females and 8 males, ages 19–32) were recruited
for this experiment. Participants were blindfolded during the VAM and the hardcopy
condition, but not during the visual condition. The studies were reviewed and approved
by the University of Maine Institutional Review Board and all participants provided their
written informed consent to participate in this study.
4.2.2. Conditions, Stimulus, and Procedure
Three learning-mode conditions were designed and evaluated for this study: (1) the
VAM, (2) a hardcopy map overlay, and (3) a visual interface. The VAM and hardcopy
conditions were identical to those used in Experiment 1. For the visual map-learning
condition, the visual map elements were provided through an 80 sq. mm viewing window
(see Figure 4), which matched the map information that was visually accessible with what
could be accessed from the haptic field of view using the VAM. The auditory feedback
was identical to the other two conditions, but no extrinsic haptic (vibration) feedback was
provided (except for the cutaneous information derived from the finger’s contact with
the device’s flat glass screen). Similar to the other conditions, the user’s finger movement
behavior was logged within the device and used for measuring learning time and analyzing
tracing strategies. In addition to the two maps used in Experiment 1, a third map of equal
complexity was included in this study to balance the three conditions. The map represented
landmarks along a corridor layout of a hotel building (e.g., elevator, lobby, restroom,
and stairwell).
The procedure was similar to that of Experiment 1, where in each of the three conditions, participants learned one map and performed the same subsequent testing tasks
(as described in Section 4.1.4). Each condition consisted of a training phase, a learning
phase, a learning–criterion test, and a testing phase. The learning and testing phase were
identical to Experiment 1, with the only procedural difference being the map reconstruction
task. Rather than manipulating physical map elements as in Experiment 1, participants
were asked to draw the map and label the vertices on a template canvas (as in Figure 5)
matching the size of the device’s screen. This procedural modification was deemed as being
more natural for sighted users and, importantly, allowed us to perform more robust map
scoring statistics on the reproductions, as described below. Participants were blindfolded
(except for the visual condition) during the three phases and were asked to remove it for
the reconstruction task. For the visual map condition, participants were allowed visual
access during all three study phases. As in Experiment 1, the reconstruction accuracy was
measured by comparing the participant’s drawn map from the reconstruction task against
the experimental map with discrete scoring, as described in Section 4.1.4. However, map
analysis in this experiment also relied on a robust analytic procedure called bi-dimensional
regression [66,67]. For this analysis, six anchor points were selected from each of the maps
(i.e., start, dead-end, and the four landmarks). The degree of correspondence of these
anchor points between the actual map and the reconstructed map were then analyzed
based on three factors: (1) scale, (2) theta, and (3) distortion index. The scale factor indicates
the magnitude of contraction or expansion of the reconstructed map. The theta value determines how much and in which direction the reconstructed map was rotated with respect to
the actual map. The distortion index is a standardized measure of the overall difference
between the reconstructed map and original map. This analysis was not appropriate for
maps recreated in Experiment 1 as the size (i.e., length) of the magnets used were fixed,
leading to unavoidable scale and shape consistencies.

analyzed based on three factors: (1) scale, (2) theta, and (3) distortion index. The scale
factor indicates the magnitude of contraction or expansion of the reconstructed map. The
theta value determines how much and in which direction the reconstructed map was rotated with respect to the actual map. The distortion index is a standardized measure of
the overall difference between the reconstructed map and original map. This analysis was
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Mean
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Learning time (in seconds)
Wayfinding accuracy (in percent)
Wayfinding sequence (in percent)
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426.75
91
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38.9
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>0.05

500

Time in Seconds

400

300

200

100

0

VAM

Hardcopy

Learning-mode Conditions
Figure
Mean
learning
time
a function
of learning-mode
conditions.
Figure
6. 6.
Mean
learning
time
as as
a function
of learning-mode
conditions.

5.1.2.
Accuracy
5.1.2.Wayfinding
Wayfinding
Accuracy
Wayfinding
accuracy
waswas
measured
by extracting
the sequence
of users’ of
finger
moveWayfinding accuracy
measured
by extracting
the sequence
users’
finger
ments
(i.e., the (i.e.,
path the
theypath
traced
on the
map)on
from
log from
files generated
in each
wayfinding
movements
they
traced
thethe
map)
the log files
generated
in each
trial
at test. There
instances
whereinstances
two landmarks
had more
than one
wayfinding
trialwere
at test.
There were
where two
landmarks
hadroute
moreoption
than one
(i.e.,
an
optimal
shortest
route
and
a
second
suboptimal
longer
route).
Both
route
optionsBoth
route option (i.e., an optimal shortest route and a second suboptimal longer route).
are
considered
as a correct here
response.
The route
efficiency
was not measure
analyzed was
route
optionshere
are considered
as a correct
response.
Themeasure
route efficiency
separately,
as
there
was
only
one
instance
in
the
VAM
condition
where
participants
not analyzed separately, as there was only one instance in the VAM conditiontraced
whereaparcorrect (but suboptimal) route. A discrete scoring was applied based on correctness of user
ticipants traced a correct (but suboptimal) route. A discrete scoring was applied based on
response (i.e., 1 if traced correctly, 0 if not). ANOVA results revealed that the wayfinding
correctness of user response (i.e., 1 if traced correctly, 0 if not). ANOVA results revealed
accuracy between the two conditions was not statistically different (F (1, 94) = 1.09, p > 0.05).
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5.1.3. Wayfinding Sequence
5.1.3.
Wayfinding
The
sequence ofSequence
landmarks traced by participants during the wayfinding test trials
were compared with the sequences of landmarks traced during map exploration during the
learning phase. This comparison was carried out to assess whether participants’ wayfinding
accuracy at test could be accounted for by tracing of the same route during learning. If
participants were merely replicating a route following strategy at test based on recall of that
route from the learning phase (e.g., Logan Airport to South Station), it could be argued that
their test performance only relied on route knowledge rather than accessing an accurate
cognitive map. Route memory is based on simpler spatial computations than cognitive
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maps, with the former only requiring recall of distance and turn angles vs. inferring
routes from a viewer-independent survey-like representation [39]. Neuroimaging evidence
supports this behavioral distinction, as the use of route knowledge is served by different
underlying neural mechanisms in the brain than the development and use of cognitive
maps [68]. As such, this analysis is important for characterizing the nature of the spatial
representation built up from map learning. A discrete scoring was applied based on
whether the route taken in test trials was also traced during learning (i.e., 1 if traced during
learning, 0 if not). As is shown in Table 3, results revealed that a significant percent (i.e.,
72% in the VAM condition and 54% in the hardcopy condition) of the routes executed
during testing had not been previously experienced during the learning phase. This trend
was true for both learning-mode conditions and there was no statistical difference between
either condition (F (1, 94) = 3.14, p > 0.05). This outcome clearly suggests that participants
were not simply using route memory to perform test trials but were able to perform the
wayfinding and spatial inference tasks based on accessing well-formed cognitive maps
built up from the learning phase.
5.1.4. Relative Directional Accuracy
Relative directional accuracy was defined as the accuracy in performing allocentric
pointing judgments between landmarks. Absolute angular errors were measured by
calculating the difference between the angles reproduced by the participants and the
actual angles. ANOVA results (see Table 4) revealed that the unsigned error in pointing
judgements reliably differed between the two map-learning conditions (F (1, 94) = 4.5,
p < 0.05). While pointing accuracy was quite good for both conditions, error after learning
with the hardcopy tactile map (M = 9.78◦ ) was statistically worse as compared to learning
in the VAM condition (M = 6.5◦ ). This result not only supports the efficacy of the VAM, but
it also shows that learning with the VAM actually leads to numerically superior pointing
performance than after learning with hardcopy maps, evidence that further supports the
veracity of the underlying cognitive map built up from VAM exploration.
5.1.5. Reconstruction Accuracy
Reconstruction accuracy was measured by comparing the participant’s recreated map
from the reconstruction task against the experimental map. Reconstruction is a robust
measure because it serves as the closest physical representation of the participant’s internal
cognitive map, with recreation performance validating if an accurate mental model was
developed [35,39,69]. A discrete scoring was employed (i.e., 1 if correct, 0 if not) based on
whether participants accurately recreated the global spatial pattern and topology between
all lines used to construct the map. The results, as shown in Table 4, revealed that the
accuracy in map reconstruction did not reliably differ between the two learning-mode
conditions (F (1, 22) = 0, p > 0.05). These null results are important as they suggest that
participants were not only able to accurately learn using the prototype VAM, but also
that the ability to recreate the physical maps from memory did not differ between VAM
and hardcopy tactile map exposure, providing the strongest evidence from our data of
functionally equivalent cognitive maps built up from both learning modes.
5.2. Results from Experiment 2: Blindfolded Sighted Users
As shown in Tables 5 and 6, results did not reveal any significant differences between
map conditions across any of the performance measures. The only statistical difference
was found with learning time, which was not unexpected or particularly meaningful,
as discussed in Section 5.1. In aggregate, these null results (except for learning time as
shown in Figure 7) are important as they suggest that participants were not only able
to accurately learn using the prototype VAM, but that the ensuing cognitive map also
supported functionally similar performance to the other two map-learning conditions
across all testing measures. Overall, these findings serve as strong evidence supporting
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cross-modal similarity and demonstrate that haptic feedback is a viable approach for
assisting sighted users in situations where eyes-free spatial learning is required.
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A mixed factorial ANOVA comparing the two participant groups (Table 7) across the
tested measures between subjects (grouped by learning-mode condition), indicated that
performance between the two groups did not statistically differ, except for the learning
time measure with hardcopy map learning. In this condition, learning time for sighted
participants (M = 178.9 s) was significantly higher than that exhibited by the BVI participants (M = 130 s). This time difference (see Figure 8) could be attributed to more prior
experience and increased implicit knowledge of BVI participants with haptic learning than
their sighted counterparts. It should be noted that this difference was not observed for
the VAM condition, which logically follows as both groups did not have prior experience
with the interface. These findings suggest that any observed time differences were not due
to a difference in perceptual capability between the groups but rather due to differential
experience and familiarity interacting with haptic stimuli. Overall, the most important
outcome of this analysis was the finding that the spatio-behavioral test performance across
all measures was similar (i.e., statistically indistinguishable) between the two participant
groups. These findings provide empirical corroboration in support of our theoretical motivation that, when perceptual parameters of the learning stimuli are matched, it is possible to
form accurate cognitive maps that support functionally equivalent behavioral performance
between participant groups, irrespective of their visual status.
Table 7. ANOVA results comparing the participant groups for each of the dependent tested measures.
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accurate perception and interpretation of vibrotactile stimuli on touchscreens and based
on these data, a number of core design principles have been advanced for optimizing how
graphical materials should be rendered on touchscreen-based smart devices using this
mode of haptic interaction [30,31]. The goal of the current work, representing a translational path of the basic research, was to investigate whether schematizing (and rendering)
vibro-audio maps based on these previously established guidelines leads to the development of accurate cognitive maps for both sighted and BVI people that support subsequent
spatio-behavioral tasks relevant to real-world scenarios, i.e., navigation, wayfinding, and
allocentric pointing. To this end, two experiments were conducted that compared map
learning and spatio-behavioral performance across a battery of spatial tasks involving both
BVI and sighted participants. The most important outcomes from the two experiments are
as follows:
1.

2.

3.

Evidence that incorporating our previously established perceptual parameters and design guidelines yield significant performance improvements in learning and spatial behaviors. For example, the pointing errors with the VAM were significantly less than the
average ~18◦ pointing errors reported in an earlier study using a touchscreen-based
haptic interface not optimized with the current parameters [13]. Although learning
with the VAM took longer than learning with traditional hardcopy tactile maps, these
temporal differences were narrowed in the current studies, where learning with the
VAM was notably faster than has been found in previous research. For instance,
average learning time was ~6.5 min in the current studies, whereas participants in
previous work evaluating touchscreen-based vibration and auditory cues not optimized with the parameters took an average of ~15 min to learn maps of similar
complexity [11,12,70,71]. Taken together, these findings suggest that the previously
established perceptual parameters and design guidelines for use on touchscreen-based
non-visual interfaces (e.g., our prototype vibro-audio map) have positively influenced
user behavior, both in terms of temporal performance and spatial accuracy.
Results provide compelling evidence for the similarity of spatio-behavioral performance across all test measures when using the VAM vs. traditional hardcopy tactile
maps. This outcome not only supports the efficacy of the VAM (and touchscreen-based
haptic feedback more generally) as a viable new solution for conveying graphical
information, but it also suggests that it can be used as effectively as traditional nonvisual maps. The similar (or better) behavioral performance observed across testing
measures and experiments for the VAM suggests that the cognitive maps built up
from VAM learning were at least as accurate as those formed by learning with the
hardcopy tactile maps. Beyond supporting the VAM as a viable new interface, this lack
of reliable difference is of theoretical interest because the similarity of performance
between the two tactile (haptic) conditions speaks to the ability of both channels
to support cognitive map development, despite employing information extraction
and pick-up from different sensory receptors (pressure-activated mechanoreceptors
versus vibration-sensitive Pacinian corpuscles) and feedback mechanisms (intrinsic
perceptual feedback as opposed to extrinsic vibratory feedback).
Results provide compelling evidence for the similarity of spatio-behavioral performance when using the VAM between BVI participants and blindfolded sighted participants during haptic map learning. The lack of reliable statistical differences observed
between Experiments 1 and 2 suggest that non-visual map learning and subsequent
spatio-behavioral task performance based on the ensuing cognitive map is not dependent on the presence or absence of vision. We interpret these functionally similar
findings between sighted and BVI participants as: (1) Providing support against the
conventional view that BVI spatial performance is impoverished with respect to their
sighted peers (for reviews, see [36,42,69]). Indeed, the current findings are congruent
with a growing body of evidence showing highly similar performance on spatial tasks
between these groups when sufficient information is available through non-visual
spatial supports [56,72,73]. (2) Showing that sighted users stand to greatly benefit
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from haptic-based interfaces and increased research interest, especially in eyes-free
scenarios. (3) Demonstrating that valid data are possible from blindfolded sighted
participants in non-visual studies when sufficient training is provided.
The results provide compelling evidence that visual map learning and haptic map
learning are functionally equivalent for developing accurate cognitive maps and
supporting spatial behaviors when matched for information content. The statistically
indistinguishable test performance observed here after haptic and visual map learning in Experiment 2 is consistent with the view that spatial learning from different
sensory inputs, when matched for information content as we did here, leads to the
development and use of sensory-independent, amodal representations of space in
memory [55,74]. The similarity observed between blind and sighted participants
across experiments, as discussed in the previous point, provides additional evidence
for the notion of developing and accessing of a sensory-independent spatial representation that functions equivalently in the service of action. This interpretation is
consistent with a growing corpus of data from other studies comparing performance
by blindfolded sighted and BVI users on the same tasks after visual and tactile learning, e.g., of simple route maps [56], bar graphs and shapes [6], indoor floor maps [13],
and spatial path patterns [65].

It should be noted that the scope of the current research was regulated to rectilinear
line (and polyline) features of graphical materials. The established parameters and guidelines (from our earlier studies) were also based only on rectilinear line-based graphical
information. As such, these parameters, guidelines, and results cannot be generalized to
other types of graphical elements such as polygons/regions (e.g., rooms in a building, pie
charts, geometric shapes, etc.). Outcomes of the current research are a first step towards
measurable effects of successful generalized visual-to-haptic schematization. Future work
will focus on empirically identifying the parameters and guidelines for other complex
graphical elements and their application to additional use scenarios. Similarly, given that
the perceptual parameters evaluated in this work utilized vibration as the primary feedback mode, use of other touchscreen-based extrinsic feedback mechanisms (e.g., audio or
electrostatic cues), along with enhanced visual cues (e.g., magnification and high-contrast
color schemes) for multimodal learners or for people with low or residual vision will be
explored in the future.
7. Conclusions
Our research program ultimately aims to address the longstanding graphical access
issue faced by millions of blind and visually impaired (BVI) people through development
of a viable touchscreen-based multimodal graphical access solution. In aggregate, the
combined findings from our research (i.e., the earlier psychophysically motivated usability
studies and the two studies presented in this paper) strongly support the importance
of, and need for, principled schematization of touchscreen-based graphical materials by
considering the perceptual and spatio-cognitive abilities of the human end-user. Optimizing
multimodal touchscreen-based interactions on the basis of these findings, as we did here
with a haptic (vibrotactile) interface, opens the door to many new non-visual applications.
The most immediate impacts being their potential as a solution for providing real-time
information access for millions of BVI users, as well as for supporting sighted users needing
to perform tasks in the dark or in eyes-free situations.
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