Introduction.
We desire to use the inclusion-exclusion formula for determining asymptotic approximations. This object was first achieved for a special problem by P. Erdös and I. Kaplansky [l] . The following indicates the form of the asymptotic estimate we may obtain.
Let S be an arbitrary finite set, each element of which may be said to possess "properties" from an L-set P of properties {Pu P 2 , • • -, PL}. Let
N(P iv i\-2 , • • • , P if )
be the number of elements in the set S which possess all the properties of the set {P tl , P t - 2 
This representation is merely the sieve formula or the simple inclusion-exclusion formula in a formal guise. It turns out that for a great many problems of interest, this formal equation is a valid asymptotic approximation when certain restrictions are placed on the properties of P.
Some notation is required for the results which follow. Let M n (R, S) be the class of nXn (0 -1)-matrices with row-sum vector R and column-sum vector S. We denote by r» or s* the ith component of the w-length vector R or S respectively. It is always assumed that XX' = ^S{. We further restrict the vectors R and 5 so that the number N of integers tin{l f 2, •••,#} such that r» = 0 or $»• = 0 is very small for large n: JV=0(log «). The symbol M n (k, k) designates the class of nXn (0 -1)-matrices all of whose row sums and column sums are k. E.g.: M n (l, 1) is the class of permutation matrices. We shall hereafter use the tablemaker's notation, i = l(l)#, to signify that i ranges from 1 to » by steps of 1.
Given an»X» matrix F t called a "frame," a matrix A(EM n (R, S) is said to "lie in" the frame F iff F(i, j) = l whenever A(i, j) = l, ; = l(l)rc,j=l(l)«.
M n (R, S) is said to be a class of sparse matrices with associated function ƒ(w) =o(w) if ri<f(n) and Si<f(n), i = l(l)n. Depending on the function ƒ(w), the sparseness of the matrices in M n (R, S) may be a very weak restriction for a particular w; we may consider this property to be meaningful only as n ranges: given ƒ(w), then as n approaches infinity all the matrices which are sparse with respect to ƒ(#) consist almost entirely of zeros.
M n (R, S) is said to be a class of dual-sparse matrices with asso-
We also consider a graph to be sparse or dual sparse if the incidence matrix of the graph is sparse or dual-sparse respectively.
2. Asymptotic enumerations. The first result which is solved by the technique for deriving asymptotics from the inclusion-exclusion formula is a slight generalization of the theorem of Erdös and
where c is a positive constant depending only on e. The technique used here is very close to that which was used in [l]. Note that Perm A, the permanent of A, is the number of permutations which "lie in" the "frame" A, and thus this is a problem in permutations with restricted positions. We proceed to state our result:
S) a class of dual-sparse matrices with f (n) = (logn)
1 ""*. Then the number of zeros in A is given by
where S is arbitrarily small for n sufficiently large. Hereafter, this qualification of order terms shall not be stated explicitly. It is assumed that S and c are arbitrarily small numbers when n is sufficiently large.
This theorem, though broader than Erdös and Kaplansky's result, is less sharp. Indeed, Theorem 2.1 gives their result as a corollary but only with the stronger restriction k < (log n) 1~% and a weaker error bound. N. S. Mendelsohn [2] has derived a full asymptotic series for Perm A under stronger restrictions but gives no error bounds. A graph G consists of a set of vertices {1, 2, • • • , n) and a set of edges, which are ordered or unordered pairs of vertices (i, j). If the edges are ordered pairs the graph is called directed; otherwise, it is undirected. We assume that all graphs are without loops, i.e. (i, i) cannot be an edge, i = l(l)n. A complete graph contains all edges between vertices that may be formed. A hamiltonian circuit in a graph is an w-tuple of edges from the graph :
where io = i n but otherwise no vertex is used twice: ij^ik for k^j^j, k = l(l)w. The number of hamiltonian circuits in a graph G is denoted by#h.c.(G).
The following result is obtained using the inclusion-exclusion technique for asymptotics on graphs. THEOREM 
Let the directed graph G on n vertices be dual sparse, with f (n) = (log w)

"*. If L directed edges may be added to G to achieve a complete directed graph, then
#h.c.(G) -(n -l)!e-L '*(l + o(rr l +*)).
In a directed graph, an edge (i, j) is said to be incident from the vertex i and incident to the vertex j. A corollary to Theorem 2.2 therefore is: if G is a directed graph on n vertices with the same number, n -k -1, edges incident to and from each vertex, k<(log n) l~* y then
#h.c. (G) -(» -1)!*-*(1 + o(n~l+*)).
We also may derive from Theorem 2.2:
COROLLARY. Let the nondirected graph G on n vertices be dual sparse with f (n) = (log n) 1_€ . If L edges may be added to G to achieve a complete graph, then
The final result obtained using the inclusion-exclusion technique for asymptotics, deals with the number of matrices in the class M n (R, 5), #M n (R, S). This problem was suggested by H. J. Ryser [3] . In the formula above, all sums and products range from 1 to n. Particularizing Theorem 2.3 to the evaluation of #M n (k, k), k < (log n) 1/ 4~~% we obtain #M n (k, k) = -l__i_ e -(*-i) 2 /2(! + 0 (fT l+ *)).
3. Probabilistic asymptotic enumerations: first moments. Combining Theorem 2.3 with Theorem 2.1, it is not difficult to obtain the following "probabilistic" result: THEOREM 3.1. Assume 2 ^k<(log w) 1/4~e . Then
To derive a parallel theorem for the number of hamiltonian circuits in a sparse graph, we must first derive an intermediate result corresponding to Theorem 2.3. Using the correspondence between graphs and their incidence matrices, this is achieved by an argument involving equivalence classes in M n (k, k) followed by invoking Theorem 2.3 itself.
Let DG n (k, k) be the class of directed graphs on n vertices with k edges incident to and from each vertex.
LEMMA. LetDG n (k $ k) be a class of sparse graphs with f (n) = (log n)
This lemma, in combination with Theorem 2.2 gives This is an immediate consequence of the fact that the second moment of Perm B is equal to the square of the first moment asymptotically as n and k approach infinity.
5. Suggested further work. The author believes that the approach used to arrive at the estimates of §2 of this work, i.e. the sieve formula, may be broadened by using the generalized inclusion-exclusion formula to arrive at asymptotics. A result which should be derivable from this technique is stated here as a conjecture. Note that in the special case L = «, r t -= s t -= l for i = l(l)«, this reduces to the generalized Problème des récontres. The proof of this formula should be straightforward and is recommended as a research problem. It would be very useful in certain applications of combinatorics, such as finding higher moments in probabilistic asymptotics (see [4] ).
