Lean buffering is the smallest buffer capacity necessary to ensure the desired production rate of a manufacturing system. In this paper, analytical methods for selecting lean buffering in serial production lines are developed under the assumption that the machines obey the Bernoulli reliability model. Both closed-form expressions and recursive approaches are investigated. The cases of identical and nonidentical machines are analyzed. Results obtained can be useful for production line designers and production managers to maintain the required production rate with the smallest possible inventories.
Introduction
Production lines with unreliable machines usually contain finite capacity buffers intended to attenuate mutual perturbations of the machines due to breakdowns. It is well known that the capacity of the buffers should be as small as possible, that is, lean. But how lean can lean be? This question was addressed in [2] where a method for selecting lean buffering in production systems with identical machines obeying the exponential reliability model has been developed. A generalization for machines with reliability models described by other continuous random variables (such as Weibull, gamma, and log-normal) has been reported in [3] . However, the issue of lean buffering with machine reliability models described by discrete random variables has not been addressed. In this paper, we analyze lean buffering in serial lines with Bernoulli machines and, along with identical machines, consider the case of nonidentical ones as well.
The reason for considering Bernoulli machines is that in many assembly operations the downtime is short and comparable with the cycle time. This happens because the stoppage of an assembly line is often due to a pallet being jammed on a conveyor or due to the desire of an operator to complete the operation with the highest possible quality. In these cases, the Bernoulli reliability model [7] , according to which the probability that a machine produces a part during a cycle time is p and that a machine fails to do so is 1 − p, is more appropriate than the exponential one where up-and downtimes of the machine are distributed exponentially.
The reason for considering nonidentical machines is due to the fact that in most production systems the machines cannot be viewed as identical, as far as their efficiency is concerned. Indeed, even if originally the line was designed having machines with identical performance, in the course of time their characteristics drift (due, e.g., to wear and/or various adjustments during maintenance), which results in nonidentical performance. Thus, considering production lines with nonidentical Bernoulli machines is of practical importance. This paper is intended to contribute to this end.
To place the current paper in the framework of existing literature, we remark that the problem of buffer capacity allocation in serial lines has been studied quantitatively for over 50 years, and a large number of publications are available. The part of the literature, which is the closest to the current work, seeks the smallest total buffer capacity and its allocation so that the desired throughput is achieved. Both algorithmic and rule-based approaches to this problem have been investigated in [1, [4] [5] [6] [9] [10] [11] , respectively. In these publications, machine reliability models are characterized by continuous random variables, in most cases, exponential ones. The current work contributes to this literature by analyzing a discrete random variable case.
The outline of this paper is as follows. Section 2 below presents the problem formulation. In Section 3, the approach is described. Sections 4 and 5 present the main resultsfor identical and nonidentical machines, respectively. Finally, in Section 6 the conclusions are formulated. All proofs are given in the appendix.
Problem formulation
Consider a serial production line shown in Figure 2 being neither blocked nor starved during a time slot, produces a part with probability p i and fails to do so with probability 1 − p i . Parameter p i is referred to as the efficiency of machine i. Let PR denote the production rate of this line, that is, the average number of parts produced by the last machine in the steady state. Let PR ∞ be the production rate of the line
consisting of the same machines but having buffers with infinite capacity (and, therefore, having the largest possible production rate; see [7] ). Following [2] , introduce the notion of line efficiency:
Given the production line defined by (i)-(vi) and line efficiency E, the lean buffer capacity (LBC) is the sequence
such that the desired line efficiency E is achieved while 
Approach
The approach of this paper is based on a method for performance analysis of serial lines with Bernoulli machines developed in [7] . To make this paper self-contained, it is briefly reviewed below.
For M = 2, using Markov chain analysis, the production rate, PR, of a serial line defined by assumptions (i)-(vi) has been shown to be
where
4 Lean buffering in serial production lines For M > 2, no closed formulas for PR can be derived, and, therefore, a recursive aggregation procedure, which leads to an estimate of PR with accuracy typically within 1%, has been developed. This procedure consists of two parts-the backward and forward aggregations. Within the backward aggregation, the last two machines are aggregated into a single machine, using expressions (3.1). Then, this aggregated machine is aggregated with the (M − 2)th machine and so on, until all machines are aggregated into a single one. The efficiencies of the aggregated machines are denoted as p b i , i = 1,...,M − 1, where b stands for "backward." In the forward aggregation, the first machine is aggregated with the aggregated machine representing the last M − 1 machines. Then this machine is aggregated with the aggregation of the last M − 2 machines and so on, until all machines are again aggregated into one. The efficiencies of these aggregated machines are denoted as p f i , i = 2,...,M, where f stands for "forward." Then the procedure is repeated again, alternating between the backward and forward aggregations. Formally, this process is represented as
with function Q defined in (3.2) and the initial and boundary conditions given by
It has been shown in [7] that this recursive procedure is convergent and the following limits exist:
Moreover,
In terms of these limits, the production rate estimate of the M-machine line has been defined as follows:
(3.9) Expressions (3.1)-(3.9) are used throughout this paper for evaluating lean buffering of serial lines with Bernoulli machines. In addition to the above, in Section 5 of this paper we use a method for bottleneck machine (BN) identification developed in [8] , where the BN is defined as the machine i, such that
To outline this method, we note that, as it has been shown in [7] , aggregation procedure (3.4)-(3.6) can be used to evaluate the probabilities of blockage, BL i , i = 1,...,M − 1, and starvation, ST i , i = 2,...,M, of all machines in the system. Specifically, the estimates of these probabilities are
, and Q are defined by (3.7) and (3.2), (3.3), respectively. Using these probabilities, the bottleneck machine is identified as follows.
Consider a production line and place the probabilities of starvations and blockages under each machine as shown in Figure 3 .1. Assign the arrows directed from one machine to another according to the following rule. If BL i > ST i+1 , the arrow is pointing from m i to m i+1 . If BL i < ST i+1 , the arrow is pointing from m i+1 to m i . It is shown in [8] that if there is a unique machine with no emanating arrows, it is the BN in the sense of (3.10). Thus, m 3 is the BN of the production line of Figure 3 .1. If there are multiple machines with no emanating arrows, the one with the largest severity is the primary bottleneck (PBN), where the severity is defined by
(3.12)
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Lean buffering in serial lines with identical Bernoulli machines
In this section, we assume that all machines have identical efficiency,
and, in addition, all buffers are of identical capacity,
2) is introduced in order to obtain a compact representation of the results. It should be pointed out that, as it is well known [7] , a more efficient buffer allocation in systems satisfying (4.1) is the so-called inverted bawl pattern, whereby buffers in the middle of the line are larger than those at the edges. However, this leads to just a small improvement of the production rate in comparison with the uniform allocation (4.2) (typically within 1%) and, therefore, is not considered here.
Two-machine lines.
In the case of two identical machines, function Q becomes
Therefore, using (2.1) and (3.1), we obtain the following equation for lean buffer capacity, N E , which ensures line efficiency E:
Solving for N E and taking into account that N E is an integer, we obtain the following.
Proposition 4.1. The lean buffer capacity (LBC) in serial lines defined by assumptions
Here and throughout this paper, x denotes the smallest integer larger than x. Note that according to (4.5) , N E cannot be less than 1. Buffering N E = 1 implies that the machine itself stores a part being processed and no additional buffering between the machines is required. This can be interpreted as just-in-time (JIT) operation. 
Three-machine lines.
For a three-machine line, using the aggregation procedure (3.4)-(3.6), the following can be derived. 
. 
M > 3-machine lines.
For M > 3, no closed-form expression for the lean buffering can be derived. However, using aggregation procedure (3.4)-(3.6) , the following estimate of N E can be obtained. 
is defined as
For the proof, see the appendix. The accuracy of estimates (4.7) and (4.8) has been evaluated numerically by calculating the exact value of N E (using the aggregation procedure (3.4)-(3.6)) and comparing it with N E as follows: Using (4.7) and (4.8), the behavior of lean buffering as a function of M can be analyzed. This is illustrated in Figure 4 .3. Interestingly, and to a certain degree unexpectedly, N E is constant for all M > 10. This implies that the lean buffering appropriate for lines with 10 machines is also appropriate for lines with any larger number of machines. Based on this observation, the following rule of thumb for selecting lean buffering can be formulated. In serial production lines defined by assumption (i)-(vi) with M ≥ 10, the capacity of the lean buffering can be selected as shown in 
From here we obtain the following.
Proposition 
The lean buffering in serial lines defined by assumptions (i)-(vi) with M = 2 is given by
N E p 1 , p 2 = ln p 2 / p 1 p 1 − E PR ∞ / p 2 − E PR ∞ lnα ,(5.
M > 2-machine lines.
Exact formulas for LBC in the case of M > 2 are all but impossible to derive. Therefore, we limit our attention to estimates of N i,E . These estimates are obtained based on both closed formulas (4.5)-(4.8), (5.4), and recursive calculations. Each of them is described below.
12 Lean buffering in serial production lines and select the buffer capacity, denoted as N IV E , using expressions (4.7) and (4.8). Due to the monotonicity of PR with respect to the machine efficiency and buffer capacity, this approach provides an upper bound of LBC:
If the desired line efficiency for two-machine lines, involved in approaches (I)-(III), were selected as E, the resulting efficiency of the M-machine line would be certainly less than E. To avoid this, the efficiency, E , of each of the two-machine lines is calculated as follows. For a given M-machine line, find the buffer capacity using approach (IV). Then consider a two-machine line with identical machines, where each machine is defined by p = min{p 1 ,..., p M }, and the buffer with the capacity as found above. Finally, calculate the production rate and the efficiency of this two-machine line and use it as E in ap-
proaches (I)-(III).
To analyze the performance of approaches (I)-(IV), we considered 100000 lines formed by selecting M and p i randomly and equiprobably from the sets For each kth line thus formed, we calculated the vector of buffer capacities,
using the four approaches introduced above. The subscripts of N j i,k represent ith buffer, i ∈ {1, ...,M k−1 }, of the kth line, k ∈ {1, 2,...,100000}; the superscript j ∈ {(I), (II), (III), (IV)} represents the approach used for this calculation. In addition, we calculated the production rate, PR j k , and the efficiency, E j k , using expressions (3.4)-(3.9) and (2.1), respectively.
The efficacy of approaches (I)-(IV) has been characterized by the following two metrics. (1) The average buffer capacity per machine:
where K = 100000 and
2) The frequency of E j k being less than the desired efficiency E k :
The results are given in Table 5 .1. Clearly, approach (I) leads to the smallest average buffer capacity but, unfortunately, almost always results in line efficiency less than desired. Thus, a "local" selection of LBC (i.e., based on the two machines surrounding the buffer) is unacceptable. Approaches (II) and (III) provide line efficiency less than desired in only a small fraction of cases and result in the average buffer capacity 2-3 times larger than approach (I). Approach (IV), as expected, always guarantees the desired performance but requires the largest buffering.
To further differentiate between the four approaches, we considered their performance as a function of M. To accomplish this, we formed 1000 lines for each M ∈ {4, 6,8,10,15, 20,25,30,80} by selecting p i 's and E's randomly and equiprobably from sets (5.12) and (5.13), respectively. For each of these lines, we calculated buffer capacities using approaches (I)-(IV) and evaluated the performance metrics (5.15) and (5.17). The results are shown in Table 5 .2. Examining these data, we conclude the following.
(α) The local pairwise approach in most cases leads to a lower line efficiency than desired. (β) The global pairwise approach results in good performance from the point of view of both N ave and Δ. For M ≤ 10, it outperforms approach (III) from the point of view of N avg . However, it is quite sensitive to M: N ave increases substantially with M. 
The local upper-bound approach is less sensitive to M and outperforms approach (II) for M > 10. (δ) The global upper-bound approach substantially overestimates the LBC. Based on the above, it is recommended to use the global pairwise approach in systems with M ≤ 10 and local upper-bound approach in systems with M > 10.
Recursive approaches.
The following two recursive methods have been investigated.
(V) Full-search approach. Start from all buffers of capacity 1. Increase the capacity of the first buffer by 1 and, using the aggregation procedure (3.4)-(3.9), calculate the production rate of the system. Return the first buffer capacity to its initial value, increase the second buffer capacity by 1, and calculate the resulting production rate. Repeat the same procedure for all buffers, determine the buffer that leads to the largest production rate, and permanently increase its capacity by 1.
Repeat the same procedure until the desired line efficiency is reached. This will result in the sequence of buffer capacities
Consider a production line with the buffer capacity calculated according to approach (I) but rounded down in formula (5.4) rather than up. Although being relatively small, this buffering often leads to line efficiency less than desired. Therefore, to improve the line efficiency, increase the buffering according to the following procedure. Using the technique described in Section 3, identify the bottleneck (or, when applicable, primary bottleneck) and increase the capacity of both buffers surrounding this machine by 1. Repeat this procedure until the desired line efficiency is reached. This will result in the sequence of buffer capacities denoted as Clearly, approach (V) results in a smaller buffer capacity than approach (VI). However, the latter might require a shorter computation time than the former. Therefore, in order to compare (V) with (VI), the computation time should be taken into account. This additional performance metric is defined as the total computer time necessary to carry out the computation Based on performance metrics (5.15), (5.17), and (5.21), we compared approaches (I)-(VI) using the production systems generated by selecting p i 's randomly and equiprobably from set (5.12). The results are shown in Tables 5.3 , 5.4, and 5.5. Specifically, Tables 5.3 and 5.4 present the results obtained using 5000 randomly generated 5-and 10-machine lines, respectively, while Table 5 .5 is based on the analysis of 2000 randomly generated 15-machine lines. Examining these data, we conclude the following.
(α) Full-search approach, as expected, results in the smallest buffer capacity and the longest calculation time.
18 Lean buffering in serial production lines (β) Approaches (II)-(IV), being based on closed-form expressions, are much faster than (V) (up to two orders of magnitude for long lines) but lead to the average buffering 2-3 times larger than that of (V). (γ) Approach (VI) provides a good tradeoff between the calculation time and buffer capacity. In long lines, it is about 20 times faster than (V) and results in the average buffering almost the same as (V) (about 10% difference). Also, it is about 6 times slower than (I)-(IV) but gives buffering 2-3 times smaller than (II)-(IV).
Illustrative examples.
To illustrate particular cases of lean buffering designed using approaches (I)-(VI), we provide several examples. Consider the four production lines with machines specified in Table 5 .6 along with the desired line efficiency. The estimates of LBC for each of these lines, calculated using approaches (I)-(VI), are shown in Tables 5.7, 5.8, 5.9, and 5.10; these tables include also the resulting line efficiency, E j . These examples clearly show the efficacy of the bottleneck approach, which is based on the closed formula (5.4) and the BN identification method described in Section 3. 20 Lean buffering in serial production lines 
Conclusions
For serial production lines with identical Bernoulli machines, this paper provides closedfrom expressions (4.7) and (4.8) for calculating the lean buffer capacity as a function of the line and machine efficiency and the number of machines in the system. For nonidentical machines, closed-form expression (5.4) has been derived only for two-machine lines. For longer lines, several approximations have been explored. Some of them utilize closed formulas mentioned above while others are based on recursions. As a result, it has been shown that (i) if closed formulas are to be used for selecting lean buffering, the global pairwise and the local upper-bound approaches are recommended for M ≤ 10 and M > 10, respectively; (ii) if recursive approaches are to be employed, the bottleneck-based approach is preferred. 
