In portfolio optimization, the inverse covariance matrix prescribes the hedge trades where a portfolio of stocks hedges each one with all the other stocks to minimize portfolio risk. In practice with finite samples, however, multicollinearity makes the hedge trades too unstable to be reliable. By reducing the number of stocks in each hedge trade to curb estimation errors, we motivate a "sparse" estimator of the inverse covariance matrix with multiple zero off-diagonal elements.
1 from the sample becomes very sensitive to small perturbations in the estimated covariances, making it unstable from one period to another. As a consequence, the mean variance optimizer tends to produce poor out-of-sample performance. The mean variance optimization tends to erode, rather than enhance, the gains from naïve diversification policies such as equal-weighting (e.g., Jobson and Korkie (1981a) , DeMiguel, Garlappi, and Uppal (2009) .) Michaud (1989) even calls the mean variance optimization the "error maximization."
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To regain our confidence in the mean variance optimization framework, we propose an improvement of the mean variance optimizer Ψ. Specifically, since stock returns are correlated, we can use each stock to hedge others. Motivated by the simple and sensible idea to improve hedging relations, our proposed estimator of Ψ delivers a significant portfolio risk reduction out-of-sample. In particular, the risk reduction is prominent in practical situations in which the ratio N/T is large, and especially when the sample covariance matrix is not even invertible. Our approach has three features that are different from previous contributions. First, our motivation to enhance the hedging relations among stocks differentiates us from many existing papers that start from assuming a structure on the return generating process (e.g., linear factor model). To elaborate, Stevens (1998) shows that the inverse covariance matrix of stock returns reveals the optimal hedging trades among stocks. Specifically, the i-th row (or column) of Ψ is proportional to the stock's minimum variance hedge portfolio.
The hedge portfolio consists of a long position in the i-th stock, and a short position in the 4 Please see Brandt (2009) for a comprehensive review of the literature.
2
"tracking portfolio" of the other N − 1 stocks to hedge the i-th stock. We aim to enhance the mean variance optimizer Ψ by improving each hedge portfolio.
Second, we focus on estimating the inverse covariance matrix Ψ by directly imposing a structure on itself, rather than on the covariance matrix Σ first then inverting as existing approaches do. For example, Chan, Karceski, and Lakonishok (1999) use a low dimensional factor structure on the covariance matrix to improve the optimized portfolio's out-of-sample performance.
5 Many commercial risk models (e.g. APT, Axioma, MSCI Barra, Northfield, etc.) also appear to impose multivariate factor structures on the covariance matrix, though their model details are proprietary and unknown.
6 Ledoit and Wolf (2003, 2004a,b) shrink the sample covariance matrix toward a more parsimonious target matrix, such as a constant correlation matrix or a covariance matrix with a one factor structure. In contrast to them, our approach applies an Occam's razor to the inverse covariance matrix (mean variance optimizer).
Third, our Occam's razor promotes sparsity of Ψ. That is, our estimation methodology drives some of the off-diagonal elements of Ψ to zero, and these zero elements indeed constitute a significant fraction of our estimator in empirical applications. Note that the sparsity 5 Fan, Fan, and Lv (2008) also report the advantage of employing a factor structure in optimal portfolio construction.
6 There is also a voluminous work in the area of "robust portfolio optimization" with emphasis on the optimization process, especially from practitioners' perspectives. Please see Fabozzi, Kolm, Pachamanova, and Focardi (2007) for a review. However, our approach is quite distinct from this venue of research.
of Ψ implies neither the sparsity of the covariance matrix Σ ≡ Ψ −1 nor the sparsity of the optimal portfolio weights. 7 It generally utilizes most stocks in the portfolio.
Our proposed estimator belongs to a wide class of shrinkage estimators, in that we bias (shrink) the estimator in a direction to reduce estimation errors. However, the gains from reducing estimation errors outweigh the costs of deviating from the optimal hedge suggested by the past evidence. For example, each hedge portfolio is supposed to hedge one stock with the other N − 1. But do we really need to use all the remaining N − 1 stocks? Does the fact that the i-th and j-th stocks hedge each other strongly in the sample period imply that this particular hedging relationship will remain in the future? With finite samples, these questions are very difficult to answer. In this situation, we do not shy away from choosing a biased answer -less hedging than the data suggests, or even no hedging -because such a solution reduces the magnitude of estimation errors. As we show, our estimator of Ψ is typically sparse in empirical applications, meaning that each hedge portfolio includes only a subset of the stocks in a given portfolio.
To promote shrinkage and sparsity, we estimate Ψ by maximum likelihood with an additional constraint on the sum of the absolute values (i.e., l 1 norm) of its off-diagonal elements. 7 For example, a diagonal Ψ is sparse because all of its off-diagonal elements are zero. In this extreme case, for global minimum variance portfolio, each portfolio weight is the diagonal element itself thus non-zero. 8 We follow Yuan and Lin (2007) and Rothman, Bickel, Levina, and Zhu (2008) in setting up the likelihood function with the penalty, and employ the "glasso" algorithm of Friedman, Hastie, and Tibshirani (2008) to solve the estimation problem.
Intuitively, this estimation methodology works as follows: The constraint imposes a penalty on the absolute values of the hedge trades, thus shrinking their overall trade size. Meanwhile, different stocks compete with each other to enter the hedged portfolios. The methodology turns off the j-th stock in the i-th hedged portfolio if the marginal gain from retaining the stock is not worth the cost. In effect, this restricts the (i, j)th and (j, i)th elements of the inverse covariance matrix to be zero. In this way, we encourage shrinkage and sparsity simultaneously in the estimation of Ψ.
Aiming for risk reduction, we test examine the out-of-sample performance of the proposed sparse mean variance optimizer using a few representative datasets in the US and international stock markets. As such, the proposed sparse estimatorΨ achieves a higher predictive likelihood of stock returns than the sample-based maximum likelihood estimator (MLE), implying the superiority of our proposed estimator in explaining the predictive covariances of stock returns. Furthermore, the proposed estimator of the mean variance optimizer accomplishes a substantial reduction in the out-of-sample risk of the global minimum variance portfolio compared to the one based on the sample covariance matrix.
Empirically, the proposed estimator also compares favorably with the portfolio with noshort-sale restriction (Jagannathan and Ma (2003)) and with the portfolio based on the shrinkage covariance matrix estimator of Ledoit and Wolf (2004a) . The relative strength of our proposed estimator is more prominent in datasets with a large N/T . The optimizer produces stable portfolio weights even when N/T exceeds one, that is, when the sample co-5 variance matrix is not invertible. The reduction in the portfolio risk is also accompanied by a high and stable level of Sharpe ratios and certainty equivalent returns. For many datasets, the optimizerΨ delivers positive gains in certainty equivalent returns after accounting for transaction costs. Furthermore, with the improved optimizerΨ in place, no-short-sale constraint no longer helps improve the out-of-sample portfolio performance. Consistent with Green and Hollifield (1992) , by improving hedge trades,Ψ helps achieve further portfolio risk reduction beyond the no-short-sale constraint.
The rest of this paper is structured as follows. Section I. elaborates on Stevens' (1998) framework to motivate our approach. Section II. proposes an improved estimator of Ψ. After setting up the out-of-sample portfolio analysis in Section III., Section IV. presents evidence on its out-of-sample performance. Section V. concludes.
I. The Role of Hedging in Portfolio Risk Minimization
In order to motivate our approach, we first discuss the role of hedge portfolios in mean variance portfolio optimization. Stevens (1998) shows that the inverse covariance matrix Σ −1 reveals the optimal hedging relations among stocks. Specifically, the i-th row (or column) of Σ −1 is proportional to the i-th stock's hedge portfolio. The i-th hedge portfolio consists of taking (1) a long position in i-th stock and (2) a short position in a portfolio of the other N − 1 stocks that tracks the i-th stock return. Each tracking portfolio can be estimated 6 from the following regression:
where r i,t denotes the i-th stock return in period t. ε i,t is the unhedgeable component of r i,t , whose variance is denoted by υ i = V ar (ε i,t ). υ i is a measure of the i-th stock's unhedgeable risk. The objective of each hedge regression is to minimize υ i , and consequently, we can view
(1) as an OLS estimation problem. Stevens (1998) calls this a "regression hedge." When β i|j is different from zero in population, it implies that the j-th stock provides a greater hedge for the i-th stock beyond the effects of other N − 2 stocks in the portfolio.
Let us denote the N × N covariance matrix and its inverse by Σ and define Ψ = Σ −1 = ψ ij , with ψ ij as the (i, j)th element. Then, Stevens (1998) establishes the following identity between Ψ and the hedge regression (1):
Remember that the hedge coefficient β i|j represents the ability of the j-th stock to hedge the i-th stock beyond the effects of other N − 2 stocks. We can view ψ ij as a measure of marginal hedgeability between the i-th and j-th stocks conditional on the presence of all 9 For the symmetry ψ ij = ψ ji , see Stevens' (1998) footnote 3.
other stocks in the portfolio.
10 If the i-th and j-th stocks are uncorrelated with each other after controlling for all other stocks, then β i|j = 0 and hence ψ ij = 0 must hold.
We can gain more useful insights about the inverse covariance matrix by looking at its i-th row:
The identity (2) and the expression for the hedge portfolio holdings (3) form the basis for subsequent analysis.
We can regard (3) as a vector of stock holdings in the i-th stock's hedge portfolio. It involves a unit long position in the i-th stock and a short position of the hedge portfolio constructed from the regression (1). The hedge portfolio is a long/short portfolio whose holdings do not necessarily sum to a prefixed value (e.g. one). However, holdings of each asset are scaled by 1/υ i , meaning that the portfolio takes a larger (smaller) position in a stock when its unhedgeable risk is smaller (larger). We call Ψ the mean variance optimizer because it provides a detailed prescription about the hedging trades we need to make to minimize the portfolio risk.
10 Much earlier in the statistics literature, Dempster (1972) shows that ψ ij represents the conditional dependence between the i-th variable and the j-th variable given all other variables in the system.
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II. An Improved Mean Variance Optimizer
A. Objective
The framework laid out in section I. is useful to understand the sources of potential large estimation errors in mean variance portfolio optimization. As shown above, each hedge regression (1) contains a constant and N − 1 stock returns as regressors. However, many of these stock returns are highly correlated. Furthermore, in many practical applications, the number of available historical returns to estimate the regression is not much larger than the number of stocks. Therefore, estimation of the hedge regression with practical sample size subjects us to the econometric problem: multicollinearity. 11 The undesirable consequences of multicollinearity are that the estimated hedge coefficients (β's) have such large estimation errors that the estimates are unstable from sample to sample, and hence too unreliable to be useful. By the identity (2), this also implies that the off-diagonal elements of Ψ are also susceptible to large estimation errors and instability.
We conquer the multicollinearity problem in two ways. 12 First, in the hedged portfolio of a stock, we shrink the portfolio holdings of other stocks. The fact that the i-th and j-th stocks hedge each other in the past is not necessarily indicative of a continued mutual hedging relation going forward. In the presence of this uncertainty, we prefer erring on the non-hedging side, because it reduces the estimation errors. From the identity (2), this is equivalent to shrinking the off-diagonal elements of the inverse covariance matrix. The rationale behind the shrinkage is well known: an interior optimum exists in the trade-off between bias and estimation error if our objective is to minimize the forecast error variances.
On the one hand, shrinkage introduces biases in the optimal weights of a hedge portfolio;
on the other hand, it reduces the estimation errors in the estimated portfolio weights. For proper levels of shrinkage, gains from the reduction of estimation errors dominate the costs of biases.
Secondly, our estimation method curbs the multicollinearity more directly by just turning off stocks that are not worth including in the hedge portfolio. In other words, our method restricts some of the hedge portfolio weights to zero, which is equivalent to imposing zero restrictions on the off-diagonal elements of Ψ. This corresponds to a strong form of shrinkage.
When (i, j)-th element of Ψ is zero, it simply means that the i-th and j-th stocks do not help hedge each other in the presence of other N − 2 stocks in the portfolio. For example, when N stock returns are driven by a small number of common factors, we may not need to use all stocks to hedge each other.
The zero restriction may again introduce potential misspecification biases (omitted re-gressors in hedge regressions), but it leads to lower estimation errors. In this way, we promote the sparsity of the mean variance optimizer Ψ. Needless to say, it does not imply the sparsity of the covariance matrix Σ ≡ Ψ −1 since all stock returns are still correlated with each other.
As a matter of fact, Σ is hardly sparse even when Ψ is sparse.
B. Relation to the Recent Literature
The trade-off between the misspecification biases and estimation errors has been emphasized in a few recent papers. For example, Jagannathan and Ma (2003) demonstrate that "wrong constraints" (leading to misspecifications) can help improve the out-of-sample performance of optimized portfolios to the extent that they reduce estimation errors. Ledoit and Wolf's (2003, 2004a,b) main impetus for shrinking the sample covariance matrix is also to strike an optimal balance between the misspecification biases and the estimation errors. Our approach shares the same objective, but suggests a different route to achieve it.
An oft-cited criticism against mean variance optimization is that optimized portfolios often involve extreme and unstable weights. Green and Hollifield (1992) argue that the extreme weights are due to the presence of a dominant systematic factor (i.e., the market factor) in the covariance structure: large long and short positions are unavoidable to hedge the systematic risk regardless of the estimation errors. In response, Jagannathan and Ma (2003) demonstrate that the measurement errors in the estimated covariance matrix still play a prominent role in deteriorating the portfolio performance, as imposing no-short-sale constraint -that is "wrong" in population -can improve the portfolio performance by curtailing estimation errors. Our estimator of Ψ combines some of the salient features in both papers. First, it focuses on reducing estimation errors by promoting the parsimony of Ψ. Second, it aims to capture the hedging relations better, so that it aids the portfolio to achieve a better hedging of the systematic risk.
In a recent contribution, DeMiguel, Garlappi, Nogales, and Uppal (2009) ("DGNU" for short) propose a general framework to constrain the norms of the final weighting solutions.
Their general and flexible framework encompasses many existing portfolio weighting methods, including those of Jagannathan and Ma (2003) and Ledoit and Wolf (2003, 2004a,b) .
While we believe DGNU sets a new stage in the portfolio optimization literature, we also feel that it is worthwhile to step back to reexamine the key input (Ψ) for portfolio optimization.
From a practical perspective, constraining the norms of the portfolio weights is interpreted as using a prior on the weighting solution (output) as DGNU note, but most portfolio managers acquire and process information about the inputs rather than the outputs.
Furthermore, hedging relations among stocks are not necessarily stable, and portfolio managers may choose to rely on their priors in choosing inputs under certain market conditions. For example, it is known that hedging relations among various style factors, such as size and value, have undergone substantial shifts periodically. 13 With such shifts, historical covariance provides less useful guidance, but some portfolio managers are more adept at predicting the optimal hedging relations among the factors. Our approach provides more flexibility to portfolio managers as they can revise the elements of Ψ to better reflect their private information when necessary. This is possible because our approach makes the relationship between hedging relations and optimal portfolio weights transparent.
Needless to say, out-of-sample performance of the optimized portfolios depends not only on the optimizer Ψ, but also on the expected return forecast µ. Given the well-known perils of using sample means, expected return µ should further depend on an asset pricing model and the manager's private information.
14 Since there is a one-to-one mapping between (w, Ψ) and (µ, Ψ), Tu and Zhou (2009a) propose to build economic objectives into the prior on portfolio weights w rather than on µ. This provides a sensible approach when accompanied by an informative input (or prior) for Ψ. Meanwhile, the success of this approach hinges on the quality of Ψ, as the optimal weighting solution is susceptible to estimation errors in Ψ.
Our focus is on the significance of improving Ψ independent of the choice of µ, as an improved estimator of Ψ should complement recent innovations in the literature. Consequently, we leave the problem of finding an optimal input of µ outside the scope of this study. In empirical applications, our primary focus is on the out-of-sample portfolio risk reduction of the global minimum variance portfolio.
14 To improve the quality of µ, recent literature incorporates various theoretical restrictions in a prior distribution of from a Bayesian perspective. Seminal works include Black and Litterman (1992) , Pástor (2000), Pástor and Stambaugh (2000) , and MacKinlay and Pástor (2000).
Nevertheless, the importance of improving the mean variance optimizer Ψ should not be understated.
15 While there is a general perception that estimation error in µ is far more costly than the estimation error in Ψ, Kan and Zhou (2007) demonstrate that when N/T is not so small, there is a very significant interactive effect between the estimation errors in µ and Ψ that can make the optimized portfolios very unstable and unreliable.
16 This is the situation in which a stable optimizer is particularly called for. It is thus of our interest to see if our our estimator of Ψ achieves a significant reduction in the out-of-sample portfolio risk when N/T is large.
C. Empirical Implementation
The two solutions we propose -(i) shrinkage and (ii) selection of stocks in each hedge regression -are not incompatible. We now have a statistical technology to address both objectives simultaneously in a parsimonious manner: the least absolute shrinkage and selection operator (lasso) (Tibshirani (1996) ). They key innovation of lasso is to constrain the l 1 norm of the parameters that need to be estimated. To take advantage of this innovation, we estimate 15 The inverse matrix sensitively affects not only the portfolio optimization but also the attribution of portfolio performance and risk as well as the return forecasting process (via GLS or Bayesian estimation).
16 See Chan, Karceski, and Lakonishok (1999) , Jagannathan and Ma (2003), Ledoit and Wolf (2003, 2004a) , among others, for similar perspectives. Kan and Zhou (2007) and Tu and Zhou (2009b) theoretically demonstrate that, in the presence of estimation errors, mean variance investors should allocate a significant fraction of wealth to the global minimum variance portfolio and equal weighted portfolio when N/T is large.
the inverse covariance matrix Ψ directly by maximum likelihood, but with a constraint on the l 1 norm of its off-diagonal elements.
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Let R t = (r 1,t , . . . , r N,t ) ′ be a vector of N excess stock returns at time t. We consider a problem of estimating the inverse covariance matrix Ψ from a sample of T historical observations of R t . Put differently, T specifies the length of the "estimation window."R t denotes the "centered" vector of R t , whose elements have zero time-series means in the estimation window.
18 Then, the log likelihood for the inverse covariance matrix Ψ = Σ −1 in the estimation window is
We seek an estimatorΨ that maximizes the likelihood function (4) subject to the following constraint:
where τ ≥ 0 is a tuning parameter so that the sum of ψ ij (across all i and j, i = j) must be less than or equal to τ . Expression (5) constrains the sum of the absolute values of its offdiagonal elements, ψ ij (i = j) . In other words, we constrain the l 1 norm of the off-diagonal 17 Lasso has been receiving attention in recent econometrics literature. Caner (2009) studies a lasso-type estimator which is formed by the GMM objective function with the addition of a penalty term. He shows that the lasso-type GMM correctly selects the true model much more often than other regular procedures. Bai and Ng (2008) consider lasso to perform selection and shrinkage simultaneously in factor forecasting of time series .
18 The MLE estimator of the mean is always the sample mean.
15 elements of the inverse covariance matrix Ψ.
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Intuitively, the constraint (5) promotes the overall shrinkage by restricting the sum of ψ ij . Meanwhile, it imposes the restriction of the form ψ ij = 0 in the following way.
Under the constraint (5), different elements of ψ ij compete with each other to remain nonzero. However, if the marginal gain from retaining the j-th stock in the i-th stock's hedged portfolio does not justify the cost, then we turn off the j-th stock in the i-th hedged portfolio.
Then, by the identity (2) and symmetry, this effectively restricts the (i, j)th and (j, i)th elements of the inverse covariance matrix to be zero.
A Lagrangian expression of this constrained maximum likelihood estimation problem is
whereŜ is the sample covariance matrix:
The regularization parameter ρ ≥ 0 denotes the penalty on the l 1 norm,
The estimator,Ψ ρ , depends on the regularization parameter ρ, as signified by the subscript.
A larger value of ρ promotes more sparsity ofΨ ρ whereas ρ = 0 makes the solution identical
19 Yuan and Lin (2007) and Rothman, Bickel, Levina, and Zhu (2008) solve this estimation problem in a different setup (graphical model).
to the unconstrained MLE solution. We will discuss the choice of ρ when we evaluate out-ofsample performance in the following section. We conduct our estimation using the graphical lasso (glasso) algorithm of Friedman, Hastie, and Tibshirani (2008) . 20 In Appendix, we explain how the estimation problem (6) is related to the system of hedge portfolios introduced in Section I.
III. Out-of-Sample Evaluation: Setup
A. Dataset and Methodology
To test the out-of-sample performance of the proposed mean variance optimizer,Ψ ρ , we employ the ten datasets listed in Table 1 . The datasets cover the representative portfolios, 20 The "penalized" maximum likelihood estimation problem (6) is closely related to the model selection problem considered by Akaike (1974) and Schwarz (1978) . They propose information criteria (AIC and BIC)
to trade-off between model misspecification bias and estimation errors in selecting from competing models.
For example, according to AIC, the optimal inverse covariance matrix Ψ solves:Ψ AIC = arg max
where Card(Ψ) is the number of non-zero elements of Ψ, while Schwarz's BIC uses ln T 2 Card(Ψ) instead of Card(Ψ). The information criteria penalize the number of parameters Card(Ψ) to discourage model complexity and overfitting. Unfortunately, when N is not small, the penalties on Card(Ψ) make our estimation problem infeasible because Ψ can be sparse in 2 n(n−1)/2 different ways. However, by
N j =i ψ ij , we can combine model selection with parameter estimation within a feasible convex optimization problem. Indeed, graphical lasso (glasso) algorithm accomplishes two goals in just one step. Friedman, Hastie, and Tibshirani (2008) make the glasso algorithm publicly available in R programming language.
both US and international, that are of interest to both academic researchers and industry practitioners. They can be classified as: portfolios formed on size and book-to-market ratio (#1,2), industry portfolios (#3,4), country market indexes (#7,10), value and growth portfolios in international markets (#8), and their combinations (#5,6,9). The number of assets ranges between 15 and 148.
21 Because we are interested in cases in which N/T is not small, our datasets have more assets than those studied by DeMiguel, Garlappi, Nogales, and Uppal (2009) and Tu and Zhou (2009a,b) . We primarily focus on the out-of-sample performance of the minimum variance portfolio of risky assets (stocks). Since the minimum variance locus must be constructed from risky assets only and without risk-free ones, this portfolio also requires full initial investments.
We thus exclude any "spread assets" such as the SMB and HML factor portfolios and futures contracts, otherwise they will allow investors to obtain risky exposure without making initial investments (except margins). Then spread assets won't have bona fide returns unless we further assume that they are covered by risk-free assets, a contradiction with above.
Therefore, our out-of-sample analysis excludes spread assets and imposes the usual constraint 1 ′ N w = 1, where 1 N denotes the N × 1 vector of ones.
22
21 We thank Ken French for making many of the datasets available.
22 Of course, if our primary focus is on the Sharpe ratio rather than the portfolio risk, then it is certainly interesting to release the 1 ′ N w = 1 constraint and incorporate various spread assets into analysis. However,
We evaluate the out-of-sample portfolio performance using the standard "rolling-horizon" approach. In each month t, we construct the global minimum variance portfolios using the past 120 months (10 years) of stock returns (the "estimation window," T = 120). Next, we hold such portfolios for one month and calculate the portfolio returns in month t + 1 out-of-sample. We continue this process by adding the return for the next period in the dataset and dropping the earliest return from the estimation window. The choice of the rolling estimation window size, T = 120, follows the standard practice in the literature.
Meanwhile, we are also interested in the case of large N/T where a stable optimizer is called for. Therefore, our analysis is conducted on datasets that have at least 100 assets (#2,6,8,9), and also on those with N > T in which the sample covariance matrix is not invertible.
23
Column [5] of Table 2 reports the N/T ratios of our datasets.
B. Choice of the Regularization Parameter ρ
Our proposedΨ ρ depends on the regularization parameter ρ [equation (6)]. Since choosing the parameter after observing out-of-sample performance induces a look-ahead bias and our current paper focuses on the out-of-sample performance ofΨ ρ and abstracts away from the prediction of expected returns.
23 To conserve space, we only report the results for T = 120. We have also conducted an analysis using a shorter estimation window T = 60, and results are available upon request. In fact,with T = 60 the proposed estimator achieves more significant gains in forecasting future covariances and reducing out-of-sample risk in many datasets.
thus is not appropriate, we fix the first 60 months out-of-sample as a "training sample", in which we search for the value of ρ that maximizes the predictive likelihood using a grid with increment of 0.1. Then we adhere to this choice throughout the remaining out-of-sample "testing period" and burn in the first 60 out-of-sample portfolio returns. Our approach is simple and conservative, but the optimizer can deliver consistent performance when the optimal value of ρ remains stable over time.
For each data set, columns [1] and [2] of Table 2 summarize the out-of-sample training and testing periods. For example, the out-of-sample testing period starts in July 1978 for the first 6 datasets and in January 1990 for the next three datasets, and so on. The total number of testing periods is 374 months for the first 6 datasets, 216 months for the next three datasets, and 206 months for the last dataset (MSCI). Table 2 reports the values of ρ chosen in the training period, which range from 0.5 to 2.4 across datasets. The next column [5] reports the "sparsity" ofΨ ρ , measured by the percentage of zero off-diagonal elements. The time-series average of the sparsity ranges from 29.0 percent to 80.1 percent, meaning that a significant fraction of the inverse covariance matrix is set to zero. In this sense, the proposed estimatorΨ ρ is indeed highly sparse. ClearlyΣ LW and our proposed estimatorΨ ρ share the same objective to achieve a superior prediction of covariances by reducing estimation errors. However,Σ
−1
LW inherits the well-conditionedness from shrinkingΣ LW toward a parsimonious structure. In contrast, our proposed estimatorΨ ρ directly shrinks the inverse covariance matrix toward a sparse structure. Table 3 shows that bothΨ ρ andΣ −1 LW help stabilizeŜ −1 in situations when the sample covariance matrix is ill-conditioned or even non-invertible. 24 In constructing the Ledoit-Wolf shrunk covariance matrixΣ LW , we replace the sample covariance matrix (Ŝ) with a weighted average of the sample covariance matrix and a shrinkage target. For the latter, we use a constant correlation matrix, that is, the correlation between any two stocks is just the average of all the pairwise correlations from the sample covariance matrix. We appeal to the principle of parsimony and choose this shrinkage target instead of one obtained by further assuming a one-factor structure (such as a market model). In fact, Elton and Gruber (1973) and Elton, Gruber, and Urich (1978) show that the constant correlation model produces better forecasts of the future correlation matrix than those obtained from the market model or the sample correlation matrix. We then solve the optimal weight (shrinkage intensity) by minimizing the loss function of Ledoit and Wolf (2004b) , which is represented by the Frobenius norm of the distance between the true covariance and shrinkage estimator.
21 Table 3 about here.
IV. Out-of-Sample Evaluation: Evidence
A. Predicting Covariances Out-of-Sample
Let Σ and Σ −1 be the population covariance matrix and its inverse, andΣ LW . An empirical measure of the ability ofΣ
in predicting the covariances of out-ofsample stock returns is the log predictive Gaussian likelihood function (per observation):
where T f is the total number of out-of-sample testing periods.
the demeaned return vector, that is calculated by subtracting the time-series mean from R t during the out-of-sample testing period.
A concern is that the Gaussian predictive likelihood function (7) 
LW )] for t = 1, ..., T f , we calculate the difference in the predictive likelihoods via (7) and test the null hypothesis of no difference indirectly by constructing two-sided bootstrap intervals for the differences with nominal level 1 − α. If this interval does not contain zero, then the null is rejected at the nominal level α (e.g. Ledoit and Wolf (2008)). Table 4 reports the values of
along with the significance levels. These values are reliably different from zero at the 1% critical level, meaning that the proposed estimatorΨ ρ delivers a significantly higher predictive likelihood than the in-sample maximum likelihood estimatorŜ −1 and the shrunk estimatorΣ −1 LW in all datasets (except #7). This result suggests that the sparse inverse covariance matrix estimator predicts the covariances of stock returns well and often better than the sample-based (maximum likelihood) covariance matrix and the shrunk covariance matrix do out-of-sample. 
B. Out-of-Sample Portfolio Risk Minimization
We are primarily interested in the ability of the proposed mean variance optimizerΨ ρ in reducing the out-of-sample portfolio risk. Our focus is on the global minimum variance portfolio, because this portfolio depends only on the estimator of the inverse covariance matrixΣ −1 but not on expected returns. For a given estimator of the inverse covariance matrix,Σ −1 , the global minimum variance portfolio is
By replacingΣ −1 with the proposed sparse estimatorΨ ρ , we propose the global minimum variance portfolio:
ρ 1 N . We denote this portfolio by GMV-Ψ ρ .
We compare the out-of-sample portfolio risk of GMV-Ψ ρ with those of the following alternative portfolios.
• The sample-based global minimum variance portfolio, denoted by GMV-Ŝ −1 . Its portfolio weights are summarized by w GMV-Ŝ −1 = (1
• The equal-weighted (1/N) portfolio, 
In the out-of-sample test, we first obtain the time-series of out-of-sample returns for the five portfolios: GMV-Ψ ρ , GMV-Ŝ −1 , EW (1/N), GMV-JM, and GMV-LW. Then we calculate the out-of-sample portfolio variances and standard deviations, the latter denoted by σΨ ρ , σŜ −1 , σ EW , σ JM , and σ LW , respectively.
We then inspect if the proposed portfolio GMV-Ŝ −1 achieves a reduction in the outof-sample portfolio risk compared to the four alternatives. We test the null hypothesis of no difference in out-of-sample portfolio risk by computing bootstrap two-sided confidence evident and statistically significant. GMV-Ψ ρ also enhances significant out-of-sample risk reduction from GMV-JM, and GMV-LW for the US datasets (#1-6), but the difference is smaller in magnitude and insignificant for international datasets (#7-10). Still, GMV-Ψ ρ is never significantly dominated in portfolio risk minimization. Therefore, the proposed portfolio compares favorably with the one based on no-short-sale restrictions (Jagannathan and Ma (2003)) and the one with Ledoit and Wolf's (2004a) shrinkage covariance matrix estimator.
27
27 We would rather add that we do not intend to claim a general superiority ofΨ ρ -based portfolios to the ones proposed by Jagannathan and Ma (2003) and Ledoit and Wolf (2003, 2004a,b 
C. Out-of-Sample Sharpe Ratio
In principle, reduction in the portfolio risk can improve the Sharpe ratio if the mean returns remain the same. Although mean returns are susceptible to estimation errors, Sharpe ratio is among the most widely used performance measures. It is also known that the global minimum variance portfolio, that ignores the estimated mean returns altogether but exploits covariances among stocks, often achieves a higher Sharpe ratio than other portfolios (e.g.
Jorion (1985, 1986) , DeMiguel, Garlappi, and Uppal (2009) during the same period. Therefore, GMV-Ψ ρ indeed achieves higher Sharpe ratios than the equally-weighted and value-weighted diversification policies. Table 6 under heading [2] . GMV-Ψ ρ achieves significantly higher Sharpe ratios than GMV-Ŝ −1 , EW (1/N), and GMV-JM in four to six datasets. However, in one of the other datasets (#1), GMV-Ŝ −1 attains the highest Sharpe ratio that is significantly higher than GMV-Ψ ρ and other alternative portfolios. In addition, for industry portfolios (#3,4) and country indexes (#7,10) we do not find any statistically discernible differences in Sharpe ratios between GMV-Ψ ρ and the four alternative portfolios.
In summary, the proposed portfolio GMV-Ψ ρ achieves high and stable Sharpe ratios that compare favorably with alternative portfolios. However, given large estimation errors in mean returns, we refrain from drawing strong conclusions for the differences in Sharpe ratios in this exercise.
28 DeMiguel, Garlappi, Nogales, and Uppal (2009) also adopt this approach.
D. Economic Gains from Improved Portfolio Optimization
In principle, mean variance portfolio optimization accomplishes portfolio risk reduction beyond the EW (1/N) diversification rule by exploiting the hedging relations among stocks.
Assessing the economic significance of portfolio risk reduction, however, is difficult without additional assumptions. Furthermore, meaningful assessment of economic gains must account for the effect of transaction costs, the amount of which grows rapidly with the hedge trades induced turnovers.
To this end, we calculate the annualized certainty equivalent excess return (CER) of each portfolio after subtracting its transaction cost (TCost). Specifically, the TCost-adjusted
CER is
TCost-adjusted CER q =μ q − γ 2σ TCost-adjusted CERs higher than 3 percent, which we deem to be higher than most investors would require.
However, results for the case of γ = 3 (available upon request) are qualitatively similar to the results reported in this paper.
30 According to Domowitz, Glen, and Madhavan (2001) , average proportional trading costs for US equities the increase in the risk-free rate that an investor is willing to trade for a risky portfolio q after accounting for transaction costs. For example, suppose that a portfolio q has a TCostadjusted CER of one percent. In this case, the investor is indifferent between the portfolio q and an asset that guarantees riskless return of one percent plus the risk-free rate. A higher value of TCost-adjusted CER indicates that the portfolio has a more desirable risk-return characteristic.
In order to get a sense of the size of trades, Table 7 reports monthly turnover in columns under heading [1] . The reported turnover can be interpreted as the average fraction of wealth traded in each rebalancing period. Not surprisingly, the EW (1/N) portfolio has the lowest turnover because the diversification rule does not involve any hedge trades. The no-shortsale constraint also keeps the turnover of the GMV-JM low. On the contrary, GMV-Ψ ρ and GMV-LW portfolio strategies actively employ hedge trades to reduce portfolio risk, and hence entail higher turnover. For GMV-Ψ ρ and GMV-LW, monthly turnovers range between 0.104 and 0.733 and between 0.127 and 2.391 respectively. However, these portfolios attain a much lower turnover than GMV-Ŝ −1 by reducing the effects of estimation errors.
The columns of Table 7 Still, we caution a strong conclusion from this analysis. First of all, TCost-adjusted CERs include a time-series mean of out-of-sample portfolio returns that are subject to large estimation errors. Second, this analysis tends to underestimate the gains from the minimum variance optimized portfolios in favor of EW (1/N) strategy, given the assumption that the optimized portfolios are rebalanced in every period. In practice, portfolio managers incorporate transaction costs explicitly in making their optimal portfolio decisions. Consequently, they rebalance portfolios only when predicted utility gains (e.g., certainty equivalent returns) exceed the transaction costs, thereby lowering their turnover. Seeking an optimal trade-off between portfolio risk reduction and transaction costs, however, requires dynamic optimization with a specific penalty function on the transaction costs. We abstract from this practical implementation issue. Our focus is on improving the estimator of the inverse covariance matrix, because such an improved estimator can help improve our portfolio decisions in any setup.
E. Effects of No-Short-Sale Restriction
In some practical situations, portfolio managers impose no-short-sale constraint (non-negativity constraint) on their portfolios to avoid extreme positions. However, Green and Hollifield (1992) show that imposing no-short-sale constraint inhibits their ability to hedge the dominant systematic risk (i.e., the market factor) in minimizing portfolio risk. In response, Jagannathan and Ma (2003) demonstrate that imposing no-short-sale constraint (non-negativity constraint) does not necessarily hurt the portfolio performance because the estimated covariance matrix contains large measurement errors. In summary, the effects of no-short-sale constraint on portfolio performance depend on the magnitude of measurement errors in the estimated covariance matrix. If large estimation errors are still present inΨ ρ , then adding the no-short-sale restriction can still help improve the performance of the GMV-Ψ ρ portfolio.
Consequently, we examine how the non-negativity constraint affects the performance of the GMV-Ψ ρ portfolio. We use GMV-JM-Ψ ρ to denote the GMV-Ψ ρ portfolio with no-shortsale restriction, i.e., all portfolio weights of GMV-JM-Ψ ρ are non-negative. In other words, GMV-JM-Ψ ρ replacesŜ −1 withΨ ρ in GMV-JM. Table 8 compares the out-of-sample portfolio performance of GMV-Ψ ρ , GMV-JM, and GMV-JM-Ψ ρ . Obviously, the non-negativity restriction limits the optimizer's ability to diversify portfolio risk. With the same restriction but using different inverse covariances, GMV-JM and GMV-JM-Ψ ρ have very similar portfolio risk and Sharpe ratio out-of-sample, though GMV-JM-Ψ ρ yields lower turnover than GMV-JM in all datasets. This result suggests that, with the improved estimator of the inverse covariance matrixΨ ρ in place, the non-negativity constraint no longer helps improve the portfolio performance. 31 It also indicates that the improved performance of GMV-Ψ ρ is achieved through improved hedge trades that entail short positions in some constituents of the portfolio. By constraining the hedge trades, no-short-sale restriction leads to lower portfolio performance once the estimation errors are contained. 
V. Conclusion
Appealing to the idea that the inverse covariance matrix prescribes the optimal hedging relations among stocks, we propose a method to reduce the estimation errors in the inverse 31 This is consistent with Jagannathan and Ma's (2003) observation that non-negativity constraint leads to reduction in portfolio performance when we apply a factor structure or a shrinkage to the covariance matrix estimation, or when we use daily returns (low N/T ) to estimate the sample covariance matrix.
covariance matrix by shrinking the estimated hedge portfolio weights. The proposed estimator of the inverse covariance matrix is sparse, meaning that a significant fraction of its off-diagonal elements are zero.
We show that the proposed estimator produces superior forecasts of covariances, and accomplishes a significantly better task in out-of-sample portfolio risk minimization compared to the sample-based (maximum likelihood) estimator of the covariance matrix, especially in datasets with large N/T ratio. Furthermore, out-of-sample performance of the global minimum variance portfolio with the sparse inverse covariance matrix compares favorably to those of the equal-weighted portfolio, the no-short-sale constrained portfolio (Jagannathan and Ma (2003)), and the portfolio with shrunk covariance matrix (e.g. Ledoit and Wolf (2004a) ). These results support the initial motivation of our analysis: By mitigating estimation errors in the hedge portfolios, we can enhance the ability of mean-variance optimizer in reducing the out-of-sample portfolio risk. We further show that, with the proposed estimator, economic gains from improved hedge trades exceed conventional level of transaction costs. Moreover, additional no-short-sale restriction does not help enhance the out-of-sample performance because it inhibits better use of hedge trades.
Appendix
In this appendix we show the relationship between the estimation of Ψ and constructing the system of hedge portfolios. Again the constrained maximum likelihood estimation problem
whereŜ is the sample covariance matrix.
By constraining maximum likelihood, graphical lasso algorithm also imposes constraints on hedge regressions. Banerjee, El Ghaoui and d'Asprement (2008) show that the problem (8) is convex and consider estimation as follows. Letting W be a perturbation of the sample estimatorŜ, they show that one can solve the problem by optimizing over each row and corresponding column of W . Suppose we rearrange the stocks so that the last row and column correspond to the stock one wants to hedge by other stocks. Then partitioning W andŜ,
Using convex duality, Banerjee, El Ghaoui and d'Asprement show the dual problem of the above turns out to be
where
11ŝ 12 and β = W −1 11 w 12 . 38
Now this dual exactly resembles a lasso least-squares problem (Tibshirani (1996) ) applied on hedge regression (1) (Stevens (1998) IntV alGro contains value and growth portfolios in each of the 15 countries using four valuation ratios: book-to-market (B/M); earnings-price (E/P); cash earnings to price (CE/P); and dividend yield (D/P). The value portfolios contain firms in the top 30% of a ratio and the growth portfolios contain firms in the bottom 30%. We exclude the CE/P based value and growth portfolios for Norway, due to a large number of missing values. M SCI contains US dollar returns on the MSCI country indexes for: Australia, Austria, Belgium, Canada, Denmark, France, Germany, Hong Kong, Italy, Japan, Netherlands, Norway, Singapore, Spain, Sweden, Switzerland, UK, and US. Notes: Columns under [1] report turnover of the five portfolios: GMV-Ψρ, GMV-Ŝ −1 , EW (1/N), GMV-JM, and GMV-LW. Please see the text for their definition. Calculation of the portfolio turnover follows DeMiguel, Garlappi, and Uppal (2009). T < N indicates that the portfolio cannot be constructed due to the non-invertibility of the sample covariance matrix. Columns under [2] report the values of the transaction cost adjusted certainty equivalent excess returns (TCost-adjusted CERs), shown in annual percentage points. The transaction cost of each is calculated as 50 basis points times monthly turnover times 12 (to annualize). Ratio, and [3] monthly turnover. GMV-JM-Ψρ replaces the inverse sample covariance matrix used in GMV-JM with the proposed sparse inverse covariance matrixΨρ. In other words, GMV-JM-Ψρ is GMV-Ψρ with no-short-sale restriction (e.g., Jagannathan and Ma (2003)).
