We extend the Hanel and Thurner asymptotic analysis to both extensive and non-extensive entropies on the basis of a wide class of entropic forms. The procedure is known to be capable to classify multiple entropy measures in terms of their defining equivalence classes. Those are determined by a pair of scaling exponents taking into account a large number of microstates as for the thermodynamical limit. Yet, a generalisation to this formulation makes it possible to establish an entropic connection between Markovian and non-Markovian statistical systems through a set of fundamental entropies S±, which have been studied in other contexts and exhibit, among their attributes, two interesting aspects: They behave as additive for a large number of degrees of freedom while they are substantially non-additive for a small number of them. Furthermore, an ample amount of special entropy measures, either additive or non-additive, are contained in such asymptotic classification. Under this scheme we analyse the equivalence classes of Tsallis, Sharma-Mittal and Rényi entropies and study their features in the thermodynamic limit as well as the correspondences among them.
I. INTRODUCTION
From stochastic and deterministic dynamical statistical systems to complex systems, entropy is a core concept in obtaining a grasp of their large-scale behaviour on account of their intrinsic features. In the orthodox statistical mechanics, Boltzmann-Gibbs (BG) statistics are enough to describe with extraordinary accuracy weakly interacting systems in terms of an additive (extensive) entropy measure.
It is not the same for the case of complex systems; in general it becomes challenging to design Markovian models due to their highly correlated components [1] . Expressly, the future state of the systems depends only on the current state but not on former steps. Additionally, a macroscopical description relying on the basis of Boltzmann entropy does not succeed for the reason that additivity is not preserved. An alternative to overcome these issues, an entropic-based description of correlated systems requires non-additive (non-extensive) generalised entropies instead. Non-extensive entropies have been applied to describe a variety of complex systems [2] [3] [4] .
Nonetheless, all the physics tested in laboratory is Markovian to a certain degree of approximation, for example the state of any mechanical system is completely determined by specifying its coordinates and velocities (or momenta) at a given time. One would be able to determine its subsequent stages with the aid of a suitable distribution dictated by the equations of motion.
The crucial point, however, comes when only a sub-set of coordinates is considered. Then such incompleteness of the fundamental dynamics results in a system's behaviour which generally appears as non-Markovian, bringing as a consequence the impossibility to predict future outcomes based on the present state; e.g. Langevin dynamics [5, 6] . Therefore it is natural to devise the question whether an entropic formulation allows to establish a reasonable connection between Markovian and non-Markovian systems. This is the subject of this paper.
In what follows we propose a possible unification for this two descriptions in terms of a universal entropy which behaves as a non-extensive one for statistical systems with a small number of degrees of freedom while at a large-scale it resembles BG. Section II is dedicated to review an asymptotic analysis delivered in recent years [7] capable to classify a number of generalised entropies. We also study a pair of non-parametric, non-extensive entropies on which our study is based. In section III we provide a generalisation to the classification presented previously, starting with non-parametric, non-extensive entropies. Additionally, in section IV, we discuss the qdependent, non-extensive entropy of Tsallis and its properties in the thermodynamical limit to serve as a comparison with our proposal. Other entropic forms beyond the generalised classification here presented, such as SharmaMital and Rényi entropies are to be surveyed in section V as well as their relation to Tsallis entropy. Finally, our conclusions are presented in section VI.
II. ASYMPTOTIC ANALYSIS
Our study begins by considering generalised entropies of the form S(P ) = Ω n G(p n ), for a set P of probabilities p n defined on it. The functional G(p) is such that the enarXiv:1904.07858v1 [cond-mat.stat-mech] 16 Apr 2019 tropic forms defined in that way satisfy at least the three first Shannon-Khinchin (SK) axioms, to wit: Continuity (SK1), maximality (SK2) and expandability (SK3). Inasmuch as the fourth axiom, additivity (SK4), is uniquely fulfilled by the well known Boltzmann entropy functional S B ≡ − Ω n p n ln p n . Either weakly-interacting or non-interacting statistical systems are successfully described by Boltzmann entropy. Only for these systems it is true that additivity and extensiveness are both equivalent. This becomes, however, false in case of correlated statistical systems, beyond equilibrium, for which we have that the SK4 axiom is not satisfied. Nonetheless, as will be shown in this paper there exists the possibility to establish a natural connection between correlated and uncorrelated statistical systems by following the asymptotic approach given in [7] .
To be clear, it turns out that the non-extensive entropic forms derived from the superstatistics framework [8] , or alternatively from a generalised replica trick [9, 10] ,
) do satisfy SK1-SK3 for an interacting system of 400 degrees of freedom. In the thermodynamical limit such correlation is broken and SK4 is satisfied as well. In other words, S B and S ± belong to the same asymptotic equivalence class.
To see this, we adopt the approach assumed by the authors in [7] . As they showed the statistical systems satisfying the axioms SK1-SK3 are thoroughly characterised by a pair of scaling exponents (c, d) pertaining respectively to the asymptotic laws
with 0 < c ≤ 1, and
Taking into consideration the laws (1) and (2) it is easy to verify that entropies S B and S ± are characterised by the same pair (c, d) = (1, 1). In particular, since c = 1 then to fulfil SK2 it is necessary that d ≥ 0, which is already satisfied, implying that G is a convex function. For classical entropy S B this is a well known fact, although for entropies S ± this can be proved by attending to the condition tS(p)
, since the inequalities must be fulfilled for every p n and p n one is able to note that (1 − t)p p n n < tp pn n and δ ≤ 0; therefore δ ≤ (1 − t)p p n n − tp pn n ≤ 0, and consequently S + is convex. Similarly, for S − , we get tp
, due to the right-hand member attains zero at t = p n /(p n −p n ) whereas the lefthand member at t = −p pn n /(p
III. GENERALISED ENTROPY MEASURES
In what follows we are to extend the proposal introduced by Hanel and Thurner in order to provide a general characterisation of separable entropy measures, S = i G(p i ), in terms of a generalised biparametric entropy form on the basis of S ± statistics. For that we introduce a Lemma on account of the generators γ ± (x) = ±1 ∓ x ±x . Finally we give a further discussion on the inherent features of S ± and their relation to the class (1,1).
Lemma 1 For any pair of scaling exponents (c, d), the functional generators γ ± (x) = ±1 ∓ x ±x define the set of universal entropic forms
where W is the Lambert (product logarithm) function, f (x) is the characteristic function and A = αcd (1−c)(α−1) . Furthermore, the parameter α depends on the scaling ex-
Let us add a word on the characteristic function f (x). To obtain its explicit functional form, it has to be identified as
, thus it becomes uniquely defined by each entropic form G ± and consequently the corresponding scaling exponents c and d.
Certainly lemma 1 allows us to obtain a wide family of entropies with different scaling parameters (c, d) generated by S ± entropy measures. Albeit, as we are to see, Hanel and Thurner classification [7] can be directly recovered from (3) as well as the particular cases S ± .
corresponding to the Hanel and Thurner entropic form. In reference [7] the authors claim that g as for Eq. (4) does satisfy the asymptotic laws (1)-(2). Here we are interested in G ± characterised by the specific cases to be presented ahead, in fact as we will show for the generalised probability-dependent entropies S ± , laws (1)- (2) are entirely fulfilled.
More
, where S * is the maximum of entropy. Consequently, the values of a given observable should change continuously if the state in consideration becomes different by a small amount, hence the second term in the expansion of γ ± cannot be greater than the first one an so on. For that reason such entropies provide a good estimate to any hypothetical generalisation to (3) depending on p ln p.
Likewise, the generators γ ± do constitute a basis for entropy measures such as the linear combination S 0 ≡
It can be proved that S 0 tends asymptotically to the class (c, d) = (1, 1); which is expected since S + and S − belong to this class according to corollary 2. Yet this fact can be directly seen from the series expansion
Therefore S 0 converges to Ω n sinh s(p n ). Note that the requirements for thermodynamical stability are covered term by term in the series: To say
, thus resembling BG in the limit Ω → ∞ (corollary 3).
However, unlike entropy S B , the non-extensive S ± are suitable to describe a system of few particles beyond the equilibrium [11] , for which there exists a correlation between its constituents [12] . Whether this correlation is weak or strong, is a matter to be explored elsewhere. At this moment we would like to focus our attention on examining a microcanonical configuration (E, V, N ) for which the functionals S ± attain their maximum at p n = 1/Ω for every n, provided SK2 is satisfied. In the light of this, we get
taking a series expansion, there yields
the first term in the series corresponds to BG, note that the contribution due to the remaining terms tends to be negligible as Ω grows since ln Ω < Ω, hence the ratio ln Ω/Ω ∼ 0 for Ω 1. Furthermore, since S B = ln Ω in regard to an equipartition, we get
thus enabling to relate BG to the non-extensive entropies S ± . This fact has conducted us to the graphs shown in figure 1 where, as seen, the entropies S ± would take into account subtle differences for a statistical system composed of few degrees of freedom. For instance, below 400 (ln 400 ≈ 6) the differences between S ± and S B approaches 0.75%. Recently quantum systems of a small number of particles have been successfully implemented in laboratory for which an indirect measurement of entropy has been performed [13] .
FIG. 1.
Entropies S± as a function of SB in a microcanonical ensemble.
IV. PARAMETER-DEPENDENT ENTROPY MEASURES
So far we have limited our discussion to examine the class (c, d) = (1, 1) hence obtaining non-parametric entropies as stated by corollaries 2 and 3. Nonetheless, even parametric entropies can be classified through the universal entropic form (3). Consider for instance the case of the celebrated Tsallis entropy [14] , introduced in the field of information theory by Havrda and Charvát [15] . This entropy belongs to the equivalence class (c, d) = (q, 0); from (4) one can obtain
whose convexity depends entirely on the free parameter q, to wit for any q > 0 the axiom SK2 is assured. Yet one is encouraged to observe that convexity conditions on a confined set of values 1 ≤ q ≤ 2 together with a restricted number of states can be prevailed, see [16] . In particular, in the limit q → 1 we are able to recover BG standard entropy despite S q does not belong to the class (1,1). Furthermore, in the limit of q close to an integer or rational number m i.e. q = m+ the leading contribution to (6) is given by S m itself. This means that, for example values of q away from 1, like 1/2 or 2 are far from BG statistics [17, 18] . The fact that BG statistics is recovered from S q is an important remark, however one should consider the situation in which the limits Ω → ∞ and q → 1 are taken simultaneously; we will discuss this in the following. However, one should take into account that a continuous transformation (c, 0) = (1, 0) → (1, 1) is not physically allowed [7] .
Additionally consider a general probability distribution. Even for q close to unity, the leading contribution of Tsallis entropy is given by BG statistics only if there exists a suitable interplay between a given = |q − 1| and S B , this is due to the fact that
. The functional corrections together with the probabilities have increasing powers of the logarithms, such that for n > 1 we get | i p i ln p n i | > S B . One will require at least i p i ln p n+1 i → k−n , with k > 0. As we will see for the microcanonical case, this is a way of going to the BG statistics limit, but is not obvious that such process holds for practical purposes.
Having said that, unlike S ± , it is clear that entropy measure S q does not fulfil SK4 asymptotically and hence it is non-extensive in the thermodynamical limit. Typically, it is related to the study of complex systems regardless of its degree of correlation (see [19] for an ample discussion on the range of its applications), as a consequence the associated systems have to comply with the pseudoadditivity rule. For instance, consider a system C divided into two correlated subsystems A and B, then it follows S
q , and due to S
q . Now, provided SK2 is satisfied, the maximum of S q subject to p n = 1 is reached at p n = 1/Ω for all n. In consequence, for an (E, V, N ) configuration we have
where S q has been expressed as a function of the Boltzmann entropy S B . Besides, one can be aware that (7) is bounded by the number Ω of states, which means that
1−q is an integer as for a microcanical ensemble. Using this notation clearly lim q→1 S q = S B , yet, it is indeed that for small numbers = |q − 1| meaningful deflections of S B may arise as seen from the expansion
It is interesting to notice that even for enough small values such as q is near the unity, entropy S q will differ from S B as the number Ω of states grows, which can be observed in figure 2 . This is in a way opposite to S ± as illustrated in figure 1 where, for Ω 400 and far beyond, these entropies coincide asymptotically with S B ; result that would be expected for a large number of microstates in the case of equilibrium or even for a slightly deviation from it. However, one must recall that S ± and S q are constructed based on non-equilibrium assumptions [8, 20] , being these proposals essentially different from S B in certain Ω regions. In fact, one could engineer to have S q near to BG statistics, albeit to achieve that there is a compromise between and how large S B can be. A possibility would be a very small in a way that S B → k ,k > −1 thus constraining the number of states Ω. Indeed, this compromise is closely related to the fact that S q and S B belong to different equivalence classes. 
V. FURTHER ENTROPIC FORMS
In the following paragraphs we are to study further entropy measures starting with the two-parameter entropy of Sharma and Mittal [21] , which has as a limit Rényi entropy [22] . We determine their leading behaviours for a microcanonical configuration and their scaling properties in the thermodynamical limit. We also discuss the relation between Rényi and Tsallis statistics.
There are some entropy measures that cannot be utterly expressed in the generalised form S = n G(p n ) discussed so far; rather in a composed form as S = F ( n G(p n )). Among this class it is found the biparametric, non-additive entropy function introduced by Sharma and Mittal [21] S q,r ≡ 1 r − 1 1 − p q n 1−r 1−q , q, r ∈ R,
which resembles Boltzmann and Tsallis entropies in the limits (q, r) → 1 and r → q, respectively. Nonetheless, we are still entitled to classify S q,r by applying directly the asymptotic laws (1) and (2) to the form S = (1 − G 1−r 1−q )/(r − 1), with G = n p q n . A straightforward calculation let us assert that (9) belongs to the class (c, d) = (r, ∞). Noting in particular that due to the very fact d = ∞, then S q,r will only satisfy SK1-SK3 for 0 < r < 1, although in general S q,r fails to be thermodynamical stable.
For an equipartition probability assignment, p n = 1/Ω, entropy S q,r becomes S q,r = Ω 1−r − 1
which evidently coincides with (7) for r → q. Yet one must keep in mind that class (r, ∞) does not continuously transform to (q, 0) nor to (1, 1) . Let us show this fact by taking an expansion of S q,r in powers of r Our work describes multiple entropy measures and their generalised asymptotic classification in terms of scaling parameters, in the thermodynamical limit, as well as their similarities to BG, if any. It would be of interest to determine physical systems on which the departure from BG, to say the transition from non-Markovian to Markovian systems present in the building blocks of this classification, S ± , plays a central role.
