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Kurzfassung
Quintessenz dieser Arbeit ist die Entwicklung und exemplarische Validierung eines
quantenchemisch/moleku¨lmechanischen Verfahrens (QM/MM), mit dem sich photoche-
mische Prozesse in komplexer Umgebung beschreiben lassen. Wa¨hrend fu¨r Reaktionen in
Grundzusta¨nden derartige Methoden bereits erarbeitet sind, muß hinsichtlich des quanten-
mechanischen Teilverfahrens fu¨r dieses Vorhaben erst eine genu¨gend genaue, aber auch
effiziente Methode bereitgestellt werden. Diese ist dann in ein QM/MM-Schema zu in-
tegrieren. Fu¨r die Beschreibung angeregter Zusta¨nde hat sich die Methode der Multi-
Referenz-Konfigurationswechselwirkung (MRCI) bewa¨hrt. Ihr Aufwand la¨ßt sich durch
individuelle Selektion im Konfigurationsraum (IS/MRCI) den Bedu¨rfnissen anpassen.
Das erste Projekt innerhalb dieser Arbeit umfaßt eine weitreichende Verbesserung ei-
nes derartigen IS/MRCI-Verfahrens von Tavan und Schulten (1980), welches auf dem
Verfahren der Symmetrischen Gruppe fußt. Dabei war das Ziel, bei der Berechnung der
Hamiltonschen Matrix deren schwache Besetzung algorithmisch auszunutzen, was fu¨r die
Effizienz unabdingbar ist, aber mit dem Konzept der individuellen Selektion erhebliche
Schwierigkeiten bereitet. Die Lo¨sung des Problems gelang durch die Entwicklung einer
Baumstruktur, welche einerseits zur Speicherung der Elemente des Variationsraums dient
und mit der andererseits eine Baumwanderungsprozedur operiert, die nur jene Matrixele-
mente ansteuert, welche nicht verschwinden.
Bei der Hinfu¨hrung zum neuen Verfahren wird in dieser Arbeit auch deutlich gemacht,
wie bereits existierende Alternativverfahren funktionieren und inwiefern diese ungeeignet
oder suboptimal im Rahmen von IS/MRCI sind.
Durch Analyse des Skalierungsverhaltens und systematische Testrechnungen wurde im
folgenden nachgewiesen, daß das neue Verfahren um Gro¨ßenordnungen effizienter arbei-
tet als das alte und dem niedrigst mo¨glichen Aufwand nahe kommt. Damit o¨ffnet sich
das Tor zur Behandlung erheblich gro¨ßerer elektronischer Systeme als es bislang mo¨glich
war. Eine erste Anwendung des neuen Algorithmus beinhaltet die Untersuchung der pi/pi∗-
Anregungen des Farbstoffs Annin.
Mit dem Ziel, den immer noch betra¨chtlichen Rechenaufwand der IS/MRCI-Methode
weiter zu reduzieren, wurde der optimierte IS/MRCI-Algorithmus an das MNDO97-
Programm (Thiel 1997) gekoppelt. Dieses SCF-Programm beruht auf effektiven Valenz-
schalenmodellen. Kombinationen aus solchen Modellen und CI-Verfahren sind zwar ge-
legentlich schon fru¨her etabliert worden, aber wegen fehlender Beru¨cksichtigung der Or-
thogonalisierungseffekte in den bis dato benutzten Modellen sind sie bei der Beschreibung
elektronisch angeregter Moleku¨lzusta¨nde ohne Erfolg geblieben. Mit den neuen Modellen
OM1 und OM2, welche in MNDO97 implememtiert sind und gerade jene Orthogonali-
sierungseffekte einbeziehen, war eine substantielle Verbesserung zu erwarten.
Diese Prognose galt es anhand eines relevanten Beispiels zu erha¨rten. Dazu wurden die
drei energetisch niedrigsten elektronischen Zusta¨nde von trans-Butadien gewa¨hlt. Ob-
gleich dieses Moleku¨l das kleinste Polyen darstellt, ist neben der experimentellen auch
die theoretische Beschreibung der Anregungen in den 1 1Bu- bzw. 2 1Ag-Zustand alles an-
dere als einfach, wie durch ausfu¨hrliche Betrachtung der zahlreichen Publikationen auf
diesem Sektor dargestellt wird. In dieser Arbeit wurde die OM2/IS/MRCI-Methode auf
dieses Problem unter geringem Aufwand angewandt und gab die experimentelle Situation
sehr gut wieder, was auf ihre breite Anwendbarkeit zur Beschreibung von Chromophor-
spektren großer Systeme schließen la¨ßt.
Der wichtige letzte Schritt auf dem Weg zu einer QM/MM-Methode zur Beschrei-
bung angeregter elektronischer Zusta¨nde ist die Kombination von OM2/IS/MRCI mit
einem MD-Programm. Hier wurde auf das bereits existierende QM/MM-Verfahren von
Eichinger et al. (1999), CPMD/EGO, zuru¨ckgegriffen und dessen Konzept zur QM-MM-
Kopplung genutzt. Wichtigstes Anliegen bei der Anbindung von OM2/IS/MRCI an EGO
war es, die Darstellung der Umgebungselektrostatik im EGO-Programm, welche durch
die Wechselwirkungen von Multipolen mit Potentialen, Feldern und Feldgradienten be-
werkstelligt wird, in die effektiven Valenzschalenmodelle zu integrieren.
Als eine erste Anwendung wurden QM/MM-Rechnungen an einem System bestehend
aus dem Kation einer kleinen Schiffschen Base MBMH+ in einer isotonischen Wasser-
umgebung durchgefu¨hrt. Dabei wurden vertikale Anregungsenergien als Schnappschu¨sse
entlang eines Satzes von MD-Trajektorien berechnet.
Damit ist der Weg offen fu¨r eine Anwendung der OM2/IS/MRCI/EGO-Methode auf
komplexere biologischer Prozesse. Als wichtige Beispiele seien hier die Photozyklen des
Bakteriorhodopsins, des gru¨n floureszierenden Proteins oder des photoaktiven gelben Pro-
teins genannt, deren realistische theoretische Beschreibung mit der Entwicklung dieser
Arbeit mo¨glich wird.
”
Il est de´montre´, disait-il,
que les choses ne peuvent eˆtre autrement:
car, tout e´tant fait pour une fin,
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1.1 Photochemie in biologischen Systemen
Entscheidende biologische Prozesse sind mit Lichtabsorption verbunden, wie etwa der
Prima¨rprozeß der Photosynthese oder die Elementarreaktion des Sehvorgangs. Ein Ziel
biochemischer Grundlagenforschung ist es, diese Vorga¨nge auf molekularer Ebene zu ver-
stehen. Dazu geho¨rt neben der Aufkla¨rung der komplexen makromolekularen Strukturen
auch eine detaillierte Kenntnis u¨ber die Vorga¨nge nach der Absorption von Lichtquanten.
Diese Vorga¨nge umfassen die Dynamik der reaktiven chemischen Gruppen zusammen
mit ihren Substraten, welche das aktive Zentrum des biologischen Komplexes ausma-
chen, sowie deren Interaktionen mit ihrer Protein- und Wasserumgebung und der dadurch
ausgelo¨sten Sekunda¨rprozesse. Ein sehr wichtiges Beispiel fu¨r eine solche Fragestellung
ist das Bakteriorhodopsin [1, 2], ein Proteinkomplex, der in der Membran des Halobak-
terium halobiums lokalisiert ist. Durch Umwandlung absorbierter Lichtquanten in che-
mische Energie kann das Bakteriorhodopsin in seinem Reaktionszyklus Protonen von
der Membraninnenseite des Bakteriums nach außen transportieren. Das aktive Zentrum
stellt das all-trans-Retinal dar (siehe Abbildung 1.1). Ein Isomer des Retinals, 11-cis-
Retinal, ist auch im Membranproteinkomplex der Photorezeptorzellen enthalten, welche
fu¨r die Lichtdetektion im Sehvorgang verantwortlich sind. Deshalb ist Bakteriorhodopsin
als Forschungsobjekt allgemein von großem Interesse. Neuere Beispiele fu¨r biologische
Chromophore sind ferner das
”
green flourescent protein“ (GFP) [4] und das
”
photoactive
yellow protein“ (PYP) [5].
Das Versta¨ndnis biochemischer Vorga¨nge wird durch die Gro¨ße der Strukturen stark
erschwert. Diese beinhaltet vor allem die Komplexita¨t des Vielteilchenproblems mit meh-
reren tausend Atomen. Selbst wenn die eigentliche Reaktion im wesentlichen auf den
Chromophor und seine na¨here Umgebung beschra¨nkt ist und in vielen Fa¨llen von pho-
tochemischen Reaktionen sogar nur unimolekular verla¨uft, sorgt die Proteinumgebung
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Abbildung 1.1: Links: Struktur des Bakteriorhodopsinkomplexes mit Retinal im Zentrum
[3]. Rechts: Vergro¨ßerter Ausschnitt des aktiven Zentrums mit Retinal in der all-trans-
Konfiguration.
durch sekunda¨re chemische Wechselwirkungen fu¨r eine entscheidende spezifische Mo-
difikation der elektronischen Struktur des Chromophors. Diese Wechselwirkungen sind
elektrostatischer Natur und vom van-der-Waals-Typ. So verschiebt sich im Fall des Re-
tinals das Maximum der Lichtabsorption beim ¨Ubergang von Methanol als Lo¨sungsmittel
in die Proteinumgebung stark bathochrom (
”
Opsin-shift“). Daru¨berhinaus muß auch noch
dem Gesamtmedium bestehend aus ionenhaltigem Wasser Rechnung getragen werden. Im
folgenden soll exemplarisch dargelegt werden, welche experimentellen und theoretischen
Methoden zur Verfu¨gung stehen, um photobiologische Prozesse aufzukla¨ren, zu welchen
Fragestellungen die Theorie relevante Beitra¨ge leisten kann und wo Entwicklungsarbeit
notwendig ist.
1.2 Einige Untersuchungsmethoden fu¨r biochemische
Reaktionswege
1.2.1 Statische Fragestellungen
Ausgangspunkt molekularer Modelle von biochemischen Reaktionen mit oder ohne Be-
teiligung von elektronisch angeregten Zusta¨nden ist die Kenntnis der jeweiligen Konfor-
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mationen des aktiven Zentrums und seiner Umgebung. Dreidimensionale Strukturen von
Proteinkomplexen im Ruhezustand erha¨lt man durch Ro¨ntgenbeugungsexperimente oder
Kernmagnetresonanzspektren. Der Theorie kommt hierbei die Aufgabe zu, die oftmals
unvollsta¨ndigen Strukturmodelle zu komplettieren, also fehlende Atome zu erga¨nzen und
verspannte Konformationen, wie sie ha¨ufig aus der Auswertung von Experimenten resul-
tieren, zu Gleichgewichtsgeometrien relaxieren zu lassen. Das geschieht durch die An-
wendung moleku¨lmechanischer Modelle (
”
molecular mechanics“, MM), bei denen die
Wechselwirkungen im Gesamtsystem auf atomarer Ebene behandelt werden [6] (siehe
auch Kapitel 6).
QM/MM-Methoden
Ein wichtiges Werkzeug zur Verifikation der Konformation des Chromophors und sei-
ner Umgebung ist die Interpretation von Infrarot- bzw. Raman-Schwingungsspektren.
Durch den Einsatz von Techniken wie Differenzspektroskopie oder mehrdimensionaler
Methoden lassen sich diese spezifisch auf das aktive Zentrum beschra¨nken. Die Schwin-
gungsmoden des Chromophors sind sehr sensitiv auf dessen molekulare Umgebung. Der
Vergleich experimenteller Spektren mit theoretisch berechneten bietet eine Verifikati-
onsmo¨glichkeit fu¨r das molekulare Modell, d.h. die in den Simulationen angenommenen
Konformationen des aktiven Zentrums.
Theoretische Verfahren von ausreichender Genauigkeit zur Simulation solcher Spek-
tren sind erst in den letzten Jahren erarbeitet worden. Sie erfordern die Anwendung quan-
tenmechanischer (QM-) Methoden zumindest auf das Chromophor [7]. Da in solchen
Methoden die Freiheitsgrade durch die Elektronen gegeben sind, ist der Rechenaufwand
in jedem Fall viel ho¨her als mit
”
klassischen“ Methoden, wie der MM oder klassischen
Molekulardynamik (MD-) Simulationen, in der nur ganze Atome beru¨cksichtigt werden.
Die molekularen Kraftfelder, die letzteren zugrundeliegen, sind aber im allgemeinen zu
ungenau, um zum Beispiel Spektren mit ihnen berechnen zu ko¨nnen.
Mit der Entwicklung von QM-Methoden, die linear mit der Systemgro¨ße skalieren [8, 9],
ru¨ckt die Mo¨glichkeit na¨her, zumindest auch Systeme mit etwa tausend Atomen quan-
tenmechanisch zu behandeln. Ein Beispiel fu¨r eine solche Anwendung findet sich bei
Tittmus et al. [10]. Dieses Vorgehen erscheint jedoch aus zwei Gru¨nden im allgemeinen
nicht als opportun: Zum einen stoßen diese Methoden bei der Behandlung sehr großer Sy-
steme auch heute noch an die Grenzen ihrer Machbarkeit. Zum anderen erreichen diese
Verfahren u¨ber alle Atome hinweg die gleiche, mittlere Genauigkeit. Diese ist aber unaus-
gewogen, was bedeutet: nicht genau genug fu¨r die Beschreibung des aktiven Zentrums,
aber fu¨r weiter entfernt liegende Atome pra¨ziser als no¨tig.
Aus diesem Grund ist eine hierarchische Behandlung des Systems naheliegender. Hierbei
werden genaue QM-Methoden fu¨r das aktive Zentrum, d.h. die reaktiven Spezies, ein-
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gesetzt und die elektrostatischen Effekte auf dieses mittels der Ladungen der umgeben-
den, MM-repra¨sentierten Atome, beru¨cksichtigt. Solches leisten QM/MM-Hybridmodelle
[11, 12, 13, 14, 15]. Im Fall von Bakteriorhodopsin wu¨rde man das Retinal als QM-
Fragment wa¨hlen und die umgebenden Protein- und Lo¨sungsmittelatome als MM-
Atome (vgl. Abbildung 1.1). Mit der Kombination einer schnellen Dichtefunktional-QM-
Methode, dem Car-Parinello Molecular Dynamics- (CPMD-) Programm [16] und dem
klassichen MD-Programm EGO [17]1, welches sich durch eine effiziente, hierarchische
Behandlung der rechenaufwendigen Coulombwechselwirkung auszeichnet, liegt ein ge-
eignetes QM/MM-Hybridmodell vor [18, 19]. Mit diesem ist fu¨r das Problem der Be-
handlung von Wechselwirkungen zwischen QM- und MM-Atomen eine hervorragende
Lo¨sung erreicht worden (siehe Kapitel 6), die den Fall einschließt, daß man eine kova-
lente Bindung zwischen dem QM- und dem MM-Fragment zu beru¨cksichtigen hat. Dazu
bedient man sich eines Link -Atomkonzepts.
Das CPMD/EGO-Modell hat sich verschiedentlich bewa¨hrt, wie zum Beispiel bei der
Verifikation verschiedener Modelle fu¨r Retinal in Bakteriorhodopsin. Hier wurden fu¨r
verschiedene Strukturmodelle bestimmte Schwingungsmoden berechnet und mit den ex-
perimentellen Daten verglichen [19].
Dynamische Aspekte
Mit der Mo¨glichkeit in MD-Simulationen, die Atome gema¨ß Newtonscher Mechanik
zu propagieren, ero¨ffnen sich weitere Erkenntnisse bezu¨glich der Eigenschaften einer
biochemischen Reaktion. Durch Betrachtung der Trajektorien kann man Konformati-
onsa¨nderungen zeitlich verfolgen und durch statistische Analyse der Daten thermody-
namische Gro¨ßen berechnen. Einen ¨Uberblick daru¨ber findet sich zum Beispiel bei Fren-
kel [20]. Ein großes Problem stellt dabei allerdings die Zeitskala dar, auf der biochemische
Reaktionszyklen verlaufen: Sie ist im allgemeinen zu lang, als daß man sie vollsta¨ndig
theoretisch berechnen kann. Das gilt erst recht fu¨r QM/MM-Simulationen. Realistisch
sind gegenwa¨rtig Zeitra¨ume fu¨r Trajektorien im Pico- und Nanosekundenbereich.
Die vorwiegenden Einsatzmo¨glichkeiten fu¨r dynamische QM/MM-Methoden sind des-
halb die Beschreibung wichtiger Elementarschritte enzymatischer Reaktionen. Aktuelle
Beispiele hierfu¨r finden sich bei Diaz et al. [21] oder Berweger et al. [22]. Des wei-
teren tastet man mit diesen Methoden den Konfigurationsraum ab, um Konfigurationen
zu gewinnen, die dann Ausgangspunkt zur Berechnung der Schwingungsmoden im QM-
Fragment zu verschiedenen Zeitpunkten sind. Auf diese Weise gelang es Mathias [23]
mit dem CPMD/EGO-Programm virtuelle, zeitaufgelo¨ste IR- bzw. Ramanspektren ei-
nes Modellkations fu¨r das Retinal, das N-(1-(3-Methyl)-2-butenyl)-N-methyl-iminium-
1Neue Bezeichnung:
”
multiple scale molecular dynamics“ (MSMD)
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Ion (MBMH+) in einer ionenhaltigen Wasserumgebung (siehe Abbildung 1.2) zu berech-
nen [23]. Mit dem Satz an resultierenden Spektren konnten die experimentellen Ergebnis-
Abbildung 1.2: Das Kation MBMH+ einer Schiffschen Base in einer Wasserumgebung.
Das protonierte Stickstoffatom ist hierbei dunkel gezeichnet.
se, die im Fall einer Vergleichsverbindung vorliegen, erfolgreich nachgebildet werden.
Wa¨hrend fu¨r die Beschreibung biochemischer Reaktionswege ohne Lichtabsorption
die bisherigen QM/MM-Methoden grundsa¨tzlich ausreichen, soll im folgenden verdeut-
licht werden, daß bei lichtinduzierten Prozessen noch einige methodische Lu¨cken zu
schließen sind, wofu¨r diese Arbeit einen Beitrag leisten soll.
1.2.2 Theoretische Beschreibung photochemischer Reaktionen in
komplexen Systemen
Die theoretische Beschreibung photochemischer Vorga¨nge im aktiven Zentrum bedarf auf
jeden Fall quantenmechanischer Methoden, da elektronisch angeregte Zusta¨nde des Chro-
mophors involviert sind [24]. In a¨hnlicher Vorgehensweise wie bei der Simulation von
IR-Spektren lassen sich mit Hilfe geeigneter QM-Methoden aus den vertikalen (Franck-
Condon)-Anregungsenergien virtuelle UV/VIS-Spektren generieren und damit zum Bei-
spiel virtuelle, zeitaufgelo¨ste Absorptionsspektren darstellen. Schon deutlich aufwendi-
ger, aber prinzipiell auch denkbar, ist eine entsprechende Floureszenzspektroskopie. Zur
Berechnung der hier beobachteten Energien der 0-0 ¨Uberga¨nge muß in der theoretischen
Beschreibung die relaxierte Geometrie des Chromophors im elektronisch angeregten Zu-




¨Uberhaupt ist die Frage nach der quantenmechanischen Rechenmethode fu¨r ange-
regte elektronische Zusta¨nde wesentlich preka¨rer als bei der Beschreibung von Grund-
zusta¨nden. Bei letzteren hat man mit den Dichtefunktional- (DFT-) Methoden (Nobel-
preis 1999 fu¨r Kohn; fu¨r eine ¨Ubersicht konsultiere man zum Beispiel [25, 26]) eine in
Vergleich zu ab-initio -Methoden o¨konomische und genaue Methode zur Hand, wie sie
auch in CPMD realisiert ist.
Mo¨chte man angeregte Zusta¨nde behandeln, kann man auf die ju¨ngeren zeitabha¨ngi-
gen DFT-Verfahren [27, 28] (
”
time-dependent DFT“, TDDFT) zuru¨ckgreifen. Diese ha-
ben zwar, a¨hnlich wie DFT, auch ein relativ gu¨nstiges Skalierungsverhalten und werden
zusehends in Standardprogramme wie GAUSSIAN [29] oder TURBOMOLE [30] inte-
griert. Doch geben hier drei Gru¨nde zur Vorsicht Anlaß: Zum einen existiert bei diesen
Methoden ein Zoo an Approximationen, welcher zu einer deutlichen Bandbreite der Er-
gebnisse fu¨hrt (siehe zum Beispiel [31]) und damit beim gegenwa¨rtigen Stand der Theorie
Voraussagen erschwert. Ferner sind die Austausch- und Korrelationsfunktionale, welche
hier Verwendung finden, fu¨r Zusta¨nde mit diffuser Elektronenverteilung ungeeignet [32].
Ha¨ufig sind angeregte Zusta¨nde, wie zum Beispiel Rydberg-Zusta¨nde [33], aber gerade
von dieser Art. Schließlich ist eine Beschreibung multikonfigurationaler Zusta¨nde (dieser
Begriff wird in Kapitel 2.5.3 erkla¨rt) mit TDDFT inha¨rent schwierig.
Eine weitere Variante von DFT-Methoden zur Behandlung angeregter Zusta¨nde, das
”
re-
stricted open shell kohn sham“ (ROKS)-Verfahren von Frank et al. [34], ist in CPMD
implementiert. Die ROKS-Methode tra¨gt allerdings empirischen Charakter und eignet
sich zudem in ihrem momentanen Entwicklungsstand nur fu¨r die Beschreibung von an-
geregten Zusta¨nden mit HOMO-LUMO-Charakter. So liefert die Anwendung von ROKS
auf Anregungen in Retinal Ergebnisse, welche die experimentellen Befunde nicht richtig
wiedergeben [35].
Traditionell ist die Behandlung angeregter Zusta¨nde Aufgabe wellenfunktionsbasier-
ter QM-Verfahren. Einen praxisnahen ¨Uberblick daru¨ber bietet der Artikel von Cave [33].
Hier ist an erster Stelle die Methode der Konfigurationswechselwirkung (
”
configuration
interaction“, CI) zu nennen. Sie hat den Vorteil ohne empirische Na¨herungen auszukom-
men und eine Variationsmethode zu sein. Ihr großer Nachteil ist der enorme Rechenauf-
wand, der durch die Dimension des erforderlichen Variationsraums bedingt ist. Das wird
in Kapitel 3.6 noch genauer diskutiert. Allerdings kann man diesem Umstand durch syste-
matische Trunkierungen des Variationsraums begegnen, auch wenn dadurch neue Proble-
me evoziert werden. Neben solchen algorithmischer Natur sind derartige CI-Rechnungen
etwa nicht mehr gro¨ßenextensiv2. Mit einer weiter entwickelten CI-Methode, dem indi-
viduell selektierenden Multireferenz- (IS/MRCI-) Verfahren, welches im Programm von
2Damit ist die Tatsache gemeint, daß die l-fache Energie eines Systems nicht gleich der Gesamtenergie
des l-fachen Systems ist. Die l Komponenten des Gesamtsystems du¨rfen dabei nicht wechselwirken.
8
EINFU¨HRUNG
Tavan und Schulten [36, 37, 38, 39] realisiert wurde, ist es mo¨glich, den Rechenaufwand
a¨ußerst flexibel zu halten, ohne wesentlich an Genauigkeit einzubu¨ßen. Das Prinzip der-
artiger CI-Verfahren wird in Kapitel 2.5 erkla¨rt.
Es gibt noch viele andere Verfahren, welche fu¨r angeregte Zusta¨nde routinema¨ßig
eingesetzt und auch immer noch weiter verfeinert werden. Ha¨ufig verwendet werden
hier das
”
multi-configuration self consistent field“- (MCSCF-) [40] sowie das
”
com-
plete active space self consistent field“- (CASSCF-) [41]) Verfahren. Ferner sind zu
nennen: Multireferenz- (MR-) Sto¨rungstheorie in verschiedensten Varianten, wie etwa
CASPT2 [42], oder dessen zustandsspezifische Erweiterung [43] ebenso wie Lineare-
Antwort- (
”
linear response“) [44] Theorie. Als letztes sind noch Varianten von
”
Coupled-




Vorteil der gerade erwa¨hnten Methoden ist ihr geringerer Rechenaufwand und ihre
Gro¨ßenextensivita¨t. Allerdings kann man sich exemplarisch anhand der vertikalen An-
regungsenergien der ersten beiden angeregten Zusta¨nde von Butadien (Kapitel 5.2.3) ein
Bild davon machen, welche Schwierigkeiten praktisch alle ab-initio - und TDDFT- Me-
thoden haben, den experimentellen Ergebnissen zu entsprechen. Die besten Ergebnisse
liefern CI-Rechnungen. Vor allem diejenigen, welche auf effektiven Valenzschalenmodel-
len beruhen, schneiden dabei am besten ab. Daher erscheint hinsichtlich der Verla¨ßlichkeit
der Ergebnisse die Verwendung der robusten CI-Methode fast zwingend.
Die zuletzt erwa¨hnten semiempirischen Verfahren [47, 48, 49] bieten eine weite-
re, wichtige Mo¨glichkeit, den QM-Teil effizienter werden zu lassen. Der Gewinn an
Rechenzeitwird wird durch eine Beschra¨nkung auf die Valenzelektronen und minima-
le Orbitalra¨ume erreicht. Die inha¨renten Parameter dieser Methoden sind mit dem Ziel
gewa¨hlt, Grundzustandseigenschaften wiederzugeben. Derartige Methoden sind an MM-
Programme gekoppelt worden (siehe etwa die Arbeit von Field et al. [50]). Sie werden
zur Aufkla¨rung von Reaktionen in Grundzusta¨nden mit Erfolg verwendet, beispielsweise
bei der Erforschung der Peptidhydrolyse durch Thermolysin [51].
1.2.3 Dynamik in angeregten Zusta¨nden
Wa¨hrend die klassische Propagation aller Atome in QM/MM-Simulationen fu¨r die Fa¨lle
ausreicht, bei denen der gesamte Reaktionsablauf im Grundzustand abla¨uft, wird es bei
der lichtinduzierten Dynamik des Chromophors fu¨r die Theorie schwieriger. Neben den
Relaxationsvorga¨ngen im angeregten Zustand ko¨nnen mit rein Newtonscher Dynamik
Vorga¨nge wie der ¨Ubergang von einer Potentialfla¨che zur anderen nicht korrekt un-
tersucht werden, wie u¨berhaupt nicht-adiabatische Dynamik in elektronisch angeregten
Zusta¨nden. Die detaillierte exprimentelle Beschreibung der Dynamik von biologischen
9
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Chromphoren mit Hilfe von Anreg-Abtastspektren (
”
pump-probe“) geht somit u¨ber das
hinaus, was normale QM/MM-Verfahren leisten ko¨nnen und bedarf methodischer Er-
weiterungen, die in dieser Arbeit allerdings nicht vorgenommen werden sollen. Jedoch
kann eine QM/MM-Methode immerhin Potentialfla¨chen fu¨r die angeregten Zusta¨nde ge-
nerieren, welche auch in vielen der Verfahren erforderlich sind, die dynamische Prozes-
se auf Potentialfla¨chen angeregter Zusta¨nde zu behandeln. Diese reinen QM-Verfahren
sind momentan nur fu¨r Vakuumrechnungen gemacht und stoßen aufgrund der System-
gro¨ßen schnell an ihre Grenzen. Erste Ansa¨tze zur Berechnung nicht-adiabatischer Quan-
tenmolekulardynamik, basierend auf TDDFT, sind in das CPMD-Programm integriert
worden [52, 53]; ihr breiter Einsatz la¨ßt allerdings noch auf sich warten.
Ein Forschungsgebiet, bei dem klassische MD-Simulationen zum Versta¨ndnis photoche-
mischer Prozesse beitragen ko¨nnen, sind Relaxationsvorga¨nge nach dem ¨Ubergang des
Chromophors vom angeregten in den Grundzustand. Spo¨rlein et al. [54] untersuchten
experimentell und theoretisch ein zyklisches Modellpeptid, bei dem durch eine integrier-
te Azogruppe lichtinduziert eine cis-trans-Konformationsa¨nderung schaltbar ist. Dabei
konnte die beobachtete Dissipation der Energie unmittelbar nach dem optischen Prozeß
mittels EGO-MD-Rechnungen verifiziert werden.
1.3 Ziele und Gliederung dieser Arbeit
Das erste Ziel dieser Arbeit ist die Bereitstellung eines geeigneten CI-Verfahrens, welches
auch mit großen Chromophorsystemen eingesetzt werden kann. Im Prinzip ist mit dem
bereits erwa¨hnten IS/MRCI-Programm von Tavan und Schulten eine geeignete Methode
gegeben. Der vorliegende Algorithmus hatte allerdings noch die Schwa¨che, daß darin das
sogenannte
”
Problem der schwachen Besetzung“ (Kapitel 3) nicht gelo¨st war und dem
Verfahren deshalb insgesamt ein deutliches Limit fu¨r die Anwendbarkeit gesetzt war. Um
Lo¨sungsstragien zu diesem Problem versta¨ndlich machen zu ko¨nnen, wird in Kapitel 2
zuerst noch eine Zusammenfassung u¨ber die Methodik von CI an sich vorgeschaltet. Eine
Analyse des resultierenden Rechenzeitgewinns findet sich am Ende des ersten Teils dieser
Arbeit.
Als erste Anwendung des resultierenden Programms, basierend auf der urspru¨nglich in-
tegrierten Pariser-Pople-Parr- (PPP-) pi-Elektronenmethode, wird eine Bestimmung der
niedrigsten pi/pi∗-Elektronenanregungen des Farbstoff Annin (Kapitel 5.1) durchgefu¨hrt.
Die zweite Maßnahme zur Reduktion des Kostenaufwands von CI-Rechungen bein-
haltet die Verwendung von Orbitalen aus Hartree-Fock-(HF-) Rechnungen mit effektiven
Valenzschalenhamiltonoperatoren. Wie in Kapitel 4.1 ausgefu¨hrt wird, hatten sich die ur-
spru¨nglichen Modelle wie MNDO [55] oder AM1 [56] hierbei nicht bewa¨hrt. Mit der
Bereitstellung der neueren OM1- bzw. OM2-Methoden im Programm MNDO97 [57] lie-
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gen aber nun erfolgversprechende Neuentwicklungen vor. Die zweite wichtige Aufgabe
der vorliegenden Arbeit besteht also darin, das neue IS/MRCI-Programm an MNDO97
zu koppeln.
Es ist klar, daß die resultierende Kombination aus HF und MRCI auf ihre praktische Eig-
nung zu testen ist. Als relevantes Anwendungsbeispiel dient dazu trans-Butadien. Wie in
Kapitel 5.2 anfangs dargelegt wird, stellt dieses kleinste konjugierte System an die Quan-
tenchemie eine große Herausforderung dar. Es wird sich zeigen, daß die OM2/IS/MRCI-
Methode Ergebnisse liefert, die die experimentelle Situation sehr gut wiederspiegeln
kann.
Mit der Etablierung eines effizienten QM-Verfahrens zur Behandlung elektronisch an-
geregter Zusta¨nde ist noch eine letzter methodologischer Schritt mo¨glich (Kapitel 6): die
Integration dessen in ein QM/MM-Modell. Dazu steht das bereits erwa¨hnte CPMD/EGO-
Verfahren als Ausgangspunkt bereit. Als Kernaufgabe verbleibt, die spezifische Darstel-
lung der Elektrostatik des EGO-Programmteils in den QM-Rechnungen konsistent zu ver-
wenden. Wegen des empirischen Charakters der MNDO97-Methoden ist diese Aufgabe
involvierter als die bloße Ersetzung von CPMD durch MNDO97/IS/MRCI.
An Ende der Arbeit sollen schließlich noch QM/MM-Testrechnungen vorgestellt wer-
den. Deren Ziel ist die Berechnung von vertikalen Anregungsenergien des Iminiumions
MBMH+ in einer isotonischen MM-Wasserumgebung entlang einer Trajektorie. Dem









CI und andere quantenmechanische
Verfahren
Ziel dieses Kapitels ist, als Vorbereitung zur Lo¨sung des Problems der schwachen Be-
setzung im na¨chsten Kapitel, eine Einfu¨hrung in die Methode der Konfigurationswech-
selwirkung zu geben. Dies beinhaltet eine kurze Darstellung der Ansa¨tze zur Lo¨sung der
elektronischen Schro¨dingergleichung beginnend beim Hartree-Fock-Verfahren. Anschlie-
ßend wird die Methodik von CI vorgestellt und deren Grundaufgaben erkla¨rt. Dabei wird
auf die Mo¨glichkeiten zur Beru¨cksichtigung des Elektronenspins eingegangen. Am Ende
dieses Kapitels wird eine CI-Variante, Multireferenz-CI, motiviert, welche in Kombinati-
on mit individueller Selektion in vielen Fa¨llen ein effizientes, aber immer noch pra¨zises
CI ermo¨glicht. Nach diesen Pra¨liminarien wird schließlich wird das IS/MRCI-Programm
von Tavan und Schulten charakterisiert und verdeutlicht, welches algorithmische Problem
es hier zu lo¨sen gilt.
2.1 ¨Uberblick
Fu¨r die quantenmechanische Beschreibung eines atomaren, molekularen oder auch ioni-
schen Systems aus n Elektronen und M Atomkernen mit den Kernladungen Zα, α =
1, . . . ,M definiert sich der elektronische Hamiltonoperator Hˆ in der Born-Oppenheimer-
Na¨herung (siehe Sutcliffe [58] oder auch Kutzelnigg [59], Kapitel 2) wie folgt (in Einhei-
ten von ~ = 1, e = 1 und me = 1):
















|ri − rj| (2.1)
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Die einzelnen Anteile beschreiben dabei die kinetische Energie der Elektronen (Tˆ ), deren
Coulomb-Wechselwirkung mit den Atomkernen (Vˆ ) sowie ihre gegenseitige Coulombre-
pulsion (Gˆ). Dabei sind die Kern- und Elektronenkoordinaten mitRα bzw. ri bezeichnet.
Dieser Hamiltonoperator wird in die zeitunabha¨ngige Schro¨dinger-Gleichung eingesetzt,
Hˆ|Φm〉 = Em|Φm〉 , (2.2)
Die Lo¨sung dieser Gleichung liefert die elektronischen Moleku¨lzusta¨nde {|Φm〉}, die
von den Koordinaten der n Elektronen explizit abha¨ngen, aber aufgrund der Born-
Oppenheimer-Na¨herung nur eine parametrische Abha¨ngigkeit von den Kernkoordinaten
aufweisen. Der Wert m = 0 adressiert den elektronischen Grundzustand und m > 1
bezeichnet die angeregten elektronischen Zusta¨nde. Die Eigenwerte Em({Rα}) sind die
diskreten Zustandsenergien bei fester Konfiguration der M Atomkerne {Rα}. Letztere
parametrische Abha¨ngigkeit wird im folgenden weggelassen.
Außer fu¨r wenige Fa¨lle sind keine analytischen Lo¨sungen der partiellen Differenti-
algleichung (2.2) greifbar (siehe zum Beispiel [60]). Direkte numerische Verfahren wie
Finite-Elemente-Methoden sind wegen der vielen n Freiheitsgrade oder der Coulomb-
Singularita¨ten der Atomkerne kaum anwendbar, allenfalls fu¨r Atome oder diatomare Mo-
leku¨le [61].
Die Verfahren, die sich auf diesem Gebiet als gangbar erwiesen haben, basieren auf der
Anwendung des Variationsprinzips auf die Schro¨dinger-Gleichung. Kernaussage des Va-
riationsprinzips ist [62]:
Hat man einen Satz L2-orthonormierter Versuchswellenfunktionen {|Φm〉},
so sind deren Erwartungswerte Em stets gro¨ßer oder gleich den wahren
elektronischen Zustandsenergien Em,
Em = 〈Φm | Hˆ |Φm〉 ≥ Em .
(2.3)
Auf diesem Prinzip basierte Methoden werden darauf abzielen, mo¨glichst gute Versuchs-
wellenfunktionen zu finden und diese gegebenenfalls iterativ zu verbessern. Die ab-
initio –Verfahren geho¨ren in diese Gruppe und zeichnen sich dadurch aus, daß sie ap-
proximative Lo¨sungen fu¨r das gesamte n-Elektronenproblem suchen. Einen Einstieg ver-
mittelt das Buch von Szabo und Ostlund [63]. Im Laufe der Zeit haben sich jedoch auch
Verfahren etabliert, die nur Valenzelektronen behandeln wie zum Beispiel die Pseudopo-
tentialverfahren [64] oder die Gruppe von effektiven Valenzschalen-Hamiltonoperatoren,
welche spa¨ter noch kurz beschrieben werden (Kapitel 4.1)
Ist man nur an einer Beschreibung des Grundzustands und seiner Energie interessiert,
dann bieten sich, wie bereits in der Einleitung erwa¨hnt, DFT-Methoden an. Hier tritt an
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die Stelle der Wellenfunktion die elektrostatische Elektronendichte %(r). Wie von Ho-
henberg und Kohn gezeigt [65], lassen sich die quantenmechanischen Erwartungswerte
des Elektronensystems (bei fehlender Entartung) auch als Funktionale von % bestimmen.
Damit hat man fu¨r n > 1 eine deutliche Dimensionsreduktion bei der Lo¨sung des elek-
tronischen Problems erreicht.
Mit der Entwicklung der zeitabha¨ngigen DFT (TDDFT), eingela¨utet durch Runge und
Gross [66], haben Entwicklungen eingesetzt, mittles DFT angeregte Zusta¨nde zu be-
schreiben; die ¨Ara praktischer Anwendungen startete allerdings erst Mitte der neunzi-
ger Jahre durch Bauernschmitt und Ahlrichs [28, 67]. Obwohl die Methodik auch schon
in kommerziellen Programmen wie etwa Gaussian98 [29] integriert wurde, ist ihre Eig-
nung gerade fu¨r Zusta¨nde, die schon in ab-initio -Methoden aufwendiger Beschreibun-
gen bedu¨rfen wie etwa multikonfigurationale oder solche mit diffuser Elektronenvertei-
lung (Rydberg-Zusta¨nde), unstritten [32]. Bedenken ru¨hren hier etwa aus dem Charakter
der verwendeten TDDFT-Verfahren als
”
linear response“-Theorien, welche in manchen
Fa¨llen eine zu grobe Na¨herung darstellt. Neuere theoretische Erkenntnisse von Go¨rling
[68, 69] oder Furche [70] sind noch nicht allgemein verfu¨gbar.
2.2 Das Hartree-Fock-Verfahren
Ausgangspunkt fu¨r verfeinerte, auf dem Variationsprinzip basierende Verfahren zur
Lo¨sung des elektronischen Problems (2.2) ist das Hartree-Fock-(HF)-Verfahren. Hierbei
setzt man als Versuchswellenfunktion fu¨r den Grundzustand |Φ0〉 ≈ |ΨMS ,0(x1, . . . ,xn)〉
eine Slaterdeterminante |ΨMS ,0(x1, . . . ,xn)〉 als antisymmetrische n-Elektronenfunktion
an. Diese wird aus aus n Einelelektronenfunktionen, den Spinmoleku¨lorbitalen
{|χλi(xi)〉}, gebildet. Die Koordinate x eines Spin-MOs setzt sich aus der ra¨umlichen
Variable r ∈ R3 und der des Spins ω zusammen. Ein Spin-MO χi ist jeweils Produkt aus
einer ra¨umlichen Funktion, dem Moleku¨lorbital (MO) ψi(r) ∈ C und einer Spinfunktion






Die Spin-MOs sind Eigenfunktionen zu den Einteilchen-Spinoperatoren sˆ2 und sˆz:
sˆ2|χi(x)〉 = s(s+ 1)|χi(x)〉 (2.5)
sˆz|χi(x)〉 = ms|χi(x)〉 (2.6)
1In quantenchemischen Verfahren ist es meistens u¨blich, reellwertige ψi(r)-Funktionen zu verwenden
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Dabei kann s einen Wert von 12 und ms entweder +12 oder −12 annehmen. Der Wertebe-
reich beider Indizes i und λi in den Spinorbitalen der |ΨMS ,0〉-Determinante reicht dabei
von 1 bis n. Unter Verwendung des Permutationsoperators pˆ der Permutation p der Per-
mutationsgruppe Sn und sgn(p) als dem Vorzeichen von p la¨ßt sich |ΨMS ,0(x1, . . . ,xn)〉
wie folgt darstellen:
|ΨMS ,0(x1, . . . ,xn)〉 = (n!)−1/2
∣∣∣∣∣∣∣∣∣
χλ1(x1) χλ2(x1) · · · χλn(x1)



















Hierbei sind die Zeilen der n-Elektronen-Slaterdeterminante durch die Elektronen be-
zeichnet und die Spalten durch die Spin-MOs. Folglich ist das Austauschen der Koordi-
naten zweier Elektronen gleichbedeutend mit dem Vertauschen von zwei Zeilen dieser
Determinante. Es ist gebra¨uchlich, fu¨r die Slaterdeterminante eine Kurzschreibweise ein-
zufu¨hren, in der bereits der Normierungsfaktor enthalten ist und die nur die Diagonalele-
mente der Determinante auffu¨hrt:
|ΨMS , 0(x1, . . . ,xn)〉 = |χλ1(x1)χλ2(x2) · · ·χλn(xn)〉
Wird stets die kanonische Reihenfolge der Elektronenkoordinaten {x1,x2, . . . ,xn}
gewa¨hlt, so la¨ßt sich noch ku¨rzer schreiben
|ΨMS , 0(x1, . . . ,xn)〉 = |χλ1χλ2 · · ·χλn〉 . (2.8)
Die Aufgabe besteht nun darin, einen Satz an Spinorbitalen {χλi} zu finden, so daß die
Slaterdeterminante, die von diesen Spinorbitalen gebildet wird, die bestmo¨gliche Appro-
ximation des elektronischen Grundzustands der n Elektronen ist. Gema¨ß dem Variations-
prinzip sind diejenigen Spinorbitale hierfu¨r am besten geeignet, die die Grundzustand-
senergie minimieren. Deshalb variiert man die Spinorbitale unter der Nebenbedingung
ihrer Orthonormalita¨t, 〈χi |χj〉 = δ(i, j), so daß die Energie EMS ,0 minimal wird. Die
Prozedur fu¨hrt dann auf die kanonischen Hartree-Fock- (HF)-Gleichungen (Eine Herlei-
tung findet sich zum Beispiel bei Szabo und Ostlund, Kapitel 3.2):
fˆ(xi)|χi(xi)〉 = i|χi(xi)〉 i = 1, . . . , n . (2.9)
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Diese mu¨ssen durch die Spin-MOs erfu¨llt werden2. Die resultierenden Spin-MOs sind
Eigenfunktionen des Fock-Operators fˆ mit den MO-Energien i. An Gleichung (2.9) la¨ßt
sich der Charakter der Hartree-Fock-Theorie als effektive Einteilchentheorie erkennen:
Die Minimierung der Grundzustandsenergie des n-Elektronenensembles mit der Slater-
determinante als elektronische Grundzustandsapproximation fu¨hrt zu Gleichungen fu¨r je-
des einzelne Spinorbital.
Fu¨r die in dieser Arbeit ausschließlich behandelten Fa¨lle geschlossenschaliger Grund-
zusta¨nde, bei denen die Restriktion angewendet wird, daß sich jeweils zwei Elektro-
nen entgegengesetzten Spins das selbe ra¨umliche MO teilen (“Restricted Hartree-Fock”,
RHF), stellt sich fˆ fu¨r das i-te Elektron nach Integration u¨ber die Spinfreiheitsgrade wie
folgt dar:












Die ersten beiden Summanden repra¨sentieren die kinetische Energie des Elektrons und
seine Coulomb-Wechselwirkung mit den Atomkernen. Der Operator gˆ beschreibt die
Coulomb- und Austauschwechselwirkung des Elektrons mit den anderen in Form einer
Summe u¨ber die n/2 Beitra¨ge 2Jˆj bzw. Kˆj der anderen Elektronen in den doppelt besetz-
ten Orbitalen. Durch diese Summierung ha¨ngt fˆ nur von der Koordinate ri eines einzelnen
Elektrons ab. Der Coulomboperator Jˆj(ri) und der Austauschoperator Kˆj(xi) enthalten
selber Integrale u¨ber MOs, wie man an ihren Erwartungswerten ablesen kann:


















Gleichung (2.11) la¨ßt sich interpretieren als die Couloumbrepulsion zweier Ladungsver-
teilungen |ψi(ri)|2 und |ψj(rj)|2. Das bedeutet, daß das Elektron
”
im Orbital“ ψi nur die




Das Auftreten vom MOs im Fock-Operator fu¨hrt dazu, daß die HF-Gleichungen iterativ
bis zur Selbstkonsistenz gelo¨st werden mu¨ssen (
”
self consistent field“, SCF). Dies ist auch
2Die hier angegebene, u¨bliche Form der HF-Gleichung unterschla¨gt, daß das auftretende Spin-MO nicht
ungedingt den selben Index i tragen muß wie die Eletronenkoordinate. Besser sollte man in (2.9) |χλi(x)〉
schreiben, wobei der Indexbereich von {λi} beliebig groß ist.
3Der Erwartungswert (2.12) des Austauschoperators hat keine klassische Interpretation
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ausfu¨hrlich bei Szabo und Ostlund [63] beschrieben (Kapitel 3.4).
Die unzureichende Beschreibung der instantanen Elektronenrepulsion zugunsten ei-
ner solchen, welche auf gemittelten Ladungsverteilungen beruht, fu¨hrt zu einer
¨Uberscha¨tzung der Elektronendichte zwischen den Atomen und damit zur ¨Uberbindung.
Ebenso versagt die Methode eklatant bei Systemen, die nicht durch eine einzelne Slaterde-
terminante zu beschreiben sind, wie etwa dissoziative Zusta¨nde (siehe auch Kapitel 2.3.1).
Doch in Hinblick auf angeregte Zusta¨nde dient sie immerhin als Ausgangspunkt, wie wir
jetzt sehen werden.
2.2.1 Von Hartree-Fock zu Post-Hartree-Fock-Methoden
Die Integro-Differentialgleichung (2.9) zur Bestimmung der MOs {|ψi〉} werden im all-
gemeinen auch nicht durch
”
direkte“ numerische Methoden gelo¨st. Stattdessen ist es





Cµiφµ(r) i = 1, . . . , K (2.13)
Anstelle der HF-Moleku¨lorbitale sind jetzt nunmehr die Koeffizienten {Cµi} zu bestim-
men. Da mindestens n/2 ra¨umliche MOs zur Darstellung der Slaterdeterminante (2.7)
gebraucht werden, sind mindestens ebensoviele Basisfunktionen anzusetzen. Gema¨ß che-
mischer Intuition, nach der ein Moleku¨l aus Atomen aufgebaut ist, verwendet man als
Basisfunktionen zumeist Atomorbitale (AOs), d.h. Funktionen, welche jeweils an einem
Kernort Rα zentriert sind und dort atomare Orbitale repra¨sentieren. Dieses Vorgehen si-
chert deren Verwendbarkeit fu¨r alle mo¨glichen Moleku¨le. Es hat aber zur Folge, daß man
praktisch immer mehr als n/2 AOs braucht, Das bedeutet aber, daß der MO-Index i in
(2.13) bzw. λi in spa¨teren Gleichungen mindestens einen Wertebereich von 1 . . . K ≥ n/2
annehmen darf. Fu¨r eine korrekte Beschreibung braucht man mindestens soviele AOs,
wie in konstitutiven Atomen besetzt sind. Eine solche Menge an AOs (AO-Basis) nennt
sich minimal. Diejenigen quantenchemischen Verfahren, welche nur Valenzschalen be-
handeln, verwenden entsprechend verkleinerte AO-Basissa¨tze. Die fu¨r die ab-initio - (und
DFT-) Verfahren entwickelten AO-Basissa¨tze (STO-3G, 6-31G*, ...) sind jedoch zumeist
deutlich gro¨ßer als die minimalen.
Schließlich lassen sich durch den Ansatz (2.13) die HF-Gleichungen zu den Roothan-
Gleichungen umformulieren, die im Matrixschreibweise lauten:
FC = SC F ,C, ,S ∈ RK×K (2.14)
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In dieser Gleichung findet sich neben der Diagonalmatrix  mit den MO-Energien auch
die Fockmatrix F und die ¨Uberlappmatrix S (
”
Metrik“) mit den Elementen
Fµν = 〈φµ | fˆ |φν〉 bzw. Sµν = 〈φµ |φν〉 (2.15)
Im allgemeinen sind die Atomorbitale nicht orthonormal, was zu S 6= 1 fu¨hrt.
Einfacher als (2.14) ist in numerischen Rechnungen allerdings das korrespondierende ka-
nonische Eigenwertproblem zu lo¨sen, was man durch Transformation der gegebenen AO-
Basis in eine orthonormale erreicht. Die semiempirischen Methoden (Kapitel 4.1) gehen
von vorneherein davon aus, daß die AOs orthonormiert sind. Wichtig in Hinblick auf Post-
Hartree-Fock-Methoden ist, daß das Ergebnis einer HF-Rechnung neben den n/2 =: nh
besetzten, also zum die Aufbau von |ΨMS ,0〉 verwendete MOs, auch K − n/2 =: np
unbesetzte, virtuelle Orbitale generiert. Abbildung 2.1 skizziert die Situation und erkla¨rt
die Begriffe HOMO und LUMO. Die Einteilung der MOs in besetzte und virtuelle ist
Abbildung 2.1: Ergebnis einer Hartree-Fock-Rechnung: n/2 besetzte und K − n/2 virtu-
elle MOs. HOMO: highest occupied (ho¨chstes besetztes) MO. LUMO: lowest unoccupied
(niedrigstes unbesetztes) MO.
nicht nur ein Spezifikum des HF-Verfahrens. Auch kompliziertere SCF-Verfahren, welche
inha¨rent schon u¨ber den
”
mean-field-Ansatz“ hinausgehen, liefern entsprechende ortho-
normierte MOs und ko¨nnen von vielen Post-HF-Verfahren anstelle der HF-MOs verwen-
det werden. Als Beispiele seien die bereits in der Einleitung zitierten Verfahren MCSCF-
[40] und das CASSCF- [41] Verfahren genannt. Auch die von Lee und Head-Gordon
entwickelte Prozedur zur Bestimmung minimaler MO-Basen in einem geeignet modifi-
zierten SCF-Verfahren [71, 72] geho¨rt dazu. Manche Post-HF-Verfahren sind auch inva-
riant gegenu¨ber separaten orthogonalen Transformationen des Unterraums der besetzten
oder der virtuellen MOs fu¨r sich. Dazu za¨hlen etwa die Verfahren zur Lokalisierung der
MOs und solche, welche die virtuellen Orbitale geeignet optimieren sollen, wie etwa das
Verfahren von Chambaud et al. [73]. Sehr oft kommen auch natu¨rliche Orbitale (NOs)
zum Einsatz [74].
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2.3 Das Konfigurationswechselwirkungsverfahren
2.3.1 Generelle Methodik
Grundsa¨tzliche Idee des Konfigurationswechselwirkungsverfahrens ist es, den m-ten






Die Menge {|Ψa〉} soll dabei eine Orthonormalbasis eines n-Elektronenfunktionenraums,
des CI-Raums V , mit der Dimension nV bilden. Mit a und spa¨ter auch b sind die Indizes
gemeint, die jeden Basisvektor |Ψ〉 ∈ V eindeutig kennzeichnen. In Kapitel 3 werden wir
auch schreiben: a = r(|Ψa〉) bzw. b = r(|Ψb〉). Dabei ist r eine Indexfunktion.
Die Beschreibung elektronischer Zusta¨nde mit der Basisentwicklung (2.16)
ermo¨glicht zum einen die Darstellung multikonfigurationaler Zusta¨nde, d.h. von
Zusta¨nden, bei denen fu¨r gegebenes m mehrere vma-Koeffizienten signifikant von Null
verschieden sind (statische Korrelation [75]). Solche Fa¨lle treten auch schon in manchen
elektronischen Grundzusta¨nden auf (wie zum Beispiel bei dem H2-Dissoziationsproblem)
und machen eine physikalisch korrekte Beschreibung durch eine einzelne Slaterdetermi-
nante unmo¨glich. Erst recht haben viele angeregte Zusta¨nde multikonfigurationalen Cha-
rakter.
Zum anderen wird mit den Ansatz auch die Elektronenkorrelation 4 sta¨rker beru¨cksichtigt.
Die Na¨herung einer gemittelten Elektron-Elektron-Repulsion des HF-Verfahrens wird zu-
gunsten einer pra¨ziseren Beschreibung aufgehoben, dadurch daß ein gro¨ßerer Teilraum
(nV > 1) des n-Elektronenraums verwendet wird. Dadurch wird die instantane (und damit
sta¨rkere) Repulsion, die dynamische Korrelation [77], zwischen den Elektronen pra¨ziser
erfaßt. Eine allgemeine ¨Ubersicht u¨ber die Behandlung der Elektronenkorrelation findet
sich zum Beispiel bei Lo¨wdin [78].
Nach der Generierung des CI-Raums, die in den folgenden Abschnitten beleuchtet
wird, ist die zentrale Aufgabe des CI-Verfahrens, die Koeffizienten {vma} zu bestimmen.
Dazu bemu¨ht man das Variationsprinzip: Setzt man die Entwicklung (2.16) in den Aus-
druck (2.3) ein (unter der Bedingung normierter Zusta¨nde, ∑a |vma|2 = 1), so resultiert
ein nV × nV-dimensionales Eigenwertproblem:
Hv = Ev (2.17)
Darin ist v die Koeffizientenmatrix. Die Diagonalmatrix E entha¨lt die Zustandsenergien.
Die Hamiltonsche MatrixH ist die Darstellung des Hˆ-Operators im gegebenen CI-Raum.
4Einen qualitativen Einstieg zu dem Thema findet sich bei Summerfield [76]
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Fu¨r den Fall, daß der HF-Grundzustand in der Entwicklung inbegriffen ist, bezeichnet der
niedrigste Eigenwert, E0, die Grundzustandenergie. Die Energieabsenkung ∆Ecorr =
E0 −EMS ,0, die der Grundzustand durch die Korrelationsbehandlung gegenu¨ber der HF-
Energie EMs,0 erfa¨hrt, wird Korrelationsenergie genannt. Sie ist abha¨ngig von der Gro¨ße
der MO-Basis.
Die ho¨heren Eigenwerte sind die Energien der angeregten Zusta¨nde. Von diesen sind
allerdings nur die niedrig-energetischen von Interesse, denn nur sie liegen wenige eV
u¨ber dem Grundzustand und sind (UV/VIS-)spektroskopisch zuga¨nglich. Deshalb ist eine
vollsta¨ndige Diagonalisierung der H-Matrix im allgemeinen nicht notwendig.
2.3.2 Bildung von Elektronenkonfigurationen
Der erste Schritt, die Bildung des CI-Raums, vollzieht sich unter Verwendung der MOs
aus einer vorgeschalteten, orbital-generierenden Rechnung wie zum Beispiel HF. Der Ein-
fachheit halber ohne Beru¨cksichtigung des Spins ist die Vorgehensweise in Abbildung 2.2
veranschaulicht. Sukzessive erha¨lt man aus dem HF-Grundzustand durch das Entfernen
Abbildung 2.2: Systematischer Aufbau von Konfigurationen aus einem Satz von K MOs
mit n/2 besetzten und K − n/2 virtuellen. Die Elektronen sind als schwarze Kreise ge-
kennzeichnet. Dabei ist kein Bezug auf den Spin gegeben.
von Elektronen aus den besetzten MOs (Lochbildung) und Plazieren derselben in virtuel-
len MOs angeregte (Elektronen-) Konfigurationen, welche ν-fache Anregungen aus dem
Grundzustand (ν = 0) darstellen. Werden die Konfigurationen noch jeweils mit geeigne-
ten Spinfunktionen versehen (siehe Kapitel 2.4), bilden sie die orthonormalen Basisvek-
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toren5 eines CI-Raums V .
Beschra¨nkt man den so gebildeten CI-Raum jeweils auf alle ν-fachen Anregungen (ν-
CI), so spricht man von single (S), double (D), triple (T), quadruple (Q), . . . CI fu¨r ν =
1, 2, 3, 4 etc. Simple Kombinatorik erlaubt, die Gro¨ße dieser CI-Ra¨ume abzuscha¨tzen: Sie
betra¨gt o(K2), o(K4), o(K6) und o(K8) fu¨r die gerade zitierten Beispiele. Exakte For-
meln fu¨r die Gro¨ße bloßer Konfigurationsra¨ume und fu¨r die Gro¨ße der CI-Ra¨ume nach
Spinadaption gibt zum Beispiel Endmann [79] fu¨r einige Fa¨lle an. Das Skalierungsver-
halten in Abha¨ngigkeit von K ist dabei von der gewa¨hlten Spinadaption unabha¨ngig.
Der Raum aus allen angeregten n-Elektronenfunktionen ist der volle CI-Raum (
”
full CI“,
FCI). Er ist innerhalb der gewa¨hlten CI-MO-Basis und der Spinquantenzahl der maxima-






Zusammen mit dem Umstand, daß die Dimension der zum CI-Raum V geho¨renden
H-Matrix quadratisch mit nV skaliert, wird klar, daß CI-Rechnungen sehr aufwendig
sind. Insbesondere ist das gro¨ßenextensive FCI-Verfahren nur fu¨r kleine Moleku¨le und
zu Benchmarking -Zwecken praktisch durchfu¨hrbar. Eine Verkleinerung des CI-Raums
ohne signifikanten Verlust an Genauigkeit ist deshalb das Ziel aller CI-Varianten, die im
Lauf der Zeit entwickelt worden sind.
2.3.3 Notationen fu¨r Konfigurationen
Die ν-fach angeregten Orbital-Konfigurationen (OCs) lassen sich in Form sogenannter
primitiver Kets |λ〉 als Produkt von n ra¨umlichen Orbitalen {|ψi〉} darstellen
|λ〉 = |ψλ1(r1)〉 · · · |ψλn(rn)〉 (2.18)
=: |λ1(r1)〉 · · · |λn(rn)〉
=: |λ1 ...λn〉 =: λ . (2.19)
Die Kurznotation (2.19) ist analog zu der bei den Slaterdeterminanten (2.8) gewa¨hlt.
Wenn keine Konfusionsgefahr besteht, schreiben wir auch kurz λ.
Verschiedene Konfigurationen {|λ〉} lassen sich zu einem OC-Raum VOC zusammenfas-
sen. Diesen kann man sich als Projektion eines physikalischen CI-Raums V denken.
In vielen Implementierungen von CI-Algorithmen verwendet man außerdem die
terna¨re (
”
012“-) Darstellung von primitiven Kets. Dazu geht man vom n-dimensionalen
Raum der elektronischen Orbitalprodukte in einen K-dimensionalen Vektorraum u¨ber. In
diesem Raum korrespondiert der Vektor λ¯ mit dem primitiven Ket |λ〉 dadurch, daß man
5Nachfolgend nennen wir diese unpra¨zise einfach nur Elemente von V , was sie zwar auch sind, aber
auch jede Linearkombination aus ihnen.
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in die i-te Komponente von λ¯ die Besetzung des Orbitals |ψi〉 von |λ〉 eintra¨gt. Formal
la¨ßt sich das so schreiben
λ¯i =

0 : λi ist in λ 0-mal enthalten
1 : λi ist in λ 1-mal enthalten
2 : λi ist in λ 2-mal enthalten
. (2.20)
In λ¯ haben somit mindestens K − n Komponenten den Wert Null.
Ferner existiert noch die Teilchen-Loch - (TL) Notation. Hier wird die HF-
Konfiguration zum Vakuum-Zustand erkla¨rt und fu¨r ν-fach angeregte Konfigurationen
notiert, aus welchen der besetzten HF-Orbitale die Elektronen jeweils entnommen wer-
den, d.h. wo Lo¨cher entstehen. Die Lochorbitale {ij},j = 1, . . . , ν bilden dann den ersten
Teil der Notation in |λTL〉. Der zweite Teil wird, genauso wie bei der gewo¨hnlichen No-
tation, durch die Aufza¨hlung der Besetzungen (Teilchen) im virtuellen Raum, {lj}ν1 mit
j = 1, . . . , ν, gebildet
|λTL〉 =: ||I|L〉〉 =: ||i1 . . . iν |l1 . . . lν〉〉 ν = ν(λ) . (2.21)
Der Anregungsgrad ν eines primitiven Kets |λ〉 bleibt von diesem Notationswechsel un-
beru¨hrt: ν(λ) = ν(λTL). Ferner la¨ßt sich auch hier eine zur oben angegebenen 012-
Repra¨sentation analoge Darstellung finden.
Fu¨r den Fall, daß man nur mit niedrig angeregten Konfigurationen zu tun hat, ist die TL-
Darstellung o¨konomischer. Sie ist auch eine der Grundlagen fu¨r das CI-Verfahren von
Tavan und Schulten, um dessen Weiterentwicklung es in dieser Arbeit geht. Deshalb wird
sie auch bei der Lo¨sung des zentralen Problems der schwachen Besetzung der H-Matrix
(Kapitel 3) gebraucht.
2.3.4 Matrixelementformel und Grundaufgaben fu¨r CI-Verfahren
Nach der Generierung eines geeigneten CI-Raums V besteht der aufwendigste Teil des
CI-Verfahrens in der Generierung der symmetrischen H-Matrix, d.h. in der Berechnung
der Matrixelemente {Hab}. Die konkreten Anforderungen an einen CI-Algorithmus las-
sen sich anhand der allgemeinen Matrixelementformel aufzeigen. Unabha¨ngig von der
konkreten Realisierung des Spins (siehe Kapitel 2.4) im CI-Raum lautet sie fu¨r die Ele-
mente |Ψa〉 und |Ψb〉
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Die Skalare Dabij bzw. Dabijkl in dieser Formel werden Kopplungskoeffizienten genannt.
Aussagen u¨ber deren Berechnung werden spa¨ter noch getroffen (siehe unten).
In dieser Formel sind die Ein- und Zweielektronenintegrale in der MO-Basis enthalten
(i|j) =
∫










Fu¨r den Fall, daß kanonische HF-MOs verwendet werden, sind die Einelektronenintegrale
gleich den HF-Eigenenergien: (i|j) = δ(i, j)i. Die Zweiteilchenintegrale mu¨ssen in den
meisten Verfahren vor Beginn einer CI-Rechnung von der AO-Basis in die MO-Basis
transformiert werden. Diese Transformation wird im Falle semiempirischer Methoden in
Kapitel 4.2 na¨her beleuchtet (siehe Kapitel 4.2).
Effiziente CI-Algorithmen mu¨ssen vor der Berechnung von Matrixelementen entscheiden,
welche dieser Matrixelemente u¨berhaupt von Null verschieden sind. Das ist na¨mlich nur
fu¨r einen Bruchteil aller Elemente von H der Fall, wie noch genauer erkla¨rt werden wird
(siehe Kapitel 3). Man sagt: Die Hamiltonsche Matrix ist nur schwach besetzt.
Ist algorithmisch entschieden, daß Hab nicht verschwindet, besteht die na¨chste Aufgabe
darin, fu¨r die gegebene Kombination aus |Ψa〉 und |Ψb〉 die in (2.22) auftretenden Ein-
und Zweiteilchenintegrale zu bestimmen. Von diesen wird immer nur ein kleiner Teil aller
K2 bzw. K4-Integrale tatsa¨chlich beno¨tigt. Die Indizes {ij} bzw. {ijkl} dieser Integrale
erha¨lt man mit Hilfe der Differenzkonfiguration |δ(λ,µ)〉 der primitiven Kets |λ〉 und |µ〉
zu |Ψa〉 bzw. |Ψb〉6, d.h. durch
”
Subtraktion“ der beiden Kets. Am einfachsten la¨ßt sich
die Definition von |δ(λ,µ)〉 in der 012-Darstellung formulieren7
δ¯i = |λ¯i − µ¯i| . (2.25)
Die Differenzkonfiguration kann man selber wiederum als einen ν-fach angeregten pri-
mitiven Ket ansehen. Das gilt sowohl fu¨r ihre Darstellung im normalen (2.25) als auch im
TL-Formalismus, wo eine analoge Definition angegeben werden kann. Sie verschwindet
fu¨r identische Paare von primitiven Kets |λ〉 und |µ〉 (ν(δ) = 0).
Die Differenzkonfiguration hat bei der Auswertung von (2.22) eine wichtige Bedeutung:
• Ist ν(δ) = 0, so ist die Anzahl an Summanden in (2.22) am gro¨ßten. Man stellt
allerdings bei der konkreten Auswertung der Matrixelementformel in diesen Fall
fest, daß niemals die
”
vollen“ Vierfachsummen mit einem Indexbereich von K4
6Die Konvention |Ψa〉 ↔ |λ〉, |Ψb〉 ↔ |µ〉 soll auch nachfolgend stets gelten. Die primitiven Kets |λ〉
bzw, |µ〉 nennt man dann |Ψa〉- bzw. |Ψb〉- assoziiert
7Die Betragsfunktion in (2.25) sorgt fu¨r positive oder verschwindende Orbitalbesetzungen in |δ〉
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fu¨r {ijkl} auftreten; die Vierfachsummation reduziert sich immer auf (mitunter
viele) K2 Summen. Detaillierter Aussagen sind im allgemeinen nicht mo¨glich; da
der konkrete Wechselwirkungstyp von |Ψa〉 bzw. |Ψb〉 (Anzahl offener Schalen,
Spintypus etc.) starken Einfluß nimmt (siehe auch Seite 32).
• Falls |δ〉 als Einfachanregung interpretiert werden kann, so sind in der Vierfachsum-
me von (2.22) zwei Indizes durch {δ1, δ2} aus |δ〉 festgelegt, und eine allgemeine
Aussage u¨ber den Wertebereich der anderen nicht mo¨glich.
• Stellt |δ〉 eine Zweifachanregung dar, so sind die konstitutiven vier Indizes
{δ1, δ2, δ3, δ4} aus |δ〉 genau die Werte von {ijkl}, welche in der Summe u¨ber die
Integrale in (2.22) ausschließlich vorkommen, d.h. bis auf Permutationen sind alle
Indizes festgelegt. Die Summe u¨ber Einfachintegrale verschwindet.
Mit diesen Ausfu¨hrungen deutet sich an, daß im Fall von ν(δ) > 2 das Matrixelement
verschwindet. Siehe dazu das Kapitel 3.
Schließlich mu¨ssen im CI-Algorithmus mit den Integralen auch noch die Kopplungs-
konstanten Dabij bzw. Dabijkl bestimmt werden. Diese sind determiniert durch
• die Wahl der Ein- und Zweiteilchenoperatoren. Ha¨ufig wa¨hlt man (i|j) nicht als
Matrixelement des Fockoperators, sondern als 〈i | tˆ+ vˆ | j〉 (siehe Gleichung 2.10).
Der
”
fehlende“ gˆ-Anteil wird in so einem Fall durch das Auftreten weiterer Zwei-
elektronenintegrale in (2.22) kompensiert [81]
• die Wahl der Spindarstellung im CI-Verfahren u¨berhaupt.
Letzteres ist der entscheidende Einfluß. Das wird bei der Vorstellung der Spindarstellun-
gen im u¨berna¨chsten Abschnitt angesprochen. Zuna¨chst soll aber noch skizziert werden,
wie eine CI-Rechnung nach der H-Matrixbildung zu Ende gefu¨hrt wird.
2.3.5 Diagonalisierung der H-Matrix
Der letzte große Schritt einer CI-Rechnung ist die Diagonalisierung der H-Matrix. um
E und v (Gleichung (2.17)) zu erhalten. Aufgrund der Gro¨ße der Matrix und der Tat-
sache, daß nicht alle Eigenwerte und Eigenzusta¨nde gebraucht werden, verwendet man
keine Methoden, die H durch ¨Ahnlichkeitstransformationen auf Diagonalform bringen,
sondern iterative Verfahren. Bei diesen ist der aufwendigste Schritt die Multiplikation der
Matrix H mit einem normierten Testvektor v ∈ RnV :
v′ =Hv (2.26)
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In den iterativen Verfahren ist dann die Norm von v′ eine Approximation zu einem Ei-
genwert Em, wenn sich v im Laufe der Iterationen (2.26) dem m-ten Eigenvektor na¨hert.
Wie aus v′ ein v fu¨r die na¨chste Iteration berechnet wird,ist das Spezifikum der jeweiligen
Methode [82].
Direkte CI-Verfahren [83] erkla¨ren die Operation (2.26) gleich zur zentralen Aufgabe des
CI-Verfahrens: Wie man an der Komponentendarstellung der letzten Gleichung ablesen
kann, muß die H-Matrix gar nicht vollsta¨ndig gespeichert werden; die Elemente ko¨nnen





Der Nachteil solcher Verfahren ist, daß in jedem Iterationschritt (2.26) die Matrixelemen-
te wieder neu berechnet werden mu¨ssen. Vorteile hinsichtlich der Recheneffizienz bringen
solche Verfahren auch nur, wenn sie schleifen- bzw. integralgetrieben sind (siehe Kapi-
tel 3.2.1).
Im CI-Programm von Tavan und Schulten ist die Methode von Shavitt [84] zur
Bestimmung der m niedrigsten Eigenwerte einer symmetrischen Matrix implementiert.
Im Laufe dieser Arbeit wurde zudem noch das popula¨re Verfahren von Davidson [85]
integriert, um zu sehen, ob damit noch eine Effizienzsteigerung mo¨glich ist. Dieses
zeigt in den CI-Rechnungen allerdings ein a¨hnliches Laufzeitverhalten gemessen an der
Anzahl der Iterationen (2.26) wie die Shavitt-Methode.
2.4 Spinadaption der Konfigurationen
Der spinlose Hamiltonoperator Hˆ kommutiert mit dem Operator des Gesamtspins, Sˆ2 =∑n
i sˆ
2
i und dem Operator seiner z-Komponente, Sˆz =
∑n
i sˆz,i. Somit la¨ßt sich fu¨r alle
drei Operatoren eine gemeinsame Eigenbasis des CI-Raums V finden und die Rechnung
auf denjenigen Unterraum aus |Ψ〉-Funktionen beschra¨nken, welcher die Eigenfunktionen
mit einem gewu¨nschten Wert fu¨r die Quantenzahl des Gesamtspins, S, und dessen z-
Komponente,MS , entha¨lt. Solche Ra¨ume sind dann (Sˆ2, Sz)-spinadaptiert . Im folgenden
werden die drei wichtigsten Wege der Spinadaption vorgestellt. Das ist notwendig, weil
die Verfahren zur Lo¨sung des Problems der schwachen Besetzung (Kapitel 3) sowie die
Mo¨glichkeiten, verschiedene Typen von CI-Ra¨umen wa¨hlen zu ko¨nnen, stark von der
Spinadaption abha¨ngig sind.
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2.4.1 Determinantenbasiertes CI
Die einfachste Beru¨cksichtigung des Spins in n-Elektronenfunktionen erfolgt durch die
Verwendung von Spinorbitalen χλi(xi) (2.4), aus denen Slaterdeterminanten |ΨMS〉 auf-
gebaut werden. Die Form einer solchen wurde schon in Gleichung (2.7) bei der Skiz-
zierung des HF-Verfahrens vorgestellt. Slaterdeterminanten sind Eigenfunktionen zum
Sˆz-Operator: Ihr MS-Wert ergibt sich durch Addition der mS-Werte ihrer konstitutiven
Spinorbitale. CI-Ra¨ume aus ihnen sind demnach Sˆz-adaptiert. So lassen sich Zusta¨nde
mit MS = 0 einfach durch eine Anzahl von n/2 α- und n/2 β-Spinorbitalen erreichen.
Dagegen sind Slaterdeterminanten im allgemeinen keine Eigenfunktionen zu Sˆ2. Die Aus-
nahmen von dieser Regel sind solche mit geschlossenschaliger Besetzung wie eben HF-
Determinanten. Diese sind reine Singulettzusta¨nde, d.h. sie haben Werte von S = 0,
MS = 0.
In determinantenbasierten CI-Verfahren ist man gezwungen, alle Slaterdeterminanten
aus einer Orbitalkonfiguration |λ〉 = |λ1 · · ·λn〉 mit gegebenem Wert von MS zu bilden.
Dazu bedient man sich einer Menge primitiver Spinfunktionen {|θ(|λ〉)〉}, die aus n-




|σji(ωi)〉 j = 1, · · · , fMS
Die Spinfunktionen mu¨ssen dabei zur Orbitalkonfiguration |λ〉 kompatibel sein, d.h. des-
sen Anzahl offener Schalen τ beru¨cksichtigen. Die Anzahl solcher Spinfunktionen sei fu¨r
einen gegeneben Fall fMS (siehe unten). Mit |θj〉 und den ra¨umlichen Orbitalen in |λ〉 las-
sen sich die Spinorbitale {χji} einer Slaterdeterminante |ΨMSa 〉 durch einfache Zuordnung
bilden8
|χλi ji〉 = |ψλi(ri)〉|σji(ωi)〉 i = 1, . . . , n . (2.28)
Man erha¨lt aus einem primitiven Ket fMS verschiedene Slaterdeterminanten. Deren
Orthogonalita¨tsrelationen lauten ( [63], Kapitel 2.2.3)9
〈ΨMSa |ΨMSb 〉 = δ(MS,a,MS,b)
n∏
i
δ(λi, µi) δ(σai , σbi) . (2.29)
Die Anzahl fMS an |λ〉-assoziierter Slaterdeterminanten ha¨ngt von MS und der Anzahl τ
8Im Fall der HF-Determinante (2.7) ist fMS = 1. Deshalb ist dort die Indizierung der Spinorbitale
einfacher als in (2.28), da es nur ein j gibt. Der Index λ ji ist in (2.28) als Multiindex aufzufassen.
9Zur Notation dieser Gleichung siehe Fußnote Seite 26
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Der CI-Raumindex a in (2.29) ist zwar grundsa¨tzlich willku¨rlich; doch bei systematischer
Bildung des Raums V , wie er in vielen Algorithmen unabdingbar ist (siehe Kapitel 3.2.1),
berechnet man a mit Hilfe einer Indexformel : a = r(|ΨMSa 〉) = r(λ, |θi〉). Fu¨r die For-
mulierung von r nutzt man dabei (2.30) aus.
Nimmt man von diesen Slaterdeterminanten jeweils den Erwartungswert des Sˆ2-
Operators, so treten dabei S2 Werte auf, die von S-Quantenzahlen im ganzen Bereich
von MS ≤ S ≤ τ/2 stammen, was die fehlende Sˆ2-Adaption widerspiegelt.










τ/2− S − 1
)
. (2.31)
Fu¨r den Fall fS,MS < fMS ist die Menge an primitiven Spinfunktionen eine Basis fu¨r
einen Sˆz-adapierten Spinraum, aber nur ein Erzeugendensystem des korrespondierenden,
(Sˆ2, Sˆz)-adaptierten Spinraums.
Bei Konfigurationen mit mehreren offenen Schalen macht sich der Dimensionsunter-
schied stark bemerkbar. So gilt fu¨r Singulettzusta¨nde: fMS/fS,MS = τ/2 + 1 (siehe
Karwowski [87]). Fu¨r Vierfachanregungen mit bis zu acht offenen Schalen ist das bereits
schon ein Faktor 5, um den man zu viele Slaterdeterminanten im SDTQCI-Raum hat,
sofern man ausschließlich Singulettzusta¨nde betrachten will. Man hat also im CI-Raum
einen großen Anteil an Slaterdeterminanten mit Anteilen an ho¨heren Multipletts.
Wegen des Mangels an (Sˆ2,MS)-Adaption werden determinantenbasierte Verfahren
in modernen CI-Programmen nur noch wenig eingesetzt. Prominente Beispiele sind Gaus-
sian [29] oder MOPAC [88] mit SDCI-Implementierungen. Auch fu¨r FCI werden sie noch
verwendet, wie etwa in DALTON [89] oder dem Programm von Rossi et al. [90]. Das
liegt daran, das sich die Matrixelemente 〈ΨMSa | Hˆ |ΨMSb 〉 relativ einfach ausrechnen las-
sen: Die resultierenden Ausdru¨cke fu¨r die Kopplungskoeffizienten Dabij bzw.Dabijkl (Glei-
chung (2.22) haben eine einfache Struktur unabha¨ngig vom Anregungsgrad der beteiligten
Determinanten. Man erha¨lt relativ schnell Ausdru¨cke von der Form der allgemeinen Ma-
trixelementformel (2.22). Sie sind Teil der Condon-Slater-Regeln [91, 92, 93]. Herleitun-
gen fu¨r die Matrixelementformeln finden sich zum Beispiel bei Szabo und Ostlund [63]
10Obwohl der Wert von fS,MS gar nicht vom MS abha¨ngt, bleiben wir bei diesem Symbol, da es sich
um die Dimension des (S,MS)-Unterraums handelt.
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(Kapitel 2.3.3).
2.4.2 Spinadaption mit dem
”
Ansatz der symmetrischen Gruppe“
Eine sehr wichtige Gruppe von CI-Verfahren operiert unter voller Ausnutzung der Spin-
symmetrie. Diese arbeiten mit Matrixdarstellungen der symmetrischen Gruppe Sn (
”
sym-
metric group approach“, SGA) [86, 94, 95, 96]. In SGA-Verfahren konstruiert man sich
eine (Sˆ2, Sˆz)-adaptierte Orthonormalbasis aus fS,MS Spinfunktionen {|Θk(S,MS)〉} . Zu
diesem Zweck gibt es eine Reihe verschiedener Verfahren (Spinkopplungsschemata , sie-
he spa¨ter).
Mit Hilfe der Θ-Funktionen la¨ßt sich die k-te spinadaptierte Konfiguration (
”
spin-
adapted configuration“, SAC) |ΨS ,MS(λ, k)〉11 wie folgt schreiben [86, 95, 97, 96]









Die Matrizen US,n(P ) in dieser Gleichung sind irreduzible, unita¨re Darstellungsmatri-
zen der n! Permutationen p der Symmetrischen Gruppe Sn. Der Faktor ξλ sorgt fu¨r die
Normierung des SACs. Ein Beispiel fu¨r den ¨Ubergang von Slaterdeterminanten zu SACs
findet sich bei Szabo and Ostlund [63], Kapitel 2.5.112.
Durch die Spinadaption gelten fu¨r zwei SACs |ΨS,MSa (λ, k)〉 und |ΨS,MSb (µ, l)〉 fol-
gende Orthogonalita¨tsrelationen





Man sieht anhand dieser Formel im Vergleich zu (2.29), daß hier nicht mehr die Orthogo-
nalita¨t der Einelektronenspinfunktionen {σji}, sondern die Orthogonalita¨t der Spinfunk-
tionen {|Θk(S,MS)〉} eingeht.
Die Abha¨ngigkeit der Spinfunktionen von S und MS und damit der SACs selber lassen
wir im folgenden weg und konzentrieren uns auf (separable) CI-Unterra¨ume mit festem
S und MS . Falls die CI-Raum-Indizes a und b irrelevant sind, kann man die Notation fu¨r








12Dort ist die Tabelle 2.7 allerdings nicht ganz korrekt: Fu¨r |AΨrsab〉 muß es heißen: |AΨrsab〉 =
12−1/2(2|Ψrs
a¯b¯
〉+ 2|Ψr¯s¯ab〉 − |Ψs¯ra¯b〉+ |Ψr¯sa¯b〉+ |Ψrs¯ab¯〉|Ψsr¯ab¯〉)
31
KAPITEL 2: CI UND ANDERE QUANTENMECHANISCHE VERFAHREN
Noch deutlicher wird die Bedeutung der Symmetrischen Gruppe bei der SGA-
Matrixelementformel [86, 98, 99, 100, 36]
Hab = 〈ΨS,MS(λ, k) | Hˆ |ΨS,MS(µ, l)〉 =
∑
p∈Sn




〈λ | pˆλHˆ |µ〉US,nkl (p) . (2.33)
Einem Vergleich dieser Darstellung mit (2.22) la¨ßt sich entnehmen, daß
• mit der Darstellung des CI-Raums durch SACs eine Faktorisierung der Matrixele-
mentberechnung in Raum- und Spinintegrale (〈λ | pˆλHˆ |µ〉 und 〈Θk | pˆσ |Θl〉) ge-
geben ist. Das wird an spa¨terer Stelle noch gebraucht (siehe Kapitel 3.1.1)
• sich die Integration der Spinanteile im Auftreten von US,nkl (pˆ)-Matrixelementen









determiniert sind13. Die Ein- und Zweielektronenintegrale
aus (2.22) stecken dabei im ra¨umlichen Integral 〈λ | pˆλHˆ |µ〉.
In der gerade angegebenen Form ist die Matrixelementberechnung vom algorithmi-
schen Standpunkt aus sehr aufwendig. Das liegt an der hohen Anzahl (n!) und Dimen-
sion (fS,MS(S, n) × fS,MS(S, n)) der Darstellungsmatrizen. Wie verschiedentlich ge-
zeigt [98, 99], la¨ßt sich in Formel (2.33) die Anzahl der Permutationen n!, u¨ber die
summiert werden muß, reduzieren. Bei der Auswertung von (2.33) liefert nur eine Un-
termenge aller Permutationen p ∈ Sn, die sogenannten line-up -Permutationen pl, einen
nicht-verschwindenden Beitrag. In den meisten SGA-Algorithmen mu¨ssen diese proto-
typisch fu¨r alle Typen (|λ〉, |µ〉) bestimmt werden, was eine komplizierte Klassifikation
der Konfigurationen (Wechselwirkungsklassen ) und eine gemeinsame Abarbeitung aller
SAC-Paare in diesen Klassen notwendig macht (siehe z.B. Pless [101]).
Außerdem la¨ßt sich auch noch die Dimension der US,n(p)-Matrizen auf fS,MS(S, τ) re-
duzieren, was sich bei SACs mit nur wenigen offenen Schalen τ < n) stark bemerk-




Fu¨r die Konstruktion der Spinfunktionen
{|ΘS,MS〉k} zu einer gegebenen Konfigu-
ration |λ〉 findet in fast allen SGA-Varianten das Yamanouchi-Kotani-Schema [98] mit
den Young-Yamanouchi-Spinfunktionen [100, 86] zur Kopplung der Spins Verwendung
(SGA/YY). Weder vom Formalismus noch von der algorithmischen Realisierung ist es,
13bis auf einfache Faktoren, die noch durch die Integration des ra¨umlichen Anteils entstehen und eben-
falls in Dabij und Dabijkl eingehen.
14SGA-FCI-Algorithmen, bei denen τ so groß wie n wird, sind noch nicht publiziert worden
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trotz der gerade erwa¨hnten Dimensionsreduktion, eine triviale Aufgabe, in effizienter
Weise mit Hilfe der Spinfunktionen Darstellungsmatrizen US,τ (pˆl) zu generieren. Die
erwa¨hnte Einteilung der Konfigurationen eines CI-Raums in Wechselwirkungsklassen
dient auch dazu, daß diese nicht sta¨ndig neu berechnet werden mu¨ssen, bedingt aber eine
signifikante Verkomplizierung der Algorithmen. Darunter leiden praktisch alle verbreite-
ten SGA-Verfahren, so daß es insgesamt nicht viele Implementierungen gibt. Die wichtig-
sten SGA/YY-Verfahren sind das Programm von Duch und Karwowski [94,102], MELDF
von Davidson et al. [103] und PEDICI [104], welches auf einen SGA-Formalismus von
Sarma und Rettrup basiert [105].
2.4.3 Spinadaption mit dem
”
Ansatz der unita¨ren Gruppe“
Eine weitere Alternative zur Spinadaption ist das Unita¨re-Gruppen-CI- Verfahren (
”
uni-
tary group approach“, UGA) [106, 107]. Hier sind die elektronischen Wellenfunktionen,
die sogenannten elektronischen Gel’fand-Zusta¨nde [107] zur Sequenz
U(K) ⊃ U(K − 1) ⊃ U(K − 2) ⊃ · · · ⊃ U(2) ⊃ U(1)
symmetrieadaptiert. In dieser Formel ist U(K) die Gruppe unita¨rer Matrizen der Di-
mension K × K. Wie man zeigen kann [107], sind diese Zusta¨nde damit auch (Sˆ2, Sˆz)-
spinadaptiert. Daß es u¨berhaupt mo¨glich ist, zur Lo¨sung des CI-Problems auf die Theorie
der unita¨ren Gruppe zuru¨ckzugreifen, liegt daran, daß sich der Hamiltonoperator (2.1) al-
gebraisch so umformulieren la¨ßt, daß er durch Operatoren repra¨sentiert werden kann, die
Generatoren der unita¨ren Gruppe sind [107]. Infolgedessen werden auch die Kopplungs-
koeffizienten der Matrixelementformel im UGA-Verfahren mit Hilfe von Darstellungen
der Unita¨ren Gruppe U(K) berechnet. Der mathematische Weg dorthin ist zu lang, um
hier dargestellt zu werden; bezu¨glich der Details sei auf die Monographien von Mat-
sen [107] oder Pauncz [95] verwiesen.
An dieser Stelle genu¨gt es, darauf hinzuweisen, daß die Gel’fand-Zusta¨nde des UGA-
Formalismus a¨quivalent zu den SACs im SGA-Formalismus sind, sofern im letzteren die
Spinfunktionen durch ein spezielles Spinkopplungsschema dargestellt sind [108]. Die ent-
sprechenden Algorithmen sind auch a¨hnlich effizient.
Graphische UGA-Algorithmen (GUGA, siehe Kapitel 3.2.1) haben weite Verbreitung
gefunden: Sie sind in Programme wie GAMESS [109], Columbus [110, 111], MOLCAS
[112], MELDF [103] und PEDICI [104] integriert. Ebenso gibt es seit kurzem auch eine
Implementierung im semiempirischen Kontext [113].
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2.5 Beschra¨nkung des CI-Raums
In Kapitel 2.3.2 wurde deutlich, daß die Anwendung von FCI zur Lo¨sung des elektro-
nischen Problems im allgemeinen nicht praktikabel ist. Das ist der Grund, weshalb eine
große Vielfalt an Strategien entwickelt worden ist, um den CI-Raum zu begrenzen, ohne
dabei an Pra¨zision zu verlieren. Solche Trunkierungen haben aber enorme Konsequenzen
fu¨r die Anwendbarkeit und Effizienz der CI-Algorithmen: Davon betroffen sind sowohl
die Konzepte zur Berechnung der einzelnen Matrixelemente als auch die Lo¨sung des Pro-
blems der schwachen Besetzung; das ist ist der Kern des
”
CI-Optimierungsproblems“. Be-
vor das erla¨utert werden kann, sollen nun die verschiedenen Trunkierungsmo¨glichkeiten
skizziert werden, unter besonderer Betonung der IS/MRCI-Methode, die im Programm
von Tavan und Schulten verwirklicht ist.
2.5.1 Wahl des CI-Orbitalraums
Eine Mo¨glichkeit zur Beschra¨nkung des CI-Raums stu¨tzt sich auf die Tatsache, daß
in energetisch niedrig liegenden angeregten Zusta¨nden hauptsa¨chlich MOs im HOMO-
LUMO-Bereich beteiligt sind. Bei pi-Elektronensystemen etwa sind die pi/pi∗-MOs in der
Tat meistens genau in diesem Bereich zu finden.
Die einfachste Variante eines solchen Verfahrens, das
”
complete active space“- (CAS-
) CI, wa¨hlt meistens nach chemischer Intuition einen Satz von MOs aus und konstruiert
aus diesen den FCI-Raum. Ist auch das aus Rechenzeitgru¨nden schon nicht praktikabel,
so gibt es verfeinerte Verfahren (
”
restricted active space“, RAS-CI), bei denen die MOs
noch in Gruppen eingeteilt werden, fu¨r welche Mindest- bzw. Maximalbesetzungen vor-
gegeben werden [114], wodurch der unter diesen Nebenbedingungen gebildete CI-Raum
im allgemeinen kleiner als CAS-FCI-Raum ist. Nachteil dieser Verfahren ist, daß die CI-
MO-Ra¨ume klein gehalten werden mussen. Mitunter wichtige Einflu¨sse der anderen MOs
bleiben unberu¨cksichtigt (siehe dazu die Diskussion zur
”
σ − pi-Polarisation“ in Buta-
dien, Kapitel 5.2.5). Aufgrund fehlender Selektionsmo¨glichkeiten im CAS- bzw. RAS-
CI-Raum ist zudem noch eine optimierte Behandlung einzelner Zusta¨nde nicht mo¨glich,
allenfalls kann in diesen CI-Ra¨umen nach ra¨umlichen Symmetrien selektiert werden.
2.5.2 Anregungsgrad-trunkiertes CI (ν-CI)
Ein weiteres Vorgehen zur Verkleinerung des CI-Raums nutzt aus, daß die relevanten
elektronischen Zusta¨nde im wesentlichen als Linearkombination von niedrig angeregten
n-Elektronenfunktionen zu beschreiben sind. Die Erfahrung lehrt, daß sich diese in erster
Na¨herung jeweils als Linearkombination von 0, 1-fach und 2-fach Anregungen schrei-
ben lassen. Gema¨ß dieser Beobachtung sind die in Kapitel 2.3.2 schon erwa¨hnten ν-CI-
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Verfahren mit ihrer Trunkierung nach Anregungsgrad ν der Wellenfunktionen ein syste-
matischer Weg zur Bestimmung angeregter Zusta¨nde.
Weit verbreitet ist das SCI-Verfahren [115]. Es erlaubt nur die Mischung einfach ange-
regter Zusta¨nde untereinander. Anregungen, die im wesentlichen durch die |HOMO〉 →
|LUMO〉-Konfiguration charakterisiert sind, ko¨nnen vernu¨nftig behandelt werden. Oft ist
das der erste angeregte elektronische Zustand, an dem man prima¨r interessiert ist. Doch
schon bei einem einfachen Moleku¨l wie Butadien ist jedoch ein Zustand der niedrigst
angeregte, der wesentlich durch Anteile einer Doppelanregung aus dem HF-Zustand zu
charakterisieren ist und sich damit einer SCI-Beschreibung entzieht (siehe die Diskussion
in Kapitel 5.2).
Aufgrund des Brillouin-Theorems wird bei SCI außerdem die Beschreibung des Grund-
zustands nicht verbessert. Trotz der inha¨renten Schwa¨chen werden SCI-Rechnungen von
TDDFT-Gruppen gerne als Vergleichsmaßstab fu¨r eigene Rechnungen bemu¨ht15.
Im allgemeinen bessere Ergebnisse als mit SCI bekommt man mit SDCI, welches
auch ha¨ufig Anwendung findet. Ist man an einer verbesserten Beschreibung des Grund-
zustands interessiert, muß man SDCI verwenden, wenn nicht der Rechenaufwand bereits
hier zu hoch wird. Allerdings liefern die DFT-Methoden schon hinreichend korrelierte
Beschreibungen fu¨r diesen. Was angeregte Zusta¨nde betrifft, ist die SDCI-Beschreibung
in der Praxis meistens noch nicht ausreichend und zudem noch unausgewogen (siehe et-
wa [116]).
Schließlich sind sowohl das SCI- als auch das SDCI-Verfahren nicht gro¨ßenextensiv.
Dieses Manko wird zwar durch SDTCI bzw. SDTQCI zuru¨ckgedra¨ngt, diese sind aber
fu¨r realistische Systeme vom Aufwand her kaum durchzustehen. Einzelne Anwendungen
beschra¨nken sich meistens auf die Behandlung kleiner Systeme [117, 114].
2.5.3 Volles MRCI
Auf Grund der beiden großen Schwa¨chen anregungstrunkierter CI-Verfahren, (i) des sehr
ungu¨nstigen Skalierungsverhaltens und (ii) der fehlenden Mo¨glichkeit, CI-Raume zu-
standsspezifisch zu wa¨hlen, sind die Multireferenz- (MR) CI-Verfahren entwickelt wor-
den. Daß diese mit den benannten Problemen besser umgehen ko¨nnen und welche Vari-
anten sich in diesem Sektor herauskristallisiert haben, soll nun dargelegt werden. In den
folgenden Kapiteln spielt die Wahl der Spinadaption keine Rolle; deshalb werden die
Elemente von CI-Ra¨umen nachfolgend einfach mit |Ψ〉 bezeichnet.
Fu¨r eine Motivation zustandsspezifischer Methoden zur Reduktion des CI-Raums ist
es vorteilhaft, Sto¨rungstheorie heranzuziehen. Als Wellenfunktion 0-ter Ordnung zur Be-
schreibung des m-ten Zustands wa¨hlen wir eine geeignete Linearkombination aus dem
15siehe dazu beispielsweise die TDDFT-Arbeit zu Butadien [31]
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vrefma |Ψm,refa 〉 . (2.34)
Die Funktionen
{|Ψm,refa 〉} sind die Referenzen fu¨r den Zustand m. Der CI-Raum aus
ihnen, Vm,ref , ist im allgemeinen nur ein kleiner Teilraum von VSD. Seine Wahl ist nicht
eindeutig; man kann ihn nach Berechnung eines SDCI zum Beispiel nach verschiedenen
Kriterien festlegen:
• |vma| aus dem SDCI muß eine bestimmte Schwelle η1 u¨berschreiten.
• Nach einer Sortierung des SDCI-Raum nach absteigender Gro¨ße der |vma| werden





ma einen Wert η2 u¨bersteigt.
Fu¨r nref > 1 ist somit der Multi-Referenzansatz des m-ten Zustands begru¨ndet. Er deckt
im wesentlichen die statische Korrelation (siehe Seite 22) ab.
Besonders praktikabel ist die Verwendung von Epstein-Nesbet -Sto¨rungstheorie (
”
EN
perturbation theory“, ENPT)16. Hierbei wird |Φm,(0)〉 mit Hilfe von Wellenfunktionen
{|Ψb〉} erweitert, die aus dem dem orthogonalen Komplement von Vm,ref bezu¨glich des
SDTQ-CI-Raums stammen und direkt an die Referenzen koppeln
〈Ψm,refa | Hˆ |Ψb〉 6= 0 fu¨r mindestens ein a . (2.35)





Die {|Ψb〉} zusammen mit den erzeugenden Referenzen bilden die Basis des vollen
MRCI-Raums VMR. Die ENPT-Theorie liefert eine Abscha¨tzung fu¨r die Koeffizienten
vMRmb :
vMRmb ≈ vENmb = −
〈Φm,(0) | Hˆ |Ψb〉
〈Ψb | Hˆ |Ψb〉 − 〈Φm,(0) | Hˆ |Φm,(0)〉
. (2.36)
Die Forderung (2.35) an die Elemente des MRCI-Raums garantiert vENmb 6= 0. Gema¨ß der
Bedingung fu¨r wechselwirkende Konfigurationen, welche erst im Kapitel 3 angesprochen
wird, ist VMR immer ein Unterraum von VSDTQ, da ho¨chstens Ein-und Zweifachanregun-
16wegen formaler ¨Ahnlichkeiten auch Møller-Plesset-Sto¨rungstheorie mit Epstein-Nesbet-Nennern ge-
nannt.
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gen aus den Referenzen in VMR anzutreffen sind17. Die ENPT-Energiekorrektur∆Em,ENb ,




mb 〈Φm,(0) | Hˆ |Ψb〉 . (2.37)
Insgesamt hat man durch das MRCI-Verfahren zwei Dinge erreicht: Das ist zum einen ei-
ne zustandsspezifische Beschreibung durch die Wahl der Referenzen, deren Anzahl sich je
nach Bestimmungskriterium anpassen la¨ßt. Wa¨hlt man gleiche Kriterien fu¨r verschiedene
Zusta¨nde, kann man ausgewogene Ergebnisse erwarten, so daß auch die Anregungsener-
gien konsistent berechnet werden ko¨nnen. Zweitens ist durch Einbeziehung aller Energie-
beitra¨ge von Dreifach- und Vierfachanregungen des vollen MRCI-Raums einem großen
Teil der dynamischen Korrelation (Seite 22) Rechnung getragen. Damit wird der Fehler
durch mangelnde Gro¨ßenextensivita¨t weitgehend unterdru¨ckt. Wie von Bruna et al. [118]
betont, sind Effekte der Dreifach- und Vierfachanregungen gerade fu¨r das Berechnen von
Potentialkurven entscheidend. Das ist durch das MRCI-Verfahren gesichert. SDCI dage-
gen ist bei der Berechnung von Potentialkurven meistens ungenu¨gend.
Die Gro¨ße des vollen MRCI-Raums skaliert wie o(nrefK4), was ein deutlicher Fortschritt
gegenu¨ber o(K8) von SDTQCI ist (siehe Kapitel 3.6). Selbst wenn fu¨r jeden Zustand eine
eigene volle MRCI-Rechnung durchgefu¨hrt werden muß, bleibt diese Dimensionsreduk-
tion gegenu¨ber SDTQCI vorteilhaft.
2.5.4 Individuelle Selektion im vollen MRCI-Raum
Trotz des gu¨nstigen Skalierungsverhaltens ist die MRCI-Basis in vielen Fa¨llen immer
noch zu groß. Die Verkleinerung des Referenzraums ist aber meistens nicht ohne un-
tragbaren Verlust an Pra¨zision mo¨glich oder verhindert die physikalisch notwendige Be-
handlung der statischen Korrelation. Mit den Abscha¨tzungen aus der EN-Sto¨rungstheorie
vom vorherigen Kapitel ero¨ffnen sich allerdings zwei Optionen, den vollen MRCI-Raum
weiter zu verringern. Wa¨hrend der Generierung der Elemente {Ψb} des vollen MRCI-
Raums pru¨ft man dazu jeweils, ob der Betrag des zu erwartenden ENPT-Koeffizienten
vENmb aus Gleichung (2.36) eine Schwelle vζ u¨berschreitet oder eine bestimmte Mindest-
energiekorrektur ∆Em,ζb liefert. Bei positivem Ergebnis wird |Ψb〉 dann in den individuell
selektierten Variations-IS/MRCI-Raum VIS aufgenommen, andernfalls findet es sich im
RaumW der verworfenen SACS wieder.
Die Entwicklung dieses Verfahrens wurde vor allem von Buenker und Peyerimhoff
beschrieben und von ihnen selektiertes MRD-CI genannt [119, 120, 121]. In diesen Ar-
beiten wurde auch exemplarisch gezeigt, daß große Teile von vollen MRCI-Ra¨umen ver-
17Aus diesem Grund wird der hier gemeinte Raum genauer mit MRSDCI (multirefrence single and dou-
ble excitation CI) oder noch ku¨rzer mit MRDCI bezeichnet
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worfen werden ko¨nnen, ohne daß die Genauigkeit wesentlich beeintra¨chtigt wird. Diese
Tatsache wird auch deutlich bei der Berechnung der Anregungsenergien von MBMH+
in Kapitel 7.1. Desweiteren schlagen die Autoren auch noch ein Extrapolationsschema
vor, mit dem man mittels der resultierenden Eigenenergien aus unterschiedlich stark se-
lektierten IS/MRCI-Ra¨umen auf die Energie des vollen MRCI schließen kann, um so das
IS/MRCI-Ergebnis noch zu verbessern.
Alternativ dazu bietet es sich auch an, die volle MRCI-Energie des betrachten Zu-





der verworfenen |Ψc〉 ∈ W zu approximieren (PERT-
Verfahren):




Hier wa¨hlt man als Wellenfunktion 0-ter Ordnung anstelle der aus den Referenzen gebil-
deten Wellenfunktion 0-ter Ordnung (2.34) nun die IS/MRCI-Wellenfunktion




fu¨r die Berechnung von ∆Em,ENc nach (2.36). Die Summe geht hier u¨ber die Elemente
|Ψb〉 ∈ VIS .
Erstrebenswert ist letztlich immer das FCI-Ergebnis, vor allen wegen seiner
Gro¨ßenextensivita¨t. Um zu diesem zu gelangen ist das Verfahren von Davidson [122,123]
sehr gebra¨uchlich. In der fu¨r MRCI einsetzbaren Version la¨ßt sich damit eine Korrektur
∆Em,D zur vollen MRCI-Energie berechnen: Unter Zuhilfenahme der Eigenenergie der









(Em,(0) − Em,MR) . (2.39)
Auf dem Sektor der CI-Entwicklungen sind eine Vielzahl von IS/MRCI/PERT-
Verfahren publiziert worden. Neben dem Programm MRD-CI von Buenker und Peye-
rimhoff [124] und seiner Weiterentwicklung von Engels et al. [125] sind auch noch die
verschiedenen CIPSI-Verfahren [126,127], das MELDF-Programm [103], sowie jene von
Povill et al. [128] und von Harrison [129] anzufu¨hren. Von der Funktionalita¨t her unter-
scheiden diese sich sowohl in den Verfahren zur MRCI-Referenzbestimmung, in der Se-
lektion der MRCI-Referenzen und vor allen auch in der Form und Ordnung der Sto¨rungs-
theorie, mit welcher der Energiebeitrag des CI-RaumsW in das Ergebnis miteinbezogen
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wird.
2.6 Das CI-Programm von Tavan und Schulten
Nachdem nun die wichtigsten Charakeristika der verschiedensten CI-Methoden bespro-
chen sind, soll nun beschrieben werden, wie sich das CI-Programm von Tavan und Schul-
ten charakterisieren la¨ßt. Damit sind wir auch in der Lage, die diesbezu¨gliche Aufgaben-
stellung dieser Arbeit zu benennen.
2.6.1 Funktionalita¨t
Die Funktionsweise des CI-Programms von Tavan und Schulten la¨ßt sich folgendermaßen
charakterisieren [37, 38, 39]:
• Der SCF-Teil mit der Pariser-Parr-Pople-(PPP)-Methode [130] fu¨r die pi-
Elektronen-MOs.
• Der CI-Teil ermo¨glicht SCI bis SDTQCI sowie IS/MRCI fu¨r Singulett-Zusta¨nde.
• Bestimmung der MRCI-Referenzen erfolgt nach dem Kriterium der integralen
SDCI-Elektronendichte (η2-Kriterium, Seite 36).
• Die individuelle Selektion wird gema¨ß der Abscha¨tzung fu¨r ENPT-Koeffizienten
durchgefu¨hrt.
• Der Energiebeitrag des verworfenen CI-RaumsW kann mit ENPT bestimmt wer-
den.
• Gegebenenfalls kann das IS/MRCI-Ergebnis mit der Davidson-
Energiekorrektur (2.39) zum FCI-Ergebnis extrapoliert werden.
• Observable wie das ( ¨Ubergangs–)Dipolmoment, Partialladungen und Bindungsord-
nungen ko¨nnen fu¨r die resultierenden elektronischen Zusta¨nde bestimmt werden.
Es wurde in der Vergangenheit erfolgreich eingesetzt zur Berechnung der optischen
Spektren von pi-Elektronensystemen wie etwa der von Polyenen oder fu¨r Modelle von
Schiffschen Basen [37, 39, 38, 131, 132, 133]. Speziell fu¨r die Polyene wurde aus den
Rechnungen eine allgemeine Theorie abgeleitet, die ihre pi-Elektronenspektren aus zwei
Quasiteilchen-Dispersionsrelationen erkla¨rt und fu¨r Polyene beliebiger Gro¨ße anwendbar
ist [134,38]. Die Vorhersagen dieser Theorie lokalisieren den 11Bu−- und 31Ag−-Zustand
genauso wie den 21Ag−-Zustand unter den optisch erlaubten 11Bu+-Zustand. Diese Vor-
hersagen sind in den letzten Jahren verifiziert worden [135, 136, 137].
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2.6.2 SGA-Formalismus und Algorithmus
Das IS/MRCI-Programm von Tavan und Schulten basiert auf einer speziellen SGA-
Variante. Der hier zugrundliegende Formalismus unterscheidet sich von den ansonsten
sehr verbreiteten (siehe Kapitel 2.4.2) durch die Verwendung der zweiten Quantisierung
zur Darstellung der H-Matrixelemente von spingekoppelten Teilchen-Lochanregungen.
Wesentlich fu¨r die Entwicklung der resultierenden Matrixelementformeln war ferner die
Verwendung des Spinkopplungsschemas nach Serber [138] (SGA/S) anstelle des sonst
gebra¨uchlichen Yamanouchi-Kotani-Schemas. Bezu¨glich der Details und der aufwendi-
gen Herleitung sei auf die Vero¨ffentlichung verwiesen [36]. In unserem Kontext wichtig
ist, daß der resultierende Formalismus mit nur zehn verschiedenen Matrixelementformeln
auskommt. Diese konnten praktisch unmittelbar in Computercode umgesetzt werden, was
in den meisten Alternativmethoden nicht direkt mo¨glich ist.
In den SGA/S-Matrixelementformeln sind alle verschiedenen Wechselwirkungsfa¨lle von
SACs effizient codiert. Das betrifft auch die in anderen Methoden komplizierte Bestim-
mung der vorher erwa¨hnten line-up -Permutationen, denn diese tauchen nur hier nur noch
indirekt auf. Von großer Bedeutung fu¨r die algorithmische Umsetzung des Formalismus
sind auch die beno¨tigten Darstellungsmatrizen US,τ . Durch gruppentheoretische ¨Uberle-
gungen gelang es, sowohl deren Anzahl und Dimension noch niedriger zu halten als in
allen anderen bislang publizierten SGA-Verfahren: Sa¨mtliche dieser Matrizen beno¨tigen,
fu¨r den im Programm realisierten Fall von Teilchen-Loch-gekoppelten einfach- bis vier-
fach angeregten Singulett-SACs nur 6536 Matrixelemente. Das bedeutet vor allem auch,
daß man keine speziellen Caching-Techniken zur Speicherung der Matrizen entwickeln
muß (vgl. die Methodik im DIESEL-Programm [139]), damit sie nicht sta¨ndig neu be-
rechnet werden mu¨ssen, wenn sie fu¨r verschiedene Matrixelemente gebraucht werden.
Genausowenig ist man zu der Alternative gezwungen, bei der H-Matrixberechnung u¨ber
Wechselwirkungsklassen zu iterieren, d.h. u¨ber Gruppen von Matrixelementen {Hab} bei
denen |ΨS,MSa 〉 und |ΨS,MSb 〉 jeweils dem gleichen Wechselwirkungstyp angeho¨ren. Das









macht aber die Algorithmen komplexer und vor allem weniger flexibel in der Wahl des
CI-Raums, was spa¨ter (Kapitel 3.2.1) noch erkla¨rt wird.
Aufgrund der Kompaktheit der Matrixelementberechnung konnten auch schon fru¨h mit
dem alten Programm große MRCI-Rechnungen durgefu¨hrt werden (siehe oben). In der
vorliegenden alten Version des IS/MRCI-Programms war die Speicherobergrenze fu¨r alle
Daten auf 128 Kilobyte festgelegt. Dieser Umstand mußte, abgesehen von den wirklichen
algorithmischen Arbeiten, durch Revision praktisch aller FORTRAN77-Programmroutinen
beseitigt werden.
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2.6.3 Notwendigkeit algorithmischer Verbesserung
Wie auch in dem MRD-CI-Programm von Buenker und Peyerimhoff [120, 121] sowie
DMRD-CI von Engels et al. [125], war im vorliegenden CI-Programm von Tavan und
Schulten das Problem der schwachen Besetzung praktisch nicht gelo¨st. Diese Programme
iterierten bei der Generierung der H-Matrix klassisch , das heißt in einer a¨ußeren Schleife
u¨ber die Zeilen und einer inneren Schleife, welche die Spalten der H-Matrix u¨berstreicht.
Dabei wurde fu¨r jedes auftretende SAC-Paar die Differenzkonfiguration bestimmt und
je nach Anregungsgrad derselben das Matrixelement berechnet oder u¨bersprungen.
Lediglich die Symmetrie derH-Matrix, das Brillouin-Theorem und die Tatsache, daß alle
Matrixelemente zwischen den Blo¨cken der Einfach- und Vierfachanregungen verschwin-
den, wurde ausgenutzt. Das hilft aber gerade bei den du¨nn besetzten Matrixelementen
innerhalb des Unterraums der Vierfachanregungen nichts.
Durch diese Schwa¨che wurde bei Rechnungen an gro¨ßeren Systemen die sehr effiziente
Berechnung der einzelnen Matrixelemente zunichte gemacht. Daher war es notwendig,
fu¨r das SGA/S-Programm einen Algorithmus zu finden, der
”
intelligenter“ u¨ber die
H-Matrix iteriert. Worum es dabei genau geht und wie das Problem gelo¨st wurde, ist
Gegenstand des folgenden Kapitels.
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Kapitel 3
Algorithmen zur Lo¨sung des Problems
der schwachen Besetzung
Im vorherigen Kapitel waren zwei unterschiedliche Aspekte der CI-Methodik herausgear-
beitet worden: zum einen die grundsa¨tzliche Arbeitsweise von CI-Algorithmen, mit ihren
Grundaufgaben der CI-Raumbildung, der Berechnung von Elementen der Hamiltonschen
Matrix, welche in Abha¨ngigkeit von der gewa¨hlten Spinadaption unterschiedlich ausfa¨llt,
bis hin zur Bestimmung von Eigenwerten und -vektoren der H-Matrix. Zum anderen
wurden die unterschiedlichen Methoden zur Trunkierung des enorm großen FCI-Raums
vorgestellt.
Bei einem weiteren algorithmischen Problem, dem der schwachen Besetzung , geht es um
verschwindende H-Matrixelemente. Es wird sich zeigen, daß die Lo¨sungen hierfu¨r eng
mit der Matrixelementberechnung an sich und dem algorithmisch mo¨glichen Typen von
CI-Raumtrunkierungen zusammenha¨ngt, was die Entwicklung von Lo¨sungen zu diesem
Problem verkompliziert.
3.1 Pra¨zisierung des Problems
3.1.1 Ursache fu¨r die schwache Besetzung der H-Matrix
Welche der MatrixelementeHab der Hamiltonschen Matrix verschwinden, ha¨ngt entschei-
dend von der relativen (Spin-) Orbitalbesetzung der beiden Wellenfunktionen |Ψa〉 und
|Ψb〉 ab. Das ergibt sich aus der Auswertung des Ausdrucks fu¨r 〈Ψa | Hˆ |Ψb〉. Im Falle
des Gebrauchs von Slaterdeterminanten besagen die Condon-Slater-Regeln [91, 92, 93]
diesbezu¨glich: Unterscheiden sich zwei Determinanten |ΨMSa 〉 und |ΨMSb 〉 in ihrer Beset-
zung um mehr als zwei Spinorbitale, dann gilt 〈ΨMSa | Hˆ |ΨMSb 〉 = 0 .
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Daru¨berhinaus gibt es noch Matrixelemente, die numerisch verschwinden, da die Inte-
grale in (2.22) numerisch klein werden. Jedoch sind jene nicht Gegenstand dieser Arbeit.
Nachdem das CI-Programm von Tavan und Schulten auf dem SGA/S-Formalismus
basiert, der eine weitergehende Separierung der Matrixelementberechnung in Anteile
ra¨umlicher Integrale und der des Spins erlaubt (siehe Gleichung (2.33)), machen wir uns
diesen Umstand zunutze und wenden im folgenden eine vorsichtigere, hinreichende Be-
dingung fu¨r das Verschwinden von 〈λ; k |H |µ; l〉 an:
Sind in den primitiven Kets |λ〉 und |µ〉 zweier SACs |λ; k〉 und |µ; l〉 mehr
als zwei Orbitale unterschiedlich besetzt, dann ist 〈λ; k | Hˆ |µ; l〉 = 0 fu¨r
alle Spinkopplungen k und l.
(3.1)
In der SGA-Matrixelementformel (2.33) la¨ßt sich na¨mlich die Auswertung des ra¨umli-
chen Integrals 〈λ | pˆλHˆ |µ〉 a¨hnlich wie bei den Condon-Slater-Regeln durchfu¨hren und
fu¨hrt dann zu eben genannter Bedingung. Entsprechendes kann man auch fu¨r UGA-
Verfahren formulieren. Von nun an wa¨hlen wir (S2, Sz)-adaptierte Ra¨ume und CI-
Verfahren und weisen nur noch am Rande auf die Verha¨ltnisse bei determinantenbasierten
CI hin. Die Begru¨ndung fu¨r die Aussage (3.1) ist in der Eigenschaft des Hamiltonopera-
tors als Zweiteilchenoperator zu finden: Bei seiner Wirkung auf den Ket |Ψb〉 kann er
maximal zwei Elektronen aus ihren Orbitalen in andere verschieben, was auch Coulomb-
streuen genannt wird. Das geschieht ohne ¨Anderung des Spins. Im
”
gu¨nstigen“ Fall befin-
det sich unter allen so resultierenden Elektronenzusta¨nden auch ein Zustand |Ψb˜〉, der die
gleiche (Spin-)Orbitalbesetzung aufweist wie 〈Ψa|. Dann verschwindet das Skalarprodukt
〈Ψa |Ψb˜〉 nicht. Es ist ersichtlich, daß bei einem Besetzungsunterschied von mehr als zwei
(Spin-)Orbitalen zwischen |Ψa〉 und |Ψb〉 die Wirkung von Hˆ nicht mehr zum Matching
ausreicht.
Diese Eigenschaft von Hˆ erlaubt die Aussage, daß die Anzahl an primitiven Kets |µ˜〉,
welche an |λ〉 koppeln, wie o(K2) skaliert1. Diese Aussage, die auch unter Beru¨cksichti-
gung des Spins gilt, soll noch besser motiviert werden.
Relative Orbitalbesetzungen wechselwirkender Konfigurationen
Technisch gesehen dru¨ckt sich ein Unterschied in der Besetzung zweier Orbitale in vier
differierenden MO-Indizes aus: Um anzugeben, wie man von |λ〉 zu |µ˜〉 kommt, muß spe-
zifiziert werden, welche MOs aus |λ〉 zu entfernen sind. Entweder gibt man die Positionen
1Von nun an versehen wir zu einem primitiven Ket |λ〉 wechselwirkende Kets |µ〉 mit einer Tilde: |µ˜〉.
Entsprechendes gilt fu¨r SACs.
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jc bzw. jd dieser Orbitale in |λ〉 an, oder deren Orbitalindizes λjc und λjd . Und dann muß
angegeben werden, welche Orbitale an die Stelle von λjc bzw. λjd treten sollen. Das sind
zwei weitere Indizes.
Die Angabe von vier Indizes hat aber keineswegs zur Folge, daß man zu |λ〉 auch K4
wechselwirkende Konfigurationen konstruieren kann, wie man vermuten ko¨nnte, denn
die Indizes λjc und λjd mu¨ssen na¨mlich in |µ˜〉 besetzte Orbitale sein: λjc = µ˜je bzw.
λjd = µ˜jf . Ansonsten wa¨ren |λ〉 und |µ˜〉 zu unterschiedlich besetzt. Diese Restriktion
engt die
”
Indexfreiheit“ ein. Es bleibt noch anzumerken, dass fu¨r den Fall, daß sich |λ〉
und |µ˜〉 um nur eine Orbitalbesetzung unterscheiden, entsprechende ¨Uberlegungen gelten,
ebenso wie fu¨r den umgekehrten Weg von |µ〉 zu |λ˜〉.
Kompakte Aussagen u¨ber die Relationen interagierender primitiver Kets erha¨lt man
aus der Bedingung (3.1) im TL-Formalismus (Formeln (4.34) bis (4.36) in [36]) Damit
zwei Konfigurationen interagieren, du¨rfen sich beide entweder
• in gar keiner Teilchen- oder Lochbesetzung unterscheiden
• oder um genau eine Teilchen- und Lochbesetzung unterscheiden, oder
• in der Lochbesetzung gar nicht, dafu¨r aber in zwei Teilchenbesetzungen differieren,
oder schließlich
• in der Teilchenbesetzung gar nicht dafu¨r aber um zwei Lochbesetzungen voneinan-
der abweichen.
Dieser Sachverhalt bedeutet fu¨r die Differenzkonfiguration |δ(λ,µ)〉 (2.25), daß sie
ho¨hstens eine
”
echte“ Zweifachanregung sein darf.
3.1.2 Aufgabenstellung
Was die Anzahl der nicht-verschwindenden Matrixelemente der Hamiltonschen Matrix
anbelangt, liegt diese bei o(nV ·K2). Mit zunehmender Gro¨ße von V wird diese also zu-
sehends du¨nner besetzt. Das ist in Abbildung 3.1 schematisch angedeutet. Fu¨r CI-Ra¨ume,
die selber gro¨ßer sind als o(K2), also mehr als SCI, ist damit Ziel eines effizienten CI-
Algorithmus,
(SB-1) zu |λ; k〉 alle wechselwirkenden SACs {|µ˜; l〉} zu konstruieren. Dazu reicht nach
Bedingung (3.1) die Kenntnis des primitiven Kets |λ〉. Diese Menge unterwer-
fen wir allerdings zusa¨tzlichen Beschra¨nkungen: So sollen in ihr nur Elemente
des gegebenen CI-Raums V vorkommen. Um die Symmetrie der H-Matrix aus-
zunutzen, sollen außerdem nur solche CI-Raumelemente in {|µ˜; l〉} aufgenommen
werden, welche einen ho¨chstens gleich großen CI-Raumindex r(|µ˜; l〉) aufweisen
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Abbildung 3.1: Besetzungsstruktur der H-Matrix. 0:HF-Grundzustand. S,D,T,Q:
Teilra¨ume der 1,2,3,4-angeregten CI-Raumelemente. Je dunkler ein Bereich gefa¨rbt ist,
desto mehr nicht-verschwindende Matrixelemente entha¨lt er. Der großte schwarze Quer-
balken ist die Diagonale mit den betragsma¨ßig gro¨sten {Hab}. Am schwa¨chsten besetzt ist
der Q/Q-Block, da viele Vierfachanregungen aufgrund von (3.1) identisch verschwinden.
Weiße Blo¨cke sind solche mit ausschließlich verschwindenden Matrixelementen
wie |λ; k〉 selber, und die ho¨chstens vom selben Anregungsgrad wie |λ〉 sind2.
Diese Maximen reflektieren den Wunsch, die H-Matrix o. B. d. A. nach einem
konventionellen Algorithmus (siehe Seite 57) aufzubauen. Als Schreibweise fu¨r
die Wechselwirkungsliste I wa¨hlen wir
IV(λ) :=
{
|µ˜; l〉 : |µ˜; l〉 ∈ V und r(|µ˜; l〉) ≤ r(|λ; k〉) und ν(µ˜) ≤ ν(λ)
}
. (3.2)




|µ˜〉 : |µ˜; l〉 ∈ IV(λ)
}
(3.3)
IVOC(λ) entha¨lt also alle zu |λ〉 interagierenden primitiven Kets, deren SACs den in
(3.2) spezifizierten Bedingungen genu¨gen.
(SB-2) fu¨r die gezielte Ansteuerung der nicht-verschwindenden Matrixelemente neben
dem gegebenen a = r(|λ; k〉) auch die Menge der CI-Raumindizes IV(λ) :=
r
(IV(λ)) der SACs in IV(λ) zu bestimmen.
2Das ist kompatibel zur Bedingung fu¨r die CI-Raumindizes, wenn der CI-Raum wie in Abbildung 3.1
strukturiert ist.
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Wie im folgenden deutlich wird, gibt es einige Ansa¨tze, das SB-Problem in den Griff
zu bekommen. Ziel der folgenden Ausfu¨hrungen ist es, aufzuzeigen, daß die bekannten
Lo¨sungen bei weitem nicht fu¨r jeden CI-Raum geeignet sind und daß die dafu¨r formu-
lierten Algorithmen zugleich der Berechnung der Kopplungskoeffizienten in (2.22) die-
nen. Diese Koinzidenz wiederum macht bei vielen Verfahren wesentlich die Effizienz aus,
aber bedingt des weiteren eine zum Algorithmus kompatible Spinadaption. Diese Lo¨sun-
gen sind allerdings weitestgehend zu IS/MRCI inkompatibel, weshalb hier schließlich ein
eigener Weg beschritten werden muß.
3.2 Lo¨sungen fu¨r ν-CI und MRCI
3.2.1 Verwendung des Konfigurationsgraphen
Eine weithin anwendbare Methode zur Lo¨sung des SB-Problems verwendet einen Kon-
figurationsgraphen (
”
orbital configuration“, OC)-Graphen, in dem alle primitiven Kets
eines CI-Raums repra¨sentiert werden ko¨nnen [140, 141].
Zur Erkla¨rung seiner Struktur bildet man fu¨r ein gegebenes |λ〉 den Vektor λ¯ seiner





λ¯i j = 1, . . . , K .
Der Pfad von |λ〉 im OC-Graphen ist dann definiert durch die Folge der Punkte (λ¯i, K−i),
i = 1, . . . , K und dem Startpunkt (0, K). Abbildung 3.2 illustriert ein Beispiel eines sol-
chen OC-Graphen. Einfach ausgedru¨ckt, verzweigt man an jedem Punkt wie in Abbil-
dung 3.2 links angegeben gema¨ß der Besetzung λ¯i+1 des na¨chsten Orbitals i+1, bis man
alle K Orbitale abgearbeitet hat. Die Pfade aller Konfigurationen fangen dabei bei (0, K)
an und enden bei (n, 0).
Der Konfigurationsgraph und ν-CI
Mit dem gerade definierten OC-Graph ist eine Lo¨sung des SB-Problems mo¨glich. Dazu
betrachten wir exemplarisch die drei in Abbildung 3.2 eingezeichneten Pfade a, b und c.
Durch Vergleich der primitiven Kets |λa〉, |λb〉 und |λc〉 wird deutlich, daß nur die beiden
ersten miteinander wechselwirken3. Graphisch dru¨ckt sich das in der Gro¨ße und Form
3Das sieht man an den Differenzkonfigurationen: |δ(λa,λb)〉 = |2 3〉, |δ(λa,λc)〉 = |1 1 2 4 5 6〉 und
|δ(λb,λc)〉 = |1 1 3 4 5 6〉.
47











Abbildung 3.2: Links: Verzweigungen an den Schnittpunkten des OC-Graphen erfolgen
nach den sukzessiven Orbitalbesetzungen gegebenen Konfiguration: von Orbital i aus ver-
zweigt man gema¨ß λ¯i+1. Rechts: Beispiel eines FCI-OC-Graphen mit n = 4,K = 6. Her-
vorgehoben sind drei primitive Kets mit den Besetzungen |λa〉 = |1 1 2 3〉, |λb〉 = |1 1 3 3〉
und |λc〉 = |3 4 5 6〉.
der Schleifen (
”
loops“) aus, welche die primitiven Kets paarweise einschließen. Wie Sha-
vitt [142, 143] im graphischen UGA (GUGA- )Kontext sowie von Duch und Karwowski
fu¨r graphisches SGA (SGGA) demonstriert [94], du¨rfen die Schleifen einen bestimm-
ten Maximaldurchmesser nicht u¨berschreiten, damit die begrenzenden Pfade zu wechsel-
wirkenden Konfigurationen geho¨ren. Ferner gilt noch, daß die Ordinaten, d. h. die MO-
Indizes der Punkte, bei denen die Konfigurationspfade aufspalten, auch die Differenzkon-
figuration determinieren und damit zum Teil auch die Ein- und Zweielektronenintegrale,
die fu¨r die Matrixelementberechnung notwendig sind (vgl. Seite 26)4.
Diese Eigenschaften des OC-Graphen machen sich auch die sehr verbreiteten
schleifengetriebenen CI-Algorithmen zunutze: Bei der Generierung der H-Matrix ite-
rieren sie u¨ber alle Schleifen im OC-Graphen, die durch wechselwirkende Konfigura-
tionen begrenzt sind. Zu jeder dieser Schleifen gibt es einen ganzen Satz an primitiven
Kets, deren Teilpfade die Schleife einschließen. Zu diesem Satz mu¨ssen dann die zu-
4Im allgemeinen determiniert eine Schleife nur einen Teil der Differenzkonfiguration und damit auch
nur einen Teil der Integrale, da zwei wechselwirkende Konfigurationen mehrere Schleifen bilden ko¨nnen.
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geho¨rigen CI-Raumelemente (CIEs, d.h. Determinanten, SACs oder Gel’fand-Zusta¨nde)
bestimmt werden, d.h. deren CI-Raumindizes {a, b, . . .} =: {r}. Alle Kombinationen
aus Paaren {(a, b), . . .} dieser Indizes geho¨ren dann zu wechselwirkenden CIEs. Anhand
dieses Vorgehens zeigen sich bereits zwei Abweichungen bezu¨glich der Strategie (SB-1)
und (SB-2) (Seite 45): Zum einen finden sich an einer Schleife interagierende primitive
Kets und nicht etwa CIEs. Zum anderen erzeugt man an einer Schleife nicht die gesam-
te OC-Wechselwirkungsliste IVOC(λ), sondern immer nur Teile davon, welche durch die
Struktur des Graphen passend auf den CI-Raum eingeschra¨nkt sind. Der ¨Ubergang zu
wechselwirkenden CIEs bzw. zu deren CI-Raumindizes vollzieht sich dann mit Hilfe von
geeigneten Indexformeln , die man fu¨r ν-CI und MRCI definieren kann. De facto sind
diese so angelegt, daß man fu¨r einen gegebenen primitiven Ket |µ〉 die fS,MS Indizes
{r(|µ; l〉)} aller µ-assoziierter CIEs erha¨lt, was aber nur bei Vollsta¨ndigkeit des jeweili-
gen (S,MS)-Spinraums den primitiven Kets funktioniert. Das wird auch von Duch und
Karwowski betont [102]). Entsprechendes gilt auch fu¨r determinantenbasierte oder UGA-
Algorithmen.
Gleichzeitig hat man an einer Schleife auch noch die Indizes {ijkl} der beno¨tigten
Integrale zur Auswertung von (2.22) bzw. (2.33) zur Verfu¨gung. In diesem Sinn sind
solche Algorithmen zugleich integralgetrieben , d.h. sie iterieren zugleich u¨ber die Ein-
und Zweielektronenintegrale eines CI-Raums.
Der Konfigurationsgraph und MRCI: Intern/extern-Trennung
Im Fall von vollem MRCI kann man einen entprechenden OC-Graphen verwenden. Er ist
ein Teilgraph zu einem SDQT-CI-Graphen. Durch die im vorherigen Abschnitt erkla¨rten
Schleifeniterationen werden durch den MRCI-Graphenalgorithmus ebenso alle Wechsel-
wirkungslisten des MRCI-Raums erzeugt.
Bei der Konstruktion des Graphen einer vollen MRCI-Basis tritt dabei eine charakteristi-
sche Aufteilung der CI-MOs in interne und externe Orbitale [83] zutage. Diese spiegelt
sich in der Form des Graphen wider. Abbildung 3.3 illustriert das an einem Beispiel. Die
internen MOs sind diejenigen, die in mindestens einer der MRCI-Referenzen besetzt
sind. Sie lassen sich noch in die inaktiven und aktiven unterteilen. Die inaktiven MOs
sind diejenigen, welche in allen Konfigurationen, also nicht nur den Referenzkonfigura-
tionen des gesamten MRCI-Raums VMR doppelt besetzt sind, also meistens energetisch
tiefliegende MOs innerer Atomschalen. Sie treten vor allem bei großen Elektronensyste-
men auf. Die anderen internen MOs sind dann die aktiven, in denen Lochbesetzungen
entstehen. Alle anderen MOs sind die externen. Der externe CI-Orbitalraum einer jeden
MRCI-Konfiguration ist ho¨chstens doppelt besetzt5.
5Das ist eine direkte Folgerung aus (3.1) und (2.35).
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Abbildung 3.3: Beispiel eines MRCI-OC-Graphen fu¨r n=4, K=6 und nref=2. Die beiden
Referenzen sind die Kets |λa〉 = |1 1 2 3〉 und |λb〉 = |1 1 3 3〉. Den internen CI-MO-Raum
bilden die MOs 1 bis 3. In diesem MRCI-Raum gibt es Konfigurationen, bei denen eines
oder mehrere der internen Orbitale gar nicht oder nur einfach besetzt sind. Daher sind alle
alle internen MOs aktiv. Den externen MO-Raum bilden die Orbitale 4 bis 6.
Ihre tiefe algorithmische Relevanz gewinnt die intern/extern-Trennung in manchen CI-
Verfahren bei der Bestimmung der Kopplungskonstanten und der Bestimmung der line-
up Permutationen (siehe Kapitel 3.2.2).
Trotz der vorteilhaften Eigenschaften hat der OC-Graph doch entscheidende Makel,
die ihn fu¨r individuell selektierendes MRCI nicht anwendbar machen. Das liegt an drei
Gru¨nden: (i) Der OC-Graph nimmt nur auf primitive Kets Bezug. Selektion in ihrer all-
gemeinsten Form bezieht sich aber auf die einzelnen Elemente des CI-Raums: so sollen
auch die SACs {|λ; k〉} mit gleichem primitiven Ket |λ〉, aber jeweils anderem Spinmu-
ster k unabha¨ngig voneinander selektiert werden ko¨nnen.
Akzeptiert man allerdings ein wie auch immer geartetes Selektionsschema auf der Ba-
sis primitiver Kets, so ist es aber (ii) im allgemeinen unmo¨glich, einzelne Pfade aus dem
Graphen zu entfernen, da in so einem Fall andere Pfade davon mit betroffen sein wu¨rden.
Schließlich (iii) sind bei individueller Selektion die Indexformeln nicht mehr zu gebrau-
chen. Doch im allgemeinen ko¨nnen CI-Algorithmen auf diese nicht verzichten.
Diese Gru¨nde, und die Tatsache, daß der MRCI-Graph bei Einsatz des TL-
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Formalismus seine kompakte intern/extern-Struktur verliert6, lassen diesen fu¨r eine Ver-
wendung im CI-Algorithmus von Tavan und Schulten ungeeignet erscheinen.
3.2.2 Spinadaption und der Konfigurationsgraph
SGA
Duch und Karwowski haben 1982 einen SGA-CI-Algorithmus vero¨ffentlicht, der zur
Speicherung der SACs eines CI-Raums einen OC-Graphen des beschriebenen Typus (Ka-
pitel 3.2.1) verwendet [140,144,94]). Um dem Spin Rechnung zu tragen, gibt es in ihrem
Verfahren parallel zum OC-Graph noch einen Satz von Diagrammen zur Speicherung
der Spinfunktionen und Generierung der Darstellungsmatrizen US,τ (pl). Da nicht indi-
viduell selektiert wird, sind diese Diagramme immer vollsta¨ndig. Das ermo¨glicht bei der
Berechnung von (2.33), instantan die gesamte US,τ (pl)-Matrix zu verwenden, d.h. al-
le fS,MS(S, τ(|λ〉) SACs {|λ; k〉} zu einer Konfiguration |λ〉 mit allen fS,MS(S, τ(|µ〉))
SACs {|µ; l〉} zu |µ〉wechselwirken zu lassen. Praktisch alle SGA-Algorithmen operieren
aus Rechenzeito¨konomie nach diesem Prinzip und sind deshalb bei individueller Selekti-
on nicht effizient.
Der OC-Graph dient hier im wesentlichen zur Lo¨sung des SB-Problems und zur Be-




. Ebenso wie bei GUGA (siehe dort) kann die
intern/extern-Separierung des CI-MO-Raums im MRCI-Kontext bei der Berechnung der
Kopplungskonstanten ausgenutzt werden.
Determinanten-Verfahren
In modernen CI-Programmen mit dieser Art von Spinadaption wird eine Determinante
in Form eines α- und β-Strings abgespeichert, d.h. als ein Feld mit allen Indizes der α-
Spin MOs und einem zweiten Feld mit denen der β-Spin-MOs [145, 114, 146]. Solche
Programme arbeiten nur mit CI-Ra¨umen, bei denen alle Determinanten pra¨sent sind, die
aus der Kombination aller α-Strings mit allen β-Strings gebildet werden ko¨nnen. Entspre-
chend dieser Idee verwendet man zur Darstellung des CI-Raums auch zwei modifizierte
OC-Graphen: einen fu¨r die α-Strings und einen fu¨r die β-Strings. Dazu muss das Verzwei-
gungsprinzip dieser Graphen auch modifiziert werden. Es ist in Abbildung 3.4 angegeben.
Ebenso reicht es aufgrund der Tatsache, daß der Hamiltonoperator den Spin invariant la¨ßt,
die Suche nach wechselwirkenden Teilkonfigurationen innerhalb der α bzw. β-Strings
durchzufu¨hren und wechselwirkende Determinanten dann zu kombinieren. Daraus ergibt
6Das sieht man, wenn man einen TL-MRCI-OC-Graphen zeichnet. Außerdem gibt es noch keinen pu-
blizierten MRCI-Algorithmus, der sowohl den TL-Formalismus als auch die intern/extern-Trennung im
OC-Graphen verwendet.
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Abbildung 3.4: Verzweigungsprinzip bei speziellen CI-Raum-Graphen. Links: Graph fu¨r
determinatenbasierte Verfahren. Das Orbital i+ 1 kann entweder mit einem oder keinem
weiteren Elektron desselben Spins σ = {α, β} besetzt sein. Rechts: GUGA-Graph. Das
Orbital i + 1 kann mit keinem Elektron besetzt sein; dann a¨ndert sich ∆MS nicht. Das
gilt auch fu¨r den Fall, daß es doppelt besetzt ist. Fu¨r den Fall, daß Orbital i + 1 einfach
besetzt ist, kann ∆MS sich um ±12 a¨ndern.
sich ein gewisser Rechenzeitgewinn gegenu¨ber der Benutzung des herko¨mmlichen OC-
Graphen.
Determinantenbasierte CI-Programme, die graphisch arbeiten, erlauben nur Rechnun-
gen in CI-Ra¨umen, in denen nicht individuell selektiert werden kann.
GUGA
Was die algorithmische Umsetzung der UGA-Theorie anbelangt, so gelang Shavitt 1977
ein wichtiger Durchbruch mit der graphischen Formulierung von UGA. Bis dato waren
die Gel’fand-Zusta¨nde eines CI-Raums in einer Tabelle, dem
”
disctict row table“ (DRT),
untergebracht. Shavitt erkannte, daß die graphische Darstellung eines DRT zu einem Gra-
phen fu¨hrt, der mit dem OC-Graphen eng verwandt ist7. Bei GUGA hat man nun vier statt
drei Verzweigungsmo¨glichkeiten an jedem Punkt, um zusa¨tzlich die Spinfreiheitsgrade
direkt im Graphen unterzubringen (siehe Abbildung 3.4). In GUGA-Graphen u¨berkreu-
zen sich die Gel’fand-Pfade demzufolge noch sta¨rker. Beispiele fu¨r solche Graphen sind
in einer Monographie von Pauncz zu finden [95]. Mit diesem Strukturprinzip geht eine
vollsta¨ndige Speicherung des CI-Raums einher. Das Basiskonzept des Aufsuchens wech-
selwirkender Konfigurationen (Kapitel 3.2.1) kann analog angewendet werden. Typische
GUGA-Algorithmen sind schleifen- bzw. integralgetrieben.
Die entscheidende Erkenntnis von Shavitt ist aber, daß die Analyse der Schleifen im Gra-
phen auch die Werte fu¨r die Kopplungskonstanten determiniert [142,143]. Algorithmisch
ist es dazu notwendig, jede Schleife des Graphen in Segmente zu zerlegen, deren Form
analysiert wird und dadurch auf die Faktoren schließen la¨ßt, welche in die Kopplungs-
konstanten desjenigen Integrals eingehen, welches mit der Schleife assoziiert ist. Eine
7Tatsa¨chlich wurde der GUGA-Graph vor dem OC-Graphen erfunden.
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Auflistung aller vorkommenden Segementformem zusammen mit Formeln fu¨r die Kopp-
lungskonstanten ist in den zitierten Arbeiten von Shavitt zu finden. An dieser Stelle ist fu¨r
uns nur von Belang, daß durch dieses Konzept die Verwendung des GUGA-Graphen in
effizienten UGA-Algorithmen unverzichtbar wird.
Im Fall von MRCI haben die GUGA-Graphen eine a¨hnliche Struktur wie die entsprechen-
den OC-Graphen, mit einem internen und externen Teil (vgl. Abbildung 3.3). ¨Uberstreicht
eine Schleife beide Teile des GUGA-Graphen, faktorisieren die damit assoziierten Kopp-
lungskoeffizienten in einen internen und externen Anteil, genauso wie die Schleife in
einen internen und externen Anteil segmentiert werden kann. Diese Eigenschaft wurde
erstmals von Siegbahn [147, 148] weiter ausgenutzt:. Sind die Referenzkonfigurationen
nicht sehr zahlreich und damit der interne Teil des MRCI-GUGA-Graphen klein, so gibt
es nur wenige, allerdings kompliziert zu berechnende Faktoren, die von internen Seg-
menten herru¨hren. Diese lassen sich dann mit vielen, einfach zu berechnenden Faktoren
externer Segmente zu den Kopplungskonstanten zusammensetzen und machen somit ent-
sprechende segmentgetriebene Algorithmen [149,150] nocheinmal effizienter. In SGGA-
Algorithmen dient die intern/extern-Separierung zusa¨tzlich noch zur effizienten Bestim-
mung der line-up -Permutationen. Diese lassen sich ebenso in interne und externe Anteile
zerlegen, was fu¨r die Leistungsfa¨higkeit derartiger Algorithmen mit entscheidend ist (vgl.
das DIESEL-Verfahren in Kapitel 3.4.2).
In der Tat wird das intern/extern-Konzept in allen gebra¨uchlichen MRCI-Programmen
auf GUGA und SGGA-Basis verwendet, so daß es von manchen Autoren als unverzicht-
barer Bestandteil dieser bezeichnet wird [97, 139]. Es sollte jedoch klar sein, daß die
Abha¨ngigkeit praktisch aller modernen GUGA- und SGGA-Algorithmen vom Konzept
der intern/extern-Trennung zusammen mit OC-Graphen in seinen Varianten eine perfor-
mante algorithmische Verwirklichung individueller Selektion unmo¨glich macht.
3.3 Lo¨sung des SB-Problems durch An- und Abregungen
aus Referenzkonfigurationen
Die Forderung (2.35) an alle Elemente eines MRCI-Raums, direkt an die Referenzen
zu koppeln, kann man sich fu¨r die Lo¨sung des Problems der schwachen Besetzung in
MRCI zunutze machen. Ein hierzu adaptiertes Verfahren arbeitet ebenfalls auf der Basis
primitiver Kets [101], la¨ßt sich aber auch fu¨r Determinaten-MRCI formulieren [151].
Bildet man aus allen Referenzkonfigurationen {|κ〉} ∈ Vref sa¨mtliche Teilkonfigura-
tionen (Konfigurationsreste ) {|κ012〉}, die durch Entfernen von 0, 1, oder 2 Elektronen
entstehen ko¨nnen, so la¨ßt sich jedes |λ〉 ∈ VMROC aus einem oder mehreren dieser Reste
durch Hinzufu¨gen von 0 ,1 oder 2 Elektronen herstellen (vgl. dazu die Aussagen u¨ber die
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relative Orbitalbesetzung von |λ〉 und |µ˜〉 auf Seite 44)8. In solchen Verfahren sucht man
zuna¨chst diejenigen Referenzreste {|κ012(λ)〉}, aus denen |λ〉 erzeugt werden ko¨nnen.
Wichtig fu¨r die Effizienz der Prozedur ist, daß es maximal nur nref viele sind, auch wenn
die Menge {|κ012〉} selbst wie o(nref · K2) skaliert. Folgende mathematische Relation







|δ(κ012i (λ),κ012j (µ))〉) .
Das heißt: sind schon die zu |λ〉 und |µ〉 geho¨rigen Konfigurationsreste zu unterschiedlich,
ko¨nnen |λ〉 und |µ〉 gar nicht mehr wechselwirken. Bei der Iteration u¨ber die {|κ012i (λ)〉}
treten deshalb nur die drei folgenden Fa¨lle auf:
• |κ012i (λ)〉 = |λ〉, d.h. |λ〉 ist selber eine Referenz. Dann gibt es o(K2) wechselwir-
kende Konfigurationen.
• |λ〉 ist aus |κ012i (λ)〉 durch Anfu¨gen eines Elektrons entstanden. Dann gibt es o(K)
andere Konfigurationen, die ebenso aus |κ012i (λ)〉 gebildet werden ko¨nnen und mit
|λ〉 wechselwirken.
• |λ〉 ist aus |κ012i (λ)〉 durch Anfu¨gen zweier Elektronen entstanden. Dann kann |λ〉
nur mit der zu |κ012i (λ)〉 geho¨rigen Referenz |κ〉 selber wechselwirken.
So gelangt man konstruktiv zu den ho¨chstens o(K2) wechselwirkenden Konfiguratio-
nen. Dabei bleibt allerdings noch das Problem, fu¨r die Elemente von IVMROC (λ) die In-
dizes IVMR(λ) der dazugeho¨rigen CI-Raumelemente aufzufinden. Wie auch fru¨her bei
den schleifengetriebenen Algorithmen bedient man sich einer Indexformel fu¨r die Zuord-
nung der wechselwirkenden Konfigurationen zu den CI-Raumindizes.
Ein aktuelles Beispiel fu¨r die Anwendung dieses Verfahrens ist das MRCI-Programm von
Wenzel et al. [151, 152].
Bei Anwendung dieses Prinzips tritt hier genau das gleiche Problem der Unvereinbarkeit
von individueller Selektion mit der Anwendung der Indexformel auf (vgl. Seite 49) auf,
so daß dieser Weg ohne weitere Modifikationen fu¨r uns auch keine praktikable Lo¨sung
darstellt.
8In der Sprache der intern/extern-Aufteilung des CI-MO-Raums liegen die MOs von
{|κ012〉}
vollsta¨ndig im internen MO-Raum. Umgekehrt ist aber die Menge an Teilkonfigurationen, welche alle im
Teilgraph der internen MOs liegen, zu
{|κ012〉} nicht a¨quivalent, denn im internen CI-MO-Raum sind et-
wa auch vollsta¨ndige Konfigurationen zu finden, d. h. solche ohne externe Orbitale, die aber selber keine
Referenzen sind und deshalb ho¨chstens an die {|κ〉} koppeln.
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3.4 Lo¨sung des Problems der schwachen Besetzung in
SGA-IS/MRCI
Der Umstand, daß individuelle Selektion mit den Verfahren inkompatibel ist, die den
Konfigurationsgraphen benutzen, la¨ßt sich durch die Verwendung eines Indexvektors be-
heben, der die Dimension nV der vollen MRCI-Basis zu einem IS/MRCI-Raum hat. In
diesem ist boolesch vermerkt, ob ein SAC mit CI-Raumindex r verworfen ist oder nicht.
Mit diesem simplen Konzept la¨ßt sich innerhalb der grapheniterierenden Verfahren ei-
ne nachtra¨gliche Selektion durchfu¨hren: Dazu werden an einer gegebenen Schleife wie
sonst auch alle interagierenden Konfigurationen und die CI-Raumindizes {r} der korre-
spondierenden SACs (siehe Seite 49) bestimmt. Durch Iteration u¨ber {r} wird dann im
Indexvektor u¨berpru¨ft, ob diese SACs im IS/MRCI-Raum selektiert sind oder nicht.
Das ist allerdings nicht effizient, wenn man stark selektierte Ra¨ume vorliegen hat: Der
gro¨ßte Teil der Matrixelementberechnung an einer Schleife ist schon vollzogen, wenn sich
mit anhand des Indexvektors zeigt, ob die gefundenen SACs u¨berhaupt in VIS vorhanden
sind. Deshalb wurde ein solches Schema zur Lo¨sung des SB-Problems im Programm von
Tavan nicht beru¨cksichtigt.
Nachdem in den vorangegangenen Abschnitten deutlich wurde, daß die bisher dis-
kutierten Algorithmen fu¨r IS/MRCI wenig geeignet sind und im Fall der graphischen
Algorithmen ihre Effizienz aus der
”
gleichzeitigen“ Berechnung der Kopplungskonstan-
ten scho¨pfen, soll hier eine allgemeine Strategie fu¨r den IS/MRCI-Fall entwickelt werden.
Daran schließt die Darstellung des DIESEL-Algorithmus an, der im SGA/YY-Kontext fu¨r
eine eingeschra¨nkte individuelle Selektion eine Lo¨sung bietet (Kapitel 3.4.2). Schließlich
wenden wir uns der eigenen Lo¨sung zu (Kapitel 3.5). Diese ist auch in einer Vero¨ffentli-
chung dargestellt [153].
3.4.1 Eine Strategie zur Lo¨sung des SB-Problems fu¨r IS/MRCI
Angesichts der Tatsache, daß ein IS/MRCI-Raum VIS eine vo¨llig willku¨rliche Teilbasis
eines vollen MRCI-Raums darstellt, liegt es nahe, zuna¨chst folgende Strategie einzuschla-
gen, welche das SB-Problem weitestgehend auf der Basis primitiver Kets lo¨st:
(IS-1) Man bildet die Menge aller primitiven Kets IVMROC (λ). Zur Umsetzung dieses
Schritts kann man sich zum Beispiel den Weg aus Kapitel 3.3 zum Vorbild neh-
men.
(IS-2) Man bildet nun die auf VISOC eingeschra¨nkte OC-Wechselwirkungsliste IVISOC (λ) =
IVMROC (λ) ∩ VISOC .
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(IS-3) Zu IVISOC (λ) mu¨ssen nun noch die assoziierten SACs IVIS(λ) oder gleich deren
Indizes IVIS(λ) bestimmt werden.
Die Durchfu¨hrung von Schritt (IS-2) setzt eine geeignete Repra¨sentation von VISOC voraus,
in der nach den Elementen von IVISOC (λ) gesucht werden kann.
3.4.2 Der DIESEL-Algorithmus
Unter Inkaufnahme algorithmischer Komplexita¨t gelang es Hanrath und Engels, auf dem
MR-DCI- [124] bzw. D-MRDCI- [154] Programm aufbauend, den
”
direct intern extern
separated individually selecting“ (DIESEL-) Algorithmus zu konstruieren [139,155]. Not-
wendig war dabei die Aufrechterhaltung der intern-extern-Trennung des Orbitalraums
wegen des inha¨renten SGA- bzw. Table-CI- [156] Algorithmus, vor allem fu¨r die effi-
ziente Bestimmung der line-up -Permutationen. Das Problem der schwachen Besetzung
wird in DIESEL durch die Verwendung eines Konfigurationsbaums und damit auf Ebe-
ne von VISOC , gelo¨st. Die Verwendung des DIESEL-Baums erlaubt nur eine Selektion auf
Konfigurationsbasis9. Damit ist DIESEL strenggenommen kein individuell-selektierendes
Programm.
In einer DIESEL-Rechnung werden aus den MRCI-Referenzen {κ} die Menge {|κ012〉}
generiert (siehe Kapitel 3.3). Jedes |κ012〉 wird dann im DIESEL-Baum als ein Zweig dar-
gestellt. Die Bla¨tter an einem solchen Zweig sind dann einzelne MOs bzw. MO-Paare,
welche angefu¨gt werden mu¨ssen, um aus dem jeweiligen |κ012〉 wieder vollsta¨ndige Kon-
figurationen zu generieren. Die Selektion kommt im Programm dadurch zustande, daß
in den Bla¨ttern beliebige dieser MO(-Paare) weggelassen werden ko¨nnen. Mit den MO(-
Paaren) sind noch die Indizes der SACs im CI-Raum VIS gespeichert.
Effizient wird die Generierung der H-Matrix in DIESEL vor allem dadurch, daß die mei-
sten nicht-verschwindenden Matrixelemente zwischen denjenigen SACs auftreten, deren
Konfigurationen als Bla¨tter an ein- und demselbem |κ012〉-Zweig
”
ha¨ngen“. Der Algo-
rithmus zur Berechnung der Matrixelemente iteriert nach und nach u¨ber die Bla¨tter jedes
Zweiges. Allerdings muss dabei auch manchmal eine Suche nach anderen Konfiguratio-
nen außerhalb des gerade angesteuerten Zweiges durchgefu¨hrt werden; die Autoren geben
dafu¨r einen Bedarf an Rechenschritten von o(K) an.
9Dazu berechnet das Programm die Summe aller Energiebeitra¨geEm,EN (|λ〉) (2.37) aller zu einem Ket





und wendet darauf ein Schwellenkriterium an.
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3.5 Lo¨sung des Problems der Schwachen Besetzung in
SGA/S
Mit den Eigenschaften des SGA/S-Algorithmus von Tavan und Schulten (siehe Kapi-
tel 2.6.2) wird deutlich, daß durch dessen Errungenschaften, worunter vor allem die weit-
gehende Vermeidung einer aufwendigen Bestimmung der line-up -Permutationen und die
kompakte Handhabung der Darstellungsmatrizen US,τ (pl) fa¨llt, nicht nur eine hohe Ef-
fizienz der einzelnen Matrixelementberechnungen erreicht wird, sondern auch eine Ent-
kopplung dieser vom Problem der schwachen Besetzung. Es war die Intention der bis-
herigen Ausfu¨hrungen in diesem Kapitel deutlich zu machen, daß das bei den anderen
MRCI-Algorithmen nicht der Fall ist und diese mit individueller Selektion kaum zu ver-
einbaren sind. Diese Entkopplung ermo¨glicht es nun, speziell angepaßte Lo¨sungen fu¨r das
SB-Problem zu finden. Das war in Bezug auf die Rechenzeit auch unbedingt notwendig
(siehe dazu Kapitel 3.6 u¨ber das Skalierungsverhalten).
Wie in den folgenden Abschnitten gezeigt wird, wurde zur Lo¨sung des SB-Problems
zuna¨chst ein Algorithmus (SB/A) geschaffen, der den Schritten (IS-1) bis (IS-3) (siehe
Seite 55) folgt. Letztlich hat aber in das IS/MRCI-Programm ein alternativer Algorithmus
(SB/B) Einzug gefunden, der alle drei Schritte in einem abhandelt. Dieser wird nachfol-
gend in Kapitel 3.5.2 vorgestellt.
Gemeinsam ist diesen beiden, daß sie zum Typus der konventionellen Verfahren geho¨ren,
d.h. sie iterieren in einer a¨ußeren Schleife u¨ber alle SACs |λ; k〉 des CI-Raums V .
Die Generierung der Wechselwirkungsliste
Die Lo¨sung von Aufgabe (IS-1) in SB/A wird dadurch erleichtert, daß in der Vero¨ffentli-
chung des SGA/S-Verfahrens [36] begleitend zu den zehn Matrixelementformeln auch
Bedingungen publik gemacht werden, welche die Teilchen-Loch-Besetzungen (sie-
he (2.21)) (I, L) bzw. (J˜ , M˜) der primitiven Kets |λ〉 und |µ˜〉 in Beziehung setzen (Glei-
chungen (4.34) bis (4.36) in [36], vgl. auch Seite 45), also angeben, welche Elektro-
nenverschiebungen aus I bzw. L erlaubt sind, um wechselwirkende {J˜} bzw. {M˜} zu
bekommen. Dabei ist die Nebenbedingung ν(µ˜)leν(λ), die an die Elemente von IVOC(λ)
gestellt wird (siehe (3.2) und (3.3)). Allerdings nehmen diese Bedingungen keinen Bezug
auf die Referenzen {κ} des Raums VMR: Sie gelten fu¨r beliebige CI-Ra¨ume. Daher bildet
der SB/A-Algorithmus an dieser Stelle immer IVSDTQ(λ)10 Aus der Betrachtung dieser
Relationen kann man ferner auch ableiten, daß die Anzahl wechselwirkender Konfigura-
10Hier direkt IVMROC (λ) zu erzeugen ist zwar simpel, erfordert jedoch Einschnitte in die Programmstruk-
tur, die zu Effizienzverlust fu¨hren ko¨nnen. Deshalb wurde auf die Implementiwerung von IVMROC (λ) ver-
zichtet. Mit dem SB-B-Algorithmus ist sie sowieso u¨berflu¨ssig.
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+ 9nh np +
3np2
2
4 73− 24nh + 6nh2 − 24np + 16nh np + 6np2
Tabelle 3.1: Obergrenzen fu¨r die Anzahl wechselwirkender Konfigurationen |IOC(λ)| fu¨r
ein ν-fach angeregtes |λ〉 mit maximal τ = 2ν offenen Schalen. Dabei ist nh die Anzahl
der Loch- und np die Anzahl der Teilchenorbitale im CI-Raum (nh + np = K).
tionen immer ho¨chstens wie o(K2) skaliert. Man erha¨lt aus kombinatorischen Betrach-
tungen dieser Relationen auch explizite Obergrenzen {|IOC(λ)|} fu¨r die im Programm
vorkommenden Anregungsklassen ν. Sie sind in Tabelle 3.1 angegeben.
3.5.1 Die Suche von Konfigurationen mittels Konfigurationsbaum
Die Effizienz des Verfahrens steht und fa¨llt mit der Lo¨sung der Aufgabe (IS-2), der Re-
striktion der vorher gebildeten Wechselwirkungsliste IVSDTQOC (λ) auf VISOC . Um das suk-
zessive Durchsuchen des CI-Raums VISOC(λ) nach Elementen |µ˜〉 aus der Wechselwir-
kungsliste zu vermeiden, verwenden wir an dieser Stelle einen Baum, in welchem die
primitiven Kets von VISOC gespeichert werden.
Was dessen Struktur betrifft, so verzweigt man in einem derartigen Baum a¨hnlich wie
beim OC-Graphen gema¨ß der Besetzung der jeweiligen Teilchen- und Lochorbitale (sie-
he Abbildung 3.5a). Sind alle K Orbitale abgearbeitet, so ist |µ〉 vollsta¨ndig beschrieben,
und man ist an einem Blatt angelangt. Aus Effizienzgru¨nden kann man noch vereinbaren,
daß der Pfad einer Konfiguration bereits an einem Orbital i′ < K enden darf, wenn alle
ho¨her indizierten Orbitale unbesetzt sind und entlang des Teilpfads dieser Orbitale keine
anderen Konfigurationen abzweigen. Dieses Prinzip ist in Abbildung 3.5b am Beispiel
eines kleinen IS/MRCI-Raum dargelegt.
Alle hier vorgestellten OC-Ba¨ume verwenden die TL-Notation von primitiven Kets;
die herko¨mmliche Darstellung ko¨nnte in solchen Ba¨umen aber genauso Anwendung fin-
den.
Die algorithmische Implementierung der Baumstruktur unter Verwendung lexikalischer
Indizes bzw. Laufnummern fu¨r die Konfigurationen sowie der Operationen des Einfu¨gens
von Konfigurationen und deren Suche ist in Anhang B.1 ausgefu¨hrt.
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Abbildung 3.5: (a) Verzweigungsprinzip des OC-Baumes nach der TL-Besetzung des
λ¯TLi+1 des i + 1-ten Orbitals in |λ〉. (b) Beispiel fu¨r OC-Baum einer IS/MRCI-Basis mit
n = 4, K = 5. An den Endpunkten ist das jeweilige λ¯TL angegeben.
Bestimmung der CI-Raumindizes
Ist Aufgabe (IS-2) vollendet, d.h. die Menge IVISOC (λ) bestimmt, gilt es noch im dritten
Schritt (IS-3), die CI-Raumindizes der IVISOC (λ)- assoziierten SACs herauszufinden. Diese
Funktionalita¨t wird dadurch gewa¨hrleistet, daß man an den einzelnen |µ〉-Bla¨ttern jeweils
eine Liste anbringt, in der die CI-Raumindizes {r(|µ; l〉} der SACs gespeichert sind. Das
ist in Abbildung 3.6 dargestellt. In Anhang B.2 ist ausgefu¨hrt, wie die algorithmischen
Strukturen und Funktionen der Speicherung eines Index r|µ; l〉 realisiert wurden.
Speichert man zusammen mit r(|µ; l〉) noch den Spinlabel l eines SACs, ist mit der
kombinierten Baum/Listenstruktur11 der CI-Raum VIS vollsta¨ndig beschrieben.
Die individuelle Selektion von SACs vollzieht sich mit diesen Strukturen auf zwei Ebe-
nen: zum einen durch die Abwesenheit ganzer |µ〉-Pfade im Graphen, oder, etwas sub-
11Im folgenden sprechen wir nur einfach vom OC-Baum, auch wenn die Gesamtstruktur aus Baum und
Liste gemeint ist.
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Abbildung 3.6: Verkettete Liste CI-Raumindizes {r(|µ; l〉} aller f SACs, die zu einem
primitiven Ket |µ〉 geho¨ren. Diese Listen sind jeweils an den Bla¨ttern des OC-Baums
angebracht.
tiler, durch das Fehlen mancher der fS,MS(S, τ) |µ〉-assoziierten SACs in der Liste des
|µ〉-Blatts.
Eigenschaften und Verwendung des OC-Baums
Der eben vorgestellte OC-Baum hat im allgemeinen einen ho¨heren Speicherplatzbedarf
als der OC-Graph. Das deutet sich bereits bei der graphischen Darstellung des OC-Baums
der vollen MRCI-Basis aus Abbildung 3.3 an, welche in Abbildung 3.7 zu finden ist.
Allerdings treten in den terna¨ren IS/MRCI-OC-Ba¨umen nicht alle 3K+1 Bla¨tter auf, denn
vielen der denkbaren Pfade entsprechen
• keine korrekten Konfigurationen: Das sind solche Pfade, bei denen in der TL-
Notation die Anzahl an Lochbesetzungen nicht der von Teilchenbesetzungen ent-
spricht. In der herko¨mmlichen Notation wa¨ren diese keine n-Elektronenfunktionen.
• ho¨here als Vierfachanregungen, wodurch sie nicht mehr im MRCI-Raum liegen.
Grundsa¨tzlich ko¨nnten diese durchaus in den Baum aufgenommen werden.
• Konfigurationen im SDTQCI-Raum, welche außerhalb des vollen MRCI-Raums
VMR zu VIS liegen.
• verworfene Konfigurationen und mit ihnen alle assoziierten SACs.
Bei der Konstruktion der OC-Ba¨ume ist man nicht auf eine bestimmte Reihenfolge der
Orbitale angewiesen, jede Permutation von ihnen ist erlaubt. Die Anordnung und Anzahl
an generierten Verzweigungen ha¨ngt von der gewa¨hlten Reihenfolge ab, so daß eine all-
gemeine Aussage u¨ber den Speicherplatzbedarf nicht mo¨glich ist. Empirisch liegt er bei
K2 Integerzahlen bei sehr kleinen CI-Ra¨umen und bei 5 ·nV fu¨r große, was bei modernen
Computern nicht limitierend ist.
Soll in der CI-Rechnung die H-Matrix gebildet werden, wird der gesamte Baum nicht
auf einmal generiert, sondern in der a¨ußeren Schleife zuna¨chst |λ; k〉 in den Baum ein-
gefu¨gt. Anschließend werden die einzelnen Elemente |µ˜〉 von I(λ) gebildet, und sofort
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zur Lo¨sung der Aufgaben (IS-2) und (IS-3) der zugeho¨rige Pfad von |µ˜〉 falls vorhanden
im Baum durchschritten und die Indizes {r(|µ˜; l〉)} bestimmt. Wegen dieses Vorgehens
resultieren dabei im Einklang mit (SB-2) nur jene mit r(|µ˜; l〉) ≤ r(|λ; k〉).
Das bisher beschriebene Verfahren ist fu¨r Anregungsklassen-trunkiertes CI durchaus auch
anwendbar. Hier ergibt die Baumsuche keine negativen Resultate, sondern dient letztend-
lich nur zur Bestimmung von IV(λ).
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Abbildung 3.7: OC-Baum der vollen MRCI-Basis aus Abbildung 3.3 in TL-Darstellung
mit n = 4, K = 6. Die Pfade zu den beiden Referenzen |1123〉 und |1133〉 mit λ¯TL =
(0, 1, 1, 0, 0, 0, 0) bzw. λ¯TL = (0, 2, 2, 0, 0, 0, 0) sind darin hervorgehoben.
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3.5.2 Ein effizienterer Algorithmus
Das SB/B-Verfahren zur Bestimmung von {r(|µ˜; l〉)} verzichtet auf die explizite Kon-
struktion von IOC(λ) und operiert ausschließlich auf dem OC-Baum. Zur Motivation des
Funktionsprinzips betrachten wir dazu Abbildung 3.8. Hier ist ein |λ〉 hervorgehoben und
Abbildung 3.8: OC-Graph (ohne SAC-Listen) des gleichen CI-Raums wie in Abbil-
dung 3.5. Dick gezeichnet ist der Pfad zur Konfiguration mit λ¯ = (22121) bzw. |λTL〉 =
||(1 1 2 2 )(2 2 3 4 4 5)〉〉 (zur TL-Notation siehe Seite 25). Pfade zu seiner wechselwirken-
den Kets sind als durchgezogene Linien gezeichnet. Die Pfade der restlichen sind gestri-
chelt dargestellt.
seine interagierenden Kets IVOC innerhalb von VOC gekennzeichnet. Das suggeriert, die
63
KAPITEL 3: PROBLEM DER SCHWACHEN BESETZUNG
|µ˜〉-Pfade durch eine Graphenirrfahrt aufzufinden: Nach dem Start an der Wurzel folgt
man dem |λ〉-Pfad. An seinen Verzweigungen analysiert man jeweils, ob man diesen auch
noch folgen darf, ohne gro¨ßere Abweichungen als insgesamt vier Orbitalindizes zu er-
zeugen. Das heißt, man bestimmt den Anregungsgrad der partiellen Differenzkonfigura-
tion |δ′〉 zwischen |λ〉 und den abzweigenden Pfaden an Verzweigungen mo¨glicherweise
wechselwirkender Kets. Bei positivem Ergebnis merkt man sich diese erlaubten Zweige
zusammen mit |δ′〉, um sie anzuspringen, nachdem man an irgendeinem Blatt, und da-
mit an einer interagierenden Konfiguration |µ˜〉 angekommen ist und die dazugeho¨rigen
{r(|µ˜; l〉)} eingesammelt hat. Letzteres vollzieht sich genauso wie im SB/A- Algorith-
mus.
Eine genaue Angabe des Baumwanderungsalgorithmus einschließlich der Strukturen fu¨r
das Mitfu¨hren der Differenzkonfiguration etc. ist in Anhang B.3 erkla¨rt. Die Menge IVIS
(Seite 46) tritt dabei gar nicht mehr auf.
Es gibt einige Gru¨nde, diesen Algorithmus dem zuerst implementierten SB/A vor-
zuziehen. Zum einen mu¨ssen wa¨hrend der Graphenirrfahrt kaum ganze Konfigurationen
|µ˜〉 gesucht werden: In SB/B sind die Verzweigungspunkte, die angesprungen werden,
selten in der Na¨he der Wurzel. Empirisch dru¨ckt sich das gegenu¨ber SB/A durch einen
Rechenzeitgewinn von 20-40% aus. Ebenso steht beim Erreichen eines Blattes bereits
die hierarchisch generierte Differenzkonfiguration zwischen dem dortigen |µ˜〉 und |λ〉 zur
Verfu¨gung, welche fu¨r die Auswertung der Matrixelementformel (2.33) gebraucht wird12.
Ferner kann man den Algorithmus auch fu¨r die Berechnung der Einteilchen- und
Zweiteilchendichtematrix verwenden. Fu¨r die Generierung ersterer ist dabei nur die Be-
dingung ν
(|δ〉) ≤ 2 auf ν(|δ〉) ≤ 1 zu verscha¨rfen.
3.5.3 Weitere Verwendungsmo¨glichkeiten fu¨r den SB/B-Algorithmus
Eine weitere Variante der Graphenirrfahrt la¨ßt sich bei der Generierung des vollen MRCI-
Raums anwenden. Das Programm arbeitet hier in seiner gegenwa¨rtigen Version nicht kon-
struktiv, sondern generiert nacheinander alle Konfigurationen {|λ〉} des SDTQCI-Raums.
Demzufolge muss u¨berpru¨ft werden, ob |λ〉 an die Referenzen koppelt oder nicht. Zu
diesem Zweck wird Vref in einem eigenen OC-Baum dargestellt, und mittels der Baum-
wanderungsprozedur festgestellt, ob es ein |κ〉 ∈ Vref gibt, das mit |λ〉 interagiert.
Denkbar ist auch die Anwendung des Verfahrens auf die Auswertung der ENPT-
Formel, um den Energiebeitrag eines verworfenen SACs relativ zur IS/MRCI-
Wellenfunktion zu erhalten (siehe Gleichung (2.37)): Hier sucht man zu einen verwor-
fenen |λ; k〉 ∈ VMR ∩ VIS die Menge IVIS(λ), um (2.37) effizient auswerten zu ko¨nnen.
12Im gegenwa¨rtigen Programm wird das aus algorithmischen Gru¨nden allerdings noch gar nicht ausge-
nutzt.
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Diese Indexmenge ist aber strenggenommen nicht aus einer Wechselwirkungsliste der
Form (3.2) abgeleitet, denn bei der Berechnung des ENPT-Energiebeitrags ko¨nnen durch-
aus {|µ˜; l〉} ⊂ VIS mit ho¨herem Anregungsgrad als ν(λ) auftreten, etwa wenn die
IS/MRCI-Wellenfunktion Vierfachanregungen entha¨lt, |λ〉 aber der primitive Ket einer
verworfenen Dreifachanregung ist. Dann ist ν(µ˜) > ν(λ) und somit |µ˜〉 /∈ IVIS(λ) .
Diese |µ˜〉 lassen sich mit dem SB/A-Algorithmus also nicht generieren.
Ist jedoch mit dem Beginn der PERT-Rechnung der volle OC-Baum zu VIS pra¨pariert,
kann mit dem SB/B-Algorithmus die hier beno¨tigte Menge I ′VIS(λ) vollsta¨ndig generiert
werden.
3.6 Skalierungsverhalten und Zeitbedarf des IS/MRCI-
Algorithmus
Bei einem IS/MRCI-Algorithmus gibt es viele Mo¨glichkeiten, das Skalierungsverhalten
als Funktion der Systemgro¨ße zu analysieren. Theoretische Abscha¨tzungen dazu sind al-
lerdings nur fu¨r Anregungsklassen-trunkiertes CI mo¨glich, denn die Gro¨ße von IS/MRCI-
Ra¨umen ha¨ngt stark vom gewa¨hlten molekularen System und den Selektionsparametern
ab.
Ein geeignetes Szenario ist die Durchfu¨hrung von SDTQCI-Rechnungen in minimalen
Orbitalra¨umen (K = n). Die darin enthaltenen Vierfachanregungen dominieren im all-
gemeinen auch die IS/MRCI-Ra¨ume. Daher wurden die Rechnungen mit dem PPP-pi-
Elektronenmodell an Polyenen mit K = 6, . . . , 20 durchgefu¨hrt. Das fu¨hrt zu SDTQCI-
Ra¨umen mit einer Dimension bis zu 1 833 276 .
Die Anzahl der SACs in einem SDTQCI-Raum skaliert wie o(K8). Der alte
”
klassi-
sche“ Algorithmus behandelt (fast) jedes Matrixelement, was ein Aufwand von o(K16)
ist. Fu¨r den neuen Algorithmus erwarten wir wiederum einen Faktor o(K8) fu¨r die Itera-
tion u¨ber die Basis. Zu jedem SAC gibt es o(K2) wechselwirkende. Daher ist ein Skalie-
rungsverhalten von o(K10) die untere Grenze fu¨r einen solchen Algorithmus. In Version
SB/A des neuen Algorithmus gesellt sich dazu noch eine Faktor o(K) durch die Suche
der wechselwirkenden Konfigurationen im Baum. Diese ist bei einem SDTQCI unno¨tig,
da man hier auch geeignete Indexformeln aufstellen ko¨nnte. Das Programm ist aber auf
den IS/MRCI-Fall ausgerichtet, wo solche Indexierungen praktisch nicht einsetzbar sind.
Insgesamt erwartet man also ein Skalierungsverhalten von o(K11) fu¨r den SB/A Algo-
rithmus.
Abbildung 3.9 zeigt die gemessenen CPU-Zeiten als Funktion von K. Die Steigungen
der Geraden, welche durch in beiden Punkte mit K = 18 und K = 20 gehen, liefern die
beobachteten Exponenten. Die Werte von 16.4 bzw. 11.1, liegen im erwarteten Rahmen.
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Abbildung 3.9: (log/log)-Darstellung der beno¨tigten Zeit fu¨r die Generierung der H-
Matrix in SDTQCI-Rechnungen (COMPAQ XP1000-Workstation mit 667 MHz)
Insbesondere skaliert der Algorithmus SB/B etwa wie o(K11), d.h. die Graphenirrfahrt
nimmt o(K) in Anspruch.
Hanrath et al. [139] haben das Skalierungsverhalten des DIESEL-Algorithmus als
Funktion von nV aufgezeichnet. Sie geben dafu¨r Werte von o(n1.5V ) und o(n1.6V ) an. Legt
man hier SDTQCI-Ra¨ume zugrunde, was allerdings nicht der Fall ist, entspricht das Ex-
ponenten von 12 bzw. 12.8. Damit scheint unser Algorithmus vom Skalierungsverhalten
schneller. Da allerdings die heute zuga¨nglichen Orbitalraumgro¨ßen K relativ klein sind,
ist neben dem asymptotischen Verhalten auch wichtig, wie groß die Zeit fu¨r die Berech-
nung eines einzelnen Matrixelements ist, denn sie dominiert fu¨r kleine K den Zeitbedarf
einer Rechnung. Der Wert dafu¨r entzieht sich jedoch einem direkten Vergleich, weil die
verwendeten Computersysteme zu unterschiedlich sind.
Abschließend soll noch eine zweite Frage durch empirische Rechnungen beantwor-
tet werden: Ob die Zeit fu¨r die Berechnung eines H-Matrixelements unter Variation des
IS/MRCI-Raums konstant ist. Dazu wurde in PPP/IS/MRCI-Rechnungen das Polyen Ei-
cosan (n = 20) gewa¨hlt, und bei konstant gehaltenem MRCI-Referenzraum unterschied-
lich stark individuell selektiert, um dann die H-Matrix der resultierenden Ra¨ume aufzu-
stellen. Abbildung 3.10 zeigt die beno¨tigte CPU-Zeit in Abha¨ngigkeit von der Gro¨ße der
IS/MRCI-Basis. Bis auf die ersten beiden Werte ergibt sich eine fast konstante CPU-Zeit
von etwa 1.7 ms fu¨r die Berechnung eines Matrixelements13. Das kennzeichnet das neue
13Bei den ersten beiden Rechnungen in Abbildung 3.10 sind die IS/MRCI-Basis jeweils durch Einfach-
und Doppelanregungen dominiert. SDCI-Matrixelemente beinhalten aber wesentlich weniger Terme und
sind deutlich schneller auszurechnen.
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Abbildung 3.10: CPU-Zeit fu¨r die Berechnung eines H-Matrixelements verschieden
großer PPP/IS/MRCI-Rechnungen an Eicosan (n = K=20, 1.2-GHz-Athlon-Rechner)
Programm somit als
”
echtes“ IS/MRCI-Verfahren: Die Matrixelementberechnung ist hier
in weiten Grenzen unabha¨ngig von der Wahl der IS/MRCI-Basis.
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Kapitel 4
Verwendung von SCF mit
semiempirischen Methoden als
MO-Quellen
Das algorithmisch verbesserte IS/MRCI-Verfahren, das Gegenstand der vorherigen Ka-
pitel gewesen ist, ermo¨glicht eine deutliche Reduzierung des Variationsraums von CI-
Rechnungen. Trotzdem ist das vorher diskutierte Skalierungsverhalten in Abha¨ngigkeit
von der Anzahl K der MOs hoch. Daher bietet es sich als weitere Maßnahme an, K
kleiner zu wa¨hlen, also etwa nur minimale MO-Basissa¨tze aus SCF-Rechnungen zu ver-
wenden.
Mit dem Einsatz von PPP-SCF wurde das auch schon im alten MRDCI-Programm
praktiziert. Dieses hat zwar UV-VIS-Spektren von pi-Elektronensystemen sehr gut berech-
nen ko¨nnen (siehe Seite 39), aber nur fu¨r Modellgeometrien. Will man daru¨berhinaus auch
(Minimums-)Geometrien oder Potentialfla¨chen berechnen, so liegt die Verwendung von
effektiven Valenzschalen-Hamiltonoperatoren, im folgenden auch semiempirische Model-
le genannt, nahe. Hierbei umfassen die elektronischen Freiheitsgrade alle Valenzelektro-
nen der Atome im Moleku¨l, d.h. alle Elektronen mit der ho¨chsten Hauptquantenzahl, die
im jeweiligen Atom besetzt sind1. CI-Verfahren mit solchen MO-Quellen ko¨nnen dann
auch die Effekte der σ-σ-, σ-pi-, und pi-pi-Korrelation behandeln.
1Spezielle Verfahren, wie MNDO/d, beziehen daru¨berhinaus auch d-Orbitale mit ein.
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4.1 Existierende Verfahren und Probleme
4.1.1 ¨Uberblick
Semiempirische Modelle sind nicht nur auf die Reduktion der Elektronenanzahl ausge-
richtet. Das leisten effektive Kern-Potentiale bereits. Zur Beschleunigung der Rechnun-
gen werden vor allem Na¨herungsausdru¨cke bei der Berechnung der Fockmatrixelemente
(2.15) gemacht, d.h. sie werden als einfache Funktionen von empirisch ermittelten Pa-
rametern formuliert. Heutzutage sind dabei diejenigen Verfahren am gebra¨uchlichsten,
welche die neglect of diatomic differential overlap- (NDDO) Na¨hrung verwenden. Ei-
ne ¨Ubersicht zu dem Thema bieten Segal [47] oder Thiel [48, 49]). Dazu geho¨ren auch
die meisten der im MNDO97-Programm [57] enthaltenen klassischen semiempirischen
Methoden wie MNDO [55], AM1 [56] und PM3 [158]. Diese unterscheiden sich im we-
sentlichen in der Parametrisierung der AO-Integrale, welche zum Teil durch Fits an ex-
permimentelle Daten gewonnen werden und durch eine jeweils andere Behandlung der
Kern-Kern-Repulsion.
Gemeinsam ist diesen Methoden die Annahme, daß die AO-Basis fu¨r das gegebe-
ne molekulare Problem von vornherein orthonormal ist, wohingegen bei den ab-initio -
Verfahren die AOs vor dem SCF-Prozess noch orthogonalisiert werden mu¨ssen. Diese
Annahme fu¨hrt in semiempirischen SCF-Verfahren zu einer deutlich unterscha¨tzten ener-
getischen Lu¨cke zwischen den besetzten und virtuellen MOs. Das heißt: Nimmt man
den HOMO-LUMO-Abstand als Maß fu¨r die Anregungsenergie zum ersten angereg-
ten Zustand, so wird diese deutlich zu klein. Der Sachverhalt wird im Detail von We-
ber fu¨r die Linearkombination zweier AOs zu MOs erkla¨rt [159] und ist schematisch
in Abbildung 4.1 wiedergegeben. Exemplarisch kann man sich den Sachverhalt anhand
Abbildung 4.1: Kombination von bereits orthonormalen AOs (oAOs, klassische se-
miempirische Modelle) und nicht von vornherein orthonormalen AOs (noAOs, ab-
initio Verfahren) zu den jeweiligen MOs. Im ersten Fall resultiert eine zu kleine HOMO-
LUMO-Energielu¨cke ∆o, im anderen Fall ist sie korrekt.
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der Heitler-London-Behandlung des H2-Moleku¨ls klarmachen (siehe zum Beispiel Levi-
ne [160], Kapitel 13.10). Unter Verwendung von nicht-orthogonalisierten s-Orbitalen in
den Versuchswellenfunktionen fu¨r den Grund- und angeregten Zustand lautet die Formel
fu¨r beide Zustandsenergien
E0 = −1 + Q+ A
1 + S212
, E1 = −1 + Q− A
1− S212
. (4.1)
In dieser Formel sind Q und A modizifierte Coulomb-bzw. Austauschintegrale. Man er-
kennt anhand dieser Gleichung, daß die Differenz der Eigenenergien wie o(S−212 ) vom
¨Uberlappintegral S12 der beiden s-Orbitale abha¨ngt. Rechnet man mit solchen Orbitalen,
setzt aber S12 ≡ 0, so kommt unter Verwendung von (4.1) eine zu kleine Anregungsener-
gie heraus.
Unabha¨ngig von diesem grundsa¨tzlichen Mangel wurden die klassischen semiempiri-
schen Modelle schon fru¨h mit CI-Erweiterungen versehen. So ist in MOPAC6.0 SCI und
SDCI eingebaut, in AMPAC6.0 [161] ein IS/CAS-CI-Verfahren [162] und in MNDO97
ein
”
minimalistisches“ (mini)- CI2. Direkte Anwendungen dieser CI-Methodik auf ange-
regte Zusta¨nde finden sich in der Literatur nur wenig.
Zu erwa¨hnen ist auch das MNDOC-CI-Verfahren von Thiel und Schweig [163], wel-
ches im MRCI-Raum des gewu¨nchschten Zustands mit Sto¨rungstheorie sehr stark selek-
tiert, so daß nur etwa 10 Konfigurationen variationell behandelt werden. Fu¨r den restli-
chen MRCI-Raum findet Brioullin-Wigner-Sto¨rungstheorie Anwendung (PERTCI). Zur
Untersuchung konischer Schnitte haben Izzo und Klessinger das MNDOC-CI-Verfahren
um analytische Gradienten erweitert [164], was Patchkovskii und Thiel [165] allerdings
auch schon vorher entwickelt hatten. Sie ra¨umen in ihrer Vero¨ffentlichung ein, daß die
MNDOC-Anregungsenergien, welche sie mit ihrer Methode ebenso berechnen,
”
irgend-
wie weniger verla¨ßlich“ sind.
Mit dem Ziel, pi/pi∗-Elektronen-CI-Rechnungen mit dem MNDO-Hamiltonoperator zu
machen (
”
MNDO-piCI“), haben Martin und Birge MNDO reparametrisiert und Testrech-
nungen an einem Iminiumsystem durchgefu¨hrt [166]. In einer zweiten Publikation [167]
wird dieselbe Methode zur Berechnung des ¨Ubergangsdipolmoments vom 1 1Ag- zum
1 1Bu-Zustand bei Polyenen benutzt.
Verschiedentliche Bemu¨hungen, an Stelle dieser simplen CI-Verfahren MRCI-
Verfahren einzusetzen, wie etwa in der Arbeit von Grimme u¨ber Polyenanregungsener-
gien [168] oder u¨ber photodissoziative Prozesse [169], verbessern die resultierenden An-
regungsenergien nicht wesentlich (vgl. dazu auch die eigenen Rechnungen zu Butadien in
Kapitel 5.2). Nicht unerwa¨hnt bleiben sollten auch die Arbeiten von Garavelli et al., die
2Dieses besteht aus der HF- und den |HOMO〉 → |LUMO〉 sowie |HOMO,HOMO〉 →
|LUMO,LUMO〉-Determinanten.
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klassische semiempirische Modelle in quantenmolekulardynamische Methoden eingebaut
haben [170]. In ersten Anwendungen, wie etwa bei der Berechnung der Isomerisierungs-
dynamik von Ethylen, sind die vertikalen Anregungsenergien um 1 bis 2 eV zu niedrig.
Die Schwa¨che der erwa¨hnten semiempirischen Methoden bei der Beschreibung von
UV-VIS-Spektren hat schon fru¨h zur Entwicklung spezieller Methoden gefu¨hrt. An dieser
Stelle sind ZINDO, CNDO/S oder INDO/S (siehe [171,172]) zu nennen. Kennzeichnend
fu¨r diese Modelle ist, daß man die Anregungsenergien aus einer SCI-Rechnung nach dem
SCF bekommt. Entsprechend ist auch die Parametrisierung gewa¨hlt.
Offensichtlich sind mit diesen Methoden multikonfigurationale Zusta¨nde nicht kor-
rekt zu beschreiben. Zudem basieren die meisten dieser Methoden ausschließlich auf
der gro¨beren ZDO-Na¨herung. Erst 1999 wurde von Voiytuk et al. [173] ein ent-
sprechendes NDDO-basiertes Verfahren publiziert. Eine weitere Variante, welche die
INDO-Integralna¨herung realisiert, wurde von Marguet et al. [174] mit dem CIPSI-CI-
Verfahren kombiniert (CS/INDO/CIPSI). Erst ku¨rzlich wurde von Koslowski et al. ein
MNDO97/MRCI-Verfahren auf GUGA-Basis entwickelt [113]. Es ist allerdings kein
individuell-selektierendes wie das weiterentwickelte Programm von Tavan und Schulten,
kann allerdings auch ho¨here als Vierfachanregungen in CI-Ra¨ume aufnehmen und ho¨he-
re Spinmultipletts verarbeiten, was es von Rechengeschwindigkeit her etwas langsamer
werden la¨ßt.
Schließlich sollte nicht unerwa¨hnt bleiben, dass Houjou et al. ein QM/MM-Modell vor-
gestellt haben, mit dem sie die
”
Opsin-Verschiebung“ in Bakteriorhodopsin untersuchen
[175]. Methodologisch beinhaltet ihr Verfahren eine linear-skalierende semiempirische
Methode (MOZYME) [9], die an INDO/S gekoppelt ist, um Anregungsenergien auszu-
rechnen, sowie einem neu entwickelten polarisierbaren Kraftfeld.
4.1.2 Neuere Effektive Valenzschalenhamiltonoperatoren:
OM1 und OM2
Mit der Entwicklung von OM1 (
”
Orthogonalisation Model 1“) durch Kolb und Thiel
[176] und seiner Fortentwicklung zu OM2 durch Weber und Thiel [177] stehen im
MNDO97-Programm semiempirische Modelle zur Verfu¨gung, welche Orthogonalisie-
rungskorrekturen an den Einelektronen-Matrixlelementen im HF-Verfahren durchfu¨hren.
OM1 korrigiert dabei die Einzentren- und Zweizentrenintegrale, OM2 zusa¨tzlich noch
Dreizentrenmatrixelemente. Fu¨r die Zweielektronenintegrale bleibt nach wie vor die klas-
sische NDDO-Na¨herung.
Neben einer Verbesserung der Grundzustandseigenschaften, so konnte Weber in seiner
Dissertation [177] zeigen, werden bei Verwendung des PERTCI- Verfahrens auch die ver-
tikalen und adiabatischen Anregungsenergien eines Satzes organischer Moleku¨le deut-
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lich besser reproduziert als unter Verwendung des AM1- oder PM3-Hamiltonoperators.
Die Kombination aus OM2/PERTCI und Molekulardynamiksimulationen ist von Weber
et al. [178] zur Untersuchung der Floureszenz in green flourescent- Proteinen eingesetzt
worden.
Aus diesen ¨Uberlegungen ru¨hrt die Erwartung, daß mit der Kombination aus OM1
bzw. OM2 mit dem IS/MRCI-Programm eine Methode entsteht, die es erlaubt, angeregte
Zusta¨nde großer biologischer Chromophorsysteme mit guter Genauigkeit behandeln zu
ko¨nnen.
Dazu wa¨re die Entwicklung analytischer Gradienten fu¨r beide Methoden sehr wu¨nschens-
wert.
4.2 Kopplung an IS/MRCI
Die Verwendung von IS/MRCI erfordert die Bereitstellung der Ein-und Zweielektronen-
integrale in der MO-Basis (siehe Gleichung (2.22)). Daru¨ber hinaus sollte es mo¨glich
sein, eine Selektion der CI-aktiven MOs vorzunehmen, um so etwa die CI-Rechnung
nur im Raum der pi/pi∗-MOs vorzunehmen, was in MNDO97 fu¨r die dort implemen-
tierten sto¨rungstheoretischen Post-SCF-Verfahren schon mo¨glich ist. Die Bereitstellung
der Einelektronenintegrale ist dabei trivial, denn bei diesen handelt es sich um die MO-
Eigenenergien (siehe Abschnitt 2.3.4).









λ(r2)φσ(r2) µ, ν, λ, σ = 1, . . . , K .
(4.2)
in die MO-Basis (G-Matrix (2.24)) definiert man wegen ihrer Symmetrie
(µν|λσ) = (λσ|µν) = (νµ|λσ) = (µν|σλ) = (σλ|µν) = (σλ|νµ) .
einen Superindex (µν) bzw (λσ), der nur die nicht-redundanten Orbitalpaare umfaßt, d.
h. man bildet ¨Aquivalenzklassen aus Paaren (µν) von Indizes. Diese ¨Uberlegungen gelten
vo¨llig analog auch fu¨r die G-Matrix. Dort bedient man sich eines Superindex (ij) bzw.
(kl). Bei der AO → MO-Transformation sind nun zwei Dinge zu beachten: Zum einen
gibt es das triviale Nummerierungsproblem zwischen den SCF-MOs und den CI-MOs.
Im allgemeinen wird man im SCF-MO-Raum a¨hnlich wie bei CAS-Verfahren eine Orbi-
talselektion vornehmen, so daß die Anzahl der CI-MOs KCI kleiner als K wird. Somit ist
der Wertebereich der CI-MO-IndeZes mit dem der SCF-MO-Indizes nicht mehr identisch,
was sich auch auf den CI-MO-Superindex u¨bertra¨gt, welchen wir deshalb an dieser Stelle
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(ij)′ bzw. (kl)′ nennen3. Das zweite Problem betrifft die NDDO-Na¨herung: Wa¨hrend auf
der MO-Seite der Superindex einen Wertebereich von 1 bis NMO := KCI(KCI + 1)/2
durchla¨uft, gilt fu¨r den AO-Superindex nicht die Obergrenze K(K + 1)/24. Es kommen
stattdessen nur diejenigen {(µν)} vor, bei welchen die AOs φν und φµ bzw. φσ und φλ
am selben Atom zentriert sind; alle anderen Integrale verschwinden. Die Anzahl verschie-







W ∗(λσ)(kl)′(µν|λσ)W(ij)′(µν) . (4.3)
In diesem Ausdruck sind W orthogonale Matrizen mit den Elementen W(λσ)(kl)′ =
C†λk′Cl′σ bzw. W(ij)′(µν) = C
†
i′µCνj′ , welche wiederum aus den angegebenen Elementen
der SCF-MO-Eigenvektormatrix C gebildet werden.
Die Verifikation der Transformationsroutine, welche von Prof. Thiel zu Verfu¨gung
gestellt wurde, erfolgte auf zwei Wegen. Zum einen wurde dazu die Invarianz der Spur







Des weiteren wurde im IS/MRCI-Teil ein minimales CI (siehe oben) implementiert, wel-
ches a¨quivalent zum bereits vorhandenen ist (siehe Fußnote auf Seite 71). Die Algorith-
men zur Integraltransformation und H-Matrixelementberechnung sind in MNDO und
dem IS/MRCI-Verfahren deutlich voneinander verschieden und lassen eine Verifikation
von Gleichung (4.4) und der einzelnen Elemente der G bzw. H-Matrix in unabha¨ngigen
Testrechnungen zu. Bei der ihrer Durchfu¨hrung ergaben sich keine signifikanten Abwei-
chungen.
An dieser Stelle sei auch noch erwa¨hnt, daß in MNDO/IS/MRCI-Rechnungen
die Werte einiger MNDO97-und IS/MRCI-Parameter verscha¨rft wurden. Das betrifft
hauptsa¨chlich die SCF-Konvergenzkriterien, da die MO-Eigenvektoren entscheidend in
die Transformation der Zweielektronenmatrix eingehen (Gleichung (4.3)). Die betroffe-
nen Parameter sind in Anhang A aufgefu¨hrt.
3Bei den Diskussionen in den vornagegangenen Kapiteln ist die CI-MO-Selektion unerheblich, so daß
wir immer davon ausgehen konnten, daß alle SCF-MOs auch als CI-MOs verwendet werden
4außer bei atomaren oder ionischen Elektronensystemen.
5Zusa¨tzlich ist wegen der NDDO-Na¨herung die Spur der Zweielektronenmatrix auch von der Mo-
leku¨lgeometrie unabha¨ngig
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4.2.1 Berechnung und Verwendung von Dichtematrizen
Zur Berechnung von CI-korrigierten Observablen, wie dem ( ¨Ubergangs-)Dipolmoment
oder analytischer Gradienten, beno¨tigt man Dichtematrizen. Deren Bedeutung erschließt
sich aus der Darstellung der Matrixelemente von Einteilchenoperatoren oˆ1(r) und Zwei-
teilchenoperatoren oˆ2(r1, r2) zwischen zwei elektronischen Zusta¨nden Φm und Φl (fu¨r
eine Herleitung siehe zum Beispiel Davidson [179]):









ij 〈i | oˆ1 | j〉
bzw.









ijkl 〈ij | oˆ2 | kl〉 .
Die dabei auftretenden Integrale ko¨nnen dabei entweder in der MO-Basis oder AO-Basis
vorliegen, wenn nur die spinlosen Einteilchen- bzw. Zweiteilchendichtematrizen, Γ(1),ml
und Γ(2),ml, entsprechend gewa¨hlt werden.
Das IS/MRCI-Verfahren operiert in der MO-Basis. Die Matrixelemente des Hamilton-








































Dabei sind die Skalare vla die a-te Komponente des CI-Eigenvektors vl. Die dritte Zeile
von Gleichung (4.5) deutet an, daß die Berechnung der beiden Dichtematrizen a¨hnlich
wie die der H-Matrix durchgefu¨hrt werden kann, also auch wieder unter Ausnutzung
der schwachen Besetzung. Die Kopplungskonstanten sind gegenu¨ber (2.22) noch mit v-
Eigenvektorkomponenten verziert. Zur Berechnung der Einteilchendichtematrix konnte
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auf eine bereits existierende Routine im Programm zuru¨ckgegriffen werden.
Nach erfolgter CI-Rechnung werden beide Dichtematrizen den Routinen zur Berechnung
analytischer Gradienten (von Patchkovskii et al. [180, 165]) u¨bergeben. Diese Routinen
verkraften allerdings nur CI-Ra¨ume mit einer maximalen Dimension von ca. 104.
Die Berechnung des Dipolmoments wird in MNDO97 in der orthonormierten AO-
Basis durchgefu¨hrt, nach Gleichung (4.5) mit oˆ1 = {µˆx, µˆy, µˆz}. MNDO97 verwen-
det dazu die SCF-Einteilchendichtematrix Γ(1),HF in der AO-Basis. Soll nun nach ei-
ner CI-Rechnung das ( ¨Ubergangs-)Dipolmoment ausgerechnet werden, so muß die HF-
















Mit Hilfe von Γ(1),mlµν werden auch die NDDO- und Mullikenladungen bestimmt.
4.2.2 Potentialkurven aus OM2/IS/MRCI-Rechnungen
Will man die die Energie des m-ten elektronischen Zustands la¨ngs eines Weges im Kon-
figurationsraums berechnen, soll diese dabei glatt verlaufen. Diese natu¨rliche Forderung
tritt bei vielerlei Typen von Rechnungen auf, sei es bei Geometrieoptimierungen, bei der
Berechnung molekularer Kraftfelder oder entlang von QM/MM-Trajektorien. Bei der Ver-
wendung von IS/MRCI treten in der Praxis jedoch eine Reihe von Problemen auf, den
Energieverlauf unstetig werden lassen.
Wahl des IS/MRCI-Raums
Das erste Problem ist spezifisch fu¨r IS/MRCI. Dabei geht es um die Frage, wie der
IS/MRCI-Raum VIS wa¨hrend des Durchlaufens eines Weges im Konfigurationsraum zu
wa¨hlen ist. Man mo¨chte VIS fu¨r alle durchlaufenen Konfigurationen ausgewogen wa¨hlen.
Das scheint allerdings im allgemeinen a priori nicht mo¨glich: Bildet man zum Bei-
spiel fu¨r die Bestimmung des molekularen Kraftfelds den IS/MRCI-Raum in der ag-
Konfiguration, dann fehlen darin neben den verworfenen SACs von ag-Symmetrie auch
diejenigen aller anderen irreduziblen Darstellungen. Wird die Hessematrix dann, wie
bei OM1 bzw. OM2, durch endliche Differenzen aus Einzelpunktrechnungen gebildet,
sind die intermedia¨ren Geometrien mit gebrochener ag-Symmetrie im MRCI-Raum nicht
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durch entsprechende SACs repra¨sentiert, so daß es zu Unstetigkeiten in der CI-Energie
kommt. Diese lassen sich zwar durch kleinere Schrittweiten mildern, zeigen sich dennoch
signifikant in der Hesse-Matrix dadurch, daß hier doppelte Energiedifferenzen eingetra-
gen sind. Exemplarisch hat das zur Folge, daß bei der Berechnung des Kraftfelds von
Butadien unphysikalischen Normalmoden mit Wellenzahlen im Bereich von |ν˜| > 5000
cm−1 resultieren.
Eine simple Lo¨sung zu diesem Problem ist es, die IS/MRCI-Basis an jedem Punkt neu
zu bestimmen. Das ist allerdings nicht vernu¨nftig, denn allein die in solchen Fa¨llen zu er-
wartende Dimensionsa¨nderung des IS/MRCI-Raums und damit des Eigenwertproblems
widerspricht einer stetigen Abha¨ngigkeit des CI-Energieeigenwerts von Geometriea¨nde-
rungen6.
In der Praxis la¨ßt sich das Problem durch die Bestimmung der IS/MRCI-Basis an
jedem durchlaufenen Punkt der Trajektorie und anschließender Vereinigung aller erhal-
tenen IS/MRCI-Ra¨ume lo¨sen. Das wurde zum Beispiel in den QM/MM-Rechungen an
der Schiffbase praktiziert (siehe Kapitel 7.1). Im Fall der Kraftfeldberechnungen mit
IS/MRCI hat sich herausgestellt, daß es ausreicht, neben der ag-Geometrie eine weite-
re heranzuziehen, bei der ein zentrales Atom in alle drei Raumrichtungen geringfu¨gig
ausgelenkt ist und die Symmetrie bricht. Die Vereinigung beider IS/MRCI-Ra¨ume ver-
hindert die erwa¨hnten unphysikalischen Normalmoden.
Individuelle Selektion im MRCI-Raum lohnt sich trotzdem noch: Im Fall einer
OM2/IS/MRCI-Kraftfeldrechnung des Grundzustands von Butadien war die Dimension
des vereinigten IS/MRCI-Raums 13043 gegenu¨ber einer von 11048 eine IS/MRCI mit
SACs ausschließlich von ag-Symmetrie bzw. von 52328 des vollen MRCI-Raums. Die
Abweichungen der Normalmoden aus der vollen MRCI-Rechnung und einer solchen mit
individueller Selektion bleiben hier maximal bei 3 cm−1.
¨Anderung der SCF-MO-Basis
Das zweite Problem tritt bei allen Post-SCF-Methoden auf, die mit Orbitalen operieren.
Es handelt sich dabei um die ¨Anderung der elektronischen Zustandsenergien bei Variati-
on der Moleku¨lgeometrie. Neben CI sind davon auch auch Multireferenz-Møller-Plesset-
Sto¨rungstheorieverfahren oder auch die
”
complete active space“-Varianten wie CASPT2
oder CASSCF davon betroffen.
Im allgemeinen fu¨hrt eine Geometriea¨nderung g(0) → g(1) zur Mischung der SCF-
MOs untereinander. Verwendet man in der SCF-Rechnung reelle Fockmatrizen, wie das
u¨blicherweise der Fall ist, sind die beiden MO-Eigenvektorbasen Cg(0) bzw. Cg(1) ortho-
6Diese Erkenntnis hat sich im Kreise der Wissenschaftler allerdings erst zo¨gerlich durchgesetzt [181].
Bruna und Peyerimhoff [118] bestimmen den IS/MRCI-Raum bei der Berechnung von Potentialkurven an
jedem Punkt neu.
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gonale K × K-Matrizen. Somit geht Cg(1) aus Cg(0) durch eine orthogonale Transfor-
mation (Drehung) Oφ hervor. Alle beteiligten Matrizen sind Elemente der orthogonalen
Gruppe O(K):
Cg(1) = Oφ ·Cg(0) Cg(1),Cg(0),Oφ ∈ O(K) .
Im allgemeinen bewirkt Oφ eine Mischung der MOs untereinander (siehe Diskussion
weiter unten).
Der Anteil an der ¨Anderung der Zustandsenergie, der aus der Variation der MO-
Eigenvektoren herru¨hrt, wird
”
response“-Anteil genannt. Hierunter fallen auch die Ef-
fekte, die durch die unterschiedlichen Metriken Sg(0) bzw. Sg(1) verursacht werden. Der
zweite Anteil stammt aus der Variation der AO-Integrale {(µ|ν)} bzw. {(µν|λσ)}mit der
Geometrie (
”
statischer“ Anteil, siehe etwa [165]).
Ein exemplarisches Korrelations-(Walsh -) Diagramm (Abbildung 4.2) illustriert die
verschiedenen ¨Anderungen im SCF-MO-Raum beim ¨Ubergang von g(0) u¨ber g(1) zu
g(2).
Abbildung 4.2: Walsh-Diagramm fu¨r ein System mit 6 SCF-MOs ( bezeichnet die Ei-
genenergien der MOs). Werden bei der Geometrie g(0) die MOs 2, 3, 4 und 5 als CI-MO-
Raum angesetzt, kommt es bei g(1) durch das MO 6 zum Eindringen eines SCF-MOs,
das bei g(0) nicht zum CI-MO-Raum geho¨rt und bei g(2) zusa¨tzlich noch zu einer Ver-
tauschung der CI-MOs 3 und 4.
In der Praxis ko¨nnen kleine ¨Anderungen der MOs schon zu großen Problemen bei der
Anwendung von Post-SCF-Methoden fu¨hren. Das liegt daran, daß die SCF-Rechnung die
MOs geordnet nach Eigenenergien bereitstellt. Gerade bei fast entarteten MOs kann es zu
Vertauschungen in der Reihenfolge kommen. Hieraus ergeben sich zwei Konsequenzen:
Zum einen ko¨nnen in den CI-MO-Raum bei g(1) andersartige MOs
”
eindringen“ bzw.
herauswandern (wie etwa MO 6 in Abbildung 4.2) . Dieses Problem betrifft alle oben
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erwa¨hnten Post-SCF-Verfahren, wenn sie nicht alle SCF-MOs verwenden. Gerade bei
den CAS-Verfahren ist das oft der Fall, da die Anzahl der CI-MOs von vornherein nur
relativ klein gewa¨hlt werden kann. Fu¨r den Fall, daß etwa anstelle eines pi-MOs i bei
g(0) nun ein σ-MO bei g(1) tritt, wirkt sich die ¨Anderung von Cg(0)i nach C
g(1)
i stark in
der AO→ MO Integraltransformation (4.3) aus und fu¨hrt allein schon durch die starken
¨Anderungen bei den Zweielektronenintegralen zu Unstetigkeiten in den Zustandsener-
gien7. Außerdem sind diejenigen SACs, welche bei g(1) unter Beteiligung der falschen
MOs gebildet werden, auch als Funktionen |Ψa〉 nicht mehr glatt. Man spricht vom Auf-
treten von Satellitenzusta¨nden oder
”
intruder-states“ beim ¨Ubergang von g(0) nach g(1).
Fu¨r die CAS-Methoden ist das Problem der Mischung der MO durch eine Vergro¨ße-
rung des aktiven (CI-MO-) Raums im Prinzip gelo¨st, auch wenn der Rechenaufwand da-
durch oft impraktikabel wird. Das zweite Problems betrifft die Mischung der besetzten
bzw. virtuellen CI-MOs untereinander. Dieses Problem tritt nur bei den Multireferenz-
verfahren auf8. Diese Verfahren ko¨nnen nur dann brauchbare Ergebnisse liefern, wenn
entweder (i) der CI-Raum so gewa¨hlt wird, daß mischende MOs a¨quivalent in allen SACs
vertreten sind, so daß eine Permutation zwischen ihnen den CI-Raum praktisch invariant
la¨ßt, oder (ii) wenn die MOs kaum mischen, d.h. Oφ ≈ 1.
Nachdem die Erfu¨llung von Forderung (i) den MRCI-Raum im allgemeinen so groß wer-
den la¨ßt, daß die Effizienz des Verfahrens zunichte gemacht wird, sollte (ii) wa¨hrend der
Simulationsdauer gewa¨hrleistet sein. Die Bedingung Oφ = 1 setzt allerdings voraus, daß
die MOs bei g(1) aus der SCF-Rechnung in der selben Reihenfolge resultieren wie bei
g(0). Daher bleibt als Aufgabe, die Permutation p ∈ Sn bzw. p′ ∈ SK−n zu bestimmen,
welche die MOs getrennt fu¨r die besetzten bzw. virtuellen Orbitale aufeinander abbildet
und im Fall starker Mischung abbricht, d.h. wenn die Permutationen p bzw. p′ nicht mehr
eindeutig zu ermitteln sind. Zur Lo¨sung dieser Aufgabe beschra¨nken wir uns nun o.B.d.A.
auf den Raum der besetzten MOs.
Ein naheliegender Ansatz zur Bestimmung von p ist es, Oφ zu berechnen (
”
Oφ-
Methode“). Die Eintra¨ge in Oφ sind die Skalarprodukte (
”
Richtungskosinus“) aus den
MOs der alten und neuen Geometrie. Damit ist es naheliegend, anhand der Betra¨ge der
Skalarprodukte zu entscheiden, welche MOs ineinander u¨bergehen: Das MO i bei g(0)
wird auf das MO j bei g(1) abgebildet, fu¨r das der Ausdruck
|〈ψg(0)i |ψg(1)j 〉| = |〈Cg(0)i |Cg(1)j 〉| j = 1, . . . n/2 (4.6)
7Anhand der expliziten Formel fu¨r die m-te CI-Zustandsenergie (4.5) mit Emm = Hmm sieht man
direkt, wie die Zweielektronenintegrale eingehen. Empirisch zeigt sich in IS/MRCI-Rechungen, daß der
Einelektronen-Energiebeitrag zuEmm von der gleichen Gro¨ßenordnung ist wie der Zweielektronenbeitrag.
8Die CAS-Verfahren mit dem ihnen inha¨renten FCI sowie die ν-CI-Verfahren sind invariant gegenu¨ber
orthogonalen Transformationen der MOs im besetzten bzw. virtuellen MO-Raum.
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maximal wird. Eventuelle Einflu¨sse der Metrik werden in den NDDO-Verfahren da-
bei vernachla¨ssigt. Diese Art des
”
MO-Mapping“ wurde zuna¨chst auch im IS/MRCI-
Programm realisiert.
Jedoch resultieren hierbei in vielen Fa¨llen falsche Zuordnungen. Um das zu begru¨nden
und eine bessere Lo¨sung aufzuzeigen, betrachten wir den Fall von Rotationen des Mo-
leku¨ls im Raum. Hierbei wird jeder Ortsvektor r0 im g(0)-Koordinatensystem durch eine
Matrix Or ∈ O(3) in einen Vektor r1 gedreht. Die MOs erfahren durch die geometrische
Rotation des Moleku¨ls eine Drehung durch Oφ ∈ O(K).
Als Beispiel denke man sich den extremen Fall, daß das Moleku¨l in der xy-Ebene um
90◦ rotiert wird. Falls ein MO i bei g(0) etwa ein px-AO war, wird es in g(1) zu einem
py-Orbital, so daß das Skalarprodukt (4.6) verschwindet. Bei unreflektierter Anwendung
wu¨rde in diesem Fall das px-AO wiederum als px-AO abgebildet, was hier falsch ist.
Ein geeignetes Verfahren zum
”
MO-Mapping“ sollte wenigstens den Fall reiner Mo-
leku¨lrotationen richtig behandeln ko¨nnen. Deshalb bietet es ich an, eine rotationsinva-
riante Gro¨ße heranzuziehen. Als solche wa¨hlen wir zuna¨chst die Norm eines beliebigen
MOs |ψi〉:















In dieser Gleichung istCt die transponierte Eigenvektormatrix. Das MO iwurde zuna¨chst
in die orthogonalisierte AO-Basis entwickelt und dann 〈φµ |φν〉 = δ(µ, ν) verwendet. In
der letzten Zeile wurde die Summe u¨ber die AOs aufgeteilt in eine u¨ber die AOs an den




Eine Rotation des Moleku¨ls muß nun fu¨r ein MO i die
”
gebrochene Elektronenzahl“
%i(A, lφ) ∈ R in jeder Unterschale lφ an jedem Atom A invariant belassen. Das ist eine
Konsequenz des Unso¨ld Theorems, wonach die Elektronendichte jeder Unterschale eines
Atoms rotationsinvariant ist. Somit gilt die Gleichung:
%
g(0)









j (A, lφ) (4.7)
9 Da wir effektive Valenzschalenhamiltonoperatoren benutzen, haben alle AOs an einem Atom die glei-
che Hautptquantenzahl, so daß wir sie weglassen ko¨nnen.
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Nach dieser Formel operiert auch der
”
%-Mapping-“Algorithmus: Fu¨r beide Geometrien







∣∣∣%g(0)i (α, lφ)− %g(1)j (α, lφ)∣∣∣ , j = 1, . . . , n/2 .
minimal wird10.
In den Einzelpunktrechnungen zur Schiffschen Base MBMH+ entlang einer QM/MM-
Trajektorie (Kapitel 7.1) hat sich gezeigt, daß diese Methode weitaus besser abschneidet
als die Oφ-Methode (siehe die Diskussion dort),
Der neue Algorithmus ist allerdings nicht in der Lage, die Auswirkungen starker
MO-Mischungen auf die Zustandsenergien zu beseitigen. Solche Fa¨lle manifestieren sich
im Auftreten
”
pathologischer“ Rj-Werte, d.h. wenn diese fu¨r alle {j} groß oder von a¨hn-
licher Gro¨ße sind. Dann muß die Rechnung abgebrochen werden und es ko¨nnen im ge-
genwa¨rtigen Stand der Entwicklung von MRCI nur CAS-Methoden Anwendung finden.
10 Liegt tatsa¨chlich eine reine Moleku¨lrotation vor, so verschwindet (4.7) fu¨r ein j.
81





Die erste Anwendung des optimierten IS/MRCI-Programms geschieht noch im Rahmen
der Pariser-Pople-Parr (PPP)-Methode, welche im alten Programm den SCF-Teil bildet.
Dabei geht es um den Hemicyananinfarbstoff Annin-3. Abbildung 5.1 zeigt die chemi-
sche Formel dieses Moleku¨ls.
Die zwitterionischen Annine geho¨ren zur Gruppe der Hemicyanine. Diese werden zur
Fa¨rbung von Nervenzellen eingesetzt [182]. Sie zeigen ausgepra¨gte Floureszenza¨nde-
rungen bei Variation der Solvenspolarita¨t [183] (Solvatochromie) und unter Einfluß ei-
nes elektrischen Feldes [182] (Elektrochromie). Eine weitergehende Untersuchung die-
ser Eigenschaften setzt eine Charakterisierung ihrer niedrigsten elektronisch angeregten
Zusta¨nde S0, S1 und S2 voraus. Da es sich hierbei um pi/pi∗- ¨Uberga¨nge handelt, scheint
hier die PPP/MRCI-Methode erfolgversprechend.
Am Anfang einer PPP/MRCI-Rechnung steht nach der Wahl einer Modellverbindung,
die hier das pi-Bindungsgeru¨st des Farbstoffs umfaßt (Abbildung 5.1 unten), die Bestim-
mung der Rechenparameter. Die Geometrie wurde einer MNDO-Rechnung an dem in
Abbildung von Danneberg entnommen [184] (Abbildung 5.1 Mitte). Bei der Bestimmung
der Anzahl von pi-Elektronen im System hat man zu beru¨cksichtigen, daß zusa¨tzlich zu
den 13 C-Atomen zwei N-Atome am pi-System partizipieren. Der anilinische Stickstoff
steuert zwei Elektronen zum pi-System bei und der im Pyridin-Teilring wie ein Kohlen-
stoffatom nur eines. Insgesamt hat man damit 16 pi-Elektronen an den 15 Zentren. Als
na¨chstes mu¨ssen noch die σ-core -PPP-Ladungen der C- und N-Atome bestimmt werden.
Diese wurden fu¨r das N-Atom der Aminogruppe und fu¨r alle Kohlenstoffe der Arbeit von
Grossjean und Tavan [39] entnommen. Da dort nur Kationen von aliphatischen Schiff-
basen mit dem PPP-Modell behandelt werden, mußte die PPP-Ladung des pyridinischen


























Abbildung 5.1: Oben: Chemische Struktur des Annin-3. Mitte: Modellverbindung fu¨r
MNDO-Rechnungen. Unten: pi-Bindungsgeru¨st in den PPP-Rechnungen
fekten Rechung getragen werden, welche im PPP-Modell nicht direkt darstellbar sind.
Darunter fallen Abschirmeffekte auf das positivierte pyridinische Stickstoffatom durch
die sich permanent in ra¨umlicher Na¨he befindliche Sulfonatgruppe und Effekte durch
das im Experiment verwendete Solvens Propanol. Wa¨hrend Grossjean und Tavan in ihrer
Arbeit die beno¨tigten PPP-Ladungen aus einer Reihe von MNDO-Rechungen eines Sy-
stems aus einem aliphatischen Iminium- und Chloridion ermitteln, soll in dieser Arbeit
durch den Vergleich von PPP/MRCI-Anregungsenergien aus Rechnungen mit verschie-
denen {δ(Npy)}mit dem experimentellen Absorptionsspektrum die korrekte PPP-Ladung
ermittelt werden.
Beschreibung der Anregungsenergien mittels PPP/MRCI
In den PPP/MRCI-Rechnungen wurden, ausgehend von den Ergebnissen von Grossjean
und Tavan, die PPP-Ladungen von δ(Npy) mit 1.52, 1.62 und 1.72 angesetzt.
Das Kriterium fu¨r die Bestimmung der MRCI-Referenzkonfigurationen war in allen
Fa¨llen η2=90.0 % (siehe Kapitel 2.6.1). Damit erha¨lt man fu¨r δ(Npy)=1.62 CI-Ra¨ume
mit Dimensionen von 2.8×104, 5.3×104, 6.2×104 und 7.5×104 fu¨r die vier energetisch
niedrigsten Singulettzusta¨nde von Annin-3.
Abbildung 5.2 zeigt die resultierenden vertikalen Anregungsenergien fu¨r verschiedene
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PPP-Ladungen δ(Npy) mit ihren relativen Intensita¨ten. Letztere wurden mit Hilfe der
¨Ubergangsdipolmomente dargestellt. Ebenso findet sich in der Graphik das Absorptions-
spektrum aus der Diplomarbeit von Besel [182]. Man erkennt, daß die mittlere Rech-
nung mit δ(Npy)=1.62 dem Experiment am besten entspricht. Vergleicht man diesen PPP-
Ladungswert mit den Rechnungen von Grossjean und Tavan, so entspricht dieser Wert
fu¨r δ(Npy) einem Abstand zwischen dem Iminium-Stickstoff und dem einer negativen
Ladung (Chloridion in [39]) von 2 bis 3 A˚. Das kann man als Maß fu¨r den mittleren
Abstand der Sulfonatgruppe von Npy in unserem Farbstoff nehmen. Im folgenden bezie-
hen wir uns nur noch auf die Ergebnisse mit δ(Npy)=1.62 und auf die drei energetisch
niedrigsten elektronischen Zusta¨nde, da die Anregung zum S4-Zustand außerhalb des ex-
perimentellen Spektrums liegt.
Bemerkenswert an der Betrachtung des errechneten Spektrums ist, daß unter der brei-
ten Absorptionsbande bei ν˜ ≈ 22000 cm−1 sowohl der S0 → S1- als auch der S0 → S2
zu finden sind; letzterer hat aber deutlich geringere Intensita¨t und ist spektroskopisch nur
durch die Asymmetrie der Bande zu erahnen.
Elektronische Zusta¨nde von Annin-3
Zur na¨hereren Charakerisierung der pi-Elektronensysteme des Grundzustands und der
beiden ersten angeregten Zusta¨nde sind die pi-Bindungsordnungen (BO) und Dipolmo-
mente in Abbildung 5.3 angegeben. Im PPP-Modell bedeuten BO-Werte kleiner als 0.5
Einfach- und solche im Bereich von 0.5 bis 1 einen hohen Doppelbindungscharakter. Bei
Betrachtung der BO-Werte fu¨r die ersten drei Zusta¨nde fa¨llt auf, daß in den aromati-
schen Ringen die Doppelbindungen deutlich lokalisiert sind. Sie a¨ndern sich auch nicht
wesentlich beim ¨Ubergang von einem Zustand in den anderen: So hat der anilinische
Teilring p-chinoiden Charakter. Den sta¨rksten Doppelbindungscharakter hat die C8−C9-
Bindung, welche von beiden N-Atomen am weitesten entfernt ist. Die C5 − C15-Bru¨cke
in p-Stellung zur Ammoniumgruppe stellt sich dagegen im wesentlichen als Einfachbin-
dung dar, was den p-chinoiden Charakter des anilinschen Rings da¨mpft. Mit dem Ziel,
den Bindungsordnungen durch Lewisstrukturen gerecht zu werden, kann man das Dop-
pelbindungsystem des gesamten Moleku¨lkations im S0-Zustand als eine Art Superpo-
sition zweier aliphatischer Iminiumsysteme darstellen, wie in Abbildung 5.4 angedeu-
tet ist. Die IS/MRCI-Wellenfunktion des S1-Zustand weist diesen im wesentlichen als
|HOMO〉 → |LUMO〉-Anregung aus. Die entsprechende Konfiguration hat hier einen
Anteil von 78%. Der S2-Zustand hat deutlich multikonfigurationalen Charakter, mit dem
gro¨ßten Beitrag vom |HOMO〉 → |LUMO+2〉- ¨Ubergang und kleiner Beitra¨ge der Kon-
figurationen |HOMO − 1〉 → |LUMO〉 sowie dem |HOMO〉 → |LUMO〉- ¨Ubergang.
Deutlichere Diskrepanzen zueinander zeigen die drei elektronischen Zusta¨nde bei den
pi-Partialladungen der Atome. Diese sind in Abbildung 5.5 angegeben. Der Grundzustand
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Abbildung 5.2: pi/pi∗-Anregungsenergien aus PPP/MRCI-Rechnungen mit verschiedenen
PPP-Ladungen δ(Npy), hier mit Q bezeichnet am pyridinischen N-Atom. Unten ist das
experimentelle Floureszenz- (links) und Absorptionsspektrum von Annine-5, einer Ver-
gleichsverbindung aus [182], angegeben.
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Abbildung 5.3: pi-Bindungsordnungen der elektronischen Zusta¨nde S0, S1, S2 und S3.
Zusa¨tzlich sind noch die Dipolmomente (kursive Setzung) angeben und als Vektoren ein-
gezeichnet.
Abbildung 5.4: pi-Bindungssystem von Annin-3 als Superposition zweier aliphatischer
Schiffbasekationen (nach den Bindungsordnungen aus Abbildung 5.3).
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Abbildung 5.5: PPP/MRCI-Partialladungen in den elektronischen Zusta¨nde S0, S1, S2 von
Annin-3. Die Teilringnettoladungen der anilinischen und pyridinischen Einheiten sind
auch angebenen.
zeichnet sich durch einen hohen Anteil positiver Nettoladungen an den Atomen im pyridi-
nischen Teilring aus, wobei das Npy-Atom die gro¨ßte Teilladung (+0.23 e) tra¨gt. Gemein-
sam mit den negativen Teilladungen im anilinischen Ring kann man dadurch ein starkes
Dipolmoment dieses Zustands erkla¨ren.
Im S1-Zustand kehrt sich diese Situation um: Hier erhalten die Atome im Anilin-
ring starke positive Ladungen, und das anilinische N-Atom im besonderen. Die pi-
Elektronenladungen im anilinischen und pyridinischen Rings sind, im Gegensatz zum
S0-Zustand, einander ra¨umlich na¨her: mit positiven Teilladungen von etwa 0.1 e an den
C5- bzw. C6-Atomen und negativen (von etwa -0.1 e) an den Atomen C14 und C15. Das
erkla¨rt ein kleineres Dipolmoment fu¨r den S1-Zustand.
In Analogie zu den unterschiedlichen Dipolmomenten beider Zusta¨nde fa¨llt auch der elek-
trochemische Effekt aus: In Grundzustand tragen die Sticksoffatome eine geringere La-
dung als im S1-Zustand. Bei letzterem erfahren der anilinische und der pyrdinische Teil-
ring als ganze Einheiten durch Anlegen eines Felds in N− N-Richtung entgegengesetzte
Polarisation. Das ist im Grundzustand nicht der Fall. Nach diesen ¨Uberlegungen wirkt
sich ein a¨ußeres elektrisches Feld unterschiedlich polarisierend auf den S0 und den S1-
Zustand aus fu¨hrt somit zur ¨Anderung der Anregungsenergie von S0 nach S1.
Fromherz hat die elektronische Anregung S0 → S1 in strukturverwandten Hemicyaninen
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untersucht [183]. Hinsichtlich der Elektrostatik beschreibt er die S0 → S1-Anregung als
eine Monopol-Dipol-Anregung, welche einen Wechsel der Monopolladung von N12 nach
N1 einhergeht, und die von einer ¨Anderung des Dipolmoments begleitet wird. Diese wird
wiederum durch eine Umpolung an den Atomen C5 und C15 induziert. Seine Atomladun-
gen stammen aus AM1-Rechnungen und stimmen mit den PPP-pi-Ladungen in Abbildung
5.5 weitgehend u¨berein.
Im S2-Zustand weichen die pi-Ladungen im Vergleich zu S0 oder S1 in den mittleren an-
nellierten Ring aus und haben dort nur eine geringe Sta¨rke. Die verbleibenden Ladungen
an N1- bzw. C11 sind schwa¨cher als in den anderen Zusta¨nden und fu¨hren somit zu einem
kleinen Dipolmoment dieses Zustands insgesamt.
Die polarisierende Wirkung eines angelegten E-Felds sollte dehalb hier keinen großen
elektrochromen Effekt bedingen.
Experimentelle Messungen, bei denen der elektrochrome Effekt anhand von Frequenz-
verschiebungen im Absorptionsspektrum nachvollzogen werden kann, sind noch nicht
publiziert. Es liegen lediglich zeitaufgelo¨ste Floureszenzspektren in verschidenen Medien
sowie Lebensdauermessungen des Flourenszenzsignals verschiedener Annine in a¨ußeren
elektrischen Feldern [182]. Die Rechungen hier haben also pra¨diktiven Charakter.
Angesichts der Mo¨glichkeiten von MNDO/MRCI oder MNDO/MRCI/EGO ist von theo-
retischer Seite aus denkbar, mit diesen genaueren Methoden die elektronischen Zusta¨nde
von Annin nocheinmal zu untersuchen. In MNDO97 gibt es zudem einen Modus, kon-
stante externe elektrostatische Felder einzuschalten.
5.2 Butadien
Trans-Butadien als prima¨res Anwendungsbeispiel heranzuziehen ist naheliegend: Es ist
das Moleku¨l mit dem kleinsten konjugierten Doppelbindungssystem und somit ein Pro-
totyp fu¨r die Untersuchung gro¨ßerer (bio-)organischer Farbstoffe. Wie in den folgenden
Abschnitten deutlich wird, ist die Beschreibung der niedrigsten elektronischen Zusta¨nde
(Grundzustand 1 1Ag, angeregte Zusta¨nde 1 1Bu und 2 1Ag) keine triviale Angelegenheit.
Somit ist dieses Untersuchungsobjekt schon eine erste Herausforderung fu¨r die Anwen-
dung der MNDO/MRCI-Methode. Wir beschra¨nken uns in dieser Arbeit auf das wichtige
s − trans-Konformer in C2h-Symmetrie. Der Inhalt der folgenden Kapitel bis zu den
Schwingungsspektren ist Inhalt einer Vero¨ffentlichung [185].
5.2.1 Experimentelle Erkenntnisse
Gema¨ß den Auswahlregeln fu¨r elektronische Anregungen ist der ¨Ubergang vom totalsym-
metrischen Grundzustand in den 1 1Bu-Zustand dipolerlaubt und wurde schon fru¨h beob-
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achtet [186]. Die breite Absorptionsbande la¨ßt auf Rydberganteile bei der Beschreibung
dieses Zustands schließen. Diese werden von McDiarmid auf etwa 20% gescha¨tzt [187].
Aktuelle Messungen von Leopold et al. [188] liefern einen Wert von 5.91 eV fu¨r die
vertikale (Franck-Condon)-Anregung (Ev).
Die Bestimmung des entsprechenden Werts fu¨r den
”
dunklen“ 2 1Ag-Zustand ist expe-
rimentell schwieriger. Resonanz-Raman-Experimente der Gruppe um Chadwick aus den
Jahren 1985 [189] und 1991 [190] ergeben 5.68 eV, und damit liegt der 2 1Ag-Zustand um
0.23 eV niedriger als der 1 1Bu-Zustand. ¨Altere Messungen der Gruppen um Vaida [191]
und McDiarmid [192] kommen mittels Multiphotonenionisation und Elektronenverlust-
spektroskpie auf Werte um 7.4 eV, womit sich die relative energetische Lage der bei-
den angeregten Zusta¨nde umdreht. Einige theoretische Arbeiten berufen sich gelegentlich
noch auf letztere Resultate (siehe spa¨ter).
Was die Anregungsenergien der 0-0- ¨Uberga¨nge (E00) betrifft, sind die experimen-
tellen Erkenntnisse unsicherer. Die gerade erwa¨hnte Vero¨ffentlichung von Chadwick et
al. [190] entha¨lt einen Wert von 5.73 eV fu¨r den ¨Ubergang zum 1 1Bu-Zustand. Die
Autoren scha¨tzen ferner aus ihren experimentellen Daten einen Wert von ≈ 5.4 eV fu¨r
den ¨Ubergang 1 1Ag → 2 1Ag, unter der Annahme gleicher Linienbreiten fu¨r die beiden
¨Uberga¨nge. Somit sind die energetischen Konsequenzen der Geometrie-Relaxation im
2 1Ag- drastischer als im 1 1Bu-Zustand.
In ihrem ¨Ubersichtsartikel von 1999 versucht McDiarmid [193] durch Extrapolation
aus den Anregungsenergien ho¨herer Homologe und durch Verwendung empirischer Kor-
rekturen auf die Werte von Ev(2 1Ag) und E00(2 1Ag) zu kommen (offensichtlich ist sie
mit den experimentellen Werten von Chadwick et al. nicht zufrieden). Aus einer Reeva-
luierung ihrer Rechnungen, die im Anhang C behandelt wird, resultieren allerdings kaum
¨Anderungen der oben zitierten Werte.
Aus dem experimentellen Erkenntnisstand ergibt sich fu¨r die Theorie unmittelbar die
Aufgabe, die gemessenen Daten zu verifizieren. Im folgenden Abschnitt wird zuna¨chst
eine Sichtung des bisherigen Wissenstands vorgenommen und dann unsere Ergebnisse
mit den MNDO97/CI-Methoden pra¨sentiert.
5.2.2 Semiempirische Rechnungen
Die ersten quantitativen Aussagen u¨ber die vertikalen Anregungsenergien wurden im
Rahmen der semiempirischen Pariser-Pople-Parr-Theorie [130] gemacht. Zwei wichtige
Resultate folgen schon aus den Rechnungen von Schulten und Karplus [194] (1972) auf
SDCI Niveau:
• Der 2 1Ag-Zustand hat multikonfigurationalen Charakter, d.h. neben der
|HOMO,HOMO〉 → |LUMO,LUMO〉 Doppeltanregung tragen auch die An-
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regungen |HOMO − 1〉 → |LUMO〉 und |HOMO〉 → |LUMO + 1〉 signifikant
bei; deshalb ist fu¨r eine Beschreibung nullter Ordnung SDCI-Niveau notwendig.
• Im Gegensatz dazu ist der 1 1Bu-Zustand im wesentlichen die |HOMO〉 →
|LUMO〉 Anregung, weshalb fu¨r die statische Korrelation eine SCI-Beschreibung
ausreicht.
• Die vertikale Anregung zum 2 1Ag-Zustand ist in allen Polyenen die energetisch
niedrigere.
Letzteres konnte fu¨r Diphenyl-Ocatetraen auch schon im gleichen Jahr experimentell
besta¨tigt werden [195]. Die Werte weiterer PPP/FCI-Rechnungen von Schulten et al.
[196] liegen fu¨r Butadien mit 5.81 eV (2 1Ag) und 6.01 eV (1 1Bu) dicht an den experimen-
tellen. Weitere Ergebnisse korrelierter PPP-Rechnungen [197,198] sind der Abbildung 5.6
zu entnehmen. Die gute ¨Ubereinstimmung mit dem Experiment lassen den Schluß zu, daß
bei der Wahl vernu¨nftiger PPP-Parameter sehr gute Werte fu¨r pi/pi∗-Anregungsenergien
zu erzielen sind. Indizien dafu¨r sind ebenso die mit der PPP/IS/MRCI-Methode berech-
neten ¨Ubergangsenergien la¨ngerer Polyene, bei denen die Vorhersagen von Tavan und
Schulten [134] experimentell besta¨tigt worden sind [135, 136, 137]. Zu erwa¨hnen sind
noch Arbeiten von Dinur et al. [199, 200] sowie von Hosteny et al. [81], in denen die
Autoren jeweils Modifikationen an der PPP-Theorie vorgenommen haben. Die resultie-
renden Anregungsenergien sind allerdings nicht besser als die der bereits abgehandelten
PPP/CI-Rechnungen. Das gilt auch fu¨r die Anwendung von PPP-Valenzbindungstheorie
von Ramasheda und Soos [201] auf dieses Problem.
5.2.3 Ab-initio und TDDFT-Rechnungen
Die Publikationen der ab-initio -Gemeinde u¨ber die energetische Lage der elektronischen
Zusta¨nde des Moleku¨ls sind zahleich; Abbildung 5.6 zeigt die erhaltenen Anregungsener-
gien. Hier ist das einzige Paper von Hsu et al. [31] mit zeitabha¨ngige Dichtefunktional-
rechnungen, mit einbezogen. Weitere sechs Rechnungen (CIS [31], CASSCF [203, 204],
MCSCF [205], MRCI [212] und SOPPA [208]) liegen sogar außerhalb der Grafik. Inzwi-
schen u¨berholte Arbeiten mit sehr kleinen Atombasissa¨tzen und kleinen CI-MO-Ra¨um-
en [213,81,214] sowie Arbeiten, die nur einen der beiden angeregten Zusta¨nde behandeln
(1 1Bu [215, 216], 2 1Ag [202]) sind ebenfalls weggelassen.
Man erkennt deutlich, daß die meisten Rechnungen die korrekte Zustandsreihenfol-
ge (d.h. Ev(2 1Ag) < Ev(1 1Bu)) verfehlen. Außerdem erzielen sie meistens fu¨r keinen
der beiden Zusta¨nde befriedigende, d.h. mit einem Fehler von wenigen kcal/mol (≈0.1
eV) behaftete Absolutwerte fu¨r die Anregungsenergien: Ev(2 1Ag) liegt im allgemeinen
u¨ber 6 eV. Das la¨ßt darauf schließen, daß in diesen Rechnungen Korrelationseffekte des
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Abbildung 5.6: Vertikale Anregungsenergien Ev zum 2 1Ag-Zustand (Ordinate, eV) und
Energielu¨cke Ev(2 1Ag)-Ev(1 1Bu) (Abszisse, eV). Quadrat: Experimenteller Wert (sie-
he Text). Kreuze: Ab-initio und TDDFT-Publikationen (Ref. [202, 203, 31, 204, 205, 206,
207, 208, 209] und Verweise in diesen Arbeiten). Dreiecke: Resultate mit der effektiven
ab-initio
”
Hv-Methode“ von Freed et al. [210, 211]. Raute: PPP/volles CI-Resultat [194].
Sterne: weitere semimempirische korrelierte PPP-Rechnung [134]
Grundzustands im Vergleich zum 2 1Ag-Zustands u¨berbetont werden. Gilt das auch fu¨r die
Beschreibung des 1 1Bu-Zustands relativ zum 2 1Ag, so kann dieser dadurch rechnerisch
zum energetisch niedrigeren der beiden werden.
Unangepasste Beschreibungen elektronischer Zusta¨nde entstehen erstens in den CASSCF
und CASPT2-Methoden, da hier keine CI-Konfigurationen zustandsspezifisch selektiert
werden ko¨nnen1. Allenfalls lassen sich bei diesen Methoden Selektionen nach den irredu-
ziblen Darstellungen der ra¨umlichen Symmetrie vornehmen. Konkret bedeutet das, daß
dieselben CI-Konfigurationen in die Beschreibung aller Ag-Zusta¨nde eingehen, was fu¨r
den Fall des 2 1Ag-Zustands nicht befriedigend ist. Zweitens dru¨ckt sich dort, wo MRCI-
Methoden verwendet wurden (siehe etwa [217,212,205,218]) die Unausgewogenheit der
Beschreibung in der relativen Anzahl der Referenzkonfigurationen aus. Sie sollte fu¨r den
1 1Ag- und 1 1Bu-Zustand vergleichbar sein, wohingegen fu¨r den 2 1Ag-Zustand deutlich
mehr Referenzen verwendet werden mu¨ßten. Diese Erwartungen u¨bertragen sich auch
1Ein selektives Verfahren, 1998 vom Finley et al. publiziert [43], hat zwar Einzug in das MOLCAS 4
Programm gefunden, aber Publikationen zu Butadien liegen nicht vor.
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auf die Gro¨ße der jeweiligen variationell behandelten CI-Ra¨ume. Tatsa¨chlich findet man
aber im allgemeinen in den Rechnungen gerade fu¨r 1 1Bu die gro¨ßten CI-Ra¨ume, vergli-
chen mit den CI-Ra¨umen, welche fu¨r die beiden anderen Zusta¨nde eingesetzt werden.
Ein wesentlicher Grund dafu¨r wird erstmals 1988 von Cave und Davidson [219] einge-
hend erla¨utert. So ist die massive Beru¨cksichtigung von σ-pi-Korrelation notwendig, um in
den Rechnungen den Rydbergcharakter dieses Zustands aufzuheben und einen Valenzzu-
stand resultieren zu lassen2. Ein volles MRCI mit allen Valenz-σ-Orbitalen war aber vom
Aufwand her nicht mo¨glich, so daß bei der Beschreibung des 1 1Bu-Zustands der volle
MRCI-Raum wiederum trunkiert werden mußte, in einer Art IS/MRCI (Raum
”
CI4“ in
deren Arbeit). Diese Trunkierungen mußten bei den Rechnungen bezu¨glich des 2 1Ag-
Zustands aus demselben Grund noch viel drastischer ausfallen. Somit sahen sich die Au-
toren zu einer unausgeglichenen MRCI-Behandlung der drei Zusta¨nde gezwungen. Man
darf annehmen, daß sich das auf die Anregungsenergien auswirkt.
Die sich hieraus ergebende Frage nach dem Einfluß von σ-pi-Korrelation auf die bei-
den anderen Zusta¨nde soll durch MNDO/MRCI Rechnungen diskutiert werden, da hier
die angesprochenen Gro¨ßenprobleme nicht auftreten (siehe Kapitel 5.2.5).
Auch in den Jahren nach 1987 gibt es kaum Fortschritte bei der Berechnung der Anre-
gungsenergien. Eine bemerkenswerte Ausnahme bildet die CIPSI-2 [127]-Rechnung von
Serrano-Andres et al. [205] mit der Koordinate (5.95 eV/-0.28 eV) in Abbildung 5.6 und
eine weniger befriedigende CIPSI-3-Rechnung mit (6.22 eV/-0.25 eV, selbe Vero¨ffent-
lichung). Speziell bei diesen beiden CIPSI-Rechnungen wurden als virtuelle MOs po-
larisierte Atomorbitale [73] verwendet, welche aus einer Reduktion des virtuellen MO-
Raums einer ab-initio -SCF-Rechnung auf eine minimale MO-Basis hervorgehen. Die-
se Vorgehensweise kommt dem Konzept der Minimalbasen semiempirischer Methoden
schon sehr nahe. Daru¨ber hinaus beinhalten die CIPSI-Verfahren eine zum IS/MRCI-
Verfahren analoge Generierung zustandsspezifischer Referenz- und CI-Ra¨ume (siehe
Kapitel 2.5.4), so daß hier eine ausgewogene Beschreibung der drei elektronischen
Zusta¨nde mo¨glich ist. Insgesamt motiviert das die Verwendung von OM2/IS/MRCI fu¨r
das Butadien-Problem.
Die durch Dreiecke dargestellen ab-initio -Resultate sind durch Verwendung des “ef-
fektiven Valenzschalen Hamiltonians” Hv [220] entstanden [210] (vgl. auch die Arbeiten
von Lee et al. [221,222]). Ein wichtiges Charakteristikum dieser Methode ist die Verwen-
dung von Sto¨rungstheorie 3. Ordnung bei der Berechnung elektronischer Wellenfunktio-
nen unter Verwendung zustandspezifischer MOs. Letztere stammen aus
”
normalen“ ab-
initio -MOs. Durch die Verwendung gro¨ßerer Basissa¨tze gelang es Chaudhuri et al. [210],
daß fru¨here Ergebnis von Graham et al. [211] noch zu verbessern. Es la¨ßt sich vermuten,




daß eine Erweiterung des Verfahrens um sto¨rungstheoretische Verfahren 4. Ordnung diese
Ergebnisse noch na¨her an die experimentellen fu¨hren wird.
Insgesamt macht die Betrachtung der ab-initio -Ergebnisse klar, daß das Problem der
Beschreibung elektronischer Anregungsenergien des Butadien nach 30 Jahren immer
noch nicht befriedigend gelo¨st ist. Unbeschadet dessen gibt es allerdings schon Arbei-
ten, die sich mit noch anspruchsvolleren Fragestellungen auseinandersetzen, wie etwa
nach einer Erkla¨rung fu¨r die fehlende Floureszenz nach elektronischer Anregung in den
1 1Bu-Zustand [223]. Zur Kla¨rung dieses Problems und u¨berhaupt nach dem Verlauf der
Dynamik in angeregten Zusta¨nden von Butadien und damit auch zur Lokalisierung ko-
nischer Durchschneidungen zwischen dem 1 1Bu und 2 1Ag-Zustand braucht man eine
gute Potentialfla¨chen der angeregten Zusta¨nde. Ob man diese mit der Verwendung von
MCSCF [224, 223] oder CASSCF/CASPT2 [225, 226, 207] bereits genu¨gend genau be-
rechnen kann, ist kritisch zu beurteilen. Die in diesen Vero¨ffentlichungen erzielten verti-
kalen Anregungsenergien sind ebenso in Abbildung 5.6 aufgenommen und kommen den
experimentellen Werten auch nicht na¨her als die anderen ab-initio -Resultate.
In Hinblick auf die MNDO/MRCI-Rechnungen erwarten wir folglich: (i) Eine indi-
viduelle Auswahl der MRCI-Referenzra¨ume ist unabdingbar. (ii) Die MRCI-Ra¨ume fu¨r
den 2 1Ag-Zustand werden, relativ zu denen der beiden anderen, viel gro¨ßer ausfallen, und
(iii) Effekte der σ-σ- und σ-pi-Korrelation werden sich deutlich auf die Anregungsenergi-
en auswirken.
5.2.4 MNDO97/MRCI-Rechnungen
Im MNDO97-Programm von Thiel et al. [57] sind folgende Valenzelektronenhamilto-
nians implementiert: MNDO [55], AM1 [56], PM3 [158] sowie OM1 [176] und OM2
[159]3. Nach den Voru¨berlegungen aus Kapitel 4.1 sollten bei der Beschreibung angereg-
ter Zusta¨nde die Modelle OM1 und OM2 die besten Ergebnisse liefern. Diese Erwartung
soll hier anhand der vertikalen Anregungsenergien zum 2 1Ag- bzw. 1 1Bu-Zustand verifi-
ziert werden. Um ferner den Einfluß des CI-MO-Orbitalraums und damit der σ-σ- und σ-
pi-Korrelation auf die Energien der Zusta¨nde abzuscha¨tzen, wurden ein großer (11/11) und
ein kleiner (2/2) Raum CI-aktiver MOs gewa¨hlt. Der (11/11)-Raum entha¨lt alle Valenz-
SCF-MOs des Butadiens. Dahingegen ist der (2/2)-Raum beschra¨nkt auf die insgesamt
vier pi- bzw. pi∗-MOs, erfaßt somit nur die pi-pi∗-Korrelation. Bei diesen Rechnungen ist
zu beachten, daß bei einigen der SCF-Resultate, na¨mlich bei jenen mit den Hamiltonians
vom MNDO-, AM1- und OM2-Typus, in der C2h-Gleichgewichtsgeometrie energetisch
zwischen den beiden pi-Orbitalen noch ein delokalisiertes σ-Orbital liegt, daß bei der







Abbildung 5.7 zeigt die Ergebnisse von FCI-Rechnungen im (2/2)-Orbitalraum. Man
Abbildung 5.7: Vertikale Anregungsenergien Ev zum 2 1Ag- und 1 1Bu-Zustand. Rechts:
experimentelle Ergebnisse. Sonst: FCI-Rechnungen im pi/pi∗-Orbitalraum mit verschiede-
nen MNDO97 Hamiltonians.
erkennt, daß MNDO, AM1 und PM3 in zweierlei Hinsicht ungeeignet sind: Zum einen
liegen alle Anregungsenergien deutlich (0.5 eV bis 2.0 eV) zu niedrig, und zum ande-
ren ist die Energielu¨cke zwischen den angeregten Zusta¨nden von experimentell 0.23 eV
drastisch u¨berscha¨tzt. Sie liegt hier mindestens bei 1 eV. OM1 und OM2 sind in jedem
Fall dichter an den experimentellen Werten. Die Energielu¨cke zwischen beiden Zusta¨nden
liegt bei OM1 bzw. OM2 bei ca. 0.3 eV.
Bei Ausweitung des CI-MO-Raums auf alle Valenzelektronen (11/11) ergibt sich ein
qualitativ a¨hnliches Bild 5.8. MNDO, AM1 und PM3 disqualifizieren sich aus gleichen
Abbildung 5.8: Vertikale Anregungsenergien Ev zum 2 1Ag-und 1 1Bu-Zustand. Rechts:




Gru¨nden wie bei den Rechnungen im (2/2)-CI-MO-Raum. Man erkennt, daß die absolu-
ten Werte im Fall des OM2-Hamiltonians noch etwas besser ausfallen als die bei OM1,
was letztlich den Ausschlag fu¨r die Verwendung von OM2 in den nachfolgenden Rech-
nungen gibt. Es ist aber festzuhalten, daß eine Verwendung vom OM1 zur Beschreibung
angeregter Zusta¨nden auch gerechtfertigt ist und sich ein Vergleich mit OM2-Rechnungen
bei kritischen Fa¨llen anbietet.
Weitere Rechenresultate mit den verschiedenen MNDO97-Hamiltonians finden sich
bei der Diskussion von Schwingungsspektren (siehe Kapitel 46).
5.2.5 Ergebnisse mit OM2
Bindungsalternanz im Grundzustand
Eine wichtige Eigenschaft der Geometrien von Polyenen ist die Alternierung der C-C Bin-
dungsla¨ngen. Um den Einfluß von Korrelationseffekten hierauf zu ergru¨nden, verwenden
wir den Ordnungsparameter ∆lM [134, 39]:
∆lM = (−1)M(lM − l), M = 1, 2, 3. (5.1)
Dabei kennzeichnetM die C-C-Bindung im Moleku¨l, und lM die Bindungsla¨nge vomM -
ten zumM+1-ten C-Atom. Der Parameter l ist die mittlere experimentelle Bindungsla¨nge
(1.405 A˚ in unserem Fall [227], als Mittelwert aus Einfach-und Doppelbindung in Butadi-
en ). Starke Bindungsalternanz durch kurze Doppel- und lange Einfachbindung bedeutet
einen hohen ∆lM -Wert.
Abbildung 5.9 vergleicht die Resultate von Geometrieoptimierungen auf SCF, (2/2)-
und (11/11)-MRCI-Niveau mit den experimentellen Ergebnissen [227]. Der experimen-
telle Wert stellt sich in dieser Graphik als Konstante dar (∆lM=6.2pm), was dadurch be-
dingt ist, daß hier beide Doppelbindungen terminal sind. SCF zeigt die Effekte, die durch
inha¨rente ¨Uberbindung , d.h. Unterscha¨tzung der Bindungsla¨ngen, verursacht sind: Bei
den Doppelbindungen ist ∆lM groß und bei der Einfachbindung zu klein. Die Beru¨ck-
sichtigung der pi-Elektronenkorrelation im kleinen CI-MO-Raum wirkt dem Ergebnis der
SCF-Methode entgegen, reduziert aber das Ausmaß der Alternierung gleichzeitig. Am
sta¨rksten bewegt die (11/11)-MRCI-Rechnung die Bindungsalternierung in Richtung des
experimentellen Ergebnisses. Allerdings ergibt sich die Doppelbindung etwas la¨nger und
die Einfachbindung etwas ku¨rzer als im Experiment (oder SCF). Dieser Effekt wurde
schon 1990 von Grossjean und Tavan erkla¨rt [228].
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Abbildung 5.9: Bindungsalternierungsparameter ∆lM (zur Definition siehe Glei-
chung (5.1)) in Abha¨ngigkeit der jeweiligen CM − CM+1-Bindung. Durchgezogene Li-
nie: Experiment. Gestrichelt: SCF. Gepunktet: (2/2)-FCI. Gestrichelt-gepunktet: (11/11)-
MRCI
Vertikale Anregungsenergien
In Abbildung 5.10 sind zuna¨chst die spektroskopischen Daten zusammen mit den vertika-
len Anregungsenergien Ev des 1 1Bu- und 2 1Ag-Zustands aus unterschiedlichen OM2/CI-
Rechnungen unter Restriktion auf den (2/2)-CI-MO-Raum dargestellt. Wegen der Be-
schra¨nkung auf die pi und pi∗-MOs bietet sich hier ein Vergleich mit PPP-CI-Rechnungen
[131] an. So ist der Verlauf der Verschiebungen der 2 1Ag- und 1 1Bu-Anregungsenergien
in der Sequenz SCI → SDCI → FCI relativ zueinander a¨hnlich (vgl. Abbildung 2a
in [131]), was auf eine entsprechende Natur der Korrelationseffekte zuru¨ckzufu¨hren ist.
Der 2 1Ag-Zustand wird durch SCI immer unzureichend beschrieben. Was die SDCI-
Anregungsenergien anbelangt, so ist bei OM2/SDCI die energetische Reihenfolge bei-
der angeregter Zusta¨nde richtig wiedergegeben, aber die absoluten Werte liegen zu hoch.
Die PPP/SDCI Ergebnisse von 1979 (mit einer Raute in Abbildung 5.6 symbolisiert) lie-
gen allerdings noch dichter am Experiment. Die OM2/SDCI-Ergebnisse tendieren zur
¨Uberscha¨tzung beider Anregungsenergien. Die Wahl von FCI bringt sowohl bei PPP und
OM2 kaum eine Vera¨nderung der Ergebnisse mit sich.
Wirft man nun den Blick auf die OM2/CI Ergebnisse im vollen (11/11) CI-MO-
Raum (Abbildung 5.11), so erweist sich das MRCI-Resultat klar als das quantitativ be-
ste, mit Werten von 5.70 eV (2 1Ag) und 5.85 eV (1 1Bu): sowohl die HOMO-LUMO-
Energielu¨cke wird mit 0.15 eV sehr gut reproduziert (Experiment: 0.23 eV) als auch
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Abbildung 5.10: Vertikale Anregungsenergien aus OM2-Rechnungen im (2/2)-CI-MO-
Raum
die absolute Lage der Anregungen. Sie ist nur um ca. 0.05 eV niedriger als das Ex-
periment. Auch in diesen Rechnungen ist das SCI-Niveau untauglich zur Beschreibung
des 2 1Ag-Zustandes. SDCI erreicht schon die richtige energetische Reihenfolge beider
Zusta¨nde. MRCI schließlich ist, im Gegensatz zu den Resultaten im (2/2)-CI-MO-Raum,
demgegenu¨ber nocheinmal ein Fortschritt. Der relative Verlauf der Anregungsenergien
a¨hnelt den PPP/CI-Ergebnissen ho¨herer Polyene bei Tavan und Schulten (Zum Beispiel
all-trans-Octatetraen, Abbildung 2d in [131]).
σ-σ- und σ-pi-Korrelation und Polarisation
Ein wesentlicher Fortschritt bei der Anwendung semiempirischer Hamiltionians auf Buta-
dien ist die Ergru¨ndung des Einflusses von σ-σ- und σ-pi-Korrelation auf die Beschreibung
der elektronischen Zusta¨nde, war doch wiederholt von Seiten der ab-initio -Forscher auf
dieses Manko von PPP/CI-Rechnungen besonders in Hinblick auf den 1 1Bu-Zustand hin-
gewiesen worden [229, 230] (siehe auch die Diskussion der ab-initio -Rechnungen). Mit
der o¨konomischen OM2/MRCI-Methode ist es nunmehr mo¨glich, diese Korrelationsef-
fekte fu¨r alle drei Zusta¨nde ausgewogen zu beschreiben.
Die Resultate der OM2/MRCI-Rechnungen sind in Abbildung 5.12 zu finden, in der
die Energieabsenkung jedes Zustands beim Wechsel vom (2/2)- auf den (11/11)-CI-MO-
Raum dargestellt ist, unter Anwendung jeweils analoger CI-Verfahren. Aus diesen Resul-
taten lassen sich vier Schlu¨sse ziehen:
1. Die σ-σ- und σ-pi-Korrelation des Grundzustands wird durch die doppeltangeregten
SACs hinreichend beschrieben. Ho¨here Anregungen (MRCI) a¨ndern das Ergebnis
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Abbildung 5.11: Vertikale Anregungsenergien aus OM2-Rechnungen im (11/11)-CI-MO-
Raum
kaum.
2. Die Beschreibungen nullter Ordnung beider angeregter Zusta¨nde (SCI fu¨r 1 1Bu,
SDCI fu¨r 2 1Ag) werden durch Einbeziehung von σ- bzw. σ∗-Orbitalen nur wenig
(≈ −0.3 eV) abgea¨ndert.
3. Deutliche σ-pi-Korrelationsenergien von ungefa¨hr -0.9 eV ergeben sich beim ¨Uber-
gang von den Beschreibungen nullter Ordnung zu MRCI. Dieses Ergebnis steht im
Widerspruch zu dem von Cave und Davidson [219]. Danach sollte der Effekt fu¨r den
ionischen 1 1Bu Zustand ausgepra¨gter sein als fu¨r den kovalenten 2 1Ag-Zustand, da
im ersteren die σ-Elektronen sta¨rker polarisiert werden. Den rechnerischen Beleg
dafu¨r bleiben die Autoren aber schuldig (siehe Kapitel 5.2.3). In den OM2/MRCI-
Rechnungen ist der 1 1Bu-Zustand jedenfalls nur geringfu¨gig sta¨rker (um ca. 0.1
eV) von der σ-pi-Korrelation betroffen.
4. Die a¨hnlichen Sta¨rken von σ-pi- und σ-σ-Korrelation beim ¨Ubergang von der jewei-
ligen Beschreibung nullter Ordnung zu MRCI rechtfertigen im Nachhinein auch die
Verwendung von reinen pi-Elektronenmodellen: Offensichtlich hebt sich deren Ein-
fluß auf die pi-Elektronenu¨berga¨nge heraus.
Geometrierelaxation in den angeregten Zusta¨nden
Um die Leistungsfa¨higkeit der OM2/MRCI-Methode zur Berechnung von Potentialhyper-
fla¨chen abzuscha¨tzen (vgl. auch Anmerkung zu den ab-initio -Arbeiten in Kapitel 5.2.3),
wurden fu¨r beide angeregte Zusta¨nde Geometrieoptimierungen unter Beschra¨nkung auf
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Abbildung 5.12: Energieabsenkung durch Wechsel vom (2/2)- zum (11/11)-CI-Raum bei
analogem CI-Niveau. Das (2/2)-FCI (Abbildung 5.10) entspricht in unserem Fall einem
(2/2)-MRCI
C2h-Symmetrie auf (11/11)-MRCI-Niveau vorgenommen. Nach den verschiedenen Vor-
arbeiten auf diesem Gebiet [217, 197, 200, 224, 218, 203, 231, 202] erwartet man die rele-
vantesten ¨Anderungen bei den C-C-Bindungsla¨ngen:
• fu¨r den 1 1Bu-Zustand: eine Nivellierung aller C-C-Bindungen
• fu¨r den 2 1Ag-Zustand: eine Invertierung der Bindungsla¨ngen gegenu¨ber dem
Grundzustand,
was sich mit dem Ordnungsparameter ∆lM (Gleichung (5.1)) erfassen la¨ßt. Die Ergeb-
nisse sind in Abbildung 5.13 dargestellt. Man sieht, daß OM2/MRCI in der Lage ist,
die Erwartungen bezu¨glich ∆lM zu erfu¨llen: eine fast verschwindende Bindungsalternanz
im 1 1Bu-Zustand sowie eine zum Grundzustand umgekehrte fu¨r den 2 1Ag-Zustand; hier
bedeutet der große negative Wert fu¨r ∆l1 bzw. ∆l3, daß die Doppelbindungen zu Einfach-
bindungen geworden sind, unter Sta¨rkung der mittleren C-C-Bindung (∆l2 ist klein und
negativ).
Die OM2/MRCI-Methode ist auch in der Lage, gute Potentialhyperfla¨chen zu gene-
rieren. Abbildung 5.14 zeigt die drei durch Einzelpunktrechnungen erhaltenen Kurven
als Funktion eines Geometrieparameters g, der unter C2h-Symmetrie zwischen den Mini-
mumsgeometrien der drei Zusta¨nde interpoliert. Letztere Rechnungen erlauben auch die
Bestimmung der Franck-Condon-Energien. Der Wert von 0.22 eV fu¨r den 1 1Bu-Zustand
liegt dicht am Experiment. Was den 2 1Ag-Zustand anbelangt, so ist die Diskrepanz ausge-
pra¨gter: Die Rechnung ergibt 0.87 eV, wa¨hrend die Abscha¨tzungen aus dem Experiment
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Abbildung 5.13: Bindungsalternierungsparameter ∆lM aus OM2/(11/11)-MRCI-
Rechnungen (Definition siehe Gleichung (5.1)) in Abha¨ngigkeit von der jeweiligen
CM − CM+1-Bindung. Durchgezogene Linie: Grundzustand Gestrichelt: 1 1Bu-Zustand.
Gepunktet: 2 1Ag.
fu¨r diesen einen Bereich von 0.28–0.61 eV angeben. Neuere ab-initio -Ergebnisse [203]
sind vergleichbar mit unseren (0.28 eV fu¨r 1 1Bu und 0.82 eV fu¨r 2 1Ag)4.
Schwingungsspektren
Der Vergleich zwischen berechnetem molekularen Kraftfeld und Schwingungsfrequenzen
aus IR-oder Raman-Spektren ist ein wichtiges Kriterium fu¨r die Gu¨te der quantenmecha-
nischen Rechenmethode. Diese beruhen im allgemeinen auf der harmonischen Na¨herung
fu¨r das Kraftfeld:
E(R) ≈ E(R0) + 12(R−R0) ·K · (R−R0) (5.2)
In dieser Gleichung ist E die Gesamtenergie des elektronischen Systems und K die
Hessematrix. Sie entha¨lt die zweiten Ableitungen der Energie nach den Kernkoordinaten
{Ri}. Der theoretische Weg von diesem Ansatz bis hin zur Berechnung von Normalm-
oden soll hier nicht beschrieben werden, siehe dazu etwa Tavan [232].
Was die semiempirischen MRCI-Rechnungen anbelangt, seien vor der Darstellung der
numerischen Ergebnisse noch folgende Bemerkungen angebracht:
4In einem aktuellen Paper von Lappe und Cave [202] geben die Autoren allerdings 1.48 eV fu¨r den 0-0
¨Ubergang von 2 1Ag nach 1 1Ag an.
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Abbildung 5.14: Potentialkurven fu¨r die drei niedrigsten elektronischen Zusta¨nde des
Butadiens. Dabei wurde zwischen den jeweiligen Minimumsenergien g interpoliert.
• In Ermangelung analytischer Gradienten fu¨r OM2 sind zur Aufstellung der Hesse-
Matrix Einzelpunkt-Rechnungen erforderlich. Selbst bei Ausnutzung von ra¨umli-
cher Symmetrie bedeutet dies einen Rechenaufwand, der quadratisch mit der Zahl
der Freiheitsgrade (3N ) skaliert. Das ist selbst bei Verwendung von moderat großen
IS/MRCI-Ra¨umen ein sehr hoher Aufwand, den man allenfalls bei sehr kleinen Sy-
stemen wird treiben ko¨nnen.
• Soll IS/MRCI bei der Berechnung des molekularen Kraftfelds verwendet wer-
den, so darf zum einen die Auswahl der IS/MRCI-Basis nicht allein in der ag-
Minimumsgeometrie vorgenommen werden, da der IS/MRCI-Raum sonst nicht den
durchlaufenen Zwischengeometrien angepaßt ist (siehe Kapitel 4.2.2). Ferner darf
man nicht zu stark selektieren; empirisch zeigt es sich, daß vζ ≥ 1.0 · 10−5 (Seite
37) gewa¨hlt werden muß, damit die Energie noch ausrechend genau berechnet wer-
den kann und die Resultate um weniger als 3 cm−1 vom korrespondierenden vollen
MRCI-Ergebnis abweichen.
Insbesondere soll in diesem Kapitel untersucht werde, inwiefern die Kombination aus
semiempirischen Methoden und CI das Butadien-Kraftfeld gebenu¨ber entsprechenden
SCF-Rechnungen verbessern kann. Wegen fehlender Behandlung der Korrelationseffek-
te neigen ab-initio -SCF-Ergebnisse zu ¨Uberbindung und damit zur ¨Uberscha¨tzung der
Kraftkonstanten und -frequenzen. Obwohl semiempirische Methoden durch ihre Parame-
trisierung Korrelationseffekte schon auf SCF-Niveau beru¨cksichtigen, bedeutet das nicht,
daß gute Kraftkonstanten resultieren, denn diese Methoden sind nicht speziell auf Kraft-
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feldrechnungen abgestimmt. Außerdem beeinflußt auch die NDDO-Na¨herung selbst die
Ergebnisse. Deshalb kann man von vorneherein fu¨r semiempirische Methoden keine Er-
gebnisse von der Gu¨te stark korrelierter ab-initio -Methoden antizipieren.
Zur Beurteilung des errechneten Butadien-Kraftfelds wa¨hlen wir von den 24 Nor-
malmoden die fu¨nf wichtigsten aus, d.h. diejenigen unter wesentlicher Beteiligung des
Kohlenstoffgeru¨sts: die symmetrische und antisymmetrische C = C-Streckschwingung,
die beiden entsprechenden C−H- Rocking -Moden und die C−C-Streckschwingung (sie-
he Abbildung 5.15). Der relative Anteil an C − C-Streckdeformationsauslenkung in den
Abbildung 5.15: Wichtige Normalschwingungen des Butadiens unter signifikanter Betei-
ligung des Kohlenstoffgeru¨sts
skizzierten Moden ist dabei ν1 ≈ ν2 > ν3 > ν5 > ν4. Das ero¨ffnet die Mo¨glichkeit, zu
beurteilen, ob der Einfluß von CI auf diese Schwingungsanteile signifikant ist.
Eine ¨Ubersicht u¨ber experimentelle und theoretische Werte des Butadien-Kraftfelds
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geben Orlandi et al. [233]. Darin sind allerdings die ab-initio -Arbeiten von Aoyagi [224],
von Guo und Karplus [234] sowie von Lee et al. [235] nicht enthalten. In gewisser Ana-
logie zu den Verha¨ltnissen bei den Anregungsenergien zeigt sich, daß auch hier eine mo-
difizierte PPP/CI-Methodik (QCFF/PI [236]) unmittelbar gute Ergebnisse liefert, was bei
den ab-initio -Methoden wegen teilweiser Vernachla¨ssigung der Korrelationseffekte kaum
erreicht werden kann.
Die in den MNDO97/MRCI verwendeten Parameter lehnen sich eng an diejenigen aus
den vorherigen Kapiteln an (siehe auch Anhang A). Es wurde immer im vollen (11/11)-
CI-Orbitalraum gerechnet, und die MRCI-Basis mit der Schwelle η2 = 95% selektiert.
Die Ergebnisse dieser Rechnungen und wichtiger ab-initio Publikationen sind in Abbil-
dung 5.16 wiedergegeben. An erster Stelle findet sich das Ergebnis einer DFT-Rechnung
von Schettino et al. [237] mit dem B3LYP-Funktional. DFT-Rechnungen unter Verwen-
dung dieses Funktionals ko¨nnen, wie etwa von Nonella und Tavan [238] fu¨r den Fall von
p-Benzochinon gezeigt, auch unskaliert gute Schwingungsfrequenzen liefern, und sind
somit der Maßstab fu¨r die first-principles -(d.h. ab-initio und TDDFT)-Rechnungen.
In der Tat liefert die DFT-Rechnung innerhalb der ab-initio -Gruppe auch das beste Er-
gebnis mit einem mittleren relativen Fehler von 4.0 Prozent. An dieses Ergebnis reicht die
wesentlich aufwendigere MP4-Rechnung nicht heran.
In Butadien werden die niedrigeren Frequenzen der C−H-Deformations (Rocking )-
Moden und die der C−C-Streckschwingung in allen Theorieergebnissen weniger stark
u¨berscha¨tzt als die der beiden C = C-Valenzschwingungen. Das liegt daran, daß bei er-
steren Schwingungstypen im wesentlichen σ-Bindungen ausgelenkt werden, wa¨hrend bei
der Auslenkung der Doppelbindung auch noch die Beschreibung der pi-Wechselwirkung
eingeht. Wenn beide Bindungsanteile u¨berscha¨tzt werden, resultiert eine entsprechende
starke Blauverschiebung. Das relative Ausmaß dieser Verschiebung folgt auch dem je-
weilgen C−C-Bindungsanteil in den Schwingungen (ν1 ≈ ν2 > ν3 > ν5 > ν4).
Bei Betrachtung der semimempirischen Ergebnisse schneiden die klassischen
MNDO97-Methoden (MNDO,AM1,PM3) auch schon auf SCF-Niveau besser ab als die
neuen Modelle OM1 und OM2. Bei allen Methoden weicht die berechnete ν4-Mode am
wenigsten stark vom Experiment ab. Das gilt auch schon auf SCF-Niveau. Da sie die-
jenige mit geringstem C−C-Anteil ist, liegt es nahe, anzunehmen, daß die Sta¨rke von
C−C-Bindungen gegenu¨ber C−H-Bindungen signifikant u¨berscha¨tzt wird.
Die starke Blauverschiebung aller anderen Moden fu¨hrt bei sa¨mtlichen SCF-
Rechnungen bis auf MNDO dazu, daß sich die experimentell kleinere Frequenz der ν3-
Mode nun u¨ber die von ν4 schiebt. Im Falle vom AM1 und PM3 wird die reale Reihen-
folge beim ¨Ubergang von SDCI zu MRCI wiederhergestellt. Das ist insofern bemerkens-
wert, als sich diese Methoden von MNDO und voneinander im wesentlichen nur durch
eine andere Behandlung der Kern-Kernrepulsion unterscheiden und durch eine jeweils
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Abbildung 5.16: Experimentelle und ab-initio -Schwingungsfrequenzen (unskaliert).
Zur Bezeichnung der Schwingungsmoden ν1 bis ν5 siehe Abbildung 5.15. Zwei
Schwingungsmoden liegen außerhalb der Zeichnung: PM3/SDCI/ν5=1144 cm−1 und
PM3/SDCI/ν5=1157 cm−1. Unterhalb der jeweilgen Methode (SCF,SDCI,MRCI) ist der
maximale und in der untersten Zeile der mittlere Fehler innerhalb der fu¨nf Frequenzen




Hinsichtlich der Schwingungsfrequenzen sind die OM-Ergebnisse nicht u¨berzeugend:
Die Blauverschiebung der SCF-Resultate relativ zum Experiment ist erheblich, und kann
selbst durch MRCI nicht kompensiert werden. Wenigstens verha¨lt sich die CI-Korrektur
fu¨r jede Mode monoton, falls man vom ¨Ubergang OM2/SDCI/ν4,5 zu OM2/MRCI/ν4,5
absieht, wo die Moden fast entartet sind, so daß die systematische Anwendung von Fre-
quenzskalierungen, wie sie im ab-initio -Sektor u¨blich ist, denkbar ist.
Die Ursache fu¨r die Defizienzen der OM-Modelle in diesem Kontext ist die Parame-
trisierung beider Methoden, welche nicht auf die Berechnung molekularer Kraftfel-
der ausgerichtet ist. Die Einfu¨hrung von Orthogonalisierungskorrekturen im OM/SCF-
Formalismus sollte jedenfalls die Beschreibung von chemischen Bindungen verbessern,
und damit letztlich die Normalschwingungsmoden. Das gilt noch sta¨rker fu¨r OM2 als fu¨r
OM1, bei dem auch Dreizentrenterme in den Korrekturen enthalten sind. Somit sind wei-
tere Untersuchungen hier in jedem Fall no¨tig, etwa um zu manifestieren, wie die Schwin-
gungsfrequenzen anderer Molku¨lklassen in OM-Rechnungen resultieren.
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Wie in der Einleitung erwa¨hnt, liegt mit CPMD/EGO bereits ein in der Arbeitsgruppe
entwickeltes QM/MM-Verfahren vor. Es zeichnet sich auf der MD-Seite durch eine ef-
fiziente Behandlung der elektrostatischen Wechselwirkung aus, wie im folgenden noch
deutlich gemacht wird. Die Behandlung der QM/MM-Wechselwirkungen wurde auf ihre
Eignung getestet und das Konzept, unter kleinen Modifikationen, auch schon von anderen
Gruppen u¨bernommen [239]. Die Entwicklung eines MNDO/IS/MRCI/EGO-Verfahrens
wird sich natu¨rlich so eng wie mo¨glich an diesen Fortschritt anlehnen.
6.1 Klassische Molekulardynamik mit EGO
In einer Molekulardynamiksimulation werden die M Atome (mit jeweiligem Index i, Ort




Ri = Fi(R1,R2, ...,RM) = −∇iEMM(R1,R2, ...,RM) i = 1, ...M .
(6.1)
¨Ublicherweise wird diese Gleichung durch Zeitdiskretisierung mit Zeitschritten in
Gro¨ßenordnung von Femtosekunden unter Verwendung des Verlet-Algorithmus (siehe
zum Beispiel [240]) integriert.
Die konservativen Kra¨fte {Fi} werden durch Differentiation der moleku¨lmechani-
schen Potentialenergiefunktion EMM , dem Kraftfeld , gewonnen. Die detaillierte Auftei-
lung von EMM in einzelne Teilbeitra¨ge und deren Darstellung zeichnet eine jeweilige
MD-Methode aus.
Dieses zerfa¨llt in zwei grundsa¨tzliche Anteile lokaler (Eb) und langreichweiter (Enb)
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Wechselwirkungen: EMM = Eb + Enb .
Die lokalen Wechselwirkungen sind die bindenden Wechselwirkungen. Zu deren Be-
schreibung wa¨hlt man interne Koordinaten (Md Bindungsla¨ngen d, Mϕ Bindungswinkel





αi(di − d0i )2 +
Mϕ∑
i=1




In dieser Gleichung bezeichnen die αi und βi Kraftkonstanten und d0i bzw. φ0i Gleich-
gewichtsabsta¨nde bzw. -winkel. Die analytische Form fu¨r die Dihedralpotentiale Eθi (θi)
ist etwas komplizierter und soll hier nicht na¨her diskutiert werden. Wegen der Lokalita¨t
dieser Potentiale (in jedem Term sind maximal vier Atome involviert) fa¨llt die Berech-
nung dieser Wechselwirkungsterme bezu¨glich der Rechenzeit nicht stark ins Gewicht; sie
skaliert linear mit der Anzahl der Atome im System.
Die nicht-bindenden Wechselwirkungen Enb umfassen die langreichweitigen Wech-
selwirkungen. Der Vorstellung folgend, daß derartige Wechselwirkungen zwischen che-
misch gebundenen Atomen schon in Eb enthalten sind, werden die Enb-Beitra¨ge stufen-
weise durch eine Funktion (i, j) eingeschaltet:
(i, j) =

0 j ist weniger als 3 Bindungen von i entfernt
0.4 j ist 3 Bindungen von i entfernt
1 j ist mehr als 3 Bindungen von i entfernt .
Eine Sorte von intermolekularer Wechselwirkungen sekunda¨rer Natur ist die vom van-
















Der Term, welcher wie R−12 abfa¨llt, modelliert die Pauli-Repulsion zwischen den Elek-
tronenhu¨llen der Atome i und j und der attraktive Teil mit o(R−6) von der Dispersi-
onswechselwirkung her. Wegen des schnellen Abfalls der Potentiale ist es gerechtfertigt,
EvdW nur fu¨r Atome zu beru¨cksichtigen, die na¨her als ein gewisser Abschneideradius
dcutvdw sind. Dieser ist mit 10 bis 15 A˚ angesetzt. Die EGO-Parameter der bisher erwa¨hnten
Wechselwirkungen stammen aus dem CHARMM-Kraftfeld [241].
Unter den nicht-bindenden Wechselwirkungen ist neben EvdW die Wechselwirkung
vom Coulomb-Typ mindestens genauso wichtig.
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Aufgrund des langsamen Abfalls (∼ d−2(i, j)) der Coulombkraft mit dem Abstand zweier
Ladungen qi und qj mu¨ssen in Molekulardynamiksimulationen grundsa¨tzlich alle derarti-
gen Wechselwirkungen zwischen nicht-gebundenen Atomen beru¨cksichtigt werden, auch
wenn die auftretenden Ladungen
”












|Ri −Rj| . (6.2)
Ohne geeignete Na¨herungsverfahren la¨ßt die Auswertung von Gleichung (6.2) den Re-
chenaufwand quadratisch mit der Atomanzahl anwachsen und ist somit limitierend fu¨r
die behandelbaren Systemgro¨ßen. Oder der Rechenaufwand zwingt zum Abschneiden
der Coulombwechselwirkung, was allerdings zu Artefakten fu¨hren kann [242, 243, 244].
Mit der Entwicklung des
”
structure adapted multipole method“-(SAMM)-
Algorithmus von Niedermeier und Tavan [244, 245] und dessen Weiterentwicklung zum
”
fast multiple time step“-SAMM (FAMUSAMM) vom M. Eichinger (et al.) [246, 247]
wurde zur Lo¨sung des Problems ein Verfahren entwickelt, bei dem die elektrostatische
Wechselwirkung fu¨r jedes Atom hierarchisch berechnet wird. Die Idee dahinter ist, die
Coulombenergie eines Atoms i, Eicou, als Summe eines Nah-(Ec,icou) und Fern-(Ef,icou)-
Anteils zu formulieren. Der Fernanteil wird dabei noch weiter hierachisch aufgeteilt,
was schmetisch in Abbildung 6.1 angegeben ist. Fu¨r ein gegebenes Atom i wird in der
Abbildung 6.1: Hierarchie der elektrostatischen Wechselwirkung (aus [23]): Die Partialla-
dungen wechselwirken mit den Partialladungen der nahen Nachbarn und den Multipolmo-
menten aller weiter entfernten Objekte. Diese sind Atomgruppen (Strukturelle Einheiten )
und Cluster aus diesen. Spiegelmultipole treten bei der Einbettung des Simulationssy-
stems in ein dielektrisches Kontinuum auf.
ersten Hierachiebene nur die elektrostatische Wechselwirkung mit seinen na¨heren Nach-
barn {j|d(i, j) < dc} als Coulombsumme berechnet. Weiter entfernte Ladungen wirken
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na¨herungsweise an einem Atomort Ri nur als Nettopotential Φf (Ri). Dieses wird mit-
tels des SAMM-Verfahrens aus mehreren Beitra¨gen berechnet. Dazu teilt man das Si-
mulationssystem in der zweiten Hierachieebene, ausgehend von den Atomen, zuna¨chst
in strukturelle Einheiten (SE) ein. Diese umfassen die Atome funktioneller Gruppen (z.
B. die Peptidgruppe) oder kleine neutrale Moleku¨le (z.B. Wasser). Einfache Ionen (z.b.
Chlorid) bilden ebenso strukturelle Einheiten. Fu¨r jede dieser SE werden die ersten nicht-
verschwindenden Multipolmomente, bezogen auf den Ladungsschwerpunkt der SE,RSE
gebildet. In der na¨chsten Hierachieebene werden ra¨umlich benachbarte SE wiederum zu
gro¨ßeren Clustern zusammengefaßt, und die aus den konstitutiven SE resultierenden Mul-
tipolmomente berechnet. Diese Repra¨sentation der Elektrostatik wird in einer Baumstruk-
tur gespeichert, in der die Wurzel das Gesamtsystem und jedes Blatt ein Atom mit der
Ladung darstellt.
Im Lauf einer MD-Simulation wird die Clusterbildung und die Berechnung der dazu-
geho¨rigen Multipolmomente periodisch wiederholt. Mit dieser Methode la¨ßt sich eine
lineare Skalierung des Rechenaufwands mit der Systemgro¨ße erreichen.
In ju¨ngerer Zeit wurde eine Kombination dieser Elektrostatikmethode mit periodischen
Randbedingungen (
”
periodic boundary conditions“) von G. Mathias [248] entwickelt und
implementiert. Dabei befindet sich das Simulationssystem in einem Kubus oder auch
Rhombododekaeder, der periodisch in alle drei Raumrichtungen wiederholt wird.
Eine weitere aktuelle Erweiterung von B. Egwolf [249] und G. Mathias ist ein Reaktions-
feldverfahren. Dieses dient zur Beschreibung der Wechselwirkung der Cluster ho¨chster
Hierarchiestufe mit einem kontinuierlichen dielektrischen Medium. Durch die Behand-
lung einer solchen Wechselwirkung vermeidet man Artefakte durch das ansonsten an-
grenzende Vakuum und kann innerhalb so einer Na¨herung die Coulombwechselwirkung
bis ins Unendliche fortsetzten.
Mit der Bestimmung der verschiedenen Anteile an EMM und der Kra¨fte {∇iEMM}
ist das Wesentliche fu¨r die Propagation der Atome getan. Gegebenenfalls mu¨ssen noch
weitere Aufgaben bewa¨ltigt werden, wie etwa die Aufrechterhaltung der Temperatur- oder
Druckkonstanz.
6.2 Die Behandlung des QM-Fragments
6.2.1 ¨Ubersicht
Mit der Pra¨senz eines QM-Fragments, wie zum Beispiel eines Chromophors, ist eine








gegeben. Ha¨ufig tritt dabei
das Problem auf, daß das Chromophor kovalent an eine Proteinumgebung gebunden ist.
Die in der Einleitung erwa¨hnten Beispiele BR, GFP und PYP geho¨ren allesamt zu dieser
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Kategorie.
Fu¨r solche Fa¨lle muß ein Weg gefunden werden, den ¨Ubergang vom QM-Fragment
zum MM-Fragment mit beiden Verfahren korrekt zu beschreiben. Fu¨r das QM/MM-
Modell wurde dazu das
”
scaled position link atom“ (SPLAM)-Verfahren von Eichin-
ger et al. [18, 19] entwickelt. Eine allgemeine ¨Ubersicht u¨ber derartige Verfahren findet
sich in den Arbeiten von Bakowies und Thiel [250, 12].
Im SPLAM-Verfahren wird dasjenige MM-Atom, welches durch eine Einfachbindung an
ein QM-Atom gebunden ist, in der QM-Rechnung durch ein Link-Atom, ein Wasserstof-
fatom ersetzt, wie in Abbildung 6.2 dargestellt ist. Damit behandelt das QM-Programm
Abbildung 6.2: Illustration der SPLAM-Methode: Fu¨r die QM-Rechnung wird die CQM−
CMM-Bindung durch eine CQM−H Bindung ersetzt. Der Abstand dCQM H wird durch das
SPLAM-Verfahren festgelegt (aus [19])
ein chemisch abgesa¨ttigtes Fragment. Die Plazierung des H-Atoms auf der urspru¨nglichen
Bindungsachse folgt der Forderung, die Artefakte dieser Substitution mo¨glichst gering zu
halten. Das beinhaltet vor allem die Kraft, die durch Auslenkung der Bindung zwischen
dem QM- und MM-Atom aus der Gleichgewichtslage entsteht. In der Simulation ist aus
”
Sicht“ der QM-Rechnung das QM-Fragment an das MM-Teilsystem nicht chemisch, d.h.
nicht kovalent, gebunden.
Der grundsa¨tzliche Ablauf einer QM/MM-Rechnung ist in Abbildung 6.3 dargestellt.
Wie daraus zu entnehmen ist, u¨bernimmt EGO den wesentlichen Teil der QM/MM-
Aufgaben. Die ersten beiden Schritte, das SAMM-Clustering des Simulationssystems und
die Berechnung der fu¨hrenden Multipolmomente fu¨r alle Cluster in den verschiedenen
Clusterebenen, sind schon im vorherigen Abschnitt angesprochen worden. Das folgende,
die Behandlung der Elektrostatik im QM-Programm, ist nun der Schritt, wo, ausgehend
vom CPMD/EGO-Verfahren, deutliche Modifikationen vorzunehmen sind.
Weitere Rechenschritte wie die Behandlung von Winkel- und Dihedralkra¨ften an der QM-
MM-Schnittstelle, Modifikationen bei der Behandlung der Elektrostatik werden genauso
wie das Grundkonzept von CPMD/EGO in das MNDO/IS/MRCI/EGO-Verfahren u¨ber-
nommen.
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Abbildung 6.3: Schematischer Ablauf einer QM/MM-Simulation.
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6.2.2 Behandlung der Umgebungselektrostatik in CPMD
In Analogie zur Behandlung der Coulomb-Wechselwirkung eines MM-Atoms mit sei-
ner Umgebung unterteilt man auch hier die Wechselwirkung eines QM-Atoms mit den
MM-Atomen in einen Beitrag der nahen MM-Atome, ausgedru¨ckt durch den Operator
der potentiellen Energie naher MM-Atome, Vˆ MM,c, und in einen der fernen MM-Anteile,
Vˆ MM,f .
Diese fließen in den Operator des externen Potentials der Elektronen, Vˆ aus Glei-
chung (2.1), mit ein:
Vˆ −→ Vˆ + Vˆ MM,c + Vˆ MM,f .
Der Beitrag Vˆ MM,c hat dabei dieselbe Struktur wie die Wechselwirkungsterme der Elek-






















MM,f (Rc) · ri + ri · TMM,f (Re) · ri
)
. (6.3)
Hier ist E das elektrische Feld und T die Matrix mit den Feldgradienten, die gemeinsam
mit den konstanten Potential ΦMM,f0 am Entwicklungspunkt Re ausgewertet werden. Fu¨r
Re kann man zum Beispiel der Ladungsschwerpunkt des QM-Fragments wa¨hlen. Der
Vektor ri gibt die Position von Elektron i relativ zu Re an.
Diese Beitra¨gen mu¨ssen nun im DFT-Verfahren ausgewertet werden. Sie gehen in den
Kohn-Sham-Operator kˆ(ri), das Pendant zum Fock-Operator fˆ (Gleichung (2.10)) aus
der HF-Theorie, ein. Dieser geht in einen entsprechend erweiterten u¨ber:






+ ΦMM,f0 (Re) +E
MM,f (Re) · ri + ri · TMM,f (Re) · ri . (6.4)
Das gilt fu¨r den Fock-Operator analog.
Nun ist das CPMD-Programm ein
”
plane-wave-code“, d.h. es operiert mit einer
Entwicklung der Kohn-Sham-Orbitale als Linearkombination ebener Wellen auf einem
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Raumgitter (
”
QM-Box“), in dem das QM-Fragment eingebettet ist (siehe [251]). Wa¨hrend
einer CPMD-Rechnung wird in jedem SCF-Zyklus das gesamte Potential, welches auf die
Elektronen wirkt, an den Stu¨tzstellen {Rs} eines solchen Raumgitters berechnet.
Bei der Auswertung von Vˆ MM,c mu¨ssen hier zwei Fa¨lle unterschieden werden: Zum einen
diejenigen MM-Atome, deren Zentren weit weg von der QM-Box liegen, und zum zwei-
ten diejenigen, die mit der QM-Box u¨berlappen. Wa¨hrend die erste Sorte unproblematisch
ist, ka¨me es bei direkter Anwendung von Gleichung (6.4) bei den anderen zu
”
electron
spill-out“-Effekten, das heißt, zu einer ¨Uberpolarisierung der Elektronendichte in deren
Na¨he. Der Effekt ru¨hrt daher, daß das Coulomb-Potential an diesen Orten fu¨r die Elek-
tronen rein attraktiv ist, und sich die Elektronen besonders in “plane-wave”-Verfahren
beliebig stark in solche Senken verlagern ko¨nnen. Im CPMD/EGO-Verfahren wird das
Problem durch
”
Verschmierung“ dieser problematischen MM-Atome unter Verwendung
von Gauß-Ladungsverteilungen (siehe [18] und [239]) gelo¨st.
Der Vˆ MM,f -Beitrag wird folgendermassen behandelt: Fu¨r jede Stu¨tzstelleRs des Git-
ters wird das na¨chste Zentrum einer strukturellen Einheit RSE ermittelt und der Wert des
Potentials ΦMM,f (Rs) durch Taylorentwicklung ermittelt
ΦMM,f (Rs) = Φ
MM,f
0 (R
SE) +EMM,f (RSE) · (Rs −RSE)+
(Rs −RSE) · T (RSE) · (Rs −RSE) . (6.5)
6.2.3 Modifikationen fu¨r MNDO/IS/MRCI/EGO
Ein vo¨llig analoges Vorgehen fu¨r den SCF-Teil des MNDO/IS/MRCI-Programms ist nicht
mo¨glich. Das liegt daran, daß MNDO eine LCAO-Methode ist. Die MM-Beitra¨ge wirken
hier auf die Elemente der Fock-Matrix F (siehe Abschnitt 2.2):
Fµν = Tµν + Vµν +Gµν µ, ν = 1, ..., K . (6.6)
Die Beitra¨ge der kinetischen Energie Tµν und der Elektron-Elektron-Wechselwirkung
Gµν bleiben von der Einwirkung des MM-Fragments unbeeinflußt. Durch die Pra¨senz
der MM-Atome erhalten wir fu¨r Vµν :
Vµν → Vµν + V MM,cµν + V MM,fµν .
Dabei kann wegen seiner funktionalen Form als Summe von Punktladungsbeitra¨gen
V MM,cµν genauso ausgewertet werden wie das Potential der QM-Atomkerne (siehe etwa
Szabo und Ostlund [63], Anhang A).
Da bei den MNDO97-Hamiltonoperatormodellen (bis auf MNDO/d) keine diffusen
AOs im Basissatz vorhanden sind, in denen sich die Ladungen sehr naher MM-Atomen
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befinden ko¨nnten, darf man annehmen, daß keine spill-out -Effekte zu befu¨rchten sind.
Die Wechselwirkung der QM-Atomkerne mit den Elektronen wird in NDDO-Verfahren
durch Punktladungswechselwirkungen approximiert [55, 252]. Dazu werden die Elek-
tronendichten, die aus Produkten von Atomorbitalpaaren φ∗µ(r)φν(r) resultieren, durch
Punktmultipolkonfigurationen dargestellt. Damit sind die Repra¨sentation der Elektro-
nenverteilung gegenu¨ber den in ab-initio -Methoden verbreiteten Gaußfunktionen relativ




ferne“ Umgebungselektrostatik fu¨r die NDDO-Methoden fallen zu lassen
und gesamte elektrostatische Wechselwirkung des QM-Fragments mit den MM-Atomen
gema¨ß der Fernelektrostatik durchzufu¨hren. Folglich notieren wir den MM-Beitrag zur
Fockmatrix einfach als V MMµν (Eine Aufteilung in V MM,cµν und V MM,fµν wa¨re als Erweite-
rung auch mo¨glich). Alle anderen NDDO-QM/MM-Methoden, wie etwa auch das Ver-
fahren von Bakowies und Thiel [11, 12] oder die AM1/CHARMM-Kopplung von Field
et al. [50] sind den anderen Weg gegangen und stellen die Umgebungselektrostatik aus-
schließlich mit Punktladungen, also mittels der
”
nahen“ Elektrostatik, dar.
Die einzelnen Beitra¨ge V MMµν sind:







Fu¨r diese Beitra¨ge des konstanten Potentials, des Felds und der Feldgradienten, welche
um die Stelle Rµν entwickelt werden, gilt dann
V MM,Φ0µν =
∫






dr φ∗µ(r −RQMµ )EMM,f (Rµν) · (r −RQMµ )φν(r −RQMν )




dr φ∗µ(r −RQMµ ) (r −RQMµ ) · TMM,f (Rµν) · (r −RQMµ )φν(r −RQMν )
=: Sp
[
Qµν · TMM,f (Rµν)
]
. (6.10)
Dabei haben wir die Ladung qµν , das Dipolmoment µµν und das Quadrupolmoment Qµν
fu¨r die Elektronendichte φ∗µ(r −RQMµ )φν(r −RQMν ) definiert.
Eine rigorose (d.h. analytische) Behandlung der auftretenden Integrale letzterer Glei-
chung ist mo¨glich [253,254,255]. So ist etwa qµν gleich dem ¨Uberlappintegral Sµν zweier
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AOs; die Integrale µµν undQµν treten zum Beispiel bei der Berechnung des Erwartungs-
werts fu¨r das molekulare Dipol- bzw. Quadrupolmoment, 〈µ〉 bzw. 〈Q〉, auf und ko¨nnten
somit problemlos verwendet werden.
Ein solches Vorgehen wa¨re allerdings fu¨r die semiempirischen SCF-Methoden unange-
messen, da diese Modelle bereits bei den
”
normalen“ Integralen der Fockmatrix Approxi-
mationen machen. Das Ziel muß somit sein, fu¨r die Integrale der Gleichungen (6.8)-(6.10)
konsistente semiempirische Ausdru¨cke zu finden. Im folgenden wird sich zeigen, daß da-
bei auf die Entwicklungen von Bakowies [11, 12] und Geleßus [256] zuru¨ckgegriffen
werden kann.
6.2.4 Realisierung externer Elektrostatik in MNDO/IS/MRCI/EGO
Zur Integration der Vˆ MM -Anteile benu¨tzen wir eine Methode, die von Gelessus [256] in
MNDO97 implementiert worden ist. Sie kann als Variante zur vorher zitierten Behand-
lung von externen Punktladungen in NDDO-Methoden nach Bakowies und Thiel ange-
sehen werden und steht dem klassischen Konzept der Wechselwirkung zweier entfern-
ter Ladungsverteilungen nahe. Als eine dieser beiden wa¨hlen wir die an einem QM-Ort
RQMA um die AOs µ und ν zentrierte Elektronendichte φ∗µ(r)φν(r) . Deren Multipolmo-
mente qµν , µµν undQµν dortwechselwirken mit dem MM-Potential und dessen Ableitun-
gen, ΦMM0 , EMM und TMM und fu¨hren auf diese Weise genau zu den in den Gleichun-
gen (6.8)-(6.10) angegebenen Fock-Matrixbeitra¨gen, wobei nun als Entwicklungspunkte
{Rµν} die QM-Orte {RA} zu gewa¨hlt werden.
Bei Auswertung dieser Wechselwirkung sind entsprechende Routinen bereits in MNDO
vorhanden: Zu Beginn einer SCF-Rechnung berechnet das Programm die nicht-
verschwindenden Multipolmomente aller AO-Paarelektronendichten φ∗µ(r)φν(r). For-
meln dafu¨r sind in der Dissertation von Geleßus zu finden, der diese Ausdru¨cke fu¨r seine
Implementierung des COSMO- Verfahrens zur Behandlung von Lo¨sungsmitteleinflu¨ssen
bestimmt hat (zu COSMO siehe [257, 258]). Tatsa¨chlich ist es in MNDO97 mo¨glich,
in diesem Modus auch externe Punktladungen zu behandeln. Zu diesem Zweck errech-
net MNDO97 das Potential und Potentialableitungen dieser Punktladung an jedem QM-
Atomort und la¨ßt diese dann mit den AO-Multipolmomenten wechselwirken.
Angesichts dieser Alternativmethode ist klar, wie die Integrierung des Potentials
V MM zu bewerkstelligen ist: Im EGO-Programm werden wie im CPMD/EGO-Modus
die Ableitungen des Potentials ΦMM,f der MM-Atome an allen QM-Atomorten {RQM}
berechnet und an MNDO97 u¨bergeben. Mit Hilfe dieser Daten wertet das MNDO-
Programm die Gleichungen (6.8), (6.9) und (6.10) fu¨r alle an den einzelnen Atomzentren
vorkommenden Multipole aus.
Nachdem nun ausgefu¨hrt ist, wie dem Einfluß der MM-Atomladungen auf die Elektro-
118
6.2: ELEKTROSTATIK IN EGO: (FAMU)SAMM-ALGORITHMUS
nenstruktur im QM/MM-Modell Rechnung getragen werden kann, soll nicht unerwa¨hnt
bleiben, daß auch die klassische Wechselwirkung von ΦMM mit den QM-Atomkernen
noch geeignet beru¨cksichtigt werden muß. Das geschieht fu¨r einen Atomort RQMA u¨ber






Implementierung Technisch gesehen ist bei der Implementierung des EGO-V MM,f -
Potentials eine ¨Uberarbeitung der MNDO97-Routinen erforderlich, da die Berechnung
der Multipolmomente der AOs und des Potentials der externen Punktladung sowie dessen
Ableitungen nicht getrennt waren. Ferner muß fu¨r den Fall, daß in der QM-Rechnung
Gradienten zu bestimmen sind (und das ist der Regelfall in der QM/MM-Methode, siehe
Kapitel 6.3) und diese durch finite Differenzen gebildet werden, vorgesorgt werden, daß
beim Aufstellen der Fockmatrix in der Schleife u¨ber alle {µν} genau das AO-Paar µν,
fu¨r das gerade V MM,fµν berechnet wird, an jenem Atom A zentriert ist, welches ausgelenkt
ist. Dann stimmt na¨mlich der urspru¨ngliche Aufpunkt RA nicht mehr mit der aktuellen
Kernposition RA + δR u¨berein. Obwohl der Wert von δR u¨blicherweise klein ist (5 ·
10−2 A˚), fu¨hrt das zu deutlichen Fehlern im Gradienten (von etwa 10-30 %). Zur Lo¨sung
dieses Problems wird eine Taylorentwicklung des Potentials von RA nach RA + δR
durchgefu¨hrt.
Analytische Gradienten Die in MNDO97 fu¨r manche semiempirischen Methoden ent-
haltenen analytischen Gradienten beru¨cksichtigen externe Potentiale nicht. Daher mu¨ssen
in solchen Fa¨llen Finite-Differenzen-Gradienten eingeschaltet werden.
Verifikation Die Verifikation der Implementierung erfolgte mit Hilfe von Rechnungen,
die jeweils aus dem Kation der Schiffschen Base MBMH+ (siehe Einleitung) zusammen
mit einem distanten Chloridion als externer Punktladung bestehen. Das Chloridion wur-
de dabei immer nach der fernen MM-Elektrostatik behandelt. Eine OM2/SCF-Rechnung,
bei dem MNDO97 das Chlorid-Ion als externe Punktladung beru¨cksichtigt liefert dabei
im Rahmen der zu erwartenden Genauigkeit die gleichen Werte fu¨r die Gradienten an den
QM-Atomen wie eine QM/MM-Rechnung mit Behandlung des Chlorid-Ions im EGO-
Modus. Die Abweichung beider SCF-Energien liegt bei den Rechnungen unter 10−6 eV.
Was die Gradienten anbelangt, hat man einen durchschnittlichen Fehler von 0.1 eV/A˚
mit einem Maximalwert von 1.1 eV/A˚ am positivierten Stickstoffatom. Diese Disprepan-
zen lassen sich durch die Verarbeitung der Chlorid-Ladung durch EGO erkla¨ren, wel-
1Ha¨tte man auch Nahbetra¨ge vom ΦMM,c-Typ, so sind in semiempirischen Verfahren Modifikationen
gegenu¨ber dieser Darstellung als reine Coulombrepulsion vorzunehmen. Sie dazu Bakowies [11]
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ches die Ableitungen des Potentials an den QM-Orten durch Taylorentwicklung am mo-
lekularen Schwerpunkt der Partialladungen erha¨lt, wa¨hernd MNDO diese Na¨herung nicht
durchfu¨hrt.
6.3 Verarbeitung der QM-Ergebnisse in der
MD-Rechnung
Nachdem nun die Behandlung der MM-Umgebungselektrostatik in MNDO/IS/MRCI be-
schrieben ist, ko¨nnen wir zum Ablauf des Gesamtprogramms (Abbildung 6.3) zuru¨ckkeh-
ren. Im CPMD/EGO-Verfahren werden nach Ablauf der QM-Rechnung folgende Daten
an EGO zuru¨ckgegeben:






an den QM-Atomen als Gradienten der QM-Gesamtenergie.
• die Partialladungen an den QM-Atomen. CPMD bietet hierfu¨r
”
electrostatic poten-
tial“ (ESP)-Ladungen [259] an.





werden von EGO noch um die bislang nicht beru¨cksichtigten van-
der-Waals-Wechselwirkungen des QM-Fragments mit den MM-Atomen erga¨nzt und die
von den QM-Partialladungen induzierten Kra¨fte auf die MM-Atome ausgerechnet.
Bei der Verwendung von MNDO/IS/MRCI anstelle vom CPMD werden im wesentli-
chen die selben Informationen u¨bergeben. Dabei bleibt noch folgendes anzumerken:
• Bei den Partialladungen muß man auf die Berechnung der MNDO-Partialladungen
zuru¨ckgreifen. Diese beinhalten aber die NDDO-Na¨herung und sind deshalb unge-
nau. Durch Erweiterung des Programms sind nun alternativ zu diesen auch Mulli-
kenladungen verfu¨gbar.
• Das elektrische Feld im Moleku¨l kann in MNDO97 nicht ohne weiteren Aufwand
berechnet werden. Dazu wa¨re es erforderlich, den Gradienten des Erwartungswerts
des elektrischen Potentials im Ladungsschwerpunkt zu implementieren [12], wo-
von allerdings Abstand genommen wurde. Die bereits vorhandene Funktionalita¨t
erlaubt nur die Berechnung des elektrischen Felds fu¨r Orte außerhalb des Moleku¨l.
Da diese Gro¨ße von EGO nicht weiter Verwendung findet, wird in der momentanen
Implementierung des QM/MM-Interfaces E ≡ 0 an EGO u¨bergeben.
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Kapitel 7
Anwendung: Die Schiffsche Base
MBMH+ in Wasser
7.1 Vorarbeiten
Wie bereits in der Einleitung erwa¨hnt, kann das N− (1− (3−Methyl)− 2− butenyl)−










3 3H  C
Abbildung 7.1: Chemische Formel fu¨r das MBMH+-Kation
dellsysteme fu¨r Retinal angesehen werden: Das protonierte Stickstoffatom mit seinem
Methylsubstituenten stellt die Schiffsche Base des Lysin-216-Rests dar, der an das Pro-
tein gebunden ist. Die terminale aliphatische Doppelbindung von MBMH+ entspricht
derjenigen des Kations der Schiffschen Base in Bakteriorhodopsin, bei der die lichtindu-
zierte Photoreaktion stattfindet, von 13-trans nach 13-cis. Das macht MBMH+ zu einem
interessanten Forschungsobjekt.
Bisherige theoretische Arbeiten an diesem System und seinem deprotonierten Analo-
gon, der Schiffschen Base MBM, drehen sich weitesgehend um die Schwingungsspektren
dieser Moleku¨le. Eichinger untersuchte in seiner Dissertation [18] zuna¨chst anhand von
Vakuumsrechnungen die relative Lage der C=N - und C= C-Banden der protonierten
und deprotonierten Form. Als erste Modellierung einer komplexen Lo¨sungsmittelumge-
bung wurde von ihm ein Chloridion in einem Abstand von 3 A˚ zu MBMH+ positioniert
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und wiederum die Frequenzen der gerade erwa¨hnten Schwingungsmoden bestimmt. Der
experimentelle Frequenzabstand der beiden Moden wird dadurch hervorragend wiederge-
geben.
Im Rahmen seiner Arbeit fu¨hrte Eichinger auch MD-Rechnungen mit MBMH+ und einer
MM-Umgebung aus 931 Wassermoleku¨len, zwei Natrium- und drei Chloridionen durch.
Aus einer Trajektorie der Dauer von 210 ps zog er 13 Konfigurationen mit einem un-
gefa¨hren Zeitabstand von 10 ps, ließ diese jeweils u¨ber 200 fs schnell abku¨hlen und be-
rechnete bei festgehaltener MM-Umgebung wiederum die Normalmoden des MBMH+-
Moleku¨lions. Eichinger generierte aus diesen Einzelspektren durch ¨Uberlagerung ein en-
semblegemitteltes Schwingungsspektrum, welches wiederum die experimentellen Ban-
denlagen noch besser beschreibt als die Ergebnisse der einfacheren Modellrechnungen
mit Gegenion.
Mathias gelang es in seiner Diplomarbeit unter anderem, durch erneute Auswertung der
Einzelspektren entlang der von Eichinger berechneten MD-Trajektorie aufzuzeigen, daß
das Ensemblespektrum von MBMH+ im wesentlichen aus der ¨Uberlagerung zweier deut-
lich unterscheidbarer Spektren stammt. Das eine resultiert aus MBMH+, bei welchem
eine Salzbru¨cke zwischen der NH+-Einheit und einem nahen Chlorid-Ion kurzzeitig ge-
bildet wird. Das zweite IR-Spektrum ist dasjenige des freien MBMH+. Zeitlich aufein-
anderfolgende Schwingungsspektren sind deshalb nicht mehr unkorreliert, da die Salz-
bru¨cke u¨ber mehrere aufeinanderfolgende Spektren hinweg besteht. Der Vergleich aller
u¨berlagerten Intensita¨ten mit experimentellen Daten einer Vergleichsverbindung besta¨tigt
die Rechnungen von Mathias.
Ziel dieser Arbeit ist jedoch nicht eine weitere Analyse von Grundzustands-
eigenschaften. Vielmehr sollen anhand von QM/MM-Rechnungen Aussagen zu den op-
tischen Anregungsenergien des Systems in die ersten beiden angeregten Zusta¨nde (S1
und S2) gemacht werden. Dazu gibt es nur wenige Vorarbeiten anderer Autoren. She-
ves et al. [260] geben das experimentelle Absorptionsmaximum λmax einer struktura¨hnli-
chen Verbindung von MBMH+, dem N−butenyl−pyrrolidinium-Kation (NBuP+), mit
276 nm (das entspricht einer Photonenenergie von 4.63 eV) an. Ein vollsta¨ndiges expe-
rimentelles Spektrum ist jedoch nicht verfu¨gbar. Du et al. [261] erhalten aus ab-initio -
IS/MRCI-Rechnungen mit einem a¨lteren DZP-Basissatz [262] eine Anregungsenergie
von 5.67 eV fu¨ die Anregung zum ersten angeregten Zustand. Garavelli et al. finden hier
in neueren CASSCF-Untersuchungen einen Wert von 5.11 eV [263]. Die Theorie hat hier




7.2 Elektronische Zusta¨nde von MBMH+ und Butadien
MBMH+ besitzt wie Butadien ein konjugiertes Doppelbindungssystem mit vier pi-
Elektronen. Daher bietet es sich zuna¨chst an, einen Vergleich der drei niedrigsten elek-
tronischen Zusta¨nde von Butadien und MBMH+ vorzunehmen, auch im Hinblick auf die
Frage, ob in den N-substituierten Verbindungen die 1 1Bu- oder 2 1Ag-artigen Zusta¨nde
energetisch niedriger liegen.
Dazu betrachten wir propa¨deutisch zuna¨chst die energetische Lage der MOs in der
HOMO-LUMO-Region (Abbildung 7.2). Der ¨Ubergang von Butadien zu MBMH+ in ei-
ner Wasserumgebung u¨ber die Schritte des N− butenyl− iminium-Kations (NBu+) und
des isolierten MBMH+ ist dort wiedergegeben. Im Raum der besetzten Orbitale bewirkt


































































Abbildung 7.2: Energetische Lage und Numerierung der MOs von Butadien, dem N −
butenyl− iminium-Kation, MBMH+ und MBMH+ in einer zufa¨llig gewa¨hlten Konfigu-
ration entlang einer QM/MM-Trajektorie.
die formale Substitution eines terminalen C-Atoms durch ein isoelektronisches Stick-
stoffkation eine deutliche energetische Absenkung der Valenzorbitale, bedingt durch die
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sta¨rkere Kernanziehung. Des weiteren schiebt sich ein zweites σ-Orbital (σ8 bei Buta-
dien, σ9) bei NBu+ zwischen die beiden pi-Orbitale. Es handelt sich dabei um ein MO
mit hohen Anteilen von denjenigen p-AOs, die in der Moleku¨lebene liegen. Durch den
+I-Effekt der aliphatischen Substitution beim ¨Ubergang NBu+→MBMH+ werden die
Auswirkungen der positiven Ladung auf die MOs gemildert. Das gilt auch fu¨r die Si-
tuation in der MM-Umgebung. ¨Ahnliches gilt fu¨r die virtuellen Orbitale, bei denen die
Verschiebungen der Orbitalenergien fu¨r die einzelnen MOs in jedem Fall monoton ver-
laufen.
Fu¨r die IS/MRCI-Rechnungen wurde aus der Betrachtung der MO-Diagramme ein
aktiver CI-MO-Raum aus jeweils fu¨nf Orbitalen gewa¨hlt, wodurch auch auch der σ − pi-
Korrelation zum Teil Rechnung getragen wird. Diese Wahl des CI-MO-Raums wird spa¨ter
noch motiviert. Was die Wahl der korrespondierenden IS/MRCI-Ra¨ume anbelangt, wur-
den diese in Hinblick auf spa¨teren QM/MM/Rechnungen klein gehalten, mit dem Krite-
rium η2 = 95.0% und vζ = 5.0 · 10−5. Die Gro¨ße der resultierenden IS/MRCI-Ra¨ume ist
in Tabelle 7.1 dargestellt. Der IS/MRCI-Raum a¨ndert sich beim ¨Ubergang von Butadien
Zustand But. NBu+ MBMH+ MBMH+/F
1 1Ag/1A′/S0 574 570 497 526
2 1Ag/2A′/S2 2398 1493 988 1347
1 1Bu/1A′/S1 1493 1498 786 1073
Tabelle 7.1: Dimension der IS/MRCI-Ra¨ume in den Rechnungen zu den drei niedrigsten
elektronischen Zusta¨nden der im Text diskutierten Verbindungen.
zu NBu+ fu¨r den Grundzustand und fu¨r den 1 1Bu-artigen Zustand kaum. Das liegt dar-
an, daß in allen Verbindungen der HF-Grundzustand bzw. die HOMO-LUMO-Anregung
die wichtigsten Konfigurationen bei der Beschreibung der Wellenfunktionen des 1 1Ag-
und 1 1Bu-artigen Zustands bleiben. Das gilt fu¨r den 2 1Ag-artigen Zustand nicht mehr. Er
wechselt deutlich seinen Charakter von einem multikonfigurationalen Zustand mit einem
hohem Anteil der |HOMO,HOMO〉 → |LUMO,LUMO〉-Anregung, wie es bei Buta-
dien (siehe Seite 90) der Fall ist, zur |HOMO − 2〉 → |LUMO〉-Anregung bei NBu+
bzw. MBMH+. Diese Anregung tra¨gt zur Elektronendichte des Zustands der IS/MRCI-
Beschreibung von NBu+ ca. 91% bei.
Die signifikante ¨Anderung der elektronischen Zusta¨nde schla¨gt sich auch in den Zustands-
und vertikalen Anregungsenergien nieder, die in Abbildung 7.3 angegeben sind. Im
NBu+-Kation wird der 1 1Bu-artige Zustand nun zum ersten angeregten Zustand und
verdra¨ngt den 2 1Ag-artigen Zustand. Der Grund dafu¨r ist wahrscheinlich im ionischen
Charakter des 1 1Bu-Zustands zu finden: Im Fall des Butadien tragen die terminalen C-































Abbildung 7.3: OM2/IS/MRCI(/EGO) Zustands- und Anregungsenergien der Verbindun-
gen aus Abbildung 7.2
.
das elektronegativere N-Atom die negative Partialladung besser als ein C-Atom stabili-
sieren. Im kovalenten 2 1Ag-Zustand ist eine derartige Stabilisierung nicht mo¨glich. Um
diese Vermutung zu erha¨rten, bra¨uchte es allerdings bessere als die in den Rechnungen
ausgegebenen MNDO-Ladungen und ferner noch Angaben zu den Bindungsordnungen,
welche dort aber nicht verfu¨gbar sind.
Ein Blick auf die Anregungsenergien in Abbildung 7.3 zeigt neben der Invertierung
der Zustandreihenfolge 2 1Ag↔ 1 1Buauch, daß mit der getroffenen Wahl der IS/MRCI-
Ra¨ume die beiden Anregungsenergien von Butadien relativ zum Experiment ca. um 0.1
eV zu niedrig resultieren. Die erhaltenen Werte fu¨r NBu+ und MBMH+ rahmen λmax
von NBuP+ (4.63 eV) ein. Die ionenhaltige Wasserumgebung hat in der gewa¨hlten Kon-
figuration keinen großen Einfluß auf die Zustandsenergien.
Die Gu¨te der OM2/IS/MRCI-Beschreibung ist also auch hier sehr zufriedenstellend, ge-
rade auch im Vergleich mit der ab-initio -Rechnung, so daß die nun folgenden QM/MM-
Rechnungen eine solide Vorhersage etwa fu¨r zeitaufgelo¨ste Absorptionsspektren sein soll-
ten.
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7.3 Ergebnisse aus QM/MM-Rechnungen
7.3.1 Zielsetzung
Die QM/MM-Rechnungen am System der Schiffschen Base MBMH+ in einer iso-
tonischen NaCl-Lo¨sung haben prima¨r zwei Ziele: Zum einen soll gepru¨ft werden,
ob das MNDO/CI/EGO-Verfahren physikalisch korrekte Daten produziert. Zwar ist
schon bei der Implementierung des QM/MM-Verfahrens anhand des Systems aus ei-
nem Chlorid-Ion und MBMH+ die numerische Korrektheit der Behandlung der Elek-
trostatik von OM2/SCF/EGO im Vergleich mit der Behandlung einer externen Ladung
durch MNDO97 alleine verifiziert worden (siehe Anhang D)1 Um zu u¨berpru¨fen, ob die
QM/MM-Potentialkurven stetig verlaufen, werden als erstes entlang einer kurzen (100
fs)-Trajektorie Q1S OM2/IS/MRCI- Rechnungen durchgefu¨hrt.
Des weiteren sollte noch die physikalische Frage behandelt werden, wie sich die Bildung
einer transienten Salzbru¨cke zwischen einem Chloridion und dem Iminiumion auf die
Energetik der elektronischen Zusta¨nde auswirkt. Dazu mußte ein Satz {Qi} von QM/MM-
Trajektorien zuerst auf das Vorkommen von Konfigurationen mit kleinem MBMH+-Cl-
Abstand durchsucht werden.
7.3.2 Durchfu¨hrung der Rechnungen
Als Vorbereitung dazu wurde von Mathias ein MD-System bestehend aus MBMH+, 2352
H2O (TIP3 [264]), 7 Cl− und 6 Na+ generiert. Unter periodischen Randbedingungen wur-
de es im NPT-Ensemble 100 ps lang unter Kopplung an ein externes Wa¨rmebad bei 300 K
nach dem Verfahren von Berendsen [265] equilibriert, wobei die O−H-Bindungsabsta¨nde
der TIP3-Wassermoleku¨le in ihren jeweiligen Gleichgewichtslagen eingefroren wurden
(SHAKE [266]). Als Zeitschritt wurde 1 fs gewa¨hlt. Die anschließende MD-Trajektorie
von 3 ns, unter denselben Bedingungen diente der Generierung von Startpunkten der
QM/MM-Trajektorien.
Aus dieser langen MD-Trajektorie wurden insgesamt 20 Startpunkte fu¨r QM/MM-
Trajektorien Q1,. . . ,Q20 in einen Abstand von 20 ps ausgewa¨hlt. Nach Einschalten von
OM2/SCF wurde bei jeder dieser Trajektorien mit einem Zeitschritt von 0.25 fs eine freie
Simulation mit der Dauer von 1 ps durchgefu¨hrt. Die kurze Trajektorie wurde in Anschluß
an Q1 durch eine kurze Propagation von 100 fs unter Kopplung an ein Wa¨rmbad von 300
K erhalten.
Der Satz an QM/MM-Trajektorien wurde mit Hilfe des limp -Programms [267] dahin-
gehend untersucht, ob eines oder mehrere der Chloridionen sich (transient) mit einem
1Bei dynamischen Rechnungen tritt allerdings als weiteres wichtiges Problem das der Stetigkeit der
Zustandsenergien entlang der QM/MM-Trajektorie auf (vgl. Kapitel 4.2.2)
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Abstand von kleiner als ca. 5 A˚ zum Stickstoffatom der Schiffschen Base aufha¨lt. Fu¨r die
Trajektorie Q3 war das der Fall (siehe spa¨ter), und somit wurde das MBMH+-Kation hier
4 ps lang unter Wa¨rmebadkopplung bei 300 K unter OM2/SCF weiterpropagiert.
Die Berechnung der Zustandenergien erfolgte im Anschluß an die jeweilige Propaga-
tion. Das Vorgehen fu¨r beide Trajektorien Q1s und Q3 ist dabei analog.
Der erste Schritt ist eine Analyse der MOs. Die Anzahl der CI-MOs sollte dabei minde-
stens die pi- bzw. pi∗-MOs umfassen und daru¨berhinaus noch diejenigen MOs zusa¨tzlich
umfassen, die bei entsprechender geometrischer Verzerrung des Moleku¨ls entlang der Tra-
jektorie mit den pi und pi∗)-MOs und untereinander mischen. Zu diesem Zweck wurden
die MOs mit dem in Kapitel 4.2.2 angegebenen Verfahren an jedem Punkt der Trajektorie
auf die MOs der Startgeometrie abgebildet. Dabei wurde in allen Fa¨llen das HOMO-pi-
MO auf das HOMO-pi-MO abgebildet; das gleiche gilt fu¨r das LUMO-pi∗-MO. Zwischen
diesem und dem anderen pi- bzw. pi∗-MO plazierten sich jedoch in ca. 15 % der Konfigu-
rationen bis zu drei σ-bzw. σ∗-MOs, so daß der CI-MO-Raum als (5/5) gewa¨hlt wurde. In
ca. 1 % der Fa¨lle wa¨re es streng genommen no¨tig gewesen, den CI-Raum noch gro¨ßer zu
wa¨hlen, um das Hinauslaufen von SCF-MOs vo¨llig zu verhindern. Um einen
”
abgeschlos-
senen“ CI-MO-Raum zu erhalten, wu¨rde er allerdings dann die Gro¨ße (17/17) annehmen,
was im Rahmen dieser Arbeit ein zu großer Aufwand gewesen wa¨re.
In einem zweiten Schritt wurde bei jeder Konfiguration entlang der Trajektorie fu¨r die drei
Zusta¨nde die jeweilige IS/MRCI-Basis bestimmt. In einem Satz von Rechnungen wurde
dabei der Oφ-MO-Mappingalgorithmus und in einem weiteren Satz ρ-Mapping verwen-
det. Die Selektionsparameter fu¨r den IS/MRCI-Raum waren dabei, wie bei den obigen
statischen Rechnungen, η2 = 95.0% und vζ = 5.0 · 10−5. Anschließend an die Basisbe-
stimmung wurden die IS/MRCI-Ra¨ume (fu¨r jeden Zustand getrennt) vereinigt und durch
erneute Iteration u¨ber alle Punkte der Trajektorie die Energien der einzelnen Zusta¨nde
bestimmt. Bei der la¨ngeren Trajektorie Q3 wurde nur jeder hundertste Punkt entlang der
Trajektorie verwendet.
7.3.3 Die kurze QM/MM-Trajektorie
Der Verlauf der Potentialkurven fu¨r die drei Zusta¨nde ist in Abbildung 7.4 angegeben.
Zu deren Berechnung ist es wichtig, das MO-Mapping zwischen den einzelnen Punkten
der Trajektorie korrekt durchzufu¨hren (Kapitel 4.2.2). Mit dem Oφ-Algorithmus ist das
in manchen Abschnitten der Potentialkurve, dort wo MOs relativ stark mischen, nicht
mo¨glich. Diese Bereiche sind in der Abbildung grau hinterlegt. Man erkennt, daß ohne %-
MO-Mapping eine korrekte Darstellung der Potentialkurve nicht mo¨glich ist. Im Bereich
um 32 fs hat allerdings auch das neue Verfahren ein Problem, die MOs mitzufu¨hren, was
am Energieverlauf im S1- und S2-Zustand deutlich zu sehen ist. In diesem Bereich mi-
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Abbildung 7.4: Oszillationen der IS/MRCI-Zustandsenergien entlang der 100 fs-
OM2/SCF/EGO-Trajektorie. Grau hinterlegt: Bereiche, bei denen das alte Verfahren des
MO-Mapping (siehe Kapitel 4.2.2) nicht funktioniert.
schen die MOs zu stark untereinander, wobei das neue Verfahren nicht mehr anwendbar
ist.
Abbildung 7.4 zeigt des weiteren, daß die drei Zusta¨nde unterschiedlich stark an verschie-
dene Grundzustandsschwingungen des MBMH+ koppeln: Der S0-Zustand ist hier relativ
unempfindlich mit einer Schwankung um die 0.1 eV, wohingegen die beiden angeregten
Zusta¨nde sta¨rker oszillieren.
Insgesamt belegt die Inspektion der Potentialkurven, daß die IS/MRCI/EGO-Methode in
der Lage ist, in QM/MM-Rechnungen ein physikalisch korrektes Bild zu liefern. Somit
ko¨nnen wir uns der physikalischen Fragestellung nach dem Autreten einer Salzbru¨cke
und deren Auswirkungen auf die elektronischen Zua¨nde zuwenden.
7.3.4 Die 4 ps-Trajektorie
Bei Berechnung der Zustandsenergien entlang der Q3-Trajektorie wurde sichergestellt,
daß auch hier der (5/5)-CI-MO-Raum ausreicht, um alle (pi/pi∗)-MOs und die wichtig-
sten (σ/σ∗)-MOs mit zu beru¨cksichtigen. Abbildung 7.5 zeigt neben dem Verlauf der
Zustands- und vertikalen Anregungsenergien auch den Abstand der na¨chsten Chloridio-
nen (Cl−5 und Cl−1) vom N- Atom der Schiffschen Base. Hier la¨ßt sich entnehmen,
daß wir die Ablo¨sung des Chloridions Cl−5 von der Schiffschen Base im Zeitraum um
1.4 ps nach Start der Trajektorie beobachten, das bei 0.3 ps einen Minimalabstand von ca.
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Abbildung 7.5: Oben: Zustandsenergien entlang der Q3-Trajektorie. Mitte: Dazu
geho¨hrende vertikale Anregungsenergien. Unten: Abstand der beiden Chloridionen (von
insgesamt sieben), die sich dem N-Atom von MBMH+ am sta¨rksten na¨hern.
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ps Cl − 2 an. Was allerdings die Zustandsenergien und auch die Anregungsenergien be-
trifft, lassen sich bei diesen Vorga¨ngen keine drastischen ¨Anderungen erkennen. Auch bei

































Abbildung 7.6: Vergro¨ßerter Ausschnitt aus der Q3-Trajektorie von Abbildung 7.5.
energien nicht mit dem N−Cl-Abstand korreliert: der Abfall von E1 auf 3.2 eV und von
E2 auf 4.3 eV zum Zeitpunkt 0.3 ps fa¨llt zwar praktisch mit der gro¨ßten Anna¨herung
des Chloridions zusammen, korrespondiert jedoch nicht mit der weiteren Dynamik des
Chloridions.
7.3.5 Fazit
Mit diesen QM7MM-Rechnungen ist ein wichtiges methodologisches Ziel erreicht: Die
Simulation der Dynamik von elektronisch angeregten Zusta¨nden mittels OM2/IS/MRCI
unter Beru¨cksichtigung der Umgebungselektrostatik durch MM-Atome ist nun mo¨glich,
und damit, bei Generierung eines Satzes statistisch unabha¨ngiger Ausgangskonfiguratio-
nen, auch die Simulation von UV/VIS-Absorptionspektren2. Ebenso ist es nun prinzipiell
mo¨glich, auch die Dynamik von Chromophoren im angeregten Zustand zu betrachten,
2Darauf wurde in dieser Arbeit wegen des hohen Rechenaufwands noch abgesehen.
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also etwa Isomerisierungsprozesse in Anwesenheit einer komplexen Chromophorumge-
bung. Dazu mu¨ßen allerdings noch geeignete Verfahren bereitgestellt werden, die hier
sehr wichtigen ¨Ubergangsprozesse an konischen Durchschneidungen mitzubehandeln.
Was die Photochemie des MBMH+-Kations anbelangt, ist eine weitergehende Untersu-
chung vom QM/MM-Trajektorien notwendig. So mu¨ßte etwa noch eine gro¨ßere Anzahl
von Salzbru¨ckenbildungen betrachtet werden, um etwa zu manifestieren, ob bestimmte
Typen von Konfigurationen des MBMH+/Cl−-Komplexes sta¨rkeren Einfluß auf die elek-
tronische Struktur der Schiffschen Basen in den drei Zusta¨nden haben.
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Folgende Parameter wurden in den MNDO/IS/MRCI-Rechnungen gegenu¨ber den MNDO
-bzw. IS/MRCI-Rechnungen auf PPP-Basis gea¨ndert.
Parameter Wert Bemerkung
IPLSCF 8 Das erho¨ht die Genauigkeit der
AO→MO Transformation
ISCF 8 dito.
LFAC 25 Kleinere Auslenkungen (∆R = 2.5 ×
103A˚) bei numerischen Gradienten
fu¨hren zu kleineren MO- ¨Anderungen
INC -25 dito. fu¨r Schwingungsspektren (negati-
ver Wert bedeutet Angabe in A˚)
IPREC 100 Gro¨ßere Pra¨zision bei Geometrieop-
timierungen (wegen kleinerem LFAC
und INC).
MATRIX ELEMENT THRESH 1.0e-9 kleinere Schwelle fu¨r numerisch ver-
schwindende H-Matrixelemente
DIAGONALISATION CONV SHAVITT 1.0e-9 Energiekonvergenzkriterium
fu¨r Shavitt-Diagonalisierung
Das Konvergenzkriterium fu¨r die iterative Diagonalisierung nach Shavitt [84] wurde
wegen der Hessematrixberechnung durch finite (doppelte) Differenzen so stringent
gewa¨hlt und fu¨hrt gelegentlich zu Konvergenzproblemen.
Fu¨r QM/MM-Rechnungen wurde die Funktionalita¨t weiterer MNDO97-
Eingabeschlu¨sselwo¨rter modifiziert. Details dazu sind dem MNDO97/MRCI-Manual zu
entnehmen.
135
ANHANG A: ALLGEMEINE MNDO/IS/MRCI-PARAMETER
136
Anhang B
Algorithmische Details zur Lo¨sung des
SB-Problems
Die in diesem Anhang vorkommende Notation primitiver Kets ist, im Einklang mit der
Funktionsweise des IS/MRCI-Programms von Tavan und Schulten, immer die Teilchen-
Loch-Notation, so daß wir hier auf eine besondere Kennzeichung dessen (|µTL〉 etc.) ver-
zichten.
B.1 Der Konfigurationsbaum
Die Implementierung des Baums aus Abschnitt 3.5.1, der die Orbitalkonfigurationen einer
IS/MRCI-Basis entha¨lt, muß angesichts seiner beachtlichen Gro¨ße und wegen des erfor-
derlichen sta¨ndigen Zugriffs sehr effizient gestaltet werden. Das ist ein Grund, warum
die Datenstrukturen und die auf ihnen operierenden Algorithmen zur Speicherung und
Suche von OCs und Implementierung der SAAP-Listen hier im Detail dargelegt werden
sollen, ebenso wie der Algorithmus der Baumwanderung zum Auffinden wechselwirken-
der Konfigurationen. Man kann erwarten, daß die Verwendung von Standardbibliotheken,
wie etwa STL in C++, zu einem Leistungsabfall fu¨hren wu¨rde, da sie nicht speziell fu¨r
unsere Aufgabenstellung konzipiert sind.
Der terna¨re OC-Baum ist in in einem Integerfeld u untergebracht 1, in welchem eine
dreifache Verzweigung (vgl. Abbildung B.1 und 3.5a) an einem Knoten durch einen Satz
von drei aufeinanderfolgenden Feldelementen (einer Zelle ), repra¨sentiert wird. Das ist
in Abbildung B.1 dargestellt. Den Startindex einer Zelle im Feld u bezeichnen wir mit
p. Die relativen Indizes der Feldelemente innerhalb einer Zelle (0,1 oder 2) codieren die
(Teilchen oder Loch-) Besetzungen µi ∈ {0, 1, 2} des Orbitals i einer Orbitalkonfigura-
1Alle hier behandelten Felder mu¨ssen mit “Nullen” vorinitialisiert sein.
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Abbildung B.1: Anfangs- und Endteil des Integerfelds u, welches einen OC-Baum dar-
stellt. Zusa¨tzlich zu den Verzweigungen der Orbitale i=1,2 ist noch eine Verzweigung
eines innenliegenden Orbitals j, und ein Knoten am letzten Orbital K gezeigt. Vier termi-
nierende Bla¨tter, die primitive Kets mit den Laufzahlen L(µ) ∈ {a, b, c, d}, entspringen
aus Verzweigungen mit i = j bzw. i = K. Zur Erkla¨rung siehe den Text.
tion |µ〉. Die Inhalte der Feldelemente einer Zelle enthalten dann entweder die Adressen
p nachfolgender Knoten (positiver Inhalt), falls diese im Baum u¨berhaupt existieren, oder
geben das Fehlen einer Verzweigung an (Inhalt Null) oder geben die Laufzahl L(µ) der
Orbitalkonfiguration an (Inhalt negativ), wenn das Ende eines Pfads erreicht ist. Letztere
Konvention erlaubt eine verku¨rzte Beschreibung von |µ〉 fu¨r den Fall, daß (i) |µ〉 schon
nach dem Erreichen des Orbitals j (j < K) vollsta¨ndig beschrieben ist (alle Teilchen- und
Loch-Labels von |µ〉 sind kleiner oder gleich j) und (ii) keine andere Konfiguration |µ′〉
bis zum Erreichen von Orbital j die gleiche Partialkonfiguration hat. Solche verku¨rzten,
zu |µ〉 a¨quivalenten Partialkonfigurationen bezeichnen wir mit |µˆ〉. Im ungu¨nstigsten Fall
entha¨lt eine Konfiguration gerade acht Labels, was im allgemeinen deutlich weniger ist
als die Anzahl aller OrbitaleK. Deshalb sind in durchschnittlichen IS/MRCI-Rechnungen
derartige verku¨rzte Pfade sehr ha¨ufig, was die Leistung des Algorithmus steigert. Auch
der exemplarische OC-Baum der Abbildung 3.5b entha¨lt solche Pfade.
Der Algorithmus zur Insertion einer Konfiguration beru¨cksichtigt natu¨rlich diese Kon-
vention. Fu¨r diesen Vorgang brauchen wir die Teilchen- und Lochbesetzungszahlen {µi}
von |µ〉 in der 012-Darstellung (2.20), den Anregungsgrad ν(|µ〉), den Laufindex L(µ)
und den Index q der ersten ungenutzten Zelle in u. Dann starten wir an der Wurzelzelle
(p = 1), also am Orbital i = 1, mit der folgenden Rekursion:
•
Dekrementiere 2ν um µi.
Falls u[p+ µi] > 0: (Verzweigung existiert)
Setze p = u[p+ µi]. (Folge dem Zweig)
Sonst: Falls u[p+ µi] = 0:
Falls 2ν = 0: (Beschreibung von |µ〉 fertig)
Setze u[p+ µi] = −L(µ). (L(µ) gespeichert)
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Ende.
Sonst:
Setze u[p+ µi] = q, p = q.
Setze q = q + 3. (Neuer Knoten)
Sonst: (−L(µˆ) gefunden)
Falls 2ν = 0: (Beschreibung vollsta¨ndig: |µ〉 ≡ |µˆ〉 )
Ende. (L(µ) schon gespeichert)
Sonst: (|µ〉 6= |µˆ〉)
Setze u[q] = u[p+ µi], u[p+ µi] = q, und p = q. Setze q = q + 3. (−L(µˆ) zu
neuer Zelle verschoben)
Setze i = i+ 1. Gehe zu • (Springe zu neuem Knoten bei p)
Ein entsprechender Algorithmus zur Suche einer Orbitalkonfiguration |µ〉 und der Be-
stimmung ihrer Laufzahl L(µ) ist etwas einfacher:
• Dekrementiere 2ν um µi.
Falls u[p+ µi] > 0: Setze p = u[p+ µi].
Sonst: Falls u[p+ µi] = 0: Ende. (|µ〉 ist nicht gespeichert))
Sonst:
Falls 2ν = 0: Ende. (Beschreibung: |µ〉 ist mit L(µ) = −u[p + µi]
gespeichert)
Sonst: Ende. (Beschreibung ist noch nicht vollsta¨ndig: |µ〉 ist nicht ge-
speichert)
Nehme na¨chstes i. Gehe zu • (springe zum na¨chsten Knoten bei p)
Um eine noch kompaktere Speicherung des Baumes zu ermo¨glichen, kann man die
Reihenfolge der Orbitale im Baum auch permutieren. So enthalten die meisten OCs ei-
ner IS/MRCI-Basis Teilchen/Loch-Anregungen um die HOMO/LUMO-Region, weshalb
man diese Orbitale als erste im Baum anordnen kann, und die durchschnittliche Pfadla¨nge
sinkt. Was den Speicherplatzbedarf des Baumes anbelangt, so liegt er im bei großen
IS/MRCI-Ra¨umen bei etwa 5nV Feldelementen. Im Programm ist eine Heuristik fu¨r die
Abscha¨tzung des Speicherbedarfs fu¨r u eingebaut.
B.2 Listenstruktur zur Speicherung von SACs
Hier wenden wir uns den Datenstrukturen und Algorithmen zum Speichern und Abrufen
von SACs zu. Gema¨ß Abbildung 3.6 sind alle SACs |µ; l〉 ∈ V , die mit dem selben pri-
mitiven Ket |µ〉 assoziiert sind, als verkettete Liste am Ende eines |µ〉-Pfads angekoppelt.
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Wie aus Abbildung B.2 ersichtlich, werden dazu zwei Integerfelder S1 und S2 verwendet.
Abbildung B.2: Implementierung der Listen mit den CI-Raumindizes {r(|µ; l〉)} aller |µ〉-
assoziierter SACs anhand eines spezifischen Beispiels. Fu¨r jeden Laufzahlindex L(µ)
eines primitiven Kets an einem Blatt des OC-Baums assoziiert eine verbundene Zei-
gerstruktur aus den beiden Feldern S1 und S2 eine Kette von Indizes {r(|µ; l〉)} mit
L(µ). Die CI-Raumindexlisten dreier verschiedener primitiver Kets sind gezeigt, fu¨r
[L(µ, {r|µ; l〉})]=[1, {1}], [2, {2, 3, 4, 5}] und [a, {p, q, r, s}].
Die Dimension von S1 ist durch die Anzahl verschiedener OCs in V gegeben, wohingegen
die von S2 die Dimension nV annimmt. Die Elemente werden u¨ber den Laufindex L(µ)
adressiert und enthalten die Indizes r = S1[L(µ)] von Elementen des Felds S2. Dabei
entspricht jeder Index r der Laufzahl des ersten SACs |µ, l1〉 mit der Orbitalkonfiguration
|µ〉, d.h. r(|µ; l1〉) ≡ r. Falls es in der IS/MRCI-Basis noch ein zweites SAC |µ; l2〉mit |µ〉
als primitivem Ket gibt, ist S2[r] von Null verschieden und entha¨lt den Index eines weite-
ren Elements von S2. Dieser Feldindex ist zugleich die Laufnummer: r(|µ; l2〉) ≡ S2[r].
Das Verfahren wird solange fortgesetzt, bis man auf eine Null in S2 sto¨ßt.
Insgesamt kann man nun die Aufgabe, fu¨r eine gegebene Orbitalkonfiguration |µ˜〉
festzustellen, ob es dazu assoziierte SACs in der IS/MRCI-Basis gibt, und, in Fall ei-
ner positiven Antwort, die Laufnummern der entsprechenden SACs {|µ˜; lj〉} zu bestim-
men, folgendermaßen angehen: Wir versuchen im OC-Baum dem Pfad von |µ˜〉 zu fol-
gen, mittels der in u enthaltenen Adressen. Falls |µ˜〉 im OC-Baum enthalten ist, erhalten
wir auch seine Laufnummer L(µ˜), und im Anschluß daran die |µ˜〉-assoziierten SACs
{r(|µ˜; lj〉)| j = 1, 2, . . .} durch das oben beschriebene Springen in den Feldern S1 und
S2.
B.3 Implementierung des SB/B-Algorithmus
An dieser Stelle soll die algorithmische Ausfu¨hrung der Bestimmung von IV(λ), also
aller CI-Raumindizes derjenigen SACs |µ˜; l〉 ∈ V , welche mit einem gegebenen SAC
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bewerkstelligt wird. Das Generieren der Baumstruktur geschieht dabei genauso wie im
SB/A-Algorithmus (siehe vorherige Abschnitte).
Zu diesem Zweck benutzen wir einen Stapelspeicher. Dieser nimmt Tripel der Form
[p, i(p),m(p)] auf, wobei p der Index einer Zelle im Feld u ist, i(p) das Orbital angibt, wel-
ches zu dieser Zelle geho¨rt, und m(p) die Anzahl der unterschiedlich besetzten Orbitale
zwischen |λ〉 und dem Teilpfad eines Kets |µ〉 bis zu der Zelle bei p darstellt. Die Beset-
zungszahlen der ν-fach angeregten primitiven Kets |λ〉 geht in den Algorithmus u¨ber die
012-Darstellung λi (2.20) ein. Des weiteren wird ein Feld vi = 2ν −
∑i
k=1 λk = 2ν − λ¯i
(i = 1, . . . , K) fu¨r die Behandlung von |µ〉-Pfaden, die ku¨rzer sind als K verwendet 2.
Nach der Initialisierung des Stapels mit (1, 1, 0) arbeitet der Algorithmus folgenderma-
ßen:
•
Nehme (p, i(p),m(p)) vom Stapel. Falls keines mehr vorhanden: Ende.
Falls m(p) = 4: (m(p) maximal)
••
Falls u[p+ λi(p)] > 0: (folge µ wie durch λ angegeben)
Setze p = u[p+ λi(p)]. Gehe zu ••.
Sonst: Falls u[p+ λi(p)] < 0: (L(µ) gefunden)
Falls vi(p) = 0:
)|µ〉 ≡ |µ˜〉 ∈ IVOC(λ))
Set L(µ) = −u[p+ λi(p)].
Speichere alle {r(|µ˜; lj〉)} in IV(λ).
Sonst:
Fu¨r w = 0, 1, 2: (Iteriere u¨ber die Zweige w at p)
Falls m(p) + |w − λi(p)| ≤ 4: (m(p) ist noch nicht maximal)
Falls u[p+ λi(p)] < 0: (L(µ) gefunden)
Falls m(p) + |w − λi(p)|+ vi(p)] ≤ 4: (|µ〉 ≡ |µ˜〉 ∈ IVOC(λ))
Setze L(µ) = −u[p+ λi(p)].
Speichere alle {r(|µ˜; lj〉)} in IV(λ).
Sonst: Falls u[p+ λi(p)] > 0: (Verzweigung gefunden)
Lege (u[p+ λi(p)], i(p) + 1, m+ |w − λi(p)|) auf den Stapel.
Gehe zu •
2siehe Diskussion im vorangehenden Abschnitt
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Wie schwierig es ist, an die spektroskopischen 0-0 Anregungsenergien des 1 1Bu bzw.
2 1AgZustands in Butadien zu kommen, zeigt der Versuch von McDiarmid [193] auf, den
Wert fu¨r E00(2 1Ag) durch Extrapolation aus den Werten der entprechenden ¨Uberga¨nge
ho¨herer Homologer zu gewinnen. Sie kommt auf 5.07 eV fu¨r den ¨Ubergang 1 1Ag →
2 1Ag, aber die von ihr verwendete funktionale Abha¨ngigkeit E00(2 1Ag) = f(n) ist nicht
klar. Hier ist n die Anzahl der pi-Elektronen. Tavan und Schulten [134, 38] geben eine
Relation der Form E00(2 1Ag) ∼ 1/(n+1) an, welche aufgrund theoretischer ¨Uberlegun-
gen obere Grenzen fu¨r E00(2 1Ag) liefert. Extrapoliert man nun die von ihr angegebenen
experimentellen Daten (Abbildung 7 bzw. Tabelle 7 in [193]) neu, so resultiert 5.45 eV,
was dem von Chadwick angegebenen Wert schon na¨her kommt (siehe Abbildung C.1).
Als unmittelbare Plausibilita¨tskontrolle bietet sich der extrapolierte Wert fu¨r 0-0- ¨Uber-
gang zum 1 1Bu-Zustand an: McDiarmid kommt hier auf 5.53 eV (Abbildung 7 in ihrer
Vero¨ffentlichung) und wir auf 5.84 eV. Der Wert von McDiarmid fa¨llt hier also deutlich
zu niedrig aus, unserer liegt um etwa 0.11 eV u¨ber dem Experiment (5.73 eV).
Ein naheliegender Variante dieses Vorgehens ist es, auch den Wert fu¨r die vertikale
Anregung 1 1Ag → 2 1Ag durch Extrapolation zu bekommen. Die einzelnen experimentel-
len Werte und die Ergebnisse der Extrapolation aus den Daten von Hexatrien und Octate-
traen sind in Abbildung C.1b zu finden. Letztere liegen bei 5.87 eV (1 1Ag → 1 1Bu) und
6.04 eV fu¨r die Anregung zum 2 1Ag-Zustand (siehe Abbildung C.1b). Der Wert fu¨r die
Anregung zum 1 1Bu-Zustand ist somit in guter ¨Ubereinstimmung zum spektroskopischen
Wert von 5.91 eV, wohingegen die extrapolierte Anregungsenergie zum optisch verbote-
nen Zustand stark unterscha¨tzt wird. Ein Grund dafu¨r ist die experimentelle Unsicherheit
in der Anregungsenergie von Hexatrien. Der hier angesetzte Wert von 4.8 eV ist selber
wiederum nur eine Scha¨tzung von McDiarmid. Alle Werte unter 4.7 eV fu¨hren zur richti-
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(a) E00 (b) Ev
Abbildung C.1: (a) Spektroskopische 0-0 Anregungsenergien [193] des 1 1Bu und 2 1Ag-
Zustands in Polyenen mit n = 6 und n = 8 gegen 1/(n + 1) aufgetragen. Gestrichelte
Linien: Lineare Extrapolation von la¨ngeren Polyenen zu Butadien (1/(n+1) = 1/5) (als
obere Grenze). Zusa¨tzlich ist noch die von McDiarmid gescha¨tzte untere Grenze angege-
ben (Raute) und die spektroskopischen Werte fu¨r E00(1 1Bu) und E00(2 1Ag) von Chad-
wick et al. [189, 190] (Quadrate). (b) Wie (a), aber fu¨r die vertikalen Anregungsenergi-
en [193]. Hier sind wiederum die (fu¨r 2 1Ag gescha¨tzten) experimentellen Ergebnisse von
Chadwick et al. [189, 190] als Quadrate eingezeichnet
gen Zustandsreihenfolge. Kla¨rende experimentelle Daten daru¨ber sind nicht verfu¨gbar.
Diese Argumentation zeigt insgesamt deutlich auf, wie schwierig es in Fall der kurzen
Polyene schon ist, eindeutige und verla¨ßliche Aussagen aus Extrapolationen zu bekom-





Die Rechnungen zur Verfikation der analytischen IS/MRCI-Gradienten und zur Darstel-
lung externer Potentiale wurde jeweils anhand des MBMH+-Ions durchgefhrt. Abbildung
D.1 zeigt die Nummerierung der kartesischen Freiheitsgrade, fu¨r die die Gradienten be-
rechnet wurden.
C
Abbildung D.1: Numerierung der x, y, z-Koordianten an den Atomen des Schiffbasekati-
ons MBMH+ in den Gradientenrechnungen.
D.1 Verifikation der analytischen IS/MRCI-Gradienten
Der Vergleich zwischen analytischen und
”
finite-Differenzen“-Gradienten wurde in
der Grundzustandskonformation von MBMH+ durchgefu¨hrt. Die MNDO/IS/MRCI-
Rechnung bezieht sich auf den S1-Zustand; als Selektionsparameter dienten η2 = 95%
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(Seite 36) und vζ = 2.0 · 10−3 (Seite 37). Die
”
finite Differenzen“-Gradienten wurden mit
einer Schrittweite von δR = 10−2 A˚ berechnet. Anhand von Tabelle D.1 sieht man, daß
die Abweichungen beider methoden voneinander hinreichend klein sind.
D.2 Verifikation der Behandlung einer externen Punkt-
ladung
Hier wurde ein System aus dem Schiffbasekation MBMH+ und einer Punktladung der
Gro¨sse 1e gewa¨hlt, die sich in einem Abstand von ca. 3A˚ von der C = N leicht unter-
halb der Moleku¨lebene befindet. In der ersten Rechnung wurde die externe Punktladung
durch EGO behandelt, und in der zweiten direkt durch die in MNDO97 bereits vorhande-
nen Routinen. Wieder wurden Gradienten berechnet, da sie (i) empfindlicher sind als nur
Energieberechnungen und (ii) da sie im QM/MM-Modus sta¨ndig gebraucht werden. Die
Ergebnisse sind in Tabelle D.1 dargestellt. Hier la¨ßt sich entnehmen, daß der relative Feh-
ler bei den meisten Atomen sehr klein ist. Nur bei den schweren Atomen, die der externen
Punktladung ra¨umlich sehr nahe kommen, kann dieser um die 10% annehmen. Gemessen
an der Tatsache, daß in der EGO-Rechnung das Potential der Punktladung an den QM-
Atomen jeweils durch Taylorentwicklung vom Schwerpunkt des molekularen Systems
aus berechnet wird, und nicht einzeln zwischen jedem QM-Atom und der Punktladung
(wie im Fall der MNDO-Behandlung), ist der Fehler erkla¨rbar.
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i Num. vs. analyt. Gradienten Externe Punktladung
∇i(num) ∇i(ana) |∆∇i| ∇i(EGO) ∇i(MNDO) |∆∇i|
1 -21724.5 -21725.8 1.3 932.9 936.4 3.5
2 -24781.6 -24782.0 0.4 355.5 364.8 9.3
3 5591.2 5592.8 1.5 -8.2 1.3 9.5
4 -703.0 -701.0 2.0 -62.2 -62.2 0.0
5 -23.8 -23.9 0.1 -349.8 -349.8 0.0
6 24344.4 24343.5 0.9 -189.2 -189.2 0.0
7 -980.5 -980.2 0.3 -64.1 -64.1 0.0
8 453.8 454.6 0.8 -346.8 -346.8 0.0
9 -30339.2 -30338.3 0.9 194.2 194.2 0.0
10 23575.3 23574.8 0.5 -374.8 -374.8 0.0
11 24439.4 24438.6 0.8 -683.2 -683.3 0.0
12 422.9 423.9 1.0 3.6 3.6 0.0
13 -17024.3 -17023.9 0.4 -810.0 -891.0 81.0
14 -9121.6 -9120.7 0.9 1546.0 1531.5 14.5
15 -11073.5 -11070.4 3.1 -91.6 -86.0 5.6
16 16638.9 16640.9 2.0 911.8 911.5 0.3
17 8381.7 8382.5 0.9 3512.0 3510.2 1.8
18 11070.8 11070.0 0.8 -22.7 -22.7 0.0
19 23453.7 23451.7 2.0 4630.5 4691.0 60.5
20 -27700.3 -27703.0 2.7 -3600.0 -3608.2 8.3
21 -20120.0 -20120.1 0.1 124.6 49.3 75.2
22 -22878.6 -22880.6 2.0 -579.1 -579.1 0.0
23 29096.7 29097.0 0.3 -2348.4 -2348.4 0.0
24 19890.6 19896.6 6.0 15.5 15.5 0.0
25 28067.9 28071.8 3.9 -1466.9 -1581.1 114.2
26 21453.8 21452.6 1.2 6907.6 6915.5 7.9
27 20028.8 20022.9 5.9 -162.4 -160.4 1.9
28 -26204.9 -26224.1 19.2 567.3 567.1 0.3
29 -21966.8 -21962.2 4.6 452.6 452.7 0.0
30 -19834.6 -19828.8 5.8 -0.8 -0.8 0.0
31 -4706.0 -4699.9 6.1 -5293.8 -5295.0 1.2
32 -67.7 -68.5 0.8 -1319.3 -1319.3 0.1
33 233.6 232.1 1.4 -15.8 -14.8 1.1
34 1106.6 1102.3 4.3 1335.6 1343.1 7.5
35 972.4 971.7 0.6 1140.1 1140.1 0.0
36 646.5 645.1 1.4 3.7 -2.5 6.2
37 -522.7 -522.6 0.1 -442.9 -442.9 0.0
38 560.4 560.2 0.1 452.6 452.6 0.0
39 -63.3 -64.7 1.4 -5.6 -5.6 0.0
40 174.6 173.7 0.9 527.5 527.5 0.0
41 -112.5 -113.1 0.7 -48.9 -48.9 0.0
42 231.4 231.2 0.2 884.7 884.7 0.0
43 446.9 449.2 2.3 535.8 535.8 0.0
44 -332.0 -331.3 0.7 -62.6 -62.5 0.0
45 -643.4 -644.0 0.7 -878.8 -878.8 0.0
46 589.4 590.0 0.6 2040.9 2036.9 3.9
47 -771.1 -767.2 3.9 165.7 167.4 1.8
48 -13.1 -3.8 9.4 5.7 8.2 2.5
49 383.7 391.8 8.1 295.3 295.3 0.0
50 -31.5 -31.4 0.0 -226.9 -226.9 0.0
51 639.5 640.6 1.1 838.3 838.4 0.0
52 -511.8 -514.8 3.1 -1029.1 -1029.1 0.0
53 -395.5 -395.9 0.4 -810.6 -810.6 0.0
54 20.6 21.8 1.2 1.3 1.3 0.0
55 826.2 826.7 0.5 303.0 303.0 0.0
56 -57.5 -58.1 0.6 -239.8 -239.8 0.0
57 -1049.2 -1050.5 1.3 -831.8 -831.8 0.0
Tabelle D.1: Differenzen in berechneten Gradienten (a.u.) bei Freiheitsgrad i (Abbildung
D.1) fu¨r numerische vs. analytische Gradienten (Spalten 2-5) und fu¨r MNDO vs. EGO
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