The Web has become a user-centric platform where users post, share, annotate, comment and forward content be it text, videos, pictures, URLs, etc. This social dimension creates tremendous new opportunities for information exchange over the Internet, as exemplified by the surprising and exponential growth of social networks and collaborative platforms. Yet, niche content is sometimes difficult to retrieve using traditional search engines because they target the mass rather than the individual. Likewise, relieving users from useless notification is tricky in a world where there is so much information and so little of interest for each and every one of us. We argue that ultra-specific content could be retrieved and disseminated should search and notification be personalized to fit this new setting. We also argue that users' interests should be implicitly captured by the system rather than relying on explicit classifications simply because the world is by nature unstructured, dynamic and users do not want to be hampered in their actions by a tight and static framework. In this paper, we review some existing personalization approaches, most of which are centralized. We then advocate the need for fully decentralized systems because personalization raises two main issues. Firstly, personalization requires information to be stored and maintained at a user granularity which can significantly hurt the scalability of a centralized solution. Secondly, at a time when the 'big brother is watching you' attitude is prominent, users may be more and more reluctant to give away their personal data to the few large companies that can afford such personalization. We start by showing how to achieve personalization in decentralized systems and conclude with the research agenda ahead. 
A case for personalization (a) The social Web
In less than 10 years, the Web has become both social and user-centric. 1 User-generated content now dominates. While the Web used to be a collection of pages generated by experts, the content is today generated by you, me and millions of others. Users express their interest in Web content by means of sharing and annotating. Concomitantly, social networking has taken off at a spectacular speed and dramatically changed the way people interact. 2 Social networking typically takes two forms: social networks represent the most well-known form of social networking. They are characterized by the fact that users explicitly declare some links. This creates a huge platform of explicitly connected users that share their status, ideas, pictures, videos, etc. We will refer to such networks as explicit social networks.
The second form of social networking is represented by collaborative platforms where users express their interest in some content (typically items). 'Delicious' is an example of such a network where users typically annotate (tag) URLs they are interested in. Similar collaborative platforms are Flickr, YouTube or Digg. Communities of users, typically not knowing each other, implicitly exist there, gathering users who exhibit similar interests. Recommendation systems, such as those used in Amazon or Netflix, rely on the detection of such forms of communities to assist users to discover new content. We will refer to such networks as implicit social networks.
In such a rich digital world, one might think that the Web could assist users efficiently in any circumstances. It is hard to believe that any query, as specific as it can be, would not have a perfectly matching answer on the Web. While answers exist, finding them might be very challenging because queries may sometimes address ultra-specific content. Should users follow a controlled and dedicated vocabulary or explicit classification, such as an ontology, their search would be facilitated. However, this does not match the behaviour of users over the social Web. The freedom given to Web 2.0 users is the very reason that made it successful and the reason why it is so hard to control and fully leverage as well. We all would love to get the perfect recommendation for restaurants in a foreign town from local people who resemble us. While such goals have been around for a long time, this has not yet led to useful and operational software. The main challenge here is the personalization, our queries should only be processed using a restricted but relevant part of the whole Web. This is even harder to achieve, when the content that we are interested in is very different from what the majority of users expect.
(b) Illustration
To further illustrate the need for personalization, let us take an example [1] . After living for several years in the UK, John moves back to Rennes in France. To make sure that his son keeps up with English (he is bilingual in French and English) he is looking for an English-speaking baby-sitter who would be willing to trade baby-sitting hours against accommodation. While Rennes is likely to be full of foreign students who would be perfect candidates, John's request to a traditional search engine does not fulfil his hopes as the term baby-sitter is mainly associated with daycare, typically French-speaking.
Despite much activity on his favourite social network, none of John's explicit friends can help for none of them is facing the same situation. Consider now Alice, living in Bordeaux after several years in the USA, who has been lucky enough to discover that teaching assistants in primary schools are a very good match. Clearly, John could leverage Alice's knowledge if only he knew about it. Should a system be able to capture the similarity between Alice and John, through their common interests by observing their query history or profiles (interest in international schools and British novels, for example; figure 1), John could exploit Alice's tagging. For instance, this could be achieved by a recommendation system, a personalized search or a query expansion system on top of a classical search engine (figure 2). For example, consider a collaborative platform 'Ala delicious' on which Alice would have annotated the AssistantinFrance.com URL with baby-sitter (figure 1). Consider now that both Alice and John have expressed their interest in international schools and British novels by tagging related URLs. A personalized search could leverage these similarities to return Alice's teaching assistant URL first instead of the millions of URLs of standard (non English-speaking) baby-sitter-related URLs. Similarly, a personalized query expansion system could expand John's query appropriately with tags derived from Alice's activities on the Web and make it easy to solve by any reasonable search engine (figure 2). Likewise, a personalized top-k query system (retrieving the k-most relevant items in a collaborative tagging system) would return that URL first instead of the millions of URLs of standard (non-English-speaking) baby-sitter-related ones. This example suggests that a personalization of the search may be crucial to extract a rare correlation (such as baby-sitter and teaching assistant) from the mass (such as baby-sitter and daycare). Effectively, the unusual association between baby-sitter and teaching assistant is relevant to a niche community only (the one gathering Alice and Bob) while baby-sitter is dominantly associated with (non-English-speaking) daycare. This shows that shared common interests can be very helpful in improving the search process. Discovering such specific similarity may be very rewarding for the users, yet challenging to automatically capture.
(c) Road map
Personalizing the search process requires a large amount of information to be stored and maintained at a user granularity. This introduces several issues. Firstly, as the amount of user information is growing by the second, managing so much data will eventually hit a scalability wall, leaving only a few powerful companies able to deal with such a large amount of data. Secondly, personalizing the Web requires some potentially sensitive personal information to be collected and processed. Therefore, users might be reluctant to give away so much personal data to a few powerful companies, which, as is already well known, profile their users for commercial purposes. Last but not least, the world is inherently distributed, each user now owns several devices, each household may have several computers connected and each is now equipped with a set-top-box provided by Internet service providers. There is a huge amount of resource available out there that could be leveraged by fully decentralized solutions.
In this paper, we first argue that personalization should be at the heart of the future Web. Personalization requires users' interests and/or behaviour to be captured in order to clearly identify which portion of the Web is of specific interest for them. We argue that the relevant portion of the Web for each user is composed of a set of other users sharing similar interests and Web search access patterns. While this set can be provided by explicit social networks, we argue that implicit ones, inferred from each user's activity, are likely to prove more useful. (This is opposed to explicit social networks where users explicitly choose their friends.) We then argue that, to address the issues mentioned earlier, personalization should be implemented in a fully decentralized way. We survey a set of pioneer works that have been carried out in that direction. Finally, we conclude with some other issues that are brought about by full decentralization.
Similarity metrics
Personalizing Web operations requires the processing to be restricted to a relevant subset of the Web tailored for a specific user or class of users, forming the implicit social network. This requires us to (i) characterize a user profile; (ii) compute the similarity between users in order to select the most relevant ones to process a given operation; and (iii) leverage this knowledge in order to use this information to personalize a feature.
In this section, we provide a simple and general model for user profiles and some metrics that are typically used to capture the similarity between users in existing systems.
(a) System model
We consider a system model in which users are characterized by a profile. In order to illustrate our purpose, we consider a collaborative system where users express their interest in specific items. We consider an information space U × I, where U denotes the set of users and I contains the items of the system (URL, files, etc.). The profile of a user is represented as a vector of items I u = {i 1 , . . . , i n }. In addition, each item can be described by a potentially large amount of metainformation, such as tags used to describe it. The value associated with each vector entry can be binary, thus representing the fact that the user has downloaded, tagged or posted a given item, or can be an integer representing a rating that could be used for books, movies or restaurants to be leveraged for recommendation purposes. For instance, let i 1 represent the movie Tamara Drew. In order to personalize a Web operation, be it a query expansion scheme, a top-k search or a recommendation system, the operation is restricted to a set of users who are the most similar to each user. For example, a personalized query expansion system will consider, for each user, the association between tags observed on the restricted set of similar users. A personalized top-k system will attribute the scores only based on the operations made by the most similar users. Finally, a recommendation system bases the recommendation on the opinion gathered on the most similar users. Computing similarity between users is then crucial to personalize the Web experience.
(b) Similarity metrics
We now review some metrics that have been used to compute similarity between users for Internet personalization purposes. Note that this list is not meant to be exhaustive, other measures exist (co-occurrence, Jaccard index, etc.).
(i) Overlap
This simple metric has been used in several file-sharing applications as well as in personalized approaches to top-k processing [2, 3] . The intuition behind this metric is to define the similarity between users as the number of common items that they are interested in. This can be declined in different ways depending on the application. Typically, this can be the number of common files they have downloaded in file-sharing applications or the number of times they tagged similar items (not necessarily with the same tags) in collaborative tagging systems. The similarity between users is defined as the number of common items in two users' profiles, i.e.
This metric has the merit of simplicity but the lack of normalization may significantly favour users who have a large number of items in their profile. This issue is partially fixed with the cosine similarity metric presented below.
(ii) Cosine similarity
The cosine similarity metric [4] has been extensively used in the data-mining community and in many settings to compute to distances between either users [5, 6] or tags [7, 8] . The cosine between two vectors of items is defined as
Let I u be the set of items in the profile of user u, the item cosine between two users u and v is defined as follows:
Similarity is here quantified as the cosine of the angle between their vectors representing their profiles. This measure of similarity can be viewed as a normalized overlap where the number of shared items increases the similarity score between two users while non-shared interests symmetrically decrease it. 
(iii) Multi-interest cosine similarity
When selecting the most similar users to a specific user, some interests, typically minor or emerging, might be completely ignored and remain ignored until they represent a large portion of the profile. This is because of the pairwise similarity computation. Coming back to the babysitter example illustrated in figure 1, Alice and John are fairly similar and useful to each other as far as English-related issues are concerned. Consider now that those represent 70 per cent of Alice's interests and that she is interested for 30 per cent in music. Recall that we do not consider any explicit classification of interests. By selecting the most similar users, she might select only other users interested in English-related issues, thus ignoring her interest in music. Yet, there is no guarantee that her music interests match John's despite the cosine similarity computation based on the profiles revealing that John is highly ranked in the most similar users to Alice.
In Bertier et al. [1] , a multi-interest similarity metric is introduced accounting for all interests of a user. This is achieved by rating a set of users as a whole rather than each profile independently. Two dimensions should be considered to account for multi-interest: (i) the similarities between the user u i and the users of the set and (ii) the distribution of interests in the set so that it is similar to u's. The item set cosine similarity metric achieves this trade-off.
Let I u be the vector that represents the items in the profile of u. Following the same principle, SetI u (set) builds an item vector that represents the distribution of items in set with respect to the user u where set is a set of users. Each value of this vector is computed as follows:
This metric enables us to represent the distribution of the interests of u without having to explicitly define such interests while normalizing the contribution of each user of the set to favour specific interests. The items that are not present in the profile of the user u are naturally discarded. Following the cosine similarity between users, a user u computes a score for a set of nodes as follows:
where b represents the multi-interest parameter so that, if b = 0 (no cosine impact), the distribution is not considered and the similarity metric is therefore the cosine similarity metric. This metric has been shown, by considering real traces, to cover multiple interests in a wide range of applications, namely file-sharing systems (eDonkey), collaborative music platforms (Last.fm), and collaborative tagging systems, aka folksonomies (Delicious and CiteULike) (www.citeulike.org; www.delicious.com; www.flickr.com; www.last.fm).
(iv) Pearson correlation
In recommendation systems, the Pearson correlation and its variants (weighted Pearson correlation) are often preferred over the cosine similarity because they account for relative values as opposed to exact ones. This is of a particular importance when users express their preferences using a range of values. For example, a user may rate items from 3 to 5, but a second user may use 1 to 3 to reflect the same opinion on items. The Pearson correlation considers the offset of each rating rather than absolute values and is defined as
wherer u is the mean rating of user u and r ui is the rating of user u for item i. The Pearson correlation considers the items rated by both users without taking into account the number of such items. Therefore, two users might have a high similarity while sharing very few items. To address this issue, a significance weighting [9] can be used. This is achieved by multiplying the Pearson correlation by a term reflecting the number of common items. 
Personalized approaches
In this section, we review some approaches implemented in centralized settings that achieve personalization in the Web, namely recommendation systems, search, query expansion and top-k processing. Again, the goal of this section is to illustrate the purpose rather than being exhaustive.
(a) Recommendation systems
Recommendation systems, also called recommenders, are becoming increasingly popular. They are by essence personalized. The goal of a recommender is to assist users in finding new relevant content. They now play a central role in systems, such as Netflix, Amazon or eBay. A recommendation system leverages information gathered on past behaviour of users and the correlation between users or items in order to predict future behaviour. Typically, a recommendation system estimates the score a user would give to a specific item that he or she has not rated yet. Recommendation systems have been addressed both theoretically [10] [11] [12] and empirically [9, [13] [14] [15] [16] .
Typically, in a recommender system, a matrix R is used to model the system: rows represent users and columns account for items. The rating of user u regarding an item i is typically stored in the entry r ui . We consider an M user and N item system, where u ∈ {1, 2, . . . , M} and i ∈ {1, 2, . . . , N}. Typically, the profile of a user u is represented as the row R u * , i.e. the set of his or her ratings. The recommender system is in charge of filling up the empty entries for each user so as to recommend new items to users.
Collaborative filtering is one of the most used approaches in recommender systems because it does not rely on inspecting the content but only the relations between items and users [17] . There are two main classes of collaborative filtering-based systems: user based and item based. Item based systems [18] have dominated so far for scalability issues. Indeed, the number of items is much smaller than the number of users in recommender systems. Therefore, considering the more tractable set of items facilitates the computation. On the contrary, given the potentially extremely large number of users, user-based approaches [9] typically run into scalability issues on centralized approaches.
In order to implement a collaborative filtering-based recommender system, finding the most similar users or items is crucial. Such approaches rely on selecting, per user, the set of the most similar items, respectively, users in item-based, respectively, user-based approaches. In recommender systems, the Pearson correlation, presented in §2, is one of the most efficient metrics because it accounts for various rating ranges. The estimated rating is then deduced from the set of neighbours and the following prediction rule in user-based systems:
wherer ui is the estimated rating of user u for item i, and Nb(u, i) the set of users in the neighbourhood of u having rated i. ω uv represents the similarity weight between users u and v. Recommender systems usually suffer from the well-known issue of sparsity owing to the fact that the number of ratings is usually low. Therefore, it is sometimes artificial to compute some similarities between users and/or items given that there is little information available. Consequently, the slightest bit of information may actually have great importance. Some works have exploited other dimensions such as demographic information [19] , age and gender of users to improve the recommendations when the data are not dense enough. Default rating [20] is another method for dealing with sparsity. The precision is improved by assuming some default value for missing ratings. One of the drawbacks of this approach is to create a dense input data matrix, thus significantly increasing the complexity of the computations potentially hurting scalability. Significant research has been conducted to extract further correlation between users such as random-walk-based approaches [5] derived from PageRank [21] . Such solutions are usually implemented to address sparsity in centralized item-based collaborative filtering approaches. 
(b) Personalized search
Several approaches have been proposed to personalize the search process on the Web. We do not aim at being exhaustive here and focus on search and top-k processing. A top-k processing system aims at processing a query composed of a set of keywords in order to retrieve the k items which score the highest for the keywords composing the query. A search operation can be considered as a top-1 operation. A top-k search algorithm, e.g. No Random Access [22] , usually relies on the presence of one inverted list per keyword. Such lists are ranked by decreasing order of scores. Each entry of an inverted list of keyword k 1 contains the items with the number of times k 1 has been used to tag an item in the set of users considered for the computation. In a non-personalized system, the set of users typically contains all users. In this section, we review a few personalized approaches to search: we first consider the approaches that leverage explicit social connections and then implicit ones. We focus on centralized approaches in this section.
(i) Personalized search through explicit links
A few approaches [23, 24] rely on leveraging explicit social connections of each user, typically derived from social networks. These approaches assume that explicit declared relationships reflect the common interests [25] and can be leveraged to explore the Web. For instance, Web sites such as Last.fm and Myspace propose new contents to users, leveraging their explicit social networks. In most cases, and as pointed out in Bender et al. [24] , the information gathered from such networks turns out to be very limited in enhancing the search. Effectively, while social networks manage to re-discover and keep in touch with old friends, there is no evidence that they share interests. PeerSpective [23] enhances Web searching by launching a search both on Google and based on the query results of the users declared as social links. Those experiments show that in several situations a better coverage was achieved and more specifically that some queries were successfully disambiguated. This approach, however, neglects the huge opportunities hidden behind users sharing similar interests but who might not know each other in real life.
(ii) Personalized search through implicit links
Alternative approaches exploit implicit connections of a user to improve the search further [26] . These require the user to explicitly declare a list of topics of interest and assume a strict topic classification, rendering it impossible to dynamically detect new communities. In Crespo & Garcia-Molina [27] , a centralized ontology-based analysis of all the items in the system assigns a type to each item based on this classification and infers users' interests.
In Bai et al. [2] , a personalized top-k processing is proposed that takes as an input for each user a personal network. This personal network can be either explicit or implicit. The goal is to compute the score used in the top-k processing for each user based only on the network of users who have some similarity with the considered user so that the retrieved items are relevant. In this approach, the metric used to compute the personal network is the overlap similarity metric presented in §2. When users have tagged a sufficiently large number (this threshold is a parameter of the system) of items in common, they are assumed to belong to the same social network. Ultimately, i.e. without space limitation, this is equivalent to maintaining inverted lists on a per user basis. Since this is shown to be too space consuming, this approach clusters users according to their similarity and adapts the traditional top-k algorithms to efficiently compute the result in a cluster setting.
(c) Personalized query expansion
Centralized Web search engines often rely on specific taxonomies (WordNet, Open Directory Project, Yahoo! Directory) to expand queries but do not leverage the personalized knowledge. Bender et al. [28] proposed a framework for query expansion and result ranking enhanced through explicit social relations. However, while the scoring model is personalized, the associated query expansion mechanism is not; it is based instead on the co-occurrence of tags in the full document collection rather than in a personalized subset. Another approach consists in collecting information about the past behaviour of a user and leveraging it [29, 30] . In Carman et al. [29] , the query is expanded by tags already used in previous queries. This does not leverage the knowledge of similar users but only the user's past history. Emerging interests for which a user has no history cannot benefit from such an approach. Moreover, queries on emerging interests are typically those for which a user needs some help. In Jie & Zhang [30] , the query is expanded using the information available on the user's local computer. None of these approaches relies on information inferred from similar users.
Social ranking [31] provides a personalized query expansion system. It relies on two types of correlations: (i) the similarity between users and (ii) the similarity between tags. The past history of users is exploited to compute similarity between users using the cosine similarity metric on the vector of profiles. The profile vector of a user is a vector of tags (as opposed to the model presented in §2a, which considers a vector of items)-each entry contains the number of times a user has tagged an item using this tag. The relationships between tags are based on their association to contents but in the whole collection of users. Therefore, the first step in the query expansion systems is not personalized in the sense that the correlation between tags is computed using the whole set of users. Yet, in a second phase the ranking is refined by weighting the results based on user similarity.
A case for decentralization (a) Scalability and privacy
The review of existing approaches presented in §3 targeting personalization has revealed that an efficient personalization relies on storing a huge amount of information per user. Storing and maintaining so much information at the granularity of a user turns out to be too space intensive, as shown by Amer-Yahia et al. [2] . For example, under the estimation proposed by Amer-Yahia et al. [2] , maintaining the inverted lists for 100 000 users would require several terabytes in Delicious and a whole night to compute on Yahoo! servers. Knowing that the current system has more than 5 million users and 150 million URLs, a centralized approach to a fully fledged personalization does not seem realistic. The problem of scalability would be even more onerous in systems such as YouTube and Flickr with videos and pictures. To cope with this huge amount of information, some approaches cluster users with similar behaviours. Yet, this is difficult to maintain in a dynamic system where users potentially change interest or are extremely active, therefore impacting the similarity measure over time.
Similarly, recommendation systems are sometimes constrained by the size of the system. For instance, while not always more efficient, item-based recommendation systems have been preferred over user-based systems because the number of users increases much quicker than the number of items, making the problem more tractable using items.
Finally, storing the required information to achieve a full personalization can only be afforded by a handful of powerful companies. This leads to the second issue of privacy.
Underlying personalization is the maintenance of personal and potentially sensitive information about every single user. The examples are numerous where large companies tried to leverage such personal information more probably for future commercial purposes. For example, in 2009, Facebook changed its terms of use to grant Facebook a perpetual licence to any content ever published on the social network. This feature was not instigated as a large portion of users complained. Similarly, in 2007, Facebook launched a beacon feature where the Web history was visible through the social network. This demonstrates that such large companies are extremely eager to impose regulations where personal data might be leveraged for commercial purposes. Similarly, companies such as Amazon know a lot about user preferences and use them for commercial purposes to propose recommendations, for example.
Besides these attempts that potentially hurt users' desire for privacy, such giant companies may be more vulnerable for they represent a single point of attack. A few privacy breaches have been reported recently. In 2010, the Facebook chat system experienced an attack in which the chat history was disclosed on the social network. In March 2010, Google had to shut down the personalized search feature because it revealed some information about its users.
All these facts show that users, although the success of these companies does not entirely reflect this fear, might, in the long run, become reluctant to reveal personal sensitive information that will allow them be exploited by large companies.
(b) Towards decentralization
We argue that fully decentralized approaches can address both privacy with respect to large companies addressing the 'big brother is watching you' syndrome and scalability. Fully decentralized systems, also known as peer to peer, enable users to be in charge of (i) storing and controlling their own data; (ii) computing their similarity with other users; and (iii) storing and exploiting the information that is relevant to their own Web operations. This solves the scalability issue mentioned above as the number of potential servers, and therefore storage and computation capability, increases linearly with the number of users.
Similarly, if all users are in charge of gathering the information required to personalize their search experience, their privacy is preserved at least from large and powerful companies. This introduces other privacy issues regarding other users, as we will point out in the conclusion.
We now review a number of peer-to-peer approaches aimed at personalizing the Web. Note that we are really at the beginning of this era and such approaches are either new or under development.
(i) Decentralized recommenders
Despite the fact that the need for decentralized recommenders has been acknowledged for some time, mainly for scalability reasons, only a few approaches exist.
Tribler [32] is a decentralized search engine implemented on top of the BitTorrent protocol. Tribler extracts users' preferences and provides them with recommendations after a few search queries. Tribler relies on a gossip protocol to form the neighbourhood, i.e. the set of similar users that should be considered to compute recommendations. Tribler uses the cosine similarity metric to compute this neighbourhood, the profile of each user being a vector of items where an entry for an item is 1 if the user has downloaded it, 0 otherwise. The significance weighting term is defined as min(1, |I v |/40), where v is the corresponding neighbour. A non-normalized score is computed for each item through a user-based collaborative filtering approach, consequently being used to generate an ordered recommendation list.
PocketLens [33] is a decentralized recommender algorithm developed by the GroupeLens research group. This system can rely on several architectures, including fully decentralized ones to compute the neighbourhood. PocketLens uses the cosine similarity to estimate the similarity between users. An item-based algorithm is then applied to the ratings gathered from the neighbourhood.
Isaacman et al. [34] designed a distributed mechanism for user-generated content systems, predicting future user ratings. Users disclose their ratings to the content producers. They apply a distributed matrix factorization approach based on a gradient descent algorithm to the Netflix dataset and show that this algorithm is competitive with current centralized solutions.
Finally, the approach presented by Kermarrec et al. [35] proposes a new collaborative filtering user-based random walk approach customized for decentralized systems, specifically designed to handle sparse data. The neighbourhood formation is ensured using gossip protocols [36] and relies on a modified Pearson correlation metric to connect each user to a set of similar users. Those users form the neighbourhood on which the recommendation is computed locally. Each user can only leverage his or her own information and data provided by a small (with respect to the size of the system) number of other users, providing a scalable solution. Once users have formed their neighbourhood, i.e. the gossip protocol has converged, each user 
(ii) Decentralized search
In the context of search, several decentralized approaches have been used that associate users with implicit acquaintances that successfully helped answer their queries in the past [37] [38] [39] [40] [41] [42] . In file-sharing communities, these approaches gradually transform a random overlay network into weakly structured communities that improve the success ratio of queries. Various replacement policies have been proposed to limit the size of the considered neighbourhood. Yet, the formation of the neighbourhood requires a significant warm-up phase in order to gather a sufficiently large sample of queries: the first queries are sent to random users, leading to poor results. Also the fact that the neighbourhood is based on the last few queries reflects only a short past interest. Queries on emerging interest lead to poor results.
In order to avoid the warm-up phase, some active clustering approaches rely on gossip protocols. Voulgaris & van Steen [43] used overlap in shared files as a similarity metric. While this approach improves search, it overloads generous nodes that share many files. Jin et al. [44] considered the cosine similarity of the users as a metric to penalize non-shared interests. These approaches also tend to choose uniform acquaintances that only reflect the primary interest of a user. As discussed by Le-Blond et al. [45] , a user usually has several areas of interest, typically non-correlated: on average, users require three clusters to find 25 per cent of the data they are looking for. Patel et al. [46] used gossip protocols to select semantic acquaintances for RSS feed transmission. This approach considers the similarity computation of a set of users to maximize the coverage of the RSS feeds a user has subscribed to.
In Banaei-Kashani & Shahabi [47] , the attributes of the items generate a navigable overlay. This approach is centred on items rather than users, and does not scale with the number of items a user shares. It is also limited to items which carry a lot of meta-data, such as music or text files. The system proposed by Li et al. [48] is fully distributed: it clusters items in order to obtain semantic coordinates. Users join the unstructured community responsible for most of their items and get small-world links to other communities. Although users have to advertise the items which are not part of their main community, this approach scales fairly well with the size of the user profile. However, it suffers from the same drawback as described by Banaei-Kashani & Shahabi [47] and requires items with a lot of meta-data for clustering.
The decentralized solutions of Jie & Zhang [30] and Carman et al. [29] rely only on a user's own data or his or her explicit connections. Some approaches to decentralize top-k processing have also been proposed. In Michel et al. [49] , pre-computed inverted lists are distributed across users and partial information is transmitted in the network progressively to approximate top-k results. In Bender et al. [50] , a Chord-based distributed hash table is used to partition the term space and each user is responsible for a random set of terms. The query is then routed to the users responsible for the query-related terms. Planet P [51] uses gossip to globally replicate a membership directory and a term-to-peer context index. A searching node first identifies the set of nodes having the query-related terms with the global index, and then ranks the relevant documents (returned by these nodes) to determine the most relevant ones. While the above approaches are distributed, they do not specifically address personalization.
In Bai et al. [3] , a fully decentralized personalized top-k approach is presented. This approach relies on a bimodal, gossip-based solution where each user computes a network of social acquaintances by gossiping among each other and computing the proximity between tagging profiles. Every user maintains his or her social network but locally stores a limited subset of profiles, typically those of the most similar users, according to their storage capabilities. The maintenance of the social network is performed in a lazy gossip mode, with a low frequency to avoid overloading the network. To limit the bandwidth consumption, users exchange the whole profiles only when these appear to be significantly similar. Instead, the digests of profiles are encoded in Bloom filters and first exchanged to estimate the proximity between profiles. No inverted list is precomputed but instead computed on the fly in a collaborative manner. The same gossip scheme is used to process queries with two differences: processing a query is achieved using an eager mode of the gossip protocol, i.e. with an increased frequency, and the gossip is biased towards social acquaintances. Every query is first computed locally based on the set of stored profiles, providing an immediate partial result to the user. The query is then gossiped further, first to the closest acquaintances and then further away according to social proximity, iteratively refining the results. In this way the query keeps visiting the network. The results are thus iteratively refined in a number of gossip cycles, harvesting relevant information at each step, and displayed directly for the querier.
(iii) Decentralized query expansion
To the best of our knowledge, the only approach that implements a fully decentralized query expansion mechanism is presented by Bertier et al. [1] . This approach automatically infers personalized connections in Internet-scale systems. Users continuously gossip digest their profiles and locally compute a personalized view of the network. The view covers multiple interests without any explicit support (such as explicit social links or ontology) and without violating anonymity since the association between users and profiles is hidden. To limit the number of profiles maintained by each node, while encompassing the various interests of the user associated with the node, the set cosine similarity described in §2 is introduced as a generalization of the classical cosine similarity metric as well as an effective heuristic to compute this new metric.
This network is then used to expand queries in collaborative tagging systems. Once each user has formed its network, he or she computes a data structure, which is a personalized view of the relations between the tags. This is based on the information gathered from a user's profile and his or her implicit social neighbours. This data structure is then the only source of information that is used for the query expansion and updated periodically to reflect the system dynamics. A query is then expanded using this data structure through a centrality algorithm derived from the PageRank [21] algorithm. While PageRank computes the relative importance of Web pages (eigenvector centrality [52] ), this algorithm computes the relative importance of tags as perceived by a given user. This can be viewed as a notion of tag centrality that estimates the relevance of each tag with respect to the query and assigns a score to the tag. The correlation between tags is then recursively refined between tags by computing their distance using random walks, along the lines described by Fogaras et al. [53] . This approach has been shown to improve upon recall and precision over non-personalized and other personalized approaches using real data traces (Delicious and CiteULike) while being fully distributed.
Concluding remarks
Social networks now play a major role on the Internet, be they explicit, connecting people usually related in real life too, or implicit, letting communities of users emerge who do not specifically know each other. This, combined with the explosion of user-generated content, creates tremendous opportunities to enhance users' Web experience.
In this paper, we have advocated the need to personalize a number of Web features, such as search, recommendation and query expansion in a transparent way, i.e. without requiring the user to follow any strict classification-based framework. A key aspect of personalization is, for each user, to restrict the Web operations to a restricted but relevant subset of the whole Web. This subset is typically composed of other users, and their attached data, sharing similar interests. Achieving this requires us to compute similarity between users. In this paper, we have reviewed some similarity metrics typically used in Web 2.0 as some existing personalized approaches based on such metrics.
Yet, implementing a personalized Web efficiently is challenging mostly for two reasons. Personalization requires monitoring users' activity and maintaining personal data on a user basis. In an exponentially growing environment, even those companies that can afford huge server farms will collapse at some point. We believe that salvation comes from a fully decentralized approach where each user is in charge of maintaining his or her own information, letting the number of potential servers (users) increase naturally with the scale of the system. We believe that use of gossip protocols enables us to cope with the dynamic nature of this new setting.
The second challenge when achieving personalization is related to users' privacy. Many recent examples have shown that some large and powerful companies, such as Facebook, Google or Twitter, have in their hands an extremely large amount of personal, potentially sensitive, information. In the long run, users may become more and more reluctant to trust such companies to store so much information. We argue that fully decentralized solutions are appealing to solve these issues. Yet, such solutions are challenging to implement and pose a number of scientific issues. Fully decentralized approaches let global properties emerge from local operations performed by each user based on his or her limited knowledge of the system. While similarity metrics provide a way to select other relevant users, discovering such users in a fully decentralized way is more complex than when a server has full knowledge of the system. Finally, users are dynamic with respect to both connectivity and interests: this should be accounted for by means of a decentralized solution and considered as the norm rather than an unusual event. Current research on peer-to-peer systems can be leveraged to address those issues and pushed even further.
While fully distributed solutions provide a natural defence against a central authority aware of all personal information, they potentially pose the problem of privacy with respect to other users, including misbehaving ones. Privacy can be addressed at several levels.
The first attempt to protect the privacy of users is to hide the association between a user and his or her profile. This is called anonymization. We believe that this problem can be solved in a decentralized fashion by introducing some relays between a user and a node exchanging information on behalf of the user. For instance, Bertier et al. [1] installed a relay node between the user and the node who is in charge of gossiping the user profile to discover the closest neighbours. In this case, the user encrypts his or her profile, the relay node knows the identity of the user but is not able to decrypt the profile, which it forwards to the proxy. Conversely, the proxy is able to decrypt the profile and discover the closest profiles but is not able to associate the profile with a given user. Should the relay and the proxy be picked up at random, the probability that these two nodes would collude is very low. Note that this chain of relays can be expanded at will in order to provide stronger guarantees.
Yet, it has been shown through the AOL data disclosure process 3 that the search history of users, typically a profile as defined in this paper, might be enough to clearly identify a user. This can be leveraged for targeted advertising companies or other commercial purposes. In this case, hiding the association between a user's identity and his or her profile is clearly not sufficient. Therefore, stronger cryptography should be considered to encrypt the profiles. Typically, homomorphic encryption [54] can be used to enable similarity computation without revealing the profiles. Yet, there is a lot of work addressing the efficiency of such computations.
Finally, some systems may even require stronger guarantees as sometimes auxiliary knowledge enables some information to be inferred even from encrypted data. For instance, if a user computes his or her similarity with another user j and subsequently adds an item in his or her profile, performing the same similarity computation might lead to a different result. This can reveal some information on the profile of j regarding that very item. Differential privacy [55] addresses this issue in large databases and is started to be leveraged here in this context. The main idea behind differential privacy is that some noise is added to the profile, for instance, so that, if there are some differences in the profiles (say one item), this will not be revealed through successive similarity computations. Yet, the added noise potentially hurts the utility of the similarity computations. Again, this is an active area of research [56] .
Note that in some applications mentioned above the profile should be exchanged eventually so that users may leverage other users' information for search and query expansion, for instance. One could use the encryption mechanism to discover similar users. When two users are similar, they could then decide whether they should trust each other and exchange their information. Yet, such systems remain vulnerable to adversaries with an infinite computational power.
To conclude, the penetration of the Internet into every home, the amount of idle resource that each user has in his or her hands, the amount of personal information that one should store on a user basis, the fact that the information of interest for a given user is so small when compared with the huge amount of data available today on the Web, combined with the privacy concerns of users with respect to central authorities and large powerful companies, really make a case for fully decentralized solutions where users are in charge of their own data and computations to personalize their Web experience. While distributed protocols are available to provide a scalable solution to these problems, the privacy issues, with respect to malicious users or Sybil attacks, are not entirely solved yet and are particularly challenging to design in the absence of trusted third parties, leaving an exciting research agenda ahead.
