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Resumen 
Las Fork Álgebras constituyen un poderoso cálculo relacional para la derivación de programas. Esta clase 
de álgebras resulta de extender las álgebras relacionales con un nuevo operador, llama.do Jork que permite la 
introducción, por definición, de proyecciones. En este a.rtículo damos una axiomatización del tipo de datos lista 
expresada en el lenguaje de las fork álgebras. La importancia de contar con una teoría de listas expresada en 
dicho lenguaje, con una notación uniforme y precisa, es imperiosa, ya que buena parte de la tarea de construcción 
formal de programas recae en el adecuado manejo de los tipos de datos. El método utilizado consiste en introducir 
constantes de relaciones junto con axiomas que las mismas deben cumplir para expresar las operaciones básicas 
sobre listas. Además, se prueban algunas propiedades conocidas utilizando los axiomas y se definen algunas 
operaciones derivadas para operar con listas. 
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IntroduC'ción 
as Fork Algebras constituyen un poderoso cálculo relacional para la derivación de programas. Esta clase 
e álgebras resulta de extender las álgebras relacionales con un nuevo operad.or, llamado fork que permite 
a introducción, por definición, de proyecciones. El cálculo abstracto asociado a las fork álgebras manipula 
érminos relacionales sin variables sobre individuos. Sobre la base de este cálculo se ha desarrollado un 
ormalismo para construcción formal de software. Dos cuestiones básicas para evaluar un formalismo 
e derivación de programas tienen que ver con sus aspectos formales (corrección y completitud) y sn 
decuación para razonar y derivar programas a partir de especificaciones. Estas cuestiones fundamentales 
an sido establecidas en términos de los teoremas de expresividad (que muestra que la teoría ecuacional 
e las fork álgebras tiene el poder expresivo del cálculo de predicados de primer orden) y representabilidad 
que muestra que cualquier modelo de nuestro cálculo es isomorfo al modelo conjuntista de relaciones, 
ue captura la semántica de entrada-cSalida de los programas). La potencia de nuestro cálculo para 
erivar y razonar acerca de programas ha sido ilustrada a través de una importante cantidad de ejemplos 
ver [9, 14, 12, 23, 2, 1]). En ellos se puede ver que una buena parte de la tarea de contrucción de 
rogramas se basa en la adecuada definición y manipulación de tipos de datos (listas, árboles binarios, 
tc.). En los citados trabajos dichos tipos se utilizan asumiendo que se tiene un conocimiento intuitivo de 
Hos, y utilizando las propiedades conocidas de los mismos. En ese sentido, resulta de gran utilidad una 
ormaliza,ción de la teoría de listas ([5]) expresada en el lenguaje de fork álgebras. Uno de los objetivos 
e este artículo es introducir notación que pueda ser utilizada en forma estándar a la hora de derivar 
rogramas, pero con una base cierta y definida que permita que las estructuras de datos no sean sólo 
na noción intuitiva. El método utilizado consiste en introducir nuevas constantes de relación junto con 
n conjunto de axiomas que las mismas deben cumplir para representar a las operaciones básicas sobre 
istas. A partir de estos axiomas se prueban algunas propiedades conocidas sobre list.as y, utilizando las 
peraciones básicas introducidas, se definen algunas operaciones clásicas para manipularlas. 
La especificación relacional de tipos de datos no es una idea nueva; uno de los primeros ejemplos 
arece ser un artículo de de Bakker y de Roever de 1972, [6]. Posteriormente, se realizó un importante 
es arrollo en el tema, [11, 7, 3, 4]; sin embargo el enfoque de estos trabajos se basa en un álgebra 
eterogénea, y nuestro interés es el de realizar esta tarea en el marco homogéneo que brindan las fork 
'lgebras. El estudio de especificaciones relacionales en fork álgebras fue iniciado en [8], pero no fue 
ontinuado sistemáticamente, faltando hoy un desarrollo imprescindible en el tema. Finalmente, en [10] 
e caracterizan relacionalmente las listas en el marco de las fork álgebras, pero se introducen mediante 
as operaciones de hd y ti como primitivas (lo cual exige el uso de inducción para definir la operación 
conc), y exige como primitiva la interalización del conjunto de listas, que puede definirse a partir de 
as otras operaciones; sin embargo este método es de naturaleza funcional, y no aprovecha la totalidad 
el poder relacional de las fork álgebras. El enfoque que seguiremos es el de introducir las listas como 
ioin-lists, siJruiendo las ideas de r51 v r181. 
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Este artículo se divide en dos secciones principales. En la Secc. 2 se presentan las fork álgebras, 
tanto propias como abstractas, basando su presentación en las álgebras relacionales, de las que se da una 
breve introducción, y se tratan los problemas de expresividad y representabilidad de las fork álgebras. 
En la Secc. 3 se presenta la axiomatización del tipo de datos lista expresada en términos del lenguaje 
introducido en la Secc. 2. 
, 
2 Fork Algebras 
En esta sección presentaremos los modelos que motivaron el uso de las fork álgebras como un cálculo de 
especificaeión y diseño de programas, las fork álgebras propias, daremos una axiomatización abstracta, 
que caracteriza completamente (salvo isomorfismo) dicha clase de modelos, presentaremos los teoremas de 
expresividad (Teo. 2.7) y representabilidad (Teo. 2.8), discutiremos algunas consecuencias que los mismos 
tienen en el uso de fork álgebras como lenguaje de construcción formal de programas, y definiremos 
abreviaturas de notación para algunos términos de uso común en la derivación de programas. Dado que 
las fork álgebras son extensión de la') álgebras relacionales, que a su vez extienden a las álgebras de Boole, 
es conveniente recordar brevemente esta progresión, haciendo. especial hincapié en las versiones concreta 
(o propia) y abstracta de cada una. 
2.1 Conceptos básicos 
Consideremos un conjunto W. Un campo de conjuntos sobre W es una estructura SF = <F, U, n,', 0, W> 
donde F';:;;'P(W) y W es cerrado para las operaciones U (unión), n (intersección), y , (complemento 
respecto de W), y tal que 0,WEF. 
La versión abstracta de un campo de conjuntos es un álgebra de Boole, o sea una estructura BA = 
<B, V, 1\,', 0,1> que satisface el bien conocido conjunto de axiomas ([20)). Recordemos que sobre esta 
estructura se puede definir una relación ~, dada por x~y sii xVy=y, proveyendo al álgebra de Boole con 
una estructura subyacente de reticulado. 
El teorema de Stone establece que toda álgebra de Boole es isomorfa a un campo de conjuntos. El 
orden parcial ~ se corresponde con la inclusión usual de conjuntos (~). 
Cons;lderemos ahora un conjunto V~WxW (o sea un conjunto de pares ordenados de elementos de 
W). Sobre los subconjuntos de V se pueden definir las operaciones de conversa ("') y producto relacional 
(1) como p"'={<u,v>/<v,u>EP} y plq= {<u,w>/(3vEW)«u,V>Ep 1\ <v,w>Eq)}; además, la 
relación diagonal (o relación identidad), .6.={<u,v>/<u,v>EV 1\ u=v} es un subconjunto de V. Un 
álgebra de relaciones (o álgebra relacional propia) es una estructura PRA=<P, U, n, 1,', "',0, V, .6.>, con 
P~'P(V), tal que el reducto <P, U, n,', 0, V> es un campo de conjuntos y P contiene a la relación 
diagonal. y es cerrado por las operaciones'" y l. 
La versión abstracta de un álgebra de relaciones es llamada álgebra relacional (abstracta), y consiste 
en una €,structura RA = <A, +,., ;,- , ~, 0,00, 1 >, tal que el reducto <A, +, .,- , O, 00 > es un álgebra 
de Boole, el reducto <A, j, 1> es un monoide, y A cumple la regla de SchrOeder (R; S ~ T sii R '-'";T 
~ S sií T; S ~ ~ R) y la regla de Tarski ( R::j:: O -- 00; R; 00 = 00 ), para todo R, S y T en A. Los 
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símbolos O, 00, 1, ; y ~ denotan los elementos cero, unidad, identidad, y las operaciones producto 
relativo y conversa, respectivamente; el símbolo ::5 corresponde al orden del reticulado &ubyacente y es 
llamado inclusión relacional. 
En [21] se establece cuales son las álgebras relacionales representables mediante un álgebra de rela-
ClOnes. 
2.2 Fork Álgebras Propias 
Las fork álgebras propias son álgebras de relaciones extendidas con un operador lluevo, llamado fork, 
diseñado para tratar con objetos complejos (con una estructura similar a la de los árboles binarios). 
Definición 2.1 Una *-Fork Álgebra Propia sobre un conjunto W es una. estructura 
rPFA = <p,u,n, ¡, \7,', "',O, V,~,*> 
tal que: 
1. <p,u,n, 1,', "',O, V,d> es un álgebra propia de relaciones 
2. * es una operación binaria inyectiva de V en W 
3. P es cerrada para la operación \7 definida por 
R\7S = {<x,(y*Z»/<x,y> E R y <x,z> E S y <y,z> E V} • 
Es importante destacar que los "árboles" formados por la operación * pueden representar órdenes 
o bien fundados, y tienen entonces ramas infinitas. A pesar de que a primera vista puede parecer una 
esventaja, esta propiedad puede ser útil para modelizar procesos o computaciones infinitas, como se 
uestra en [9]. Además, estas estructuras arbóreas permiten manejar tantas variables como sea necesario 
1 representar fórmulas de primer orden mediante términos del álgebra. 
Las Fork Álgebras Propias se definen entonces de la siguiente manera: 
efinición 2.2 Una Fork Álgebra Propia sobre un conjunto W es el reducto 
PFA = <p,u,n, 1, \7,', "',O, V,d> 
e una .,tr.fork álgebra propia. • 
Observemos que una relación binaria puede representar la relación de entrada-salida de un programa 
ecuencial. Las operaciones del álgebra representarán entonces a operaCIOnes entre programas; por ejem-
lo, el producto relacional representará la composición secuencial, y la operación fork (\7) la formación 
e pares en los datos de salida de un programa. 
Un punto de importancia al utilizar relaciones para representar programas es la forma en que se 
presentan tipos de datos. Esto hace que la manera en que se representan conjuntos como relaciones sea 
e gran importancia, ya que los tipos de datos pueden entenderse como conjuntos de valores con ciertas 
ropiedades. Existen varias maneras de realizar la "internalización" de un conjunto (ver [21, 23]); la 
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usada en este artículo consiste en representar al conjunto X mediante la relación {<x,X>/XEX}, y se 
denomir·.ará identidad parcial Á X, por estar incluída propiamente en la relación Á. 
Otro concepto de importancia al considerar a las relaciones binarias como representación de programas 
son los programas "constantes", o sea aquellos que aceptan cualquier dato de entrada y producen siempre 
el mismo dato de salida. Dichas relaciones tienen la forma {<x, c>/<x, x> E V}, para un elemento 
dado c. En la sección de fork álgebras abstractas daremos una caracterización abstracta de este tipo de 
relaciones. 
2.3 Fork Álgebras Abstractas 
Las fork álgebras propias utilizan variables para denotar dos clases de entidades: algunas denotan rela.-
ciones (como R y S en la Def. 2.1) y otras denotan individuos (como x, y, z, en la misma definición). 
Una caracterización abstracta de las fork álgebras propias como una clase de primer orden, en la cual las 
variables denotan sólo relaciones, se obtiene extendiendo las álgebras relacionales (versión abstracta. de 
las álgebras de relaciones) con una operación que sea la contrapartida abstracta de la operación ~. 
Definición 2.3 Una Fork Algebra (Abstracta) es una estructura 
AFA = <A,+,e,j, \7,-,~, 0,00,1> 
(donde léL operación \7 es llamada fork) tal que: 
1. <A, +, e, ;,- ,~, O, 00, 1> es un álgebra relacional 
2. RVS = (R ;(1\7 00 ))e( 5;( 00 \7 1) 
3. (R\7S);(T\7Q)~ = (R;T~)e(S;Q~) 
4. (l\i'oo)~\7(oo\7 1)~ ~ 1 
5. O=/: T ~ «(lV'oo)~joo)\7«ooV' 1)~;oo) ~ 
~ (3V)(3W)( 0"# «(1\7oo)~jV)\7«ooV' 1)~jW) ~ T) • 
Cada una de las operaciones de una fork álgebra abstracta intenta ser la contrapartida abstracta de 
las operaciones de una fork álgebra propia; en el Teo. 2.8 demostramos que efectivamente lo son. 
Con respecto a la internalización de conjuntos, utilizaremos la versión abstracta de las identidades 
parciales, esto es, relaciones incluidas en 1. Así, anotamos 1 X para denotar la identidad parcial que 
internaliza al conjunto X. 
La caracterización abstracta de las relaciones constantes es la siguiente: 
Definici()n 2.4 Una relación R se dice constante sii cumple que R = 00; R Y R ~; R ~ 1. • 
La primer condición establece que la "entrada" es cualquier elemento del universo y la segunda establece 
que la "s¿Llida" es un único elemento. 
A modo de ejemplo de las posibilidades de expresión de las fork álgebras, introducimos las nociones 
de funcionalidad e inyectividad de una relación. 
Definición 2.5 T) na relación R se dice funcional sii R ~; R ~ 1, e in1lectiva sii R; R ~ ~ 1. • 
8 ler. Congreso Argentino de Ciencias de la Computación 
De la misma manera que éstas, otras propiedades pueden expresarse de manera abstracta en el lenguaje 
de las fork álgebras; en la Secc. 3 daremos algunos ejemplos adicionales. 
2.4 Operaciones derivadas 
En esta sección introduciremos algunas operaciones no fundamentales para las fork álgebras que serán 
utilizadas en los procesos de especificación y derivación. Las definiciones se dan en forma abstracta, pero 
describimos a continuación cual es la intención de cada una de estas operaciones desde el punto de vista 
de los modelos estándar. 
Definición 2.6 Sean 11', p, 0, 2, Dom O y Ran O las operaciones definidas por 
1. 11' = ( 1 \7 00 )~ (primera proyección) 
2. p= (00 \7 1)~ (segunda proyección) 
3. R 0 S =( 11'; R )\7( p; S ) (producto) 
4. 2=1\71 (duplicación de datos) 
5. Dom ( R) =( R; R ~).1 (dominio de R) 
6. Ran ( R) =( R ~; R ).1 (rango de R) 
Las operaciones 11' y P representan a las relaciones de proyección respecto de la operación subyacente 
*. Dado que la relación 1 representa a la relación identidad, la relación 2 representa a la operación de 
duplicación de sus datos de entrada, y 2 ~ resulta ser un filtro de igualdad sobre <x*y> tal que x=y. 
Dom ( R) y Ran ( R) son expresiones relacionales que caracterizan el dominio y el rango de la relación 
R. Estas operaciones satisfacen un cierto conjunto de propiedades, que se deducen de su definición. Sólo 
ara mencionar algunas de ellas, podemos ver que 11', P y 2 son relaciones funcionales e inyectivas, 
ue para toda relación R, Dom ( R) ~ 1 Y Ran ( R) ~ 1 y representan por tanto a. conjuntos, que 
Dom ( 11' ) = Dom ( p ) = 10 1 , y que Dom ( R) ; R = R; Ran ( R) = R . 
. 5 La Expresividad de las Fork Álgebras 
1 problema de expresividad consiste en saber si cualquier fórmula del cálculo de predicados de primer 
rden puede ser representado mediante un término relacional. La importancia de esta pregunta reside 
n que, de tener una respuesta negativa, el lenguaje involucrado no sería adecuado para la tarea de con-
trucción formal de programas. El lenguaje de álgebras relacionales (ver Secc. 2.1) tiene operaciones como 
l conversa o el complemento, que son muy poderosas en el proceso de construcción de especificaciones 
as dos permiten especificar problemas no-funcionales); sin embargo, su poder expresivo es muy limitado 
([19]) y por lo tanto no sirve para la tarea de construcción de software. Las fork álgebras solucionan este 
roblema, mediante la introducción del operador fork. 
El teorema de expresividad de las fork álgebras establece que el poder expresivo de éstas abarca al 
el cálculo de predicados de primer orden. Fue demostrado por primera vez en [22] y se puede encontrar 
na demostración más detallada en [13]. 
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Teorema 2. 7 Dado un lenguaje de primer orden e existe una función T que asigna a cada fórmula 
n-aria tP de e un forle-término T, tal que T es la internalización del conjunto {z/tP{z}}. • 
A pesar de que ya existen otros marcos con estas características (por ejemplo las álgebras Cilíndricas 
[16, 17] Y las álgebras Poliádicas [15]), los mismos poseen desventajas para realizar especificación y 
desarrollo de programas cuando se las compara con las fork álgebras, pues tienen signaturas infinitas 
(cantidad infinita de cilindrificaciones y elementos diagonales, en el caso de las álgebras cilíndricas, o 
transformaciones, en el caso de las álgebras poliádicas). 
2.6 La Representabilidad de las Fork Álgebras 
El problema de la representabilidad consiste en saber si todos los modelos del álgebra abstracta son 
isomorfos a algún álgebra propia. Aunque el teorema de representabilidad pueda parecer interesante sólo 
para los teóricos, tiene un gran impacto en la especificación y diseño de programas en el marco de las fork 
álgebras. Un corolario inmediato del teorema dice que el conjunto de fórmulas de primer orden válidas en 
la clase de las PFA es exactamente el de la fórmulas válidas en la clase de las AFAj por lo tanto, cualquier 
propiedad válida en los modelos estándar es válida también en los abstractos, lo que nos permite que, a 
pesar de trabajar con términos del álgebra abstracta, podamos recurrir a la intuición que nos brindan las 
álgebras propias. 
Teorema 2.8 Toda fork álgebra completa y atomística es isomorfa a una fork álgebra propia. • 
2.7 Consecuencias de la Expresividad y la Representabilidad 
Es generalmente aceptado que el lenguaje de la lógica de primer orden es adecuado para especificar 
problemas computacionales (entendidos como una relación entrada-salida). Gracias al teorema de expre-
. 
sividad, sabemos que cada especificación posible puede traducirse a un término del álgebra, equivalente 
en el ~entido que representa la misma relación de entrada-salidaj el teorema provee, de paso, un método 
para realizar dicha traducción. 
Por Ol;ro lado, el modo algebraico de proceder en el marco de un cálculo ecuacional concreta la idea 
de que la construcción rigurosa de programas puede transformarse en un auténtico cálculo de programas 
a partir de especificaciones. El teorema de representabilidad asegura que toda manipulación hecha en 
el cálculo ecuacional de las fork álgebras abstractas es correcta respecto del modelo elemental intuitivo 
(relaciones binarias de entrada-salida). 
En conclusión, las fork álgebras abstractas constituyen un cálculo relacional potente y adecuado que 
permite sentar las bases para el desarrollo de una metodología de construcción formal de software. 
3 Listas Relacionales 
En esta s~~cción presentamos relacionalmente el tipo de daios lista, introduciendo constantes de relación y 
axiomas que éstas deben cumplir para representar las operaciones básicas sobre listas. Además se prueban 
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a unas propiedades conocidas sobre listas utilizando los axiomas y se introducen algunas operaciones 
d rivadas, cómo términos que utilizan las operaciones básicas. 
3 1 Listas No Vacías 
na lista no vacía sobre un conjunto S se construye mediante dos operaciones básicas: 
• una operación unaria " que para cada elemento del conjunto S construye una lista con ese único 
demento, y 
• una operación binaria +, que dadas dos listas de elementos de S, construye la lista que resulta de 
colocar cada uno de los elementos de la segunda al final de la primera. 
Para expresar relacionalmente al conjunto de las listas no vacías sobre un conjunto S, al que llamare-
r os .ct, introducimos dos nuevas constantes relacionales: tip y cone. La relación tip expresará a la 
peración • y la relación eone expresará a la operación +. Para la operación tip tenemos los siguientes 
lOmas: 
El símbolo tip debe satisfacer: 
1. tip~; tip ~. 1 
2. tip; tip ~ = ls 
(tip es funcional); 
(tip es inyectiva). 
El Ax. 3.1-2 implica que Dom (tip) = 15, estableciendo que tip está definida para todo elemento 
e S. Por otro lado, la operación' nos permite definir el subconjunto de .c; que está compuesto por las 
'stas que contienen un solo elemento; este subconjunto será llamado .c1, y su internalización como un 
érmino de las fork álgebras es: 
efinición 3.2 1.c1 Ran(tip) = tip~;tip. (por Def. 2.6-6 y Ax. 3.1-1) • 
Para el símbolo eone tenemos los siguientes axiomas: 
xioma 3.3 El .símbolo conc debe satisfacer: 
1. cone~;eone ~ 1 (con e e.s funcional); 
2. Dom ( eone) = ( Ran ( conc ) + Ran ( tip) 0 Ran ( eonc ) + Ran ( tip ) ) (el ''tipo'' de cone); 
3. eone; cone ~ = assoe (eonc es asociativo J. 
donde assoe es una abreviatura definida de la siguiente manera: 
Definición 3.4 Sean reassoe y assoe los siguientes términos: 
1. reassoe = « 11" 'V( p pr »'V( p ¡ p » 
2. assoc = ( 10 cone ~)¡ reassoe ¡( eone ® 1) + ( eone ~ ® 1); reassoe ~ ¡( 1 ® eone) + Dom ( cone) • 
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En los modelos propios, la operación reassoe permite transformar el par <x, <y, z» en el par 
< <x, y> ,z>, permitiendo expresar la ley asociativa de eone. Es fácil demostrar que assoe es una 
relación de equivalencia sobre el conjunto de pares de listas. Estas ~breviaturas permiten simplificar la 
notación y por lo tanto la legibilidad de los términos relacionales. 
La operación + nos permite definir el subconjunto de .ct que está compuesto por listas generadas a 
partir de otras listas, al que llamaremos .e~1: 
Definici6n 3.5 1.c~1 = Ran (eone) = eone~; eone. (por Def. 2.6-6 y Ax. 3.3-1) • 
El inciso 3 del Ax. 3.3 es una forma de establecer que la operación eone es asociativa, como se ve en 
la siguient.e propiedad: 
Proposición 3.6 Ax. 9.9_9°--+ ( 1 ® eone)j eone = reassoe;( eone ® 1 )j eone • 
Para expresar que ninguna lista compuesta por un único elemento es igual a una lista obtenida 
mediante +, agregamos el siguiente axioma: 
Axioma 3.7 tip; eone ~ = O • 
Este axioma implica que 1.c1. 1.c~ 1 = O Y por lo tanto que la siguiente definición establece una 
partición del conjunto .ct, lo cual será muy útil a la hora de derivar· programas, ya que la estrategia de 
trivialización requiere contar con una partición del dominio. La internalización del conjunto .ct de las 
listas no vacías sobre el conjunto S se define entonces: 
Definici6n 3.8 l.ct = 1.c1 + 1.c~1 
Esta definción nos permite reescribir Ax. 3.3-2 como Dom ( eone ) 
por qué en el Ax. 3.3-2 el comentario hablaba del ''tipo'' de eone. 
• 
= ( l.ct ® l.ct ), que deja claro 
Para expresar la inducción sobre listas, usaremos la mínima solución de la ecuación recursiva 
destr = tip ~ + eone ~;( destr ® destr) 
en el siguiente axioma: 
Axioma 3.9 Dom ( destr) = l.et (l.c+ es un tipo inductivo) 
s 
que expresa que toda lista se obtiene como concatenación de una cantidad finita de listas unitarias. 
3.2 Listas con Lista Vacía 
El tipo de las listas que pueden ser vacías se define de la misma manera que el de las listas no vacías, 
pero donde se establece que la operación + tiene un neutro; este tipo será llamado como .es, y se obtiene 
extendiendo .ct con un nuevo elemento, llamado [], que satisface [] + b = b + []= b para todo bE.ct. 
En la teoría relacional, introducimos el símbolo nil para representar a [l. 
Axioma 3.10 El símbolo nil satisface: 
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1. nil = 00; nil, y 
nil~;nil ~ 1 (nil es una constante); 
2. ni!; tip ~ = O, Y 
niljconc~ = O (nil es un elemento "nuevo"). 
El subconjunto de .cs compuesto sólo por [) (denotado .c~) se internaliza: 
Definición 3.11 l.c~ = Ran (nil) = nil~; nil (por Def. 2.6-6 y Ax. 3.10-1) • 
Esta última definición y el Ax. 3.10-2 nos permiten internali'l:ar el conjunto .cs como una partición: 
Definición 3.12 lCs = l.c~ + l.ct • 
La operación + de.cs (extensión de la operación + de.ct), debe ser expresada por un nuevo símbolo 
relacional, append, definido por: 
Definición 3.13 append = ( l.c~ \1 1.c~ ) ~ + ( l.c~ ® l.ct ); P + ( l.ct ® 1.c~ } 11" + conc • 
Con esta definición, podemos probar que nil es neutro para append. 
Proposición 3.14 (1 V' nil); append = (nil V' 1 ); append = l.cs 
Habiendo introducido las listas a través de las relaciones nil, tip y conc, podemos escribir algunas 
funciones clásicas sobre listas. 
Definición 3.15 Sean hd, ti, init y last las operaciones definidas por 
1. hd = conc ~;( tip ~® 1); 11" + tip ~ (primer elemento) 
2. ti = conc~-j(tip~01)jp + tip~jnil (todos, menos el primero) 
3. last = conc~;(10tip~)jp + tip~ (último elemento) 
4. init = conc~j(10tip~)j1l" + tip~jnil (todos, menos el último) 
Se puede probar que las cuatro son operaciones funcionales y que su dominio es igual a 1.c+ . 
S 
.3 Un ejemplo: rev 
modo de ejemplo del uso de la axiomatización presentada, construiremos la función que calcula el 
everso d,~ una lista. Para ello daremos una especificación axiomática del símbolo relacional rev y luego 
erivaremos una ecuación recursiva cuya mínima solución será el término buscado. 
Para simplificar la notación en la especificación de rev, daremos la definición de una abreviatura: 
efinición 3.16 swap = (p \111") 
En los modelos propios esta operación permite transformar al par <x, y> en el par <y, x>. 
La especificación establece que rev es inyectiva y como afecta a las listas obtenidas mediante los 
istintos constructores. 
• rev; rev ~ = l.cs (rev es inyectiva) 
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• nil; rey = nil (la lista vacía permanece invariante por rev) 
• tip; rey = tip (las listas unitarias permanecen invariantes por rev) 
• conc; rey = (rev 0 rev)j swap j conc 
El primer inciso implica que Dom ( rev) = les. Para derivar una solución para esta especificación, 
multiplicamos los tres incisos restantes por nil ~, tip ~ y eone ~, respectivamente y, utilizando las 
Defs. 3.11, 3.2 y 3.5, obtenemos que 1 e~ ; rey = 1 e~' que lc1; rey = 1 e1 ' y que 1 e~l j rey = 
eone v;( rey 0 reY)j swap j conc. Sumando miembro a miembro y utilizando la distributividad de + sobre 
;, tenemos (1e~ + le1 + le~l )jrey = le~ + le1 + conc~;(rey0rey);swap;concy, finalmente, 
aplicando la Def. 3.12 y propiedades de dominios, obtenemos una ecuación recursiva cuya mínima solución 
es el término buscado para rev: 
rey = 1 e~ + 1 e1 + conc ~;( rey 0 rey); swap; cone 
El Ax. 3.9 implica que esta ecuación tiene solución. 
4 Conclusiones y Trabajos Futuros 
Hemos dado una axiomatización del tipo de datos lista en el marco de las fork álgebras, presentándolas 
como join-lists. Con ella hemos probado algunas propiedades conocidas y hemos definido algunas fun-
ciones chisicas sobre listas. 
A lo largo del trabajo hemos utilizado numerosas veces la conversa de relaciones como medio de definir 
internalizaciones de conjuntos y funciones, establecer propiedades, etc., haciendo uso de toda la potencia 
de un cá~culo relacional. Además, todas las internalizaciones de conjuntos fueron definidas en función 
de las operaciones básicas, mostrando que no es necesario incluírlas como primitivas, y establecieno los 
"tipos" de las distintas operaciones en un marco homogéneo. 
Posibles continuaciones de este trabajo son demostrar que esta axioma.tización es monomórfica (i.e. 
todos sus modelos son isomorfos), extender la axiomatización para abarcar otros tipos de datos (árboles 
binarios, bags, etc.), estudiar homomorfismos sobre listas y su uso en la definición de funciones y/o 
generalizar este método para tratar con cualquier tipo de datos. 
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