Introduction
In an earlier paper [0], we introduced the concept of constructs. These may be regarded as a common generalization of finite and infinite sequences, finite and infinite bags, trees of arbitrary arity and forests. In this paper we attempt to show how constructs may be used as an alternative foundation for the transformational programming method proposed by Bird [i] and Meertens [2] .
In our view, the main advantage of such an approach would be the fact that generally applicable operations like "map" and "reduce" can be given a simple definition at the level of constructs, so that the need for referring to polymorphism or type hierarchies disappears. The later sections of this paper introduce an operator on constructs that generalizes both "map" and "reduce"
and may be used to express in a succinct way many properties of trees and forests. In the last sections it is shown how the properties of this operator can be exploited to transform some specifications involving trees and forests into efficient functional programs.
Constructs
In this section we list some facts about constructs. Proofs are omitted, A finite sequence is a construct, say C(f) with f 6 A ~ X , such that f is surjective and A is a finite, linearly ordered set. In case A is the set {i, 2 ..... n} with its usual ordering, it is common practice to denote C(f) by <f(1), f(2 For a construct C(f) with f £ A ~ X and a mapping g E X ~ Y we define
For instance, if CO is the infinite bag that contains every integer value twice, and g is the mapping defined by g(x) = 2x + 1 , then g [2] .) Let X be any set and let A be the ordered set obtained by ordering X discretely. The construct C(idA) is called the set construct of X : it is a bag in which every element of X occurs precisely once. Conversely, for any construct, say C(f) with f 6 A ~ X , we define its base set to be im f .
Then, for any set X , the base set of the set construct of X is again X ; in this sense there is a natural correspondence between sets and set constructs. We shall exploit this correspondence in the following way: if f is some mapping from constructs to constructs and X is a set, we denote by f(X) the base set of the image under f of the set construct of X . For instance, if Z is the set of integers and g is defined on Z by g(x) = x 2 , then g*(Z) is the set of natural numbers. We shall call a construct C(f) , with f 6 A ~ X , empty if A is empty. If such an r exists, it is obviously unique; we call it the root of A . In a tree-like ordered set, the root is the least element.
A tree is a construct C(f) , say with f6 A ~ X , such that A is treelike and f is surjective. For example, let A denote the set of words of length at most 2 over the alphabet 10, I, 2} . For words t and u we let t ~A u mean that t is a prefix of u . Define f on A as the sum of the numerical values of the symbols in a word. Then C(f) is the ternary tree 2 3 4
Note that the left-right ordering of the successors of any given node is purely arbitrary: interchanging, for instance, the leftmost 0 and 1 on the bottom row would not change C(f) Note also that this tree could equally well have been described with the aid of the operators ++ and + , since it is exactly equal to 
In fact, every tree may be built from singleton bags with the operators ++ and + . As singleton bags are obviously irreducible, it follows from the above that this decomposition is essentially unique.
(It is not true that every finite construct can be decomposed into singleton bags. As a counterexample, consider the ordered set A consisting of {2, 3, 6, 9] with the divisibility ordering. If f is the identity function on A , then C(f) is neither a concatenation nor a sum.)
A sum of trees will be called a forest. Then forests have the following properties: every finite sequence, finite bag, or tree is a forest. The sum of any two forests is again a forest. The concatenation of a singleton bag and a forest is a tree. Every forest may be built from singleton bags by means of the operators ++ and + in such a way that the left hand operand of ++ is always a singleton bag.
In the rest of this paper, we let X denote an arbitrary set and we let Co(X) denote the set of all nonempty constructs that can be built from It is worth mentioning that, for f 6 X ~ Y , the mapping f* introduced earlier may be defined on Co(X) by
for all x in X , f*(CO ++ Cl) = f*(CO) ++ f*(Cl) for all CO , Cl in Co(X) , f*(C0 + Cl) = f*(C0) + f*(Cl) for all C0, Cl in Co(X) .
A generalization Of the Bird-Meertens symbols
Comparison of the formulae given for $/ and f* on Co(X) immediately leads to the following common generalization, which turns out to be well suited for expressing various properties of trees and forests. In the examples that follow, we assume C to be a forest. A root path of C is the sequence of values occurring on a path from a root to a leaf of C . Step: assume both functions yield the same value when applied to also when applied to C1 . Then T h i s may be r e g a r d e d a s a n i n e f f i c i e n t f u n c t i o n a l p r o g r a m o r a s p e c i f i c a t i o n ;
by means of the (strengthened) theorem of the previous section, transform it into the more efficient program ({m}, N,U )!(C) .
The shape of (6) 
As it is easy to see that
we can now use the theorem to rewrite (6) in the form Again, (9) may be viewed as a specification or an inefficient program and it is our task to transform it into an equivalent but more useful expression. The shape of (9) (xO, yO) $0 (xl, yl) = (xO + x l , (yO + xl) max yl) (xO, yO) $1 (xl, yl) = (xO + x l , yO max yl)
