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Abstract 
A 2.5D digital picture is an array each cell of which is related to a list of color values; in other 
words, it can belong to several objects simultaneously. Classical notions of inside and outside 
being insufficient, we need to introduce nesting notions among objects: encasement and 
distance. We then define what a family of well-nested and significant objects is, to which it is 
possible to associate one and only one nesting tree. The concept of the nesting tree is closely 
related to that of topological filling, which consists in coloring the cells of a picture in 
accordance with their topological status; thus, the filling domain of a connected object may not 
be connected. We present and prove a scan-line algorithm which fills and constructs the tree of 
a family. Finally, we indicate how some slight modifications of this algorithm makes it possible 
to check whether a given set of objects is or is not a family. 
1. Introduction 
1.1. Digital pictures in 2.50 
The literature of the domain (cf. [4] for a state of the art) often makes appear 
discrete geometry as dependent on its computer origins. This discipline, which could 
be a full branch of mathematics, was actually born with the first raster graphics; since 
then, it seems almost always that it has been confined to treating 2D digital pictures, 
i.e., pictures that can be displayed by black and white at first, then color, computer 
screens. One notable exception is the following: some years ago, researchers began to 
be interested in 3D (or even more) digital pictures, for which representation o screen 
exists today. But here we are not concerned with that: we would just like to point out 
that classical 2D digital geometry, on account of this implicit or explicit, but almost 
constant, reference to raster graphics, proves to be unsuitable for describing certain 
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very simple and very common problems of planar Euclidean geometry. Consider for 
example, in the Euclidean plane, one circle (%?) and four segments, call them N, S, E, W, 
which are placed “in sharp” inside % (cf. Fig. 1). In such a continuous context, saying 
that the intersection point between N and W belongs to both N and W is nothing but 
a tautology. But now digitize these five objects (cf. Fig. 2). How to mark the belonging 
of the “?” cells to both two distinct objects? Shall we say that the N and W intersection 
cell should take an intermediary between N and W color? In that case, we have to 
ensure the chosen color does not represent any other object of the figure. 
A first solution consists in associating to each cell a memory word whose number of 
bits is equal to the total number of the objects contained in the picture. Unfortunately, 
although this method seems to be very suited to the representation by a computer, it is 
difficult to implement: on the one hand, the memory size of a picture grows linearly 
Fig. 1. One circle and four segments in the Euclidean plane. 
Fig. 2. Digitization of Fig. 1 
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along with the number of its objects, which becomes quite impracticable if these 
objects are numerous or small; on the other hand, every time you need to add or 
remove an object, you should recalculate the entire picture and modify its memory 
allocation. 
These drawbacks have led us to retain another solution: since the cell in question 
should make an unambiguous reference to the set {N, W}, we claim that it is no longer 
related to one value, but to a set of possibly several values. That is precisely what 
we call a 2.50 digitization. Conventionally, we depict by stacked squares such sets 
(cf. Fig. 3) -from which the term 2.5D takes its origins, by reference to the well-known 
“painter” algorithms of image synthesis. This method has proved to lend itself very 
well to a computer storage and treatment: actually, the difference between the 
“memory word” solution and the latter can be related to the difference between the 
storage of a graph by an adjacency matrix or by successor lists, respectively. 
1.2. Well nesting and topological filling 
Let us make a brief return to the continuous world in order to set out intuitively the 
few topological concepts dealt with all along in this paper. 
Consider Fig. 4, made up of eight objects (circles A, B, . . . , H). Each one of these 
circles is related to each other in the sense of either encasement or distance. For 
instance, one can say that B encases F, is encased by A and is distant from C. Such 
a set of objects is called a family of well-nested objects. Moreover, since no object 
encases F without encasing B, B is said to be a parent of F, as expressed in the nesting 
tree of the same figure. 
Fig. 3. 2.5 D digitization of Fig. 1 
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Fig. 4. A continuous family of eight well nested objects and its related nesting tree. 
Fig. 5. Topological filling of Fig. 4. 
As for the topological filling notion, it can be described in the following way: if 
a given color is assigned to each object, any part of the plane shall be filled in the color 
of the object it is the most directly inside. The main difficulty arises from the fact that 
the filling domain of a connected object is not necessarily connected, as shown in 
Fig. 5 for A. 
This paper has a double aim: 
(1) to provide discrete counterparts of topological notions such as the well nesting 
and the topological filling; 
(2) to propose and prove an algorithm which “topologically fills” a given 2.5D 
family of well-nested objects, and constructs its nesting tree. Fig. 6 may give the reader 
some idea of the complexity of the problem of topological filling. 
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Fig. 6. Topological filling of Fig. 3. 
1.3. How to obtain 2.50 digital pictures 
We have developed a complete software which deals with the 2.5D pictures from 
their creation to their topological analysis. In our paper, we do not describe this 
software; however; it may be interesting to mention different ways of creating the 2.5D 
pictures which it proposes. 
The first idea that crosses the mind is to create these pictures cell by cell: our 
software actually permits the user to draw, modify, move, delete, etc., the objects with 
the mouse. Plates 3, 4 and 6 have been drawn in this way. 
The digitization of continuous pictures sometimes provides 2.5D families of well- 
nested objects. Plate 1 has been obtained by such a 2.5D digitization. There are many 
examples where continuous families of well-nested objects naturally appear. Every 
continuous function (like temperature, pressure, wear, etc.) on a closed surface is 
capable of being represented by a contour map (cf. Fig. 7); note that the concept of 
contour map sometimes appears in digital topology (cf. for instance [2]). In the 
particular case of the altitude, note that the overhangs are forbidden by the nesting 
constraint. 
On the other hand, the study of dynamical systems provides a great variety of 
continuous families. Thus, Fig. 8, constituting two polygons and two chaotic-looking 
regions, has been obtained following the method presented in [l]: Let F be the 
continuous, linear by pieces and area-preserving transformation from the plane to the 
plane which is defined by F(x, y) = (1 - y + 1x1, x). This transformation has a unique 
fixed point (said to be “elliptic” and situated in (1, l)), this one being surrounded by an 
infinity of invariant polygons of any diameter. When F is iteratively applied to some 
point of the area between two polygons, the resulting orbit remains inside this area, 
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Fig. 7. A contour map can be regarded as a family of well nested continuous objects. 
Fig. 8. The Devaney’s Gingerbreadman (cf. [I]) provides a family of well nested continuous objects. 
and is periodic of possibly very large period. Thus, a family of objects is provided, 
consisting of invariant curves and a more complex set of points (clouds), which can 
become connected by digitization. 
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In a general way, for any bijective area-preserving transformation, the “twist 
theorem” of Moser (cf. [8]) gives, under certain regularity assumptions, a proof that 
there exist invariant curves which separate areas of instability. Plate 2 has been 
obtained by such a transformation. One of the most famous of these transformations, 
illustrated in Plate 5, has been proposed by H&on (cf. [3]). 
It should be emphasized that we do not intend to study the dynamical systems in 
any way, but to use them instead as a stock of examples for our theorems of digital 
topology; moreover, their resemblance with contour maps gives an interesting starting 
point for the synthesis of mountain images. 
Plate 1. (a) Initial situation. (b,c) Intermediate steps. (d) Completed. 
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Plate 2. (left) Filling of a family of contour lines in progress. (right) A closer look at the same family. 
Plate 3. Four objects strongly overlapping. 
2. Mathematical foundations of 2.5D 
2.1. Geometrical foundations 
2.1.1. Workspace and operations 
Definition (Lattice). A square lattice is a two-dimensional array of lattice points, called 
cells. In order to avoid having to consider its borders, we assume it to be unbounded 
in all directions. 
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Plate 4. Complex overlapping situation. 
Plate 5. Automatic generation of well-nested objects by H&non’s transformation (shown after the topologi- 
cal filling). 
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Plate 6. Spiral in 2D. 
Definition (Object). An object is defined as any finite subset of the square lattice. Thus, 
each cell may belong to none, one or several objects. 
We deal with objects armed with the classical set theory (belonging, inclusion, 
union, intersection). Among these notions, we shall recall only the partition one. 
Definition (Partition of an object). Let E be an object. The set {E,, E,} is a partition of 
E iR 
(a) El u E2 = E, 
(b) El n Ez = 8, 
(c) neither El nor E2 is empty. 
2.1.2. Adjacency 
In order to break up the objects into their component parts, we need the well- 
known notions of 4- and 8-adjacency to be introduced. Let us state them here in our 
notations. 
Definition (Neighborhood). Let c be a cell. The set of the four horizontal and vertical 
neighbor cells of c is called the I-neighborhood of c (cf. Fig. 9(a)). Enlarged with the 
four diagonal neighbors, it forms the &neighborhood of c (cf. Fig. 9(b)). 
Definition (A-Adjacency). Two cells are said to be A-adjacent when one belongs to the 
A-neighborhood of the other (throughout his paper, A denotes either 4 or 8 - assum- 
ing we do not modify the interpretation of A when it occurs several times in the same 
assertion). Two cells are said to be diagonally adjacent when they are 8-adjacent 
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Fig. 9(a, b). 4-neighborhood and I-neighborhood of c. 
without being 4-adjacent. Moreover, a cell is said to be A-adjacent o an object when it 
is A-adjacent o at least one cell of this object and does not belong to it. 
Definition (A-Connected objects). Two objects are said to be A-connected when they 
do not have any common cell and one includes at least one A-adjacent cell to the 
other. 
Definition (A-Region, Area). (a) One cell is a A-region of area 1. 
(b) if R is a A-region of area n, the object made up of R and any cell A-adjacent o 
R is a A-region of area n + 1. 
We shall consider the objects in 8-, and the background in 4-adjacency, according 
to the principle advocated by, among others, Rosenfeld [lo]. So, the components of an 
object are its 8-components, i.e., the disconnected 8-regions of which it is made. Note 
that there are several other ways to define the concepts of adjacency and connected- 
ness: for instance see [5,6], which base on that of cellular complexes. By the latter 
definition, we can construct A-regions cell by cell. Let us now write a proposition 
which enables us to construct hem from several A-regions. We first need the following 
lemma. 
Lemma 2.1. The construction process of a A-region can be initiatedfiom any of its cells. 
Proof. The proof (by induction on the area) is left to the reader. 0 
Proposition 2.2 (Union). The union of two A-regions RI and R2 is a A-region @RI and 
Rz are A-connected or have some common cell. 
Proof. The proof is left to the reader. Lemma 2.1 is required for the converse. 0 
Now we would like to have a theorem allowing us to say whether an object is or is 
not a A-region. It depends on two simple lemmas (the proofs being obvious have been 
omitted here). 
Lemma 2.3. If R is a A-region whose area isfinite and greater than 1, then there exists 
some cell r of R such that R\(r) is a A-region. 
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Fig. 10. Partition of E into El and EZ. 
Lemma 2.4. Let R be a A-region of area greater than 1. Every cell of R is A-adjacent to 
at least one cell of R. 
Theorem 2.5 (Partition). An object E is a A-region ig for any partition of E into El and 
Ez, El and Ez are A-connected (cf Fig. 10). 
Proof. Direct: Let E be a A-region, and El, E2 a partition of E. There exists some cell 
e of E such that E\(e) is A-region. e either belongs to El or E2. Delete e from E (object 
finity and Lemma 2.3) and repeat the process until one of the two A-regions (e.g., E,) 
contains only one cell. Lemma 2.4 allows us to affirm that this cell is necessarily 
A-adjacent o some cell of Ez. 
Converse: Suppose, for any partition of an object E, there exist el E El and 
e2 E E2 A-adjacent. We consider any cell of E, call it el. Let El denote {eI}. 
That defines an object E2, complement of El in E. We move e2 from E2 to El 
and thus obtain two new objects El and Et, and so forth until E2 is empty. Even- 
tually, since El = E, E has been reconstructed by the construction of the A- 
region Et. Cl 
2.2. Topological foundations 
2.2.1. Notions of inside and outside 
The following few definitions are especially important, because the terms they deal 
with sometimes appear with different meanings in the literature. 
Before stating whether a cell is or is not outside a given object, the first thing we 
need is to point out the at-infinity cell, called c,. Now we come to the following. 
Definitions (Outside and related concepts). Let E be an object. A cell is said to be 
outside E iff it belongs to some 4-region including c, but no cell of E. Any cell that is 
neither outside E nor belonging to E is said to be inside E. The set of the outside E cells 
(resp. inside E cells) is called the outside of E (resp. the inside of E). An object is said to 
be outside E (resp. inside E) iff every one of its cells is outside E (resp. inside E). The 
outside (resp. inside) of E enlarged with the cells of E is called the broad outside (resp. 
broad inside) of E. 
Some of these concepts are illustrated in Fig. 11. 
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q cell outside E 
Ll cell inside E 
Fig. 11. Some basic topological concepts. 
2.2.2. Passage between inside and outside 
The following two theorems will be useful in situating cells in relation to a given 
object, depending on whether they belong to a 4- or an &region, respectively. 
Theorem 2.6 (Transition). Let E be an object, i and o two cells respectively inside and 
outside E both in the broad sense. Any 4-region including both i and o includes some cell 
ofE (cf: Fig. 12). 
Proof. Consider the nonobvious case where neither i nor o belongs to E. Let RI be 
a 4-region including o, c,, but no cell of E. Suppose there exists some 4-region (call it 
R,) including both o and i, but no cell of E. Then RI u Rz is a 4-region (Proposition 
2.2 on union) including i and c,, but no cell of E. Therefore i is inside and outside E. 
Absurd. 0 
This theorem will often be put forward in the following local way. 
Corollary. Let E be an object and c an outside (resp. inside) E cell. No cell 4-adjacent to 
c is inside (resp. outside) E. 
Theorem 2.7 (Crossing). Let E be an object, i and o two cells inside and outside E, 
respectively. Any 8-region, including both o and i but no cell of E, includes two cells, one 
inside, the other outside E, and both 4-adjacent to the same two cells of E (cf: Fig. 13). 
Proof. The proof is left to the reader (use Theorem 2.5 on partition, Theorem 2.6 on 
transition and its corollary). q 
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Fig. 12. Theorem 2.6 on transition. 
Fig. 13. Theorem 2.6 on crossing. 
Fig. 14. Encasement and distance. 
2.3.1. Definihms 
Now we introduce the fundamental topic of this paper, namely the notions of 
encasement and distance. They are illustrated in Fig. 14, where the black object 
encases the white one, both being distant from the grey one. 
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Definition (Encasement). Let E, and E2 be two objects. El is said to be encased by E2 
(and E2 encasing E,) iff: 
(a) no cell of El is outside EZ, 
(b) no cell of E2 is inside El. 
Definition (Distance). Let El and E2 be two objects. El and E2 are said to be distant iff 
any cell of the intersection of their broad insides is common to El and E,. 
Some remarks on these two definitions. The delicate matter does not concern the 
encasement: one can actually prove that encased continuous objects keep encased 
after digitization. The problem may occur instead with the distance: even if distant 
continuous objects are usually still distant after digitization, this may not always be 
the case. This phenomenon, caused by the creation of some “wrong inside” (e.g., 
compare Fig. 11 to its continuous counterpart, Fig. 15), is unrelated to the distance 
definition we take, for it is only imputable to the lattice itself; thus, it can always be 
overcome by resorting to a thinner lattice (proof omitted here). 
The next lemma can be seen as an equivalent definition of the encasement, and will 
be useful in the study of degeneracy cases. 
Lemma 2.8. Let El and E2 be two objects. El is encased by E2 iff any outside E2 cell is 
outside E 1, and any inside E 1 cell is inside E2. 
Proof. The proof (left to the reader) uses Theorem 2.6 on transition. 0 
Fig. 15. Continuous counterpart of Fig. 11. Compare status of central zone. 
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Fig. 16 (a, b,c). The three degenerate cases of nesting. 
2.3.2. Well nesting condition 
If we put some objects on the lattice at random, they will have little chance to be 
encased or distant. Thus, we need the following definition. 
Definition (Well nesting condition). Let Q = {E 1, Ez, . . . , E,} be a set of n objects. We 
say Q fulfils the well nesting condition, or Et, Ez, . . . , E, are well nested iff, for any i and 
j such that 1 < i < j < n, at least one of the following is true: 
w 
Ei encases Ej. 
Ej encases Ei. 
Ei and Ej are distant. 
2.3.3. Degeneracy 
These three previous assertions are not mutually exclusive. More precisely, one of 
the following cases may occur (cf. Fig. 16). 
Proposition 2.9 (Degeneration). (a) Mutual encasement: Ei encases Ej, and Ej encases Ei 
if Ei = Ej. 
(b) Encasement and distance: Ei is encased by Ej, and Ei and Ej are distant ifs Ei is 
included in Ej and has an empty inside. 
(c) Distance and mutual encasement: Ei and Ej are distant, Ei encases Ej, and Ej 
encases Ei ifs Ei = Ej and Ei and Ej have empty insides. 
Proof. The proof (left to the reader) requires Lemma 2.8 in the direct (b). 0 
Corollary. The encasement is an order relation. Indeed, Et, Ez, E3 being any three 
objects: 
(a) Et encases El. 
(b) If El encases Ez and Ez encases Et, then Et is Ez. 
(c) If E, encases E, and Ez encases ES, then Et encases E3. 
Proof. The proof (left to the reader) requires Proposition 2.9 on degeneration (a) and 
Lemma 2.8. 0 
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2.3.4. Family 
Definitions (Mutual signijkance). If R1 and Rz are two 8-regions, any cell belonging to 
RI but not to Rz is said to be significant of RI towards Rz. If RI includes some 
significant cell towards R2, RI is said to be signi,ficant towards Rz. Furthermore, if R, 
includes some significant cell towards RI, RI and Rz are said to be mutually sign@- 
cant. One says two objects are mutually significant when, taken two by two, all their 
components are also mutually significant. 
The existence of significant cells offers great interest in that it allows us to rule out 
the degenerate cases listed and studied above. The three terms of the well nesting 
condition thus become mutually exclusive. 
Definition (Family). Let B = {E,, Ez, . . . , E,} be a set consisting of n objects. Q is 
calledfamily iff its elements atisfy, two by two, the well nesting and mutual significant 
conditions. It is convenient o look upon c, as an object belonging to s2, and all other 
Ei being inside c,. 
We can ask how the conditions for a given set of objects to be a family can be 
checked. The answer is provided by the algorithm of topological filling itself; as we 
shall see later, controlling the results of certain operations at some key points of this 
algorithm is enough to detect the different cases of nonsatisfaction. 
Definition (Parent). Let Sz be a family and A, D two distinct elements of SE. A is said to 
be a parent of D iR 
(a) A encases D. 
(b) There does not exist any element of Sz (distinct from A and D) which simultan- 
eously encases D and is encased by A. 
Definitions (Relationship). From now on, we will use informal language based on the 
latter definition, such as child, ancestor, descendant, and so on, when the meaning is 
clear. 
Definition (Nesting tree). In a family SJ, the tree of the affiliation relation is called the 
Q’s nesting tree. To each element of s2 is related one vertex in the tree; an edge is drawn 
from a vertex A to a vertex D iff A is the parent of D. The tree is disposed in such a way 
that every parent is higher than its children; thus, the arrows of the edges are omitted. 
An example of a nesting tree is provided for a continuous family (things are not 
different for 2.5D) in Fig. 4. The nesting level of an object is its level in this tree. c, will 
conventionally be regarded as the root of the nesting tree, and 0 taken for its level. 
Given the definitions of family and parent, one can state that every family has one 
and only one nesting tree. 
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Note that the notion of a nesting tree provides a topological description of pictures 
which is quite different from that of “region adjacency graph”, as introduced in [12,9]: 
in the former, the edges represent he filiation; in the latter, the adjacency. 
Definitions (Star prejx). In order to avoid circumlocutions, we need to introduce 
some new terms, which extend the meaning of the former in the context of a family. 
These terms, listed below, are made by preceding them by the symbol *: 
l We call *region of an object of a family D any component of this object which is 
a maximal element for the encasement. Thus, while some component of an object 
may encase some other component of the same object, all *regions of an object are 
distant two by two. 
l The term *parent (resp. *ancestor) of a *region G of an object E will refer to the very 
one *region of E’s parent (resp. ancestor) that encases G. 
l A *region will be called *child (resp. *descendant) ofa *region G of an object E when 
it is both encased by G and a *region of an E’s child (resp. descendant). 
These notions are illustrated in Fig. 17. The gray object consists of two components, 
and the white one, four. The small white component is not maximal for the encasement, 
since it is encased by another one. The white object is hence made up of only three 
*regions, while the grey one has as many *regions as components. Moreover, the left 
and central grey *regions are *children of the left and central white *regions, respectively. 
Actually, there is no topological difference between a family Q and 52 deprived from 
the components of its objects which are not *regions. Thus, in Section 3, the proofs are 
given for such families, although the algorithm works in the general case. 
Definition (Filling domain). Let E be an element of a family Q. One callsfilling domain 
of E the set 
(inside of E n outside of E’s children) u E. 
A similar definition holds for the *regions, call them G; the filling domain of G is the 
set 
(inside of G n outside of G’s *children) u G. 
Fig. 17. Concept of *regions and *filiation. 
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Fig. 18. Definition of belt, and Theorem 2.4.1 on belt crossing. 
2.4. Going round the objects 
2.4.1. Frontier, belt 
Definition (frontier). Let E be an object. The set of the cells of E that are g-adjacent o 
the outside of E makes up thefrontier of E. The same definition holds in particular for 
the frontier of an g-region. 
Definition (Belt). Let E be an object (cf. Fig. 18). The set of the cells that are g-adjacent 
to E and outside E makes up the belt of E. The same definition holds in particular for 
the belt of an g-region. 
Please note that the frontier and the belt are subsets of the inner and the 
outer boundary, respectively, whose definitions can be found in [ll, 51. In the 
particular case of objects without “holes”, these sets are exactly the same. The 
reason par this consists in the fact that the inner and outer boundaries are defined 
as a function of the object and its complement, while our frontier and belt depend 
on the object and a subset of its complement, which we call the outside of the 
object. 
Theorem 2.10 (Belt crossing). Let E be an object. Any g-region including some cell of 
the broad inside of E and some outside E cell includes at least one cell of the belt of E 
(cf: Fig. 18). 
Proof. Let R be such an g-region. In R, there exist r1 of the broad inside of E and r2 of 
the outside of E such that rI and r2 are g-adjacent (Theorem 2.5 on partition, R being 
partitioned into the set of its cells inside E in the broad sense and the set of its outside 
E cells). 
230 D. Arqub. 0. Grange / Theoretical Computer Science 147 (1995) 211-248 
(a) If ri belongs to E, rz belongs by that very fact to be belt of E. 
(b) Suppose rl does not belong to E. The corollary of Theorem 2.6 on transition leads 
to the diagonal adjacency of rl and r2. 
Theorem 2.7 on crossing requires some configuration similar to 
r2 being outside E and 4-adjacent o E, it hence belongs to the belt of E. 0 
Proposition 2.11 (Common cell). Let Sz be a family and E 1, E2 two Q’s elements having 
some common cell. El encases E2 ifl the belt of El does not include any cell of E2. 
Proof. Left to the reader. The converse requires Theorem 2.10 on belt crossing. 0 
Definition (Continuous e-frontier). By coming down to the continuous world, for any 
8-region, we define a closed curve which surrounds R. Call ‘F the frontier of R (in the 
sense of continuous topology); “F, closed (by definition), bounded and connected 
(since R is), actually is union of length 1 segments of the lattice delimiting the cells 
(cf. Fig. 19): each of these segments is common to two 4-adjacent cells of the frontier 
and belt of R, respectively. Thus, ‘F is a curve whose only possible multiple points are 
the ends of its constituting segments, cf. Fig. 20(a). In this case, we modify “F in its 
neighborhood, in the way depicted by Fig. 20(b), E being given. We have thus defined 
a closed, simple connected curve which, by Jordan’s theorem, shares the plane into an 
inside (whose cells are exactly those inside R in a broad sense) and an outside. This 




Fig. 19. Continuous E-frontier. 
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j double outside of R 
‘CF 
Fig. 20 (a, b). Suppression of double point configuration. 
Once again, the continuous s-frontier can be compared with an object commonly 
used in the literature (see [ll, 6]), namely the “crack boundary”. Actually, the two 
notions are not the same. On the one hand, as mentioned earlier, the continuous 
E-frontier does not take into account the “holes” of objects, while the crack boundary 
does; on the other hand, nothing prevents the crack boundary from having 
double points. Now, as we shall see in the next paragraph, we rely on the simplicity 
of the continuous s-frontier to prove the completion of our border following 
algorithm. 
2.4.2. Go-round transformation 
Here, we present a transformation which allows us to “surround” a *region, i.e., to 
visit its whole frontier and belt. It need to be initiated from a 4-adjacent couple of cells 
of its frontier and belt, respectively. It distinguishes from the classical border following 
algorithms in the sense that the *region may require to be “extracted” from a set of 
some others for which the same initial couple of cells works. An example is provided in 
Fig. 21. Starting from (b,,f,) with a set made of three *regions, we have detailed it 
until the “more outside” one was left alone (on (b,,f,)). 
Definition (Go-round transformation). Let P be a set of objects and (b, f) a 4-adjacent 
couple of cells outside and belonging to all *regions of P, respectively. Taken in this 
order, b and f define a direction, which in turn allows us to point out a set of one or 
two cells (z or x,y, respectively), called right 4-neighborhood of (b,f), as shown in 
Fig. 22. 
The transformation of (biyfi, Pi) into (bi+ l,fi+ 1, Pi+ 1) (with PO = P) is denoted by 
T and defined as the go-round transformation. Its effect can be informally described in 
a few words: keeping one’s left hand on the wall (the frontiers of the *regions 
constituting Pi) and moving forward until the starting point is met gain. Note that 
Pi+ 1 is nothing more than the restriction of Pi to fi+ r, except in case (2). 
All different cases are presented in the following algorithmic way. 
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Fig. 21. The ten first steps of a surrounding. On the left, the related cases in the procedure T. 
oriented 
lattice c 
q right 4-neighborhood of (b,f) 
Fig. 22. Right 4-neighborhood of a couple of d-adjacent cells. 
Procedure T (var(b,f): 4- or 8-adjacent couple of cells; var P: set of objects); 
Begin 
If b and f are 4-adjacent Then 
If P n x = (!J Then 
b:= x; 
If P n y # 0 Then 
f:= y; 








P:= (P nf)\(P n y) 
Else 
f:= y 
















(a) It is easy to verify that, for any n, T”(b,f, P) exists. Indeed, if (b,f; P) satisfies the 
following conditions, T(b,f, P) still does: P # 8, and (b, f) is an &adjacent couple of 
cells of the belt and frontier of any *region of P. 
(b) In the same way, we can verify that T “never stops” on (b, f ), or, more formally, 
T&f, P) = (b’,f’, p’) * (hf) f (b',f'). 
(c) Simplicity: bijectiuity of T on (b, f ). If we call T’ the “inverse” transformation of 
T, namely that defined with the left 4-neighborhood of (b, f) instead of the right one, 
we can make sure by enumeration that 
T(b,f, P) = (b’, f ‘, I”) =s T’(b’, f ', P’) = (b,f, P’). 
(Note that T’ leaves P’ unchanged, since P’ is common to f and f '.) 
(d) Closure: there exists n such that T”(bo, fo, PO) = (b,,f,, P,). 
Proof. On the one hand, T never stops on (b,f); on the other hand the number of cells 
belonging to the *regions of P, is bounded. It follows that T necessarily comes back 
on some already visited cells. Lastly, T is bijective on (b,f), which means T cannot 
come back on (b,f,*) without having already come back on T’(b,f,*). Hence, 
n exists. 0 
Let us call Br (resp. Fr) the set of the cells b (resp.f) reached by T from (b,, fo, PO). 
(e) We construct the curve ‘Fr made of the segments which are simultaneously 
incident to two 4-adjacent cells of FT and BT, respectively. From the definition of 
T and the points (c) and (d), it follows that ‘FT is connected, closed and simple, apart 
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from the case of Fig. 20(a), which we eliminate in the same way as above (see the 
definition of the continuous e-frontier). 
Since every cell of BT (resp. FT) belongs to the belt (resp. frontier) of any *region 
G of P,, ‘FT is a subcurve of the continuous s-frontier “Fc of G. Therefore: 
l “FT = ‘FG for any *region G of P,, since ‘FT is a connected, closed and simple 
subcurve of the connected, closed, simple curve ‘FG. 
l FT and BT are the frontier and belt, respectively, of any *region G of P,,. 
(f) P, is reduced to a unique *region G. 
Proof. Let Gr and Gz be two *regions having the same frontier. The cell of Gi which is 
significant owards Gz cannot be outside GZ, otherwise it would a fortiori be outside 
the frontier of Gz, hence that of Gi, which is absurd. Hence G1 includes an inside Gz 
cell. In the same way, G2 includes an inside G1 cell. This is inconsistent with both 
encasement and distance. 0 
The go-round transformation T actually allows us to carry out an algorithm which 
constructs the frontier and belt of a given *region. Our proof is based on Jordan’s 
theorem; note that Rosenfeld [lo] has propounded for a very close problem, a purely 
discrete proof by induction on the size of the region. 
2.5. Bundles 
Since some cells belong to several objects, we may not have any information on 
these objects, i.e., on these cells, these objects are indistinguishable. They thus need to 
be treated as a whole, which brings us to the notion of bundle. 
Definition (Bundle). Let A be a *region. We call A-bundle any nonempty set, call it P, 
made up of *regions whose *parent is either A or an element of P. We say a cell 
belongs to a bundle when it belongs to at least one element of this bundle. 
This recursive definition is illustrated by the fragment of the nesting tree shown in 
Fig. 23. One sees that every *region of P either has its *parent in P, or is A’s *child. 
3. Algorithm 
The notions brought in all along the previous part will help us to settle all the 
details of the announced algorithm, of which the main idea could be broadly described 
in the following way (at first, to make the process easier to understand, we explain it in 
2D). Starting from any cell whose topological status is known (i.e., a border one), the 
picture is travelled in 4-adjacency, e.g., line by line. When an object is encountered, the 
scanning is interrupted in order to surround it. This surrounding makes it possible to 
mark every one of the cells of both frontier and belt of the object. Once finished, 
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Fig. 23. An A-bundle. 
scanning can continue, which most of the time implies that one enters inside the 
object. 
We have seen that each cell belongs to either zero, one or several objects; when this 
belonging changes between two 4-adjacent cells, that means that the topological 
status of the new cell changes too. 
Therefore, we need to keep a very significant knowledge: that of the supervisor of 
the cell, i.e., the object most directly including this cell in its inside. Thus, when some 
new object is encountered, one can say it is the *child of the current supervisor. When 
some object is left, that means we go either inside it, in which case this object will 
become the supervisor of the new cell, or outside it (on some cell of its belt, which we 
can recognize since we have previously surrounded this object and marked its belt), in 
which case one can say the new cell is inside (in a broad sense) the supervisor of the 
former. 
We shall see later that things are getting a little more complicated, as one can 
encounter on some cells not only one object (2D), but a whole bundle (2.5D), which 
makes it necessary to surround these bundles, and to sort their elements in filiation 
order. 
We prove that it is possible: first, to place each object in the nesting tree at the very 
moment it is encountered; second, to determine the supervisor of each new cell. 
The proof is rather formal. 
3.1. Definition and results about the “supervisor” of a cell 
Lemma 3.1 Let El, E2 and E3 (cf: Fig. 24) be three objects fuljilling the well nesting 
condition. If the following three are true, 
(a) El is encased by Ez, 
(b) El and E3 have some common cell c, 
(c) E3 is not encased by E2, 
then c belongs to El. 
236 D. Arqutb. 0. Grange / Theoretical Computer Science 147 (1995) 211-248 
Fig. 24. Lemma 3.1.1 
Proof. c is not outside Ez ((a), (b) and the definition of the encasement). c is not inside 
Ez ((a), (c), the definitions of the well nesting condition and of the encasement). Thus 
c belongs to E2. 0 
In the following, we shall exclusively deal with a family a. 
Theorem 3.2. Let c be a cell and C the set of the *regions which include c. There exists 
a unique *region V such that: 
(1) If C = 8, then V includes c in its jilling domain. 
(2) If C # 8, then C is a V-bundle. 
V is called the supervisor of c. 
Proof. We shall prove that such a V exists and is unique. 
(1) When C = 8, both the existence and the unicity of Vare obvious (remember that 
c_,, regarded as a *region, belongs to a). 
(2) When C # 0, one can readily rule out the trivial case where C is reduced to 
a unique element. So let us prove that C = {G,, Gz, . . . , G,} (with n > 1) is a bundle. 
Suppose neither G1 nor Gz has its *parent (call it VI and V,, respectively) in C. From 
Lemma 3.1 (E,, Ez and E3 being identified to G1, VI and Gz, respectively), since c does 
not belong to VI, Gz is encased by VI. V, being *parent of Gz, it follows that VI 
encases V2. In the same way, we prove that Vz encases VI. Therefore (Proposition 2.9 
on degeneration) VI = V, = V. Hence, the *parent of any *region of C is either V or 
an element of C, which is in accordance with the definition of a V-bundle. 0 
Corollary. V is the smaller element (for the encasement relation order) among those c is 
inside. 
Proposition 3.3. Let c be a cell. c is in the broad inside of the supervisor of any 4adjacent 
to c cell. 
Proof. From the corollaries of Theorems 2.6 and 3.2 (applied on the 4-adjacent o 
c cell). 0 
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Proposition 3.4 (Coherence). If two 4-adjacent cells belong to the same sets of 
*regions, these cells have the same supervisor. 
Proof. Obvious. Cl 
3.2. Preliminaries to Theorem 3.7 of scanning 
Notations: c is a cell, V its supervisor and C the set (possibly empty) of the *regions 
including c. These notations, suffixed by - 1, apply to some 4-adjacent o c cell: note 
“ - 1” is by reference to the previous one in the scanning. C’ is the set (possibly empty) 
of the *regions of C - 1 which include c in their broad inside. Thus, C - l\C’ is the 
set (possibly empty) of the *regions of C - 1 whose belt includes c. We shall make 
heavy use of the corollary of Theorem 2.6 on transition on {c - 1, c}; so, we denote 
this particular application of this corollary by the symbol 17. 
Lemma 3.5. Zf C’ # 0 then C’ is a (V - 1)-bundle. 
Proof. Let G be a *region of C’ whose parent, call it A, is not an element of C’. c is in 
the broad inside of G. Suppose that A belongs to C - 1. Since A does not belong to C’, 
its belt includes c: c is outside A and not outside G, *child of A, which contradicts 
Lemma 2.8. A therefore does not belong to C - 1. Since C - 1 is a (V - 1)-bundle 
which includes an A’s *child (i.e., G), A = V - 1. C’ therefore is a (V - 1)-bundle. 0 
Theorem 3.6. Zf C’ # 0 and C n C’ = 8 then there exists one and only one *region of C’ 
which has no *descendant in C’. 
Proof. c not belonging to C’, c is inside all *regions of C’. No cell being able to be 
inside two distant *regions, it follows that C’ does not include two distant *regions. 
From Lemma 3.5, C’ is a (V - 1)-bundle, hence for any two *regions of C’, all 
intermediate *regions (in the sense of encasement) are present in C’. Hence there exists 
only one *region of c’ having no *child in C’. C’ being a bundle, this *region cannot 
have any *descendant in C’. 0 
Definition (Study of a *region). Let G be a *region. If G = c, we say that the study of 
G is completed. In all other cases, we say that the study of G is completed when all the 
following hold: 
(a) G has been surrounded, i.e., every cell of its frontier and belt is marked for G. 
(b) G is placed in the nesting tree of Q, i.e., affiliated to its *parent. 
(c) The study of the *parent of G is completed. 
Definition (Study of a cell). We say the study of c is completed when one of the 
following holds: 
(a) c is empty and the study of V, supervisor of c, is completed. 
(b) c is nonempty and the study of all *regions including c is completed. 
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In the above definition, cases (a) and (b) have the following consequences, respectively: 
(a) c can be filled according to its topological status, i.e., in the “color” of V. 
(b) The study of V, supervisor of c, is completed. 
3.3. The theorem of scanning, its proof and the related algorithm 
As explained previously, our algorithm, which (topologically) fills a given family 
and constructs its nesting tree simultaneously, is based on a classical scanning of the 
lattice. Its main structure can be broadly described in the following way. 
For each cell c along the scan-line do 
{Step 11 
Calculate the supervisor of c; 
{Step 2) 
If c is empty then 
Fill it in the color of its supervisor 
El.%? 




To prove and detail this algorithm amounts to proving the following theorem. 
Theorem 3.7 (Scanning). After the completion of the study of c - 1, the study of c can be 
completed. 
We break down the proof of Theorem 3.7 into two cases, depending on whether the 
current cell belongs to none or at least one *region. 
Case 1. Current cell is empty: C = 0. 
(Step 1 of the algorithm} 
Criterion 1. If C = 0, one and only one of the following holds: 
(a) C’ = 0 and then V = V - 1 (cf. Fig. 25), 
(b) C’ # 0 and then V is the unique *region of C’ which has no *child in C’ (cf. 
Fig. 26). 
V-l 
C-l m c-l c 0 V C w V c 0 C-l 
Fig. 25. Criterion 1, case (a). Fig. 26. Criterion 1, case (b). 
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Proof. (a) Suppose C’ = 0. If C - 1 # 0, it follows from Proposition 3.4 that 
V = V - 1. If C - 1 # 0, suppose V # V - 1; in other words, c does not belong to the 
filling domain of V - 1 (cf. Theorem 3.2). It can occur in two cases. Rule out one of 
them: c cannot be outside V - 1 without contradicting Proposition 3.3. c therefore is 
in the broad inside of some (V - 1)‘s *child, call it D. c being empty is equivalent o 
saying that c is inside D. D cannot include c - 1, otherwise D would be included in C’. 
c - 1 therefore is inside D (from n). Now c - 1 is nonempty, hence there exists some 
(V - 1)‘s *child which includes c- 1. This one should be distant from D. A contradiction. 
(b) Suppose C’ # 0. From Theorem 3.6 there exists only one *region of C’ having 
no *child in C’: call it G. By the definition of C’, c is inside G. The only way for c not to 
belong to the filling domain of G is to be inside some G’s *child, call it D. D cannot 
include c - 1, otherwise C - 1, then C’, would include D. Hence (from n), c - 1 is 
inside D. Now c - 1 belongs to the D’s *parent, G. Impossible. c therefore belongs to 
the filling domain of G, i.e., V = G. 0 
This result leads us to detail the general algorithm in the case of an empty cell c. 
If C = 8 Then 
GWJ 11 
Zf C’ = 8 Then 
v:= v- 1 
El%? 
V:= unique *region of c’ which has no *child in C 
Endif; 
{Step 21 
Topologically fill c in V color 
Endif; 
Case 2. Current cell is nonempty: C # 0. 
{Step 1 of the algorithm} 
Criterion 2. If C # 0, one and only one of the following holds: 
(a) Cn(C-1u{V-1})#0andthenCn(C-1u{V-1}u {*ancestorsof 
V - l}) is a V - bundle (cf. Fig. 27), 
(b) V-l$CandC’=(bandthenV=V-l(cf.Fig.28), 
(c) C - 1 n C = 0 and C’ = 0 and then Vis the unique *region of C’ which has no 
*child in C’ (cf. Fig. 29). 
Proof. First, it may be easier to convince that one and only one among (a), (b) and (c) 
is satisfied if we remark that: 
0 C’=0=+C-lnCf0, 





C-l c v C-l c v C-l C 







Fig. 28. Criterion 2, case (b). 
l C- 1 nC=fj and C’#0 * V- l#C. (V- 1 otherwise would include a cell 
(i.e., c) which would be inside one of its *descendants (i.e., some *region of Cl).). 
(a) SupposeCn(C-1u{V-1})#~.LetPbethesetCn(C-lu{(V-l}u 
{*ancestors of I’ - l}). Suppose P is not a V-bundle. There exists some *region G of 
P which has not its *parent, call it A, in P. Readily A # V. G belonging to C and 
C being a V-bundle (Theorem 3.2), A therefore belongs to C. There are three cases 
for G: 
(al) It belongs to C - 1, and so (C - 1 being a (V - 1)-bundle) A belongs to C - 1 
or is V- 1. 
(a2) It is V- 1, and so A is a *ancestor of V- 1. 
(a3) It is a *ancestor of I’-- 1, and so A is too. 
From every one of these cases, it follows that A belongs to P. A contradiction. 
(b) Suppose V - 1 $ C and C’ = 0. From the fact that c does not belong to Y - 1 
and from Proposition 3.3, c is inside V - 1. From the fact that c - 1 does not belong 
to Y (otherwise C’ would include I’) and from Proposition 3.3, c - 1 is inside I’. Now 
V and V - 1 are the smaller elements (in the sense of encasement) with c and c - 1 
inside, respectively (corollary of Theorem 3.2). Therefore V - 1 encases V and V en- 
cases V- 1. Hence I’= I’-- 1. 
(c) Suppose C - 1 n C = 0 and C’ # 0. We can apply Theorem 3.6 to assert that 
there exists only one *region of C’ which has no *child in C’: call it A. c is inside A. 
From the corollary of Theorem 3.2, it follows that V is encased by A. 
Suppose I/ does not include c - 1. From Proposition 3.3, c - 1 is inside V. 
Inconsistent with the fact that A encases V and includes c - 1. V therefore includes 
c - 1. Then, V belongs to C - 1, hence to C’. Now A has no *descendant in C’. 
V therefore encases A. Hence V is A. 0 
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{Step 2 of the algorithm} 
The completion of this step requires that all *regions of c whose study is not 
completed (i.e., which have not been surrounded yet) are surrounded. 
Criterion 3. Let G be some *region of C. After the completion of the study of c - 1 
and before the study of c, the following two are equivalent: 
(a) G marks c or belongs to C - 1 u {V - l} u {*ancestors of V - l}. 
(b) The study of G is completed. 
Proof. Suppose (a) is satisfied. If c is marked for G, the study of G is assumed to be 
completed (it is readily true if we assume that no cell of the lattice is initially marked, 
and the marking only occurs when a *region is studied). On the other hand, if 
G belongs to C - 1 u {V - l} u {*ancestors of V - l}, since the study of c - 1 is 
assumed to be completed, the study of G is completed. Hence (a) * (b). 
Suppose (b) is satisfied. If c belongs to the frontier of G then (a) is satisfied (the 
frontier and belt of G being marked for G). Suppose c does not belong to the frontier of 
G. That means c - 1 is not outside G. If c - 1 belongs to G, then (a) is satisfied. If c - 1 
is inside G, then G encases I/ - 1 (corollary of Theorem 3.2), i.e., is I’ - 1 or *ancestor 
of V - 1. Hence, in all cases, (b) = (a). 0 
Corollary. Let G be some *region of C. After the completion of the study of c - 1 and 
before the study of c, ifcase (a) of Criterion 3 is not satisfied, then c - 1 and c belong to 
the belt and frontier of G, respectively. 
Proof. This proof follows the last part of the criterion. Suppose c - 1 is not outside G. 
If c - 1 belongs to G, then (a) is satisfied. Therefore c - 1 is inside G, then G encases 
I/ - 1 (corollary of Theorem 3.2). If G is V - 1 then (a) is satisfied. Therefore G is not 
I’ - 1, i.e., is a *ancestor of V - 1. Hence (a) is satisfied. A contradiction. Hence, c - 1 
is outside G. Now c belongs to G. Hence c - 1 and c belong to the belt and frontier of 
G, respectively. 0 
Let P be the set of the *regions of C which do not satisfy case (a) of Criterion 3. The 
completion of the study of c requires every one of them being studied. According to 
the corollary of the same criterion we are able to surround them: indeed, a couple of 
cells of its frontier and belt is known for each one. Now it is a question of placing these 
*regions in the nesting tree and ensuring the study of their *parent is completed. 
In order to make this work easier, we shall proceed in a certain precise order. The 
encasement being an order relation, there actually exists at least one *region of P, call 
it G, which is not encased by any other *region of P. We have seen that the iterated 
application of the basic transformation T allows us to “distinguish” it from P auto- 
matically. 
Which is the *parent of G? To answer this question amounts to answering: does 
C include some *ancestors of G? Indeed, either C does not include any *ancestor of G, 
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and then V is the *parent of G; either C does include one or several *ancestors of G, 
and then the *parent of G is, among them, the one whose level is maximum. 
Thus we need to point out the subset (perhaps empty) of C, all elements of which are 
*ancestors of G. Following Proposition 2.11, these *regions, call their set Q, must 
satisfy the following three conditions: 
(a) they include c; 
(b) they do not belong to P; 
(c) their belt does not include any cell of G. 
The goal of the following function is, being given the set P and a couple of cells 
(c - 1 and c, denoted here by b,, and&) of the belt and frontier of all its *regions: 
(a) to distinguish G among P by surrounding it (by iterative application of the 
go-round transformation T); 
(b) to determine the set Q of the *ancestors of G which include c (i.e.,&). 
Function Surround ((b,,f,): cells; P, var Q: set of *regions): *region; 
Var 
(b,f), (LL): couples of cells; 
Begin 
Q := {*regions including fO } \ P; 
(bsuc,_L) := (b,&); 
Repeat 
(U) := (Lc,.Luc); 
T((L,f,uc), P); 
If b () b,,, Then 
mark b,,, for P 
Endif; 
Iff O_L Then 
Q := Q\ {*regions marking but not including f,,,}; 
(N.B.: ifa *region marks a cell without including it, this cell belongs to its belt.} 
mark&, for P 
Endif; 
Until (W) = (bo,f,); 
{P is now reduced to a unique *region, whose *ancestor is not in the initial P.} 
{Q is the set of the including f. *ancestors of this *region.} 
Surround:= unique *region of P; 
End; 
Thus, we can express the algorithm which completes the study of a nonempty cell. 
If C includes one *region at least Then 
(Step 1: determine the supervisor of c} 
If(C-lnC#$)Or(V-1cC)Then 
V:= *region such that C n (C - 1 u {V - l} u {*ancestors of V - l}) is a V- 
bundle 
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{cf: Criterion 2(a)} 
El% 
If C’ = 8 Then 
v:= v- 1 
E,iF Criterion 2(b)} 
I/:= unique *region of C’ which has no *child in C’ 
(cf: Criterion 2(c)} 
Endif 
Endif 
{Step 2: complete the study of *regions of C> 
P:= C\({*regions marking c} u (C - 1 u {V- l> u {ancestors of V- 1))) 
While P ()0 Do 
G := surround ((c - 1, c), P, Q); 
If Q = 0 Then 
Affiliate G to V 
Else 





Remark. It is quite possible and easy to carry out a simplified version of the latter 
algorithm in the case of a unique object. This simplification proves to be useful in 
2.5D, since the majority of nonempty cells do not belong to more than one object. 
Note furthermore that the special treatment of this subcase fits especially well to the 
classical 2D pictures, each cell of which belongs to none or one object only. 
4. Description of the plates 
The plates (see pp. 217-220) may give the reader an idea of the difficulty of certain 
situations. 
Plate 1: Missingjsh. In this plate inspired by a famous drawing of Escher, one sees 
quite well how our algorithm works. Starting from the upper-left corner, it surrounds 
the blue frame and scans the lattice line by line, until the first “fish” is met: its 
surrounding permits to determine its whole frontier and belt. After each surrounding, 
the scanning resumes on the next cell, and so on until completion. Note that we have 
masked the lattice zones which have not been visited yet. This “blind” display allows 
the user to place himself in the work conditions of the algorithm. 
Plate 2: Family of contour lines. Plate 2 presents an application of our algorithm to 
topological filling of families of discrete closed contour lines. 
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Plate 3: Four objects strongly overlapping. Four square-shaped objects, all of them 
being deprived of one cell, overlap each other in such a way that their apparent inside 
is in fact outside them. Indeed, the four squares are not closed; thus, the cells that they 
pull away from the “direct inside” of the frame must actually be filled in the frame’s color. 
Plate 4: Complex overlapping situation. This family consists of 5 x 5 “alveoli”, 
minus the central zone, which is for this reason outside all others. The cells of this zone 
are not inside any small square. Hence, they are directly inside the big one, and filled 
in its color. 
Plates 5: Automatic generation of well-nested objects by H&on’s transformation. As 
explained in the introduction, an automatic generation of well-nested objects by the 
well-known transformation of H&on has given Plate 5, where some objects have 
several components. 
Plate 6: Spiral in 20. This plate prove that a disconnected filling domain may occur 
in 2D. None of the “spiral” objects is closed; thus the cells inside their set are actually 
outside each one of them, and filled in the same color as the outside cells. 
5. Checking the conditions to guarantee a family 
We have said that this scan-line algorithm makes it possible to identity a set of 
objects which does not satisfy the constraints of well nesting and mutual significance. 
We now give the associated processes and the outlines of the proof. 
Since a set of objects is a family iff every part of this set is a family, we reduce the 
problem to the relations between two objects El and &. There are two possibilities 
for two objects not being able to be placed in a nesting tree, whether they satisfy none 
or more (cf. Section 2.3.3) than one condition of the well nesting (cf. its definition in 
Section 2.3.2). 
5.1. No condition of well nesting is satisfied 
Theorem 5.1 (The family). Let El and Ez be two objects. El and Ez are neither encased 
nor distant iflat least one of the following three conditions is satisfied: 
(a) El (resp. E,) includes two cells: one inside, the other outside Ez (resp. E,). 
(b) El includes an outside Ez cell, E2 includes an outside El cell, and the insides of El 
and E2 have a common cell. 
(c) El includes an inside Ez cell, and Ez includes an inside El cell. 
Proof. The proof, too long to be given here, consists in drawing inferences from the 
logical negation of the encasement and distance definitions. 0 
Let us describe the modifications that must be made in the algorithm in each one of 
these three cases. 
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Fig. 30. {El, E,} does not satisfy the well nesting condition. 
(1) Suppose that El includes two cells satisfying (a). 
(1.1) There are two cases: either there does not exist any *region of El which 
includes two such cells (see (l.l.l)), or there does (see (1.1.2)). 
(1.1.1) See Fig. 30. Let us consider the first case: call R1 a *region of El which 
includes some inside E2 cell. After having surrounded it, the algorithm will take RI 
for a *region encased by EZ; in other words, El will be affiliated either to E2, or 
to one of its descendants. Now, when an outside E2 cell of El is encountered, E, will 
be affiliated to an object which is not encased by E2. A simple way to detect 
this contradiction consists in taking the following precaution. Every time a new 
*region of some already affiliated object is encountered, ensure that the candi- 
date for the place of parent and the current one are not different; if they are different, 
we are sure the new *region does not satisfy the well nesting condition with some 
other. 
In the algorithm, this test should take place before each affiliation. 
(1.1.2) See Fig. 3 1. Let us call RI a *region of El which includes both an inside (call 
it c) and an outside Ez cell. In every case, we are able to detect the anomaly just after 
having studied c. Indeed, since c is inside E2, it cannot be encountered without E2 
having been affiliated already. This encounter makes it possible to surround RI (if not 
yet done). Here, the algorithm will not make a mistake: it will find there is no 
encasement relation between El and E2, each one including a belt cell of the other. 
The only solution is that El and Ez are distant, which contradicts the existence of 
a cell like c. Thus, before leaving a cell (in Fig. 31, c) that belongs to some *regions (in 
the figure, RI), we should ensure that its supervisor (in the figure, E,) is a *ancestor of 
all these *regions. 
246 D. Arquks. 0. Grange / Theoretical Computer Science 147 (1995) 211-248 
Fig. 31. {E,, E,} does not satisfy the well nesting condition. 
n n 
El 
Fig. 32. {E,, E2} does not satisfy the well nesting condition. 
In the algorithm, this test should for instance take place after the treatment of a cell. 
(2) See Fig. 32. Suppose that (b) is satisfied and (second assumption) that El 
includes no inside E2 cell, E2 no inside El cell (otherwise we come back to the first 
case). This case bears a resemblance to (1.1.2). We detect the anomaly on the first cell 
(for the scanning) which is inside both El and EZ: call it c. At this moment, according 
to their places in the nesting tree, we know that El and E2 are not encased. From the 
second assumption, it follows that c - 1 belongs to both El and Ez; that means that 
C’ includes them both. The problem occurs when the algorithm tries to determine the 
supervisor of c: indeed, C’ includes at least two *regions which have not their *child in 
C’ (these are El and E2, or some descendants). Therefore, every time we rely on it, we 
must verify that C’ includes only one *region having no *child in C’. 
(3) See Fig. 33. Suppose that (c) is satisfied and (second assumption) that El 
includes no outside E2 cell, and E2 no outside El cell (otherwise we come back to the 
first case). It follows that El and E2 have the same frontiers, i.e., they are indistinguish- 
able on their frontiers; algorithmically, this means that the function surround will fail 
in reducing P to a unique *region, which is easy to check. 
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Fig. 33. {E,, E,} does not satisfy the well nesting condition. 
5.2. More than one condition of well nesting are satisfied 
Proposition 2.9 on degeneration lists the three cases where the well nesting condi- 
tions are not mutually exclusive, i.e., where more than one condition of the well 
nesting are satisfied. The mutual encasement, including cases (a) and (c) of the 
proposition, implies that the *regions are indistinguishable on their frontiers (cf. case 
(3) just above for a solution). 
There is no simple way for our algorithm to detect objects which are both 
encased and distant (case (b)). On the contrary, these objects will be considered 
as encased, and their distance ignored. If we consider Fig. 16(b), we may con- 
vince ourselves that the question of correcting this approximation is not very 
serious; intuitively, it is easier to see the encasement than the distance. Actually, 
this tolerance of our algorithm makes it possible to correct some problems of “wrong 
distance” produced by the digitization of continuous “family” having small com- 
ponents. 
6. Conclusion 
In this paper, we propose an algorithm which allows us to fill and construct he tree 
of a given 2SD picture. This algorithm is based on 
(a) scanning the picture, 
(b) following the frontiers of objects, 
(c) dealing with bundles of objects as long as they appear on the same cells. 
This algorithm works in a pure local way, with a few variables, which makes it 
possible to reach the optimal complexity of O(L + F), where L is the size of the lattice 
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and F the number of cells of the object frontiers. This algorithm has been carried out 
in Think Pascal on the Apple Macintosh Quadra. 
It would be interesting to generalize this study in the case of objects not satisfying 
the well nesting condition. Of course, the notion of the nesting tree and of the 
topological filling will not remain the same. 
It seems to be possible to carry out our results in the case of the finite topology of 
V. Kovalevsky. 
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