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Einleitung
Die vorliegende Arbeit behandelt Fragestellungen, die zum Themenkreis der Approximation
von gegebenen Punktdaten mit rationalen B-Splinekurven oder -

achen geh

oren. Rationa-
le Darstellungen von Freiformkurven und -

achen werden zunehmend in CAD-Systemen
eigesetzt, da sie verglichen mit integralen Kurven und Fl

achen bei gleicher Segmentanzahl
mehr Freiheitsgrade besitzen, die zum Beispiel als zus

atzliche Designparameter genutzt wer-
den k

onnen, und Kegelschnitte, Quadriken sowie Rotations

achen exakt darstellen k

onnen
(s. u. a. [19]). In einem Teilgebiet des CAGD (Computer Aided Geometric Design), dem Re-
verse Engineering, in dem ausgehend von mit einem Mesystem abgetasteten Punkten der
Ober

ache eines Objekts, z. B. eines Karosserieteils eines Autos, versucht wird diese Ober-


ache als mathematische Fl

achendarstellung zu rekonstruieren, spielt daher die Approxima-
tion von Punktdaten eine zentrale Rolle. Auch hier k

onnen rationale B-Splinedarstellungen
aufgrund ihrer h

oheren Anzahl von Freiheitsgraden vorteilhaft verwendet werden, z. B. um
rotationssymmetrisch gelegene Punkte mit exakten Rotations

achen zu approximieren ([6],
[20]).
Bisher bekannte Verfahren (z. B. [14], [16], [22], [25]), die rationale B-Splines zur Ap-
proximation verwenden, lassen sich wie folgt charakterisieren: [14], [25] (s. a. Kapitel 1) be-
nutzen numerische Methoden (Newton-, Gradientenverfahren), um die Fehlerquadratsumme
P
(X()  P
i
)
2
zu minimieren (nichtlineares Optimierungsproblem). X() := R()=S() ist die
Parameterdarstellung einer rationalen B-Splinekurve oder -

ache und P
i
sind die vorgebe-
nen Punkte. Der Z

ahler R() und der Nenner S() bestehen aus Linearkombinationen von
B-Splinefunktionen, deren vektorwertige (de Boor-Punkte) oder skalare Koezienten (Ge-
wichte) die Optimierungsvariablen sind. [16] geht von den linearen Gleichungen R() = S()P
i
aus, um die de Boor-Punkte und Gewichte zu bestimmen. Bei der L

osung dieses (

uberbe-
stimmten) Gleichungssytems m

ussen mehrere linerare Systeme, aber auch ein nichtlineares
Optimierungsproblem gel

ost werden, um positive Gewichte zu gew

ahrleisten. Die Bestim-
mung positiver Gewichte bei der Approximation mit rationalen B-Splines ist eine f

ur die
Praxis unbedingt notwendige Forderung (s. u.). In [22] (s. Kapitel 1) entsteht durch Multi-
plikation mit dem Nenner S() ein lineares Optimierungsproblem. Alle eben beschriebenen
Verfahren besitzen einen oder mehrere der folgenden Nachteile: hoher Berechnungsaufwand,
hoher Speicherplatzbedarf, numerische Verfahrensfehler, Beschr

ankung der Ordnung der B-
Splinefunktionen und unbrauchbare L

osungen (z. B. Nullstellen im Nenner S()). Wegen die-
ser Nachteile ist das jetzt zu pr

asentierende rationale Approximationsverfahren mit dem Ziel
entwickelt worden, da es einen m

oglichst geringen Rechenaufwand (lineares Optimierungs-
problem) hat, einen geringen Speicherverbrauch hat, die Ordnung der B-Splinefunktionen
keiner Beschr

ankung unterliegt und es positive Gewichte liefert. Dabei sollen die de Boor-
1
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Punkte und die Gewichte Optimierungsvariablen sein. Dieses Verfahren h

alt die Zielvorga-
ben ein. In den folgenden Kapiteln wird es nun zusammen mit daraus abgeleiteten oder
darauf aufbauenden Verfahren, die zur Approximation mit rationalen B-Splinekurven und
-

achen mit Erfolg einsetzbar sind, im Detail vorgestellt.
Das erste Kapitel befat sich mit der Approximation mit rationalen B-Splinekurven.
Hier wird mittels homogener Koordinaten eine Zielfunktion entwickelt, deren Minimierung
auf ein regul

ares lineares System f

uhrt und positive Gewichte als L

osungen sicherstellt.
Die Garantie positiver Gewichte bei rationalen B-Splinekurven hat zur Folge, da sie f

ur
die Praxis wichtige geometrische Eigenschaften wie z. B. konvexe H

ulle-Eigenschaft usw.
(s. [11]) der integralen Kurven beibehalten. Weiter wird gezeigt, da diese Zielfunktion f

ur
Gewichte gleich Eins n

aherungsweise euklidische Abstandsquadrate beschreibt.
Im n

achsten Kapitel werden die Ergebnisse von Kapitel 1 auf die Approximation mit
rationalen B-Spline

achen

ubertragen, um auch ein Approximationsverfahren f

ur den wich-
tigen Fl

achenfall zu erhalten.
In Kapitel 3 wird ein L

osungsansatz f

ur das Problem der Bestimmung der Segmen-
tanzahl f

ur die B-Splineapproximation mit Kurven (rational oder integral) erl

autert. Bei
vorgebener Fehlertoleranz " wird mit einem abgewandelten Sekantenverfahren eine Stelle s
der Funktion f(s) := F
s
  " mit f(s)  0 bestimmt, wobei F
s
die Summe der Fehlerqua-
drate oder der maximale Fehler zwischen der Approximationskurve mit s Segmenten und
den Vorgabepunkten ist. Somit ist eine s-segmentige Approximationskurve gefunden, die
die Fehlertoleranz " einh

alt.
Das Schlukapitel behandelt die Approximation von vorgebenen Fl

achenpunkten P
i
=
Y(u
i
; v
i
) mit einer Trimmkurve Y(C(t)). Y(u; v) ist die Parameterdarstellung einer Fl

ache
und C(t) die Parameterdarstellung einer rationalen B-Splinekurve in der Parameterebe-
ne der Fl

ache. Durch Linearisierung des Fehlerquadrats (Y(C(t
i
))   P
i
)
2
und geeignete
Absch

atzung lassen sich die Ergegnisse aus Kapitel 1

ubertragen, so da ein lineares Opti-
mierungsproblem entsteht.
Mein besonderer Dank gilt Herrn Prof. Dr. J. Hoschek f

ur die freundliche Unterst

utzung
sowie die zahlreichen Anregungen und Hinweise, die diese Arbeit mit erm

oglicht haben.
Weiter m

ochte ich mich bei den Sekret

arinnen Frau E. Kniki und Frau S. Drexler und
allen Mitarbeitern der AG 3, u. a. bei Herrn Dipl.-Math. U. Dietz, der mir die Beispiele der
integralen Fl

achenapproximation in Abschnitt 2.3.2 mit seinem Verfahren erstellt hat, f

ur
die angenehme und hilfsbereite Atmosph

are bedanken.
Kapitel 1
Approximation mit rationalen
B-Splinekurven
Zum Thema Approximation mit rationalen Kurven sind im Rahmen des CAGD schon einige
Beitr

age ver

oentlicht worden ([14], [16], [22], [25]). Bei dieser Fragestellung handelt es sich
kurz gesagt darum, eine rationale Kurve X(t) := R(t)=S(t) 2 IR
l
(l = 2; 3) zu nden,
die gegebene Punkte P
i
2 IR
l
(i = 0; : : : ; m) im diskreten Fall oder eine gegebene Kurve
f(t) 2 IR
l
im kontinuierlichen Fall m

oglichst gut approximiert. Der Z

ahler R(t) und der
Nenner S(t) bestehen aus polynomialen Basis(-Spline)funktionen, deren vektorwertige oder
skalare Koezienten bei der Approximation zu bestimmen sind.
Diesen Themenbereich behandeln unter anderem die Arbeiten von [25] und [22]. In [25]
werden die euklidischen Abstandsquadrate
m
X
i=0
(X(t
i
) P
i
)
2
minimiert. Dieses nichtlineare Optimierungsproblem wird in aufwendigen Schritten mit Hilfe
der Pseudo-Inversen einer Matrix linearisiert und dann iterativ gel

ost (s. [25]). Das Verfah-
ren hat folgende gewichtige Nachteile: einen hohen Rechenaufwand, der sich durch lange
CPU-Zeiten insbesondere bei groen Punktanzahlen (i > 100) bemerkbar macht, hoher
Speicherplatzverbrauch bei groen Punktanzahlen und die Beschr

ankung auf Polynomgra-
de < 4.
[22] verfolgt einen anderen Ansatz. Um von vornherein ein nichtlineares Problem zu
vermeiden, wird mit dem Nenner S(t) von X(t) durchmultipliziert und im kontinuierlichen
Fall
Z
b
a
(R(t)  S(t) f(t))
2
dt
minimiert. Der Ansatz ist leicht auf den diskreten Fall

ubertragbar. Das Verfahren hat einen
geringen Rechenaufwand (L

osung eines linearen Gleichungssystems). Negativ ins Gewicht
f

allt aber die Tatsache, da das Verfahren in manchen F

allen dazu neigt, den Nenner S(t)
zu Null werden zu lassen. Das hat f

ur die rationale Kurve Polstellen zur Folge, so da die
Kurve f

ur Anwendungen unbrauchbar ist.
Aufgrund der dargestellten Probleme bei diesen Methoden wurde das nachstehende Ap-
proximationsverfahren unter den folgenden Vorgaben entwickelt:
3
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(i) de Boor-Punkte und Gewichte sind Optimierungsparameter
(ii) m

oglichst geringer Rechenaufwand (lineares Optimierungsproblem)
(iii) Ordnung der B-Splinekurve unterliegt (prinzipiell) keiner Beschr

ankung
(iv) es sollen positive Gewichte erzeugt werden, um die bekannten Eigenschaften der B-
Splines zu erf

ullen
1.1 Das Approximationsproblem
Gegeben sind m+1 Punkte im reellen euklidischen Raum E
3
mit den kartesischen Koordi-
naten P
i
:= (p
ix
; p
iy
; p
iz
)
>
2 IR
3
und den Parameterwerten t
i
, f

ur die gilt t
0
< t
1
<    < t
m
.
Gesucht ist die rationale B-Splinekurve der Ordnung k (s. a. [11]) gegeben durch
X(t) :=
n
X
j=0
h
j
d
j
N
jk
(t)
n
X
j=0
h
j
N
jk
(t)
; d
j
:=
0
B
@
d
jx
d
jy
d
jz
1
C
A
Die d
j
sind die de Boor-Punkte und die h
j
die Gewichte. Die B-Splinefunktionen N
jk
der
Ordnung k sind dabei

uber dem Knotenvektor
T := (
0
= : : : = 
k 1
; 
k
; : : : ; 
n
; 
n+1
= : : : = 
n+k
) ; n  k   1
deniert und es gilt n < m sowie t
0
= 
0
, t
m
= 
n+1
. Auerdem sollen die Parameterwerte t
i
die Sch

onberg-Whitney Bedingungen erf

ullen, die sp

ater in Abschnitt 1.2 ben

otigt werden:
es mu also eine geordnete Teilmenge fs
0
; : : : ; s
n
g  ft
0
; : : : ; t
m
g mit s
0
< s
1
<    < s
n
existieren, so da

j
< s
j
< 
j+k
(j = 0; : : : ; n)
gilt. Nun k

onnen Punkte des E
3
durch Verwendung homogener Koordinaten in den reellen
projektiven Raum P
3
eingebettet werden: Ein Punkt im E
3
mit den kartesischen Koordi-
naten
Y =
0
B
@
y
x
y
y
y
z
1
C
A
erh

alt dann im P
3
die homogenen Koordinaten

Y =
0
B
B
B
@
y
0
y
1
y
2
y
3
1
C
C
C
A
= 
0
B
B
B
@
1
y
x
y
y
y
z
1
C
C
C
A
( 2 IR n f0g)
Das Approximationsproblem besteht jetzt darin, eine geeignete Zielfunktion

F := F + G  ! min (

F 2 C
2
;  > 0; fest gew

ahlt) (1.1)
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mit
F :=
m
X
i=0
Q(

X(t
i
);

P
i
)
und der Nebenbedingung G zu minimieren, so da die rationale B-Splinekurve die gegebenen
Punkte m

oglichst gut approximiert. In (1.1) sind

X(t) und

P
i
homogene Koordinaten der
gesuchten rationalen B-Splinekurve und der gegebenen Punkte. Die Funktion Q  0 dient
dazu, einen Abstand zwischen zwei Punkten in homogenen Koordinaten beschreiben, G
soll ein Gewichtskontrollterm sein und der Faktor  steuert den Einu des Kontrollterms.
Die Einf

uhrung von G und  hat zum Ziel, da die Minimierung von (1.1) positive Ge-
wichte h
j
liefert. Im n

achsten Abschnitt wird die Entwicklung einer geeigneten Zielfunktion
dargestellt.
1.2 Bestimmung einer Zielfunktion
In (1.1) wird gew

ahlt

X(t) :=
0
B
B
B
@
P
n
j=0
h
j
N
jk
(t)
P
n
j=0

d
jx
N
jk
(t)
P
n
j=0

d
jy
N
jk
(t)
P
n
j=0

d
jz
N
jk
(t)
1
C
C
C
A
;

P
i
:= c
i
0
B
B
B
@
1
p
ix
p
iy
p
iz
1
C
C
C
A
(1.2)
mit

d
jx
:= h
j
d
jx
,

d
jy
:= h
j
d
jy
,

d
jz
:= h
j
d
jz
und noch festzulegenden c
i
.
In der Einf

uhrung des Kapitels wurde unter anderem gefordert, ein lineares Optimie-
rungsproblem zu entwerfen und damit einen g

unstigen Rechenaufwand zu haben. Um beim
Aufstellen der notwendigen Bedingungen zur Minimierung von (1.1) ein lineares System zu
erhalten, d

urfen die Optimierungsvariablen h
j
,

d
jx
,

d
jy
und

d
jz
nur linear oder quadratisch
in Q auftreten. Funktionen dieser Art sind im wesentlichen quadratische Formen in

X(t).
F

ur Q wird daher angesetzt
Q(

X;

Y) :=
3
X
i;j;k;l=0
a
kl
ij
x
i
x
j
y
k
y
l
(1.3)
In (1.3) sind

X,

Y homogene Koordinaten zweier beliebiger Punkte in P
3
.
Wir stellen folgende sinnvolle Forderungen an Q:
(i) Q ist eine quadratische Form in

X bzw. in

Y.
=) a
kl
ij
= a
kl
ji
; a
kl
ij
= a
lk
ij
(ii) Q(

X;

Y) = Q(

Y;

X) (Symmetrie)
=) a
kl
ij
= a
ij
kl
(iii) Beschreiben die Koordinaten

X und

Y den selben Punkt, so soll Q verschwinden, d. h.
Q(

X; 

X) = 
2
3
X
i;j;k;l=0
a
kl
ij
x
i
x
j
x
k
x
l
= 0 (Interpolationseigenschaft)
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Aus der letzten Forderung ergeben sich folgende Gleichungen f

ur die Koezienten a
kl
ij
:
8a
kl
ij
+ 8a
jl
ik
+ 8a
jk
il
= 0 (k 6= l 6= i 6= j) (1.4)
4a
kk
ij
+ 8a
kj
ik
= 0 (k 6= i 6= j) (1.5)
2a
kk
ii
+ 4a
ik
ik
= 0 (k 6= i) (1.6)
4a
kk
ik
= 0 (k 6= i) (1.7)
a
kk
kk
= 0 (1.8)
Man sieht das beispielsweise f

ur die Gleichungen (1.5) so: Wegen (iii) m

ussen die Koezi-
enten von x
2
k
x
i
x
j
(k 6= i 6= j) aufsummiert Null sein. Aufgrund der Forderungen (i), (ii)
gibt es nur die zwei verschiedenen Koezienten a
kk
ij
, a
kj
ik
. Der Koezient a
kk
ij
tritt 4-fach,
der Koezient a
kj
ik
8-fach auf. Deshalb gilt (1.5). F

ur k 6= i 6= j hat man 12 Gleichungen
und es gibt insgesamt 4  12 + 8  12 = 144 Koezienten f

ur x
2
k
x
i
x
j
. Auf diese Weise er-
geben sich auch die restlichen Gleichungen (1.4),(1.6)-(1.8). In der folgenden Tabelle sind
die Ergebnisse aus Forderung (iii) zusammengefasst. In der ersten Spalte sind die zu den
Koezienten geh

origen Koordinatenprodukte, z. B. in der ersten Zeile x
k
x
l
x
i
x
j
, und der
entsprechende Gleichungstyp aufgelistet. In der zweiten Spalte sieht man die Anzahl der
Koezienten zum jeweiligen Koordinatenprodukt. Die dritte Spalte zeigt die Anzahl der
verschiedenen Koezienten. In der letzten Spalte steht die Anzahl der Gleichungen zum
Gleichungstyp aus der ersten Spalte. Die letzte Zeile der Tabelle zeigt in den Spalten 2,3
und 4 die jeweiligen aufsummierten Anzahlen. Aus der Dierenz der Werte der dritten und
vierten Spalte 55  35 = 20 erh

alt man 20 Freiheitsgrade f

ur die Wahl der Koezienten a
kl
ij
.
Koezienten von, Gleichung Anzahl der
Koezienten
Anzahl der
verschiedenen
Koezienten
Anzahl der
Gleichungen
x
k
x
l
x
i
x
j
(k 6= l 6= i 6= j)
Gl. (1.4)
24 3 1
x
2
k
x
i
x
j
(k 6= i 6= j)
Gl. (1.5)
144 24 12
x
2
k
x
2
i
(k 6= i)
Gl. (1.6)
36 12 6
x
3
k
x
i
(k 6= i)
Gl. (1.7)
48 12 12
x
4
k
Gl. (1.8)
4 4 4
P
= 256
P
= 55
P
= 35
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Werden die Koordinaten

z =
0
B
B
B
B
B
B
B
B
@
z
0
z
1
z
2
z
3
z
4
z
5
1
C
C
C
C
C
C
C
C
A
=
0
B
B
B
B
B
B
B
B
@
x
0
y
1
  x
1
y
0
x
0
y
2
  x
2
y
0
x
0
y
3
  x
3
y
0
x
1
y
2
  x
2
y
1
x
1
y
3
  x
3
y
1
x
2
y
3
  x
3
y
2
1
C
C
C
C
C
C
C
C
A
(1.9)
in Verbindung mit der quadratischen Form Q

des IR
6
Q

(

z) =

z
>
C

z =
5
X
i;j=0
c
ij
z
i
z
j
; C = C
>
= (c
ij
) (i; j = 0; : : : ; 5) (1.10)
eingef

uhrt, so zeigt sich durch Umrechnen in die Darstellung (1.3), da Q

(

z) die Gleichun-
gen (1.4)-(1.8) erf

ullt. Gibt man sich umgekehrt in den Gleichungen (1.4) z. B. a
23
01
und a
13
02
,
in (1.5) die a
kk
ij
und in (1.6) die a
kk
ii
vor (20 Freiheitsgrade), dann erh

alt man
0
B
@
c
05
c
14
c
23
1
C
A
=
0
B
@
2a
13
02
2a
23
01
0
1
C
A
+ a
0
B
@
1
 1
1
1
C
A
(a 2 IR) (1.11)
c
01
= a
00
12
c
02
= a
00
13
c
12
= a
00
23
c
03
=  a
11
02
c
04
=  a
11
03
c
34
= a
11
23
c
13
= a
22
01
c
15
=  a
22
03
c
35
=  a
22
13
c
24
= a
33
01
c
25
= a
33
02
c
45
= a
33
12
c
00
= a
00
11
c
11
= a
00
22
c
22
= a
00
33
c
33
= a
11
22
c
44
= a
11
33
c
55
= a
22
33
Die bisherigen

Uberlegungen lassen sich zusammenfassen in
Satz 1.2.1 Jede Funktion Q der Form (1.3),die die Bedingungen (i){(iii) erf

ullt, l

at
sich durch eine quadratische Form Q

(

z) =

z
>
C

z mit

z aus (1.9) darstellen.
Setzt man in (1.11) a
13
02
= a
23
01
= 0 und a = 1 folgt
z
0
z
5
  z
1
z
4
+ z
2
z
3
= 0 (1.12)
In der Literatur, z. B. [10], werden die Koordinaten (1.9) als Pl

ucker-Koordinaten und
die Gleichung (1.12) als Pl

ucker-Quadrik bezeichnet (s. a. [21]). Die Pl

ucker-Koordinaten
k

onnen als homogene Koordinaten eines Punkts des 5-dimensionalen reellen projektiven
Raums P
5
gedeutet werden. Genauer gesagt: Ist g eine Gerade des P
3
, die durch zwei auf
ihr liegenden Punkten mit den projektiven Koordinaten

X und

Y bestimmt ist, dann wird
g, gegeben durch (

X;

Y), mit f : (

X;

Y) 7 !

z auf einen Punkt G 2 P
5
mit den Pl

ucker-
Koordinaten

z abgebildet. G liegt auf der Pl

ucker-Quadrik. Die Abbildung f ist sinnvoll
deniert, d. h. unabh

angig von der Wahl der beiden Geradenpunkte und Multiplikation der
Punktkoordinaten mit einer reellen Zahl ungleich Null ist das Bild von g unter f immer
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derselbe Punkt G. Die Geraden des P
3
werden durch f bijektiv auf die Punkte der Pl

ucker-
Quadrik abgebildet.
Im Hinblick auf das Minimierungsproblem (1.1) wird von Q in (1.3) noch verlangt
(iv) Q(

X;

Y) > 0, wenn

Y 6= 

X ( 6= 0,

X;

Y 6= 0)
Da f

ur die Pl

ucker-Koordinaten (1.9) gilt:

Y = 

X =)

z = 0;
folgt, da die Matrix C in (1.10) vollen Rang hat und der Bedingung

z
>
C

z > 0 f

ur

z 6= 0
gen

ugt. Damit erhalten wir das
Korollar 1.2.2 Erf

ullt Q die Bedingungen (i){(iv), dann ist Q

eine positiv denite
quadratische Form.
Es gen

ugt aufgrund des sp

ater folgenden Satzes 1.2.3, die Matrix C als Einheitsmatrix, der
einfachsten positiv deniten Matrix, zu w

ahlen. Die Abstandsfunktion F besitzt dann die
Gestalt
F =
m
X
i=0

P
2
i


X
2
(t
i
) 
(

X(t
i
) 

P
i
)
2

P
2
i

mit  als Skalarprodukt des IR
4
. Damit F unabh

angig vom Betragsquadrat der

P
i
wird,
werden die c
i
aus (1.2) als Normierungsfaktoren gew

ahlt. Die Approximationspunkte m

ogen
also die homogenen Koordinaten

P
i
=
1
q
1 + p
2
ix
+ p
2
iy
+ p
2
iz
0
B
B
B
@
1
p
ix
p
iy
p
iz
1
C
C
C
A
(1.13)
haben und mit den Bezeichnungen

X(t) =
 
x
0
(t)

x(t)
!
;

x(t) =
0
B
@
P
n
j=0

d
jx
N
jk
(t)
P
n
j=0

d
jy
N
jk
(t)
P
n
j=0

d
jz
N
jk
(t)
1
C
A
; x
0
(t) =
n
X
j=0
h
j
N
jk
(t)
hat die Abstandsfunktion F schlielich die Form
F =
m
X
i=0

X
2
(t
i
)  (

X(t
i
) 

P
i
)
2
=
m
X
i=0
x
2
0
(t
i
) +

x
2
(t
i
) 
1
1 +P
2
i
(x
0
(t
i
) +

x(t
i
) P
i
)
2
(1.14)
F bzw. Q kann geometrisch gedeutet werden: Abbildung 1.1 zeigt die Situation im P
3
in
der x
0
-x
1
-Ebene. Die Punkte

X(t
i
) und

P
i
sind Geraden durch den Ursprung. Der Abstand
Q kann hier so formuliert werden
Q(

X(t
i
);

P
i
) =

X
2
(t
i
)  (

X(t
i
) 

P
i
)
2
= sin
2
(
6

X(t
i
);

P
i
)

X
2
(t
i
)
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x
1
x
0
x
0
= 1

X(t
i
)

P
i
jX(t
i
) P
i
j
q
Q(

X(t
i
);

P
i
)

Abbildung 1.1: Geometrische Deutung von F bzw. Q
und
p
Q ist damit die Gegenkathete des eingezeichneten rechtwinkligen Dreiecks. Man er-
kennt, da f

ur vom Betrag her kleine x
1
-Koordinaten von

X(t
i
),

P
i
, d. h. X(t
i
), P
i
benden
sich in der N

ahe des Koordinatenursprungs, kleine Abst

ande
p
Q auch kleine euklidische
Abst

ande jX(t
i
)   P
i
j bedeuten. Diese wichtige Beobachtung wird unten im Satz 1.2.3
pr

azisiert.
F ist eine quadratische Form in den Variablen h
j
,

d
jx
,

d
jy
und

d
jz
. Indem die Parame-
terwerte t
i
den Sch

onberg-Whitney Bedingungen gen

ugen, ist gesichert, da aus

X(t
i
) = 0
(i = 0; : : : ; m) folgt h
j
= 0,

d
jx
= 0,

d
jy
= 0 und

d
jz
= 0. Weil F den Bedingungen
(iii), (iv) gen

ugt, ist F positiv semidenit. F ist sogar positiv denit, wenn die rationale
B-Splinekurve mindestens einen der gegebenen Punkte

P
i
(i = 0; : : : ; m) nicht interpolieren
kann.
F ist invariant gegen

uber Drehungen des E
3
: Ist D eine orthogonale Drehmatrix, dann
ergibt sich
m
X
i=0
x
2
0
(t
i
) +

x
>
(t
i
)D
>
D

x(t
i
) 
1
1 +P
>
i
D
>
DP
i
(x
0
(t
i
) +

x
>
(t
i
)D
>
DP
i
)
2
=
m
X
i=0
x
2
0
(t
i
) +

x
2
(t
i
) 
1
1 +P
2
i
(x
0
(t
i
) +

x(t
i
) P
i
)
2
F ist aber nicht invariant gegen

uber Translationen des E
3
. Es ist jedoch f

ur die Approximati-
on aus geometrischer Sicht eine sehr wesentliche Forderung, da die rationale B-Splinekurve
X(t) als L

osung des Minimierungsproblems (1.1)

ahnlichkeitsinvariant zu den gegebenen
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Punkten ist. Um dieser Forderung zu gen

ugen, wird deshalb vor dem Approximationspro-
ze die folgende Koordinatentransformation durchgef

uhrt:
(i) der Koordinatenursprung des neuen Koordinatensystems ist der Schwerpunkt der
Punkte P
i
(ii) gleichm

aige Skalierung der Punktkoordinaten so, da jP
i
j  d (i = 0; : : : ; m)
Die Konstante d wird sp

ater festgelegt. Nach dem Approximationsproze werden die Punkte
P
i
und die gewonnene rationale B-Splinekurve mit der zu (i), (ii) inversen Koordinatentrans-
formation zur

ucktransformiert.
Eine weitere wesentliche Eigenschaft, die die Wahl von F rechtfertigt, resultiert aus dem
n

achsten
Satz 1.2.3 Im Fall einer integralen B-Splinekurve X(t) =

x(t) und Approximations-
punkten P
i
mit Norm jP
i
j < " (i = 0; : : : ; m) beschreibt F n

aherungsweise die Summe der
euklidischen Abstandsquadrate zwischen den Kurven- und den Approximationspunkten. Die
Konvergenzordnung von (1.16) ist O(jP
i
j
2
).
Bevor wir den Satz beweisen, stellen wir den folgenden Hilfssatz bereit:
Hilfssatz 1.2.4 Die Summanden von F erf

ullen die Gleichung

X
2
(t
i
)  (

X(t
i
) 

P
i
)
2
= (

x(t
i
)  x
0
(t
i
)P
i
)
2
 
P
2
i
1 +P
2
i

(

x(t
i
)  x
0
(t
i
)P
i
) 
P
i
jP
i
j

2
(1.15)
Beweis. Folgende Umformungen zeigen die Aussage des Hilfssatzes:

X
2
(t
i
)  (

X(t
i
) 

P
i
)
2
= x
2
0
(t
i
) +

x
2
(t
i
) 
1
1 +P
2
i
(x
0
(t
i
) +

x(t
i
) P
i
)
2
= x
2
0
(t
i
) +

x
2
(t
i
) 
1
1 +P
2
i
(x
2
0
(t
i
) + 2x
0
(t
i
)

x(t
i
) P
i
+ (

x(t
i
) P
i
)
2
)
=

x
2
(t
i
) 
(

x(t
i
) P
i
)
2
P
2
i
+
1
1 +P
2
i

(

x(t
i
) P
i
)
2
P
2
i
  2x
0
(t
i
)

x(t
i
) P
i
+ x
2
0
(t
i
)P
2
i

=


x(t
i
)
P
i
jP
i
j

2
+
1
1 +P
2
i

(

x(t
i
)  x
0
(t
i
)P
i
) 
P
i
jP
i
j

2
=

(

x(t
i
)  x
0
(t
i
)P
i
)
P
i
jP
i
j

2
+
1
1 +P
2
i

(

x(t
i
)  x
0
(t
i
)P
i
) 
P
i
jP
i
j

2
= (

x(t
i
)  x
0
(t
i
)P
i
)
2
 
P
2
i
1 +P
2
i

(

x(t
i
)  x
0
(t
i
)P
i
) 
P
i
jP
i
j

2
j  j bezeichnet die euklidische Norm und  das Vektorprodukt im IR
3
.
Mit der Aussage des Hilfssatzes k

onnen wir nun den Beweis des Satzes f

uhren: Setzt man die
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Gewichte h
j
= 1 (integrale B-Splinekurve), und erf

ullt ein Punkt P
i
die Bedingung jP
i
j < ",
so gilt

X
2
(t
i
)  (

X(t
i
) 

P
i
)
2
 (

x(t
i
) P
i
)
2
(1.16)
Dies folgt aus Hilfssatz 1.2.4, wenn man in (1.15) den Term  P
2
i
=(1+P
2
i
)    auf der rechten
Seite vernachl

assigt. Das ist jedoch nach obiger Voraussetzung gerechtfertigt.
Es gen

ugt " = 1=2 zu w

ahlen, um (1.16) zu erf

ullen. Eigenschaft (1.16) zeigt die

Ahnlichkeit
der nicht-euklidischen Abstandsfunktion F (1.14) zu den euklidischen Abstandsquadraten.
Damit die Eigenschaft (1.16) zum Tragen kommt, wird im Skalierungsschritt (ii) der Koor-
dinatentransformation d = 1=2 gew

ahlt. Diese Skalierung stellt zus

atzlich sicher, da bei der
Minimierung von (1.1) die Fehlervektoren (n

aherungsweise) senkrecht zur rationalen Appro-
ximationskurve stehen. Um die signikanten Unterschiede zwischen der Approximation mit
oder ohne Skalierung zu zeigen, betrachte man sich die Abbildungen 1.2 und 1.3. Abbildung
1.2 stellt die Approximationskurve und eine vorgegebene Punktmenge dar, die vor der Mi-
nimierung von

F skaliert wurde (nach der Minimierung wurden die resultierende Kurve und
die Punkte zur

uckskaliert). Abbildung 1.3 zeigt die Approximation der selben Punktmenge
ohne Skalierung. Beide Kurven haben die gleiche Ordnung und Segmentanzahl und inter-
polieren Anfangs- und Endvorgabepunkt. In beiden Abbildungen sind Fehlervektoren als
"
Nadeln\ eingezeichnet, die die Punkte P
i
mit den entsprechenden Kurvenpunkten X(t
i
)
am Ende der Minimierung von

F (in Verbindung mit Parameterkorrektur s. u. ) verbinden.
In Abbildung 1.2 sind die Fehlervektoren ungef

ahr senkrecht zur Kurve, in Abbildung 1.3
die sehr viel l

angeren Vektoren im allgemeinen dagegen nicht. In beiden F

allen jedoch sind
die maximalen Fehlerwerte der nicht-euklidischen Zielfunktion

F beinahe gleich.
Zum Abschlu mu noch der Gewichtskontrollterm G festgelegt werden. G soll sicher-
stellen, da positive Gewichte h
j
als L

osungen der Minimierung von (1.1) erzeugt werden
k

onnen. Dabei soll die Linearit

at des Optimierungsproblems erhalten bleiben. Die Forderung
nach Gewichten gr

oer als Null gew

ahrleistet, da sich sch

one und wichtige geometrische
Eigenschaften der integralen B-Splinekurven, z. B. konvexe H

ulle-Eigenschaft, auf rationale
B-Splinekurven

ubertragen. Dazu wird G eingef

uhrt als
G :=
m
X
i=0
(x
0
(t
i
)  1)
2
=
m
X
i=0
(
n
X
j=0
h
j
N
jk
(t
i
)  1)
2
Die Minimierung von G allein hat die L

osungen h
j
= 1. Der Faktor  in (1.1) steuert den
Einu des Kontrollterms. Bildet man nun @

F=@h
j
= 0, d. h. stellt man einen Teil der
notwendigen Bedingungsgleichungen zur Minimierung von (1.1) auf, so hat man
@F
@h
j
+ 
@G
@h
j
= 0 (1.17)
Dividiert man in (1.17) durch  und bildet den Grenzwert  ! 1, dann erh

alt man
@G=@h
j
= 0 mit den L

osungen h
j
= 1. Durch Wahl eines gen

ugend groen  kann da-
her erreicht werden, da die Minimierung der Zielfunktion

F zu positiven Gewichten f

uhrt.
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X
Y
Z
0 0.5 1 1.5 2 2.5 in
0 2 4 6 8 cm
Scale: 1.0985:1
Abbildung 1.2: Approximation mit skalierten Punkten und sp

aterer
R

uckskalierung
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X
Y
Z
0 0.5 1 1.5 2 2.5 in
0 2 4 6 8 cm
Scale: 1.0985:1
Abbildung 1.3: Approximation mit unskalierten Punkten (Punkte
wie in Abbildung 1.2)
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1.3 L

osen des Approximationsproblems
In den folgenden Abschnitten wird das L

osen des Approximationsproblems (Minimierung
von (1.1)) n

aher behandelt. Zuerst wird die Existenz und Eindeutigkeit der L

osung nach-
gewiesen. Dann stellen wir ein Verfahren vor, mit dem in der Praxis eine L

osung bestimmt
werden kann. Zum Schlu werden zus

atzlich zu den de Boor-Punkten und Gewichten die
Parameterwerte t
i
als Optimierungsvariablen angesehen und mit Hilfe eines Iterationsverfah-
rens (Parameterkorrektur) wird der Wert der Zielfunktion (1.1) weiter reduziert. Aufgrund
des im letzten Abschnitt Gesagten setzen wir in diesen weiteren Abschnitten voraus, da
der Schwerpunkt der Punkte P
i
im Koordinatenursprung liegt und jP
i
j  1=2 gilt.
1.3.1 Existenz und Eindeutigkeit der L

osung
Die notwendigen Bedingungen zur Minimierung von (1.1)
@

F
@

d
jx
= 0 ;
@

F
@

d
jy
= 0 ;
@

F
@

d
jz
= 0 ;
@

F
@h
j
= 0
f

uhren auf das lineare System
(A
1
+ A
2
)x = b
A
11
x
0
+ (A
12
+ A
22
)h = b
(1.18)
mit
A
1
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
P

N
i
00
(I  c
i
P
i
P
>
i
)   
P

N
i
0n
(I  c
i
P
i
P
>
i
)
.
.
.
.
.
.
.
.
.
P

N
i
n0
(I  c
i
P
i
P
>
i
)   
P

N
i
nn
(I  c
i
P
i
P
>
i
)
 
P
c
i

N
i
00
P
>
i
    
P
c
i

N
i
0n
P
>
i
.
.
.
.
.
.
.
.
.
 
P
c
i

N
i
n0
P
>
i
    
P
c
i

N
i
nn
P
>
i
| {z }
A
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2 IR
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A
12
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
2 IR
4n+4;4n+4
A
12
=
0
B
B
B
B
B
B
B
B
B
B
B
B
@
 
P
c
i

N
i
00
P
i
    
P
c
i

N
i
0n
P
i
.
.
.
.
.
.
.
.
.
 
P
c
i

N
i
n0
P
i
    
P
c
i

N
i
nn
P
i
P
(1  c
i
)

N
i
00
  
P
(1  c
i
)

N
i
0n
.
.
.
.
.
.
.
.
.
P
(1  c
i
)

N
i
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  
P
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i
)
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N
i
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C
C
C
C
C
C
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A
2
=
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B
B
B
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B
B
B
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B
B
B
@
0    0
.
.
.
.
.
.
.
.
.
0    0
0    0
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.
.
.
.
.
.
.
0    0
A
22
1
C
C
C
C
C
C
C
C
C
C
C
C
A
2 IR
4n+4;4n+4
; A
22
=
0
B
B
B
B
B
B
B
B
B
B
B
B
@
0    0
.
.
.
.
.
.
.
.
.
0    0
P

N
i
00
  
P

N
i
0n
.
.
.
.
.
.
.
.
.
P

N
i
n0
  
P

N
i
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1
C
C
C
C
C
C
C
C
C
C
C
C
A
2 IR
4n+4;n+1
x = (

d
0
; : : : ;

d
n
| {z }
x
0
; h
0
; : : : ; h
n
| {z }
h
)
>
b = (0; : : : ; 0;
X
N
0k
(t
i
); : : : ;
X
N
nk
(t
i
))
>

d
j
= (

d
jx
;

d
jy
;

d
jz
)
>
;

N
i
lj
= N
lk
(t
i
)N
jk
(t
i
)
c
i
=
1
1 +P
2
i
und der Einheitsmatrix I 2 IR
3;3
Die ersten 3n + 3 Zeilen der Matrix A
1
entstehen durch Ableiten der Abstandsfunktion F
nach den Unbekannten

d
j
, die letzten n + 1 Zeilen durch Ableiten von F nach den Unbe-
kannten h
j
. Dabei sind A
11
und A
12
Teilmatrizen von A
1
, deren Elemente Koezienten der
Unbekannten

d
j
bzw. der h
j
sind. Die Zeilen der Matrix A
2
ergeben sich durch Dierenzie-
ren des Gewichtskontrollterms G nach den

d
j
und den h
j
. Auch hier ist A
22
eine Teilmatrix
von A
2
und die Elemente von A
22
sind Koezienten der Unbekannten h
j
. Die rechte Seite
b geht durch Ableiten von G nach den Variablen

d
j
sowie h
j
hervor.
Zur L

osbarkeit des Gleichungssystems (1.18) l

at sich sagen:
Satz 1.3.1 Das lineare System (1.18) hat f

ur festes  > 0 und den Voraussetzungen aus
Abschnitt 1.1 an die Parameterwerte t
i
genau eine L

osung x 6= 0, die ein lokales Minimum
der Zielfunktion (1.1) ist.
Beweis. Matrix A
1
ist die zur quadratischen Form (1.14) geh

orige Koezientenmatrix.
Nach Abschnitt 1.2 ist sie positiv semidenit. F

ur Matrix A
2
gilt x
>
A
2
x > 0, falls in
x wenigstens eine Gewichtskomponente h
j
6= 0 ist. Denn die Teilmatrix in A
22
(Matrix
unterhalb des horizontalen Strichs) ist positiv denit und sonst sind alle Matrixelemente
von A
2
gleich Null. Sind im Vektor x aber alle Gewichte h
j
= 0, dann ist die Interpolation
der Punkte P
i
durch die rationale B-Splinekurve nicht m

oglich. Das heit aber, da man
x
>
A
1
x = 0 genau dann hat, wenn x = 0 ist. Zusammenfassend gilt somit x
>
(A
1
+A
2
)x >
0 8x 6= 0, x 2 IR
4n+4
. Die Matrix A
1
+ A
2
ist demnach positiv denit.
1.3.2 Bestimmung einer L

osung
Es sollen positive Gewichte h
j
berechnet werden. Daher wird von den h
j
als Teil des L

osungs-
vektors x gefordert
h
j
2 [h
min
; h
max
] (j = 0; : : : ; n)
h
min
:= 1  c ; h
max
:= 1 + c ; 0 < c < 1 ; c = const.
(1.19)
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Da von vornherein unklar ist, welche Gr

oenordnung  haben mu, um die Bedingungen
(1.19) einzuhalten, mu  im Verlauf des L

osungsverfahrens geeignet gesch

atzt werden. Da-
bei sollte f

ur  ein m

oglichst kleiner Wert gefunden werden, damit der Einu des Gewichts-
kontrollterms in (1.1) gering bleibt. Das L

osungsverfahren ber

ucksichtigt diese Forderungen
wie folgt: Das Gleichungssystem (1.18) wird umgeformt in
A
11
x
0
=  (A
12
+ A
22
)h+ b
x
0
= (

d
0
; : : : ;

d
n
)
>
h = (h
0
; : : : ; h
n
)
>
(1.20)
Im n

achsten Schritt wird das Householder-Verfahren zur L

osung linearer Gleichungssyste-
me auf (1.20) angewendet. Das Householder-Verfahren transformiert eine Matrix A 2 IR
m;n
(m  n) mit Rang n durch Multiplikation mit einer orthogonalen Matrix Q
>
in eine Ma-
trix, bei der die ersten n Zeilen eine obere Dreiecksmatrix bilden und alle anderen Zeilen
Nullzeilen sind. Somit erh

alt man
Q
>
A
11
x
0
= Q
>
( (A
12
+ A
22
)h+ b)
Q
>
A
11
=
 
U
0
!
; Q
>
=
 
Q
1
Q
2
!
(1.21)
Q ist eine orthogonale Matrix und U 2 IR
3n+3;3n+3
ist eine obere Dreiecksmatrix. Aus
(1.21) folgt das lineare System
Q
2
(A
12
+ A
22
)h = Q
2
b (1.22)
In (1.22) treten nur noch die Unbekannten h
j
und  auf. Falls die Matrix Q
2
A
12
invertierbar
ist, kann das Gleichungssystem umgeschrieben werden zu
h = ((Q
2
A
12
)
 1
Q
2
b  (Q
2
A
12
)
 1
Q
2
A
22
h) (1.23)
Von der Matrix Q
2
A
12
kann in vielen F

allen gezeigt werden, da sie eine Inverse besitzt.
Denn aus der Invertierbarkeit der MatrixA
1
folgt die Invertierbarkeit der MatrixQ
2
A
12
. Ei-
ne hinreichende Bedingung f

ur die Existenz der Inversen von A
1
ist nach Abschnitt 1.2, da
die Interpolation aller gegebenen Punkte durch die rationale B-Splinekurve nicht m

oglich
ist. Betragsbildung bei den Matrix- und Vektorelementen und Anwendung der Dreiecksun-
gleichung auf (1.23) ergibt die Ungleichungen
jhj  (j(Q
2
A
12
)
 1
Q
2
bj + j(Q
2
A
12
)
 1
Q
2
A
22
j  jhj)
und weiter abgesch

atzt
jh
min
j  (j(Q
2
A
12
)
 1
Q
2
bj + j(Q
2
A
12
)
 1
Q
2
A
22
j  jh
max
j) (1.24)
Betragstriche bei den Matrizen und Vektoren sind elementweise zu verstehen. Der Vektor
h
min
:= (h
min
; : : : ; h
min
)
>
und h
max
ist entsprechend deniert. Die einzelnen Ungleichungen
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von (1.24) werden nach  aufgel

ost. Die gr

ote dieser unteren Schranken von  w

ahlen wir
als Sch

atzwert 
s
f

ur . Gilt also  < 
s
, dann sind die Bedingungen (1.19) nicht alle erf

ullt.

s
wird jetzt in (1.22) f

ur  eingesetzt und das Gleichungssystem gel

ost. Die L

osungen h
j
werden auf die Einhaltung der Bedingungen (1.19) gepr

uft. Wenn das nicht der Fall ist,
wird der Vektor h
0
min
:= h
min
+ h, h = (0:1; : : : ; 0:1)
>
gebildet. (0:1; : : : ; 0:1)
>
stellt
eine empirische Wahl dar, die sich in den Testbeispielen als guter Kompromi zwischen
einer zu feinen und einer zu groben Absch

atzung f

ur  erwiesen hat. Mit h
0
min
anstelle von
h
min
wird aus (1.24) ein neuer Sch

atzwert 
s
bestimmt. Mit dem Sch

atzwert wird wieder
(1.22) gel

ost und f

ur die L

osungen die Bedingungen (1.19)

uberpr

uft. Sind noch nicht alle
Bedingungen erf

ullt, werden die einzelnen Schritte mit h = (0:2; : : : ; 0:2)
>
wiederholt. Das
Verfahren wird so lange durchlaufen, bis die Bedingungen (1.19) eingehalten werden. In den
Testbeispielen hat sich gezeigt, da nur wenige Iterationen notwendig sind, um 
s
geeignet
zu bestimmen. Danach wird der zuletzt ermittelte Sch

atzwert 
s
und der dazugeh

orige
L

osungsvektor h in (1.21) eingesetzt und das Restgleichungssystem
Ux
0
= Q
1
( (A
12
+ A
22
)h+ b) (1.25)
gel

ost.
Bei der praktischen Anwendung des eben beschriebenen Verfahrens sollte darauf geachtet
werden, da die Anzahl der Approximationspunkte und die Anzahl der Kontrollpunkte die
Beziehung n < 3=4m bei Raumkurven und n < 2=3m bei ebenen Kurven einh

alt. 3=4m
im r

aumlichen Fall und 2=3m im ebenen Fall sind empirisch gefundene obere Schranken,
die bei

Uberschreitung mit n dazu f

uhren k

onnen, da L

ucken im linearen System (1.18)
auftreten. Weiterhin sollten die Approximationspunkte gleichm

aig derart verteilt sein, da
die Anzahl der den Punkten P
i
zugeordneten Parameterwerte t
i
, die die Ungleichungen

j
< t
i
< 
j+k
(j = 0; : : : ; n) erf

ullen, in etwa gleich ist. Ansonsten kann die erzeugte
rationale Approximationskurve zu Oszillationen neigen, was unerw

unscht ist.
Das beschriebene L

osungsverfahren hat f

ur die praktische Anwendung eine erw

unschte
Eigenschaft:
Satz 1.3.2 Werden die Punkte P
i
mit einer orthogonalen Drehmatrix D transformiert,
dann liefert das Verfahren (1.20)-(1.25) die L

osungen
~
x = (D

d
0
; : : : ;D

d
n
; h
0
; : : : ; h
n
)
>
Dabei sind

d
j
, h
j
die mit demselben Verfahren berechneten L

osungen bei der Approximation
der untransformierten Punkte P
i
mit den gleichen Parameterwerten t
i
.
Beweis. Das Gleichungssystem mit den transformierten Punkten kann mit den Bezeich-
nungen aus (1.18) geschrieben werden als
~
D(A
1
+ A
2
)
~
D
>
~
x = 
~
Db (1.26)
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Die orthogonale Matrix
~
D ist gegeben durch
~
D =
0
B
B
B
B
B
B
B
@
D 0    0 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0
0    0 D 0
0    0 0 I
1
C
C
C
C
C
C
C
A
mit der Einheitsmatrix I 2 IR
n+1;n+1
. Durch Au

osen des Systems (1.26) nach
~
x erh

alt man
~
x =
~
Dx ;
wenn x die L

osung von (1.18) ist. Der Satz ist somit bewiesen, falls das Verfahren im Trans-
formationsfall denselben Sch

atzwert 
s
bestimmt. Dem Gleichungssystem (1.22) entspricht
im Transformationsfall das System
~
Q
2
~
D(A
12
+ A
22
)h = 
~
Q
2
~
Db
Zu zeigen ist demnach noch, da gilt
(
~
Q
2
~
DA
12
)
 1
~
Q
2
~
Dw = (Q
2
A
12
)
 1
Q
2
w 8w 2 IR
4n+4
Dazu wird
^
Q
2
:=
~
Q
2
~
D gesetzt und die Bezeichnungen
kerA = fw 2 IR
m
j Aw = 0g
imA = fy 2 IR
l
j 9w 2 IR
m
mit y = Awg
f

ur eine Matrix A 2 IR
l;m
eingef

uhrt. Mit Hilfe der linearen Algebra lassen sich folgende
Aussagen leicht zeigen: Wenn die Matrix Q
2
A
12
invertierbar ist, dann mu die zur Matrix
A
12
2 IR
4n+4;n+1
geh

orige lineare Abbildung injektiv und die zur Matrix Q
2
2 IR
n+1;4n+4
geh

orige lineare Abbildung surjektiv sein. Auerdem mu
imA
12
\ kerQ
2
= f0g und
imA
12
+ kerQ
2
= IR
4n+4
(1.27)
sein. Entsprechend gilt f

ur die Matrix
^
Q
2
A
12
imA
12
\ ker
^
Q
2
= f0g und
imA
12
+ ker
^
Q
2
= IR
4n+4
(1.28)
Aus (1.27), (1.28) folgt sofort die Identit

at kerQ
2
= ker
^
Q
2
. Kommen wir wieder auf die
Behauptung zur

uck und formulieren sie um:
Q
2
A
12
y = Q
2
w
^
Q
2
A
12
~
y =
^
Q
2
w
(1.29)
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Zu beweisen ist, da y =
~
y gilt.
(1.29) ()
Q
2
(A
12
y w) = 0
^
Q
2
(A
12
~
y w) = 0
()
A
12
y = w+ z ; z 2 kerQ
2
A
12
~
y = w+
~
z ;
~
z 2 ker
^
Q
2
=)
A
12
(y 
~
y) = z 
~
z
Wegen kerQ
2
= ker
^
Q
2
, (1.27) und kerA
12
= f0g folgt y =
~
y.
Der letzte Satz besagt, da das L

osungsverfahren invariant gegen

uber Drehungen des E
3
ist, d. h. f

ur Punkte in gedrehter Lage wird die bis auf die Drehung gleiche rationale B-
Splinekurve berechnet.
1.3.3 Parameterkorrektur
Die Parameterwerte t
i
zu den gegebenen Punkten P
i
legen neben den Optimierungsvaria-
blen h
j
,

d
jx
,

d
jy
und

d
jz
den Wert der Zielfunktion (1.1) fest. Fat man die Parameterwerte
t
i
zus

atzlich als Optimierungsvariablen auf, so kann der Zielfunktionswert noch verringert
werden. Zur Vermeidung eines nichtlinearen Optimierungsproblems ist die Idee der Para-
meterkorrektur, vgl. [11], entwickelt worden. Hierbei wird die Zielfunktion als Funktion der
Parameterwerte

F =

F (t
0
; : : : ; t
m
)
betrachtet. Gesucht werden korrigierte Parameterwerte t
0
i
als L

osungen des Optimierungs-
problems

F (t
0
0
; : : : ; t
0
m
)  ! min (1.30)
Bei der L

osung von (1.30) sollen die mit dem Verfahren (1.20)-(1.25) ermittelte rationale B-
Splinekurve und  unver

andert bleiben. Die Zielfunktion (1.1) besteht ausm+1 Summanden
D(

X(t
i
);

P
i
). Jeder dieser Summanden h

angt von genau einem Parameterwert t
i
ab. Das
Optimierungsproblem (1.30) kann daher auf die m+ 1 Optimierungsprobleme
D(

X(t
0
i
);

P
i
)  ! min (i = 0; : : : ; m)
von einer Variablen zur

uckgef

uhrt werden. Korrigierte Parameterwerte k

onnen n

aherungs-
weise zum Beispiel mit dem eindimensionalen Newton-Verfahren berechnet werden.
Mit den korrigierten Parameterwerten t
0
i
kann jetzt wieder eine neue Approximationskur-
ve durch L

osen von (1.18) bestimmt werden. Die abwechselnde Durchf

uhrung von Approxi-
mation und Parameterkorrektur liefert eine Folge von Zielfunktionswerten. Die Konvergenz
der Folge gegen ein Minimum der Zielfunktion h

angt von den Startparameterwerten t
i
ab,
da es sich um ein lokales Optimierungsverfahren handelt. Im Unterschied zu den vorherigen
Abschnitten sind auch noch die Parameterwerte Optimierungsvariablen der Zielfunktion.
Geeignete Startwerte f

ur die Parameterwerte t
i
erh

alt man zum Beispiel durch chordale
oder zentripetale Parametrisierung, s. [11], der Approximationspunkte P
i
.
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1.4 Beispiele
In den Abbildungen der n

achsten Seiten sind die Vorgabepunkte und die dazugeh

origen
Approximationskurven gezeichnet. Zu einem Punktdatensatz werden zum Vergleich jeweils
zwei Bilder gezeigt. Im oberen Bild ist die Approximationskurve dargestellt, die mit dem
Verfahren aus Abschnitt 1.3 erzeugt wurde. Im unteren Bild sieht man eine Approxima-
tionskurve, die mit dem Verfahren von [25] entstand. In allen Beispielen wurden oene
kubische B-Splinekurven (k = 4) verwendet. Der Knotenvektor T wurde immer

aquidi-
stant mit einfachen inneren Knoten gew

ahlt. In der Beschreibung zu den Bildern sind die
maximalen Lotfehler der Kurven zu den Punkten in mm angegeben. Zum Einsch

atzen der
Gr

oenverh

altnisse zwischen den Kurven und den Fehlerwerten sind Mast

abe in die Bil-
der eingezeichnet. Zus

atzlich sind in Richtung der Normalen Kr

ummungswerte als
"
Nadeln\
an die Kurve angetragen. Die Nadel ist um so l

anger, je gr

oer die Kurvenkr

ummung ist.
Desweiteren ist der Durchlaufsinn der Kurven durch Dreiecke markiert (der Eckpunkt des
Dreiecks auf der Kurve zeigt die Richtung an).
Im ersten Beispiel ist die Approximation von 25 symmetrisch auf einem Quadrat gelege-
nen Vorgabepunkten dargestellt. Der Fehler der oberen Kurve betr

agt 1.92 mm, der Fehler
der unteren Kurve 1.84 mm und beide Kurven haben 4 Segmente. Das Berechnungsverfah-
ren f

ur die obere Kurve ben

otigte bei 60 Iterationen eine Zeit
1
von 1.5 s, das f

ur die untere
Kurve bei 20 Iterationen 5.3 s. Man sieht, da beide Kurven mit Anfangs- und Endpunkt in
der linken oberen Ecke die Symmetrie der Punkte erhalten, die obere Kurve aber die linke
untere Ecke und die rechte obere Ecke des Quadrats
"
runder\ approximiert.
Als zweites Beispiel sind wiederum auf einem Quadrat vorgegebene Punkte approxi-
miert. Diesmal jedoch sind es wesentlich mehr (105) und dichter liegende Punkte. Die obere
Kurve mit 8 Segmenten hat einen Fehler von 0.32 mm bei einer Rechenzeit von 16.8 s (90
Iterationen), die untere Kurve mit gleicher Segmentanzahl einen Fehler von 0.67 mm bei
einer Rechenzeit von 3 min 22.8 s (20 Iterationen).

Ahnlich wie im ersten Beispiel bewahren
beide Kurven mit Anfangs- und Endpunkt in der linken oberen Ecke die Symmetrie der
Vorgabepunkte. Im Unterschied zu Beispiel 1 werden jetzt aber die Ecken besser approxi-
miert, was besonders bei der oberen Kurve deutlich wird. Weiterhin ist die Rechenzeit f

ur
die obere Kurve bei halben Fehler um etwa den Faktor 12 k

urzer.
Abbildung 1.6 zeigt Approximationskurven von 21 herzf

ormig gelegenen Vorgabepunk-
ten. Die Kurven haben jeweils 8 Segmente. Die Rechenzeit f

ur die obere Kurve betrug bei
einem Fehler von 0.59 mm und 3 Iterationen 0.3 s, die Rechenzeit f

ur die untere Kurve
bei einem Fehler von 0.67 mm und 20 Iterationen 6.2 s. Hier f

allt besonders die k

urzere
Rechenzeit f

ur die obere Kurve auf (Faktor 20!).
Im n

achsten Beispiel sind 41 Punkte auf dem Buchstaben M vorgegeben, die von ratio-
nalen B-Splinekurven mit 6 Segmenten approximiert werden. Der Fehler der oberen Kurve
liegt bei 0.55 mm, der Fehler der unteren bei 0.70 mm. Die Berechnung der oberen Kurve
brauchte f

ur 40 Iterationen 2.6 s, die Berechnung der unteren Kurve brauchte f

ur 20 Itera-
tionen 16.6 s. Es zeigt sich, da beide Kurven insbesondere die obere geradlinige Bereiche
gut approximieren (kurze Nadeln) und die obere zudem eine g

unstigere Rechenzeit aufweist.
Weiterhin bewahrt die obere Kurve die Symmetrie der Punkte. Auch die Umkehrung der
1
CPU-Zeit auf einer HP 9000-7xx Workstation
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Abbildung 1.4: Approximation von quadratf

ormig gelegenen Punk-
ten. Max. Fehler f

ur die obere Kurve mit neuem Verfahren 1.92
mm, f

ur die untere Kurve mit Verfahren [25] 1.84 mm
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Abbildung 1.5: Approximation von quadratf

ormig dicht gelegenen
Punkten. Max. Fehler f

ur die obere Kurve mit neuem Verfahren
0.32 mm, f

ur die untere Kurve mit Verfahren [25] 0.67 mm
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Abbildung 1.6: Approximation von herzf

ormig gelegenen Punkten.
Max. Fehler f

ur die obere Kurve mit neuem Verfahren 0.59 mm, f

ur
die untere Kurve mit Verfahren [25] 0.67 mm
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Abbildung 1.7: Approximation von M-f

ormig gelegenen Punkten.
Max. Fehler f

ur die obere Kurve mit neuem Verfahren 0.55 mm,
f

ur die untere Kurve mit Verfahren [25] 0.70 mm
Reihenfolge der Startparameterwerte t
i
der Punkte f

uhrt bis auf Rundungsfehler auf die
selbe Kurve (s. Abbildung 1.8).
Abschlieend sieht man in Abbildung 1.9 sinusf

ormig gelegene Vorgabepunkte und zwei-
segmentige Approximationskurven. Die obere Kurve hat einen Fehler von 0.09 mm und die
Berechnung ben

otigte 0.6 s f

ur 50 Iterationen. Die untere Kurve hat einen Fehler von 0.19
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Abbildung 1.8: Approximation von M-f

ormig gelegenen Punkten in
umgekehrter Reihenfolge (Kurve mit neuem Verfahren)
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Abbildung 1.9: Approximation von sinusf

ormig gelegenen Punkten.
Max. Fehler f

ur die obere Kurve mit neuem Verfahren 0.09 mm, f

ur
die untere Kurve mit Verfahren [25] 0.19 mm
mm und eine Berechnungszeit von 2.8 s f

ur 20 Iterationen. Beide Kurven unterscheiden sich
in ihrem Aussehen trotz des deutlich kleineren Fehlers der oberen Kurve (Faktor 2) nur
geringf

ugig. Wiederum wird jedoch die obere Kurve schneller berechnet.
Insgesamt besitzt das neue Approximationsverfahren folgende Merkmale:
 Das neue Approximationsverfahren erreicht bei gleicher Segmentanzahl maximale Lot-
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fehler in der Gr

oenordnung des Verfahrens von [25], teilweise sogar bessere Fehler-
werte.
 Die Rechenzeit ist dabei im Vergleich zu [25] g

unstiger. Besonders deutlich wird dies
an den Laufzeiten zu den Abbildungen 1.5, 1.6 und 1.7.
 Der Speicherbedarf im Rechner ist beim neuen Verfahren bei gleicher Segmentanzahl
meist geringer (f

ur m > 15) als bei [25]. Das Verh

altnis zur Speicherung der Koe-
zienten der Gleichungssysteme vom neuen Verfahren zu [25] ist n

amlich 16=(m + 1).
Das Verh

altnis wird folglich um so kleiner je mehr Punkte approximiert werden.
 Das neue Approximationsverfahren bewahrt die Symmetrie der Punktdaten (siehe
insbesondere Abbildungen 1.5, 1.7 und 1.8).
 Die Ordnung k der Kurve ist bei dem neuen Verfahren prinzipiell nicht eingeschr

ankt,
w

ahrend das Verfahren von [25] mit vertretbarem Zeitaufwand nur bis zu Ordnungen
k < 5 anwendbar ist. Ein Beispiel ist f

ur k = 5 in Abbildung 1.10 zu sehen. Hier sind
die herzf

ormig gelegenen Punkte aus Abbildung 1.6 noch einmal approximiert worden.
Die Kurve hat 7 Segmente und damit die gleiche Anzahl von de Boor-Punkten wie
die Kurven in Abbildung 1.6. Der Fehler betr

agt 0.62 mm (Rechenzeit 0.4 s f

ur 5
Iterationen).
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Abbildung 1.10: Approximation von herzf

ormig gelegenen Punkten
durch eine Kurve der Ordnung k = 5 mit max. Fehler 0.62 mm
Kapitel 2
Approximation mit rationalen
B-Spline

achen
Die Ergebnisse des letzten Kapitels werden jetzt auf rationale B-Spline

achen

ubertragen,
um ein Approximationsverfahren f

ur rationale Fl

achen zu erhalten.
2.1 Das Approximationsproblem
Gegeben sind m + 1 Punkte im reellen euklidischen Raum E
3
mit den kartesischen Koor-
dinaten P
i
= (p
ix
; p
iy
; p
iz
)
>
2 IR
3
und den Parameterwerten (u
i
; v
i
). Aus den in Abschnitt
1.2 genannten Gr

unden wird vorausgesetzt, da der Schwerpunkt der Punktkoordinaten P
i
im Koordinatenursprung liegt und die P
i
so skaliert werden, da jP
i
j  1=2 gilt. Gesucht
ist die rationale B-Spline

ache mit den Ordnungen k; p gegeben durch
X(u; v) :=
n
X
j=0
r
X
l=0
h
jl
d
jl
N
jk
(u)N
lp
(v)
n
X
j=0
r
X
l=0
h
jl
N
jk
(u)N
lp
(v)
; d
jl
:=
0
B
@
d
jlx
d
jly
d
jlz
1
C
A
Die d
jl
sind die de Boor-Punkte und die h
jl
die Gewichte. Die B-Splinefunktionen N
jk
der
Ordnung k und N
lp
der Ordnung p sind dabei

uber den Knotenvektoren
U := (
0
= : : : = 
k 1
; 
k
; : : : ; 
n
; 
n+1
= : : : = 
n+k
) ; n  k   1
V := (
0
= : : : = 
p 1
; 
p
; : : : ; 
r
; 
r+1
= : : : = 
r+p
) ; r  p  1
deniert und es gilt (n + 1)(r + 1) < m + 1 sowie u
0
= 
0
, u
m
= 
n+1
, v
0
= 
0
, v
m
=

r+1
. Auerdem sollen die Parameterwerte (u
i
; v
i
) folgende Bedingungen erf

ullen: es m

ussen
Teilmengen U
j
 f(u
0
; v
0
); : : : ; (u
m
; v
m
)g existieren, so da gilt

j
< u
i
< 
j+k
8 (u
i
; v
i
) 2 U
j
(j = 0; : : : ; n)
und u
i
< u
s
8 (u
i
; v
i
) 2 U
j
;8 (u
s
; v
s
) 2 U
j+1
und die v
i
mit (u
i
; v
i
) 2 U
j
gen

ugen den
Sch

onberg-Whitney Bedingungen (s. Abschnitt 1.1) bez

uglich des Knotenvektors V. Der
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
ACHEN
Kurvenapproximation entsprechend w

ahlen wir f

ur die Fl

ache und die Punkte die homoge-
nen Koordinaten

X(u; v) :=
0
B
B
B
@
P
n
j=0
P
r
l=0
h
jl
N
jk
(u)N
lp
(v)
P
n
j=0
P
r
l=0

d
jlx
N
jk
(u)N
lp
(v)
P
n
j=0
P
r
l=0

d
jly
N
jk
(u)N
lp
(v)
P
n
j=0
P
r
l=0

d
jlz
N
jk
(u)N
lp
(v)
1
C
C
C
A
;

P
i
:= c
i
0
B
B
B
@
1
p
ix
p
iy
p
iz
1
C
C
C
A
(2.1)
mit

d
jlx
:= h
jl
d
jlx
,

d
jly
:= h
jl
d
jly
,

d
jlz
:= h
jl
d
jlz
und
c
i
:=
1
q
1 + p
2
ix
+ p
2
iy
+ p
2
iz
Ersetzt man in (1.1) die homogenen Kurvenkoordinaten durch (2.1), dann erh

alt man die
Zielfunktion

F =
m
X
i=0

X
2
(u
i
; v
i
)  (

X(u
i
; v
i
) 

P
i
)
2
+ 
m
X
i=0

n
X
j=0
r
X
l=0
h
jl
N
jk
(u
i
)N
lp
(v
i
)  1

2
(2.2)
f

ur die Fl

achenapproximation. Unbekannte der Optimierung sind die h
jl
,

d
jlx
,

d
jly
und

d
jlz
.
Die Bedingungen zur Minimierung von (2.2) ergeben ein lineares Gleichungssystem analog zu
(1.18). F

ur das L

osen des Gleichungssystems gelten alle Aussagen und S

atze aus Abschnitt
1.3.
2.2 L

osungsverfahren
Das L

osungsverfahren setzt sich wie bei der Kurvenapproximation aus zwei Optimierungstei-
len zusammen, die iterativ durchlaufen werden. Im ersten Teil wird das bei der Minimierung
von (2.2) entstehende System mit dem Verfahren (1.20)-(1.25) bei festen Parameterwerten
(u
i
; v
i
) gel

ost. Im zweiten Teil (Parameterkorrektur) wird

F ((u
0
0
; v
0
0
); : : : ; (u
0
m
; v
0
m
))  ! min
bei unver

andert bleibender rationaler B-Spline

ache und  minimiert. Hierbei m

ussen jetzt
m+1 zweidimensionale Optimierungsprobleme mit den Variablen (u
0
i
; v
0
i
) gel

ost werden. Zur
n

aherungsweisen L

osung bietet sich beispielsweise das zweidimensionale Newton-Verfahren
an. Mit den korrigierten Parameterwerten kann nun wieder der erste Optimierungsteil durch-
gef

uhrt werden. Am Ende des L

osungsverfahrens werden die Punkte und die resultierende
Fl

ache zur

uckskaliert.
2.3 Beispiele
2.3.1 Rationale Approximationsverfahren im Vergleich
Das Verfahren des vorherigen Abschnitts wird verglichen mit der rationalen Fl

achenap-
proximation von [25]. Zu denselben Vorgabepunkten werden zwei Fl

achen dargestellt. Die
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obere Approximations

ache wurde mit dem eben beschriebenen Verfahren, die untere mit
dem Verfahren von [25] erzeugt. In allen Beispielen sind bikubische Fl

achen (k = p = 4)
dargestellt und es wurden jeweils

aquidistante Knotenvektoren U, V mit einfachen inneren
Knoten verwendet. Die im nachfolgenden Text angegebenen Fehler sind die maximalen Lot-
fehler zwischen den Fl

achen und den Vorgabepunkten in mm. Um die Gr

oenverh

altnisse
zwischen den Fl

achen und den Fehlerwerten einzuordnen, sind in jeder Abbildung Mast

abe
eingetragen. Auerdem sind an den Fl

achen die Absolutkr

ummungen in Richtung der Nor-
malen als
"
Nadeln\ angetragen. Die Absolutkr

ummung A ist dabei deniert als
A :=
1
2
(j
1
j+ j
2
j)

1
und 
2
sind die Hauptkr

ummungen in einem Fl

achenpunkt. Die Nadel ist um so l

anger,
je gr

oer die Absolutkr

ummung ist.
Im ersten Beispiel ist die Approximation von 150 auf einem Zylinder gelegenen Vorgabe-
punkten dargestellt. Der Fehler der oberen Fl

ache betr

agt 0.08 mm, der Fehler der unteren
Fl

ache 0.25 mm und beide Fl

achen haben 1  2 Segmente. Das Berechnungsverfahren f

ur die
obere Fl

ache ben

otigte bei 40 Iterationen eine Zeit
1
von 9.3 s, das f

ur die untere Fl

ache bei
20 Iterationen 1 min 30.3 s. Man erkennt, da die obere Fl

ache mit einem um den Faktor 3
kleineren Fehler den in der einen Richtung geradlinigen Verlauf der Punkte besser ann

ahert
und die dazu geh

orige Rechenzeit dabei um den Faktor 9 k

urzer ist.
Abbildung 2.2 zeigt Approximations

achen von 271 auf einer Schraub

ache gelegenen
Vorgabepunkten. Die Fl

achen haben jeweils 3  2 Segmente. Die Rechenzeit f

ur die obere
Fl

ache betrug bei einem Fehler von 0.38 mm und 55 Iterationen 25.3 s, die Rechenzeit f

ur
die untere Fl

ache bei einem Fehler von 0.36 mm und 20 Iterationen 15 min 44.8 s. Hier ist
ebenfalls ein deutlicher Zeitvorteil des neuen Approximationsverfahrens gegen

uber dem von
[25] vorhanden (etwa Faktor 35!). Dagegen unterscheiden sich die Fl

achen in ihrer Form nur
gering.
Im n

achsten Beispiel sind 238 Punkte auf einer Translations

ache vorgegeben, die von
rationalen B-Spline

achen mit 2  2 Segmenten approximiert werden. Der Fehler der oberen
Fl

ache liegt bei 0.12 mm und die Berechnung mit 30 Iterationen dauerte 23.9 s. Der Fehler
der unteren liegt bei 0.27 mm und einer Berechnungszeit mit 20 Iterationen von 8 min 9.6
s. Beide Fl

achen approximieren die Punkte recht gut, wobei die obere Fl

ache innere Punkte
teilweise besser ann

ahert. Die Rechenzeit f

ur die obere Fl

ache ist zudem noch wesentlich
g

unstiger (Faktor 20!).
Abbildung 2.4 enth

alt Approximationen von 205 Punkten auf einer W

urfelecke. Die
obere Fl

ache mit 4  3 Segmenten hat einen Fehler von 0.40 mm, die untere mit 3  3
Segmenten einen Fehler von 0.36 mm. Die Rechenzeit f

ur die obere Fl

ache (120 Iterationen)
lag bei 1 min 56.9 s, die Rechenzeit f

ur die untere (20 Iterationen) lag bei 9 min 52.6
s. Beide Fl

achen approximieren die ebenen Bereiche der Punktmenge gut (kurze Nadeln).
Auch die W

urfelkanten werden von beiden Fl

achen angemessen wiedergegeben, wenn man
ber

ucksichtigt, da die Fl

achen

uber Knotenvektoren mit einfachen inneren Knoten deniert
sind.
Abschlieend kann folgendes Fazit gezogen werden:
1
CPU-Zeit auf einer HP 9000-7xx Workstation
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Abbildung 2.1: Approximation von Punkten auf einem Zylinder.
Max. Fehler f

ur die obere Fl

ache mit neuem Verfahren 0.08 mm,
f

ur die untere Fl

ache mit Verfahren [25] 0.25 mm
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XYZ
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0 2 4 6 8 10 cm
Scale: 1:1.0656
Abbildung 2.2: Approximation von Punkten auf einer Schraub-


ache. Max. Fehler f

ur die obere Fl

ache mit neuem Verfahren 0.38
mm, f

ur die untere Fl

ache mit Verfahren [25] 0.36 mm
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Abbildung 2.3: Approximation von Punkten auf einer Translations-


ache. Max. Fehler f

ur die obere Fl

ache mit neuem Verfahren 0.12
mm, f

ur die untere Fl

ache mit Verfahren [25] 0.27 mm
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XYZ
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Scale: 1.586:1
Abbildung 2.4: Approximation von Punkten auf einer W

urfelecke.
Max. Fehler f

ur die obere Fl

ache mit neuem Verfahren 0.40 mm,
f

ur die untere Fl

ache mit Verfahren [25] 0.36 mm
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(i) Das neue Approximationsverfahren erreicht maximale Lotfehler, die in der gleichen
Gr

oenordnung liegen wie beim Verfahren von [25]. Teilweise sind die Fehler in den
pr

asentierten Beispielen sogar geringer als bei [25].
(ii) Der Berechnungsaufwand des neuen Verfahrens zum Erreichen dieser Fehler ist im
Vergleich zu [25] erheblich geringer. Besonders deutlich wird das anhand der Beispiele
Punkte auf der Schraub

ache (Abbildung 2.2) und Punkte auf der Translations

ache.
Die Aussage wird unterstrichen durch die Grak 2.5. Auf der x-Achse ist die Anzahl der
de Boor-Punkte (n+ 1)(r + 1) angetragen, auf der y-Achse die ben

otigte Rechenzeit.
Die Mewerte kamen durch Approximation von 271 Punkte mit beiden Verfahren
durch 2 Iterationen zustande (k = p = 4). Das
"
+\ markiert die Zeiten f

ur das neue
Verfahren, der
"
*\ die Zeiten f

ur das Verfahren von [25]. Aus den Mewerten l

at
sich ablesen, da das Verh

altnis der Rechenzeiten zwischen den beiden Verfahren um
so gr

oer ist, je kleiner das Verh

altnis zwischen der Anzahl der de Boor-Punkte und
der Anzahl der Vorgabepunkte ist. So ist das neue Verfahren bei 16 de Boor-Punkten
ungef

ahr um den Faktor 80 schneller und bei 40 de Boor-Punkten ungef

ahr um den
Faktor 8 schneller.
(iii) Der belegte Speicherplatz spricht ebenfalls f

ur das oben vorgestellte Verfahren. Das
Verh

altnis zur Speicherung der Koezienten der Gleichungssysteme vom neuen Ver-
fahren zu [25] ist bei gleicher Anzahl der Segmente n

amlich 16=(m + 1) und somit
bei einer gr

oeren Anzahl von Punkten (m > 100), die bei Fl

achenapproximationen
h

aug auftritt, sehr klein.
(iv) Das neue Verfahren unterliegt hinsichtlich der Ordnungen k; p prinzipiell keiner Be-
schr

ankung (siehe auch Kapitel Kurvenapproximation). Das Verfahren [25] kann da-
gegen nur bis zu Ordnungen k; p < 5 zufriedenstellend angewendet werden. Wie bei
integralen B-Splines sollten im neuen Verfahren Ordnungen k; p < 9 gew

ahlt werden,
da sonst die Neigung zur Wellenbildung zunimmt.
2.3.2 Test zwischen rationaler und integraler Approximation
In den folgenden Beispielen werden das neue rationale Approximationsverfahren und das
Verfahren mit integraler Approximation gegen

ubergestellt. Das Verfahren mit integraler
Approximation minimiert
F
I
:=
m
X
i=0
(X(u
i
; v
i
) P
i
)
2
(h
jl
= 1) (2.3)
Ein Beispiel enth

alt wieder die Darstellungen von zwei Fl

achen zu denselben Vorgabepunk-
ten. Die obere Fl

ache wurde mit dem rationalen Approximationsverfahren, die untere mit
dem integralen Appoximationsverfahren bestimmt. Beide Fl

achen haben jeweils

aquidistan-
te Knotenvektoren U, V mit einfachen inneren Knoten. Die unten angef

uhrten Fehlerwer-
te bezeichnen maximale Lotfehler zwischen den Fl

achen und den Vorgabepunkten. Zum
Absch

atzen der Verh

altnisse zwischen Ausdehnung der Fl

achen und den Fehlerwerten ist in
den Abbildungen ein Mastab eingezeichnet. Wie in Abschnitt 2.3.1 sind an den Fl

achen
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Abbildung 2.5: Rechenzeiten im Vergleich (* = Verfahren [25], +
= neues Verfahren)
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die Absolutkr

ummungen in Richtung der Normalen als
"
Nadeln\ gezeichnet. Dabei ist die
Nadell

ange proportional zum Wert der Absolutkr

ummung.
Beispiel 1 (Abbildung 2.6) zeigt die bikubischen Approximations

achen von 1070 auf
einem Pedaltopf abgetasteten Vorgabepunkten. Die obere rationale Fl

ache mit 8  8 Seg-
menten hat einen Fehler von 4.08 mm, die untere integrale Fl

ache mit 13  13 Segmenten
einen Fehler von 4.95 mm. Die Rechenzeit f

ur die obere Fl

ache belief sich auf 1 min 52.7 s bei
2 Iterationen und f

ur die untere Fl

ache auf 2.4 s bei 1 Iteration. Bei beiden Fl

achen f

allt der
wellige Verlauf auf. Hauptgrund daf

ur ist, da die Vorgabepunkte in Bereichen mit gr

oeren

Anderungen der Ober

achenform (z. B. in den Flankenbereichen) L

ucken aufweisen.
Das zweite Beispiel stellt in Abbildung 2.7 626 Punkte, die auf einer Grischale liegen,
zusammen mit den Approximations

achen dar. Die obere Fl

ache hat 2  8 Segmente und
die untere 5  10 Segmente. Beide Fl

achen haben jeweils die Ordnungen 4 6. Der Fehler
von 2.27 mm der oberen Fl

ache wurde mit 3 Iterationen in 24.4 s, der Fehler von 2.10 mm
der unteren Fl

ache mit 3 Iterationen in 3.4 s erreicht.

Ahnlich wie in Beispiel 1 verlaufen
die Fl

achen besonders in den Randbereichen wellig. Bei der integralen Fl

ache ist das wellige
Verhalten erheblich ausgepr

agter als bei der rationalen. Zudem weist die rationale Fl

ache
eine
"
rundere\ Form auf.
Im folgenden Beispiel (Abbildung 2.8) sind 765 Punkte auf einem Seitenteil einer Auto-
karosserie vorgegeben, die von einer biquintischen rationalen Fl

ache mit 1 11 Segmenten
bzw. einer biquintischen integralen Fl

ache mit 10  10 Segmenten approximiert werden.
Der Fehler der oberen Fl

ache betr

agt 0.16 mm mit einer Rechendauer von 3 min 26.7 s (9
Iterationen), der Fehler der unteren Fl

ache 0.32 mmmit einer Rechendauer von 8.8 s (10 Ite-
rationen). Zur integralen Approximation ist anzumerken, da sie auch mit mehr Segmenten
den Fehler der rationalen Fl

ache nicht erreichen konnte.
Als viertes und letztes Beispiel enth

alt Abbildung 2.9 biquintische Approximationen von
181 Punkten auf einer Bezier

ache vom Grad 99. F

ur die obere Fl

ache mit einem Segment
bemit sich der Fehler auf 0.021 mm, f

ur die untere Fl

ache mit 2 2 Segmenten auf 0.018
mm. Die Rechenzeit f

ur die obere Fl

ache (10 Iterationen) lag bei 11.9 s, die Rechenzeit f

ur
die untere Fl

ache (30 Iterationen) bei 3.7 s.
Aufgrund der Beispiele kann das neue rationale Approximationsverfahren wie folgt be-
wertet werden: Das neue Verfahren braucht, um

ahnliche maximale Lotfehler zu erhalten,
weniger Segmente, in den Beispielen 1-3 deutlich weniger Segmente, als das integrale Ap-
proximationsverfahren. Die daf

ur ben

otigte Rechenzeit ist allerdings wesentlich l

anger, kann
aber in ihrer Gr

oenordnung (maximal im Minutenbereich) noch toleriert werden. Der Un-
terschied in den Rechenzeiten erkl

art sich durch die im Vergleich zum integralen Verfahren
4mal gr

oere Koezientenmatrix, die beim L

osen des linearen Gleichungssystems auftritt,
und da beim integralen Verfahren auerdem die Bandstruktur der Koezientenmatrix aus-
genutzt wird.
Um den welligen Verlauf der Approximations

achen in den Beispielen 1 und 2 zu ver-
meiden, wird bei der integralen Approximation zum Beispiel (s. [4]) in (2.3) ein Energieterm
hinzugef

ugt, der n

aherungsweise die Biegeenergie der d

unnen Platte beschreibt. Statt (2.3)
wird nun

F
I
:= F
I
+ 
ZZ
X
2
uu
(u; v) + 2X
2
uv
(u; v) +X
2
vv
(u; v) du dv ;  > 0 (2.4)
mit einem fest gew

ahlten Faktor  minimiert, der den Einu des Energieterms steuert. Das
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Abbildung 2.6: Approximation von Punkten zu Beispiel 1. Max.
Fehler f

ur die obere rationale Fl

ache 4.08 mm, f

ur die untere inte-
grale Fl

ache 4.95 mm
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Scale: 1:1.4288
Abbildung 2.7: Approximation von Punkten zu Beispiel 2. Max.
Fehler f

ur die obere rationale Fl

ache 2.27 mm, f

ur die untere inte-
grale Fl

ache 2.10 mm
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XYZ
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0 20 40 60 80 100 cm
Scale: 1:13.508
Abbildung 2.8: Approximation von Punkten zu Beispiel 3. Max.
Fehler f

ur die obere rationale Fl

ache 0.16 mm, f

ur die untere inte-
grale Fl

ache 0.32 mm
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Scale: 6.343:1
Abbildung 2.9: Approximation von Punkten zu Beispiel 4. Max.
Fehler f

ur die obere rationale Fl

ache 0.021 mm, f

ur die untere inte-
grale Fl

ache 0.018 mm
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Ergebnis der Minimierung von (2.4) mit den Vorgabepunkten aus Beispiel 1 zeigt Abbildung
2.10. Verglichen mit den Fl

achen in Abbildung 2.6 ist die integrale Approximations

ache
(gleiche Segmentanzahl wie die integrale Fl

ache dort) stark gegl

attet bei

ahnlichem maxi-
malen Lotfehler. Ein analoges Vorgehen f

ur diese Art von Vorgabepunkten bei dem neuen
rationalen Verfahren w

are ebenfalls sinnvoll, bedarf aber noch umfangreicher Untersuchun-
gen, die den Rahmen dieser Arbeit sprengen w

urde, wenn die Minimierung von

F plus
Energieterm auf ein lineares Gleichungssystem f

uhren soll.
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Abbildung 2.10: Approximation von Punkten aus Beispiel 1 mit in-
tegraler Fl

ache unter Hinzunahme eines Energieterms. Max. Fehler
4.97 mm
Kapitel 3
Segmentbestimmung bei
Approximation mit B-Splinekurven
Bei der Approximation von gegebenen Punkten P
i
2 IR
3
und den Parameterwerten t
i
(i =
0; : : : ; m) mit einer rationalen oder integralen (h
j
= 1) B-Splinekurve
X(t) :=
n
X
j=0
h
j
d
j
N
jk
(t)
n
X
j=0
h
j
N
jk
(t)
; d
j
2 IR
3
; h
j
2 IR
der Ordnung k deniert

uber dem Knotenvektor
T := (
0
= : : : = 
k 1
; 
k
; : : : ; 
n
; 
n+1
= : : : = 
n+k
) ; 
k 1
< 
k
<    < 
n+1
; n  k   1
soll die Approximationskurve X(t) meist die folgenden Bedingungen erf

ullen:
 sie soll Anfangs- und Endpunkt interpolieren
X(t
0
) = X(
k 1
) = P
0
; X(t
m
) = X(
n+1
) = P
m
 und eine vorgegebene Fehlertoleranz " einhalten
m
X
i=0
(X(t
0
i
) P
i
)
2
 " (3.1)
oder alternativ
max
i
jX(t
0
i
) P
i
)j  "
Dabei sind die t
0
i
so gew

ahlt, da die Fehlervektoren (X(t
0
i
) P
i
) ungef

ahr senkrecht
auf den Tangentenvektoren
_
X(t
0
i
) (i = 1; : : : ; m  1) stehen.
(3.1) stellt eine Bedingung an die Segmentanzahl s = n  k + 2 der Approximationskurve.
Falls s zu klein ist, kann (3.1) nicht eingehalten werden.
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F

ur integrale B-Splinekurven (h
j
= 1) sind im CAGD schon mehrere Verfahren zur
L

osung von (3.1) mit m

oglichst kleiner Segmentanzahl entwickelt worden ([3], [5], [15],
[25]). Hierbei handelt es sich haupts

achlich um Knoteneliminationsverfahren ([15], [5]): Zu-
erst werden die gegebenen Punkte mit entsprechend vielen Segmenten interpoliert oder so
approximiert, da die Fehlertoleranz " deutlich unterschritten wird. Dann werden in einem
Iterationsverfahren pro Schritt ein oder mehrere weniger wirksame Knoten entfernt. Die vor-
handenen Knoten werden in jedem Iterationsschritt bei einer gegebenen Toleranz gewichtet
und im Fall der Entfernung mehrerer Knoten wird mit einem Suchverfahren ermittelt, wie-
viele Knoten bei Einhaltung der Toleranz gem

a der Wichtungsreihenfolge entfernt werden
k

onnen. Die optimale Approximationskurve ist gefunden, wenn kein Knoten mehr eliminiert
werden kann.
In [25] wird ein Verfahren zur Bestimmung der Segmentanzahl f

ur integrale kubische (k
= 4) B-Splinekurven beschrieben. Vor Beginn des Approximationsprozesses wird der ent-
stehende Fehler durch

Ubertragung funktionswertiger Fehlerabsch

atzungen aus der Spline
Analysis auf parametrisierte Kurven und Anwendung dieser Ergebnisse auf das Problem
(3.1) abgesch

atzt. Aus dem Sch

atzwert f

ur den Fehler und der vorgegebenen Fehlertoleranz
" wird ein Vorschlagswert f

ur die Segmentanzahl bestimmt.
Hier wird nun ein Verfahren vorgestellt, da f

ur B-Splinekurven (rational oder integral)
eine m

oglichst kleine Segmentanzahl unter Einhaltung von (3.1) bestimmt.
3.1 Iterative Segmentbestimmung
Das im folgenden beschriebene Verfahren verbessert eine in [3] entwickelte Methode. Die
Idee des Verfahrens ist es, eine Stelle s der diskreten Funktion f(s) := F
s
  " zu nden, f

ur
die f(s)  0 und s m

oglichst klein ist. F
s
:=
P
m
i=0
(X
s
(t
0
i
) P
i
)
2
bezeichnet die Summe der
Fehlerquadrate zwischen der Approximationskurve X
s
mit s Segmenten und den Punkten
P
i
. Die Approximationskurve wird mit dem Verfahren aus Abschnitt 1.3 berechnet. Auf die
Anordnung der Knoten im Knotenvektor T wird sp

ater n

aher eingegangen.
Bei kontinuierlichen Funktionen entspricht diese Idee der Bestimmung von Nullstellen.
Dazu existieren zahlreiche Verfahren (z. B. Intervallhalbierung, regula falsi und f

ur auer-
dem stetig dierenzierbare Funktionen das Newton-Verfahren). Eines dieser Verfahren zur
Nullstellenbestimmung ist das Sekantenverfahren, das eine mehr als lineare Konvergenzord-
nung hat und keine Ableitung der Funktion ben

otigt. Das Sekantenverfahren kann daher
auch in leicht abgewandelter Form auf die diskrete Funktion f angewendet werden, um eine
m

oglichst kleine Segmentanzahl s mit f(s)  0 zu erhalten: Bevor das Iterationsverfah-
ren dargestellt wird, werden einige Bezeichnungen erl

autert. s
j
(j = 0; 1; : : :) bezeichnet
die Anzahl der Segmente beim j-ten Iterationsschritt. dxe ist die ganze Zahl, f

ur die gilt
x  1 < dxe  x. Die Iteration ist damit zun

achst wie folgt deniert:
Startwert s
0
s
j+1
= s
j
+s
j
(j = 0; 1; : : :)
s
j
:=
(
sign(f(s
0
)) ; j = 0
sign(f(s
j
)) 
1
; j = 1; 2; : : :
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ss0 s1 s2 s3 s4 s5 s6
f(s0)
f(s1)
f(s2)
f(s4)
f(s5)
f(s6)
f(s3)
f
Abbildung 3.1: Geometrische Interpretation der Iteration (3.2)

1
:=
&





f(s
j
)
f(s
j 1
)  f(s
j
)
s
j 1





'
(3.2)
sign(x) :=
(
1 ; x > 0
 1 ; sonst
Die Iteration (3.2) wird solange durchgef

uhrt bis f(s
j
)  0 und s
j 1
> 0 sind. Im Unter-
schied zu [3] kann bei der Iteration (3.2) die Segmentanzahl s
j
erh

oht oder erniedrigt werden.
Somit ist man nicht (wie in [3]) gezwungen, den Startwert s
0
f

ur die Segmentanzahl gleich
Eins zu w

ahlen, um eine m

oglichst kleine Segmentanzahl zu erhalten, falls kein Sch

atzwert
f

ur s
0
vorliegt. Abbildung 3.1 veranschaulicht geometrisch den Ablauf der Iteration (3.2).
Dort sind schwarz gepunktet die Funktionswerte f(s) f

ur die entsprechenden Segmentan-
zahlen s angetragen. Die Funktionsargumente s zweier benachbarter Funktionswerte f(s)
unterscheiden sich jeweils um ein Segment. Die Iteration bricht hier bei der Segmentanzahl
s
6
ab.
Wie zum Beispiel in Abbildung 3.1 erkennbar ist, wo s
2
= 1, aber s
3
= 3 und
s
4
= 4 ist, f

uhrt die Anwendung der Iteration (3.2) jedoch oft zu Situationen, in denen
die Schrittweite s
j
abwechselnd sehr gro und dann wieder sehr klein ist. Sinnvoller w

are
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es, eine allm

ahliche Ver

anderung der Schrittweite zu haben. Daher f

uhren wir obere und
untere Schranken f

ur die Schrittweite ein, um sie zu d

ampfen. Eine untere Schranke 
2
und eine obere Schranke 
3
kann aus der Schrittweite des vorhergehenden Iterationsschritts
festgelegt werden:

2
:= djs
j 1
=2je

3
:= 2js
j 1
j
Beide Schranken sind Erfahrungswerte, die in den Beispielen zu guten Resultaten f

uhrten.
Eine weitere obere Schranke 
4
der Schrittweite ergibt sich aus der Forderung, da die
Anzahl der Segmente und damit die Anzahl der Unbekannten (Anzahl der Komponenten von
d
j
und Anzahl der h
j
) kleiner ist als die Anzahl der Punktkoordinaten der P
i
. Anderenfalls
k

onnen im linearen System zur Bestimmung der Approximationskurve L

ucken entstehen.

4
:=

3
4
m  k + 2  s
j

Schlielich ist 1 eine triviale untere Schranke der Schrittweite. Eine geeignetere Schrittweite
als in (3.2) bestimmt sich nun, indem zuerst das Maximum der unteren Schranken 1, 
2
zusammen mit 
1
bestimmt wird und dann das Minimum der oberen Schranken 
3
, 
4
mit diesem Maximum. Auerdem mu das Vorzeichen von f(s
j
) ber

ucksichtigt werden, um
festzustellen, ob die Segmentanzahl erh

oht oder vermindert werden soll. Wir erhalten somit
ein modiziertes Iterationsverfahren, wenn s
j
in (3.2) durch
s
j
:=
(
sign(f(s
0
)) ; j = 0
sign(f(s
j
)) minfmaxf1;
1
;
2
g;
3
;
4
g ; j = 1; 2; : : :
(3.3)
ersetzt wird.
(3.3) ndet, vorausgesetzt da eine Segmentanzahl s

existiert, so da alle Segmentan-
zahlen s mit s  s

(3.1) erf

ullen, in Abh

angigkeit vom Startwert s
0
eine Segmentanzahl s
j
,
die (3.1) einh

alt. Denn ist f(s
0
) > 0, dann erh

alt man eine Iterationsfolge s
0
< s
1
< : : : < s
j
mit f(s
1
); : : : ; f(s
j 1
) > 0 und f(s
j
)  0. Ist dagegen f(s
0
)  0, so ergibt sich die Folge
s
0
> s
1
> : : : > s
k
< s
k+1
< : : : < s
j
mit f(s
1
); : : : ; f(s
k 1
)  0, f(s
k
); : : : ; f(s
j 1
) > 0 und
f(s
j
)  0.
Nun gehen wir noch auf die Anordnung der Knoten bei fester Segmentanzahl s
j
= n
j
 
k+2 im Knotenvektor T ein. Dazu wird zuerst eine Approximation mit dem

aquidistanten
Knotenvektor
T = (0; : : : ; 0
| {z }
k fach
;
1
n
j
  k + 2
; : : : ;
n
j
  k + 1
n
j
  k + 2
; 1; : : : ; 1
| {z }
k fach
)
durchgef

uhrt, in der eine B-Splinekurve X
s
j
mit Parameterwerten t
0
i
und die Fehlerquadrat-
summe F
1
bestimmt wird. Anschlieend wird mit einem nicht

aquidistanten Knotenvektor
T
0
nochmal approximiert und die Fehlerquadratsumme F
2
ausgerechnet. Die Knoten von
T
0
= (0; : : : ; 0; 
k
; : : : ; 
n
; 1; : : : ; 1) werden so bestimmt, da die aufsummierten Fehlerqua-
drate (X
s
j
(t
0
i
)   P
i
)
2
der Approximationskurve mit

aquidistantem Knotenvektor und der
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Punkte zwischen zwei benachbarten Knoten 
l
und 
l+1
ungef

ahr der mittleren Fehlerqua-
dratsumme F
1
dividiert durch die Anzahl der Segmente s
j
entsprechen oder formal
X

l
t
0
i
<
l+1
(X
s
j
(t
0
i
) P
i
)
2

F
1
s
j
(l = k   1; : : : ; n) (3.4)
(3.4) liegt das Ziel zugrunde, da in den Bereichen des Knotenvektors T
0
, in denen die
Approximationsfehler mit dem

aquidistanten Knotenvektor T gr

oer waren, mehr Knoten
liegen sollen als in Bereichen, in denen die Approximationsfehler mit T kleiner waren. f(s
j
)
wird dann gesetzt als f(s
j
) := F
s
j
  " mit F
s
j
:= minfF
1
; F
2
g. Das Iterationsverfahren (3.3)
kann alternativ auch auf die Funktion f(s) :=

F
s
 " mit

F
s
:= max
i
jX(t
0
i
) P
i
j angewendet
werden.
Bei Durchf

uhrung der Iteration (3.3) im kubischen Fall kann als guter Startwert die mit
Methode [25] gesch

atzte Segmentanzahl
s
0
=
2
6
6
6
p
2

kS
(4)
8
k
1
4
2
"
1
8
3
7
7
7
+ 1 (3.5)
verwendet werden. In (3.5) sind kXk
2
2
:=
R
1
0
jX(t)j
2
dt und S
8
ist die integrale B-Splinekurve
der Ordnung 8 mit

aquidistantem Knotenvektor, die die Bedingungen
S
8
= P
i
(i = 0; : : : ; m)
S
()
8
(t
0
) = S
()
8
(t
m
) = 0 ( = 4; 5; 6)
erf

ullt.
3.2 Ergebnisse
Die Arbeitsweise des vorgestellten Iterationsverfahrens soll durch einige Beispiele veran-
schaulicht werden. Hierbei wird in jedem Beispiel der Iteration der Segmentanzahl mit ra-
tionalen B-Splinekurven auch die Iteration gegen

ubergestellt, in der in jedem Schritt mit
integralen B-Splinekurven (h
j
= 1) approximiert wird. Bei der integralen bzw. rationa-
len Approximation mit

aquidistantem und mit nicht

aquidistantem Knotenvektor in jedem
Iterationsschritt wurden jeweils maximal 20 Parameterkorrekturschritte durchgef

uhrt.
Im ersten Beispiel sind 101 Punkte auf einer Schraublinie gegeben. Sie sollen mit einer
quintischen (k = 6) B-Splinekurve, einer Fehlertoleranz " = 0:05 mm
2
und der Startseg-
mentanzahl s
0
= 13 approximiert werden. Tabelle 3.1 zeigt die Resultate des Verfahrens mit
rationaler Approximation und Abbildung 3.2 die rationale Approximationskurve, bei der das
Verfahren abbricht. Entsprechendes zeigen Tabelle 3.2 und Abbildung 3.3 f

ur das Verfahren
mit integraler Approximation. In der ersten Zeile der Tabelle sind ausgehend von der Start-
segmentanzahl s
0
der Reihenfolge nach alle von der Iteration ermittelden Segmentanzahlen
aufgef

uhrt. In den Zeilen 2 und 3 stehen die zugeh

origen Fehlerquadratsummen F
1
und F
2
.
Man sieht, da bei wachsender Segmentanzahl die Fehlerquadratsumme F
s
j
monoton f

allt.
Des weiteren treten Schrittweiten s
j
mit js
j
j  1 auf. js
j
j ist gro, wenn die relative
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Segmentanz. s
0
= 13 s
1
= 12 s
2
= 10 s
3
= 6 s
4
= 1
F
1
(mm
2
) 0.019 0.02 0.026 0.034 383
F
2
(mm
2
) 0.028 0.12 0.034 0.030 383
Segmentanz. s
5
= 3 s
6
= 4 s
7
= 5 s
8
= 6
F
1
(mm
2
) 13.3 0.75 0.10 0.034
F
2
(mm
2
) 7.19 0.36 0.067 0.030
Tabelle 3.1: Iteration der Segmentanzahl mit rationalen B-Splines
bei schraubf

ormigen Punkten und " = 0:05 mm
2
Segmentanz. s
0
= 13 s
1
= 12 s
2
= 10 s
3
= 6 s
4
= 8 s
5
= 9
F
1
(mm
2
) 0.019 0.021 0.023 0.53 0.072 0.034
F
2
(mm
2
) 0.11 0.062 0.087 0.22 0.21 0.049
Tabelle 3.2: Iteration der Segmentanzahl mit integralen B-Splines
bei schraubf

ormigen Punkten und " = 0:05 mm
2

Anderung zwischen F
s
j 1
und F
s
j
klein ist (z. B. js
1
j = js
2
 s
1
j = 2, js
2
j = 4, js
3
j = 5).
js
j
j ist klein, wenn die relative

Anderung zwischen F
s
j 1
und F
s
j
gro ist (z. B. js
5
j = 1,
js
6
j = 1). Bei den Fehlerquadratsummen F
1
mit

aquidistantem Knotenvektor und F
2
mit
nicht

aquidistantem Knotenvektor sind keine wesentlichen Unterschiede zu erkennen. Auch
bei integraler Approximation f

allt die Fehlerquadratsumme F
s
j
monoton bei wachsender
Segmentanzahl und js
j
j ist gro, wenn die relative

Anderung zwischen F
s
j 1
und F
s
j
klein
ist (z. B. js
1
j = 2, js
2
j = 4). Umgekehrt ist auch js
j
j klein, wenn die relative

Anderung
zwischen F
s
j 1
und F
s
j
gro ist (z. B. js
4
j = 1). Dagegen bricht hier das Verfahren erst bei
9 Segmenten ab, w

ahrend es mit rationaler Approximation schon bei 6 Segmenten abbricht.
Zudem sind hier die Fehlerquadratsummen F
1
bei den Segmentanzahlen s
0
, s
1
, s
2
wesentlich
geringer als die Fehlerquadratsummen F
2
.
Tabellen 3.3 und 3.4 zeigen zu den gleichen Vorgabepunkten und Fehlertoleranz wie in
Beispiel 1 die Iterationsergebnisse bei der Startsegmentanzahl s
0
= 2. Da f(s
0
) > 0 im
integralen wie im rationalen Fall ist, ergeben sich monoton steigende Folgen von Segmen-
tanzahlen.
Das n

achste Beispiel (Tabellen 3.5, 3.6, 3.7, 3.8) enth

alt die Iterationsdaten zu den Vorga-
bepunkten aus Beispiel 1 und der Fehlertoleranz " = 0:5 mm
2
. Abbildung 3.4 und 3.5 zeigen
die Approximationskurven, die (3.1) einhalten. Die beiden Iterationsfolgen mit rationaler
Approximation und die Iterationsfolge mit integraler Approximation und Startsegmentan-
zahl s
0
= 2 entsprechen denen aus den vorangegangenen Beispielen mit dem Unterschied,
Segmentanz. s
0
= 2 s
1
= 3 s
2
= 4 s
3
= 5 s
4
= 6
F
1
(mm
2
) 142 13.3 0.75 0.10 0.034
F
2
(mm
2
) 102 7.19 0.36 0.067 0.030
Tabelle 3.3: Iteration der Segmentanzahl mit rationalen B-Splines
bei schraubf

ormigen Punkten und " = 0:05 mm
2
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0 0.05 0.1 0.15 0.2 0.25 in
0 1 2 3 4 5 mm
Scale: 13.065:1
T
0
= (0; : : : ; 0; 0:259; 0:364; 0:483; 0:545; 0:684; 1; : : : ; 1)
Abbildung 3.2: Approximation von schraubf

ormig gelegenen Punk-
ten. Nicht

aquidistante rat. B-Splinekurve mit 6 Segmenten, Fehler-
quadratsumme 0.030 mm
2
und max. Fehler 0.023 mm (fett gezeich-
nete Punkte sind die den Knoten entsprechenden Kurvenpunkte)
Segmentanz. s
0
= 2 s
1
= 3 s
2
= 4 s
3
= 5 s
4
= 6 s
5
= 7 s
6
= 9
F
1
(mm
2
) 445 174 7.94 3.39 0.53 0.21 0.034
F
2
(mm
2
) 450 210 23.0 94.7 0.22 0.17 0.049
Tabelle 3.4: Iteration der Segmentanzahl mit integralen B-Splines
bei schraubf

ormigen Punkten und " = 0:05 mm
2
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0 0.05 0.1 0.15 0.2 0.25 in
0 1 2 3 4 5 mm
Scale: 13.065:1
Abbildung 3.3: Approximation von schraubf

ormig gelegenen Punk-
ten.

Aquidistante int. B-Splinekurve mit 9 Segmenten, Fehlerqua-
dratsumme 0.034 mm
2
und max. Fehler 0.027 mm
3.2. ERGEBNISSE 53
Segmentanz. s
0
= 13 s
1
= 12 s
2
= 10 s
3
= 6 s
4
= 1 s
5
= 3 s
6
= 4
F
1
(mm
2
) 0.019 0.02 0.026 0.034 383 13.3 0.75
F
2
(mm
2
) 0.028 0.12 0.034 0.030 383 7.19 0.36
Tabelle 3.5: Iteration der Segmentanzahl mit rationalen B-Splines
bei schraubf

ormigen Punkten und " = 0:5 mm
2
Segmentanz. s
0
= 13 s
1
= 12 s
2
= 10 s
3
= 6 s
4
= 1
F
1
(mm
2
) 0.019 0.021 0.023 0.53 467
F
2
(mm
2
) 0.11 0.062 0.087 0.22 467
Segmentanz. s
5
= 3 s
6
= 4 s
7
= 5 s
8
= 6
F
1
(mm
2
) 174 7.94 3.39 0.53
F
2
(mm
2
) 210 23.0 94.7 0.22
Tabelle 3.6: Iteration der Segmentanzahl mit integralen B-Splines
bei schraubf

ormigen Punkten und " = 0:5 mm
2
da hier wegen der gr

oeren Fehlertoleranz schon bei 4 bzw. 6 Segmenten abgebrochen
wird. Der Grund f

ur die

Ubereinstimmung der jeweiligen Iterationsfolgen ist, da bei ihnen
s
0
und s
0
gleich sind und im weiteren dann immer die gleichen unteren Schranken 
2
,
1 oder die obere Schranke 
3
bei der Berechnung von s
j
in (3.3) zum Tragen kommen.
Im Gegensatz dazu wird bei der Iterationsfolge mit integraler Approximation und Startseg-
mentanzahl s
0
= 13 die Segmentanzahl s
3
= 6 auf s
4
= 1 verringert, w

ahrend sie bei der
Iterationsfolge mit Fehlertoleranz " = 0:05 mm
2
(Tabelle 3.2) von s
3
= 6 auf s
4
= 8 erh

oht
wird. Ursache daf

ur ist, da bei " = 0:05 mm
2
f(s
3
) > 0 und bei " = 0:5 mm
2
f(s
3
) < 0
ist. Wiederum f

uhrt das Iterationsverfahren mit rationaler Approximation zu einer Kurve
mit weniger Segmenten (s = 4) als das Iterationsverfahren mit integraler Approximation
(s = 6).
In den Tabellen 3.9 und 3.10 sind die Iterationsfolgen zu 41 M-f

ormig vorgegebenen
Punkten mit kubischen (k = 4) B-Splinekurven und der Fehlertoleranz " = 0:5 mm
2
zu
sehen. Die Abbildungen 3.6 und 3.7 stellen die am Iterationsende resultierenden Approxi-
mationskurven dar. Die Folge der Fehlerquadratsummen F
s
j
mit rationaler Approximation
ist monoton fallend. Auch hier ist z. B. s
3
= 4 gro, da die relative

Anderung zwischen
F
s
2
und F
s
3
gering ist. Hingegen ist die Folge der F
s
j
mit integraler Approximation nicht
monoton fallend (F
s
2
> F
s
1
, F
s
4
> F
s
3
). Dennoch erh

oht das Verfahren die Segmentanzahl
weiter, da f(s
j
) > 0 (j = 0; : : : ; 5). Abweichend von den bisherigen Beispielen ist die End-
segmentanzahl bei der Iterationsfolge mit rationaler Approximation (s
5
= 11) gr

oer als die
Segmentanz. s
0
= 2 s
1
= 3 s
2
= 4
F
1
(mm
2
) 142 13.3 0.75
F
2
(mm
2
) 102 7.19 0.36
Tabelle 3.7: Iteration der Segmentanzahl mit rationalen B-Splines
bei schraubf

ormigen Punkten und " = 0:5 mm
2
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Segmentanz. s
0
= 2 s
1
= 3 s
2
= 4 s
3
= 5 s
4
= 6
F
1
(mm
2
) 445 174 7.94 3.39 0.53
F
2
(mm
2
) 450 210 23.0 94.7 0.22
Tabelle 3.8: Iteration der Segmentanzahl mit integralen B-Splines
bei schraubf

ormigen Punkten und " = 0:5 mm
2
0 0.05 0.1 0.15 0.2 0.25 in
0 1 2 3 4 5 mm
Scale: 13.065:1
T
0
= (0; : : : ; 0; 0:371; 0:494; 0:628; 1; : : : ; 1)
Abbildung 3.4: Approximation von schraubf

ormig gelegenen Punk-
ten. Nicht

aquidistante rat. B-Splinekurve mit 4 Segmenten, Fehler-
quadratsumme 0.36 mm
2
und max. Fehler 0.11 mm (fett gezeich-
nete Punkte sind die den Knoten entsprechenden Kurvenpunkte)
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0 0.05 0.1 0.15 0.2 0.25 in
0 1 2 3 4 5 mm
Scale: 13.065:1
T
0
= (0; : : : ; 0; 0:273; 0:425; 0:511; 0:631; 0:779; 1; : : : ; 1)
Abbildung 3.5: Approximation von schraubf

ormig gelegenen Punk-
ten. Nicht

aquidistante int. B-Splinekurve mit 6 Segmenten, Fehler-
quadratsumme 0.22 mm
2
und max. Fehler 0.13 mm (fett gezeich-
nete Punkte sind die den Knoten entsprechenden Kurvenpunkte)
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Segmentanz. s
0
= 1 s
1
= 2 s
2
= 3 s
3
= 5 s
4
= 9 s
5
= 11
F
1
(mm
2
) 14900 61.3 64.5 45.1 3.64 0.71
F
2
(mm
2
) 14900 61.3 55.1 38.7 7.42 0.047
Tabelle 3.9: Iteration der Segmentanzahl mit rationalen B-Splines
bei M-f

ormigen Punkten und " = 0:5 mm
2
Segmentanz. s
0
= 1 s
1
= 2 s
2
= 3 s
3
= 4 s
4
= 5 s
5
= 6 s
6
= 8
F
1
(mm
2
) 6770 1590 2230 28.1 29.8 25.5 10.2
F
2
(mm
2
) 6770 1590 2590 18.5 30.3 27.9 0.42
Tabelle 3.10: Iteration der Segmentanzahl mit integralen B-Splines
bei M-f

ormigen Punkten und " = 0:5 mm
2
der Iterationsfolge mit integraler Approximation (s
6
= 8). Dies hat seine Ursache im Iterati-
onsverfahren. Denn aus Tabelle 3.11 des n

achsten Beispiels entnimmt man, da die rationale
Approximation mit 7 Segmenten nur eine Fehlerquadratsumme von 0.07 mm
2
hat (im Ver-
gleich zu 0.42 mm
2
der integralen Approximation mit 8 Segmenten). Diese Segmentanzahl
ist aber in der Iterationsfolge nicht enthalten.
Das letzte Beispiel (Tabellen 3.11 und 3.12) zeigt zu gleichen Vorgabepunkten wie im
vorhergehenden Beispiel und der Fehlertoleranz " = 5:0 mm
2
die Ergebnisse der Iteratio-
nen. Anders als in den

ubrigen Beispielen ist die Folge der Fehlerquadratsummen F
s
j
mit
rationaler Approximation bei kleiner werdender Segmentanzahl nicht monoton wachsend
(z. B. F
s
1
> F
s
2
, F
s
3
> F
s
4
). Trotzdem stellt das Verfahren sicher, da die Segmentanzahl
weiter verringert wird. Es gilt n

amlich f(s
j
) < 0 (j = 0; : : : ; 5). Weiter f

allt auf, da bei den
Segmentanzahlen s
0
, s
3
, s
5
die Fehlerquadratsumme F
2
deutlich kleiner als F
1
ist. Bei der
Iteration mit integraler Approximation ist zu bemerken, da sie bei 11 Segmenten abbricht,
wohingegen sie im vorhergehenden Beispiel mit Fehlertoleranz " = 0:5 mm
2
bei 8 Segmenten
endet. Daran zeigt sich, da die sich beim Iterationsverfahren ergebende Segmentanzahl von
der Startsegmentanzahl s
0
abh

angt.
Die Ergebnisse der vorangehenden Beispiele unterstreichen, da das Iterationsverfahren
sowohl f

ur integrale als auch f

ur rationale Kurvenapproximationen g

unstige also recht kleine
Segmentanzahlen bestimmt, bei denen die Fehlertoleranz " eingehalten wird.
Die im Verfahren verwendete Approximation mit dem nicht

aquidistanten Knotenvektor
aus (3.4) erzielt dabei oft geringere Fehlerquadratsummen als die Approximation mit dem

aquidistanten Knotenvektor. Insbesondere wenn die Vorgabepunkte groe
"
Kr

ummungs-

anderungen\ wie im Fall der M-f

ormig vorgegebenen Punkte aufweisen, zeigt die nicht

aqui-
distante Approximation ihre Vorteile: Zum Beispiel die rationale Approximation mit Feh-
Segmentanz. s
0
= 11 s
1
= 10 s
2
= 9 s
3
= 8 s
4
= 7 s
5
= 6 s
6
= 5 s
7
= 6
F
1
(mm
2
) 0.71 4.17 3.64 28.3 0.09 22.7 45.1 22.7
F
2
(mm
2
) 0.047 4.21 7.42 3.27 0.07 3.61 38.7 3.61
Tabelle 3.11: Iteration der Segmentanzahl mit rationalen B-Splines
bei M-f

ormigen Punkten und " = 5:0 mm
2
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Abbildung 3.6: Approximation von M-f

ormig gelegenen Punkten.
Nicht

aquidistante rat. B-Splinekurve mit 11 Segmenten, Fehlerqua-
dratsumme 0.047 mm
2
und max. Fehler 0.12 mm (fett gezeichnete
Punkte sind die den Knoten entsprechenden Kurvenpunkte)
Segmentanz. s
0
= 11 s
1
= 10 s
2
= 11
F
1
(mm
2
) 0.16 18.9 0.16
F
2
(mm
2
) 2.49 6.42 2.49
Tabelle 3.12: Iteration der Segmentanzahl mit integralen B-Splines
bei M-f

ormigen Punkten und " = 5:0 mm
2
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Abbildung 3.7: Approximation von M-f

ormig gelegenen Punkten.
Nicht

aquidistante int. B-Splinekurve mit 8 Segmenten, Fehlerqua-
dratsumme 0.42 mm
2
und max. Fehler 0.25 mm (fett gezeichnete
Punkte sind die den Knoten entsprechenden Kurvenpunkte)
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lertoleranz " = 5:0 mm
2
. Hier hat die Kurve mit 6 Segmenten und mit

aquidistantem
Knotenvektor eine Fehlerquadratsumme von 22.7 mm
2
und einen maximalen Lotfehler von
2.88 mm, wohingegen die Kurve mit gleicher Segmentanzahl und mit nicht

aquidistantem
Knotenvektor eine Fehlerquadratsumme von 3.61 mm
2
und einen maximalen Lotfehler von
0.73 mm hat. Ein weiterer positiver Aspekt der nicht

aquidistanten Approximation ist, da
der zus

atzliche Rechenaufwand in (3.4) zur Bestimmung des Knotenvektors im Verh

altnis
zur Bestimmung der Approximationskurve vernachl

assigbar ist.
Insgesamt erweist sich das Iterationsverfahren als eine eektive Methode, um eine kleine
Segmentanzahl bei der Approximation mit B-Splinekurven (insbesondere rationaler Kurven)
zu nden.
Auch in einem speziellen Fall der Approximation mit integralen oder rationalen B-
Spline

achen (s. Abschnitt 2.1) ist eine Anwendung des Iterationsverfahrens zur Bestim-
mung der Segmentanzahl im Unterschied zu den Kurven aber nur mit

aquidistanten Kno-
tenvektoren U, V denkbar: Besitzen n

amlich die Punkte P
i
eine Rechteckgitterstruktur,
dann kann f

ur jeden Gitterfaden in u- bzw. v-Richtung durch einen Iterationsschritt von
(3.3) ein Wert f

ur die Schrittweite s
u
in u-Richtung bzw. s
v
in v-Richtung bestimmt wer-
den. Nach einem Kriterium, z. B. minfmaxfs
u
g ; maxfs
v
gg, wird entweder ein s
u
oder
ein s
v
ausgew

ahlt und die entsprechende Segmentanzahl entweder in u- oder v-Richtung
ver

andert. Anschlieend wird wieder f

ur jeden Gitterfaden eine Schrittweite s
u
bzw. s
v
mit (3.3) festgelegt usw. .
Kapitel 4
Approximation von Fl

achen mit
Trimmkurven
Als Teilproblem bei der Approximation einer Fl

ache, d. h. abgetasteter Punkte der Fl

ache,
durch eine B-Spline

ache tritt

ofter der Fall auf, da die gegebene Fl

ache Aussparun-
gen (z. B. Bohrl

ocher) enth

alt oder Randverl

aufe der Approximations

ache durch Kon-
struktionsvorgaben ge

andert werden m

ussen. Um diesen Fall zu behandeln, werden zu-
erst Punkte der gegebenen Fl

ache mit der B-Spline

ache approximiert und danach die
Bereiche der Approximations

ache, die nicht ben

otigt werden oder auerhalb des neuen
Randverlaufs der Approximations

ache liegen, weggeschnitten. Die Kurven, die die Schnit-
tr

ander beschreiben, bezeichnet man als Trimmkurven. Mathematisch l

at sich das Problem
der Approximation mit Trimmkurven so beschreiben: Gegeben sind m + 1 Fl

achenpunkte
P
i
= Y(u
i
; v
i
) 2 IR
3
auf der rationalen B-Spline

ache der Ordnungen p; q
Y(u; v) :=
n
X
j=0
r
X
l=0
h
jl
d
jl
N
jp
(u)N
lq
(v)
n
X
j=0
r
X
l=0
h
jl
N
jp
(u)N
lq
(v)
; d
jl
2 IR
3
Gesucht ist die Trimmkurve (Fl

achenkurve) Y(C(t)) mit der rationalen B-Splinekurve der
Ordnung k
C(t) :=
 
u(t)
v(t)
!
=
n
X
j=0
h
j
d
j
N
jk
(t)
n
X
j=0
h
j
N
jk
(t)
; d
j
:=
 
d
jx
d
jy
!
2 IR
2
;
die die Punkte P
i
approximiert.
Die bisher angewendete Methode zur Approximation mit Trimmkurven [12], [13] basiert
auf der Minimierung von
m
X
i=0
d(t
0
i
) :=
m
X
i=0
(u(t
0
i
)  u
i
)
2
+ (v(t
0
i
)  v
i
)
2
(4.1)
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in der u-v-Parameterebene. Ausgehend von einer zentripetalen Parametrisierung der Start-
parameterwerte t
i
bez

uglich der (u
i
; v
i
)
>
werden w

ahrend des Approximationsprozesses ite-
rativ die Parameterwerte t
0
i
gem

a
d(t
0
i
)  ! min (i = 0; : : : ; m)
oder
(Y(C(t
0
i
)) P
i
)
2
 ! min
korrigiert. Die Zielfunktion (4.1) hat den Nachteil, da in sie die Parameterdarstellung
Y(u; v) der Fl

ache nicht eingeht. Da man aber an der Minimierung vonY(C(t
i
)) P
i
interes-
siert ist, sollte Y(u; v) in geeigneter Weise ber

ucksichtigt werden. Das nun zu pr

asentierende
Verfahren tut dies und wendet bei der Approximation die neue Methode aus Abschnitt 1.3
an.
4.1 Approximation mit neuer Zielfunktion
Ziel der Approximation mit Trimmkurven soll die Minimierung des Fehlers zwischen
Y(C(t
i
)) und P
i
= Y(u
i
; v
i
) sein. Wir setzen voraus, da Y 2 C
2
und @Y=@u@Y=@v 6= 0
ist. Deshalb betrachten wir
(Y(C(t
i
)) P
i
)
2
(4.2)
Die Taylorentwicklung von Y(u; v) im Punkt (u
i
; v
i
)
>
bis zu Gliedern 1. Ordnung ergibt
Y(u; v) = Y(u
i
; v
i
) +Y
u
(u
i
; v
i
) (u  u
i
) +Y
v
(u
i
; v
i
) (v   v
i
) +R
2
(u; v) (4.3)
R
2
(u; v) ist das quadratische Restglied mit
lim
(u;v)!(u
i
;v
i
)
R
2
(u; v) = 0
und Y
u
, Y
v
sind die partiellen Ableitungen von Y nach u, v. Wird (4.3) in (4.2) eingesetzt,
wobei das Restglied R
2
(u; v) vernachl

assigt wird, bekommt man
Fd := (Y
u
(u
i
; v
i
) (u(t
i
)  u
i
) +Y
v
(u
i
; v
i
) (v(t
i
)  v
i
))
2
=
Y
2
u
(u
i
; v
i
) (u(t
i
)  u
i
)
2
+ 2Y
u
(u
i
; v
i
)Y
v
(u
i
; v
i
) (u(t
i
)  u
i
)(v(t
i
)  v
i
)
+Y
2
v
(u
i
; v
i
) (v(t
i
)  v
i
)
2
(4.4)
Das Weglassen von R
2
(u; v) lat sich dadurch rechtfertigen, da ein kleiner Fehler (4.2)
(Ziel einer guten Approximation) auch einen kleinen Wert von C(t
i
)   (u
i
; v
i
)
>
zur Folge
hat. (4.4) stellt aus dierentialgeometrischer Sicht gerade die erste Fundamentalform dar,
wenn man die Dierenzen u(t
i
)  u
i
, v(t
i
)  v
i
durch Dierentiale ersetzt. Wenn die u- und
v-Parameterlinien von Y orthogonal zueinander sind, gilt insbesondere
Fd = Y
2
u
(u
i
; v
i
) (u(t
i
)  u
i
)
2
+Y
2
v
(u
i
; v
i
) (v(t
i
)  v
i
)
2
Im Fall, da C(t) eine integrale B-Splinekurve ist (h
j
= 1), f

uhrt die Minimierung von
P
m
i=0
Fd auf lineares Gleichungssystem f

ur die Unbekannten d
j
. Um auch bei der Mini-
mierung mit einer rationalen B-Splinekurve C(t) ein lineares Gleichungssystem f

ur die
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Unbekannten d
j
, h
j
zu erhalten, gen

ugt (4.4) noch nicht. Deshalb wird (4.4) nach oben
abgesch

atzt durch
Fd  2 (Y
2
u
(u
i
; v
i
) (u(t
i
)  u
i
)
2
+Y
2
v
(u
i
; v
i
) (v(t
i
)  v
i
)
2
) (4.5)
Die rechte Seite von (4.5) l

at sich als Fehlerquadrat der Punkte
x(t
i
) :=
p
2
 
jY
u
(u
i
; v
i
)j u(t
i
)
jY
v
(u
i
; v
i
)j v(t
i
)
!
und
p
i
:=
p
2
 
jY
u
(u
i
; v
i
)j u
i
jY
v
(u
i
; v
i
)j v
i
!
deuten. Nun k

onnen wir die Ergebnisse aus Kapitel 1 auf die Approximation mit Trimm-
kurven

ubertragen: In Abschnitt 1.2 hatten wir die Zielfunktion

F =
m
X
i=0

X
2
(t
i
)  (

X(t
i
) 

P
i
)
2
+ 
m
X
i=0
(
n
X
j=0
h
j
N
jk
(t
i
)  1)
2
zur Approximation vonm+1 Punkten P
i
2 IR
3
und Parameterwerten t
i
mit einer rationalen
B-Splinekurve X(t) verwendet, wobei

X(t) :=
0
B
B
B
@
P
n
j=0
h
j
N
jk
(t)
P
n
j=0

d
jx
N
jk
(t)
P
n
j=0

d
jy
N
jk
(t)
P
n
j=0

d
jz
N
jk
(t)
1
C
C
C
A
;

P
i
:=
1
q
1 + p
2
ix
+ p
2
iy
+ p
2
iz
0
B
B
B
@
1
p
ix
p
iy
p
iz
1
C
C
C
A
homogene Koordinaten von X(t) sowie P
i
sind. Analog wird jetzt die Zielfunktion

F =
m
X
i=0

x
2
(t
i
)  (

x(t
i
) 

p
i
)
2
+ 
m
X
i=0
(
n
X
j=0
h
j
N
jk
(t
i
)  1)
2
(4.6)
mit

x(t
i
) :=
0
B
@
P
n
j=0
h
j
N
jk
(t
i
)
jY
u
(u
i
; v
i
)j
P
n
j=0

d
jx
N
jk
(t
i
)
jY
v
(u
i
; v
i
)j
P
n
j=0

d
jy
N
jk
(t
i
)
1
C
A
;

p
i
:= c
i
0
B
@
1
jY
u
(u
i
; v
i
)j u
i
jY
v
(u
i
; v
i
)j v
i
1
C
A
und
c
i
:=
1
q
1 + (jY
u
(u
i
; v
i
)j u
i
)
2
+ (jY
v
(u
i
; v
i
)j v
i
)
2
benutzt. Bei

x(t
i
) und

p
i
sind die Faktoren
p
2 weggelassen, die bei x(t
i
) und p
i
auftre-
ten, da sie keinen Einu auf das Minimierungsergebnis von (4.6) haben. Unbekannte der
Optimierung sind die h
j
,

d
jx
:= h
j
d
jx
,

d
jy
:= h
j
d
jy
.
Die notwendigen Bedingungen zur Minimierung von (4.6) ergeben ein lineares Glei-
chungssystem

ahnlich zu (1.18). Die Aussagen und S

atze aus Abschnitt 1.3 gelten f

ur das
L

osen des Gleichungssystems analog. Zur Verringerung des Zielfunktionswertes werden eben-
falls die Parameterwerte t
i
korrigiert (vgl. (1.30)). Die Startparameterwerte t
i
k

onnen als
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zentripetale oder chordale Parametrisierung der Raumpunkte P
i
, s. [11], oder in Anlehnung
an diese Parametrisierungen zum Beispiel als zentripetale Parametrisierung von Fl

achen-
punkten P
i
= Y(u
i
; v
i
) so bestimmt werden
t
i
=
i
X
l=1
4
q
Y
2
u
(u
l
  u
l 1
)
2
+ 2Y
u
Y
v
(u
l
  u
l 1
)(v
l
  v
l 1
) +Y
2
v
(v
l
  v
l 1
)
2
s
s =
m
X
l=1
4
q
Y
2
u
(u
l
  u
l 1
)
2
+ 2Y
u
Y
v
(u
l
  u
l 1
)(v
l
  v
l 1
) +Y
2
v
(v
l
  v
l 1
)
2
:
4.2 Testresultate
4.2.1 Approximationsverhalten des Verfahrens
Das Approximationsverhalten des neuen Verfahrens wird durch einige Beispiele illustriert.
In den Beispielen wurde mit Trimmkurven auf bikubischen rationalen B-Spline

achen ap-
proximiert. Die Kurven C(t) in der u-v-Parameterebene der Fl

ache sind oene kubische
rationale B-Splinekurven mit

aquidistantem Knotenvektor. Jedes Beispiel besteht aus zwei
Abbildungen. Die eine Abbildung zeigt die Trimmkurve Y(C(t)) und die Vorgabepunkte
Y(u
i
; v
i
) auf der gegebenen Fl

ache, die andere die Kurve C(t) und die Punkte (u
i
; v
i
)
>
in der u-v-Parameterebene der Fl

ache. Die folgenden Fehlerwerte sind maximale Lotfeh-
ler zwischen der Trimmkurve und den vorgegebenen Fl

achenpunkten. Zur Einordnung der
Gr

oenverh

altnisse zwischen der Trimmkurve und dem Fehlerwert ist in den Abbildungen
ein Mastab eingezeichnet.
Die ersten beiden Beispiele dienen dazu, den Einu der Parameterdarstellung Y(u; v)
auch in der Parameterebene auf das Approximationsergebnis zu demonstrieren: Abbildung
4.1 zu Beispiel 1 stellt die Approximation von 41 Punkten auf einem Zylinder dar. In Abbil-
dung 4.2 sieht man das dazugeh

orige Ergebnis in der u-v-Parameterebene. In der letzteren
Abbildung liegen die Punkte auf einem Kreis. Die KurveC(t) hat 1 Segment und die Trimm-
kurve approximiert die Punkte mit einem Fehler von 1.39 mm.
Im n

achsten Beispiel (Abbildung 4.3 und 4.4) wurden 41 Punkte mit einem Fehler von
1.02 mm auf einer w

urfel

ahnlichen Fl

ache approximiert. Die Kurve C(t) hat wie im ersten
Beispiel 1 Segment und die Vorgabepunkte liegen in der u-v-Parameterebene ebenfalls auf
einem Kreis mit gleichem Radius (Abbidung 4.4). Vergleicht man Abbildung 4.2 und 4.4
miteinander, so erkennt man deutlich, da die Parameterdarstellung Y(u; v) der Fl

ache das
Approximationsergebnis auch in der Parameterebene beeinut. Dies erkl

art sich aus der
Tatsache, da in die Zielfunktion (4.6) die Parameterdarstellung der Fl

ache eingeht, was bei
der Zielfunktion (4.1) jedoch nicht der Fall ist. Bei den beiden eben erl

auterten Beispielen
kann man durch Erh

ohung der Segmentanzahl erheblich geringere Fehlerwerte erreichen,
wodurch sich dann aber die Approximationskurven in der Parameterebene optisch kaum
unterscheiden.
Als drittes Beispiel sind in Abbildung 4.5 41 Punkte auf einem Zylinder approximiert.
In der dazugeh

origen u-v-Parameterebene (Abbildung 4.6) sind diese Punkte sinusf

ormig
gelegen. Die Kurve C(t) besitzt 5 Segmente und der Approximationsfehler betr

agt 0.039
mm.
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Abbildung 4.1: Trimmkurvenapproximation von Punkten auf einem
Zylinder. Max. Fehler 1.39 mm
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Abbildung 4.2: Trimmkurvenapproximation von Punkten des Zy-
linders in der u-v-Parameterebene auf einem Kreis
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Abbildung 4.3: Trimmkurvenapproximation von Punkten auf einer
w

urfel

ahnlichen Fl

ache. Max. Fehler 1.02 mm
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Abbildung 4.4: Trimmkurvenapproximation von Punkten der w

ur-
fel

ahnlichen Fl

ache in der u-v-Parameterebene auf einem Kreis
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Abbildung 4.5: Trimmkurvenapproximation von Punkten auf einem
Zylinder. Max. Fehler 0.039 mm
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Abbildung 4.6: Trimmkurvenapproximation von sinusf

ormig gele-
genen Punkten des Zylinders in der u-v-Parameterebene
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Abbildung 4.7: Trimmkurvenapproximation von Punkten auf einer
Translations

ache. Max. Fehler 0.064 mm
Schlielich zeigt Abbildung 4.7 die Approximation von 41 Punkten auf einer Translati-
ons

ache. Wie in Abbildung 4.6 haben die Punkte in u-v-Parameterebene (Abbildung 4.8)
die gleiche sinusf

ormige Anordnung. Die Segmentanzahl der Kurve C(t) ist ebenso wie im
vorhergehenden Beispiel 5 und der Approximationsfehler der Trimmkurve ist 0.064 mm. Im
Gegensatz zu den beiden ersten Beispielen sind im Vergleich der Abbildungen 4.6 und 4.8
optisch keine Unterschiede festzustellen.
Die Beispiele machen deutlich, da die Verwendung der Zielfunktion (4.6) im Unterschied
zu (4.1) auch das Approximationsergebnis in der u-v-Parameterebene beeinut, da in (4.6)

uber die partiellen Ableitungen Y
u
,Y
v
die ParameterdarstellungY(u; v) der Fl

ache eingeht,
was in (4.1) nicht der Fall ist. Auerdem demonstrieren die beiden letzten Beispiele (Abbil-
dungen 4.5, 4.6, 4.7 und 4.8), da das neue Verfahren sehr gute Approximationsergebnisse
erm

oglicht.
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Abbildung 4.8: Trimmkurvenapproximation von sinusf

ormig gele-
genen Punkten der Translations

ache in der u-v-Parameterebene
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4.2.2 Verfahren im Vergleich
Um die Qualit

at des neuen Verfahrens zu beurteilen, wird es mit der bisher verwendeten
Methode (Minimierung von (4.1) und Parameterkorrektur durch (Y(C(t
0
i
)) P
i
)
2
 ! min
(i = 0; : : : ; m)) an einigen Beispielen verglichen. W

ahrend die Kurven C(t) in den u-v-
Parameterebenen der Fl

achen beim neuen Verfahren in allen Beispielen oene rationale
B-Splinekurven sind, sind sie in der Vergleichsmethode oene integrale B-Splinekurven
(h
j
= 1). Sowohl f

ur die rationalen als auch f

ur die integralen Kurven wurden immer

aquidistante Knoten verwendet. Jedes Beispiel besteht wieder aus zwei Abbildungen, die
die Approximationskurven des neuen Verfahrens zusammen mit den Vorgabepunkten zum
einen auf der gegebenen Fl

ache, zum anderen in der Parameterebene der Fl

ache zeigen.
Die Vorgabepunkte der Beispiele liegen auf den Fl

achen ungef

ahr gleichabst

andig. Die im
folgenden angegebenen Fehlerwerte bezeichnen maximale Lotfehler zwischen der Trimm-
kurve Y(C(t)) und den Vorgabepunkten Y(u
i
; v
i
). Um die Fehlerwerte in Bezug auf die
Ausdehnung der Trimmkurve einsch

atzen zu k

onnen, enthalten die Abbildungen Mast

abe.
Das erste Beispiel stellt die Approximation von 97 Punkten auf einer biquadratischen
integralen B-Spline

ache (Abbildung 4.9) dar. In der u-v-Parameterebene liegen die Punkte
sehr ungleichm

aig auf einem Kreis (Abbildung 4.10). Der Fehler der kubischen rationa-
len Trimmkurve mit 16 Segmenten betr

agt 0.098 mm, der Fehler der kubischen integralen
Trimmkurve mit 32 Segmenten 0.1 mm. Die Berechnung mit dem neuen Verfahren ben

otigte
bei 20 Iterationen (Parameterkorrekturschritte) 9 s, mit dem Vergleichsverfahren bei 14 Ite-
rationen 11 s. Besonders ins Auge f

allt, da das neue Verfahren nur die H

alfte der Segmente
der Vergleichsmethode braucht, um einen

ahnlichen Fehler zu erzielen.
In Abbildung 4.11 zu Beispiel 2 sind 88 Punkte auf einem Parabelbogen wieder sehr
ungleichm

aig in der u-v-Parameterebene vorgegeben, die mit einer quadratischen ratio-
nalen B-Splinekurve mit 16 Segmenten approximiert werden. Die entsprechende Approxi-
mationskurve mit den Vorgabepunkten auf der Fl

ache, die identisch mit der Fl

ache des
vorhergehenden Beispiels ist, zeigt Abbildung 4.12. Die Rechenzeit des neuen Verfahrens
belief sich bei 63 Iterationen auf 23 s, wobei sich ein Fehler von 0.091 mm ergab. In der
Vergleichsmethode wurde mit einer quadratischen integralen Kurve mit 32 Segmenten und
einer Rechenzeit von 5 s (7 Iterationen) ein Fehler von 0.093 mm erreicht. Auch hier ist die
deutlich geringere Anzahl von Segmenten (Faktor 2!) des neuen Verfahrens bei etwa gleichen
Fehlern hervorzuheben.
Als drittes Beispiel zeigt Abbildung 4.13 die Approximation von 48 rechteckf

ormig ge-
legenen Punkten in der Parameterebene und Abbildung 4.14 die Entsprechung auf einer
bikubischen integralen B-Spline

ache. Der Fehler der kubischen rationalen Trimmkurve mit
11 Segmenten ist 0.049 mm. Die dazu notwendigen 30 Iterationen wurden in 6 s berechnet.
Der Fehler der kubischen integralen Trimmkurve mit ebenfalls 11 Segmenten ist 0.05 mm,
wobei 76 Iterationen mit 20 s Rechenzeit erforderlich waren.
Zum Schlu (Beispiel 4) werden in Abbildung 4.15 36 rautenf

ormig gelegene Punkte
mit einer kubischen rationalen B-Splinekurve mit 10 Segmenten in der Parameterebene
und in Abbildung 4.16 die dazugeh

origen Punkte auf einer biquadratischen integralen B-
Spline

ache approximiert. Die Berechnung mit dem neuen Verfahren ben

otigte 6 s f

ur 44
Iterationen und der Fehler betr

agt 0.049 mm. In der Vergleichsmethode ergab sich mit
einer kubischen integralen B-Splinekurve mit 14 Segmenten ein Fehler von 0.05 mm. Die
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Abbildung 4.9: Trimmkurvenapproximation von Punkten auf der
Fl

ache zu Beispiel 1. Max. Fehler 0.098 mm
4.2. TESTRESULTATE 75
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Abbildung 4.10: Trimmkurvenapproximation von Punkten auf ei-
nem Kreis in der u-v-Parameterebene der Fl

ache zu Beispiel 1
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Abbildung 4.11: Trimmkurvenapproximation von Punkten auf der
Fl

ache zu Beispiel 2. Max. Fehler 0.091 mm
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Abbildung 4.12: Trimmkurvenapproximation von Punkten auf einer
Parabel in der u-v-Parameterebene der Fl

ache zu Beispiel 2
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Abbildung 4.13: Trimmkurvenapproximation von Punkten auf der
Fl

ache zu Beispiel 3. Max. Fehler 0.049 mm
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Abbildung 4.14: Trimmkurvenapproximation von rechteckf

ormig
gelegenen Punkten in der u-v-Parameterebene der Fl

ache zu Bei-
spiel 3
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Abbildung 4.15: Trimmkurvenapproximation von Punkten auf der
Fl

ache zu Beispiel 4. Max. Fehler 0.049 mm
Berechnung dauerte f

ur 8 Iterationen 2 s. Hier f

allt die Anzahl der Segmente des neuen
Verfahrens bei etwa gleichen Fehlern wieder geringer aus als bei der Vergleichsmethode.
Die Beispiele zeigen, da das neue Verfahren zum Erreichen

ahnlicher Fehlerwerte teil-
weise deutlich weniger Segmente braucht als die Vergleichsmethode. Dies f

allt besonders
bei dem ersten und zweiten Beispiel auf. Der Unterschied bei der Anzahl der Segmente
zwischen dem neuen Verfahren und der Vergleichsmethode ist teils auf die Verwendung ra-
4.2. TESTRESULTATE 81
0 0.02 0.04 0.06 0.08 0.1 in
0 0.5 1 1.5 2 2.5 mm
Scale: 39.877:1
Abbildung 4.16: Trimmkurvenapproximation von rautenf

ormig ge-
legenen Punkten in der u-v-Parameterebene der Fl

ache zu Beispiel
4
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tionaler B-Splinekurven gegen

uber integralen B-Splinekurven, teils auf das neue Verfahren
zur

uckzuf

uhren. Letztere Aussage belegen beispielsweise die Approximationsergebnisse der
Punkte dieser beiden Beispiele, die nochmal mit integralen B-Splinekurven unter Verwen-
dung des neuen Verfahrens approximiert wurden, d. h. der Minimierung von (4.6) mit h
j
= 1:
In beiden F

allen hatten die integralen Kurven 26 Segmente mit Fehlern von 0.095 mm bzw.
0.100 mm und somit 6 Segmente weniger als die entsprechenden integralen Kurven, die sich
bei der Minimierung von (4.1) ergaben (s. Beispiel 1 und 2). Diese Ergebnisse sind durch
folgende

Uberlegung gerechtfertigt: In den Beispielen sind die Vorgabepunkte Y(u
i
; v
i
) auf
der Fl

ache ungef

ahr gleichabst

andig und dicht gelegen, d. h.
(Y(u
i
; v
i
) Y(u
i 1
; v
i 1
))
2
 c ; c = const. (4.7)
Taylorentwicklung von Y(u; v) in (u
i
; v
i
)
>
bis zu Gliedern 1. Ordnung ergibt (vgl. (4.4)) bei
(4.7)
(Y() Y())
2
 Y
2
u
() (u
i 1
  u
i
)
2
+ 2Y
u
()Y
v
() (u
i 1
  u
i
)(v
i 1
  v
i
)
+Y
2
v
() (v
i 1
  v
i
)
2
 c
(4.8)
(4.8) bedeutet, da bei kleinerem Abstand zwischen Punkten (u
i
; v
i
)
>
und (u
i 1
; v
i 1
)
>
in
der Parameterebene die Betr

age der partiellen Ableitungen jY
u
(u
i
; v
i
)j, jY
v
(u
i
; v
i
)j gr

oere
Werte annehmen und umgekehrt bei gr

oerem Abstand zwischen den Punkten jY
u
(u
i
; v
i
)j,
jY
v
(u
i
; v
i
)j kleinere Werte haben.
In der Zielfunktion (4.6) sind die homogenen Darstellungen

x(t
i
),

p
i
mit den jY
u
(u
i
; v
i
)j,
jY
v
(u
i
; v
i
)j gewichtet, so da in Bereichen der Parameterebene mit kleinerem Abstand der
Punkte (u
i
; v
i
)
>
und damit gr

oeren Werten von jY
u
(u
i
; v
i
)j, jY
v
(u
i
; v
i
)j ein kleinerer Ap-
proximationsfehler jC(t
i
)  (u
i
; v
i
)
>
j zu erwarten ist als in Bereichen mit gr

oerem Abstand
der Punkte (u
i
; v
i
)
>
. Dies ist auch sinnvoll, denn die in den Abbildungen 4.9, 4.11 ge-
zeichneten u- und v-Parameterlinien liegen in der Parameterebene gleichabst

andig, d. h.
liegt ein Fl

achenpunkt Y(u
i
; v
i
) in einem Bereich der Fl

ache, in der die Parameterlinien
gr

oere Abst

ande haben, dann ist der Approximationsfehler jY(C(t
i
)) Y(u
i
; v
i
)j auf der
Fl

ache gr

oer als der Approximationsfehler jY(C(t
k
)) Y(u
k
; v
k
)j auf der Fl

ache f

ur einen
Fl

achenpunkt Y(u
k
; v
k
), der in einem Fl

achenbereich mit kleineren Abst

anden der Para-
meterlinien liegt, wobei die Approximationsfehler jC(t
i
))  (u
i
; v
i
)
>
j, jC(t
k
))  (u
k
; v
k
)
>
j in
der Parameterebene gleich sind. Nun liegen aber gerade die Punkte (u
i
; v
i
)
>
in Bereichen
der Parameterebene dichter, wo die entsprechenden Fl

achenbereiche Parameterlinien mit
gr

oeren Abst

anden haben. Dagegen ber

ucksichtigt die Vergleichsmethode diesen Aspekt
nicht, da in (4.1) nur die Punkte (u
i
; v
i
)
>
der Parameterebene eingehen.
In Bezug auf die Rechenzeit erweist sich das neue Verfahren nicht wesentlich langsamer
als die Vergleichsmethode. Insgesamt gesehen stellt das neue Verfahren daher eine wesent-
liche Verbesserung gegen

uber der bisherigen Methode dar.
Schluwort
In dieser Arbeit wurden neue Verfahren zur Approximation mit rationalen B-Splinekurven
und -

achen, zur Bestimmung einer geeigneten Segmentanzahl f

ur rationale B-Splinekur-
ven, um einen vorgegebenen Approximationsfehler einzuhalten, und zur Approximation mit
rationalen Trimmkurven vorgestellt.
Die Verfahren zur Approximation mit rationalen B-Splinekurven und -

achen sowie mit
rationalen Trimmkurven stellen, wie die angef

uhrten Beispiele zeigen, eine erhebliche Ver-
besserung gegen

uber den bisher bekannten Methoden zur L

osung dieser Approximationspro-
bleme dar. Im einzelnen sind dies: die L

osung jeweils nur linearer Systeme (geringer Rechen-
aufwand), geringer Speicherverbrauch, keine Beschr

ankung der Ordnung der B-Splinekurven
und -

achen, Gew

ahrleistung positiver Gewichte und die Ber

ucksichtigung der Parameter-
darstellung der Fl

ache Y(u; v) durch Wichtung der Zielfunktion (4.6) mit den partiellen
Ableitungen jY
u
()j, jY
v
()j.
Auch das Iterationsverfahren, das die Segmentanzahl von B-Splinekurven ermittelt, er-
weist sich durch die Verwendung des abgewandelten Sekantenverfahrens als wirkungsvoller
L

osungsansatz zu dieser Problemstellung.
Alle pr

asentierten Verfahren eignen sich auch wegen der in den Testbeispielen gezeig-
ten Stabilit

at zum k

unftigen Einsatz in einem CAD-System, das rationale B-Splinekurven
und -

achen verwendet, da von weiteren Steigerungen der Rechnerleistungen ausgegegangen
werden kann.
Aus dieser Arbeit heraus ergeben sich weiterf

uhrende Fragestellungen, z. B.: Es w

are
interessant zu untersuchen, ob sich analog zur integralen Fl

achenapproximation, bei der
die Zielfunktion (2.4) minimiert wird, bei der rationalen Fl

achenapproximation auch ein
Energieterm zur Gl

attung der Fl

ache zur Zielfunktion (2.2) hinzuf

ugen l

at, so da ein
lineares Optimierungsproblem erhalten bleibt. Der Energieterm soll dabei wie im integralen
Fall n

aherungsweise die Biegeenergie der d

unnen Platte beschreiben und die de Boor-Punkte
sowie die Gewichte als Optimierungsvariablen enthalten.
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