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Abstract
Medical errors are the results of problems in health care delivery. One of the key
steps to eliminate errors and improve patient safety is through patient safety event
reporting. A patient safety report may record a number of critical factors that are involved
in the health care when incidents, near misses, and unsafe conditions occur. Therefore,
clinicians and risk management can generate actionable knowledge by harnessing useful
information from reports. To date, efforts have been made to establish a nationwide
reporting and error analysis mechanism. The increasing volume of reports has been
driving improvement in quantity measures of patient safety. For example, statistical
distributions of errors across types of error and health care settings have been well
documented. Nevertheless, a shift to quality measure is highly demanded. In a health care
system, errors are likely to occur if one or more components (e.g., procedures,
equipment, etc.) that are intrinsically associated go wrong. However, our understanding
of what and how these components are connected is limited for at least two reasons.
Firstly, the patient safety reports present difficulties in aggregate analysis since they are
large in volume and complicated in semantic representation. Secondly, an efficient and
clinically valuable mechanism to identify and categorize these components is absent.
I strive to make my contribution by investigating the multi-labeled nature of
patient safety reports. To facilitate clinical implementation, I propose that machine
learning and semantic information of reports, e.g., semantic similarity between terms, can
iii

be used to jointly perform automated multi-label classification. My work is divided into
three specific aims. In the first aim, I developed a patient safety ontology to enhance
semantic representation of patient safety reports. The ontology supports a number of
applications including automated text classification. In the second aim, I evaluated multilabel text classification algorithms on patient safety reports. The results demonstrated a
list of productive algorithms with balanced predictive power and efficiency. In the third
aim, to improve the performance of text classification, I developed a framework for
incorporating semantic similarity and kernel-based multi-label text classification.
Semantic similarity values produced by different semantic representation models are
evaluated in the classification tasks. Both ontology-based and distributional semantic
similarity exerted positive influence on classification performance but the latter one
shown significant efficiency in terms of the measure of semantic similarity.
Our work provides insights into the nature of patient safety reports, that is a report
can be labeled by multiple components (e.g., different procedures, settings, error types,
and contributing factors) it contains. Multi-labeled reports hold promise to disclose
system vulnerabilities since they provide the insight of the intrinsically correlated
components of health care systems. I demonstrated the effectiveness and efficiency of the
use of automated multi-label text classification embedded with semantic similarity
information on patient safety reports. The proposed solution holds potential to
incorporate with existing reporting systems, significantly reducing the workload of
aggregate report analysis.
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Chapter 1: Introduction
Patient safety is the first obligation of health care but has emerged as a central
concern in the past two decades. Defined by the World Health Organization (WHO),
patient safety is the prevention of errors and adverse events associated with health care.
Preventable medical errors is a leading cause of patient harm, as suggested by the
Institute of Medicine (IOM)’s report ‘To Err Is Human’ (Kohn, Corrigan, & Donaldson,
2000). In a recent study, the number of patient deaths as a result of preventable medical
errors was estimated to be between 220,000 and 440,000 every year, making medical
errors the third leading cause of death in the United States (Classen et al., 2011; James,
2013; Landrigan et al., 2010; Levinson & General, 2010). To date, patient safety
concerns remain an imperative public health challenge that requires pervasive responses
and effective solutions.
Error reporting and analysis is fundamental to patient safety. However, many
errors are never reported. According to the IOM’s report, more than 70% of errors are
caused by negligence, and more than 90% of errors are considered to be preventable
(Kohn et al., 2000; Leape, 1994; Leape et al., 1991). These errors encompass incidents
that cause patient harm as well as near misses and unsafe conditions. Reporting and
analyzing these errors is an issue of crucial concern because improvement efforts can be
augmented if lessons are well learned.
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The use of patient safety reporting systems (PSRS) to collect and analyze patient
safety reports has been a national priority since the IOM called for the establishment of
nationwide reporting systems (Brennan et al., 1991; Erickson, Wolcott, Corrigan,
Aspden, & others, 2003; Kohn et al., 2000). In 2005, a public law – the Patient Safety
and Quality Improvement Act of 2015 – was enacted to establish voluntary reporting
systems to encourage reporting and analysis of medical errors. The Joint Commission
also requires hospitals to report medical errors. For the past decade, PSRS continued to
evolve and mature, reflecting in the number of established systems and collected reports
(Davis & Rake, 2005; Desikan et al., 2005; Flink et al., 2005; Harper & Helmreich, 2005;
S. K. Martin, Etchegaray, Simmons, Belt, & Clark, 2005; Murff et al., 2005; Phillips,
Dovey, Hickner, Graham, & Johnson, 2005; Rudman, Bailey, Hope, Garrett, & Brown,
2005; Ulep & Moran, 2005).
Nevertheless, a number of emerging problems have hindered the continuous
augmentation of safety improvement led by patient safety reporting. These problems
jointly obstacle the process of translating reported errors to clinical knowledge. One
problem is the lack of aggregate report analysis. Existing reporting systems are primarily
devoted to the submission of reports for individual case review (P. J. Pronovost et al.,
2008). Consequently, there is a little capability of aggregate data analysis, which limits
the discovery of system vulnerabilities and the prioritization of intervention resources
(Leape, Berwick, & Bates, 2002; P. Pronovost et al., 2006; P. J. Pronovost, Miller, &
Wachter, 2006). The other problem is the poor quality of reports (Gong, 2011). This
problem is based on the fact that a major portion of information is structured in text.
Unlike many other clinical texts, patient safety reports are mostly represented in a story2

telling fashion. Reports as such are easier to keep a record of clinically important
elements during the course of care but create notable challenges for automated
processing. In addition, these reports contain intricate domain knowledge and notable
linguistic complexity, as they are produced by clinicians with diverse specialties and
levels of experience (Liang & Gong, 2016).
I seek to investigate informatics methods to facilitate the process of translating
patient safety reports to actionable clinical knowledge. To this end, I systematically
investigated the semantic representation and multi-labeled nature of patient safety reports
as well as how they jointly promote patient safety reports. I described the work by
introducing three specific aims. In the first aim, I investigated the semantic representation
of patient safety reports, which is centered on semantics, their statistical regulations, and
computational representation of patient safety reports. I described the effort to develop a
patient safety ontology of reports. The ontology serves as a foundation for a number of
computerized applications to process patient safety reports. In the second aim, I
investigated the multi-labeled nature of patient safety reports and its role in the aggregate
analysis. I developed multi-label text classification to categorize the reports. The
automated classification holds promise to assist in conventional report analysis with
largely improved efficiency. In the third aim, I developed a scheme that exploits semantic
representation (i.e., semantic similarity) to improve multi-label classification
performance through enriched domain knowledge. The empirically grounded findings
hold promise to improve large-scale report classification. Consequently, multi-labeled
reports should promote aggregate analysis and the disclosure of system vulnerabilities in
the health care.
3

The dissertation is organized as follows. In Chapter 2, I provide a literature
review where I discussed theoretical foundations and related studies of the present work.
In Chapter 3, I provide an overview of the goal, hypotheses, specific aims, and
approaches. In Chapter 4, I present specific aim 1 where I investigated different
approaches to semantic representation on patient safety reports. As a demonstration, I
described the technical details of developing a patient safety ontology. In Chapter 5, I
present specific aim 2 where I investigated the multi-labeled nature of patient safety
reports and the evaluation of multi-label text classification on patient safety reports. In
Chapter 6, I present specific aim 3 where I demonstrated a range of methods of
measuring semantic similarity based on the semantic representation approaches from
Chapter 4. I also developed a scheme that incorporates semantic similarity and multilabel classification algorithms to improve classification performance. In Chapter 7, I
close the dissertation by summarizing the accomplishments, contributions, limitations,
and future directions.
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Chapter 2: Literature Review
Despite diligent effort in the past decades, improvement in patient safety has
progressed at a rate that is slower than anticipated (P. J. Pronovost et al., 2009). From
research to clinical implementation, patient safety concerns more than patient harm; it
also concerns systematic defects and risk factors that can cause a future harm. It engages
more than clinicians; it also engages patient families, health care manufacturers,
regulators, and researchers. It requires more than health care knowledge; it also requires
domain knowledge from informatics, public health, and computer science. The
advancement of patient safety should include a shift from a piecemeal reporting, analysis,
and intervention to a systematic approach. This shift may pose significant challenges
such as that the immense body and rapid growth of patient safety data exceed human
capacity for manual analysis. In this chapter, I summarized theoretical foundations and
related studies within the scope of the present dissertation. Accordingly, I assessed the
gaps in the existing work where my work may make a contribution.
2.1 Error Reporting
Error reporting was by the first time recommended in the IOM’s report: To Err Is Human
(Kohn et al., 2000). The purpose of error reporting is to identify errors and to learn from
lessons by developing a nationwide reporting system where health care organizations and
practitioners make participations.

5

2.1.1 What Is Reported
Patient safety reports comprise events that come from a broad variety, which may or may
not reach patients, and may or may not cause harm (J. Reason, 1990b). Reporting errors
that do not have a direct contact with patients and/or do not cause harm may be as
valuable as reporting ones that harm patients, as these errors help proactive error
prevention (Barach & Small, 2000; Battles, Kaplan, Van der Schaaf, & Shea, 1998). This
argument can be understood by exploring a metaphor of ‘Swiss cheese’, which is
frequently referred to health care systems (J. Reason, 1990a, 1995, 2000, 2016; J. T.
Reason, Carthey, & De Leval, 2001). In a complex system, i.e., health care system,
system failures are prevented from a number of relatively independent components, i.e.,
each and every slide of cheese (see picture 1). A component may refer to clinical
administration, treatments, uses of medical equipment, etc., while each one may produce
unintended weaknesses. A system failure occurs when by chance a certain number of
components produce errors. In a Swiss cheese model, this occurs when holes are open
and aligned through all the slides. The metaphor of Swiss cheese is well understood by
empirical studies in health care (Perneger, 2005).

Figure 1. Swiss cheese model by James Reason published in 2000.
2.1.2 Reporting Formats
6

To help clinicians uniformly report patient safety events, the Agency for Healthcare
Research and Quality (AHRQ) developed the Common Definitions and Reporting
Formats (a.k.a., the Common Formats) to collect data in a standardized manner (Clancy,
2010). The Patient Safety Organizations (PSO) manage to collect events following the
Patient Safety and Quality Improvement Act of 2005. The collected information will be
published in the annual issues of the National Health Quality and Disparities Reports.
Three types of events are reported: (1) Incidents: patient safety events that reached the
patient, whether or not there was harm involved; (2) Near misses: patient safety events
that did not reach the patient; (3) Unsafe conditions: circumstances that increase the
probability of a patient safety event occurring. In recent studies, the use of the Common
Formats has been recognized as necessary and effective in general health care (Gong,
2011; Sheikhtaheri, Sadoughi, Ahmadi, & Moghaddasi, 2013), and in specific domains
such as neonatal intensive care (Raju, Suresh, & Higgins, 2011), diagnostics (Graber,
2013; Singh & Sittig, 2015), radiation oncology (Ford, de Los Santos, Pawlicki, Sutlief,
& Dunscombe, 2012). Nonetheless, a number of limitations have been noticed concerned
with the reliability of harm scales (Abbasi, Adornetto-Garcia, Johnston, Segovia, &
Summers, 2015; Williams, Szekendi, Pavkovic, Clevenger, & Cerese, 2015), and the data
efficiency for downstream data analysis (Liang & Gong, 2015).
2.1.3 Reporting Systems
It has been a long period of effort since the value of reporting systems came to out
awareness. Early reporting systems used paper-based reports and verbal reports to collect
and manage patient safety events. But they have limited capacity of capturing actual
7

errors (Cullen et al., 1995). Many of the later developed reporting systems are electronicbased systems (Tuttle, Holloway, Baird, Sheehan, & Skelton, 2004). Electronic-based
reporting systems are most efficient in terms of data entry, transformation, monitoring,
and analysis (Shojania, Duncan, McDonald, Wachter, & Markowitz, 2001). Moreover,
significant effort has been made to build organizational reporting systems, including
nationwide mandatory reporting systems (Kohn et al., 2000) and voluntary reporting
systems (Gohen, 2000). The voluntary reporting systems is recognized as it promotes
error-reporting culture by creating an anonymous and safe environment (Fernald et al.,
2004; France et al., 2003; C. B. Harris et al., 2007; Mick, Wood, & Massey, 2007;
Osmon et al., 2004; Rudman et al., 2005; Schuerer et al., 2006).
The use of electric-based reporting exerted a positive influence on the quantity of
reported events. Nevertheless, measurable safety improvement such as the quality of
events and analysis has been questioned. In a recent study, five barriers were identified:
poor processing of incident reports, inadequate physician engagement, insufficient visible
subsequent action, inadequate funding and institutional support of incident reporting
systems, and inadequate use of emerging health information technology (HIT) (Mitchell,
Schuster, Smith, Pronovost, & Wu, 2016). Some other studies indicated the predicament
of most existing systems, that is too many data are collected but little is analyzed
(Macrae, 2016; P. J. Pronovost et al., 2008). Reporting systems should be improved to
infer actionable knowledge from undressed data.
2.2 Report Analysis
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A patient safety report is of little value unless the data are analyzed. The primary function
of a reporting system is to use the outcomes of data analysis to produce useful responses
for system improvement.
2.2.1 Data Structure
The first and probably the most challenging step to analyze reports is to collect data from
reporting systems, not only in a way that human can well understand but also computer
understandable. Patient safety data are in a variety of forms but can be seen as either
structured data or unstructured data.
Structured data are easier for aggregate analysis, as they are conductive to
computational processing. For example, pharmacy data and laboratory data are stored in
electric information systems. They often indicate dosing errors and adverse drug events
(Classen, Pestotnik, Evans, & Burke, 1991; Evans et al., 1991; Tse & Madura, 1988).
Coded data, mostly in the form of ICD or CPT, are examples of structured data. For
example, diagnoses and procedures can be coded to represent clinical status, progress,
and complications of patients (L I Iezzoni et al., 1992; Strom et al., 1991). Unfortunately,
these coding systems are barely used in patient safety studies. One reason is the lack of
knowledge that is specific to patient safety. The other reasons include that many coding
systems, e.g., CPT, are designed for reimbursement and legal purposes but are rarely used
for medical errors (Honigman et al., 2001). Moreover, the coding systems are criticized
for the lack of temporal information, as well as the inclusion of coding errors, and bias
(Campbell & Payne, 1994; Lisa I Iezzoni, 1997).

9

A great portion of data from reporting systems is unstructured, which is free-text
narratives and do not fit in with available coding systems. These narrative data contain
clues or direct mentions of the clinical procedure, rationale, and clinician’s
communications that are critical to identifying errors. However, the existing coding
systems are rarely available for annotating medical error information. To solve the
problem, many studies used keyword search to identify terms in the text that may be an
indicator of errors (Giuse & Mickish, 1996; Goldman, Chu, Parker, Goldman, & others,
1999; L I Iezzoni et al., 1992; Rind, Yeh, & Safran, 1995). This method is likely to work
very well when there are explicit mentions of concepts. Even so, concepts need to be
determined carefully, which may involve considerable human labor. A small number of
studies have found that complications of care and medical errors can be identified from
discharge summaries and claim data but advanced text processing techniques are required
(Kossovsky, Sarasin, Bolla, Gaspoz, & Borst, 1999; Roos Jr, Cageorge, Austen, & Lohr,
1985).
2.2.2 Classification
Classification is recognized as an initial step in data analysis, and the process of
developing solutions (Leape & Abookire, 2005). However, this task presents apparent
challenges. Firstly, patient safety reports encompass a significant portion of narrative
data, in which low quality and loss of information are common. This will become a
barrier when the volume of data continues to increase. Secondly, there are different
candidates on the classification scheme forming a barrier to establishing generic
informatics tools (Leape & Abookire, 2005). For example, established in 1987 and
10

expanded in 1993 and 2000, an early taxonomy is Australian Incident Monitoring System
(Spigelman & Swan, 2005). Other well-known taxonomies or standards include JACHO
patient safety event taxonomy (A. Chang, Schyve, Croteau, O’Leary, & Loeb, 2005),
National Coordinating Council for Medication Error Reporting and Prevention (NCC
MERP)’s taxonomy of medication errors (Brixey, Johnson, & Zhang, 2002), Neonatal
Intensive Care system (NIC) (Suresh et al., 2004), Pediatric Patient Safety taxonomy
(PED) (D. M. Woods et al., 2005), Preliminary Taxonomy of Medical Errors in Family
Practice (PTFP) (Dovey et al., 2002), Taxonomy of Nursing Errors (TNE) (A. Woods &
Doan-Johnson, 2002), and Adverse Event Reporting Ontology (AERO) (Courtot,
Brinkman, & Ruttenberg, 2014). These taxonomies shed insights on a number of specific
domains but can hardly communicate between one to another. Thirdly, the classification
task in patient safety reports is a multi-label classification problem. The complexity of the
classification scheme determines to what extent the downstream analysis is available.
There have been a number of multi-label classification algorithms that are used in tasks
such as image and music classification (Read, 2010; Tsoumakas & Katakis, 2006). An
adaptation is needed in the use case of patient safety reports since the rich domain
knowledge and low quality of clinical text in general (Cleophas, Zwinderman, &
Cleophas-Allers, 2013). Despite that there has been much debate about how to define and
classify patient safety reports (Bogner, 1994; KERR, 2000; J. Reason, 1990a, 2000),
knowledge of how this process performs comes from a small number of studies (Astion,
Shojania, Hamill, Kim, & Ng, 2003; Bonini, Plebani, Ceriotti, & Rubboli, 2002).
2.3 Semantic Representation in Patient Safety Reports
11

Natural language, as one of many human cognitive capacities, can be understood by
transforming human cognitive processes into computational problems (Anderson &
Lebiere, 2014; Marr, 1982). For example, humans retrieve a list of concepts from
memory when they are reading a sentence. The retrieved information is used to initiate a
variety of cognitive processes of understanding the sentence, such as prediction of the
ongoing terms in the sentence. Depending on how relevant the retrieved concepts are, this
retrieval process may facilitate or hinder human’s understanding of the sentence. Please
consider the following example (Pustejovsky, 1991): (a) ‘Mary walked along the bank of
river.’; (b) ‘HarborBank is the richest bank in the city.’ If the word ‘bank’ appears in a
sentence, one is more likely to predict ‘saving’, ‘rich’, ‘banker’, etc. also appearing in the
sentence. However, if one knows that the word ‘river’ also appears in the sentence, the
judgment will be that ‘bank’ refers to the side of a river and thus one is likely to predict
‘lake’, ‘willow’, etc. Several well established methods exist for studying the
representation and extraction of this semantic information (Collins & Loftus, 1975;
Landauer & Dumais, 1997; Lund & Burgess, 1996).
Semantic representation is one of the most intriguing and abstruse topics in
cognitive psychology and linguistics. However, I am not intended to discuss complete
theories of semantic representation in these realms but to provide only the essential
background information to the research questions in this study. In specific, I focus on the
extraction and use of semantic representation in the context of processing medical text,
particularly in patient safety reports.
2.3.1 Semantic Web Ontology
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One example of understanding semantic knowledge is the study of the relations between
concepts, resulting in an abstract conceptual structure. Conventionally, researchers
emphasize mapping conceptual hierarchies to support propositional semantic reasoning
(Keil, 1979). Concepts are made associated using subsumption relations (Collins &
Quillian, 1969). For example, penicillin is antibiotics (is-a relation). Semantic
representation of this type is commonly defined as an ontology in the fields of computer
science and philosophy, which is ‘a formal specification of a shared conceptualization’
(Gruber, 1993). In this sense, ontologies are important in two aspects. Firstly, the
semantic knowledge can be thought of an explicit structure of concepts and relations that
encodes implicit semantic knowledge within a domain. Secondly, the semantic
knowledge can be represented in the formal language (i.e., symbolic representation) so
that it can be used for computerized processing.
Ontologies have a variety of applications in biomedical research (Bodenreider,
2008). In the biomedical domain, ontologies can be categorized into two types by their
functions (Rubin, Shah, & Noy, 2008): (1) information models, which provide organized
information that represents structures of a given domain. One example is the information
model for International Classification for Patient Safety (ICPS) (Sherman et al., 2009;
Souvignet, Bousquet, Lewalle, Trombert-Paviot, & Rodrigues, 2011); (2) controlled
vocabularies, which define hierarchies of concepts and a list of lexical terms
corresponding to each concept. The Gene Ontology is one of the widely used ontologies
of this type (Ashburner et al., 2000).
Knowledge management. Biomedical language is complex because it contains a
great number of acronyms, synonyms, abbreviations, and mistyped terms (i.e., clinical
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notes). Ontologies ensure that terms in different forms but share same meanings can be
identified by a unique concept. The Medical Subject Headings (MeSH) are a good
example. MeSH defines topics of biomedical literature in which each topic contains a list
of terms comprised of different expressions and presentations (Lowe & Barnett, 1994).
Information exchange. Since ontologies express information in a specified
formal language, it is feasible to exchange and/or integrate information among domains.
Many biomedical ontologies are published in Open Biomedical Ontologies (OBO) (Smith
et al., 2007) or Web Ontology Language (OWL) (McGuinness, Van Harmelen, & others,
2004). A number of Semantic Web tools are available for mapping data within and
between the two languages (Bodenreider, 2004; Golbreich, Horridge, Horrocks, Motik, &
Shearer, 2007; Lindberg, Humphreys, & McCray, 1993; Noy et al., 2009).
Text mining. One advantage of ontologies in light of text mining is the reasoning
function driven by description logics (Baader, Horrocks, & Sattler, 2005; Bechhofer,
2009). In addition, ontologies provide domain knowledge in a variety of natural language
processing (NLP) tasks including named entity recognition, relation extraction, question
answering, etc. (Bodenreider, 2008).
2.3.2 Semantic Space
The idea of semantic space emphasizes the structure of associative relations of terms, by
which terms and their meanings (i.e., concepts or topics) can be captured in a spatial
representation (Deese, 1959; Fillenbaum, 1971). Studies derived from behavioral
experiments have demonstrated this idea by two groups of models (Griffiths, Steyvers, &
Tenenbaum, 2007): (1) Connectionist models that represent a term as multiple nodes in a
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connectionist space of human memory (Kawamoto, 1993; Plaut, 1997; Rodd, Gaskell, &
Marslen-Wilson, 2004). (2) Models that represent each term as a single node in the space
(Landauer & Dumais, 1997; Lund & Burgess, 1996). The later one also denotes
distributional semantics.
Motivated by distributional semantics, a number of methods have emerged to
measure the semantic similarity between terms. Hyperspace Analogue to Language
(HAL) (Lund & Burgess, 1996), Word Space (Schulze, 1993), and Latent Semantic
Analysis (LSA) (Landauer & Dumais, 1997; Landauer, Foltz, & Laham, 1998) are
prominent in the cognitive science literature, as they provide simple procedures for
representing terms as vectors in a high-dimensional space. These methods primarily
differ in the selection of context, where a context can be each document in a corpus (e.g.,
LSA), a range of terms surrounding the target term (e.g., HAL), or a range of n-grams
appearing frequently in the document (e.g., Word Space). A common drawback of these
methods is the high dimensionality of the vector space that demands significant
computational resources. Fortunately, progress has been made to mitigate the influence.
For example, Singular Value Decomposition (SVD) is widely used in conjunction with
LSA models to find the best approximation to the original space (D. I. Martin & Berry,
2007). Recently, Random Indexing (RI) has emerged as a robust and scalable method for
reducing dimensionality (Kanerva, Kristofersson, & Holst, 2000).
Distributional semantics is raising increasing research interest in biomedical NLP
(T. Cohen & Widdows, 2009). The theory of science sublanguages states that expressions
within a specialized domain are more constrained (e.g., particular term classes and
relations between terms) compared to general language (Z. S. Harris, 2002). Therefore,
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there may be unique research opportunities for distributional semantics since the
biomedical text is idiosyncrasies as it contains domain-specific content and structure.
Thus far, a number of biomedical informatics studies have incorporated distributional
semantics. For example, literature-based knowledge discovery is proposed to be a
suitable use case of distributional semantics in that meaningful associations may be
extracted from a corpus of MEDLINE abstract (T. Cohen, 2008; T. Cohen, Schvaneveldt,
& Rindflesch, 2009; T. Cohen, Schvaneveldt, & Widdows, 2010; Gordon & Dumais,
1998; Shang, Xu, Rindflesch, & Cohen, 2014). One benefit of using biomedical literature
is that they contain plenty of meaningful terms with minimum nonstandard expression.
Some other applications include similarity measure, which has been used to derive
similarities between biomedical sequence entities (e.g., genes and proteins)
(Ganapathiraju, Klein-Seetharaman, Balakrishnan, & Reddy, 2004; Klein-Seetharaman &
Mellon, 2007; Stuart & Berry, 2003, 2004).
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Chapter 3: Research Design
3.1 Overarching Goal
My goal is to facilitate the process of interpreting patient safety reports by developing a
scheme of automated multi-label text classification where semantic representation is
employed to enhance the classification performance.
3.2 Specific Aims
Towards this goal, I developed three specific aims:
3.2.1 Aim 1
Aim 1: Develop a patient safety ontology to enhance semantic representation of patient
safety reports.
Challenge. To dissect and transform intricate knowledge structure, terms, and
relations residing in the patient safety reports to a formal ontological representation.
Approach. I reused the existing ontological information and lexicon from
International Classification for Patient Safety (ICPS) and the Common Definitions and
Reporting Formats (a.k.a., Common Formats) to build a concept ontology. Manual
annotation was used to populate the concept ontology with instances from patient safety
reports.
Impact. The patient safety ontology will lead to a machine-understandable
representation underpinning a number of analytical tasks for patient safety reports.
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3.2.2 Aim 2
Aim 2: Evaluate multi-label text classification algorithms using patient safety reports.
Challenge. To balance between feasibility and computational complexity of
multi-label text classification.
Approach. Firstly, I employed problem transformation algorithms to translate
multi-label classification problems into a number of single-label classification problems.
Secondly, within each multi-label algorithm, I selected a number of single-label
algorithms to build a synthetic multi-label classifier. Training and testing were performed
using patient safety reports.
Impact. The automated classification holds promise to improve the efficiency of
classifying patient safety reports within an acceptable level of accuracy and reliability.
3.2.3 Aim 3
Aim 3: Develop semantic-kernel based multi-label text classification to categorize patient
safety reports.
Challenge. To balance between effectiveness and time efficiency of measuring
semantic similarity. To embed similarity information into multi-label text classification
without introducing unaffordable computational complexity.
Approach. I hypothesized that kernel functions embedded with semantic
similarity information can contribute to the performance of multi-label classification on
patient safety reports. Different approaches were used to measuring semantic similarity.
The similarity information was embedded in kernel functions that can be used for
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selected classification algorithms. The evaluation was performed based on multi-label
classification performance using patient safety reports.
Impact. Kernel-based multi-label classification will demonstrate the value of
semantic similarity in patient safety reports. It will further suggest the benefits of
enriching multi-label text classification with semantic similarity.
Table 1 demonstrates detailed approaches to jointly achieve the three aims
respectively.
Table 1. Workflow chart of tasks, methods, and outcomes for each specific aim.
Aim

Aim 1

Aim 2

Task
• Constructing
concept ontology

•

• Evaluation

•

• Ontology
population

•
•
•

• Classifier
implementation

• Evaluation
• Ontology-based
semantic similarity

Aim 3

• Distributional
semantic similarity
• Semantic kernel
• Evaluation

•

Method
Top-down ontology
engineering
Survey and expert
review
Manual annotation
Cross Evaluation
‘Problem
transformation’ multilabel algorithms
Binary classification
algorithms

• 5×2 Cross validation
• Least Common
Subsumer calculation
• Information Content
calculation
• Latent Semantic
Analysis (LSA)
• Random Indexing (RI)
• Sliding Window
• Kernel function
calculation
• Support Vector
Machine
• 5×2 Cross validation
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Outcome
• A concept ontology with class
hierarchy
• Qualitative indicators of concept
ontology
• An ontology bridging concepts
and text
• Predicted categories of the
reports
• Comparison between
classification algorithms
• Quantitative indicators of
classification performance
• Resnik similarity
• Lin similarity
• Jiang similarity
• LSA – based similarity
• RI – based similarity
• RI+window – based similarity
• Semantic kernel
• Quantitative indicators of
classification performance

Chapter 4: Patient Safety Ontology
One strategy to improve patient safety involves building a knowledge base in which the
semantics in the reports corresponds to machine understandable annotations. These
annotations must be organized in a hierarchical structure in which the structure reflects
the realistic entities and relations in patient safety reports. This type of ontology-like
semantic representation specifies a vocabulary of concepts and relations in the patient
safety domain.
Biomedical knowledge is complex in content and large in size but arduous to
process. The World Health Organization (WHO) has reported initial efforts to achieve
better integration and interoperability of patient safety information by constructing the
International Classification for Patient Safety (ICPS) (Larizgoitia, Bouesseau, & Kelley,
2013; Runciman et al., 2009; Sherman et al., 2009). Some other follow-up studies
focused on ontology approaches (Rodrigues, Kumar, Bousquet, & Trombert, 2007;
Souvignet et al., 2011; Souvignet & Rodrigues, 2014). These studies have informed us in
our effort of building a patient safety ontology.
In this chapter, I described our efforts to design and implement a patient safety
ontology that is stemmed from ICPS for US hospitals. This ontology primary serves as an
information model of the ICPS, in which the ontology is in line with the concept
definitions and semantic relations in ICPS but preserves those only necessary for machine
learning applications (see Chapter 6 for details). In our view, ontologies have several
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advantages. Firstly, serving as a tool of terminology management, ontologies provide a
clear representation and communication of complex semantic relations. Secondly, they
support information exchange between biomedical information systems, which
correspond to the rapid increase of biomedical information (Alexander, 2006; Kumar et
al., 2006). Thirdly, ontologies facilitate knowledge discovery and reuse (Andronis,
Sharma, Virvilis, Deftereos, & Persidis, 2011; Bodenreider, 2008; Gottgtroy, Kasabov, &
MacDonell, 2004; Mukherjea, 2005; Smith et al., 2007).
4.1 Designing a Concept Ontology
I started the ontology construction by defining classes and class hierarchies, which form a
concept ontology. The classes are comprised of the most generic concepts and those
across specific sub-domains in patient safety. These classes are organized in taxonomies
to determine a hierarchy.
4.1.1 Knowledge Acquisition
I reused existing patient safety taxonomies and lexical information to construct the
ontology. ICPS and the Common Definitions and Reporting Formats (a.k.a., the Common
Formats) served as the two data sources. ICPS is a conceptual framework developed by
the WHO in 2009, representing concepts and preferred terminologies used in patient
safety domain (Sherman et al., 2009). The Common Formats, developed by the Agency
for Healthcare Research Quality (AHRQ), are a set of guidelines and paper-based formats
for specifying and collecting safety event information in the US hospitals, which range
from general concerns to frequently occurring and serious types of events.
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4.1.2 Ontology Implementation
Formal language is required to standardize and normalize the expression of classes and
their relations. I used Web Ontology Language (OWL) since it represents rich and
complex semantic information (Baader, 2003; McGuinness et al., 2004). The
implementation is performed in Protégé 4.3.0. I employed an iterative process to
construct the ontology, described in the following three steps:
Data transformation. A data transformation is employed to integrate the
concepts in ICPS and the Common Formats where I discovered ambiguities and
synonyms. Three domain experts, who have background knowledge in both patient safety
and ontology engineering, performed the transformation by reviewing the concepts in
ICPS and the Common Formats. A final decision is made only if a consensus is reached
among the three experts.
Adjustment of hierarchical structure. In many cases, a unique concept may be
categorized in different classes or even shown in different phrases. Since the ICPS has
been recognized as an adequate classification for representing patient safety knowledge
hierarchy (Sherman et al., 2009; Souvignet et al., 2011), I adopted ICPS’s hierarchical
structure and made minor adjustments with exceptions when a creation of new classes is
necessary. Such adjustments include merging duplicate subclasses and concepts. Parentchild relations are defined by taxonomic subsumption,‘isA’ (e.g., A is a subclass of B).
Alias relations are defined by ‘EquivalentTo’ (e.g., A is equivalent to B) (Allemang &
Hendler, 2011). I also defined other relations such as ‘hasParticipant’, ‘hasOutcome’,
‘involvesActivity’, etc.
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Merging. I built the ontology in Protégé to merge structures and concepts from
ICPS and the Common Formats with adequate properties created.
4.1.3 Exploration of Class Hierarchy
With minor adjustments, I retained to the largest extent the top-level classes in the ICPS,
which are incident type, patient characteristics, incident characteristics, detection,
mitigating factors, patient outcomes, organizational outcomes, ameliorating actions,
actions taken to reduce risk, and contributing factors/hazards. ‘Process’, which used to
be under ‘Incident type’ – ‘Clinical administration’, is defined as a top-level class since it
does not fit in any place under any top-level classes. A number of classes were broken
down into several newly defined subclasses to better fit in the ontology. For example,
‘Detection’ was replaced by several new classes (i.e., ‘People’, ‘Assessment’, etc.) to
accurately describe how the error is detected. Some other changes include the relocation
of ‘Fall’, ‘Pressure ulcer’, and ‘Venous thromboembolism’ since they are not explicitly
documented in ICPS but are significant in clinical cases. Adjustments were also made to
the classes extracted from the Common Formats. For example, ‘Surgery’ and ‘Anesthesia’
were defined as top-level classes in the Common Formats. In the patient safety ontology,
they were defined as subclasses of the ‘Process’. Adjustments as such help retain both
the original information and a clear ontological structure. Figure 2 provides a close view
of these adjustments by showing the ontology structure in Protégé screenshots.
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(a)

(b)

(c)

Figure 2. Protégé screenshots of partial ontology hierarchies. (a) Overall ontology
structure. (b) Ontology structure of the classes associated with ‘fall’ incidents. (c)
Ontology structure of the classes associated with ‘equipment and device’ incidents.
The current version of ontology has 71 classes, in which 24 classes have
equivalent classes from selected existing ontologies from BioPortal. All these ontologies
are in the fields of medical adverse events or patient safety incidents. In these ontologies,
the ICPS ontology is derived from WHO’s conceptual model of ICPS. The Adverse
Event Ontology (AEO) encodes terminologies and representations in the scope of adverse
events and medical interventions (He, Xiang, Sarntivijai, Toldo, & Ceusters, 2011). The
use of existing ontological terms can reduce repetitive work on future ontology expansion
within similar domains. Table 3 shows a summary of the classes in these ontologies.
Table 2. Ontology specific classes and imported classes.
Ontology Names
Classes
Patient Safety Ontology
47
International Classification for Patient Safety (ICPS)
22
Adverse Event Ontology (AEO)
2
Total
71
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Object Properties
3
0
2
5

Total
50
22
4
76

4.1.4 Evaluation
The ontology was firstly tested by machine-based evaluation using HermiT 1.3.8
(Shearer, Motik, & Horrocks, 2008). This procedure validates the ontology from a
machine-based perspective. As a result, the ontology passed the consistency checking
through HermiT 1.3.8. Secondly, I employed human evaluation by using survey
instruments and statistical analysis. The human evaluation procedure consists of two
phases.
Phase one. I designed a survey instrument for assessing the ontology in the
context of reviewing real-world patient safety reports. Questions in the survey instrument
were adapted to cover eight dimensions for evaluating an ontology (Brank, Grobelnik, &
Mladenić, 2005; Burton-Jones, Storey, Sugumaran, & Ahluwalia, 2005). To ensure the
survey at a sufficient confidence level of reliability and validity, I performed a preassessment to measure its content validity and inter-rater reliability. Content Validity
Index was employed to measure to what extent the designed questions subjectively reflect
the tasks they purpose to measure (Lynn, 1986; Polit & Beck, 2006). Fleiss’ Kappa was
employed to measure the degree of agreement among multiple raters (Fleiss & Cohen,
1973). Six domain experts participated in the pre-assessment using de-identified patient
safety events from Morbidity and Mortality Rounds on the Web (WebM&M). The survey
instrument is valid for use only if no major revision is needed. WebM&M is an online
platform that publishes anonymous patient safety events and expert commentaries
(Wachter, Shojania, Minichiello, Flanders, & Hartman, 2005). Table 3 demonstrates the
sample questions in the pre-assessment and survey instrument.
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Table 3. Sample questions demonstrates the survey instrument and the pre-assessment.
Items
Correctness

Meaningfulness

Clarity
Comprehensiveness
Accuracy
Specificity
Satisfaction
Educational value

Questions in the survey
instrument
For the case you reviewed, the
terms used in the taxonomy are
well-formed and the words are
well-arranged.
For the case you reviewed, the
terms used in the taxonomy can
represent the concepts in the realworld setting.
For the case you reviewed, the
terms that appear in the taxonomy
are clear (no ambiguity).
For the case you reviewed, the
taxonomy provides sufficient
knowledge in the domain.
The information the taxonomy
provides is accurate.
The taxonomy satisfies your needs
when you use it to categorize the
case you are reviewing.
Please rate the overall satisfaction
based on your experience using
the taxonomy.
Please rate the education value of
the case you reviewed.

Questions in the pre-assessment
Does the scale purport to measure
“The correctness of syntax.”?
Does the scale purport to measure
“The meaningfulness of terms.”?
Does the scale purport to measure
“The clarity of terms.”?
Does the scale purport to measure
“The comprehensiveness of the
taxonomy in a certain domain.”?
Does the scale purport to measure
“The accuracy of information.”?
Does the scale purport to measure
“Whether the taxonomy specifies
agent’s specific requirements.”?
Does the scale purport to measure
“The overall satisfaction to the
taxonomy.”?
Does the scale purport to measure
“The educational value of the case.”?

Table 4 shows the results of inter-rater reliability. The Fleiss’ Kappa is 0.46,
indicating a moderate agreement. The CVI for each item and overall is shown in Table 5.
The average item-level CVI is 0.95. The average rater-level CVI is = 0.95.
Table 4. Responses of inter-rater reliability in the pre-assessment.
Item 1
Item 2
Item 3
Item 4
Item 5
Item 6
Item 7
Item 8
Rater 1
4
4
4
4
5
4
4
5
Rater 2
5
5
5
5
5
5
5
5
Rater 3
4
4
4
3
4
5
4
5
Rater 4
4
4
4
3
4
4
4
5
Rater 5
4
4
5
4
5
4
4
4
Rater 6
4
4
3
4
4
3
4
5
Note: 1=strongly disagree; 2=disagree; 3=neither agree nor disagree; 4=agree; 5=strongly agree.
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Table 5. Responses of content validity in the pre-assessment.
Item
1
5
4
3
3
4
4

Item
2
4
4
4
4
4
4

Item
3
4
4
4
4
4
4

Item
4
4
5
2
2
4
4

Item
5
5
4
4
4
4
4

Item
6
5
4
4
4
4
4

Item
7
4
4
4
4
4
4

Item
8
5
5
4
4
4
4

Proportion
relevant
1.00
1.00
0.87
0.87
1.00
1.00

Rater 1
Rater 2
Rater 3
Rater 4
Rater 5
Rater 6
Item
1.00
1.00
1.00
0.66
1.00
1.00
1.00
1.00
CVI
Note: The CVI is counted when all raters select a scale of either 3 or 4 on an item. 1=Not
relevant, 2=Somewhat relevant, 3=Quite relevant, 4=Highly relevant.

Phase two. Three domain experts who are experienced in reviewing patient safety
reports participated in the evaluation. They were asked to review five randomly selected
cases from WebM&M while taking the survey to assess the ontology. Table 6 shows the
statistical results. The ontology reached an average of 4.39 (87.83%) on the 5-point scale.
Table 6. Statistical results from the survey instrument.
Mean
SD
Percentage

Item 1
4.33
0.61
86.66

Item 2
4.80
0.41
96.00

Item 3
4.66
0.48
93.33

Item 4
4.00
0.53
80.00

Item 5
4.60
0.50
92.00

Item 6
4.33
0.48
86.66

Item 7
4.06
0.25
81.33

Item 8
4.33
0.72
86.66

Mean
4.39
0.50
87.83

4.2 Ontology Population
Ontology population is a crucial step of ontology construction relates concepts and
relations that are defined in an ontology to the text in a domain we concerned. It also
enables a variety of ontology-related applications such as natural language processing
(NLP), information retrieval, and semantic reasoning.
4.2.1 Dataset
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A corpus of real-world patient safety reports is used in the ontology population. These
reports are obtained from a university hospital in the US. In this corpus, a total number of
221,109 terms were tokenized from 2919 reports.
4.2.2 Methods
Ontology population is often performed through automated methods especially when it
comes to a large-scale ontology or corpus. In the present work, I employed manual
procedure since the corpus of interest is in a comparatively small size.
The annotation was performed using BRAT, which is a web-based text annotation
tool (Stenetorp et al., 2012). Two coders completed the ontology population following
these procedures: (1) Each annotator is assigned to annotate the corpus independently; (2)
Each annotator reviews the reports and annotate terms with the corresponding classes; (3)
Cross-validation is performed between the two annotators; (4) The task is complete after
a few iterations when no major revision remains needed.
4.2.3 Demonstration
Figure 3 shows a screenshot of BRAT interface. A span of text instances is labeled for
annotation by assigning predefined classes from the concept ontology. Text instances that
are labeled with the same colored bubble share the same ancestor class. The lettering on
the bubble indicates the most specific classes of text instances.
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Figure 3. A screenshot of BRAT interface, demonstrating annotated text instances.
I presented an example of using semantic reasoning to infer the evidence of
medical incidents. In the following fragment of text, ‘Pt was noted to be sitting on the
side of the bed as he had done many times before without any difficulty or c/o. Pt was
found on the floor next to his bed on his back and yelling for help.’, a subject-predicateobject triple can be determined as ‘Pt-sit-bed’. A simple example of medical incidents
can be determined by linking a number of terms through object properties, i.e., relations
between entities. Figure 4 demonstrates two examples in which a ‘patient fall’ incident
can be determined. A ‘patient fall’ incident can be inferred by defining semantic rules.
Classes (i.e., Person, Patient, Activity, PatientActivity, PatientOutcome, IncidentType,
and Fall), object properties (i.e., involvesActivity, hasParticipant, and hasOutcome), and
other predefined properties in the ontology may be used in the reasoning process. By
defining more classes, object properties, and rules, the range of semantic evidence we
could reason about should expand.
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(a)
Explanation 1:

Explanation 2:

Explanation 3:

(b)
Activity
involvesActivity

hasParticipant

IncidentType

Person
hasOutcome

hasParticipant

PatientOutcome

(c)

Figure 4. An example of inferred terms. (a) Two rules that infer a ‘patient fall’ incident.
(b) Three inferences suggested by HermiT 1.3.8 in Protégé. ‘patientfall’ is inferred as an
instance of ‘Fall’. (c) A diagram of designed logical path applied in the example. (Liang
& Gong, 2016)
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Chapter 5: Classifying Multi-labeled Patient Safety Reports
A patient safety report contains one or more error-related factors that also reside in some
other reports. The co-occurrences and relations of these factors across a number of
reports may be helpful of disclosing multiple yet intrinsically related factors that
contribute to the errors. Furthermore, understanding the multi-faceted nature of patient
safety reports is a key to disclose system vulnerabilities of health care. In this chapter, I
discussed the multi-labeled nature of patient safety reports and its clinical value.
Subsequently, I developed multi-label text classifiers that are suited for patient safety
reports. The proposed solutions can be used to assist conventional classification
procedure with significantly reduced human labor.
5.1 Multi-labeled Patient Safety Reports
A range of entities in their nature belongs to one or more categories. In some scenarios,
an entity is associated with only one single label. This is known as single-label
classification. When an entity is associated with multiple labels, this is known as multilabel classification.
Oftentimes, patient safety reports can be categorized with a number of pre-defined
labels that fall into various categories such as incident types, contribution factors, etc.
The multi-labeled patient safety reports carry invaluable information for safety
improvement. Studies of patient safety reports tend to survey types and frequencies of
errors but draw less attention to the co-occurrences and relations of factors from the angle
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of aggregate analysis. However, such information may provide critical insights into the
root causes of errors. In a study, researchers discovered that 42% of the reports are
associated with more than two contribution factors. The increase in the number of
contribution factors per report indicates the increased severity of harm (P. J. Pronovost,
Thompson, et al., 2006).
The multi-labeled patient safety reports can be better understood if they can be
well organized. Not like single-labeled data, the multi-labeled data can be measured by a
number of angles. Below I introduced several metrics of measuring multi-labeled patient
safety reports by demonstrating a dataset that contains 2919 reports from a university
hospital.
5.1.1 Label Frequency
In opposition to the single-labeled dataset, a multi-labeled dataset contains one or more
labels associated with each example. The frequency of each label across the corpus
provides a general view of the distribution of labels (Table 7). But this measure provides
limited explanation of data such as how many examples have more than two labels.
Therefore, I introduced label cardinality (Equation 1) and label density (Equation 2) that
provide a measure of such information (Tsoumakas & Katakis, 2006).
𝐿𝐶𝑎𝑟𝑑(𝐶) =
𝐿𝐷𝑒𝑛𝑠(𝐶) =

!
!!!

𝑦!

𝑁
1
𝐿𝐶𝑎𝑟𝑑(𝐶)
𝐿

(1)
(2)

N denotes the number of documents in the corpus C. y is the number of labels
associated with an individual document. L denotes the total number of labels. Therefore,
the patient safety dataset has a label cardinality of 2.89 and label density of 0.05. Most of
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the publicly accessible multi-labeled datasets have a label cardinality ranging from 1 to
almost 20 (Read, 2010). The label cardinality of this patient safety reports is smaller than
many non-text datasets. For example, Yeast dataset has a higher label cardinality of 4.24,
as most of the genes have various expressions and functions (Elisseeff & Weston, 2001).
MediaMill dataset contains news video annotations, which also reveals a higher label
cardinality of 4.38 (Snoek, Worring, Van Gemert, Geusebroek, & Smeulders, 2006). In
comparison with text datasets, such as Medical dataset (𝐿𝐶𝑎𝑟𝑑 = 1.25) (Pestian et al.,
2007) and OHSUMED (𝐿𝐶𝑎𝑟𝑑 = 1.66) (Hersh, Buckley, Leone, & Hickam, 1994), the
patient safety reports have a higher label cardinality, proved to be a tagging multi-label
task.
Table 7. Label space and frequency of 2919 patient safety reports.
Top Level Category
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Incident Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type

Label
Behavior
Blood Product
Clinical Administration
Device
Documentation
Fall
Medication
Medication IV
Nutrition
Oxygen/Gas/Vapor
Perinatal
Pressure Ulcer
Procedure/Test/Treatment
Surgery/Anesthesia
Adverse Drug Reaction
Aggression
Dislodgement/Misconnection/Removal
Document Missing/Unavailable
Failure/Malfunction
Fall at Bed
Fall at Chair
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Frequency
170
45
253
317
160
359
237
796
36
40
51
25
861
30
258
28
96
98
105
110
27

Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Error Type
Harm
Harm
Harm
Harm
Harm
Contributing Factor
Contributing Factor
Contributing Factor
Contributing Factor
Contributing Factor
Contributing Factor
Contributing Factor

Inappropriate Device
Inconsiderate/Rude/Hostile/Inappropriate
Noncompliant/Uncooperative/Obstructive
Not Performed When Indicated
Omitted Medicine Dose
Risky/Reckless/Dangerous
Unavailable
Unclean Unsterile
Unclear/Ambiguous/Incomplete Information
User Error
Wrong Body Site
Wrong Delivery Mode/Route
Wrong Diet
Wrong Document
Wrong Dose
Wrong Drug
Wrong Frequency/Rate
Wrong Patient
Wrong Process/Treatment/Procedure
Wrong Quantity
Wrong Storage
Death
Disability
Disease
Injury
Suffering
Behavioral Factor
Cognitive Factor
Communication Factor
Emotional Factor
Organizational Factor
Pathophysiologic Factor
Performance Factor

33
56
98
393
90
66
151
17
40
15
8
10
33
34
204
95
22
89
401
23
13
10
1
13
123
233
169
14
256
15
45
48
1513

5.1.2 Co-occurrence Probability
The co-occurrence probability measures the probability of multiple labels when they
occur together. It describes critical relational information of labels in solving a number of
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multi-label problems (Godbole & Sarawagi, 2004; Ji, Tang, Yu, & Ye, 2008; Mencia &
Fürnkranz, 2008; Read, Pfahringer, & Holmes, 2008; Sun, Ji, & Ye, 2008; Yan, Tesic, &
Smith, 2007). This can be important in text classification. When using bag-of-words
(BOW) to represent a corpus, the co-occurrence of labels across documents is considered
relevant to a number of co-occurred terms across the same documents.

Figure 5. Network visualization of co-occurrence probability of labels in 2919 patient
safety reports.
For demonstration, I used network visualization (Figure 5) and heat map (Figure
6) to show the co-occurrence probability. In Figure 5, each node represents a label used
in the corpus. The thickness of edge that links a pair of two nodes indicates the frequency
of co-occurrence of the two labels. For example, the label ‘PerformanceFactor’ has a high
frequency in presence with either ‘ProcedureTestTreatment’ or ‘MedicationIV’. The label
‘Disability’ hardly has any co-occurrence with other labels, as it has a prior frequency of
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one (see Table 7). Similarly, the heat map represents the co-occurrence frequency of two
labels by altering the darkness of the color in a matrix where each axis is a list of the
entire 54 labels.

Figure 6. Heat map of co-occurrence probability of labels in 2919 patient safety reports.
5.2 Multi-label Classifiers
The increase in the number of reporting promotes the need for developing comprehensive
classification systems and effective tools of classifying reports. Developing a uniform
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classification system has been a focal research topic in the starting stage following the
IOM’s report ‘To Err Is Human’.
5.2.1 Patient Safety Classification System
The foundation of patient safety classification is a comprehensive classification system.
In the case of patient safety, such a classification system should be able to identify factors
and causes of an event from multiple dimensions. Initial effort of developing a
classification system were made in a number of specific health care domains including
primary care (Dovey et al., 2002; Makeham, Dovey, County, & Kidd, 2002), medication
(Betz & Levy, 1985; Dunn & Wolfe, 1997; Snyder et al., 2007), nursing (Benner et al.,
2002; A. Woods & Doan-Johnson, 2002), intensive care (Holzmueller et al., 2005; Nast
et al., 2005; Rothschild et al., 2005), and transfusion reactions (Kaplan, Battles, Schaaf,
Shea, & Mercer, 1998). Following these accomplishments, the Joint Commission on
Accreditation of Healthcare Organizations (JCAHO) developed a patient safety event
taxonomy as a common classification system that encompasses specific health care
domains and a classification scheme in general (A. Chang et al., 2005). The JCAHO
taxonomy consists of five top categories that are used for defining and categorizing
specific labels from an event including impact, type, domain, cause, and prevention or
mitigation. Supported by the Agency for Healthcare Research and Quality (AHRQ), the
Common Formats are also used in the US hospitals as a reporting standard that facilitates
classification and data sharing with Patient Safety Organization (Clancy, 2010). To
facilitate the information exchange of patient safety from an international perspective, the
World Health Organization (WHO) also led to developing the International Classification
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for Patient Safety (ICPS) (Sherman et al., 2009) as well as a number of applications
based on ICPS (Souvignet et al., 2011).
5.2.2 Manual Classification
Presently, a majority of classification is performed by manual effort, which is laborintensive and time-consuming. However, the rapid increase in reporting and research
demands calls for an efficient and reliable solution for classification tasks. Aside from the
efficiency problem, recent studies indicated seriously mislabeled problems caused by
manual procedures (Gong, 2011). In Figure 7, I replicated the comparison between
mislabeled reports and re-evaluated reports in a recent study (Gong, 2011). The reevaluation procedures identified 12% of ‘patient fall’ events from ‘miscellaneous’
reports, and 4% of ‘un-witnessed’ cases from ‘patient fall’ reports that are labeled as
‘others’, which means reports that can not be further categorized.

Figure 7. Data consistency problem in the manual classification of patient safety reports.

5.2.3 Automated Classification
Automated classification is the task of using computers to learn associations between
examples and labels. In patient safety reports, an example denotes an individual report
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from a corpus. Within the scope of this study, the automated classification is supervised
since the labels are pre-defined. In other words, a classifier is built and trained by a set of
manually labeled reports. This classifier will be used to predict only candidate labels that
have learned from the training process.
As opposed to single-label classification, an example in multi-label classification
may be associated with more than one label. The labeling procedures may be intuitive in
the human cognitive processes but create significantly complex computational process.
Firstly, the training of a classifier is affected by many factors including the co-occurrence
frequency of labels, and hierarchical label relations (Labrou & Finin, 1999; Tsoumakas &
Katakis, 2006). Multi-label algorithms must take these pieces of information into account
but can easily lose feasibility or scalability by introducing sharply increased
computational complexity (Read, 2010). Secondly, the evaluation of multi-label
classification requires additional metrics. As such, the exact match that is widely used in
single-label classification may not be a sufficient metric since a report may be labeled
partially correct.
Presently, multi-label algorithms can be categorized into two approaches in
general: problem transformation and algorithm adaptation. Problem transformation
methods transform the multi-label problems in a number of single-label problems where a
single-label problem can be solved by a range of single-label algorithms. The Binary
Relevance (BR) method is the fundamental algorithm in problem transformation
approach (Godbole & Sarawagi, 2004; Tsoumakas & Katakis, 2006; Zhang & Zhou,
2005). It transforms a multi-label problem into a list of binary problems where singlelabel classifier learns the relevance of each label. Though BR can be theoretically
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equipped with any single-label algorithms, it has been criticized for failure to consider
label correlations (Elisseeff & Weston, 2001; Godbole & Sarawagi, 2004; Park &
Fürnkranz, 2008; Yan et al., 2007; Zhang & Zhou, 2007). In addition, the performance of
BR can be suffered from imbalanced datasets (Ráez, López, & Steinberger, 2004). The
PairWise classification (PW) method transforms a multi-label problem into a list of
single-label problems where each classifier learns the association between an example
and a pair of labels (Fürnkranz, Hüllermeier, Mencía, & Brinker, 2008; Hüllermeier,
Fürnkranz, Cheng, & Brinker, 2008). The PW is not applicable to overlapped labels and
has been criticized for its poor time efficiency (Petrovskiy, 2006; Ráez et al., 2004).
Label Combination (LC) method transforms the multi-label problem into a list of singlelabel problems where each single-label problem represents a unique combination of
multiple labels in the dataset. Arguably, LC suffers the problem of time complexity, as it
creates as many single-label classifiers as there possible combinations of labels in the
dataset (Cheng & Hüllermeier, 2009; Read et al., 2008; Tsoumakas & Katakis, 2006;
Veloso, Meira Jr, Gonçalves, & Zaki, 2007). The Ranking and Threshold (RT) method
transforms multi-label problems into a list of single-label problems where each example
is assigned to all relevant labels with confidence values (Tsoumakas & Katakis, 2006).
Labels that have confidence values greater than a certain threshold are output as predicted
labels. A major problem is that the threshold may be difficult to account for (Read, 2010).
Classifier Chains (CC) is an optimized method based on BR in which it overcomes the
problem of missing label dependency while still maintains BR’s computational efficiency
(Read, Pfahringer, Holmes, & Frank, 2011). Pruned Sets (PS) is an emerging method that
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centers only on the important correlations by pruning sets of labels. It is reported to be
efficient while maintaining a relatively high accuracy (Read et al., 2008).
Algorithm adaptation methods modify specific algorithms to perform multi-label
tasks, which are suited to a specific domain only (Tsoumakas & Katakis, 2006). For
example, the C4.5 algorithm was adapted for multi-label tasks in biological datasets
(Clare & King, 2001; Vens, Struyf, Schietgat, Džeroski, & Blockeel, 2008). Bayes-based
classifiers (McCallum, 1999) and boosting algorithms (Freund & Schapire, 1995;
Schapire & Singer, 2000) have been used for text classification. An in-depth discussion
of other available algorithms is beyond the scope of this dissertation.
5.3 Evaluation of Multi-label Classifiers
5.3.1 Dataset
I used a corpus consisting of 2919 de-identified patient safety reports from a university
hospital. The original corpus contains 54 labels with the 𝐿𝐶𝑎𝑟𝑑 being 2.89 (Table 7). To
avoid extreme label imbalance, minority labels with a frequency below 50 were removed,
resulting in 28 labels (𝐿𝐶𝑎𝑟𝑑 = 2.58) for classification experiments.
5.3.2 Evaluation Metrics
I considered both essential evaluation metrics that are used in the single-label
classification and the ones that are adapted for multi-label classification. The 0/1 Loss is
a loss measure that assigns a ‘1’ only if a label set is predicted exactly correct. It is
defined as
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where 𝑌 denotes the predicted set of labels; 𝑌 denotes the exact set of labels.
Hamming Loss is the measure of labels that are incorrectly predicted. Instead of
penalizing the incorrect match between two sets of labels, Hamming Loss measures only
the symmetrical difference between individual labels. Therefore, it is more forgiving than
0/1 Loss. Hamming Loss can be referred as a partial match metrics whereas 0/1 Loss
measures exact match. In multi-label classification, the form of Hamming Loss is defined
as
1
𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝐿𝑜𝑠𝑠 = 1 −
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I also employed a multi-label accuracy measure that has been widely used in
multi-label classification (Godbole & Sarawagi, 2004). The form is defined as
1
𝑀𝑢𝑙𝑡𝑖 − 𝑙𝑎𝑏𝑒𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁

!
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I also employed micro F measure over labels. The generic F measure can be
interpreted as the weighted average of precision and recall. The generic form of F
measure is given as
𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =

2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(6)

In single-label classification, precision is the fraction of retrieved documents that
are relevant to a given label. It measures the ability of a classifier not to label a document
as relevant when it is not.
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑦∩𝑦
𝑦

(7)

The recall is the fraction of relevant documents that are retrieved. It measures the
ability of a classifier to retrieve more relevant documents as possible.
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑦∩𝑦
𝑦

(8)

In multi-label classification, the generic F measure can take a number of forms
depending on different approaches of averaging metrics. Micro F measure was employed
in this dissertation. Intuitively, micro F measure favors labels containing more
documents, as it counts global metrics where labels with more documents have more
weights. It is defined as
𝐹!"#$% = 𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 (𝑦!,! , 𝑦!,! )

(9)

In addition, I also considered the build time of models as a measure of
computational complexity. I did not include Received Operating Characteristics (ROC)
analysis since there is no suited ROC analysis for multi-label classification in the context
of a label imbalance problem (Lachiche & Flach, 2003).
5.3.3 Methods
I chose the problem transformation approach where a multi-label classification problem
is transformed into a number of single-label classification tasks. This approach requires a
problem transformation algorithm in conjunction with a single-label algorithm that serves
to build base classifiers. To perform the comparison, I chose a number of welldocumented problem transformation algorithms considering both feasibility and
computational complexity (Table 8). Note that PW is not included due to the significant
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computational complexity. For the parameter selection for PS, I used the optimized
parameters given that the corpus has a label cardinality of 2.58 and a number of 28 labels
(Read et al., 2008). For the selection of single-label classifiers I employed Naïve Bayes
(John & Langley, 1995), Support Vector Machine (SVM) (C. C. Chang & Lin, 2011), kNearest Neighbor (kNN) (J. Wang & Zucker, 2000), Decision Tree (Quinlan, 1986), and
Decision Rule (W. W. Cohen, 1995). Note that the Neural Networks is a well-known
approach but not included in the experiments because of the significant build time. Table
9 shows these single-label classifiers.
Table 8. Problem transformation algorithms used in the experiments.
Algorithm
Binary Relevance
Label Combination
Ranking and Threshold
Classification Chains

Abbreviation
BR
LC
RT
CC

Pruned Sets

PS

Parameter
p = {1, 3}
n = {0}

Table 9. Single-label classification algorithms used in the experiments.
Algorithm
Naïve Bayes
Support Vector Machine
k-Nearest Neighbor
Decision Rule
Decision Tree

Abbreviation
NB
SVM
kNN
DR
DT

Implementation
NaiveBayes
LibSVM
IBk
JRip
J48

Parameter
Linear SVM
k=1
-

Since these binary classifiers are not originally designed to process text data, I
prepared the corpus as follows. (1) Snowball stemmer was used to reduce inflected terms
to theirs root form (Porter, 2001). (2) Rainbow list was used to remove stop words
(McCallum, 1998). (3) The Alphabetic tokenizer was used to break a string of text into
terms. (4) Lower case token was applied to all the terms. (5) TF-IDF (term frequency44

inverse document frequency) was used in the transformation of documents into a bag-ofwords (BOW) matrix keeping 1000 unique terms (Salton & Buckley, 1988).
The experiments were performed on a 64 bit OS system with a processing power
of 2.2 GHz/4 Cores/8 Threads and a memory of 8 GB RAM. Python 3.0 was employed to
pre-process the corpus. The model training, evaluation, and statistics were performed on
WEKA 3.6 (Hall et al., 2009) and MEKA 1.9.0 (Read, Reutemann, Pfahringer, &
Holmes, 2016). I employed 5×2 fold cross validation to randomize data and average
results. The randomization was stratified per category of labels.
5.3.4 Results
The results were organized to demonstrate the comparison of problem transformation
algorithms and single-label classification algorithms, respectively. The rank is based on
averaged score by each metric. The results in Table 10 show that the selection of problem
transformation algorithms leads slight difference in terms of the exact match, in which
BR and LC show a marginal advantage. Naïve Bayes shows a slightly higher rate of exact
match. The combination of BR and Naïve Bayes (0/1 Loss = 0.987) is the best
combination.
Table 10. 0/1 Loss for different multi-label classifiers.
NB
*0.987±0.008
0.990±0.001
0.989±0.001
0.994±0.001
PS (p=1, n=0)
0.990±0.001
PS (p=3, n=0)
0.990±0.001
Rank
1
* Best performance.
BR
LC
RT
CC

SVM
0.990±0.007
0.993±0.002
0.995±0.003
0.992±0.000
0.993±0.002
0.993±0.002
2

kNN
0.997±0.001
0.996±0.001
0.998±0.002
0.993±0.004
0.996±0.001
0.996±0.001
3
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DR
0.999±0.001
0.998±0.002
1.000±0.000
0.999±0.000
0.998±0.002
0.997±0.001
5

DT
0.999±0.000
0.995±0.000
0.999±0.000
0.997±0.001
0.998±0.001
0.998±0.002
4

Rank
1
1
6
4
4
3

The measure of Hamming Loss is shown in Table 11. LC and PS (p = 3) show an
overall better performance than others. SVM is the best classifier in terms of the partial
match. The best combination appears to be the SVM in conjunction with RT (Hamming
Loss = 0.115).
Table 11. Hamming loss for different multi-label classifiers.
NB
BR
0.149±0.001
LC
0.139±0.010
RT
0.154±0.001
CC
0.180±0.002
PS (p=1, n=0) 0.139±0.010
PS (p=3, n=0) 0.139±0.010
Rank
2
* Best performance.

SVM
0.146±0.001
0.136±0.009
*0.115±0.017
0.145±0.002
0.136±0.009
0.136±0.009
1

kNN
0.300±0.146
0.127±0.024
0.170±0.003
0.125±0.019
0.127±0.024
0.127±0.024
5

DR
0.158±0.012
0.150±0.006
0.162±0.006
0.145±0.009
0.150±0.006
0.149±0.005
4

DT
0.153±0.007
0.151±0.002
0.163±0.006
0.140±0.000
0.154±0.000
0.149±0.000
3

Rank
6
1
5
4
3
1

In Table 12, BR appears to be the best problem transformation algorithm. In the
comparison of base classifiers, Naïve Bayes shows the best performance. Naïve Bayes in
conjunction with CC (Multi-label Accuracy = 0.128) appears to be the best combination.
Table 12. Multi-label Accuracy for different multi-label classifiers.
NB
0.121±0.003
0.098±0.007
0.118±0.008
*0.128±0.003
PS (p=1, n=0)
0.098±0.007
PS (p=3, n=0)
0.098±0.007
Rank
1
* Best performance.
BR
LC
RT
CC

SVM
0.108±0.000
0.088±0.010
0.077±0.029
0.113±0.004
0.088±0.011
0.086±0.010
3

kNN
0.078±0.003
0.042±0.025
0.068±0.008
0.045±0.027
0.042±0.026
0.041±0.025
5

DR
0.127±0.021
0.056±0.046
0.107±0.012
0.122±0.013
0.057±0.042
0.062±0.040
4

DT
0.116±0.016
0.104±0.004
0.114±0.004
0.090±0.002
0.091±0.012
0.084±0.012
2

Rank
1
4
3
2
5
6

Table 13 shows that BR and CC performed better than other problem
transformation algorithms. Naïve Bayes is the best base classifier overall. The best
combination is CC in conjunction with Naïve Bayes (F = 0.222).
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Table 13. Micro F measure for different multi-label classifiers.
NB
0.212±0.008
0.173±0.004
0.185±0.007
*0.222±0.006
PS (p=1, n=0)
0.173±0.005
PS (p=3, n=0)
0.173±0.005
Rank
1
* Best performance.
BR
LC
RT
CC

SVM
0.184±0.008
0.166±0.009
0.118±0.048
0.197±0.005
0.165±0.009
0.163±0.007
3

kNN
0.152±0.007
0.088±0.049
0.122±0.010
0.092±0.047
0.087±0.049
0.084±0.049
5

DR
0.219±0.027
0.101±0.079
0.190±0.018
0.209±0.017
0.104±0.073
0.111±0.069
4

DT
0.206±0.017
0.180±0.008
0.192±0.005
0.165±0.013
0.163±0.014
0.157±0.016
2

Rank
1
4
3
2
5
6

Figure 8 shows the comparison of precision and recall. CC in conjunction with
Naïve Bayes (Δ = 0.105), SVM (Δ = 0.041), and Decision Rule (Δ = 0.116), respectively,
reveal much higher recall comparing to precision, indicating a number of incorrect labels
were predicted giving the relatively higher fraction of correctly predicted labels.
As shown in Table 14, PS is the most efficient problem transformation algorithm
as it uses the shortest build time. In terms of the base classifiers, Naïve Bayes, SVM, and
kNN used less build time than the others. The best combination is PS (p=1) and kNN
(Model build time = 0.015).
Table 14. Model build time in second for different multi-label classifiers.
NB
8.038±0.656
0.244±0.052
0.669±0.102
4.316±0.047
PS (p=1, n=0) 0.181±0.042
PS (p=3, n=0) 0.196±0.172
Rank
2
* Best performance.
BR
LC
RT
CC

SVM
10.431±1.914
49.118±40.739
7.555±3.627
8.288±1.343
8.674±6.645
2.512±1.236
3

kNN
0.255±0.061
0.017±0.003
0.212±0.050
0.853±0.072
*0.015±0.004
0.016±0.003
1
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DR
67.507±5.464
121.729±53.651
43.753±6.663
67.710±8.452
54.099±14.884
33.736±3.116
5

DT
51.946±11.622
23.681±3.255
64.410±26.796
42.142±7.905
16.696±0.459
14.871±0.508
4

Rank
5
6
3
4
2
1

Figure 8. Precision and recall for different multi-label classifiers.
Figure 9 shows the interaction between F measure and model build time for Naïve
Bayes in conjunction with different problem transformation algorithms. There is a tradeoff between predictive performance (i.e., F measure) and efficiency (i.e., model build
time) except for the combination of CC and Naïve Bayes. It reveals highest F score but
relatively short model building time when Naïve Bayes is employed in conjunction with
CC, indicating that this combination is well balanced between predictive performance
and efficiency.
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Figure 9. Interaction between F measure and model build time for Naïve Bayes.

5.3.5 Discussion
From quantity to quality measure. I provided a novel perspective to investigate
the nature of patient safety reports, that is a report can be categorized by multiple labels.
This argument corresponds to the Swiss cheese model that is frequently referred as a
metaphor of health care systems (J. Reason, 2000). Errors are multi-faceted if they are
viewed in a health care system where system failures are preventable based on a number
of seemingly independent components. Such a component may refer to clinical
administration, treatments, uses of medical equipment, etc., while each one may produce
unintended consequences. A systems failure occurs when by chance all the components
produce errors. However, a systematic view of these components can be obtained only if
the reports are well categorized and, as a consequence, the aggregate analysis is made
available.
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The multi-labeled perspective of reports motivates a shift from quantity to quality
measure. Patient safety studies have made remarkable progress, notably in constructing a
nationwide reporting mechanism and the ongoing focus on reducing harm by learning
from lessons. These efforts have largely increased the number of reports, establishing a
quantitative measure of patient safety such as the distribution of occurrences and
frequency of errors. But this does not constitute a quality measure. For example, little is
known about the vulnerabilities of the health care system. I argue that one crucial gap is
the limited understanding of reports, especially the intricate relations of the components
involved in a report. When the volume of reports increases, such relational information
becomes even more robust, and indicates system vulnerabilities. A prerequisite of
performing quality measure as such is the capability of extracting complex components
from large number of reports. In this study, a multi-labeled approach was suggested.
Clinical implementation. The findings hold promise to improve large-scale
classification of patient safety reports. The experiments suggested feasibility and
efficiency of using automated multi-label classification method to categorize patient
safety reports. In terms of predictive performance, the experiment suggested that BR and
CC to be the best problem transformation algorithms while Naïve Bayes is the best
single-label algorithm. To balance the predictive performance and efficiency, CC in
conjunction with Naïve Bayes or SVM performed well. In addition, PS is also a
promising method, as it largely reduced the model build time within a relatively small
decline of predictive performance.
More importantly, the multi-label classification can be implemented in the
existing event reporting systems so as to improve the existing single-labeled
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classification and manual process. Clinicians who are responsible for case review and
aggregate data analysis are expected to benefit from the automated classification.
However, note that automated classification may not completely replace human effort for
two reasons. Firstly, automated classification results are not expected to be as accurate as
manual results. The automated classification results should serve as a reference source
during the human review process. Secondly, automated classification has limited capacity
for predicting rare cases since it is performed based on a certain amount of existing data.
Rare cases are valuable since they may also provide crucial insights into medical errors.
Within the scope of implementing automated classification in the reporting
systems, I further suggested a uniform classification scheme, which should provide a
consistent and up-to-date classification hierarchy across health care providers. This is
important to automated classification because the classification is supervised relying on
predefined labels to predict unlabeled reports. In the U.S., the Common Formats are
widely used as a reporting guideline and classification schema nationwide. To extend the
Common Formats’ influence in guiding multi-label classification, additional work must
be done to develop a calcification hierarchy that supports automated classification
directly, such as developing an ontological representation of patient safety reports (Liang
& Gong, 2016).
Limitation and future directions. This study may be limited in the label
imbalance problem, particularly in the context of automated multi-label classification.
One observation is that the label imbalance is inevitable in multi-label classification. The
minority labels are even more common in medical corpora because medical entities (e.g.,
diseases, treatments, phenotypes, etc.) are not evenly distributed in a population. For
51

example, minority labels can be ‘death’ as a ‘type of harm’, or ‘emotional factor’ as a
‘contribution factor’ in the corpus. However, the label imbalance problem may be
partially solved. Instead of creating synthesized reports for minority labels, I removed
extremely biased labels. It may lose some minority labels that are clinically important.
Therefore, in the current stage, we still need human guidance on categorizing minority
labels. In the future, I plan to enrich the corpus both in volume and sources.
The overall predictive performance is comparatively moderate. This is partial
because I did not choose to perform feature selection and other manipulations that ought
to boost the performance, and the fact that the 5×2 fold cross validation purports to find
the most competitive classifiers under limited resources. Other interpretations may be the
intricate semantic information and loss of information in the real-world patient safety
reports. In the next step, I will investigate the effect of semantic information and domain
knowledge in the classification tasks.
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Chapter 6: Exploiting Semantic Representation in Text Classification
The tradition of studying semantic representation has been seen in the fields of cognitive
psychology, linguistics, and computer science. In biomedical informatics, semantic
representation also plays a significant role in terms of enabling human-created
information for computational applications such as information retrieval, machine
learning, and natural language processing (NLP). In this chapter, I sought to explore the
usefulness of semantic representation in the context of classifying patient safety reports.
Semantic similarity, as estimated from specific types of semantic representation, is
proposed to improve automated classification of patient safety reports.
6.1 Semantic Similarity
Studies of semantic similarity have been well documented in psycholinguistic research
(Collins & Loftus, 1975). Though debates remain, the nature of semantic similarity is
often recognized as an estimation of similarity between terms when it is referred in
biomedical NLP. In the biomedical domain, semantic similarity is highly relevant in
identifying semantic relations in a number of medical text (Rosario & Hearst, 2004). It
has also proven useful in aiding a wide range of NLP tasks, such as word sense
disambiguation (Banerjee & Pedersen, 2002; Patwardhan & Pedersen, 2006), spelling
correction (Budanitsky & Hirst, 2001), information extraction (Stevenson & Greenwood,
2005), and textual inference (Raina, Ng, & Manning, 2005). The measures of semantic
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similarity can be divided into two approaches in biomedical NLP: (1) ontology-based and
(2) distributional semantics.
Semantic information is vital to identify the most relevant terms. In the patient
safety reports, a suitable example is the semantic similarity, which refers to the
relatedness of two terms (Pedersen, Pakhomov, Patwardhan, & Chute, 2007; Pedersen,
Patwardhan, & Michelizzi, 2004). A high frequency of the term ‘fall’ may indicate that a
report speaks over a patient fall incident. Intuitively, terms such as ‘bedrail’,
‘wheelchair’, and ‘commode’ have direct or indirect associations with ‘fall’ but they are
sparse and weighted less in a classifier. Acquiring the semantic similarities of ‘fall –
bedrail’, ‘fall – wheelchair’, and ‘fall – commode’ may be helpful to improve the
predictive performance of a classification task.
6.1.1 Ontology-based Similarity
One early approach to estimating the semantic similarity is to measure semantic distance
between two terms based on a predefined concept map (e.g., ontology) (Ashburner et al.,
2000; Caviedes & Cimino, 2004; Lord, Stevens, Brass, & Goble, 2003; Rada, Mili,
Bicknell, & Blettner, 1989). The intuition is that the two concepts that are topologically
close to each other are considered to be semantically similar. Following this approach,
researchers have developed a measure of correlations between terms in a corpus
(Levenshtein, 1966; Spasić & Ananiadou, 2004; Wilbur & Yang, 1996). However, it has
come to our attention that this type of measure may be arbitrary as it gives equal weight
to all the edges in the ontology. It also does not consider distribution and frequency of
pairs of concepts and their parent concepts.
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Therefore, information content was introduced to calibrate the similarity measure
(Resnik, 1995). The notion of information content is originally proposed in the
information theory where the bits of information to identify a given event is concerned in
a probability space. For each concept 𝑐 in a probability space, the information content is
defined as
𝐼𝐶(𝑐) = −𝑙𝑜𝑔𝑃(𝑐)

( 10 )

With the notion of information content, ontology-based similarity measure
evolved into various forms depending on the idea of how the parent and child concepts
are taken into account. The Resnik measure relies on the information content of the least
common subsumer (LCS) of a pair of concepts (Resnik, 1995). LCS denotes the most
specific concept that is an ancestor of both concepts (Pedersen et al., 2004). The Resnik
measure takes the form of
𝑅𝑒𝑠𝑛𝑖𝑘(𝑐! , 𝑐! ) = 𝐼𝐶(𝐿𝐶𝑆(𝑐! , 𝑐! ))

( 11 )

A notable problem of Resnik measure is that different pairs of concepts that share
the same LCS are given the same similarity score. Two variants of Resnik measure aim to
address the problem. Both Lin measure (Lin, 1998) and Jiang measure (Jiang & Conrath,
1997) take into account of the frequency of specific concepts from slightly different
angles. The Lin measure is defined as
𝐿𝑖𝑛(𝑐! , 𝑐! ) =

2 ∙ 𝑅𝑒𝑠𝑛𝑖𝑘(𝑐! , 𝑐! )
𝐼𝐶(𝑐! ) + 𝐼𝐶(𝑐! )

( 12 )

The Jiang measure is defined as
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𝐽𝑖𝑎𝑛𝑔(𝑐! , 𝑐! ) =

1
𝐼𝐶(𝑐! ) + 𝐼𝐶(𝑐! ) − 𝑅𝑒𝑠𝑛𝑖𝑘(𝑐! , 𝑐! )

( 13 )

The ontology-based similarity measures have proven effective in the biomedical
NLP domain. Computational tasks such as information retrieval, word-sense
disambiguation, and spelling correction, desire the use of semantic similarity due to the
intricate taxonomy of terminologies and widespread near synonymous terms (Pedersen et
al., 2007). A growing number of studies and clinical implementations have been using
domain specific ontologies such as the Unified Medical Language System (UMLS)
(Bodenreider, 2004) and general English lexical ontology such as Word Net (Miller,
1995). Nevertheless, the discussion on this approach is of little value without a mention
of its limitations. A notable limitation is the labor-intensive process for developing a
specialized ontology. The other concern is that to what extent a manually designed
ontology can imitate human judgments of semantic similarity. The accuracy of similarity
measure depends on the completeness, plausibility, and many other factors of a designed
ontology.
6.1.2 Distributional Semantics
The idea of distributional semantics is derived from linguistics and cognitive psychology
in which the meaning of a term is indicated by the set of contexts (Firth, 1957). In the
past decades, this hypothesis has provided motivation to induce a ‘theory of meaning’
from large-scale corpus-based statistics. Most importantly, it suggests that terms that
appear in similar contexts are semantically similar (Z. S. Harris, 1954). In practice, the
distributional semantics exploits the cosine similarities encoded as the dot product of a
pair of terms, in which a term is represented as a vector that encodes the contexts it
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occurs in. Studies have shown that distributional semantic similarity measures are
consistent with human judgments (McDonald & Ramscar, 2001; Pakhomov, Finley,
McEwan, Wang, & Melton, 2016; Pedersen et al., 2007). Some other notable advantages
of this type of measure include efficiency and scalability. As opposed to ontology-based
semantic similarity, the generation of a distributional semantic model is unsupervised. In
some approaches, a model is capable of accommodating the growing size of the corpus
that is used for generating the model. In the following section, I introduced a number of
established approaches that are well documented in biomedical NLP. For an in-depth
discussion, the interested readers are referred to a systematic review by Cohen and
Widdows (T. Cohen & Widdows, 2009).
Latent Semantic Analysis. A well-known distributional semantic model is Latent
Semantic Analysis (LSA) (Landauer & Dumais, 1997; Landauer et al., 1998). LSA is
able to infer term associations across distinct contexts. This ability has been proved by
successfully achieving the average performance of synonym test in the Test of English as
a Foreign Language (TOEFL) by modeling a corpus designed to approximate an
American college freshman’s lifetime reading (Landauer & Dumais, 1997). In an LSA
model, each term is represented as a vector resulting in a high-dimensional space. Since
the dimension of this space corresponds to the occurrence of terms and the context each
term corresponds to, the size of the space is likely to grow beyond the computational
capacity depending on the size of the corpus. Singular Value Decomposition (SVD) is
used in most LSA models as a method of finding the best reduced-dimensional
approximates to the original space (D. I. Martin & Berry, 2007).
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Random Indexing. It is worth noting that the dimensionality reducing method
used in LSA demands a significant amount of processing power and memory. Recently,
Random Indexing (RI) has emerged as an alternative to overcome this problem (Kanerva
et al., 2000). RI is motivated by the idea that the distance information can be
approximately preserved in a dimensional-reduced subspace, e.g., Johnson-Linderstrauss
lemma (Johnson & Lindenstrauss, 1984). In an RI transformation, a context vector is
comprised of a great number of 0 values and a few of +1 or -1 values that are randomly
assigned. Vectors as such are likely to be orthogonal since the chance of having non-zero
values in the same dimension is little. See Figure 10. Therefore, RI scales at a linear rate
to the size of the corpus.

Figure 10. An explanatory diagram of the transformation of Random Indexing
transformation.
Sliding Window. Distributional semantics concerns the meaning of a term in a
context. Conventionally, this context is equivalent to a document where the statistical
distribution of a term is calculated. However, the meaning of a term may be concerned in
a window of surrounding terms alternatively. With the technique of sliding window, a
fixed span of terms is passing over the corpus, serving as the context. Accordingly, by
moving the window through the text, terms that co-occur within the window are recorded
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incrementally, producing a term co-occurrence matrix. The sliding window-based models
demonstrated a sizable correlation to human judgments (Lund & Burgess, 1996; Schulze,
1993). The use of sliding window, especially narrow window, appears to be better suited
to extract ‘paradigmatic’ relations. Studies have shown that a narrow sliding window can
better preserve part of speech and synonymous terms (Sahlgren, 2006).
6.2 Building Semantic Kernels for Multi-label Classification
One barrier in the classification of patient safety reports is the intricate domain
knowledge that is represented in human-like associations. Such knowledge is easy for
human to understand but difficult for machines to learn. Accordingly, the significant
computational complexity limits the performance of automated methods such as
machine-learning classification. Multi-label text classification is feasible for classifying
patient safety reports but may require an adaptation for improved performance and
reliability. Traditional text classification has been criticized for the lack of concern of
semantic similarity, especially in the context of the biomedical text.
It presents interesting challenges when we seek solutions of implementing
semantic similarity in a text classification task. The objective of text classification is to
train text classifiers to learn from the text so as to perform classification tasks
automatically. The initial step is to transform the text into a representation that is
computable for machine learning algorithms. A typical approach to such a representation
is ‘bag-of-words’ (BOW), which encodes each document as a term vector consisting of
frequency information of each term across the corpus. Accordingly, a corpus can be
represented as a term-document matrix. In specific, the BOW assumes the associations of
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these terms, such as the sequence and similarity between terms, are of minor impact.
However, one document may be close to another even if they barely share any term.
When it comes to the domain-specific text, such as biomedical text, the BOW is rather
limited in its ability to capture intricate semantic information (Siolas & D’Alché-Buc,
2000).
I aimed to improve the patient safety report classification by incorporating
semantic similarity in the text classification tasks. For a given corpus, term-term
similarities can be formatted in a symmetric matrix. Interestingly, kernel-based machine
learning algorithms distinguish the most relevant information on the dot product between
all possible pairs of document vectors. The use of dot product makes it a perfect case of
building a semantic kernel where the semantic similarity can be embedded by calculating
dot product between a similarity matrix and a term-document matrix (Cristianini, ShaweTaylor, & Lodhi, 2002; Siolas & D’Alché-Buc, 2000; P. Wang & Domeniconi, 2008).
The selection of kernel functions is intuitive and often depends on experience of the
researchers. Yet the linear kernel has proven effective in text classification (Siolas &
D’Alché-Buc, 2000; P. Wang & Domeniconi, 2008).
In the experiments, I measured term-term similarities by different approaches
discussed in the previous section. I proposed to use support vector machine (SVM), as it
is a state-of-the-art algorithm that is based on kernel functions (Cristianini & ShaweTaylor, 2000). In specific, linear kernel was employed to tackle text data.
6.2.1 Dataset
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The corpus is the same as in the multi-label classification experiments in Chapter 5. As a
reminder, the dataset consists of 2919 patient safety reports, tagged with 28 labels. This
corpus serves two roles: (1) the corpus for building distributional models; (2) the corpus
for evaluating classifiers.
6.2.2 Methods
I took both ontological and distributional semantic approaches to calculating term-term
similarity. For the ontological approach, I used three methods: (1) Resnik, (2) Lin, and
(3) Jiang methods. For distributional semantic approach, I used (1) LSA, (2) RI, and (3)
RI with different radii of window. The term-term similarity is embedded into kernel
functions in SVM. In the end, evaluation was performed by using SVM classifiers with
different kernel functions. In the following, I introduced detailed procedures.
Bag-of-words. I used the same BOW matrix that is generated in the multi-label
classification experiments in Chapter 5. For a clear notion of how the semantic kernel is
developed, each document in the BOW matrix is defined as follows:
𝑓 (𝑑) = [𝑡𝑓(𝑡! , 𝑑), 𝑡𝑓(𝑡! , 𝑑), 𝑡𝑓(𝑡! , 𝑑), … , 𝑡𝑓(𝑡! , 𝑑)] ∈ 𝑅!

( 14 )

where 𝑡𝑓(𝑡, 𝑑) is the TF-IDF value of a word t in document d. D is the size of the
dictionary of the corpus. In the matrix, each row represents a document; and each column
represents a term. As a result, a matrix of 2919 rows by 1031 columns is generated. Table
15 shows a fragment of the BOW matrix. Note that the matrix contains a great number of
zero values since the distribution of the weighted terms across the corpus is sparse
commonly.
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Table 15. An example of BOW matrix.
d1
d2
d3
d4
d5
d6
d7
d8
d9

follow food foot forceps forgot form found
0
0
0
0
0
0
0
0
0 2.847
0
0
0
0
0
0
0
0
0
0 1.292
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0 2.991 1.292

Similarity matrix. A similarity matrix 𝑆 is a symmetric matrix consisting of
term-term similarity values. In this matrix, 𝑆!" is larger when terms 𝑖 and 𝑗 are
semantically closer. A full combination of term pairs is derived from the BOW dictionary
of 1031 terms, resulted in 530,965 pairs. I used a fixed and relatively small number of
terms to generate the similarity matrix since it is suggested that the increase of number of
terms does not affect the classification performance significantly (Dumais, Platt,
Heckerman, & Sahami, 1998; McCallum, Rosenfeld, Mitchell, & Ng, 1998; Siolas &
D’Alché-Buc, 2000).
The ontology-based similarity is calculated by Resnik measure (Equation ( 11 )),
Lin measure (Equation ( 12 )), and Jiang measure (Equation ( 13 )), respectively. The
distributional semantic similarity is calculated using the Semantic Vectors package (v
5.9) (Widdows & Cohen, 2010). Table 16 shows an example of the similarity matrix.
Table 16. An example of similarity matrix.
follow food
foot forceps forgot form found
follow
1 0.100 -0.022 -0.074 0.061 0.048 0.011
food
0.100
1 -0.034
0.018 -0.081 0.045 -0.04
foot
-0.022 -0.034
1 -0.059 0.002 -0.053 0.036
forceps -0.074 0.018 -0.059
1 0.024 0.040 -0.086
62

forgot
form
found

0.061 -0.081 0.002
0.048 0.045 -0.053
0.011 -0.049 0.036

0.024
1
0.040 0.048
-0.086 -0.049

0.048 -0.049
1 0.070
0.070
1

Semantic kernel. A kernel function is the dot product between document vectors.
For example, a linear kernel is defined as:
𝐾(𝑥, 𝑦) = 𝑥 ! ∙ 𝑦 + 𝑐

( 15 )

where, 𝑥 and 𝑦 are vectors (e.g., either term vectors or document vectors), 𝑐 is an
optional coefficient. In the experiments, the 𝑐 is given a value of zero.
Since the similarity matrix provides an estimate of term-term similarity,
computation of vectors is required to embed the term-term similarity into document
vectors. A vector transformation is defined as follows:
𝑓 ! (𝑑) = 𝑓(𝑑) ∙ 𝑆

( 16 )

where, 𝑓(𝑑) is a document vector defined by BOW, S is the similarity matrix. Table 17
shows an example of the transformed document vector, which consists of semantically
enriched document vectors.
Table 17. An example of semantic kernel matrix.
d1
d2
d3
d4
d5
d6
d7
d8
d9

follow
-0.078
0.799
0.877
-0.121
-0.306
0.036
-0.638
0.052
0.830

food
foot forceps forgot form found
0.850 0.427
0.674 0.842 -0.654 0.058
0.881 -0.121
0.128 0.765 -0.927 0.110
3.065 2.099
2.898 2.760 -0.388 0.099
1.560 0.708
0.320 0.903 1.831 1.393
0.890 0.355
0.538 0.900 0.049 0.740
0.300 0.043 -0.058 0.106 0.156 -0.086
1.207 1.748 -1.066 0.616 -0.997 0.250
1.289 1.992 -0.817 1.969 0.072 0.593
2.948 1.166
1.466 2.569 0.146 1.509
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With the transformed document vectors, a linear kernel function now takes the
form:
𝐾 ! 𝑑! , 𝑑! = 𝑓 ! 𝑑! ∙ 𝑓 ! 𝑑!

!

= 𝑓 𝑑! ∙ 𝑆 ∙ 𝑆 ! ∙ 𝑓 𝑑!

!

+𝑐

( 17 )

Evaluation. The comparison was performed on SVM using different semantic
kernels across a number of multi-label algorithms that have been evaluated as effective in
Chapter 5: Binary Relevance (BR), Label Combination (LC), Ranking and Threshold
(RT), Classifier Chains (CC), and Pruned Sets (PS). The SVM, serving as the base singlelabel classifier, is implemented using LIBSVM (C. C. Chang & Lin, 2011). I used a 5×2
fold evaluation to randomize examples and aggregate statistical results.
6.2.3 Results
I performed benchmark comparisons between different semantic kernels. Note that I only
included the best result of sliding window method from a range of radii. Complete results
by different radii are enclosed as Appendix A.
Table 18 shows that kernels generated by RI with a window of 10-radius have the
highest exact match. RT appears to be the best problem transformation algorithm. The
best combination of RT and RI (0/1 Loss = 0.979) outperforms the best combination of
BR and Naïve Bayes (0/1 Loss = 0.989) from the experiment in Chapter 5.
Table 18. 0/1 Loss for different semantic kernels.
Resnik

Lin

Jiang

LSA

RI

RI
10+10

Rank

BR

0.989
±0.007

0.989
±0.007

0.984
±0.000

0.990
±0.004

0.992
±0.002

0.990
±0.004

2

LC

0.996
±0.001

0.995
±0.001

0.994
±0.001

0.992
±0.002

0.992
±0.002

0.991
±0.003

4

RT

0.995

0.994

0.993

0.980

*0.979

0.981

1
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±0.001

±0.001

±0.001

±0.005

±0.010

±0.007

CC

0.991
±0.003

0.992
±0.001

0.992
±0.000

0.994
±0.003

0.996
±0.001

0.994
±0.001

3

PS (p=1, n=0)

0.996
±0.001

0.996
±0.001

0.994
±0.001

0.992
±0.002

0.991
±0.002

0.991
±0.003

4

PS (p=3, n=0)

0.996
±0.001

0.996
±0.001

0.994
±0.001

0.994
±0.001

0.993
±0.001

0.994
±0.001

6

6

5

4

2

3

1

Rank

* Best performance.

In Table 19, the comparison of partial match indicates that Jiang measure
generates the best kernel. RT is the best problems transformation algorithm overall. The
two best combinations of RT and RI with or without a window of 10-radius (Hamming
Loss = 0.108) in the present experiment outperform the best combination of SVM and RT
(Hamming Loss = 0.115) from the experiment in Chapter 5.
Table 19. Hamming Loss for different semantic kernels.
Resnik

Lin

Jiang

LSA

RI

RI
10+10

Rank

BR

0.148
±0.000

0.149
±0.001

0.144
±0.000

0.167
±0.003

0.166
±0.002

0.158
±0.007

6

LC

0.149
±0.005

0.144
±0.007

0.144
±0.007

0.146
±0.004

0.145
±0.002

0.143
±0.004

4

RT

0.115
±0.018

0.115
±0.018

0.113
±0.017

0.110
±0.017

*0.108
±0.016

*0.108
±0.015

1

CC

0.146
±0.002

0.148
±0.003

0.147
±0.000

0.167
±0.005

0.163
±0.001

0.157
±0.006

5

PS (p=1, n=0)

0.146
±0.007

0.142
±0.008

0.144
±0.006

0.146
±0.004

0.145
±0.002

0.143
±0.004

3

PS (p=3, n=0)

0.144
±0.009

0.141
±0.010

0.144
±0.006

0.147
±0.002

0.146
±0.001

0.143
±0.003

2

3

2

1

6

5

4

Rank
* Best performance.

In Table 20, kernels generated by RI with a window of 10-radius resulted in the
highest multi-label accuracy. A comparison between problem transformation algorithms
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suggests that PS is the best problem transformation algorithm. The best combination of
RI with a window of 10-radius and CC (Multi-label accuracy = 0.137) outperforms the
best combination of Naïve Bayes and CC (Multi-label accuracy = 0.128) from the
experiment in Chapter 5.
Table 20. Multi-label accuracy for different semantic kernels.
Resnik

Lin

Jiang

LSA

RI

RI
10+10

Rank

BR

0.109
±0.001

0.110
±0.004

0.115
±0.000

0.121
±0.010

0.115
±0.006

0.130
±0.005

5

LC

0.093
±0.006

0.099
±0.005

0.100
±0.006

0.115
±0.003

0.115
±0.006

0.114
±0.009

4

RT

0.078
±0.034

0.081
±0.033

0.086
±0.031

0.115
±0.033

0.124
±0.034

0.118
±0.024

2

CC

0.113
±0.001

0.112
±0.002

0.115
±0.000

0.125
±0.011

0.118
±0.005

*0.137
±0.009

6

PS (p=1, n=0)

0.091
±0.004

0.099
±0.005

0.101
±0.006

0.110
±0.004

0.111
±0.006

0.110
±0.009

1

PS (p=3, n=0)

0.091
±0.003

0.099
±0.005

0.100
±0.006

0.102
±0.010

0.105
±0.012

0.105
±0.014

2

6

4

3

5

2

1

Rank

* Best performance.

In Table 21, kernels generated by RI with a window of 10-radius show the best F
micro score. CC outperforms other problem transformation algorithms. The combination
of CC and RI with a window of 1o-radius generated the highest F micro score (F =
0.232), which outperforms the best combination of Naïve Bayes and CC (F = 0.222) from
the experiment in Chapter 5.
Table 21. F micro for different semantic kernels.

BR

Resnik

Lin

Jiang

LSA

RI

RI
10+10

Rank

0.184
±0.009

0.185
±0.002

0.185
±0.000

0.199
±0.021

0.196
±0.011

0.214
±0.015

2
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LC

0.169
±0.009

0.181
±0.004

0.181
±0.005

0.197
±0.004

0.193
±0.008

0.194
±0.013

3

RT

0.120
±0.055

0.123
±0.052

0.133
±0.049

0.161
±0.045

0.177
±0.043

0.170
±0.033

6

CC

0.194
±0.002

0.193
±0.002

0.198
±0.000

0.214
±0.019

0.206
±0.006

*0.232
±0.014

1

PS (p=1, 5n=0)

0.167
±0.004

0.181
±0.003

0.181
±0.005

0.187
±0.005

0.186
±0.008

0.187
±0.013

4

PS (p=3, n=0)

0.168
±0.003

0.182
±0.004

0.179
±0.005

0.179
±0.012

0.178
±0.015

0.184
±0.017

5

6

5

4

2

3

1

Rank

* Best performance.

Figure 11 shows the comparison between precision and recall for different
semantic kernels. Kernels incorporating LC, CC, and the two PS algorithms reveal an
overall higher recall comparing precision. On the contrary, RT in conjunction with
Resnik (Δ = 0.080), Lin (Δ = 0.075), and Jiang (Δ = 0.061) measures reveal higher
precision comparing to recall.
In Table 22, kernels generated by Lin measure appear to be the most efficient.
The PS algorithms are the most efficient problem transformation method overall.
However, the most efficient combination of Lin measure and PS (p=3, n=0) (Build time =
5.093 s) in the current experiment took longer model build time than the most efficient
combination of k Nearest Neighbor and PS (p=3, n=0) (Build time = 0.015 s).
Table 22. Model build time (in second) for different semantic kernels.
Resnik

Lin

Jiang

LSA

RI

RI
10+10

BR

42.068
±14.363

28.982
±5.579

201.019
±3.915

232.867
±169.419

190.179
±171.155

218.390
±155.201

4

LC

62.379
±50.375

52.911
±42.208

471.781
±390.488

69.127
±42.871

65.327
±41.231

78.477
±54.699

3

RT

33.828
±18.269

25.316
±12.053

212.127
±110.959

243.591
±191.535

244.135
±196.569

362.440
±285.285

6
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Rank

CC

35.443
±10.172

25.618
±4.447

206.702
±46.747

273.688
±157.605

236.794
±132.059

300.570
±174.621

5

PS (p=1, n=0)

19.051
±13.901

12.667
±8.403

218.626
±174.300
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Figure 11. Precision and recall for different semantic kernels.

6.2.4 Discussion
68

I examined the effectiveness of using kernel-based multi-label classifiers to perform
patient safety report classification. One challenge of classifying patient safety reports is
the richness of domain knowledge, which is easy for experienced clinicians but difficult
for a machine. To overcome the challenge, I strive to develop text classifiers that
incorporate domain knowledge such as semantic similarity information towards improved
classification performance. The experiment demonstrated that semantic similarity plays
an important role in distinguishing topics of patient safety reports. As is shown in the
experiment results, semantic kernels yielded improved predictive performance in the
classification tasks. Reflected on exact match, partial match, multi-label accuracy, and F
measure, top classifiers in the present experiment outperformed the best BOW-based
classifiers presented in Chapter 5. The only declined performance is the model build
time, in which the most efficient combination in this experiment still took a longer time
than the most efficient one using BOW representation. The trade-off effect is consistent
with the fact that kernel-based classifiers include semantic similarity into account, which
requires extra computation.
The classification performance is sensitive to the selection of semantic similarity
measures. Kernels generated by distributional semantic models shown more positive
influence on the classification performance, compared to ontology-based models. In the
comparison of ontology-based models, Lin measure and Jiang measure yielded better
results than Resnik measure. This is consistent with studies that comparing modelgenerated semantic similarity with human judgments (Pedersen, 2010). Arguably, the Lin
measure and Jiang measure are more plausible, as they also take account of the
information content of two individual terms other than LCS. In the comparison of
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distributional semantic models, RI outperformed LSA only when a sliding window is
used. The use of sliding window is more likely to capture paradigmatic information, such
as part of speech and synonyms (Sahlgren, 2006). Therefore, a well-tuned sliding
window is better suited to extract semantic similarity where we should give prominence
to pairs of terms with near synonymous meanings and/or same part of speech.
The comparison between ontology-based and distributional semantic
representation has been an interesting topic in biomedical NLP. I compared the two
approaches from the following two aspects.
Effectiveness. Both approaches are effective in the context of providing semantic
similarity information to improving text classification. However, they present unique
strength and weakness, which will pose extensive and profound influence in the
biomedical application. The ontology-based representation is easy to fine-tune by human
participation when certain semantic relations are clinically important but not statistically
significant in a distributional model. This characteristic enables an ontology to declare
specific meanings of terms in a specialized domain. For example, the term ‘fall’ in the
general domain means the season following summer. But it changes its meaning to ‘a
patient fall incident’ in the medical domain. The ontology is also advanced for its
capability of symbolic representation and semantic logic reasoning. While the recent
development of distributional semantics is aiming towards these features (T. Cohen,
Widdows, Schvaneveldt, Davies, & Rindflesch, 2012). In biomedical informatics, a wellrepresented use case of ontology is the UMLS (Bodenreider, 2004). The application of
distributional semantic representation is also well documented in biomedical domain (T.
Cohen & Widdows, 2009).
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Efficiency. Generating a distributional semantic model often takes less time than
generating an ontology. Although the use of NLP techniques can facilitate ontology
construction, considerable human efforts are still required. When there is novel
knowledge in the domain, it is time-consuming to maintain and update the existing
ontology. On the contrary, some distributional semantic models are scalable. RI is
recommended for its scalability and computational efficiency. In general, it only requires
little human effort in creating a distributional semantic model. The efficiency and
scalability of distributional semantic models make it a feasible method in patient safety
reports since the ever growing and ever changing of new data.
It could be argued that in this study I used a relatively small corpus to generate the
distributional models. This is likely to reduce the effect size and reliability in the
comparison of different models. In general, the distributional semantic vectors can
produce an effective model if a reasonably large corpus is permitted. The semantic
similarities obtained from a small model may involve more noise, which will further
affect the classification performance. In the future, I will investigate my approach with an
enriched corpus.
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Chapter 7: Concluding Remarks
Reflected in the size and breadth of audience, patient safety has emerged as a prominent
theme in research and clinical implementation. In the present work, I systematically
investigated the multi-labeled nature of patient safety reports and the clinical value of
report classification. Further, I developed automated methods of categorizing patient
safety reports where semantic representation plays a significant role. The findings yield a
novel approach to facilitate the process of aggregate analysis and the translation of
narrative reports to clinical knowledge.
7.1 Experimental Findings
A comprehensive patient safety ontology can provide sound support for advanced
analytics on patient safety reports. In Chapter 4, I developed a patient safety ontology.
This ontology is concerned to play a crucial role in the initial process of translating
narrative data into conceptualized information, that is, the ontology assigns un-interpreted
data with domain specific meanings. My understanding of this role is two folded: Firstly,
the patient safety ontology formalizes concepts and relations that make a report
understandable by the human. Secondly, the ontology links the text of real-world reports
to concepts and relations, enabling a number of computerized applications. In a practical
perspective, the idea of developing a patient safety ontology corresponds to the scope of
World Health Organization (WHO) on building a shareable and maintainable diagram of
patient safety classification system. This ontology is expected to provide domain
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knowledge for a range of automated informatics applications. A well-represented
example is the use of ontology in automated text classification that is fully discussed in
Chapter 6.
In Chapter 5, I provided a systematic investigation on the nature of multi-labeled
patient safety reports together with experiments of using multi-label text classification
algorithms on the reports. The investigation indicated that the narratives in patient safety
reports by nature speak over one or more topics (e.g., incident type, error type,
contributing factor, etc.). Accordingly, clinicians should categorize a patient safety report
with one or more labels so as to facilitate downstream analysis such as root cause
analysis and clinical decision support. The experiment results show potentials of a
number of multi-label classification algorithms. From a view of balanced predictive
performance and efficiency, I discovered that Classifier Chains in conjunction with Naïve
Bayes or Support Vector Machine outperformed other algorithms. Accordingly, the
efficiency of categorizing multi-labeled patient safety reports can be largely improved. I
envision the multi-label classification to be compiled with the current development of
patient safety reporting system, serving in a role of assisting the manual process.
In Chapter 6, I developed a framework of embedding semantic similarity in text
classifiers through building semantic kernels. The results showed an improved
performance by using semantic kernels calculated with different measures of similarity.
In correspondence with the theory of science sublanguages, my findings reveal a
significant influence of semantic similarity in the automated processing of biomedical
text. It is worth noting that different approaches to semantic representation make
differences in terms of efficiency, computational complexity, and scalability. Based on
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my findings, ontology-based representation is effective, accurate but is limited to
scalability and efficiency. Distributional semantic representation is scalable, efficient, and
as effective as ontology-based representation but demands sizable and semantically rich
corpora.
7.2 Contribution and Innovation
In response to the imperative needs of improving patient safety, the present work is not
only built on existing clinical implementations and informatics methods but also
cognitive sciences and machine learning. These approaches jointly form the innovative
aspects of the contribution.
7.2.1 On Informatics
Medical informatics commits to a high-quality health care by delivering accurate and
comprehensive clinical knowledge. Major challenges have been the translation from
clinical data to actionable knowledge. The present work provides three different angles to
contribute in this process.
Domain knowledge in biomedical text. Biomedical text is unique in which it
contains meaningful information but lacks uniform structures and expressions. This
feature hinders both manual and automated extraction of information from text.
Fortunately, domain knowledge is recognized useful in facilitating the data processing.
My focus has been the domain-specific biomedical knowledge and its application in
biomedical text mining.
Cognitive science and linguistics. The theoretical foundation and methodologies
in the present work can be traced back to a range of linguistic topics in cognitive
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psychology. In particular, the ontology-based and distributional semantic models are
drawn from the insights of semantic representation. These realistically plausible models
are grounded in statistical regulations that are derived from human behavioral patterns.
Machine learning. The machine-learning community has provided a range of
techniques in informatics studies. Despite successful cases in many biomedical domains,
to my knowledge, little have been reported to use machine-learning classification on
patient safety reports. The present work demonstrated some unique advantages of
machine learning including time efficiency and reasonably good accuracy. In the effort of
further improving the classification performance, I introduced a framework for
incorporating semantic similarity with kernel-based machine learning algorithms, forging
an innovative aspect of the present work.
7.2.2 On Patient Safety
I have opportunities to provide an empirically grounded investigation to many substantial
and essential problems in the patient safety community where informatics makes unique
contributions.
Understanding patient safety reports. Patient safety reporting has become a
focal topic for the Agency for Healthcare Research and Quality (AHRQ). The present
study is centered on the fact that system vulnerabilities of health care are reflected by cooccurrence statistics of many components during health care, i.e., Swiss cheese model.
Accordingly, analyzing patient safety reports in a multi-labeled view is crucial to disclose
the system vulnerabilities. Furthermore, the study enables a practical use of Swiss cheese
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model by demonstrating the multi-label classification of patient safety repots, in which
the occurrence of multiple components from large-scale reports become accessible.
Towards reporting systems. The present work corresponds to the recent effort of
building reporting systems to collect and classify massive reports. I suggested two design
principles that are empirically grounded in the studies. Firstly, a diagram for maintaining
and sharing semantic information of reports should be established. The present studies
showed that either ontological or distributional semantic representation is suited but
presented different strength. Secondly, a module of automated text classification should
be established to work with the state-of-the-art reporting systems. The automated
classification methods I proposed hold promise to be applied in the practice of patient
safety reporting and analysis.
7.2.3 On Public Health
In the past century, we have seen great achievements in public health such as morbidity
and mortality surveillance. Patient safety, as it has emerged as a trending topic in the
recent decades, is becoming a concerted goal for the public health system. To meet future
challenges, patient safety must engage researchers and practitioners from a wide range of
specialties. In a research perspective, the present work builds on a collaborative effort of
clinical research informatics, computer science, and cognitive sciences. Patient safety
research is confronted with an interdisciplinary barrier in which specialized techniques
and language are difficult to be translated from one domain to another. In a practical
perspective, the present work holds promise to engage not only clinicians, patient, and
families but also health care providers, governments, and insurance providers. In return,
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each party should benefit from an informatics-enhanced patient safety reporting and
analysis.
7.3 Limitations and Future Direction
I strive to make contribution to improving patient safety through understanding patient
safety reports. However, the present work is only a small step made towards the goal. The
report classification may not have an immediate impact on producing actionable clinical
knowledge. Instead, it serves as an informatics tool to assign the undressed data with
clinical meanings whereas the clinicians are the persons who will make clinical decisions.
Future efforts are required to generate solutions from classified reports, such as changes
in clinical procedures. In the future, I will develop effective informatics tools to perform
(1) advanced aggregate data analysis, (2) computerized clinical decision making.
The dataset evaluated in the study is limited in size and diversity, given the fact
that patient safety data are difficult to obtain. The distribution of medical errors may vary
by different health care settings affected by safety culture, administration, health
information technology, etc. Therefore, the present dataset may not completely stand for
the situation of many other hospitals. For the multi-label classification experiments, the
relatively small corpus is likely to increase the negative influence of label imbalance. It is
also difficult to accurately classify cases with minority labels. For the distributional
semantic modeling task, an accurate and reliable model may require a considerably large
corpus. The relatively small corpus could limit the model to produce a better
classification performance. In the future, I will evaluate the approach using data from
additional sources.
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The investigation and discussion on semantic representation may be far from
complete. While broadly used in the biomedical domain, the methods I used in the study
have their own limitations. For example, the ontology-based approach is labor intensive
while the distributional semantic approach is oversimplified in terms of symbolic
representation. In the future, I will further investigate semantic representation from a
symbolic-statistical perspective, which is expected to overcome a number of limitations
in the present study.
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Appendix A: Classification Performance by Using Random Index – based Kernels with
Different Radii of Window.
Table 23. 0/1 Loss for RI – based kernels with different radii of window.
RI
BR
LC
RT
CC
PS (p=1, n=0)
PS (p=3, n=0)

0.986±0.000
0.993±0.003
0.979±0.007
0.989±0.000
0.992±0.003
0.994±0.002

RI
1+1
0.988±0.000
0.991±0.003
0.981±0.007
0.994±0.001
0.991±0.003
0.994±0.001

RI
2+2
0.988±0.000
0.991±0.003
0.981±0.007
0.994±0.001
0.991±0.003
0.994±0.001

RI
5+5
0.990±0.004
0.991±0.003
0.981±0.007
0.994±0.001
0.991±0.003
0.994±0.001

RI
10+10
0.990±0.004
0.991±0.003
0.981±0.007
0.994±0.001
0.991±0.003
0.994±0.001

Table 24. Hamming Loss for RI – based kernels with different radii of window.
RI
BR
LC
RT
CC
PS (p=1, n=0)
PS (p=3, n=0)

0.154±0.000
0.144±0.003
0.110±0.016
0.153±0.000
0.144±0.003
0.145±0.002

RI
1+1
0.161±0.000
0.143±0.004
0.108±0.015
0.157±0.006
0.143±0.004
0.143±0.003

RI
2+2
0.161±0.000
0.143±0.004
0.108±0.015
0.157±0.006
0.143±0.004
0.143±0.003

RI
5+5
0.158±0.007
0.143±0.004
0.108±0.015
0.157±0.006
0.143±0.004
0.143±0.003

RI
10+10
0.158±0.007
0.143±0.004
0.108±0.015
0.157±0.006
0.143±0.004
0.143±0.003

Table 25. Multi-label accuracy for RI – based kernels with different radii of window.
RI
BR
LC
RT
CC
PS (p=1, n=0)
PS (p=3, n=0)

0.118±0.000
0.113±0.005
0.113±0.033
0.117±0.000
0.109±0.005
0.103±0.010

RI
1+1
0.128±0.000
0.114±0.009
0.118±0.024
0.137±0.009
0.110±0.009
0.105±0.014

RI
2+2
0.128±0.000
0.114±0.009
0.118±0.024
0.137±0.009
0.110±0.009
0.105±0.014

99

RI
5+5
0.130±0.006
0.114±0.009
0.118±0.024
0.137±0.009
0.110±0.009
0.105±0.014

RI
10+10
0.130±0.005
0.114±0.009
0.118±0.024
0.137±0.009
0.110±0.009
0.105±0.014

Table 26. F micro for RI – based kernels with different radii of window.
RI
BR
LC
RT
CC
PS (p=1, n=0)
PS (p=3, n=0)

0.197±0.000
0.190±0.007
0.158±0.042
0.202±0.000
0.185±0.007
0.178±0.012

RI
1+1
0.208±0.000
0.194±0.013
0.170±0.033
0.232±0.014
0.187±0.013
0.184±0.017

RI
2+2
0.208±0.000
0.194±0.013
0.170±0.033
0.232±0.014
0.187±0.013
0.184±0.017

RI
5+5
0.214±0.015
0.194±0.013
0.170±0.033
0.232±0.014
0.187±0.013
0.184±0.017

RI
10+10
0.214±0.015
0.194±0.013
0.170±0.033
0.232±0.014
0.187±0.013
0.184±0.017

Table 27. Model build time for RI – based kernels with different radii of window.
RI
BR
LC
RT
CC
PS (p=1, n=0)
PS (p=3, n=0)

175.085±5.410
77.947±54.633
97.394±43.760
158.701±5.180
22.362±9.626
13.677±3.943

RI
1+1
152.417±2.642
70.478±45.101
362.726±284.384
298.296±175.556
23.72±10.410
12.418±2.253

RI
2+2
151.080±5.151
72.765±49.946
355.256±277.214
293.545±170.927
20.805±8.815
11.175±1.681

100

RI
5+5
241.423±170.502
67.660±41.588
351.644±266.350
322.585±178.863
23.532±9.803
12.756±1.873

RI
10+10
218.390±155.201
78.477±54.699
362.440±285.285
300.570±174.621
21.752±9.837
11.060±1.654

