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Abstract
This paper introduces the end-to-end embedding of a CNN into a HMM, while inter-
preting the outputs of the CNN in a Bayesian fashion. The hybrid CNN-HMM combines
the strong discriminative abilities of CNNs with the sequence modelling capabilities of
HMMs. Most current approaches in the field of gesture and sign language recognition
disregard the necessity of dealing with sequence data both for training and evaluation.
With our presented end-to-end embedding we are able to improve over the state-of-the-art
on three challenging benchmark continuous sign language recognition tasks by between
15% and 38% relative and up to 13.3% absolute.
1 Introduction
Gesture is a key part in human to human communication. However, the role of visual cues
in spoken language is not well defined. Sign language on the other hand provides a clear
framework with a defined inventory and grammatical rules that govern joint expression by
hand (movement, shape, orientation, place of articulation) and by face (eye gaze, eye brows,
mouth, head orientation). This makes sign languages, the natural languages of the deaf, a
perfect test bed for computer vision and human language modelling algorithms targeting hu-
man computer interaction and gesture recognition. Videos represent time series of changing
images. The recognition of sign language therefore needs to be able to cope with variable
input sequences and execution speed. Different schemes are followed to achieve this ranging
from sliding window approaches [20] to temporal normalisations [18] or dynamic time warp-
ing [14]. While in the field of automatic speech recognition, HMM dominate the field, they
remainx rather unpopular in computer vision related tasks. This may be related to the com-
paratively poor image modelling capabilities of Gaussian Mixture Models (GMMs), which
are traditionally used to model the observation probabilities within such a framework. More
recently, deep Convolutional Neural Networks (CNNs) have outperformed other approaches
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in all computer vision tasks. Which is why we focus on integrating CNNs in a Hidden-
Markov-Model (HMM) framework, extending an interesting line of work [13, 16, 27], which
we will discuss more closely in Section 2.
In the scope of this paper we make several contributions:
1. To the best of our knowledge, we are the first to embed a deep CNN in a HMM
framework in the context of sign language and gesture recognition, while treating the
outputs of the CNN as true Bayesian posteriors and training the system as a hybrid
CNN-HMM in an end-to-end fashion.
2. We present a large relative improvement of over 15% compared to the state-of-the-art
on three challenging standard benchmark continuous sign language recognition data
sets.
3. We analyse the impact of the alignment quality on the hybrid performance and we
experimentally compare the hybrid and tandem approach, which has not been done in
the domain of gesture before.
The remainder of this paper is organised as follows: In Section 2 we discuss the related
work. Section 3 introduces the proposed approach, while Section 4 shows the experimental
validation on three publicly available benchmark continuous sign language recognition data
sets. Finally, we summarise the paper in Section 5.
2 Related Work
Following the recent popularity of CNNs [17] in computer vision, several works have made
use of it in gesture and sign language recognition [9, 12, 19]. However, in most previous
CNN-based approaches the temporal domain is not elegantly taken into consideration. Most
approaches use a sliding window or simply evaluate the output in terms of overlap with
the ground truth [21]. Moreover, CNNs are usually trained on the frame-level. Therefore,
problems also arise during training, unless the data set specifies frame-level labels (e.g. [3]).
This is usually not the case, especially for sign language footage or other real-life data sets.
Available annotation usually consists of sequences of signs without explicit frame-level in-
formation. As such, the focus of the field should move more towards approaches that deal
with variable length inputs and outputs and do not require explicit frame labeling. Graphical
models such as HMMs lend themselves well to this task and combine the best of different
worlds when integrated with CNNs.
A few works have joined neural networks and HMMs before in the scope of gesture and
sign language recognition. Wu et al. [27] use a 3D CNNs to model the observation probabil-
ities in a HMM. However, they interpret the CNN outputs as likelihoods p(x|k) for an image
x and a given class k. This is surprising as already in the nineties Richard and Lippmann [22]
showed that neural networks outputs are better interpreted as posteriors p(k|x). This is best
accounted for in a Bayesian framework. In the field of speech recognition Bayesian hybrid
neural network HMMs were introduced in 1994 [1] and became the approach of choice. Le et
al. [16] followed this line of thoughts, but only employed a shallow legacy neural network
that is learnt to distinguish twelve artificial actions. Koller et al. [13] employed CNNs in
a hybrid Bayesian fashion to perform weakly supervised training, learning a cross- data set
hand shape classifier. Their work is closely related to ours, but there are clear differences: 1)
we learn the CNN top down using hidden states of sign-words as underlying targets, whereas
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they start bottom up with different hand shapes as building blocks for signs. 2) we learn the
CNN-HMM in an end to end fashion from video input to gloss output, whereas they learn
an intermediate subunit CNN which then serves as feature extractor for an additional GMM-
HMM sign model. In the experimental evaluation of this manuscript we will show that our
approach clearly outperforms theirs. [28] is also closely related to this work, but they do
not interprete the CNN outputs in a Bayesian way, they use different inputs to the CNN (full
body RGB and depth, as opposed to us only using a cropped hand patch) and different inputs
to the HMM.
3 Theoretical Background
An overview of the proposed algorithm can be found in Figure 1. Given an input video as
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Figure 1: Overview of the proposed CNN-HMM hybrid approach. For clarification the
tandem approach is also depicted.
a sequence of images xT1 = x1, . . . ,xT automatic continuous sign language recognition tries
to find an unknown sequence of sign-words wN1 for which x
T
1 best fit the learned models.
We assume that images and sign-words occur in a monotonous fashion without reordering.
Therefore, the problem of sign language recognition constitutes a clearly different case than
translating from sign language to spoken language, where re-orderings are necessary. To
find the best fitting sequence, we follow a statistical paradigm using Bayes’ decision rule
and maximise the class posterior probability Pr(wN1 |xN1 ):
xT1 → [wN1 ]opt = argmax
wN1
{
Pr(wN1 |xT1 )
}
(1)
When modelling the true class posterior probability by a generative model (as usually
done in Automatic Speech Recognition (ASR) in a GMM-HMM framework), we decompose
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it into the product of two different knowledge sources being the language model p(wN1 )
and the visual model p(xT1 |wN1 ). To account for the temporal variation of our input, we
model the problem using a HMM, a stochastic finite state automaton. In a HMM, each sign-
word is modelled by a predefined number of hidden states s. We make a first order Markov
assumption and a Viterbi or maximum approximation and therefore maximise following
equation:
[wN1 ]opt = argmax
wN1
{
p(wN1 )max
sT1
{
∏
t
p(xt |st ,wN1 ) · p(st |st−1,wN1 )
}}
, (2)
In the scope of this work we model the emission probability of the HMM p(xt |st ,wN1 ) by an
embedded CNN, which is known to possess much more powerful image modelling capabil-
ities than generative models such as GMMs. However, as pointed out by [22], the CNN is a
discriminative model that models the posterior probability. Inspired by the hybrid approach
known from ASR [1], we use the CNN to model the posterior probability p(s|x) for a hidden
state s given the input x. We employ a given frame-state-alignment (produced by a baseline
GMM-HMM system) as frame labelling. To employ the posteriors in Equation 2, we need
to convert them to likelihoods following Bayes’ rule as follows:
p(xt |st ,wN1 ) = p(xt) ·
p(st ,wN1 |xt)
p(st ,wN1 )
(3)
where p(st ,wN1 ) denotes the state counts in our frame-state-alignment. We add the scaling
factor α as a hyper-parameter allowing us to control the impact of the state prior. Neglecting
the constant prior of the frames p(xt), Equation 2 then becomes:
[wN1 ]opt = argmax
wN1
{
p(wN1 )max
sT1
{
∏
t
p(st ,wN1 |xt)
p(st ,wN1 )
α · p(st |st−1,wN1 )
}}
, (4)
We employ a pooled state transition model across all sign-words Pr(st |st−1) that define
the transitions in the HMM in bakis structure (left-to-right structure; forward, loops and
skips across at most one state are allowed, where two subsequent states share the same class
probabilities). The garbage class is modelled as an ergodic state with separate transition
probabilities to add flexibility, such that it can always be inserted between sequences of
sign-words.
As discussed in Section 2, most other works either use the CNN’s output in a non
Bayesian interpretation [28] or employ the CNN as feature extractor rather than as classi-
fier. In the so-called tandem approach [8] the activations of a fully connected layer or the
feature maps of a convolutional layer are dumped, post-processed [13] and then modelled
in a GMM-HMM framework. In our experiments in the following section, we compare the
hybrid to the tandem approach. Besides the significantly higher computational cost for ex-
tracting features and retraining a system, we agree with previous findings from speech and
handwriting recognition [6] that the hybrid approach shows equal or superior performance
compared to the tandem approach.
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4 Experiments
In this section we first mention the implementation details in Subsection 4.1 required to re-
produce our experiments. Then we conduct experiments in Subsection 4.2 on three publicly
available standard benchmark continuous sign language data sets:
1. RWTH-PHOENIX-Weather 2012 [4]
2. RWTH-PHOENIX-Weather Multisigner 2014 [11]
3. SIGNUM single signer [26]
The corpora are described in detail in [11] and constitute challenging real-life and artificial
sign language data sets featuring up to nine different signers recorded from broadcast news.
4.1 Implementation Details
Image preprocessing. We use a dynamic programming based tracking approach similar
to [2] to track the right hand across a sequence of images. In all employed data sets the right
hand corresponds to the signer’s dominant hand, which is the hand that plays the principle
role in signing. We crop a rectangle of 92x132 pixel around the centre of the hand. However,
the original images suffer a constant distortion due to the broadcast nature of the videos,
which corresponds to a contraction of the image width by factor 0.7. To compensate for
this distortion we enlarge the crops to the quadratic size of 256x256. Thereafter the pixel-
wise mean of all images in the train set is subtracted from each image. Finally, for data
augmentation we follow an online cropping scheme, which randomly crops out a 224x224
pixel rectangle to match the size of images in our model which was pre-trained on ImageNet.
Convolutional Neural Network Training. We base our CNN implementation on [10],
which uses the NVIDIA CUDA Deep Neural Network GPU-accelerated library. We empir-
ically compared recent CNN architectures [15, 24, 25] and opted for the GoogLeNet [25]
22 layers deep CNN architecture with around 5 million parameters. GoogLeNet has shown
many times in the past, most notably in the ImageNet2014 Challenge, that it can be quite ef-
fective in combining impressive performance with minimal computational resources. Much
of the improvements in this architecture compared to others’ stems from the inception mod-
ule which in short combines filters of different sizes after applying dimensionality reduction
through a 1x1 Convolutional layer. The employed CNN architecture includes 3 classifying
layers, meaning that besides the final classifier the network also includes two intermediary
auxiliary classifiers. Those encourage discrimination in lower stages of the network. The
loss of these auxiliary classifiers is added to the total loss with a weight of 0.3. All non-
linearities are rectified linear units and each classifier layer is preceded by a dropout layer.
We use a dropout rate of 0.7 for the auxiliary layers and 0.4 before the final classifier. As
mentioned in Section 3, the CNN training scheme requires a given frame-state-alignment.
We test different alignments as discussed in Subsection 4.2. For SIGNUM and RWTH-
PHOENIX-Weather 2014 we use the best results published in [13] as alignment, whereas for
RWTH-PHOENIX-Weather 2012 we use [11]. The alignment is used to generate a training
and validation set to evaluate the per-frame accuracy and stop the training at a good point
(usually among the last iterations). The training and validation set have a ratio of 10 to 1.
Furthermore, since SIGNUM contains a lot of frames without any sign-words (background),
we resample the background class to match the second most frequent class. We pretrain the
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network on the ImageNet data set. Then we finetune the network for 80,000 iterations with
a batch size of 32 images. Training uses stochastic gradient descent with 0.9 momentum and
a starting learning rate of 0.01 which decreases using a polynomial scheme down to 0.0005
in the last iterations. After every 1000 iterations we calculate accuracy on the validation set
and save the model.
CNN inference. Once the CNN training is finished, we choose the model that yielded the
highest accuracy on the automatic validation set. We consider all three classifiers (the main
one and the two auxiliary ones) for estimating the best performing iteration. For the proposed
hybrid CNN-HMM approach we add a softmax and use the resulting posteriors in our HMM
as observation probabilities. In the tandem CNN-HMM approach we employ the activations
from the last layer before the softmax that yields the highest accuracy on the validation data.
With RWTH-PHOENIX-Weather 2012, this is a fully connected layer of the first auxilary
classifier, possibly because the data set does not provide enough data for training an earlier
softmax is favourable. For RWTH-PHOENIX-Weather 2014 and SIGNUM it is a pooling
layer before the main classifier. for the first before the chosen classifier which yields 1024
values. The tandem system requires feature extraction for both training and test sets, since a
GMM-HMM system will be retrained with them. After a global variance normalisation, we
apply PCA to reduce the feature dimension to 200.
Continuous Sign Language Recognition. We base the HMM part of this work on the
freely available state-of-the-art open source speech recognition system RASR [23]. Fol-
lowing the hybrid approach we use these posterior probabilities, as well as the correspond-
ing class priors (with a scaling factor of 0.3) to approximate likelihoods. As for RWTH-
PHOENIX-Weather 2014 and SIGNUM, we model each sign-word with three hidden states.
However, inspired by [11], in RWTH-PHOENIX-Weather 2012 we follow a length mod-
elling scheme where sign-words are represented by more or fewer states depending on their
average alignment length. In agreement to most sign language recognition literature, we
measure the system performance in Word Error Rate (WER). word error rate (WER) is based
on the levenshtein alignment between reference and hypothesis sentence and it measures the
required numbers of deletion, insertion and substitution operations to transform the recog-
nised hypothesis into the reference sequence.
WER =
#deletions+#insertions+#substitutions
#reference observations
(5)
The loop, skip and exit transition penalties are optimised on the dev set in order to minimise
the WER. Furthermore, the search space is pruned in order to boost performance and reduce
memory consumption. We perform histogram and threshold pruning.
4.2 Results
We are aware of the fact that the hybrid approach requires a good frame-state alignment
in order to guarantee a stable estimation of the CNN parameters. In the first experiment
we analyse the impact of this training alignment. Results can be seen in Figure 2 where
we display the relation between the alignment quality and the WER achieved by the hybrid
CNN-HMM system. The alignment quality is also measured in WER and corresponds to the
recognition performance of a standard GMM-HMM trained using this alignment. Results
for both RWTH-PHOENIX-Weather 2014 development and test set are given. An alignment
reaching 60.9% WER is improved by over 30% relative to 41.9% using the proposed hybrid
approach. A baseline system with 51.6% experiences over 20% improvement and a baseline
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alignment of 47.1% is still improved by 18% relative. We understand that the relative impact
of the hybrid modelling decreases with better starting alignments, but we also note that the
WER change seems to accelerate with improved alignments.
44 46 48 50 52 54 56 58 60 62
38
39
40
41
42
WER in [%] of the alignment used to train the CNN
H
yb
ri
d
W
E
R
in
[%
]
WER calculated on dev set
WER calculated on test set
Figure 2: Impact of alignment: continuous sign language recognition results on RWTH-
PHOENIX-Weather 2014 Multisigner showing how the initial alignment impacts the CNN
learning and subsequent hybrid modelling.
Table 1 and 2 show a detailed comparison to the state-of-the art on the three employed
benchmark corpora. Note that the proposed approach currently exploits only a single cropped
hand of the signer. Sign language is highly multimodal and makes heavy use of manual
components (hand shape, orientation, place of articulation, movement) and also non-manual
components (facial expression, eyebrow height, mouth, head orientation, upper body orien-
tation). For a fair comparison in Table 1, we only listed competitors that also just focus on
the single hand. The previously best hand only result also relied on CNN models, but did not
employ the hybrid approach end-to-end in recognition. It set the benchmark on PHOENIX
2014 Multisigner to 51.6% WER. However, our proposed CNN-HMM achieves a strong
result of 38.3% and 38.8% on dev and test respectively. This corresponds to 11.9% WER
absolute or over 20% relative improvement. On the single signer corpus RWTH-PHOENIX-
Weather 2012 the proposed approach improved the best baseline from 35.5% to 30.0%, still
being a relative improvement of over 15%. On SIGNUM we improve the best known word
error rates from 35.5% to 30.0% and from 12.0% to 7.4%.
As can be seen in Table 2, the unimodal hybrid CNN-HMM even outperforms the best
known multimodal systems by over 18%, which employ very sophisticated features compris-
ing both manual and non-manual components, despite the fact that it uses hand appearance
only.
PHOENIX 2014 PHOENIX 2012 SIGNUM
Dev Test Test Test
del/ins WER del/ins WER del/ins WER del/ins WER
[26] – – – – – – – 19.2
HoG-3D 25.8/4.2 60.9 23.2/4.1 58.1 19.5/4.9 43.5 2.8/2.4 12.5
1-Mio-Hands [13] 19.1/4.1 51.6 17.5/4.5 50.2 15.8/3.3 35.5 1.5/2.5 12.0
CNN-Hybrid 12.6/5.1 38.3 11.1/5.7 38.8 16.8/2.1 30.0 1.4/1.4 7.4
Table 1: Continuous sign language recognition results on RWTH-PHOENIX-Weather 2012
and RWTH-PHOENIX-Weather 2014 Multisigner using just dominant hand information.
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Modality PHOENIX 2014 PHOENIX 2012 SIGNUM
r-
ha
nd
l-
ha
nd
fa
ce Dev Test Test Test
del/ins WER del/ins WER del/ins WER del/ins WER
[26] X X X – – – – – – – 12.7
[7] X X X – – – – – – – 11.9
[5] X X X – – – – – 41.9 – 10.7
[11] X X X 23.6/4.0 57.3 23.1/4.4 55.6 – 34.3 1.7/1.7 10.0
[11] CMLLR X X X 21.8/3.9 55.0 20.3/4.5 53.0 – – – –
[13]+[11] X X X 16.3/4.6 47.1 15.2/4.6 45.1 – – 0.9/1.6 7.6
CNN-Hybrid X 12.6/5.1 38.3 11.1/5.7 38.8 16.8/2.1 30.0 1.4/1.4 7.4
Table 2: Multi-modal continuous sign language recognition results on RWTH-PHOENIX-
Weather 2014 Multisigner and SIGNUM.
Figure 3 compares the hybrid CNN-HMM modelling against the tandem modelling as
presented in Section 3. We can see that the hybrid approach outperforms the tandem ap-
proach on both data sets RWTH-PHOENIX-Weather 2012 and RWTH-PHOENIX-Weather
2014. This is consistent with the literature [6].
PHOENIX 2014 PHOENIX 2012 SIGNUM
10
20
30
40 38.3
30
7.4
39.9
31
10
W
E
R
(%
)
hybrid tandem
Figure 3: WER of the hybrid and the tandem approach side-by-side.
Qualitive examination of the top confusions made by the approach highlight confused
pairs such as “SNOW” with “RAIN” or “SHOWER” with “RAIN”. However, these signs
share the same hand configurations, whereas only the mouth shape changes. Given the clas-
sification relies purely on the right hand, it is understandable why it cannot distinguish be-
tween these signs. The top 30 confusions all relate to this type of error.
Computational requirements. Using a GeForce GTX 980 gpu with 4GB memory,
training on the Phoenix-2012 data set is done at the speed of ∼ 150 frames per second (fps)
and inference at a rate of ∼ 450 fps. Using the same hardware on Phoenix-2014 data set
yields ∼ 35 fps for training and ∼ 350 fps for inference. HMM recognition is done at ∼ 2
fps for Phoenix-2012 and due to the tighter pruning ∼ 25 fps for Phoenix-2014. The HMM
parameter optimisation took a total of ∼ 38 hours for Phoenix-2012 and ∼ 130 hours for
Phoenix-2014 using a single core machine with 2GB RAM.
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5 Conclusion
In this work we introduced an end-to-end embedding of a CNN into a HMM, while inter-
preting the outputs of the CNN in a truly Bayesian fashion. Most state-of-the-art approaches
in gesture and sign language modelling use a sliding window approach or simply evaluate
the output in terms of overlap with the ground truth. While this is sufficient for data sets
that provide such training and evaluation characteristics, it is unsuitable for real world use.
For the field to move forward more realistic scenarios, such as those imposed by challenging
real-life sign language corpora, are required. We presented a hybrid CNN-HMM frame-
work that combines the strong discriminative abilities of CNNs with the sequence modelling
capabilities of HMMs, while abiding to Bayesian principles.
To the best of our knowledge, we believe to be the first work to embed a deep CNN in
a HMM framework in the context of sign language and gesture recognition, while treating
the outputs of the CNN as true Bayesian posteriors and training the system end-to-end as a
hybrid CNN-HMM.
We present a large relative improvement compared to the current state-of-the-art on three
challenging benchmark continuous sign language recognition data sets. On the two single
signer data sets RWTH-PHOENIX-Weather 2012 and SIGNUM we improve the best known
word error rates from 35.5% to 30.0% and from 12.0% to 7.4% respectively, while only
employing basic hand-patches as input. On the difficult 9 signer > 1000 vocab RWTH-
PHOENIX-Weather 2014 Multisigner, we lower the error rates from 51.6% / 50.2% to 38.3%
/ 38.8% on dev / test.
In terms of future work, we would like to extend our approach to cover all relevant
modalities. Moreover, techniques to overcome the necessary initial alignment will also be
investigated.
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