Introduction
The notion "heir" of a type p of a first order structure M has been introduced by Lascar and Poizat (cf. [La-Po] , §3) in order to define Shelah's forking in stable theories (cf. [She1] ). An heir of p on some elementary extension N of M is a type q of N such that for every formula ϕ(x,ȳ) with parameters from M and everyȳ-tuplen ⊆ N , if ϕ(x,n) ∈ q, then there is somem ⊆ M such that ϕ(x,m) ∈ p. Geometrically, an heir q of p is a generic extension of p on N , since -by definition -q does not introduce more relations among a realization of q than p already knows. A compactness argumet shows that p always has an heir on N .
For example let T = ACF be the theory of algebraically closed fields. By quantifier elimination, a type p of M |= ACF is naturally viewed as a prime ideal p of the polynomial ring M [X] and p is the generic point of the variety V defined by the polynomials from p. In this case, q is an heir of p if and only if q is the generic point of V × M N (cf. [La] , section 4.5). The same characterization holds for the theory of differentially closed fields.
An important place where heirs appear, is the characterization of definability of a type, which says that p is definable if and only if p has a unique heir on every elementary extension of M (cf. [La-Po] , Theorem 4.2). Recall that a type p of a structure M is called definable if for every formula ϕ (x,ȳ) , the set of allȳ-tuplesm ⊆ M with ϕ(x,m) ∈ p is parametrically definable in M . Intuitively this says that the membership problem for p is solvable, e.g. if p "is" a prime ideal as explained above, then definability precisely says that the membership problem for the ideal p is solvable.
For o-minimal theories, less is known about an algebraic description of heirs of types. Partial description may be found at several places:
Firstly, heirs are related to the Marker-Steinhorn Theorem (cf. [Ma-St] ), which says that a type p of an o-minimal structure M is definable if and only if it is tame, i.e. M is Dedekind complete in M ᾱ , whereᾱ |= p. In [Tr4] this theorem is re-proved by applying the definability criterion above. It should also be mentioned here that an n-type p of a real closed field R is definable if and only if the ordering {f ∈ R[X] | f ≥ 0 ∈ p} of R[X] is a weakly semialgebraic subset of R [X] in the sense of [Kn] . Due to the definability criterion, a possible characterization of an heir of a tame type p will take place inside tame types and we know that there is only one heir of a tame type. This is a dramatic simplification of the question how to characterize heirs of tame types, but it does not solve it.
A second place which deals implicitly with heirs, is the work of Dolich (cf. [Do] ), where forking of sets is analyzed. It is unclear how this may be used to characterize heirs of types.
Certainly the terms "characterization of heirs" and "algebraic description of heirs" is vague. What we have in mind is: find invariants of the types which witness heritage, or -in the case of real closed fields -find constructions, possibly from (real) commutative algebra which produces all heirs of orderings of a polynomial ring over a real closed field on a given real closed over-field.
In the case of 1-types of polynomially bounded structures, a complete description of heirs in terms of invariants is stated in [Tr1] . We will extend these results for certain n-types. Still, in the case of 1-types of pure real closed, a characterization in terms of real commutative algebra is missing.
In all environments, where heirs appear above, the results reveal significant structure theorems about the o-minimal theory under examination.
In this paper we characterize heirs of types over real closed fields -more generally over polynomially bounded, o-minimal structures M for so called "box types". A box type of M is an n-type p of M of dimension n such that p is uniquely determined by the projections of p to the coordinate axes. Certainly many n-types of an o-minimal structure are not box types, e.g. a definable type of dimension n is a box type if and only if n = 1. Here are some examples of box types, which are denoted in the following way: we state a sequence of 1-types (as Dedekind cuts) and each of these sequences will determine a unique n-type. We'll work in pure real closed fields. Let IR alg denote the field of real algebraic numbers. a. Let r 1 , ..., r n ∈ IR be algebraically independent over Q. Then (tp(r 1 /IR alg ), ..., tp(r n /IR alg )) is a box type.
b. Let R ⊆ S be real closed fields and let x 1 , ..., x n ∈ S \ R such that for each i, the set V i := {a ∈ R | |a| < x i } is a convex valuation ring of R. If the V i are mutually distinct, then (tp(x 1 /R), ..., tp(x n /R)) is a box type.
c. Let S := IR((t IR )) be the formal power series field over IR with value group IR and let R be the real closure of IR alg (t) in S. Let x := t k k! . Then (tp(π/R), tp(x/R), tp(t π /R) is a box type.
That these examples are box types, basically follows from valuation theory. Our results (5.1) and (6.1) explain these examples and also include non-valuational criterions to detect box types.
By an heir of a box type (p 1 , ..., p n ) we mean a sequence (q 1 , ..., q n ) of 1-types extending the given one, such that the structure M expanded by the sets p
.., q L n ). Then, if (q 1 , ..., q n ) is again a box type, this is precisely the model theoretic notion described at the beginning.
Our main result is theorem (6.4), which is of technical nature. The theorem -in principal -characterizes the heirs (q 1 , ..., q n ) of a box type (p 1 , ..., p n ) in terms of the location of the invariance groups and the invariance rings of the q i compared with those of the p i ; the invariance group of a 1-type p (or a cut p) of M is the group G(p) := {a ∈ M | a + p = p} and the invariance ring of p is the convex valuation ring {b ∈ M | b · G(p) ⊆ G(p)}. "In principal" here means that we actually need an assumption on (p 1 , ..., p n ) concerning the location of the invariance groups and rings of the p i ; but for every box type (r 1 , ..., r k ), there is a box type (p 1 , ..., p n ) satisfying this assumption such that (M, r (cf. (7.6) ). Theorem (6.4) has various consequences. Firstly, the Robinson test implies a model completeness result (cf. (7.4)) of model complete, polynomially bounded structures expanded by finitely many convex subsets. This, for example can be used to show that for each real closed field R, there is a set D of convex subsets of R such that R in the language of rings expanded by all sets from D is model complete and such that every convex subset of R is parameterically definable in the expanded structure (cf. (7.7)).
In order to describe further consequences, let M denote the expansion of a polynomially bounded structure M by n convex subsets of M . Finally, theorem (8.8) describes the subsets of M , which are definable in M .
These results extend the structure theory of weakly o-minimal structures (cf, [MMS] , [We1] , [We2] ), for our expansion M .
Finally, application 1 above, without the dimension bound, is already known from [Ba-Po]: It is shown there, that an o-minimal structure expanded by all trace sets, i.e. sets which are intersections of M n with some set definable in an elementary extension of N , has quantifier elimination in the language which has a predicate for each trace set. It is an open question if -for example in the case of pure real closed fields -every trace set is already definable in the structure R expanded by all convex subsets of the line.
Heirs of cuts in polynomially bounded structures
In this section we recall notions and results on cuts of o-minimal structures, mainly from [Tr1] and [Tr2] . Basic algebra of cuts in ordered abelian groups and o-minimal expansions of groups can be found in sections 2 and 3 of [Tr1] .
Let X be a totally ordered set. 
Let p be a cut of an ordered abelian group K. The convex subgroup
If K is an ordered field, then G(p) denotes the invariance group of p with respect to (K, +, ≤) and G * (p) denotes the invariance group of |p|(= max{p, −p}) with respect to
Moreover, the convex valuation ring
of K is called the invariance ring of p. Note that the group of positive units of V (p) is the multiplicative invariance group ofp. The maximal ideal of V (p) is denoted by m(p).
(2.1) Definition. Let K be a divisible ordered abelian group and let p be a cut of K. We define the signature of p as sign p := 1 if there is a convex subgroup G of K and some a ∈ K with p = a + G + −1 if there is a convex subgroup G of K and some a ∈ K with p = a − G + 0 otherwise.
Since K is divisible we can not have a + G + = b − H + for a, b ∈ K and convex subgroups G, H of K. Hence the signature is well defined. If K is a real closed field, then sign * p denotes the signature of |p| with respect to (K >0 , ·, ≤).
In the sequel we shall work with o-minimal structures and theories. We refer to [PS] and to section 1 of [vdD-Lew] for an introduction to the subject. In the moment we work with a complete, o-minimal extension T of the theory of divisible ordered abelian groups in the language L . If M ≺ N are models of T and A ⊆ N , then we write M A for the definable closure dcl(M ∪A) of M ∪A in N (which itself is an elementary restriction of N if A contains a nonzero element).
If f : M n −→ M is a definable map of a model M of T , then f extends to a map S n (M ) −→ S 1 (M ) from the n-types to the 1-types of M , which we denote by f again. By o-minimality, the set S 1 (M ) of 1-types of M can be viewed as the disjoint union of M with the cuts of M .
If p and q are cuts of M , then we say p is equivalent to q and write p ∼ q, if there is a definable map f : M −→ M with f (p) = q. By [Ma] , Lemma 3.1, the relation ∼ is an equivalence relation between the cuts of M . Recall from [Poi] , 12.b, that a coheir of a type p over an arbitrary first order structure M is a type extending p on some elementary extension of M , which is finitely realizable in M . From the identification of nonisolated 1-types and cuts of an o-minimal structure M , it follows easily that q is a coheir of the nonprincipal cut p of M on N M if and only if q is the least or the largest extension of p on N . Proof. By [Tr1] , (3.12). The moreover part in (iv) is shown in the proof of [Tr1] , (3.12)(iv).
(2.5) Definition. Let M, N be models of T and let A ≺ M, N be a common elementary substructure. Let p 1 , ..., p n be mutually distinct cuts of M and let q 1 , ..., q n be mutually distinct cuts of N . Let D 1 , ..., D n be new unary predicates. We say the tuple (q 1 , ..., q n ) is an heir of (p 1 , ..., p n ) over A if the following condition holds:
is an heir of (p 1 , ..., p n ). For example if q is an n-type with projections q 1 , ..., q n and q is an heir of q M in the sense of model theory (cf. [Poi] , 11.a), then (q 1 , ..., q n ) is an heir of (p 1 , ..., p n ). The precise relation with the model theoretic notion of an heir is described in [Tr1] For the rest of this paper we work with an o-minimal, polynomially bounded theory T in the language L , which has an archimedean prime model.
Recall: "polynomially bounded" means that for each 0-definable map f there is some n ∈ IN with f (x) ≤ x n for sufficiently large x. For example real closed fields are polynomially bounded.
Moreover, the field of exponents of T is the subfield of IR consisting of all λ ∈ IR such that the function x → x λ , defined on the positive elements of the prime model of T , is definable in T . The elements of the field of exponents of T are called exponents. For example the field of exponents of the theory of real closed fields is Q. We shall use facts about convex valuation rings of models of T from [vdD-Lew] , which we collect now. Note: since T is assumed to be polynomially bounded with archimedean prime model, every convex subring of a model of T is "T -convex". We don't use this notion explicitly and specialize results of [vdD-Lew] , section 2 to our situation: (2.9) Facts. Let M be a model of T and let V be a convex subring of M with maximal ideal m. 
For every continuous,
Let L convex be the language L , expanded by a new unary predicate O (for the convex valuation ring) and let T convex be the L convex -theory of pairs (M, V ), where M |= T and V is a proper convex valuation ring of M .
(2.10) Theorem. ( (3.10), (3.13) and (3.14 In fact, weak o-minimality is also valid in every expansion (M, C ) of M |= T , by an arbitrary set C of convex subsets of M . This follows from a result of Baisalov and Poizat (cf. [Ba-Po] 
Proof. (i) holds by [Tr2] , (4.3) and (ii) follows from (2.12).
(2.14) Corollary. Let p be a cut of a model M of T and let α be a realization of p from some elementary extension of M . Let β ∈ M α be another realization of p. (2.18) Proposition. ( [Tr1], (6.5) and [Tr1] , (6.6)) Let M be a model of T and let G be a convex subgroup of
Then there are an elementary extension
+ is an heir of V + and such that for each p ∈ C there is a cut q of N extending p with sign q = δ and G(q) = H.
Box types
We first recall from [Tr3] , section 1, some properties of a dimension in o-minimal structures which is a proper coarsening of the ordinary dimension obtained from the definable closure.
(3.1) Definition. Let M be o-minimal and let p be an n-type of M . We say that p is a box type if p is uniquely determined by those formulas from p which define the open boxes Proof. Item (i) says that for some (hence for each) realizationᾱ of p, the realization rank ofᾱ over M , as defined in [Tr3] , section 1, is equal to n. Now the proposition is [Tr3] 
Proof. By the monotonicity theorem for o-minimal structures we may assume that f is constant or strictly monotonic in some M -definable open interval I containing p . Since p is omitted in M we may assume that I has endpoints in M ∪ {±∞}. If f is constant in I, say = β, then f (a) = β |= q for every a ∈ I and we are done. Hence we may assume that f is strictly monotonic in I and f (p ) is a cut of M .
Case 1. p is principal, say p = +∞ M . Then p = +∞ M and f (p ) can not be ±∞ M : otherwise, as f (p ) extends q, q = ±∞ M which contradicts our assumptions: p is omitted and q is realized in M .
Thus by o-minimality the limit lim t→∞ f (t) exists in M , call it β. By assumption, q is not dense, in other words there is some c ∈ M , c > 0 such that c + q = q. Since f (p ) extends q, it follows that every element in (β − c, β + c) ⊆ M is a realization of q. Since lim t→∞ f (t) = β, f (x) is a realization of q for all sufficiently large elements in M . Since M is cofinal in M , there is some a ∈ M with f (a) |= q.
Case 2. p is not principal.
Then C := {α ∈ I | α < p } and D := {α ∈ I | p < α} both are convex sets with infinitely many points. Take a realization β ∈ M of q, say β < f (p ). Since f is strictly
Observe that the assumption "p is not principal or q is not dense" in (3.5) is necessary: if p = +∞ M and q is a dense cut of M , realized by β,
Proof. The corollary obviously follows inductively from the case k = 1. Letᾱ be a realization of (p 1 , ..., p n ) and let β be a realization of q 1 . We apply (3.5) with M = M ᾱ ,
. Finally, f (ᾱ, p ) extends q by definition of the data, where p denotes the unique extension of p on M .
Thus by (3.5), there is some
4. The box type associated to a cut (4.1) Definition. If M is a real closed field and p is a cut of M , we define the p-box to be
if sign p = 0 and sign
Observe that box(p) = p if p is principal and box(p) = (p, 0
Recall that we are working with a polynomially bounded theory T which has an archimedean prime model.
Proof. If sign p = 0 or sign * p = 0, then we know this from (2.13). Hence we may assume that sign p = 0 and sign * p = 0, thus by (2.13) we have p ∼p andp ∼ V (p) + . Let γ be a realization ofp. Since p ∼p, p has a unique extension r on M γ and by (2.4)(v), this extension has signature 0 again.
+ has a unique extension on M γ , namely W + , where W is the convex hull of V (p) in M γ . By (2.4)(i), we know that r is the largest extension ofp on M γ . By (2.4)(i), applied multiplicatively top andr, it follows W = V (r). From sign r = 0 and (2.13)(ii) we get that (r, V (r) + ) is a box type. By
Proof. We may assume that p is not principal. If p is dense, then box(p) = (p, 0
Thus we may assume that p is neither principal nor dense. Thenp is not principal. Sincê p is omitted in M 1 and q 1 := q M 1 is an heir of p, G(q 1 ) is the convex hull of G(p) in M 1 and we get G(q 1 ) ⊆ G(q). A similar argument shows that V (q) lies over V (q 1 ). If sign p = 0 then sign q 1 = 0 and q is an heir of q 1 by (2.15)(ii). Hence we may assume sign p = 0 and by (2.15)(i) we may also assume that p =p, q =q. If sign * p = 0, then sign * q
+ , thus q is an heir of q 1 .
5. Box types generated by different invariance rings
Proof. The substantial part of the theorem is the case n = k = 1: Claim. The theorem holds if n = k = 1. To see this we write
, a contradiction. Thus we may assume that p, q both are neither dense nor definable and V (p) = M . By (2.12), sign p = 0 or sign * p = 0. We write V := V (q).
Let α be a realization of p, let W be the convex hull of V in M α and let p 1 be the largest
Proof. Firstly by (2.13),p 1 is the unique extension ofp on M α and V (p 1 ), W is the unique convex valuation ring of M α lying over V (p), V , respectively. Moreover, by (2.4), sign p 1 = 0 and sign * p
We do the case G(p) = a·V (p) for some a ∈ M , the case G(p) = a·m(p) is similar. Since p is not dense, V (p) is proper andp is not principal. By (2.16) applied to our situation, the theory of (M,
Case 2. sign * p = 0. Similar to case 1, we sketch it: By (2.17), the theory of (M,
). This finishes the proof of the subclaim. Now, if sign p = 0, then using the subclaim we replace M by M α , V by W and p by p 1 , and we obtain a cut p with sign p = 0 such that (M, p L ) defines a proper convex valuation ring V = V (p). Then we may also replace p byp. Hence we have a proper convex valuation
On the other hand the theory of (M, V (G), G) is model complete by (2.17)(i), hence there is a quantifier free formula χ (x,ū,v) 
, H) and as in the proof of case 1 of the subclaim, we get that W is definable in (M α , V (H)), a contradiction. This finishes the proof of the claim, i.e. the theorem holds if n = k = 1.
Next we prove the theorem in the case k = 1. We write q = q 1 and do an induction on n, where n = 1 holds by the claim. For the induction step, take a realization α of p 1 . Since 
Proof. By induction on n from (5.1).
Proof. It is enough to show that q is realized in N := M ᾱ for some realizationᾱ of (p 1 , ..., p k ). 
If q is omitted in N , then also q has a unique extension q on N and again, V (q ) lies over V (q). Thus by assumption Proof. Letp be an (n + 1)-type containing p(
Since q is an heir of p, a standard compactness argument shows that there is an heirq ofp on N which contains q(x 0 ). Since q i is the unique extension of
Proof. Firstly, by (5.2), (p 1 , ..., p k ) is a box type. We prove the proposition by induction on k. There is nothing to do if k = 1. Assume we have proved the proposition for k cuts; Let p 0 , p 1 , ..., p k ∈ S 1 (M ) with mutually distinct invariance rings, and let q i be an heir of p i on N (0 ≤ i ≤ k). By (2.6), we have to show the following: γ, δ ∈ N and ϕ(u, v,w,z) is a formula in the language L (M ) with (2k + 2) free variables, such that
We shall assume that δ and γ are realizations of p 0 . The other cases are easier and can be treated in a similar way. Let p i be the restriction of q i to M γ . Since (p 0 , p 1 , ..., p k ) is a box type, p i is the unique extension of p i on M γ for all i ≥ 1. Since q 0 is an heir of p 0 , p 0 is the largest extension of p on M γ . In each case we know that
is again a box type and by (4.3), q i is an heir of p i for all i ≥ 1. Since p 0 is the largest extension of p 0 on M γ and δ > q 0 is a realization of p 0 , δ also realizes p 0 . Since (p 0 , p 1 , . .., p k ) is a box type, p i is omitted in M γ, δ for all i ≥ 1.
Consequently for each i ≥ 1, the invariance ring of the unique extension
Moreover, by (5.2), every cut of M γ realized in M γ, δ has invariance ring V (p 0 ). By (4.3), applied to p i , q i and M γ, δ , q i is an heir of p i for all i ≥ 1. By the induction hypothesis applied to (p 1 , ..., p k ),  (q 1 , ..., q k ) is an heir of (p 1 , ..., p k ) . Hence there areρ,τ ∈ M γ, δ k such that
Since Proof. The completeness of T convex,l follows from the quantifier elimination of T df convex,l , since this theory has the prime structure (P, (P, ..., P l-times )), where P is the prime model of This shows that ϕ respects the L convex,l -structure induced from M , N on A m , A n , respectively. We now identify A m with A n via ϕ and repeat the argument above until we have reached a common substructure S of M and N , which is a model of T convex,l , too. By model completeness we know that M and N are elementary equivalent over S , in particular M and N are elementary equivalent over A. 
Heirs of box types
Then (r 1 , ..., r l , q 1 , ..., q m , p 1 , ..., p n ) 
(6.3) Remark. Let X denote the set of all n-types q ∈ S n (M ) with projections 
all q ∈ X if and only if for each a ∈ M, a > r there is some open box
B = (c i , d i ) with c i < p i < d i (1 ≤ i ≤ n) such that f (b) < a (b ∈ B).(i) sign p i = 0 (1 ≤ i ≤ n) and sign * G + i = 0 (1 ≤ i ≤ m). (ii) (p 1 ,
(iv) For all i ∈ {1, ..., m} we have
Proof. By (5.5), we know that (M, V 1 , ..., V l ) is existentially closed in (N, W 1 
is not one of the V i 's, we add V (G) to the sequence (V 1 , ..., V l ) and V (H) to the sequence (W 1 , ..., W l ). This certainly preserves our assumptions. Hence we may assume that V l = V (G). By assumption we have W l ⊆ V (H).
Proof. Since (V In order to prove the assertion we use (2.6):
We have to find c, d
If neither γ nor δ are realizations of G + , then we may remove the condition γ < H + < δ from the list and replace ϕ by ϕ ∧ u < m ∧ m < v with m, m ∈ M , γ < m < G + < m < δ. From the induction hypothesis we getā,
These elements have the required properties for the initial problem, too.
Hence we may assume that γ or δ realize G + . If δ but not γ realizes G + , then we may remove the condition γ < H + from the list and we may replace ϕ by ϕ ∧ u < m for some m ∈ G, γ < m. From part (a) of claim A applied to τ = δ,
.., H m ). Hence we may assume thatᾱ,β ∈
K l ,γ,δ ∈ K m .
Now we may use part (b) of claim A to find the required elements in M .
Thus we may assume that γ is a realization of G + . Then
If we take δ := γ ·β , the definition of ψ says M γ |= ϕ (ᾱ ,β , γ, δ ,γ ,δ ) .
Since H + is an heir of G + we know from (2.4)(iv) (applied multiplicatively) that
Thus we have reduced the problem, where N = M γ with some realization γ of G + . Now part (b) of claim A says that (M, V 1 , ..., V l , G 1 , . .., G m+1 ) is existentially closed in (N, W 1 , ..., W l , H 1 , ..., H m+1 ) . This finishes the proof of the theorem in the case n = 0.
The strategy of the proof of the theorem is similar to the proof just given. In order to simplify notation in the sequel, we write G m+i = V i and H m+i = W i (1 ≤ i ≤ l). We prove the assertion of the theorem by induction on n, where the case n = 0 has been done above; therefore we assume the assertion for n ≥ 0. We write p = p n+1 , q = q n+1 . Claim B. If τ ∈ N is a realization of p and
Proof. Since (G 
is the unique extension ofp i on M τ ; hence equal to q i K, and item (iii) also holds true for
This shows that we may use the induction hypothesis to get (a). (b). By definition (6.2), our assumption (iii) implies thatq is an extension ofp. Since sign p = 0 we know from (2.15)(ii) that q is an heir of p. Hence also q K is an heir of p.
is a box type, item (b) of the claim holds by (5.4). Now claim B is proved and we use (2.6) again for the proof of the theorem. Let γ, δ ∈ N , α,β ∈ N m+l ,γ,δ ∈ N n and let ϕ (ū,v, x, y,x,ȳ) be an L (M )-formula such that
and γ < q < δ. As in the proof of the case n = 0 we may reduce to the case γ |= p (where we use claim B instead of claim A). Then we have 
r < β . Suppose we have proved the claim. Since q is an heir of p we know that q M γ = γ + r is the largest extension of r on M γ (cf. (2.4)(iv)). Consequently r < β implies γ < q M γ < γ + β . Therefore we have reduced the situation, where N = M γ with some realization γ of p and part (b) of claim B gives the assertion. It remains to prove claim C. Case 1: p is dense, hence r = 0 ū,v, γ, y + γ,x,ȳ) .
Since N |= ψ (ᾱ,β,γ,δ) , part (a) of claim B and the induction hypothesis say that there arē (ᾱ ,β ,γ ,δ ) expresses that there is some β ∈ M γ as required in the claim. 
. Letū * ˆv * be a new tuple of variables of lengthūˆv and let ψ (ū,v, y,x,ȳ 
Then we have
Therefore, by part (a) of claim B and the induction hypothesis, there are ϕ(ᾱ ,β , γ, γ + β ,γ ,δ ) and f (G (ii) of (6.4) (N, +, ≤) with Furthermore, let p 1 , . .., p n be cuts of M and let q 1 , ..., q n be extensions of p 1 , . .., p n respectively. The cases n = 0 or m = 0 or l = 0 are not excluded. Suppose the following conditions hold:
., p n ), in the sense of definition (2.5), must fulfill all requirements of (6.4). Hence Theorem (6.4) gives a complete characterization of the heirs of p in the sense of definition (2.5). The determination of the complete types that are heirs of p is not answered by (6.4), 3. Every expansion of M |= T by a finite set C of convex subsets of M is parametrically interdefinable with an expansion of the form
Proof. We have to show conditions (iii), (iv) and (v) of (6.4). So let p i be not dense and let f :
Since sign p i = 0 and q i is a coheir of p i we know from (2.4) thatq i is the largest extension ofp i on N .
Model completeness of exhaustive expansions
By applying Theorem (6.4) and the Robinson test we are looking for model completeness results for certain convex expansions of a polynomially bounded structure M . These expansions should be (a) exhaustive, in the sense that every expansion of M by finitely many convex subsets of M , is interdefinable (with parameters) with one such expansion, and (b) as simple as possible in terms of new symbols that are needed in order to obtain model completeness.
In particular we only want to introduce names for subsets of M if possible. This concerns mainly condition (iii) in (6.4). We shall first generalize the following consequence of the valuation property (cf. [vdD-Sp] , 9.2).
Proof. The expression a+b·(G
λ n here denotes the result of applying the function a + b·x
λn is the upper edge of a convex subgroup of (M, +, ≤) if at least one of the λ i is non zero; the set of positive elements of this group is {a
For the proof we may reindex the G i , H j if necessary such that V (G i ) = V (p) for all i ∈ {1, ..., n}. We write V for this valuation ring. By (5.3), we know that there is an Mdefinable map f :
. By (6.1), sign p = 0 and p = a + b·U + for some a, b ∈ M and U = G(p). We prove the proposition by induction on n, starting from n = 1, where we may use (7.1). Since sign p = 0 we may assume that 
and by the induction hypothesis there are exponents λ 1 , ..., λ n−1 , not all equal to 0 and
Since U is a convex subgroup of (N, +, ≤) we may assume that β = 0. If γ ∈ M , then we are done. Hence we may assume that γ realizes a cut q of M and from the case n = 1 we get a, b ∈ M and an exponent
If a = 0 we are done. Hence we may assume that a = 0. Let G be the convex subgroup of (M, +, ≤) with
In order to prove the proposition we show that (a + bα λ n )·β realizes a·G Proof. Since bα λ n β realizes the edge of a convex subgroup of (M, +, ≤), c is in this group. Thus bα λ n β − c and bα λ n β + c also realize this edge. Since |a| · G + < c we have bα λn β − c < (a + bα λn )·β < bα λn β + c, which implies claim 1.
Claim 2. If there is some c ∈ M with |a|·G
Then (a + bα λn )·β realizes the same cut of M as aβ.
Proof. As in the proof of claim 1 with interchanged roles of aβ and bα λ n β.
By claim 1 and 2 it remains to show Claim 3. |a|·G
Proof. Since sign 
. This proves claim 3 and the proposition.
* is the language L together with new unary predicates
(ii) T * is an L * -theory extending T which is formed in the following way. There is a partition N 1 ∪ · N 2 of {1, ..., n} (N 1 or N 2 may be empty) , for each i ∈ N 1 an (l + m)-tuple λ i = (λ i (1), ..., λ i (l + m) 
is not dense and • If i ∈ J, then we take λ i (j) = ε i for the index j ∈ {1, ..., l} with V (r i ) = V j and λ i (s) = 0 for each other s ∈ {1, ..., l + m}. 
) is model complete in the language which extends L and has a unary predicate for every p L (p ∈ D), and
Proof. By (7.6).
(7.8) Remark. I do not know if the structure M := (M, (p L | p a nonprincipal cut of M )) is model complete in general and I conjecture that it is not. Clearly (7.7) implies that M is model complete if we add a constant for each element of M .
Structure theorems for exhaustive expansions
Then for each r ∈ IN and all sets X ⊆ M r , 0-definable in M we have:
Proof. We may assume that T = T df has quantifier elimination and a universal system of axioms in the language L .
(i). By (6.6), M is existentially closed in M . Since ϕ(x) is an existential formula this implies 
is a quantifier free L -formula with parameters from {β,γ} and f :
This shows that X is the trace of the {ᾱ,β,γ}-definable subset Z of N r . Consequently 
Proof. By (7.6), the sets D i are definable in some exhaustive expansion 
This situation can be produced by using (2.18). By (4.2), each 
Hence " T * has definable Skolem functions, which arec-definable in T on finitely many T * -definable pieces".
Proof. We may assume that T = T df is model complete and universally axiomatized. Then T * is model complete and axiomatized by a set of universal L * -axioms. In this situation we may apply Herbrand's Theorem (cf. [Sho] ) which implies that every universal and model complete theory in a language has definable Skolem functions, which are given by terms in that language on finitely many definable pieces. From this, since f is 0-definable in M and T convex,l is complete, a standard compactness argument shows that there are finitely many L convex,l -formulas ψ i (x) and 0-definable Lfunctions g 1 (x), ..., g m (x) as desired. r − 1 → r. Let β be a realization of p r , let V i be the convex hulls of
Letā ∈ M n . Then there is some i such that M |= ψ i (ā), which is equivalent to M |= ϕ (ā, β) . We fix such an index i. Proof. By (7.6), we may assume that M is an exhaustive expansion of M . Suppose M defines a cut p with sign p = 0 or sign * p = 0, say sign p = 0. Suppose there is some f with f (a) < p < a+f (a) for each a >p. From (8.5) and weak o-minimality, we know that there is an M -definable map f with the same property on the right hand side ofp. But this f must fulfill f (p) = p in contradiction to sign p = 0. The case sign * p = 0 is treated similarly. Proof. By (7.6), we may assume that M = (M, V 1 , ..., V l , G 1 , . Since ϑ is an L * -formula we also know that M ν satisfies this sentence. Let f i (x) := g i (x, h(x) ) and f := (f 1 , ..., f r ). Since M is existentially closed in M ν the map f has the desired properties.
We conclude with a description of cuts, definable in exhaustive expansions. Recall that by (7.6), every expansion of a T -model M by a finite set of convex subsets of the line is interdefinable with some exhaustive expansion of M . Proof. The implications ⇐ in (a) and (b) hold by (6.1). The implication ⇐ in (c) is obvious. In order to prove the converse implications in (a), (b) and (c) we do an induction on k := l + m + n. We may assume that T = T df is universally axiomatized with quantifier elimination. k = l. Hence M = (M, V 1 , ..., V l ). Suppose r L is definable in M with parameters. Since T convex,l has quantifier elimination by (5.6) and T = T df , r L is a boolean combination of sets of the form {f ∈ V i } or {f ≥ 0}, where f : M −→ M is M -definable. By weak o-minimality, this is only possible if r is an edge of one of these sets. But then r L is already definable in (M, V i ) for some i ∈ {1, ..., l} and we get the theorem from (2.12). (O 1 , ..., O l , G 1 , ..., G m , D 1 , . .., D n )-formula ψ(x) with parameters from M , such that r L is defined by ψ(x) in M . We write Since r L is definable in N it follows that r L is definable in N 0 with parameters. By (7.5), N 0 is exhaustive and from the induction hypothesis we get that (q 1 , ..., q k , r ) is not a box type. This contradicts (3.4) and our assumption that (q 1 , ..., q k , r, q) is a box type. Proof. By (7.6) and (8.8).
