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Abstract
We develop techniques to capture the effect of transport on the long-term dynamics of small,
localized initial data in nonlinearly coupled reaction-diffusion-advection equations on the real
line. It is well-known that quadratic or cubic nonlinearities in such systems can lead to growth of
small, localized initial data and even finite time blow-up. We show that, if the components exhibit
different velocities, then quadratic or cubic mix-terms, i.e. terms with nontrivial contributions from
both components, are harmless. We establish global existence and diffusive Gaussian-like decay
for exponentially and algebraically localized initial conditions allowing for quadratic and cubic
mix-terms. Our proof relies on a nonlinear iteration scheme that employs pointwise estimates.
The situation becomes very delicate if other quadratic or cubic terms are present in the system.
We provide an example where a quadratic mix-term and a Burgers’-type coupling can compensate
for a cubic term due to differences in velocities.
Keywords. Reaction-diffusion-advection systems, long-time asymptotics, pointwise estimates,
global existence, small initial data
1 Introduction
We consider nonlinearly coupled reaction-diffusion-advection equations on the real line of the form
ut = d1uxx + c1ux + f1(u, v) + (g1(u, v))x ,
vt = d2vxx + c2vx + f2(u, v) + (g2(u, v))x ,
t ≥ 0, x ∈ R, (1.1)
with diffusion coefficients di > 0, velocities ci ∈ R and smooth nonlinearities fi, gi : R2 → R satisfying
fi(0),∇fi(0) = 0 and gi(0),∇gi(0) = 0. We are interested in the effect of the nonlinearities and the
velocities in (1.1) on the long-term dynamics of small, localized initial data.
Reaction-diffusion-advection (or -convection) systems describe diffusive reagents that each un-
dergo a spatial drift. They are prototype models for pattern formation in many scientific disci-
plines, see [6, 29, 33, 38] for applications in ecology, physiology, chemistry and biology. It is well-
known [13, 41, 45] that patterns can arise when a homogeneous rest state loses its stability and species
diffuse or drift at different rates. In various models the interactions within and among species are
purely nonlinear and thus the dynamics is described by a system of the form (1.1). Such nonlinear
interactions arise naturally through mass-action kinetics [14, 21]; we refer to [5, 35, 47] for exam-
ples from (reversible) chemistry and combustion theory. In the case of such nonlinear interactions,
the (essential) spectrum of the linearization about the homogeneous rest state touches the imaginary
axis at the origin. Consequently, the stability of the homogeneous rest state cannot be determined
by a spectral analysis. In fact, the nonlinearities can be decisive for stability against small, localized
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perturbations. This principle is well-understood in scalar reaction-diffusion-advection equations, see
Remark 1.1.
In this paper, we show that in reaction-diffusion-advection systems of the form (1.1) not only
the nonlinearities, but also the occurrence of different velocities, can be decisive for the long-term
dynamics of small, localized initial data. Such differences in velocities occur naturally in various
reaction-diffusion-advection models. For example, in pipe flow models [3] turbulence is advected
more slowly than the centerline velocity. Moreover, in the Klausmaier model for semi-arid ecosystems
on a sloped terrain [31] the flow of water is governed by advection whereas biomass spreads only
diffusively. In transport-reaction problems in porous media [32] one distinguishes between mobile
species undergoing advection-diffusion and immobile species. Finally, in semiconductor models [2,
25] the electric field causes species to drift proportional to their (species-dependent) charge.
1.1 Classification of nonlinearities
In order to develop some intuition for which nonlinearities might be decisive for the long-term dy-
namics of small, localized solutions to (1.1), we formally separate linear from nonlinear behavior. By
removing the nonlinear terms in (1.1), the components fully decouple and we obtain the diffusion-
advection system
ϕt = Dϕxx + Cϕx, t ≥ 0, x ∈ R. (1.2)
where ϕ = (u, v) ∈ R2, D = diag(d1, d2) and C = diag(c1, c2). Localized solutions to (1.2) in
L1(R) ∩ L∞(R) decay in L∞(R) with algebraic rate t−1/2. A family of localized solutions to (1.2)
exhibiting the slowest decay rate t−1/2 are linear combinations of the drifting Gaussians
e−
(x+cit)2
4di(1+t)√
1 + t
Ei, i = 1, 2, (1.3)
where Ei ∈ R2 is the i-th unit vector. For such solutions the linear term ϕt − Dϕxx − Cϕx decays over
time with rate t−3/2. On the other hand, nonlinear terms of the form
∂
γ
x(u
αvβ), α, β ∈ Z≥0, γ = 0, 1, (1.4)
decay with rate t−p/2 where p := α + β + γ. Thus, if p > 3, then, for the slowest decaying solutions to
the linearized system (1.2), the nonlinear term (1.4) decays faster than the linear term ϕt−Dϕxx−Cϕx.
This suggests that the linear dynamics about the rest state (u, v) = 0 in (1.1) is not altered by the
nonlinearity. In such a case we call the nonlinearity (1.4) irrelevant. On the other hand, for p < 3 the
nonlinear dynamics might be dominant, in which case we say the nonlinearity (1.4) is relevant. Finally,
a nonlinearity (1.4) with critical value p = 3 is called marginal. Thus, any smooth nonlinearity in (1.1)
can be labeled relevant, marginal or irrelevant by looking at the leading-order term of its power series
expansion. This classification of (smooth) nonlinearities was introduced in [8] and can be generalized
to reaction-diffusion-advection systems in d spatial dimensions by replacing the critical threshold
p = 3 by p = 1 + 2d , see also [46, Section 2].
In scalar reaction-diffusion-advection equations, it was proven in [40, 49] that, if the nonlinearity
is irrelevant, then small, sufficiently localized initial data decay over time with rate t−1/2. This proof
extends without effort from the scalar to the multi-component setting. On the other hand, it was shown
in [16] that every solution to the nonlinearly coupled system
ut = uxx + up1vq1 ,
vt = vxx + up2vq2 ,
t ≥ 0, x ∈ R,
with initial condition (u0, v0), such that u0, v0 ≥ 0 and u0v0 , 0 hold pointwise, blows up in finite
time if the nonlinearities are relevant or marginal, i.e. if pi, qi ≥ 0 satisfy 2 ≤ pi + qi ≤ 3 for i = 1, 2.
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Thus, as in the scalar setting (see Remark 1.1) relevant or marginal nonlinearities are not automatically
controlled by the linear dynamics in (1.1) and can be decisive for the long-term dynamics of small,
localized solutions.
Remark 1.1. The effect of nonlinearities on the long-term dynamics of small, localized solutions has
been well-studied in the scalar version of (1.1), i.e. in the reaction-diffusion-advection equation
ut = duxx + cux + f (u) + (g(u))x , t ≥ 0, x ∈ R, (1.5)
with d > 0, c ∈ R and f , g : R→ R smooth nonlinearities with f (0), f ′(0) = 0 and g(0), g′(0) = 0. The
transport term and the diffusion coefficient in (1.5) can be eliminated by switching to the co-moving
frame ξ = d−1/2(x + ct), which transforms (1.5) into
ut = uξξ + f (u) + d−
1
2 (g(u))ξ , t ≥ 0, ξ ∈ R. (1.6)
It is proven in [40, 49] that any irrelevant nonlinearity in (1.6) leads to diffusive decay of small, suf-
ficiently localized initial data with rate t−1/2. Moreover, any relevant nonlinearity has, after rescaling,
u2 as leading-order coefficient, which can lead to growth of small, localized initial data and blow up
in finite time [17]. All marginal nonlinearities have αu3 + βuuξ as leading-order coefficient for some
α, β ∈ R. Having α > 0 can lead to growth and blow up in finite time [23], whereas it is shown in [8]
that for α ≤ 0 all small, localized initial data in (1.6) decays with rate t−1/2.
1.2 The effect of different velocities
We claim that, in contrast to the scalar setting, the velocities ci in system (1.1) play a pivotal role in
determining which relevant and marginal nonlinear terms can and cannot be controlled by the linear
dynamics. In order to illustrate the latter on a formal level, we introduce the notions of a nonlinear
coupling, which is a nonlinear term (1.4) in the u-equation with β ≥ 1 or in the v-equation with α ≥ 1,
and the notion of a mix-term, which is a term of the form (1.4) with both α ≥ 1 and β ≥ 1. As above,
we consider the slowest decaying, localized solutions to the linear system (1.2), which are linear
combinations of the drifting Gaussians (1.3). For such solutions, mix-terms decay with exponential
rate
t−
p
2 e−
(c1−c2)2t
4(d1+d2) ,
with p = α + β + γ, which can be seen by completing the square. This suggests that, if components
propagate with different velocities c1 , c2, then mix-terms do not alter the linear dynamics about the
rest state (u, v) = 0 in (1.1), no matter the value of p.
The first result of this paper confirms this conjecture. We prove that, if all nonlinear couplings
in (1.1) are mix-terms and components exhibit different velocities, then solutions with small, alge-
braically or exponentially localized initial data exist globally and decay over time with rate t−1/2.
We note that the requirement that all nonlinear couplings in (1.1) are mix-terms is equivalent to the
condition that {u = 0} and {v = 0} are invariant subspaces for system (1.1).
We take our initial data from (weighted) Ho¨lder spaces, since in such spaces local existence and
uniqueness of classical solutions to (1.1) is naturally obtained; see for instance [34]. Of course, one
could consider more general spaces of initial data, but since our main focus lies on the effects of
different velocities on the long-term dynamics, we refrain from doing so. Thus, we let α ∈ (0, 1) and
introduce the spaces
Xαρ :=
{
z ∈ C0,α(R,R2) : ‖zρ‖∞ < ∞
}
,
of bounded, Ho¨lder continuous initial conditions with weight ρ : R → [1,∞). We endow Xαρ with the
norm ‖z‖ρ := ‖zρ‖∞, where ‖ · ‖∞ denotes the supremum norm, and establish the following result.
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Theorem 1.2. Let α ∈ (0, 1). Suppose di > 0 and c1 , c2 in (1.1) and assume that there exist constants
C > 1 and r0 > 0 such that the nonlinearities fi, gi ∈ C2,α(R2,R) in (1.1) satisfy
| f1(u, v)| ≤ C
(
|u|4 + |u||v|
)
, |g1(u, v)| ≤ C
(
|u|2 + |u||v|
)
,
| f2(u, v)| ≤ C
(
|v|4 + |u||v|
)
, |g2(u, v)| ≤ C
(
|v|2 + |u||v|
)
,
for |u|, |v| ≤ r0. (1.7)
Then, there exists M0 ≥ 1 such that, for all M ≥ M0, r ≥ 3 and ε > 0, there exists a δ > 0 such
that (1.1) together with one of the following initial conditions
E) (u0, v0) ∈ XαρE satisfying ‖(u0, v0)‖ρE < δ with exponential weight ρE(x) = ex
2/M;
A) (u0, v0) ∈ XαρA satisfying ‖(u0, v0)‖ρA < δ with algebraic weight ρA(x) = (1 + |x|)r;
has a classical global solution (u, v) ∈ C1, α2
(
[0,∞),C2,α(R,R2)
)
satisfying
‖(u, v)(·, t)‖∞ ≤ ε√
1 + t
, ‖(u, v)(·, t)‖1 ≤ ε, for t ≥ 0. (1.8)
More specifically, for exponentially localized initial data (u0, v0) ∈ XαρE satisfying ‖(u0, v0)‖ρE < δ we
obtain the Gaussian decay estimates
|u(x, t)| ≤ εe
− (x+c1t)
2
M(1+t)
√
1 + t
, |v(x, t)| ≤ εe
− (x+c2t)
2
M(1+t)
√
1 + t
, (1.9)
for all x ∈ R and t ≥ 0.
To exploit the difference in spatial transport between components, we use pointwise estimates to
prove Theorem 1.2. For exponentially localized initial data, we adopt the slowest decaying, localized
solutions to the linear system (1.2), i.e. the Gaussians (1.3), as pointwise upper bounds in a spatio-
temporal nonlinear iteration scheme, which eventually yields (1.9). Hence, if the nonlinearity in (1.1)
satisfies (1.7), then the obtained pointwise decay is as predicted by the linear dynamics.
Algebraically localized initial data lead to additional algebraic correction terms in the pointwise
upper bounds. The associated pointwise decay estimates are technically more involved than (1.9) and
can be found in Remark 4.1.
The method of pointwise estimates was developed in the setting of viscous shock waves [24, 50]
and has proven to be a powerful tool in a large variety of nonlinear stability problems. We refer to [4]
for an expository article and to [27, Section 6] for a straightforward application in the setting of the
nonlinear heat equation ut = uxx + up with irrelevant nonlinearity, i.e. with p > 3. In §1.7 we give an
extensive, but by no means exhaustive, overview of other methods to prove global existence of (small)
solutions in reaction-diffusion systems, see also [43, Section 14]. To the author’s best knowledge,
the effect of different velocities in (1.1) on the long-time dynamics of small initial data has not been
investigated in literature prior to this paper.
1.3 Including irrelevant nonlinear couplings which are not of mix-type
If nonlinear couplings which are not of mix-type are present in system (1.1), i.e. if the u-equation
in (1.1) has a nonlinear term (1.4) with α = 0 or the v-equation possesses a term (1.4) with β = 0,
then the analysis breaks down as the spatial localization imposed by the nonlinear iteration scheme is
too restrictive. Indeed, if v(x, t) is a drifting Gaussian propagating with speed c2, then a ∂
j
x(vβ)-term
in the u-equation leads to a nonlinear contribution in Duhamel’s formula (or the variation of constants
formula) of the form
∫ t
0
Ce−
(x+tc1+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)(β−1)/2(t − s) j/2 ds, (1.10)
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for some C,M > 0, which cannot be controlled by a Gaussian propagating with speed c1 , c2.
However, by incorporating upper bounds of the form (1.10) into the nonlinear iteration scheme, we can
accommodate all irrelevant nonlinear terms in the analysis, thus in particular all irrelevant nonlinear
couplings. We establish global existence and temporal decay with rate t−1/2 for solutions to (1.1) with
small, exponentially localized initial conditions allowing for irrelevant nonlinear terms and nonlinear
mix-terms.
Theorem 1.3. Let α ∈ (0, 1) and consider for M ≥ 1 the exponential weight ρE(x) = ex2/M. Suppose
di > 0 and c1 , c2 in (1.1) and assume that there exist constants C > 1 and r0 > 0 such that the
nonlinearities fi, gi ∈ C2,α(R2,R) in (1.1) satisfy
| f1(u, v)| ≤ C
(
|u|4 + |u||v| + |v|4
)
, |g1(u, v)| ≤ C
(
|u|2 + |u||v| + |v|3
)
,
| f2(u, v)| ≤ C
(
|v|4 + |u||v| + |u|4
)
, |g2(u, v)| ≤ C
(
|v|2 + |u||v| + |u|3
)
,
for |u|, |v| ≤ r0. (1.11)
Then, there exists M0 ≥ 1 such that, for all M ≥ M0 and ε > 0, there exists a δ > 0 such that (1.1)
together with the initial condition (u0, v0) ∈ XαρE satisfying ‖(u0, v0)‖ρE < δ has a classical global
solution (u, v) ∈ C1, α2
(
[0,∞),C2,α(R,R2)
)
satisfying
‖(u, v)(·, t)‖∞ ≤ ε√
1 + t
, ‖(u, v)(·, t)‖1 ≤ ε, for t ≥ 0. (1.12)
In particular, the homogeneous rest state (0, 0) in (1.1) is nonlinearly stable against small, exponen-
tially localized perturbations from XαρE .
The pointwise nonlinear iteration scheme employed in the proof of Theorem 1.3 provides more
detailed (pointwise) decay estimates on the solution than (1.12). Due to their technicality, these decay
estimates are provided in Remark 5.1. We note that the decay is no longer captured by drifting Gaus-
sians only, as in (1.9). Instead, terms of the form (1.10), which exhibit non-Gaussian-like decay (see
Figure 1), need to be incorporated.
We prove Theorem 1.3 only for exponentially localized initial data. Algebraically localized initial
conditions introduce additional algebraic correction terms, which would make the analysis technically
more involved. Since our main goal is to capture the effect of different velocities rather than to study
the precise localization properties of the initial data, we chose to work with exponential weights only
in Theorem 1.3 for clarity of exposition.
t=1
t=5
t=15
t=40
(a) Diffusive decay of a Gaussian θ(x, t) = e
− x
2
M(1+t)√
1+t
with M = 40.
t=1
t=5
t=15
t=40
(b) Non-Gaussian-like decay as exhibited by the func-
tion (1.10) with c1 = 0, c2 = 10, β = 4, j = 0 and
M = 4.
Figure 1
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1.4 Including relevant or marginal couplings which are not of mix-type
As the difference c2−c1 is occurring in the bound (1.10), one might expect that a difference in velocities
can even be exploited to control relevant or marginal nonlinear couplings which are not of mix-type.
Yet, it turns out that, in general, such relevant or marginal nonlinear couplings cannot be included in
Theorem 1.3 and can, in fact, lead to growth of small, localized initial data. We demonstrate this by
showing that any nontrivial solution with (pointwise) nonnegative initial conditions in the system
ut = d1uxx + c1ux + v2,
vt = d2vxx + c2vx + u2,
t ≥ 0, x ∈ R, (1.13)
with relevant nonlinear couplings admits lower bounds in the L1- and L∞-norms that are growing over
time, even in the case c1 , c2.
Theorem 1.4. Let α ∈ (0, 1) and let di > 0, ci ∈ R in (1.13). Take (u0, v0) ∈ C0,α(R,R2) \ {0}
such that u0(x), v0(x) ≥ 0 holds for all x ∈ R. Then, there exists c > 0 such that the solution
(u, v) ∈ C1, α2
(
[0,T ),C2,α(R,R2)
)
to (1.13) with initial condition (u0, v0) satisfies
‖(u, v)(·, t)‖∞ ≥ c log(1 + t), ‖(u, v)(·, t)‖1 ≥ ct t ∈ [0,T ), (1.14)
where [0,T ), with T ∈ (0,∞], is its maximal interval of existence. In particular, the homogeneous rest
state (0, 0) in (1.1) is nonlinearly unstable against small, exponentially localized perturbations from
XαρE with ρE(x) = e
x2/M and M ≥ 1.
In [15] it is shown that any nontrivial, nonnegative solution to (1.13) blows up in finite time in the
case d1 = d2 and c1 = c2. We employ similar methods as in [15] to prove Theorem 1.4 for general
velocities c1, c2 ∈ R and diffusion coefficients d1, d2 > 0. Thus, we iteratively feed pointwise lower
bounds on the solution into Duhamel’s formula and estimate from below using Jensen’s inequality.
These lower bounds are no longer diffusive Gaussians as in [15] but of the type (1.10).
1.5 Admissible relevant and marginal nonlinearities
All in all, in the case of different velocities c1 , c2, nonlinearities consisting of mix-terms and irrel-
evant terms in (1.1) do not alter the temporal decay dictated by the linear system (1.2) for solutions
with small, localized initial conditions; thus, yielding nonlinear stability of the rest state (u, v) = (0, 0)
in (1.1), see Theorem 1.3. On the other hand, relevant or marginal nonlinearities in (1.1) that are not
of mix-type, even if they are couplings between the u- and v-component, can lead to growth of small,
localized initial data; thus, yielding instability of the rest state (u, v) = (0, 0), see Theorem 1.4 but also
Remark 1.1.
The question which relevant or marginal nonlinear terms yield stability and which can lead to
instability of the rest state in (1.1) is rather subtle. In the scalar setting, it suffices to determine the
leading-order coefficient of the power series expansion of the nonlinearity, see Remark 1.1. On the
contrary, we demonstrate that, in the case of multiple components, it is insufficient to look at the
leading-order (or most dangerous) term in the nonlinearity; in general, other (higher-order) terms
need to be taken into account. As an example, we consider the system
ut = d1uxx + c1ux + αuv + βu3,
vt = d2vxx + c2vx + γ
(
u2
)
x
,
t ≥ 0, x ∈ R, (1.15)
with coefficients α, β, γ ∈ R and c1 , c2. Intuitively, one expects that the mix-term αuv is harmless,
since the components propagate with different velocities. One is then inclined to neglect this seemingly
unimportant mix-term such that the u-component in (1.15) decouples. We arrive at the scalar system
ut = d1uxx + c1ux + βu3 in which the sign of β determines whether solutions exists globally and decay
over time or blow up in finite time, see Remark 1.1. Yet, the following results shows this formal way
of reasoning leads to incorrect conclusions.
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Theorem 1.5. Consider for M ≥ 1 the exponential weight ρE(x) = ex2/M. Suppose di > 0, c1 , c2
and the sign condition
β − γα
c2 − c1 < 0, (1.16)
holds for the coefficients α, β, γ, ci, di ∈ R in (1.15). Then, there exists M0 ≥ 1 such that, for all
M ≥ M0 and ε > 0, there exists a δ > 0 such that (1.1) together with the initial condition (u0, v0) ∈
H2(R,R2) satisfying
‖(u0, v0)‖H2 + ‖v0ρE‖∞ +
√
Mpi ‖u0ρE‖∞ +
∥∥∥u′0ρE∥∥∥∞ < δ, (1.17)
has a classical global solution (u, v) ∈ C1
(
[0,∞),C2(R,R2)
)
satisfying
‖(u, v)(·, t)‖∞ ≤ ε√
1 + t
, ‖(u, v)(·, t)‖1 ≤ ε, t ≥ 0. (1.18)
Thus, the seemingly unimportant mix-term αuv and Burgers’ term γ(u2)x cannot be neglected. In
fact, these terms can compensate for the cubic term βu3. Indeed, in contrast to the scalar setting, we
can establish global existence and decay of small, localized initial data even for β > 0.
In the proof of Theorem 1.5 we first apply a normal form transform to remove the Burgers’ term
γ(u2)x from the v-equation in (1.15). The normal form transform introduces higher order terms to
the v-equation which can be controlled via damping estimates by the L2-norm of the solution and the
H2-norm of the initial data. In addition, we employ pointwise estimates to control the mix-term and
we use a decomposition in Fourier space into short and long-wavelength modes to deal with the cubic
term. Again, we note that our proof yields more detailed (pointwise) upper bounds than the ones
provided in (1.18); we refer the interested reader to §7.
It is worthwhile to emphasize that the occurrence of the difference c2 − c1 in (1.16) underlines
the fact that velocities can be decisive for the long-term dynamics. Furthermore, the expression (1.16)
suggests that, in the presence of quadratic mix-terms, a coupling of Burgers’-type might affect the tem-
poral decay of small, localized initial data even if the ‘dangerous’ cubic term βu3 is absent, whereas,
in the scalar setting, a Burgers’ term does not alter the temporal decay (only the limiting profile), as
described in [8].
In this paper, system (1.15) serves as an example to illustrate that the full nonlinearity can be
decisive for the global behavior of small solutions, instead of just the leading-order (or ‘most danger-
ous’) term of the nonlinearity. However, its importance goes beyond the current setting: we expect
that system (1.15) governs the critical dynamics in the stability analysis of wave trains at the Eckhaus
boundary, see §8.
1.6 Set-up
This paper is structured as follows. First we establish local existence and uniqueness of solutions
to (1.1) in §2. In §3 we introduce the method of pointwise estimates in a simple setting and we illus-
trate how this method is employed to exploit differences in velocities in the proofs of our main results.
The proofs of our main results, Theorems 1.2 and 1.3, are then provided in §4 and §5, respectively.
Subsequently, the proof of Theorem 1.4, showing growth of small initial data in system (1.13), can
be found in §6, whereas the analysis of system (1.15) and the proof of Theorem 1.5 are the contents
of §7. Finally, we comment on possible applications and future extensions of our work in §8.
1.7 Other methods to prove global existence of small solutions in reaction-diffusion
systems
The problem of global existence of (small) solutions to nonlinear evolution equations is classical and
various techniques have been developed over the past decades to address this issue. For reaction-
diffusion systems on unbounded domains the first results [17, 18, 48] are obtained in the setting of
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the nonlinear heat equation ut = uxx + f (u), where f : R → R is an irrelevant nonlinearity, typically
f (u) = up. In these early papers global existence is established by iterative estimates of the linear and
nonlinear terms in Duhamel’s formula. In [17, 18] such iterative estimates are obtained using time-
dependent Gaussian weights, whereas in [48] the estimates are established in Lq-spaces. In essence,
the method of pointwise estimates, used in this paper, also relies on spatio-temporal weights and the
analysis in [17, 18] can be regarded as an early version.
It was observed in [44] that global existence and temporal decay can be established using entropy
inequalities in systems of conservation laws, i.e. in reaction-diffusion systems with nonlinearities of
the form ( f (u))x. We emphasize that marginal Burgers’-type terms of the form (u2)x can be included in
the nonlinearity. Nowadays, there is a vast literature, see for instance [12, 39] and references therein,
on global existence in reaction-diffusion systems in which entropy or mass can be controlled, which
sometimes even leads to a gradient structure [36].
Global existence of small solutions in general reaction-diffusion systems with irrelevant nonlin-
earities f (u, ux, uxx) was first obtained in [30] using energy estimates and the abstract Nash-Moser-
Ho¨rmander iteration scheme. This result was improved in [40, 49] by combining the L2-energy esti-
mates with weighted a priori estimates in Lq-space. The assumptions on the (irrelevant) nonlinearities
were further relaxed in [10].
The first global existence results with relevant nonlinearities have been developed in the setting of
the nonlinear heat equation with absorption ut = uxx−up with p > 1. Using comparison principles one
readily obtains that solutions decay over time [20]. In fact, such comparison or maximum principles
can be used to prove that solutions converge in the long time limit to self-similar solutions [19, 20, 28].
The renormalization group (RG) method [7, 8] transforms the long time limit to a fixed time prob-
lem through an iterative scaling process, which reveals the large time (self-similar) asymptotics of
solutions. In contrast to comparison principles, an extension of the RG method to systems of reaction-
diffusion equations is natural, see for instance [7, 9]. In addition, the RG method has been successfully
applied in multiple spatial dimensions [46] and to reaction-diffusion systems with relevant or marginal
nonlinear terms [8]. Since the renormalization procedure takes the spatio-temporal dynamics of so-
lutions into account, we expect that, instead of the method of pointwise estimates, the RG method
could also have been used in this paper to exploit the difference in velocities in (1.1). However, since
our main interest is global existence and temporal decay of small solutions, instead of their large time
asymptotics, we refrain from using (the technically more involved) RG method.
2 Local existence and uniqueness
Local existence and uniqueness of solutions in semilinear parabolic problems with initial data in spaces
of bounded, Ho¨lder continuous functions is well-established, see for instance [34]. Local existence
and uniqueness has been verified for the current case of reaction-diffusion-advection systems on the
real line in [50, Section 11.3] using the so-called parametrix method. In the following proposition we
collect the facts which are needed to prove the main results of this paper.
Proposition 2.1. Let α ∈ (0, 1). Suppose the coefficients in (1.1) satisfy di > 0, ci ∈ R and fi, gi ∈
C2,α(R2,R) with fi(0), gi(0) = 0 for i = 1, 2. Let (u0, v0) ∈ L∞(R,R2) ∩C0,α(R,R2). Then, there exists
a classical solution (u, v) ∈ C1, α2
(
[0,T ),C2,α(R,R2) ∩ L∞(R,R2)
)
to (1.1) on a maximal time interval
[0,T ), with T ∈ (0,∞], having initial condition (u0, v0). If T < ∞, then it holds
lim
t↑T
‖(u, v)(·, t)‖∞ = ∞. (2.1)
Proof. By [50, Corollary 11.4] there exists a solution (u, v) ∈ C1, α2
(
[0,T ),C2,α(R,R2) ∩ L∞(R,R2)
)
to (1.1) on a maximal interval [0,T ), with T ∈ (0,∞], having initial condition (u0, v0). Assume by
contradiction that T < ∞ and t 7→ ‖(u, v)(·, t)‖∞ is bounded on [0,T ). We observe that z(x, t) =
8
(u, v)(x, t) satisfies the linear system,
zt = Dzxx + (G(x, t)z)x + F(x, t)z, (2.2)
with D := diag(d1, d2) and use fi(0), gi(0) = 0 for i = 1, 2 to write
G(x, t) :=
(
c1 0
0 c2
)
+
∫ 1
0
(
∂ug1 ∂vg1
∂ug2 ∂vg2
)
[γz(x, t)]dγ, F(x, t) :=
∫ 1
0
(
∂u f1 ∂v f1
∂u f2 ∂v f2
)
[γz(x, t)]dγ.
By [50, Proposition 11.3] the Green’s function G(x, y, t, s) associated to (2.2) is continuous and differ-
entiable with respect to x. Moreover, it enjoys the estimate∥∥∥∥D jxG(x, y, t, s)∥∥∥∥ ≤ Ct− j+12 e− (x−y)2N(t−s) , x, y ∈ R,T0 ≤ s ≤ t < T, j = 0, 1.
for some C,N > 0 and T0 ∈ (0,T ). This estimate and the fact that t 7→ ‖z(·, t)‖∞ is bounded on [0,T )
imply that
z(x, t) =
∫
R
G(x, y, t,T0)z(y,T0)dy,
can be extended from R× [T0,T ) to R× [T0,T ] such that z(·,T ) is bounded and continuously differen-
tiable on R. In particular, z(·,T ) lies in L∞(R,R2) ∩C0,α(R,R2) and can therefore be extended by [50,
Corollary 11.4] to a solution z(·, t) in L∞(R,R2) ∩ C2,α(R,R2) on some interval [0,T + τ) with τ > 0,
which contradicts the maximality of T . Thus, the blow-up (2.1) must hold if T < ∞. 
3 Illustration of the main ideas
In this section we give a short introduction to the method of pointwise estimates and we explain how
this method can be applied to exploit differences in velocities. In particular, we aim to illustrate in a
simple setting how the estimates in the proofs of our main results arise. Thus, we consider the toy
model
ut = d1uxx + c1ux + u4 + uv,
vt = d2vxx + c2vx,
t ≥ 0, x ∈ R, (3.1)
with di > 0 and ci ∈ R with c1 , c2. We take small, exponentially localized initial data, i.e. we take
u0, v0 ∈ L∞(R) satisfying ∣∣∣∣∣∣u0(x)e x2M
∣∣∣∣∣∣ ,
∣∣∣∣∣∣v0(x)e x2M
∣∣∣∣∣∣ ≤ δ, x ∈ R, (3.2)
for some M > 0, where δ > 0 is sufficiently small. We assume local existence and uniqueness of a
classical solution (u(t), v(t)) to (3.1) with initial condition (u0, v0).
We want to derive bounds on the solution (u(t), v(t)) yielding global existence and decay. Such
bounds follow from iterative estimates using the Duhamel formulation (or variation of constants for-
mula). Thus, integrating the u-equation in (3.1) gives
u(t) = eLtu0 +
∫ t
0
eL(t−s)N(u(s), v(s))ds, (3.3)
whereL is the differential operatorL = d1∂xx +c1∂x andN denotes the nonlinearityN(u, v) = u4 +uv.
With the aid of the Fourier transform one finds
[
eLtu0
]
(x) =
∫
R
e−
(x−y+c1t)2
4d1t√
4pid1t
u0(x)dy. (3.4)
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To bound the linear and nonlinear terms in (3.3) one can first use (3.4) to compute (or bound) the
operator norm of eLt : X → Y , where X and Y are suitable function spaces, and then estimate u(t) in
the Y-norm via (3.3) using bounds on u0 and N(u(s), v(s)) in the X-norm. Thus, one obtains
‖u(t)‖Y ≤ ‖eLt‖X→Y‖u0‖X +
∫ t
0
‖eL(t−s)‖X→Y‖N(u(s), v(s))‖Xds. (3.5)
For the nonlinear heat equation ut = uxx + up with p > 3 suitable spaces are for instance L1(R)
and L∞(R), see [37] and [43, Section 14]. We note that the renormalization group method and the
approaches using bounds in Lq-spaces, which are mentioned in §1.7, are based on estimates of the
form (3.5).
On the contrary, the method of pointwise estimates does not rely on the operator norm of eLt
between suitable function spaces. Instead, the functions eLtu0 and eL(t−s)N(u(s), v(s)) in (3.3) are
estimated pointwise using (3.4). In the case of exponential weights, all these estimates utilize the
integral identity
∫
R
e−ay
2+by+cdy =
√
pie
b2+4ac
4a√
a
, (3.6)
with a > 0 and b, c ∈ R, which follows from the standard Gaussian integral by completing the square.
To bound the linear term eLtu0 in (3.3), we take M ≥ 4d1, plug the bound (3.2) into (3.4) and
use (3.6) to yield
∣∣∣∣[eLtu0] (x)∣∣∣∣ ≤ δ∫
R
e−
(x−y+c1t)2
Mt −
y2
M√
4pid1t
dy =
δ
√
Me−
(x+c1t)2
M(1+t)
2
√
d1(1 + t)
. (3.7)
Thus, without the presence of the nonlinear terms in (3.1), solutions with exponentially localized
initial conditions decay as
|u(x, t)| ≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
, |v(x, t)| ≤ C e
− (x+c2t)
2
M(1+t)
√
1 + t
, (3.8)
where C > 0 is some x- and t-independent constant.
The method of pointwise estimates now employs the bounds (3.8) as spatio-temporal weights in
the nonlinear iteration. Thus, one assumes that (3.8) holds and obtains
|N(u(y, s), v(y, s))| ≤ C
e
− (y+c1 s)
2
M(1+s)
(1 + s)2
+
e−
(y+c1 s)2
M(1+s) −
(y+c2 s)2
M(1+s)
1 + s
 ,
where C > 0 is some y- and s-independent constant. We take M ≥ 8d1, use (3.4) to plug the latter
estimate into eL(t−s)N(u(s), v(s)) and establish
∣∣∣∣[eL(t−s)N(u(s), v(s))] (x)∣∣∣∣ ≤ C ∫
R
e
− (x−y+c1(t−s))
2
M(t−s) −
(y+c1 s)2
M(1+s)
√
4pid1(t − s)(1 + s)2
+
e−2
(x−y+c1(t−s))2
M(t−s) −
(y+c1 s)2
M(1+s) −
(y+c2 s)2
M(1+s)
√
4pid1(t − s)(1 + s)
 dy.
Although the obtained integrals over y look complicated at first sight, they are of the form (3.6) with
constants a, b and c depending on s, x and t, see Remark 3.2. Hence, using (3.6), we compute
∫
R
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c1 s)2
M(1+s)
√
4pid1(t − s)(1 + s)2
dy =
√
Me−
(x+c1t)2
M(1+t)
√
d1(1 + t)(1 + s)3/2
, (3.9)
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and
∫
R
e−2
(x−y+c1(t−s))2
M(t−s) −
(y+c1 s)2
M(1+s) −
(y+c2 s)2
M(1+s)
√
4pid1(t − s)(1 + s)
dy =
√
Me−
(x+c1t)2
M(1+t) −
s2(t−s)(c1−c2)2
2M(1+s)(1+t) −
(x+c1t+s(c2−c1))2
M(1+t)
2
√
2d1(1 + t)(1 + s)
. (3.10)
We emphasize that, in order to obtain the exponentially decaying term e−
s2(t−s)(c1−c2)2
2M(1+s)(1+t) on the right hand
side of (3.10), taking M ≥ 8d1, instead of M ≥ 4d1, is crucial. Indeed, one readily verifies that, without
the 2 before the coefficient (x−y+c1(t−s))
2
M(t−s) in (3.10), such exponential decay in time is not achieved
uniformly in space. Intuitively, this 2 balances the two exponentials coming from the pointwise bound
on the mix-term uv, whereas in (3.9) only one exponential arises when bounding the u4-term.
To close the nonlinear iteration scheme and apply continuous induction, we want to recover our
original assumption (3.8) after one iteration of Duhamel’s formula. Thus, in addition to the linear
term eLtu0, we also want to bound the nonlinear term
∫ t
0 e
L(t−s)N(u(s), v(s))ds in (3.3) by an x- and
t-independent multiple of the drifting Gaussian
e−
(x+c1t)2
M(1+t)
√
1 + t
. (3.11)
Integrating (3.9) over s clearly yields such a bound, since the integral
∫ t
0 (1 + s)
−3/2ds is uniformly
bounded for t ≥ 0. On the other hand, exploiting the difference in velocities, we establish
∫ t
0
e−
s2(t−s)(c1−c2)2
2M(1+s)(1+t)
√
1 + s
ds ≤ C

∫ 1
0
ds +
∫ t
2
1
√
1 + s(1 + t)
s2(t − s) ds +
∫ t
t
2
e
− t
2(t−s)(c1−c2)2
8M(1+t)2
√
1 + t
ds
 ,
for some t-independent constant C > 0, where the right hand side is uniformly bounded for t ≥ 2. It is
not hard to see that the left hand side is also bounded for t ∈ [0, 2]. So, we obtain
∣∣∣∣∣∣
∫ t
0
[
eL(t−s)N(u(s), v(s))
]
(x)ds
∣∣∣∣∣∣ ≤ C e−
(x+c1 s)2
M(1+t)
√
1 + t
,
for some x- and t-independent constant C > 0. Combining the latter with (3.7), we have recovered
our original assumption (3.8) after an iteration with Duhamel’s formula. Hence, we can expect to
close the nonlinear iteration scheme and apply continuous induction to establish global existence and
Gaussian-like decay. We will make the latter rigorous in the proofs of our main results in the upcoming
sections.
Remark 3.1. In the case of polynomially localized initial conditions, one obtains a different point-
wise bound than (3.7) on the linear term eLtu0 in Duhamel’s formula. Therefore, also the chosen
spatio-temporal weight is different for polynomially localized initial data, see §4.2 in the proof of
Theorem 1.2.
However, it is not only the pointwise bound on the linear term eLtu0 that determines the spatio-
temporal weight. For instance, the presence of a v4-term in the u-component of (3.1) would lead to
the contribution
∫
R
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c2 s)2
M(1+s)
√
4pid1(t − s)(1 + s)2
dy =
√
Me−
(x+c1t+s(c2−c1))2
M(1+t)
√
d1(1 + t)(1 + s)3/2
,
in
[
eL(t−s)N(u(s), v(s))
]
(x). Due to this contribution, the integral
∫ t
0 e
L(t−s)N(u(s), v(s))ds in (3.3) can
no longer be bounded by an x- and t-independent multiple of a drifting Gaussian (3.11), see Figure 1.
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Consequently, one cannot close the nonlinear iteration scheme and needs to adapt the spatio-temporal
weight. Thus, our choice of spatio-temporal weight is inspired by the pointwise bounds on both the
linear terms and the nonlinear terms. For instance, the presence of nonlinear coupling terms, which
are not of mix-type, leads, in the proof of Theorem 1.3, to an additional contribution in the chosen
spatio-temporal weight.
Remark 3.2. In the upcoming proofs, the pointwise estimation of eL(t−s)N(u(s), v(s)) in (3.3) relies,
as in the above, on the integral identity (3.6) in the case of exponentially localized initial data. As
additional contributions are introduced to the spatio-temporal weight in the proof of Theorem 1.3, the
expressions for a, b and c in (3.6) become more involved. However, since the integral identity (3.6)
is standard, our calculations can be (and have been) verified using a symbolic computation program
such as Mathematica.
4 Proof of Theorem 1.2
In this proof, C > 1 denotes a constant, which is independent of δ, x and t and that will be taken larger
if necessary.
4.1 Plan of proof
Take M0 = max{16d1, 16d2, 1} and let M ≥ M0 and r ≥ 3. By Proposition 2.1 there exists a classical
solution (u, v) ∈ C1, α2
(
[0,T ),C2,α(R,R2)
)
to (1.1) on a maximal time interval [0,T ), with T ∈ (0,∞],
having initial condition (u0, v0) ∈ Xαρi ⊂ C0,α(R,R2)∩ L∞(R,R2) for i = E, A. Therefore, the functions
ηE , ηA : [0,T )→ [0,∞) given by
ηE(t) = sup
x∈R
0≤s≤t
√
1 + s
|u(x, s)| e (x+c1 s)2M(1+s) + |v(x, s)| e (x+c2 s)2M(1+s)  ,
and
ηA(t) = sup
x∈R
0≤s≤t
|u(x, s)|
 1(1 + |x + c1s| + √s)r + e
− (x+c1 s)
2
M(1+s)
√
1 + s

−1
+ |v(x, s)|
 1(1 + |x + c2s| + √s)r + e
− (x+c2 s)
2
M(1+s)
√
1 + s

−1 ,
are continuous. In addition, if T < ∞, then ηA(t) and ηE(t) must blow up as t ↑ T by (2.1). Our aim is
to show that, if we have ‖(u0, v0)‖ρi < δ and t ∈ [0,T ) is such that ηi(t) is bounded by the constant r0
in Theorem 1.2, then ηi(t) satisfies an inequality of the form
ηi(t) ≤ C
(
δ + ηi(t)2
)
, i = E, A. (4.1)
Since ηi must be continuous as long as it remains bounded, we can apply continuous induction us-
ing (4.1). Thus, taking δ < min{ 14C2 , r02C }, it follows ηi(t) ≤ 2Cδ ≤ r0 for all t ≥ 0, which proves global
existence, i.e. T = ∞. Moreover, taking δ = min{ε/(2C(1 + √Mpi)), 1/(4C2), r0/(2C)} it holds
ηi(t) ≤ 2Cδ = ε
1 +
√
Mpi
≤ ε, (4.2)
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for all t ≥ 0, which yields the desired temporal decay in (1.8) in the L∞-norm. The bound in (1.8) of
the L1-norm follows from (4.2) after integration of the associated spatio-temporal weight:
∫
R
e−
x2
M(1+s)
√
1 + s
dx =
√
Mpi,
∫
R
1(
1 + |x + c1s| + √s
)r dx = 2
(r − 1)
(
1 +
√
s
)r−1 ≤ 1, (4.3)
for t ≥ 0. Finally, (4.2) proves the pointwise decay estimates (1.9) in the case of exponentially
localized initial data.
Take z(x, t) = (u, v)(x, t) and denote
θ(x, t) :=
e−
(x+c1t)2
4d1t√
4pid1t
.
Integrating the u-equation in (1.1) and applying integration by parts we obtain
u(x, t) =
∫
R
θ(x − y, t)u0(y)dy
+
∫ t
0
∫
R
[
θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))] dyds, (4.4)
for x ∈ R and t ∈ [0,T ). A similar integral formulation can be obtained for the v-component in (1.1).
Our plan is to prove the key inequality (4.1), provided ηi(t) ≤ r0, by estimating the linear and nonlinear
terms in the integral formulations for the u- and v-component.
Remark 4.1. For algebraically localized initial data (u0, v0) ∈ XαρA satisfying ‖(u0, v0)‖ρA < δ, (4.2)
yields
|u(x, t)| ≤ ε
 1(1 + |x + c1t| + √t)r + e
− (x+c1t)
2
M(1+t)
√
1 + t
 , |v(x, t)| ≤ ε
 1(1 + |x + c2t| + √t)r + e
− (x+c2t)
2
M(1+t)
√
1 + t
 ,
for all x ∈ R and t ≥ 0. Hence, the spatio-temporal decay of the solutions to (1.1) is, as in (1.9),
componentwise controlled by drifting Gaussians, which exhibit the decay as predicted by the linear
system, and by traveling algebraically localized correction terms, which exhibit faster temporal decay.
4.2 Linear estimates
Using M ≥ 4d1 and taking exponentially localized initial conditions (u0, v0) ∈ XαρE the linear term
in (4.4) enjoys the bound
∣∣∣∣∣∫
R
θ(x − y, t)u0(y)dy
∣∣∣∣∣ ≤ C‖u0‖ρE ∫
R
e−
(x−y+c1t)2
Mt −
y2
M√
t
dy ≤ Cδe
− (x+c1t)
2
M(1+t)
√
1 + t
. (4.5)
For algebraically localized initial conditions (u0, v0) ∈ XαρA we apply [27, Corollary 6.16] and obtain
∣∣∣∣∣∫
R
θ(x − y, t)u0(y)dy
∣∣∣∣∣ ≤ C‖u0‖ρA ∫
R
e−
(x−y+c1t)2
Mt
(1 + |y|)r √t dy ≤ Cδ
 1(1 + |x + c1t| + √t)r + e
− (x+c1t)
2
M(1+t)
√
1 + t
 . (4.6)
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4.3 Nonlinear estimates for exponential weights
Provided ηE(t) ≤ r0, the nonlinear term in (4.4) can be estimated, using (1.7), M ≥ 8d1, ηE(t) ≤ r0 and
the boundedness of x 7→ xe−x2 on R, as follows∣∣∣∣∣∣
∫ t
0
∫
R
(θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))) dyds
∣∣∣∣∣∣
≤ C
∫ t
0
∫
R
[
θ(x − y, t − s)|u(y, s)|4 + |θx(x − y, t − s)||u(y, s)|2
+ (θ(x − y, t − s) + |θx(x − y, t − s)|) |u(y, s)||v(y, s)|
]
dyds
≤ CηE(t)2 (I∗ + I0 + I1) ,
(4.7)
with
I∗ =
∫ t
0
∫
R
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c1 s)2
M(1+s)
1 + s
(
1
(1 + s)
√
t − s +
1
t − s
)
dyds, (4.8)
I j =
∫ t
0
∫
R
e−
2(x−y+c1(t−s))2
M(t−s) −
(y+c1 s)2
M(1+s) −
(y+c2 s)2
M(1+s)
(1 + s)(t − s)(1+ j)/2 dyds, j = 0, 1. (4.9)
Estimate on I∗. Using (3.6), we compute the inner integral in I∗ and establish
I∗ ≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
∫ t
0
(
1
(1 + s)3/2
+
1√
1 + s
√
t − s
)
ds ≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
. (4.10)
Estimate on I j. Using (3.6), we calculate the integral over y in I j and obtain
I j ≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
∫ t
0
e−
s2(t−s)(c1−c2)2
2M(1+s)(1+t) −
(x+c1t+s(c2−c1))2
M(1+t)
√
1 + s(t − s) j/2 ds ≤ C
e−
(x+c1t)2
M(1+t)
√
1 + t
∫ t
0
e−
s2(t−s)(c1−c2)2
2M(1+s)(1+t)
√
1 + s(t − s) j/2 ds, (4.11)
for j = 0, 1. For t ≥ 2, we bound the integral in (4.11) using c1 , c2 and the integral identity∫ ∞
0
e−z2a√
z
dz =
2Γ
(
5
4
)
4√a , a > 0, (4.12)
where Γ denotes the Gamma function. Thus, we establish∫ t
0
e−
s2(t−s)(c1−c2)2
2M(1+s)(1+t)
√
1 + s(t − s) j/2 ds ≤ C
∫ 1
0
1
(t − s) j/2 ds +
∫ t
2
1
√
1 + s(1 + t)
s2(t − s)1+ j/2 ds
+
∫ t−1
t
2
e
− t
2(t−s)(c1−c2)2
8M(1+t)2
√
1 + t(t − s) j/2 ds +
∫ t
t−1
1√
1 + t(t − s) j/2 ds
 ≤ C(1 + t) j/2 ,
(4.13)
for j = 0, 1 and t ≥ 2. On the other hand, for t ≤ 2 we establish the bound
∫ t
0
e−
s2(t−s)(c1−c2)2
2M(1+s)(1+t)
√
1 + s(t − s) j/2 ds ≤
∫ 2
0
1
(t − s) j/2 ds ≤ C.
Thus, we obtain
I j ≤ C e
− (x+c1t)
2
M(1+t)
(1 + t)(1+ j)/2
, j = 0, 1. (4.14)
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Final nonlinear estimate. Combining (4.7), (4.10) and (4.14) yields the bound
∣∣∣∣∣∣
∫ t
0
∫
R
(θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))) dyds
∣∣∣∣∣∣ ≤ CηE(t)2 e−
(x+c1t)2
M(1+t)
√
1 + t
, (4.15)
on the nonlinear term in (4.4).
4.4 Nonlinear estimates for algebraic weights
Using (1.7), M ≥ 16d1, r ≥ 3, ηA(t) ≤ r0 and the fact that x 7→ xe−x2 is bounded on R, the nonlinear
term in (4.4) enjoys the bound∣∣∣∣∣∣
∫ t
0
∫
R
(θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))) dyds
∣∣∣∣∣∣
≤ C
∫ t
0
∫
R
[
θ(x − y, t − s)|u(y, s)|4 + |θx(x − y, t − s)||u(y, s)|2
+ (θ(x − y, t − s) + |θx(x − y, t − s)|) |u(y, s)||v(y, s)|
]
dyds
≤ CηA(t)2 (I∗ + I0 + I1 + II0 + II1 + III0 + III1 + IV0 + IV1) ,
(4.16)
provided ηA(t) ≤ r0, where I∗, I0 and I1 are defined in (4.8) and (4.9) and
II j =
∫ t
0
∫
R
e−
4(x−y+c1(t−s))2
M(t−s)(
1 + |y + c1s| + √s
)2r
(t − s)( j+1)/2
dyds,
III j =
∫ t
0
∫
R
e−
4(x−y+c1(t−s))2
M(t−s)(
1 + |y + c1s| + √s
)r (
1 + |y + c2s| + √s
)r
(t − s)( j+1)/2
dyds,
IV j =
∫ t
0
∫
R
e−
4(x−y+c1(t−s))2
M(t−s) −
(y+c2 s)2
M(1+s)
√
1 + s
(
1 + |y + c1s| + √s
)r
(t − s)( j+1)/2
dyds,
with j = 0, 1. Estimates on I∗, I j have already been obtained in (4.10) and (4.14), respectively.
Estimates on II j and III j. We estimate III j for arbitrary c1, c2 ∈ R, which also provides an estimate
on II j by taking c1 = c2. For j = 0, 1, we split the integral III j as follows
III j =
∫ t
2
0
∫
|y+c1 s|≥ |x+c1t|2
. . . dyds +
∫ t
0
∫
|y+c1 s|≤ |x+c1t|2
. . . dyds +
∫ t
t
2
∫
|y+c1 s|≥ |x+c1t|2
. . . dyds
= I˜ j + I˜ I j + I˜ II j,
and estimate the terms separately. Thus, using r ≥ 3, we obtain
I˜ j ≤ C√
t
∫ t
2
0
∫
|y+c1 s|≥ |x+c1t|2
1
(1 + |y + c1s|)r
(
1 +
√
s
)r
(t − s) j/2
dyds
≤ C√
t
∫ t
2
0
1(
1 +
√
s
)r
(t − s) j/2
∫
R
1
(1 + |y + c1s|)r dyds ≤
C√
t
,
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but also
I˜ j ≤ C(1 + |x + c1t|)r
∫ t
2
0
∫
|y|≥ |x+c1t|2
e−
(x−y+c1(t−s))2
M(t−s)(
1 +
√
s
)r
(t − s)(1+ j)/2
dyds
≤ C
(1 + |x + c1t|)r
∫ t
2
0
1(
1 +
√
s
)r
(t − s) j/2
∫
R
e−
(x−y+c1(t−s))2
M(t−s)
√
t − s dyds ≤
C
(1 + |x + c1t|)r .
Thus, applying the inequality derived in [27, Corollary 6.16], we establish
I˜ j ≤ C min
{
1√
t
,
1
(1 + |x + c1t|)r
}
≤ C
 1(1 + |x + c1t| + √t)r + e
− (x+c1t)
2
M(1+t)
√
1 + t
 , j = 0, 1. (4.17)
Subsequently, using r ≥ 3, we estimate
I˜ I j ≤ Ce−
(x+c1t)2
M(1+t)
∫ t
0
∫
|y+c1 s|≤ |x+c1t|2
e−
2(x−y+c1(t−s))2
M(t−s)
(1 + |y + c1s|)r
(
1 +
√
s
)r
(t − s)(1+ j)/2
dyds
≤ Ce−
(x+c1t)2
M(1+t)
∫ t
0
1(
1 +
√
s
)r √
t − s

∫
R
e−
2(x−y+c1(t−s))2
M(t−s)
√
t − s dy +
∫
R
1
(1 + |y + c1s|)r dy
 ds ≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
.
Finally, using r ≥ 3, it holds
I˜ II j ≤ C(
1 + |x + c1t| +
√
t
)r ∫ tt
2
∫
|y+c1 s|≥ |x+c1t|2
e−
(x−y+c1(t−s))2
M(t−s)(
1 +
√
s
)r
(t − s)(1+ j)/2
dyds
≤ C(
1 + |x + c1t| +
√
t
)r ∫ tt
2
1(
1 +
√
s
)r
(t − s) j/2
∫
R
e−
(x−y+c1(t−s))2
M(t−s)
√
t − s dyds ≤
C(
1 + |x + c1t| +
√
t
)r .
This concludes the estimation of the integral III j (and thus II j by taking c1 = c2 in the above). We
have obtained
II j + III j ≤ C
 1(1 + |x + c1t| + √t)r + e
− (x+c1t)
2
M(1+t)
√
1 + t
 , j = 0, 1. (4.18)
Estimate on IV j. We continue with estimating the integral IV j, which we again split as follows
IV j =
∫ t
2
0
∫
|y+c1 s|≥ |x+c1t|2
. . . dyds +
∫ t
0
∫
|y+c1 s|≤ |x+c1t|2
. . . dyds +
∫ t
t
2
∫
|y+c1 s|≥ |x+c1t|2
. . . dyds
= Î j + Î I j + Î II j,
for j = 0, 1. Using (4.3), we obtain
Î j ≤ C√
t
∫ t
2
0
1√
1 + s(t − s) j/2
∫
|y+c1 s|≥ |x+c1t|2
1(
1 + |y + c1s| + √s
)r dyds
≤ C√
t
∫ t
2
0
1(
1 +
√
s
)r
(t − s) j/2
ds ≤ C√
t
.
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On the other hand, (3.6) yields∫
R
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c2 s)2
M(1+s) dy = e−
(x+c1t+(c2−c1)s)2
M(1+t)
√
piM(1 + s)(t − s)
1 + t
. (4.19)
for s ∈ [0, t]. So, we also have the estimate
Î j ≤ C(1 + |x + c1t|)r
∫ t
2
0
∫
|y+c1 s|≥ |x+c1t|2
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c2 s)2
M(1+s)
√
1 + s(t − s)(1+ j)/2 dyds
≤ C
(1 + |x + c1t|)r

∫
R
e−
(x+c1t+(c2−c1)s)2
M(1+t)
√
1 + t
ds +
∫ t
max{t−1,0}
1
(t − s) j/2 ds
 ≤ C(1 + |x + c1t|)r .
Thus, as in (4.17) we establish
Î j ≤ C
 1(1 + |x + c1t| + √t)r + e
− (x+c1t)
2
M(1+t)
√
1 + t
 , j = 0, 1.
Subsequently, using r ≥ 3 and (4.3), we estimate
Î I j ≤ Ce−
(x+c1t)2
M(1+t)
∫ t
0
∫
|y+c1 s|≤ |x+c1t|2
e−
2(x−y+c1(t−s))2
M(t−s)(
1 + |y + c1s| + √s
)r √
1 + s(t − s)(1+ j)/2
dyds
≤ Ce−
(x+c1t)2
M(1+t)
∫ t
0
1√
1 + s
√
t − s

∫
R
e−
2(x−y+c1(t−s))2
M(t−s)
√
t − s
(
1 +
√
s
)r dy + ∫
R
1(
1 + |y + c1s| + √s
)r dy
 ds
≤ Ce−
(x+c1t)2
M(1+t)
∫ t
0
1√
t − s
(
1 +
√
s
)r ds ≤ C e−
(x+c1t)2
M(1+t)
√
1 + t
.
Finally, using r ≥ 3 and (4.19), it holds
Î II j ≤ C(
1 + |x + c1t| +
√
t
)r ∫ tt
2
∫
|y+c1 s|≥ |x+c1t|2
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c2 s)2
M(1+s)
√
1 + s(t − s)(1+ j)/2 dyds
≤ C(
1 + |x + c1t| +
√
t
)r

∫
R
e−
(x+c1t+(c2−c1)s)2
M(1+t)
√
1 + t
ds +
∫ t
max{t−1,0}
1
(t − s) j/2 ds
 ≤ C(1 + |x + c1t| + √t)r .
This concludes the estimation of the last integral IV j. We have obtained
IV j ≤ C
 1(1 + |x + c1t| + √t)r + e
− (x+c1t)
2
M(1+t)
√
1 + t
 , j = 0, 1. (4.20)
Final nonlinear estimate. Combining (4.10), (4.14), (4.16), (4.18) and (4.20) yields the bound∣∣∣∣∣∣
∫ t
0
∫
R
(θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))) dyds
∣∣∣∣∣∣
≤ CηA(t)2
 1(1 + |x + c1t| + √t)r + e
− (x+c1t)
2
M(1+t)
√
1 + t
 ,
(4.21)
on the nonlinear term in (4.4).
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4.5 Conclusion
For exponentially localized initial conditions (u0, v0) ∈ XαρE and t ∈ [0,T ) such that ηE(t) ≤ r0,
estimates (4.5) and (4.15) on the linear and nonlinear terms in (4.4) yield∣∣∣∣∣∣∣u(x, t)e (x+c1t)
2
M(1+t)
∣∣∣∣∣∣∣ ≤ C (δ + ηE(t)2) , x ∈ R.
Analogously, one obtains ∣∣∣∣∣∣∣v(x, t)e (x+c2t)
2
M(1+t)
∣∣∣∣∣∣∣ ≤ C (δ + ηE(t)2) , x ∈ R,
and we conclude that (4.1) holds for i = E, which proves, as explained in §4.1, Theorem 1.2 for expo-
nentially localized initial data. Similarly, we obtain from the estimates (4.6) and (4.21) on the linear
and nonlinear terms in (4.4) that (4.1) holds for i = A, which yields Theorem 1.2 for algebraically
localized initial data (u0, v0) ∈ XαρA . 
5 Proof of Theorem 1.3
In this proof, C > 1 denotes a constant, which is independent of δ, x and t and that will be taken larger
if necessary.
5.1 Plan of proof
In contrast to Theorem 1.2, we allow in Theorem 1.3 for (irrelevant) nonlinear couplings which are
not of mix-type. As explained in §1.3 and Remark 3.1, we have to incorporate non-Gaussian upper
bounds of the form (1.10) into our spatio-temporal weight to accommodate such nonlinear terms.
Thus, in contrast to Theorem 1.2, we define our spatio-temporal weight η : [0,T ) → [0,∞) this
time by
η(t) = sup
x∈R
0≤s≤t
|u(x, s)|
e
− (x+c1 s)
2
M(1+s)
√
1 + s
+
∫ s
0
e−
(x+sc1+r(c2−c1))2
M(1+s)
√
1 + s(1 + r)
 4√r + 1√
r
+
1√
s − r
 dr

−1
+ |v(x, s)|
e
− (x+c2 s)
2
M(1+s)
√
1 + s
+
∫ s
0
e−
(x+sc2+r(c1−c2))2
M(1+s)
√
1 + s(1 + r)
 4√r + 1√
r
+
1√
s − r
 dr

−1 .
The further set-up is the same as in the proof of Theorem 1.2 and is skipped to avoid unnecessary
repetitions. Thus, as in Theorem 1.2, the result follows by establishing the key inequality
η(t) ≤ C
(
δ + η(t)2
)
, (5.1)
for all t ∈ [0,T ) with η(t) ≤ r0. We prove (5.1) by estimating the nonlinear terms in integral formula-
tion (4.4) for the u-component in (1.1) and, analogously, for the v-component. The estimate (4.5) on
the linear term in (4.4) has already been obtained in §4.2.
Remark 5.1. We note that the proof of Theorem 1.3 yields more detailed, spatio-temporal estimates
than the bounds (1.12). For exponentially localized initial data (u0, v0) ∈ XαρE satisfying ‖(u0, v0)‖ρE <
18
δ we infer
|u(x, t)| ≤ ε
e
− (x+c1t)
2
M(1+t)
√
1 + t
+
∫ t
0
e−
(x+tc1+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)
 4√s + 1√
s
+
1√
t − s
 ds
 ,
|v(x, t)| ≤ ε
e
− (x+c2t)
2
M(1+t)
√
1 + t
+
∫ t
0
e−
(x+tc2+s(c1−c2))2
M(1+t)
√
1 + t(1 + s)
 4√s + 1√
s
+
1√
t − s
 ds
 ,
for all x ∈ R and t ≥ 0. Hence, the solutions to (1.1) are, as in (1.9), controlled by drifting Gaus-
sians, which exhibit the diffusive decay as predicted by the linear system (1.2), and by terms of the
form (1.10). which exhibit algebraic, non-Gaussian-like decay, see Figure 1. We emphasize that the
occurrence of such non-Gaussian upper bounds is not artificial. In fact, bounds of the form (1.10) can
be attained. For instance,
u(x, t) =
e−
(x+c1t)2
4(1+t)
√
4pi(1 + t)
, v(x, t) =
∫ t
0
e−
(x+tc2+s(c1−c2))2
1+t
16pi2(1 + s)3/2
√
1 + t
ds,
is an exact solution with exponentially localized initial data to the nonlinearly coupled system
ut = uxx + c1ux,
vt = 14 vxx + c2vx + u
4,
t ≥ 0, x ∈ R.
Remark 5.2. Terms of the form (1.10) also occur in the estimates on page 340 in the nonlinear stability
analysis [24] of viscous under-compressive shocks satisfying a system of conservation laws. Since, on
the linear level, different components might exhibit different velocities in such systems, upper bounds
of the form (1.10) arise in the pointwise estimates. Instead of incorporating such upper bounds into
the spatio-temporal weights as in the current analysis, terms of the form (1.10) are estimated in [24] by
a sum of drifting Gaussians and algebraic correction terms. In particular, each component is estimated
by the same upper bound and, therefore, differences in velocities are not exploited in [24].
5.2 Nonlinear estimates
Assume t ∈ [0,T ) is such that η(t) ≤ r0. By (1.11) the nonlinear term in (4.4) can be estimated as
follows∣∣∣∣∣∣
∫ t
0
∫
R
(θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))) dyds
∣∣∣∣∣∣
≤ C
∫ t
0
∫
R
[
θ(x − y, t − s)|v(y, s)|4 + |θx(x − y, t − s)||v(y, s)|3 + θ(x − y, t − s)|u(y, s)|4 (5.2)
+ |θx(x − y, t − s)||u(y, s)| (|u(y, s)| + |v(y, s)|) + θ(x − y, t − s)|u(y, s)||v(y, s)|
]
dyds.
In the following, we estimate the convolutions in (5.2) in three steps. First, we estimate the integrals
coming from irrelevant couplings which are not of mix-type. Then, we estimate all remaining irrel-
evant terms and marginal terms in divergence form. Finally, we estimate the remaining relevant and
marginal mix-terms, where we exploit the difference in velocities.
5.2.1 Irrelevant couplings which are not of mix-type
First, we use M ≥ 4d1, η(t) ≤ r0 and the boundedness of x 7→ xe−x2 on R and we observe∫ t
0
∫
R
θ(x − y, t − s)|v(y, s)|4 + |θx(x − y, t − s)||v(y, s)|3dyds ≤ Cη(t)2 (J1 + J2) , (5.3)
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with
J1 =
∫ t
0
∫
R
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c2 s)2
M(1+s)
(1 + s)3/2
(
1√
1 + s
√
t − s +
1
t − s
)
dyds,
J2 =
∫ t
0
∫ s
0
∫
R
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c2 s+r(c1−c2))2
M(1+s)
(1 + s)3/2(1 + r)
 4√1 + r√
r
+
1√
s − r
 ( 1√
1 + s
√
t − s +
1
t − s
)
dydrds.
Estimate on J1. Using (3.6), we calculate the inner integral in J1 and obtain
J1 ≤ C
∫ t
0
e−
(x+c1t+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)
(
1√
1 + s
+
1√
t − s
)
dyds. (5.4)
Estimate on J2. We use (3.6) again to compute the inner integral in J2 and establish
J2 ≤
∫ t
0
∫ s
0
e−
(x+c1t+(s−r)(c2−c1))2
M(1+t)
√
1 + t(1 + r)(1 + s)
 4√1 + r√
r
+
1√
s − r
 ( 1√
1 + s
+
1√
t − s
)
drds
≤ C
∫ t
0
e−
(x+c1t+r˜(c2−c1))2
M(1+t)
√
1 + t(1 + r˜)
[∫ t
r˜
1
(1 + s − r˜)3/4 √s − r˜
(
1√
1 + r˜
+
1√
t − s
)
ds
+
1√
r˜
∫ t
r˜
1
(1 + s − r˜)
(
1√
1 + s
+
1√
t − s
)
ds
]
dr˜.
Employing the estimate∫ t
r˜
(1 + s − r˜)−3/4√
t − s√s − r˜ ds ≤ C
∫ t+r˜2
r˜
(1 + s − r˜)−3/4√
t − r√s − r˜ ds +
∫ t
t+r˜
2
(1 + s − r˜)−3/4√
t − s√ ds
 ≤ C√
t − r˜ ,
in the above yields
J2 ≤ C

∫ t
0
e−
(x+tc1+r˜(c2−c1))2
M(1+t)
√
1 + t(1 + r˜)
(
1√
r˜
+
1√
t − r˜
)
dr˜
 . (5.5)
5.2.2 Other irrelevant terms and marginal terms in divergence form
We use M ≥ 4d1, η(t) ≤ r0 and the boundedness of x 7→ xe−x2 on R and we continue with estimating
the second nonlinear term in (5.2):∫ t
0
∫
R
[
θ(x − y, t − s)|u(y, s)|4 + |θx(x − y, t − s)||u(y, s)| (|u(y, s)| + |v(y, s)|)
]
dyds
≤ Cη(t)2 (I∗ + J3) ,
(5.6)
with I∗ defined in (4.8) and
J3 =
∫ t
0
∫ s
0
∫
R
e−
(x−y+c1(t−s))2
M(t−s) −
(y+c1 s+r(c2−c1))2
M(1+s)
(1 + s)(1 + r)
 4√1 + r√
r
+
1√
s − r
 ( 1
(1 + s)
√
t − s +
1
t − s
)
dydrds.
Note that an estimate on I∗ has been obtained in (4.10).
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Estimate on J3. Employing (3.6), we compute the inner integral in J3 and we establish the bound
J3 ≤ C
∫ t
0
∫ s
0
e−
(x+c1t+r(c2−c1))2
M(1+t)
√
1 + t(1 + r)
√
1 + s
 4√1 + r√
r
+
1√
s − r
 ( 1(1 + s) + 1√t − s
)
drds
= C
∫ t
0
e−
(x+c1t+r(c2−c1))2
M(1+t)
√
1 + t
[
1
(1 + r)3/4
√
r
∫ t
r
(
1
(1 + s)3/2
+
1√
1 + s
√
t − s
)
ds
+
1
(1 + r)3/2
∫ t
r
(
1
(1 + s)
√
s − r +
1√
t − s√s − r
)
ds
]
dr ≤ C
∫ t
0
e−
(x+tc1+r(c2−c1))2
M(1+t)
√
1 + t
√
r(1 + r)3/4
dr.
(5.7)
5.2.3 Relevant and marginal mix-terms
We use M ≥ 8d1 and estimate the remaining nonlinear term in (5.2) as follows∫ t
0
∫
R
θ(x − y, t − s)|v(y, s)||u(y, s)|dyds ≤ Cη(t)2 (I0 + J4 + J5 + J6) , (5.8)
with I0 defined in (4.9) and
J4 =
∫ t
0
∫ s
0
∫
R
e−
2(x−y+c1(t−s))2
M(t−s) −
(y+c1 s+r(c2−c1))2
M(1+s) −
(y+c2 s)2
M(1+s)
(1 + s)
√
t − s(1 + r)
 4√1 + r√
r
+
1√
s − r
 dydrds,
J5 =
∫ t
0
∫ s
0
∫ s
0
∫
R
e−
2(x−y+c1(t−s))2
M(t−s) −
(y+c1 s+r(c2−c1))2
M(1+s) −
(y+c2 s+p(c1−c2))2
M(1+s)
(1 + s)
√
t − s(1 + r)(1 + p)
 4√1 + r√
r
+
1√
s − r

·
 4√1 + p√p + 1√s − p
 dydpdrds,
J6 =
∫ t
0
∫ s
0
∫
R
e−
2(x−y+c1(t−s))2
M(t−s) −
(y+c1 s)2
M(1+s) −
(y+c2 s+r(c1−c2))2
M(1+s)
(1 + s)
√
t − s(1 + r)
 4√1 + r√
r
+
1√
s − r
 dydrds.
Note that an estimate on I0 has been obtained in (4.14). In the following, we estimate J4, J5 and J6.
Estimate on J4. Using (3.6) and Young’s inequality, we calculate the inner integral in J4 and obtain
J4 ≤ C
∫ t
0
∫ s
0
e−
(x+c1t+r(c2−c1))2
2M(1+t) −
(x+c1t+s(c2−c1))2
2M(1+t) −
(x+c1t+ 12 (r+s)(c2−c1))
2
M(1+t) −
(s−r)2(2t+1−s)(c1−c2)2
4M(1+s)(1+t)
√
1 + t
√
1 + s(1 + r)
·
 4√1 + r√
r
+
1√
s − r
 drds ≤ C(J41 + J42),
(5.9)
with
J41 =
∫ t
0
e−
(x+c1t+r(c2−c1))2
M(1+t)
√
1 + t(1 + r)
∫ t
r
e−
(s−r)2(c1−c2)2
4M(1+s)
√
1 + s
 4√1 + r√
r
+
1√
s − r
 dsdr,
J42 =
∫ t
0
e−
(x+c1t+s(c2−c1))2
M(1+t)
√
1 + t
√
1 + s
∫ s
0
e−
(s−r)2(c1−c2)2
4M(1+s)
1 + r
 4√1 + r√
r
+
1√
s − r
 drds.
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We compute
∫ ∞
r
e−
(s−r)2a
1+s√
1 + s
ds =
√
pi
(
e4a(r+1)erfc
(√
4a(r + 1)
)
+ 1
)
2
√
a
, (5.10)
for a > 0 and r ≥ 0, where erfc(x) = 1 − erf(x) denotes the complementary error function. By
applying the Chernoff bound to the Gaussian distribution, we find erfc(x) ≤ 2e−x2 for x ≥ 0. Hence,
using (4.12), (5.10) and c1 , c2, we bound
∫ ∞
r
e−
(s−r)2(c1−c2)2
4M(1+s)
√
1 + s
√
s − r ds ≤
∫ 2r
r
e−
(s−r)2(c1−c2)2
4M(1+2r)
√
1 + r
√
s − r ds +
∫ ∞
2r
e−
(s−r)2(c1−c2)2
4M(1+s)
√
1 + s
√
r
ds ≤ C
4√1 + r√
r
, (5.11)
for 0 ≤ r ≤ s. So, with the aid of (5.10) and (5.11) we obtain
J41 ≤ C
∫ t
0
e−
(x+c1t+r(c2−c1))2
M(1+t)
√
1 + t(1 + r)3/4
√
r
dr. (5.12)
We proceed by estimating the inner integral in J42. First, the fact that ybe−y ≤ 1 for y ≥ 0 implies
e−
ax2
1+s ≤ (1 + s)
b
max
{
1, ax2
}b ≤ 2b(1 + s)b(1 + ax2)b ≤ 2b max
{
1, a−b
} (1 + s)b
(1 + x)2b
, (5.13)
for b ∈ (0, 1], a > 0 and x, s ≥ 0. Hence, using c1 , c2, (4.12) and (5.13), we obtain
∫ s
0
e−
(s−r)2(c1−c2)2
4M(1+s)
1 + r
 4√1 + r√
r
+
1√
s − r
 dr ≤ C ∫ s2
0
e−
s2(c1−c2)2
16M(1+s)
1 + r
 4√1 + r√
r
+
1√
s − r
 dr
+ C
∫ s
s
2
e−
(s−r)2(c1−c2)2
4M(1+s)
1 + s
 4√1 + s√
s
+
1√
s − r
 dr ≤ C 14√1 + s√s ,
for r ≥ 0. Thus, J42 enjoys the bound
J42 ≤ C
∫ t
0
e−
(x+c1t+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)3/4
√
s
ds.
Plugging the latter and (5.12) into (5.9) yields
J4 ≤ C
∫ t
0
e−
(x+c1t+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)3/4
√
s
ds. (5.14)
Estimate on J5. Using (3.6) and Young’s inequality, we compute the inner integral in J5 and estab-
lish
J5 ≤ C
∫ t
0
∫ s
0
∫ s
0
e−
(x+c1t+r(c2−c1))2
2M(1+t) −
(x+c1t+(s−p)(c2−c1))2
2M(1+t) −
(x+c1t− 12 (c1−c2)(r+s−p))
2
M(1+t) −
(p+r−s)2(2t+1−s)(c1−c2)2
4M(1+s)(1+t)
√
1 + t
√
1 + s(1 + r)(1 + p)
· 4√1 + r√
r
+
1√
s − r
  4√1 + p√p + 1√s − p
 dpdrds ≤ C(J51 + J52),
(5.15)
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with
J51 =
∫ t
0
e−
(x+c1t+r(c2−c1))2
M(1+t)
√
1 + t(1 + r)
∫ t
r
∫ s
0
e−
(p+r−s)2(c1−c2)2
4M(1+s)
(1 + p)
√
1 + s
 4√1 + r√
r
+
1√
s − r
  4√1 + p√p + 1√s − p
 dpdsdr,
J52 =
∫ t
0
e−
(x+c1t+p˜(c2−c1))2
M(1+t)
√
1 + t
∫ t
p˜
∫ s
0
e−
(r− p˜)2(c1−c2)2
4M(1+s)
(1 + r)(1 + s − p˜)√1 + s
 4√1 + r√
r
+
1√
s − r
 · 4√1 + s − p˜√s − p˜ + 1√p˜
 drdsd p˜.
We split the inner integral in J51 in five parts. First, as in (5.10) and (5.11), we estimate
∫ t
r
∫ s−r
2
0
e−
(p+r−s)2(c1−c2)2
4M(1+s)
(1 + p)
√
1 + s
 4√1 + r√
r
+
1√
s − r
  4√1 + p√p + 1√s − p
 dpds
≤ C
∫ t
r
e−
(s−r)2(c1−c2)2
16M(1+s)
√
1 + s
 4√1 + r√
r
+
1√
s − r
 ds ≤ C 4√1 + r√
r
,
for r ∈ [0, t]. Second, using c1 , c2, we obtain
∫ t
r
∫ s
s−r
2
e−
(p+r−s)2(c1−c2)2
4M(1+s)
√
1 + s(1 + p)3/4
√
p
dpds ≤ C
∫ t
r
∫
R
e−
(p+r−s)2(c1−c2)2
4M(1+s)
√
1 + s(1 + s − r)3/4 √s − r dpds ≤ C,
for r ∈ [0, t]. Third, using (5.13) and c1 , c2, we establish
∫ t
r
∫ s
s−r
2
e−
(p+r−s)2(c1−c2)2
4M(1+s) (1 + s)−1/2
(1 + p)
√
s − p dpds ≤ C
∫ t
r
∫ s−r
s−r
2
(1 + s)−1/8
(1 + s − r − p)3/4(1 + s − r)√s − r − pdp
+
∫ s
s−r
(1 + s)−1/4√
1 + p − (s − r)(1 + s − r)√s − pdp
 ds ≤ C ∫ t
r
1
(1 + s − r)9/8 ds ≤ C,
for r ∈ [0, t]. Fourth, using (5.13) and c1 , c2 again, we bound
∫ t
r
∫ s
s−r
2
e−
(p+r−s)2(c1−c2)2
4M(1+s) (1 + s)−1/2
(1 + p)3/4
√
p
√
s − r dpds ≤ C
∫ t
r
∫ s−r
0
(1 + s)−1/4
(1 + s − r)3/4 √1 + s − r − p√pdp
+
∫ s
s−r
(1 + s)−1/4
(1 + s − r)5/8 √p − (s − r)(1 + p − (s − r))5/8 dp
 1√s − r ds
≤ C
∫ t
r
(1 + r)−1/4
(1 + s − r)5/8 √s − r ds ≤
C
4√1 + r .
for r ∈ [0, t]. Finally, we estimate the fifth part, using (5.13) and c1 , c2:
∫ t
r
∫ s
s−r
2
e−
(p+r−s)2(c1−c2)2
4M(1+s) (1 + s)−1/2
(1 + p)
√
s − p√s − r dpds ≤ C
∫ t
r
∫ s−r
0
(1 + s)−3/8
(1 + s − r)3/4 4√1 + p(s − r − p)3/4 dp
+
∫ s
s−r
(1 + s)−3/8√
1 + p − s + r(1 + s − r)3/4 √s − pdp
 1√s − r ds
≤ C
∫ t
r
(1 + r)−3/8
(1 + s − r)3/4 √s − r ds ≤
C
(1 + r)5/8
,
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for r ∈ [0, t]. We conclude J51 is estimated by
J51 ≤ C
∫ t
0
e−
(x+c1t+r(c2−c1))2
M(1+t)
√
1 + t(1 + r)3/4
√
r
dr. (5.16)
Subsequently, we split the inner integral in J52 in four parts. First, using (5.13) and c1 , c2, we
estimate
∫ t
p˜
∫ p˜
2
0
e−
(r− p˜)2(c1−c2)2
4M(1+s)
(1 + r)(1 + s − p˜)√1 + s
 4√1 + r√
r
+
1√
s − r
  4√1 + s − p˜√s − p˜ + 1√ p˜
 drds
≤ C
∫ t
p˜
e−
p˜2(c1−c2)2
16M(1+s)
(1 + s − p˜)√1 + s
 4√1 + s − p˜√s − p˜ + 1√ p˜
 ds
≤ C

∫ 2p˜
p˜
e−
p˜2(c1−c2)2
16M(1+2 p˜)
(1 + s − p˜)√1 + s
 4√1 + s − p˜√s − p˜ + 1√p˜
 ds + ∫ ∞
2 p˜
1
(1 + s − p˜)3/4(1 + p˜)√s − p˜ds
+
∫ ∞
2 p˜
1
(1 + s − p˜)5/4 √1 + p˜√p˜ds
 ≤ C(1 + p˜)3/4 √p˜ ,
for p˜ ∈ [0, t]. Second, we establish
∫ t
p˜
∫ s
p˜
2
e−
(r− p˜)2(c1−c2)2
4M(1+s) (1 + r)−3/4r−1/2
(1 + s − p˜)3/4 √s − p˜√1 + s drds ≤ C
∫ t
p˜
∫
R
e−
(r− p˜)2(c1−c2)2
4M(1+s) (1 + p˜)−3/4 p˜−1/2
(1 + s − p˜)3/4 √s − p˜√1 + s drds
≤ C
∫ t
p˜
(1 + p˜)−3/4 p˜−1/2
(1 + s − p˜)3/4 √s − p˜ds ≤
C
(1 + p˜)3/4
√
p˜
.
for p˜ ∈ [0, t], using c1 , c2. Third, using (5.13) and c1 , c2, we bound
∫ t
p˜
∫ s
p˜
2
e−
(r− p˜)2(c1−c2)2
4M(1+s) (1 + r)−3/4r−1/2
(1 + s − p˜)√p˜√1 + s drds ≤ C
∫ t
p˜
∫ s
p˜
2
(1 + p˜)−3/4 p˜−1/2
(1 + s − p˜)(1 + |p˜ − r|)3/4 √r 8√1 + sdrds
≤ C
∫ t
p˜
(1 + p˜)−3/4 p˜−1/2
(1 + s − p˜)9/8 ds ≤
C
(1 + p˜)3/4
√
p˜
,
for p˜ ∈ [0, t]. Finally, the fourth term is, using (4.12), (5.13) and c1 , c2, estimated by
∫ t
p˜
∫ s
p˜
2
e−
(r− p˜)2(c1−c2)2
4M(1+s) (1 + r)−1
(1 + s − p˜)√s − r√1 + s
 4√1 + s − p˜√s − p˜ + 1√ p˜
 drds
≤ C
∫ t
p˜
(1 + p˜)−1
1 + s − p˜

∫ p˜
p˜
2
e−
(r−p˜)2(c1−c2)2
4M(1+s)
√
p˜ − r√1 + sdr +
∫ s
p˜
1√
s − r√r − p˜ 4√1 + sdr

 4√1 + s − p˜√s − p˜ + 1√p˜
 ds
≤ C
∫ t
p˜
(1 + p˜)−1
(1 + s − p˜) 4√1 + s
 4√1 + s − p˜√s − p˜ + 1√p˜
 ds ≤ C(1 + p˜)3/4 √p˜ ,
for p˜ ∈ [0, t]. We conclude J52 is estimated by
J52 ≤ C
∫ t
0
e−
(x+c1t+ p˜(c2−c1))2
M(1+t)
√
1 + t(1 + p˜)3/4
√
p˜
d p˜.
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Substituting the latter and (5.16) into (5.15) yields
J5 ≤ C
∫ t
0
e−
(x+c1t+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)3/4
√
s
ds. (5.17)
Estimate on J6. All that remains is establishing a bound on J6. Using (3.6), (4.13), (4.12) and
c1 , c2, we calculate the inner integral in J6 and estimate
J6 ≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
∫ t
0
∫ s
0
e−
(x+c1t+(s−r)(c2−c1))2
M(1+t) −
(s−r)2(t−s)(c1−c2)2
2M(1+s)(1+t)
√
1 + s(1 + r)
 4√1 + r√
r
+
1√
s − r
 drds
≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
∫ t
0

∫ s
2
0
e−
s2(t−s)(c1−c2)2
8M(1+s)(1+t)
√
1 + s(1 + r)
 4√1 + r√
r
+
1√
s − r
 dr
+
∫ s
s
2
e−
(s−r)2(t−s)(c1−c2)2
2M(1+s)(1+t)
√
1 + s(1 + s)
 4√1 + s√
s
+
1√
s − r
 dr
 ds
≤ C e
− (x+c1t)
2
M(1+t)
√
1 + t
∫ t
0
e
− s
2(t−s)(c1−c2)2
8M(1+s)(1+t)
√
1 + s
+
√
1 + t
(1 + s)3/4
√
s
√
t − s +
4√1 + t
(1 + s)5/4 4
√
t − s
 ds ≤ Ce
− (x+c1t)
2
M(1+t)
√
1 + t
.
(5.18)
5.2.4 Final nonlinear estimate
Finally, we are in the position to bound the nonlinear term in (4.4). By (5.2), (5.3), (5.6) and (5.8) the
convolutions in (4.4) are bounded by∣∣∣∣∣∣
∫ t
0
∫
R
(θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))) dyds
∣∣∣∣∣∣ ≤ Cη(t)2
I∗ + I0 + 6∑
i=1
Ji
 .
We bound the terms I∗, I0, Ji, i = 1, . . . , 6 by (4.10), (4.14), (5.4), (5.5), (5.7), (5.14), (5.17) and (5.18),
respectively, and establish∣∣∣∣∣∣
∫ t
0
∫
R
(θ(x − y, t − s) f1(z(y, s)) + θx(x − y, t − s)g1(z(y, s))) dyds
∣∣∣∣∣∣
≤ Cη(t)2
e
− (x+c1t)
2
M(1+t)
√
1 + t
+
∫ t
0
e−
(x+tc1+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)
 4√1 + s√
s
+
1√
t − s
 ds
 .
(5.19)
5.3 Conclusion
For initial conditions (u0, v0) ∈ XαρE and t ∈ [0,T ) such that η(t) ≤ r0, estimates (4.5) and (5.19) on the
linear and nonlinear terms in (4.4) provide the bound
|u(x, t)|
e
− (x+c1t)
2
M(1+t)
√
1 + t
+
∫ t
0
e−
(x+tc1+s(c2−c1))2
M(1+t)
√
1 + t(1 + s)
 4√1 + s√
s
+
1√
t − s
 ds

−1
≤ C
(
δ + η(t)2
)
,
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for x ∈ R. Analogously, one establishes for the other component
|v(x, t)|
e
− (x+c2t)
2
M(1+t)
√
1 + t
+
∫ t
0
e−
(x+tc2+s(c1−c2))2
M(1+t)
√
1 + t(1 + s)
 4√1 + s√
s
+
1√
t − s
 ds

−1
≤ C
(
δ + η(t)2
)
,
and we conclude that (5.1) holds, which proves, as explained in §5.1, Theorem 1.3. 
6 Proof of Theorem 1.4
Take initial conditions (u0, v0) ∈ C0,α(R,R2) \ {0} such that u0(x), v0(x) ≥ 0 for all x ∈ R. Without
loss of generality, we assume u0 , 0. By Proposition 2.1 there exists a classical solution (u, v) ∈
C1,
α
2
(
[0,T ),C2,α(R,R2)
)
to (1.13) on some maximal time interval [0,T ), with T ∈ (0,∞], having
initial condition (u0, v0). We integrate (1.13) and obtain the Duhamel formulation
u(x, t) =
∫
R
e−
(x−y+c1t)2
4d1t√
4pid1t
u0(y)dy +
∫ t
0
∫
R
e−
(x−y+c1(t−s))2
4d1(t−s)√
4pid1(t − s)
v(y, s)2dyds, (6.1)
v(x, t) =
∫
R
e−
(x−y+c2t)2
4d2t√
4pid2t
v0(y)dy +
∫ t
0
∫
R
e−
(x−y+c2(t−s))2
4d2(t−s)√
4pid2(t − s)
u(y, s)2dyds, (6.2)
for x ∈ R and t ∈ [0,T ).
We exploit that (1.13) is translational invariant in time and space, i.e. that (u, v)(·+ X, ·+ T ) is also
a solution to (1.13) for each fixed X,T ∈ R, to relax our assumption on the initial datum u0. First, due
to translational invariance in space and since u0 , 0 is pointwise nonnegative and continuous, there
exist, without loss of generality, some r, ν > 0 such that u0(x) ≥ ν for |x| ≤ r. Feeding this lower bound
into (6.1) yields
u(x, t0) ≥ ν
∫ r
−r
e−
(x−y+c1t0)2
4d1t0√
4pid1t0
dy ≥ νe−
x2
2d1t0
∫ r
−r
e−
(y−c1t)2
2d1t0√
4pid1t0
dy,
for x ∈ R and t0 ∈ (0,T ). Hence, there exist (t0-dependent) constants ν0, α > 0 such that u(x, t0) ≥
ν0e−αx
2
for all x ∈ R. Thus, due to translational invariance in time, we may, without loss of generality,
assume u0(x) ≥ ν0e−αx2 for all x ∈ R.
We denote dm := min{d1, d2} > 0. Feeding this lower bound into (6.1) and integrating with the aid
of (3.6) yields
u(x, t) ≥ ν0
√
dm√
d1
∫
R
e−
(x−y+c1t)2
4dmt
−αy2
√
4pidmt
dy =
ν0
√
dme
−α(x+c1t)
2
1+4αdmt√
d1
√
1 + 4αdmt
,
for x ∈ R and t ∈ [0,T ). Substituting the latter into (6.2) and employing (3.6) again gives
v(x, t) ≥ ν
2
0d
3/2
m
d1
√
d2
∫ t
0
∫
R
e−
(x−y+c2(t−s))2
2dm(t−s) −2
α(y+c1 s)2
1+4αdm s dyds√
4pidm(t − s)(1 + 4αdms)
=
ν20d
3/2
m
d1
√
2d2
∫ t
0
e−
2α(x+c2t+s(c1−c2))2
1+4αdmt ds√
(1 + 4αdms)(1 + 4αdmt)
,
(6.3)
for x ∈ R and t ∈ [0,T ). We apply Jensen’s inequality to (6.1) and establish
u(x, t) ≥
∫ t
0

∫
R
e−
(x−y+c1(t−s))2
4d1(t−s) −αy
2
√
4pid1(t − s)
v(y, s)dy

2
ds,
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Plugging the lower bound (6.3) into the latter we use (3.6) again to evaluate the integral over y and
obtain
u(x, t) ≥ ν
4
0d
4
m
2d31d2
∫ t
0

∫ s
0
∫
R
e−
(x−y+c1(t−s))2
2dm(t−s) −
2α(x+c2 s+r(c1−c2))2
1+4αdm s
√
4pidm(t − s)(1 + 4αdmr)(1 + 4αdms)
dydr

2
ds
≥ ν
4
0d
4
m
4d31d2
∫ t
0

∫ s
0
e−
2α(x+c1t+(s−r)(c2−c1))2
1+4αdmt√
(1 + 4αdms)(1 + 4αdmt)
dr

2
ds,
(6.4)
for x ∈ R and t ∈ [0,T ).
Lower bound in the L1-norm. We establish the lower bound in (1.14) in the L1-norm. By (6.4)
and (3.6) it holds
‖u(·, t)‖1 ≥
ν40d
4
m
4d31d2
∫
R
∫ t
0
∫ s
0
∫ s
0
e−
2α(x+c1t+(s−r)(c2−c1))2
1+4αdmt
− 2α(x+c1t+(s−p)(c2−c1))
2
1+4αdmt
(1 + 4αdms)(1 + 4αdmt)
drdpdsdx
=
ν40d
4
m
√
pi
8d31d2
√
α
∫ t
0
∫ s
0
∫ s
0
e−
α(c1−c2)2(r−p)2
1+4αdmt
(1 + 4αdms)
√
1 + 4αdmt
drdpds =: J∗,
for t ∈ [0,T ). So, if c1 , c2, we use that zerf(z) + pi−1/2e−z2 is a primitive of the error function erf(z) to
compute
‖u(·, t)‖1 ≥ J∗ =
ν40d
4
m
√
pi
8d31d2
√
α
∫ t
0
e−α(c1−c2)2 s21+4αdmt − 1 √1 + 4αdmt + √αpi|c1 − c2|s erf ( √α|c1−c2 |s√1+4αdmt )
α(c1 − c2)2(1 + 4αdms) ds
≥ ν
4
0d
4
m
√
pi
16d31d2α
√
α
∫ t
t
2
−2√1 + 4αdmt + √αpi|c1 − c2|t erf
( √
α|c1−c2 |t
2
√
1+4αdmt
)
(c1 − c2)2(1 + 4αdms) ds (6.5)
≥
ν40d
4
m
√
pi t
(
−2√1 + 4αdmt + √αpi|c1 − c2|t erf
( √
α|c1−c2 |t
2
√
1+4αdmt
))
32d31d2α
2(c1 − c2)2 √α(1 + 4αdmt)
,
for t ∈ [0,T ). The latter clearly yields the lower bound (1.14) in the L1-norm for c1 , c2 as the right
hand side of (6.5) grows linearly with t as t → ∞. On the other hand, if c1 = c2, we have
‖u(·, t)‖1 ≥ J∗ ≥
ν40d
4
m
√
pi
8d31d2
√
α
∫ t
t
2
s2
(1 + 4αdms)
√
1 + 4αdmt
ds ≥ ν
4
0d
4
m
√
pi t3
64d31d2
√
α(1 + 4αdmt)3/2
, (6.6)
for t ∈ [0,T ). This proves the lower bound (1.14) in the L1-norm for c1 = c2.
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Lower bound in the L∞-norm. Next we prove the lower bound in (1.14) in the L∞-norm. Thus, if
c1 , c2, we employ (6.4) to estimate
‖u(·, t)‖∞ ≥ u(−c1t, t) ≥
ν40d
4
mpi
32αd31d2
∫ t
0
erf
(
s
√
2α
1+4αdmt
|c2 − c1|
)2
(c1 − c2)2(1 + 4αdms) ds
≥ ν
4
0d
4
mpi
32αd31d2
∫ t
√
t
erf
(√
2αt
1+4αdmt
|c2 − c1)|
)2
(c1 − c2)2(1 + 4αdms) ds
=
ν40d
4
mpi log
(
1+4αt
1+4α
√
t
)
erf
(√
2αt
1+4αdmt
|c2 − c1)|
)2
128α2d1
√
d1d2(c1 − c2)2
,
(6.7)
for t ∈ [0,T ). This proves the lower bound (1.14) in the L∞-norm for c1 , c2 as the right hand side
of (6.7) grows logarithmically with t as t → ∞. On the other hand, if c1 = c2, then (6.4) yields
‖u(·, t)‖∞ ≥ u(−c1t, t) ≥
ν40d
4
m
4d31d2
∫ t
t
2
s2
(1 + 4αdms)(1 + 4αdmt)
ds ≥ ν
4
0d
4
mt
3
32d31d2(1 + 4αdmt)
2
, (6.8)
for t ∈ [0,T ). This proves the bound (1.14) in the L∞-norm for c1 = c2 and concludes the proof. 
Remark 6.1. We expect that, as in [15], one can establish a priori upper bounds on global solutions
to (1.13), which are incompatible with the lower bounds (1.14). This would imply by Proposition 2.1
that the solutions in Theorem 1.4 blow up in finite time, i.e. it holds T < ∞.
Remark 6.2. It is open whether Theorem 1.4 can be extended to establish growth, possibly with other
lower bounds than (1.14), of nontrivial solutions with nonnegative initial conditions in systems of the
form
ut = d1uxx + c1ux + vp,
vt = d2vxx + c2vx + uq,
t ≥ 0, x ∈ R,
allowing for different velocities c1 , c2 and, as in [15], for both relevant and marginal nonlinearities,
i.e. having 2 ≤ p, q ≤ 3. The obtained lower bounds in the L1- and L∞-norms for p = q = 2 are less
strong when the velocities are different; indeed, compare (6.5) with (6.6) and (6.7) with (6.8). On the
one hand, this might indicate that our result does not extend to the case of marginal nonlinearities and
different velocities. On the other hand, it could be that the case of different velocities just requires
more iterations of estimates via Duhamel’s formula to obtain the desired lower bounds.
7 Proof of Theorem 1.5
In this proof, C > 1 denotes a constant, which is independent of δ, x and t and that will be taken larger
if necessary.
7.1 Plan of proof
In order to eliminate the Burgers’ term γ(u2)x from the v-equation in (1.15), we introduce the comoving
coordinate ζ = x+c1t and make the normal form transform z = v+
γ
c u
2, where we denote c := c2−c1 ,
0. Thus, any solution (u, v) to (1.15) yields a solution
w(ζ, t) = u(ζ − c1t, t), z(ζ, t) = v(ζ − c1t, t) + γc u(ζ − c1t, t)
2, (7.1)
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satisfying system
wt = d1wζζ + αwz − µw3,
zt = d2zζζ + czζ +
γ
c
(
(d1 − d2)
(
w2
)
ζζ
− 2d1w2ζ + 2αw2z − 2µw4
)
.
(7.2)
where µ := γαc − β > 0.
Proposition 2.1 provides local existence and uniqueness on some maximal time interval [0,T ),
with T ∈ (0,∞], of a classical solution (u, v) ∈ C1, 14 ([0,T ),C2, 12 (R,R2)) to (1.15) having initial con-
dition (u0, v0) ∈ H2(R,R2) ⊂ C0, 12 (R,R2) ∩ L∞(R,R2) by Morrey’s inequality. Clearly, this yields a
solution (w, z) ∈ C1, 14
(
[0,T ),C2,
1
2 (R,R2)
)
to (7.2) given by (7.1) with initial condition (u0, v0 +
γ
c u
2
0).
Since ‖(u, v)(·, t)‖∞ blows up as t ↑ T by (2.1), ‖(w, z)(·, t)‖∞ must also blow up as t ↑ T by (7.1).
In order to exploit the negative sign of the cubic term in the w-equation in (7.2), we decompose
the w-variable into an explicit, leading-order Gaussian term and a remainder whose integral vanishes.
Thus, we define R(ζ, t) by
R(ζ, t) = w(ζ, t) − σ(ζ, t)
∫
R
w(y, t)dy, σ(ζ, t) =
e−
ζ2
4d1(1+t)√
4pid1(1 + t)
, (7.3)
and observe that Rˆ(0, t) = 0 holds for all t ∈ [0,T ), where ˆ denotes the Fourier transform
gˆ(k) =
∫
R
e−ikζg(ζ)dζ, (7.4)
for g ∈ L2(R).
We aim to control both w(ζ, t) and R(ζ, t) in the nonlinear iteration and show that the remainder
R(ζ, t) exhibits stronger temporal decay rate. Thus, we take M0 = max{8d1, 8d2, 1}, let M ≥ M0 and
define the spatio-temporal weight η : [0,T )→ [0,∞) by
η(t) = sup
ζ∈R
0≤s≤t
√1 + se ζ
2
M(1+s)
(
|w(ζ, s)| + √s
∣∣∣wζ(ζ, s)∣∣∣) + log 34 (s + 2) (∥∥∥Rˆ(·, s)∥∥∥∞ + √1 + s ∥∥∥Rˆ(·, s)∥∥∥1)
+ ‖w(·, s)‖H2 + |z(ζ, s)|
e
− (ζ+cs)
2
M(1+s)
√
1 + s
+
∫ s
0
e−
(ζ+(s−r)c))2
M(1+s)
√
1 + s
√
1 + r
√
r
 8√1 + rr3/8 + 1√s − r
 dr

−1 .
As in the proof of Theorem 1.2, see §4.1, the result follows by showing that, if t ∈ [0,T ) is such that
η(t) is bounded by a sufficiently small constant η0 > 0, then η(t) satisfies the key inequality
η(t) ≤ C
(√
δ + η(t)2
)
. (7.5)
7.2 Damping estimate
Let t ∈ [0,T ) such that η(t) ≤ η0, where we will take η0 > 0 smaller if necessary. The normal form
transform introduces second derivatives to the system, which we control via an L2-damping estimate.
Assume the solution ϕ(s) := (w, z)(s) to (7.2) lies in H4(R,R2) for s ∈ [0,T ). Taking the L2-inner
product on both sides in (7.2) with ψ(s) = (ψ1, ψ2)(s) =
∑2
j=0(−1) j∂2 jζ ϕ(s) and integrating by parts
yields
1
2
d
ds
(
‖ϕ(s)‖2H2
)
= 〈ϕs, ψ〉2 ≤ −θ
∥∥∥∥∂3ζϕ∥∥∥∥22 + C‖ϕ‖H2‖ϕ‖H3
+ C

∣∣∣〈∂2ζ (w2), ψ2〉2∣∣∣ + ∣∣∣〈w2ζ , ψ2〉2∣∣∣ + 2∑
j=1
∑
p,q∈Z≥0
2≤p+q≤4
∣∣∣〈wpzq, ψ j〉2∣∣∣
 ,
(7.6)
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for s ∈ [0, t], with D = diag(d1, d2) and θ = min{d1, d2} > 0, suppressing the s-dependency of the
right hand side. We have now estimated the inner products in (7.6) coming from the linear terms
in (7.2). We proceed by bounding the inner products originating from nonlinear contributions. Using
η(s) ≤ η(t) ≤ η0 ≤ 1 and the Sobolev embedding H2(R) ↪→ W1,∞(R), we integrate by parts to obtain∣∣∣〈wpzq, ψ j〉2∣∣∣ ≤ C‖ϕ‖p+q−1∞ ‖ϕ‖H1‖ϕ‖H3 ≤ Cη0‖ϕ‖2H3 ,∣∣∣〈∂2ζ (w2), ψ2〉2∣∣∣ ≤ C (‖w‖∞‖w‖H3‖ϕ‖H3 + ‖w‖W1,∞‖w‖H2‖ϕ‖H3) ≤ Cη0‖ϕ‖2H3 ,∣∣∣〈w2ζ , ψ2〉2∣∣∣ ≤ C‖w‖W1,∞‖ϕ‖H2‖ϕ‖H3 ≤ Cη0‖ϕ‖2H3 ,
for j = 0, 1 and p, q ∈ Z≥0 such that 2 ≤ p + q ≤ 4. Now, we apply the latter estimates to (7.6),
choose η0 > 0 so small such that Cη0 ≤ θ/4 and we use Young’s inequality to bound C‖ϕ‖H2‖ϕ‖H3 ≤
θ
4‖∂3ζϕ‖22 + C˜1‖ϕ‖2H2 for some constant C˜1 > 1, to infer
1
2
d
ds
(
‖ϕ(s)‖2H2
)
≤ −θ
∥∥∥∥∂3ζϕ∥∥∥∥22 + C (‖ϕ‖H2‖ϕ‖H3 + η0‖ϕ‖2H3) ≤ − θ2 ∥∥∥∥∂3ζϕ∥∥∥∥22 + (C˜1 + Cη0) ‖ϕ‖2H2 , (7.7)
for s ∈ [0, t]. By Sobolev interpolation and Young’s inequality it holds ( 12 + C˜1 + Cη0)‖ϕ‖2H2 ≤
θ
2‖∂3ζϕ‖22 + C˜2‖ϕ‖22 for some constant C˜2 > 1. Thus, (7.7) boils down to
1
2
d
ds
(
‖ϕ(s)‖2H2
)
≤ −1
2
‖ϕ(s)‖2H2 + C˜2‖ϕ(s)‖22.
for s ∈ [0, t]. We multiply by es, integrate from 0 to t, establish
‖ϕ(t)‖2H2 ≤ e−t‖ϕ(0)‖2Hm + C
∫ t
0
e−(t−s)‖ϕ(s)‖22ds,
and we arrive at the damping estimate
‖w(t)‖H2 , ‖z(t)‖H2 ≤ C
(
δ + sup
0≤s≤t
‖ϕ(s)‖2
)
. (7.8)
In fact, (7.8) holds even without the assumption that the solution (w, z)(s) to (7.2) lies in H4(R,R2) for
s ∈ [0,T ). Indeed, we know that it holds (w, z) ∈ C1, 14
(
[0,T ),C2,
1
2 (R,R2)
)
and H4(R,R2) lies dense
in C2,
1
2 (R,R2).
7.3 Estimates on the z-component
We denote byV the drifting Gaussian
V(ζ, t) := e
− (ζ+ct)
2
4d2t√
4pid2t
,
and let z0 := v0 +
γ
c u
2
0. We integrate the z-equation in (7.2) and obtain, after integration by parts, the
Duhamel formulation
z(ζ, t) =
∫
R
V(ζ − y, t)z0(y)dy + 2γ(d1 − d2)c
∫ t
0
∫
R
Vζ(ζ − y, t − s)wζ(y, s)w(y, s)dyds
− 2γ
c
∫ t
0
∫
R
V(ζ − y, t − s)
(
d1(wζ(y, s))2 − α(w(y, s))2z(y, s) + µ(w(y, s))4
)
dyds,
(7.9)
for ζ ∈ R and t ∈ [0,T ). We estimate the linear and nonlinear terms in (7.9) one by one.
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Linear estimates. For (u0, v0) ∈ H2(R,R2) satisfying (1.17), we proceed as in (4.5) and use M ≥ 4d2
and δ ≤ 1 to estimate the linear term in (7.9) as
∣∣∣∣∣∫
R
V(ζ − y, t)z0(y)dy
∣∣∣∣∣ ≤ Cδe−
(ζ+ct)2
M(1+t)
√
1 + t
. (7.10)
Nonlinear estimates. The first convolution in (7.9) can be estimated using the boundedness of x 7→
xe−x2 on R and identity (3.6) to compute the integral over y, which yields∣∣∣∣∣∣
∫ t
0
Vζ(ζ − y, t − s)wζ(y, s)w(y, s)dyds
∣∣∣∣∣∣ ≤ Cη(t)2
∫ t
0
∫
R
e−
(ζ−y+c(t−s))2
M(t−s) −
y2
M(1+s)
(t − s)(1 + s)√s dyds
≤ Cη(t)2
∫ t
0
e−
(ζ+c(t−s))2
M(1+t)
√
1 + t
√
t − s√1 + s√sds.
(7.11)
For the following nonlinear term in (7.9) we first use the Sobolev embedding H2(R) ↪→ W1,∞(R)
to estimate
|wζ(y, s)|2 ≤ |wζ(y, s)|‖wζ(·, s)‖3/4∞ ‖w(·, s)‖1/4H2 ≤ Cη(t)2
e−
y2
M(1+s)
[(1 + s)s]7/8
,
for s ∈ [0, t] and y ∈ R. So, applying (3.6) and using M ≥ 4d2 and η(t) ≤ η0, we establish the bound∣∣∣∣∣∣
∫ t
0
V(ζ − y, t − s)
(
d1(wζ(y, s))2 + µ(w(y, s))4
)
dyds
∣∣∣∣∣∣
≤ Cη(t)2
∫ t
0
∫
R
e−
(ζ−y+c(t−s))2
M(t−s) −
y2
M(1+s)
√
t − s [(1 + s)s]7/8 dyds ≤ Cη(t)
2
∫ t
0
e−
(ζ+c(t−s))2
M(1+t)
√
1 + t(1 + s)3/8s7/8
ds.
(7.12)
Using M ≥ 8d2, the remaining term in (7.9) is estimated by∣∣∣∣∣∣
∫ t
0
∫
R
2V(ζ − y, t − s)(w(y, s))2z(y, s)dyds
∣∣∣∣∣∣ ≤ Cη(t)2(I0 + K1), (7.13)
where
K1 =
∫ t
0
∫ s
0
∫
R
e−
2(ζ−y+c(t−s))2
M(t−s) −
(y+c(s−r))2
M(1+s) −
y2
M(1+s)
(1 + s)3/2
√
t − s√1 + r√r
 8√1 + rr3/8 + 1√s − r
 dydrds,
and I0 is as in (4.9) with c1 = c and c2 = 0. We note that an estimate on I0 has already been obtained
in (4.14). Using (3.6) we calculate the inner integral in K1 and obtain
K1 ≤ C
∫ t
0
∫ t
r
e−
(ζ+c(t−r))2
M(1+t) −
(ζ+c(t−s))2
M(1+t) −
(s−r)2(t−s)c2
4M(1+s)(1+t)
√
1 + t(1 + s)
√
1 + r
√
r
 8√1 + rr3/8 + 1√s − r
 dsdr
≤ C
∫ t
0
e−
(ζ+c(t−r))2
M(1+t)
√
1 + t(1 + r)3/8r7/8

∫ max{r, t2 }
r
e−
(s−r)2tc2
8M(1+s)(1+t)
√
1 + s
ds +
∫ t
t
2
1
1 + t
ds +
∫ t
r
(1 + s)−3/4√
s − r ds
 dr.
We use c , 0 and (5.10) to estimate the first integral over s in the above for t ≥ 1 (for 0 ≤ t ≤ 1 the
estimate is trivial) and establish
K1 ≤ C
∫ t
0
e−
(ζ+c(t−r))2
M(1+t)
√
1 + t(1 + r)3/8r7/8
dr. (7.14)
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Final estimate. Finally, applying the estimates (4.14), (7.10), (7.11), (7.12), (7.13) and (7.14) on the
linear and nonlinear terms in (7.9) we establish
|z(ζ, t)|
e
− (ζ+ct)
2
M(1+t)
√
1 + t
+
∫ t
0
e−
(ζ+(t−s)c))2
M(1+t)
√
1 + t
√
1 + s
√
s
 8√1 + ss3/8 + 1√t − s
 ds

−1
≤ C
(
δ + η(t)2
)
. (7.15)
7.4 Estimates on the w-component
As explained in §7.1, we control the cubic term in (7.2) by decomposing the w-variable into an explicit,
leading-order Gaussian term and a remainder R(ζ, t) whose integral vanishes, see (7.3). Applying the
Fourier transform (7.4) to (7.3) yields
Rˆ(k, t) = wˆ(k, t) − σˆ(k, t)A(t), k ∈ R, (7.16)
with A(t) := wˆ(0, t) and σˆ(k, t) := e−d1k2(t+1). The w-equation in (7.2) reads in Fourier space
wˆt = −d1k2wˆ + α2pi wˆ ∗ zˆ −
µ
4pi2
wˆ∗3. (7.17)
Using (7.16) and (7.17), we derive the following equations for A(t) and Rˆ(k, t)
dA
dt
(t) = − ν
1 + t
A(t)3 + g(t) + B(0, t), (7.18)
dRˆ
dt
(k, t) = −d1k2Rˆ(k, t) + N(k, t) − N(0, t)σˆ(k, t) + B(k, t) − B(0, t)σˆ(k, t), (7.19)
for k ∈ R, with ν := µ
4
√
3d1pi
> 0 and
g(t) := − µ
4pi2
[
Rˆ ∗
(
3A
(
σˆ ∗ Rˆ
)
+ 3A2σˆ∗2 + Rˆ∗2
)]
(0, t),
N(k, t) := − µ
4pi2
wˆ∗3(k, t), B(k, t) :=
α
2pi
(wˆ ∗ zˆ) (k, t).
In the following we bound the w-component by estimating the leading order part σ(ζ, t)A(t) and the
remainder R(ζ, t) in (7.3) separately. By exploiting the negative sign of ν in the nonlinear ODE (7.18),
we derive that A(t) decays logarithmically over time, whereas the fact that the nonlinearity in (7.19)
vanishes at k = 0 yields an additional algebraic decay factor for the remainder term R(ζ, t). All in all,
we gain a logarithmic decay factor for w(ζ, t) which is enough to control the cubic term −µw3 in (7.2).
7.4.1 Analysis of the A-equation
Define the set
S =
{
s ∈ [0,T ) : |A(s)|
√(
δ + η(s)2
)−2
+ 2ν log(1 + s) ≤ 1
}
.
Clearly, 0 ∈ S as |A(0)| ≤ ‖wˆ(·, 0)‖∞ ≤ ‖w(·, 0)‖1 = ‖u0‖1 ≤ δ by (1.17). We aim to show that, in
fact, we have t ∈ S, provided η0 > 0 sufficiently small. Assume by contradiction that t ∈ [0,T ) \ S
and let t1 = inf{s ∈ [0,T ) : for all r ∈ [s, t] we have r < S}. Then, by continuity of A(t) (recall
A(t) =
∫
R
w(ζ, t)dζ and w ∈ C1, α2 ([0,T ),C2,α(R))), it holds
0 < A(s)−2 ≤
(
δ + η(s)2
)−2
+ 2ν log(1 + s), A(t1)−2 =
(
δ + η(t1)2
)−2
+ 2ν log(1 + t1), (7.20)
for s ∈ [t1, t]. So, by (7.18) we obtain for all s ∈ [t1, t]
1
2
d
ds
(
A(s)−2
)
=
ν
1 + s
− A(s)−3g(s) − A(s)−3B(0, s).
32
Integrating the latter from t1 to t and using (7.20) yields
A(t)−2 =
(
δ + η(t1)2
)−2
+ 2ν log(t + 1) − 2
∫ t
t1
A(s)−3 (g(s) + B(0, s)) ds. (7.21)
To bound the integral over A(s)−3g(s) in (7.21) we first estimate using Young’s convolution inequality
|Rˆ∗3(0, s)| ≤ ‖Rˆ∗3(·, s)‖∞ ≤ ‖Rˆ(·, s)‖21‖Rˆ(·, s)‖∞,
|(σˆ∗ j ∗ Rˆ∗(3− j))(0, s)| ≤ ‖Rˆ(·, s)‖3− j1 ‖σˆ(·, s)‖∞‖σˆ(·, s)‖ j−11 ≤ (1 + s)−( j−1)/2‖Rˆ(·, s)‖3− j1 , j = 1, 2,
for s ∈ [t1, t]. Thus, using η(t) ≤ η0 ≤ 1 and identity (7.20), we obtain
∫ t
t1
∣∣∣A(s)−3Rˆ∗3(0, s)∣∣∣ ds ≤ C ∫ t
t1
η(s)3
((
δ + η(s)2
)−2
+ log(1 + s)
)3/2
(1 + s) log
9
4 (s + 2)
ds
≤ Cη(t)
((
δ + η(t1)2
)−2
+ log(1 + t)
) ∫ t
t1
(
δ + η(s)2
)−1
η(s)2 + log
1
2 (1 + s)
(1 + s) log
9
4 (s + 2)
ds
≤ Cη0
((
δ + η(t1)2
)−2
+ 2ν log(1 + t)
)
.
(7.22)
Similarly, we bound
∫ t
t1
∣∣∣∣A(s)−2 (σˆ ∗ Rˆ∗2) (0, s)∣∣∣∣ ds ≤ C ∫ t
t1
η(s)2
((
δ + η(s)2
)−2
+ log(1 + s)
)
(1 + s) log
3
2 (s + 2)
ds
≤ Cη0
((
δ + η(t1)2
)−2
+ 2ν log(1 + t)
)
,
(7.23)
and
∫ t
t1
∣∣∣∣A(s)−1 (σˆ∗2 ∗ Rˆ) (0, s)∣∣∣∣ds ≤ C ∫ t
t1
η(s)
√(
δ + η(s)2
)−2
+ log(1 + s)
(1 + s) log
3
4 (s + 2)
ds
≤ Cη0
((
δ + η(t1)2
)−2
+ 2ν log(1 + t)
)
.
(7.24)
Recall that we derived (7.15) for all t ∈ [0,T ) such that η(t) ≤ η0. For s ∈ [t1, t] it holds η(s) ≤
η(t) ≤ η0 and, hence, we can use (7.15) to estimate the integral over A(s)−3B(0, s) in (7.21):
|B(0, s)| ≤ ‖B(·, s)‖∞ ≤ C ‖(w · z) (·, s)‖1
≤ Cη(s)
(
δ + η(s)2
) ∫
R
e−
ζ2
M(1+s)
1 + s
e−
(ζ+cs)2
M(1+s) +
∫ s
0
e−
(ζ+(s−r)c)2
M(1+s)
√
1 + r
√
r
 8√1 + rr3/8 + 1√s − r
 dr

≤ Cη(s)
(
δ + η(s)2
) e−
c2 s2
2M(1+s)
√
1 + s
+
∫ s
0
e−
c2(s−r)2
2M(1+s)
√
1 + s
√
1 + r
√
r
 8√1 + rr3/8 + 1√s − r
 dr
 .
We estimate the integral over r in the above by splitting it in two integrals over [0, s2 ] and [
s
2 , s] and by
subsequently using (4.12). Thus, we obtain
|B(0, s)| ≤
Cη(s)
(
δ + η(s)2
)
(1 + s)5/4
, (7.25)
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for s ∈ [t1, t]. This leads to the estimate
∫ t
t1
∣∣∣A(s)−3B(0, s)∣∣∣ ds ≤ C ∫ t
t1
η(s)
((
δ + η(s)2
)−2
+ log(1 + s)
)3/2 (
δ + η(s)2
)
(1 + s)5/4
ds
≤ Cη(t)
((
δ + η(t1)2
)−2
+ log(1 + t)
) ∫ t
t1
1 + log
1
2 (1 + s)
(1 + s)5/4
ds
≤ Cη0
((
δ + η(t1)2
)−2
+ 2ν log(1 + t)
)
.
(7.26)
Combining (7.22), (7.23), (7.24) and (7.26) we can estimate the integral in (7.21) and we obtain,
provided η0 is sufficiently small, the lower bound
A(t)−2 ≥ (1 −Cη0)
((
δ + η(t1)2
)−2
+ 2ν log(t + 1)
)
≥ 1
2
((
δ + η(t)2
)−2
+ 2ν log(t + 1)
)
,
which contradicts t < S. We conclude
|A(t)|
√(
δ + η(t)2
)−2
+ 2ν log(1 + t) ≤ 1. (7.27)
7.4.2 Analysis of the R-equation
We integrate (7.19) and obtain the Duhamel formulation
Rˆ(k, t) = e−d1k
2tRˆ(k, 0) +
∫ t
0
e−d1k
2(t−s) (N(k, s) − N(0, s)σˆ(k, s) + B(k, s) − B(0, s)σˆ(k, s)) ds, (7.28)
for k ∈ R and t ∈ [0,T ). We estimate the linear and nonlinear terms in (7.28) one by one.
Linear estimates. First, by (1.17), (7.16), using w(·, 0) = u0 and the Sobolev embedding H2(R) ↪→{
f : fˆ ∈ L1(R)
}
, we obtain
∥∥∥Rˆ(·, 0)∥∥∥1 ≤ ‖wˆ(·, 0)‖1 + |A(0)| ‖σˆ(·, 0)‖1 ≤ C (‖u0‖H2 + ∫
R
|u0(x)|dx
)
≤ Cδ,∥∥∥∥∂ jkRˆ(·, 0)∥∥∥∥∞ ≤ ∥∥∥∥∂ jkwˆ(·, 0)∥∥∥∥∞ + |A(0)| ∥∥∥∥∂ jkσˆ(·, 0)∥∥∥∥∞ ≤ C
(∫
R
∣∣∣x ju0(x)∣∣∣ dx + ∫
R
|u0(x)|dx
)
≤ Cδ,
for j = 0, 1. We use Rˆ(0, 0) = 0 and employ the estimates
L1 ≤
∫
R
|k|e−d1k2t ∥∥∥∂kRˆ(·, 0)∥∥∥∞ dk ≤ Cδt , L1 ≤ ∥∥∥Rˆ(·, 0)∥∥∥1 ≤ Cδ,
L∞ ≤
∥∥∥∂kRˆ(·, 0)∥∥∥∞ sup
k∈R
|k|e−d1k2t ≤ Cδ√
t
, L∞ ≤
∥∥∥Rˆ(·, 0)∥∥∥∞ ≤ Cδ.
Hence, the linear term in (7.28) enjoys the following bounds
L1 :=
∫
R
e−d1k
2t
∣∣∣Rˆ(k, 0)∣∣∣ dk ≤ Cδ
1 + t
, L∞ := sup
k∈R
e−d1k
2t
∣∣∣Rˆ(k, 0)∣∣∣ ≤ Cδ√
1 + t
. (7.29)
Nonlinear estimates. We start by bounding the nonlinear term
N(k, t) :=
∫ t
0
e−d1k
2(t−s) (N(k, s) − N(0, s)σˆ(k, s)) ds,
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in (7.28). First, we estimate the integrand in N(k, t). On the one hand, we have
‖wˆ(·, t)‖1 ≤ |A(t)| ‖σˆ(·, t)‖1 +
∥∥∥Rˆ(·, t)∥∥∥1 ≤ C
min
{
η(t)2 + δ, log−
1
2 (1 + t)
}
√
1 + t
+
η(t)√
1 + t log
3
4 (t + 2)
 ,
by (7.16) and (7.27). In addition, we establish∥∥∥∥∂ jkwˆ(·, t)∥∥∥∥∞ ≤
∫
R
∣∣∣ζ jw(ζ, t)∣∣∣ dζ ≤ Cη(t)(1 + t) j/2, j = 0, 1.
Thus, with the aid of the mean value theorem and Young’s convolution inequality we bound the inte-
grand in N(k, t) as
|N(k, s) − N(0, s)σˆ(k, s)| ≤ |N(k, s) − N(0, s)| +
(
1 − e−d1k2(1+s)
)
|N(0, s)|
≤ C|k|
(
‖∂kN(·, s)‖∞ +
√
1 + s‖N(·, s)‖∞
)
≤ C ‖wˆ(·, s)‖21 |k|
(
‖∂kwˆ(·, s)‖∞ +
√
1 + s ‖wˆ(·, s)‖∞
)
≤ C|k|η(s)
√
δ + η(s)√
1 + s log
3
4 (1 + s)
,
(7.30)
for s ∈ [0, t]. Using η(t) ≤ η0 ≤ 1, we also establish the second bound
|N(k, s) − N(0, s)σˆ(k, s)| ≤ C ‖N(·, s)‖∞ ≤ C ‖wˆ(·, s)‖∞ ‖wˆ(·, s)‖21 ≤ Cη(s)
√
δ + η(s)
(1 + s) log
3
4 (1 + s)
, (7.31)
for s ∈ [0, t], and the third bound
|N(k, s) − N(0, s)σˆ(k, s)| ≤ C ‖N(·, s)‖∞ ≤ C
∥∥∥w(·, s)3∥∥∥1 ≤ Cη(s)21 + s . (7.32)
We are now in a good position to estimate N(k, t). First, for t ≥ 1, we establish with the aid
of (7.30) and (7.31)
‖N(·, t)‖1 ≤ Cη(t)
(√
δ + η(t)
) ∫ t2
0
∫
R
|k|e−d1k2(t−s)√
1 + s log
3
4 (1 + s)
dkds +
∫ t
t
2
∫
R
e−d1k2(t−s)
(1 + s) log
3
4 (1 + s)
dkds

≤ Cη(t)
(√
δ + η(t)
) ∫ t2
0
1
(1 + t)
√
1 + s log
3
4 (1 + s)
ds +
∫ t
t
2
1√
t − s(1 + t) log 34 (1 + t)
ds

≤ C
√
δ + η(t)2√
1 + t log
3
4 (2 + t)
,
and, similarly, we obtain
‖N(·, t)‖∞ ≤ C
(√
δ + η(t)2
) 
∫ t
2
0
supk∈R
∣∣∣∣ke−d1k2(t−s)∣∣∣∣
√
1 + s log
3
4 (1 + s)
ds +
∫ t
t
2
supk∈R
∣∣∣∣e−d1k2(t−s)∣∣∣∣
(1 + s) log
3
4 (1 + s)
ds
 ≤ C
√
δ + η(t)2
log
3
4 (2 + t)
.
On the other hand, for t ≤ 1, (7.32) yields the bounds
‖N(·, t)‖1 ≤ Cη(t)2
∫ t
0
∫
R
e−d1k2(t−s)
1 + s
dkds ≤ Cη(t)2,
‖N(·, t)‖∞ ≤ Cη(t)2
∫ t
0
supk∈R e−d1k
2(t−s)
1 + s
ds ≤ Cη(t)2.
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We conclude that it holds
‖N(·, t)‖1 ≤ C
√
δ + η(t)2√
1 + t log
3
4 (2 + t)
, ‖N(·, t)‖∞ ≤ C
√
δ + η(t)2
log
3
4 (2 + t)
. (7.33)
We proceed with the estimation of the remaining nonlinear term
B(k, t) :=
∫ t
0
e−d1k
2(t−s) (B(k, s) − B(0, s)σˆ(k, s)) ds,
in (7.28). We use (7.25) and
‖∂kB(·, s)‖∞ ≤ C
∫
R
|ζw(ζ, s)z(ζ, s)| dζ ≤ C
∫
R
|ζw(ζ, s)| dζ ‖z(·, s)‖∞ ≤ Cη(s)2,
for s ∈ [0, t], to bound the integrand in B(k, t) as
|B(k, s) − B(0, s)σˆ(k, s)| ≤ C‖B(·, s)‖3/4∞
(
|B(k, s) − B(0, s)| +
(
1 − e−d1k2(1+s)
)
|B(0, s)|
)1/4
≤ C‖B(·, s)‖3/4∞
(
|k|‖∂kB(·, s)‖∞ + |k|
√
1 + s‖B(·, s)‖∞
)1/4 ≤ C η(s)2 4√|k|
(1 + s)15/16
.
(7.34)
Thus, applying (7.34) we bound
‖B(·, t)‖1 ≤ Cη(t)2
∫ t
0
∫
R
4√|k|e−d1k2(t−s)
(1 + s)15/16
dkds ≤
∫ t
0
Cη(t)2ds
(t − s)5/8(1 + s)15/16 ≤
Cη(t)2
(1 + t)9/16
, (7.35)
and, similarly, we obtain
‖B(·, t)‖∞ ≤ Cη(t)2
∫ t
0
supk∈R
4√|k|e−d1k2(t−s)
(1 + s)15/16
ds ≤ Cη(t)
2
(1 + t)1/16
. (7.36)
Final estimate. Finally, combining (7.28), (7.29), (7.33), (7.35) and (7.36) we conclude
log
3
4 (t + 2)
(∥∥∥Rˆ(·, t)∥∥∥∞ + √1 + t ∥∥∥Rˆ(·, t)∥∥∥1) ≤ C (√δ + η(t)2) . (7.37)
7.4.3 Analysis of the w-equation
Denote byU denotes the drifting Gaussian
U(ζ, t) := e
− ζ
2
4d1t√
4pid1t
.
We integrate the w-equation in (7.2) and obtain the Duhamel formulation
∂
j
ζw(ζ, t) =
∫
R
∂
j
ζU(ζ−y, t)u0(y)dy +
∫ t
0
∫
R
∂
j
ζU(ζ−y, t−s)
(
αw(y, s)z(y, s)−µw(y, s)3
)
dyds, (7.38)
for j = 0, 1, ζ ∈ R and t ∈ [0,T ). We estimate the linear and nonlinear terms in (7.38) one by one.
Linear estimates. For (u0, v0) ∈ H2(R,R2) satisfying (1.17), we proceed as in (4.5) and estimate the
the linear term in (7.38) by
∣∣∣∣∣∫
R
∂
j
ζU(ζ − y, t)u0(y)dy
∣∣∣∣∣ ≤ Cδ e−
ζ2
M(1+t)
t j/2
√
1 + t
, (7.39)
for j = 0, 1.
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Nonlinear estimates. We first consider the cubic term in (7.38). By (7.3), the cubic term can be
expanded as
w(y, s)3 = σ(y, s)3A(s)3 + 3σ(y, s)2A(s)2R(y, s) + 2σ(y, s)A(y, s)R(y, s)2 + R(y, s)2w(y, s).
for s ∈ [0, t] and y ∈ R. Using (7.27), ‖R(·, s)‖∞ ≤ ‖Rˆ(·, s)‖1, M ≥ 4d1 and η(t) ≤ η0 ≤ 1, we establish
the following pointwise bounds for each term in the above expansion:
∣∣∣σ(y, s)lA(s)lR(y, s)3−l∣∣∣ ≤ Ce− y
2
M(1+s)
(1 + s)3/2
((
δ + η(s)2
)−2
+ log(1 + s)
)l/2
log
3(3−l)
4 (2 + s)
,
∣∣∣R(y, s)2w(y, s)∣∣∣ ≤ Cη(s)2e− y
2
M(1+s)
(1 + s)3/2 log
3
2 (2 + s)
,
for l = 1, 2, 3, y ∈ R and s ∈ [0, t]. We apply the integral identities (3.6) and∫ t
0
1
(α−2 + r)
√
r
dr = 2α arctan
(
α
√
t
)
, α, t ≥ 0,
to conclude∣∣∣∣∣∣
∫ t
0
∫
R
∂
j
ζU(ζ − y, t − s)w(y, s)3dyds
∣∣∣∣∣∣
≤ C
∫ t
0
∫
R
e−
(ζ−y)2
M(t−s)−
y2
M(1+s)
(1 + s)3/2(t − s)(1+ j)/2

3∑
l=1
((
δ + η(s)2
)−2
+ log(1 + s)
)−l/2
log
3(3−l)
4 (2 + s)
+
η(s)2
log
3
2 (2 + s)
 dyds
≤ Ce
− ζ
2
M(1+t)
√
1 + t
 3∑
l=2
∫ log(1+ t2 )
0
dr
t j/2
((
δ + η(t)2
)−2
+ r
)l/2
r(3−l)/2
+
∫ t
2
0
δ + η(t)2
t j/2(2 + s) log
3
2 (2 + s)
ds
+
∫ t
t
2
δ + η(t)2
(1 + t)(t − s) j/2 ds
 ≤ C (δ + η(t)2) e−
ζ2
M(1+t)
t j/2
√
1 + t
,
(7.40)
for j = 0, 1.
Using M ≥ 8d1, we estimate the remaining mix-term in (7.38) as follows∣∣∣∣∣∣
∫ t
0
∫
R
∂
j
ζU(ζ − y, t − s)w(y, s)z(y, s)dyds
∣∣∣∣∣∣ ≤ Cη(t)2 (I j + I j) , (7.41)
for j = 0, 1, with I j defined in (4.9) and
I j =
∫ t
0
∫ s
0
∫
R
e−
2(ζ−y)2
M(t−s) −
y2
M(1+s)−
(y+c(s−r))2
M(1+s)
(1 + s)(t − s)(1+ j)/2 √1 + r√r
 8√1 + rr3/8 + 1√s − r
 dydrds.
An estimate on I j has already been obtained in (4.14). Using (3.6), we calculate the inner integral in
I j and establish
I j ≤ C e
− ζ
2
M(1+t)
√
1 + t
∫ t
0
∫ s
0
e−
(ζ+c(s−r))2
M(1+t) −
(s−r)2(t−s)c2
2M(1+s)(1+t)
(t − s) j/2 √1 + s√1 + r√r
 8√1 + rr3/8 + 1√s − r
 drds
≤ C e
− ζ
2
M(1+t)
√
1 + t
(
I1, j + I2, j + I3, j
)
,
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where, by (4.13), we have
I1, j :=
∫ t
0
∫ s
2
0
e−
s2(t−s)c2
8M(1+s)(1+t) (t − s)− j/2√
1 + s
√
1 + r
√
r
 8√1 + rr3/8 + 1√s − r
 drds ≤ C ∫ t
0
e−
s2(t−s)c2
8M(1+s)(1+t) ds
(t − s) j/2 √1 + s ≤
C
(1 + t) j/2
,
and, using (4.12) and c , 0, it holds
I2, j :=
∫ t
0
∫ s
s
2
e−
(s−r)2(t−s)c2
2M(1+s)(1+t)
(1 + s)7/8s7/8(t − s) j/2 drds
≤ C
∫ min{1,t}
0
1
(1 + s)3/4(t − s) j/2 ds +
∫ t
min{1,t}
√
1 + t
(1 + s)3/8s7/8(t − s)( j+1)/2 ds
 ≤ C(1 + t) j/2 ,
I3, j :=
∫ t
0
∫ s
s
2
e−
(s−r)2(t−s)c2
2M(1+s)(1+t)
(1 + s)
√
s
√
s − r(t − s) j/2 drds
≤ C
∫ min{1,t}
0
1
(1 + s)(t − s) j/2 ds +
∫ t
min{1,t}
4√1 + t
(1 + s)3/4
√
s(t − s)(1+2 j)/4 ds
 ≤ C(1 + t) j/2 .
So, we have obtained the estimate
I j ≤ e
− ζ
2
M(1+t)
(1 + t)(1+ j)/2
, j = 0, 1.
Combining the latter with (4.14) and (7.41) yields the bound
∣∣∣∣∣∣
∫ t
0
∫
R
∂
j
ζU(ζ − y, t − s)w(y, s)z(y, s)dyds
∣∣∣∣∣∣ ≤ Cη(t)2 e−
ζ2
M(1+t)
t j/2
√
1 + t
, j = 0, 1. (7.42)
Final estimates. Applying the estimates (7.39), (7.40) and (7.42) on the linear and nonlinear terms
in (7.38) we establish
e
ζ2
M(1+t)
√
1 + t
(
|w(x, t)| + √t|wζ(ζ, t)|
)
≤ C
(
δ + η(t)2
)
. (7.43)
Finally, recall that we derived (7.15) and (7.43) for all t ∈ [0,T ) such that η(t) ≤ η0. For each s ∈ [0, t]
it holds η(s) ≤ η(t) ≤ η0 and, hence, we can use (7.15) and (7.43) to estimate
‖(w, z)(·, s)‖2 ≤ C δ + η(s)
2
4√1 + s ,
for all s ∈ [0, t]. Combining the latter with (7.8) yields
‖w(·, t)‖H2 ≤ C
(
δ + η(t)2
)
. (7.44)
7.5 Conclusion
For initial conditions (u0, v0) ∈ XαρE satisfying (1.17) and for η0 > 0 sufficiently small, the esti-
mates (7.15), (7.37), (7.43) and (7.44) yield the key inequality (7.5), which proves, as explained
in §7.1, Theorem 1.5. 
8 Future outlook
In this section we comment on open problems, future extensions and possible applications of our
results.
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Multiple spatial dimensions or multiple components. Perhaps the most natural way to extend our
results is to increase the number of components or spatial dimensions in (1.1), i.e. to consider the class
of reaction-diffusion-advection systems
ut = D∆u +
d∑
i=1
Ciuxi + f (u) +
d∑
i=1
(gi(u))xi , u(x, t) ∈ Rn, x ∈ Rd, (8.1)
where ∆ is the Laplacian, D is a nonnegative diagonal matrix of diffusion coefficients, Ci is a di-
agonal matrix of velocities and f , gi : Rn → Rn are smooth nonlinearities with f (0), (D f )(0) = 0
and gi(0), (Dgi)(0) = 0. Systems of the form (8.1) model n reactants, which are subject to species-
dependent diffusion and drift, in an unbounded, d-dimensional domain.
Increasing the spatial dimension d improves the temporal decay on the linear level. Indeed, local-
ized solutions in L1(Rd,Rn) ∩ L∞(Rd,Rn) to the associated linear system
ut = D∆u +
d∑
i=1
Ciuxi ,
decay with rate t−d/2. Thus, we expect that our results on global existence, Theorems 1.2 and 1.3, have
counterparts in higher spatial dimensions (upon adapting the weights to ρE(x) = e−‖x‖
2/M and ρA(x) =
(1 + ‖x‖)r). In fact, we expect that the proofs simplify: due to the improved temporal decay properties
only quadratic nonlinearities are marginal if d = 2 and all smooth nonlinearities are irrelevant for
d ≥ 3. This leads to the natural question whether the additional decay can be exploited to relax the
localization assumption on the initial data. In the setting of planar traveling waves, it is shown in [11]
that one can allow for non-localized perturbations. We expect that these results transfer to the current
setting in this paper.
We expect that an extension to multiple components of Theorem 1.2 is rather straightforward as
long as the nonlinear terms in the i-th component have a nontrivial contribution of the i-th component
itself, i.e. we require that the nonlinear terms in the i-th component are of the form ∂ jx(uih(u)) with
j = 0, 1 and h : Rn → R. Indeed, the spatio-temporal weights on the i-th component in the proof of
Theorem 1.2 (see the definition of the functions ηE and ηA in §4.1) depend only on the velocity of the
i-th component itself and not on the characteristics of the other components.
At the moment, it is rather unclear whether Theorem 1.3 can be extended to the multi-component
setting, i.e. whether we can accommodate any irrelevant nonlinearity and any mix-term in the case of
multiple components. In the proof of Theorem 1.3, the spatio-temporal weight on the i-th component
(see the definition of the function η in §5.1) depends on the velocities of all components due to the
presence of terms of the form (1.10). Thus, the number of terms in the spatio-temporal weight would
increase rapidly with the number of components, which could complicate the analysis. In addition,
in systems with more than two components, mix-terms in the i-th component can occur which do
not have contributions from the i-th component itself. Currently, it is still open how to control such
mix-terms. For instance, a term u2u3 in the equation for u1 leads to a bound of the form
∫ t
0
∫
R
e−
2(x−y+c1(t−s))2
M(t−s) −
(y+c2 s)2
M(1+s) −
(y+c3 s)2
M(1+s)
(1 + s)
√
t − s dyds,
which can be compared with the bound I0 in (4.9). However, treating this expression in a similar way
as I0 in the hope to obtain a similar bound as (4.14) is problematic as the analysis in §4.3 breaks down
when (c1 − c2)(c1 − c3) > 0.
Larger classes of initial data. Another possible future direction is to study to what extend we can
relax the localization requirements on the initial data in our main results, Theorem 1.2 and 1.3. A first
attempt to obtain a larger class of initial data is to relax the algebraic localization in Theorem 1.2 by
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reducing the power r. In this light, we remark that in the global existence analysis in the nonlinear
heat equation ut = uxx + up with p > 3 in [27, Section 6] one takes r > 2 instead of r ≥ 3.
Second, one could try to prove Theorem 1.3 for algebraically localized initial conditions. For such
initial conditions, irrelevant nonlinear coupling terms which are not of mix-type, lead, as in §5.2.1, to
bounds of the form
∫ t
0
∫
R
e−
4(x−y+c1(t−s))2
M(t−s)(
1 + |x + c2s| + √s
)2r √
t − s
dyds, (8.2)
with c1 , c2, which can be compared with the integrals II0 and III0 occurring in §4.4. However, the
fact that c1 , c2 seems to prohibit a similar treatment as in §4.4. The integrals occurring on pages 344
and 349 in [24] are similar to (8.2) and therefore this reference could be of help.
Full characterization of admissible nonlinearities. In the scalar setting it is well-known, see Re-
mark 1.1, which smooth nonlinearities are controlled by the linear dynamics and which ones might
lead to growth or even finite time blow-up. At the moment such a full characterization of admissible
smooth nonlinearities is still open for reaction-diffusion-advection systems, although some specific
cases have been addressed, see for instance [9, 15, 16]
In this paper we make a first step in the direction of a full characterization by showing that any
nonlinearity containing irrelevant terms and mix-terms can be controlled by the linear dynamics when
components propagate with different velocities. However, even when components exhibit different
velocities, the question which other relevant or marginal nonlinear terms can be included is very
subtle. Theorem 1.5 even demonstrates that one needs to consider the full nonlinearity, instead of just
the leading order (or ‘most dangerous’) term of the nonlinearity, like in the scalar setting.
Application to the nonlinear stability analysis of wave trains. The perturbation equations aris-
ing in the nonlinear stability analysis of wave-train solutions to reaction-diffusion systems are, in the
appropriate co-moving frame, reaction-diffusion-advection systems of the form (1.1) where the coef-
ficients are spatially periodic. Thus, techniques to prove global existence and decay of small solutions
(like the methods mentioned in §1.7) can be employed in these perturbation equations to prove non-
linear stability, see for instance [26, 27, 42].
We expect that the techniques developed in this paper can be applied to prove nonlinear stability
of wave trains at the Eckhaus boundary, which is believed to play an important role in pattern forma-
tion [1]. At the Eckhaus boundary, wave trains are marginally spectrally stable and at the threshold
of destabilization. Yet, nonlinear stability was proven in the case of a sideband destabilization [22].
When the wave train is at the threshold of a Hopf destabilization, the associated critical modes gen-
erally exhibit different group velocities. We expect that the methods developed in this paper could be
employed to exploit this difference in group velocities and prove nonlinear stability for wave trains at
the Eckhaus boundary in the case of a Hopf destabilization.
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