Abstract. Let A e U(n), det(A) = ± 1 and let expO'a*), 1 < k < n be the eigenvalues of A where 0 < a, < a2 < ■ • • < a" < 2ir. Then k(A) -(a, + • • • + a^/ir is an integer and 0 < k(A) < In -1. Denote by /(.4) the length of y4 with respect to the set of all reflections, i.e., 1(A) is the smallest integer m such that A is a product of m reflections. A reflection is a matrix conjugate to diag (-1, 1,. .., 1). Our main result is the formula 1(A) = max(k(A), k(A*)).
Introduction. By a reflection we mean here an element R of the unitary group U(n) such that R2 = I" and rank(7? -I") = 1. We consider U(n) as operating on the space of column vectors C.
The reflections in U(n) generate a normal subgroup G(n) which consists of all matrices A E U(n) with det(A) = ±1. It was shown by H. Radjavi [1] that in fact every element of G(n) is a product of at most 2/i -1 reflections and he conjectured that this bound is the best possible. It is a simple consequence of our Theorem below that this conjecture is correct.
If A = RXR2 ■ ■ ■ Rm where 7?* are reflections and m is minimal, then we say that m is the length of A and we denote it by 1(A).
For A E U(ri) there exist uniquely determined real numbers a,,.. ., a" satisfying 0 < a, < a2 < • •• < a" < 2m and such that A is conjugate to the diagonal matrix 0 eia-\
We shall say that a,, . . . , a" are the angles of A. The sum of the angles plays a very important role and we shall write
Note that k(A) is an integer if and only if A E G(n). In this paper we shall prove the following result.
Theorem. If A E G(n) then 1(A) = max(A:(^), k(A)).
For instance, if the angles ax, . . ., an of A satisfy 0 < ak < it (1 < k < n) and a, + • • • + a" = tr then k(A) = 1, k(A) = 2« -1 and consequently 1(A) = 2n -I. Thus, Radjavi's conjecture is correct.
Proof of the Theorem. The proof will be given in a sequence of several lemmas.
If a E C is a unit vector, i.e., a*a = I, then we denote by Ra the reflection /" -2aa*. The hyperplane orthogonal to a is fixed pointwise by Ra and Ra(a) = -a. Lemma 1. Let A E U(n) be diagonal with eigenvalues X" ..., \,. Then the characteristic polynomial <b(X) of RaA is
wAere íAe afc are /Ae coordinates of the unit vector a.
Proof. We have
Since (XI" -A)~xaa* has rank 1, its eigenvalues are 0 (with multiplicity n -I), anda*(XIn -A)~xa. Therefore <f>(X) = -det(A/" -A) ■ (1 -2\a*(\In -Ayxa).
Since \ax\2 + ■ ■ ■ + \a"\2 = I, this is equivalent to the formula (2).
Lemma 2. Let A E U(n) have the angles a" . . . , a". If R E U(n) is a reflection and if ßx, . . . , ßn are the angles of RA, then ßt + ■ ■ ■ + ß" = ax + ■ ■ ■ +a"±TT.
Proof. Let Xx,.. . ,\" be the distinct eigenvalues of A. Let Vk be the A^-eigenspace of A. Finally, let H be the hyperplane of Ä-fixed vectors and Wk = Vk n H. It is clear that dim(Vk/Wk) = 0 or 1 for each k. The subspace W = Wx + • • • + Wm is invariant under both R and A. Hence L = W1-is also invariant under R and A. Let R0 and A0 be their respective restrictions to L. It is clear that all eigenvalues of A0 are simple and that it suffices to prove the assertion for R0 and A0 instead of R and A. In other words we may assume now that A has only simple eigenvalues.
Without loss of generality we may assume that A is given by (1) . Let a be a unit vector such that R = Ra = I" -2aa*. By conjugating both A and R by a suitable permutation matrix, we may assume that the first m coordinates ax,. .., am of a are nonzero while am + x = ■ • • = an = 0. Consequently A and RA have the angles am+x,.. ., an in common. Hence it suffices to prove the lemma in the case when m = n, i.e., when all ak ^ 0. Now let \k = e'"", 1 < k < n. By Lemma 1, the characteristic polynomial <¡HA) of RA is given by (2). Putting X = e'9 the equation <f>(X) = 0 becomes
Now we may assume that 0 < a, < a2 < • • • < a" < 27r. It is immediate from (3) that there is at least one root of (3) in each of the intervals (ak, at+1) for 1 < k < n -1 and another one in (a", a, + 2ir) . Hence the angles ßx,...,ß" of RA ordered so that 0 < ßx < ß2 < • • • < ß" < 2m will satisfy either 0 < ßx < a, < ß2 < a2 < ■ ■ ■ < ßn < a"
In case (4) we have
and in case (5) Since det(7L4) = -det A the difference
must be an odd multiple of m and the proof is completed.
For A EG(n) let k'(A) = max(Jt(,4), *(¿)).
Lemma 3. If A E G(n) and R is a reflection then k'(RA) = k'(A) ± 1. Consequently, 1(A) > k(A).
Proof. Let r = rank(^4 -7") Mid let a" . .., ar be the nonzero angles of A. Then the nonzero angles of A are 2m -_ax,... ,2m -ct,. Thus k(A) + £(/!) = 2r, and so the difference k(A) -k(A) is even. Therefore it suffices to prove that k(RA) = k(A) ± 1. But this last claim is immediate from Lemma 2.
Lemma 4. Let a, ß be two angles of A E U(n) such that 0<a<m<ß< 2ít. Then there exists a reflection R such that the angles of RA are the same as those of A except that a and ß are replaced by 0 and a + ß -m.
Proof. Clearly, it suffices to consider the case when n = 2. We need only to show that we can choose a reflection R = Ra so that RA has 1 as eigenvalue. The equation (3) Proof. We may assume that A is given by (1) where ax, . . . ,an are the angles of A in increasing order. If some ak = tt it suffices to take R = /" -2eke*, ek being the standard basic vector of C.
If a" < 77 we can take R = In-2e"e*.
If ax > m we can take R = In -2exex*. Finally, if 0 < ak < it < ar < 2tr for some k, r then we can apply Lemma 4.
The assertion of the Theorem follows from Lemmas 3 and 5.
