This paper presents Monte Carlo simulations of language populations and the development of language families, showing how a simple model can lead to distributions similar to the ones observed empirically. The model used combines features of two models used in earlier work by phycisists for the simulation of competition among languages: the "Viviane" model for the migration of people and propagation of languages and the "Schulze" model, which uses bitstrings as a way of characterising structural features of languages.
Introduction
In an earlier issue of this journal Wichmann (2005) showed how the sizes of languages families, measured in terms of the number of languages of which they are comprised, conform to a so-called "power-law" or "Pareto distribution", a special instance of which is better known to linguists as "Zipf's law". Such distributions are frequently found in both the physical and social universes. It was also observed, however, that the sizes of languages have a different kind of distribution. Wichmann called for computer simulations that might help us in understanding how such distribution can come about. At the time, work on the computer simulations of the interaction among languages had actually already started to take flight among scholars in physics departments following in the footsteps of Abrams and Strogatz (2003) . Schulze et al (2007) provide a recent review of this work (cf. also for a generous list of references). Moreover, a few years earlier, physicist Damian Zanette and biologist William Sutherland had respectively plotted language family sizes and language populations (Zanette 2001 , Sutherland 2003 . While most simulations have been concerned with speaker populations, some have concentrated on modelling taxonomic structures similar to language families (Wang and Minett 2005 , Tuncay 2007 . In spite of progress, none of the agent-based simulations have simultaneously captured both the current distribution of language sizes in terms of speaker populations (henceforth "language sizes") and the distribution of language family sizes in terms of the number of languages in families (henceforth "language family sizes"). This is achieved in the present paper, which uses simulations of languages with internal structure (represented as bit-strings), and where a taxonomy of languages is developed through a branching mechanism starting from a single ancestor.
The distribution of languages as a function of the number of speakers is known (Grimes 2000 , Sutherland 2003 ) to be roughly log-normal, with an enhanced number of languages for very small sizes. Figure 1 compares reality with new simulations of the Viviane model (Oliveira et al. 2006) , as modified in Oliveira et al. (2007) , and as explained again in the appendix. Once parameters were fitted to produce the results for language sizes shown in figure 1 they were not adjusted further in order to capture the family size distributions. The latter followed directly from the same settings.
Family definition
World geography is simulated by operating with a large square lattice on which populations can grow and migrate. We then simulate the development of linguistic taxa as follows. Initially, only the central point of the lattice is occupied by one group of people speaking one original language. This language (and subsequent ones) is modelled as a string of bits which can take the values 0 or 1. These are imagined to correspond to different prominent typological features. The population grows and spreads over the whole lat- tice, with languages diffusing as the populations diffuse. When a new site becomes occupied there is a certain probability that a change occurs in one of the bits of the language of the population occupying the new site. If such a change occurs (and if the resulting bitstring is not identical with one already occurring elsewhere), the resulting language is defined as being a new language different from but descending from the language that underwent the change. Furthermore, with probability 1/2 this new language is defined as the starting point of a new language family, with all its later descendants belonging to this one family. If no new family is created by the new language, then all its later offspring again have the chance to found with probability 1/2 a new family, once another new language is created.
A different definition would be to randomly select family founders among all languages. Another is to consider as founders all languages of the second generation, counted from the "mother tongue" (generation zero). Another yet is to take all languages of the fourth generation as founders. All these alternative definitions were also tested, with inferior results. In our preferred definition, a historical taxonomic hierarchy arises, and the resulting system of languages carries a long-term memory. The "mother tongue" is a family founder with certainty. Its direct descendants form the first generation, and each one with a 1/2 probability becomes a new family founder. Each language of the second generation has on average a corresponding probability 1/4, the third generation 1/8, etc.
Results
The following six plots always consist of two parts: a rank plot on top and a histogram below it. For example, for the size (= number of languages in a language family) the rank plot shows on its left end the largest family, followed by the second-largest family, then the third-largest family, etc. The histogram below it shows on its left end the number of families containing only one language (" isolates"), followed by those containing two, three, and more families. (To avoid overcrowding in the plots, we binned sizes together by factors of two, that means sizes 2 and 3 give one point, all sizes from 4 to 7 give the next point, all sizes from 8 to 15 the next, etc; the resulting sum is divided by the length 2, 4, 8, ... of the binning interval and gives the frequency. This division is not made in figure 1 which thus gives the summed numbers, never below unity. If the rank plot is described by a power-law s ∼ r −β (where the symbol ∼ represents proportionality), then the corresponding frequency plot is also described by another power-law f ∼ s −τ , where β = 1/(τ − 1). In the particular case of τ = 1 the corresponding rank plot is no longer described by a power-law, but by an exponential function s ∼ exp(λr). Figure 2 gives the number of languages in a family, figure 3 the population of the one language at the one site where this language created a new family, figure 4 the number of speakers in a family, figure 5 the number of lattice sites occupied by a family, and figure 6 the birthday (number of iterations since the start of the simulation) of a family. In all cases the histogram roughly follows a power-law (straight line in our log-log plots), and figure 2, 
Figure 2: Number of languages in a family. The straight line is not a fit on these data but the fit of Wichmann (2005) on his rank plot taken from real languages Grimes (2000) . In the lower plot, full circles are simulated data points and open circles empirical data points.
our most important plot, also the rank plot follows a power-law compatible with Wichmann's exponent 1.905. The histograms are more sensitive tests of the power-laws than the rank plot, for both reality and simulations.
These power-laws are not valid over the whole range (Arnold and Bauer 2006) , neither in our simulations nor in reality: No family can contain half a language, or more than the total 10 4 languages. But the exponents in Different from the log-log plot, now the ranking was displayed with linear horizontal scale, for which the straight behaviour shown in the upper plot indicates an exponential decay (the inset shows the corresponding log-log curved plot). Accordingly, the straight line on the frequency plot (below) gives τ = 1.
the central part are not only a convenient way to summarize results in one number; they also seem to have some universality in the sense that the same exponent tends to occur independently of many details of the simulations. From the point of view of statistical physics this tendency would be both welcome and unsurprising since the universality of exponents is also common in various physical phenomena. Indeed, when we changed parameters (including the probability 1/2 of Section 2) the details of our results changed but the central exponents did not change significantly. An example of that is figure 5, where we used exactly the same set of languages as figures 2, 3 and 4, now re-grouped into a newly tossed set of families (new random numbers to decide if a given language is or is not a family founder). The comparison between figures 4 and 5 is illustrative, because the area one family occupies turns out to be proportional to its number of speakers (not shown). Due to the different tosses, the number of families is 196 in figure 4 , but only 145 in figure 5 . However, the straight behaviour on the central part of the plots is the same, with the same slope, both corresponding to τ = 1.
Only the definition of families had drastic effects on the outcome. As mentioned before, we tried other possible definitions. However, only the hi- erarchical definition presented in Section 2 gives the proper exponents compared with reality, figure 2. The variation in results from different definitions suggests that continuous branching is the most realistic description of the evolution that has led to the present phylogenetic diversity. Figure 6 presents a curious behaviour. Instead of a single straight line, the ranking plot consists of two, which correspond to s ∼ exp(λ 1 r) for the first oldest families and exp(λ 2 r) for the more recent ones, with λ 1 > λ 2 . This transition from one regime to the other defines a typical time scale when the successive creation of new families changes rhythm. This time scale was not introduced by hand, it is a consequence of our hierarchical definition of families. It also appears for different sets of parameters and/or random numbers we tested. In the frequency plot, the signature of this transition is the presence of two parallel straight lines, both corresponding to τ = 1.
Yet more curious is the inexistence of such a typical time scale in the rhythm of successive appearence of new languages (not families), as shown in figure 7 , where both the ranking and the frequency plot seem to be described by power-laws.
We also looked at correlations between the various results. Area and population are proportional to each other apart from statistical fluctuations, as expected. It is also plausible that the final population increases with the size of the family (figure 8), and decreases with the birthday of the family (figure 9), both in a nonlinear way. Figure 10 shows only weak correlation between birthday (age) and family size. This is compatible with reality, where the size of a language family is not necessarily an indicator of its age.
Using a slightly different program, we found that the average number of generations from a final language back to the one original language increases about logarithmically for large lattice sizes but weaker for small lattices. And the average Hamming distance (number of differences in a bit-by-bit comparison of language features) is somewhat smaller for languages within the same family as for languages belonging to different families, as found in reality (Wichmann and Holman, forthc.) . In all of the above versions the language at one site never changes after the site becomes inhabited. Instead, we also included a later diffusion of language features to and from already 
Outlook
Our simulations gave a surprisingly good agreement with reality for the rank plot of family sizes, cf. figure 2a. The number of languages as a function of occupied area (Oliveira et al. 2006 ) was already found before to agree with reality (Nettle 1998) . Since one and the same model can produce both the current language size and family size distributions these two distributions are not likely to be somehow out of tune due to the current rapid extinction of many languages-a possibility very tentatively raised by Wichmann (2005: 128) . Given that the model is sufficiently fine-tuned to capture the quantitative distributions just mentioned it may be considered an adequate starting-point for addressing other problem areas that invite simulations. Unlike some other models that operate with languages without internal structure the combined Schulze-Viviane model characterises languages in terms of bit-strings. For instance, this makes it possible to use the model for testing how well different phylogenetic algorithm can adequately recuperate taxonomic relations among languages from the distributions of their typological features (cf. Wichmann and Saunders 2007) . Other issues of language change may be addressed, such as the development and distribution of creoles, large-scale diffusion of linguistic features, change rates of typological profiles, prehistoric bottleneck effects, etc. We see the development of a simulation model which is both simple and versatile as the most important outcome of the present contribution.
Evolution (of living beings, languages, etc.) depends on the particular sequence of historical events, and contingencies having occurred at some past influence the future. However, for statistics involving thousands of elements, the structure of such a tree presents some basic universal characteristics which are independent of the particular contingencies that have occurred in reality and depend only on these contingencies having occurred according to some prescribed probability rules common for different kinds of evolutionary systems. Suitably designed artificial models can fall in the same universality class of a particular real system, if they capture the correct dynamic probability rule, and are therefore potentially useful in predicting its yet unknown features.
Appendix: Modified Viviane model
The Viviane model of language competition, as modified in Oliveira et al. (2007) describes the spread of human population over a previously uninhabited continent. Each site j of a large L × L lattice can carry a population c j , chosen randomly between 1 and a maximum M, with a probability inversely proportional to c for large c, more precisely c = exp[r * ln(M)], where r is a random number between 0 and 1. On each site only one language is spoken, characterized by a string of b bits (0 or 1). Initially only the central lattice site is occupied. Then at each iteration, one empty neighbour j of the set of occupied sites becomes populated by c j people. This newly inhabited site is selected by choosing randomly two empty neighbours of the set of occupied sites and by taking the one with the larger c. The new site gets the language of one of the occupied neighbours i, selected with a probability proportional to the fitness of this language at site i. This fitness F i is the number of people speaking at that time the language spoken at site i, bounded from above by some maximum fitness chosen randomly between 1 and F max . Once the new site j is occupied, its language changes with probability α/F j , with some proportionality factor α. Such a change means that one randomly selected bit is changed. The simulation stops if all sites became occupied; the total number of languages is then the total number of different bit-strings.
