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ABSTRACT
Multidimensional imaging, capturing image data in more than two dimensions, has been an emerg-
ing field with diverse applications. Due to the limitation of two-dimensional detectors in obtaining
the high-dimensional image data, computational imaging approaches have been developed to pass
on some of the burden to a reconstruction algorithm. In various image reconstruction problems
in multidimensional imaging, the measurements are in the form of superimposed convolutions. In
this paper, we introduce a general framework for the solution of these problems, called here con-
volutional inverse problems, and develop fast image reconstruction algorithms with analysis and
synthesis priors. These include sparsifying transforms, as well as convolutional or patch-based dic-
tionaries that can adapt to correlations in different dimensions. The resulting optimization problems
are solved via alternating direction method of multipliers with closed-form, efficient, and paralleliz-
able update steps. To illustrate their utility and versatility, the developed algorithms are applied
to three-dimensional image reconstruction problems in computational spectral imaging for cases
with or without correlation along the third dimension. As the advent of multidimensional imaging
modalities expands to perform sophisticated tasks, these algorithms are essential for fast iterative
reconstruction in various large-scale problems.
Keywords multidimensional imaging · convolutional inverse problems · sparse recovery · convolutional dictionary
1 Introduction
Multidimensional imaging, that is, capturing image data in more than two dimensions, has been a prominent field with
ubiquitous applications in the physical and life sciences [1,2]. The multidimensional image data, including the spatial,
spectral, and temporal distributions of light (or an electromagnetic field), provide unprecedented information about the
chemical, physical, and biological properties of targeted scenes [1–5].
While the objective of conventional photography is to measure only the two-dimensional spatial distribution of light,
the objective of multidimensional imaging is to form images of a radiating scene as a function of more than two
variables. That is, the goal is to obtain a datacube of high dimensions, for example, in three spatial coordinates
(x, y, z), wavelength (λ) and time (t). However, obtaining this high-dimensional image data with inherently two-
dimensional detectors poses intrinsic limitations on the spatio-spectral-temporal extent of these techniques.
Conventional techniques circumvent this limitation by sequential scanning of a series of two-dimensional measure-
ments to form the high-dimensional image data. For example, in spectral imaging, the three-dimensional datacube
(x, y, λ) is typically obtained by either using a spectrometer with a long slit and scanning the scene spatially, or by
using an imager with a series of spectral filters and scanning the scene spectrally.
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As a result, these scanning-based conventional methods generally suffer from low signal-to-noise ratio (SNR), high
acquisition time, and temporal artifacts for dynamic scenes. Moreover, the attainable resolutions (such as temporal,
spatial, and spectral) are inherently limited by the physical components involved.
To overcome these drawbacks, computational imaging approaches have been developed to pass on some of the burden
to a reconstruction algorithm [2,4–7]. In these approaches, image data is reconstructed by combining information from
multiplexed measurements with the additional prior (statistical or structural) knowledge about the unknown image.
In many image reconstruction problems in multidimensional imaging, the measurements are in the form of superim-
posed convolutions. That is, the relationship between the measured (sensor) data and the unknown images can often
be adequately characterized by sum of multiple convolutions. In fact, for linear shift-variant systems whose response
slowly varies across the field of view, time, depth, or spectral dimensions, the system operator can often be approxi-
mated by a linear combination of regular convolution operators [8, 9]. In this paper, we focus on the solution of this
type of inverse problems, which are called here convolutional inverse problems [10]. Such inverse problems are en-
countered in various computational imaging modalities such as computational photography, wide-field astronomical
imaging, three-dimensional microscopy, spectral imaging, ultrafast imaging, radio interferometric imaging, magnetic
resonance imaging, and ultrasound imaging [5–19].
In this paper, we introduce a unified framework for the solution of convolutional inverse problems by considering a
general image-formation model. Based on alternating direction method of multipliers (ADMM) [20], we develop fast
image reconstruction algorithms that can exploit sparse models in analysis or synthesis forms for the high-dimensional
image data, as well as correlations in different dimensions. In the analysis case, multidimensional discrete deriva-
tive operators or sparsifying transforms can be utilized such as discrete cosine transform (DCT), wavelets, or their
Kronecker-product forms [5, 7, 21]. In the synthesis case, convolutional or patch-based dictionaries can be utilized,
which can also be adapted to correlations in different dimensions [10,22–31]. Based on the available prior knowledge
about the image of interest, there may be correlations either all through the image data or only in certain dimensions.
The inverse problem is formulated for both cases and the resulting optimization problems are solved via ADMM. The
obtained reconstruction algorithms have closed-form, efficient, and parallelizable update steps. To illustrate their util-
ity and versatility, these algorithms are applied to three-dimensional (3D) reconstruction problems in computational
spectral imaging, and their performance is numerically demonstrated for various cases with or without correlation
along the third dimension.
ADMM-based reconstruction algorithms have been earlier developed for certain multidimensional imaging modalities
with specific prior and observation models [5, 7]. To the best of our knowledge, convolutional inverse problems
have not been studied with this generality considering different correlation and prior models. A multidimensional
signal of interest may or may not be correlated in all directions, which accordingly determines the dimension of the
transforms/dictionaries used in these models (for example, 2D or 3D) and the reconstruction approach. The versatile
ADMM-based reconstruction algorithms developed in this paper are powerful in that they can be applied to various
imaging modalities involving convolutional inverse problems.
This paper is organized as follows. In Section II, we introduce the convolutional measurement model. The convo-
lutional inverse problem is then formulated in Section III using different priors. Section IV provides the details of
the developed image reconstruction algorithms and explains their efficient implementation for cases with correlations
all through the image data or only in certain dimensions. Numerical simulation results for three-dimensional recon-
struction problems in computational spectral imaging are presented in Section V. Section VI concludes the paper and
discusses the future directions.
2 Forward Problem
In many image reconstruction problems in multidimensional imaging, the measurements can be modeled in the fol-
lowing form of superimposed convolutions:
yk[n1, n2] =
S∑
s=1
xs[n1, n2] ∗ hk,s[n1, n2] + wk[n1, n2], (1)
where the measurement index k = 1, . . . ,K. This is a general multiple-input multiple-output model, where yk’s denote
the different 2D measurements and xs’s represent the 2D slices of the unknown image to be reconstructed. Hence, each
measurement yk consists of blurred and superimposed images of xs’s. We assume that the size of the measurements
and the slices of the unknown image are both limited to N × N . Here, hk,s denotes the blur function (point-spread
function) acting on the sth image slice, xs, in the kth measurement, yk. These blur functions generally model the
slowly varying response of a shift-variant imaging system across the dimensions of time, space, spectral, depth, and
such.
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This general forward model involving sum of convolutions is encountered in many imaging problems such as different
three-dimensional image reconstruction problems (K ≥ 1, S ≥ 1) in computational imaging [8, 9, 11–19], as well as
classical and multiframe image deconvolution (K ≥ 1, S = 1). Note that our model allows each blurring operator to
have a different weight as commonly used in the literature; for simplicity, these weights are simply embedded into the
terms hk,s’s in our model.
Using lexicographic ordering and linearity of the convolution operator, the model in Eq. (1) can be cast in the following
matrix-vector form:
yk =
S∑
s=1
Hk,sxs + wk. (2)
Here, yk ∈ RN2 represents the noisy kth measurement vector, xs ∈ RN2 denotes the vector for the sth image slice,
and Hk,s ∈ RN2×N2 is the convolution matrix representing the convolution with the blur function hk,s. Lastly, wk
denotes the white Gaussian noise vector whose each entry has mean zero and variance σ2k. By concatenating the
measurement vectors yk’s and the image slice vectors xs’s vertically, the model in Eq. (2) can be expressed in the
following final form:
y = Hx + w, (3)
H =

H1,1 · · · H1,S
...
. . .
...
HK,1 · · · HK,S
 ,y =
 y1:
yK
 ,x =
 x1:
xS

Here y ∈ RKN2 is the vertically concatenated measurement vector. Similarly, the vector x ∈ RSN2 is the concate-
nated image vector, which consists of the image slices. The measurement matrix H ∈ RKN2×SN2 contains all the
convolution matrices involved. Lastly, the vector w = [wT1 . . .w
T
K ]
T denotes the overall noise vector.
3 Convolutional Inverse Problem
In the inverse problem, the goal is to recover the unknown image vector, x, from the noisy measurement vector,
y. Because each measurement is composed of blurred images of different slices, the overall task also involves the
deconvolution of multiple objects. This convolutional inverse problem is inherently ill-posed, and as the blur functions,
hk,s, for different slices, s, or different measurements, k, become similar, the conditioning of the problem gets worse
due to the increase in the linear dependency of the columns or rows of H, respectively.
To incorporate the additional prior knowledge about the unknown image vector, this ill-posed inverse problem can be
formulated as the following optimization problem:
min
x
β
2
||y −Hx||22 +R(x), (4)
whereR(x) is the regularization functional. This regularized least squares problem can also be viewed as a maximum
posterior estimation (MAP) problem that exploits statistical priors. Here, the first term controls data fidelity, whereas
the second term controls how well the reconstruction matches our prior knowledge of the solution, with the scalar
parameter β trading off between these two terms.
For regularization, here sparse models in analysis or synthesis forms [21] are exploited. In the analysis case, multidi-
mensional discrete derivative operators or sparsifying transforms such as discrete cosine transform (DCT), wavelets,
or their Kronecker-product forms can be utilized [5, 7]. These generally yield fast and efficient computations. In the
synthesis case, multidimensional dictionaries can be utilized with local or global sparsity models. One common ap-
proach is to partition the image data into patches and represent each local patch in terms of the elements of a small-size
dictionary [22–24]. An alternative approach is to represent the entire image data with a global convolutional dictio-
nary [26]. But there has been limited work for the three or higher dimensional convolutional dictionaries and their
performance [29, 30].
Moreover, a multidimensional signal of interest may or may not be correlated in all directions, which consequently
determines the dimension of the transform or dictionary used in these sparse models (for example, 3D or 2D). Hence
we can also adapt these models to correlations in different dimensions. Here, we formulate the inverse problem for all
of these cases.
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3.1 Analysis Prior
The analysis prior formulation is given by
R(x) = Φ(Tx), (5)
where T is a matrix representing an analysis operator such as a multidimensional transform or discrete derivative.
For example, for a 3D reconstruction problem, this analysis operator can be a 3D transform if there is correlation all
through the image data, or if there is no correlation along the third dimension, the operator can perform a 2D transform
along each slice. For the choice of regularization functional Φ(.), there are different choices as well. One popular
choice is l1-norm, i.e. Φ(Tx) = ||Tx||1. Another common choice is isotropic TV [32], i.e. Φ(Tx) = TV(x) with
T = I.
3.2 Synthesis Prior
In the synthesis case, the signal x is sparsely represented as a linear combination of columns (i.e. atoms) from a
dictionary D˜. In general, the synthesis prior can be formulated as
R(x) = min
z
1
2
||D˜z−Px||22 + λ||z||1, (6)
where z represents the sparse code. The matrix P can be either identity or a patch operator depending whether the
entire image or its patches are represented. In this work, we consider both patch-based and convolutional dictionaries,
which can be learned offline from a training data or online from the measurements through a dictionary update step.
3.2.1 Patch-based Dictionary
Commonly, for efficient computation, a small-size dictionary is used for sparse representation of overlapping image
patches. This results in the following prior:
min
zj
∑
j
1
2
||Dzj −Pjx||22 + λ||zj ||1, (7)
where Q × Q × T is the patch size and Pj ∈ RQ2T×N2S is the matrix to extract the jth patch with j = 1, . . . , J .
Moreover, zj ∈ RQ2T denotes the sparse code of the jth patch and D ∈ RQ2T×Q2T represents the common dictionary
used for all patches. Note that this prior is a special case of the general form given in Eq. (6) where now P =
[PT1 | . . . |PTJ ]T and D˜ = IJ
⊗
D with
⊗
denoting the Kronecker product and In denoting an identity matrix of size
n× n. To adaptively learn the dictionary from the measurements, the prior in Eq. (7) can also be modified as follows:
min
zj ,D
∑
j
1
2
||Dzj −Pjx||22 + λ||zj ||1 s.t. ||D||F = 1. (8)
Here, the constraint is needed to avoid the scaling ambiguity of the dictionary.
For an image data with two-dimensional correlations only, the patches can be extracted from each image slice, xs. In
this case, there will be an additional summation over image slices in Eq. (7) and (8) with sparse code zj,s ∈ RQ2 for
the jth patch of the sth image slice, patch extraction matrix Pj ∈ RQ2×N2 , dictionary D ∈ RQ2×Q2 , and patch size
Q×Q.
3.2.2 Convolutional Dictionary
Alternatively, the entire image data can be represented using a global convolutional dictionary [26], hence as a sum of
three-dimensional convolutions with a few dictionary filters. This results in the following formulation:
min
zm
1
2
||
∑
m
dm ∗ zm − x||22 + λ
∑
m
||zm||1. (9)
where dm ∈ RL2R is the mth dictionary filter of size L × L × R and zm ∈ RN2S is the corresponding sparse code
of size N × N × S with m = 1, . . . ,M . In this representation, the dictionary size is generally much smaller than
the image size (i.e. L  N and R  S), while the sparse code is of the same size as the image. Also note that
the dictionary D˜ in Eq. (6) has a specific form in this case as given by D˜ = [D1 . . .DM ] with Dm representing the
4
ARXIV - JUNE 16, 2020
convolution matrix for the mth dictionary filter and P is identity as the entire image is represented. As before, to
adaptively learn the dictionary from the measurements, the prior in Eq. (9) can also be modified as
min
zm,dm
1
2
||
∑
m
dm ∗ zm − x||22 + λ
∑
m
||zm||1 (10)
s.t. ||dm||2 = 1 m = 1, 2, . . . ,M.
For an image data with two-dimensional correlations only, a common convolutional dictionary can be used to represent
each image slice, xs, separately. In this case, there will be an additional summation over image slices in Eq. (9) and
(10) with the mth dictionary filter dm ∈ RL2 of size L × L and the corresponding sparse code zm,s ∈ RN2 for the
sth image slice.
3.2.3 Convolutional Dictionary with Tikhonov Regularization
Because convolutional dictionaries are known to work well for the representation of high-frequency components of a
signal, they are commonly used after highpass filtering [26, 33]. An alternative to this preprocessing is to introduce
gradient (Tikhonov) regularization to the sparse code zm’s as follows [34]:
min
zm
1
2
||
∑
m
dm ∗ zm − x||22 + λ
∑
m
||zm||1 + (11)
µ
2
∑
m
||r1 ∗ zm||22 + ||r2 ∗ zm||22 + ||r3 ∗ zm||22,
where r1, r2 and r3 are respectively the filters that compute the gradient along the first, second and third dimensions.
The reasoning behind this regularization is based on the following observation. Note that if the highpass component
of a signal has a good convolutional representation, i. e. xh =
∑
m dm ∗ zm, then the overall signal also has the
representation x =
∑
m dm ∗ (g−1 ∗ zm), where g−1 is the inverse of the filter that computes the highpass compo-
nent. Hence, equivalently, low-pass filtered zm’s, or Tikhonov regularized zm’s, can provide a good convolutional
representation for the overall signal.
The above formulation can be similarly modified to learn the dictionary adaptively from the measurements. Moreover,
for an image data with two-dimensional correlations, only the gradients along the first and second directions are needed
for the regularization.
4 Image Reconstruction Algorithms
We now focus on developing efficient algorithms for solving the resulting optimization problems. Based on alternating
direction method of multipliers (ADMM) [20,35], we present reconstruction algorithms with closed-form and efficient
update steps for both analysis and synthesis cases.
4.1 Analysis Case
Using the ADMM framework, variable splitting is applied to the regularized least-squares problem in Eq. (4) with the
analysis prior in Eq. (5). This results in the following problem:
min
x, t
β
2
||y −Hx||22 + λΦ(t) s.t. t = Tx, (12)
where t is the auxiliary variable in the ADMM framework. Expressing the problem in Eq. (12) in an augmented
Lagrangian form [35] yields to a minimization over x and t. We minimize over each in an alternating fashion as
follows:
xl+1 = arg min
x
β
2
||y −Hx||22 +
ρ
2
||Tx− tl + ul||22, (13)
tl+1 = arg min
t
λΦ(t) +
ρ
2
||Txl+1 − t + ul||22, (14)
ul+1 = ul + Txl+1 − tl+1, (15)
where ρ is a penalty parameter and the last equation is for the update of the dual variable u in the ADMM framework.
The efficient solutions of the first two problems are explained in the image update and auxiliary variable update steps,
respectively.
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4.1.1 Image update
The minimization in Eq. (13) over the image x corresponds to a least-squares problem with the following closed-form
solution:
x = (ρTHT + βHHH)−1(βHHy + ρTH(t− u)). (16)
Here T is generally a unitary transform resulting in THT = I. This solution can be efficiently obtained through
computations in the frequency domain by exploiting the property of the 2D circular convolutions involved [36].
Note that each block of H is diagonalized by the discrete Fourier transform (DFT) matrix since Hk,s is block circulant
with circular blocks (BCCB). Hence Hk,s = FH2DΛk,sF2D where F2D is the unitary 2D DFT matrix and Λk,s is a
diagonal matrix whose diagonal consists of the 2D DFT of the blur function hk,s, with k = 1, . . . ,K and s = 1, . . . , S.
As a result, the overall matrix H can be written as H = F¯HΛF˜ where F¯ = IK
⊗
F2D and F˜ = IS
⊗
F2D with
⊗
denoting the Kronecker product and In denoting an identity matrix of size n×n. Here Λ is a matrix of K ×S blocks
with each block given by Λk,s. By inserting this expression of H in Eq. (16), the following form can be obtained for
the efficient computation of the image update step:
x = F˜H(ρI + βΛHΛ)−1(βΛHF¯y + ρF˜TH(t− u)). (17)
For the computation of Eq. (17), forming any of the matrices is not required, which provides huge savings for the
memory as well as the computation time. Here, multiplication by F˜ or F˜H corresponds to taking the Fourier or inverse
Fourier transforms of all 2D slices for s = 1, . . . , S. Similarly, multiplication by F¯ corresponds to taking the Fourier
transforms of all 2D measurements for k = 1, . . . ,K. For example, F¯y = [(F2Dy1)T | . . . |(F2DyK)T ]T , where
each term can be computed via the 2D FFT. Moreover, because Λ is a block matrix consisting of diagonal matrices,
multiplication by ΛH corresponds to element-wise 2D multiplication with the conjugated DFTs of the underlying
blur functions and summation. Furthermore, for a unitary T, multiplication by TH corresponds to taking the inverse
transform. Note that when the image data is correlated in all directions, this will be a 3D transform; otherwise, it will
be a 2D transform applied on each slice separately.
Lastly, the inverse of Ψ = ρI + βΛHΛ needs to be computed only once, and hence does not affect the computational
cost of the iterations. However, it is possible to reduce the required time and memory for this pre-computation through
a recursive block matrix inversion approach [37]. Note that Ψ is a block matrix of S × S blocks, where each block
is a diagonal matrix given by Ψi,j = δi,jI + β
∑K
k=1 Λ
H
i,kΛk,j , with δi,j denoting the Kronecker delta function and
i, j = 1, . . . , S. Hence, for S = 2, the inverse can be computed as[
Ψ1,1 Ψ1,2
Ψ2,1 Ψ2,2
]−1
=
[
A Ψ−11,1Ψ1,2B
BΨ2,1Ψ
−1
1,1 −B
]
, (18)
where A = Ψ−11,1 −Ψ−11,1Ψ1,2BΨ2,1Ψ−11,1 and B = −(Ψ2,2 −Ψ2,1Ψ−11,1Ψ1,2)−1. For S > 2, the matrix Ψ can be par-
titioned into 2× 2 blocks and each block can be inverted recursively using Eq. (18). Because all the matrices involved
in these computations are diagonal, computing the inverse of Ψ requires simple element-wise 2D multiplication and
division operations.
4.1.2 Auxiliary variable update
The minimization in Eq. (14) over the auxiliary variable t depends on the choice of the regularization functional Φ(.).
If Φ(.) = ||.||1, the solution is given by a soft-thresholding operation:
t = soft(Tx + u, λ/ρ). (19)
Here, multiplication by T corresponds to either a single 3D transform or multiple 2D transforms along each slice.
Moreover, the soft-thresholding operation soft(w, τ) is component-wise computed aswi → sign(wi) max(|wi|−τ, 0)
for all i, where sign(wi) takes value 1 if wi > 0 and −1 otherwise. If Φ(.) is chosen as isotropic TV, the solution can
be obtained in this case using Chambolle’s algorithm [38].
4.2 Synthesis Case
Using the ADMM framework, variable splitting is applied to the regularized least-squares problem in Eq. (4) with the
synthesis prior in Eq. (6). This results in the following problem:
arg min
x, z, t
β
2
||y −Hx||22 +
1
2
||D˜z−Px||2 + λ||t||1
s.t. t = z,
(20)
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Algorithm 1 Image reconstruction algorithm: analysis case
Input: y: measurement, H: system matrix, T: transform Output: x: reconstructed image
1: Choose λ > 0, ρ > 0, β > 0 , t0, and u0.
2: Compute (ρI + βΛHΛ)−1 and βΛHF¯y.
3: repeat
4: update xl+1 using Eq. (17)
5: update tl+1 using Eq. (14) or Eq. (19)
6: update ul+1 as ul+1 = ul + Txl+1 − tl+1
7: l← l + 1
8: until stopping criterion is satisfied.
where t is the auxiliary variable in the ADMM framework. As discussed before, for patch-based and convolutional
dictionary cases, the matrices D˜ and P take particular forms. Expressing the problem in Eq. (20) in an augmented
Lagrangian form [35] yields to a minimization over x, z and t. We minimize over each in an alternating fashion as
follows:
xl+1 = arg min
x
β
2
||y −Hx||22 +
1
2
||D˜zl −Px||2, (21)
zl+1 = arg min
z
1
2
||D˜z−Pxl+1||22 +
ρ
2
||z− tl + ul||22, (22)
tl+1 = arg min
t
λ||t||1 + ||zl+1 − t + ul||22, (23)
ul+1 = ul + zl+1 − tl+1, (24)
where the last equation is for the update of the dual variable u in the ADMM framework. The efficient solutions of
the first three problems are explained in the image update, sparse code update and auxiliary variable update steps,
respectively.
4.2.1 Image update
The minimization in Eq. (21) over the image x corresponds to a least-squares problem with the following closed-form
solution:
x = (PHP + βHHH)−1(βHHy + PHD˜z). (25)
Here PHP is a scaled identity matrix, i.e. PHP = tI, where for the convolutional dictionary case t = 1 and for the
patch-based dictionary case the constant t depends on the patch parameters [23]. As in the analysis case, this solution
can be efficiently obtained through computations in the frequency domain. After similar steps, the following form can
be obtained for the efficient computation of the image update step:
x = F˜H(tI + βΛHΛ)−1(βΛHF¯y + F˜PHD˜z). (26)
This can be computed in a similar way as Eq. (17), except the last term.
For the patch-based dictionary case, the last term F˜PHD˜z, =
∑
j F˜P
H
j Dzj , with D and zj representing the common
dictionary used for all patches and the resulting sparse codes, respectively. Here PHj is the adjoint of the patch-
extraction operation with patch size Q × Q × T , and hence converts a vector of length Q2T to a 3D signal of size
N×N×S. Lastly, multiplication by F˜ corresponds to taking 2D FFTs along allN×N slices. For an image data with
2D correlations only, the patches are extracted from each image slice, and hence there will be an additional summation
over image slices. Moreover, in this case, PHj outputs a 2D signal of size N ×N .
For the convolutional dictionary case, the last term F˜PHD˜z can be efficiently computed using P = I and the diago-
nalization property of the convolutional dictionaries. That is, the convolution matrix representing the mth dictionary
filter can be expressed as Dm = FH3DΘmF3D where F3D is the unitary 3D DFT matrix and Θm is a diagonal matrix
whose diagonal consists of the 3D DFT of the dictionary filter dm with m = 1, . . . ,M . As a result, the overall matrix
D˜ = [D1 . . .DM ] can be written as D˜ = FH3DΘFˆ where Fˆ = IM
⊗
F3D and Θ is a matrix of 1×M blocks with each
block given by Θm. By replacing this expression for D˜ in the term F˜D˜z, the task becomes to compute F˜FH3DΘFˆz.
Here multiplication by Fˆ corresponds to taking the Fourier transforms of all 3D sparse codes for m = 1, . . . ,M . That
is, Fˆz = [(F3Dz1)T | . . . |(F3DzM )T ]T , where each term can be computed via the 3D FFT. Moreover, because Θ is
7
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a block matrix consisting of diagonal matrices, multiplication by Θ corresponds to element-wise 3D multiplications
with the DFTs of the underlying dictionary filters and then summation. Lastly, the term F˜FH3D can be simplified as
F˜FH3D = (IS
⊗
F2D)(F
H
1D
⊗
FH2D) = F
H
1D
⊗
IN2 using the properties of the Kronecker product, where F1D stands
for the 1D DFT matrix of size S × S. Hence multiplication by F˜FH3D corresponds to taking 1D inverse DFTs along
the third-dimension.
For the convolutional prior with 2D correlations only, computation of F˜D˜z simplifies to taking the Fourier transforms
of the 2D sparse codes zm,s for m = 1, . . . ,M and s = 1, . . . , S, computing element-wise 2D multiplications with
the DFTs of the underlying dictionary filters and summing over m.
4.2.2 Sparse code update
The minimization in Eq. (22) over the sparse code z has different solutions for patch-based and convolutional dictio-
naries.
For the patch-based dictionary case, each sparse code zj of the jth patch can be separately obtained as the solution of
a least-squares problem:
zj = (ρI + D
HD)−1(DHPjx + ρ(tj − uj)), (27)
where tj and uj are the auxiliary and dual variables corresponding to zj .
For the convolutional dictionary case, the resulting least-squares problem for z has the following normal equation:
(ρI + D˜HD˜)z = D˜Hx + ρ(t− u). (28)
Note that when gradient regularization is used, a term that contains the convolution matrix Ri, i.e. µ
∑
i R
H
i Ri,
should be added to the left-hand side.
Similar to the image update step, this normal equation can be solved efficiently through computations in the frequency
domain. By inserting the expression D˜ = FH3DΘFˆ where Θ is a matrix of 1 ×M blocks with each block given by
Θm as before, the following form can be obtained for efficient computation:
(ρI + ΘHΘ)Fˆz = ΘHF3Dx + ρFˆ(t− u). (29)
Here the right-hand side can be computed as before via Fourier transforms, element-wise multiplications and sum-
mations. For simplicity, let us denote the resulting vector from the right-hand side as c, where c = [cT1 | . . . |cTM ]T .
Similarly, let us call Fˆz = v, where v = [vT1 | . . . |vTM ]T . Then Eq. (29) becomes (ρI + ΘHΘ)v = c. This linear
system can be solved efficiently by replacing it with independent linear systems of sizeM×M , each of which consists
of a diagonal matrix plus a rank-one matrix [26].
Here the main idea is to swap the vector and entry indexing of the vectors cm and vm, that is to convert cm[n] to
c˜n[m] and vm[n] to v˜n[m]. By applying the Sherman-Morrison formula, the solution is then given by [26]
v˜n = ρ
−1
(
c˜n − θ˜
H
n c˜n
ρ+ θ˜Hn θ˜n
θ˜n
)
, (30)
where θ˜n denotes the vector obtained by applying the same swapping operation on the diagonals of the matrices Θm’s.
That is, if the vector θm denotes the DFT of themth dictionary filter, i.e. the diagonal of the matrix Θm, then swapping
converts θm[n] to θ˜n[m]. Using Eq. (30), v˜n’s can be obtained, and after rearranging, one can obtain vm’s, i.e. 3D
DFTs of the sparse codes zm’s.
4.2.3 Auxiliary variable update
Similar to the analysis case, the minimization in Eq. (23) over the auxiliary variable t is obtained through soft-
thresholding:
t = soft(z + u, λ/ρ). (31)
4.2.4 Dictionary update
This update has different forms for patch-based and convolutional dictionaries.
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Algorithm 2 Image reconstruction algorithm: synthesis case
Input: y: measurement, H: system matrix, D: dictionary Output: x: reconstructed image
1: Choose λ > 0, ρ > 0, β > 0, t0, and u0.
2: Compute (tI + βΛHΛ)−1 and βΛHF¯y.
3: repeat
4: update xl+1 using Eq. (26).
5: update zl+1 using Eq. (27) or Eq. (29).
6: update tl+1 using Eq. (31).
7: update ul+1 as ul+1 = ul + zl+1 − tl+1.
8: l← l + 1
9: until stopping criterion is satisfied.
Patch-based dictionary update The minimization in Eq. (8) over the dictionary D can be converted to an uncon-
strained problem by adding the normalization constraint to the objective function as a penalty:
min
D
||DZ−X||2F + ιCD (D), (32)
where X = [P1x| . . . |PJx], Z = [z1| . . . |zJ ], and ιCD (D) denotes the indicator function that takes value 0 when
the normalization constraint ||D||F = 1 is satisfied, and +∞ otherwise. After variable-splitting and expressing the
problem in an augmented Lagrangian form, minimization over each variable is performed in an alternating fashion as
follows:
Dl+1 = arg min
D
1
2
||DZl+1 −Xl+1||2F +
σ
2
||D−Gl + El||2F , (33)
Gl+1 = arg min
G
ιCD (G) +
σ
2
||Dl+1 −G + El||2F , (34)
El+1 = El + Gl+1 −Dl+1, (35)
where G is the auxiliary variable and E is the dual variable in the ADMM framework. The minimization in Eq. (33)
over the dictionary D corresponds to a least-squares problem with the following closed-form solution:
D = (XZH + σ(G−E))(ZZH + σI)−1. (36)
Lastly, the solution of Eq. (34) is obtained by geometry [35]:
G =
(D + E)
||(D + E)||F . (37)
Convolutional dictionary update The minimization in Eq. (10) over the dictionary filters, dm, can be solved effi-
ciently in the frequency domain. For this, the following constraint set is defined for the filters:
Cd = {dm ∈ RN2S : (I−QQT )dm = 0, ||dm||2 = 1}, (38)
with Q representing the zero-padding operator for dm’s to the size of the sparse codes zm’s. Hence this set combines
the normalization constraint with the spatial support constraint of the dictionary filters. The problem in Eq. (10) with
this constraint set can then be converted to the following unconstrained problem:
arg min
d
||Zd− x||22 +
∑
m
ιCd(dm), (39)
where d = [dT1 | . . . |dTM ]T is the vertically concatenated dictionary filter vector, and Z = [Z1| . . . |ZM ] with Zm
denoting the convolution matrix for the sparse code zm. After variable-splitting and expressing the problem in an
augmented Lagrangian form, minimization over each variable is performed in an alternating fashion as follows:
dl+1 = argmin
d
1
2
||Zd− xl+1||22 +
σ
2
||d− gl + el||22, (40)
gl+1 = arg min
g
∑
m
ιCd(gm) +
σ
2
||dl+1m − gm + el+1m ||22, (41)
el+1 = el + gl+1 − dl+1, (42)
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where gm and em are respectively the auxiliary and dual variables in the ADMM framework for m = 1, . . . ,M , e =
[eT1 | . . . |eTM ]T and g = [gT1 | . . . |gTM ]T .
The minimization in Eq. (40) over the dictionary filter vector d corresponds to a least-squares problem with the
following normal equation:
(σI + ZHZ)d = ZHx + σ(g − e). (43)
Here each convolution matrix Zm can be decomposed as Zm = FH3DΓmF3D where Γm is a diagonal matrix whose
diagonal consists of the 3D DFT of the sparse code zm. Hence the overall matrix Z = [Z1| . . . |ZM ] can be expressed
as Z = FH3DΓFˆ where Γ is a matrix of 1×M blocks with each block given by Γm. Following the same steps with the
solution of Eq. (28), this equation is solved in a similar way in the frequency domain via Sherman-Morrison formula.
Note that for an image data with 2D correlations only, the problem in Eq. (39) will be changed to include an additional
summation over the image slice index s. In this case, the resulting minimization over d cannot be solved via efficient
Sherman-Morrison formula. Instead, iterated Sherman-Morrison formula, conjugate-gradient method, spatial tiling or
consensus framework can be used [26, 28]. In this work, we use iterated Sherman Morrison formula for this purpose.
Lastly, the solution of Eq. (41) is obtained by geometry as
gm =
QQT (dm + em)
||QQT (dm + em)||2
. (44)
Here QT operation crops an L × L × R (or L × L) data and Q operation zero-pads this cropped data to the size
N ×N × S (or N ×N ) when the convolutional prior is used for 3D (or 2D) correlations.
4.3 ADMM parameter update
For the selection of the penalty parameter ρ, the following adaptive strategy is employed [20]:
ρl+1 =

τρl if ||rl||2 > µ||sl||2,
ρl/τ if ||sl||2 > µ||rl||2,
ρl otherwise,
(45)
where sl = ρl||tl − tl−1||2 and rl = ||zl − tl||2 are primal and dual residuals, respectively, and the parameters are
chosen as τ = 2 and µ = 10. The same strategy is also used to update the parameter σ in the dictionary update.
Moreover, the stopping criterion is chosen as ||xl+1 − xl||2/||xl||2 < 10−4.
5 Numerical Results
We now present numerical simulations to illustrate the performance of the developed reconstruction algorithms with
different priors and compare with each other. To illustrate their performance, these algorithms are applied to three-
dimensional reconstruction problems in computational spectral imaging, and their performance is numerically demon-
strated for various cases with or without correlation along the third dimension.
5.1 Case with no correlation along the third dimension
The performance is first illustrated in photon sieve spectral imaging (PSSI) [6, 36] for a multi-spectral data with 2D
spatial correlations. For this, we consider a spectral dataset of size 128 × 128 × 3 (3 EUV wavelengths between
33.3− 33.5 nm with 0.1 nm interval) constructed from NASA’s database of solar images [39].
For the photon sieve, a sample design [40] for EUV solar imaging is considered, with the smallest hole diameter of 5
µm and the outer diameter of 25 mm. Photon sieve is a diffractive lens whose focal length changes with the incoming
Table 1: Parameters used for different priors.
Parameter TV PatchDic ConvDic
SNR (dB) 20 30 40 20 30 40 20 30 40
λ 10−2 10−3 10−4 0.05 0.2 0.15 0.15
β 1 100 500 3000 2 8 50
ρ 10λ 1 50λ+ 0.5
σ − 1 10
µ − − 0.01 (Tikhonov)
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(a) (b) (c) (d) (e) (f) (g) (h)
Figure 1: (a) Measured images for SNR = 20 dB, (b) Contributions of each spectral component to the measurements,
(c) Acting PSFs on spectral images, (d) Reconstructed images with TV, (e) Online patch-based dictionary, (f) Online
convolutional dictionary, (g) Online convolutional dictionary with Tikhonov regularization and (h) Original Images.
Table 2: Comparison of reconstruction PSNRs (dB) and SSIMs for different priors and SNRs.
PatchDic PatchDic ConvDic ConvDic ConvDic ConvDic
SNR (dB) TV KSVD Online Update Offline Offline Online Update Online Update
Tikhonov Tikhonov
20 32.62/0.88 32.45/0.86 32.97/0.86 32.17/0.85 32.18/0.86 32.57/0.87 32.67/0.87
30 36.25/0.94 35.42/0.91 36.23/0.93 36.00/0.93 36.43/0.93 36.42/0.94 36.52/0.94
40 39.57/0.97 38.42/0.95 39.21/0.96 39.21/0.96 39.63/0.97 39.80/0.97 39.83/0.97
wavelength. The PSSI system takes measurements at the focal planes of each of these three wavelengths, that is at
f1 = 3.754 mm, f2 = 3.742 mm, and f3 = 3.731 mm. Then at the first focal plane, f1, the measurement contains the
focused image of the first spectral component at wavelength λ1 = 33.3 nm, overlapped with the defocused spectral
images of the remaining two components (at wavelengths λ2 = 33.4 nm and λ3 = 33.5 nm). Pixel size of the detector
is chosen as 2.5 µm to match the diffraction-limited resolution of the imaging system.
The measurements are simulated using the forward model in Eq. (3) with white Gaussian noise. Here the number of
measurements and the number of unknown spectral images areK = S = 3. Fig. 1a shows the resulting measurements
at the three focal planes with the contributions of each spectral component shown in Fig. 1b. These contributions are
obtained by convolving the original spectral images in Fig. 1h, with the corresponding PSFs in Fig. 1b. The acting
PSFs for the three spectral components are computed using the available PSF formula for the photon sieve [6, 41].
These PSFs illustrate the different amount of blur acting on spectral components. Hence the measurements involve
not only the superposition of all spectral components but also significant amount of blur.
To analyze the performance with different noise levels, SNRs of 20, 30 and 40 dB are considered. Reconstructions
are obtained from the noisy measurements using Algorithm 1 and 2 with 2D priors. The parameters used for different
priors are listed in Table 1. For the analysis case, we exploit 2D isotropic TV, which takes 20 seconds for image
reconstruction on a computer with 8 GB of RAM and i7 7500U 2.70 GHz CPU.
Secondly, we exploit a patch-based dictionary (PatchDic) with no online dictionary update. This dictionary is trained
offline using the K-SVD algorithm [22] with 16 representative solar images taken from the same database. We also use
a randomly initialized patch-based dictionary, which is updated online throughout the iterations. For both cases, the
number of patches extracted from each image is N2 = 16384 with one-stride. The patch size is numerically optimized
as 6 × 6, based on the simulations performed for 20 dB SNR, which results in a dictionary size of 36 × 36. Image
reconstruction takes around 150 and 200 seconds with offline and online updated dictionary, respectively.
Moreover, we utilize convolutional dictionaries (ConvDic) in a similar manner. When an online dictionary update is
not performed, the convolutional dictionary is trained offline with the same 16 solar images. The dictionary size is
numerically optimized as 12 × 12 and the number of filters as M = 4. Using this prior, a single reconstruction takes
approximately 10 and 20 seconds with offline and online updated dictionary, respectively. The same experiments are
also repeated by adding the gradient (Tikhonov) regularization, which result in similar reconstruction time.
The average reconstruction performance for all cases is given in Table 2 in terms of PSNR and SSIM. These average
values are computed through 10 Monte-Carlo runs for 4 different spectral (solar) data sets. As seen from the table,
PSNR is always above 32 dB, and SSIM is above 0.85, which demonstrate faithful reconstructions for all cases.
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Table 3: Comparison of reconstruction PSNRs (dB) / SSIMs / SAMs for different priors, datasets and SNRs.
Dataset SNR (dB) 2D Wavelet
⊗
1D DCT PatchDic ConvDic ConvDic (Tikhonov)
Objects
20 24.82/11.78◦/0.82 25.42/11.13◦/0.77 26.71/10.16◦/0.77 26.82/9.64◦/0.84
30 26.18/10.57◦/0.88 26.78/10.03◦/0.85 28.42/8.64◦/0.85 28.54/8.49◦/0.89
40 27.76/9.30◦/0.89 28.91/8.35◦/0.87 29.63/7.71◦/0.89 30.15/7.44◦/0.91
Flowers
20 27.94/20.06◦/0.77 28.82/21.61◦/0.80 28.16/21.26◦/0.78 28.31/19.76◦/0.79
30 31.09/16.05◦/0.87 31.57/17.68◦/0.88 30.47/18.64◦/0.85 31.19/16.86◦/0.88
40 33.46/15.04◦/0.92 35.16/13.26◦/0.93 33.12/14.94◦/0.92 34.09/13.83◦/0.93
Pompoms
20 28.02/9.40◦/0.83 28.66/10.27◦/0.82 28.54/11.49◦/0.81 28.48/10.43◦/0.83
30 29.29/9.01◦/0.87 30.44/9.20◦/0.88 29.57/10.80◦/0.86 30.21/9.41◦/0.88
40 30.62/8.85◦/0.91 32.33/8.15◦/0.92 30.40/10.13◦/0.90 31.41/8.71◦/0.92
Threads
20 28.83/11.78◦/0.84 28.86/12.11◦/0.85 29.51/12.46◦/0.81 29.39/11.82◦/0.85
30 31.14/10.79◦/0.90 32.52/10.44◦/0.90 31.82/11.79◦/0.87 32.27/10.29◦/0.90
40 34.04/9.32◦/0.94 34.87/9.34◦/0.95 34.12/9.72◦/0.93 34.29/9.17◦/0.95
Moreover, randomly initialized dictionary is effectively adapted to the data through online dictionary update, and
yields higher PSNR and SSIM than the offline case for both patch-based and convolutional dictionaries.
To also visually evaluate the results, we provide sample reconstructions for SNR=20 dB case in Fig. 1d, 1e, 1f and
1g, together with the true images in Fig. 1h. Although TV prior, patch-based and convolutional dictionaries with
online dictionary update provide similar reconstruction performance with comparable PSNR and SSIM values, vi-
sual comparison suggests that the image details are better preserved in the convolutional dictionary case. Moreover,
convolutional dictionary and TV prior result in similar reconstruction times, whereas patch-based dictionary is ap-
proximately 10× slower.
5.2 Case with correlations in three dimensions
The performance is now illustrated in PSSI system for a spectral data with 3D correlations. For this, we consider
spectral datasets of size 256 × 256 × 16 (16 wavelengths between 510 − 660 nm with 10 nm interval) taken from
online spectral database referred as Objects [42], Flowers [43], Pompoms [43] and Threads [43]. For the photon sieve
design, the smallest hole diameter is chosen as 15 µm and the outer diameter is 3.51 mm. Moreover, the pixel size of
the detector is chosen as 7.5 µm to match the diffraction-limited resolution of the imaging system. As before, the PSSI
system takes measurements at the focal planes of each of these sixteen wavelengths. For example, for the wavelength
at 580 nm the focal length is 9.08 cm. As a result, each measurement contains the focused image of one of the spectral
components, overlapped with the defocused spectral images of the remaining fifteen components.
The measurements are simulated again using the forward model in Eq. (3) with white Gaussian noise. Here the number
of measurements and the number of unknown spectral images are K = S = 16. To analyze the performance with
different noise levels, SNRs of 20, 30 and 40 dB are considered as before. Reconstructions are obtained from these
noisy measurements using Algorithm 1 and 2 with 3D priors. The parameters used for different priors are listed in
Table 4.
Similar to the earlier spectral imaging approaches [3, 7], for the analysis case, we exploit a Kronecker basis as T
= T1
⊗
T2 where T1 is the basis for 2D Symmlet-8 wavelet and T2 is the 1D discrete cosine (DCT) basis. This
transformation is computed by first taking the wavelet transform of each spectral image and then 1D DCT along the
spectral dimension. In this case, image reconstruction takes around 17 minutes.
Figure 2: Datacube used for training.
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P1 P2
(a)
(b)
Figure 3: (a) Top-to-bottom: Original Images, reconstructed spectral images using 2D Symmlet
⊗
1D DCT transform,
patch-based dictionary, convolutional dictionary and convolutional dictionary with Tikhonov regularization for SNR
= 20 dB, (b) The difference between original image and reconstructed images.
Secondly, we exploit a patch-based dictionary with online dictionary update. The initial dictionary is trained offline
using the K-SVD algorithm with 25 spectral datacubes of size 256 × 256 × 16 cropped from Toys data [43] shown
in Fig. 2. Here the patch size is chosen as 6 × 6 × 16, resulting in a dictionary of size 576 × 576. The number of
patches extracted from each datacube is N2 = 65536 with one-stride only in spatial dimensions. In this case, image
reconstruction takes around 100 minutes.
Lastly, we utilize convolutional dictionaries. The initial convolutional dictionary is trained offline with the same 25
spectral datacubes and then an online dictionary update is performed throughout the iterations. The dictionary size is
numerically optimized as 32 × 32 × 5 and the number of filters as M = 6. Using this prior, a single reconstruction
takes approximately 35 minutes.
The average reconstruction performance for all cases is given in Table 3 in terms of PSNR, SSIM, and spectral angular
mapper (SAM) [44]. These average values are computed through 10 Monte-Carlo runs for each dataset. As seen
from the table, the performance of different priors varies for different datasets and SNRs. In fact, each prior provides
different capabilities over spatial and spectral dimensions.
Table 4: Parameters used for different priors.
Parameter Transform PatchDic ConvDic
SNR (dB) 20 30 40 20 30 40 20 30 40
λ 0.5 0.1 0.01 0.0001 0.001
β 1 0.1 1 10 0.01 0.1 0.2
ρ 500λ 1000 1000
σ − 10 10
µ − − 0.1 (Tikhonov)
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To visually evaluate the results, we provide sample reconstructions in Fig. 3a for the Objects dataset and SNR = 20
dB case, together with the true images. For easier interpretation and comparison of results, the absolute difference
between the original spectral images and the reconstructed ones are shown in Fig. 3b as well. To investigate the
recovery along the spectral dimension, we also select two representative points with different spectral characteristics,
as shown as P1 and P2 in Fig. 3a. The reconstructed spectra of these points are plotted in Fig. 4a and 4b, together
with the original spectra.
These results demonstrate that the chosen transform prior (2D Symmlet
⊗
1D DCT) generally yields smoother recon-
structions over space and spectrum. Hence it can work fine if the original image data has smooth variations; however,
this is generally not the case. As a result, this analysis prior often causes the largest errors due to the loss of image
details along spatial and spectral directions, which can also be observed from higher SAM or lower PSNR/SSIM
values.
On the other hand, with the patch-based dictionary, the spatial details are generally preserved better, but now there is
additional unwanted grainy structure in space. Nevertheless, it often achieves the highest PSNR and SSIM. However,
same is not true for the spectral recovery. The spectra recovered with the patch-based dictionary are generally overly
smooth, resulting in the worst reconstruction performance along the spectral dimension and the highest SAM values.
One possible cause here is the chosen patch size, which does not perform partitioning in the spectral dimension. But
note that the reconstruction with this patch size is already 3× slower than the convolutional dictionary and 6× slower
than the transform-based alternative. Hence working with smaller patches along spectrum will bring much higher
computational cost.
The results suggest that convolutional dictionary provides a better trade-off between reconstruction performance and
time compared to the patch-based one. With the convolutional prior, the resulting errors are more uniform over
space and spectrum. That is, both spatial and spectral characteristics (variations) are generally well-preserved in the
reconstructions, as can also be seen from high PSNR/SSIM and low SAM values. As expected, the inclusion of
Tikhonov regularization yields a smoother reconstruction and less grainy spatial structure, but may come with the
slight cost of loss of some spatial details.
6 Conclusion
In this paper, we have developed a unified framework for the solution of a general class of inverse problems, namely
convolutional inverse problems, that are widely encountered in multidimensional imaging. Considering a general
image-formation model and using ADMM, we developed fast image reconstruction algorithms that can exploit differ-
ent analysis and synthesis priors as well as correlations in different dimensions. In the analysis case, multidimensional
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Figure 4: (a) Spectra at the points P1, and (b) P2 for SNR = 20 dB.
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sparsifying operators are utilized. In the synthesis case, convolutional or patch-based dictionaries are exploited and
adapted to correlations in different dimensions.
To illustrate their utility and versatility, the developed algorithms with different priors are applied to 3D reconstruction
problems in computational spectral imaging, and their performance is comparatively evaluated for various cases with
and without correlation along the third dimension. Although analysis priors performed best in terms of reconstruction
time, image details were generally better preserved with dictionary-based priors. The results suggest that convolu-
tional dictionary provides a better trade-off between reconstruction performance and time. Future work can focus on
exploiting other structured dictionaries such as those with tensor or Kronecker structure [45–48].
The versatile ADMM-based reconstruction algorithms developed in this paper are broadly applicable to linear shift-
variant imaging systems whose response slowly varies across the field of view, time, depth, or spectral dimensions.
Moreover, the algorithms can be parallelized and easily extended to use with other priors such as those based on
deep learning. As the advent of multidimensional imaging modalities expands to perform sophisticated tasks, these
algorithms are essential for fast iterative reconstruction in various large-scale problems.
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