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Abstract: When predicting scalar responses in the situation
where the explanatory variables are functions, it is sometimes
the case that some functional variables are related to responses
linearly while other variables have more complicated relation-
ships with the responses. In this paper, we propose a new semi-
parametric model to take advantage of both parametric and
nonparametric functional modeling. Asymptotic properties of
the proposed estimators are established and finite sample be-
havior is investigated through a small simulation experiment.
Key words and phrases: Functional data; Kernel regression; Par-
tial linear model; Rates of convergence.
1 Introduction
Since the introduction of the partial linear model by [7], it has been widely
studied in the statistical literature [13, 8, 20, 14, 19, 17]. Partial linear mod-
els belong to the class of semi-parametric models since they contain both
parametric and nonparametric components. On the one hand, it addresses
the curse of dimensionality problem associated with completely nonpara-
metric models and facilitates interpretation of the effect of the covariates
associated with the linear part. On the other hand, they are more flexible
than the standard linear regression when it is believed that some covariates
are nonlinearly related to the independent variable.
On another direction of statistical research, there has recently been
increased interest in the statistical modeling of functional data. In many
experiments, functional data appear as the basic unit of observations. As a
natural extension of the multivariate data analysis, functional data analysis
provides valuable insights into these problems. Compared with the discrete
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multivariate analysis, functional analysis takes into account the smoothness
of the high dimensional covariates, and often suggests new approaches to
the problems that have not been discovered before. Even for nonfunctional
data, the functional approach can often offer new perspectives on the old
problem.
The literature contains an impressive range of functional analysis tools
for various problems including exploratory functional principal component
analysis, canonical correlation analysis, classification and regression. Two
major approaches exist. The more traditional approach, masterfully docu-
mented in the monograph [15], typically starts by representing functional
data by an expansion with respect to a certain basis, and subsequent infer-
ences are carried out on the coefficients. The most commonly utilized basis
include B-spline basis for nonperiodic data and Fourier basis for periodic
data. Another line of work by the French school [9], taking a nonparamet-
ric point of view, extends the traditional nonparametric techniques, most
notably the kernel estimate, to the functional case. Some theoretical results
are also obtained as a generalization of the convergence properties of the
classical kernel estimate. Some recent advances in the area of functional
regression include [4, 1, 18].
In this paper, our aim is to combine the parametric and nonparamet-
ric approaches to functional regression resulting in functional partial linear
models. We are aware of two other works that introduced partial linear re-
gression in a functional context, the so-called semi-functional partial linear
model [2] and partial functional linear model [16]. The former combines
nonparametric functional model with a standard linear regression compo-
nent, while the latter used a functional linear model together with a stan-
dard linear regression model. Both models have a functional component as
well as a non-functional linear component. To the best of our knowledge,
our work is the first study that combines the parametric and nonparametric
approaches to functional regression in a functional semi-parametric model.
In the next section, we present our new model and construct estimators
for both the parametric and nonparametric components based on princi-
pal component regression and Nadaraya-Watson kernel estimator. Then
we derive some consistency and convergence rate results for the two com-
ponents. In Section 3, we illustrate our methodology with a simulation
study. Finally, in Section 4, we conclude our findings with a discussion.
The technical proofs are collected in the Appendix.
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2 Funtional partial linear models
In our functional partial linear regression model, the data triplets {Xi, Ti, Yi}ni=1,
which are independent and identically distributed (i.i.d.), are generated
from the model
Yi =
∫ 1
0
b(s)Xi(s) ds+ g(Ti) + ǫi. (1)
Both Xi and Ti are random functions belonging to H = L
2([0, 1]), the
Hilbert space containing square integrable functions defined on the unit
interval with inner product 〈x, y〉 = ∫ 1
0
x(s)y(s)ds ∀x, y ∈ H , b ∈ H is
the regression coefficient for the linear part and g is a general continuous
function on H and the mean zero errors ǫi are independent of the functional
covariates {Xi, Ti}. Note that for simplicity we assume Ti and Xi are both
in L2 while in fact we can assume that Ti belongs to a more general vectorial
topological space on which a semimetric is defined. See [10, 11] for more
discussions on various possible semimetrics. We will use {X, T, Y } to denote
the generic random variables with distribution the same as {Xi, Ti, Yi} while
the corresponding lower-case letters {x, t, y} denote nonrandom values that
the random variables can assume. To ensure identifiability, we do not put a
scalar intercept term in the model since the intercept can be incorporated
into the nonparametric component. We also assume X is a mean zero
process.
To obtain estimators for both components, we get the following equa-
tion by computing the conditional expectation of (1) on T :
E(Y |T ) = 〈b, E(X|T )〉+ g(T ).
Subtracting the above equation from (1) we get the model with only the
linear component:
Y −E(Y |T ) = 〈b,X − E(X|T )〉+ ǫ. (2)
As E(Y |Ti) and E(X|Ti) are unknown, we replace both expressions by
Nadaraya-Watson kernel estimators with
E(Y |Ti) ≈
∑
j K(||Ti − Tj ||/h)Yj∑
jK(||Ti − Tj||/h)
,
E(X|Ti) ≈
∑
j K(||Ti − Tj ||/h)Xj∑
jK(||Ti − Tj ||/h)
,
3
where K is the kernel function and h is the bandwidth that typically con-
verges to zero as n goes to infinity. We use the notations wij = K(||Ti −
Tj||/h)/
∑
kK(||Ti − Tk||/h) and w(t, Ti) = K(||t − Ti||/h)/
∑
jK(||t −
Tj||/h) below for convenience.
With the kernel estimators plugged into (2), we have formally the fol-
lowing functional linear model
Y˜i = 〈b, X˜i〉+ ǫi, (3)
with Y˜i = Yi −
∑
j wijYj and X˜i = Xi −
∑
j wijXj. Obviously (3) is the
sample version of (2).
Following [5, 12], we define the second moment operator S by
S = E[(X − E(X|T ))⊗ (X − E(X|T ))],
with the interpretation of S to be a mapping from H to H : S(x) =
E[〈X − E(X|T ), x〉(X − E(X|T ))], ∀x ∈ H . We also define the cross
second moment operator ∆ by
∆ = E[(X − E(X|T ))(Y − E(Y |T ))].
The sample version of S is Sˆ = n−1
∑
i X˜i ⊗ X˜i and ∆ˆ can be defined
similarly.
Using the Karhunen-Loeve expansion, we can write
S =
∞∑
j=1
λjφj ⊗ φj
and
Sˆ =
∞∑
j=1
λˆjφˆj ⊗ φˆj ,
with λ1 ≥ λ2 ≥ · · · the eigenvalues and φ1, φ2, . . . orthonormal eigenvectors
associated with S. Similarly for λˆ1 ≥ λˆ2 ≥ · · · and φˆ1, φˆ2, . . . associated
with the sample version operator Sˆ.
From (2), we get S(b) = ∆. If we expand different quantities in terms
of the orthnormal system {φj}, we have the representations b =
∑
j bjφj ,
∆ =
∑
j ∆jφj, with relation bj = ∆j/λj, which leads to the principal
component analysis based estimator used in [5, 6, 12]:
bˆ =
m∑
j=1
bˆjφˆj
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where bˆj = 〈∆ˆ, φˆj〉/λˆj and m ≤ n is the truncation level that trades off
approximation error against variability, and m typically diverges with n.
Finally, the nonparametric component g can be estimated as
gˆ(t) =
∑
j
w(t, Tj)(Yj − 〈bˆ, Xj〉).
Next we study consistency and rate of convergence for the proposed
estimators. Before doing that, we state a simple model identifiability result
which only requires the positive definiteness of the operator S, which will
be assumed throughout the paper.
Proposition 1 Assume that the operator S is positive definite (i.e. λj >
0 ∀j), then model (1) is identifiable. Specifically, E(Y |X, T ) = 〈b1, X〉 +
g1(T ) = 〈b2, X〉+ g2(T ) implies that b1 = b2 and g1 = g2 on the support of
the distribution of T .
The assumptions required for our consistency result are stated as fol-
lows.
(A)
∫
E(X4) < ∞, Eǫ3 < ∞ and the distribution of T is supported on a
compact subset of L2([0, 1]).
(B) λ1 > λ2 > λ3 > · · · > 0, i.e. the eigenvalues are positive with
multiplicity 1.
(C) The kernel K satisfies the usual condition: K has support [0, 1], con-
tinuous on [0,∞) and −K ′(u), u ∈ (0, 1) is positive and bounded away
from zero.
(D) The function g(t) in model (1) and h(t) = E(X|T = t) are Lipschitz
continuous of order γ: |g(t1)−g(t2)| ≤ C||t1− t2||γ, ||h(t1)−h(t2)|| ≤
C||t1 − t2||γ.
(E) The bandwidth h satisfies h → 0 and nφ(h) → ∞, where φ(h) is
the asymptotic order of the so-called small ball probability, that is ,
c0φ(h) ≤ P (||T − t|| < h) ≤ c1φ(h) for some c0, c1 > 0 and for all t in
the support of the distribution of T .
(F) m→∞, k−1n λ2m →∞, where kn = hγ +
√
1/(nφ(h)).
(G) k−1n λm/(
∑m
j=1 δ
−1
j )→∞ where δj = min1≤k≤j(λk − λk+1).
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The consistency proof for the theorem below makes use of existing re-
sults for the functional linear model [5] but the assumptions we need are
stronger due to the presence of the nonparametric component.
Theorem 1 Suppose that assumptions (A)-(G) are satisfied, then ||bˆ−b||+
|gˆ(t)− g(t)| → 0 in probability.
To calculate the rates of convergence, we make the following additional
assumptions on the various Fourier coefficients defined previously:
(H) λj − λj+1 ≥ C−1j−α−1, |bj | ≤ Cj−β for some C > 0, α > 1, β > 1.
Theorem 2 Under assumptions (A)-(H), we have the convergence rates
(for convergence in probability) ||bˆ− b||2 = Op(k2nm4α+3 +m−2β+1), |gˆ(t)−
g(t)|2 = Op(k2nm4α+3 +m−2β+1).
Remark 1 With only the parametric component, [12] showed that the op-
timal rate for ||bˆ− b||2 is Op(n−(2β−1)/(α+2β)) if β > 1+α/2. With only the
nonparametric component, [11] obtained the rates Op(k
2
n) (if their results are
adapted to the case of convergence in probability instead of almost surely).
Our asymptotic results above show that in a functional partial linear model
we can only obtain a substantially slower rate. Further discussions on this
point are made in Section 4.
3 Simulation
In this section, we provide a numerical example to illustrate the method-
ology and theory presented previously. We simulate samples (Xi, Ti, Yi)
from model (1). For the linear component, we take b =
∑
j bjφj with
b1 = 0.5, bj = 4j
−2 for j ≥ 2, φ1 = 1, φj =
√
2 cos((j − 1)πt) for j ≥ 2
and X =
∑
j ξjajφj with ξj independent and uniformly distributed on
[−√3,√3] and aj = j−1. For the nonparametric component, we use
g(t) =
∫ 1
0
|t(s)|(1− cos(πs))ds
and the random covariate curves for the nonparametric component are sim-
ulated marginally from
T (s) = sin(ωs) + (a− π)s+ d, ω ∼ Unif(0, 2π), a, d ∼ Unif(0, 1).
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To introduce some dependence between X and T , we set a = ξ1/2
√
3+1/2,
d = ξ2/2
√
3+ 1/2. Finally, Gaussian errors with standard deviations of 0.5
are added to produce the final dependent variables.
To assess the performance of the procedure, we consider the following
error criteria:
MSE1 = ||bˆ− b||2,
MSE2 =
n∑
i=1
(gˆ(Ti)− g(Ti))2/n,
MSE3 =
n∑
i=1
(〈bˆ− b,Xi〉+ gˆ(Ti)− g(Ti))2/n,
which represent the errors for the functional linear coefficients, the non-
linear component of the regression function and the regression function
respectively.
In the implementation, for the parametric linear component, we use B-
spline of order 4 with 20 equi-spaced knots to represent the functional co-
variates with no additional smoothing (since no error is contained in the co-
variates). Functional principal component analysis is performed using the R
package fda (http://ego.psych.mcgill.ca/misc/fda/software.html).
For the nonparametric component, we use the quadratic kernel for the non-
parametric estimator, with estimation performed using the npfda package
(http://www.math.univ-toulouse.fr/staph/npfda/index.html).
We present the simulation results for n = 100 and n = 500 in Table 1
and 2 respectively, with different truncation levels m and different band-
width parameters h. In the tables, the bandwidth hˆ is the median of pair-
wise distances among the functional covariates, i.e., hˆ = medi<j{||Ti−Tj||}.
For a given sample size n, our results represent averages over 100 Monte
Carlo replications for each parameter setting. The three numbers for each
parameter setting correspond to the three error measures above. We note
that for different error measures, the minimum errors are achieved at dif-
ferent parameter settings. We also show in Figure 1 the estimated linear
coefficient bˆ using the optimal parameter settings (minimizing MSE1) for
both sample sizes.
We then compare the performance of completely parametric and com-
pletely nonparametric estimators with the same data generated from the
true model (1). That is, we concatenate Xi and Ti and consider the new
covariate as defined on the interval [0, 2] and then apply the two approaches
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Table 1: Simulation results (MSE) for our functional partial linear regres-
sion model when n = 100. The minimum errors are emphasized with fold-
face font.
m hˆ 2hˆ 4hˆ 8hˆ 16hˆ
1 0.068 0.068 0.070 0.075 0.077
0.054 0.050 0.068 0.181 0.235
0.063 0.062 0.076 0.202 0.269
2 0.014 0.014 0.012 0.14 0.15
0.047 0.044 0.072 0.104 0.233
0.059 0.059 0.077 0.142 0.275
3 0.018 0.020 0.029 0.035 0.040
0.044 0.040 0.068 0.131 0.235
0.051 0.053 0.080 0.153 0.287
4 0.061 0.057 0.059 0.063 0.074
0.045 0.042 0.060 0.133 0.329
0.059 0.055 0.072 0.164 0.391
5 0.106 0.111 0.125 0.215 0.227
0.044 0.063 0.079 0.141 0.337
0.058 0.074 0.100 0.178 0.411
for estimating the regression function. For these two estimators, only the
mean squared error for the regression function (MSE3) above makes sense,
which is presented in Table 3 and 4 for the two estimators respectively.
When the true model is partially linear, the completely linear model is
clearly misspecified and results in extremely large mean squared errors.
The completely nonparametric estimator is also not as good as the partial
linear estimator since it loses some efficiency when X is in fact linearly
related to the responses.
4 Conclusion
In this paper we initiate a study on functional partial linear models where
both components are functional in nature. Consistency and convergence
rates are obtained. Unlike the traditional partial linear model where the
convergence rates for either component are the same under mild regular-
ity conditions whether the other component is known or not, here for our
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Table 2: Simulation results (MSE) for our functional partial linear regres-
sion model when n = 500.
bandwidth hˆ 2hˆ 4hˆ 8hˆ 16hˆ
1 0.0667 0.0647 0.0644 0.0645 0.0646
0.0185 0.0151 0.0447 0.1367 0.1622
0.0191 0.0172 0.0481 0.1525 0.1970
2 0.0045 0.0039 0.0038 0.0050 0.0055
0.0185 0.0150 0.0449 0.1287 0.1454
0.0198 0.0174 0.0490 0.1457 0.1799
3 0.0064 0.0035 0.0074 0.0062 0.0061
0.0179 0.0140 0.0428 0.1093 0.1367
0.0191 0.0152 0.0473 0.1227 0.1553
4 0.0073 0.0045 0.0093 0.0151 0.0165
0.0176 0.0138 0.0396 0.1036 0.1579
0.0191 0.0147 0.0415 0.1155 0.1449
5 0.0178 0.0152 0.0146 0.0315 0.0376
0.0179 0.0146 0.0405 0.1154 0.1834
0.0203 0.0156 0.0499 0.1433 0.2186
Table 3: Simulation results (MSE) using data generated from the partial
linear model but fitted using functional linear regression when n = 100.
m 1 2 3 4 5
0.668 0.573 0.481 0.617 1.264
Table 4: Simulation results (MSE) using data generated from the partial
linear model but fitted using completely nonparametric regression when
n = 100.
bandwidth hˆ 2hˆ 4hˆ 8hˆ 16hˆ
0.106 0.089 0.138 0.427 0.578
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Figure 1: Estimated functional linear coefficient (dotted line) with different
sample sizes, (a)n = 100; (b)n = 500.
functional model the rates obtained are worse than that of completely para-
metric or nonparametric models. From the proofs, this decrease in rate is
caused by the convergence rate of ||Sˆ−S|| which in the completely paramet-
ric case is Op(1/
√
n) [5, 12], while the unknown nonparametric component
in our model makes the rate slower (Lemma 1 in the Appendix). Although
we do not have any corresponding lower bounds on the rates of convergence,
it is reasonable to conjecture that the optimal rate cannot be achieved when
the parametric component is infinite dimensional as in our functional model.
In our estimation procedure, we need to choose both the number of
principal components for the parametric part and the bandwidth for the
nonparametric part. Although we do not consider automatic selection for
these parameters in the current study, we could use standard techniques
such as K-fold cross-validation. With two parameters to search over, it is
still to be seen whether we can get reasonable performances with limited
computational resources. Another open question is the construction of con-
fidence bands for either the parametric or the nonparametric component.
From a conceptual point of view, bootstrap method seems to be viable
but its computational and theoretical properties remain as a challenge. All
those problems deserve further investigations.
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Appendix
Proof of Proposition 1. If E(Y |X, T ) = 〈b1, X〉+ g1(T ) = 〈b2, X〉 + g2(T ),
since E(Y −〈b1, X〉−g1(T ))2 = E(Y −〈b2, X〉−g2(T ))2+〈S(b1−b2), b1−b2〉,
we have b1 = b2 by the positive definiteness of S. Then g1 = g2 follows from
gj(T ) = E[Y − 〈bj , X〉|T ], j = 1, 2.
For any operator U : H1 → H2 which is a linear mapping between two
Hilbert spaces, we consider the operator norm ||U || = sup||x||H1≤1 ||U(x)||H2 .
Note that there is no confusion when we use || · || for both the operator norm
and the L2 norm when H2 is the real line because of the Riesz representation
theorem. The following lemma gives the convergence rates for operators Sˆ
and ∆ˆ.
Lemma 1 Under the assumptions (A),(C)-(E) stated in Section 2, we have
||Sˆ − S|| = Op(kn)
and
||∆ˆ−∆|| = Op(kn),
where kn = h
γ + (nφ(h))−1/2.
Proof. By the definition of the operator Sˆ, we have
Sˆ =
1
n
n∑
i=1
(Xi −
∑
j
wijXj)⊗ (Xi −
∑
j
wijXj)
=
1
n
n∑
i=1
(Xi − E(X|Ti))⊗ (Xi − E(X|Ti))
+
1
n
n∑
i=1
(E(X|Ti)−
∑
j
wijXj)⊗ (Xi − E(X|Ti))
+
1
n
n∑
i=1
(Xi − E(X|Ti))⊗ (E(X|Ti)−
∑
j
wijXj)
+
1
n
n∑
i=1
(E(X|Ti)−
∑
j
wijXj)⊗ (E(X|Ti)−
∑
j
wijXj)
=: S1 + S2 + S3 + S4.
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Lemma 5.2 in [5] showed that ||S1 − S|| = Op(n−1/2) = op(kn). It can
be shown that maxi ||E(X|Ti) −
∑
j wijXj || = Op(kn). The proof of this
fact is similar to that of [10, 11] but is in fact simpler due to the fact that
we only need to use Markov inequality to show convergence in probability
instead of using Bernstein’s inequality in showing almost sure convergence.
The extra log n factor does not appear for the same reason when we are
only interested in showing convergence in probability. Thus all three terms
S2, S3 and S4 are of order Op(kn) and the rate for ||Sˆ − S|| is shown. The
proof for ||∆ˆ−∆|| is similar and thus omitted.
Proof of Theorem 1. Let b(m) =
∑m
j=1 bjφj , then ||b(m)−b|| → 0 as m→∞.
During the proof for consistency of functional linear models, [5] showed that
||bˆ− b(m)|| ≤ C( 1
λ2m
+
∑m
j=1 δ
−1
j
λm
)||∆|| · ||Sˆ − S||+ 2
λm
||∆ˆ−∆|| (4)
on the event {|λˆm − λm| ≤ λm/2}.
For any ǫ > 0, we have
P (||Sˆ − S|| > ( 2
λ2m
+
6
∑m
j=1 δ
−1
j
λm
)−1ǫ)
= P (k−1n ||Sˆ − S|| > k−1n (
2
λ2m
+
6
∑m
j=1 δ
−1
j
λm
)−1ǫ)→ 0 (5)
using Lemma 1 since k−1n (2/λ
2
m + 6
∑m
j=1 δ
−1
j /λm)
−1 → ∞ by assumptions
(F) and (G). Similarly we have
P (||∆ˆ−∆|| > λmǫ)→ 0. (6)
Finally,
P ({|λˆm − λm| > λm/2}) ≤ P (||Sˆ − S|| > λm/2)→ 0 (7)
by Lemma 1 and assumption (F). Equations (4)-(7) together imply the
consistency result for bˆ.
For |gˆ(t)− g(t)|, one only need to note that
|gˆ(t)− g(t)| ≤ |gˆ∗(t)− g(t)|+ ||
∑
i
w(t, Ti)Xi|| · ||bˆ− b||, (8)
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where gˆ∗(t) =
∑
i w(t, Ti)(g(Ti)+ǫi). The by now standard results in [10, 11]
tell us |gˆ∗(t)− g(t)| = Op(kn).
Proof of Theorem 2. In the proof, C denotes a generic constant that can
assume different values at different places it appears. First we note that
directly using equation (4) results in slower rate ||bˆ− b||2 = Op(k2nm4α+4 +
m−2β+1). Instead, we use the decomposition bound
||
m∑
j=1
bˆjφˆj − b||2
≤ C
m∑
j=1
(bˆj − bj)2 + ||
m∑
j=1
bjφˆj − b||2
≤ C
(
m∑
j=1
(
〈∆ˆ, φˆj〉
λˆj
− 〈∆, φj〉
λˆj
)2 +
m∑
j=1
(
〈∆, φj〉
λˆj
− 〈∆, φj〉
λj
)2
+
∫
[
m∑
j=1
bj(φˆj − φj)]2 +
∞∑
j=m+1
b2j
)
=: A1 + A2 + A3 + A4.
On the event {|λˆj − λj| ≤ λj/2, j ≤ m} which happens with probability
converging to 1, and using the fact |λˆj − λj | ≤ ||Sˆ − S|| and ||φˆj − φj|| ≤
2
√
2||Sˆ−S||/δj [3, 12], where δj is defined in assumption (G), together with
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Lemma 1, we have
A1 ≤ C
m∑
j=1
λ−2j
[
〈∆ˆ−∆, φˆj〉2 + 〈∆, φˆj − φj〉2
]
≤
m∑
j=1
j2αj2α+2k2n = Op(k
2
nm
4α+3),
A2 ≤ C
m∑
j=1
(λˆj − λj)2
λ4j
〈∆, φj〉2 = C
m∑
j=1
(λˆj − λj)2
λ4j
λ2jb
2
j
= C
m∑
j=1
b2j
λ2j
(λˆj − λj)2 ≤ C
m∑
j=1
j2α−2βk2n = Op(k
2
nm
2α+1),
A3 ≤ Cm
m∑
j=1
b2j ||φˆj − φj||2 ≤ Cm
m∑
j=1
b2j
δ2j
k2n
≤ Cm
m∑
j=1
j2α−2β+2k2n = Op(k
2
nm
2α+2),
A4 ≤ C
∞∑
j=m+1
j−2β = Op(m
−2β+1).
The conclusion ||bˆ−b||2 = Op(k2nm4α+3+m−2β+1) now directly follows from
the above bounds for Ai, i = 1, 2, 3, 4.
Finally, the convergence rate for the nonparametric component follows
directly from (8).
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