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A preventive model for hamstring injuries in professional soccer: Learning 
algorithms 
Professor Mark de Ste Croix  
 
 
ABSTRACT 
Hamstring strain injury (HSI) is one of the most prevalent and severe injury in professional soccer. The 
purpose was to analyse and compare the predictive ability of a range of machine learning techniques to 
select the best performing injury risk factor model to identify professional soccer players at high risk of HSIs. 
A total of 96 male professional soccer players underwent a pre-season screening evaluation that included a 
large number of individual, psychological and neuromuscular measures. Injury surveillance was 
prospectively employed to capture all the HSI occurring in the 2013/2014 season. There were 18 HSIs. Injury 
distribution was 55.6% dominant leg and 44.4% non-dominant leg. The model generated by the 
SmooteBoostM1 technique with a cost-sensitive ADTree as the base classifier reported the best evaluation 
criteria (area under the receiver operating characteristic curve score=0.837, true positive rate=77.8%, true 
negative rate=83.8%) and hence was considered the best for predicting HSI. The prediction model showed 
moderate to high accuracy for identifying professional soccer players at risk of HSI during pre-season 
screenings. Therefore, the model developed might help coaches, physical trainers and medical practitioners 
in the decision-making process for injury prevention. 
 
Keywords: injury prevention, injury risk, modelling, screening, decision-making. 
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INTRODUCTION 
Hamstring strain injury (HSI) is the most prevalent noncontact injury reported in professional male soccer 
(football) representing 12% to 14% of all injuries [16], accounting for 37% of all muscle injuries sustained 
[16,17,24] and resulting in a mean of 14 competition days lost per injury [range 1-128 days] [15]. 
Furthermore, the recurrence rate of HSIs remains substantial, ranging from 16% to 60% [24]. 
Prior to establishing injury prevention programmes, it may be of value to identify soccer players at high risk 
of HSI. Several prospective studies have identified a number of modifiable (e.g.: strength, joint ranges of 
motion [ROM], trunk stability) and non-modifiable (e.g.: age, sex, history of HSI) risk factors that have 
demonstrated a statistically significant relationship with HSI [3,9,12-14,20,25,37,38]. It should be noted that 
among all of these modifiable and non-modifiable risk factors, history of HSI is the only one that has been 
consistently identified as a primary risk factor for future injury [20,25]. However, the presence of a 
statistically significant association does not imply that there is a causal relationship between the factor and 
injury incidence and hence, this knowledge alone is likely insufficient to identify soccer players at high risk 
of HSI [6]. Accordingly, some studies have defined markers or cut-off scores for specific risk factors in an 
attempt to identify soccer players at high risk of HSI [12,13,20,37]. 
However, despite the substantive effort made in recent years by the scientific community and medical 
practitioners to firstly identify soccer players at high risk of HSI and then apply tailored injury prevention 
programmes, recent evidence has demonstrated that HSI incidence has not decreased, but has increased 
slightly over recent years [17]. 
Two different arguments appear to be behind the lack of generality of the proposed cut-off scores and this 
could explain why they cannot identify soccer players at high risk of HSI. Firstly, the generality of the cut-off 
scores proposed for certain injury risk factors (e.g.: strength imbalance, joints ROM) might be limited since 
their predictive abilities to identify new soccer players at high risk of HSIs has not been verified in a new 
population of players (e.g. a different group than that used to defining the cut-off values originally) [6,27]. 
This suggests that cut-off scores might be overfitted (i.e. their predictive ability is adjusted to the data set 
used in their learning process), with this yielding overly optimistic performance and hence, they may not be 
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acceptable for screening purposes. This appears to be supported by the fact that the cut-off scores defined 
by some prospective studies (mainly those related to strength measures) have not been later ratified by 
others using similar designs and assessment methodologies but with different samples of soccer players 
[3,9,12-14,20,25,37,38]. For example, while Croisier et al. [12] and Dauty et al. [14] found that professional 
soccer players with reciprocal (functional) hamstring-to-quadriceps strength ratios (H/Q) lower than 0.8 
were at higher risk of sustaining an HSI, van Dyk et al. [38] did not identify this strength ratio measure as a 
risk factor for HSI. The second issue with the current body of the literature is that most of the available 
studies have identified potential risk factors for HSI according to the presence of statistically significant 
relationships (based on odds ratios, certain values of the p statistic [mainly p < 0.05]) with HSI. However, 
based on the general agreement that the aetiology of HSI is multifactorial and that some relationships of 
conditional dependence might exist among factors, it is possible that the influence of a specific factor on the 
likelihood of suffering an HSI might not be statistically significant (p < 0.05) in itself, but relevant when it is 
used in conjunction with several other factors to develop a more robust predictive model. In other words, 
combining information from several modifiable and non-modifiable risk factors might lead to the 
development of a more robust model with an improved predictive ability. 
The application of contemporary statistical approaches (e.g.: supervised learning algorithms) derived from 
Machine Learning and Data Mining environments, which have been specifically designed to deal with 
problems where a large number of factors are involved and the use of resampling techniques (i.e. cross-
validation, bootstrap and leave-one-out), may overcome the limitations inherent to the current body of 
knowledge and it might shed new light to better identify athletes at high risk of HSI.  
Lopez-Valenciano et al. [28] and Rossi et al. [31] have recently developed a muscle injury and a non-contact 
injury predictive model specifically for soccer players after having determined several modifiable and non-
modifiable risk factors and by utilising supervised learning algorithms. The predictive power of these models 
is significantly higher than those reported in other models where traditional (lineal) approaches were applied 
[3,9,12-14,20,25,37,38]. 
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Therefore, the main purpose of this study was to analyse and compare the predictive ability of a range of 
learning methods in order to select the best performing injury risk factor model to identify professional 
soccer players at high or low risk of HSI. 
METHOD 
Participants 
A total of 96 male professional soccer players took part in the current study. Soccer players were recruited 
from four different soccer teams that were engaged in the 1st (one team, n = 25) and 2nd B (three teams, n = 
73) Spanish National Soccer League divisions.  
The exclusion criteria were: a) presence of orthopaedic problems that prevented the proper execution of 
one or more of the neuromuscular tests selected for this study; and b) players who were transferred to other 
clubs and did not finish the 9-month follow up period. Only primary injuries we used for any player sustaining 
multiple HSIs. 
Prior to study participation, experimental procedures and potential risks were fully explained to the 
participants in verbal and written form, and written informed consent was obtained from them. The 
Institutional Research Ethics committee of Miguel Hernandez University of Elche approved the study 
protocol prior to data collection (DPS.FAR.02.14) and followed the ethical standards of the journal IJSM [26]. 
Study design 
A prospective cohort design was used to address the purposes of this study. In particular, all the HSIs 
accounted for within the 9 months (2013/2014 season, from the second week of August to the second week 
of May) following the initial testing session were prospectively collected for all players.  
Players underwent a pre-season evaluation of a number of personal, psychological and neuromuscular 
measures, most of them considered potential sport-related injury risk factors. In each soccer team, the 
testing session was conducted at the middle-end of the pre-season phase of the year (end of July or 
beginning of August). 
Testing procedure 
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The testing session was divided into three different parts (Figure 1). The first part of the test session was 
used to obtain information related to the participants’ personal or individual characteristics. The second part 
was designed to assess psychological measures related to sleep quality and athlete burnout. Finally, the third 
part of the session was used to assess a number of neuromuscular measures. A substantive number of 
individual, psychological and neuromuscular measures coming from these three parts of the testing session 
were recorded (n = 229) with the aim of developing a risk factor model that could reflect the suggested 
multifactorial nature of the HSI phenomenon. 
 
(Figure 1.) 
 
Each of the 8 testers who took part in this study conducted the same tests throughout all the testing sessions 
and they were blinded to the purposes of this study. All testers were members (two senior and two junior 
researchers, two technicians and two PhD students) of the same research team and had more than 4 years 
of experience in neuromuscular assessment.  
Personal or individual risk factors 
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The ad hoc questionnaire designed by Olmedilla et al. [29] was used to record personal or individual features 
that have been defined as potential non-modifiable risk factors for sport injuries. Through this questionnaire 
sport-related background (player position, current level of play, dominant leg [defined as the participant´s 
kicking leg]) and demographic (age, body mass and stature) features were recorded. In addition, the 
presence within the last season (yes or no) of HSIs with a total time taken to resume full training and 
competition > 8 days was also recorded (self-reported). Supplementary file 1 displays a description of all the 
personal risk factors recorded.  
Psychological risk factors 
Sleep quality and athlete burnout variables were measured through two validated and worldwide used Likert 
scales. The Spanish version of the Karolinska Sleep Diary [1] was used to measure the sleep quality of the 
soccer players. The Spanish version of the Athlete Burnout Questionnaire [2] was used to assess the three 
different dimensions that comprise athlete burnout: a) physical/emotional exhaustion; b) reduced sense of 
accomplishment; and c) sport devaluation. Supplementary file 2 displays a description of all the psychological 
risk factors recorded. 
Neuromuscular risk factors 
Prior to the neuromuscular risk factor assessment, all participants performed the dynamic warm-up 
designed by Taylor et al. [35]. The overall duration of the entire warm-up was approximately 15-20 min. The 
assessment of the neuromuscular risk factors was carried out 3-5 min after the dynamic warm-up.  
In the experimental session, participants were assessed from a number of neuromuscular performance 
measures obtained from 5 different testing manoeuvres: 1) dynamic postural control [33], 2) isometric hip 
abduction and adduction strength [36], 3) lower extremity joint ROMs [10], 4) trunk stability [7] and 5) 
isokinetic hamstrings and quadriceps strength [5]. For a matter of space, the testing manoeuvres are not 
described below, and the reader is to refer to their original sources. Furthermore, Supplementary files 3-7 
display a description of the five testing manoeuvres carried out and the neuromuscular risk factors recorded 
through each of the manoeuvres.  
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The order of the tests was consistent for all participants (Figure 1) and was established with the intention of 
minimizing any possible negative influence among variables. A 5-min rest interval was given between 
consecutive testing manoeuvres. 
Injury Surveillance 
Following the recommendations made by the International Injury Consensus Group [22], a HSI was defined 
as an acute pain in the hamstrings location that occurred during training or competition and resulted in the 
immediate termination of play and inability to participate in the next training session or match. HSIs were 
confirmed through a clinical examination (identifying pain on palpation, pain with isometric contraction, and 
pain with muscle) by team doctors. Players were considered injured until the club medical staff (medical 
doctor or physiotherapist) allowed full participation in training and availability for match selection. 
The club medical staff of each club recorded HSIs on an injury form that was sent to the study group each 
month. For all HSIs, team medical staff provided the following details to investigators: leg injured 
(dominant/non-dominant), injury severity based on lay off time from soccer (slight/minimal [0-3 days], 
minor [4-7 days], moderate [8-28 days], and severe [>28 days]), date of injury, moment (training or match), 
whether it was a recurrence (defined as an HSIs that occurred in the same leg and during the same season 
as the initial injury), and total time taken to resume full training and competition. At the conclusion of the 9 
months follow up period, all data from the individual clubs were collated into a central database, and 
discrepancies were identified and followed up at the different clubs to be resolved. Some discrepancies 
among medical staff teams were found to diagnose minimal HSIs and to record their total time lost. To 
resolve these inconsistencies in the injury surveillance process (risk of misclassification of the players), only 
HSIs showing a time lost > 4 day (minor to severe) were selected for the subsequent statistical analysis.  
Statistical analysis 
The statistical analysis framework carried out in this study for analysing and comparing the behaviours of 
several machine learning techniques with the aim of finding the best model for predicting HSIs in professional 
soccer players was based on a supervised learning perspective. From a statistical standpoint, the problem 
can be stated as follows: given a set of features F (in our case risk factors) and a target (discrete) variable (in 
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our case HSI [yes or no]), named class, C, we want to estimate/learn a mapping function M:FC. Thus, the 
statistical analysis comprised two stages: 
1. Data pre-processing. At this stage, the data set was prepared to apply the machine learning 
techniques. To optimise this aspect, pre-processing methods such as data cleaning and data 
discretization were applied. 
2. Data processing. At this stage, the most powerful techniques reported by Elkarami et al. [18] and 
Galar et al. [23] to address learning with imbalanced data sets were applied in order to build models 
for predicting HSIs. In particular, a study on the performance of some proposals for pre-processing, 
cost-sensitive learning and ensemble-based methods was carried out. Three classic decision tree 
algorithms were used as base classifiers in each method: J48 [30], ADTree [21] and SimpleCart [8].  
A complete description of the statistical techniques carried out in both stages, data pre-processing and data 
processing, has been written in the Supplementary file 8. 
In order to evaluate the performance of the decision tree algorithms, the 3-fold stratified cross validation 
(SCV) technique was used. That is, we split the dataset into 3 folds, each one containing 33,3% of the patterns 
of the dataset. For each fold, the algorithm was trained with the examples contained in the remaining folds 
and then tested with the current fold. A wide range of classification performance measures can be obtained 
from the SCV technique. A well-known approach to unify these measures and to produce an evaluation 
criterion is to use the area under the ROM curve (AUC). In particular, the AUC corresponds to the probability 
of correctly identifying which one of the two stimuli is noise and which one is signal plus noise [23]. Thus, 
the AUC was used as a single measure of a classifier’s performance for evaluating which model is better on 
average. Furthermore, two extra measures from the confusion matrix were also used as evaluation criteria: 
a) true positive rate (TPrate): TPrate = 
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 also called sensitivity or recall, is the proportion of actual 
positives which are predicted to be positive; and b) true negative rate (TNrate): TNrate = 
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
 or specificity, 
is the proportion of actual negatives which are predicted to be negative. 
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RESULTS 
Hamstrings muscle strain injuries epidemiology 
There were 18 HSIs over the follow up period and all of them were used to train the models.  Injury 
distribution between the legs was 55.6% dominant leg and 44.4% non-dominant leg. In term of severity, 
most of injures were categorized as moderate (n = 15) while only 3 cases were considered minor and no 
severe injuries were recorded. 
Predictive model for lower extremity muscle injuries 
Table 1 shows the average AUC, TPrate and TNrate results for all oversampling and ensemble learning 
methods separately for each decision tree base classifier. Highlighted in bold is the method that obtained 
the best performing result within each method. Furthermore, highlighted in grey is the model considered as 
the best for predicting HSI. 
The ADTree base classifier reported the best performance in most of the methods analysed. In fact, the final 
model was built using the SmoteBoostM1 ensemble method with the ADTree as the base classifier using a 
reweighted training instance (cost-sensitive) approach.    
Therefore, the final model selected to predict HSI in professional soccer players was comprised by 10 
different cost sensitive ADTree classifiers (Supplementary files 9-18). The cost matrix for cost-sensitive 
classifier was set to C {
0
1
|
11
0
} where a false negative had a cost of 11 and a false positive had a cost of 1. This 
cost matrix was selected because it reported the best predictive performance in this particular scenario after 
having tested all the possible combinations.   
The confusion matrix and the main cross validation results of the final model are shown in tables 2 and 3 
respectively.  
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Table 1: Average AUC, TPrate and TNrate results for all the decision tree 
methodologies in isolation and after having been applied in them the 
oversampling and ensemble techniques selected 
Technique AUC TPrate TNrate 
Cost-sensitive base classifiers 
J48 0.474 16.7 77.9 
ADTree 0.675 33.3 80.9 
Scart 0.756 77.8 69.1 
Oversampling techniques 
CS-SMT 
J48 0.547 33.3 76.5 
ADTree 0.759 50 79.4 
Scart 0.603 50 69.1 
Boosting-based Ensembles 
CS-SBOM1 
J48 0.669 33.3 89.7 
ADTree 0.837 77.8 83.8 
Scart 0.661 50 79.4 
CS-RUSB 
J48 0.723 66.7 66.2 
ADTree 0.750 77.8 63.2 
Scart 0.695 77.8 57.4 
Bagging-based Ensembles 
CS-OB 
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Table 2: Confusion Matrix 
A B Classified as 
14 4 A = Injured 
11 57 B = Non Injured 
 
 
 
Table 3: Cross validation results for the final 
prediction model 
Correctly classified instances 71 (82.6%) 
Incorrectly classified instances 15 (17.4%) 
Kappa statistic 0.539 
Mean absolute error 0.199 
AUC 0.837 
  
 
DISCUSSION 
The current study is the first (to the best of our knowledge) that has built a model to predict HSI by applying 
a novel multifactorial approach and whose predictive ability has been determined through the exigent 
resampling technique called cross-validation. In this study the HSI risk model is comprised of 10 classifiers 
with a tree-shape structure and was developed thanks to the application of learning algorithms (on the 
training subsets) widely used in the Data Mining setting. Thus, the model reports an AUC score of 0.837 with 
true positive and negative rates of 77.8% and 83.8% respectively. 
The predictive ability of the model built in the current study to identify athletes at high risk of HSI is higher 
than the only study published to date that has used supervised learning algorithms with the aim of predicting 
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the incidence of HSI in Australian footballers [32]. Ruddy et al. [32] investigated the ability of some individual 
(age, history of HSI last season, stature, mass and primary playing position) and strength (eccentric hamstring 
strength) risk factors to identify Australian footballers at high risk of HSI through the use of some supervised 
learning algorithms (Naive Bayes, Logistic regression, Random forest, Support vector machine, Neural 
network) reporting AUC scores lower than 0.6. Perhaps the limited number of risk factors determined by 
Ruddy et al. [32] to build the models may explain the discrepancy found with the predictive scores reported 
in the current study. Based on the general agreement that the aetiology of HSI is multifactorial and that no 
powerful individual predictors have been found, the combination of information  from several modifiable 
and non-modifiable risk factors might lead to the development of a more robust model with an improved 
predictive ability. On the other hand, the predictive ability of the model built in the current study was similar 
to those reported by the two predictive models available in the existing literature that were built using a 
large number of risk factors and thank to the application of a supervised learning algorithm (decision tress), 
with the aim of identifying professional soccer players at high risk of muscle injury [28] and non-contact 
injury [31]. Lopez-Valenciano et al. [28] built an injury risk factor-based model to identify professional soccer 
and handball players at high risk of lower extremity muscle injuries, which comprised of 10 classifiers with a 
tree-shape structure (SmooteBoost technique with a cost-sensitive ADTree as base classifier). Fifty-two 
features reported an AUC score of 0.747 with true positive and negative rates of 65.9% and 79.1% 
respectively. Unlike Lopez-Valenciano et al. [28] who prospectively recorded lower extremity muscle injuries 
(hamstrings, quadriceps, adductors and triceps surae), the current study only focused on HSIs. Perhaps, the 
fact that the current study built an injury-specific predictive model might explain the slightly better 
predictive performance results obtained in comparison with the non-specific injury risk model developed by 
Lopez-Valenciano et al. [28]. Likewise, Rossi et al. [31], included 16 weeks of training workload data, collected 
via GPS, built a non-contact injury model that reports a true positive and negative rate of 76% and 100%, 
respectively. In contrast to the model developed by Rossi et al. [31] our model was conceived to be used as 
a single session pre-participation screening tool for the prevention of muscle injuries rather than needing to 
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determining training load over a number of weeks using GPS technology and hence, it is less time consuming 
and more injury-specific.  
On the other hand, the predictive ability of the current model to identify soccer players at high risk of HSI is 
much higher than those reported in models from previous studies in which less exigent validation processes 
were applied [3,9,12-14,20,25,37,38]. For example, van Dyk et al. [38] found that two independent 
predictors were associated with the risk of HSI (hamstring eccentric strength and quadriceps concentric 
strength) from regression analysis, but the ROC analysis demonstrated an AUC lower than 0.6. Likewise, 
Timmins et al. [37] stated that those soccer players showing eccentric knee flexion strength scores lower 
than 337N had 4.4 times greater risk of a subsequent HSI in comparison with stronger players. However, the 
reported value of the ROC for this cut-off score was only 0.65.  
In the current study the learning process of the model started with 229 features, however the final model 
only considered 66 of them relevant (Table 4). This finding indicates that the range of variables required to 
identify high and low risk players is manageable in real world settings and would considerably reduce the 
time required in the pre-season screening processes aimed at identifying athletes at high risk of HSIs. The 
three main categories of potential injury risk factors employed in the current study (psychological, personal 
and neuromuscular) all have some representation in the final model selected and hence, this reinforces the 
idea that the aetiology of HSI is multifactorial.  
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Table 4: Risk factor measures included in the model for predicting HSI 
and the number of times that they appear in the classifiers, In bold are 
highlighted those that appear in four or more classifiers 
Risk Factor Nº of Classifiers 
Personal measures 
Age 1 
History of HSI last season 3 
Maximal level of play achieved 1 
Psychological measures 
Sleep quality 5 
Physical/emotional exhaustion 2 
Reduced sense of accomplishment  4 
Dynamic postural control measures 
YBalance-Ant-Non Dominant Leg 2 
Ybalance-PostMedial-Non Dominant Leg 1 
YBalance-PostLateral-Non Dominant Leg 1 
YBalance-BilaRatio-Anterior 1 
YBalance-BilaRatio-PostLateral 2 
Isometric hip abduction and adduction strength measures 
PTISOM-Hadd-Dominant Leg 1 
PTISOM-Hadd-Norm-Non Dominant Leg 2 
PTISOM-Hadd-Norm-Dominant Leg 1 
BilaRatio-PTISOM-Habd- Dominan Leg 1 
Lower extremity joints range of motion measures 
ROM-PHFKE-Dominant Leg 4 
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The main features related to the psychological category of burnout (physical/emotional exhaustion and 
reduced sense of accomplishment) were important, but specifically sleep quality was an important risk factor 
as it was the most consistent variable present in the classifiers (5 out of 10 classifiers). This is the first study 
that has analysed whether burnout and sleep quality measures are predictive of HSI, alongside other known 
variables, and therefore direct comparisons are not possible. However, this finding is in concordance with 
the results found by Cresswell and Eklund [11] who reported statistically significant correlations between 
sport-injuries and feelings of sport devaluation in a cohort of professional rugby players. Perhaps, the feeling 
of frustration experienced by players with a short-term history of HSIs might lead them to lose concentration 
and this can impair the neuromuscular readiness to perform high-intensity intermittent actions during both 
training and match play, and thus might increase the risk of HSI. 
Furthermore, previous HSI, identified by the variable “history of HSI last season” also reported a high 
presence among the classifiers of the model, evident in three out of 10. This finding is in agreement with the 
findings of several previous studies [20,25], although not all [3], in which previous HSI has been identified as 
an independent predictor for HSI in professional soccer players. Remaining deficits in physical conditioning 
or proprioception or altered movement patterns after a previous injury may provide a plausible link to an 
anatomically unrelated injury in a following season [25]. 
Another feature that consistently appears in the predictive model is hip flexion ROM with the knee passively 
extended (ROM-PHFKE), which is presented in four out of 10 classifiers. This finding is in concordance with 
the results found by previous studies where hip flexion ROM (consider as an indirect measure of hamstrings 
muscles flexibility) has been identified as a primary risk factor for HSI [39]. A possible explanation for this 
might be attributed to the fact that players with limited ROM-PHFKE may have hamstring muscles that are 
not sufficiently prepared to store and release the high amount of elastic energy generated during repeated 
high intensity movements that are intrinsic to soccer play (i.e. sudden acceleration and deceleration, rapid 
changes of directions, jumping and landing tasks), and this might predispose such players to HSI [40].  
The findings of the current study also highlight that poor reciprocal hamstring-to-quadriceps ratios, 
calculated using angle specific torque values close to full extension, are present in the identification of 
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players at high risk of HSI in comparison with their homologous ratios calculated by using peak toque values. 
Likewise, hamstring and quadriceps eccentric torque values obtained close to knee extension (15º, 30º and 
45º) also seem to adopt a critical role in the predictive model. A possible explanation for this could be 
attributed to the higher ecological validity of the angle-specific reciprocal H/Q ratios to describe the function 
of the knee [4]. Biomechanical studies have indicated that HSIs are more prone to occur during the latter 
part of the swing phase of sprinting (closer to full knee extension) when the hamstrings are working 
eccentrically (energy absorption) to decelerate the knee extension movement (generated among others by 
the concentric action of the quadriceps muscles) before foot contact, that is, as the muscle develops maximal 
tension while lengthening to stabilise the knee joint [34]. However, peak concentric and eccentric torque 
production is likely to occur in the mid-late range of the movement (around 40°–80° of knee flexion [0º = full 
knee extension]) [19]. Therefore, this joint angle discrepancy inherent between any peak torque H/Q ratio 
and where the HSI is likely to occur may reduce its validity to assess the muscular balance of the knee. This 
aspect could justify the reason why the angle-specific H/Q ratios play a more significant role in the likelihood 
of sustaining an HSI, as they may be more relevant to describe the muscular control of the knee.  
Therefore, our model suggests that the angle of peak torque measured during eccentric (hamstrings) knee 
extension movements is important for predicting in-season HSI, as this variable is present in some classifiers. 
This finding supports the hypothesis of Brockett, Morgan and Proske [9] who suggest that in order to prevent 
HSI where players are able to achieve the peak torque throughout the given ROM is more relevant than the 
net peak torque value.  
The model built also provides a main role to the isokinetic strength features to predict future HSIs, with 45 
features out of 66. These results are not in agreement with some previous findings [38,41] who suggest that 
isokinetic testing cannot predict the risk of hamstring injury in subsequent professional competition. Based 
on our findings regarding angle specific torque data it may be that insufficient ecological validity of the 
isokinetic methodologies used in the above studies could explain this discrepancy. Additionally, van Dyk et 
al. [38] and Zvijac et al. [41] examined the relationship between torque and the likelihood of sustaining a 
hamstring employing isokinetic protocols with the participants adopting a seated position (80°–110° hip 
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flexion). This seated position is not representative of the hip position during sporting tasks (i.e. sprinting, 
cutting) and does not replicate hamstrings and quadriceps muscle length–tension relationships that occur in 
the late phase of sprinting, were hamstring injury is likely to occur [34]. In contrast to these studies, we 
adopted a prone position (10–20° hip flexion), which has been suggested as being more functionally relevant 
in term of simulating the injury mechanism [5,34].  
 
Clinical implications 
In term of practical applications, each classifier has a vote or decision (yes [high risk of HSI] or no [lower risk 
of HSI]), and the final decision regarding whether or not a player might suffer an injury is based on the 
combination of the votes of each individual classifier to each class (yes or no), where the weight of each 
classifier's vote is a function of its accuracy.  
Supplementary files 9-18 show the weight of the vote of each classifier. For example, if a player gets four 
Yes answers or votes in the classifiers (numbers 1, 4, 7 and 9); while the remaining answers to the other 
classifiers are No, then the final decision will be calculated as follow: 
 Yes´ weight = 2.29 (classifier 1) + 3.8 (classifier 4) + 2.59 (classifier 7) + 2.56 (classifier 9) = 11.24 
 No´s weight = 2.44 (classifier 2) + 3.49 (classifier 3) + 2.62 (classifier 5) + 2.41 (classifier 6) + 2.76 
(classifier 8) + 2.65 (classifier 10) = 16.37 
 Final decision = No weight > Yes weight ⇒ No (low risk of HSI) 
Unlike traditional tree models the classification of instances by ADTree is not determined by a single path 
traversed in the tree, but rather by the additive score of a collection of paths. The ADTree is graphically 
represented with two types of nodes: Elliptical prediction nodes and rectangular splitter nodes (Figure 2). 
Each splitter node is associated with a value indicating the rule condition: If the feature represented by the 
node satisfied the condition for a given instance, the prediction path will go through the left child node, 
otherwise the path will go through the right child node. The final classification score produced by the tree is 
found by summing the values from all the prediction nodes reached by the instance, with the root node 
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being the precondition of the classifier. If the summed score is greater than zero, the instance is classified as 
true (low risk of HSI). 
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To better explain how coaches and sport practitioners should use the model to predict HSI, we have 
explained the classifier number 1 or ADTree-1 using the data displayed in figure 2, which correspond to a 
fictional soccer player. In addition, figure 2 represents in blue the paths followed by the selected instance or 
example.  
Limitations 
The model developed in the present study was built with the goal of allowing sport medicine practitioners 
to accurately identify professional soccer players at high risk of HSI during pre-season screenings. To address 
this issue, we used several predictors (risk factors) as well as external (oversampling) and internal 
(ensembles) methods and a decision tree (ADTree) as base classifier in order to build a model with moderate 
to good predictive accuracy. This set up allowed us to build a powerful model (AUC = 0.837; TPrate = 77.8%; 
TNrate = 83.8%), which was also very complex in nature. Therefore, although the model fulfils the goal for 
which it was built (making predictions); its complexity (10 different classifiers and 66 predictors) does not 
afford the opportunity to answer the question concerning why HSI happens. 
Another potential limitation of the current study is the population used. The sport background of 
participants was professional soccer and the generalizability to other sport modalities and level of play 
cannot be ascertained. Likewise, the number of HSIs recorded over the follow up period may be considered 
a priori as small for a prospective cohort study aimed at developing a model to predict a specific type of 
injury. However, the large number of features recorded during the pre-season evaluation, the 18 HSIs 
sustained by the soccer players over the follow up period and the machine learning statistical approach 
applied allowed us to build a robust predictive model to identify professional male soccer players at risk of 
HSIs. 
Finally, it should also be noted that the model is dependent on the predictors used in the training process 
and hence, practitioners must follow the same assessment methodologies used in the current study in order 
to replicate the current results to maximise the applicability to their populations. 
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CONCLUSIONS 
To the best of our knowledge this is the first study to use a cross-validation process using data mining 
techniques to concurrently explore a wide range of HSI risk factors to be able to identify high risk soccer 
players. This technique appears to permit the identification of high risk soccer players with an AUC value of 
0.837, significantly higher than previously reported. The current study reinforces that HSI is multifactorial 
due to the number and range of variables identified in the classifiers. This provides additional challenges for 
practitioners wanting to screen athletes and identify them as high or low risk due to the time restraints in 
real world settings.  
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FIGURES LEGEND 
Figure 1: Graphical representation of testing procedure. The order of the different tests used to record the 
personal or individual, psychological and neuromuscular risk factors in the testing session is shown. 
Figure 2: Graphical representation of the first classifier. Prediction nodes are represented by ellipses and 
splitter nodes by rectangles. Each splitter node is associated with a real valued number indicating the rule 
condition, meaning: If the feature represented by the node satisfies the condition value the prediction path 
will go through the left child node, otherwise the path will go through the right child node. The numbers 
before the feature names in the prediction nodes indicate the order in which the different base rules were 
discovered. This ordering can to some extent indicate the relative importance of the base rules.  
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This classifier number 1 reports an initial score of -1.152 in its root node. Furthermore, this classifier shows 
a tree-shape structure comprised by six main branches whose father nodes (first leaves) are the following: 
a) PT-QCON180-Dominant Leg, b) APT-HECC180-Dominant Leg, 
c) 45-UniRatio-H/QCONV240-Dominant Leg, d) YBalance-Ant-Non-Dominant Leg, e) APT-QECC30-Non-Dominant 
Leg and f) Sleep quality. All the classifier´s main branches must be addressed, and the scores obtained in 
each branch (resulting from the data inputted in the father and child [if necessary] nodes) must be summed 
to the score initially reported by the root node in order to get the final vote of the classifier (yes = negative 
score [high risk of injury] or no = positive score [low risk of injury]) for the player. 
Thus, and if we start by addressing the branch whose father node is the feature PT-QCON180-Dominant Leg, it 
is shown that the score reported by the soccer player (145 Nm) satisfies the condition present in the node 
(>136.9 Nm) and hence, he obtains the score of -0.647 from the prediction node Yes. This circumstance 
drives to the child node represented by the feature PT-QECC60-Non-Dominant Leg. In this case, the player 
does not satisfy the condition presented in the just-mentioned feature, in other words, the value reported 
(208.4 Nm) is not higher than 211.45 Nm. Therefore, here the player achieves a score of -0.963 coming from 
the predictive node ‘No’. As a consequence, the final result of this branch is the sum of -0.647 plus -0.963, 
ergo -1.61 points.      
The pathway to follow in the branch whose father node is the feature titled APT-HECC180-Dominant Leg is 
shorter than the one previously described, and here the player demonstrated a score of 28º, which does not 
satisfy the established condition (>35º). Consequently, in this second branch, the player obtains a score of 
0.988 from the predictive node “No”. 
The third branch, composed by the father node titled 45-UniRatio-H/QCONV240-Dominant Leg provides a total 
score of -1.412 (-0.198 +[- 0.567] + [-0.647]), as the soccer player´s values does not satisfy the condition 
presented in neither father nor child nodes. 
For its part, in the fourth branch, the soccer player does satisfy the condition of the father node, UniRatio-
H/QCON60-Dominant Leg, that provides a score of -0.291.  
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Finally, and for both the fifth and sixth branches, the player again does satisfy the condition presented in 
their respective father nodes (APT-QECC30-Non-Dominant Leg and Sleep quality respectively) and hence, the 
scores obtained were 0.416 and -0.358 respectively. 
All in all, and after summing the baseline score of the root node with the scores reported in each of the six 
branches of the classifier, a total score of -3.419 was achieved. This final score is a negative value, and this 
supposes a “Yes” vote with a weight of 2.29. The final classification will be based on the combination of the 
votes of each individual classifier to each class (yes or no). 
 
SUPPLEMENTAL DIGITAL CONTENT (SDC) 
 SDC 1: Description of the personal injury risk factors recorded (names and labels). 
 SDC 2: Description of the psychological risk factors recorded (names and labels). 
 SDC 3: Description of the dynamic postural control testing manoeuvre and measures obtained from 
it (names and labels). 
 SDC 4: Description of the isometric hip abduction and adduction strength testing manoeuvre and list 
of measures obtained from it (names and labels). 
 SDC 5: Description of the lower extremity joints (hip, knee and ankle) range of motion assessment 
tests and measures obtained from them (names and labels). 
 SDC 6: Description of the trunk stability testing manoeuvre and measures obtained from it (names 
and labels). 
 SDC 7: Description of the Isokinetic hamstring and quadriceps strength testing manoeuvre and 
measures obtained from it (names and labels). 
 SDC 8: Description of the statistical analysis carries out. 
A list of algorithms (n = 68) grouped by families, the abbreviations that have been used along the 
experimental framework and a short description of them are displayed. 
 SDC 9: First classifier. 
Graphical representation of the first classifier of the predictive model for muscle injuries. 
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 SDC 10: Second classifier. 
Graphical representation of the second classifier of the predictive model for muscle injuries. 
 SDC 11: Third classifier. 
Graphical representation of the third classifier of the predictive model for muscle injuries. 
 SDC 12: Fourth classifier. 
Graphical representation of the fourth classifier of the predictive model for muscle injuries. 
 SDC 13: Fifth classifier. 
Graphical representation of the fifth classifier of the predictive model for muscle injuries. 
 SDC 14: Sixth classifier. 
Graphical representation of the sixth classifier of the predictive model for muscle injuries. 
 SDC 15: Seventh classifier. 
Graphical representation of the seventh classifier of the predictive model for muscle injuries. 
 SDC 16: Eighth classifier. 
Graphical representation of the eighth classifier of the predictive model for muscle injuries. 
 SDC 17: Ninth classifier. 
Graphical representation of the ninth classifier of the predictive model for muscle injuries. 
 SDC 18: Tenth classifier. 
Graphical representation of the tenth classifier of the predictive model for muscle injuries. 
 
