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COMPLETIONS OF DISCRETE CLUSTER CATEGORIES OF
TYPE A
CHARLES PAQUETTE AND EMINE YILDIRIM
Abstract. We complete the discrete cluster categories of type A as defined
by Igusa and Todorov, by embedding such a discrete cluster category inside
a larger one, and then take a certain Verdier quotient. The resulting cate-
gory is a Hom-finite Krull-Schmidt triangulated category containing the dis-
crete cluster category as a full subcategory. The objects and Hom-spaces in
this new category can be described geometrically, even though the category
is not 2-Calabi-Yau and Ext-spaces are not always symmetric. We describe
all cluster-tilting subcategories. Given such a subcategory, we define a clus-
ter character that takes value in a ring with infinitely many indeterminates.
Our cluster character is new in that it takes into account infinite dimensional
sub-representations of infinite dimensional ones. We show that it satisfies the
multiplication formula and also the exchange formula, provided that the ob-
jects being exchanged satisfy some local Calabi-Yau conditions.
Introduction
Discrete cluster categories of type A have been introduced by Igusa and Todorov
in [IT] as a nice class of 2-Calabi-Yau Hom-finite triangulated categories general-
izing the classical cluster categories of type An introduced by Caldero-Chapoton
and Schiffler in [CCS] and also by Buan, Marsh, Reineke, Reiten and Todorov in
[BMRRT] for general acyclic and finite quivers. Discrete cluster categories of type
A are discrete analogues of the continuous cluster categories also introduced by
Igusa and Todorov in [IT, IT2]. Let S be the disk and consider M a discrete set
of marked points on the boundary having finitely many two-sided accumulation
points. To the pair (S,M), Igusa and Todorov define the corresponding cluster
category C(S,M) of type A where indecomposable objects, up to isomorphisms, are
in bijection with arcs of (S,M) and the Ext-space between indecomposable objects
X,Y is non-zero (and one dimensional) if and only if the arcs corresponding to
X,Y cross.
In this paper, we extend any discrete cluster category C(S,M) of type A to a larger
Hom-finite triangulated category C(S,M). Although not 2-Calabi-Yau, the category
C(S,M) has the following combinatorial interpretation. Indecomposable objects cor-
respond to arcs of (S,M) where M is the closure of M . When two arcs cross, the
corresponding Ext-space is one-dimensional. The converse, however, is not true in
general if one of X,Y corresponds to a limit arc. Our construction uses Verdier
quotients and calculus of fractions. Once the categories have been introduced and
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studied, we give a complete description of the cluster-tilting subcategories of C(S,M).
In particular, they correspond to the completion of the cluster-tilting subcategories
as described in [GHJ], but without leapfrog configurations. Given such a cluster-
tilting subcategory T of C(S,M), we can define a cluster character XT on the objects
of C(S,M) that takes value in a ”ring” with infinitely many indeterminates. In order
to define this, we need to define Grassmannian quiver varieties of infinite dimen-
sional representations with possibly infinite dimensional subrepresentations. We
show that our cluster character satisfies the multiplication formula and, for objects
corresponding to ordinary (not limit) arcs, the exchange formula also holds. We
give many examples and illustrations all over the sections.
Finally, note that C¸anakc¸ı and Felikson in [CF] have introduced infinite rank
cluster algebras for (S,M,P ) where S is an oriented Riemann surface, P a finite
set of punctures in the interior of S, and M is a discrete set of marked points with
finitely many two-sided accumulations points, and where each boundary component
has at least one point in M . The values of our cluster character on indecomposable
objects in C(S,M) differ slightly from the cluster variables as defined by C¸anakc¸ı
and Felikson for the surface (S,M).
1. The disk with marked points
Throughout the paper, we let S be a disk D1 bounded by the circle ∂S = S1.
We fix the positive orientation to be counter-clockwise. We let M denote an infinite
set of points on the boundary ∂S of S. The points in M are called marked points.
We say that a point z on ∂S is an accumulation point (from M) if there is a
sequence of pairwise distinct marked points in M that converges to z. Convergence
is with respect to the usual metric topology. An interval [x, y] on ∂S is the set of
points in ∂S from x to y following the counter-clockwise orientation. We will call
x the left side of the interval and y its right side. Now, the notions of convergence
on the left and convergence on the right are defined naturally.
An accumulation point z is called two-sided if there are two sequences {mi}i≥1
and {m′i}i≥1 of pairwise distinct marked points that both converge to z, on the left
and on the right, respectively. We let acc(M) denote the set of all accumulation
points. An arc is a continuous curve without self-intersections, from a point of
M to another point of M . Two arcs having the same endpoints are identified. If
we have a continuous curve from M ∪ acc(M) to M ∪ acc(M) for which one or
both of its endpoints is an accumulation point, then we call this curve a limit arc.
Again, two limit arcs having the same endpoints are identified. It is convenient to
identify an arc (or a limit arc) with a set {a, b} where a, b are distinct in M (or
in M ∪ acc(M), respectively). We say that M is discrete if for all m ∈ M there
exists an open neighborhood Nm of m on ∂S such that Nm ∩M = {m}. We say
that M is closed if it contains all the accumulation points, that is, acc(M) ⊆ M .
By a regular marked point, we mean a marked point which is not an accumulation
point.
Remark 1.1. (1) Note that acc(M) is non-empty if and only if M is infinite.
(2) Observe that M is discrete if and only if acc(M) ∩M = ∅.
(3) If M is discrete, then M is countable.
Let m be a marked point on ∂S. If there is another marked point m′ on ∂S
which follows m in the orientation of ∂S such that the open interval (m,m′) on
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∂S contains no marked point, then we let m′ = m+. Similarly, if there is another
marked point m′′ on ∂S which follows m in the opposite orientation such that the
interval (m′′,m) on ∂S contains no marked point, then we let m′′ = m−. Hence, we
get two functions σ and σ− that are partially defined on M such that σ(m) = m−
whenever m− is defined and σ−(m) = m+ whenever m+ is defined. Note that these
functions are inverses of each other on their respective domains of definition.
We will see later that the functions σ and σ− will play a crucial role in the
construction of our categories. Therefore, the lemma below explains why having
accumulation points that are two-sided is an important property.
Lemma 1.2. The functions σ, σ− are defined on all of M if and only if M is
discrete and all accumulation points are two-sided.
We also remark that σ has no fixed points.
2. Discrete cluster categories of type A
In this section, we recollect the results we need about the so-called discrete cluster
categories of type A, as defined by Igusa and Todorov in [IT] (see also [GHJ]). We
use the notations and setting of the previous section. Assume that σ, σ− are defined
everywhere and are bijective. Therefore, M is discrete and all accumulation points
are two-sided. We fix a field k, that we assume to be algebraically closed, for
simplicity. The corresponding cluster category C(S,M) is a Hom-finite 2-Calabi-Yau
Krull-Schmidt triangulated k-category with the following features. In what follows,
[1] denotes the suspension functor.
• Indecomposable objects, up to isomorphism, are in bijection with the set
of all arcs of (S,M). We write `X for the arc corresponding to an indecom-
posable object X ∈ C(S,M).
• For X indecomposable with `X = {a, b}, we have `X[1] = {σ(a), σ(b)}.
• Let X,Y be indecomposable objects. Then
HomC(S,M)(X,Y[1]) =
{
k if `X , `Y cross
0 otherwise
• Let `A = {a1, a2}, `B = {a2, a3}, `C = {a3, a4}, `D = {a4, a1} be arcs or
boundary segments that are sides of a quadrilateral where a1, a2, a3, a4 are
oriented following the orientation of S, see Figure 1. Let `X = {a1, a3} and
`Y = {a2, a4}. Then we have the following non-split exact triangles:
X → B ⊕D → Y → X[1]
Y → A⊕ C → X → Y [1]
with convention that a boundary segment is identified with a zero object. Therefore,
a middle term in one of the above exact triangles might be indecomposable or even
trivial.
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a1
a2
a3
a4
Figure 1. Arcs in exact triangles
3. Completion of discrete cluster categories
We fix S to be the disk and let M be discrete such that the points in M gives
rise to finitely many two-sided accumulation points on ∂S. For each zi ∈ acc(M),
consider a real interval [z−i , z
+
i ] with points zij ∈ (z−i , z+i ) for j ∈ Z such that
zij < zij′ if and only if j < j
′ and lim
j→∞
zij = z
+
i and lim
j→−∞
zij = z
−
i . We extend
the surface S to a new surface S′ whose boundary is described as follows. We
replace each zi ∈ acc(M) with an interval [z−i , z+i ]. We set M ′ = M ∪ {zij | zi ∈
acc(M), j ∈ Z}. The following is evident.
Proposition 3.1. The set M ′ is discrete in S′ and gives rise to finitely many two-
sided accumulation points on ∂S′. Therefore, we have a discrete cluster category
C(S′,M ′) of type A.
Let D be the full additive subcategory of C(S′,M ′) generated by the indecompos-
able objects corresponding to arcs having both of their endpoints in a given interval
(z−i , z
+
i ), and let D′ be the full additive subcategory of C(S′,M ′) generated by the
indecomposable objects corresponding to arcs having none of their endpoints in an
interval of the form (z−i , z
+
i ). It is easy to see that if X lies in D (or in D′), then
so does X[1] and X[−1].
Let us recall the definition of perpendicular subcategories. Let C be a category
and S be a subcategory. We define the following full additive subcategories:
S⊥ = {X ∈ C | C(Y,X) = 0 for all Y ∈ S}
⊥S = {X ∈ C | C(X,Y ) = 0 for all Y ∈ S}
We have the following which can be easily checked.
Lemma 3.2. Let X be an indecomposable object in C(S′,M ′). Then X ∈ D if and
only if HomC(S′,M′)(X,A) = 0 for every A ∈ D′. Moreover, D′ = D⊥ =⊥ D.
In the sequel, when it is clear which category we are working with, we will tend
to omit the subscript in the Hom notation. It will simplify the notations.
Proposition 3.3. The categories D and D′ are triangulated subcategories of C(S′,M ′)
that are closed under direct summands.
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Proof. Observe that forX indecomposable, X lies inD if and only if Hom(X,D′[1]) =
0 for all D′ ∈ D′, and that X lies in D′ if and only if Hom(X,D[1]) = 0 for all
D ∈ D. We already know that D and D′ are closed under shifts and inverse shifts.
The observation we just had yields that both D and D′ are closed under taking the
cone of a morphism, which proves the statement. 
We will recall some preliminary results about localization of triangulated cat-
egories. We will follow [K]. Let A be a triangulated category and Σ be a set of
morphisms in T which is a multiplicative system, i.e. Σ admits a calculus of left and
right fractions. One can construct a category A[Σ−1], called the quotient category
of A by Σ, such that the morphisms in Σ are formally inverted. Let us recall the
main ingredients of this construction. First, the objects of A[Σ−1] are the same as
the objects of A. For X, Y ∈ A, the pair (f, g) of morphisms X f−→ Y ′ g←− Y with
g ∈ Σ is called a left fraction. Two left fractions (f1, g1) : X f1−→ Y1 g1←− Y and
(f2, g2) : X
f2−→ Y2 g2←− Y are equivalent if there exist an object Y3 and morphisms
shown in the commutative diagram
Y1

X
f1
>>
f2   
f3 // Y3 Y
g1
__
g2
g3oo
Y2
OO
with g3 ∈ Σ. As the name suggests, the relation of being equivalent for left fractions
is an equivalence relation. A morphism from X to Y in A[Σ−1] is an equivalence
class of left fractions. Now, for (f1, g1) : X
f1−→ Y ′ g1←− Y and (f2, g2) : Y f2−→ Z ′ g2←−
Z, the composition (f2, g2) ◦ (f1, g1) is obtained by the following diagram
W
Y ′
u
>>
Z ′
v
``
X
f1
>>
Y
g1
``
f2
>>
Z
g2
``
where morphisms u, v are obtained by using the axioms of the multiplicative sys-
tems. In other words, the composition is the (well-defined) left fraction X
uf1−−→
W
vg2←−− Z. When A is a k-category, the quotient category A[Σ−1] is also a k-
category. When the multiplicative system Σ is compatible with the triangulated
structure of A, the quotient category A[Σ−1] also has a unique triangulated struc-
ture and the quotient functor pi : A → A[Σ−1] such that for f : X → Y , we have
pi(f) = (f, 1IY ) is an exact functor of triangulated categories [K, Lemma 4.3.1].
In our setting, we declare that a morphism f : X → Y of C(S′,M ′) lies in Σ if the
exact triangle X
f→ Y → Z → X[1] is such that Z ∈ D. It follows from Lemma
4.6.1 in [K] that Σ is a multiplicative system compatible with the triangulation of
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C(S′,M ′). The category C(S′,M ′)[Σ−1] is simply denoted C(S,M). Therefore, we have
the following.
Proposition 3.4. The quotient category C(S,M) is a triangulated k-category and the
quotient functor pi : C(S′,M ′) → C(S,M) is an exact functor of triangulated categories.
We start with the following easy observation.
Lemma 3.5. Let (f, g) : X
f−→ Y ′ g←− Y be an isomorphism in C(S,M). Then f ∈ Σ.
Proof. Observe that (f, g) is the composition of (f, 1′Y ) with (1
′
Y , g). Since the latter
is an isomorphism, we get that (f, 1′Y ) is an isomorphism. Equivalently, pi(f) is an
isomorphism. However, as pi is an exact functor, that means pi(cone(f)) = 0. Since
D is a thick triangulated subcategory, the kernel of pi is exactly D and therefore,
f ∈ Σ. 
To simplify the notations, we simply write C for C(S′,M ′) and C for C(S,M). To
characterize the indecomposable objects in C, we now define an equivalence relation
on the set of isoclasses of indecomposable objects in C, or equivalently, on the set
of arcs in C as follows. We say that two arcs a, b are similar, written as a ∼ b, if
they become equal when we contract all intervals [z−i , z
+
i ] back to zi. Arcs that are
reduced to one point through this process (this point has to be some accumulation
point zi) are precisely the arcs corresponding to indecomposable objects in D. They
will be called D-contractible. Note that for D ∈ D, we have pi(D) = 0 while `D is
D-contractible.
Lemma 3.6. Let f : X → Y be a non-zero morphism in C between indecomposable
objects whose arcs are similar. Complete to an exact triangle
C → X → Y → C[1]
Then either C ∈ D or C is a direct sum of objects whose arcs are similar to that
of X. In the first case, f ∈ Σ, and in the second case, there exists a non-zero
morphism g : Y → X in Σ. In particular, X,Y are isomorphic in C.
Proof. We have `X = {a, b} and `Y = {a′, b′} where a = a′ or a, a′ belong to
the same added interval; and b = b′ or b, b′ belong to the same added interval. If
a = σi(a′) for some i ≥ 0 then we have an exact triangle
Y [−1]→ U ⊕ V → X f→ Y
where both U, V belong to D. In particular, f lies in Σ. Otherwise, we have
a′ = σi(a) for some i > 0. Then none of U, V is the zero object and each of U, V
correspond to an arc similar to that of X (or Y ). In this case, we have an exact
triangle
X[−1]→ U ′ ⊕ V ′ → Y g→ X
where both U ′, V ′ belong to D. In particular, g lies in Σ. 
Lemma 3.7. Let f : X → Y be a morphism in Σ with one of X,Y indecomposable
and not in D. Then the other object can be written as Z ⊕Z ′ where Z ′ ∈ D and Z
is indecomposable and not in D with `X , `Z similar.
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Proof. Assume that X is indecomposable and not in D. Since D is a triangulated
subcategory, we may discard any direct summand D of Y which is in D, and
the resulting morphism f ′ : X → Y/D will remain in Σ. That follows from a
simple application of the octahedral axiom. Therefore, we may assume that Y =
Y1 ⊕ · · · ⊕ Yr where the Yi are indecomposable and not in D. We want to prove
that r = 1. Assume that some `Yi is not similar to `X . Then we can find Z ∈
D⊥ indecomposable such that `Z , `Yi cross but `Z , `X do not. That means that
Hom(Z, f) is not an isomorphism, a contradiction. Therefore, `Yi is similar to `X
for all i. Now, pick any Z ′ ∈ D⊥ indecomposable such that `X , `Z′ cross. Observe
that Hom(Z ′[−1], X) is one dimensional while Hom(Z ′[−1], Y ) is r dimensional, so
r = 1. 
The following lemma is standard and can be easily checked. Compare [GHJ].
Lemma 3.8. Let f : X → Y and g : Y → Z be morphisms in C where X,Y, Z
are indecomposable such that gf is nonzero. Let `X = {a, b} and `Z = {c, d} with
a ≤ c and b ≤ d. If `Y = {e, f}, then a ≤ e ≤ c and b ≤ f ≤ d.
Lemma 3.9. Let f : X → Y and g : Y → Z where X,Y, Z are indecomposable
such that gf ∈ Σ is nonzero. Then both f, g are in Σ.
Proof. Let `X = {a, b} and `Z = {c, d}. Since gf factors through an indecompos-
able Y with `Y = {e, f}, we know that a ≤ e ≤ c and b ≤ f ≤ d by Lemma 3.8.
Observe that we have an exact triangle
Z[−1]→ E1 ⊕ E2 → X → Z
where `E1 = {a, σ−1(c)} and `E2 = {b, σ−1(d)}. Therefore, a, σ−1(c) belong to
the same added interval I1 and b, σ
−1(d) belong to the same added interval I2.
Therefore, all of a, e, c, σ−1(c) belong to I1 while all of b, f, d, σ−1(d) belong to I2.
Therefore, we see that we have an exact triangle
Y [−1]→ F1 ⊕ F2 → X f→ Y
where F1, F2 ∈ D and an exact triangle
Z[−1]→ G1 ⊕G2 → Y g→ Z
where G1, G2 ∈ D. 
Proposition 3.10. Let X be an object in C with no direct summand in D. Then
pi(X) is indecomposable if and only if X is indecomposable. Moreover, if Y is
indecomposable in C, then pi(X) ∼= pi(Y ) if and only if `X , `Y are similar.
Proof. We know that the kernel of pi is D, since D is a triangulated subcategory.
Therefore, if pi(X) is indecomposable, then X has to be indecomposable. Con-
versely, let X be indecomposable. Then there is an indecomposable object X ′ in
C with pi(X ′) indecomposable with a left fraction X ′ f−→ Y g←− X that represents a
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section. Therefore, we have X
u−→ Z v←− X ′ such that the composition
W
Y
p
>>
Z
q
``
X ′
f
>>
X
g
``
u
>>
X ′
v
``
is an isomorphism. We may assume that Y and Z have no direct non-zero summand
in D as otherwise, we may replace X ′ f−→ Y g←− X and X u−→ Z v←− X ′ respectively
by equivalent left fractions X ′
f ′−→ Y ′ g
′
←− X and X u
′
−→ Z ′ v
′
←− X ′ where Y ′, Z ′ have
no non-zero direct summand in D. Since g, v, qv ∈ Σ, we get from Lemma 3.7 that
Y,Z,W are indecomposable. Since pf ∈ Σ, we know that f ∈ Σ, showing that
our section is actually an isomorphism. This shows the first part. For the second
part, it follows from Lemma 3.6 that if `X , `Y are similar, then pi(X) ∼= pi(Y ). If
pi(X) ∼= pi(Y ), then we have an isomorphism X f−→ Z g←− Y . We know that Z can
be chosen to be indecomposable. We know from Lemma 3.7 that `X , `Z are similar
and `Y , `Z are similar. Therefore, `X , `Y are similar. 
Therefore, isoclasses of indecomposable objects in C are in bijection with arcs in
(S,M), where M = M ∪ acc(M) is the closure of M .
We know that the dimension of Hom-spaces between arcs in C is at most one. We
want to prove the same property for Hom-spaces in C and give a characterization
of when such a Hom-space is non-zero. Let α be an equivalence class of arcs. We
introduce a partial order ≤α in this equivalence class as follows. We write α1 ≤α α2
(or simply α1 ≤ α2) if there are non-negative integers i, j such that for α2 = {a, b},
we have α1 = {σi(a), σj(b)}. This is clearly a partial order on the equivalence
class of α. Observe that if α1 ≤ α2 and if k is non-negative and minimal such
that α1, α2[k] share an endpoint, then α2[k] is obtained by rotating α1 about the
common endpoint by following the orientation (counter-clockwise).
Lemma 3.11. Let X,Y be indecomposable objects having similar arcs, and let
f : X → Y be non-zero. If `X ≤ `Y , then pi(f) is an isomorphism and otherwise,
pi(f) = 0.
Proof. We have an exact triangle Y [−1]→ E1⊕E2 → X → Y . The condition `X ≤
`Y immediately implies that E1, E2 are in D. If `X 6≤ `Y , then since HomC(X,Y ) 6=
0, this implies that `Y ≤ `X and `X , `Y cross. But in this case, the above exact
triangle splits upon applying the functor pi. Alternatively, let a, a′ be the two
endpoints of `X , `Y , respectively, in a given interval (z
−
i , z
+
i ). When `X 6≤ `Y , the
morphism f factors through the object whose arc is {a, b}, thus factors through an
object in D. Therefore, pi(f) = 0. 
Lemma 3.12. Let (fi, gi) : X
fi−→ Zi gi←− Y , for i = 1, 2, be morphisms in C
between indecomposable objects X,Y (which are also indecomposable in C). Then
the Zi can be chosen to be isomorphic and indecomposable in C and in C.
Proof. If Zi is not indecomposable, then Zi = Mi ⊕ Di where Di ∈ D. Write
fi = [fi1, fi2]
T and g = [gi1, gi2]
T . It is easy to check that each gi1 lies in Σ and
COMPLETIONS OF DISCRETE CLUSTER CATEGORIES OF TYPE A 9
that (fi, gi) is equivalent to (fi1, gi1). For the second part, observe that the arcs of
Z1, Z2 are equivalent. Therefore, we may assume that the Zi are indecomposable.
Since g1, g2 ∈ Σ, we have `Y ≤ `Zi for i = 1, 2. Then there is an indecomposable
object Z such that `Z is similar to `Y and such that `Zi ≤ `Z for i = 1, 2. We
have morphisms ui : Zi → Z which are in Σ. Now, each of (fi, gi) is equivalent to
(uifi, uigi). This proves the statement. 
Proposition 3.13. Let X,Y be indecomposable objects that are not in D. Then
HomC(X,Y [1]) is at most one dimensional. It is one dimensional if and only if
one of the following conditions is met for the arcs `X , `Y of X,Y in (S,M):
(1) `X , `Y cross
(2) `X 6= `Y share exactly one accumulation point, and we can go from `X to `Y
by rotating `X about the common endpoint following the orientation of S.
(3) `X = `Y have both of their endpoints accumulation points.
Proof. It follows from Lemma 3.12 that two morphisms from X to Y [1] in C are
given by left fractions (fi, gi) : X
fi−→ Z gi←− Y [1] where Z is indecomposable.
Therefore, we may assume that HomC(X,Z) and HomC(Y [1], Z) are both non-
zero (and hence both one-dimensional). Now, it is straightforward to check that
for λ1, λ2 ∈ k with λ2 6= 0, we have that (λ1f, λ2g) is equivalent to (λ1λ−12 f, g).
Moreover, for α1, α2 ∈ k, we have (α1f, g)+(α2f, g) = ((α1+α2)f, g). That proves
the first part of the proposition. For the second part, we may assume that `X , `Y [1]
are not similar in (S′,M ′), since otherwise, it is clear that HomC(X,Y [1]) is non-
zero if and only if one of the 3 conditions holds. Assume first that `X , `Y cross in
(S,M), and hence in (S′,M ′). Consider the non-split exact triangles
Y → A⊕B → X f→ Y [1]
in C where A or B may be the zero object. Then at least one of A,B is not in D. If
`A, `X are similar, then since `A ≤ `X , then pi sends the exact triangle to the split
triangle. But in that case, we see that `X , `Y share exactly one point which is an
accumulation point in (S,M) and we can go from `X to `Y by rotating `X about
the common endpoint following the opposite orientation of S. This contradicts
that `X , `Y cross in (S,M). Therefore, we may assume that none of `A, `B is
similar to `X . That means that the above exact triangle does not become split
when we apply pi, so that pi(f) 6= 0. Assume now that `X , `Y do not cross in
(S,M). If HomC(X,Y [1]) is non-zero, then there is an indecomposable object Y
′
with `Y ∼ `Y ′ such that `X , `Y ′ cross in (S′,M ′). That is only possible if `X , `Y
share an accumulation point in (S,M). We may assume that `X , `Y [1] share exactly
one accumulation point in (S,M), as otherwise, `X , `Y [1] would be similar, which
has already been treated. As we have seen in the proof of Lemma 3.12, we have
that for any arc `Y ′ ∼ `Y with `Y < `Y ′ , the arcs `X , `Y ′ cross. That implies case
(2). Conversely, assume that case (2) holds. There is a non-split exact triangle
Y [−1]→ A⊕B → X → Y [1]
in C where A ∈ D and B 6∈ D and such that `B is neither similar to `X , nor to
`Y [−1]. Therefore, pi sends this triangle to a non-split triangle, which proves that
HomC(X,Y [1]) is non-zero. 
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4. Cluster-tilting subcategories
We let A denote a Hom-finite triangulated k-category and T be a full additive
subcategory of A. All subcategories we consider in this section are full, additive,
closed under direct summands and isomorphisms. Let X be an object in A. By
Hom(T , X) = 0 we mean Hom(T,X) = 0 for all T ∈ T . Similarly, for Hom(X, T ) =
0 we mean Hom(X,T ) = 0 for all T ∈ T . By T [1], we mean the subcategory
generated by all T [1] where T ∈ T and [1] is the shift (or suspension) functor. We
now give the necessary definitions we will use in this section.
Definition 4.1. Let A be an object in A. An object T ∈ T together with a
morphism f : T → A is called a right T -approximation of A if for each g : T ′ → A
with T ′ ∈ T , there exists a morphism h : T ′ → T such that g = f ◦ h. If every
object of A admits a right T -approximation, then T is said to be contravariantly
finite in A.
The definition of a left T -approximation and covariantly finiteness in A can be
defined dually.
Definition 4.2. Let A be a Hom-finite triangulated k-category. A subcategory T
of A is cluster-tilting if
(i) We have that HomA(T , X[1]) = 0 if and only if HomA(X, T [1]) = 0 if and
only if X ∈ T .
(ii) The subcategory T is functorially finite, i.e. T is both covariantly finite and
contravariantly finite in A.
Following the notation in [GHJ], we define the following types of convergence at
an accumulation point.
Definition 4.3. Consider S with any set M of marked points. Let E be a given
set of arcs of (S,M) and let z be an accumulation point on ∂S.
(1) We say that E has a left fountain at z if there exists a marked point m ∈M
with a sequence of arcs {m,xi}i∈Z≥0 in E, with xi 6= z for all i, such that
the marked points xi ∈ M converge to z on the left. Here, we call m the
base point for this left fountain.
(2) We say that E has a right fountain at z if there exits a marked point m ∈M
with a sequence of arcs {m,xi}i∈Z≥0 in E, with xi 6= z for all i, such that
the marked points xi ∈ M converge to z on the right. We call m the base
point for this right fountain.
(3) We say that E has a two-sided fountain at z if it has both a left and a right
fountain at z with the same base point m.
(4) Finally, we say that E has a leapfrog convergence at z if there is a sequence
of non-crossing arcs, {xi, yi}i∈Z≥0 in E, with xi 6= z and yi 6= z for all
i, such that the marked points xi ∈ M converge to z on the left and the
marked points yi ∈M converges to z on the right.
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b
z
Figure 2. An illustration of a two-sided fountain at an accumu-
lation point with base point b.
Note that C(S,M) can be naturally seen as a full triangulated subcategory of C.
In what follows, a full additive subcategory of C(S,M) or of C will be identified with
its indecomposable objects or, more conveniently, with the corresponding arcs. By
a geometric completion T of a full additive subcategory T of C(S,M), we mean the
full additive subcategory T of C generated by the indecomposable objects from
T , plus those corresponding to accumulation of arcs (thus limit arcs) of T . Note
that limit arcs in C(S,M) become normal arcs in C, however, we still call them limit
arcs. Indeed, these limit arcs have a different behavior, both geometrically and
algebraically, as we will see.
Theorem 4.4. Let T be a subcategory of C. The subcategory T is cluster-tilting
in C if and only if the following conditions hold:
(1) T ∩ C(S,M) is a maximal collection of non-crossing arcs in M .
(2) Every accumulation point z ∈ acc(M) has a two-sided fountain in T ∩
C(S,M).
(3) The subcategory T is the geometric completion of T ∩ C(S,M).
Remark 4.5. The objects in a cluster-tilting subcategory T come from the non-
crossing arcs in T ∩ C(S,M), plus one limit arc for every two-sided fountain.
Before proving Theorem 4.4 we will prove some auxiliary lemmas.
Lemma 4.6. Let T correspond to a collection of non-crossing arcs of (S,M) and
let z be an accumulation point for which T does not have a leapfrog convergence at
z. Then there is a marked point m such that the limit arc {z,m} does not cross
any arc from T .
Proof. If there is an open interval N containing z such that all but finitely many
arcs having an endpoint in N are entirely contained in N , then since there is no
leapfrog convergence at z, we can assume further that N is chosen in such a way
that the arcs entirely contained in N have both of their endpoints on a given side.
In that case, we can easily find the wanted arc. Therefore, we may assume that
there is a collection C of pairwise distinct arcs whose endpoints on one end are
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accumulating to z, and without loss of generality we can assume they accumulate
on the left. Let αi = {zi,mi} be those arcs with the zi accumulating to z on the left.
By our assumption above, we can further assume that the mi do not accumulate
to z on the left. If the number of mi is finite, then this means there is a marked
point m such that there are infinitely many arcs αi having m as an endpoint. In
this case, the limit arc {z,m} does not cross any arc in T . If the number of these
mi is infinite, then there exists another accumulation point z
′ such that a subset
of the arcs in C accumulate to z′. Since these arcs do not cross, the accumulation
has to be on the right of z′. Take m = z′, then the limit arc {z, z′} does not cross
any arc in T . 
Lemma 4.7. If there is a limit arc between two accumulation points, then the
corresponding object cannot be in a cluster-tilting subcategory.
Proof. Let `X be a limit arc between two accumulation points. We have that
X[1] = X. This means that 0 6= Hom(X,X) = Hom(X,X[1]) = Ext1(X,X). So,
X cannot lie in any cluster-tilting subcategory. 
Lemma 4.8. If T be a cluster-tilting subcategory, then every accumulation point
z has exactly one limit arc attached to it.
Proof. Assume that there are at least two different arcs `X and `Y attached to an
accumulation point z and assume `Y follows `X counter-clockwise, see Figure 3.
Then there is a nonzero homomorphism between X and Y [1] by Proposition 3.13.
This means that they cannot both lie in the same cluster-tilting subcategory T .
`X
`Y
Figure 3. Illustration of two limit arcs.
Assume now that there is no arc attached to a given accumulation point z. We
are going to first show that a cluster-tilting subcategory cannot be formed if there
is a leapfrog convergence at z. So assume that T has a leapfrog at z. Consider
an arc `M for M ∈ C attached to the accumulation point z such that `M crosses
infinitely many other arcs in T . This is possible since we assume there is a leapfrog
convergence at z.
We claim that the object M does not have a right T -approximation. Assume
the contrary; T = T lf ⊕ T ′ →M is a right approximation of M where T lf consists
of arcs from leapfrog convergence and T ′ is the complement of T lf in T . Since T
has a finite number of summands, there is a neighborhood N around z such that
there is no arc from T having an endpoint in N . Take an arbitrary arc `K [−1] from
T such that the endpoints of `K are on different side of z and they are both in N .
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Note that `K does not cross any arc in T , but `K and `M cross. So, this means that
there is a map from K[−1]→ M which does not factor through the map T → M .
This is a contradiction. Thus, a cluster-tilting subcategory cannot come from a
collection such that there is a leapfrog convergence at an accumulation point.
Figure 4. Illustration of a leapfrog convergence at an accumula-
tion point.
Now we will prove that, in T , if we do not have a leapfrog convergence at an
accumulation point z and if there is no arc attached to an accumulation point z,
then T cannot be a cluster-tilting subcategory. Lemma 4.6 applies here, i.e. there
is a limit arc `Z = {z,m} that can be attached to z which will not cross any of the
arcs of T . If m is a regular marked point, that means Ext1(Z, T ) = Ext1(T , Z) = 0.
So, by Definition 4.2, (i), this limit arc should be in T , a contradiction. If m is an
accumulation point and there is no limit arc in T having m as an endpoint, then
the above argument applies to get the same contradiction. If there is (exactly) one
limit arc at m in T , then either Ext1(Z, T ) = 0 or Ext1(T , Z) = 0. Again, we get
that Z should be in T , a contradiction. Therefore, we conclude that in a cluster-
tilting subcategory, there should be exactly one arc attached to every accumulation
point. 
Proof of Theorem 4.4. By Lemma 4.6 and Lemma 4.8 we know that in a cluster-
tilting subcategory there is exactly one arc attached to every accumulation point
whose other end is a regular marked point.
Let z be an accumulation point and let `X for X ∈ T be a limit arc between
z and a marked point b, which is a regular marked point. We claim that z has a
two-sided fountain with base b. Assume the contrary. Then either T does not have
a left fountain at z with base b, or does not have a right fountain at z with base b.
We only consider the first case, as the other is treated in a similar way.
Assume first that T has a left fountain at z with base b′ 6= b. Then the arc
`Y = {z, b′} does not cross the arcs of T and is not itself in T . See Figure 5 (i).
Any right T -approximation T → Y of Y can only have X and finitely many objects
corresponding to arcs from the left fountain at z with base b′ as direct summands
of T . However, if we take an arc `W in that fountain having an endpoint close
enough to z, then Hom(W,Y ) 6= 0 but Hom(W,T ) = 0, a contradiction to the fact
that T → Y is a right T -approximation. Therefore, we may assume that there is
no left fountain at z with base point different from b.
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Now, assume that some of the arcs having endpoints on the left of z accumulate
to an arc {z, z′} where z′ is another accumulation point. See Figure 5 (ii). Call
that infinite family of arcs F . In that case, take an arc `V = {z′,m} where m is on
the left of z and close enough to it. Consider the unique limit arc `U of T having
z′ as endpoint. A right T -approximation T → V of V only involves arcs from the
family F , plus possibly other arcs having both of their endpoints away from z. If
we take an arc `W in F that is close enough to arc {z′, z}, then Hom(W,V ) 6= 0
while Hom(W,T ) = 0, a contradiction.
Therefore, we are left with the case where any family {mi, ni} of arcs from T
having the mi accumulating to z on the left will also have the ni accumulating to z
on the left. In that case, there is an interval [x, z) such that all arcs from T having
an endpoint in (x, z) are entirely in [x, z). There is a maximal arc {x, x′} where x′
lies between x and z. Note that we may assume x′ 6= x as otherwise, we could have
started with the interval [y, z) where y is the marked point following x. Now, there
is a maximal arc {x′, x′′} in T where x′′ lies between x′ and z. Note that x′ 6= x′′
as otherwise, there would be a longer arc than {x, x′} starting at x and ending at
a marked point in between x and z. In that case, we get that {x, x′′} is an arc of
T , a contradiction.
With all of the cases treated, we get that T has a left fountain at z with base b,
as wanted.
`X
`Y
`W
b
b′
z
`X
`V
b
z′
z
`U
(i) (ii)
Figure 5. Illustration of the arguments in the Proof of Theorem 4.4.
Finally, we will prove the converse of the statement in the theorem. Assume
that we have a subcategory T which satisfies (1), (2) and (3) in Theorem 4.4. It
is clear that the first condition in the definition of a cluster-tilting subcategory
is satisfied. Therefore, we need only to prove that T is functorially finite. The
subcategory T ∩ C(S,M) is cluster-tilting in C(S,M) as shown in [GHJ]. If `X is an
ordinary arc, then any T ∩ C(S,M)-approximation of X in C(S,M) can be completed
to a T -approximation of X in C by possibly adding finitely many limit arcs to the
approximation. Therefore, we only need to show that the objects corresponding to
limit arcs have both right and left T -approximation.
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Take any limit arc `X for X ∈ C that is not in T . Notice that it crosses infinitely
many arcs of T . Let z be an accumulation point such that `X has z as an endpoint.
Then `X crosses the arcs of one sided fountain at z, and possibly infinitely many
arcs of other two-sided fountains. If we discard the arcs in the two-sided fountains
in T , we are left with finitely many arcs of T that have the property of either
crossing `X or having a common endpoint with it. Therefore, in order to show that
X has T -approximations, it is enough to show that it has T ′-approximations where
T ′ is just the collection of arcs in the two-sided fountains of T together with its
limit arcs. Assume that we have t two-sided fountains in T , and let Fi denote the
arcs of the i-th such fountain. Let `Ai denote the limit arc in that fountain, `Bi , `Ci
the furthest arc from the accumulation point in that fountain on the left and on
the right, respectively. Note that T ′ is the additive closure of the Fi and the Ai.
Assume that the fountain at z is F1. We may assume that `X crosses the arcs of F1
that are accumulating to the left of z. In this case, any non-zero morphism from an
object of F1 ∪A1 to X has to factor through A1; and any non-zero morphism from
X to an object of F1∪A1 has to factor through B1. If `X has another accumulation
point z′ as an endpoint, then let us call the two-sided fountain at z′ by F2. Then
`X crosses the arcs of F2 that are accumulating to the left of z
′. We get a similar
analysis for the morphism to or from X and starting from or to F2 ∪ A2. If `X
crosses an entire fountain Fi, then any non-zero morphism from an object of Fi∪Ai
to X has to factor through Ci; and any non-zero morphism from X to an object
of Fi ∪Ai has to factor through Bi. Doing this for each fountain gives the wanted
approximations for X.
z
`X
`Ai
`Bi `Ci
Figure 6. Illustration of the argument in the Proof of Theorem 4.4.

5. modules over T
Let us assume that A is a Hom-finite Krull-Schmidt triangulated k-category, and
that T is a given cluster-tilting subcategory. Given an object M of A, we denote
by Hom(−,M)|T , or simply by Hom(−,M), the contravariant functor from T to
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mod k that takes T ∈ T to HomA(T,M). We denote by ModT the category of all
contravariant k-linear functors from T to mod k and by mod fpT the subcategory
of the finitely presented ones. The following theorem can be derived from Corollary
4.4 of [KZ].
Theorem 5.1. The functor ϕ : A → ModT that takes M to Hom(−,M) induces
an equivalence
A/T [1] ∼= mod fp T
As a consequence, we get the following, which can also be found in [KZ].
Corollary 5.2. The category mod fpT is abelian.
It is worth noting that it is not generally true that the subcategory of finitely
presented functors in a functor category is abelian. We will apply these results in
the case where A = C.
6. Cluster characters
In this section, we assume that A is a Hom-finite triangulated Krull-Schmidt
k-category and that T is a cluster-tilting subcategory. Cluster characters are well
understood in the cases where T is the additive closure of an object (so corresponds
to a cluster-tilting object); see for instance [P, Pl]. Not much work has been done
to define cluster characters for general cluster-tilting subcategories. We mention
the work of Palu and Jorgensen [JP], where the cluster character is defined on a
subcategory whose objects correspond to finite dimensional representations through
the equivalence of Theorem 5.1.
We start with some definitions needed to define our cluster character formula.
Let T0 be a complete set of representatives of indecomposable objects of T . For
a set S of non-zero morphisms between objects of V ⊆ T0, consider the quiver
G(T , S) whose vertex set is V and where there is an arrow X → Y if and only if
there is a morphism from X to Y in S.
Let F : T → modk be a k-linear (contravariant) functor (also called repre-
sentation of T , or module over T ). A morphism f : L → N in T is called an
F -isomorphism if F (f) is an isomorphism. For F = HomA(−,M), we will some-
times use M -isomorphism for short. We say that F is S-uniform if F (f) is an
isomorphism for all but finitely many f ∈ S. For a (possibly infinite) quiver Q, we
say that Q is finitely co-generated if there are finitely many vertices v1, . . . , vr such
that for any given vertex v of Q, there is a finite path v  vi for some i. Note that
in this case, Q necessarily have finitely many sink vertices. Finally, we say that the
category T is quasi-bounded if there exists a set S of morphisms between objects
in V ⊆ T0 with G(T , S) finitely co-generated such that all the representable con-
travariant functors are S-uniform and supported on finitely many vertices in T0\V .
Although these conditions look technical, we will see that these are the conditions
needed to define a cluster characters; see below.
Assume that T is quasi-bounded for a set of morphisms S. Take M in T and
let Hom(−,M) be the corresponding projective representation. Being S-uniform
implies that the dimension vector of Hom(−,M), which is a vector in (Z≥0)T0 ,
contains finitely many values, and in particular is bounded. For T to be quasi-
bounded for a set of morphisms S, it is sufficient to check that G(T , S) is finitely
co-generated and all indecomposable projective representations are S-uniform (so
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the functors Hom(−,M) where M lies in T0 are all S-uniform) and are supported
on finitely many vertices of T0\V . This follows from A being Krull-Schmidt.
Lemma 6.1. Let T be cluster-tilting in C. Then there is a set S of morphisms in
C that makes T quasi-bounded.
Proof. Let F1, . . . , Fr denote the set of all two-sided fountains for T . For each i,
let mi denote the base point of the fountain Fi, ai the accumulation point and αi
the accumulation arc from mi to ai. For each i, take a neighborhood Ni of ai that
is not containing any other accumulation point. For each i, take Vi the set of all
arcs from T between mi and a point in Ni. Take V the union of all Vi together
with the limit arcs {α1, . . . , αr}. Now, the remaining arcs of T \V are either arcs
contained in a region formed by two adjacent arcs from some Vi, or finitely many
other arcs. Let W be the arcs of the first (possibly infinite) family and let X be the
finitely many other arcs. This leads to a partition {V,W,X} of T . Observe that
any given arc of (S,M) intersects finitely many arcs from W . For our morphism
set S, we take all irreducible morphisms (up to scaling) in T between objects from
V plus the following additional morphisms. For each fountain Fi, take a sequence
αij of arcs in V from mi to xij where {xij} converges to ai on the left. For each
j, take a corresponding non-zero morphism fij : M(αij) → M(αi). We need to
check that G(T , S) is finitely co-generated. For each Vi, denote by βi the rightmost
arc of Vi. Now, for each arc of Vi, there is a finite sequence of morphisms from
that arc to either αi or βi (depending on what side that arc is from ai). This
proves that the quiver G(T , S) is finitely co-generated. Now, one can check that
any indecomposable object M of C is such that Hom(−,M) is S-uniform and is
supported on finitely many arcs from W . 
Given a representation F , we let suppS(F ) be the subset of S of those morphisms
s with F (s) an isomorphism. Observe that F is S-uniform if and only if suppS(F )
is co-finite in S. For the rest of this section, we assume that T is cluster-tilting and
is quasi-bounded for a set of morphisms S between vertices of V ⊆ T0.
Lemma 6.2. If F is finitely presented, then F is S-uniform and supported on
finitely many vertices of T0\V . Conversely, if F is S-uniform and supported on
finitely many vertices of T0\V , then F is finitely generated.
Proof. Consider a finite presentation
P1 → P0 → F → 0.
Let S′ = suppS(P0) ∩ suppS(P1), which is co-finite in S. Let s : X → Y ∈ S′ and
consider the diagram
P1(Y )
P1(s)

// P0(Y )
P0(s)

// F (Y )
F (s)

// 0
P1(X) // P0(X) // F (X) // 0
where the rows are exact and the first two vertical morphisms are isomorphisms.
Diagram chasing shows that F (s) is an isomorphism. Therefore, S′ ⊆ suppS(F ),
showing that F is S-uniform. The fact that F is supported on finitely many vertices
of T0\V follows from the same property for P0. Conversely, assume that F is S-
uniform and supported on finitely many vertices of T0\V . Notice that suppS(F )
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is co-finite in S. Since S is finitely co-generated, there are finitely many vertices
v1, . . . , vr in G(T , S) such that for any given vertex v, there is a finite path from
v to one of these vertices. Let S′′ be the set of initial vertices of the arrows in
S\suppS(F ). Then the finite set U := {v1, . . . , vr} ∪ S′′ of vertices is such that for
any vertex v of G(T , S), there is a finite path in suppS(F ) from v to a vertex in U .
Take U ′ the finite set of vertices in T0\V supporting F . Now, one can check that
⊕v∈U∪U ′F (v) generates F . 
Note that if F is finitely presented of dimension vector f , then an f -dimensional
representation need not be finitely presented. However, we have the following.
Lemma 6.3. Let F be finitely presented with dimension vector f . Let g be the
dimension vector of a finitely presented sub-representation G of F . Then
(1) All sub-representations of F of dimension vector g are finitely presented.
(2) There are finitely many objects M1, . . . ,Mt in T0 such that for any sub-representation
G′ of dimension vector g, G′ is generated by G(M) where M = M1⊕ · · · ⊕Mt.
(3) There are finitely generated projective modules P0, P1 such that for any sub-
representation G′ of dimension vector g, G′ admits a projective presentation
P1 → P0 → G′.
Proof. Let G be a subrepresentation of F with dimension vector g that is finitely
presented. Let G′ be a subrepresentation of F of dimension vector g. Consider the
short exact sequence
0→ G′ → F → F/G′ → 0.
Assume for the moment that G′ is finitely generated. Thus, there is an epimorphism
f : P1 → G′ where P1 is finitely generated projective. Since F is finitely presented,
there is also an epimorphism P2 → F where P2 is finitely generated projective.
This yields an epimorphism g : P2 → F/G′. Therefore, we have a commutative
diagram
0 // P1
f

// P1 ⊕ P2
h

// P2 //
g

0
0 // G′ // F // F/G′ // 0
with exact rows where h is the induced morphism. This yields an epimorphism
ker(h)→ ker(g). Since F is finitely presented, ker(h) is finitely generated, so ker(g)
is also finitely generated. This proves that F/G′ is finitely presented. Since modfpT
is abelian, G′ is finitely presented. Therefore, in order to prove that G′ is finitely
presented, we only need to prove that G′ is finitely generated. By Lemma 6.2, it is
sufficient to prove it is S-uniform and supported on finitely many vertices of T0\V .
The latter condition is trivially checked. Indeed, let W be the finitely many vertices
of T0\V that are supporting F . Then W contains the vertices of T0\V that are
supporting G′. Let S′ = suppS(F )∩suppS(G), which is co-finite in S. Observe that
for s ∈ S′, G′(s) is the restriction of F (s), which is an isomorphism. Moreover, since
s ∈ suppS(G) and since G,G′ have the same dimension vector, we obtain that G′(s)
is an isomorphism. Therefore G′ is S-uniform, which completes the proof of the first
part. For the second part, observe that if G,G′ both have dimension vector g and
are subrepresentations of F , then suppS(F )∩ suppS(G) = suppS(F )∩ suppS(G′) is
co-finite in S. Since G(T , S) is finitely co-generated, there are finitely many vertices
v1, . . . , vr such that for any given vertex v of G(T , S), there is a finite path from
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v to one of these vertices. Let S′ be the set of initial vertices of the arrows in
S\(suppS(F ) ∩ suppS(G)). Then the set U := {v1, . . . , vr} ∪ S′ ∪W of vertices is
such that ⊕v∈UG′(v) generate G′. This yields (2). For proving (3), let G,G′ be
two subrepresentations of dimension vector g, which we know are finitely presented.
It follows from (2) that there are epimorphisms u1 : P0 → G and u2 : P0 → G′
where P0 is finitely generated projective. Therefore, both keru1, keru2 are finitely
generated subrepresentations of a finitely presented representation P0. Since we
know that the category of finitely presented representations is abelian, this gives
that keru1, keru2 are actually finitely presented. Therefore, we can apply statement
(2) in this setting, and there are epimorphisms v1 : P1 → keru1 and v2 : P1 → keru2
where P1 is finitely generated projective. 
Remark 6.4. Lemma 6.3 is what we need to define cluster characters. We could
have started this section with a triangulated category A together with a cluster-tilting
subcategory T that satisfy Lemma 6.3. Our notion of being quasi-bounded for a set
S implies the properties stated in that lemma.
Now, given a finitely presented representation F and a dimension vector g, one
says that g is finitely presented in F if there is a finitely presented subrepresentation
of F of dimension vector g. By Lemma 6.3, in this case, all subrepresentations of
F of dimension vector g are finitely presented. Given a finitely presented repre-
sentation F and a finitely presented dimension vector g in F , one fixes an object
M(F, g) such that P0, P1 of the third part of Lemma 6.3 are such that P0 ⊕ P1 lies
in add Hom(−,M(F, g)). In particular, for any subrepresentation G of F of dimen-
sion vector g, we have that G(M(F, g)) generates G. We define the quiver Q(F, g)
as being the Gabriel quiver of A(F, g) := End(M(F, g))op. There is a restriction
functor ψ(Q, g) : mod fpT → modA(F, g) that takes G to the restriction of G on
the additive subcategory of T generated by M(F, g). We define the Grassman-
nian GrgF to be the classical Grassmannian of subrepresentations of ψ(Q, g)F of
dimension vector ψ(Q, g)g. A priori, this definition depends on the chosen object
M(F, g), however, the lemma below imply that we can add finitely many summands
to M(F, g), and this won’t change the Grassmannian.
Lemma 6.5. Using the above notation, let M be an object of T having M(F, g) as
a direct summand and let A′ be the opposite endomorphism algebra of M . Let ψ′ :
mod fpT → modA′ that takes G to the restriction of G on the additive subcategory
of T generated by M . Then GrgF is isomorphic to Grg′F ′ as projective varieties,
where F ′ = ψ′(F ) and g′ = ψ′(g).
Proof. Let ρ : modA′ → modA(F, g) be the restriction functor, which coin-
cides with H 7→ HomA′(Hom(M,M(F, g)), H) for a right A′-module H. Con-
sider the left adjoint functor λ : modA(F, g) → modA′ given by H 7→ H ⊗A(F,g)
Hom(M,M(F, g)) for a right A(F, g)-module H. Observe that ρ, γ are equiv-
alences when one restricts to finitely generated projective right A′-modules in
add Hom(M,M(F, g)) and all finitely generated projective right A(F, g)-modules.
Observe also that the minimal projective presentation of any finitely presented
g-dimensional subrepresentation G of F has terms lying in add Hom(−,M(F, g)).
Therefore, it follows that λρψ′(G) ∼= ψ′(G) and that ρλψ(G) ∼= ψ(G). Therefore, ρ
gives rise to a bijection between finitely presented subrepresentations of ψ′(F ) of di-
mension vector ψ′(g) to finitely presented subrepresentations of ψ(F ) of dimension
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vector ψ(g). This morphism is a projection and hence a morphism of projective
varieties. 
6.1. indices and coindices. Let I be an index set for T0. Consider a correspond-
ing set {xi}i∈I of indeterminates. For i ∈ I, we denote by Ui the corresponding
indecomposable object of T . Let Mon be the set of all finite Laurent monomials.
Consider B =
∏
m∈Mon Z. An element in B can be thought of as an infinite linear
combination of the Laurent monomials. Note that although some elements in B
can be multiplied naturally, the multiplication is not always defined. For instance
(1/xi)i∈I cannot be multiplied with (xi)i∈I . We will eventually define a subgroup of
B that will yield a Z-algebra. Let K0(T ) denote the Grothendieck group of mod fpT
where for a finitely presented representation, we denote by [F ] the corresponding
element in K0(T ), sometimes called the dimension vector of F . Observe that K0(T )
is the subgroup of
∏
i∈I Z consisting of the dimension vectors of the finitely pre-
sented representations. It is worth noting that in general, K0(T ) 6=
∏
i∈I Z. Also,
the dimension vectors of the finitely generated indecomposable projectives in K0(T )
may not generate K0(T ). We will actually work with the subgroup K ′0(T ) of K0(T )
generated by the dimension vectors of the projectives. For an object M ∈ C, we
consider a triangle
T1 → T0 →M → T1[1]
where T0 → M is a minimal right T -approximation of M and, thanks to T being
cluster-tilting, T1 ∈ T as well. We define the index of M to be ind(M) = [ϕT0] −
[ϕT1] ∈ K ′0(T ). Note that there is a similar triangle
M → T ′0[2]→ T ′1[2]→M [1]
where T ′0, T
′
1 ∈ T . We define the coindex of M to be coind(M) = [ϕT ′0] − [ϕT ′1].
The arguments given in [P] carry to our setting to yield the following two lemmas.
Lemma 6.6. The index and coindex of an object in C are well defined in the sense
that they do not depend on the chosen exact triangles above.
Proof. As explained in [P], if one chooses another right T -approximation T ′0 →M
of M , then we get a corresponding exact triangle
T ′1 → T ′0 →M → T1[1]
which is isomorphic to the direct sum of the above exact triangle
T1 → T0 →M → T1[1]
with a split triangle Z
1→ Z → 0→ Z[1] where T ′0 ∼= T0 ⊕ Z and T ′1 = T1 ⊕ Z. 
More importantly, as shown in [P], the function coind − ind : obj(C) → K ′0(T )
induces a well-defined function coind− ind : K0(T )→ K ′0(T ).
Lemma 6.7. If F1, F2 are finitely presented with the same dimension vector, then
coind(F1)− ind(F1) = coind(F2)− ind(F2).
Proof. The proof essentially follows the same arguments as given in [P]. First, let
0→ X → Y → Z → 0
be a short exact sequence in mod fpT . Then following exactly the same arguments
as in Lemma 3.1 of [P], there exists an exact triangle
X ′ → Y ′ → Z ′ → X ′[1]
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in A that is sent to the given short exact sequence through ϕ. The next step is
to check that coind(U) − ind(U) depends only of ϕ(U). This is Lemma 2.1(4) of
[P] and again, the same argument works in our setting. To complete the proof, we
need to check that
coind(Y ′)− ind(Y ′) = coind(X ′)− ind(X ′) + coind(Z ′)− ind(Z ′).
Since  factors through an object in T [1], it follows from the argument given in the
first part of the proof of Proposition 2.2 in [P] that indY ′ = indX ′+ ind(Z ′). Now,
the triangle
X ′[−1]→ Y ′[−1]→ Z ′[−1] 
′
→ X ′
is such that ′ factors through an object in T [1]. Therefore, we have indY ′[−1] =
indX ′[−1] + indZ ′[−1] which yields −coindY ′ = −coindX ′ − coindZ ′.

6.2. cluster characters. Note that the coindex and index of an object are always
finite linear combinations of the dimension vectors of the indecomposable projec-
tives. For a finitely presented representation F , we denote by Xcoind(F ) (resp.
X ind(F )) the Laurent monomial such that for i ∈ I, the exponent of xi is the co-
efficient of [ϕUi] when writing coind(F ) (resp. ind(F )) in the basis given by the
dimension vectors of the indecomposable projectives. By the above lemma, for
g ∈ K0(T ), we write Xcoind(g)−ind(g) for the Laurent monomial Xcoind(G)X−ind(G)
where G is any finitely presented representation of dimension vector g. We define
the map
XT : obj(C)→ B
with the formula
XT (M) = X−coind(ϕ(M))
∏
g
χ(Grg(ϕ(M)))X
coind(g)−ind(g)
where the product runs through the finitely presented dimension vectors in ϕ(M).
We start with the multiplication formula.
Proposition 6.8. We have XT (N1 ⊕N2) = XT (N1)XT (N2).
Proof. Let ϕ(Ni) = Fi and ϕ(N1 ⊕N2) = F so that F ∼= F1 ⊕ F2. Observe that if
gi is a finitely presented dimension vector in Fi, then g1 + g2 is a finitely presented
dimension vector in F . Moreover, if g = g1 + g2 is finitely presented in F with
g1 (or g2) finitely presented in F1 (resp. F2), then g2 (resp. g1) is either finitely
presented in F2 (resp. F1) or there is no sub-representation of F2 (resp. of F1) of
that dimension vector. We consider M := M(F, g) and note that if g = g1+g2 with
gi finitely presented in Fi, then M(Fi, gi) is a direct summand of M . We consider
the restriction functor ψ : mod fpT → mod End(M)op. The classical formula
χ(Grg(ψF )) =
∑
g=g1+g2
χ(Grg1(ψF1))χ(Grg2(ψF2))
on the Euler characteristic of Grassmannians translates to
χ(Grg(F )) =
∑
g=g1+g2
χ(Grg1(F1))χ(Grg2(F2))
Now, the result follows from using additivity of the coindex and index. 
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Lemma 6.9. Assume that A has a Serre functor S and that A′ is the Verdier
quotient of A by a thick subcategory S. Assume further that S is stable on S. Then
S induces a functor S : A′ → A′ such that Spi = piS where pi : A → A′ is the
quotient functor.
Proof. Since S is an exact functor that is stable on the subcategory S, the compo-
sition piS annihilates S and therefore, from Proposition 4.6.2 in [K], it follows that
there is an exact functor S : C′ → C′ such that Spi = piS. 
We apply this for our categories C. The next lemma shows that even though C
does not have a Serre functor, the functor S behaves like a Serre functor for certain
objects.
Lemma 6.10. Let M be an indecomposable object in C corresponding to an ordinary
arc. Then there is a functorial isomorphism
HomC(M,−) ∼= DHomC(−,SM) ∼= DHomC(−,M [2]).
Proof. We have a non-split exact triangle
η : SM [−1] f→ E g→M h→ SM
in C where any non-retraction g′ : Z → M is such that hg′ = 0 and SM is
indecomposable. If pi(h) = 0, then there is a direct summand E′ of E such that
pi sends E′ → M to an isomorphism. That means that the arc of E′ is equivalent
to that of M . Since M corresponds to an ordinary arc, that means that E′ is
isomorphic to M in C and that g is a retraction in C, a contradiction. In order
to prove the statement, we need to prove that pi(η) remains an almost split exact
triangle in C. We know that pi(h) 6= 0 and that S(pi(M)) = pi(S(M)) and pi(M) are
indecomposable. Let Z be indecomposable in C and in C and consider g : Z → pi(M)
be a non-isomorphism. Consider a left fraction (g1, g2) corresponding to g where
g2 : M → M ′ is in Σ. As usual, we may assume that M ′ is indecomposable and
that M,M ′ correspond to similar arcs. But since M corresponds to an ordinary
arc, g2 is an isomorphism in C and therefore can be assumed to be the identity
morphism. Therefore, g1 is not an isomorphism and hence not a retraction. Thus,
hg1 = 0 so pi(h)pi(g1) = pi(h)g = 0, which proves that pi(η) is an almost split exact
triangle. The statement follows from this (see Proposition I.2.3 in [RVdB]). 
Lemma 6.11. Let f : M → N be a morphism in modfpT and let V be a finitely
presented subrepresentation of M of dimension vector g. Then there are finitely
many possible dimension vectors [f(V ′)] for V ′ ∈ GrgM .
Proof. Consider the quiver G(T , S), which contains finitely many connected com-
ponents, since it is finitely co-generated. Since M,N, V are all S-bounded, we can
partition the morphisms of a co-finite subset S′ of S into finitely many subsets
S1, . . . , Sr in such a way that for each i, the morphisms in Si define a connected
subquiver of G(T , S) that are all X-isomorphisms for X ∈ {M,N, V }. Now, as
we have already argued, this property holds for any V ′ ∈ GrgM . Elementary
considerations show that dimkf(V
′) is constant on a given Si. This implies the
result. 
The following, known as the exchange formula, is the last property needed for
XT to be a cluster character. The proof follows the same ideas as the proof of the
exchange formula in [P]. The difficulties, that we address below, can be summarized
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as follow. We need to make sure that the varieties defined in [P] can also be
interpreted as varieties in our setting, even for infinite dimensional representations
with infinite dimensional subrepresentations. Also, we need to make sure that
whenever the 2-Calabi-yau property is needed, then we are in the setting of Lemma
6.10.
Theorem 6.12. Let M,N ∈ C where M,N involve only ordinary arcs as direct
summands, and such that HomC(M,N [1]) is one dimensional. Let
M → B1 → N →M [1]
and
N → B2 →M → N [1]
be the corresponding non-split exact triangles. Then
XT (M ⊕N) = XT (B1) +XT (B2).
Proof. Note first that Lemma 4.2 of [P] carries in our setting by requiring that E
be finitely presented. Using the notations as in [P], consider an exact triangle
M
i→ B p→ L →M [1]
with morphisms iU : U → M and iV : V → L such that ϕ(iU ) and ϕ(iV ) are
monomorphisms. We know that ϕ(U), ϕ(V ) are finitely presented. In the proof of
Lemma 4.2 of [P], a submodule E of ϕ(B) is constructed as the image of a morphism
in mod fpT . Since the latter is abelian, we know that E is finitely presented.
Therefore, all modules involved in that proof are finitely presented. Therefore,
Lemma 4.2 of [P] is valid in our setting (by requiring that E be finitely presented
in their condition (i)).
The argument in the proof of Lemma 4.3 of [P] extends in our setting, provided
we make sure that his argument using the 2-Calabi-Yau property can be adapted.
It follows from Lemma 6.10 that for Z an object in C corresponding to an ordinary
arc, we have a functorial isomorphism
HomC(Z,−) ∼= DHomC(−,SZ) ∼= DHomC(−, Z[2]),
and hence showing that the 2-Calabi-Yau property
HomC(Z,Z
′[1]) ∼= DHomC(Z ′, Z[1])
holds whenever one of the objects Z,Z ′ has only ordinary arcs as direct summands.
Thanks to this, the full argument of Lemma 4.3 of [P] works in our setting.
Let us fix two finitely presented dimension vectors e and f where e is finitely
presented in ϕ(M) and f is finitely presented in ϕ(N). Let
Xe,f = {E ⊆ ϕ(B1) | [ϕ(i)−1E] = e, [ϕ(p)E] = f}.
where i, p denote the morphisms in our non-split exact triangle
M
i→ B1 p→ N →M [1]
Since e is finitely presented, it follows from Lemma 6.11 that there are finitely many
possible dimension vectors for ϕ(i)ϕ(i)−1(E) and that such submodules of ϕ(B1)
are finitely presented since they are images of finitely presented subrepresentations
of ϕ(M). Now, E is an extension of ϕ(i)ϕ(i)−1(E) by a finitely presented subrep-
resentation of ϕ(N) of dimension vector f . Therefore, E is finitely presented and
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there are finitely many possible dimension vectors for E. For a finitely presented
dimension vector g in ϕ(B1), we let
Xge,f := Grgϕ(B1) ∩Xe,f
We know that there are finitely many finitely presented g such that Xge,f is non-
empty and therefore, Xe,f is a projective variety identified with a finite union of
subvarieties of Grassmannian varieties. We observe that
Grgϕ(B1) =
⊔
e,f
Xge,f
where the disjoint union runs over all pairs of finitely presented dimension vectors
in ϕ(M) and ϕ(N), respectively. There are finitely many members of that union
that are non-empty. Similarly, we define
Ye,f = {E ⊆ ϕ(B2) | [ϕ(i′)−1E] = e, [ϕ(p′)E] = f}.
where i′, p′ denote the morphisms in our non-split exact triangle
N
i′→ B2 p
′
→M → N [1]
and for a finitely presented dimension vector g in ϕ(B2), we let
Y ge,f := Grgϕ(B2) ∩ Ye,f
Now, we also have that Ye,f is a projective variety identified with a finite union of
subvarieties of Grassmannian varieties. We also observe that
Grgϕ(B2) =
⊔
e,f
Y ge,f
where the disjoint union runs over all pairs of finitely presented dimension vectors
in ϕ(N) and ϕ(M), respectively. For e finitely presented in ϕ(M) and f finitely
presented in ϕ(N), we consider the map
Xe,f unionsq Ye,f → Greϕ(M)×Grfϕ(N)
sending E ∈ Xe,f to (ϕ(i)−1E,ϕ(p)E) and sending E′ ∈ Ye,f to (ϕ(p′)E′, ϕ(i′)−1E′).
By the analogue of Proposition 4.3 in [P], we know that this map is surjective and
that any fiber lies in at most one of Xe,f , Ye,f . Moreover, these fibers are affine
spaces. Therefore, we get
χ(Greϕ(M)×Grfϕ(N)) = χ(Xe,f unionsq Ye,f )
= χ(Xe,f ) + χ(Ye,f )
=
∑
g
(χ(Xge,f ) + χ(Y
g
e,f ))
where the last sum runs over all dimension vectors g. Note that for Xge,f to be
non-empty, one needs g to be finitely presented in ϕ(B1). Similarly, for Y
g
e,f to be
non-empty, one needs g to be finitely presented in ϕ(B2). So the last sum is really
a finite sum. Note that using similar arguments as in the proof of Lemma 5.1 in
[P], we get
coind(g)−ind(g)−coindB1 = coind(e)−ind(e)+coind(f)−ind(f)−coindM−coindN
and similarly,
coind(g)−ind(g)−coindB2 = coind(e)−ind(e)+coind(f)−ind(f)−coindM−coindN
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Now, the product XT (M)XT (N) gives
X−coind(ϕ(M))−coind(ϕ(N))
∑
e,f
χ(Gre(ϕ(M)))χ(Grf (ϕ(N)))X
coind(e)−ind(e)+coind(f)−ind(f)
which in turns gives
X−coind(ϕ(M))−coind(ϕ(N))
∑
e,f,g
(χ(Xge,f ) + χ(Y
g
e,f ))X
coind(e)−ind(e)+coind(f)−ind(f).
Now, thanks to the above equalities on indices and coindices, the last sum splits as
the sum of
X−coind(B1)
∑
e,f,g
χ(Xge,f )X
coind(g)−ind(g)
with
X−coind(B2)
∑
e,f,g
χ(Y ge,f )X
coind(g)−ind(g),
which gives the wanted result, since
∑
e,f χ(X
g
e,f ) = χ(Grgϕ(B1)) and
∑
e,f χ(Y
g
e,f ) =
χ(Grgϕ(B2)). 
Now, we look at the examples of this. In particular, Example 6.15 below shows
that the condition that M,N should correspond to ordinary arcs cannot be omitted.
Example 6.13. In this example, we will look at the cluster character formula if
we consider a cluster-tilting object T as shown in Figure 7.
α1
α2
α3
α4γ
β1
β2
β3
β4
Figure 7. An illustration of a cluster-tilting object T .
Because of the equivalence in Theorem 5.1, we will think of an object in C/T [1]
as a representation over the category with the following quiver
1 2oo 3oo · · · z · · ·oo 4′oo 3′oo 2′oo 1′oo
where for each positive integer i, we have morphisms i′ → z and z → i with the
relations that all parallel morphisms are equal. In general, for an arc µ, we denote
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by Mµ the indecomposable object corresponding to it. By an abuse of notation,
we also denote the finitely presented module ϕ(Mµ) again by Mµ. Consider the
following projective representation at z.
Mγ = k k · · ·oo koo · · · k · · ·oo 0oo · · · 0oo 0oo
where all maps between non-zero vector spaces are identity. Note that even though
there is no arrow starting at z in the quiver, the maps Mγ(z) → Mγ(αi) is the
identity for all i. In the cluster character formula, the sum runs over the finitely
presented submodules. We consider all such submodules of Mγ with the corre-
sponding terms in the cluster character. We let Pi = Mαi , Pi′ = Mβi and Pz = Mγ
for the corresponding indecomposable projective modules.
• We have zero submodule which gives rise to the term 1.
• Consider Mα1 with dimension vector g = (1, 0, . . . ,0, . . . , 0). We have a
triangle 0 → Mα1 → Mα1 → 0[1]. Thus, ind(Mα1) = [P1] − [0] = [P1].
Now, let us compute the coind(Mα1). Identifying the objects or modules
with their dimension vectors, we have a triangle
(1, 0, . . . ,0, . . . , 0)→ (1, 1, . . . ,1, . . . , 1)→ (0, 1, . . . ,1, . . . , 1)→ (1, 0, . . . ,0, . . . , 0)[1]
which is
Mα1 →Mα1 [2]→Mα2 [2]→Mα1 [1]
See Figure 8 for the corresponding arc of Mα2 [2].
Figure 8. An illustration of Mα2 [2].
We have coind(Mα1) = [P1]− [P2] and then (coind− ind)(Mα1) = [P1]−
[P2]− [P1]. This gives rise to
x(coind−ind)(Mα1 ) = x1x−11 x
−1
2 = x
−1
2 .
• Consider Mαi with dimension vector g = (1, . . . , 1, 0, . . . ,0, . . . , 0). We have
the triangle 0 → Mαi → Mαi → 0[1]. So, ind(Mαi) = [Pi] − [0] = [Pi].
Now, let us compute the coind(Mαi). We have a triangle
Mαi →Mα1 [2]→Mαi+1 [2]→Mαi [1]
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So, coind(Mαi) = [P1]−[Pi+1] and (coind− ind)(Mαi) = [P1]−[Pi+1]−[Pi].
Thus, we have
x(coind−ind)(Mαi ) = x1x−1i x
−1
i+1.
• Consider Mγ with dimension vector g = (1, 1, . . . ,1, . . . , 0). We have the
triangle 0 → Mγ → Mγ → 0[1] which tells us ind(Mγ) = [Pz]− [0] = [Pz].
We also have a triangle
Mγ →Mα1 [2]→Mγ [2]→Mγ [1]
that gives rise to coind(Mγ) = [P1]−[Pz]. Thus we have (coind− ind)(Mγ) =
[P1]− 2[Pz], and
x(coind−ind)(Mγ) = x1x−2z .
Note that the module with dimension vector g = (1, 1, . . . ,0, . . . , 0) is not finitely
presented.
In this case, the Euler characteristic of the Grassmannians with the dimension
vector g we consider are always 1. Therefore,
XT (Mγ) =x−11 xz(1 +
∞∑
n=1
x1x
−1
n x
−1
n+1 + x1x
−2
z )
=x−11 xz +
∞∑
n=1
xzx
−1
n x
−1
n+1 + x
−1
z .
Example 6.14. Assume we have a cluster-tilting object T as in Example 6.13. In
this example, we will look at the exchange formula for the following triangles.
Mα3 →Mβ1 →Mη →Mα3 [1]
Mη →Mα2 ⊕Mζ →Mα3 →Mη[1]
where the modules correspond to the arcs shown in the Figure 9.
α2
α3
β1
η
ζ
Figure 9. Arcs corresponding to objects in the triangles.
We will illustrate and check that
XT (Mη)XT (Mα3) = X
T (Mα2)X
T (Mζ) +XT (Mβ1)
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As in Example 6.13, we compute
XT (Mα2) = x3
(
1
x1
+
1
x1x2
+
1
x2x3
)
XT (Mα3) = x4
(
1
x1
+
1
x1x2
+
1
x2x3
+
1
x3x4
)
For the computation ofXT (Mη), we have three different type of finitely presented
submodules (expressed with dimension vectors);
(i) g = (0, 0, 0, 1, 1, . . . ,1, . . . , 1, 1, 0, . . . , 0︸ ︷︷ ︸
i−times
) for i ≥ 0,
(ii) g = (0, 0, 0, 1, . . . ,1, . . . , 0),
(iii) g = (0, 0, 0, 1, . . . , 1︸ ︷︷ ︸
i−times
, 0, . . .0, . . . , 0) for i ≥ 0.
For (i), the corresponding terms are{
x3x4x
−1
1′ if i = 0
x3x4x
−1
i′ x
−1
(i+1)′ otherwise
For (ii), we get x3x4x
−2
z .
Finally, in case (iii), we get{
1 if i = 0
x3x4x
−1
i+3x
−1
(i+4) otherwise.
Since x−coind(Mη) = x−14 , we get
XT (Mη) = x−14
(
1 +
∞∑
i=1
x3x4x
−1
i+3x
−1
(i+4) + x3x4x
−2
z + x3x4x
−1
1′ +
∞∑
i=1
x3x4x
−1
i′ x
−1
(i+1)′
)
The computation for Mζ is almost identical to Mη. We have
XT (Mζ) = x−15
(
1 +
∞∑
i=1
x4x5x
−1
i+4x
−1
(i+5) + x4x5x
−2
z + x4x5x
−1
1′ +
∞∑
i=1
x4x5x
−1
i′ x
−1
(i+1)′
)
By a similar computation, one gets
XT (Mβ1) = x
−1
1
(
1 +
∞∑
i=1
x1x
−1
i x
−1
(i+1) + x1x
−2
z + x1x
−1
1′ +
∞∑
i=1
x1x
−1
i′ x
−1
(i+1)′
)
After a careful calculation, it is straightforward to see that the exchange formula
holds.
Example 6.15. In this example, we will show that the multiplication formula
fails to hold for limit arcs. Consider the following configuration and the limit arc
γ drawn in red in Figure 10.
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ab
γ
Figure 10. The limit arc γ and an illustration of the underlying
cluster-tilting object
As we did in Example 6.13, we will think of objects in C/T [1] as representations
over the category whose quiver is
1 2oo · · ·a · · ·oo · · ·b · · ·oo 2′oo 1′oo
Recall that we identify the vertices of this quiver with the indecomposable objects
of T , up to isomorphism. There is a one-dimensional Hom-space from a given object
to any other object on its left-hand side (by looking at the quiver). Let us consider
the finitely presented module, denoted Mγ , with dimension vector
0 · · ·0 · · ·oo 1oo · · ·1 · · ·oo 0oo 0oo
Let us consider the finitely presented subrepresentations of Mγ . Start with Mγ
itself. We have a triangle Pa → Pb → Mγ → Pa[1] where Pa, Pb are the corre-
sponding object to arcs a and b, respectively. So, the index of Mγ is [Pb] − [Pa].
From the following triangle
Mγ → Pa[2]→ Pb[2]→Mγ [1]
we compute the coindex as [Pa]− [Pb]. Thus, we get the term
x(coind−ind)(Mγ) = x2ax
−2
b
where xa, xb are the indeterminates corresponding to Pa and Pb, respectively.
Consider the subrepresentation Mk with dimension vector
(0, · · · ,0, · · · , 1, · · · , 1︸︷︷︸
k-th position
, 0, · · · ,0, · · · , 0)
Similarly, one can compute index and coindex as follows. ind(Mk) = [Pk] − [Pa]
and coind(Mk) = [Pa]− [Pk+1]. Therefore, we get the term
x(coind−ind)(Mk) = x2ax
−1
k x
−1
k+1.
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Finally, the cluster character for Mγ is(
1 + x2ax
−2
b +
∞∑
k=−∞
x2ax
−1
k+1x
−1
k
)
x−1a xb
Note that if the exchange formula were true for the non-split triangles
Mγ → 0→Mγ →Mγ [1] (twice),
then we would get XT (Mγ)2 = 2, which clearly does not hold.
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