Abstract--This study proposes a fuzzy approach for solving the multiobjective and multilevel knapsack problems (KPs). The problem was first formulated as a multilevel programming problem with multiple decision makers (DMs). Then the degree of satisfaction of each DM was established and represented by their individual membership functions. The recursive formulation of dynamic programming was used to solve the decisions of the interrelated stages. The overall satisfaction of the decision was obtained through this stage-wise operation on the hierarchical structure. Capacity allocation was developed and a step-by-step solution procedure was illustrated. A detailed comparison between multiobjective and multilevel KPs was also carried out. Finally, the possible use of turnpike theorem in KPs was scrutinized in the fuzzy domain. (~)
INTRODUCTION
The well-known knapsack problem (KP) can be summarized as follows: a hiker must decide, among the i --1, 2,..., N objects, which objects to include in her or his knapsack on a forthcoming trip. Objective i has weight w~ and utility ci to the hiker. The objective is to maximize the total utility of the hiker's trip subject to a weight limitation, W [1] . This problem has been studied extensively and has been applied to various areas such as capital budgeting, cargo loading, cutting stock, flyaway kit, project selection, etc. [2, 3] .
During the past decades, there has been an increasing realization on the practical needs to identify and to consider simultaneously several conflicting objectives [4] . This multiobjective knapsack problem (MOKP) can be expressed as [5] N maxzk = ~ cSxi, k = 1,2,... ,K, (1) (cont.)
xi is integer, i = 1, 2,..., N.
Note that the above expression is also classified as the unbounded knapsack problem [6] with one knapsack. If xi 6 {0, 1} (i.e., xi = 1, if the object i is selected; and x~ = 0, otherwise), the problem becomes a 0-1 KP [2] . Furthermore, the decision of these multiple objectives can be made by a team or by two groups of individual decision makers (DMs) [6] .
In a hierarchical organization with multiple DMs, a multilevel knapsack problem (MLKP) can be formulated with decentralized planning. The simplest case of MLKP is the bilevel programming problem, where the top level DM has control over the vector Xl while the bottom level DM controls the vector x2. Let the performance functions of zl and z2 for the two planners be linear and bounded, then the new bilevel knapsack problem can be represented as [7] max zl --C~lXl + c~2x2 (upper level),
xl where x2 solves max z2 --C~xX, + c~2x2
(lower level), z2 s.t. (xl,x2) e X = {(Xl,X2) ] W~Xl +w~x2 < W, and Xl and x2 are integers}, where c11, c12, c21, c22, Wl, and w 2 are vectors, and X represents the constraint region.
Equation (2) is a nested optimization model involving two problems, an upper one and a lower one [9] . Notice that if there exists no hierarchical control feature, equation (2) simplifies to the MOKP of equation (1) . Thus, MOKP and MLKP are closely related. And the constraint regions in two equations are the same, i.e., X = {xi, i = 1,..., N} = {xl, x2}.
The usual solution techniques dealing with KPs are dynamic programming (DP) and integer programming [3] . We will focus on DP in this study for the ease of extension to the fuzzy environment. For crisp MOKPs, recent approaches are concentrated on how to find an efficient solution in the DP structure. Cho and Kim [10] developed an improved interactive hybrid method to adjust DM preference information through a scaling constant among objectives. Klamroth and Wiecek [11] proposed DP-based approaches to obtain all the nondominated solutions. Most of other studies can be categorized as integer programming-based approaches. One example is the work of Salman et al. [12] .
Because of the similar between MOKP and MLKP, these two problems will be imbedded in a common DP structure. We will first review the related literature of fuzzy MODP.
Bellman and Zadeh [13] suggested that fuzzy decisions could be considered as the confluence or intersection of goals and constraints. Esogbue and Bellman [14] made some extensions and introduced many applications. At the same time, Kacprzyk [15] offered a genera/view about multistage decision-making under fuzziness and derived a genera/ structure for solving fuzzy DP problems. Kacprzyk and Esogbue [16] made a fairly comprehensive survey of the major developments and applications of fuzzy DP. However, the breadth of theory and applications of fuzzy MODP is still limited. This is especially true in the field of decentralized planning of hierarchical systems [17] .
Due to the complexity of the multilevel programming (MLP) problems, there exist no efficient traditional techniques for obtaining the numerical solutions of a reasonable sized problem. Shih et al. [18] suggest a fuzzy approach for MLP to simplify the complex structure, and it was proven to be feasible and efficient. In addition, the suggested supervised search procedure can be easily extended to a k-level hierarchical system, and it is also a flexible structure for further expansion. Consequently, we would like to examine the possibility of unifying the level-wise (hierarchical) operation and stage-wise operation for multilevel DP in a fuzzy environment. Following an extension of the structure of Kacprzyk [14] , the new structure with interrelation among stages and objectives/levels can be simplified [18, 19] .
In the remaining sections, we will introduce the concept of capacity allocation for KP. The equations for fuzzy DP and MODM are introduced used to solve the MOKP and MLKP. A discussion on the well-known turnpike theorem with fuzzy approach is also carried out. The final section contains some conclusions and remarks.
DYNAMIC PROGRAMMING FOR KNAPSACK PROBLEMS
Dynamic programming is an effective algorithm for solving multistage decision problems. It utilizes a functional equation to circumvent the dimensional explosion for multistage processes [20] and has been applied to solve many real world problems such as optimal control, inventory control, advertising campaign, production planning, equipment replacement, resource allocation, etc. [21] . In this study, we only focus on the knapsack problem.
Formulation of Dynamic Programming
The knapsack problem paraphrases a general resource allocation model in which a single resource is assigned to a number of alternatives with the objectives of maximizing the total return [2] . Although many techniques could meet the requirement, this problem is ideally suitable for the DP approach [22] . Assume that there is a N-stage process from Stage 1 to Stage N. The total amount of the capacity W is given in the beginning, and we can then set the initial state s o equal to the capacity available W for allocation. The process will consume some amount of capacity at each stage, i.e., s 1-1 -s t and l = 1,2,..., N. This consumed capacity will make a contribution to the system as an isolated return function or utility R t or cix~, i = 1, 2,..., N, at each stage. Note that the number of activities xi for capacity allocated is the same as the number of the stages here. Furthermore, the state variable s j will represent the amount of the capacity remaining at Stage j, and it is ready for the allocation from Stage j to Stage N (the last stage). We use WJ as the consumed size before Stage j usually; thus, 0 < sJ <_ W -W j. In practice, we can leave some capacity unallocated, but we cannot utilize more than the initial amount of the capacity at any single stage. In addition, the state variable equation at each stage is kept as the same as in a DP structure. Meanwhile, the different policy control (variables) at each stage forms a feasible space in the DP structure. Following the computational procedure, the consumed capacity at any stage will yield a contribution for its objective, and these contributions will be accumulated to the total return (i.e., return function gt(J-1) with the stage l = 1, 2,..., N) in the end. Consequently, the DP formulation for a KP will be carried out by accumulated capacity returns R l through various stages where F = {F l, I = 1, 2,..., N} is a feasible region for all possible policy control variables in all stages, and S is a resource availability set which includes budget, capacity, and other constraints throughout the stages, i.e., S = {(0 < s l < W -Wl), l = 1, 2,..., N}. In addition, the objective function gl(sZ-1) is a recursive expression at each stage except the last Stage N. If the types of resources are more than one, we need more than one state variable to describe the resource utilization. However, we frequently take a weight capacity as the only one type of resources for simplicity. Moreover, it is a discrete resource allocation problem if the resource is discrete or integer [23, 24] . Since the number of stage is finite, it can be categorized as a discrete (time) or a finite-stage deterministic DP problem.
Fuzzy Multiobjective Dynamic Programming
In a DP structure, the state variable equation will implicitly transfer a policy control variable and an input state to an output state at each stage, where the constraint is imposed on policy control variable and the goal is imposed on the output state. For a specific Stage j, an input state s j-1 will be applied to a policy control variable kJ, which is subjected to a fuzzy constraint #cj(kJ), and proceeded to an output state sJ, on which fuzzy goal #aj(s) is imposed, through some known cause/effect relationship as shown in Figure 1 . Fuzzy decision will become an aggregation of the fuzzy constraint and fuzzy goal at a particular stage; however, the decision will be affected by the decisions of other stages. The optimality of fuzzy multistage decision making will express how well the subsequent fuzzy constraints and fuzzy goals are satisfied by the policy controls and states, respectively. Mathematically, the fuzzy decision in the dynamic environment can be represented as the following expression [15] . Observe that the aggregation of fuzzy constraints and fuzzy objective functions will depend on max-rain operation [13] . Other fuzzy operators would be also effective, e.g., compensatory operator [17] , product operator [241.
After the structure is defined, an imbedded MODM problem will be processed in a fuzzy domain. The MOKP is defined as follows: W units of capacity are to be distributed among N activities to maximize K objectives. There are also given T × M data tables ftm(x) (t = 1, 2,..., N; m = 1, 2,..., K) representing the return which is realized by the jth objective from an allocation of x units of capacity to the t th activity (x = 0, 1,2,..., W). The problem is to allocate W units of capacity to the N activities, such that the returns of K objectives from the activities are maximized simultaneously [25] .
Despite the wide range of applications, the literature on the MOKP is still limited. Hence, we will survey the literature on MODM in this section, which is in a broad sense. Most of the fuzzy approaches for MODM problems will be classified as scalar-objective and generating methods which are the same categories of the approaches for MODP. Hussein and Abo-Sinna [26] present an approach for scalarizing the multiple objectives to be a synthetic objective so that the problem can be solved in a DP structure. Lai and Li [25] propose a method which makes marginal evaluation for each single objective and the method then works for global evaluation for multiple objectives by their relative important in DM's mind. And they further extend the approach including linguistic variables and the quantitative objectives [27] . It seems that the former is difficult to catch the decision information and the latter involves too much computation so far. It is worthy of making further development.
According to Salukvadze's consideration of ideal point [28] and the comment of Li and Haimes [29] , we introduce the concept of (positive) ideal solution (PIS) and negative ideal solution (NIS) [30] to overcome the drawback. The PIS and NIS are used for defining the possible optimistic outcome and pessimistic outcome, respectively. Then the degree of satisfaction of DMs can be established in terms of fuzzy membership functions. The imbedded MODM problem at each stage is to seek a maximum degree of satisfaction through fuzzy operation under each control. Afterwards, these temporal results are accumulated in the structure of multistage decision-making process under fuzziness [15] . Note that we will see a slight difference between a resource allocation model [17] and the knapsack problem due to the KP has only one PIS/NIS over stages.
The process to solve the imbedded MODM problem is analogous to the concept of global criterion in MODM (see [31] ), but the decision space of the former is discrete. Nevertheless, we can obtain the sufficient information in an efficient way so that the solution will be much meaningful and the procedure is straightforward.
It is noted that we could consider Bellman and Zadeh's max-rain operation [13] for the imbedded fuzzy MODM problems as well as the stage-wise DP problem here. There is degree of satisfaction at each stage representing the compromise of MODM when the input state will be applied to the policy control variable, which is subjected to some fuzzy constraints at that stage. Since it is unknown for the exact amount budget at any specific stage, the backward procedure of DP will help us enumerate all temporary optimal cases under available budget at each intermediate stage.
When the process is reached to the first stage, the optimum of global evaluation is obtained. Then we will trace forward from Stage 1 to Stage N to pick up the optimal policy controls among stages and their correspondent optimal decisions among levels. These results will be the global optimum because all temporary optimal solutions are checked on the stage-wise and level-wise operations. Consequently, the MODM over various stages could be manipulated in the designed way.
As depicted in Figure 1 , the solution procedure of fuzzy approach for MODM over various stages for MOKPs is proposed as the following six steps for the backward recursion. Take maximum operation of the possible outcomes, from Step 1, given by each specified capacity at each stage as its optimal decision of MODM. Step 2) under available budgets for these two successive stages. Then, take maximum operator of the possible outcomes for the combinations under policy control (variables) for these two stages. And the maximum degree of satisfaction is utilized as a current accumulated optimal decisions. Set N = N -1. Under the condition of N = 1, the process is located at the beginning and terminated. Check the optimal solution for each stage under a specified policy, which is suggested as the group of best policies for the MOKP in the dynamic environment. Otherwise, go to Step 4.
The above procedure can divide into three phases: preparation, forward, and backtracking phases. The first one is to get decision information in each stage. The rest is the similar process as the crisp DP process. Observe that the forward process in DP structure could also be applicable to the above procedure.
Let us illustrate the proposed procedure through an example. (1) T h e capacity allocated to the imbedded bi-objective problem at Stage 1 is designated by w 1, or xl, and left with s o -X l .
(2) At this stage, return function R~ -~ 4xl is for the first objective and R~ =-2Xl is for the second objective. (1) The capacity allocated to the imbedded bi-objective problem at Stage 1 is designated by W 2, or x2, and left with s 1 -x2.
(2) At this stage, return function R21 = 7x2 is for the first objective and R22 ----x2 is for the second objective. There is exactly one knapsack with 13 pounds available for the hiker team in the future. The decisions are controlled by the team with two different objectives, Zl and z2. The whole decision process will last for four periods, and shall be executed at four stages. For a given Stage l, total capacity s I-1 is allocated for investing Stage 1 and the rest of stages. However, only W I amount of capacity is available for the imbedded bi-objective returns. The team can leave some units of the capacity unallocated, but they cannot spend more than the given capacity at any stage. The investments will yield the objective increases as z~ (xi) and z~ (xi) as the utilities or performance measures at each stage, l = 1, 2, 3, and 4. Therefore, the imbedded bi-objective problem will maximize its objectives at each stage, and can be described as the following expression under the initial state s o . Here at each stage the imbedded bi-objective return function R l = (R~, R~) is to give the optimal goals in DP structure under the input state and the control variable. In addition, the available budget W ~ is allocated to the imbedded returns only at Stage l, where W l = s t-1 -s l, 1 = 1, 2, 3, and 4, under DP structure. Note that all above constraints can be represented by a set Y. All decision information is listed in Tables 1-4 for four different stages, and the constraint for the possible policies is also implicitly represented. Now we solve the problem through the proposed procedure. STEP 1. According to the basic information in these tables, we will set up the degree of satisfaction by fuzzifying the objectives through their PIS and NIS of the possible capacity allocated (2) At this stage, return function R 4 = x4 is for the first objective and P~ = 3x4 is for the second objective. Note:
(1) The available budget to the imbedded MODM is s 3, the input state.
(2) The optimal policy for Stage 4 corresponds to the maximum satisfaction from Table 4 . (1) The available capacity to the imbedded MODM is s 2, the input state.
(2) The optimal policy for Stage 3 corresponds to the maximum satisfaction from Table 3 .
(3) ** (in Remarks) indicates the best policy to be chosen.
STEP 3. The process is for maximizing the satisfactory degree among all possible cases of combinations under different inputs and states, and yet the given budget remains a constant constraint. Therefore, the individual degree of satisfaction, corresponding to the spending budgets, at different stages is listed in Tables 1-4 as well. This max-min operation search for an optimal solution is similar to the traditional fuzzy MODM. Note that the fuzzy constraint for the budget allocation in each stage has been incorporated into the outside policy control and the inside goal, and thus the term of fuzzy constraint in Step 1 will be implicitly expressed in the corresponding tables. Table 1 shows the degree of satisfaction among two objectives under the capacity available for xl at Stage 1. To save some space, we omit the middle part, i.e., capacity available s o is among the interval of [6, 10] ; however, it does not affect our understanding. Then we continue to calculate the degree of satisfaction from Stage 2 to Stage 4. The following Tables 2-4 show the degree of satisfaction among two objectives under the capacity available for x2, xa, and x4 at Stages 2-4, respectively. To save some space, we also omit the middle part, i.e., capacity available is among the interval of [6, 10] . STEP 4. After all individual problems are solved, i.e., the single stage problems, we will establish the backward relationship among stages through DP structure. To trace the capacity allocated, we start from the last stage, Stage 4, with the capacity remaining after the previous stage, Stage 3, then go back to the second stage, and to the first stage. In the manipulation, two maximum satisfactions under the input states are defined for backward accumulation of the degree of satisfaction so far, i.e., #3t. = min(/~4.,~3.) at Stage 3, #2t. = min(#3t,,#2,) at Stage 2, and #1~. =-min(#2t., #1.) at Stage 1, as described in Steps 5 and 6. The overall optimal solution for satisfaction of the problem will be achieved after all, i.e., #1~., then the corresponding policy at each stage is optimal solution.
The calculating processes are shown in Tables 5-8 stage by stage-wise backward. The result indicates that optimal degree of satisfaction for the given problem is 0.045, which is intersected (1) The available budget to the imbedded MODM is s °, the input state.
(2) The optimal policy for Stage 1 corresponds to the maximum satisfaction from Table 1 . Table 5 shows all possible noninferior outcomes under the total available capacity at Stage 4. Then we continue to process backward to Stages 3, 2, and 1, accordingly, as illustrated in Tables 6-8. To save some space, we also omit the middle part, i.e., capacity left under the range of [6, 10] in Tables 6 and 7. 
Fuzzy Multilevel Dynamic Programming
Multilevel programming (MLP) tries to simulated the decision making process in a hierarchical organization or a multilevel system with multiple executors. The system explicitly assigns each decision unit a unique objective, a set of decision variables, and a set of common constraints that will affect all decision units [32] . The basic concept of MLP technique is that an upper-level DM sets his or her goal and/or decisions and then asks each subordinate level of the organization for its optimum which is calculated independently. Lower-level DM' decisions are then submitted and modified by the upper-level DM with consideration of the overall benefits for the organization. The process is continued until a satisfactory solution is reached. This decisionmaking process is extremely practical for such decentralized systems as agriculture, government policy, economic systems, finance, warfare, transportation and network designs, and is suitable for conflict resolution [8, 9, 32] .
In the past decades, there have been many approaches to solving MLP or hierarchical optimization problems. Traditional programming tools, such as decomposition principle (in linear programming), goal programming, multiobjective programming, or game theory, cannot meet the common features of multilevel systems. Thus, many heuristic methodologies have been proposed to solve MLP during the last three decades. Most methods for linear cases are based on concepts of extreme point search and transformation approach. The former is to search for a compromise vertex by simplex algorithm based on adjusting higher level control variables, but it is rather inefficient, especially for large size problems. The transformation approach involves transforming lower-level programming problems to be the constraints of the higher level by Karush-Kuhn-Tucker (KKT) conditions or other functions [8] . Because nonlinear terms will appear in constraints, auxiliary problems become complicated and sometimes unmanageable. Since most existing ~methods are computationally inefficient, Shih et al. [18] use the concepts of tolerance membership functions and multiobjective optimization to develop a fuzzy approach for solving MLP.
The auxiliary problem of fuzzy approach for equation (2) can be expressed as follows:
where I is a column vector with the same dimension as Xl and all its elements are 1. z + and z~-represent the PIS and NIS of Zl, respectively, so as the z2. In addition, Pl and P2 are the tolerances of LHS and RHS of xl, respectively. The above equation can be solved through any mathematical programming code and the procedure, a supervised search procedure, which has been proven to be efficient. Besides, it will not increase the complexity of the original problem and is flexible for extension [18] . Thus, the procedure can be easily applied to knapsack problems in a top-down process.
As the decision will be made over time, it is a general form of MLP in which decisions may be changed over various stages. The central part of the problem is an imbedded MLP problem under a DP structure, so that the resources may be allocated over time. Note that most problems will concentrate on discrete (time) resource-allocation processes for easy comprehension, and thus the term of "stages" will replace the term of "time" for a clear definition. In fuzzy MODM for resource allocation, Esogbue and Bellman [14] have offered a fuzzy mathematical model of the resultant fuzzy allocation process by decomposing the system into three levels, and process these hierarchical levels by the concept of stage of DP. However, we consider the stage as time horizon instead of this simple approach for dealing with a more complex system. Moreover, MLP over various stages is suitable for long range planning, especially good for production planning, inventory control, social-economic policy development, and resource allocation in planning, programming and budget system.
To attack the knapsack problem, the solving procedure for MLKP is similar to the MOKP's, but the difference only exists in its imbedded system. Compared to the procedure of MOKP, we make some modifications as follows. H.-S. SHIH Take minimum operation of the multiple levels' objectives and controlled decisions as their modified decision for possible budgets allocated at each stage. STEP 3. Choose optimal decisions of MLP.
Take maximum operation of the possible outcomes from Step 1 given by each specified budget at each stage as the optimal decision of MLP. The establishment will search for a restricted decision space controlled by the multiple level DMs.
The rest of the steps are the same as described in Section 2.2, and a satisfactory solution is obtained with the maximum degree of satisfaction. Now, we shall see that through an example. Similar to the procedure shown in Example 1, we first establish payoff tables, then the decision information is transformed in terms of fuzzy membership function. And these data are joined into the DP structure. To demonstrate the difference between MOKP and MLKP, we assume that the lower level DM asks for more resources, i.e., x3 _> 3, whose action will embedded into the decision process.
Following the modified procedure, the result indicates that optimal degree of satisfaction for the given problem is 0.038, that is accumulated of 0.068 at Stage 4, 0.091 at Stage 3, 0.038 (or 0.058) at Stage 2, and 0.077 (or 0.038) at Stage 1, respectively. Because alternative optimal solutions existed, there are two optimal proposals for capacity allocation, which are (Xl,X2,X3,x4) = (2, 2, 2, 3) and (1, 3, 2, 3), respectively. And the objective will be zl = 29 and z2 = 23, zl = 32 and z2 = 22 accordingly. In comparison with the solution of MOKP, the degree of satisfaction for MLKPs is less due to a restricted space. However, their objective functions of MLKP and MOKP cannot be compared with each other, and all are noninferior. In addition, we do not list the calculation process, but the interested readers can refer to Tables 1-8 of Example 1 with a limited decision space.
CAPACITY ALLOCATION
There is a famous rule named turnpike theorem dominating the resource to be allocated in knapsack problems [21] . It is said that the object with the largest value of ci/w~, where i = 1,2,...,N, is the best object to be chosen, where ci and w~ are the utility and the capacity (or weight) of object j in equation (1) . For a large-capacity KP, the solving procedure starts from putting the object with the largest value in the knapsack, then putting the object with the second-largest value in the knapsack, and continue in this fashion until the object with the best remaining value will overfill the knapsack. Thus, the capacity will be allocated in an efficient way in the crisp domain. In a fuzzy domain, the decision could be viewed as the intersection of fuzzy constraints and fuzzy objective functions [13] . And for a multistage decision process, the same operation can be processed recursively. Thus, the capacity can be allocated through the same operation level-wise and stage-wise in a fuzzy environment. In addition, the fuzzy membership function is established under how much capacity is allocated with respect to the possible total amount of capacity, and under how much return with respect to the total accumulated return of its objective function. Note that the fuzzy membership function represents the degree of satisfaction of the decision or the objective in DMs' mind.
After the insides of two approaches are discussed, we can see that the turnpike theorem is not applicable to KP in the fuzzy domain due to the ration of c~/wi is not the concern of fuzzy operation. Fuzzy decision tries to get the degree of satisfaction as much as possible, and eliminate undesirable cases with zero value. Thus, the capacity will be allocated level-wise and stage-wise in a balanced way, i.e., everyone or every stage might get some, instead of the variable with the largest vedue of c~/wi to be chosen in a first priority. Furthermore, compensatory operation might relieve the situation mentioned above, i.e., the undesirable cases would be less, in fuzzy decision making [17] , and the argument is still valid.
CONCLUSIONS AND REMARKS
In this study, we have investigated multiobjective and multilevel knapsack problems in a fuzzy environment. An efficient algorithm is developed, and a solution procedure has been proposed through Microsoft Excel as well. Although the size of the examples under scrutinizing is small, large size problems are expected to solve through the same procedure.
Since different decision variables can be controlled by separated different decision units (or DMs) in a multilevel system, its decision space will be more restricted than that of the MODM problems'. In general, its solution will no better than that of the MODM's. However, both are efficient solutions.
In a general resource allocation problem, the number of decision variables will not always equal the number of the stages, but the situation will happen in solving KPs. Consequently, we could think that the KP is a special case of the resource allocation problems.
Notwithstanding only bilevel problems are illustrated, multiple-level dynamic programming problems can be solved through the same algorithm. Please see the details of the search algorithm in [17] for simplifying multilevel structures.
The efficiency of our fuzzy approach is dependent on the scheme of dynamic programming with a loose structure. We have not discussed the computational problem in this study, and interested readers might check some algorithms, e.g., [10] , in the literature. And looking for a short-cut algorithm in DP structure will be the future direction.
In this study we have not involved the integer programming-based algorithms for MOKPs and MLKPs. Readers can go through the contents of Shih and Lee [33] seeing a case of multilevel minimum-cost flow problem. This would be another direction for further investigation.
