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Abstract 
 
Lately there is a growing interest towards distributed generation (DG) penetration in medium and 
low voltage (MV/LV) networks and generally in autonomous power systems. Consequently, the 
common assumption of a unidirectional power flow and voltage drop along the distribution feeders is 
no more credible for all the operating conditions.  
 With renewable electricity generation increasing, there will be some important changes in electric 
power systems, notably through smaller generators embedded in the distribution network. The 
introduction of this kind of systems allows a better management of the resources and an optimum 
planning of the power generation system favouring the reduction or even elimination of inefficient 
and expensive plants. However, the amount and the location of distributed generation penetration 
would start to influence the dynamics and stability of the transmission and distribution network 
respectively. 
For instance, voltage control in these power networks is usually restricted to the on-load tap 
transformer changer at the high/medium voltage substations. Thus, maintaining the voltage levels 
within specific limits, which is a significant power quality criterion, is a great challenge in electricity 
supply. Furthermore, voltage deviations induced by load changes and power delivery limitations are 
observed during reactive power instability. Switched capacitors, reactors and VAR compensating 
devices such as STATCOMs are used to control reactive power flow and thus maintaining voltage in 
electrical systems and have proved to be effective since they can reduce these energy transfer 
limitations. Apart from VAR compensating devices, distributed generators interfaced to power 
electronic converters are, usually, controllable reactive power sources. 
Hence, in order to analyze a grid and examine the impacts of distributed power integration, 
considerations such as the dynamic behaviour of a power system that entails transient stability 
analysis, grid capacity and limits characterization need to be taken into account. Besides, this type 
of study is very important to ensure the network´s secure operation under fault incidents. Therefore, 
comprehensive analysis of distributed energy resources’ integration requires tools that provide 
computational power and flexibility. 
The current thesis is dedicated to the penetration of DG technology into a MV/LV distribution 
network that may loosely represent an Island or autonomous power system since MV/LV levels are 
of high interest as most of distributed energy sources (DER) will be connected there. Two simulation 
tools will be utilised throughout this work to demonstrate the implementation of DG technology on 
distribution networks; the Siemens PTI, PSS/E software tool that allows for grid penetration and 
analysis studies and RTDS/RSCAD program that allows for real time simulations and execution of 
Power Hardware-in-the-loop (PHIL) tests. 
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 Due to the particular structure and characteristics of Islands, the penetration of DG and DER 
devices may provoke problems and constraints which lead to limitations of their integration level into 
this type of power systems. In respect to these limitations, the following aspects need to be 
considered; Voltage deviations, fault ride through capability (FRT) of DG units, short circuits etc. 
 Accordingly, this research work aims at building the grid model of a real Island system and 
implementing steady-state and dynamic simulation analysis configurations with the commercial 
software tool, PSS/E to determine the allocation, maximum capacity of embedded generation that 
may be inhabited within this autonomous network. Various scenarios are employed with different 
penetration rates of geothermal and wind generation units in addition to the distribution voltage 
levels to be connected to in order to study the steady-state limit of distributed generation integration 
into this system.  In this way, it is possible to check the Island’s system dynamic behaviour under 
normal operation and against several disturbances onto the grid.  
Additionally, thanks to the limitation of the PSS/E model’s library, it was decided to emulate and 
verify the ‘’smart’’ coexistence of central and decentralised generation very close to realistic 
conditions. In this context, two sets of tests of real time simulations were developed on hardware-in-
loop (HIL) environment in RTDS/RSCAD software tool and Power Hardware-in-the-Loop 
experiments were executed. The extension in mind was to apply different solutions to increase DG 
in an Island power system or generally in a LV distribution network. In particular, the utilisation of a 
VAR compensating device (i.e. STATCOM) and the use of energy storage systems (i.e. DC- 
capacitor) may prove to be key effective.  
Therefore, the first group of tests analyse the application of reactive power compensating devices 
to distribution networks and the second one emulate the energy management system of a real 
Microgrid (MG) including a diesel synchronous machine and inverter-based sources in order to 
examine their dynamic operation within the LV islanded power system. 
The PSS/E results discuss the impact may induce any units´ addition on the power system´s load 
flow, short circuit level (SCL) and transient stability. The major advantage of this work is that 
proposes the most suitable substations to introduce the dispersed generation with the extension in 
mind the voltage level to connect these units. The main issues addressed were the total system 
losses, fault level at the addition and nearby buses, whereas among the most critical perturbations 
was a three phase fault application at the connection point of the wind farm. 
The PHIL results certified the high flexibility in the research of the complex problems which 
concern the penetration of various energy systems with respect to network stability and security. 
The first group of tests demonstrate a detailed description of switching inverters’ controller design 
and investigated the effects of an Average Model of STATCOM integrated with a DC-capacitor on 
voltage control within a low voltage distribution network using RSCAD/RTDS environment. 
Additionally, the implemented control strategy of the capacitor maintained the inverter’s DC bus 
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voltage constant. The results confirmed that the STATCOM model studied throughout this thesis 
suited for voltage sag mitigation, since it compensated the reactive power required during a step 
decrease in the load (hardware inductance) and led to improved steady-state voltages. The second 
group of test results discuss the energy and control management of a real Microgrid system 
including a diesel synchronous machine and inverter-based sources. Moreover, their dynamic 
behaviour was examined within the LV islanded power system and more than that the adequate 
performance of the laboratory set-up is verified through tests on a real experimental site. 
One step further and beyond the PSS/E and PHIL simulations discussed throughout this thesis 
was the analysis and presentation of the results of power quality measurements in a diesel-powered 
Island system, since the majority of most small Island power systems and off-grid remote areas are 
relied on the imported fossil fuels to fulfil their energy necessities. Generally, it is shown that diesel-
engine driven generating units which are used as backup power supply in this kind of power 
systems, are the source of flickering mainly in Island networks, because of the pulsed variation of 
their torque. Hence, a new control scheme has been developed in this work in order to eliminate the 
amplitude range of the inherit frequency oscillations that is a permanent problem within a diesel 
generating unit. 
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Part one, concentrates the objectives, scope and the motivation 
for this research study. It further discusses the state-of-the-art of 
the topic and the methodology utilised throughout this work. 
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1.1. Introduction 
 
This first chapter gives an introduction to the research work accomplished throughout this thesis. The thesis, 
motivation, scope, objectives and major areas of contribution are presented. Finally, an overview of the following 
chapters is given. 
 
1.2.  Background of the Study 
 
Worldwide demand for energy is growing at an alarming rate. An average growth rate of 1.8% per year for the 
period 2000-2030 for primary energy worldwide is predicted. The continuous growth in this load demand has led to the 
depletion of fossil fuel reserve. Therefore, governments have switched their interest to alternative energy solutions, 
such as the renewable energy sources [1]. Global warming and environmental policies are the driving force to look for 
cleaner energy solutions. According to the Kyoto protocol and to the Durban convention [2], a complementary 
commitment period was launched so as EU, the UK and many other countries have adopted new strategies in order to 
reduce greenhouse emissions.  
The UK government, for instance, is targeting to cut down its carbon emissions to 80% below 1990 levels by 2050, 
with an intermediate target of at least 26% by 2020 [3]. To reach the 2020 target, around 30% of electricity supply is 
proposed to be generated from renewable energy sources [4]. 
Considering as an example the Spanish case study, Spain is in a complicated situation due to its high energy 
dependency from the abroad, around 80%. As a consequence, the country is quite vulnerable to the variation of some 
parameters like oil prices and the supply of resources. Spain needs to develop concrete R&D plans and policies about 
energy in order to achieve the goals adopted by the Kyoto Protocol in 1997 related to the reduction of greenhouse 
emissions. Moreover, the Spanish grid that comprises a meshed network system has the need for operation control, 
maintenance and reliability of the system. Red Eléctrica de España (REE) is the Spanish transmission system 
operator and in 2009 established the new power control centre named CECRE that deals with the control of special 
regime units at the same point of common coupling (PCC) [5, 6] focusing on wind farms with larger than 10 MW 
capacities. This good control system allowed Spain being considered among the best countries with proper wind 
energy integration. It is true that special regime units are normally penetrated to the transmission or the high voltage 
distribution level [7]. For instance, wind farms are connected to the transmission lines because it was easier to do so. 
Distributed generation, synonymously called as embedded or dispersed generation involves wind turbines installed 
on site load or in offshore, photovoltaic panels, geothermal, biomass plants, micro-hydro turbines and combined heat 
and power (CHP) generation fuelled by gas or biomass [1, 8]. Lately, there is a growing interest towards wave, tidal 
power and fuel cells. In general, turbines and reciprocating engines are the most prevalent units for penetration 
installations (IEA 2002). Distributed technology can offer flexibility and controllability in terms of power profile, which 
increases system reliability. A variety of industries, such as chemical, petroleum, metal etc. are nowadays more eager 
to invest in distributed generation to enhance this level of reliability. For instance, fuel cells and backup systems could 
possibly supply with protection against power interruptions [6, 9].  
It is expected that distributed generation (DG) will support the scheme of reducing greenhouses emissions by 
producing cleaner and more efficient energy. Consequently, the increasing development in non-conventional 
technology has resulted from security supply issues and poor power quality combined with the economical 
independence of fossil fuels associated to distributed generation. Therefore, distributed generation has gained a 
significant interest the last decade. The factors that have contributed to this are numbered as the following [10]; new 
acquirements regarding the distributed energy resources technologies, limitations on the transmission lines, increased 
demand, the electricity market liberalization and major concerns about the climate change.  
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Distributed generators need to be introduced into the distribution networks as embedded generation to meet the 
requirement of load growth and to help relieve transmission constraints by the means of power flow exchanges, whilst 
offering higher power quality [11]. Additionally, DG units are located close to the heat loads to minimize the transport 
losses and thus the capital investment. The introduction of these kinds of systems allows a better management of the 
resources, the electricity and an optimum planning of the power generation system favouring the reduction or even 
elimination of inefficient and expensive plants [1, 12]. Besides, embedded generation can be a supplement to the 
present centralised electrical power systems [13]. Furthermore, in the case of medium and low (MV/LV) networks or 
islanded power systems, DG generation allows new and smaller scale power generation being produced from low-
carbon and renewable-based resources to be connected to these systems. 
However, the evaluation of distributed generation characteristics requires an understanding of the technology of 
prime movers, the appreciation of natural resources and comprehension of the general operation of the dispersed 
generation plant, since embedded generators increase the complexity of the distribution network. In other words, 
when the penetration rate is high, the impact on system´s stability is more severe because DG may cause voltage 
oscillations and interfere with voltage-control process [14, 15]. Subsequently, its integration into the grid is mainly a 
matter of technical issues, but also of economic and regulatory ones. 
Furthermore, Codes at European level are demonstrated to satisfy the operational limitations and ensure the 
system security of a grid power network. Each country has developed its own codes, since the power networks 
present different size, generation mix and wind energy potential [16, 17]. In Spain, grid codes that concern the wind 
power integration state that during faults wind turbines must continue being connected permitting the protection 
system to clear the fault [13, 18]. Specifically, wind generators connected to the transmission level have to comply 
with the operation lines of grid code for transport P.O.12.1 and voltage/frequency dips P.O.12.2 that appear in MITYC 
2005 [5, 10]. ‘’Soluciones de acceso para la conexión de nuevas instalaciones a la red de transporte and FP.O 12.2. 
Instalaciones conectadas a la red de transporte: requisitos mínimos de diseño, equipamiento funcionamiento y 
seguridad y puesta en servicio. ’’  
For instance, wind power penetration at the distribution level mainly concerns local power inefficiencies [19, 20]. 
One of the major issues is to keep the nodal voltages within their acceptable limits (±5%). According to this reference 
point, wind integration in distribution level has to encounter the RD 436/2004 as appears in MITYC in 2004 [5, 10]. 
‘’Metodología para la actualización y sistematización del régimen jurídico y económico de la actividad de producción 
de energía eléctrica en régimen especial. ’’ 
 
1.3. Thesis Scope and Motivation  
 
With renewable electricity generation increasing, there will be some important changes in electric power systems, 
notably through smaller generators embedded in the distribution network. The introduction of these systems into 
medium and low voltage (MV/LV) networks, which may loosely represent an Island or autonomous power system 
since MV/LV levels are of high interest as most of distributed energy sources (DER) will be connected there, allows a 
better management of the resources, the electricity and an optimum planning of the power generation system.  
Because of particular structure and characteristics of Islands, the integration of DG and renewable energy sources 
may provoke problems and constraints which lead to limitations of their penetration level into this type of power 
systems. In respect to these limitations, the following aspects need to be considered; Voltage deviations, fault ride 
through capability (FRT) of DG units, short circuits, contribution to the ancillary services etc. The ancillary services 
concerning voltage and frequency regulation, supply reserves, load following are becoming critical for the secure and 
reliable operation of the power systems.  
Furthermore, power quality measurements are of high concern, especially in a diesel-powered Island system, since 
the majority of most small autonomous grids and off-grid remote areas are relied on the imported fossil fuels to fulfil 
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their energy necessities. Generally, one important issue questioned in islanded networks is the transient behavior of 
diesel gensets during critical disturbances induced by intermittent power sources and load step changes and more 
than that, the degraded power quality induced by their inherit torque oscillations.  
In more details, the amount and the location of distributed generation penetration may influence the dynamics and 
stability of the transmission and distribution network respectively. Moreover, the common assumption of a 
unidirectional power flow and voltage drop along the distribution feeders is no more credible for all the operating 
conditions. For instance, voltage control in these power networks is usually restricted to the on-load tap transformer 
changer at the high/medium voltage substation. Thus, maintaining the voltage levels within specific limits, which is a 
significant power quality criterion, is a great challenge in electricity supply.  
Furthermore, voltage deviations induced by load changes and power delivery limitations are observed during 
reactive power unbalances. Switched capacitors, reactors and VAR compensating devices such as Static 
Synchronous Compensator (STATCOM), commonly advantageous for industrial applications, are used to control 
reactive power flow and thus maintaining voltage in electrical systems and have proved to be effective since they can 
reduce these energy transfer limitations under normal and fault conditions. Besides, STACOMs have already been 
applied to distribution systems, i.e. 400 V and medium voltages, namely 10 kV, 35 kV etc.  
Apart from VAR compensating devices, distributed generators interfaced to power electronic converters are, 
usually, controllable reactive power sources, in addition to the energy storage systems (i.e. DC capacitors or 
Supercapacitors) which are introduced as backup sources for controlling the active power flow and can be key 
effective solutions to increase DG in an Island power system or generally in a LV distribution network.  
It is accepted that an energy storage system (ESS) connected to the DC bus of a STATCOM in low voltage 
distribution networks or a micro-grid infrastructure appears to be a very promising solution for power quality issues. 
Because the STATCOM’s traditional operating modes, namely, capacitive and inductive will not be limited to reactive 
power compensation but it may be also feasible to control the active power flow within the STATCOM and the point of 
common coupling through charging/discharging the energy storage system [21-24]. 
Concluding, an effort that this thesis will try to carry out is to analyse MV/LV distribution networks from an electrical 
point of view and propose the potential and suitable areas for integration of distributed electrical generation in this kind 
of power systems, either they operate in connected or isolated mode. For this type of analyses, tools that provide 
computational power and flexibility are necessary.  On the one hand, DER integration requires steady-state and 
dynamic analyses for present and future configurations. On the other hand, the core of such active networks is 
depicted by the power converters and apart from implementing grid penetration studies, it is important to research on 
their control performance and the interaction of the devices connected to these grids since they may induce serious 
impacts on the power quality parameters. Hence, real time simulations will be reinforced and this will not only allow us 
to size and locate the distributed generation systems, but will also let us optimize MV/LV and in general Island power 
networks, and likely introduce energy storage.  
 
1.4. Thesis Context  
 
1.4.1. Objectives 
The core objective of this thesis is focused on investigating distributed generation integration into MV/LV electrical 
grids, which aims at defining the suitable areas for an optimal distributed generation penetration into these voltages. A 
MV/LV voltage distribution network is selected that may loosely represent an Island or autonomous power system 
since MV/LV levels are of high interest as most of distributed energy resources (DER) will be connected there.  
In the points beneath are presented the specific aims and objectives of the survey: 
1. Propose the potential areas in an Island power system suitable for the introduction of DG (where).  
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2. Apply different potential scenarios (how much) of penetration and confirm that these comply with the grid 
requirements of the region.  
3. The Island power system´s steady and dynamic stability is examined with the addition of geothermal 
power units and with the supplementary addition of wind power units. 
4. Identify the impacts of DG on the system. 
5. Apply recommendations concerning improvements for the existing grid and possible solutions to advance 
the penetration level. 
6. Investigate the effects of STATCOM on voltage stability and reactive power compensation. 
7. Include the STATCOM’s controller design and examine voltage regulation at the common coupling of this 
inverter interfaced source. 
8. Integrate the control of a DC capacitor in order to have it on stand-by for power system aid. 
9. Analyse a LV islanded power system’s energy management, to study its control strategy i.e. droop control. 
10. Evaluate the diesel generator’s active power droop control and verify the battery inverters’ droop curves. 
11. Examine the load sharing for parallel operation of the islanded system’s generation units. 
12. Verify the dynamic operation of the energy units within a real MG infrastructure during step load changes. 
13. Propose a new control scheme in order to eliminate the amplitude range of the diesel generator’s inherit 
frequency oscillations.  
 
1.4.2. Project Conceptual Approach  
In order to reach the objective mentioned above, the current thesis needs to investigate the conditions and 
constraints met by DG in Islands and generally in LV distribution networks, thus it is dedicated to study different 
solutions to overcome some of the existing problems and barriers to a larger development of DG in such grids. The 
skeleton of the research work followed to achieve this goal is described beneath; 
Firstly, a grid model is built in PSS/E software tool (Chapter 4) based on the data from a real Island power system.  
In continuation, steady-state and dynamic simulation analysis configurations are accomplished to determine the 
allocation, maximum capacity of embedded generation that may be inhabited within this autonomous network. Various 
scenarios are employed with different penetration rates of geothermal and wind generation units in addition to the 
voltage levels to be connected, i.e. 60, 30 and 10 kV within the autonomous power network in order to study the 
steady-state limit of distributed generation integration into this system. The Island’s electricity production mainly 
comes from its geothermal resources and a small percentage from fossil-fuelled power units. The analytical 
description of the system’s power plants production is given in Chapter 4. In this way, it is possible to check the off-
grid system’s behaviour under normal operation and against several disturbances onto the grid. Geothermal plants 
using basic machine model such as synchronous generator, exciter and governor and wind farms employing Doubly-
fed Induction Generator (DFIG) technology were chosen throughout this thesis. The adequate stability margin of the 
system will be investigated upon the fault-ride through capability and frequency response of the network elements, 
whereas among the most critical perturbations to be considered is a three phase fault application at the connection 
point of the wind farm. 
The simulations in PSS/E are conducted in CENER (The National and Renewable Energy Centre of Spain) 
premises. 
As a continuation to the load flow and dynamic analyses, is to analyze the penetration of distributed generation into 
distribution networks, i.e. a Microgrid (MG) system as an isolated entity or a LV islanded power system. Moreover, 
due to the fact that the models’ library in PSS/E is not unlimited, for instance the control performance of VAR 
compensating devices, i.e. STATCOM and energy storage systems (i.e. DC capacitor) that can be used in islanded 
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power networks cannot be investigated throughout PSS/E simulations, another kind of simulations and field tests are 
needed. 
 Thus, it was decided to emulate and verify the ‘’smart’’ coexistence of central and decentralised generation very 
close to realistic conditions. In this context, certain real time simulations in RTDS/RSCAD software tool and a group of 
Power Hardware-in-the-Loop (PHIL) tests (Chapter 5) utilizing an impedance as Hardware under Test (HuT) were 
performed to examine the generation plants integration into LV distribution networks for the reasons explained above, 
in Section 1.3. More analytically, the first group of real time simulations and PHIL experiments analyse the application 
of VAR compensating devices to distribution networks and the second group of tests emulate the energy management 
system of a LV distribution network including a diesel synchronous machine and inverter-based sources. The results 
regarding the energy management within the distribution power system were, then, verified at a real Microgrid (MG) 
infrastructure through experiments during which various tests were performed concerning the diesel generator and the 
battery inverters in order to examine their dynamic operation within the LV islanded power system. 
The real time and PHIL simulations described in Chapter 5 were carried out in NTUA (The National & Technical 
University of Athens) whereas the Microgrid experiments were executed in the real test site in CRES (Centre for 
Renewable Energy and Saving of Greece) premises under two transnational accesses co-funded by the European 
Commission within the Seventh Framework Programme (FP7/2007-2013) DERri under grant agreement no 228449. 
One step further and beyond the PSS/E and PHIL simulations discussed throughout this research work was the 
analysis of power quality measurements in a diesel-powered Island system or generally in off-grid applications 
(Chapter 6). Emphasis is given on frequency oscillations induced by the pulsed variation of the diesel genset´s torque. 
Broadly speaking, this is an inherit problem of the diesel generators and it was also detected during the onsite 
Microgrid experiments in CRES premises. The entire system will be simulated in Matlab/Simulink. In more details: A 
controlled power source, i.e. a dynamic load will be utilised to supply a given active power set-point. The control of the 
active power flow will be regulated and arranged through a droop characteristic. 
In overall, the simulations and tests executed throughout this thesis in order to study distributed generation 
integration into MV/LV voltage electrical grids and/or in islanded power systems are summarised beneath; 
1) Steady-state and dynamic simulations in PSS/E software tool. This kind of testing aims to define the quantity 
and the allocation of DG integration into distribution networks. Examine the steady-state margin and the 
dynamic stability of system after the application of fault incidents by the means of voltage, current limits and 
network losses as described above in Section 1.3.  
 
2) RTDS/RSCAD simulations and PHIL experiments. These simulations and experiments are divided into two 
groups of tests in order to reach the specific objectives also described in Section 1.4.1, such as voltage sag 
mitigation, reactive compensation and study the energy management within LV grids.  
 
The first set of tests which elaborate:  
i) Simulate in RSCAD/RTDS an Average model of a STACOM, ii) Develop this inverter´s control & examine its 
effects on voltage stability of a LV three-phase power network, iii) Integrate a DC Capacitor model and its control in 
the aforementioned network and iv) Perform PHIL tests.  
The second set of tests involves two blocks of experiments;  
A) RSCAD/RTDS simulations: i) Modeling in RSCDA/RTDS of a three-phase LV network that includes diesel 
generator, feeders, various resistive loads and Sunny Island (SI) 4500 battery inverter, ii) Calculation of battery 
inverter´s droop curves (droop f & V), iii) Load sharing for parallel operation, iv) Perform PHIL tests. 
B) Execution of Microgrid experiments: i) Diesel generator and battery inverters´ active power droop control, ii) f/P 
droop calculation for parallel operation of three inverters (master-slave) with step load changes, load asymmetries and 
with a 24-hr load profile, and iii) Load sharing for parallel operation of two SI Inverters connected both in one phase. 
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1.4.3. Contribution to Knowledge and Significance 
Lately and during the time of performing this research, DG penetration in distribution networks has been of great 
concern to industrial and academic researchers. The interest is rather focused on the negative effects may induce 
large amounts of DG connection to this kind of power systems. Moreover, governments feel more initiative towards 
grid integration studies. 
Nevertheless, there are no specific studies about the potential of dispersed technology penetration and the 
simultaneous real time grid simulations in MV/LV power systems as a whole and therefore, the incentives and 
proposals are more qualitative than quantitative. This research work tries to cope with those concerns in an alternative 
way. 
The principal advantage of this thesis is that up to now, the existent literature reviews do not analyze an 
autonomous power grid system as a whole from electrical point of view, employing static and dynamic simulations 
within PSS/E software to define the quantity (how much) and the allocation (where to add the distributed generation), 
an effort that is reinforced throughout this study. The conclusions drawn from the steady and transients stability 
simulations will be investigated to define the correctness of the two sub-objectives above. 
On the other hand, the deployment of RTDS/RSCAD simulations and PHIL laboratory tests as a data reference for 
verification in the domain of DER integration is relatively constrained up to now. Specifically, the existent literature is 
very limited regarding this kind of tests that study the control strategy of LV islanded power networks with the 
integration of inverter-based devices and even energy storage systems. The prevalent advantage of this kind of 
experimenting is that in the end the implementation and development of a methodology that characterizes the energy 
supply devices and system analysis for decentralised grid services is viable. 
Ultimately, this research study involves the analysis of the operation of a diesel-powered Island grid that takes into 
account the power quality measurements with focus on frequency and voltage oscillations. The majority of the 
literature reviews that discuss this topic, analyse this phenomenon and state that this flicker is an inherit problem a 
diesel generating unit induces itself, but without attending to suggest any solutions to sort out this problem. This work 
proposes a control scheme to eliminate the flickering, and could be very useful for rural and isolated power networks. 
 Concluding, the expected outcomes drawn through the PHIL, Microgrid tests and the PSS/E simulations could be 
the basis for analysis and comparison of the dynamic performance among different energy sources and thus, finally 
choose which best fits in our grid studies. In that way, the developed scheme (s) is postulated to be useful solution for 
DG planners with the potential to become a tool for fostering DER integration into MV/LV or Island power systems and 
a provisional step towards smart distribution networks. 
 
1.5. Limitations and Delimitations of the Study 
 
The introduction of DG units presents a number of new challenges, thus the traditional planning and operational 
practices have to be reviewed with the increased amount of distributed generation into the grids. Beneath are 
presented the restrictions and limitations that came up during the completion of this research work. 
The considerations for the PSS/E simulations are outlined in the following: 
I. One of the greatest challenges will be the network data collection in order to complete the study appropriately 
and with the highest consistence. Information was requested from the public electrical utility of the studied 
region, manufacturers etc. In case of data deficiency, reasonable assumptions were conducted and thereafter 
justified. 
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II. Not only will the operation in the transmission system but also in the distribution network raise much of interest 
in this project because special regime units are penetrated to the transmission or the high voltage distribution 
level [7].  
 
III. The increased integration of DG and DER devices in Island grids depends on several factors such as: a) the 
provision of ancillary services by DG and DER plants, in particular concerning contribution to the control of 
network voltage and frequency and b) fault-ride through capability of DG and DER units, that’s to say their 
capability to withstand network perturbations such as voltage dips and frequency oscillations. 
 
IV. One of the incentives of the project will be to identify the transient stability with distinct dispersed integration 
levels and technologies. For instance, under an N-1 (contingency) study, with a supposed generation or line 
loss; the influences on the transient stability are rather strong [25]. Depending on the technology, in the 
literature is reported that induction generators have worst effects than the synchronous ones. Alternatively, for 
long-term stability penetration of distributed systems is expected to raise the frequency level after the 
disturbance [13, 20].  
 
V. A great consideration in such penetration studies should be the stochastic power output of the distributed 
generators. Weather, heat, and natural conditions cannot be predicted precisely and if the power system is 
‘’weak’’, this may induce instability issues. Thus, a larger spinning reserve is required and according to V. 
Thong et.al, a 10% of the demand is hold as spinning reserve [5, 20]. The calculation of penetration level in 
percentage involves the ratio of the DG power generation and the total demand [20]. 
 
VI. Grid codes are demonstrated to satisfy the operational limitations and ensure the system security. Each 
country has developed its own codes, since the power networks present different size, generation mix and 
wind energy potential. In Spain, grid codes that concern the wind power integration support that during faults 
wind turbines must continue being connected permitting the protection system to clear the fault [18].  
 
VII. Wind power penetration at the distribution level mainly concerns local power inefficiencies [19]. One of the 
major issues is to keep the nodal voltages within their acceptable limits %)5(± . According to this reference 
point, wind integration in distribution level has to encounter the RD 436/2004 as appears in MITYC in 2004 [5, 
26]. ‘’Metodología para la actualización y sistematización del régimen jurídico y económico de la actividad de 
producción de energía eléctrica en régimen especial. ’’ 
 
For the PHIL simulations stability and accuracy issues are of the most importance when executing this kind of 
experiments.  The constraints for this kind of experimenting are described beneath: 
 
I. Before performing a PHIL test, it is crucial to ensure that the experiment will be stable. Therefore a virtual 
PHIL test should be tested in Matlab/Simulink. Moreover, the protections in the RTDS have to be tested in 
order to ensure that in case of a possible error in the simulation layer no damage will be done to the 
equipment. Lastly, before the closed loop tests are performed, it is essential to check that the signals will be 
inserted to the simulated system having the correct characteristics of amplitude and phase. 
 
II. In order to validate the accuracy of the results, off-line simulations are necessary to be performed in 
Simulink/Matlab. The entire closed loop system has to be simulated, and the results are compared with the 
results from the PHIL tests. More specifically, the resulting rms values (current, voltage) need to be 
compared with the values expected according to the off-line simulation. 
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1.6. Thesis Outline 
 
This thesis consists of seven chapters, together with the necessary appendices. Chapter 1 introduces the topics 
that this thesis deals with, the thesis objectives and goals, the major areas of contributions, the thesis statement etc. 
Distributed generation penetration is the core study of this work since distributed generation and its resultant impact 
on the grid are of special concern 
Chapter 2 presents the state of art of various distributed generation technology types with emphasis on wind power 
and gives an overview of the restraints and limitations of distributed generation penetration into MV/LV networks. In 
addition, the impacts of increased distributed generation on system stability are studied which identifies the 
importance of considering distributed generation penetration within a distribution network.  
Chapter 3 introduces the research methodology utilized throughout this work. This thesis is focused on two 
research areas; a) grid penetration studies in order to define the steady-state and dynamic limit for distributed 
generation integration into an Island power network. This work is accomplished with PSS/E simulation tool and b) real 
time distribution grid simulations in RTDS/RSCAD tool and especially Power Hardware-in-the-Loop (PHIL) 
experiments of an autonomous power network which allow us testing and validating the control performance and 
interaction of the system´s equipment.  A brief description of the two utilised software programs, namely PSS/E and 
RTDS/RSCAD, as well as the principal hints of the research methodology are given in this chapter.  
Chapter 4 describes the implementation of a case study of a real power system model in the commercial software 
package PSS/E used for dynamic simulations. It details the various scenarios employed to analyze and propose the 
potential areas in an Island power system, suitable for the introduction of distributed generation into the electrical grid. 
Static and dynamic simulations are carried out in an example autonomous power grid that is a real distribution 
network. This chapter examines the results of the case study in PSS/E. Principally, the system´s steady and dynamic 
stability is evaluated with the addition of geothermal power units and afterwards with the supplementary addition of 
wind power units. DFIG units are the technology type of wind power utilised throughout this work. 
 Chapter 5 presents the real time and Power-Hardware-in-the-Loop simulations of a set of tests for DER integration 
in LV islanded power systems. Moreover, onsite experiments in a real Microgrid installation were performed to verify a 
part of the simulation results indicated above. In this context, several real time simulations in RTDS/RSCAD software 
tool and PHIL experiments are executed from which the fist group of tests analyse the application of VAR 
compensating devices to distribution networks and the second one emulates the energy management system of a real 
MG including a diesel synchronous machine and inverter-based sources.   
Chapter 6 highlights the operation of a diesel-engine generating unit in an Island grid or generally for off-grid 
applications. It presents the results of power quality measurements with emphasis on voltage flickering and frequency 
oscillations induced by the pulsed variation of the diesel genset´s torque.  
Finally, in Chapter 7 conclusions are drawn regarding the DER penetration in low voltage grids and its role. Several 
suggestions are presented for possible future work on this subject. 
 
 
1.7. Associated Published Work 
 
The scientific contributions, namely conference and journal articles evolved from this thesis are outlined below. The 
full papers are provided in the end, in Appendix V. 
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no. 4, pp. 341-366, 2013. 
 
· Konstantina Mentesidi, Evangelos Rikos, Vasilis Kleftakis, Panos Kotsampopoulos and Monica Aguado, 
"Real time Simulation Technique of a Microgrid Model for DER Penetration", in EAI Endorsed Transactions 
on Energy Web. In Press. 
 
· Konstantina Mentesidi, Mikel Santamaria, Athanasios Vassilakis, Alexandros Rigas, Vasilis Kleftakis, 
Panos Kotsampopoulos and Monica Aguado, "Power Hardware-In-The-Loop experiments of an Average 
Model of STATCOM for a LV Network", in International Journal of Renewable Energy Research (IJRER). 
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Genset in an Autonomous Network ", in Applied Energy, Elsevier. Under Review. 
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1.7.2. Conference Papers & Contributions 
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Workshop on Intelligent Energy Systems (IWIES 2013) Vienna, Austria, November, 2013, pp. 167-172. 
IEEE Indexed Conference Paper. 
 
 
· Konstantina Mentesidi and Monica Aguado, "Dynamic behavior analysis of distributed generation in an off-
grid network with power system simulator for engineering (PSS/E)," in IEEE International Energy 
Conference, ENERGYCON 2014, Cavtat, Croatia, May 2014, pp. 1042-1049. IEEE Indexed Conference 
Paper. 
 
· Konstantina Mentesidi, Evangelos Rikos, Vasilis Kleftakis, Panos Kotsampopoulos, Mikel Santamaria, and 
Monica Aguado, "Implementation of a Microgrid model for DER Integration in Real time Simulation 
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2014, pp. 2274-2279. IEEE Indexed Conference Paper. 
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integration study experience in a Mediterranean Partner Country," in 4th Solar Integration Workshop, Berlin, 
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2.1. Introduction 
 
This chapter performs a thorough literature report on distributed and renewable generation with emphasis on their 
integration into distribution networks. The chapter starts with an introduction to distributed generation and generally 
the distributed energy resources, including the concept of the Microgrid. A background of the electrical network layout 
is given and the penetration of DG into these system configurations is also described. One of the key surrounding 
subjects includes types of DG technologies, where emphasis is paid on wind power. The discussions are based on 
fixed speed and variable double-fed induction machine designs, whereas a closer look is taken on their characteristics 
and frequency, speed and active power control aspects. In continuation, the benefits of DG penetration are 
addressed, in addition to the technical considerations and restraints of most concern that arise with the DG connection 
to distribution and generally to Island power networks. Finally, a brief overview of the embedded generation status in 
Europe with a detailed analysis of the Spanish case is also given.  
 
2.2. Power System Structure 
 
2.2.1. The built-up of the electrical power system 
In a conventional large electric power system, the central generators feed the interconnected transmission system 
through their step-up transformers and the power being extracted from this high voltage network passes through a 
series of bulk supply transformers to the distribution network to ultimately reach the customers´ demand (Fig. 2-1). 
The electrical networks consist of three main parts; generation, transmission and distribution. The transmission 
power system is normally the system with the highest voltage, e.g. from 300 kV and above. Transmission networks 
may transfer the highest energy capacities and are mostly built as meshed networks to enhance the security of the 
system. Moreover, in this part of network only very large electrical energy consumers and producers are connected, 
whereas can also be used as connecting lines to other systems for example tying different countries together [27, 28]. 
The sub-transmission network belongs to the transmission network. It consists of a high or medium voltage network, 
with the voltage levels ranging between 66 kV and 300 kV. In contrast to the transmission network, the sub- 
transmission network is built as a radial network or a weakly coupled network.  
Distribution networks are systems characterised by medium voltages, normally below 45 kV and are operated at a 
number of different voltage levels; HV up to 35-40 kV, MV ranging between 10 and 20 kV and LV for voltages smaller 
than 20 kV. The distribution network is often a radial structure and its function is to transfer power down to the 
individual customers. Small generation and medium sized units are connected to this range of voltages [27]. 
 EU Electricity Directive 2009/72/EC [29] defines like distribution voltage levels the ones ranging between 132 and 
0.4 kV, whereas transmission voltages are considered the ones above the 132 kV threshold. According to EWEA [30], 
wind power units are connected more than 50% to the transmission level and concentrated solar thermal power units 
over than 60% at the same voltage level (145-400 kV). The remaining technologies are rather injecting into the 
distribution level. 
The design of traditional transmission and distribution networks have nearly reached their capacity to facilitate 
dispersed units and impose a unidirectional power flow profile. Future enhancements in distribution network building 
construction from centralized to decentralized configurations will be needed, thus terms like active networks or smart 
and micro grid concepts are proposed [31]. This increase in DG and/or RES integration can be followed by 
decommission of conventional generators and/or an annual growth in load demand by 2% until 2020 [32]. 
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Fig.  2-1: Single-line equivalent of a power system layout. 
 
2.2.2. Layout of Network Configurations  
Generally, there are five main distribution network configurations that are commonly used [33, 34]: i) mesh, ii) 
interconnected network, iii) link arrangement, iv) open loop and v) radial system. These configurations are depicted in 
Fig. (2-2), where the circles illustrate individual substations. The advantages differ among the various arrangements. 
In more details, the mesh and interconnected network configurations are rather preferred to high voltage transmission 
systems (HV) and may ensure security of supply to individual substations. The link arrangement serves as a 
connection link among two in-feed substations and may operate as two radial substations whilst ensuring supply of 
one of the in-feed substations is out of service. The open loop configuration can also provide security of supply when 
a fault incident takes place. In that case, the faulted section is isolated and the open points are closed to operate as 
backup supply. Finally, the radial arrangement is usually used in LV rural networks where the systems are 
characterized by less complexity and less fault incidents may occur. 
 
2.3. Distributed Generation at a Glance 
 
2.3.1. An issue with multiple definitions 
According to Electricity Act, generation technologies are divided into two specifications; the special and ordinary 
regime units. Special regime generation units consist of renewable technologies (except large hydraulic plants), waste 
energy sources and CHP, whereas the ordinary ones are comprised of coal, gas turbines, nuclear and big hydro 
plants generation technologies [35], [36]. 
Over the last decade there has been an increasing interest in the generation connection to the distribution network, 
the so-called embedded or dispersed generation. Both names are synonymous and are used to represent small-scale 
electricity generation [1], [37].  
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There is no universally approved definition of what constitutes embedded generation and the way it differs from 
central or conventional generation. Among the working groups that tried to award some common attributes are CIGRE 
[38], CIRED, the IEEE and IEA [39]. The first two defined DG as the generation of units normally connected to the 
distribution voltage level, with a maximum capacity of 50-100 MW. Moreover, the IEEE considers DG as the 
generation by facilities much smaller than the central power plants, thus the interconnection at any point near the 
power system is feasible. On the other hand, IEA does not take into account the power capacity level but considers 
that DG supplies power directly to the customer´s site. Generally speaking, all the reviews seem to converge at least 
to the small-scale generation definition and the most preferable specification concerns that distributed energy 
resources (DERs) are ordinarily applied to the distribution system voltages of 230/415 V up to 145 kV [40]. 
 
 
Fig.  2-2: Network configurations; (a) Mesh network, (b) Interconnected network, (c) Link arrangement, (d) Open loop and (e) 
Radial [41]. 
  
2.3.2. Distributed Energy Resources and the Microgrid Concept 
Microgrids (MG) are small-scale active distribution networks that group small DG systems (PV, fuel cells, micro- 
turbines and wind turbines), storage devices and loads at LV networks, the so-called microsources (≤100 kW) [42] 
and feed the electrical and heat loads of a small infrastructure, such as a housing estate or a public community such 
as a commercial building, an industrial site, an university area etc [37]. Moreover, distributed energy resources 
(DERs) or in other words microsources  are the DG systems  that may occupy either conventional primary sources or 
renewable energy technologies [37].  
In this regard, distributed generation may range from micro-CHP systems that employ Stirling engines, fuel cells, 
micro turbines and internal combustion (IC) engines to renewable energies such as photovoltaic panels, wind 
turbines, small hydro plants and geothermal plants. Other forms of renewable energy sources like biomass, landfill 
gas, wave and tidal power plants will not be analyzed in this study, although significant development of these types is 
reported the last years. 
A MG infrastructure is either interconnected to the distribution network or it can be operated in islanded mode. From 
the customer point of view, MGs supply both the electrical and heat load demanding, whereas ensure system´s 
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reliability by supporting voltage and frequency and reduce emissions. However, from operational point of view, the DG 
units that a MG installation occupies need to be equipped with power electronic interfaces and control systems to 
ensure the flexibility and operation of the MG as a single aggregated system with restricted energy handling capacity 
[37], [43]. According to IEEE recommendations, their maximum capacity is normally restricted to almost 10 kVA [44, 
45]. 
On the other hand, from the grid´s point of view, a MG can be considered as a controlled unit on its own within the 
power system and it can be operated as an aggregated load or generator and/or even provide ancillary services to the 
main network [46]. 
The most profound differences among a MG infrastructure and conventional systems are the ones outlined 
beneath: 
a. The microsources that a MG contains are of much smaller capacity compared to the one of the large generation 
units in a conventional power plant.  
b. In conventional systems the power is generated far away from the load centers, whereas the power generated 
within a MG feeds directly the distribution network, thus losses are minimized.  
c. The function of the active distribution network is to efficiently link generation units with loads, allowing both to 
decide on the best operation in real time. 
A typical MG configuration is given in Fig. 2-3 beneath, where it is basically coordinated by the Microgrid Central 
Controller (MGCC) and coupled to the MV utility grid. Several, Microgrids can generally be interconnected to shape a 
large power system supplying a load pocket through a common distribution network. In this case, each Central 
Controller has to perform its own control, but in close coordination with the neighboring ones [47].   
 
 
 
Fig.  2-3: A Typical MG Configuration [46].  
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2.4. Distributed Generation Technology Types 
 
Currently and in the near future, the most prevalent RES technologies which are involved in the electricity 
generation are onshore wind and photovoltaic installations. Offshore wind, CSP and biomass are less promising 
because of logistic and competence issues [48]. 
This subchapter briefly discusses the next DER technologies, where wind generation units are analysed more in 
detail: 
· Fossil-fuel powered generators (and diesel gensets) 
· Cogeneration and micro-CHP systems 
· Wind power 
· Solar photovoltaic systems 
· Fuel cells 
· Small-scale hydro generation 
· Geothermal plants 
 
2.4.1. Fossil fuel powered generators 
Conventional generators belonging to this category are sized below 100 MW, with reciprocating engines and gas 
turbines being the mostly utilized. Gas turbines that generally apply to micro-applications are more environmentally 
friendly as are powered by natural gas compared to reciprocating engines which are oil fuelled.  
 
2.4.1.1. Diesel gensets 
A diesel genset contains an internal combustion engine and a synchronous generator coupled to the same shaft. 
Diesel engine generating units have customarily been introduced as backup sources in autonomous power grids or 
emergency systems for commercial as well as for industrial applications.  
The generator can be either a permanent magnet or a wound-rotor machine but with impact on power efficiency, 
generator losses and of course on the system cost [49].  
 
2.4.2. Cogeneration and micro-CHP applications 
Large CHP plants are better employed in big heating systems like industrial areas, hospitals, oil refineries where 
catch the by-product waste heat. The efficiency of such plants reaches the 80%, especially if they are located close to 
the thermal loads. On the other hand micro-CHP technologies apply to smaller holdings with a handling capacity from 
10 to 100 kW [37] and differ from the larger units not only in terms of energy generated but also in prime mover 
operation. Micro-CHP utilize as main driver parameter the heat loss and electricity as a by-product [37]. 
Micro-CHP systems primarily employ internal combustion (IC) engines, Stirling engines and microturbines. Below, a 
brief description of internal combustion engines is presented since this kind of technology is occupied by diesel 
gensets and will be analytically discussed later on in this thesis (Chapter 6). 
 
2.4.2.1. IC engines 
The combustion process in IC engines involves the burning of fuel with or without oxidizers in the appropriate 
chambers resulting to high-temperature and pressure air gases which act on movable bodies, like pistons. IC engines 
differ from external combustion engines, such as steam and Stirling engines since the latter heat externally a separate 
working fluid during the combustion process. The typically used fuels are diesel oil, gasoline and petroleum gas, 
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whereas ethanol and biodiesel can also be used. The combustion process is initiated with spark ignition or 
compression ignition within the engine´s cylinders depending on the type of fuel that runs the engine.  
 
2.4.3. Wind power 
Wind energy conversion systems (WECS) extract the kinetic energy from the wind that passes through the rotor 
blades and convert it into electrical power at the generator side. At their early stage wind turbines were rated at a few 
kWs, but nowadays the commercially available ones exceed the 5 MW. Wind power remains the most promising 
renewable energy source because of its capability to generate electricity at a large scale [50]. 
The nacelle, tower and rotor comprise the main parts in a wind turbine configuration. Two or three blades are 
attached to the rotor hub and rotate in the direction of the inflow wind. Gearbox and generator lie in the nacelle, where 
the former adjusts the rotor speed to higher values on the generator side of over 1500 rpm [51]. The generator shaft is 
driven by the wind turbine to spin and produce electrical power injected into the grid. Beneath, two generator 
technologies are chosen to be presented whch are occupied in the wind energy market. These are fixed speed 
asynchronous (FSG) and variable doubly-fed induction machines (DFIG). Variable speed machines convert the 
mechanical energy into electrical form at a great spectrum of frequencies but then need to be readjusted to the grid 
frequency of 50 Hz. On the other hand, fixed speed generators is not necessary to be corrected, but are incapable to 
perform well during wind fluctuations [51].  
 
2.4.3.1. Characteristics of the different Wind Turbine Designs 
The stator in AC machines is connected to the three-phase system, while the rotor is short-circuited internally or its 
slip rings are connected to the grid externally [52]. When balanced three-phase currents are applied at frequency fs, 
the stator windings produce an electromagnetic field that rotates at 
 
                                                                             s
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(2-1) 
 
where ns is the rotational speed of the stator in (RPM), and ps is the number of poles. The induced electromagnetic 
field of the stator also induces a rotation in the rotor, the nr. One more element to be addressed is the slip; Slip is the 
difference among the stator rotating field and the rotational speed of the rotor [52, 53]. 
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According to [52] & [54] FSG and DFIG are modelled for dynamic simulations, whereas their differences can be 
attributed to the physical manufacture of each wind turbine type and to their behaviour against a series of 
subsystems. These subsystems are the aerodynamic, mechanical, generator and the wind turbine control subsystem. 
The following figure (Fig 2-4) represents the schemes of a FSG (ASG)1 and DFIG turbine respectively. 
 
                                                        
1 ASG: Asynchronous Generator 
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Fig.  2-4: FSG and DFIG Wind Turbine Designs [52]. 
 
FSG has its blades coupled directly to the induction generator through the gearbox. The stator is connected to the 
grid, while the rotor is short-circuited. DFIG has its blades decoupled from the rotor of the electric machine. 
Consequently, the inertia of the blades cannot be seen by the system and the system cannot respond to a generation 
loss [55-57]. The ac currents produced by the generator are converted into dc current by an AC/DC converter, and 
then again converted into ac currents by another AC/DC converter. In FSG there is no speed control and the only way 
of optimizing the tip speed ratio (λ) lies in the blade pitch angle control. It is difficult to adjust the pitch angle, β, in 
cases the wind changes rapidly. Thus, this kind of wind turbines are modelled accordingly to the wind characteristics 
of the region they will be installed that also results to operate more often for optimum λ. On the other hand, in DFIGs 
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both blade pitch and speed control is possible that permits this kind of generators work for optimum λ in variable wind 
speeds [52], [58]. This type of technology occupies voltage controlled inverters ac-dc-ac that convert power at varying 
frequencies to dc and with the utilization of a power converter back to ac at a fixed frequency suitable for the grid 
connection [59]. Moreover, these generators can participate in voltage control, providing or consuming reactive power 
without exceeding the rated limits of the machine. 
 
2.4.3.2. DFIG Inertial Response and Speed Control 
As mentioned in [52], the inertial response is the basic method of primary frequency control in wind turbines. The 
above response is implemented through three hierarchical control loops. The electrical one supervises the generator 
and the converter, whereas the mechanical one supervises the blade pitch angle and the blades´ speed. The figure 
beneath (Fig. 2-5) represents the speed controller [60]. There are four main steps within this control. 1) Identification 
of ωref (generator reference speed) from the P-ω characteristic graph. 2) The error between the measured speed and 
the reference one is defined as Δω. 3) The error is then sent to PI controller, resulting in the torque speed reference 
value Tref. This value incorporates the imbalance among the turbine torque and the generator torque, that will result to 
an accelerating or decelerating torque until the desirable speed is achieved. 4) The torque speed reference and an 
additional torque inertia term will define the torque reference.  
 
  
Fig.  2-5: Speed Controller Design [60]. 
 
Figures (Fig. 2-6 & Fig. 2-7) beneath represent the inertia and droop controller schemes respectively [57, 60, 61]. 
The inertia controller–not embedded in the DFIG-is to minimize the mechanical drive train loads, and the rate of power 
injection by adding a filter that leads to the reduction of electromagnetic torque and the reduction in the peak torque. 
On the other hand, the droop controller relates the torque to the deviation from the nominal system frequency as 
follows: 
                                                                        )( measuredop ωωKT -×=                                                               (2-3) 
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Fig.  2-6: Inertia Controller Design [57, 60, 61]. 
 
 
 
Fig.  2-7: Speed Controller Design [57, 60, 61]. 
 
 
2.4.3.3. Frequency Control and Active Power 
Frequency and active power control implementation are analytically mentioned in [52] which are subsequently 
described in this report. Control of the system frequency is a crucial issue in the operation of a power system. In order 
to achieve a near constant frequency, it is necessary to keep the balance among the generation and the load in the 
system. For instance when the system suffers from a generation loss and cannot supply sufficiently the load, the 
frequency will decline. Frequency response after a system imbalance occupies roughly three time frames and is so 
called as the primary frequency. A) Proximity effect t=0+, B) Inertial response (0+<t<tg sec) and C) Governor response 
(tg<t<tf min). The above responses are essential for eliminating any power imbalance sensed by the system. The 
proximity effect is rather realized by the machines closer to the load changes and refers to their compensation level 
according the imbalance. It is independent the machine size and rating. The inertial response refers to the middle time 
frame after the imbalance and before the governor reaction. In general, after an imbalance, the system will suffer from 
an overall deceleration, with individual generators react according to their inertial response. The rule is that the larger 
the inertia, the faster the response will be. It lasts for a slight transient period, usually on the order of a few seconds. 
In case that the machine does not provide with any turbine governor action, the inertial response will determine the 
final steady-state frequency following the load imbalance [62, 63].  
Turbine governor is generally applied through the use of a droop controller. The droop control replies to a 5% 
decrease in the turbine speed, due to an increase in the load. Thus, any change per unit in the mechanical power is a 
relationship to the change in frequency (speed). Here, the share of each machine is based on its rating, so the bigger 
the machine the higher the contribution to the disturbance will be. 
The different kind of designs in machines, like the FSGs and the DFIGs that are commonly utilized in wind turbine 
technologies define the system frequency response. In more details, the FSGs have inertial response inherent in 
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contrast to the DFIGs. Subsequently, in the primary frequency control scheme, the FSG will react as a synchronous 
generator during the inertial response. 
2.4.4. Photovoltaic power plants (PV) 
PV cells are arranged in series or parallel connection in order to form arrays or panels, with the suitable surface 
area of high voltage and power rating output. Sun light in the form of photons make electrons on the PV cell surface 
move towards a specific direction and behave like DC current carriers crossing the p-n layer junctions. The DC nature 
of photovoltaic systems imposes the requirement of converter circuits which transform the DC power to AC at the 
granted grid frequency. Factors like solar irradiance/intensity, surface area, light angle incident and converter rating 
affect at a large extent the performance of a PV farm. It is a common attribute installing fast tracking systems to shift 
the operating point of the arrays, thus more sunlight is captured and subsequently the power output is maximized [37]. 
We can meet four main types of PV cells in the market. These are mono-crystalline and multi-crystalline silicon, 
thin-film silicon and hybrid configurations [37]. 
 
2.4.5. Fuel cells 
Fuel cell is a generation unit that converts chemical energy into electricity. The electrochemical process requires the 
presence of a fuel, usually hydrogen and an oxidant (air) are injected into the two electrodes, the anode and the 
cathode respectively. Reactions take place and DC power is produced. A single fuel cell does not produce more than 
1 V as an output voltage, thus more than one cell are stacked on top of each other in series connection to form an 
array [37]. Fuel cells generally perform well in gas and hydrogen infrastructures. We can discriminate four 
characteristic kinds of fuel cells dependent on the different electrolytes and operating temperatures. These are the 
proton exchange membrane (PEMFC), phosphoric acid (PAFC), molten carbonate (MCFC) and solid oxide (SOFC) 
fuel cells [37]. 
 
2.4.6. Small hydroelectric plants 
Hydro plants exploit the kinetic energy of a mass of water to produce electricity. The effective water head column 
and water flow rate define much of the power output. The equation beneath justifies that [37].  
 
                                                                       gnHQP ××××= r                                                                        (2-4) 
 
Where P is the power output in W, Q is the water flow rate (m3/s), H the effective head (m), n the overall efficiency, 
p the water density (1000 kg/m3) and g the acceleration gravity. Cross-flow impulse turbines are used for small hydro 
plants rated below 10 MW where the kinetic energy coming from the water movement hits the turbine blades as a 
water sheet and drive the generator [64]. Induction or synchronous generators technologies may be occupied in these 
DG arrangements with variable ratio gearboxes [37]. 
 
2.4.7. Geothermal power plants 
Geothermal power farms convert the heat coming from hot rocks (potential geothermal reservoirs) into electricity. 
Water is warmed and the produced steam circulates inside the rock reservoir up to the surface and back again to be 
reheated while it drives the generator turbine to produce electrical power. This natural steam circulation retains the 
reservoir potential [50]. 
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2.5. Identifying the benefits of DG penetration 
 
Distributed generation has gained a significant interest the last decade. The factors that have contributed to this are 
numbered as the following: new acquirements regarding the DERs technologies, limitations on the transmission lines, 
increased demand, the electricity market liberalization and major concerns about the climate change. A brief 
description of DG integration benefits is given below [65]. 
a. The continuous growth in load demand has led to the depletion of fossil fuel reserves. Therefore, 
governments have switched their interest to more efficient and cost effective energy solutions, such as renewable 
energy sources [1]. 
b. Global warming and environmental policies are the driving force to look for cleaner energy solutions. 
According to the Kyoto protocol (1997) and its second commitment phase defined by the Durban convention (2011), 
EU, UK and many other countries have adopted new strategies in order to reduce greenhouse emissions. It is 
expected that embedded generation will support this scheme by producing cleaner and more efficient energy. 
c. One of the most vital examples is the CHP (combined heat and power) plants which utilize the waste heat 
for industrial, commercial or domestic applications. Additionally, they are located close to the heat loads to minimize 
the transport losses and thus the capital investment. It has been reported that CHP generation may result to a 10 up 
to 30% energy conservation relying on the size and efficiency of the cogeneration units [6]. 
d. It can offer flexibility in reliability necessities. A variety of industries, such as chemical, petroleum, metal etc. 
may criticize the grid supplied electricity too low and may want to invest in distributed generation to enhance this level 
of reliability. For instance, fuel cells and backup systems could possibly supply with protection against power 
interruptions [40], [38]. 
 
2.6. Technical Considerations 
 
The question of power quality and DG is not outspoken. It is a matter of fact that this is one of the major challenges 
of penetrating high RES amounts. For instance, the DG units may influence the system frequency, while regularly are 
not equipped with a load-frequency control, they will cumber on the efforts of the transmission grid operator or the 
regulatory body to sustain system frequency [7]. Consequently, the quality of supply may worsen, unless the 
appropriate control measures are taken. In addition, embedded generation can prove to have a healing effect on the 
voltage profile, especially on rather low voltage levels [66]. On the other hand, sudden and extreme increases of 
voltage figures in radial networks constitute a major connection issue of the distributed generation. Besides, voltage 
fluctuations result from bi-directional power flows and complex reactive power management. Variations in voltage 
level can generally be divided into slow and rapid changes-flicker [7], [66], [67]. The former results from power 
deviations e.g. in case of wind turbines because of variations in wind speed, and the latter occurs due to start/stop 
activity of a device. 
Moreover, distributed generators have regularly difficulties in predicting their power output, especially when we are 
talking about energy production or renewable energy sources. In case they are unable to meet the power portfolio 
balance-power injections to be roughly equal to withdrawals, they are penalized [40]. 
One more difficulty could be detected on the fact that bi-directional flows require for diverge protection schemes at 
both voltage levels, as increased share of distributed generation may introduce power flows from the low voltage into 
the medium-voltage grid.  
What is worth mentioning is that the majority of embedded plants occupy rotating machines, with induction and 
synchronous generators increasing the fault level of the distribution system. One way to limit this effect could be the 
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appearance of impedance as induced by a transformer or a reactor but at the expense of higher losses and bigger 
voltage variations at the generator side [68]. 
Distribution Network Operators (DNOs) undertake the operation and maintenance of distribution networks. Each 
region may belong to more than one DNOs, but only one operator is actually responsible for ensuring reliability and 
security of supply to its customers [69, 70]. The DG units’ penetration into distribution networks is arranged by the 
DNOs. In overall, their responsibilities are; network protection from fault incidents, voltage stability within statutory 
limits, avoid thermal and fault overload ratings of protection systems and cables, ensure system reliability and power 
quality maintenance [71].  
 
2.6.1. An Overview of the Restraints for DG Connection  
Distributed units are inhabited into the grid via two different connection points the physical connection point (CP) 
and the point of common coupling (PCC) as it can be also seen in Fig. 2-8. The latter one is considered as the 
network junction point or the substation bus bars [66]. However, the CP is the actual connection point that 
interconnects the substation terminals via a direct line branch. Independently the equipment is going to be used for 
the installation procedure in a service, the coupling substation consists of protection devices as represented in Fig. 2-
8 [66]. 
With the integration of dispersed generation in the grid is necessary to estimate the expected disturbances 
beginning with those in the PCC due to a particular DG installation. Dedicated interconnection lines are part of the 
grid, thus disturbance limits can be also applied in the CP point with more lenient attribute than for the PCC [72],[73]. 
Specifically, these limits are defined in order to ensure that the resulted faults will not affect other users of the network.  
The majority of reports comply with the IEC 61000 standards that planning levels are utilized as disturbance limits 
[18]. 
Harmonic distortion is a product of power electronics use in variable speed wind turbines, photovoltaic panels, 
micro turbines etc. A group of different IEC standards is applied to identify the acceptable disturbance limits with IEC 
61000-2-2 and IEC 61000-3-6 being the most prevalent [25], [73]. 
Apart from the power quality issues, additional considerations involve steady-state thermal obligations, network 
congestion and short circuit capacity. Over currents and overloads may incur with the penetration of high amount of 
DG not only at the connection point but also and in the area around it [74]. Moreover, the outputs of grid components 
need to be capable to deal with the power of the dispersed unit. 
Attention should also be paid to avoid exceeding the fault level of the network, because embedded generation 
induce and arise the fault currents and power in the grid [72]. 
Distribution generation units need to comply with ancillary service issues that involve reactive power compensation 
and voltage control. Voltage and reactive power are linked to a chicken-and-egg situation: Reactive power intake 
induces voltage dips in the system with generating plants or capacitor banks participating in this compensation.  
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Fig.  2-8: Connection point (CP) and point of common coupling (PCC) [66]. 
 
2.6.2. Reactive Power Control & Voltage Regulation 
Reactive power control and subsequently voltage control are necessary for regulating the voltage levels across the 
distribution feeders. In more details, the nodal voltages that represent the connection points of distributed generation 
must be regulated in order to be maintained within the limits imposed by the statute which define the allowable 
variations for steady-state voltages in electrical systems. 
It is worthy mentioning that public power utilities compensate for the needed reactive power and control voltage at 
the cost of generating capacity. When stand-alone systems or Microgrids are connected to the distribution network, 
and given that they can provide this service, the utility generators would produce power at their maximum capacities, 
enhancing the total generation and in the meanwhile achieving a lower generation cost. 
The single-line feeder in Fig. 2-9 beneath depicts the HV, MV and LV electrical power circuits. The voltage tends to 
drop along the feeder at the load connection point and especially at a far distance from the HV/MV substation where 
the voltage is boosted. Consequently, nodal voltages need to be regulated so as to remain within specified limits. 
 
 
Fig.  2-9: A simplified representation of electrical power circuits [41, 69]. 
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Grid perturbations like voltage sags and swells may be the product of uncompensated reactive power throughout 
the system resulting in possible damage to equipment due to high currents and overheating. Traditionally, capacitor 
banks and voltage regulators are used to control the voltage levels across the network feeders. The reactive power 
supplied by a capacitor bank drops as square of voltage [37]. Apart from the fixed capacitors banks, they do exist 
various VAR compensator technologies employed for reactive power compensation, such as synchronous 
condensers, static VAR compensators (SVC), static synchronous compensators (STATCOMs) etc.  
Generally, voltage regulation in distribution networks can be categorised into two alternative ways to achieve it; the 
direct and indirect voltage regulation. Direct voltage regulation is achieved by using on-load tap changer (OLTC) at the 
substation or distribution transformer and is commonly used in HV/MV power system, notably 132/33 kV and 33/11 
transformer substations [75]. Usually, an OLTC transformer contains a group of taps and it accomplishes regulation 
on its secondary bus bar voltage that varies due to load connection by adjusting the tap position based on the 
difference among the values of the reference and the measured voltages [41].  
Indirect voltage regulation is performed via reactive power compensation at critical points along the line feeders that 
suffer from severe voltage variations. Shunt capacitors or FACT devices using relays are favoured in these cases to 
detect voltage variations caused by step load changes etc [76]. 
 
2.6.3. Voltage Rise 
Variations in voltage and especially voltage rise at the addition node are the greatest impact that DG penetration 
may induce. In the previous subsection, it was discussed that voltage levels need to retain within acceptable levels 
beyond the transformers´ substations according to the statute. The uncontrollable addition of generation units may 
cause voltage fluctuations, especially when talking about variable generation like wind energy in autonomous 
networks.  
Voltage variation between two nodes 1 and 2 (Fig. 2-10) can be approximately given by equation (2-5), where R, X 
are the resistive and reactive parts of the feeder, respectively and P and Q are the net active and reactive power flows 
between the two buses across the line [34]. QC depicts the reactive power compensation by a shunt device, i.e. shunt 
capacitor. Subscripts L and DG represent the load and the distributed generation units connected to the second bus 
feeder. 
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Fig.  2-10: A two nodal system [34]. 
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2.6.4. DG Units in Islands: Physical Impacts and Limits 
Interconnected DGs can be efficiently operated as Microgrids both in grid-connected and islanded mode and may 
be incorporated in an Island power system. The most auspicious facet of Microgrids is their ability to provide ancillary 
services to reinforce the reliability of ´´weak grids´´ and generally of the distribution networks. Microgrids´ contribution 
in reactive and thus voltage control depends on their size and allocation since it can provide locally smooth voltage 
regulation following the controller settings and specifications.   
Similarly to the integration of distributed generation in MV/LV distribution networks, the penetration of these units 
into Islands or autonomous electrical grids influences these power systems in multiple ways since they increase the 
complexity of the existent networks. The bibliography reports an extensive work [77-81] done on investigating the 
aforementioned impacts and give possible solutions for DGs penetration into distribution and autonomous grids.  
Beneath are outlined the factors that are mostly impacted by the amount of DG that is added. 
· Short circuit level and ratio 
· Power ratings 
· Voltage rise 
· Losses 
· Power quality 
· Reliability 
· Protection 
 
Broadly speaking, the penetration of DG fires up the short circuit level and this increase is favorable since it will 
make stronger and more robust the system. Nevertheless, it is important to ensure that this increase does not exceed 
the ratings of the breakers and the protection devices because this would be dangerous for the system.  
Most evident are the changes of active and possibly reactive power flow which affect the total power flows 
throughout the network branches. These changes in braches´ power flows influence the network voltage and current 
limits, network losses and finally the power quality and reliability of the power system. Consequently, as soon as the 
number of DG units and their size increase, the power injected and dispersed by the formers throughout the power 
system is no longer negligible. 
A voltage rise takes place when the generation exceeds the load demand along branches with high impedance. 
This problem is more often in rural areas where the demand is rather low. Moreover, the resistive part of distribution 
lines is higher than the inductive because at the connection points away from the substation area, lines and cables 
tend to have smaller cross-sectional area. Thus, the ratio of X/R is smaller in distribution networks, i.e. X/R ≤5, 
whereas it varies between 10 and 20 in transmission networks and worsens the rise problem. Concluding, recalling 
the formula (2-5), the active power flow has greater impact on voltage level than the reactive one and the voltage rises 
with more injection of active power generation. 
The protection coordination of the distribution system devices is most affected since the transition to active 
distribution networks modifies the fault currents flows from unidirectional to bidirectional. Additional effects are the 
false tripping of feeders, change of fault level ratios, unwanted islanding etc [80-82]. For instance, Microgrids, unlike 
conventional protection schemes that are designed for high fault levels and unidirectional power flows, are 
characterized by lower fault levels due to the limited microsources´ capacity and their power interfaces, in addition to 
the bidirectional power transfer from the sources to the load banks. 
Considering the above and the fact that DG penetration needs to cope with the requirements imposed by the 
Distribution Code [70], concrete technical recommendations are applied to MV/LV networks such as G83/1, G59/1, 
IEEE 1547, and CEI 11-20 specifying the anti-islanding protection feature. In that case, DG units need to be 
disconnected from these networks, when the circuit breaker supplying the feeder connected to the DG is tripped [83, 
84].  
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According to voltage and power potential of the distributed generation to be embedded, different technical 
requirements are applied; For instance, G83/1 refers to generators connected to low voltages and with up to 16 
A/phase. G59/1 refers to generators of no more than 5 MW capacities that are embedded to lower than 20 kV 
systems and G75/1 concerns power units of no more than 5 MW generation capacity  connected to higher than 20 kV 
networks [85-87]. 
 
2.6.5. Penetration of Microgrids 
A numerous of technical considerations need to be encountered with the penetration of Microgrids. These are 
related to the difficulties experienced in controlling various plug-and-play microsources and energy storage systems. 
Concrete communication protocols need to be employed within this area. For instance, the IEC 61850 communication 
standard [1] is started to be deployed in the new-comer concept of a Microgrid which regards mainly the information 
exchange among Intelligent Electronic Devices. However, the implementation of this protocol requires the existence of 
appropriate communication infrastructure that the current rural Microgrid installations suffer from. Apart from the 
communication protocols, standards addressing operation and protection issues are not still widely available, since 
Microgrid is a rather new area [1], [88]. 
Furthermore, one of the biggest challenges is synchronizing multiple parallel generators since it is more complex 
when a power system is relied on a group of components instead of a large generator. In addition to this, without the 
inertia of the main grid, the system may suffer from frequency and voltage stability problems. The same dilemma 
appears with the integration and parallelization of the microsources’ inverters. 
 
2.7. The Challenge of Rewiring Distribution Networks 
 
Active distribution networks involve bidirectional electricity transportation compared to passive power networks 
since DG units are penetrated into them. These types of networks need to associate flexible and intelligent control 
technologies leading to a Smartgrid networks. The key aspects of this research are in the areas beneath: i) extensive 
area of active control, ii) adaptive protection, iii) management devices, iv) simulation on a time basis, v) upgraded 
sensors and measurements, vi) innovative conception of transmission and distribution systems. 
For instance, the UK industry regulator that is the Office of Gas and Electricity Markets (Ofgem) names the need to 
upgrade the infrastructure of the existing passive networks to those ones which will encompass distributed generation, 
the active ones. The so-called ‘’Rewiring Britain’’. 
More specifically, three different studies examined the load control across the UK [89]. Firstly, a load manipulation 
technique was implemented in the North East of England to limit the voltage augment in order to accommodate higher 
capacity of wind energy. The results showed that with load control more than 600 MW of wind power could be 
installed. Secondly, Distributed Intelligent Controllers (DILCs) were utilized to control the system frequency in the 
Scottish island, Rum and the modeling showed that there was a need for advanced development of DILCs, because 
high voltage fluctuations were marked. The ultimate stage of the case study involved a combination of load control 
and synchronous compensator tested on an islanded operation of a wind farm. The simulations presented that the 
frequency and voltage can be controlled within satisfactory limits, although the wind turbine start up may be hard. 
 
2.8. Summary 
 
This chapter discussed the background of distributed generation integration. Distributed and renewable energy 
sources ranging from small-scale to large-power generating units have gained high interest and attention worldwide, 
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whereas the enhancements and advances on their technology types have fostered the use of this kind of clean and 
very promising sources to generate electricity. Undoubtedly, distribution penetration into MV/LV and especially into 
Island or ´´weak´´ power grids may have a healing effect on the system´s voltage profile, especially in remote areas. 
The Microgrid concept is another solution for integrating small-scale generation (with their intelligent controllers) and 
storage devices into LV, as well as MV networks since is an autonomous group of controlled microsources. This 
configuration can operate as an independent islanded power system or in synchronism with the utility grid, optimally 
placed to serve the benefit of the customers and thus, enhancing the system´s stability and reliability. 
However, the impacts and the technical considerations of the DG penetration into MV/LV distribution networks are 
apparent and cannot be negligible, as soon as the number of DG units and their size increase, the power injected and 
dispersed by the formers throughout the power system is no longer negligible.The major affect is on the planning and 
operation of distribution systems since their unidirectional characteristic places limitations and specific requirements 
on the amount of embedded generation integration into these systems. Most evident are the changes of active and 
possibly reactive power flow which influence the total power flows throughout the network branches. These changes 
in braches´ power flows affect the network voltage and current limits, network losses and finally the power quality due 
to system incompatibility with different electronic equipment. Hence, the commissioning of future DG installations 
should follow the Distribution Code guidelines related to specific connection requirements that generators of different 
voltage and capacity should adhere to. 
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3.1. Introduction 
As aforementioned in Chapter 1, Section 1.4.2, comprehensive analysis of DER integration requires tools that 
provide computational power and flexibility. In this context, this thesis is focused on two research areas; a) grid 
penetration studies in order to define the steady-state and dynamic limit for distributed generation integration into a 
real Island power network. This work is accomplished with PSS/E simulation tool and b) real time distribution grid 
simulations with RTDS/RSCAD tool developed in PHIL environment for LV power networks which allow us testing and 
validating the control performance and interaction of the system´s equipment. This kind of testing gives the 
opportunity to analyze the behaviour of the hardware device in real time since the current and voltage measurement 
signals of the generation unit are fed back. 
This chapter discusses the principal hints of the research methodology followed throughout this thesis and gives a 
brief description of the two utilised software programs, namely PSS/E and RTDS/RSCAD. 
 
3.2. PSS/E Software Tool 
 
3.2.1. Background 
In order to analyse a power grid from an electrical point of view, examine its stability and define the potential 
integration of distributed generation into the grid, static and dynamic simulations need to be carried out. Stability 
considerations can be divided into two case studies: the steady-state and dynamic stability analyses.  
Steady-state analysis and especially load flow analysis involves the calculation of power flows on the network lines, 
transformers and the voltage profiles of system bus bars. This study is very important for the planning and design of 
the connection of distributed generation to the transmission and distribution grid [90]. Contingency or N-1 analysis is 
also essential in order to ensure the security and reliability of power supply [91], [92]. Short circuit calculations 
introduce the proper selection of high voltage equipment and protection relays.  Both contingency and short circuit 
studies belong to the steady-state or static analyses. 
On the other hand, dynamic analysis studies the transient stability of the system in time domain. A transient event 
occurs undesirably and instantly in a power system and can either be an oscillatory or impulsive disturbance [91]. For 
instance, branches and bus faults, line, loads and generators tripping may induce frequency, rotor angle as well as 
voltage oscillations and can lead to the failure of the distribution system where the embedded generation is planned to 
be connected to or even can cause damage to the power electronics equipment. Therefore, a transient stability study 
is necessary to investigate the power system response to disturbances and check over its fault ride through capability 
to see if the network elements have adequate stability margin [92-94]. 
The collection of the necessary data related to the grid model to be analysed comprised the most important and 
questioned target of this project. The info that will be introduced into the Power System simulator for Engineering, 
PSS/E in order to apply a static and dynamic analysis of the Island power grid, includes: the nodes of the power 
system, generators, power plants, transformer and non-transformer branches, loads, fixed and switched shunts, and 
general representation of the transmission and distribution schemes. Rated power, nominal power, power factors, 
impedance and admittance figures, iron and copper losses in the transformers, and sequence components consist 
some of the values to be further asked.  
 
3.2.2. The Program 
The Siemens PTI PSS/E simulator is a software tool that allows power flow, short circuit and dynamic modeling in 
an integrated environment, while permits the development of user defined models based on Python language [95]. 
The program is more than 30 years in commercial use and the enhancements being done all this time of utilization 
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made it a powerful tool to optimize the network system. Additionally, PSS/E employs a vast number of algorithms to 
solve problems of large and small scale [95]. It is a generally acceptable instrument in the area of integration into the 
power networks. Public electrical utilities such as the PPC (Greece) and Scottish Power (UK) have developed relevant 
reports about distributed generation on European islands and ´´weak´´ grids. For instance, the Greek islands [9] of 
Kythnos, Crete, and Chios and in Scottish area Rum, Shetland and Isles of Scilly are simulated in this kind of studies.  
Some of the program capabilities are represented beneath; 
Ø Steady-state analysis: Facilitate a variety of analyses including power flow, balanced and unbalanced 
faults, probabilistic and deterministic contingency analysis (N-1, N-2, N-3), PV/QV study and graphical 
construction. 
Ø Time Domain analysis: The program occupies a vast library of machines’ models, exciters, governors, 
stabilizers, load, FACTS equipment, and models of wind turbines. Moreover, it offers the possibility to 
produce user-defined models with FORTRAN code and with Graphical Model Builder (GMB); the user may 
create graphical test control diagrams. 
PSS/E applies short circuit faults including three-phase faults, single-line-to-ground faults, double-line-to-ground 
faults, line-to-line faults and also simulates faults based on ANSI standards calculations. Furthermore, performs IEC 
60909 [73] standards on the fault computations, requesting only for the zero and negative sequence components if 
unsymmetrical faults are to be calculated. An advantage of the program is that it can perform one or all sorts of faults 
on one bus and even on all the system, reducing the computation time.  
The following figure (Fig. 3-1) illustrates the program´s elementary interface views. 
 
 
Fig.  3-1: PSS/E Elementary Interface Views. 
 
3.2.3. Steady-State Modeling 
3.2.3.1. The Power flow problem: Buses categorization 
Power flow calculates the voltage magnitudes and phases angles at each bus throughout the electrical system. 
Generally, the input data for power flow computations are the voltage magnitudes V, the load angle δ, the net real 
power P and the reactive power Q. Depending on the buses’ classification, two of these parameters are always input 
data and the remaining two are calculated by the power flow program. Buses or nodes are categorised as follows [27, 
96]: 
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a) Swing or slack bus; this is an artificial reference node that ‘’acts’’ as a starting point in the load flow equations 
because is the only bus where the voltage and phase angle are specified. Voltage and phase angle retain the 
value of 1 pu and 0 pu respectively. According to these values, all the other voltages are computed, in addition 
to line currents and losses. For instance, when we change (increase/decrease) the output of a generator in 
order to keep the power balance, the slack generator is the one to react immediately (auto-regulation) to these 
changes. Its variation in active and reactive outputs depends on the other nodes’ changes as given by (3-1). 
Equation (3-1) describes the power balance within a system, where the generation equals the load demand 
plus the losses occurred this is a chicken-and-egg relationship. 
 
                                                                   LossesDemandGeneration +=                                                   (3-1) 
 
b) Load bus; normally, this is the most common bus within the power system where P and Q are input data and V, 
δ are computed. 
c) Voltage controlled bus; this is also known as generator bus where, usually, a generator is connected to. In this 
case, P and V are the input data and Q and δ are calculated. As input data can also be considered the 
maximum and minimum limits of reactive power that the generator can reach. A bus should be designed as 
voltage controlled bus if a tap-changing transformer is connected to it. 
 
Power flow programs (i.e. PSS/E, Power World Simulator etc) calculate the bus voltages based on bus admittance 
matrix given by (3-2) together with the voltage and current vectors. Y is the bus admittance matrix, V is the column 
vector of the bus voltages and I the vector of current sources. The current and bus admittance vectors are the input 
data. 
                                                                                VYI =                                                                                   (3-2) 
 
The bus admittance matrix consists of the diagonal sum of admittances (Yii) connected to the studied bus and all 
off-diagonal elements (Yij) are the negative sum of the admittances between the specific bus and the remaining buses 
of the electrical system [27]. 
Hence, the power injections at any node i can be extracted from (3-3) as: 
 
                                                             *iiii IVjQiPS =+=                                                                              (3-3) 
Diving the real and imaginary parts yield equations (3-4) and (3-5): 
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3.2.3.2. Newton-Raphson method 
The PSS/E simulation tool employs different power flow solution methods, however this research work is based on 
fixed slope decoupled Newton-Raphson solution.  
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As a by-product of the power flow calculations given the voltage magnitudes and phase angles, power flows and 
losses can be also computed. The power or in other words load flow problem is nothing more than a set of non-linear 
algebraic equations that can be generally represented in matrix format as follows [97, 98]: 
                                                                                                                                                      
                                                                     (3-6) 
        
 
 
 
 
Where x, and y are N vectors and f(x) is an N vector consisting of functions. For instance, x can be the vector of the 
unknown state variables like voltage magnitudes and angles, whereas y can be the vector of the inputs, i.e. real and 
reactive power generations/demands as given by (3-7) and (3-8) respectively.  
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Consequently, for a system with N nodes, the vector of non-linear functions linking power injections2 with voltage is 
given by (3-9).  
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Recalling equation (3-6), 
                                                                          )(0 xfy -=                                                                              (3-10) 
 
Adding Dx to both sides of (3-10) where D is a square N x N invertible matrix yields: 
                                             
                                                                   )(xfyxx -+=DD                                                                         (3-11) 
Multiplying by D-1, 
 
                                                                 [ ])(xfyxx -+= -1D                                                                        (3-12) 
 
The iterative method indicates that the old values x(i) on the right side are utilized to calculate the new values x(i+1) 
on the left side of (3-12) and can be the solution to the non-linear equations [97]. In other words, 
    
                                                               [ ]{ })(1 ixfyx(i))x(i -+=+ -1D                                                        (3-13) 
 
The Newton-Raphson method is used to specify the matrix D and on based on the Taylor´s formula; Expanding f(x) 
around a given point x0 and neglecting higher order terms. 
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And 
                                                                        ...
)(´ 0
0
0
xf
)f(xyxx -+=                                                                  (3-15) 
 
With the Newton-Raphson scheme, x(i) replaces x0 and x is in turn replaced by the new value x(i+1). Thus, D in (3-
13) is replaced by the J(i) which is an N x N matrix whose elements are partial derivatives, and is called Jacobian 
matrix. 
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Returning to the load flow problem, there are defined Jacobian sub-matrices of partial derivatives such as: 
 
                                                    úû
ù
êë
é
¶
¶= d
PH , úû
ù
êë
é
¶
¶=
V
PM , úû
ù
êë
é
¶
¶= d
QN , úû
ù
êë
é
¶
¶=
V
QK                                      (3-17) 
 
With elements, 
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Concluding, with the Newton-Raphson iterations yield the voltage magnitudes and phase angles as given by 3-19. 
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3.2.3.3. Lines Representation 
The length of the transmission lines defines their modeling and characteristics. A short transmission line, i.e. when 
its length is less than 100 km is shown in Fig. 3-2 containing a series resistance and inductance. Subscripts S and R 
stand for the sending and receiving ends of the voltage and current whereas l is the line length [28].  
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Fig.  3-2: Equivalent circuit of a short length line. 
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The admittance, Y, for short transmission lines cannot be neglected for a medium length line and is represented by 
the equivalent Π-circuit where the admittance is connected in parallel with half at each end of the circuit as shown in 
Fig. 3-3. Normally, medium length lines range from 100 to 300 km [28].  
    
                                                                     lLjRZ )( w+=  
                                                                                                            
 
                                                                                                             
Fig.  3-3: Equivalent circuit of a medium length line. 
 
The admittance depends on the conductance and the capacitance as follows: 
        
                                                                                           CjGY w+=                                                            (3-20) 
 
The relationship between the receiving and the sending ends of the voltage and currents are illustrated in equation 
(3-21) where the parameters A, B, C and D depend on the line characteristics, R, L, C [28]. 
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Rewriting the above equation in matrix form yields (3-22) as follows: 
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For short line equivalent circuits the A, B, C, D matrix is given by (3-23) as: 
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Whereas for the medium length lines the A, B, C, D matrix is defined as: 
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3.2.3.4. Contingency Analysis 
Contingency analyses are accomplished to ensure that the system´s stability and security is maintained for instance 
with the outage of a single element in the system. For steady-state regime, security means operation without 
overloads and that the voltage levels remain within specified grid code levels. There are several types of contingency 
analyses, from the most basic only considering the outage of a single transmission/distribution line  (N-1 criterion) to 
more complex analyses considering multiple line outages or/and loss or change of generators/loads in the system  
[99, 100]. Throughout this thesis, only single line outages and loss of generators will be discussed and the respective 
results will provided in the following chapter (Chapter 4). 
 
 
 
 
 
 
 
 
 
 
 
    
Fig.  3-4: Schematic of a contingency plan [99]. 
 
3.2.4. Power System Reliability & Load Flow Requirements 
An outstanding power system operation under normal three-phase steady-state regime stands in need for the 
following [97]: 
a) Generation feeds the load demand plus loses (recalling equation 3-1). 
b) Nodal voltages remain within acceptable limits. 
c) Generators outputs do not exceed specified real and reactive power limits. 
d) Transformers and non-transformers branches are not overloaded. 
The load flow or power computations allow for investigating on these requirements. Thus, the steady-state and 
dynamic response of the examined Island power system is evaluated under different potential scenarios by its secure 
operation under both N and N-1 criteria. This means that all the line flows must be below their limits not only for a 
given normal operating state, but also when any of the lines is disconnected. 
One of the biggest challenges in the current work was to maintain the dynamic security not only at normal operating 
state, but also following ´´credible´´ contingencies, such as short circuits, tripping a transmission line, and loss of a 
large unit that will be presented in Chapter 4. 
Moreover, throughout this research work we reviewed the prerequisites for safe operation that REE (The Spanish 
Electrical System Operator) has imposed for the voltage levels and the transformer and non-transformer branches´ 
current loadings of distribution networks. For normal operation the above should follow the criteria indicated by the 
dots beneath [5], [101]: 
· The distribution voltages at the substations could vary %7± of the nominal voltage (P.O.D.9). 
· The variations in frequency may range around the values of 49.85 and 50.15 Hz at the connection point. 
No 
Yes 
Yes 
No 
N-0 Base Case 
Violations 
N-1 Contingency 
Violations 
Final Report 
Report/Fix 
Report/Fix 
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· Under normal operation, are not permitted overloads in the lines and transformers. 
· In order to remain the voltage values within the acceptable limits and do not vary, the generators should operate 
with a power factor between 0.85 inductive to 0.95 capacitive. 
· Conventional generators have the obligation to reserve the 1.5% of their nominal potential according to the 
P.O.1.5. 
Under contingencies analysis (N-1), the criteria are the following [5], [101] : 
· It is only acceptable a 10% overload at the nominal value of transformers during the winter period time. 
In overall, throughout this thesis (Chapter 4), the voltage profile of the distribution network is loosely accepted to 
reside within the acceptable limits of ±5% of its nominal voltage values (0.95-1.05 pu) and a ±10% under (N-1) 
operation criterion, which is the typical steady-state voltage limit in MV networks according to [102], during 95% of the 
time. Furthermore, transformer and non-transformer branches current loadings are checked against their power 
ratings for overloads. A percent of 80% is set as the maximum default value in the run time options. 
 
3.2.5. Systematic steps for DG penetration 
Short circuit calculations define the potential distributed capacity that can be introduced into the grid. Principally, 
the main objective of such analysis is to check the short circuit power at every substation in order to evaluate the 
available space in terms of capacity to penetrate dispersed generation units.  
These DG units are normally penetrated into the buses with the highest short circuit capacity to induce the minor 
impacts on the system´s stability. In this thesis, two rules of thumb were examined as where to add the distributed 
generation. 
The former was to introduce these units at the lower voltage buses and the latter to try to add them (i.e. wind 
energy) to buses with denominator the higher short circuit capacity and the high load demanding and at the 
meanwhile obtaining the minimum possible power losses. One more criterion to be considered is that the wind 
potential to be penetrated cannot surpass the 5% of the short circuit capacity at the connection point node (Spanish 
low voltage electrical regulations, [101]). 
In the current study, three-phase symmetrical faults are calculated for the transmission and distribution substations´ 
nodes of the system rated at voltages of 60, 30 and 10 kV for all the Scenario cases. Short circuit power calculation is 
based on (3-25).  
 
                                                                            LLcccc VIS ××= 3                                                                               (3-25) 
 
Where Scc is the three-phase short-circuit power, Icc is the short-circuit phase current in amps, and VLL is the line to 
line voltage in volts. All the related results are presented in Chapter 4. 
 
3.2.6. Grid Integration Studies in Record 
Grid integration studies involving the sizing and sitting of distributed generation into power systems require the 
analysis of the network in terms of power quality, reliability, grid capacity and limits characterization. This type of 
analysis may be accomplished via Steady-state and Dynamic Simulations. Different computer packages deal with the 
modeling of the power systems´ behaviour, such as PSS/E, EMTDC/PSCAD, SIMPOW, DigSilent, etc.   
There is a record of several studies [50, 91-94, 103-110] that investigate the penetration and its consequent 
impacts of DG into the network grids but the majority of them deal with the modeling of wind turbines that employ 
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Doubly Fed Induction Generator technology (DFIG). Below is given a short review of four literature studies that utilize 
PSS/E as software simulation tool.  
In [91] are described methods for evaluating the penetration levels of wind generation in autonomous power 
systems. Three different wind turbine technologies are occupied namely; fixed speed wind turbines equipped with 
induction generators, variable speed wind turbines with doubly fed induction generators (DFIG) and variable speed 
turbines with a synchronous generator and a full converter (DDSG). The conclusions concerned that wind power 
introduction at 30% does not apply to all power systems, whereas the penetration level does not depend only on 
internal parameters of wind turbines, but also on grid parameters. PSS/E and Matlab models were employed for 
modeling thermal plants, AVR and wind farms. 
In [93] is examined the performance of the DFIG wind turbine model. The dynamic behaviour of the wind turbine is 
checked against a step increase in wind speed and a voltage dip induced by an electrical fault both simulated in the 
PSS/E software tool. The results were compared to models as developed by others. In all the results was depicted 
that the DFIG interacts well with the wind park and the power grid. 
Paper [103] illustrates the most important characteristics of an aggregated wind farm model rated at 80 MW that 
occupies DFIG turbine units.  Load flow and dynamic modeling in PSS/E of the wind park and the transmission grid 
considered as an infinite bus are employed. Through these analyses are defined the basic requirements for the wind 
farm connection to the transmission grid. Moreover, the wind turbine generators ´response is checked against a 
three-phase fault on the interconnection point. 
In [105] was performed a Static Analysis of the Iraqi grid in PSS/E program in order to define upon the buses the 
distributed units to be added to. Diesel generators of small capacity are introduced extensively into some substations 
nodes of 11 and 33 kV voltages. The impact of this adds is examined over the power system losses and the short 
circuit levels at the addition and the nearby buses. A novel finding was extracted as to allocate the distributed 
generation units to the bus with the highest Thevenin impedance. 
In [110, 111] Static and Dynamic Analyses of a real Island grid were performed in PSS/E to check the off-grid 
system’s behaviour under normal operation and against several disturbances onto the network. Geothermal plants 
using basic machine model such as synchronous generator, exciter and governor and wind farms employing DFIG 
technology were chosen throughout this research study. The adequate stability margin of the system was investigated 
upon the fault ride through capability and frequency response of the network elements whereas among the most 
critical perturbations was a three phase fault application at the connection point of the wind farm. Moreover, two 
different exciter models (IEET1 & EXST1) were chosen to perform open-circuit set-point step tests and record their 
field voltage and terminal voltage responses after tuning application. 
 
3.3. Power Hardware-in-the-Loop Technique  
 
3.3.1. Background 
The growing integration of power electronic devices interfaced to distributed generation units increases the 
system´s complexity due to the impact that can be induced onto the power quality and reliability within the hosting 
networks, which can no longer be considered passive. In addition to this, modern distribution networks need novel and 
advanced tools for simulation and validation experiments. 
Consequently, while the penetration rate keeps increasing, network operators and regulatory authorities impose 
stricter technical requirements for connection and parallel operation of distributed energy resources in order to 
safeguard the security and reliability of the system operation, in addition to ensuring the compliance of  the voltage 
standards (e.g. EN 50160) [112]. Besides, in EU grid codes, notably for DER penetration into the MV networks, 
tolerance restrictions with regard  mainly to  voltage drops and frequency disturbances increase the demand for 
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network support by means of provision and control of reactive and active power exchanges respectively [17]. As 
reported by [113, 114] each generating unit penetrated into network needs a so-called ´´type-specific unit certificate´´ 
that refers to its electrical characteristics like the connecting voltage, the power capacity, type of generator etc. 
Moreover, laboratory or field tests in line with system level simulations of each one generating device need to be 
accomplished to demonstrate its conformity with the technical issues [115] related to  grid penetration.  
Generally, they do exist two options for performing system experiments; a) testing real devices or b) running a 
simulation. A sheme that has been lately gaining attraction is the hardware-in-the-loop (HIL) apporach which 
combines simulation flexibility with hardware testing [116-119] and is a hybrid from these two possibilities (Fig. 3-5). 
This kind of experimenting gives the opportunity to test repeatedly and analyze the behavior of the hardware under 
test (HuT) which is a physical equipment, very close to realistic conditions. In other words, the HuT is tested over a 
simulated system that it is supposed to run in parallel, i.e. a  distribution power network etc, and it is not available in 
the laboratory [119-121]. 
 
 
 
Fig.  3-5: (Power) Hardware-in-the-Loop technique [122] 
 
Hardware-in-the-Loop simulations are traditionally divided into the control HIL (CHIL) and power HIL (PHIL) ones, 
where in the former the HuT is a hardware controller, such as relays, power converter controllers etc and the latter 
uses as HuT a power device, i.e. a PV inverter [115]. CHIL simulations have been radically exploited whereas PHIL is 
a newcomer approach with limited records in the direction for testing DER components and  networks up to now, but 
is increasingly gaining interest.  
 
3.3.2. RTDS/RSCAD Computation Program 
The Real time Digital Simulator (RTDS) enables the simulation of electrical power systems and the testing of the 
laboratory equipment by the means of Hardware-in-the-Loop (HIL) experiments, such as control and protection 
devices. The hardware architecture is built in parallel units, called racks that consist of several digital and analogue 
inputs and output channels (I/O).Each rack accommodates various slot mounted cards [123]. 
A communication backplane links all slot mounted cards within a rack to enable the exchange of information. 
Moreover, direct card to card communication is also possible through fiber optic links. The communication between 
racks is accomplished via special inter-rack communication links (Fig. 3-6). Various I/O cards are typically mounted on 
rails within the simulator cubicle and connected directly to individual processor cards via optical fibers [123].  
The RTDS computation program consists of two basic software elements [123]; the RSCAD Software Suite and a 
vast number of Model Libraries. 
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Fig.  3-6: RTDS/RSCAD Hardware [123]. 
 
The RSCAD software interface is user-friendly and allows for simulations performance, control and modification of 
system parameters during a simulation and result analysis. FileManager, Draft, Tline, Cable, RunTime, MultiPlot and 
ComponentBuilder are its own modules. Furthermore, RSCAD has embedded its own model libraries that include 
power system, control system, protection and automation component models. Once the system with its own 
parameters is built in the RSCAD software interface, the compiler automatically produces a low-level code to initiate 
the simulation. Consequently, it is the software itself that determines which processor card will be in function 
throughout a simulation [123].  
Since the HuT is tested in real time, the simulated system in RSCAD with which it will exchange power signals must 
also be computed in real time. Hence, the time step of the RTDS needs to be small enough to check over the dynamic 
behavior of the simulated system. 
 
3.3.3. PHIL Interface Concerns 
Power Hardware–in-the-Loop technique employs as hardware part a device that generates or absorbs power, such 
as a PV inverter or an induction motor. Here, the presence of a power interface is necessary since it exchanges low 
voltage signals with the simulated system and real power with the HuT, thus the digital to analogue and vice versa 
converters cannot participate sufficiently in this trade-off (Fig. 3-7). The power interface being used during this thesis 
for the experimental procedure and its results will be given in Chapter 5 consisted of a single phase (5KVA) 
AC/DC/AC converter and enables the low power output signal (i.e. IHuT_low and reference voltage labeled as VN*) of the 
RTDS to be amplified to a higher voltage signal (i.e. VN). This voltage is applied to the HuT device (in our case an 
actual load) and provokes a current flow through it. The current waveform is measured by the power interface’s 
sensor and is fed back to the RTDS to close the loop (Fig. 3-8). 
PHIL technique is a novel approach and offers great flexibility in arranging and performing various test scenarios for 
DER devices since the virtually simulated system can be modified without hardware adaptions, in addition to the fact 
that the tests can be repeated quickly and accomplished very close to realistic conditions. 
 
3.3.3.1. Power Amplifier 
The basic components of a power interface is the power amplifier and a sensor. The former amplifies the low level 
signals received from the RTS to the HuT at higher power ratings, thus high accuracy and small-time delay are key 
considerations. 
The power amplifier used for this contribution is an unconventional single-phase bidirectional AC/DC/AC converter 
consisting of 3 IGBT half-bridges [124, 125]. The converter is coupled to the utility grid on the one-side and runs as a 
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voltage source of variable voltage and frequency on the other-side. Additionally, the analogue signals exchanging with 
the utility grid and the microgrid components is done on a conversion time of about 40μsec, 16 bit resolution and ± 
10V range. 
 
Fig.  3-7: CHIL and PHIL schemes layout [118]. 
 
 
 
Fig.  3-8: Representation of the PHIL environment [126]. 
 
 
The power electronic converter platform permits the user to model the control scheme in Matlab/Simulink, with 
access to the available measurements and the possibility to change some control parameters online. In this case, the 
control algorithm of the given converter was provided by the manufacturer and it was modified in order to fulfill the two 
basic functions which a power interface needs to provide with during a PHIL simulation, i.e. voltage amplification and 
supplying current feedback signal [120]. 
Equation (3-26) gives the transfer function of the power amplifier’s second order output filter utilized throughout the 
experiments (Chapter 5). This transfer function is basically drawn from the introduced time delay and the output filter 
of the power converter [126]. 
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ω , the resonance angular frequency. 
· ξ , the damping ratio. 
The total time delay in the current PHIL experiments was about 750µsec. 
 
3.3.4. Stability and Accuracy Considerations 
PHIL simulations involve a closed-loop interaction. Shortcomings that innately lie in this closed-loop can decrease 
the accuracy of the simulation and may evoke instability. Thus before performing a PHIL test, it is crucial to ensure 
that the experiment will be stable. Consequently, throughout this thesis virtual hardware-in-the-loop experiments (off-
line simulations) were performed in Matlab/Simulink to check the system’s stability for the different test scenarios 
presented in Chapter 5. Furthermore, stability should be accompanied by an adequate accuracy of the experiments’ 
outcomes. Therefore, the entire closed loop system was simulated, and the results were compared with the outputs 
from the PHIL tests in order to assess their accuracy. 
      Apart from the comparison of the PHIL results with the corresponding outcomes from the off-line simulations, 
the validity of monitored quantities (current and voltage rms values) was also obtained through comparison of several 
measurements at different points in the system. For instance, the current through the hardware impedance was 
monitored by measurements of the Power Interface, an oscilloscope, and the software of the RTDS.  
 
3.3.5. Protection Issues 
Over-current and over-voltage protection schemes are introduced into the RTDS/RSCAD at the shared node 
between the simulation and hardware. Fig. 3-9 beneath illustrates the protections implemented for the execution of the 
PHIL experiments conducted for this thesis. In case the pre-determined limits are exceeded, IHuT becomes zero and 
the voltage reference sent to the amplifier is held constant to a specific value. Subsequently, the output of the RTDS 
will be maintained constant and the PHIL test will be terminated. Flip-flops are employed to ensure the safe operation 
of the system if an instability incident takes place. 
 
3.3.6. PHIL Simulation Studies in Record 
PHIL technique is merely a new concept in the domain for DER integration. PVs, wind turbines or even whole 
Microgrids can be connected to simulated distribution networks that entail various DER devices. Several researches 
are implemented in this direction using the Real Time Digital Simulation as a comprehensive tool to perform flexible 
and high speed real time simulations [119-121, 126-131] and some of them are presented below. 
In [126] was shown the applicability of PHIL simulations in the domain of VAR compensating devices such as Static 
Synchronous Compensators. Specifically, within this study an Average Model of a STATCOM is modelled in 
RTDS/RSCAD. The IGBT Voltage-Source Converter is represented by equivalent controlled voltage sources 
generating the set of three phase AC voltages, whereas PWM switching frequencies are neglected. In addition, the 
integration and control concept of a capacitor model is represented which consists of an equivalent series resistance 
ESR=0.1 Ohms and an equivalent series DC capacitor with large value of C=0.5 F. The objective of the STATCOM 
controller is to regulate the voltage of common coupling of this inverter interfaced source. In continuation, PHIL tests 
were executed utilizing an impedance as Hardware under Test (HuT). 
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The objective of [127] is to execute real time simulations in RSCAD/RTDS of a LV islanded power system’s energy 
management, to study its control strategy i.e. droop control and conduct PHIL laboratory tests as a data reference for 
verification. The hardware part utilized throughout these experiments was a variable resistive load of 105.8 Ohm. 
Moreover, for tests aiming at analyzing the energy transfer in an AC Microgrid, a set of experiments were conducted 
related to the diesel generator and the battery inverters that were available in a real Microgrid infrastructure. 
In [120] a thorough description of the design and development of a PHIL set-up  for  DER  devices  is validated 
through laboratory experiments. Specifically, a PHIL implementation of a voltage divider was performed and the 
closed-loop synergy between a simulated LV network and hardware such as PVs and inverter was demonstrated. 
In [131] a grid connected wind farm with a 2-level inverter based STATCOM model was simulated in the RTDS to 
analyze the dynamic and transient characteristics in realistic conditions. Throughout the proposed study it was shown 
that the terminal voltage of the wind farm remained at the desired value under different wind conditions and network 
faults. The above work was performed in the real time RTDS/RSCAD environment; nevertheless PHIL experiments 
were not conducted. 
 
 
 Fig.  3-9: Protection design implemented in RTDS/RSCAD [126]. 
 
 
3.4. Summary 
 
A new electric power production industry is emerging that it wiil rely on a wide array of new technologies.  
Distributed generation is expected to support this scheme, although the increasing penetration is not done without a 
new set of problems. The impacts on power stability, namely voltage drop/rise and frequency disturbances due to the 
high rates of DG integration into distribution grids increases the demand for network support by means of provision 
and control of reactive and active power exchanges respectively.  
Therefore, each generating unit penetrated into MV/LV networks, according to the EU grid codes needs to be tested 
and to be attributed a so-called ´´type-specific unit certificate´´ that refers to its electrical characteristics like the 
connecting voltage, the power capacity, type of generator etc. Generally, they do exist two options for performing 
system experiments; a) testing real devices or b) running a simulation.  
This chapter reviews the research methodology followed throughout this thesis and is asscociated to the tolerance 
restrictions described above. In more details, this work tries to combine laboratory or field tests in line with system 
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level simulations of DG devices to demonstrate their conformity with the technical issues related to  grid penetration 
into MV/LV networks.  Thus, the research lines of this study are directed to; a) grid simulation analyses and b) real 
time simulations and PHIL experiments for distributed generation integration in MV/LV power networks. The basic 
features of the utilised programs, namely PSS/E and RTDS/RSCAD software tools are outlined as well as the key 
points of the research methodology, i.e. systematic steps for DER integration, interface concerns, stability and 
accuracy issues etc. Moreover, a literature survey on PHIL and grid penetration studies is also provided. 
 
 
 
. 
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PART II.  Employment of Power Flow and Hardware-
in-the-Loop Tools for Simulation and Test 
Verification 
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Part two of this research work gives a detailed analysis, i.e. 
simulations, experimental tests and results of DG penetration in 
MV/LV networks. This part is divided into two Chapters, which 
are Chapter 4 and 5. 
Chapter 4 discusses the allocation and sizing of DG within a real 
Island power system and it is evaluated under several potential 
scenarios. Steady-state and Dynamic simulation results are 
performed in Siemens PTI, PSS/E software tool.  
In continuation, Chapter 5 presents the Real-Time and Power-
Hardware-in-the-Loop simulations of a set of tests for DER 
integration in LV islanded power systems. Moreover, onsite 
experiments in a real Microgrid installation were performed to 
verify a part of the simulation results executed in the Lab 
environment. 
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Chapter 4. A Detailed Case Study of DG 
Embedded in an Island Power System 
with PSS/E tool 
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4.1. Introduction 
 
This Chapter performs a detailed case study for distributed generation integration implemented on a real Island 
power grid. The grid model of the system is derived and static and dynamic simulations were accomplished in order to 
define the steady-state limit, the potential areas within this autonomous network suitable for DG penetration and the 
impact these extra generating units may induce onto the system´s stability.  
Hence, the specific objectives of this research are as follows: 
1) Built the entire grid model  in PSS/E; 
2) Selection of areas from electrical and resource point of view; 
3) Static analysis for identifying the following; 
a) the capacity for the disposal of the network nodes 
b) stability of nodes 
c) voltage levels 
4) Accelerate the integration of renewable energy sources; 
a) identify which nodes are the most suitable to connect new distributed network plants and which are the 
most overloaded ones. 
5) Dynamic analysis for investigating on; 
a) system components´ transient stability, especially of DFIG and synchronous generating units 
b) voltage and frequency perturbation during fault incidents 
c) system’s fault-ride through capability  
The chapter starts with a description of the Island´s power system including the power plants, substations, load 
configuration and network branches. Moreover, the voltage quality parameters are provided as monitored by the 
Island´s electric utility. Three scenarios are defined in order to define the impact of DG integration, namely wind and 
geothermal power. In this context, the first two scenarios, Scenarios 1 & 2 employ steady-state simulations, i.e. power 
flow, contingency and short circuit analyses in line with their attained results, which are described in section 4.4. In 
continuation, the power flow and short circuit outcomes for Scenario 3 with wind power included are given. Finally, the 
simulations and results derived from the transient stability analysis are discussed. Emphasis is addressed on the 
system´s stability margin and fault-ride through capability during fault incidents such as a three-phase fault application 
at the connection point of the wind farm, loss of generators, and outage of distribution lines. In addition, as part of the 
dynamic studies, open circuit set point step tests for two exciter models namely, EXST and IEET1 were performed to 
identify the exciter that is not well-tuned. 
 
4.2. Characterization of the Electrical System 
 
4.2.1. Power Plants 
The electrical system of the islanded power network in 2009 included ten production plants and ten electricity 
substations. Moreover, the island’s transmission and distribution system consisted of a HV transmission network at 60 
kV (this voltage level represents the HV distribution network in conventional systems) and a medium voltage (MV) 
distribution network with voltage levels of 30 and 10 kV. The study will be based on these voltage levels since data of 
lower voltages than the 10 kV are not provided. The system comprises of 1000 nodes, however it will be simplified 
due to convergence issues by accumulating the feeders in the distribution substations.  
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The Island’s power system consists of one central fossil fuel power station (CTCL-CPP3), of two geothermal power 
plants, namely CGRG-GPP4 & CGPV-GPP, and of seven hydraulic power stations (CHTN1, CHTN2, CHTB, CHFN, 
CHFR, CHRP and CHSC). The names of the power stations are arbitrarily chosen. There are eight generators 
connected to the central fossil fuel power plant and inject their outputs into the 60 kV network. The biggest geothermal 
plant, CGRG consists of four machines whereas the smallest one, CGPV consists of one generator and both generate 
their power at 60 and 30 kV network respectively.  
Their general data are presented in Tables 4.1 & 4.2. The total hydro potential amounts for 3.8% of the whole 
power capacity, thus is not taken into account in the current work.  Appendix A concentrates the data of the three 
power plants. 
 
Table 4-1: Power source share in percentages, year 2009. 
Power Plants Power Installed Energy 
Thermal 73.9% 59.49% 
Geothermal 22.3% 36.59% 
Hydro 3.8% 3.92% 
Total 132.694 (MW) 442 (GWh) 
  
Table 4-2: Central Power Plants, year 2009. 
 
Figure 4.1 illustrates the HV/MV layout of the Island’s power system with all the transmission branches connecting 
the power plants to the substation nodes, whereas only some of the distribution branches are also represented. 
                                                        
3 CPP: Central Power Plant 
4 GPP: Geothermal Power Plant 
 
Primary 
Source 
Groups of Generators Transformers 
Voltage 
level (kV) Units 
Pot. Installed 
(kW) 
Transformation 
ratio (kV) Units 
Pot. Installed 
(MVA) 
CTCL Thermal 11 4 67,280 11/60 4 92 
6.3 4 30,784 6.3/60 4 40 
CGRG Geothermal 10 4 16,600 10/60 2 16 
CGPV Geothermal 11 1 13,000 11/30 1 17 
CHTN Hydro 6 1 1,658 6/30 1 2 
CHTB Hydro 0.4 1 94 0.4/30 1 0.16 
CHFN Hydro 3 1 608 3/30 1 0.5 
CHCN Hydro 0.4 1 400 0.4/30 1 0.5 
CHFR Hydro 0.4 1 800 0.4/30 1 1 
CHRP Hydro 0.4 1 800 0.4/30 1 1 
CHSC Hydro 0.4 1 670 0.4/30 1 1 
Total Hydro 20 132.694 18 171.16 
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In addition, node 1 CTCL-CPP of 60 kV (Fig. 4-1) is chosen as the slack node, because it is the most important 
transmission bus of the electrical system and eight conventional generators (aggregated on the scheme below) are 
connected to it. The majority of the system´s transmission lines leave this bus which highlights it as the main power 
injection point.  
 
Fig.  4-1: Single-line HV/MV network representation in PSS/E [110]. 
 
4.2.2. Substations 
The HV/MV transmission network includes five 60 kV substations namely as SEMF, SEAE, SEPD, SELG and 
SEFO (Fig. 4-1). These are stepped down from 60 to 30 kV and/or 10 kV. The MV distribution network includes 30/10 
kV substations in particular, SESR, SEVF and SESC. The main network´s substation is the SEFO since it is the only 
connected to the three system´s power plants and to the distribution network through its three stepped down 
transformers of 60/10 kV and one of 60/30 kV. Moreover, it concentrates the highest load demanding within the 30 kV 
distribution network. The MV/LV distribution network includes four 30/10 kV substations. The PSFU (Fig. 4-2) is the 
power sectioning point that interconnects the 30kV bus of the SEVF substation to a couple of distribution overhead 
and subterranean lines and to the hydroelectric plants, and it can be considered as an important node from electrical 
point of view apart from the substation nodes SEVF and SEFO. The following table (Table 4-3) shows the general 
data of the substations. 
 
 Page 82 of 257 
 
4.2.3. Load Configuration 
In the current study, only the summer period with the maximum and minimum load demands of a typical day were 
taken into consideration. A justification could be attributed to the generality that a summer peak demand scenario 
corresponds to the most thermally stressed loading on the transmission system. During- the winter season- wind 
speeds are rather higher, while the loading of the system is lower than in the summer time. For the steady-state 
analysis, where maximum MW injection is desired, a study based on a summer peak loading is the most appropriate.  
The tables beneath (Table 4-4 & 4-5) represent the total maximum and minimum values of the active and reactive 
parts of load demand at the different substation and voltage nodes respectively on a characteristic summer day in 
year 2009.  
 
  
Fig.  4-2: Distribution branches adjacent to SEVF 30 kV substation. 
 
Table 4-3: Substations, year 2009. 
Substations 
 Transformation ratio (kV) # Transformers Pot. Installed (MVA) SECL 60/30 1 12.5 
SEMF 60/30 2 25 
SELG 60/30 1 12.5 60/10 2 16.25 
SEFO 60/30 1 12.5 60/10 3 20 
SEVF 30/10 2 10 
SEPD 60/10 2 40 
SEAR 60/10 1 20 
SESR 60/10 2 22.5 
Total     17 191.25 
Sectioning point 
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Table 4-4: Summarised load configuration, year 2009. 
Voltage nodes (kV) 
Pmax (Pmin) 
MW 
Qmax (Qmin) 
MVAr 
10 43.38 (22.46) 16.88 (8.43) 
30 50.87 (41.05) 15.56 (10.96) 
 
 
Table 4-5: Load configuration, year 2009. 
  
  
Summer (August 19th 2009) 
Maximum Minimum 
Voltage 
level (kV) P(MW) Q(MVAr) P(MW) Q(MVAr) 
SEAR 10 6.12 2.35 3.14 1.14 
SECL 30 4.36 1.73 1.66 0.52 
SEFO 
10 4.7 1.95 3.51 1.42 
30 11.35 4.21 11.35 2.69 
PSFU 30 0.9 0.51 0.56 0.45 
SELG 10 6.14 3.27 2.86 1.65 30 4.25 1.74 2.51 1.3 
SEMF 30 10.63 4.18 6.99 3.11 
SEPD 10 19.9 6.97 8.84 2.68 
SESR 10 5.48 1.99 3.34 1.25 
SEVF 10 1.04 0.35 0.77 0.29 
30 3.13 1.25 1.73 0.96 
Hydro(SEFO) 30 11.7 0.44 11.7 0.43 
Hydro(PSFU) 30 0.35 0.12 0.35 0.12 
Hydro(SELG) 30 2.1 0.69 2.1 0.69 
Hydro(SEVF) 30 2.1 0.69 2.1 0.69 
 
4.2.4. Network Branches 
At the transmission voltage level, the reactances dominate whereas the low voltage distribution network is rather 
resistive. Transmission and distribution lines´ resistive, reactive and susceptance (B) characteristics are computed 
on the system´s power base MBASE=100 MVA.  
The transmission non-transformer branches in total thirteen among which the twelve are overhead and one is a 
subterranean line are all of them at different lengths. The 60 kV network is designated with conductors´ type of Cu 185 
& 95 mm2. Distribution non-transformer branches (72 in number of various lengths and types) up to 10 kV comprise a 
rather complex low voltage network and their data, as well as the transmission branches’ characteristics are provided 
in Appendix B. 
 
4.3. Quality Parameters of Voltage Waveform 
 
In order to identify the voltage quality, the following parameters were monitored and provided by the Island’s 
electric utility [132, 133]; 
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· RMS voltage 
· Frequency 
· Flicker 
· Harmonic distortion 
· Unbalanced three-phase system voltages 
· Overvoltage 
 
4.3.1. RMS Voltage 
At the level of high voltage (HV-60 kV), Regulation of Quality of Service states that in normal operating conditions, 
95% of the effective average of the supplied voltage for 10 minutes duration must be within the range Uc ± 5%, where 
Uc is a declared voltage (62500 V). For the period reviewed here, there was a compliance of 100% of the values 
registered with the Regulation of Quality of Service into the network monitored. 
At the level of medium voltage (MV-30 kV and 10 kV), 95% of the effective average under 10 minutes for each 
monitored equipment was within the range defined in the EN 50160 [134], i.e. Uc ± 10%. By analyzing the recorded 
data, it is concluded that the registered values comply 100% with the ones of EN 50160 points in the monitored 
network. 
At the low voltage level (LV), the EN 50160 sets limits for the variation of the nominal voltage, i.e. 95% of the 
registered values (Un ± 10%) and 100% of recorded values (Un +10% / -15%) [133].  
 
4.3.2. Flicker 
At the level of high voltage (HV) the Regulation Quality of Service states that under conditions of normal rates of 
flicker severity (short and long term), the 95% for each measurement period throughout a week, should be less than 1.  
At the level of MV, EN 50160 states that under normal conditions, for any period of one week, the severity of long-
term flicker should be less than 1 for 95% of the time.  Moreover, regarding the low voltage level, EN 50160 states 
that under normal conditions, for any time-period during one week, the severity of long-term flicker should be less than 
1, for 95% of the time [133].  
 
4.3.3. Frequency 
Regarding the variation of frequency for all, high voltage, medium voltage and low voltage, EN 50160 states that in 
normal operating conditions, the average frequency, measured in intervals of 10 seconds should be between the 
following values: 50Hz ± 2% for 95% of a week, and 50Hz ± 15% for 100% of the recorded values during one week. 
The analysis of the data verified the conformity of equipment to the values recorded during the selected period 
according to EN 50160 [133]. 
 
4.3.4. Amplitude of Voltage 
In high voltage, and according to the values recorded in three selected weeks, the greater amplitude recorded was 
26.7% with a duration of 0.434 seconds. 
For the medium voltage, and according to the values recorded in three selected weeks 
by equipment, the greatest amplitude was achieved at the number of 48.7% of the declared voltage (with duration of 
0.775 seconds) as recorded in the Substation of SEMF affecting the lines connected to it. The amplitude length-peak 
with the longest duration (55.841 seconds and amplitude of 39.8% of declared voltage) was recorded in the substation 
of SELG [132]. 
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Finally at low voltage level, higher amplitude was reported with a peak of 93.9% (equivalent time of 0.638 seconds) 
and was recorded in the transmission line of 60 kV from SEMF to SEPD substations and similarly in the line from 
CTCL to SEAR (Fig. 4-1). 
 
4.4. Steady-State Simulations 
 
4.4.1. Introduction & Scenarios Designation 
In the current study three different scenarios were employed regarding to the generation capacity, the renewable 
energy engagement and load demanding. The above scenarios were examined under two temporal time frames, one 
actual of 2009 and one future time-based on 2015. The electricity generation plan [132] includes possible renewable 
resource at the Island, like a plan to expand geothermal and wind farms up to the year of 2015. 
As it has been already mentioned in Section 4.2.1, the hydraulic plants were not taken into consideration, thus it 
was added to the wind the hydro share too for Scenario 3, which is designated with a wind potential of 14 MW 
installed by 2015. Scenario 2 will solely investigate the impacts of geothermal plants´ enlargement onto the static 
behaviour of the system by employing power flow, contingency and short circuit simulations. Scenario 3, beyond the 
steady-state calculations will also employ dynamic simulations to examine the system´s stability after the integration 
of wind power into the network. Both Scenarios 2 & 3 experience the same geothermal capacity. Concluding, we 
could summarize the different schemes to the ones beneath: 
§ Scenario 1, year 2009 base case 
§ Scenario 2, year 2015 with additional geothermal power 
§ Scenario 3, year 2015 with wind energy and geothermal power. 
All the scenario cases studied throughout this work are investigated under two loading schemes, the high and the 
low demand. In Scenario 3, it will be only presented the outcomes of the high demand loading as it is the worst case 
scenario with focus on power flow and short circuit results. Furthermore, the power flow and contingency analysis 
results for low demand for Scenarios 1 & 2 are presented in Appendices C-F. 
 The upper objective is to accomplish power flow, contingency and short circuit analysis for all the defined 
scenarios in order to determine on the system’s disposability in terms of capacity and stability for DG penetration. The 
results of the simulations will verify the correctness of the initial decision making on the quantity and allocation of the 
embedded distributed generation.  
The examined Island power system is not connected to any major grid or even to other islands. All the following 
assumptions upon electricity demands were estimated in accordance to various forthcoming case studies related to 
the actual base case scenario (2009) of electricity consumption on the power system.  
In the temporal scheme of 2009, the electrical system´s equilibrium was examined with the participation of the 
geothermal plants that constitute and the only renewable energy source in the system at the present. The total 
power installed amounts for 132.69 MW, where the 98.064 (74%) MW belongs to the thermal power capacity and 
only the 34.63 (26%) MW to the renewable energy sources (geothermal and hydro power). The pie chart below 
shows these figures in percentages (Fig. 4-3). In addition, in 2009 the electricity production totaled at the number of 
442 GWh, where 179.26 GWh was the renewable energy sources participation and 262.94 GWh the conventional 
systems´ one. The bar graph (Fig. 4-4) represents these values. Table 4-6 also demonstrates the exact share of 
each one power source to the total energy mix. 
In 2015, the energy consumption will reach the figure of 590 GWh with renewable resources holding the 70%. 
Specifically, the geothermal power output is estimated to be the 89% of the renewable resources share in the energy 
mix pie.  
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Fig.  4-3: Comparison of the contribution from renewable sources, 2009. 
 
 
Fig.  4-4: Comparison of the contribution from renewable sources to the regional  
electricity production in 2009.  
 
Table 4-6: Power source share in the energy mix, 2009. 
 Power Installed (MW) Energy Production (GWh) 
Thermal Plants 98.064  262.939  
Geothermal  29.6 161.722  
Hydro  5.03 17.538  
Total 132.69 442 
 
 
4.4.2. Scenarios 1 & 2- Geothermal Power (High Demand) 
4.4.2.1. Power Flow Analysis Results 
The geothermal generators aggregated operate for the 70% of their installed capacity for both the high and load 
demand and with a power factor of ±0.8 (inductive/capacitive) [110, 111]. Geothermal machines are four in number 
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for the CGRG and one for the CGPV power plants, which are connected to the buses CGRG of base voltage at 10 
kV and to CGPV of base voltage at 11 kV respectively (Fig. 4-1 & 4-5). Table 4-7 shows the average output that 
represents the 70% capacity output of their rated power for each one of the geothermal power plants. The soar in 
power production will affect the conventional generators (in this study the slack ones), whereas an increase by 9.2% 
is denoted at the active and by 8% at the reactive load demand rates to also accommodate this increase. 
 In more details, the rated geothermal power installed in 2009 was 29.6 MW and will increase by 36.8 MW in 
2015.  This soar in power production will affect the conventional generators of the CTCL-CPP (in our case the slack 
ones). The 70% of 36.8 MW equals to an increase of 25.76 MW. The modeling configuration in PSS/E is not the 
same as followed before. Six more generators have been added to the Geothermal Plant of CGRG where two of 
them are rated at 5.4 MW and the remaining four at 2.9 MW.  
Moreover, in the Geothermal Plant of CGPV is introduced one more generator with nominal power of 13 MW. The 
system is supported by three more transformers, two stepping-up the voltage from 10 to 60 kV at the terminal of the 
CGRG generators and one from the terminal node of CGPV rated at 11 kV  stepping up to 60 kV. Generally, 
transformers produce magnetic fields and therefore absorb reactive power. The heavier the current loading the 
higher will be the absorption, especially when we are talking about transformers of high potential. Nevertheless, this 
absorption is also dependent on the transformers’ characteristics. Tables 4-8 & 4-9 illustrate the case summary 
results resulted from the power flow computations.  
According to Scenario 1 (Table 4-8), the total generation produced is at 95.5 MW where the 74.8 MW comes from 
the slack generators and 20.7 MW from the renewable energy sources, whereas its reactive power delivery amounts 
for 30.8 MVAr. Charging is at 5.6 MVAr and shunts amount for 0.4 MW and (-3.2 MVAr). High load demand arises to 
94.3 MW and 32.4 MVAr, thus the losses are 0.8 MW and 7.2 MVar for the real and reactive power respectively.   
On the other hand for Scenario 2 (Table 4-9), load demand has increased from 94.3 MW by 9.2% to 103.7 MW. 
This rise of 9.4 MW is allocated selectively among the distribution substations and according to their load demand 
rates (Table 4-5). For instance, the nodes of 11.7 and 11.35 MW load demand will suffer from an increase of 1.17 
MW. Nodes that power demand reaches the value of 19.9 MW will have a rise of 1.99 MW and buses of 10.63 MW 
will reach up to 11.695 MW (1.065 MW increase). All the remaining substation nodes will increase their power 
demand by 0.31 MW. Reactive load demand also increases by 8%, from 32.4 MVAr nearly to 35 MVAr. This 
increase of 2.6 MVAr is distributed among the nodes´ according to their reactive requirement with the ones of 6.97 
MVAr and 4.21 MVAr suffering from an increase of 0.7 and 0.42 MVAr respectively. The remaining buses will each 
one increase their demand by 0.131 MVAr.  
The case summary results for this scenario (Scenario 2) indicate that the total generation produced is at 104.7 
MW where the 59.2 MW comes from the slack generators and 45.5 MW from the renewable energy sources, 
whereas its reactive power delivery amounts for 36.5 MVAr. Charging is at 5.6 MVAr and shunts amount for 0.7 MW 
and (-1.9 MVAr). High load demand arises to 102.9 MW and 35 MVAr, thus the losses are 1.1 MW and 8.9 MVar for 
the real and reactive power respectively.   
The numerical difference among the two scenario cases in both reactive and active power losses was prospective 
as losses have to do with the total system handling capacity and load demand. Branch losses are considered as I2R 
and I2X and exclude the line charging, line connected shunt, and magnetizing admittance components. Moreover, 
the increase in power losses aligns with the raised load profile. 
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Fig.  4-5: Representation of the island´s transmission network [110].  
 
Table 4-7: Geothermal power output in 2009 & 2015. 
 CGRG_GPP CGPV_GPP 
2009 11.62 9.1 
2015 26.04 20.45 
 
Table 4-8: Case summary power flow outcomes, Scenario1 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW 95.5 94.3 0.4 0   0.8 74.8 
MVAr       30.8 32.4 -3.2 5.6   7.2 22.3 
 
Table 4-9: Case summary power flow outcomes, Scenario 2 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW 104.7 102.9 0.7 0   1.1 59.2 
MVAr       36.5 35 -1.9 5.6   8.9 22.3 
 
Following the load flow requirements explained in Section 3.2.4, the voltage profile at the Island´s system nodes 
needs to reside within the acceptable limits as ±5% of the nominal voltage value, i.e. 0.95-1.05 pu. Moreover, it is 
loosely accepted that the same voltage limits are applied for the transmission and distribution network. Figures 4-6 & 
4-7 illustrate the voltage profile at all the system´s substation nodes. 
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 In the current study there are no voltage violations, except for very slight variations below the value of 0.95 pu at 
bus 33, at the sectioning point PSFU (Fig. 4-2) and the adjustment to its nodes. SEFO (Fig. 4-1 & 4-5) is the main 
transformer substation. Moreover, the active and reactive load demand at the bus SEFO of 30 kV belongs to among 
the highest values (Table 4-5). 
According to Scenario 1, the actual voltage of its secondary transformer’s winding (nominal 30 kV) appears to have 
a voltage value of 0.958 pu while the transformer branch SEFO 60/30 experience active and reactive losses of 0.10 
MW and 1.46 MVAR respectively. These losses are the highest among all the transformer and non transformer 
branches. The observed losses and the relevant low voltage at the secondary winding side may be attributed to the 
transformer’s characteristics. Besides, the 30 kV network is rather resistive with high values of the R/X ratio thus the 
ability to decrease the losses is low. The recalling of the approximate formula (2-5) which is rewritten as in (4-1) may 
justify the voltage drop within the SEFO transformer branch and proves that the factor QX has greater influence as the 
transformer leakage reactance is 0.08 pu >>0.0052 pu of the resistance. Moreover and as it was mentioned before, 
transformers produce magnetic fields and therefore absorb reactive power. The heavier the current loading the higher 
will be the absorption. 
 
(4-1) 
 
 
 
Fig.  4-6: Voltage profile of the transmission and distribution network, Scenario 1.
  
According to Scenario 2, the 60 kV node of  the SEFO network substation appears to have a higher actual voltage 
value of 0.973 pu while the transformer branch SEFO 60/30 experience active and reactive losses of 0.03 MW and 
0.49 MVAR respectively. This figure is much smaller compared to the one in the previous case study of Scenario 1. In 
general, reinforcement in distributed generation that feed central nodes, like the one of SEFO 30 kV substation, 
increases the voltages around this area and minimizes the active and reactive losses. However, a simultaneous soar 
in load demand affects the nodal voltages, especially these that are more isolated and makes them more ´´unstable´´ 
to changes. The lines that end to these nodes seem to be a sink of reactive power. Additionally, there is a violation of 
128.4% against its power rating in the transmission branch rated at 30 kV that interconnects the geothermal plant of 
CGPV and the substation of SEFO (Fig. 4-1). This was resulted from the increase in the geothermal output and the 
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subsequent overloading in the step–up transformer of CGPV 30/11 kV. The line can be relieved as the real power 
output of the synchronous generator connected to this plant can be controlled (Fig. 4-7). 
 
 
Fig.  4-7: Voltage profile of the transmission and distribution network, Scenario 2.
  
Load flow computations also involve the calculation of active and reactive power flows for each in-service AC 
branch, i.e. non-transformer branches and two-winding transformers are calculated. The percent current loading, 
which depends on the rating set established as the default rating in the run time options is then represented. 80% is 
set as the maximum default value for the branches’ loadings to be checked against their power ratings in the run time 
options and the default rating is chosen to be the system´s MVA base, 100 MVA.  
For Scenario 1 there are no violations in branches, whereas for Scenario 2 there is a slight violation of 128.4% (Fig. 
4-8) against its power rating in the branch that interconnects the geothermal plant of 3 CGPV and the substation of 30 
SEFO. This was resulted from the increase in the geothermal output and the subsequent overloading in the step–up 
transformer of CGPV 30/11 kV.  Bus numbered as 3 CGPV-GPP of 30 kV inflows 18.2 MW from the generator bus 96 
CGPV-GPP of 11 kV (Fig. 4-1). The thermal capacity constraint of this line interconnecting the nodes of 3 CGPV-GPP 
to 30 SEFO rated at 30 kV is of 14.8 MVA, whereas the line loading reached the value of 19 MVA. The line can be 
relieved as a generator´s real power output can be controlled. 
 
 
Fig.  4-8: Branch loadings, Scenario 2.
  
4.4.2.2. Contingency Analysis (N-1) Results 
According to the prerequisites for safe operation reported in Section 3.2.4, the voltage profile of the transmission 
and distribution network and the transformer and non-transformer branches´ current loadings should follow the criteria 
beneath: 
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· ±5% of the nominal voltage value (0.95-1.05 pu) and ±10% of the nominal voltage for N-1 criterion 
· 80% is set as the maximum default value for the branches’ loadings to be checked against their power 
ratings in the run time options. 
The PSS/E contingency analysis results are given in a table format, which summarises for each monitored element, 
the selected rating, loading and percent loading in the base case network solution, and the loading in addition to the 
percentage loading for each of the contingency cases taken into account.  
Any percentage loading above the specified percentage threshold is followed by an asterisk (*). An asterisk (*) is 
printed between the bus number and name of the bus at the end of the branch with the larger current loading.  
The system is studied under the loss of each one of its transmission lines of 60 kV and of its distribution branches 
rated at 30 kV. Loadings over 80% and violations in voltages against the range of ±5% of the nominal voltage value 
(0.95-1.05 pu) are defined for each scenario. The red parallelogram denotes the contingency voltages whereas the 
blue one the line violations. 
For Scenario 1, tripping the transmission lines of 60 kV one by one, the contingencies with the worst consequences 
on the system is to open the two transmission lines from bus 1 CTCL-CPP to bus 11 SELG (Fig. 4-5) both rated 60kV 
as reported in the contingencies legend (Fig. 4-9). As it can be observed in Fig. 4-9 beneath, the effect of this tripping 
is that all voltage profile drops under the minimum acceptable value of 0.95 pu. It is worthy to mention that the bus 13 
SELG rated at 30 kV is connected to the substation of SEVF rated also at 30 kV (Fig. 4-1). The 33, 79, 80, and 81 
(Fig. 4-9) are the connecting end nodes of the lines initiating from this bus (SEVF). Thus, the voltages drop at the very 
end of these lines and not directly at the bus that mediates. Probably, this results from the deficiency of reactive power 
supply in these remote buses.  In addition, violations in lines are presented on two transmission branches with the 
worst being on the line CTCL-CPP to SESR (Fig. 4-9) of 60 kV rated at 105.3%. Below are represented the 
contingency results: 
 
 
Fig.  4-9: Contingency analysis outcomes for the 60 kV lines, Scenario 1. 
 
Tripping the transmission and distribution lines of 30 kV one by one, are observed the two transmission branches 
between 3 CGPV-GPP and 30 SEFO (Fig. 4-1) rated at this voltage value being overloaded. In more details, the 
contingencies with the worst consequences on the system is to open the two line from bus 3 CGPV-GPP to bus 30 
SEFO, that interconnects the geothermal power plant to this big substation. The effects of this tripping are violations 
on current ratings by 83.6 % and 94.1 % respectively. Voltage drops are also denoted considering the outage of two 
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distribution lines as reported in the contingency legend (Fig. 4-10). Generally, the voltage drops are more significant in 
case of tripping a 60 kV instead of a 30 kV distribution line. This can be justified as follows; the 60 kV lines of our 
system interconnects the  main central power plant to its substation nodes, thus a loss of such a branch creates a sink 
of active and reactive power supply. Moreover, when a 60 kV line is lost, the power now flows further towards the 
nodes to satisfy the demand, and the losses are higher. However, with the tripping of 30 kV distribution lines, voltage 
sags appear on more buses, as the distribution lines link many nodes together. Especially, when the line that 
interconnects the substation node SELG to the SEVF bus both rated at 30 kV opens, it affects all the voltage values of 
the buses adjacent to the substation of SEVF. This is denoted in the contingency legend beneath as Single 3 & 4. The 
results are as follows; 
 
 
Fig.  4-10: Contingency analysis outcomes for the 30 kV lines, Scenario 1. 
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For Scenario 2, taking out the transmission lines of 60 kV one by one, all the single contingencies which are 
illustrated in the contingency agenda beneath (Fig. 4-11) have consequences on the system. The effects of this 
tripping are voltage drops under the minimum acceptable value of 0.95 pu and big overloads on branches. It is worth 
mentioning that the resulting violations are worse than the case scenario analyzed above, as these align with the 
system load profile and generation scattering. The worst branch overloading and voltage drops by 2-3% occur when 
considering the single contingencies 2, 3 and 4 (Fig. 4-11), namely disconnecting the transmission lines among the 
central fossil fuel plant (CTCL-CPP) and the substations of SELG or SEMF respectively. Simulation results are given 
beneath: 
 
 
Fig.  4-11: Contingency analysis outcomes for the 60 kV lines, Scenario 2. 
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Tripping each one of the 30 kV are monitored the two branches between 3 CGPV-GPP and 30 SEFO rated at this 
voltage value being overloaded. The effect of this disconnection is violation on current rating by 174.5 % (Fig. 4-12).  
Voltages drop but do not surpass the rate of 1.5% (Fig. 4-13), which sag is a bit greater than in the corresponding 
high demand Scenario 1 of 2009 where the voltage reductions approached the figure of 1.3%. Beneath are illustrated 
the simulation solutions (Fig. 4-12 & 4-13). 
 
 
Fig.  4-12: Contingency analysis outcomes for the 30 kV lines (branch overloading), Scenario 2. 
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Fig.  4-13: Contingency analysis outcomes for the 30 kV lines (voltage violations), Scenario 2. 
 
4.4.2.3. Short Circuit Analysis Results 
Short circuit analysis is a part of the static studies to define the potential distributed capacity that can be introduced 
into the grid. Principally, the main objective of such analysis is to check the short circuit power at every substation in 
order to evaluate the available space in terms of capacity to penetrate dispersed generation units. The Spanish grid 
code imposes that the short circuit power at a substation node has to be 20 times higher than the wind power 
installed. In addition, wind farms may stay connected under voltage dips caused by short circuits on the transmission 
network for 250 ms [101].  
Throughout this thesis, three-phase short circuit analysis was implemented only for the high demand profile in both 
Scenarios 1 & 2 since this is the worst case scenario. Three-phase symmetrical faults are calculated for the system’s 
substations nodes rated at voltages of 60, 30 and 10 kV. Simulation results of the three-phase short circuit current 
values are depicted in Fig. 4-14 to 4-16. 
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Fig.  4-14: Three-phase fault currents at 30 kV substation nodes. 
 
 
Fig.  4-15: Three-phase fault currents at 10 kV substation nodes. 
 
 
Fig.  4-16: Three-phase fault currents at 60 kV substation nodes. 
 
For both scenarios, the buses with the lowest short circuit level (SCL) are mainly at 30 kV and belong to the 
substations of SECL, SELG and SEVF. Moreover, the difference in fault values in the 30 kV are the smallest 
compared to the 60 and 10 kV except from the substation of SEFO and the power plant CGPV as indicated by the 
circles in Fig. 4-14. Generally, the distribution network of 10 kV suffers from very high short circuit values in 
comparison to the other voltage levels (Fig. 4-15). On the other hand, on the 60 kV network, there are not denoted 
extreme deviations in the short circuit values, except from those appeared in circle for both Scenarios 1 & 2 as it can 
be easily observed in Fig. 4-16.  
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Concluding, in Scenario 1, the total system losses amount for 0.8MW+7.2MVAr whereas these figures increase up 
to 1.1MW+8.9MVAr in Scenario 2. The soar in power losses and short circuit level is reasonable because DG units 
are added on the buses of CGRG and CGPV rated at 10 and 11 kV respectively and also the load profile is changed 
(almost 10%).  Consequently, the most remarkable changes are denoted on the addition buses of CGRG and CGPV 
rated at 10 and 11 kV accordingly. The connection of additional distribution generators drives the fault level to 
unfavourably high values.  
Appendix G concentrates the analytical short-circuit calculation results (Scenario 2) for some indicative buses, i.e. 
CGRG, CGPV and SEFO.  
As aforementioned, Section 4.4.2, the low demand power flow and contingency analysis results for Scenarios 1 & 2 
are presented in Appendices C to F. 
 
4.4.3. Scenario 3- Wind Power Included 
4.4.3.1. Power Flow Results 
In this Scenario it is presumed a wind power installed potential of 14 MW by 2015, apart from the increased 
geothermal power by 25.77 MW at CGRG and CGPV nodes of 10 and 11 kV respectively (Table 4-7).  Moreover, 
Table 4-10 beneath, illustrates the high load demand profile for the different system’s substations as projected for 
2015. All the simulation results that follow, regard solely the high demand case scenario. 
The two main issues addressed before and will be considered in the present study were the power system losses 
and the fault level at the addition and nearby nodes. One more criterion to be considered is that the wind potential to 
be penetrated cannot surpass the 5% of the short circuit capacity at the connection point node (Spanish low voltage 
electrical regulations) [101]. 
Each individual wind turbine generates at 690 V and the wind turbine generators (WTGs) are connected to the 
distribution MV bus bars of 30 kV and 60 kV by dedicated lines through their 0.69/30 and 0.69/60 kV step-up 
transformers respectively. The wind generators aggregated operate for the 80% of their installed capacity. Power flow 
wind generators modeling data for steady-state analysis are shown in Tables 4-11 to 4-16 [103].  
These DG units are normally penetrated into the buses with the highest short circuit capacity to induce the minor 
impacts on the system´s stability. Throughout this study, two rules of thumb were examined as where to add the wind 
energy generation. The former was to introduce these units at the lower voltage buses and the latter to try to add wind 
power to buses with denominator the higher short circuit capacity and the high load demanding to investigate the out-
coming effects onto the electrical grid. In addition, among all the transmission and distribution substation nodes 
several of them were chosen to add the wind power to. These were some transmission and distribution substation 
buses rated at 60 kV and 30 kV respectively and they are analysed in the following section. Actually, the method 
being followed is a trial-error method, in order to define the most suitable nodes for wind energy penetration. Apart 
from power flow and short circuit analysis, also contingency simulations are employed where is appropriate. The 
analytical results are provided in Appendices H-P. 
The central fossil fuel plant´s synchronous generators are once more chosen to be the slack nodes, thus their 
output cannot be controlled but is adjusted by the system automatically. Consequently, with the penetration of more 
renewable energy in terms of active and reactive power, and in order to keep the power balance, production has to be 
readjusted; otherwise there will be over excess and subsequent losses. 
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Table 4-10: High load demand at the substation nodes in 2015. 
Substations P (MW) Q (MVAr) 
SECL (30 kV) 4.7 1.861 
SEMF (30 kV) 11.7 4.6 
SEPD (10 kV) 21.9 7 
SEAR (10 kV) 6.4 2.481 
SESR (10 kV) 5.8 2.121 
SEFO (30 kV) 25.4 5.201 
SEFO (10 kV) 5.0 2.081 
SELG (30 kV) 7.0 2.692 
SELG (10 kV) 6.45 3.4 
SEVF (30 kV) 5.8 2.2 
 
 
Table 4-11: Wind Turbine Generator Data 
Symbol Value Unit 
Sn5 2 MVA 
Qmax(Qmin) 0.65(-0.65) MVAr 
Pmax(Pmin) 2(0.1) MW 
Zsource j0.8 pu 
Mbase 2.1 MVA 
 
 
Table 4-12: Wind Turbine Transformer Data (A) 
Symbol Value   Unit 
Sn 2.1 MVA 
Unp/Uns6 0.69/30 MW 
Ztr7 0.0073+j0.06 pu 
Mbase 2.1 MVA 
 
 
 
                                                        
5 Sn: Rated power 
6 Unp/Uns: Step-down & step-up voltage 
7 Ztr: Transformer impedance 
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Table 4-13: Wind Turbine Transformer Data (B) 
Symbol Value Unit 
Sn 40 MVA 
Unp/Uns 0.69/60 MW 
Ztr 0.005+j0.05 pu 
Mbase 40 MVA 
 
 
Table 4-14: 30/60 kV Network Lines 
Voltage (kV) Diameter (mm2) I (A) R (Ohm/km) X (Ohm/km) 
30 95 360 0,207 0,363 
60 185 540 0,101 0,389 
 
Table 4-15 represents the losses encountered in the system within Scenarios 2 & 3. The total system losses with 
only geothermal generation added (Scenario 2) account for 1.1 MW+8.9 MVAr, whereas including wind generators 
addition at specific nodes the losses differentiate accordingly (Fig. 4-17 & 4-18).  
 
Table 4-15: Total System Losses for Scenarios 2&3, year 2015. 
Network 
buses 
System losses (P, Q) 
Scenario 2, geothermal power Scenario 3, geothermal & wind 
SEFO  1.5 MW+9.3 MVAr 
SELG-60  1.1 MW+9.0 MVAr 
SELG-30  1.1 MW+8.6 MVAr 
SEMF-60  1.1 MW+8.8 MVAr 
SEFO  1.5 MW+9.3 MVAr 
SEVF 1.1 MW+8.9 MVAr 1.1 MW+8.6 MVAr 
PSFU  1.5 MW+8.3 MVAr 
SEPD1  1.0 MW+8.7 MVAr 
SEPD  1.1 MW+8.8 MVAr 
SEMF-30  1.1 MW+8.8 MVAr 
SECL  1.1 MW+9.0 MVAr 
 
It is clear that, the minimum reactive losses were obtained with DG penetration in bus-33 PSFU (Fig. 4-18). 
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Fig.  4-17: Active power losses with different DG location. 
 
 
Fig.  4-18: Reactive power losses with different DG location. 
 
4.4.3.2. Short Circuit Analysis Results 
In Scenario 2, year 2015 a very slight voltage drop was detected at the distribution 30 kV bus of PSFU by 0.94997 
pu. Thus, primarily the wind generator units were decided to be added to that node to finally reinforce the steady-state 
stability and at the meanwhile obtaining the minimum possible power losses; although this nodal penetration seems to 
converge to the best system´s voltage profile, the amount of wind power integration does not fit, but exceeds the 5% 
penetration restriction as mentioned above in Section 4.4.3.1.  
Moreover, it is observed that the wind generation fires the short circuit level by 369.7 A (Table 4-16). However, the 
impact on power losses is minimal in all cases as the amount of power added was small compared to the total system 
handling capacity. Moreover, bus-33 has the lowest SCL figure for both Scenarios 2 & 3.  
Figure 4-19 depicts the fault current values at the addition buses. The parenthesis denotes the voltage level in kV. 
The addition node that appears to have a low voltage and comes second in rising the fault current value unfavourably 
by 305 A is the SEFO bus rated at 30 kV. 
The second criterion was to introduce the wind energy into the highest short circuit capacity nodes.  As it was 
expected,  if the substation addition buses were some of the ones with the highest short circuit level, numbered as, 
SELG 60 kV, SEMF 60 kV and SEPD1 60 kV there won’t be induced any noticeable impacts on the system before 
and after the wind penetration regarding the power losses (Fig. 4-17 & 4-18), short circuit current rise (Fig. 4-19) and 
voltage levels.  
Especially, bus SEPD1 60 kV seems to be the most suitable among the transmission nodes with power losses 
minimised to 1.0 MW + 8.7 MVAr and a 206 A increase in the three-phase fault current. In addition, implementing 
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the contingency analysis for this node, the results are smoother for a loss of one of its transport lines 60 /30 kV 
compared to the other buses (Appendix L).  
For the same reasons, among the distribution nodes the most suitable to connect the wind generators to is the 
SEVF 30 kV. Here, the short circuit current rises 239 A and power losses are minimised to 1.1MW + 8.6MVAr. This 
could be abbreviated to the fact that wind generators added via transformers 0.69/30 kV to that node are behaved as 
swing generators to balance apparent power throughout the system. Voltage soars are observed at the nodes of 30 
kV which are connected to the substation node SEVF and are fairly isolated from the power centres. 
Buses- SELG and SEVF both rated at 30 kV appear to have equal rise by 239 A in fault current value. Considering 
the contingency agenda for the PSFU, SELG and SEVF nodes (Appendices J, M & O), the results are smoother for 
the loss of a 60/30 kV transmission line for bus PSFU instead of SELG and SEVF buses. Nevertheless, PSFU 
substation node has been excluded from being the addition bus due to the unfavourable increase in its fault level. 
 
Table 4-16: Short Circuit Level at the addition buses: Scenarios 2&3, year 2015. 
DG addition at 
bus 
SCL (A) 
Scenario 2, geothermal power Scenario 3, geothermal & wind 
SEFO 5156.7 5334.6 
SELG-60 5320.1 5499.3 
SELG-30 2364.7 2604.1 
SEMF-60 4768.8 4953.1 
SEFO 4714.3 5018.5 
SEVF 2344.6 2584.3 
PSFU 1455.8 1825.4 
SEPD1 4297 4502.5 
SEPD 13575.3 14208.3 
SEMF-30 3660.4 3840 
SECL 2257 2449.5 
 
 
 
Fig.  4-19: Fault currents (A) at the addition buses, Scenarios 2 & 3. 
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4.4.4. Scenario 3- Wind Power Capacity Scattering 
Instead of connecting all the wind generators at one solely substation node, it would be viable a generation 
scattering among different nodes with respect to load demanding and voltage profile. Several simulations were 
performed e.g. it was chosen to penetrate two wind turbines with generation of 2.0 MW at each of the 30/60 kV 
substation nodes of SEMF and SEVF and three machines at the 30 kV node of PSFU. The following conclusion was 
conducted; a generation scattering may induce less active and reactive losses, but raises up the short circuit value 
unfavourably. An explanation could be attributed to the three-phase fault calculation for the prescribed set of 
unbalances. The calculation process interconnects the three sequence networks to represent the unbalanced 
condition and solves for the sequence voltages. In addition, the calculation is based on the contributions from the 
series branch currents flowing in each branch (including any generator contributions) connected to the fault node. 
Therefore, when the wind power is connected to more than one substation nodes, the sum of fault current 
contributions from the power stations’ generators is higher. 
 The respective results are given in Appendices Q & R. 
 
4.5. Transient Stability Analysis 
 
4.5.1. Performing Dynamic Simulations in PSS/E 
The dynamic studies examine the impacts on the power system´s transient stability with the introduction of 
distributed generation into the grid. The fault ride through capability and frequency response of network elements, 
especially talking about generators are checked to see if they have adequate stability margin and that the voltage 
recovery following fault clearing is adequate.  
The dynamic data file (.dyr) in PSS/E consists of parameter info for generators, turbines, exciters, governors etc. 
The version 31 provides with a dynamic model library for a DFIG variable speed wind turbine. The model includes 
generator, electrical control, wind turbine and pitch control. The most prevalent disturbance in order to check against 
the wind turbine generators’ (WTGs) model response subjected to grid disturbances is a three-phase symmetrical 
fault on the interconnection bus.  
PSS/E version 31 also contains the WT3 model that is commonly used and occupies a doubly fed induction 
generator. In addition, it has the following modules: a) Generator/converter module, b) electrical control module, c) 
turbine module, and d) pitch module.  Dynamic simulations involve the generators and protection system modeling. It 
is considered that conventional generators can offer primary regulation whereas the wind generators cannot. In all the 
simulations executed throughout this thesis the speed controller value of conventional generators is adjusted, thus 
they can give 1.5% of their power potential if it is necessary.  Moreover, the dynamic modeling of conventional 
generators concerns the definition of the standard generator model, the excitation limiter model (voltage regulation) 
and the governor model (speed control). According to the different generator types, within the current study the 
appropriate models were chosen which are included in the PSS/E library: 
- Thermal power plants (for steam and/or gas turbines): GENROU round rotor generator, IEEG1 (IEEE-1981) 
governor model, EXST1 (IEEE-1981) excitation model.  
- DFIG: In order to model this kind of technology is utilized the WT3 model of PSS/E that occupies doubly fed 
induction generator (Fig. 4-20). This technology allows inertia and speed control, because the blades are 
decoupled from the generator, whereas is connected to the grid via an AC/DC/AC converter. 
The schematic figure (Fig. 4-21) beneath shows the interaction among the generic control modules in a wind 
turbine. The WT3 generic modules data for a DFIG are briefly given in the bibliography such as [13].  
 In more details, the WT3 generic model comprises of the modules as follows:  
· WT3G: generator/converter module 
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· WT3E: electrical control module 
· WT3T: mechanical control module 
· WT3P: pitch control module 
 
Fig.  4-20: Doubly Fed Induction Machine Technology [13]. 
 
 
Fig.  4-21: PSS/E DFIG Generic Model [23]. 
 
The following Tables (Table 4-17 to 4-20) represent the WT3 generic modules data as entered in PSS/E simulation 
platform [13]. 
 
Table 4-17: Generator Module WT3G1 
Symbol Value Unit 
Xeq 0.8 pu 
Pll gain 30 constant 
Pll integrator gain 0 constant 
Pll max 0.1 MW 
MW rating 2 MW 
No of lumped WTs 1 integer 
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Table 4-18: Mechanical Control Module WT3T1 
Symbol Value Unit 
Vw 1.25 pu of rated wind speed 
H 4.95 sec 
DAMP 0 pu P/pu speed 
Kaero 0.007 constant 
Theta2 21.98 degrees 
Htfac 0.875 Hturb/H 
Freq1 1.8 Hz 
DSHAFT 1.5 pu 
 
Table 4-19: Electrical Module WT3E1 
Symbol Value Unit 
Tfv 0.15 sec 
Kpv 18 pu 
Kiv 5 pu 
Tfp 0.05 sec 
Kpp 3 pu 
Kip 0.6 pu 
PMX 1.12 pu 
PMN 0.1 pu 
QMX 0.309 pu 
QMN -0.309 pu 
IPMAX 1.1 pu 
 
Table 4-20: Pitch Control Module WT3P1 
Symbol Value Unit 
Tp 1.25 constant 
Kpp 4.95 pu 
Kip 0 pu 
Kpc 0.007 pu 
Kic 21.98 pu 
TetaMin 0.875 degrees 
TetaMax 1.8 degrees 
RTetaMax 1.5 degrees/sec 
PMX 1 pu on Mbase 
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4.5.2. Voltage and Frequency Performance 
Reactive power production capability defines the voltage control and inertia response for the frequency behaviour. 
Fixed speed generators (FSG) do not provide voltage regulation and consume reactive power, although DFIG provide 
local voltage control and the higher the penetration rate the higher will be the voltage figure. 
A complete steady-state analysis required both of thermal and voltage magnitude violations. While, wind 
penetration levels are increased, existing thermal generation must be removed to accommodate it. Load flow analysis 
is affected by decommission via the elimination of a unit´s reactive supply. Dynamic analysis is affected by 
decommission via the elimination of a unit´s inertia. The system frequency depends on various penetration levels of 
wind energy by implementing generation displacement or /and load increase by the corresponding penetration level. 
Actually, the DFIGs do not provide any inertial support thus the total system inertia declines with the penetration level 
of DFIGs and the simultaneous removal of conventional generation results to the deterioration of the system´s 
frequency. Contradictorily, when load increases in order to reach the power balance, the total inertia of the system 
remains the same. As a result, the system would not suffer from a generation unit loss. Concluding, a DFIG can either 
positively or negatively affect the frequency nadir during a generation loss circumstance depending on how power 
balance is retrieved. 
For instance, the Spanish System Operator (REE) has numbered various technical specifications, i.e. P.O.12.2 & 
P.O.12.3 [101] regarding the acceptable voltage dips in a wind farm after a short circuit fault in order to remain 
connected to the grid. The pre-mentioned voltage drop is characterized by a voltage decay followed by a voltage 
recovery in two ramps with different slope. As illustrated in Fig. 4-22 below, the voltage decay rises up to 20% of the 
nominal value for the first 0.5 seconds, followed by a voltage enhancement divided in two parts: firstly from 20% to 
80% of the nominal value in the next 0.5 seconds and one from the 80% to the 95% of the nominal value in a total 
time of 14 seconds. Additionally, in case of a double-line-to-ground fault the voltage nadir does not drop beyond the 
60% of the nominal value. 
 
 
Fig.  4-22: Voltage behaviour after a short circuit incident [101]. 
 
The voltage in an electrical system is regulated by all generators. The high penetration level of wind energy into the 
network requires an active participation from the wind farms in the voltage control scheme at the connection point, 
complying also with the Transmission System Operators (TSOs) requirements. The generators control the voltage 
through the reactive power that consume/generate. The direct relationship among the voltage difference and the 
reactive power has already been demonstrated above with equations (2-5) & (4-1). As Reactance (X)>> Resistance 
(R), the variations in reactive power affect at a higher rate the voltage drop than any variations in the active power, P. 
This can lead to the disconnection of wind farms and may threat the system´s power stability. 
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4.5.3. Dynamic Simulations Outcomes 
4.5.3.1. Testing the DFIG into the Island´s Power System 
In order to test the wind turbine riding through capability over perturbations, a bolted three-phase symmetrical fault 
was applied on the distribution connection point of the wind farm, which was loosely selected to be the bus SEVF 
rated at 30 kV. The fault is applied one second after the initiation of the simulation lasting for 200 milliseconds. This 
time corresponds to 9 cycles for the 50 Hz system and the total simulation time was defined at 20 s. During the fault, 
the wind turbines and the system´s conventional generators performance was investigated under this circumstance as 
the figures illustrate beneath. 
Figure 4-23, represents that during the fault on the 30 kV interconnection point, the voltage at addition bus drops to 
zero, whereas the terminal voltage of the wind turbine bus depresses by almost 90% reaching the value of 0.1 pu. It 
was expected that the voltage reduction in the WT terminal bus would follow the same pattern as for the faulted node; 
however the minimum terminal value for the former is higher. After fault, at 1.2 seconds, both sites gradually recover 
to 1 pu. The 90% voltage depression can be attributed to the fact that the wind turbine generators are directly 
connected to the faulted bus via transformers and are not stood off from it. 
 
 
Fig.  4-23: Voltage response for WTG terminal & 30 kV Wind Farm bus bar after a 3-phase fault incident. 
 
Figures 4-24 & 4-25 illustrate the mechanical, electrical and reactive power output (Fig. 4-25) of the wind turbine 
generators during the short circuit occurrence.  The most critical for WTGs is when the fault occurs at the connection 
point of the transmission network. Examining the active power response, is observed that during the fault, the rotor 
speed increases giving a negative slip and starts to accelerate. Actually, there is a difference among the electrical and 
mechanical power, where the former tends to be zero (decrease). Mechanical power at the beginning remains the 
same and after the fault starts to oscillate causing mechanical stress in the drive train system. The pitch module 
responds by altering the blade pitch angle (increases) during the fault in order to reduce the mechanical power. Both, 
electrical and mechanical outputs are reduced during the fault event and their oscillations last about 5 s, where the 
generator tries to restore its pre-fault value. It is worth mentioning that a few milliseconds after fault, the generator 
operates as a motor thus absorbs a great amount of real and reactive power.  
VOLT  SEVF  
ETERM  WF  
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The wind farm generates active power (Fig. 4-25) immediately after fault clearance and helps to keep it in operation 
during the fault sequence. Furthermore, Fig. 4-25 shows that wind turbine generators during fault supply with reactive 
power the grid and comply with the Wind Grid Code. During the fault, reactive power injection to the grid increases to 
support voltage drop. After fault (for shortly), reactive power oscillates probably due to the magnetization of the rotor 
windings in the generator. Besides, the DFIG offers the capability of controlling the reactive power and thereby 
controlling the voltage on the grid. 
 
 
Fig.  4-24: Mechanical power of DFIG after the 3-phase fault incident. 
 
 
 
Fig.  4-25: Electrical and reactive power output of DFIG after the 3-phase fault incident. 
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Frequency increases (Fig. 4-26) during the fault time as rotor speed increases to minimize the drive-train loads due 
to mechanical stress. Oscillations last up to 5 seconds where both locations restore their initial value. In addition, 
variations in frequency figures do not overpass the 0.2 Hz with the minimum value being at 49.8 Hz. 
Figure 4-27 justifies the explanation above for the mechanical power output (Fig. 4-24). Pitch angle increases 
during fault in order to minimize mechanical power and oscillates strongly following the same pattern with the latter. 
 
 
Fig.  4-26: Frequency deviation at the wind farm (WF) connection node & WT terminal bus. 
 
 
Fig.  4-27: Pitch angle response after a 3-phase fault incident. 
 Page 109 of 257 
 
Figure 4-28 represents the voltage dips of conventional generators during the fault event with the minimum value 
being at 0.84 pu. All of them reach the new steady-state condition in a few of seconds. The increased requirement in 
reactive power demand can justify the voltage drop at the terminal buses of the conventional generators, whereas 
recovery is obtained immediately after fault occurrence (Fig. 4-29). 
 
 
Fig.  4-28: Voltage response of the conventional generators after a 3-phase fault incident. 
 
 
 
Fig.  4-29: Reactive power output of the conventional generators after a 3-phase fault incident. 
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Figure 4-30 shows that the machines are stabilizing together. Moreover, Fig. 4-31 justifies that the tripping 
behaviour of wind turbines during the fault incident- they produce almost zero electric active power, imposes the 
necessity to the conventional generators increase their active output. The new steady-state situation is achieved in 
about 5 seconds. 
 
 
Fig.  4-30: Relative rotor angles of the conventional generators after a 3-phase fault incident. 
 
 
 
Fig.  4-31: Active power output of the conventional generators after a 3-phase fault incident. 
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4.5.4. Performing Various Dynamic Studies 
In this part some additional dynamic analyses are realized which are typical to describe the stability behaviour of 
the system under different disturbances. Transient stability in terms of power, frequency and voltage behaviour is 
examined against a principal generator loss, an important transmission line disconnection and a three-phase fault at 
the swing bus.  
4.5.4.1. Loss of one central thermal generator (CTCL-CPP swing bus, 60 kV) 
The Figures beneath (Fig. 4-32 & 4-33) illustrate the system correspondence after such a loss. The generation that 
is taken out of operation is of 8.32 MW. The variations in frequency at the transmission substation nodes during 
transit oscillations are lower than 0.225 Hz, whereas the frequency reaches approximately the value 49.9 Hz in about 
in 20 seconds. Voltages during the perturbation time remain over the 98% (Fig. 4-33) of the nominal value (0.9875 
pu) and after that period of time recover to a new steady-state condition. Fig. 4-34 shows these active power outputs 
of the remaining generation units during the fault occurrence. It was truly accepted that the remaining conventional 
and dispersed machines need to increase their output to compensate for the loss of a generator unit. 
 
 
Fig.  4-32: Frequency deviation at the transmission substation nodes after a slack generator loss. 
 
 
4.5.4.2. Loss of the transmission line CTCL-SEFO rated at 60 kV 
As it can be easily seen from Fig. 4-35, the voltage drops slightly for all the substation nodes with the highest dip 
being noticed at the terminal bus of the tripped line, SEFO rated at 60 kV. Nevertheless, in all cases the reductions 
do not fall under impermissible values (±2%). Figure 4-36 depicts the frequency deviation at the transmission 
substation nodes during the fault incident. It fluctuates with peaks below zero during the line tripping and a new 
steady-state is also obtained under zero value, shortly after 9 seconds. The frequency drops, because a generator is 
lost and the others will supply to share the load.  The remaining generators´ governor speeds will decrease due to 
lower droop contribution and set a new steady frequency below its nominal figure established at 49.999 Hz. The 
biggest frequency oscillation belongs to SEPD1 60 kV substation bus but all remain within the permissible limits. 
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Fig.  4-33: Voltage deviation at the transport substations after a slack generator loss. 
 
 
 
Fig.  4-34: Power outputs of the generation units in operation during the fault incident 
 
 
4.5.4.3. Three- phase fault at swing bus 1 CTCL-CPP rated at 60 kV 
Figures 4-37 to 4-40 represent the effects on transient stability may induce on the system a three-phase fault at the 
slack bus. During fault time, the WT generator terminal voltage (Fig. 4-37) and active power output (Fig. 4-38) are 
reduced with the former obtaining the 30% of its nominal value and producing about 450 kW (rated value 1.6 MW).  
 
 
VOLT [SEFO 60 kV] 
VOLT [SEPD1 60 kV] 
P [BUS 95 CGRG (10 kV)] 
P [BUS 96 CGPV (11 kV)] 
 Page 113 of 257 
 
 
Fig.  4-35: Voltage deviation at the transport substations after a transmission line loss. 
 
 
Fig.  4-36: Frequency deviation at the transport substations after a transmission line loss. 
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FREQ [SEPD1 60 kV] 
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Fig.  4-37: Voltage terminal value of WT generator after 3-phase fault at slack bus. 
 
 
 
Fig.  4-38: Active power output of WT generator after 3-phase fault at slack bus. 
 
Voltage values at the substation nodes all drop almost by 90% but soon after the fault recover to the pre-fault 
values (Fig. 4-39). Similarly, frequencies deviate sufficiently and increase no more than 0.4 Hz during fault period time 
(Fig. 4-40). In all cases a new steady-state condition is achieved.  
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Fig.  4-39: Voltage values of transmission nodes after 3-phase fault at slack bus. 
 
 
 
Fig.  4-40: Frequency deviations at transmission substation nodes after 3-phase fault at slack bus. 
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4.5.5. Open-Circuit Set Point Step Tests 
In this research, there were performed open circuit set point step tests for two exciter models namely, EXST and 
IEET1 to identify the exciter that is not well-tuned. Throughout this simulation, each generator being tested is 
initialized to unity terminal voltage on open circuit. Furthermore, a simple step change of 5% (typically from 0.01 to 
0.05) is applied to the voltage regulator references and the resulting responses of field voltage and generator terminal 
voltage are observed. The step magnitude should not exceed the 10% since the objective of this test is to examine 
small disturbance behavior.  
The excitation system IEET1 at bus 1-CTCL (swing bus) is very oscillatory for KF=0.02 compared to EXST model 
for the same synchronous machine (Fig. 4-41). The typical tuning gain parameters of a rate feedback type excitation 
system are TF and, more particular KF. Figures 4-41 to 4-43 illustrate the effects of exciter tuning on the field voltage 
and generator terminal voltages for the different excitation systems. A value of KF=0.08 pu is observed to yield an 
acceptable open circuit response. IEET1 and EXST models are indicated as 1 and 2 respectively in the following 
graphs. 
Figure 4-44 depicts the blocks of the EXST excitation system in PSS/E. The variable limiter has minimum and 
maximum values of VTVRMIN-KCIFD and VTVRMAX-KCIFD respectively. This limiter is operated as input of the generator 
terminal voltage (VT) and field current (IFD) including a constant parameter KC.  
From Fig. 4-41 & 4-42, it can be seen that the field (EFD) voltage response for the EXST exciter model is very exact 
during the step signal being applied to the exciter set point and the final steady-state profile has a good convergence 
characteristic. 
 
 
 
Fig.  4-41: Field voltages for IEET1 & EXST exciter models. 
 
1 
2 
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Fig.  4-42: Effect of exciter tuning for IEET1 & EXST excitation models. 
 
 
 
Fig.  4-43: Field and terminal voltage responses for IEET1 exciter model. 
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Fig.  4-44: EXST exciter model in PSS/E [11]. 
 
4.6. Summary 
 
The main goal of the present work was to propose the potential areas for the introduction of renewable energies 
into an autonomous power grid. In this case hydroelectric power plants were not taken into consideration as their 
potential is very small compared to the total system handling. Focus was concentrated upon wind power and 
geothermal installations. To achieve this objective it was necessary to accomplish load flow, contingencies (N-1), 
short circuit and dynamic analyses. PSS/E version 31.0 software tool and its wind turbine model WT3 are used for the 
relevant simulations throughout this work. 
 
4.6.1. Discussion on Steady-State Analysis  
Within this thesis three case Scenarios were defined to check the system´s voltage and frequency stability with the 
addition of 25.77 (Scenario 2) and 14 MW (Scenario 3) of geothermal and wind power respectively. In each Scenario, 
high and low demand configurations were employed, except for Scenario 3 that only high load requirement was 
considered as it is the worst case scheme.  
· Scenario 1, year 2009 base case  
· Scenario 2 year 2015 additional geothermal power 
· Scenario 3, year 2015 with wind energy and geothermal power. 
The autonomous power system consists of a main thermal plant and two big geothermal power stations. The fossil 
fuel plant is not only at the centre of the transmission network but also is the only conventional source of the island. 
For that reason, the slack bus was chosen to be the high transmission voltage node of its substation (1 CTCL-CPP, 
60 kV).  
Throughout the Scenario 1 & 2 case studies, there were not observed voltage violations, but thermal line 
overloading rated between 124% and 128% against their power ratings for high and load demanding respectively. In 
Scenario 3, various substation nodes were examined to add wind power to, the ones selected as most suitable, 
voltage and thermal violations follow the same pattern. Wind power inclusion under specific scattering and connection 
topology cannot affect the electrical system and reduce the losses. Concretely, the total system losses with only 
geothermal generation added accounts for 1.1 MW+8.9 MVAr, whereas encountering wind generators addition at 
specific nodes the losses differentiate accordingly. Nevertheless, the impact on power losses is minimal in all cases 
as the amount of power added was small compared to the total system handling capacity. Moreover, it is important to 
note that power balance is kept as the conventional generators´ output is controlled and readjusted according to the 
system demand. 
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The results drawn from N-1 study showed that wind energy penetration improves the system security, especially 
when wind power is more distributed. The most critical results in terms of voltage and thermal violations were 
concluded when disconnecting the line between 1 CTCL and 27 SEMF substations rated at 60 kV. This can be 
attributed to the fact that SEMF substation has to satisfy a high load demand at its 30 kV node and at the nearby 
buses that is connected to via several distribution lines. The three main substations that connect the transmission to 
the distribution network are SEFO 60/30, SEMF 60/30 and SEPD 60/10 kV, where the power flow though 
transmission and subsequently through distribution branches depends on the transmission lines that initiate from 1 
CTCL-CPP bus, the slack bus. 
Short circuit analysis showed that the penetration of wind power and generally of distributed generation raises the 
short circuit level. Especially, a three-phase fault implemented at the addition bus increases the short circuit current at 
this bus and to the ones interconnected to it via branches. One solution to minimize the short circuit level could be to 
increase the impedance of the HV/MV transformer of the network or adding some fault current limiting devices such 
as reactors. 
 
4.6.2. Discussion on Dynamic Analysis 
A three-phase fault was implemented at the connection node of the wind farm whereas voltage, real, reactive power 
and frequency behaviour were examined not only for the wind turbine generators but also for the conventional 
generators. The short circuit current is increased at the addition bus and to the ones interconnected to it via branches. 
In all cases, a new steady-state is achieved according to the pre-fault value. Moreover, the wind farm as introduced to 
the Island´s electrical system remains connected under voltage dips caused during the fault on the transmission 
and/or distribution voltage connection node. The results proved to be more critical when power installation was 
scattered among different distribution nodes since the frequency and terminal voltages where the wind power is 
connected to, after a three-phase fault application, need more time to recover to their pre-fault values. Specifically, the 
terminal voltage of wind generators drops significantly and frequency´s long in duration oscillation depicts that 
system´s stability is disturbed. 
Additional fault incidents were implemented such as the loss of a swing generator, the outage of an important 
transmission line and a three-phase fault application at the slack bus. The results showed that the voltage and 
frequency behaviour at the system’s substations does not fall under impermissible values, while they are soon after 
the fault clearing reset to their initial conditions. In more details, when a symmetrical short circuit is applied to the slack 
bus, voltage and frequency values at the terminal bus of the wind generators and the substations recover adequately 
where the later ones do not vary more than 0.4 Hz.  
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5.1. Introduction 
 
The structure and characteristics of LV distribution networks and particularly of Islands or autonomous grids may 
provoke problems and constraints which lead to limitations of the DG integration level into this type of power systems. 
In respect to these limitations, aspects like voltage deviations, reactive power control, power quality and reliability 
need to be considered. Therefore, the energy management and interaction of DG units penetrated into LV 
distributions networks has to be assessed. 
Power quality measurements are of high concern, especially in diesel-powered Island or Microgrid systems, since 
the majority of most small Island power systems and off-grid remote areas are relied on diesel-fuelled generators to 
fulfil their energy necessities. Particularly, one important issue questioned in islanded networks is the transient 
behavior of diesel gensets during critical disturbances induced by intermittent power sources and load step changes 
and more than that, the degraded power quality caused by their inherit torque oscillations.  
Voltage deviations induced by load changes and power delivery limitations are observed during reactive power 
unbalances. Reactive power control and subsequently voltage control are necessary for regulating the voltage levels 
across the distribution feeders. In more details, the nodal voltages which represent the connection points of distributed 
generation must be regulated in order to be maintained within specific limits that is a significant power quality criterion 
in electricity supply. 
Switched capacitors, reactors and VAR compensating devices such as Static Synchronous Compensator 
(STATCOM), commonly advantageous for industrial applications, are used to control reactive power flow and thus 
maintaining voltage in electrical systems and have proved to be effective since they can reduce the energy transfer 
limitations mentioned above under normal and fault conditions. Besides, STATCOMs have already been applied to 
distribution systems, i.e. 400 V and medium voltages, namely 35 kV, 10 kV etc.  
Apart from VAR compensating devices, distributed generators interfaced to power electronic converters are, 
usually, controllable reactive power sources. Additionally, the energy storage systems (i.e. DC Capacitors or 
Supercapacitors) which are introduced as backup sources are able to control the active power flow and can be key 
effective solutions to increase distributed generation in an Island power system or generally in a LV distribution 
network.  
This research study discusses the performance of real time and PHIL simulations to emulate and verify the ‘’smart’’ 
coexistence of central and decentralised generation very close to realistic conditions utilizing an impedance as 
hardware-under-test (HuT) in order to examine the generation plants integration into LV distribution networks. As 
mentioned above, in Section 1.4.2, this research work studies two sets of tests; The first case study elaborates the 
testing of an average model of STATCOM in real time simulation platform and the second case study involves two 
blocks of experiments; a) the implementation of a Microgrid model in RSCAD/RTDS environment and b) the execution 
of various experiments in a real Microgrid test site. In the end, PHIL tests are performed for both case studies.  
The chapter starts with a review on the tests executed indicating their technical objectives. In continuation, the basic 
implementation aspects such as the reference standards, testing method and the used equipment throughout the 
experiments are also detailed. Then follows a more extensive description of the simulation modeling and tests.  The 
first group of real time simulations and PHIL experiments is analysed, where an average model of STATCOM is 
designed in the RSCAD/RTDS environment to investigate its impact on voltage regulation within a LV network. In 
addition, the second group of RSCAD/RTDS and PHIL tests is outlined which demonstrates the energy management 
system of a LV distribution network including a diesel synchronous machine and inverter-based sources. Finally, the 
conducted Microgrid experiments are discussed.  
The last part of this chapter is dedicated to the discussion on the respective results. Moreover, a detailed 
description of the inverter-based STATCOM’s controller design is given. The current and voltage control loops are 
studied in order to define the respective transfer functions and the affiliated Bode plots as data reference for 
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verification of the selected inverter model. The outcomes regarding the energy management within the distribution 
power system were, then, verified at a real Microgrid (MG) infrastructure through experiments during which various 
tests were performed concerning the dynamic operation of the diesel generator and the battery- inverters within the 
LV islanded power system.  
 
5.2. Background and Objectives of the Tests Executed 
 
Real time simulations and especially Power hardware-in-the-loop simulation (PHIL) allow testing and validating the 
electrical properties of power system devices such as converters, wind energy generators, hybrid and energy storage 
systems. The most considerable advantage of this type of simulation platform is that the system can be interfaced to 
real hardware components, generally called HuT.  
This kind of experimenting gives the possibility to test repeatedly and analyze the behavior of the physical device, 
very close to realistic conditions [117, 135]. For instance, the hardware part can be subjected to several simulated 
fault incidents and its resulting response can be verified. 
The objectives of the two case studies, namely Case Study 1 and Case Study 2 analysed and discussed 
throughout this thesis, are outlined beneath. 
 
5.2.1. Case Study 1: PHIL Technique Applied to a LV network for Integrating an Average Model 
of STATCOM with a Capacitor 
A converter based Static Synchronous Compensator (STATCOM) is a shunt device that hosts voltage stability and 
mitigates voltage sags at the point of common coupling by absorbing or generating reactive power [136]. An energy 
storage system (ESS) connected to the DC bus of a STATCOM in generally in low voltage distribution networks or a 
Microgrid infrastructure appears to be a very promising solution for power quality issues since they can control the 
active power flow in the point of common coupling. In that way, the STATCOM’s traditional operating modes, namely, 
capacitive and inductive will not be limited to reactive power compensation but it may be also feasible to control the 
active power flow within the STATCOM and the point of common coupling through charging/discharging the energy 
storage system [21-24]. Besides, storage batteries, ultra capacitors, flywheels, comprise backup energy storage 
devices, which must be included in Microgrids to ensure uninterrupted power supply. They should be connected to the 
DC bus of the Microgrid and be provided with ride-through capabilities during system changes. 
The execution of real time simulations of a STATCOM model in RTDS has been limited up to now. However, within 
the literature A. Sattar et al., [131]  research work is reported as an implementation of this kind of simulations, where a 
grid connected wind farm with a two-level inverter based STATCOM model was simulated in the RTDS to analyze the 
dynamic and transient characteristics close to realistic conditions. Throughout the proposed study it was shown that 
the terminal voltage of the wind farm remained at the desired value under different wind conditions and network faults. 
The above work was performed in the real time RSCAD/RTDS environment; nevertheless PHIL experiments were not 
conducted. 
The applicability of PHIL technique for integrating VAR compensating devices such as Static Synchronous 
Compensators with a DC Capacitor is rather restricted up to now; hence this effort will be reinforced throughout this 
study.  
 
5.2.1.1. Technical Objectives of the Tests 
Firstly, the controller design of a three-phase voltage source inverter is studied, where the current and voltage 
proportional-integral (PI) controllers are extrapolated and implemented in the inverter-based STATCOM model. The 
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main objective of the gain regulators´ calculation, the low pass filter and cut-off frequency determination in line with 
the affiliated Bode plots drawn in Matlab, is to verify the trade-off between the inverter’s dynamic performance and 
stability. 
Moreover, an average model of STATCOM integrated with a DC capacitor into a three-phase LV network is 
simulated in RSCAD/RTDS environment and PHIL experiments are executed utilizing a variable resistance as 
hardware part. These tests have various aims and are indicated beneath; 
The real time and PHIL simulations aim at investigating: i) the effects of STATCOM on voltage regulation at the 
common coupling of this inverter-interfaced source, ii) the reactive power compensation during step load changes in 
the hardware impedance, and iii) the inverter’s control in order to maintain the DC-side voltage equal to a reference 
value by charging/discharging the capacitor. 
Additionally, this research work aimed at modeling the Bootstcap Maxwell Supercapacitor that the ICCS-NTUA 
Power Systems Lab owns by taking into consideration conducted experimental measurements. The test procedure 
included charging and discharging the Supercapacitor. In that way, an experimental complete cycle of charging and 
discharging on a real energy storage device was executed in the Lab environment.  Appendix S concentrates these 
results. 
 
5.2.2. Case Study 2: Implementation of a Microgrid Model for DER Integration in Real-Time 
Simulation Platform 
Throughout this study two blocks of experiments were accomplished. PHIL and real time simulations are executed 
to emulate the energy management system of a real Microgrid including a diesel synchronous machine and inverter-
based sources. Moreover, conventional frequency and voltage droops were incorporated into the respective inverters. 
The PHIL laboratory tets are conducted as a data reference for verification. In order to complete this study a set of 
specific objectives were defined and are given beneath. 
 Finally, for tests aiming at analyzing the energy transfer in an AC Microgrid, a set of experiments were conducted 
related to the diesel generator and the battery inverters that were available in CRES premises. Their respective 
objectives follow. 
 
5.2.2.1. Technical Objectives of the Tests 
RSCAD/RTDS tests have the following objectives: i) modeling of a three-phase LV network in RSCDA/RTDS 
software that includes a diesel generator, feeders, various resistive loads and a three-phase battery inverter, ii) 
calculation of battery inverter´s droop curves (droop f & V) and iii) load sharing for parallel operation of the system´s 
power devices. 
The execution of the Microgrid experiments aim at: i) evaluating the diesel generator and battery inverters´ active 
power droop control, ii) calculating f/P droop for parallel operation of three inverters (master-slave) during step load 
changes for load asymmetries and during a 24-hr load profile, and iv) load sharing for parallel operation of two battery 
inverters connected both in one phase. 
 
5.3. Implementation Aspects 
 
5.3.1. Reference Standard Procedure 
During the experimental procedure no specific standards or guidelines were followed since there are no specific 
ones for Power Hardware- in-the-Loop tests. However, a reference PHIL procedure was followed. For example, the 
protections in the RTDS had to be tested in order to ensure that in case of a possible error in the simulation layer no 
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damage will be done to the equipment. Moreover, before the closed loop tests were performed, it is essential to check 
that the signals will be inserted to the simulated system having the correct characteristics of amplitude and phase.  
During the experiments in the CRES’ Microgrid no specific standards or specified procedures were followed. The 
evaluation regarded mainly feasibility and overall performance of the DER devices under different operating conditions 
and configurations. Also, the evaluation process of the results was done empirically. 
 
5.3.2. Testing Method 
For the PHIL tests, the testing methodology included the following steps: 
· The entire network under study was numerically simulated using the RTDS system. The results helped us 
to examine the expected values of the flowing currents and node voltages in the simulated network. 
· As already mentioned in Section 3.3.5, the protection models were added in the RSCAD draft in order to 
ensure the safety of the equipment. 
· The closed loop of the PHIL simulation was modelled in RSCAD/RTDS in order to verify whether the whole 
system is stable or not. 
· The physical setup was prepared. The measurement equipment was installed. Using oscilloscopes in 
addition to the RTDS runtime environment helped monitoring all the relevant quantities such as currents and voltages. 
· The simulation system run in open loop, and the results were evaluated. 
· The system run in closed loop and the PHIL tests were performed. 
The steps followed for experimental implementation and testing in CRES’ Microgrid are summarized below: 
· The battery inverters used in the tests are the SMA-Sunny Island (SI) 4500 inverters. By default, one of the 
inverters is connected to the appropriate grid phase and can operate in all possible modes such as grid-forming and 
grid-connected with droop characteristics. The other two inverters were reconfigured appropriately so that they 
operate under different modes.     
· The DER units that were used for the tests include 3 battery inverters (13.5kWp), 1 diesel generator (12.5kVA), 
one load bank (13.5kW), 2 PV panels (1.1 and 2.5kW) . The loads used in the tests are 3 groups of resistors (2.5, 1.5 
and 0.5kW), which are combined appropriately in order to obtain the maximum number of combinations. The selection 
is done by the supervisory control via a look-up table and historical data that define the consumption profile. Apart 
from that, a reactive consumer (capacitor) was also used in one of the tests. The specific capacitor is a 3-phase 
2.5kVAr component. 
For the data logging and supervisory control, various communication protocols like Interbus, and SMANet protocol 
(RS485) were used during the tests.  All data were collected and stored to the SCADA personal computer that uses 
LabVIEW. The fast transients and waveforms were measured by using oscilloscope. 
 
5.3.3. Implementation details and Used Equipment 
5.3.3.1. PHIL Experimental Set-Up 
For the PHIL tests the following equipment sets were used: 
· The Real Time Digital Simulator (RTDS) where the simulated network was designed. A desktop computer 
is necessary for the design of the network and the control of the RTDS. 
· A single phase (5 KVA) AC/DC/AC converter provided by Triphase was used in order to allow the low 
power output signal of the RTDS to be amplified and used as a higher voltage signal. The control of the Triphase 
amplifier is possible using a desktop computer with the Matlab/Simulink program installed.   
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· The hardware under test was a resistor whose value varied according to the experiments. 
Figure 5-1 depicts the PHIL topology as implemented in NTUA research infrastructure.  
 
 
Fig.  5-1: PHIL environment in NTUA Lab for DER devices [127]. 
 
5.3.3.2. Microgrid Set-Up 
Figure 5-2 illustrates the CRES Microgrid infrastructure [127]. The Microgrid was setup and used either in single or 
in three-phase configuration according to the specific test. Unbalanced loading was also examined. During the 
experimental part of the project the main equipment mentioned in Section 5.3.2 was used. 
 
 
Fig.  5-2: CRES Microgrid topology. 
 
 Page 126 of 257 
 
Apart from these units other equipment like sensors and transducers were also used. In more details, the data 
logging included sensors and transducers (current transformers, active and reactive power transducers) but also for 
this purpose the data logging system built-in the battery inverters was used. Specifically, for the PVs and loads the 
used metering equipment included 
· Current transformers, active and reactive power transducers for the electric power 
· Voltage transducers for the RMS voltage measurement 
 
The battery inverters were supervised and controlled in terms of frequency using their own system and via serial 
communication. Finally, the connection to the public grid point was monitored by using the existing three-phase power 
analyzer that is interfaced to the central SCADA by using serial communication and Modbus protocol. 
The diesel unit´s droop for the Microgrid experiments is considered arbitrarily as -0.06Hz/kW according to its 
governor’s settings. Moreover, it is defined by (5-1) where Δf is the absolute change in the frequency (Hz) and ΔP is 
the absolute difference in the output power (kW) that caused the subsequent change in the frequency.  
 
                                                                               P
fR=
Δ
Δ-                                                                                (5-1) 
 
However, from (5-1) yields (5-2) that gives the frequency in Hz and power P in kW. A droop characteristic of f-P can 
be calculated by its droop (slope) and one more point as it may be easily seen by Fig. 5-3 beneath.  
 
 
 
 
                                                                                   
 
 
 
 
 
 
Fig.  5-3: Droop f-P. 
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The diesel generator is studied in islanded mode under load variations where an increase in load demand imposes 
an increase in diesel power output and a subsequent reduction in speed. 
fk 
f 
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In order to determine the frequency droop curve, one has to vary the active power exchanged by the generator with 
the Microgrid and measure the corresponding frequency at the output of the diesel genset. Thus, its f-P droop curve 
was experimentally derived under symmetric and asymmetric loads. 
The f-P and V-Q droops of the SI inverter [137] are given by (5-3) and (5-4) respectively where the parameters are 
set to: i) Δfpu=-2%, ii) ΔVpu=-6%. Moreover, these droop curves were utilized for the RSCAD/RTDS simulations. 
  
Fig.  5-4: Battery Inverter f-P & V-Q droop characteristics [137]. 
 
 
                                                               )50(3.33.3
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The frequency droop curve was experimentally derived. In order to obtain each inverter's droop curve, data sets 
consisting of inverter's output frequency and active power have to be available. Not only the f-P droop calculation was 
evaluated but also the frequency, active and reactive power responses with static load changes. 
 
5.4. Simulations Modeling for Case Study 1 
 
Herein, the controller design of the inverter-based STATCOM model utilized throughout this research work is 
described. The analysis of the real time tests being conducted in RSCAD/RTDS software comes second and lastly, 
the performed PHIL tests are reviewed. 
 
5.4.1. STATCOM Controller Design & Low Pass Filter Frequency Determination 
5.4.1.1. DQ Reference Frame for Three-Phase Inverters 
The definition of the control rationale and the calculation of the controller parameters are based on the following 
concepts; a) Average meaning, b) Mathematical description of the system: time and frequency domain, and c) The 
relationship between the temporary response and the Bode diagram [138].  
In order to simulate the control of the Average Model of a three-phase inverter described throughout this study with 
its inherited control loops, well-established parameter values of DC/AC inverters were utilized concerning the PM 
(phase margin) and the cut-off frequency [139]. In continuation, the proportional gain values of the PI controllers for 
both, current and voltage loops in dq axes have been calculated and the corresponding Bode diagrams were plotted. 
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The dynamics for the AC side of the three-phase voltage source inverter (VSI) can be described by the differential 
equation beneath (5-5), where Vinv is the three-phase voltage output at the AC side of the inverter, VL is the voltage 
applied to the low-pass filter (L) and Vgrid is the grid three-phase voltages [126].  
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Finally, the inverter’s transformed three-phase voltage components into dq coordinates are given by (5-6).  
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A more detailed analysis of the derived equations and the Park Transformation is given in Appendix T. 
Fig. 5-5 illustrates the power stage of a VSI with its IGBT bridge schematic followed by a low-pass filter (L) 
connected to the grid. 
 
 
Fig.  5-5: Simplified grid-connected VSI with focus on L-filter [126]. 
 
The network topology including the STATCOM was first simulated in Simulink/Matlab as represented in Fig. 5-6, 
and then in RSCAD/RTDS. The system consists of an infinite bus, 2 LV lines and a load. The STATCOM is simulated 
like a VSI which consists of three controllable voltage sources generating and introducing the AC voltages into the 
network. The upper objective of the inverter’s control is to try to maintain the STATCOM’s DC voltage magnitude 
equal to a reference value by charging/discharging the capacitor. This control is deduced into two corresponding loops 
[126]; 
a) A current regulation loop (Fig. 5-7): This loop consists of two proportional-integral (PI) controllers that control the 
d-axis and q-axis currents. The controllers’ outputs are the Vd and Vq voltages. The Vd and Vq voltages are converted 
into phase voltages Va, Vb, Vc which are used to feed the controllable voltage sources. The id reference (in our case 
id*) comes from the DC-link voltage regulator. The iq reference (in our case iq*) comes from the q coordinate of the load 
current. This value is generated by the transformation of the three phase sinusoidal load currents Ia, Ib, Ic to id and iq 
variables.   
b) A voltage regulation loop (Fig. 5-8): A DC voltage controller which keeps the DC link voltage constant to its 
nominal value using a PI controller maintaining. On the DC side, the inverter is modeled by a current source charging 
the DC capacitor. The DC reference current IDC_inv* is computed so that the instantaneous power at the AC input of the 
 Page 129 of 257 
 
inverter remains equal to instantaneous power at the DC output (PAC=PDC). This is depicted in (5-7). In addition, the 
Simulink blocks of the Inverter and Capacitor control models depicted in Fig. 5-6 are further analyzed in Appendix U. 
 
                                                                   DCDCccbbaa IVIVIVIV =++                                                     (5-7) 
 
 
Fig.  5-6: Simulated network with STATCOM integration [126]. 
 
 
5.4.1.2. Current Control Loop 
Fig. (5-7) illustrates the regulation of id and iq current coordinates utilizing two conventional PI feedback inner control 
loops, one for each respectively. The values assigned with an * are the reference values whereas the ones assigned 
with sub-index fil are the filtered ones being measured [126]. 
The open loop transfer function for both current control structures is similar and is drawn by (5-8).     
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The parameters to be determined concerning the design of the PI controller in the inner current loop are the 
following; 
· The Phase Margin in degrees; here a value of PM=500 is decided. 
Feedback 
filter 
 
PI controller 
Inverter 
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· The cut-off (fc) frequency of the current control loop. Evaluating (5-9) at  fc = 500 Hz yields ωc and the 
corresponding time constant τc 
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· The cut-off frequency of the low-pass filter (ffil) of the open loop system. Selecting a value of ffil = 1000 Hz, 
the angular frequency ωc_fil= 6283.18 rad/s and the time constant τfil=1.59E-4 s are derived.  
· The low-pass filter inductance (Lfilter); here a value of 0.001 henries is chosen. 
   
 
 
 
Fig.  5-7: Current control structures in d,q axes respectively. 
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For the sake of simplicity, it was assumed that the current measurement filter has a unity gain, such as kfil =1. In 
addition, from the Phase Margin (PM) equation, described in (5-10), the Tni that is a time constant value can be 
obtained: 
                                               
                                                   s  103.1tan()tan(
3
)
-Þ ×=-= nicfilcni TωτaωTaPM                                    (5-10) 
 
The proportional gain of the PI regulator Kpi is calculated via the expression given in (5-11), where the quantity in 
the absolute is the transfer function of the open current loop as being already demonstrated above, in (5-8). 
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Taking the Laplace Transformation and substituting s=jωc into (5-11), and carrying out some mathematical 
calculations yields from (5-12) that Kpi=3.41. 
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The controller transfer function lies in (5-13), 
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Finally, the following open current loop transfer function (5-14) is acquired, 
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5.4.1.3. Voltage Control Loop 
Considering an efficiency n=1, the instantaneous power at the DC input of the inverter remains equal to the 
instantaneous power at the AC output (PAC=PDC). Consequently, the id reference current is computed as shown in Fig. 
5-8.  
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Fig.  5-8: Block diagram of outer voltage control loop. CCL: Current Control Loop 
 
Similarly to the current open loop control, the next step is to define the parameters of the voltage feedback loop for 
the inverter-based STATCOM model studied throughout this thesis. These are the ones indicated beneath: 
· The Phase Margin in degrees; here a value of PM=600  is decided. 
· The cut-off (fc) frequency of the voltage control loop. Evaluating equation (5-15) at fc = 5 Hz yields ωc and 
the corresponding time constant τc. 
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· The cut-off frequency of the low-pass filter (ffil) of the outer voltage loop scheme. Thus, selecting a value of 
ffil =50 Hz, the angular frequency ωc = 314.16 rad/s and the time period τfil=0.003183 s are derived.  
· The capacitance, C; here a value of 0.5 Farads is chosen. This large value of capacitance at the inverter’s 
DC-side could be loosely represented by a very simplistic Supercapacitor model.  
 
Again for convenience issues, it was assumed that the voltage measurement filter has a unity gain, such as kfil 
=1. In addition, from the Phase Margin (PM) equation, described in (5-16), we can obtain the time constant Tnv 
value as, 
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The proportional gain of the PI regulator Kpv is calculated via the expression given by (5-17), where the quantity in 
the absolute is the transfer function of the voltage feedback loop. 
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Implementing the Laplace Transformation and substituting s=jwc into (5-17), and performing some mathematical 
simplifications yields from (5-18) that Kpv=14.38. 
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The PI controller transfer function lies in (5-19), 
                                                             
s
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Concluding, the following voltage control loop transfer function is achieved, 
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5.4.2. RSCAD/RTDS Simulations 
The next step was to simulate the Average Model of a STATCOM in RTDS/RSCAD. Similarly to the 
Simulink/Matlab model, the IGBT Voltage-Source Converter is represented by equivalent controlled voltage sources 
generating the set of three phase AC voltages, whereas pulse-width modulation (PWM) switching frequencies are 
neglected.  
In addition, the integration and control concept of a capacitor model is represented which consists of an equivalent 
series resistance ESR=0.1 Ohms and an equivalent series DC capacitor with large value of C=0.5 F. The objective of 
the STATCOM controller is to regulate the voltage of common coupling of this inverter-interfaced source, in addition to 
match the DC voltage requirement and enhance the distribution system reliability by maintaining the STATCOM's DC 
voltage constant under different load profiles.  
Numerous simulations were performed in pure simulation environment.The first simulation task was implemented 
on a three-phase LV distribution network with and without the integration of the STATCOM model connected to a DC 
capacitor. Two sets of simulations were performed under different load profiles, one for P=1 kW, Q=2 kVAr and the 
second one for P=0 kW, Q=0.5 kVAr respectively.  
Table 5-1 summarizes the network parameter values used for the real time simulations. Figures 5-9 and 5-10 
represent the network topology in RSCAD and its inherited blocks with and without the STATCOM penetration. Va, 
Vb, Vc are the three-phase voltages at the STATCOM terminals. N1, N2, N3 and N7, N8, N9 are the three-phase 
voltages at the load terminals and at its point of common connection (PCC) respectively. N4, N5, N6 are the three-
phase voltage sources. For our convenience, the voltages were grouped into their three phase RMS values as 
indicated beneath (Fig. 5-11).  
Figure 5-12 illustrates the DC capacitor model built in RTDS. Moreover, Fig. 5-13 &  5-14 represent snapshots of 
the Average Model Computation block and the STATCOM’s controller built in RSCAD.  
 
 
 
 Page 134 of 257 
 
Table 5-1: System Parameters  [126] 
Network Parameters Values 
Vgrid_ms 400 V 
RLline1,2 0.2+j0.924 Ohm 
C 0.5 F 
ESR 0.1 Ohm 
Lfilter 1 mH 
RHuT 78 Ohm 
LHuT 140 mH 
 
 
 
Fig.  5-9: RSCAD/RTDS model for the simulated network including STATCOM. 
 
 
 
Fig.  5-10: RSCAD/RTDS model for the simulated network without STATCOM. 
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Fig.  5-11: RSCAD/RTDS blocks that attribute the rms values.  
 
 
 
Fig.  5-12: DC capacitor model in RSCAD/RTDS. 
 
 
 
Fig.  5-13: Average Model Computation block in RSCAD/RTDS interface. 
 
 Page 136 of 257 
 
 
Fig.  5-14: Control structure of the STATCOM in RSCAD/RTDS interface. 
 
5.4.3. Power Hardware-in-the-Loop Simulations 
As explained in Section 3.3.4, PHIL simulations occupy a closed-loop interaction that can reduce the accuracy of 
the simulation and may evoke instability. For these reasons, and before running the PHIL experiments, the system’s 
stability needed to be checked in Simulink for the two test cases; with and without the integration of the STATCOM. 
Due to stability issues that were arisen, three inductances of 0.05 H were added, one for every phase, in series with 
the three controlled current sources (Fig. 5-15 & 5-16). The appropriate protections are added as well as the time 
delay of the feedback current signals was considered. Furthermore, the DC capacitor´s nominal voltage was reduced 
to 200 V (the system was initially tested for a Vdc rated at 400 and 600 V), nevertheless its capacitance was kept at 
C=0.5 F.  
 
 
Fig.  5-15: RSCAD/RTDS model with STATCOM during the PHIL test. 
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Fig.  5-16: RSCAD/RTDS model without STATCOM during the PHIL test. 
 
 
In continuation, Power Hardware-in-the-Loop experiments are executed utilizing a variable resistor and inductor of 
78 Ohms and 140mH respectively as HuT. In order to demonstrate the effectiveness of the STATCOM for voltage sag 
mitigation and reactive power compensation, a step decrease from 140 to 103 mH of the hardware inductive load was 
implemented.  
Figure 5-17 gives an overview of the laboratory PHIL set-up. At the output of the RTDS, the impedance load is 
connected where the current is measured at one phase by the Thriphase sensor and is fed back to the system to 
close the loop. This low output signal is amplified to a higher scale by the power amplifier and will feed the system’s 
three controlled current sources (phase difference by 1200) in RSCAD/RTDS where the HuT is connected to.  
 
 
 
Fig.  5-17: PHIL experimental topology. 
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Figure 5-18 illustrates the Simulink stability model for the PHIL test. 
 
 
Fig.  5-18: Simulink/Matlab model for the PHIL test. 
 
5.5. Description of Simulations and Test Experiments for Case Study 2 
 
5.5.1. RSCAD/RTDS Simulations 
The network topology includes a diesel generator, 2 LV lines, a bank of restive loads and a three-phase inverter. 
Table 5-2, 5-3 and 5-4 summarize the network parameter values and the diesel generator internal characteristics 
necessary for the execution of the real time simulations [127],[135]. The used equipment included different parts of the 
laboratory Microgrid, thus the selected network values are based on the parameters of the Microgrid devices. 
The first simulation task was implemented on a three-phase LV distribution network with and without the integration 
of the battery inverter. Subsequently, the system´s frequency was checked upon load changes with and without the 
storage penetration. In order to verify the frequency and power responses at the diesel generator´s terminals, a static 
load change is pursued at each phase with the utilization of a breaker.  
Figure 5-19 represents the network topology without the SI introduction, whereas Fig. 5-20 illustrates the power 
system with the storage included. 
 
Table 5-2: System Parameters 
Network Parameters Values 
Vg_rms  400 V 
RLline1 0.012+j6.88E-4 Ohm 
RLline2 0.042+j2.428E-4 Ohm 
Diesel genset 13.164 kVA 
Battery Snom 3.3 kVA 
Rload 12.6 kW 
RHuT 105.8 Ohm 
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Table 5-3: Diesel Generator Parameters (A) 
Ratings   
3-phase Output Sn 13.164 kVA 
Voltage Un 230.94 V 
Current In 19 A 
Frequency f 50 Hz 
Speed n 1500 rpm 
Pair  poles p 4 
Inertia Constant H 1.7 MWs/MVA 
 
 
Table 5-4: Diesel Generator Parameters (B) 
Resistances   
Stator Winding Ra 0.009626 Ohm 
Reactances   
Stator leakage reactance Xa 0.0576 pu 
Synchronous - Direct Axis Xd 2.9619 pu 
Synchronous - Quadrature Axis Xq 1.2067 pu 
Transient - Direct Axis X'd 0.23037 pu 
Transient - Quadrature Axis X'q 0.228 pu 
Subtransient - Direct Axis X''d 0.093245 pu 
Subtransient - Quadrature Axis X''q 0.1097 pu 
Time Constants   
D: Open Circuit-Transient T'do 4.3 s 
D: Open Circuit-Subtransient  T''do 0.032 s 
Q: Open Circuit-Transient T'qo 0.85 s 
Q: Open Circuit-Sub transient T''qo 0.05 s 
 
5.5.2. Power Hardware-in-the-Loop Simulations 
The hardware part utilized throughout these experiments was a variable resistive load of 105.8 Ohm. Figure 5-21 
shows the network model during the PHIL experiment. Furthermore, in order to validate the accuracy of the results, 
virtual simulations were performed in RSCAD/RTDS. The entire closed loop system was simulated including the real 
resistive load of 105.8 Ohm and the results were then compared with the results from the PHIL tests. In more details, 
the resulting rms values (current, voltage) were compared with the values expected according to the off-line 
simulations (Fig. 5-22) [127],[135].  
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Fig.  5-19: RSCAD/RTDS model for the simulated network without storage. 
 
 
 
 
Fig.  5-20: RSCAD/RTDS interface of the simulated network model without storage. 
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Fig.  5-21: RSCAD/RTDS model during the PHIL test. 
 
 
 
Fig.  5-22: RSCAD/RTDS model during the VPHIL test. 
 
 
5.5.3. Microgrid Experiments 
For tests aiming at analyzing the energy transfer in an AC Microgrid, several experiments were conducted related to 
the diesel generator and the battery inverters that were available in CRES premises and are analyzed beneath. 
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5.5.3.1. Diesel Generator Tests 
The diesel generator is studied in islanded mode since there was not disposable a synchronization unit to be 
connected to the main grid. Moreover it suffers from frequency and voltage fluctuations due to harmonics distortion. 
These variations were examined upon step load changes. An increase in load demand induces also an increase in 
diesel loading and a subsequent reduction in torque, resulting in frequency deterioration.  
In order to determine the frequency droop curve, one has to vary the active power exchanged by the generator with 
the Microgrid and measure the corresponding frequency at the output of the diesel genset. Thus, its f-P droop curve 
was experimentally derived under symmetric, asymmetric loads and a 2-hr load profile (Fig. 5-23). Frequency and 
active power being exchanged in the system are acquired with a one second sampling rate. However, a mean 
average is drafted every minute for the symmetric and asymmetric loads, whereas instantaneous frequency values 
are considered for the load profile.  
 
 
Fig.  5-23:  A 2-hr load profile for the diesel genset. 
 
5.5.3.2. Battery Inverters Tests 
In droop mode, the inverter was impossible to run in parallel with the diesel generator since the latter suffers from 
serious oscillations of a period rated roughly at 0.08 s. Consequently, this fluctuation in frequency will influence the 
diesel genset´s and in extension the inverter´s power output.  
 
A) Measurement of battery inverters’ f-P droop curve 
The purpose of this experiment is to determine the CRES battery inverters´ (Sunny Island 4500) droop curves. The 
frequency droop curve has to be experimentally derived. In order to obtain the inverter's droop curve, data sets 
consisting of inverter's output frequency and active power have to be available. 
In more details, the f-P droop calculation was evaluated with static load changes and only one inverter being in use. 
The PV inverter is also included. Moreover, the f-P droop was measured for master-slave operation of the three 
inverters with static load variation, asymmetries and a 2-hr Load profile. Master-slave concept means that one of the 
system´s inverters is nominated as the master which is responsible to control the slaves and therefore for managing 
the system. 
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B) Grid connected to disconnected mode 
During this experiment two measurements have been conducted under transition of the Microgrid from grid 
connected to isolated mode; the difference between the two tests is the operation mode of the master battery inverter.  
In each test, when the Microgrid is grid connected, the battery inverter by default intakes power to charge its battery. 
Principally, the inverter consumes about 2.7 kW depending on the battery´s state-of-charge (SOC), whereas the two 
connected PV inverters produce roughly 2 kW and the load demand is about 1.5 kW. The data logging of each test 
includes: Phase Voltage of the battery inverter and frequency.  
It is worth mentioning that when the battery inverter operates in droop mode, the second PV unit is unable to 
operate in parallel with the system due to high sensitivity of its anti-islanding protection. 
 
C) Battery inverter active power droop control 
The purpose of this experiment is to examine the load sharing for parallel operation of two SI inverters 4500 being 
both connected in one phase and demonstrate the concept of the battery inverters' active power control by changing 
the frequency droop (droop f) curve. For all the following cases, the output power is measured: i) different droops (-
2Hz/Pnom, -1Hz/Pnom) 8 and fidle (intersection of the droop f curve with the f axis) is equal to 50 Hz, ii) same droop (-
1Hz/Pnom) and fidle=50 Hz and iii) same droop (-1Hz/Pnom) but the idle frequency is changed to 50.3 Hz. 
 
5.6. Results & Discussion 
 
5.6.1. Test Results for Case Study 1 
The affiliated Bode plots for the current open loop transfer function described in Section 5.4.1 are given in Fig. 5-24. 
As it can be easily observed in these diagrams, the cut-off frequency value obtained is 3140 rad/s, i.e. 499.74 Hz, 
which is a very approximate value to the one originally specified (500 Hz). Moreover and as it was anticipated, the PM 
approximately reaches the figure of 500 (49.70). 
The corresponding Bode diagrams for the voltage control loop transfer function described in the same section are 
given in Fig. 5-25. As it can be seen in these diagrams, the cut-off frequency obtained is of 31.10 rad/s, i.e. 4.995 Hz, 
which is also a very approximate value to the one originally specified (5 Hz). Moreover and as it was expected, the PM 
reaches almost the rate of 600 (61.40). 
Apart from the Bode diagrams, Fig. 5-26 and 5-27 compare the VDC and Iq reference (VDC*, Iq*) and simulation result 
values according to the parameters that were chosen for the corresponding control loops. Initially, it was assumed a 
voltage step decrease from 600 to 550 V at the time of 1.5 s (Fig. 5-26). Secondly, by implementing solely various 
step changes on the Iq reference value, it was shown that the resulting measured values follow the reference one and 
tailors the system stability. Figure 5-27 depicts a paradigmatic step increase from 0 to 10 A for the Iq reference at 0.2 
s. The approach results in a good trade-off between the dynamic performance and stabilization.  
                                                        
8 Nom: nominal 
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Fig.  5-24: Bode diagrams of GI(s) in inner current control loop [126]. 
 
 
Fig.  5-25: Bode diagrams of GV(s) in outer voltage control loop [126]. 
 
 
Fig.  5-26: Reference vs Simulated VDC bus voltage values [126]. 
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Fig.  5-27: Step response of the Iq reference current coordinate [126]. 
 
 
The effects of the STATCOM on voltage stability were more severe for higher reactive demand, thus only some 
indicative results will be presented for reactive power demand rated at 2 kVAr. 
Fig. 5-28 depicts the DC link voltage of the STATCOM. We can observe that the voltage is kept constant to the 
selected reference value (i.e. Vdc=0.4 kV) and the PI controller maintained the primary voltage to be equal to the 
reference value defined in the control system dialog box by achieving an error of almost zero value.  
 
 
Fig.  5-28: Outer voltage regulation of the STATCOM’s DC link voltage in RSCAD/RTDS. 
 
Table 5-5 concentrates the RSCAD/RTDS numerically (off-line simulations) derived voltage profiles at different 
locations throughout the network system, namely at the PCC and load terminals, with and without (sub-index 1) the 
STATCOM model integration respectively. It is clearly proven that the STATCOM improves the system’s voltage by 
comparing the Nppc, Nppc1, Nload and Nload1. Moreover, the reactive power generated by the STATCOM inverter model 
is rated at 2.093 kVAr and fully compensates the load demand which is of 2 kVAr. 
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Table 5-5: Numerically derived steady-state voltage values (Off-line simulations) 
Nodal Voltages RMS Values (V) 
Npcc (with STATCOM) 230.7 
Npcc1 (without STATCOM) 227.9 
Nload (with STATCOM) 227.7 
Nload1 (without STATCOM) 224.8 
 
In addition, Fig. 5-29 depicts the two anti-diametric phase currents; one that feeds the load (Iload) and the other that 
feeds the controllable currents sources where the HuT is supposed to be connected to. 
 
 
Fig.  5-29: Single-phase load current and IHuT phase current of the controllable current sources. 
 
Initially, during the PHIL experiments, a resistive and inductive load of 78 Ohms and 140 mH respectively 
comprised the hardware part. In order to demonstrate the effectiveness of the STATCOM for voltage sag mitigation 
and reactive power compensation, a step decrease from 140 to 103 mH of the hardware inductive load was 
implemented. The following graphs (Fig. 5-30 & Fig. 5-31) show the results from the PHIL tests. In more details, Fig. 
5-30 and 5-31 illustrate the transient responses of the STATCOM’s active and reactive power respectively during the 
voltage sag.  
The results in both figures show the transient behaviour of the STATCOM since it increases its reactive power in 
order to mitigate the voltage drop and a new steady-state operation is achieved, i.e. 1.307 kVAr for the reactive and 
0.01984 kW for the active power accordingly. 
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Fig.  5-30: Active Power Transient response with STATCOM (load change). 
 
 
Fig.  5-31: Reactive Power Transient response with STATCOM (load change). 
 
Table 5-6 summarizes the PHIL voltage profiles measured at different locations throughout the LV network with and 
without (indicated with sub-index 1) the STATCOM model integration. These are the steady-state values after the 
dynamic change in the inductive load, i.e. from 140 mH to 103 mH. Specifically, Nload and  Npcc indicate the three-
phase voltages at the load’s and STATCOM’s terminals respectively. As it was anticipated, the STATCOM 
compensates and thus regulates the voltage at the load side since it feeds the system with reactive current (Table 5-5 
& 5-6), as well as the voltage values during the PHIL tests coincide with the ones from the off-line simulations.  
 
Table 5-6: PHIL numerically derived steady-state voltage profiles 
Nodal Voltages RMS Values (V) 
Npcc (with STATCOM) 230.7 
Npcc1 (without STATCOM) 227.9 
Nload (with STATCOM) 227.7 
Nload1 (without STATCOM) 224.8 
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5.6.2. Test Results for Case Study 2 
Tables 5-7 and 5-8 summarize the real time simulation results without and with the storage inclusion respectively 
during step load change (from base to full load).  
 
Table 5-7: Numerical Results without Storage 
Basic Load Full Load 
Pdiesel= 10.92 kW Pdiesel=12.33 kW 
f=50 Hz f=49.68 Hz 
Qdiesel= 0.689 kVAr Qdiesel= 0.8933 kVAr 
Pload= 10.88 kW Pload=12.3 kW 
 
Table 5-8: Numerical Results with Storage 
Basic Load Full Load 
Pdiesel= 10.93 kW Pdiesel=11.74 kW 
f=50 Hz f=49.81 Hz 
Qdiesel= 0.6898 kVAr Qdiesel= 0.8601kVAr 
Pinv= -0.05 kW Pinv= 0.6173 kW 
Qinv= 0.3035 kVAr Qinv= 0.374 kVAr 
Pload= 10.88 kW Pload=12.3 kW 
 
From equation (5-1) and considering that the diesel active power output is rated at Pdiesel= 10.92 kW, the diesel 
droop characteristic is given by equation (5-21). Moreover, it is confirmed at 6%. The three-phase output power of 
diesel totals to 13.164 KVA. 
                                                                
3
)50(164.1392.10 fPdiesel
-×+=                                                               (5-21) 
Table 5-9 concentrates the PHIL numerical results under step load change (from base to full load). 
 
Table 5-9: PHIL Numerical Results  
Basic Load Full Load 
Pdiesel= 10.93 kW Pdiesel=11.78 kW 
f=50 Hz f=49.84 Hz 
Pinv= -0.004233 kW Pinv= 0.5168 kW 
Qinv= 0.2164 kVAr Qinv= 0.2935 kVAr 
Pload= 10.88 kW Pload=12.3 kW 
 
Figures 5-32 & 5-33 illustrate the step load change from basic load, 10.88 kW to full load, 12.3 kW. The reactive 
power demand is of 0.656 kVAr. The battery inverter is not included. 
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Fig.  5-32:  Active power load demand. 
 
 
Fig.  5-33:  Reactive power load demand. 
 
 
Figures 5-34 to 5-36 show the RSCAD/RTDS transient responses with and without the battery inverter penetration 
respectively during a load change from 10.88 kW to 12.3 kW. 
Figures 5-37 & 5-38 show the RSCAD/RTDS transient responses with load change from 10.93 kW to 11.78 kW 
during the PHIL tests. 
As it can be easily seen from Fig. 5-34 beneath, the battery inverter enhances the frequency stability by covering 
part of the load change, whereas frequency oscillations are reduced. Moreover, the steady-state frequency is higher 
(49.81 Hz) when storage is included than when it is not included (49.68 Hz).   
The diesel generator has to fully satisfy the power demand thus its output during the off-line simulations is higher 
without the energy storage penetration ranging between 10.92 kW and 12.33 kW under load change. However, when 
the battery inverter is participating, the load demand is satisfied by both the inverter and diesel, thus the diesel 
generator’s output is less, ranging between 10.93 kW and 11.74 kW under the load change. In this case, the inverter 
injects to the system active and reactive power of 0.6173 kW and 0.374 kVAr respectively (Fig. 5-37). 
Figure 5-38 shows the frequency transient response under load change during PHIL tests. In more details, 
frequency drops to 49.84 Hz, a touch lower than the drop detected (49.81 Hz) during off-line simulations. Moreover,   
the diesel’s and inverter’s power outputs slightly differ during the PHIL tests with the ones derived from the off-line 
simulations.  
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Fig.  5-34:  Frequency response (load change) a) without & b) with storage. 
 
 
Fig.  5-35:  Diesel´s active power output without storage during load change. 
 
 
  
Fig.  5-36:  Diesel´s active power output with storage during load change. 
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Fig.  5-37:  Battery Inverter a) active & b) reactive power responses with load change. 
 
 
 
Fig.  5-38:  Frequency response (load change) during PHIL tests. 
 
5.6.3. Microgrid Experimental Results 
5.6.3.1.   Diesel Genset Tests 
The diesel generator suffers from frequency and voltage fluctuations due to harmonics distortion in the pulsating 
torque. Figures 5-39 and 5-40 depict these variations upon different load demands and step changes. The diesel 
generator’s torque pulsations oscillate at a frequency of 0.08 s (Fig. 5-39). In more details, Fig. 5-39 shows that when 
the load is heavier, i.e. in b and c, the amplitude of the frequency oscillations is larger. However, the frequency´s 
drop/rise depends on the amount of load change. For instance, when there is a change of no-load to partial load (i.e. 
from 0 kW to 7 kW), frequency drops from 50.3 to 49.84 Hz. Considering a change from 6 kW to 12 kW, the drop in 
frequency is even less at the rate of 0.3 Hz (i.e. from 49.8 Hz to 49.5 Hz). In addition, the lowest decrease in 
frequency is observed when the diesel generator’s loading varies from 11 kW to 12 kW. This decrease is of 0.06 Hz 
(49.5 Hz to 49.44 Hz). 
Figure 5-40 illustrates the harmonic content of the diesel generator’s voltage fluctuations during a step change from 
no-load to full load operation. The peak-to-peak voltage is of 660 kV. In no-load operation, the first harmonic of 50 Hz 
has an rms value of 210 V, whereas the second harmonic can be found at 250 Hz with an rms value of almost 10 V. In 
full load operation, the second harmonic is found at 220 Hz. Evidently, the diesel generator suffers from inherent 
frequency and voltage flickering. 
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a)                                                                               b)  
 
c)                                                                 d) 
Fig.  5-39: Frequency oscillations under load changes, a) 0 to 7 kW, b) 6 to 12 kW, c) 11 to 12 kW & d) 12 to 0 kW. 
 
 
.  
a)                                                                    b)  
Fig.  5-40: Voltage fluctuations: a) full-load, b) no-load. 
 
Furthermore, the diesel frequency/power (f-P) droop curve was experimentally derived under asymmetric and 
symmetric loads. The following diagrams (Fig. 5-41 & 5-42) illustrate these results respectively. It is worth mentioning 
that under asymmetric loading the droop and idle frequency (fidle) differs from phase to phase where the biggest 
difference is detected on phase A (Slope:-0.044 Hz/kW).  
 Page 153 of 257 
 
 
 
 
 
 
Fig.  5-41: The measured f-P droop curve of the diesel genset for asymmetric loads. 
Slope: -0.044 
Slope: -0.075 
Slope: -0.083 
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Table 5-10 summarizes the idle frequency deviation in values. It is hypothesized that this deviation is due to 
possible errors in data logging of the diesel genset´s droop and idle frequency potentiometers resulting in a slight 
change in the governor´s gains. This change can be attributed to environmental conditions, and especially 
temperature due to heat at the test site that can affect the results of the experiments. 
However, for a three-phase symmetric load the droop characteristic was confirmed at -0.06Hz/kW (Fig. 5-42). 
 
Table 5-10: Asymmetric Loads  
Phase  Droop (Hz/kW) Fidle (Hz) 
A -0.044 50.2 
B -0.075 50.35 
C -0.083 50.38 
 
 
 
Fig.  5-42: The measured f-P droop curve of the diesel genset for 3-phase symmetric loading. 
Moreover, the diesel f-P droop curve was experimentally derived for a 2-hr load profile.  
    .           
 
 
 
 
 
 
Fig.  5-43: The f-P droop curve of the diesel generator for a 2-hr load profile. 
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5.6.3.2. Battery Inverter Tests 
The following figures (Fig. 5-44 to 5-46) illustrate the experimental results from the battery inverters’ tests. In order 
to obtain each inverter's droop curve, data sets consisting of inverter's output frequency and active power have to be 
available. The f-P droop calculation was evaluated with static load changes and only one inverter being in use. The 
one PV inverter is also included. Moreover, the f-P droop was measured for operation of the three inverters (master-
slave) with static load variation and asymmetries. 
 
 
Fig.  5-44: The f-P droop curve of one battery inverter (phase A). 
 
 
 Fig.  5-45: The f-P droop calculation for three-phase operation. 
 
Generally, the Master Inverter defines the frequency in both cases: Either when it is connected to one phase or 
when the three inverters are connected to the three phases (master-slave operation); i.e. at 4.1 kW (single-phase 
operation) and 12.3 kW (three-phase operation) load demand, the frequency is the same at the figure of 48.6 Hz.  In 
addition, under asymmetric loads any variation in the master inverter´s power output will once again define the change 
Slope: -0.29435 
Slope: -0.1067 
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in the frequency. For instance, in our case the master inverter is connected to phase A, thus any changes in load 
demand at this phase and only in this phase will dominantly affect the frequency behavior. This result is evident in Fig. 
5-46. 
 
a)                                                                                        b)  
Fig.  5-46: The f-P droop curve for asymmetric load variation: a) phase A (master inverter),  
b) phases B, C (slave inverters). 
 
Figure 5-47 shows the f-P droop curve for the three inverters with a 2-hr load profile. 
 
 
Fig.  5-47: The battery inverters´ f-P droop curve for a 2-hr load profile. 
 
One additional experiment involved the load sharing for parallel operation of two battery inverters being both 
connected in one phase and demonstrate the concept of the battery inverters' active power control by changing the 
frequency droop (droop f) curve. For all the following cases, the output power is measured: a) different droops (-
2Hz/Pnom, -1Hz/Pnom) and fidle (intersection of the droop f curve with the y-axis) is of 50 Hz, b) same droop (-1Hz/Pnom) 
and fidle=50 Hz and c) same droop (-1Hz/Pnom) but the idle frequency is changed to 50.3 Hz. Figure 5-48 illustrates 
these results. 
Slope: -0.297 
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Fig.  5-48: Load sharing for parallel operation of two battery inverters. 
-2 Hz/Pnom 
-1 Hz/Pnom 
-1 Hz/Pnom 
-1 Hz/Pnom & 
Fidle=50.3 Hz 
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The last experiment included the investigation on the frequency and voltage behavior of the battery inverter by 
changing the load demand and switching the mode operation (grid connected to islanded transition). Figures 5-49 to 
5-51 depict these outcomes. First of all, in Fig. 5-49 only the master inverter is connected to phase A while the 
Microgrid is islanded. The frequency and voltage fluctuations are derived from no-load to full load step change, i.e. 
from 0 kW to 4.1 kW. 
Regarding the disconnection tests, the inverter´s voltage waveform does not substantially change (Fig. 5-49) 
because the load is purely restive and not reactive, whereas its frequency suffers from a drop of 1.22 Hz, namely from 
49.84 Hz to 48.62 Hz. 
When the inverter’s operation mode is changed (DroopMains operation), namely it is operated together with the 
utility in droop mode and in case a transition from grid connected to island mode occurs, the voltage remains 
uninfluenced as it presents no interruption (Fig. 5-50) and the frequency falls to 49.6 Hz.  
Considering a specific operation mode of the battery inverter (Fast Mains operation), the voltage falls to zero (Fig. 
5-51) when switching from grid connected to disconnected operation and the battery inverter is behaved as grid 
former with, however, an interruption of about 1.2sec in the voltage waveform.      
 
 
Fig.  5-49: Battery Inverter´s voltage and frequency response under  
step change in the load.      
   
 
Fig.  5-50: Master Inverter´s voltage disturbance (DroopMains mode). 
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Fig.  5-51:  Master Inverter´s voltage disturbance (Fast Mains mode). 
 
5.7. Summary 
 
This Chapter resumes the results of PHIL and Microgrid tests in support of the studies on the DER integration within 
the DERri European project. The current research work is divided into two test case studies; 
 The first one demonstrated a detailed description of switching inverters’ controller design and investigated the 
effects of an inverter-based STATCOM on voltage regulation of a low voltage distribution network using 
RSCAD/RTDS environment. The Average Model of a STATCOM interfaced to DC capacitor was simulated, where the 
IGBT Voltage-Source Converter was represented by equivalent controlled voltage sources. The STATCOM was 
modeled in the Real-Time Digital Simulator’s (RTDS) dedicated software RSCAD. Subsequently, PHIL tests were 
executed with the Hardware under Test (HuT) being a passive single phase load of varying inductance and 
resistance.   
PHIL simulation results confirmed that the STATCOM model studied throughout this work is suited for voltage sag 
mitigation, since it compensated the reactive power required during a step decrease in the hardware inductance and 
led to improved steady-state voltages. Additionally, the implemented control strategy of the ESS maintained the VSI’s 
DC bus voltage constant. 
The second case study demonstrated an implementation of a Microgrid model in RSCAD/RTDS simulation platform 
for DER device integration. PHIL simulations were executed to emulate the energy management of a real Microgrid 
system including a diesel synchronous machine and inverter-based sources. Moreover, their dynamic behaviour was 
examined within the LV islanded power system and more than that the adequate performance of the laboratory set-up 
is verified through tests on a real experimental site. 
Concluding, RSCAD/RTDS is an effective tool suitable for transient analysis due to its fast computation in real time 
and the laboratory hardware interfacing capability it offers. Furthermore, PHIL experiments provide high flexibility in 
the research of complex problems which concern the penetration of various energy systems with respect to network 
stability and security.  
However, there still exist uncertainties when performing PHIL tests. For instance, in real life there is no ideal Power 
Interface. As a result, imperfections that are mainly inserted by the power interface can reduce the accuracy of the 
simulation. Examples of these imperfections are the time-delay and the low pass filter of the amplifier, the time-delay 
of the sensor and the sensor’s noise. Therefore, an accuracy analysis of the PHIL tests is recommended. There are 
different techniques on this matter. The one that we followed during the experiments was that we run the off-line 
simulations on RSCAD/RTDS software and compare the results with those obtained by the real PHIL tests. 
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Additionally, throughout this research work virtual hardware-in-the-loop experiments (off-line simulations) were 
performed in Matlab/Simulink to check the system’s stability for the different test scenarios. There is also the 
uncertainty related to measurement devices (e.g. current measurement of the power interface) that has to be taken 
into consideration. 
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PART III.  The Operation of a Diesel Genset in an 
Autonomous Network 
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Part three, documents the operation of a diesel-powered 
autonomous grid which takes into account the power quality 
measurements with focus on frequency and voltage flickering. A 
new control scheme is proposed in order to eliminate the 
amplitude range of these inherit electrical oscillations. 
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Chapter 6. A Diesel-Powered Island Grid 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Page 164 of 257 
 
6.1. Introduction 
 
Autonomous power grids, like small and medium sized islands, are ordinarily medium/low voltage networks fed by 
central power stations, such as diesel power plants. The main concern in weak Island grids is the power quality issues 
including the effects from the connection and integration of renewable energy sources due to the islanded operation of 
these units. Besides, autonomous power systems appear to have different characteristics from interconnected grids of 
relatively fixed frequency and high short-circuit capacity, where the renewable energy sources are ordinarily 
connected. 
Diesel engine generating units have customarily been introduced as backup sources in autonomous power grids 
whereas lately, have been used in hybrid power systems to assist the penetration of renewable energies, such as 
wind and solar energy sources [140-147]. A diesel genset converts the chemical energy (fuel ignition) into mechanical 
energy via a combustion engine, and in continuation into electrical energy via a synchronous machine operating as a 
generator. 
However, one important issue questioned in islanded networks is the transient behavior of diesel gensets during 
critical disturbances induced by intermittent power sources and load step changes and more than that, the degraded 
power quality induced by their inherit torque oscillations [148-153]. The flicker concern is higher when firing 
asymmetries take place among the cylinders, namely fuel/air compression ratios, ignition imbalances etc, affecting 
seriously the frequency oscillations in the shaft torque. 
The majority of the literature reports related to this topic, analyze the pulsed nature of diesel generating units and 
state that flickering is an inherit problem a diesel induces itself [67, 154-159]. Although the bibliography reviews 
formulate the problem, study the dynamic response of a diesel genset, and analyze quantitatively the phenomenon 
but without attending an answer to sort out or even improve this permanent frequency and voltage fluctuations 
occurrence [67, 154, 160, 161]. Such an effort will be reinforced throughout this thesis. 
In more details, [67, 154] present the outcomes of power quality measurements with emphasis on voltage flickering 
in a medium-voltage network containing diesel generating units. The results mainly recorded the coupling between the 
engine shaft torque pulsations and so voltage fluctuations due to cylinder misfiring. In [148], a control strategy is 
proposed that eliminates the electrical fluctuations within a multi-unit diesel power plant. This control scheme is relied 
upon controlling the phase of the rotor angles of each one generator during the synchronization process. 
The main objective of this research study is the analysis of the operation of a diesel-powered autonomous grid that 
takes into account the power quality measurements with focus on frequency flickering. Broadly speaking, this is an 
inherit problem of the diesel generators and internal combustion engines induced by the pulsed variation of the diesel 
genset´s torque [67, 154] and it was also detected during the onsite Microgrid experiments described in Chapter 5.  
The current work demonstrates and analyses the steady-state electrical fluctuations that are evident in diesel-driven 
generators for two different medium-speed diesel powered plants rated at 16 and 8.1 kVA respectively.  The presence 
of low-frequency oscillations, mainly rated at 50 Hz is highly linked to the pressure imbalance during firing process, in 
addition to the torque pulsations among the cylinders. A control scheme is proposed in order to eliminate the 
amplitude range of these inherit frequency oscillations, and could be very useful for rural and Island power network 
configurations. For instance, this control structure is implemented on the 8.1 kVA diesel genset model. 
The chapter starts with a description of the test power system which is a low voltage network rated at 400 V that 
consists of an isolated diesel genset system connected to a resistive constant load. In continuation, the diesel genset 
modeling in Simulink is detailed. A background on the inherit torque oscillations met in diesel-driven generators is 
given and the Simulink blocks of the model, namely throttle, intake manifold, mass flow rate, compression stroke, 
torque generation and acceleration are analytically described. Finally, the power quality simulation results are outlined 
for all the test case scenarios employed.  
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6.2. Case study: Description of the System 
 
The test power system is a low voltage network rated at 400 V that consists of an isolated diesel genset connected 
to a constant resistive load and a controllable power source. The controllable source is nothing more than a dynamic 
power source which corresponds to frequency’s changes by varying it output according to a characteristic droop curve 
(w/P). An energy storage system, such as a battery inverter could represent this dynamic power source. 
The operation of the diesel genset with the presence and absence of the dynamic power source in the LV 
distribution network is studied by performing a number of simulation tests. Fig. 6-1 & 6-2 illustrate the test set-up 
configurations for both groups of simulations for analysing the interaction between the genset and the dynamic power 
source. In addition, the Simulink blocks for the complete model configuration are given in Fig. 6-3. 
 
 
 
 
 
 
 
 
Fig.  6-1: Single-line diagram of the synchronous source connected to a resistive load. 
 
 
 
 
 
 
 
 
Fig.  6-2: One-line diagram of the power system with a synchronous source and a dynamic power source. 
 
 
 
Fig.  6-3: Matlab/Simulink system model including the dynamic power source. 
DG1 
IC Engine 
Genset 
Dynamic 
Power Source 
DG2 
 Constant Load 
DG1 
 Constant Load 
IC Engine 
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In more details, two set of tests were performed throughout this research work; firstly, the steady-state operation of 
an isolated diesel genset system is examined for two generator preset models from the Simulnk Library, which are 
rated at 16 kVA (Model 1) and 8.1 kVA (Model 2) respectively. The resistive load is of 3 kW.  
Secondly, a couple of simulation results are given for the above distribution network that now consists of a diesel 
engine coupled to a standard synchronous machine model of 8.1 kVA running in parallel with a dynamic power source 
both satisfying a resistor. The load sharing capability of the sources is monitored during changes in the base load, i.e. 
from 4 to 7 kW. 
The diesel genset’s engine utilized within this study is a four-stroke four-cylinder engine operating at a rated speed 
of 1500 rpm. The tables below (Table 6-1 & 6-2) concentrate their data.  
The steady-state electrical frequency fluctuations that are evident in diesel-driven generators in addition to the 
torque pulsations among the cylinders are analyzed and discussed throughout the two sets of tests. 
 
Table 6-1: Diesel Generator Parameters (A) 
Ratings  Model 1 Model 2 
3-phase Output Sn 16 kVA 8.1 kVA 
Rated Voltage Un 400 V 400 V 
Frequency f 50 Hz 50 Hz 
Speed n 1500 rpm 1500 rpm 
Pole pairs p 2 2 
 
Table 6-2: Diesel Generator Parameters (B) 
 Model 1 Model 2 
Stator Winding Rs 0.0645 pu 0.0820125 pu 
Reactances    
Synchronous - 
Direct Axis Xd 1.734 pu 1.8 pu 
Synchronous - 
Quadrature Axis Xq 0.861 pu 0.895 pu 
Transient - Direct 
Axis X'd 0.177 pu 0.184 pu 
Transient - 
Quadrature Axis X'q 0.228 pu 0.072 pu 
Subtransient - 
Direct Axis X''d 0.111 pu 0.115 pu 
Subtransient - 
Quadrature Axis X''q 0.199 pu 0.207 pu 
Time Constants    
d: Transient T'd 0.018 s 0.012 s 
d: Sub-transient T''d 0.0045 s 0.003 s 
q: Transient T''q 0.0045 s 0.003 s 
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6.3. Diesel Genset Modeling 
 
This section gives a detailed description of the Simulink model of the diesel genset system that includes an internal 
combustion engine driving a synchronous generator. 
 
6.3.1. Torque oscillations in diesel engine gensets 
The resulting mean output torque of an internal combustion engine is the sum of the instantaneous torques 
produced by the subsequent momentary fuel pressures within each cylinder [162] and oscillates periodically at 
different frequencies [148]. The gas pressures performed on each piston vary against crank angle throughout a cycle 
and this takes place every 360 crank degrees for a two-stroke engine and every 720 crank degrees (two crankshaft 
revolutions) for a four-cycle engine. This occurs because in a two-stroke engine, the power stroke cycle coincides with 
one shaft revolution.  
Contradictorily, in a four-stroke engine, the power stroke cycle coincides with two shaft revolutions. In overall, the 
power imbalance due to varying pressure pulses results to torque periodic fluctuations of several frequencies over 
crank angles depending on the number of cylinders, engine speed and firing asymmetries [161, 163]. In a prototypical 
balanced operation, the torque produced will be the same for each one cylinder and the pulsation frequency will be 
equal to the firing frequency. However, even the latest diesel engines models are not characterized by a perfectly 
balanced operation since the engine cylinders do not produce equal torques. 
The main goal of this research study is to appraise the function of a four-cycle engine driving a synchronous 
generator connected to a grid in order to comprehend the origin of the output power fluctuations resulting from engine 
torque oscillations which influence voltage and frequency, especially when referring to islanded power grids. 
The instantaneous shaft torque profile utilised throughout this study, against crank angle values discretized at 300 
intervals of a total of 7200 degrees is illustrated in the following graph (Fig. 6-4). This curve depicts the negative and 
positive torque needed for compression and power stroke and then normalised to its peak value of 1 pu. Moreover, 
the torque profile given beneath corresponds to solely one cylinder and the mean of the total torque is calculated by 
summing the four momentary torque components with an 1800 angular displacement between the consecutive 
cylinders of the engine.  
 
 
Fig.  6-4: Torque output curve for certain crank angles. 
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The angular displacement between successive firings in a four-cycle engine is 1800 [164]. In addition, the firing 
process of a specific cylinder in this kind of engines takes place every two shaft revolutions with a period given by (6-
1) below for a diesel generator of p poles and electrical frequency f [67, 154]. 
 
                                                                     
f
p
TREV 2
=                                                                                       (6-1) 
 
Consequently, the time needed for two consecutive firings is given by (6-2), where kc=2 for a 2-stroke machine and 
kc=4 for a 4-stroke one respectively.  
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6.3.2. The Simulink Model 
The Simulink Model (Fig. 6-3) consists of four elementary blocks, i.e. the internal combustion engine, the generator 
set, the base/constant load and the dynamic power source block, where the later entails the proposed control scheme 
to eliminate flickering at the output of the synchronous generator. The internal combustion engine, synchronous 
generator and dynamic power source blocks described beneath. 
6.3.2.1. IC engine- based genset systems  
The Simulink IC engine model described throughout this research work is grounded on the results disseminated by 
Crossley and Cook (1991) and portrays the simulation of a four-cylinder spark ignition internal combustion engine. 
The core parts of the engine model as described by [165] are indexed beneath: 
 
 
Ø Throttle 
Ø Intake manifold 
Ø Mass flow rate 
Ø Compression stroke 
Ø Torque generation and acceleration 
 
A) Throttle 
 
The throttle body is the key element of the model’s simulation and the constrained input is the angle of the throttle 
plate [165]. Two functions may depict the ratio of air introduction into the manifold and these are; a) an empirical 
function of the throttle plate angle solely and b) a function containing the atmospheric and manifold pressures. These 
two equations are described by (6-3) - (6-5) respectively.   
 
                                                                                    )()(
m
ai Pgθf
dt
dm
=                                                                  (6-3) 
Equation (6-3) expresses the mass flow rate into manifold (g/s) where,  
 
                                                                      210299.005231.0821.2)( θθθf +-=                                                 (6-4) 
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θ is the throttle angle in degrees. Moreover, (6-5) includes the atmospheric and manifold pressure functions, where 
Pm is the manifold pressure (bar) and Pamb is the ambient pressure (bar). 
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B) Intake Manifold 
 
The difference between the time derivatives of the inward and outward mass flow rates illustrates the net change of 
air mass over time. This amount is in proportion analogous to the time derivative of the manifold pressure [165]. The 
following equation (6-6) illustrates this result,  
 
                                                                                )(
aoai
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m mm
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RT
dt
dP
&& -=                                                                                    (6-6) 
 
Where:  
R                     specific gas constant,  
T                      temperature ( ̊K) 
Vm                    manifold volume (m3) 
d(mao)/dt          outgoing mass flow rates of air (g/s)  
d(mai)/dt           ingoing mass flow rates of air (g/s)  
dPm/dt              time derivative of the manifold pressure (bar/s). 
 
C) Incoming mass flow rate 
 
The output of the manifold plate is the mass air flow rate that is induced onto the engine’s cylinders and is given 
empirically [165] by (6-7), where N is the engine speed in rad/s. 
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In order to find the total air charge drawn up to the cylinders, it is necessary to integrate the incoming mass flow 
rate into the manifold and display it at the end of each one intake stroke event. Besides, for an inline four-stroke 
engine, the fuel is injected every one-fourth of revolution cycle. This procedure defines the whole air mass that is 
introduced in every cylinder successively to the intake stroke and antecedent to compression.  
Figures 6-5 to 6-7 show the Throttle and Intake Manifold subsystems. The throttle valve operates in a nonlinear way 
and is simulated as a subsystem with three inputs, i.e. the theta angle, the manifold and the atmospheric pressures. 
The variables of (6-3) to (6-5) equations are represented in Simulink as function blocks. Thus, it is possible to describe 
efficiently the nonlinear behavior of the throttle valve. By comparing the pressure ratio to its switch threshold via a 
switch block, which is fixed at one half in (6-5), we can determine whether the mass air flow is sonic or not. If the flow 
is sonic, then its rate depends exclusively on the throttle angle. Moreover, the flow direction if from the higher to the 
lower pressures, so the ´´min´´ block warrants that the pressure ratio (pratio) is unity or less (Fig. 6.6). The intake 
manifold subsystem is modeled according to the differential equation (6-6). 
 
  
Fig.  6-5: Throttle Manifold Dynamics [165]. 
 
. 
  Fig.  6-6: Throttle Flow vs. Valve Angle and Pressure [165]. 
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Fig.  6-7: Intake Manifold Subsystem [165]. 
 
 
D) Torque generation and acceleration 
 
The last step is the combustion process which entails the torque produced by the engine and is described by an 
empirical equation given by (6-8).  
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Where: 
Tm                        torque produced by the engine (Nm) 
ma                                    mass of air for combustion (g) 
A/F                       air to fuel ratio 
σ                          spark advance 
 
Figure 6-8 illustrates the function block parameters for the computation of the engine torque. As it can be easily 
seen, the latter is a relationship of four variables (air charge, air to fuel ratio, spark advance and speed).  
 
 
Fig.  6-8: Combustion process and torque generation. 
 
The torque that loads the engine subtracted by the engine torque results in acceleration and this net difference is 
described by equation (6-9). 
                                                                                            loadm TTNJ -=&                                                                                     (6-9) 
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Where:  
J                      Engine rotational moment of inertia (kg-m2) 
d(N)/dt            Engine acceleration (rad/s2)          
  
In our case, the torque produced will drive a synchronous machine which loads the engine. 
 
E) Compression Stroke 
 
Since the engine model utilised within this thesis is a four-cylinder and four-stroke engine, the firing event of each 
consecutive cylinder takes place every 1800 of crankshaft revolution, resulting in each cylinder experiencing ignition 
on successive crank rotations. Fig. 6-9 illustrates the Throttle & Manifold Intake, Compression and Combustion 
Systems. The combustion of every intake charge is delayed by 1800 of crankshaft revolution from the completion of 
the intake stroke (Fig. 6-10). 
 
 
Fig.  6-9: Intake Manifold Subsystem. 
 
 
 
Fig.  6-10: Unit Delay Block in the Compression Subsystem. 
 
Here, a power stroke cycle corresponds to two shaft revolutions, thus the mass air charge for the combustion 
process is calculated over half stroke cycle. During the intake stroke in the manifold, an integrator in the Intake block 
integrates the mass flow rate. At the one-fourth of crank rotation (1800), the intake valve closes and the output of the 
compression subsystem is the accumulated mass charge, which is available for use 1800 after due to the unit delay 
during the combustion process. All along the combustion stroke, the crankshaft speeds up because of the generated 
torque.  Moreover, during the last 1800 shaft rotation, the intake integrator is rest for the next complete cycle of the 
cylinder.  
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It is worth mentioning that the valve events happen with a frequency of four times of crankshaft rotation. Each one 
incident triggers a single execution of the compression block (Fig. 6-11), whereas this event induces pulses analogous 
to concrete rotational positions in order to manage the intake and compression timing. Considering that the mean 
torque (Tm) is calculated over 1800 angular displacement, we included an extra intake integrator to calculate the shaft 
position displacement throughout the entire cycle of 7200 (Fig. 6-12 & 6-13). 
 
 
 
Fig.  6-11: Rotational velocity to synchronized discrete event conversion. 
 
 
Fig.  6-12: Calculation of angular position over 720 crank degrees. 
 
In addition, the model provided by [165] accounts for a complete four-stroke cycle of only one cylinder. Therefore, 
throughout the current thesis, we went a step further; the momentary position of the crankshaft for all the four 
cylinders was evaluated in order to define the relation between the instantaneous torque profile to the one of the 
mean values (Fig. 6-13).  
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Fig.  6-13: Mean vs. instantaneous torque values including angular displacement during firing events. 
 
6.3.2.2. Generator Set 
The Simulink model of the synchronous generator used in this study consists of two inputs, the mechanical power 
input Pm and the field voltage Vf, whereas one of the obtained outputs is the machine’s rotational speed, ω.  
The corresponding mechanical input power of the machine is computed as in (6-10), where T is the mechanical 
torque and ω is the angular velocity in rad/s. 
 
                                                                           ωPm ´= Τ                                                                               (6-10) 
 
The second input, Vf supplies the DC-side of the main field winding of the synchronous machine and is given by the 
voltage regulator model to (Fig. 6.14) used in this thesis in conjunction with the engine model. 
 
 
 
 
 
 
 
Fig.  6-14: AVR Excitation System Block. 
 
The generator set block consists of the synchronous machine (Fig. 6-15) with inputs the mechanical power (Pm) and 
the field voltage (Vf), as well as output the generator’s synchronous speed (ω). The synchronous machine is 
connected to a constant load which is a simple resistor. 
 
Fig.  6-15: Simulink block of synchronous machine. 
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6.3.2.3.  Dynamic Power Source Block 
The dynamic power source is a controlled three-phase source which is used to supply a given active and reactive 
power set-point in order to reduce the frequency flickering and trying to keep the frequency stable under load step 
changes. In our study, the active power flow is controlled via f/P droop control (Fig. 6-16). 
 
 
 
Fig.  6-16: Simulink block of dynamic power source control scheme. 
 
6.4. Power Quality Simulation Measurements 
 
As aforementioned, three set of tests are employed within this work in order to study and analyze the steady-state 
electrical fluctuations that are evident in diesel-driven generators. The first two are implemented for two different 
diesel powered plants with a speed of 1500 rpm and being rated at 16 kVA (Model 1) and 8.1 kVA (Model 2) 
respectively. These simulations, actually served to verify the theoretical approach used to describe the power quality 
problem which highly correlates the amplitude of the electrical oscillations to the pressure imbalance between the 
diesel engines’ cylinders. 
The last set of tests concerns the diesel powered plant rated at 8.1 kVA. Here, a control scheme is proposed in 
order to eliminate the amplitude range of the inherit frequency oscillations. The case study considered different 
scenarios for load demand ranging between 4 and 7 kW. Moreover, all these scenarios were combined with and 
without the control scheme integration into the system to verify its contribution on the steady-state electrical 
fluctuations. 
 
6.4.1. Results for Diesel Genset, Model 1 
Model 1 is the diesel genset rated at 16 kVA connected to a resistive load of 3 kW. The pulsating characteristic of 
the engine torque produced by the four engine’s cylinders is evaluated and is apparent in Fig. 6-17. The periodic 
frequency of the pulsations is 50 Hz for the instantaneous torque values, Tinst. 
 
 
Fig.  6-17: a) Average values of torque, b) Engine torque instantaneous profile. 
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When a fault incident takes place like an ignition asymmetry or when an active cylinder is out of operation, the 
output instant torque is increased as it can be easily seen in Fig. 6-18 & 6-19, because the synchronous generator 
needs to produce more power to satisfy the demand. The instantaneous torque profiles depicted in Fig. 6-18 are the 
contributions of the remaining three cylinders in operation. The net torque of the misfiring cylinder is supposed to be 
zero. 
The following graph (Fig. 6-18) depicts the instantaneous torque values after taking one cylinder out. The frequency 
of the pulsations is 36 Hz. 
Fig. 6-19 illustrates the instantaneous torque profile after taking out two of the four in total cylinders. The frequency 
of the pulsations is 25 Hz.  
The problem becomes exacerbated when asymmetry resides between two individual cylinders.  
 
 
Fig.  6-18: One cylinder out of operation: Engine torque instantaneous profile. 
 
 
Fig.  6-19: Fault incident at two alternate cylinders: Engine torque instantaneous profile. 
 
6.4.2. Outcomes for Diesel Genset, Model 2 
Model 2 is the diesel genset rated at 8.1 kVA connected to a resistive load of 3 kW. Once again the pulsating 
characteristic of the engine torque is evaluated and is apparent in the following figures. 
Fig. 6-20 shows the pulsating nature of the instantaneous torque values of the 8.1 kVA diesel generator. The 
oscillation frequency is rated at 50 Hz. When one cylinder is misfiring the frequency of the instantaneous torque 
pulsations falls to 37 Hz (Fig. 6-21).  
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Fig.  6-20: Diesel generator 8.1 kVA: Engine torque instantaneous profile. 
 
 
Fig.  6-21: One cylinder out of operation: Engine torque instantaneous values. 
 
6.4.3. A method to eliminate frequency flickering 
Throughout this case study various potential scenarios were considered for the diesel power plant of 8.1 kVA under 
different load demands. The system is investigated with and without the addition of the dynamic power source for all 
case scenarios. 
All the graphs that follow depict the effect of a power source when running in parallel to the diesel’s generator set 
(Fig. 6-2) which are both connected to a resistive load. In more details, the figures beneath illustrate the time variation 
of generator set quantities during the steady-state regime before and after applying the proposed control scheme. 
These are the generator’s speed, the active power set-point for the dynamic source, the active and mechanical power 
outputs of the diesel generator, the voltage amplitude, the instantaneous torque waveforms etc. 
1) Scenario 1: Diesel power plant rated at 8.1 kVA, resistive load of 4 kW and a dynamic power source. 
2) Scenario 2: Diesel power plant rated at 8.1 kVA, resistive load of 7 kW and a dynamic power source. 
3) Scenario 3: Considering Asymmetry in Torque Pulsations. 
6.4.3.1. Simulation Results for Scenario 1 
The droop gain for the dynamic power source is defined as -6 kW/Hz (Fig. 6-16), i.e. the dynamic power source 
supplies the system with 6 kW of power when the frequency changes by 1 Hz.  
Tables 6-3 and 6-4 depict the amplitude range of the frequency and voltage oscillations for the diesel genset set 
without and with the integration of the controlled power source into the system during the steady-state regime. The 
dynamic power source generates the active power being set by the droop control scheme. It is obvious that with the 
dynamic power source inclusion, a reduction of almost five times in the amplitude range of the frequency oscillations 
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is observed; whereas the amplitude of the voltage oscillations increases roughly three times. This could be attributed 
to the fact that the controlled source supplies the system with uninterrupted active power as it can be observed in Fig. 
6-22. 
 
Table 6-3: Electrical Quantities & Fluctuations without the Dynamic Power Source 
Ratings  Model 2 
3-phase Output Sn 8.1 kVA 
Load Pload 4 kW 
Amplitude range of frequency 
oscillations ∆ω 40 rpm 
Amplitude range of voltage oscillations ∆V 14 V 
 
 
Table 6-4: Electrical Quantities & Fluctuations with the Dynamic Power Source 
Ratings  Model 2 
3-phase Output Sn 8.1 kVA 
Load Pload 4 kW 
Power set-point (dynamic source) Pref -6 kW 
Amplitude range of frequency 
oscillations ∆ω 8 rpm 
Amplitude range of voltage oscillations ∆V 35 V 
 
 
 
Fig.  6-22: Active power delivered by the dynamic source. 
 
Figures 6-23 to 6-26 include the results of diesel genset’s steady-state electrical variations with and without the 
presence of the dynamic power source into the system.  
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Fig.  6-23: Generator speed without and with the dynamic power source. 
 
Penetrating or not the dynamic power source, the oscillations frequency is of 50 Hz. Moreover, from Fig. 6-23 the 
effect of the dynamic power source integration is obvious since the amplitude range of the rotational speed pulsations 
is approximately reduced from 40 to approximately 8 rpm, and consequently the best steady-state regime is attained 
when the controlled power source is added to the system. 
 The voltage variation is enclosed in Fig. 6-24. Considering the penetration of the dynamic power source, the 
stability of the voltage fluctuations is better although the peak-to-peak values shift to higher amplitude range, i.e. 
between 545 and 580 V. Nevertheless, this range remains among the acceptable limits for distribution levels (±5% of 
nominal voltage). 
 
 
  Fig.  6-24: Generator’s output voltage a) without, b) with the dynamic power source. 
 
Figures 6-25 & 6-26 show the generator’s instantaneous torque profile, its mechanical power (Fig. 6-25) and 
electrical power outputs (Fig. 6-26) with and without the dynamic power source integration. Another expected 
conclusion is that we can observe a reduction in the mechanical and torque outputs of the diesel engine generator 
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when the dynamic power source is present. Moreover, the electrical power output of the generator suffers from more 
severe fluctuations when the dynamic power source is absent, however when the droop controller is incorporated into 
the system, its profile reaches a steady-state regime similarly to the generator’s synchronous speed pattern. 
 
Fig.  6-25: Instantaneous torque and mechanical outputs without (a, b) and with (c, d) the dynamic power source integration. 
 
 
Fig.  6-26: Electrical power output a) without, b) with the dynamic power source integration. 
 
6.4.3.2. Simulation Results for Scenario 2 
In this case, we consider the extreme scenario of maximum loading for the diesel generator. Thus, the load is 
increased to 7 kW and the dynamic power source is set like previously to inject 6 kW into the system. Figures 6-27 & 
6-28 illustrate the speed and the voltage amplitude of the generator, respectively with and without the integration of 
the dynamic power source.  
Initially, the amplitude range of the pulsations accounts for almost 75 rpm, whereas with the droop controller this 
amplitude is once again eliminated to approximately 8 rpm. Tables 6-5 and 6-6 concentrate a brief summary of the 
diesel genset quantity parameters and the range of fluctuations resulting from the simulations without and with the 
dynamic power source integration. 
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Table 6-5: Electrical Quantities & Fluctuations without the Dynamic Power Source 
Ratings  Model 2 
3-phase Output Sn 8.1 kVA 
Load Pload 7 kW 
Amplitude range of frequency 
oscillations ∆ω 75 rpm 
Amplitude range of voltage oscillations ∆V 25 V 
 
Table 6-6: Electrical Quantities & Fluctuations with the Dynamic Power Source 
Ratings  Model 2 
3-phase Output Sn 8.1 kVA 
Load Pload 7 kW 
Power set-point Pref -6 kW 
Amplitude range of frequency 
oscillations ∆w 8 rpm 
Amplitude range of voltage oscillations ∆V 35 rpm 
 
The results, here, are more severe for both the frequency and voltage fluctuations amplitude, since the former is 
reduced nine times and the later is increased only by 10 V compared to 21 V for a load of 4 kW. As it was mentioned 
before, this rise in voltage amplitude is acceptable due to the continuous active power injection resulting from the 
droop controller (Fig. 6-29). 
 
 
Fig.  6-27: Generator speed without and with the dynamic source. 
 Page 182 of 257 
 
 
Fig.  6-28: Generator’s output voltage a) without, b) with the dynamic power source. 
 
 
 
Fig.  6-29: Active power delivered by the dynamic source. 
 
Figures 6-30 & 6-31 show the generator’s instantaneous torque profile, its mechanical power (Fig. 6-30) and 
electrical power outputs (Fig. 6-31) with and without the dynamic power source inclusion, respectively. A great 
reduction in mechanical and torque quantities of the diesel engine generator is observed when the dynamic power 
source is present. Moreover, the electrical power output of the generator once again suffers from more severe 
fluctuations when the dynamic power source is absent, however when the droop controller is incorporated into the 
system, its profile reaches a steady-state regime similarly to the generator’s synchronous speed pattern. 
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Fig.  6-30: Instantaneous torque and Mechanical outputs without (a, b) and with (c, d) the dynamic power source integration. 
 
 
Fig.  6-31: Electrical power output without and with the dynamic power source integration. 
 
6.4.3.3. Simulation Results for Scenario 3 
The last scenario proposes to conduct simulations considering asymmetries in torque pulsations, while keeping the 
same model of the diesel genset (Model 2) and using a load of 5.5 kW. For instance, the electrical fluctuations are 
studied upon the misfiring of one cylinder.  
For all the employed scenarios and magnitudes discussed, these simulation outcomes seem to be the most critical 
and severe when the dynamic power source is absent. The best compensation is gained if the droop control is 
implemented since the system’s torque and, thus generated power is reduced. Additionally, in this case not only the 
frequency oscillations but also the voltage amplitude variation is evidently improved (Fig. 6-32 & 6-33).  
Initially and without the dynamic power source inclusion, the amplitude range of the speed pulsations accounts for 
almost 170 rpm, whereas with the droop controller contribution this amplitude is reduced to the peak-to-peak value of 
13 rpm (Fig. 6-32). Tables 6-7 and 6-8 concentrate a brief summary of the diesel genset quantity parameters and the 
relevant fluctuations range resulting from the simulations without and with the dynamic power source integration. 
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It is evident that with the implementation of the droop control when an asymmetry incident occurs, the peak-to peak-
oscillations of the frequency and voltage magnitudes (Fig. 6-33) are greatly compensated.  
 
Table 6-7: Electrical Quantities & Fluctuations without the Dynamic Power Source 
Ratings  Model 2 
3-phase Output Sn 8.1 kVA 
Load Pload 5.5 kW 
Amplitude range of frequency 
oscillations ∆ω 170 rpm 
Amplitude range of voltage oscillations ∆V 60 V 
 
Table 6-8: Electrical Quantities & Fluctuations with the Dynamic Power Source 
Ratings  Model 2 
3-phase Output Sn 8.1 kVA 
Load Pload 5.5 kW 
Power set-point (dynamic source) Pref -6 kW 
Amplitude range of frequency 
oscillations ∆ω 13 rpm 
Amplitude range of voltage oscillations ∆V 40 V 
  
 
Fig.  6-32:  Generator speed a) without, b) with the dynamic source. 
 
Figure 6-34 & 6-35 show the generator’s instantaneous torque profile, its mechanical power (Fig. 6-34) and the 
dynamic source’s electrical outputs (Fig. 6-35) with and without the dynamic power source inclusion, respectively. The 
diesel genset generates reduced torque and mechanical outputs. We can notice an approximately five times reduction 
in these values when the dynamic power source is included in the system compared to the values obtained when it is 
not present.   
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Fig.  6-33: Generator’s output voltage a) without, b) with the dynamic power source. 
 
 
Fig.  6-34: Instantaneous torque and Mechanical outputs without (a, b) and with (c, d) the dynamic power source integration. 
 
 
Fig.  6-35: Active power delivered by the dynamic source. 
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6.5. Summary 
 
This chapter presents the outcomes for the operation of a diesel-powered island grid system. The simulations were 
focused on power quality measurements with emphasis placed on frequency flickering. The spectral analysis of the 
recorded voltage and frequency variations certified that diesel generators are the main source of flicker in the system. 
This was also shown during the onsite Microgrid experiments described in Chapter 5. 
The steady-state electrical fluctuations that are evident in diesel-driven generators were evaluated for two different 
diesel powered plants with a speed of 1500 rpm rated at 16 kVA and 8.1 kVA respectively. The presence of low-
frequency oscillations, mainly rated at 50 Hz is highly linked to the pressure imbalance during firing process, in 
addition to the torque pulsations among the cylinders. Moreover, the flicker concern was higher when firing 
asymmetries take place among the cylinders, e.g. taking out of operation one cylinder, affects seriously the frequency 
oscillations and torque profile in the shaft torque.  
A new control scheme is proposed that allows enhancing the power quality of a diesel genset power plant by 
compensating for the generator electrical fluctuation. This control strategy is based on the ω/P droop control which 
defines a given active power set-point to be supplied by a dynamic power source. In order to define the effect of the 
controlled dynamic power source, three different case scenarios were studied with and without its integration into the 
power system.  
In more details, the time variation of the generator’s set quantities is investigated during the steady-state regime 
before and after applying the proposed control scheme. These are the generator’s speed, the active power set-point 
for the dynamic source, the active and mechanical power outputs of the diesel generator, the voltage amplitude and 
the instantaneous torque waveforms etc.  
The three scenarios employed are outlined below: 
a) Scenario 1: Diesel power plant rated at 8.1 kVA, resistive load of 4 kW and a dynamic power source. 
b) Scenario 2: Diesel power plant rated at 8.1 kVA, resistive load of 7 kW and a dynamic power source. 
c) Scenario 3: Considering Asymmetry in Torque Pulsations. 
 The simulations results showed that the best compensation in frequency flickering is obtained with the presence of 
the dynamic power source. In addition, the torque produced by the diesel generator is higher without the droop 
controller, whereas the amplitude range of frequency oscillations is reduced and this drop depends on the droop 
control scheme implemented in line with the load demand. Furthermore, the results are more severe and critical when 
considering torque pulsations asymmetries. 
Concluding, this methodology could be very useful for rural and isolated power networks. This was a preliminary 
effort and at a later time the extended analysis of the proposed control could be implemented to improve the voltage 
steady-state behaviour so as the dynamic source absorbs/injects the necessary power amount only during frequency 
changes. 
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PART IV.  Conclusions & Outlook 
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Part four concentrates the main conclusions and gives 
recommendations for future work. 
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Chapter 7. Final Conclusions 
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7.1. Thesis Summary 
 
With renewable electricity generation increasing, there will be some important changes in the electric power 
systems, notably through smaller generators embedded in the distribution network. The introduction of this type of 
units in medium and low voltage (MV/LV) networks, which may loosely represent an Island or autonomous power 
network since MV/LV levels are of high interest as most of distributed energy sources (DER) will be connected there, 
allows a better management of the resources, and an optimum planning of the power generation system. 
The employment of large amounts of distributed generation within the distribution networks can affect significantly 
the system´s stability since this kind of generators may have less ability to control the voltage and frequency than 
conventional generation units. However, the changes induced by the amount and sitting of distributed generation 
penetration mainly in Island or autonomous electrical grids require steady-state and transient stability analyses of the 
distribution network.  
Grid analysis studies concerning the potential integration of distributed generation are commonly attained by public 
power utilities and distributed system operators since the detailed data of the distribution networks is not always 
available. 
The principal objective of the current thesis was to investigate on distributed generation integration into MV/LV 
electrical grids and this survey tried to answer some specific aims questioned such as, defining the best planning and 
fitting of DER units within distribution networks, applying recommendations and solutions to advance their penetration 
level, studying the effect of FACT devices on voltage stability and the impact of diesel gensets on frequency steady-
state oscillations within autonomous power systems.   
Hence, the greatest part of this thesis is dedicated to a simulation-based methodology to analyse MV/LV distribution 
networks from an electrical point of view and test their dynamic stability as well as the location of additional DER, 
either they operate in connected or isolated mode. For this type of analyses, tools that provide computational power 
and flexibility are necessary. 
Generally, the main conclusions derived show a good fitting of the applied methodology. A spell of the targeted 
outcomes depicted that the penetration level and location of distributed generation within the studied MV off-grid 
power system did not have had serious impacts on voltage and frequency stability. However, the application of a 
three-phase fault at the connection node of the wind farm proved the severity of its consequent impacts on the 
system. Moreover, the used control of an integrated inverter-based STATCOM device showed its suitability for 
reactive power compensation and voltage stability.  
In more details, throughout this research work, a case study has been accomplished in PSS/E based on a real 
Island grid model with a total potential installed of about 133 MW. Embedded generation with a specific penetration 
level has been added to the distribution network model. 
Steady-state and Dynamic Analysis configurations were proposed in order to determine upon the allocation and the 
maximum capacity of distributed generation (geothermal and wind power) that may be inhabited within the studied 
islanded electrical grid. In that way, it was possible to check the off-grid system’s behaviour under normal operation 
and against several disturbances onto the grid. 
The static and dynamic studies employed three different time-frame and potential scenarios, namely Scenario 1, 2 
& 3 to check the system´s voltage and frequency stability with the addition of 25.77 MW and 14 MW of geothermal 
and wind power respectively. 
There are about seven substations where the voltage is stepped down from 60 kV to 30 kV or 10 kV and two 
substations which bring the voltage down from 30 kV to 10 kV. Each substation has one to four power transformer 
banks with a capacity of between 0.5 MVA and 20 MVA. A group of substations were proposed to introduce this 
embedded generation with the extension in mind to suggest the voltage level to connect these units. The main issues 
addressed were the nodal voltages, the line active and reactive power losses, in addition to the three-phase faults 
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located at different places throughout the transmission and distribution network of the Island power system. 
Concretely, two rules of thumb have been considered to specify the correctness of the trial-error method used within 
this research work. The former was to introduce the embedded generation units at the lower voltage buses and the 
latter to try to add them to buses with denominator the higher short circuit capacity and the high load demanding and 
at the meanwhile obtaining the minimum possible power losses. One more criterion taken into account was that the 
wind potential to be penetrated cannot surpass the 5% of the short circuit capacity at the connection point node. 
 Geothermal plants using basic machine model such as synchronous generator, exciter and governor and a Wind 
farm employing Doubly-fed Induction Generator (DFIG) technology were chosen throughout this research work. The 
adequate stability margin of the system was investigated upon the fault ride through capability and frequency 
response of the network elements, whereas a three-phase fault application at the connection point of the wind farm 
was proved to be the most critical perturbation. Moreover, two different exciter models (IEET1 & EXST1) were chosen 
to perform open-circuit set-point step tests and record their field voltage and terminal voltage responses after tuning 
application.  
The power flow results showed that when only geothermal power is added to the system there were not voltage 
violations observed, but thermal line overloading rated between 124% and 128% against their power ratings.  
Furthermore, various substation nodes were examined to add wind power and at the ones selected as most suitable, 
voltage and thermal violations follow the same pattern. Wind power inclusion under specific scattering and connection 
topology cannot affect the electrical system and reduces power losses. Concretely, the total system losses with only 
geothermal generation added accounts for 1.1 MW+8.9 MVAr, whereas encountering wind generators addition at 
specific nodes the losses differentiate accordingly (decrease or increase depending on the connecting bus). 
Nevertheless, the impact on power losses is minimal in all cases as the amount of power added was small compared 
to the total system handling capacity. Additionally, it is important to note that power balance is kept while the 
conventional generators´ output is controlled and readjusted according to the system demand. 
The results drawn from contingency (N-1) study showed that wind energy penetration improves the system security, 
especially when wind power is more distributed. The most critical results in terms of voltage and thermal violations 
were concluded when disconnecting transmission lines that interconnect central generation plants and big 
substations. This can be attributed to the fact that central substation feed and serve high load demands.  
Short circuit analysis demonstrated that the penetration of wind power and generally of distributed generation raises 
the short circuit level. Especially, a three-phase fault implemented at the addition bus increases the short circuit 
current at this bus and to the ones interconnected to it via branches. One solution to minimize the short circuit level 
could be to increase the impedance of the HV/MV transformer of the network or adding some fault current limiting 
devices such as reactors. 
Some conclusions are offered on the dynamic simulations, where in all cases a new steady-state is achieved 
according to the pre-fault value. First of all, simulation results indicated that the wind farm as introduced to the Island´s 
electrical system remains connected under voltage dips caused during the three-phase fault occurrence on the 
connection node.  
Moreover, the results proved to be more critical when additional power was scattered among different distribution 
nodes since the frequency and terminal voltages where the wind power is connected to, after the three-phase fault 
application, need more time to recover to their pre-fault values. Dynamic simulations suggested that a short circuit 
fault is a good choice since it causes relatively large voltage oscillations at the connecting node. Specifically, the 
terminal voltage of wind generators drops significantly and frequency´s long in duration oscillation depicts that 
system´s stability is disturbed.  
Additional fault incidents were implemented such as the loss of a swing generator, the outage of an important 
transmission line and a three-phase fault application at the system’s slack bus. The simulation outcomes depicted that 
the voltage and frequency behaviour at the system’s substations do not fall under impermissible values, while they are 
soon after the fault clearing reset to their initial conditions. In more details, when a symmetrical short circuit is applied 
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to the slack bus, voltage and frequency values at the terminal bus of the wind generators and the substations recover 
adequately where the later ones do not vary more than 0.4 Hz. 
Apart from the static and dynamic simulations accomplished in PSS/E software tool, it was important to research on 
the control performance and interaction of the devices such as power converters connected to distribution grids since 
they may induce significant impacts on the power quality parameters. Power stability, namely voltage drop/rise and 
frequency disturbances due to the high rates of DER integration into distribution grids increases the demand for 
network support by means of provision and control of reactive and active power exchanges respectively. 
Consequently, and according to the EU grid codes, each generating unit penetrated into MV/LV networks needs to 
be tested and to be awarded a so-called ´´type-specific unit certificate´´ that refers to its electrical characteristics like 
the connecting voltage, the power capacity, type of generator etc. Generally, two options for performing system 
experiments exist; a) testing real devices or b) running a simulation. 
Hence, real time simulations in RSCAD/RTDS environment and Power Hardware-in-the-loop (PHIL) experiments 
were reinforced throughout this thesis and this will not only allow us to size and locate the distributed generation 
systems, but will also let us optimize MV/LV and generally Island power networks. In more details, this work tries to 
combine laboratory or field tests in line with system level simulations of distributed generation devices to demonstrate 
their conformity with the technical issues related to grid penetration into MV/LV networks.   
Real time simulations and PHIL experiments were grouped into two sets of tests. The first set discussed the 
performance of VAR compensating devices, i.e. a STATCOM interfaced to a DC-capacitor, for reactive power 
compensation and voltage control. The second case study demonstrated an implementation of a Microgrid model in 
RSCAD/RTDS simulation platform for DER device integration. For both case studies, PHIL tests were performed with 
the Hardware under Test (HuT) being a passive single phase load of varying inductance and resistance. 
Real time simulations of the first group of tests demonstrated a detailed description of switching inverters’ controller 
design and investigated the effects of an inverter-based STATCOM on voltage regulation of a low voltage distribution 
network using RSCAD/RTDS environment. The Average Model of a STATCOM interfaced to a DC-capacitor was 
simulated, where the IGBT Voltage-Source Converter was represented by equivalent controlled voltage sources.  
The conclusions offered on the PHIL simulation results confirmed that the STATCOM model studied throughout this 
work is suited for voltage sag mitigation, since it compensated the reactive power required during a step decrease in 
the hardware inductance (from 140 mH to 103 mH) and led to improved steady-state voltages. Additionally, the 
implemented control strategy of the capacitor maintained the VSI’s DC bus voltage constant. 
Regarding the second set of tests, PHIL simulations were executed to emulate the energy management of a real 
Microgrid system including a diesel synchronous machine and inverter-based sources. Moreover, their dynamic 
behaviour was examined within the LV islanded power system and more than that the adequate performance of the 
laboratory set-up was verified through tests on a real experimental site. 
Simulation results for both group of tests indicated that RSCAD/RTDS is an effective tool suitable for transient 
analysis due to its fast computation in real time and the laboratory hardware interfacing capability it offers. 
Furthermore, it is worth mentioning that PHIL experiments provide high flexibility in the research of the complex 
problems which concern the penetration of various energy systems with respect to network stability and security.  
However, there still exist uncertainties when performing PHIL tests. For instance, in real life there is no ideal Power 
Interface. As a result, imperfections that are mainly inserted by the power interface can reduce the accuracy of the 
simulation. Examples of these imperfections are the time-delay and the low pass filter of the amplifier, the time-delay 
of the sensor and the sensor’s noise. The total time delay in the current PHIL experiments was about 750µsec. 
Therefore, an accuracy analysis of the PHIL tests was recommended. There are different techniques on this matter. 
The one that we followed during the experiments was that we ran the off-line simulations on RSCAD/RTDS software 
and compare the results with those of the real PHIL tests. Additionally, throughout this research work virtual 
hardware-in-the-loop experiments (off-line simulations) were performed in Matlab/Simulink to check the system’s 
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stability for the different test scenarios. There is also the uncertainty related to measurement devices (e.g. current 
measurement of the power interface) that has to be taken into consideration. 
One additional issue questioned in islanded networks is the transient behavior of diesel gensets during critical 
disturbances caused by intermittent power sources and load step changes and more than that, the degraded power 
quality induced by their inherit torque oscillations.  
This thesis also presented the outcomes for the operation of a diesel-powered Island grid system. The system was 
modelled in Simulink/Matlab. The simulations were focused on power quality measurements with emphasis placed on 
frequency flickering. The spectral analysis of the recorded voltage and frequency variations verified that the diesel 
generators are the main source of flicker in the system. This was also shown during the onsite Microgrid experiments 
described in Chapter 5. 
The steady-state electrical fluctuations that are evident in diesel-driven generators were evaluated for two different 
diesel powered plants rated at 16 and 8.1 kVA and a nominal speed of 1500 rpm respectively. The presence of low-
frequency oscillations, mainly rated at 50 Hz is highly linked to the pressure imbalance during firing process, in 
addition to the torque pulsations among the cylinders. Moreover, the flicker concern was higher when firing 
asymmetries take place among the cylinders, e.g. taking out of operation one cylinder, affecting seriously the 
frequency oscillations and torque profile in the shaft torque.  
A new control scheme was proposed that allows enhancing the power quality of a diesel genset power plant by 
compensating for the generator’s electrical fluctuations. This control strategy was based on the frequency droop (w/P) 
control which defines a given active power set-point to be supplied by a dynamic power source. The simulation results 
demonstrated the effect of the controlled dynamic power source considering different load demand scenarios with and 
without its integration into the power system.  
In more details, the time variation of the generator’s set quantities was investigated during the steady-state regime 
before and after applying the proposed control scheme. These are the generator’s speed, the active power set-point 
for the dynamic source, the active and mechanical power outputs of the diesel generator, the voltage amplitude, the 
instantaneous torque waveforms etc.  
The simulations results suggested that the best compensation in frequency flickering was obtained with the 
presence of the dynamic power source. In addition, the torque produced by the diesel generator was higher without 
the droop controller, whereas the amplitude range of frequency oscillations was reduced and this drop depends on the 
droop control scheme implemented in line with the load demand. Finally, the results were more severe and critical 
when considering torque pulsations asymmetries. 
 
7.2. Future Research Work 
 
This thesis is mainly focused on investigating and deriving a methodology for distributed generation integration into 
MV/LV electrical grids, which aims at defining the suitable areas and zones for an optimal penetration of distributed 
generation into these voltages, in addition to examining its dynamic and transient impacts on system level. 
Furthermore, Part II gives an example for integration in a real Island power system with PSS/E software tool and more 
than that, a typical MV/LV voltage distribution network is selected for additional simulations in RSCAD environment 
that may loosely represent an Island or autonomous power system since MV/LV levels are of high interest as most of 
distributed energy resources will be connected there.  
Therefore, future work could possibly concentrate on the application of the used methodology in additional real 
networks that represent autonomous power systems, Islands or even connected grid configurations.  
The principal advantage of this methodology is that up to now, the existent literature reviews are very limited and do 
not analyze an autonomous power grid system as a whole from an electrical point of view by employing static and 
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dynamic simulations within PSS/E software to define the quantity (how much) and the allocation (where to add the 
distributed generation). However, the current incentives and proposals are more qualitative and theoretical than 
quantitative. This effort is reinforced throughout this thesis.  
Hence, recommendations for future work could be to extend the model by employing various scenarios for 
distributed generation integration in order to check over the autonomous power system’s dynamic limit for a 100% 
RES penetration. Moreover, a next step could be the improvement of the dynamic model where all units may have 
simple exciter (i.e. SEXS), stabilizer (i.e. PSS2) and governor models (i.e. TGOV) with the same common parameters, 
especially for RES.  
Studies including the development of Pumped Storage Hydro (PSH) units employing Doubly-Fed induction machine 
or the simulation of various energy storage systems in PSS/E to evaluate their impacts on transient stability, voltage 
and reactive power control, fast frequency regulation (i.e. response to sudden generation/load imbalances) would be 
particularly valuable. Another consideration, similarly to the previous recommendations which could be in line with 
H2020 targets, is to investigate on the contribution of distributed generation and generally of Microgrid configurations 
to ancillary services.  
On the other hand, the deployment of RSCAD/RTDS simulations and PHIL laboratory tests as a data reference for 
verification in the domain of DER integration is at its early stage of development. Specifically, the existent literature is 
very limited regarding this kind of tests that study the control strategy of MV/LV islanded power networks with the 
integration of inverter-based devices and even energy storage systems. The prevalent advantage of this kind of 
experimenting is that in the end the implementation and development of a methodology that characterizes the energy 
supply devices and system analysis for decentralised grid services is viable. 
Nevertheless, the limitation of these tests is that the accuracy is not perfect. It is a common problem that stability 
and accuracy issues arise in PHIL simulations due to errors mainly caused by the Power Interface, namely the time 
delay of the amplifier and the sensor, the sensor noise etc. Thus, improved Interface Algorithms and Interface 
Compensation approaches could be considered as future work.  
Ultimately, this research study proposes an innovative control scheme to eliminate the inherit frequency and voltage 
oscillations of a diesel genset, and this methodology could be very useful for rural and isolated power networks. This 
was a preliminary effort and at a later time the extended analysis of the proposed control could be implemented to 
improve the voltage steady-state behaviour so as the dynamic source absorbs/inject power only during frequency step 
changes. 
Clearly, forthcoming works could be built upon this thesis’ results and propose more effective methods which can 
come in especially handy for real power plants. Additionally, the expected outcomes drawn through this thesis’ field 
tests and simulations could be the basis for analysis and comparison of the dynamic performance among different 
energy sources and thus, finally choose which best fits in our grid studies. In that way, the developed scheme (s) is 
postulated to be a useful solution for distributed generation planners with the potential to become a tool for fostering 
DER integration into MV/LV or Island power systems and a provisional step towards smart distribution networks. 
As a closing remark, I would like to underline that long term government leadership is the key point to establish a 
clear vision towards distributed generation integration since the power system architecture is bound for change. In 
addition, initiatives and decision making on site selection is needed to “flip the distributed generation equation’’. The 
primary mandate of the utility industries is and always has been to ‘’keep the lights on’’. This attitude is based on risk 
avoidance over innovation. The energy market has grown and the necessity to switch to alternative and more 
competitive solutions merges. Consequently, we have to endure a new power world that brings distributed generation 
from Cinderella to Centre Stage! 
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Appendices 
Appendix A: Network Data-Power Plants  
 
Fossil Fuel Plant_CTCL 
Generators GEN I,II,III,IV GEN V,VI,VII,VIII 
Ratings         
Output Sn 9.620 kVA 21.282 kVA 
Power Factor cosj 0,8   0,8   
Voltage Un 6.300 V 11.000 V 
Current In 882 A 1.117 A 
Frequency f 50 Hz 50 Hz 
Speed n 428 rpm 500 rpm 
  
 
        
Resistances         
Stator Winding Ra 0,016 Ω 0,019 Ω 
Field Winding Rf 0,131 Ω 0,178 Ω 
Zero Sequence Ro         
  
 
        
Reactances         
Synchronous - Direct Axis Xd 2,300 pu 1,860 pu 
Synchronous - Quadrature Axis Xq 1,320 pu 0,930 pu 
Transient - Direct Axis X'd 0,430 pu 0,310 pu 
Transient - Quadrature Axis X'q         
Subtransient - Direct Axis X''d 0,215 pu 0,207 pu 
Subtransient - Quadrature Axis X''q     0,251 pu 
Negative Sequence (Inverse) X2 0,225 pu 0,229 pu 
Zero Sequence Xo 0,126 pu 0,099 pu 
  
 
        
Short-Circuit Ratio Kcc 1,600   0,610   
  
 
        
Time Constants         
Short-Circuit - Transient - Direct Axis T'd 1,070 sec 1,250 sec 
Short-Circuit - Subtransient - Direct Axis T''d 0,035 sec 0,016 sec 
Short-Circuit - Subtransient - Quadrature Axis T''q     0,027 sec 
Armature (Short-Circuit) Ta     0,144 sec 
Open Circuit - Transient - Direct Axis T'do 5,800 sec 5,900 sec 
Open Circuit - Subtransient - Direct Axis T''do     0,033 sec 
Open Circuit - Subtransient - Quadrature Axis T''qo     0,132 sec 
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Transformers TRF Gen. I,II,III,IV TRF Gen. V,VI,VII,VIII 
Rated Power Sn 10 MVA 23 MVA 
Nominal Voltage (Primary - HV) U1n 63.000 V 63.000 V 
Nominal Voltage (Secondary - LV) U2n 6.300 V 11.000 V 
           
Short-circuit Voltage Usc 8,35%   8,00%   
           
Load Losses (Pcu - cooper losses) Pcc 50.000 W 98.790 W 
No-load Losses (Pfe - iron losses) Po 10.000 W 12.942 W 
           
Excitation Current I2o 2,995 A 0,770 A 
           
Resistance (Primary - HV) R1 2,041 W 0,688 W 
Resistance (Secondary - LV) R2 0,018 W 0,019 W 
           
   Voltages (V) Tap Pos. Voltages (V) Tap Pos. 
Maximum Umax 71.400 1 69.300 1 
Nominal Un 63.000 15 63.000 11 
Minimum Umin 58.200 23 56.700 21 
           
Vector Group   YNd5   YNd5   
 
Geothermal Power Plant_CGRG 
Generators GEN I,II GEN III,IV 
Ratings         
Output Sn 6.750 kVA 3.625 kVA 
Power Factor cosj 0,8   0,8   
Voltage Un 10.000 V 10.000 V 
Current In 389,7 A 209,3 A 
Frequency f 50 Hz 50 Hz 
Speed n 1.500 rpm 1.500 rpm 
  
 
        
Resistances         
Stator Winding Ra 0,068 Ω 0,252 Ω 
Field Winding Rf 0,796 Ω 0,481 Ω 
Zero Sequence Ro         
  
 
        
Reactances         
Synchronous - Direct Axis Xd 2,160 pu 2,774 pu 
Synchronous - Quadrature Axis Xq 1,170 pu 1,646 pu 
Transient - Direct Axis X'd 0,329 pu 0,388 pu 
 Page 207 of 257 
 
Transient - Quadrature Axis X'q 1,170 pu 1,646 pu 
Subtransient - Direct Axis X''d 0,265 pu 0,341 pu 
Subtransient - Quadrature Axis X''q 0,295 pu 0,315 pu 
Negative Sequence (Inverse) X2 0,280 pu 0,328 pu 
Zero Sequence Xo 0,029 pu 0,094 pu 
  
 
        
Time Constants         
Short-Circuit - Transient - Direct Axis T'd 1,493 sec 0,949 seg 
Short-Circuit - Subtransient - Direct Axis T''d 0,063 sec 0,047 seg 
Short-Circuit - Subtransient - Quadrature Axis T''q         
Armature (Short-Circuit) Ta 0,115 sec 0,069 seg 
Open Circuit - Transient - Direct Axis T'do 8,045 sec 5,593 seg 
Open Circuit - Subtransient - Direct Axis T''do 0,080 sec 0,056 seg 
Open Circuit - Subtransient - Quadrature Axis T''qo         
      Transformers TRF 1 TRF 2 
Rated Power Sn 8 MVA 8 MVA 
Nominal Voltage (Primary - HV) U1n 62.980 V 62.980 V 
Nominal Voltage (Secondary - LV) U2n 10.000 V 10.000 V 
           
Short-circuit Voltage Usc 7,98%   7,94%   
           
Load Losses (Pcu - cooper losses) Pcc 54.800 W 55.300 W 
No-load Losses (Pfe - iron losses) Po 7.530 W 7.670 W 
           
Excitation Current I2o 2,620 A 2,840 A 
           
Resistance (Primary - HV) R1 1,500 W 1,500 W 
Resistance (Secondary - LV) R2 0,053 W 0,053 W 
           
   Voltages (V) Tap Pos. Voltages (V) Tap Pos. 
Maximum Umax 69.580 1 69.580 1 
Nominal Un 62.980 12 62.980 12 
Minimum Umin 59.980 17 59.980 17 
           
Vector Group   YNd11   YNd11   
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Geothermal Power Plant_CGPV 
Generators GEN I 
Ratings     
Output Sn 16.250 kVA 
Power Factor cosj 0,8   
Voltage Un 11.000 V 
Current In 853 A 
Frequency f 50 Hz 
Speed n 1.500 rpm 
  
 
    
Resistances     
Stator Winding Ra 0,023 Ω 
Field Winding Rf 0,052 Ω 
Zero Sequence Ro     
  
 
    
Reactances     
Synchronous - Direct Axis Xd 2,150 pu 
Synchronous - Quadrature Axis Xq 1,090 pu 
Transient - Direct Axis X'd 0,290 pu 
Transient - Quadrature Axis X'q     
Subtransient - Direct Axis X''d 0,190 pu 
Subtransient - Quadrature Axis X''q 0,550 pu 
Negative Sequence (Inverse) X2 0,370 pu 
Zero Sequence Xo 0,100 pu 
  
 
    
Short-Circuit Ratio Kcc 0,500   
  
 
    
Time Constants     
Short-Circuit - Transient - Direct Axis T'd 0,800 sec 
Short-Circuit - Subtransient - Direct Axis T''d 0,040 sec 
Short-Circuit - Subtransient - Quadrature Axis T''q 0,040 sec 
Armature (Short-Circuit) Ta 0,200 sec 
Open Circuit - Transient - Direct Axis T'do 6,000 sec 
Open Circuit - Subtransient - Direct Axis T''do 0,060 sec 
Open Circuit - Subtransient - Quadrature Axis T''qo 0,080 sec 
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Transformers TRF Gen. I 
Rated Power Sn 17 MVA 
Nominal Voltage (Primary - HV) U1n 30.000 V 
Nominal Voltage (Secondary - LV) U2n 11.000 V 
       
Short-circuit Voltage Usc 7,74%   
       
Load Losses (Pcu - cooper losses) Pcc 107.800 W 
No-load Losses (Pfe - iron losses) Po 12.300 W 
       
Excitation Current I2o 1,610 A 
       
Resistance (Primary - HV) R1 0,135 W 
Resistance (Secondary - LV) R2 0,030 W 
       
   Voltages (V) Tap Pos. 
Maximum Umax 31.500 1 
Nominal Un 30.000 3 
Minimum Umin 29.250 5 
      
Vector Group   YNd5   
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Appendix B: Network Data- Branches 
 
Lines / Cables 
Type Designation Un R X B Max. Load Capacity 
    [kV] [Ω/km] [Ω/km] [S/km] [A] [MVA] 
Line Cu 185mm2 60 0,101 0,389 0,00000278 540 56,12 
Line Cu 95mm2 60 0,202 0,407 0,00000277 360 37,41 
                
Line Cu 95mm2 30 0,207 0,363 0,00000315 360 18,71 
Line Cu 70mm2 30 0,273 0,372 0,00000308 305 15,85 
Line Cu 50mm2 30 0,401 0,383 0,00000298 240 12,47 
Line Cu 35mm2 30 0,561 0,394 0,00000289 195 10,13 
Cable LX1HIE 120mm2 30 0,253 0,122 0,00006280 275 14,29 
Cable LXHIOV 240mm2 30 0,159 0,103 0,00005556 420 21,82 
Cable LXHIOV 120mm2 30 0,323 0,116 0,00003333 285 14,81 
Cable LXHIOV 70mm2 30 0,567 0,126 0,00003333 210 10,91 
Cable LXHIOV 50mm2 30 0,822 0,135 0,00002222 170 8,83 
Cable LXHIV 70mm2 30 0,567 0,126 0,00003333 210 10,91 
Cable LEHIV 70mm2 30 0,531 0,112 0,00003333 195 10,13 
Cable LEHIV 35mm2 30 1,041 0,141 0,00002222 135 7,01 
                
Line Cu 50mm2 10 0,402 0,384 0,00000298 240 4,16 
Line Cu 35mm2 10 0,561 0,395 0,00000289 195 3,38 
Line Cu 25mm2 10 0,733 0,404 0,00000282 165 2,86 
Line Cu 16mm2 10 1,219 0,420 0,00000271 120 2,08 
Cable LXHIOV 240mm2 10 0,160 0,091 0,00010000 420 7,27 
Cable LXHIOV 120mm2 10 0,401 0,101 0,00010000 285 4,94 
Cable LXHIOV 70mm2 10 0,568 0,110 0,00008401 210 3,64 
Cable LXHIOV 50mm2 10 0,822 0,118 0,00007375 170 2,94 
Cable LXHIAV 120mm2 10 0,401 0,101 0,00010000 285 4,94 
Cable LXHIAV 50mm2 10 0,822 0,118 0,00007375 170 2,94 
Cable LXHIAV 35mm2 10 1,113 0,122 0,00006586 145 2,51 
Cable LXHIV 185mm2 10 0,401 0,101 0,00010000 360 6,24 
Cable LXHIV 120mm2 10 0,401 0,101 0,00010000 285 4,94 
Cable LXHIV 70mm2 10 0,568 0,110 0,00008401 210 3,64 
Cable XHIOE 240mm2 10 0,075 0,094 0,00010000 523 9,06 
Cable PCAJ  95mm2 10 0,231 0,094 0,00010000 274 4,75 
Cable PCAJ  35mm2 10 0,627 0,110 0,00008482 155 2,68 
Cable PCAJ  25mm2 10 0,870 0,113 0,00007540 129 2,23 
Cable PCAJ  16mm2 10 1,376 0,122 0,00006911 100 1,73 
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Appendix C: Scenario 1-Power Flow Results (Low Demand) 
 
Table C-1 concentrates the power flow results for Scenario 1. The total generation produced is at 64.4 MW where 
43.7 MW come from the slack generators operation and 20.7 MW from the geothermal plants, whereas its reactive 
power delivery amounts for 16.2 MVAr. Charging is at 5.7MVAr. Low load demand arises to 63.5 MW and 19.4 MVAr, 
while shunts equal to 0.4MW and (-1.8 MVAr). Thus the active and reactive power losses are 0.5 MW and 4.4 MVar 
respectively.  Additionally, the numerical difference among the high and low demand cases (in low demand the losses 
are smaller) in both reactive and active power losses was prospective as losses have to do with the total system 
handling capacity and the load demand. 
The voltage profile of the transmission and distribution network needs to reside within the acceptable limits of ±5% 
of the nominal voltage value (0.95-1.05 pu). Moreover, is loosely accepted that are applied the same voltage limits for 
the transport and distribution network. There are no any voltage violations observed as it can be seen in Figure C-1. 
The bus with the lowest voltage figure of 0.963 pu is bus number 30 at the substation SEFO. The transformer branch 
of SEFO 60/30 experience active and reactive losses of 0.10 MW and 1.47 MVAR respectively and coincide with the 
high loading demand case of this scenario. Additionally, there are no any violations in branches. 
 
ATable C-1: Case summary power flow outcomes, Scenario 1 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW 64.4 63.5 0.4 0   0.5 43.7 
MVAr       16.2 19.4 -1.8 5.7   4.4 22.3 
 
 
 
Figure C-1: Voltage profile of the transmission and distribution network, Scenario 1. 
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Appendix D: Scenario 2-Power Flow Results (Low Demand) 
 
Regarding Scenario 2, load has increased by 10%, from 63.5 MW to 69.85 MW. This rise of 6.35 MW is allocated 
among the distribution substations accordingly to their load demand requirements. For instance, the nodes of 11.7 
and 11.35 MW (Table 4-5) will suffer from an increase of 1.135 MW. Nodes that their power demand arises to 8.84 
MW will have an increase of 0.884 MW and buses of 6.99 MW will reach up to 7.689 MW (0.699 MW increase). All the 
remaining substation nodes will increase their power demand by 0.208 MW. Reactive load demand also increases by 
10%, from 19.4 MVAr to nearly 21.34 MVAr. This increase of 1.94 MVAr is distributed among the total number of 
nodes with each one suffering by a rise of 0.18 MVAr. The PSFU 30 kV bus and the nodes connected to it are very 
sensitive to power demand status. Thus, for a slightly higher demand at this node, voltage drops below 0.95 pu.  
The geothermal power is regulated to be at 66.4 MW in 2015.  This soar in power production in combination to the 
load demand rate will affect the conventional generators´ output (in our case the slack ones).  
Table D-1 concentrates the case summary results. Total generation produced is at 71.1 MW where 25.6 MW come 
from the slack generators operation and 45.5 MW from the geothermal plants, whereas its reactive power delivery 
amounts for  20.9 MVAr. Charging is at 5.7MVAr. Low load demand arises to 69.7 MW and 21.4 MVAr, while shunts 
equal to 0.7MW and (-0.5 MVAr). Thus, the losses are 0.8 MW and 5.7 MVar for the real and reactive power 
respectively.  Similarly, this scenario case does not experience any voltage violations (Fig. D-1). The bus with the 
lowest voltage figure of 0.959 pu is bus number 32 in the substation of SEVF. At the substation of SEFO rated at 30 
kV there is again dictated a voltage instability around 0.976 pu.  
  
ATable D-1:  Case summary power flow outcomes, Scenario 2 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW 71.1 69.7 0.7 0   0.8 25.6 
MVAr       20.9 21.4 -0.5 5.7   5.7 22.3 
 
 
 
Figure D-1: Voltage profile of the transmission and distribution network, Scenario 2. 
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Appendix E: Scenario 1-Contingency Results (Low Demand) 
 
For Scenario 1, tripping the system lines of 60 kV one by one, are observed the branches with over loadings and 
buses with violations in voltage rates. Here, there were not monitored such kind of violations.  
Tripping the lines of 30 kV one by one, is monitored only one transmission branch between 3 CGPV-GPP and 30 
SEFO rated at this voltage value being overloaded. In more details, the contingency with the worst consequences on 
the system is to take out the connection line among bus 3 CGPV-GPP and bus 30. The effect of this tripping is 
violation on current rating by 91.6%.  The reason that this rating is smaller than the one in the high demand scenario 
can be attributed to the lower figure of demand requirement.  Figure E-1 depicts the relative results.  
 
Figure E-1: Contingency analysis outcomes for the 30 kV lines, Scenario 1.  
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Appendix F: Scenario 2-Contingency Results (Low Demand)  
For Scenario 2, tripping each one of the lines of 60 kV, are observed the branches with over loadings and buses 
with violations in voltage rates. In this Scenario case, there were not monitored voltage violations, whereas violations 
on line thermal constraints were observed for each one single contingency and with the highest rating occurred with 
disconnecting the line among 2 CGRG and 4 SEFO buses. Results are provided in Figure F-1. 
 Moreover, tripping the lines of 30 kV, is monitored once again the transmission branch of 3 CGPV-GPP and 30 
SEFO rated at this voltage value being overloaded for each one contingency case. In more details, the contingency 
with the worst consequences on the system is to consider the outage of the subterranean circuit line from bus 3 
CGPV-GPP to bus 30 SEFO and brings about an overloading rated at 171.2% on the overhead circuit. Figure F-2 
illustrates the respective results.  
Concluding, there are no any voltage breakings against the initial values.  In both Scenarios 1&2, voltage sags do 
not occur in low load demand profiles while in high demand schemes do. Transmission line between CGRG-GPP and 
SEFO is rather affected, as the geothermal generator is connected to the one end of the branch and in case of 
disconnecting the line, the supplied power has to follow a longer path inducing greater total losses.  
 
Figure F-1: Contingency analysis outcomes for the 60 kV lines, Scenario 2.      
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Figure F-2: Contingency analysis outcomes for the 30 kV lines (branch violations), Scenario 2.      
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Appendix G: Short circuit calculations-Scenario 2 (High Demand) 
 
This appendix represents the three-phase fault summary reports of some selective nodes for case Scenario 2, 
CGPV, CGRG and SEFO. In more details, Tables G-1 & G-2 concentrate the short circuit summary report for the 
11/30 kV CGPV substation node. Tables G-3 to G-5 illustrate the three-phase fault current calculations for the 10/60 
CGRG substation node and Tables G-6 to G-8 for the 30/60 kV SEFO substation bus. 
 Such reports list the resistive and reactive parts of the sequence Thevenin impedances that would be measured by 
observations made at each bus in turn without the influence of the prescribed set of unbalances. The calculation 
process interconnects the three sequence networks to represent the unbalanced condition and solves for the 
sequence voltages. Following solution, a summary report is printed for each unbalance applied with various blocks of 
output included such as: 1) fault type and buses involved, 2) sequence and phase voltages at the bus, 3) series 
branch currents flowing in each branch (including any generator contributions) connected to the faulted node. 
Currents may be expressed either in pu or amperes. In our study, short circuit currents are expressed in amperes. 
Sequence and phase components are illustrated, 4) the algebraic ´´sum of contributions´´ of all elements are 
tabulated. 
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ATable G-1: Fault currents (A) at CGP 11 kV node. 
UNBALANCES APPLIED:
  L-G Z =    0.000        0.000
  L-L Z =    0.000        0.000       L-G Z =    0.000        0.000
    96 (KV L-G)        0.000      0.00     0.000      0.00     0.000      0.00     0.000      0.00
CGPV-GPP    11.000     0.000      0.00     0.000      0.00     0.000      0.00
                                    4795.7    -81.78    4795.7    158.22    4795.7     38.22
                                    4795.7    -81.78    4795.7    158.22    4795.7     38.22
CGPV-GPP 11.000  14189.9    -82.83   14189.9  157.17   14189.9   37.17
FAULT CURRENT AT BUS     96 [CGPV-GPP    11.000]:
    96                   0.0      0.00   14189.9    -82.83       0.0      0.00       0.0      0.00
MACHINE 1                 0.0          0.00     4795.7    -81.78      0.0        0.00         0.0      0.00
MACHINE 2                0.0           0.00     4795.7    -81.78       0.0        0.00        0.0      0.00
FROM      3 CKT 1      0.0           0.00      2301.8    -85.04       0.0        0.00        0.0      0.00
CGPV-GPP    30.000    2301.8    -85.04    2301.8    154.96    2301.8     34.96
CGPV-GPP    30.000    2301.8    -85.04    2301.8    154.96    2301.8     34.96
FROM      3 CKT 2      0.0           0.00      2301.8    -85.04       0.0        0.00         0.0      0.00
SEQUENCE               /V0/     AN(V0)     /V+/     AN(V+)     /V-/     AN(V-)     /3V0/   AN(3V0)
PHASE                  /VA/     AN(VA)     /VB/     AN(VB)     /VC/     AN(VC)
SEQUENCE               /I0/     AN(I0)     /I+/     AN(I+)     /I-/     AN(I-)     /3I0/   AN(3I0)
        PHASE                  /IA/     AN(IA)     /IB/     AN(IB)     /IC/     AN(IC)
SUM OF CONTRIBUTIONS INTO BUS     96 [CGPV-GPP    11.000]:
    96                               0.0          0.00    14189.9    -82.83         0.0      0.00         0.0      0.00
CGPV-GP 11.000       14189.9    -82.83   14189.9    157.17   14189.9     37.17
LINE TO GROUND FAULT AT BUS     96 [CGPV-GPP    11.000]   PHASE 1
LINE TO LINE TO GROUND FAULT AT BUS     96 [CGPV-GPP    11.000]   EXCLUDED PHASE 1
                    SEQUENCE THEVENIN IMPEDANCES AT FAULTED BUSES
    96 CGPV-GPP    11.000    0.03083  0.30769    0.04828  0.36672    0.08236  0.52878
  BUS# X-- NAME --X BASKV          ZERO                             POSITIVE            NEGATIVE
THREE PHASE FAULT AT BUS     96 [CGPV-GPP    11.000]:
Phase A Phase B Phase C
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ATable G-2:  Fault currents (A) at CGP 30 kV node. 
UNBALANCES APPLIED:
  L-G Z =    0.000        0.000
  L-L Z =    0.000        0.000       L-G Z =    0.000        0.000
3 (KV L-G)        0.000      0.00     0.000      0.00     0.000      0.00     0.000      0.00
CGPV-GPP    30.000     0.000      0.00     0.000      0.00     0.000      0.00
SEQUENCE                          /I0/     AN(I0)     /I+/     AN(I+)     /I-/     AN(I-)     /3I0/   AN(3I0)
PHASE                                /IA/     AN(IA)     /IB/     AN(IB)     /IC/     AN(IC)
FROM     30 CKT 1                0.0          0.00         181.4   -104.11       0.0      0.00       0.0      0.00
CGPV-GPP    30.000        4710.9  -81.61    4710.9  158.39   4710.9     38.39
CGPV-GPP    11.000           1266.3    -81.23       1266.3    158.77    1266.3     38.77
SUM OF CONTRIBUTIONS INTO BUS      3 [CGPV-GPP    30.000]:
     3                   0.0      0.00    4710.9    -81.61       0.0      0.00       0.0      0.00
CGPV-GPP    30.000           4710.9    -81.61       4710.9    158.39     4710.9     38.39
FAULT CURRENT AT BUS      3 [CGPV-GPP    30.000]:
     3                   0.0      0.00    4710.9    -81.61       0.0      0.00       0.0      0.00
SEFO        30.000               181.4     -104.11     181.4    135.89       181.4     15.89
FROM     30 CKT 2               0.0      0.00              2011.5    -80.11       0.0      0.00       0.0      0.00
SEFO        30.000               2011.5    -80.11      2011.5    159.89    2011.5     39.89
FROM     96 CKT 1          0.0      0.00          1266.3    -81.23       0.0      0.00       0.0      0.00
CGPV-GPP    11.000           1266.3    -81.23      1266.3    158.77    1266.3     38.77
FROM     96 CKT 2          0.0      0.00          1266.3    -81.23       0.0      0.00       0.0      0.00
THREE PHASE FAULT AT BUS      3 [CGPV-GPP    30.000]:
SEQUENCE            /V0/     AN(V0)     /V+/     AN(V+)     /V-/     AN(V-)     /3V0/   AN(3V0)
PHASE                  /VA/     AN(VA)     /VB/     AN(VB)     /VC/     AN(VC)
LINE TO GROUND FAULT AT BUS      3 [CGPV-GPP    30.000]   PHASE 1
LINE TO LINE TO GROUND FAULT AT BUS      3 [CGPV-GPP    30.000]   EXCLUDED PHASE 1
                    SEQUENCE THEVENIN IMPEDANCES AT FAULTED BUSES
  BUS# X-- NAME --X BASKV          ZERO              POSITIVE            NEGATIVE
                  3 CGPV-GPP    30.000            0.00000   0.07618  0.39064    0.10725  0.48663
Phase A Phase B Phase C
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ATable G-3:  Fault currents (A) at CGRG 60 kV node. 
UNBALANCES APPLIED:
  L-G Z =    0.000        0.000
  L-L Z =    0.000        0.000       L-G Z =    0.000        0.000
SEQUENCE               /V0/     AN(V0)     /V+/     AN(V+)     /V-/     AN(V-)     /3V0/   AN(3V0)
2 (KV L-G)        0.000      0.00     0.000      0.00     0.000      0.00     0.000      0.00
CGRG-GPP    60.000     0.000      0.00     0.000      0.00     0.000      0.00
     2                                 0.0      0.00    4440.0    -74.05       0.0      0.00       0.0      0.00
CGRG-GPP    60.000    4440.0   -74.05    4440.0    165.95    4440.0     45.95
FROM     95 CKT 4            0.0      0.00          287.3    -67.25       0.0      0.00       0.0      0.00
CGRG-GPP    10.000       287.3    -67.25     287.3    172.75      287.3     52.75
SUM OF CONTRIBUTIONS INTO BUS      2 [CGRG-GPP    60.000]:
FAULT CURRENT AT BUS      2 [CGRG-GPP    60.000]:
     2                                 0.0      0.00      4440.0    -74.05       0.0      0.00       0.0      0.00
CGRG-GPP    60.000        4440.0    -74.05    4440.0    165.95    4440.0     45.95
FROM     95 CKT 1            0.0      0.00          285.9      -67.28        0.0      0.00       0.0      0.00
CGRG-GPP    10.000         285.9    -67.28     285.9    172.72     285.9     52.72
FROM     95 CKT 2            0.0      0.00          287.3    -67.25       0.0      0.00       0.0      0.00
CGRG-GPP    10.000        287.3    -67.25     287.3    172.75     287.3     52.75
FROM     95 CKT 3            0.0      0.00          285.9    -67.28       0.0      0.00       0.0      0.00
CGRG-GPP    10.000       285.9     -67.28     285.9    172.72     285.9     52.72
THREE PHASE FAULT AT BUS      2 [CGRG-GPP    60.000]:
PHASE                     /VA/     AN(VA)     /VB/     AN(VB)     /VC/     AN(VC)
SEQUENCE                       /I0/     AN(I0)     /I+/     AN(I+)     /I-/     AN(I-)     /3I0/   AN(3I0)
PHASE                             /IA/     AN(IA)     /IB/     AN(IB)    /IC/     AN(IC)
SEFO        60.000             3304.3    -76.39    3304.3    163.61    3304.3     43.61
FROM      4 CKT 1              0.0      0.00         3304.3    -76.39       0.0      0.00       0.0      0.00
LINE TO GROUND FAULT AT BUS      2 [CGRG-GPP    60.000]   PHASE 1
LINE TO LINE TO GROUND FAULT AT BUS      2 [CGRG-GPP    60.000]   EXCLUDED PHASE 1
                    SEQUENCE THEVENIN IMPEDANCES AT FAULTED BUSES
 2 CGRG-GPP             60.000       0.00000     0.05489  0.20998    0.05874  0.22016
BUS# X-- NAME --X BASKV       ZERO               POSITIVE                NEGATIVE
Phase A Phase B Phase C
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ATable G-4:  Fault currents (A) at CGRG 10 kV node (1). 
UNBALANCES APPLIED:
  L-G Z =    0.000        0.000
  L-L Z =    0.000        0.000       L-G Z =    0.000        0.000
SEQUENCE               /V0/     AN(V0)     /V+/     AN(V+)     /V-/     AN(V-)     /3V0/   AN(3V0)
    95 (KV L-G)        0.000      0.00     0.000      0.00     0.000      0.00     0.000      0.00
CGRG-GPP    10.000     0.000      0.00     0.000      0.00     0.000      0.00
SEQUENCE               /I0/     AN(I0)     /I+/     AN(I+)     /I-/     AN(I-)     /3I0/   AN(3I0)
MACHINE 1                0.0      0.00    1482.2    -63.97       0.0      0.00       0.0      0.00
MACHINE 2                0.0      0.00    1482.2    -63.97       0.0      0.00       0.0      0.00
MACHINE 3                0.0      0.00    1482.2    -63.97       0.0      0.00       0.0      0.00
MACHINE 4                0.0      0.00    1482.2    -63.97       0.0      0.00       0.0      0.00
MACHINE 5                0.0      0.00     623.8    -69.47       0.0      0.00       0.0      0.00
MACHINE 6                0.0      0.00     623.8    -69.47       0.0      0.00       0.0      0.00
MACHINE 7                0.0      0.00     623.8    -69.47       0.0      0.00       0.0      0.00
MACHINE 8                0.0      0.00     623.8    -69.47       0.0      0.00       0.0      0.00
MACHINE 9                0.0      0.00     623.8    -69.47       0.0      0.00       0.0      0.00
MACHINE :                0.0      0.00     623.8    -69.47       0.0      0.00       0.0      0.00
                       623.8    -69.47     623.8    170.53     623.8     50.53
                       623.8    -69.47     623.8    170.53     623.8     50.53
                       623.8    -69.47     623.8    170.53     623.8     50.53
                                 1482.2    -63.97    1482.2    176.03    1482.2     56.03
                                 1482.2    -63.97    1482.2    176.03    1482.2     56.03
                                 1482.2    -63.97    1482.2    176.03    1482.2     56.03
                                     623.8    -69.47     623.8    170.53     623.8     50.53
                       623.8    -69.47     623.8    170.53     623.8     50.53
                       623.8    -69.47     623.8    170.53     623.8     50.53
LINE TO GROUND FAULT AT BUS     95 [CGRG-GPP    10.000]   PHASE 1
LINE TO LINE TO GROUND FAULT AT BUS     95 [CGRG-GPP    10.000]   EXCLUDED PHASE 1
                    SEQUENCE THEVENIN IMPEDANCES AT FAULTED BUSES
  BUS# X-- NAME --X BASKV             ZERO                        POSITIVE            NEGATIVE
 95 CGRG-GPP            10.000    0.12489  0.11542    0.05198  0.28132    0.05348  0.28836
THREE PHASE FAULT AT BUS     95 [CGRG-GPP    10.000]:
PHASE                     /VA/     AN(VA)     /VB/     AN(VB)     /VC/     AN(VC)
PHASE                     /IA/      AN(IA)     /IB/     AN(IB)     /IC/     AN(IC)
                             1482.2    -63.97    1482.2    176.03    1482.2     56.03
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ATable G-5:  Fault currents (A) at CGRG 10 kV node (2). 
FROM      2 CKT 1          0.0      0.00    2670.8    -81.76       0.0      0.00       0.0      0.00
    95                   0.0      0.00   20181.7    -74.33       0.0      0.00       0.0      0.00
    95                   0.0      0.00   20181.7    -74.33       0.0      0.00       0.0      0.00
FAULT CURRENT AT BUS     95 [CGRG-GPP    10.000]:
CGRG-GPP    10.000    20181.7    -74.33   20181.7    165.67   20181.7     45.67
FROM      2 CKT 3        0.0      0.00    2670.8    -81.76       0.0      0.00       0.0      0.00
CGRG-GPP    60.000    2670.8    -81.76    2670.8    158.24    2670.8     38.24
FROM      2 CKT 4        0.0      0.00    2684.2    -81.73       0.0      0.00       0.0      0.00
CGRG-GPP    60.000    2684.2    -81.73    2684.2    158.27    2684.2     38.27
SUM OF CONTRIBUTIONS INTO BUS     95 [CGRG-GPP    10.000]:
CGRG-GPP    10.000      20181.7    -74.33   20181.7    165.67   20181.7     45.67
CGRG-GPP    60.000    2670.8    -81.76    2670.8    158.24    2670.8     38.24
FROM      2 CKT 2        0.0      0.00    2684.2    -81.73       0.0      0.00       0.0      0.00
CGRG-GPP    60.000    2684.2    -81.73    2684.2    158.27    2684.2     38.27
Phase A Phase B Phase C
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ATable G-6: Fault currents (A) at SEFO 60 kV node. 
UNBALANCES APPLIED:
  L-G Z =    0.000        0.000
  L-L Z =    0.000        0.000       L-G Z =    0.000        0.000
SEQUENCE               /V0/     AN(V0)     /V+/     AN(V+)     /V-/     AN(V-)     /3V0/   AN(3V0)
     4 (KV L-G)        0.000      0.00     0.000      0.00     0.000      0.00     0.000      0.00
SEFO        60.000     0.000      0.00     0.000      0.00     0.000      0.00
SEQUENCE               /I0/     AN(I0)     /I+/     AN(I+)     /I-/     AN(I-)     /3I0/   AN(3I0)
     4                   0.0      0.00    5156.7    -76.10       0.0      0.00       0.0      0.00
     4                   0.0      0.00    5156.7    -76.10       0.0      0.00       0.0      0.00
SEFO  60.000    5156.7    -76.10    5156.7    163.90    5156.7     43.90
FROM     29 CKT 1          0.0      0.00            0.0      0.00       0.0      0.00       0.0      0.00
FROM     29 CKT 3        0.0      0.00               0.0      0.00       0.0      0.00       0.0      0.00
SEFO        10.000          0.0      0.00                0.0      0.00       0.0      0.00
FROM     30 CKT 1      0.0      0.00               652.8    -86.19       0.0      0.00       0.0      0.00
SEFO        30.000       652.8    -86.19          652.8    153.81     652.8     33.81
SEFO   60.000        5156.7    -76.10    5156.7    163.90    5156.7     43.90
FAULT CURRENT AT BUS      4 [SEFO        60.000]:
SELG        60.000            1611.2    -77.43    1611.2    162.57    1611.2     42.57
SEFO        10.000             0.0      0.00           0.0      0.00       0.0      0.00
FROM     29 CKT 2         0.0      0.00              0.0      0.00       0.0      0.00       0.0      0.00
SEFO        10.000           0.0      0.00               0.0      0.00       0.0      0.00
SUM OF CONTRIBUTIONS INTO BUS      4 [SEFO        60.000]:
PHASE                     /IA/     AN(IA)     /IB/     AN(IB)     /IC/     AN(IC)
FROM      1 CKT 1          0.0      0.00             1843.2    -77.19       0.0      0.00       0.0      0.00
CTCL-FPP    60.000      1843.2    -77.19    1843.2    162.81    1843.2     42.81
FROM      2 CKT 1          0.0      0.00              1076.7    -66.12       0.0      0.00       0.0      0.00
CGRG-GPP    60.000    1076.7    -66.12     1076.7    173.88    1076.7     53.88
FROM     11 CKT 1         0.0      0.00             1611.2    -77.43       0.0      0.00       0.0      0.00
LINE TO GROUND FAULT AT BUS      4 [SEFO        60.000]   PHASE 1
LINE TO LINE TO GROUND FAULT AT BUS      4 [SEFO        60.000]   EXCLUDED PHASE 1
                    SEQUENCE THEVENIN IMPEDANCES AT FAULTED BUSES
                      4 SEFO        60.000    0.00000    0.04340  0.18110    0.04819  0.19210
  BUS# X-- NAME --X    BASKV       ZERO              POSITIVE            NEGATIVE
THREE PHASE FAULT AT BUS      4 [SEFO        60.000]:
PHASE                     /VA/     AN(VA)     /VB/     AN(VB)     /VC/     AN(VC)
Phase A Phase B Phase C
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ATable G-7: Fault currents (A) at SEFO 30 kV node (1). 
 
LINE TO GROUND FAULT AT BUS     30 [SEFO        30.000]   PHASE 1
  L-G Z =    0.000        0.000
LINE TO LINE TO GROUND FAULT AT BUS     30 [SEFO        30.000]   EXCLUDED PHASE 1
  L-L Z =    0.000        0.000       L-G Z =    0.000        0.000
                    SEQUENCE THEVENIN IMPEDANCES AT FAULTED BUSES
  BUS# X-- NAME --X BASKV          ZERO              POSITIVE            NEGATIVE
    30 SEFO        30.000    0.00001 -0.00142    0.07633  0.38963    0.10552  0.48483
     PTI INTERACTIVE POWER SYSTEM SIMULATOR--PSS(R)E     WED, MAY 09 2012  16:59
SEQUENCE               /V0/     AN(V0)     /V+/     AN(V+)     /V-/     AN(V-)     /3V0/   AN(3V0)
    30 (KV L-G)        0.000      0.00     0.000      0.00     0.000      0.00     0.000      0.00
SEFO        30.000     0.000      0.00     0.000      0.00     0.000      0.00
SEQUENCE               /I0/     AN(I0)     /I+/     AN(I+)     /I-/     AN(I-)     /3I0/   AN(3I0)
FROM      3 CKT 1        0.0      0.00     209.9   -102.78       0.0      0.00       0.0      0.00
CGPV-GPP    30.000     209.9   -102.78     209.9    137.22     209.9     17.22
FROM      3 CKT 2        0.0      0.00    2328.5    -78.77       0.0      0.00       0.0      0.00
CGPV-GPP    30.000    2328.5    -78.77    2328.5    161.23    2328.5     41.23
FROM      4 CKT 1        0.0      0.00    2193.1    -82.52       0.0      0.00       0.0      0.00
SEFO        60.000    2193.1    -82.52    2193.1    157.48    2193.1     37.48
UNBALANCES APPLIED:
THREE PHASE FAULT AT BUS     30 [SEFO        30.000]:
PHASE                     /VA/     AN(VA)     /VB/     AN(VB)     /VC/     AN(VC)
PHASE                     /IA/     AN(IA)     /IB/     AN(IB)     /IC/     AN(IC)
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ATable G-8: Fault currents (A) at SEFO 30 kV node (2). 
 
 
 
 
FROM     75 CKT 1        0.0      0.00       0.0      0.00       0.0      0.00       0.0      0.00
CALHETAS    30.000       0.0      0.00       0.0      0.00       0.0      0.00
FROM     75 CKT 2        0.0      0.00       0.0      0.00       0.0      0.00       0.0      0.00
CALHETAS    30.000       0.0      0.00       0.0      0.00       0.0      0.00
FROM     76 CKT 1        0.0      0.00       0.0      0.00       0.0      0.00       0.0      0.00
NORDESTE    30.000       0.0      0.00       0.0      0.00       0.0      0.00
FROM     76 CKT 2        0.0      0.00       0.0      0.00       0.0      0.00       0.0      0.00
NORDESTE    30.000       0.0      0.00       0.0      0.00       0.0      0.00
FROM     77 CKT 1        0.0      0.00       0.0      0.00       0.0      0.00       0.0      0.00
RIBEIRINHA  30.000       0.0      0.00       0.0      0.00       0.0      0.00
FROM     77 CKT 2        0.0      0.00       0.0      0.00       0.0      0.00       0.0      0.00
RIBEIRINHA  30.000       0.0      0.00       0.0      0.00       0.0      0.00
    30                   0.0      0.00    4714.3    -81.55       0.0      0.00       0.0      0.00
SHUNT + LOAD CURRENT AT BUS     30 [SEFO        30.000]:
    30                   0.0      0.00       0.0      0.00       0.0      0.00       0.0      0.00
    30                   0.0      0.00    4714.3    -81.55       0.0      0.00       0.0      0.00
SEFO        30.000           0.0      0.00       0.0      0.00       0.0      0.00
FAULT CURRENT AT BUS     30 [SEFO        30.000]:
SEFO      30.000        4714.3    -81.55    4714.3    158.45    4714.3     38.45
SUM OF CONTRIBUTIONS INTO BUS     30 [SEFO        30.000]:
SEFO        30.000         4714.3    -81.55    4714.3    158.45    4714.3     38.45
Phase A Phase B Phase C
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Appendix H: Connection of wind farm at bus SEFO rated at 30 kV 
 
Concentrating the power flow results, there are voltage violations indicated as buses with voltage levels less than 
0.95 pu (Fig. H-1). Moreover, the branch between CGPV and SEFO rated at 30 kV is overloaded at the rate of 
126.0% (Fig. H-2). Voltage profile -at all nodes- has not improved substantially and the system losses amount for 1.5 
MW+9.3 MVAr, higher than in Scenario 2, year 2015. Generally, a few differences/changes in voltages by 5.5% are 
noted with the wind energy contribution. The worst voltage level appears to have bus PSFU at 0.945 pu (Fig. H-1). 
Table H-1 concentrates the case summary results. 
 
 
Figure H-1: Voltage violations, addition node SEFO 30 kV. 
 
 
 
Figure H-2: Branch-Check limits, addition node SEFO 30 kV. 
 
 
ATable H-1: Case summary power flow outcomes 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW 105.1 102.9 0.7 0   1.5 48.4 
MVAr       37.6 35.7 -1.9 5.6   9.3 30.8 
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Appendix I: Connection of wind farm at bus SEFO rated at 60 kV 
 
According to power flow results, there are voltage violations whereas the branch between CGPV and SEFO rated at 
30 kV is overloaded at the rate of 127.8%. Voltage profile- at all nodes- has not improved significantly and the system 
losses amount for 1.3 MW+9.5 MVAr, higher than in Scenario 2, year 2015. In overall, there are noted decreases in 
voltages by 5.5% with the wind energy contribution like previously. The lowest voltage is dictated again at bus 33 of 
PSFU, which value is even smaller than in the case study before. Figures I-1 & I-2 depict the voltage and branch limits 
checkout reports in PSS/E, whereas Table H-1 concentrates the case summary results. 
 
 
Figure I-1: Voltage violations, addition node SEFO 60 kV.  
 
Figure I-2: Branch limits checking, addition node SEFO 60 kV. 
 
 
ATable I-1: Case summary power flow outcomes 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW 105.1 102.9 0.7 0   1.5 48.4 
MVAr       37.6 35.7 -1.9 5.6   9.3 30.8 
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Appendix J: Connection of wind farm at bus PSFU rated at 30 kV 
 
The steady-state results indicate that there are no any voltage violations, whereas the branch between CGPV and 
SEFO rated at 30 kV is overloaded at the rate of 128.1% as it can be seen in Fig. J-1, similarly to Scenario 2. Voltage 
profile is improved at all nodes and the reactive system losses are now smaller totalling at 1.5 MW+8.3 MVAr. With 
the introduction of wind energy in this node, its voltage is improved, in addition to the nearby nodal voltages. In more 
details, the lowest voltage of 0.954 pu is noticed at the substation bus SEVF rated at 10 kV and the highest of 1.002 
pu at the substation of the geothermal plant CGRG rated at 60 kV. Table J-1 concentrates the case summary results. 
Furthermore, contingency analysis and three-phase fault current calculation results at this bus are given beneath. 
 
 
Figure J-1: Branch-Check limits, addition node PSFU 30 kV. 
 
ATable J-1: Case summary power flow outcomes 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW          105 102.9 0.7 0   1.5 48.3 
MVAr      36.5 35.7 -1.9 5.6   8.3 28.8 
 
 
A) Contingency Analysis (N-1) 
Tripping the lines of 60 kV one by one, are observed the branches with over loadings and buses with violations in 
voltage rates. In more details, the contingencies with the worst, once again, branch overloading by 131.2 % on the 
system is to open the line from bus 2 CGRG-GPP to bus 4 SEFO which interconnects the central geothermal plant to 
this big substation. The worst single contingency is disconnecting the line among bus 1 CTCL-FPP and bus 27 SEMF. 
This results in voltage drops under the minimum acceptable value of 0.95 pu. The red parallelogram denotes the 
contingency voltages whereas the blue one the line violations. It is worthy to mention that the bus 27 SEMF rated at 
60 kV is connected to the substation of SEPD rated also at 60 kV. Thus, the far nodes connected to the latter mark 
notable voltage drops as they constitute the very end of the distribution lines.  Fig. J-2 represents the relative results. 
Tripping the lines of 30 kV one by one, are observed the two transmission branches between 3 CGPV-GPP and 30 
SEFO rated at this voltage value being overloaded. In more details, the contingencies with the worst consequences 
on the system are to open the overhead and subterranean line from bus 3 CGPV-GPP to bus 30 SEFO (single 
contingencies 1&2). The effects of this tripping are violations on current ratings by 139.7% % and 159.3 % 
respectively. Voltage drops are not denoted. The blue circle describes line violations.  The results are showed 
beneath in Fig. J-3. 
 
B) Fault Current Calculation 
After installing 14 MW of wind energy units that are assumed to operate for the 80% of their installed capacity, 
namely 11.2 MW, the fault current is expected to rise up.  Actually, it is increased by 369 A that is an unacceptably 
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high value. Moreover, it should be noted that the fault current at the same node for Scenario 1 was at the figure of 
1435 A. Table J-2 depicts the three-phase current values at PSFU substation node for Scenarios 2&3 respectively. 
 
ATable J-2: Three-phase fault current at PSFU, Scenarios 2 &3 
Scenarios Voltage level (kV) I (A) 
2 30 1456 
3 30 1825 
 
 
 
Figure J-2: Contingency analysis outcomes for the 60 kV lines, Scenario 3. 
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Figure J-3: Contingency analysis outcomes for the 30 kV lines, Scenario 3. 
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Appendix K: Connection of wind farm at bus SEMF rated at 30/60 
kV 
 
Firstly, the wind turbine generators (WTG) are added to the 30 kV SEMF substation voltage node. Concentrating 
the power flow results, voltage violations are observed, whereas the branch between CGPV and SEFO rated at 30 kV 
is overloaded at the rate of 129%. Nodal voltage profile has not improved and the system losses amount for 1.1 
MW+8.9 MVAr, equal to Scenario 2, year 2015. Once again are observed decreases in voltage values by 5% with the 
wind energy contribution. The lowest voltage is dictated again at bus 33 of PSFU holding the figure of 0.944 pu. 
Tables K-1 & K-2 give the case summary results for this study. 
Introducing wind turbine generators either at bus SEMF of 30 kV or at bus of 60 kV the consequences retain the 
same, except that is observed a slight drop in reactive losses by 0.1 MVAr. Summary results are following:  
 
 
ATable K-1: Case summary power flow outcomes: Addition node SEMF 30 kV 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW          104.7 102.9 0.7 0   1.1 59.2 
MVAr      37.1 35.7 -1.9 5.6   8.9 29.1 
 
 
ATable K-2: Case summary power flow outcomes: Addition node SEMF 60 kV 
Total    Generation PQLoad Shunts Charging Losses  Swing 
MW 104.6 102.9 0.7 0   1.1 59.1 
MVAr 37 35.7 -1.9 5.6   8.8 29 
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Appendix L: Connection of wind farm at bus SEPD rated at 10/60 
kV 
 
A similar effect on system voltages has the addition of wind energy at the bus of SEPD rated at 60 kV as on the 
SEMF substation node. In overall, there are noted decreases in voltage values by 5% with the lowest being at bus 33 
PSFU and holds the figure of 0.944 pu (Fig. L-1). Tables L-1 concentrates the case summary results. 
 
 
 
Figure L-1: Voltage violations, addition node SEPD 60 kV. 
 
 
ATable L-1: Case summary power flow outcomes: Addition node SEPD 60 kV 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.6 102.9 0.7 0 1.0 47.9 
MVAr         36.9 35.7 -1.9 5.6 8.7 24.4 
 
 
When the wind generation is connected to 10 kV SEPD bus, the lowest voltage of 0.944 pu remains at bus 33 
PSFU, whereas reactive losses are higher by 0.1 MVar compared to the previous case study, but still less than 
Scenario 2 without adding extra renewable power into the system. This resulted from introducing wind machines as 
the swing generators. Without doing so, the losses raised up to 12.3 MVAr. Table L-2 gives the case summary results. 
 
 
ATable L-2: Case summary power flow outcomes: Addition node SEPD 10 kV 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.6 102.9 0.7 0 1.1 59.2 
MVAr         37.1 35.7 -1.9 5.6 8.8 29.1 
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Appendix M: Connection of wind farm at bus SEVF rated at 30 kV 
 
Concentrating the steady-state results, there are no any voltage violations whereas the branch between CGPV and 
SEFO rated at 30 kV is overloaded at the rate of 128.3%. All nodal voltages are improved and the reactive system 
losses are now totalling at 1.1 MW+8.6 MVAr. With the introduction of wind energy in this node, its voltage is 
improved and the ones at the nearby buses.  Contingency analysis and three-phase fault current at this bus are 
following.   
Compared to the case study, where wind generators are added on bus PSFU, active losses are minimized by 0.4 
pu whereas reactive losses are increased by 0.3 pu. Moreover, the bus with the lowest voltage is again bus 33 PSFU 
with this value being at 0.954 pu. Table M-1 depicts the case summary results.  
 
 
 
ATable M-1: Case summary power flow outcomes 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.7 102.9 0.7 0 1.1 59.2 
MVAr         36.8 35.7 -1.9 5.6 8.6 28.9 
 
 
 
A) Contingency Analysis (N-1) 
Tripping the 60 kV lines one by one, are observed the branches with over loadings and buses with violations in 
voltage rates. In more details, the contingencies with the worst branch overloading by 131.3 % on the system is to 
open the transmission line from bus 2 CGRG-GPP to bus 4 SEFO. The effect of tripping the 60 kV overhead line 
among bus 1 CTCL-FPP and bus 27 SEMF is that all voltages drop under the minimum acceptable value of 0.95 pu. It 
is worthy to mention that the bus 27 SEMF rated at 60 kV is connected to the substation of SEPD rated also at 60 kV. 
Thus, the far nodes of PD1 up to PD12 connected to SEPD substation mark voltage drops as they constitute the very 
end of these lines.  Fig. M-1 represents the respective results; 
 
Tripping the 30 kV lines one by one, are observed the two transmission branches between 3 CGPV-GPP and 30 
SEFO rated at this voltage value being overloaded. Once again the contingencies with the worst consequences on 
the system is to open the overhead and subterranean line from bus 3 CGPV-GPP to bus 30 SEFO The effects of this 
tripping are violations on current ratings by 139.8% (139.7% in case study –Appendix J) and 159.5% (159.3% in case 
study –Appendix J) respectively. Voltage drops are denoted and all result from contingency single 4 (contingency 
legend, Fig. M-3), to open the subterranean circuit among buses 13 SELG and 31 SEVF.  The results are showed 
beneath, in Fig. M-2; 
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Figure M-1: Contingency analysis outcomes for the 60 kV lines, Scenario 3. 
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Figure M-2: Contingency analysis outcomes for the 30 kV lines, Scenario 3. 
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Figure M-3: Single contingencies legend for the 30 kV lines, Scenario 3. 
 
 
B) Fault Current Calculation 
The fault current increased by 239.7 A that is also an unacceptably high value. The results are given in Table M-2. 
 
 
ATable M-2: Three-phase fault current at SEVF, Scenarios 2 &3 
Scenarios Voltage level (kV) I (A) 
2 30 2344.6 
3 30 2584.3 
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Appendix N: Connection of wind farm at bus SELG rated at 60 kV 
 
Concentrating the power flow results, they do exist voltage violations whereas the branch between CGPV and 
SEFO rated at 30 kV is overloaded by 128.2%. Nodal voltages have not improved and the system losses amount for 
1.1 MW+9.0MVAr, a bit higher than in Scenario 2, year 2015. In general, there are noted decreases in voltages by 
5.5% with the wind energy contribution. The lowest voltage is dictated again at bus 33 of PSFU, at the figure of 0.945 
pu. Figures N-1 & N-2 depict the results from branch and voltage limit checking reports, whereas Table N-1 
concentrates the case summary outcomes. 
 
 
Figure N-1: Voltage violations, addition node SELG 60 kV. 
 
 
 
 
Figure N-2: Branch-Check limits, addition node SELG 60 kV. 
 
 
 
ATable N-1: Case summary power flow outcomes 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.7 102.9 0.7 0 1.1 59.2 
MVAr         37.2 35.7 -1.9 5.6 9.0 29.4 
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Appendix O: Connection of wind farm at bus SELG rated at 30 kV 
 
Summarising the steady-state results there are no any voltage violations, whereas the branch between CGPV and 
SEFO rated at 30 kV is overloaded at the rate of 128.3%. Voltage profile at the addition and nearby nodes is improved 
and the power system losses are now totalling to 1.1 MW+8.6 MVAr. Contingency analysis and three-phase fault 
current at this bus are following.  Compared to case study where wind generators are added on bus 33 (Appendix J), 
active losses are minimized by 0.4 pu whereas reactive losses are increased by 0.3 pu.  Moreover, the bus with the 
lowest voltage is again here bus 33 PSFU with this value being at 0.954 pu. Figure O-1- and Table O-1 represent the 
branch violations and case summary results respectively. 
 
 
Figure O-1: Branch-Check limits, addition node SELG 30 kV. 
 
 
 
ATable O-1: Case summary power flow outcomes 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.7 102.9 0.7 0 1.1 56.3 
MVAr         36.8 35.7 -1.9 5.6 8.6 27.9 
 
 
A) Contingency Analysis (N-1) 
Tripping the transmission lines of 60 kV one by one, are observed the branches with over loadings and buses with 
violations in voltage rates. In more details, the contingency with the worst branch overloading of 131.3 % on the 
system is to open the overhead line from bus 2 CGRG-GPP to bus 4 SEFO, which interconnects the central 
geothermal plant to this big substation. The effect of tripping the 60 kV line among bus 1 CTCL-FPP and bus 27 
SEMF is that all voltages drop under the minimum acceptable value of 0.95 pu. The red circle denotes the 
contingency voltages whereas the blue one the line violations. Figure O-2 illustrates the results. 
Tripping the lines of 30 kV one by one, are observed the two transmission branches between 3 CGPV-GPP and 30 
SEFO rated at this voltage value are overloaded. In more details, the contingencies with the worst consequences on 
the system is to open the overhead and subterranean line from bus 3 CGPV-GPP to bus 30 SEFO The effects of this 
tripping are violations on current ratings by 139.8% and 159.5% respectively. Voltage drops are detected and all result 
from contingency- Single 4, to open the subterranean circuit among buses 13 SELG and 31 SEVF. The results are 
showed below (Fig. O-3); 
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B) Fault Current Calculation 
The fault current is expected to rise up.  Actually, it is increased by 239.4 A that is also an unacceptably high value. 
Before adding new distributed generators the fault level was at 2364.7 A. The results are given in Table O-2. 
 
 
ATable O-2: Three-phase fault current at SELG, Scenarios 2 &3 
Scenarios Voltage level (kV) I (A) 
2 30 2364.7 
3 30 2604.1 
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Figure O-2: Contingency analysis outcomes for the 60 kV lines, Scenario 3. 
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Figure O-3: Contingency analysis outcomes for the 30 kV lines, Scenario 3. 
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Appendix P: Connection of wind farm at bus SECL rated at 30 kV 
 
The power flow results indicate power losses at the rate of 1.1MW + 9.0 MVAr. The lowest voltage value belongs to 
the bus 33 PSFU and is 0.944 pu. Voltage, branch violations and case summary outcomes are stated beneath in 
Figures P-1, P-2 and Table P-1, respectively. 
 
Figure P-1:  Voltage violations, addition node SECL 30 kV. 
 
 
 
 
Figure P-2: Branch-Check limits, addition node SECL 30 kV. 
 
 
 
ATable P-1: Case summary power flow outcomes 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.7 102.9 0.7 0 1.1 59.2 
MVAr         37.2 35.7 -1.9 5.6 9.0 29.2 
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Appendix Q: Connection of wind power at buses PSFU, SEVF and 
SEMF rated at 30 kV 
 
In Scenario 2, the bus voltages with the lowest values were calculated and these belong to buses 33 PSFU, 31 
SEVF and the corresponding very ends of the distribution branches they are connected to. Moreover, the substation 
node of SEMF (60/30 kV) rated at 30 kV faces a load requirement of 11.7 MW. 
Within multiple simulation efforts to install wind power potential distributed throughout the whole energy system, it 
was chosen to penetrate two wind turbines of 2.0 MW into the 30 kV substation nodes of SEMF and SEVF and three 
machines into the 30 kV node of PSFU. 
Concentrating the steady-state results there are no any voltage violations whereas the branch between CGPV 
and SEFO rated at 30 kV is overloaded at the rate of 128.1%. Voltage profile at all the nodes is improved and the 
reactive system losses are now smaller totalling at 1.1 MW+8.5 MVAr. With the introduction of wind energy in this 
node, its voltage is improved and also at the nearby buses. Compared to the case study where we added wind 
power potential solely at the substation node of 33 PSFU, voltage profile is advanced with the lowest voltage figure 
belonging to bus SEVF rated at 10 kV, 0.962 pu. In contrast, reactive losses are increased by 0.2 MVAr, whereas 
active power losses are smaller at the figure of 1.1 MW. It should be noted that in Scenario 2 without wind 
integration, system losses figured at 1.1 MW +8.9 MVAr. Figure Q-1 and Table Q-1 represent the branch limit 
checking report and case summary results respectively. 
 
 
Figure Q-1: Branch limit checking report. 
 
 
ATable Q-1:  Case summary power flow outcomes 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.7 102.9 0.7 0 1.1 48 
MVAr         36.7 35.7 -1.9 5.6 8.5 26.9   
A) Contingency analysis N-1 
 
Tripping the transmission lines of 60 kV one by one, are observed the branches with over loadings and buses with 
violations in voltage rates. In more details, the contingencies with the worst branch overloading by 131.2 % on the 
system is to open the overhead line from bus 2 CGRG-GPP to bus 4 SEFO. The effect of tripping the lines among bus 
SEMF and buses SEPD1 or SEPD2 are all voltage drops by 3.2 % but are still over the minimum acceptable value of 
0.95 pu. The red circle denotes the contingency voltages whereas the blue one the line violations. It is worthy to 
mention that contingency analysis in this case study indicates that the inclusion of wind energy improves the system 
security with a transmission line loss because the extra power is distributed and is not concentrated in a substation 
node. Beneath are given the results. Figure Q-2 illustrates the relevant results. 
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Figure Q-2: Contingency analysis outcomes for the 60 kV lines.  
Tripping the lines of 30 kV one by one, are observed the two transmission branches between 3 CGPV-GPP and 30 
SEFO rated at this voltage value being overloaded. In more details, the contingencies with the worst consequences 
on the system are to open the overhead and subterranean line from bus 3 CGPV-GPP to bus 30 SEFO. The effects of 
this outage are violations on current ratings by 139.7% % and 159.3 % respectively (Fig. Q-3). Voltage violations are 
not denoted similarly to case study of adding wind generators solely at 33 PSFU bus.  
 
 
B) Three- phase fault current at buses 33 PSFU, 31 SEVF & 44 SEMF 
 
After installing 14 MW of wind energy units that are assumed to operate for the 80% of their installed capacity, 11.2 
MW, the fault current is expected to rise up.  Tables Q-2 to Q-4 depict the relative results. 
Concluding, adding wind power to only one substation, namely the three nodes of 31, 33 and 44 would raise the 
SCL of the system by 692.6 A . On the other hand, distributing the additional power throughout different substations 
would raise this value at the same buses by 1089.1 A. Thus, a generation scattering may induce a better security and 
voltage profile in the system, but raises up the short circuit value at a very high level (Table Q-4).  
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Figure Q-3: Contingency analysis outcomes for the 30 kV lines. 
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ATable Q-2: Three-phase fault current values I(A) 
Substation nodes Voltage level (kV) I (A) 
PSFU 30 1811.4 
SEVF 30 2781.9 
SEMF 30 3956.6 
 
 
ATable Q-3: Total system losses for Scenarios 2 & 3 with wind installed at 31, 33 & 44 buses 
Network buses 
System losses (P, Q) 
Scenario 2, geothermal power Scenario 3, geothermal & wind at PSFU, SEVF & SEMF (30 kV) 
31 SEVF, 33 
PSFU & 44 SEMF 1.1 MW+8.9 MVAr 1.1 MW+8.5 MVAr 
 
 
ATable Q-4: SCL at the addition buses, Scenarios 2 & 3 with wind installed at 31, 33 & 44 buses 
DG addition at bus 
SCL (A) 
Scenario 2, geothermal 
power 
Scenario 3, geothermal & wind at PSFU, 
SEVF & SEMF (30 kV) 
31 SEVF 2344.6 2781.9 
33 PSFU 1455.8 1811.4 
44 SEMF 3660.4 3956.6 
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Appendix R: Connection of wind power at buses PSFU, SEVF of 30 
kV and SEMF rated at 60 kV 
 
By adding the wind generators at bus 27 of the SEMF substation rated at 60 kV, system losses are even minimized 
to 1.0 MW+8.2 MVAr but voltages are variably improved. As it was expected, mainly the transmission voltages are 
now slightly higher. Transformer 0.69/60 kV power rating amounts at 40 MVA, resulting to the finding that the higher 
the current loading the higher will be and the reactive absorption. Contingency analysis does not influence the 
system´s security with any transmission or distribution line outage in terms of voltage overloads. However, thermal 
violations are noticed on the distribution line among 3 CGPV and 30 SEFO buses. On the other hand, short circuit 
level on the addition nodes is highly increased. Branch limit checking and case summary results are laid in Fig. R-1 
and Table R-1 respectively. 
 
 
 
Figure R-1:  Branch limit checking report. 
 
 
ATable R-1: Case summary power flow outcomes 
Total Generation PQLoad Shunts Charging Losses Swing 
MW 104.6 102.9 0.7 0 1.0 47.9 
MVAr         36.3 35.7 -1.9 5.6 8.2 24.0 
 
 
A) Contingency analysis N-1 
 
Tripping the lines of 60 kV one by one, the branches with over loadings and buses with violations in voltage rates 
are observed. In more details, the contingencies with the worst branch overloading by 131.2 % on the system is to 
open the transmission line starting from bus 2 CGRG-GPP and ending to bus 4 SEFO. The effects of tripping the line 
among bus 27 SEMF and buses 35 SEPD1 or 36 SEPD2 are that all voltages drop by 3.2 % but are still over the 
minimum acceptable value of 0.95 pu. 
 
Tripping the lines of 30 kV one by one, the two transmission branches between 3 CGPV-GPP and 30 SEFO rated 
at this voltage value are overloaded. In more details, the contingencies with the worst consequences on the system 
are to open the overhead and subterranean line from bus 3 CGPV-GPP to bus 30 SEFO. The effects of this tripping 
are violations on current ratings by 139.8% % and 159.4 % respectively. Voltage violations are not observed. 
 
Figures R-2 & R-3 depict the relevant outcomes. 
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Figure R-2: Contingency analysis outcomes for the 60 kV lines. 
 
 
B) Three- phase fault current at buses 33 PSFU, 31 SEVF & 27 SEMF 
After installing 14 MW of wind energy units that are assumed to operate for the 80% of their installed capacity, 11.2 
MW, the fault current is expected to rise up.  Tables R-2 to R-4 concentrate the three-phase current values, total 
system losses, and short circuit level increase at each one of the addition substations for both Scenarios 2 & 3. 
 
 
ATable R-2: Three-phase fault current values I(A) 
Substation nodes Voltage level (kV) I (A) 
PSFU 30 2038.4 
SEVF 30 3072.8 
SEMF 60 4970.7 
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ATable R-3: Total system losses for Scenarios 2 & 3 with wind installed at 31, 33 & 27 buses 
Network buses 
System losses (P, Q) 
Scenario 2, geothermal 
power Scenario 3, geothermal & wind at PSFU, SEVF & SEMF (60 kV) 
31, 33 & 27 1.1 MW+8.9 MVAr 1.0MW+8.2 MVAr 
 
 
ATable R-4:  Short Circuit Level at the addition buses, Scenarios 2 & 3 with wind installed at 31, 33 & 44 buses 
DG addition at bus 
SCL (A) 
Scenario 2, 
geothermal power Scenario 3, geothermal & wind at PSFU, SEVF & SEMF (60 kV) 
31 2344.6 3072.8 
33 1455.8 2038.4 
27 4768.8 4970.7 
 
 
Concluding, adding wind power to only one of the substation nodes, i.e. 31, 33 and 27 would raise the total SCL by 
856.8 A, whereas distributing the additional power throughout different substations would increase this value at the 
same buses by 1512.7 A. Thus, a generation scattering in transmission voltage may induce less active and reactive 
losses, but raises up the short circuit value at a very considerable level. 
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Figure R-3: Contingency analysis outcomes for the 30 kV lines. 
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Appendix S: Bootstcap Maxwell Supercapacitor Test 
 
Its maximum stored energy was 6.5 kJ with nominal capacitance of 58 F and nominal voltage of 15 V. The 
experiment consisted of charging the Supercapacitor at a current of 3 A, until the voltage reached the value of 30 V 
(two Supercapacitors connected in series), then the current was cut off for about 10 minutes. Following, with the 
assistance of a rheostat, a resistance of 10 Ohms was applied to the circuit to discharge the Supercapacitor. In that 
way, an experimental complete cycle of charging and discharging on a real energy storage device was executed in 
the Power Energy Systems laboratory in ICCS-NTUA. 
. Fig. 5-25 shows the voltage profile of the complete cycle of charging and discharging on this real energy storage 
device whereas Fig. 5-26 represents only the discharging current.  
 
 
 
Figure S-1: Voltage from screening test using Bootstcap Maxwell. 
 
 
 
Figure S-2: Current values during discharging. 
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Appendix T: Current vector control 
 
The three-phase inverter’s control is actually based on the current vector control. The relevant equations are the 
ones that follow: 
 
Figure T-1:  Three-phase inverter. 
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· R, S, T represent the three phases  
· P and P-1 is the Park and Inverse Park transformation matrices which are given by equations 3 and 4 
respectively [166, 167]. 
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The control is based on the idea of synchronising the inverter with the grid voltage vector (Vred), VS and the d-axis 
as depicted in Fig. T-2 beneath. This process takes place through the Park transformation. 
 
 
Figure T-2:  Current space vector and its component in (α, β) and in the d, q rotating reference frame [167]. 
 
The following equations are derived: 
 
 
                   qgriddgriddgridqgridgridqgridqgriddgriddgridgrid IVIVQIVIVP ________ ×-×=×+×=                  (5) 
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Appendix U: STATCOM & ESS Models 
 
The STATCOM’s control function block consists of four inputs, namely the DC reference voltage (Vdc_ref),  the  q-
coordinate of the reference current (Iq_ref), the three-phase current and voltage measurements (Iabc & Vabc). The output 
of the inverter’s control block is three signals that represent the three-phase voltages, i.e. Va, Vb, Vc. 
The three-phase sinusoidal current and voltage vectors are converted into their d and q coordinates via Park 
transformation (P block) as depicted below in Fig. T-1. In addition, the inverter’s control consists of two regulation 
loops, one for the current and one for the voltage (Fig. 5-3 & 5-4).  
The current regulation loop consists of two proportional-integral (PI) controllers that control the d-axis and q-axis 
currents. The controllers’ outputs are the Vd_ref and Vq_ref voltages. The Vd_ref and Vq_ref voltages are converted into 
phase voltages Va,  Vb,  Vc via the anti-park transformation (1/P block) and are used to feed the controllable voltage 
sources (Fig. T-2). The Id reference (in our case Id_ref) comes from the DC-link voltage regulator. The Iq reference (in 
our case Iq_ref) comes from the q coordinate of the load current. 
The voltage regulation loop consists of a DC voltage controller which keeps the DC link voltage constant to its 
nominal value using a PI controller maintaining. On the DC side, the inverter is modeled by a current source charging 
the DC capacitor (Fig. T-3). The DC reference current I_dc is computed so that the instantaneous power at the AC 
input of the inverter remains equal to instantaneous power at the DC output (PAC=PDC). 
 
 
Figure U-1: Control function blocks of the STATCOM Average Model [126]. 
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Figure U-2:  STATCOM Average Model [126]. 
 
 
Figure U-3:  Capacitor Model [126]. 
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ABSTRACT 
The sizing and allocation of distributed generation technologies into LV-grids cre-
ates a number of technical issues. In order to analyze a grid from an electrical point 
of view and define the potential sites suitable for distributed power penetration, 
considerations such as power quality, grid capacity and limits characterization need 
to be taken into account. In the current paper, Steady State and Dynamic Analysis 
configurations are proposed in order to determine the allocation, maximum capac-
ity of non-conventional generation that may be inhabited within an Island low volt-
age grid. In addition, the dynamic behaviour of the system is checked under normal 
operation and against several disturbances onto the grid. Geothermal plants and 
wind farms employing Doubly-fed Induction Generator (DFIG) technology were 
chosen to investigate the impact may induce any units´ addition on the power sys-
tem´s load flow, short circuit levels (SCL) and transient stability. A group of sub-
stations were proposed to introduce the dispersed generation with the extension in 
mind to suggest the voltage level to connect these units. The main issues addressed 
were the total system losses, fault level at the addition and nearby buses, whereas 
among the most critical perturbations was a three phase fault application at the 
connection point of the wind farm. PSS®E software simulation tool of Siemens 
PTI will be utilized throughout this work.  
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Abstract 
Comprehensive analysis of Distributed Energy Resources (DER) integration requires tools that provide computational 
power and flexibility. In this context, throughout this paper PHIL simulations are performed to emulate the energy 
management system of a real microgrid including a diesel synchronous machine and inverter-based sources. Moreover, 
conventional frequency and voltage droops were incorporated into the respective inverters. The results were verified at the 
real microgrid installation in the Centre for Renewable Energy Sources (CRES) premises. This research work is divided 
into two steps: A) Real time in RSCAD/RTDS and Power Hardware-in-the-Loop (PHIL) simulations where the diesel 
generator´s active power droop control is evaluated, the battery inverter´s droop curves are simulated and the load sharing 
for parallel operation of the system´s generation units is examined. B) microgrid experiments during which various tests 
were executed concerning the diesel generator and the battery inverters in order to examine their dynamic operation within 
the LV islanded power system. 
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1. Introduction
Due to the particular structure and characteristics of
distributed networks, like islanded or autonomous power 
systems, the penetration of distributed generation and 
renewable energy sources may provoke problems and 
constraints which lead to limitations of their integration 
level into this type of power systems. 
The transition to distributed generation systems 
requires dynamic and flexible tools for simulation and 
testing since the core of such active networks is depicted 
by the power converters. Thus, it is important to research 
on their control performance and the interaction of the 
devices connected to these grids since they may induce 
serious impacts on the power quality parameters.  
An approach for studying such systems’ dynamic 
behavior is by means of real time simulation [1]. The 
most considerable advantage of this type of simulation 
platform is that the system can be interfaced to real 
hardware components, generally called as hardware under 
test (HuT). This is widely known as hardware-in-the-loop 
simulation and particularly when the HuT is a power 
device, as Power hardware-in-the-loop simulation (PHIL) 
[2]. Real time simulations and especially PHIL allow for 
testing and validation of the electrical properties of power 
system devices such as converters, wind energy 
generators, hybrid and energy storage systems. This kind 
of experimenting gives the possibility to test repeatedly 
and analyze the behavior of the physical device, very 
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close to realistic conditions [3-5]. For instance, the 
hardware part can be subjected to several simulated fault 
incidents and its resulting response can be verified. 
Several researches involve the PHIL concept using the 
Real Time Digital Simulation (RTDS) [6] as a powerful 
tool to perform flexible and high-speed real time 
simulations [1-3], [7-14]. RTDS uses a graphical 
environment to build up the simulated network of any 
complexity.  
The deployment of RTDS/RSCAD simulations and 
PHIL laboratory tests as a data reference for verification 
in the domain of DER integration is relatively constrained 
up to now. Specifically, the existent literature is very 
limited regarding this kind of tests that study the control 
strategy of LV islanded power networks with the 
integration of inverter-based devices and even energy 
storage systems. The prevalent advantage of this kind of 
experimenting is that at the end is viable the 
implementation and development of a methodology that 
characterizes the energy supply devices and system 
analysis for decentralized grid services. 
An implementation of real time simulation of 
distributed generation systems in RTDS was 
accomplished by NTUA [3]. Within this research work, a 
thorough description of the design and development of a 
PHIL set-up for DER devices is validated through 
laboratory experiments. Specifically, a PHIL 
implementation of a voltage divider was performed and 
the closed-loop synergy between a simulated LV network 
and hardware such as PVs and inverter was demonstrated. 
The objective of the current paper is to execute real 
time simulations in RSCAD/RTDS of a LV islanded 
power system’s energy management, to study its control 
strategy i.e. droop control and conduct PHIL laboratory 
tests as a data reference for verification. The hardware 
part utilized throughout these experiments was a variable 
resistive load of 105.8 Ohm. Moreover, for tests aiming at 
analyzing the energy transfer in an AC microgrid, a set of 
experiments were conducted related to the diesel 
generator and the battery inverters that were available in 
CRES premises. Hence, real time simulations will be 
reinforced and this will not only allow us to size and 
locate the distributed generation systems, but also will let 
us optimize MV/LV networks and in generally 
autonomous powers networks, and likely introduce energy 
storage.  
The paper is structured as follows: Section 2 describes 
the microgrid case study for the simulations. An overview 
of the real-time simulation and the implementation of the 
PHIL environment for executing the tests described in this 
paper are given in Section 3. Section 4 describes the 
simulation, PHIL laboratory and experimental test results, 
whereas Section 5 summarizes the conclusions.  
2. Microgrid Case Study
The present research work was jointly completed by 
ICCS-NTUA and CRES research infrastructures. In the 
former PHIL simulations were executed to emulate the 
behavior of a LV islanded power system including a 
diesel genset and inverter-based sources. Moreover, f-P 
and V-Q droops were incorporated into the respective 
inverters. The results were then verified at the real 
microgrid site in CRES premises. Fig. 1 illustrates the 
CRES microgrid infrastructure. 
Figure 1. CRES microgrid topology. 
 The microgrid was setup and used either in single or in 
three-phase configuration according to the specific test. 
Unbalanced loading was also examined.  
The DER units that were used for the tests include 3 
battery inverters (13.5kWp), 1 diesel generator 
(12.5kVA), one load bank (13.5kW), 2 PV panels (1.1 
and 2.5kW) and one three-phase capacitor. The operation 
and supervision of each unit is done using the local 
SCADA system, while for some measurements, portable 
equipment like current clamps and oscilloscopes were 
used. The fast transients and waveforms were measured 
by using oscilloscope. 
The battery inverters used in the experimental tests are 
the SMA-Sunny Island 4500 inverters. By default, one of 
the inverters is connected to the appropriate grid phase 
and can operate in all possible modes such as grid-
forming and grid-connected with droop characteristics. 
The other two inverters were reconfigured appropriately 
so that they operate under different modes.     
The loads used in the experimental tests are 3 groups of 
resistors (2.5, 1.5 and 0.5kW), which are combined 
appropriately in order to obtain the maximum number of 
combinations. 
2.1. Diesel Generator Droop Characteristics 
and Tests 
The diesel unit´s droop for the microgrid experiments 
is considered arbitrarily as -0.06Hz/kW according to its 
governor’s settings. Moreover, it is defined by (1) where 
∆f is the absolute change in the frequency (Hz) and ∆P is
the absolute difference in the output power (kW) that 
caused the subsequent change in the frequency.  
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−  (1) 
The diesel generator is studied in islanded mode under 
load variations where an increase in load demand imposes 
an increase in diesel power output and a subsequent 
reduction in torque frequency.  
In order to determine the frequency droop curve, one 
has to vary the active power exchanged by the generator 
with the microgrid and measure the corresponding 
frequency at the output of the diesel genset. Thus, its f-P 
droop curve was experimentally derived under symmetric 
and asymmetric loads. 
2.2. Battery Inverter Characteristics and 
Tests 
The f-P and V-Q droops of the SI inverter [15] are 
given by (2) and (3) respectively where the parameters are 
set to: i) ∆f pu=-2%, ii) ∆Vpu=-6%. Moreover, these droop 
curves were utilized for the RSCAD simulations. 
)50(3.3
3.3
150 fPPf= −=⇔−         (2) 
 )230(239.01818.4230 VQQV= −=⇔−     (3) 
The frequency droop curve was experimentally derived. 
In order to obtain each inverter's droop curve, data sets 
consisting of inverter's output frequency and active power 
have to be available. Not only the f-P droop calculation 
was evaluated but also the frequency, active and reactive 
power responses with static load changes. 
3. Real-Time Simulations & PHIL Set-Up
Fig. 2 depicts the PHIL topology as implemented in
NTUA research infrastructure. 
In order to demonstrate the actual test with the PHIL
setup, a series of preliminary actions had had to be 
pursued. The first simulation task was implemented on a 
three phase LV distribution network with and without the 
integration of the battery inverter. Subsequently, the 
system´s frequency was checked upon load changes with 
and without the storage penetration. In order to verify the 
frequency and power responses at the diesel generator´s 
terminals, a change of 105.8 Ohm was implemented in the 
resistive load at each phase with the utilization of a 
breaker.  
The Power Hardware in the Loop experiments 
involved the following steps: 
• The protection modules were added into the
RSCAD/RTDS simulated model to ensure the safe 
operation of the RTDS during the PHIL tests  
• The physical setup was verified
• The power amplifier was tested and the simulation
was executed in open loop
• The loop was closed and the experiments were
performed
Figure 2. PHIL environment in NTUA Lab for 
DER devices. 
Fig. 3 shows the power system model during the PHIL 
test. The network topology includes a diesel generator, 2 
LV lines, a bank of restive loads and a three-phase 
inverter. 
Figure 3. RSCAD/RTDS model during the PHIL test. 
Table 1, 2 and 3 summarize the network parameter 
values and the diesel generator internal characteristics 
necessary for the execution of the real time simulations. 
The diesel unit’s droop is considered as -6% (in 
percentage rates) for the RSCAD simulations. 
Table 1. System parameters 
Network Parameters Values 
Vg
_rms ph-ph 400 V 
RLline1 0.012+j6.88E-4 Ohm 
RLline2 0.042+j2.428E-4 Ohm 
Diesel genset 13.164 kVA 
Battery Snom 3.3 kVA 
Rload 12.6 kW 
RHuT 105.8 Ohm 
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Table 2. Diesel generator parameters (A) 
Ratings 
3-phase Output Sn 13.164 kVA 
Voltage Un 230.94 V 
Current In 19 A 
Frequency f 50 Hz 
Speed n 1500 rpm 
Pair  poles p 4 
Inertia Constant H 1.7 MWs/MVA 
Table 3. Diesel generator parameters (B) 
Resistances 
Stator Winding Ra  0.0096 Ohm 
Reactances 
Stator leakage 
reactance Xa 0.0576 pu 
Synchronous - Direct 
Axis Xd 2.9619 pu 
Synchronous - 
Quadrature Axis Xq 1.2067 pu 
Transient - Direct Axis X'd 0.2304 pu 
Transient - Quadrature 
Axis X'q 0.228 pu 
Subtransient - Direct 
Axis X''d 0.0932 pu 
Subtransient - 
Quadrature Axis X''q 0.1097 pu 
Time Constants 
D: Open Circuit-
Transient T'do 4.3 s 
3.1. PHIL Interface Concerns 
Power Hardware–in-the-Loop technique employs as 
hardware part a device that generates or absorbs power, 
such as a PV inverter or an induction motor. Here, the 
presence of a power interface is necessary since  it 
exchanges low voltage signals with the simulated system 
and real power with the HuT, thus the digital to analogue 
and vice versa converters cannot participate sufficiently in 
this trade-off . 
The power interface being used throughout this paper 
for the experimental procedure consisted of a single phase 
(5KVA) AC/DC/AC converter and enables the low power 
output signal (i.e. IHuT_low and reference voltage labeled as 
VN*) of the RTDS to be amplified to a higher voltage 
signal (i.e. VN). This voltage is applied to the HuT device 
(in our case an actual load) and provokes a current flow 
through it. The current waveform is measured by the 
power interface’s sensor and is fed back to the RTDS to 
close the loop (Fig. 4).  
PHIL technique is a novel approach and offers great 
flexibility in arranging and performing various test 
scenarios for DER devices since the virtually simulated 
system can be modified without hardware adaptions, in 
addition to the fact that the tests can be repeated quickly 
and accomplished very close to realistic conditions. 
However, PHIL simulations occupy a closed-loop 
interaction. Shortcomings that inherently lie in this 
closed-loop can reduce the accuracy of the simulation and 
may evoke instability. These imperfections in the closed-
loop topology are mainly produced by the Power 
Interface, such as the time delay and the low pass filter of 
the amplifier, the time delay of the sensor and the sensor’s 
noise [4]. Moreover, a time-delay is introduced by the 
RTDS.   
3.1.1. Power Amplifier 
The basic components of a power interface are the 
power amplifier and a sensor. The former amplifies the 
low level signals received from the RTS to the HuT at 
higher power ratings, thus high accuracy and small-time 
delay are key considerations. 
The power amplifier used for this contribution is an 
unconventional single-phase bidirectional AC/DC/AC 
converter consisting of 3 IGBT half-bridges [4]. The 
converter is coupled to the utility grid on the one-side and 
runs as a voltage source of variable voltage and frequency 
on the other-side. Additionally, the analogue signals 
exchanging with the utility grid and the microgrid 
components is done on a conversion time of about 40µsec, 
16 bit resolution and ± 10V range. 
Figure 4. Representation of the PHIL environment. 
The power electronic converter platform permits the 
user to model the control scheme in Matlab/Simulink, 
with access to the available measurements and the 
possibility to change some control parameters online. In 
this case, the control algorithm of the given converter was 
provided by the manufacturer and it was modified in order 
to fulfill the two basic functions which a power interface 
needs to provide with during a PHIL simulation, i.e. 
voltage amplification and supplying current feedback 
signal [4]. 
Equation (4) gives the transfer function of the power 
amplifier’s second order output filter utilized throughout 
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the experiments. This transfer function is basically drawn 
from the introduced time delay and the output filter of the 
power converter [4]. 
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 (4) 
• 
n
ω , the resonance angular frequency. 
• ξ , the damping ratio.
The total time delay in the current PHIL experiments was 
about 750µsec. 
3.1.2. Stability and Accuracy Considerations 
Before performing a PHIL test, it is crucial to ensure 
that the experiment will be stable. Consequently, 
throughout this research work virtual hardware-in-the-
loop experiments (off-line simulations) were performed in 
Matlab/Simulink to check the system’s stability for the 
different test scenarios presented in the following section.  
Furthermore, stability should be accompanied by an 
adequate accuracy of the experiments’ outcomes. 
Therefore, the entire closed loop system was simulated, 
and the results were compared with the outputs from the 
PHIL tests in order to assess their accuracy. 
 Apart from the comparison of the PHIL results with 
the corresponding outcomes from the off-line simulations, 
the validity of monitored quantities (current and voltage 
rms values) was also obtained through comparison of 
several measurements at different points in the system. 
For instance, the current through the hardware impedance 
(105.8 Ohm) was monitored by measurements of the 
Power Interface, an oscilloscope, and the software of the 
RTDS.  
3.1.3. Protection Issues 
Over-current and over-voltage protection schemes are 
introduced into the RTDS/RSCAD at the shared node 
between the simulation and hardware. Fig. 5 beneath 
illustrates the protections implemented for the execution 
of the PHIL experiments conducted for this research 
work.  
In case the pre-determined limits are exceeded, IHuT 
becomes zero and the voltage reference sent to the 
amplifier is held constant to a specific value. 
Subsequently, the output of the RTDS will be maintained 
constant and the PHIL test will be terminated. Flip-flops 
are employed to ensure the safe operation of the system if 
an instability incident takes place. 
Figure 5. Protection design implemented in 
RTDS/RSCAD. 
4. Results and Discussion
4.1. Experimental Results 
The diesel generator suffers from frequency and 
voltage fluctuations due to harmonics distortion in the 
pulsating torque. Fig. 6 depicts the frequency oscillation 
upon an indicative step change from 6 to 12 kW and 12 to 
0 kW respectively in load demand. In transducer’s scale, 
1V corresponds to Hz and 5V to 50 Hz.  
Evidently, the diesel generator suffers from inherent 
frequency and voltage flickering. Moreover, the diesel f-P 
droop curve was experimentally derived under 
asymmetric and symmetric loads. The following captures 
(Fig. 7&8) illustrate these results respectively.  
It is worth mentioning that under asymmetric loading 
the droop and idle frequency (fidle) differs from phase to 
phase where the biggest difference is detected on phase A. 
Table 4 summarizes this deviation in values. However, for 
a three-phase symmetric load the droop characteristic was 
confirmed at -0.06Hz/kW (Fig. 8). 
Table 4. Asymmetric loads 
Phase Droop (Hz/kW) 
Fidle (Hz) 
A -0.04422 50.2 
B -0.07529 50.35 
C -0.08298 50.375 
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Figure 6. Diesel’s frequency response under load
stp change 612 kW and 120 kW. 
Figure 7. The measured f-P droop curve of the
diesel genset for asymmetric loads. 
Slope: -0.08298 
Slope: -0.04422 
Slope: -0.07529 
    
6 
   
   
Figure 8. The measured f
diesel genset for 3-phase symmetric loading.
It is hypothesized that this deviation is due to possible
errors in data logging of the diesel genset´s droop and
frequency potentiometers resulting in a slight change in
the governor´s gains. This change can be attributed to
environmental conditions, and especially temperature due
to heat at the test site that can affect the results of the
experiments. 
The following figures 
exerimental results from the battery inverters’ tests.
order to obtain each inverter's droop curve, data sets
consisting of inverter's output frequency and active power
have to be available. In more details, the f
calculation was evaluated with static load changes and
only one inverter being in use. The Sunny Boy PV
inverter is also included. Moreover, the f
measured for operation of the three inverters (master
slave) with static load variation and
Figure 9. The f-P droop curve of one battery inverter
(phase A). 
Figure 10. The f-P droop calculation for three
operation. 
In general, the Master Inverter defines the frequency
in both cases: Either when it is connected to one phase or
when the three inverters are connected to the three phases
Slope: -0.0594
Slope: -0.29435 
Slope: -0.10666 
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(master-slave operation); i.e. at 4.1 kW (single
12.3 kW (three-phase) load demand, the frequency is the
same at the figure of 48.6 Hz.  In addition, under
asymmetric loads any variation in the master inverter´s
power output will once again define the change in the
frequency. For instance, in our case the master inverter is
connected to phase A, thus any changes in load demand at
this phase and only in this phase will dominantly affect
the frequency behavior. This result is evident in Fig.
Figure 11. The f-P droop curve for asymmetric load
variation with phase A (master inverter) and phases
B, C (slave inverters). 
Fig. 12 shows the f-P droop curve for the three
inverters with a 2-hr load profile. 
Figure 12. The battery inverters´ f-P droop curve for
a 2-hr load profile. 
One additional experiment included the 
the frequency and voltage behavior of the battery inverter
by changing the load demand and switching the mode
operation (grid connected to islanded transition
15 depict these outcomes. First of all, in Fig.
master inverter is connected to phase A while the
microgrid is islanded. The frequency and voltage
fluctuations are derived from no-load to full load step
change, i.e. 0 kW -4.1 kW. 
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Regarding the disconnection tests, the inverter´s voltage
waveform does not change (Fig. 1
purely restive and not reactive, whereas its frequency
suffers from a drop of 1.22 Hz, namely from 49.84 Hz to
48.62 Hz. 
Figure 13. Battery inverter´s voltage and frequency
response under step-change in the load.
Figure 14. Master inverter´s voltage disturbance
(DroopMains mode).      
Figure 15. Master inverter´s voltage disturbance
(Fast Mains mode).
In Fast Mains operation the voltage falls to zero as it
was expected when switching from
disconnected operation and the Sunny Island is behaved
as grid former. Contradictorily, in DroopMains operation
the voltage is undisturbed and the frequency falls to 49.6
Hz. 
The last experiment involved the load sharing for
parallel operation of two SI inverters being both
connected in one phase and demonstrate the concept of
the battery inverters' active power control by changing the
frequency droop (droop f) curve. For all the following
     
 4) because the load is
    
      
    
         
   
   
       
  grid connected to 
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cases, the output power is measured: a) differ
2Hz/Pnom, -1Hz/Pnom) and fiddle (intersection of the
droop f curve with the f axis) is of 50 Hz, b) same droop
(-1Hz/Pnom) and fidle=50 Hz and c) same droop (
1Hz/Pnom) but the idle frequency is changed to 50.3 Hz.
Figure 16 illustrates these results respectively.
Figure 16. Load sharing for parallel operation of two
Inverters. 
4.2. Real-Time Simulations 
Tables 5 and 6 summarize the real time simulation
results without and with the storage inclusion
respectively. As it can be easily seen from the frequency
figures beneath, the battery inverter presence enhances the
frequency stability by covering part of the load change
Table 5. Numerical results without storage
Basic Load Full Load
Pdiesel= 10.92 kW Pdiesel=12.33 kW
f=50 Hz f=49.68
Qdiesel= 0.689 kVAr Qdiesel= 0.8933 kVAr
Pload= 10.88 kW Pload=12.3 kW
Pdiesel= 10.92 kW Pdiesel=12.33 kW
-2 Hz/Pnom 
-1 Hz/Pnom
-1 Hz/Pnom 
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Table 6. Numerical
Basic Load 
Pdiesel= 10.93 kW 
f=50 Hz 
Qdiesel= 0.6898 kVAr 
Pinv= -0.05 kW 
Qinv= 0.3035 kVAr 
Fig. 17 & 18 show the RSCAD/RTDS numerically
transient responses with and without the battery inverter
penetration respectively. 
From (1) and considering that the diesel active power
output is rated at Pdiesel= 10.92 kW, the diesel droop
characteristic is given by (5) 
confirmed at 6%.  
92.10=dieselP +
Figure 17. Frequency response (load change)
without & with storage. 
Figure 18. Diesel´s active power output with &
without the battery inverter (load
 
-1 Hz/Pnom & 
Fidle=50.3 Hz 
 results with storage 
Full Load 
Pdiesel=11.74 kW 
f=49.81 Hz 
Qdiesel= 0.8601kVAr 
Pinv= 0.6173 kW 
Qinv= 0.374 kVAr 
  
    
      
     
beneath. Moreover, it is 
3
)50(164.13 f−
 (5) 
   
     
  change). 
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4.3. PHIL Operation Outcomes 
Fig. 19 & 20 show the RSCAD/RTDS transient 
responses with load change during the PHIL tests. 
Figure 19. Frequency response during the load 
change.
Figure 20. Battery Inverter active and reactive 
power responses. 
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5. Conclusions
PHIL experiments render high flexibility in the 
research of the complex problems which concern the 
penetration of various energy systems with respect to 
network stability and security. 
This study demonstrated an implementation of a 
microgrid model in real-time simulation platform for DER 
device integration. PHIL simulations were executed to 
emulate the energy management of a real microgrid 
system including a diesel synchronous machine and 
inverter-based sources. 
Moreover, their dynamic behaviour was examined 
within the LV islanded power system and more than that 
the adequate performance of the laboratory set-up is 
verified through tests on a real experimental site. 
Concluding, RSCAD/RTDS is an effective tool 
suitable for transient analysis due to its fast computation 
in real time and the laboratory hardware interfacing 
capability it offers. Additionally, at a later time, it is 
planned to extend the model in RSCAD/RTDS by 
including more simulations and experiments such as to 
examine the load sharing for parallel operation of two 
battery inverters being both connected in one phase and 
demonstrate the concept of the battery inverters' active 
power control by changing the frequency droop curve. 
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