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Abstract
We present three examples of exact sampling from complex multidimen-
sional densities using Markov Chain theory without using coupling from
the past techniques. The sampling algorithm presented in the examples
also provides a reliable estimate for the normalizing constant of the target
densities, which could be useful in Bayesian statistical applications.
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1 Introduction and Problem Formulation
Suppose we wish to sample from a multidimensional density π(x), where x ∈ Rn.
We assume that π is known up to normalizing constant, that is, if we write
π(x) =
p(x)
C
,
then C is an unknown constant and p(x) is a known positive function. A simple
approach to the problem of sampling from π is to use the Accept-Reject method
[2] with proposal f(x). We assume that f is easy to sample from and that f
dominates p in the sense that
p(x) 6 βf(x), ∀x ∈ Rn (1)
and for some β > C. The Accept -Reject method is then defined as per:
Algorithm 1.1 (Accept-Reject method for π(x))
1. Generate X ∼ f(x) and U ∼ U(0, 1).
1
2. If
p(X)
βf(X)
> U
output X, otherwise repeat from Step 1.
Note that although C is unknown, we assume that we could easily find β > C.
Denote the acceptance probability of Algorithm (1.1) by ℓ. We have
ℓ(β) = P
(
p(X)
U f(X)
> β
)
=
C
β
, X ∼ f(x), U ∼ U(0, 1). (2)
Observe that the acceptance probability is unknown, because we do not know
C. Still we could make the following qualitative assessment. Typically for large
dimensional targets π(x), we have β ≫ C, which makes ℓ a very small probability.
In fact, estimating ℓ is a rare-event probability estimation problem [2], [1]. For
most target pdfs π(x), it is difficult or impossible to chose the proposal f such
that ℓ is not a rare-event probability. We will thus shortly present a modification
that overcomes these problems.
Example 1.1 (Sampling from a Sphere) Suppose we wish to generate uni-
form random variables within an n−dimensional unit ball, that is the target pdf
from which we wish to sample is
π(x) ∝ p(x) = I
{
n∑
i=1
x2i 6 1
}
, xi ∈ [−1, 1]. (3)
Let the proposal f be the n-dimensional hyper-cube which encloses the sphere,
that is,
f(x) =
1
2n
n∏
i=1
I{−1 6 xi 6 1}. (4)
Then β = 2n is the tightest bound that satisfies (1). For this simple example we
know that the volume of the sphere is C = pi
n/2
n/2Γ(n/2)
. Therefore the acceptance
probability is
ℓ(2n) =
πn/2
n2n−1Γ(n/2)
,
which decays very fast as n becomes large. For example, for n = 10 we have
ℓ = 0.0025 and for n = 100, ℓ ≈ 1.8682×10−70, an unacceptably small acceptance
probability.
Thus a serious drawback of the Accept-Reject algorithm is that in many applied
problems, the acceptance probability decays to 0 exponentially fast as the dimen-
sions of the problem increase. For example if ℓ = 10−7, then on average we need
to generate 107 samples from f to produce a single outcome from π. Without
2
further modifications, these obstacles make the algorithm useless in high dimen-
sions.
Without any more details, we now present an algorithm, which is a modifica-
tion of the acceptance-rejection method, but circumvents the inefficiency of the
original Accept-Reject method in high dimensions.
2 An Exact Markov Chain Sampler
In order to generate from π(x), we consider consider the closely related problem
of exact simulation from the proxy pdf:
g(x, u; β) =
1
ℓ(β)
f(x) I
{
p(x)
u f(x)
> β
}
, x ∈ X , u ∈ [0, 1]. (5)
Observe that:
1. Generating a vector (X, U) from (5) and discarding U , yields a random vari-
able from π(x). In other words, π(x) is the marginal density of g(x, u; β):∫ 1
0
g(x, u; β) du =
1
C
min{p(x), βf(x)} = π(x).
2. Knowledge of the acceptance probability ℓ(β) leads to knowledge of the
normalizing constant C of π, namely: C = β ℓ(β).
Thus we can transform the problem of sampling from π and estimating the nor-
malizing constant C to the problem of sampling from g and estimating ℓ.
Example 2.1 (Autoexponential model) Consider the problem of sampling
from the autoexponential model:
π(x) ∝ p(x) = exp
(
−
n∑
i=1
xi − µ
1
2
xAx′
)
, xi > 0, (6)
where x = (x1, . . . , xn), A is an n×nmatrix with Aii = 0, ∀i and Aij = 1, ∀i 6= j,
and µ > 0. Note that we can write 1
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xAx′ =
∑
j>i xixj. There is no simple
known procedure for sampling from π(x), see Bersag. We will show that direct
application of Algorithm 1.1 leads to an impractical inefficient sampler due to very
small acceptance probability. We thus proceed to use the Acceptance Rejection
method with our adaptation. A simple proposal is:
f(x) = e−
∑n
i=1 xi , xi > 0, (7)
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then it is clear that the optimal choice of β in (1) is β = 1. We thus have the
proxy target
g(x, u; β) =
1
ℓ(β)
e−
∑n
i=1 xi I
{
1
u
e−µ
∑
j>i xixj > β
}
, xi > 0, u ∈ [0, 1]. (8)
Define S(x, u) = 1
u
e−µ
∑
j>i xixj . With this proposal and β = 1, we then proceed
to generate N random variables with density π by applying our algorithm. In the
proposed method, we directly sample from the sequence of pdfs: {gt} = {g(·; βt)},
where −∞ = β−1 < β0 < β1 < . . . < βT−1 < βT = β is a partitioning of the level
set. Note that g(·; β−1) ≡ f(·). We will show that as a consequence of sampling
from the sequence {gt}, the proposed method provides an unbiased reliable esti-
mate for ℓ. Note that we assume that the sequence of levels is such that the con-
ditional probabilities ct = P(S(X) > βt |S(X) > βt−1), t = 0, . . . , T, β−1 = −∞
are not small. In cases where it is not obvious how to construct such a sequence,
we will later present an adaptive procedure that provides a suitable partitioning
of the level set. Without going into further detail, the method as applied to
rare-event probability estimation is outlined below.
Algorithm 2.1 (Efficient Simulation for Autocorrelation Model)
Given the user-specified parameters N (sample size) and a sequence of inter-
mediate levels {βt}
T−1
t=0 , execute the following steps.
1. Set a counter t = 1. Initialize by generating
X1, . . . ,XN ∼ f(x)
and
U1, . . . , UN ∼ U(0, 1).
Let
E0 = {(X˜1, U˜1), . . . , (X˜N0 , U˜N0)}
be the largest subset of the population
{(X1, U1), . . . , (XN , UN)}
for which S(Xi;Ui) > β0. Observe that
(X˜1, U˜1), . . . , (X˜N0 , U˜N0) ∼ g(x, u; β0),
where g is given in (8), an unbiased estimate for ℓ(β0) = c0 is
ℓ̂(β0) = c0 =
1
N
N∑
i=1
I {S(Xi, Ui) > β0} =
N0
N
,
and that X˜1, . . . , X˜N0 have density proportional to
min {p(x), β0f(x)} = e
−
∑n
i=1 xi min
{
e−µ
∑
j>i xixj , β0
}
.
4
2. Sample uniformly with replacement N times from the population Et−1 to
obtain a new (bootstrap) population
(X∗1, U
∗
1 ), . . . , (X
∗
N , U
∗
N).
Observe that
(X∗1, U
∗
1 ), . . . , (X
∗
N , U
∗
N) ∼ g(x, u; βt−1),
because the resampling does not change the distribution of Et−1.
3. For each (X∗, U∗) = (X∗1 , . . . , X
∗
n, U
∗) in {(X∗1, U
∗
1 ), . . . , (X
∗
N , U
∗
N)}, gener-
ate (X, U) = (X1, . . . , Xn, U) as follows:
(a) Draw X1 from the conditional pdf g(x1; βt−1 |X
∗
2 , . . . , X
∗
n, U
∗).
(b) For i = 2, . . . , n− 1, draw
Xi ∼ g(xi; βt−1 |X1, . . . , Xi−1, X
∗
i+1, . . . , X
∗
n, U
∗).
(c) Draw Xn from g(xn; βt−1 |X1, . . . , Xn−1, U
∗).
(d) Draw U from g(u; βt−1 |X1, . . . , Xn).
Denote the population of (X, U)’s thus obtained by
(X1, U1), . . . , (XN , UN).
Note that
(X1, U1), . . . , (XN , UN) ∼ g(x, u; βt−1),
since from Markov chain theory we know that the conditional sampling does
not change the distribution of (X∗1, U
∗
1 ), . . . , (X
∗
N , U
∗
N).
4. Let
Et = {(X˜1, U˜1), . . . , (X˜Nt , U˜Nt)}
be the subset of the population
{(X1, U1), . . . , (XN , UN)}
for which S(Xi, Ui) > βt. Again observe that
(X˜1, U˜1), . . . , (X˜Nt , U˜Nt) ∼ g(x, u; βt),
an unbiased estimate for ct is
ĉt =
1
N
N∑
i=1
I {S(Xi, Ui) > βt} ,
and that X˜1, . . . , X˜Nt have density proportional to
min {p(x), βtf(x)} = e
−
∑n
i=1 xi min
{
e−µ
∑
j>i xixj , βt
}
.
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5. If t = T go to Step 6; otherwise set t = t+ 1 and repeat from Step 2.
6. Deliver the estimator (derived from the product rule of probability theory)
ℓ̂(β) =
T∏
t=0
ĉt
of the acceptance probability ℓ(β).
7. By discarding the U˜ ’s in ET , deliver the population
X˜1, . . . , X˜NT
as an exact (albeit not independent) sample from the marginal density π(x).
Remark 2.1 Note that sampling from the conditionals in Step 3. is an easy
task. For example, a generic conditional pdf is:
g(xi; β |X−i, U) ∝ e
−xi I
{
xi 6
− ln(βU)−
∑
k>mXmXk +Xi
∑
k 6=iXk∑
k 6=iXk
}
,
where X−i = (X1, . . . , Xi−1, Xi+1, . . . , Xn). This gives a right truncated expo-
nential pdf, from which we could sample using the inverse-transform method [2].
Additionally, we have
g(u; β |X) ∝ I
{
u 6
e−µ
∑
j>i XiXj
β
}
, u ∈ [0, 1],
which is a right truncated uniform pdf and easy to sample from.
Remark 2.2 If exactly N samples are required from π(x), then Step 7. in the
above Algorithm can be substituted with the following step.
7. Set t = T + 1 and execute Steps 2 and 3 only. Deliver the population of
(X, U)’s
(X1, U1), . . . , (XN , UN),
obtained at the end of Step 3. Note that β̂T = β and hence
(X1, U1), . . . , (XN , UN) ∼ g(x, u; β).
By discarding the U ’s, deliver the population
X1, . . . ,XN
as an exact sample from the marginal density π(x).
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As a numerical example, consider the case where we wish to generate a sample
of size N = 105 from the autoexponential model (6) with µ = 1000, n = 6.
We applied Algorithm 2.1 with N = 105 and the sequence of intermediate levels
{βt}
T
t=0 given in Table 2.1. to obtain a sample from pdf (6). Figure 2.1 shows
the empirical joint distribution of X1 and X2, where X is exactly distributed
from (6). We repeated the experiment 10 times and obtained ℓ̂ = 1.8997× 10−10
with relative error of 1.05% (estimated from the 10 independent experiments) as
an estimate for the normalizing constant ℓ(1) of (8). Since ℓ(1) in (8) is also
the acceptance probability (2) of Algorithm 1.1, we conclude that an Acceptance
Rejection algorithm with the proposal given in (7) will be highly inefficient. It
will require on average 5.2 × 109 samples to generate a single random variable
with pdf (6). In contrast, Algorithm 2.1 terminates in 33 iterations to produce a
sample of size N = 105. This means that we generate an additional 33 random
variables in order to obtain a single outcome from (6). Thus the computational
cost of exact sampling is dramatically reduced. Note, however, that unlike the
Accept-Reject Algorithm 1.1, Algorithm 2.1 generates a population of correlated
random variables.
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Figure 1: The empirical joint distribution of X1 and X2. The figure displays the
N = 105 points generated by Algorithm 2.1.
We now explain the method of computation of the sequence of levels given in
Table 2.1. The sequence is determined adaptively via the following algorithm.
Algorithm 2.2 (Selection of Levels)
Given the user-specified parameters Np (sample size for preliminary simula-
tion run) and ̺ ∈ (0, 1) (called rarity parameter), execute the following steps.
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1. Set a counter t = 1. Initialize by generating
X1, . . . ,XNp ∼ f(x)
and
U1, . . . , UNp ∼ U(0, 1).
Let β̂0 be the (1− ̺) sample quantile of
S(X1, U1), . . . , S(XNp , UNp)
and let
E0 = {(X˜1, U˜1), . . . , (X˜N0 , U˜N0)}
be the largest subset of the population
{(X1, U1), . . . , (XNp , UNp)}
for which S(Xi;Ui) > β̂0.
2. Sample uniformly with replacement Np times from the population Et−1 to
obtain a new (bootstrap) population
(X∗1, U
∗
1 ), . . . , (X
∗
Np , U
∗
Np).
3. For each (X∗, U∗) = (X∗1 , . . . , X
∗
n, U
∗) in {(X∗1, U
∗
1 ), . . . , (X
∗
Np
, U∗Np)}, gen-
erate (X, U) = (X1, . . . , Xn, U) as follows:
(a) Draw X1 from the conditional pdf g(x1; β̂t−1 |X
∗
2 , . . . , X
∗
n, U
∗).
(b) For i = 2, . . . , n− 1, draw
Xi ∼ g(xi; β̂t−1 |X1, . . . , Xi−1, X
∗
i+1, . . . , X
∗
n, U
∗).
(c) Draw Xn from g(xn; β̂t−1 |X1, . . . , Xn−1, U
∗).
(d) Draw U from g(u; β̂t−1 |X1, . . . , Xn).
Denote the population of (X, U)’s thus obtained by
(X1, U1), . . . , (XNp , UNp).
4. Set
β̂t = min{β, â},
where â is the (1− ̺) sample quantile of
S(X1, U1), . . . , S(XNp , UNp).
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Let
Et = {(X˜1, U˜1), . . . , (X˜Nt , U˜Nt)}
be the subset of the population
{(X1, U1), . . . , (XNp , UNp)}
for which S(Xi, Ui) > β̂t.
5. If β̂t = β, set T = t and go to Step 6; otherwise set t = t + 1 and repeat
from Step 2.
6. Deliver the estimated sequence of levels γ̂0, . . . , γ̂T−1, γ.
The idea of the procedure described above is to select the first level γ̂0 such
that the event {S(X) > γ̂0}, where X ∼ f , is no longer a rare event and we
could easily obtain samples approximately distributed from g(·; γ̂0). The next
level γ̂1 is chosen such that {S(X) > γ̂1}, where X ∼ g(·; γ̂0), is no longer a
rare event and we could use the samples from g(·; γ̂0) to help generate samples
approximately distributed from g(·; γ̂1). The sample from g(·; γ̂1) is in its turn
used to help generate a sample from g(·; γ̂2) and so on. This recursive procedure
is continued until we have generated approximate samples from the target g(·; γ).
The final step provides an estimated sequence {γ̂t}
T
t=0 such that the conditional
probabilities {ct}
T−1
t=0 in Algorithm 2.1 are approximately ̺.
We applied Algorithm 2.2 with Np = 10
5 and ̺ = 0.5 and obtained the
sequence given in Table 2.1.
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Table 1: The sequence of levels used in Algorithm 2.1 on the autoexponential
model (6) with µ = 1000 and n = 6. Note that it was numerically more convenient
to deal with the logarithm of {βt}.
t ln(βt)
0 -11451.2188006103
1 -6275.97981914077
2 -3964.29608085755
3 -2678.44837525236
4 -1878.76972913253
5 -1354.85907690801
6 -994.795957487325
7 -739.711271687685
8 -555.034208233478
9 -419.495697297919
10 -319.128694244614
11 -245.047754726452
12 -188.421215477096
13 -145.249178619491
14 -112.546933619095
15 -87.2820804189621
16 -68.021916789542
17 -52.9332417389706
18 -41.2316824473252
19 -32.0761753491806
20 -25.0046860844558
21 -19.3872528476542
22 -15.0012425054752
23 -11.583179708364
24 -8.88675986858038
25 -6.76927864188843
26 -5.07929570178365
27 -3.71265067346684
28 -2.60583227348344
29 -1.69835438684675
30 -0.915680340735398
31 -0.206953948462112
32 0
Example 1 continued. For the sphere problem in Example 1, observe that
since the target pdf (3) involves an indicator function, the simulation of U in Al-
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gorithm 1.1 and our modification is redundant. Instead we introduce an auxiliary
parameter γ > 0 in the pdf (3) to obtain
π(x; γ) =
1
C(γ)
I
{
n∑
i=1
x2i 6 γ
}
, −1 6 xi 6 1. (9)
Then for γ = 1, C(1) equals to volume of the unit n-dimensional sphere and
π(x; 1) = π(x), where π(x) is given in (3).
To generate a sample of size N from the target pdf (3) we use the following
algorithm:
Algorithm 2.3 (Sampling within a Sphere) Given the parameter N (sam-
ple size) and a suitable sequence of intermediate levels {γt}
T−1
t=0 , execute the fol-
lowing steps.
1. Initialize the iteration counter t = 1. Generate
X1, . . . ,XN ∼ f(x),
where f is given in (4), that is, generate N uniform random variables within
the enclosing hypercube. Let
E0 = {X˜1, . . . , X˜N0}
be the largest subset of the population
{X1, . . . ,XN}
for which S(Xi) 6 γ0. Here S(x) = ||x||
2 =
∑n
i=1 x
2
i . Observe that
X˜1, . . . , X˜N0 ∼ π(x; γ0),
and an unbiased estimate for C(γ0) is
Ĉ(γ0) =
1
N
N∑
i=1
I{S(Xi) 6 γ0} =
N0
N
.
2. Sample uniformly with replacement N times from the population Et−1 to
obtain a new (bootstrap) population
X∗1, . . . ,X
∗
N .
Observe that
X∗1, . . . ,X
∗
N ∼ π(x, γt−1),
because the resampling does not change the distribution of Et−1.
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3. For each X∗ in {X∗1, . . . ,X
∗
N}, generate X = (X1, . . . , XN) as follows:
(a) Draw X1 from the conditional pdf
π(x1; γt−1 |X
∗
2 , . . . , X
∗
n) ∝ I
{
x21 6 γt−1 −
n∑
i=2
(X∗i )
2
}
, |x1| 6 1.
(b) For i = 2, . . . , n− 1 draw Xi from the conditional pdf (|xi| 6 1)
π(xi; γt−1 |X1, . . . , Xi−1, X
∗
i+1, . . . , X
∗
n) ∝ I
{
x2i 6 γt−1 −
i−1∑
j=1
X2j −
n∑
j=i+1
(X∗j )
2
}
.
(c) Draw Xn from the conditional pdf
π(xn; γt−1 |X1, . . . , Xn−1) ∝ I
{
x2n 6 γt−1 −
n−1∑
i=1
X2i
}
, |xn| 6 1.
Denote the population of X’s thus obtained by
X1, . . . ,XN .
Note that
X1, . . . ,XN ∼ π(x; γt−1),
since from Markov chain theory we know that the conditional sampling does
not change the distribution of X∗1, . . . ,X
∗
N .
4. Let
Et = {X˜1, . . . , X˜Nt}
be the subset of the population
{X1, . . . ,XN}
for which S(Xi) 6 γt. Again observe that
X˜1, . . . , X˜Nt ∼ π(x; γt)
and an unbiased unbiased estimate for C(γt) can be recursively estimated
via
Ĉ(γt) = Ĉ(γt−1)×
1
N
N∑
i=1
I{S(Xi) 6 γt} = Ĉ(γt−1)×
Nt
N
.
5. If γt = 1, go to Step 6; otherwise set t = t+ 1 and repeat from Step 2.
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6. Deliver the population
X˜1, . . . , X˜NT
as an exact (albeit not independent) sample from the target density π(x; 1)
given in (9). In addition, an estimate of the normalizing constant of (3) is
provided via:
Ĉ(1) = Ĉ(γT−1)×
1
N
N∑
i=1
I{S(Xi) 6 1} = Ĉ(γT−1)×
NT
N
.
As a numerical example consider the case where n = 20 and direct application
of Algorithm 1.1 is impractical (the acceptance probability is 2.46 × 10−8). We
apply the above algorithm with N = 105 and the sequence of levels given in Table
2. To assess the distribution of the sample we plotted the empirical distribution
of
∑n
i=1X
2
i against the exact one as shown on Figure 2. In addition to this,
Algorithm 2.3 provides a simulation-based estimate for the volume of the n-
dimensional unit sphere. We can assess the performance of the algorithm by
comparing this estimate against the exact known volume of the sphere. We
obtained Ĉ(1) = 2.4178×10−8 as an estimate for the normalizing constant of (9)
and acceptance probability of the Accept-Reject Algorithm 1.1. Thus an estimate
for the volume of the sphere is Ĉ(1)×2n = 0.02535, which gives an exact relative
error of 2%.
Table 2: The sequence of levels used in Algorithm 2.3 for our numerical example.
The sequence was obtained using a procedure very similar to Algorithm 2.2,
adapted for this particular application (we omit the details).
t γt
0 4.97649288938702
1 4.97649288938702
2 3.73188719729376
3 2.9067462232766
4 2.29685834448399
5 1.82133071062646
6 1.45248975202281
7 1.15547310549855
8 1
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Figure 2: The pdf n
2
xn/2−1, x ∈ [0, 1] superimposed over the normalized his-
togram constructed from the empirical distribution of
∑n
i=1X
2
i . There is close
agreement between the exact and empirical distributions suggesting that Algo-
rithm 2.3 correctly samples from the pdf (9).
Remark 2.3 Alternative methods exist for generating random variables uni-
formly within a sphere (see for example [2]), which are just as simple as Al-
gorithm 2.3. The purpose of this example is provide an additional method for
generating (correlated) random variables within a sphere, to show how the small
acceptance probability in Algorithm 1.1 is not a problem in the modified version
given in Algorithm 2.3, and to suggest a method for estimating the volumes of
n-dimensional objects.
Example 2.2 (Ising Model) Consider the problem of simulation from the den-
sity of the one-dimensional Ising model (see []):
π(x) =
p(x)
C
∝ p(x) = eµ
∑n−1
j=1 xjxj+1 , x ∈ {−1, 1}n, µ > 0.
To solve this problem, consider the proposal
f(x) =
n∏
i=1
f(xi) =
1
2n
, xi ∈ {−1, 1},
where each f(xi) is a discrete uniform pdf on the states −1 and 1. Then (1)
is satisfied with β = eµ(n−1)2n and the proxy target pdf from which we wish to
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sample is:
g(x, u; β) =
1
ℓ(β) 2n
I
{
1
u/2n
eµ
∑n−1
j=1 xjxj+1 > β
}
, u ∈ [0, 1], xi ∈ {−1, 1}.
Note that C = ℓ(β)2neµ(n−1). We can thus use Algorithm 2.1 (with π, g and f
defined here) to generate samples from g and estimate ℓ(β). The only difference
now is that S(x, u) = 2
n
u
eµ
∑n−1
j=1 xjxj+1 and the conditionals in Step 3 are:
g(xi; βt−1 |X−i, U) ∝ I
{
xi >
ln(βt−1U/2
n)−
∑
j 6=i−1,iXjXj+1
Xi−1 +Xi+1
}
, xi ∈ {−1, 1}.
g(u; βt−1 |X) ∝ I
{
u 6 2neµ
∑n−1
j=1 xjxj+1
/
βt−1
}
, u ∈ [0, 1].
As two numerical examples consider the case where n = 50, µ = 1 and n =
50, µ = 2. In both cases, we applied the algorithm with N = 2 × 104 and
the sequence of levels {βt}
25
t=0, where βt = βt−1 + 2, β0 = 1, t = 1, . . . , 25.
Qualitative assessment of the output of Algorithm 2.1 is given in Figures 2.2 and
2.2. The histograms were constructed using all of the N samples generated by
Algorithm 2.1. Note that for this illustrative example, the normalizing constant
C is available analytically, namely:
C(µ, n) = 2(eµ + e−µ)n−1.
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Figure 3: The output of Algorithm 2.1 as used to estimate the distribution of
the total magnetization of the Ising model: M =
∑n
i=1Xi, X ∼ π for µ = 1.
The total computational cost is roughly equivalent to the generation of 26×N =
520, 000 binary vectors of length n . The normalizing constant of π was estimated
to be Ĉ = ℓ̂(β)250e49 ≈ 1.84× 1024 which, knowing the exact analytical value of
C, has relative error of 3.5%.
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Figure 4: The output of Algorithm 2.1 as used to estimate the distribution of
the total magnetization of the Ising model: M =
∑n
i=1Xi, X ∼ π for µ = 2.
The total computational cost is roughly equivalent to the generation of 26×N =
520, 000 binary vectors of length n . The normalizing constant of π was estimated
to be Ĉ = ℓ̂(β)250e2(50−1) ≈ 1.66× 1043 which has relative error of 6%.
Remark 2.4 (Sampling using the Swensen-Wang decoupling) We can ex-
ploit the idea of Swendsen and Wang [3] and introduce auxiliary variables to sim-
plify the problem of sampling from a the Ising density. The idea is to introduce
the auxiliary variables U = [U1, . . . , Un−1] such that:
(Ui |X = x) ∼iid U(0, e
µxjxj+1), i = 1, . . . , n− 1.
Thus the conditional pdf of u given x is
π(u |x) = e−µ
∑n−1
j=1 xjxj+1
n−1∏
j=1
I{uj < e
µxjxj+1}, uj ∈ [0, e
µ].
The joint pdf then is
π(x,u) =
1
C
n−1∏
j=1
I{uj < e
µxjxj+1}, uj ∈ [0, e
µ], xj ∈ {−1, 1},
We can then consider sampling from
π(x,u,β) =
1
C(β)
n−1∏
j=1
I{eµxjxj+1/uj > βj},
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where e−2µ < βj < 1, using an algorithm very similar to Algorithm 2.3.
In general the Swendsen Wang decoupling strategy can be applied to any pdf
π(x) = p(x)/C which has the special structure
p(x) =
m∏
j=1
pj(yj),
where each yj depends on at most r < n variables in x = (x1, . . . , xn). We can
then consider the proxy target pdf
g(x,u;β) =
1
ℓ(β)
m∏
j=1
fj(yj)I
{
pj(yj)
ujfj(yj)
> βj
}
.
Here is a collection of levels β = [β1, . . . , βm] and the proposal f(x) =
∏m
j=1 fj(yj)
satisfies
pj(yj) 6 βjfj(yj), ∀yj, j = 1, . . . , n.
A typical pdf for which the Swendsen Wang sampling could be useful is the
Boltzmann density π(x) ∝ e−S(x) (which arises from an attempt to solve the
optimization program min
x
S(x) stochastically), for which the objective S(x)
function can be written
S(x) =
m∑
i=1
Si(yi),
where each yi depends on at most r < n variables in x = (x1, . . . , xn). Such
objective functions arise in the knapsack problem, the Max-Cut problem and the
SAT problem [2].
Remark 2.5 (Knowledge of the normalizing constant) Suppose we wish to
generate random variables from π(x) = p(x)
C
, x ∈ X , where X is bounded, and
know the value of its normalizing constant, C, but do not know the tightest bound
β∗ such that a proposal f(x) ∝ 1 dominates π(x) as in (1). In other words, we
do not know the mode of π(x) or the absolute maximum of p(x).
In such a case it is possible to use knowledge of the value of C to estimate
β∗ = sup
x∈X
{p(x)/f(x)}.
Observe that β∗ coincides with the smallest root of the equation
ℓ(β)β = C,
where ℓ(β) is given in (5). Thus, given that we know C, a rough estimate for β∗
is the first level βt in Algorithm 2.1 for which ℓ(βt)βt ≈ C.
This observation could be used in stochastic optimization, where it is usually
known that there exists a unique solution (that is, the normalizing constant of
the associated target pdf is known and is given by C = 1/|X |), but neither the
value of the optima (that is β∗) is not known.
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3 Conclusions and Suggestions for Future Work
We have presented an algorithm which employs Markov chain methods to gen-
erate random variables which are in stationarity with respect to a desired target
pdf. The main advantage of the proposed method over standard MCMC is that,
since we are exactly sampling in stationarity, it does not require a burn-in period.
Moreover, as a byproduct, we obtain an estimate of the normalizing constant of
the target pdf. This is especially useful in rare-event simulation problems or
Bayesian inference, where estimation of the normalizing constant is of interest.
We have provided three examples of exact sampling, which demonstrate the prac-
ticality of the approach. For one of these examples, namely the autocorrelation
model, there is currently no known procedure for perfect sampling. The presented
approach seems to be the first method for generating random variable which are
in stationarity with respect to the autocorrelation pdf. We hope these examples
will stimulate further interest in exact sampling using MCMC.
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