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ICE QUIVERS WITH POTENTIAL ASSOCIATED WITH TRIANGULATIONS AND
COHEN-MACAULAY MODULES OVER ORDERS
LAURENT DEMONET AND XUEYU LUO
Abstract. Given a triangulation of a polygon P with n vertices, we associate an ice quiver with
potential such that the associated Jacobian algebra has the structure of a Gorenstein tiled K[x]-order Λ.
Then we show that the stable category of the category of Cohen-Macaulay Λ-modules is equivalent to the
cluster category C of type An−3. It gives a natural interpretation of the usual indexation of cluster tilting
objects of C by triangulations of P . Moreover, it extends naturally the triangulated categorification by
C of the cluster algebra of type An−3 to an exact categorification by adding coefficients corresponding
to the sides of P . Finally, we lift the previous equivalence of categories to an equivalence between the
stable category of graded Cohen-Macaulay Λ-modules and the bounded derived category of modules
over a path algebra of type An−3.
1. Introduction
In 2001, Fomin and Zelevinsky introduced a new class of algebras with a rich combinatorial structure,
called cluster algebras [17], [18] motivated by canonical bases and total positivity [29], [34], [35]. Since
their emergence, cluster algebras have generated a lot of interest, coming in particular from their links
with many other subjects: combinatorics, Poisson geometry, integrable systems, Teichmu¨ller spaces, and,
last but not least, representations of finite-dimensional algebras.
In seminal articles, Marsh, Reineke, Zelevinsky [36], Buan, Marsh, Reineke, Reiten, Todorov [9] and
Caldero, Chapoton [10] have shown that the important class of acyclic cluster algebras could be modeled
with categories constructed from representations of quivers. Under these categorifications, clusters are
represented by objects having a strong homological property, called cluster tilting objects. Since that
time, these categories, called cluster categories, were widely generalized in several directions. One of
these generalizations, was given by Amiot [1] by using quivers with potential, introduced by Derksen,
Weyman and Zelevinsky in [15]. A quiver with potential is a quiver Q together with a linear combination
W of cyclic paths in Q. To each quiver with potential is associated an important algebra, P(Q,W ),
called the Jacobian algebra.
For each triangulation of a bordered surface with marked points, a quiver was introduced by Caldero,
Chapoton and Schiffler in type A [11] and Fomin, Shapiro and Thurston in general cases [16]. They
showed that the combinatorics of triangulations of the surface correspond to that of the cluster algebra
defined by the quiver. Later in [32], Labardini-Fragoso associated to each triangulation σ of a bordered
surface with marked points a potential W (σ) on the corresponding quiver Q(σ). He proved that flips
of triangulations are compatible with mutations of quivers with potential. This is partially generalized
to the case of tagged triangulations by Labardini-Fragoso and Cerulli Irelli in [12], and completely by
Labardini-Fragoso in [33].
The aim of this paper is to enhance some of these known results by considering ice quivers with
potential and certain Frobenius categories given by Cohen-Macaulay modules. The study of Cohen-
Macaulay modules (or lattices) over orders is a classical subject in representation theory. We refer to
[4, 13, 40, 41] for a general background on this subject and also to [2, 3, 14, 25, 27, 28] for recent
results about connections with tilting theory. Recently a strong connection between Cohen-Macaulay
representation theory and cluster categories has been found [2, 14, 25, 31]. We will enlarge this connection
by studying the frozen Jacobian algebras associated with triangulations of surfaces from the viewpoint
of Cohen-Macaulay representation theory. Through this paper, let K denote a field and R = K[x]. We
2010 Mathematics Subject Classification. 16G20, 16H20, 13C14, 13F60.
1
2 L. DEMONET AND X. LUO
extend the construction of [11], and associate an ice quiver with potential (Qσ,Wσ) to each triangulation
σ of a polygon P with n vertices by adding a set F of n frozen vertices corresponding to the edges of the
polygon and certain arrows (see Definition 2.3). We study the associated frozen Jacobian algebra
Γσ := P(Qσ,Wσ, F )
(see Definition 2.1). Our first main results are the following:
Theorem 1.1 (Theorem 2.9 and 2.25). Let eF be the sum of the idempotents of Γσ at frozen vertices.
Then
(1) the frozen Jacobian algebra Γσ has the structure of an R-order (see Definition 2.6 and Remark
2.7).
(2) the R-order eFΓσeF is isomorphic to the Gorenstein tiled R-order
Λ :=


R R R · · · R (x−1)
(x) R R · · · R R
(x2) (x) R · · · R R
...
...
...
. . .
...
...
(x2) (x2) (x2) · · · R R
(x2) (x2) (x2) · · · (x) R


n×n.
(1.1)
Remark 1.2. The order Λ is an almost Bass order of type (IVa), see for example [23].
Theorem 1.3 (Theorems 2.9, 2.25, 3.8, 3.13 and 3.16). (1) For any triangulation σ of P , we can
map each edge i of σ to the indecomposable Cohen-Macaulay Λ-module eFΓσei where ei is the
idempotent of Γσ corresponding to i. In fact, this module does only depend on i and this con-
struction induces one-to-one correspondences
{sides and diagonals of P} ←→ {indecomposable objects of CM(Λ)} / ∼=
{sides of P} ←→ {indecomposable projectives of CM(Λ)} / ∼=
{triangulations of P} ←→ {basic cluster tilting objects of CM(Λ)} / ∼= .
(2) For the basic cluster tilting object Tσ corresponding to a triangulation σ,
EndCM(Λ)(Tσ) ∼= Γ
op
σ .
(3) The category CM(Λ) is 2-Calabi-Yau.
(4) If K is a perfect field, there is a triangle-equivalence C(KQ) ∼= CM(Λ) where Q is a quiver of
type An−3 and C(KQ) is the corresponding cluster category.
Note that this theorem permits to enhance the usual cluster category of type An−3 with projective
objects corresponding through the categorification to coefficients of the cluster algebra, in a way which
fits perfectly with the combinatorial interpretation of triangulations of polygons. Indeed, there is exactly
one coefficient per side of the polygon and the situation is invariant by rotation of the polygon. More
precisely, using the cluster character X ′ defined in [19, section 3] on Frobenius categories (see also [37]),
we get the following theorem.
Theorem 1.4 (Theorem 3.29). If K is algebraically closed, the category CM(Λ) categorifies through the
cluster character X ′ a cluster algebra structure on the homogeneous coordinate ring of the Grassmannian
of 2-dimensional planes in Ln (for any field L). This cluster algebra structure coincides with the one
defined in [17] from Plu¨cker coordinates.
Similar results are obtained in the categorifications of the cluster structures of coordinate rings of
(general) Grassmannians independently by Baur, King, Marsh [6] (see also Jensen, King, Su [26, Theorem
4.5]).
Usually, the cluster category C(KQ) is constructed as an orbit category of the bounded derived category
Db(KQ). We can reinterpret this result in this context by studying the category of Cohen-Macaulay
graded Λ-modules CMZ(Λ):
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Figure 1. Example of iced quiver with potential
Theorem 1.5 (Theorem 4.6). Using the same notation as before:
(1) The Cohen-Macaulay Λ-module eFΓσ can be lifted to a tilting object in CM
Z(Λ).
(2) There exists a triangle-equivalence Db(KQ) ∼= CMZ(Λ).
Acknowledgments We would like to show our gratitude to the second author’s supervisor, Osamu
Iyama, for his guidance and valuable discussions. We also thank him for introducing us this problem and
showing us enlightening examples. We would also like to thank Erik Darpo¨, Martin Herschend, Gustavo
Jasso and Dong Yang for their helpful comments and advice.
2. Ice Quivers with Potentials associated with triangulations
In this section, we introduce ice quivers with potential associated with triangulations and their frozen
Jacobian algebras. We show that in our case, the frozen Jacobian algebras have a structure of R-orders,
and the frozen parts of the Jacobian algebras are isomorphic to Λ defined in (1.1) as an R-order.
2.1. Frozen Jacobian algebras. We refer to [15] for background about quivers with potential. Let
Q be a finite connected quiver without loops, with set of vertices Q0 = {1, . . . , n} and set of arrows
Q1. As usual, if a ∈ Q1, we denote by s(a) its starting vertex and by e(a) its ending vertex. We
denote by KQi the K-vector space with basis Qi consisting of paths of length i in Q, and by KQi,cyc
the subspace of KQi spanned by all cycles in KQi. Consider the path algebra KQ =
⊕
i≥0KQi.
An element W ∈
⊕
i≥1KQi,cyc is called a potential. Two potentials W and W
′ are called cyclically
equivalent if W −W ′ belongs to [KQ,KQ], the vector space spanned by commutators. A quiver with
potential is a pair (Q,W ) consisting of a quiver Q without loops and a potential W which does not have
two cyclically equivalent terms. For each arrow a ∈ Q1, the cyclic derivative ∂a is the K-linear map⊕
i≥1KQi,cyc → KQ defined on cycles by
∂a(a1 · · · ad) =
∑
ai=a
ai+1 · · · ada1 · · · ai−1.
Definition 2.1. [8] An ice quiver with potential is a triple (Q,W,F ), where (Q,W ) is a quiver with
potential and F is a subset of Q0. Vertices in F are called frozen vertices. The frozen Jacobian algebra
is defined by
P(Q,W,F ) = KQ/J (W,F ),
where J (W,F ) is the ideal
J (W,F ) = 〈∂aW | a ∈ Q1, s(a) /∈ F or e(a) /∈ F 〉
of KQ.
Example 2.2. Consider the quiver Q of Figure 1 with potential W = a1b1c1 + a2b2c2 + a3b3c3 − c1b2a3
and set of frozen vertices F = {4, 5, 6}. Then the Jacobian ideal is
J (W,F ) = 〈b1c1, c1a1, a1b1 − b2a3, b2c2, c2a2 − a3c1, b3c3 − c1b2, c3a3〉.
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Figure 2.
Note that this ice quiver with potential can be constructed from preprojective algebras [8, 20].
2.2. Ice quivers with potential arising from triangulations. We recall the definition of triangula-
tions of polygons and introduce our definition of ice quivers with potential arising from triangulations of
a polygon.
Definition 2.3. Let P be a regular polygon with n vertices and n sides. A diagonal of P is a line
segment connecting two vertices of P and lying in the interior of P . Two diagonals are crossing if they
share one interior point, and they are non-crossing if they share no interior points. A triangulation of P
is a decomposition of P into triangles by a maximal set of non-crossing diagonals.
Fix a triangulation σ of the polygon P . We assign to σ an ice quiver with potential (Qσ,Wσ, F ) as
follows.
The quiver Qσ of the triangulation σ is a quiver whose vertices are indexed by all internal and external
edges of σ (the external edges are the sides of P and the internal edges are the diagonals of σ). Whenever
two edges a and b are sides of a common triangle of σ, then Qσ contains an internal arrow a→ b in the
triangle if a is a predecessor of b with respect to anti-clockwise orientation centered at the joint vertex.
Moreover, for every vertex of the polygon with at least one incident internal edge in σ, there is an external
arrow a→ b where a and b are its two incident external edges, a being a predecessor of b with respect to
anti-clockwise orientation centered at the joint vertex.
An internal path is a path consisting of internal arrows. A minimal cycle of Qσ is a cycle in which no
arrow appears more than once, and which encloses a part of the plane whose interior is connected and
does not contain any arrow of Qσ. For example, in Figure 2, αbeh is a minimal cycle, but αbcβγgh and
cβdehαb are not. There are two kinds of minimal cycles of Qσ: cyclic triangles, which consist of three
internal arrows inside a triangle of σ, and big cycles, which consist of internal arrows and one external
arrow around a vertex of P . An almost complete big cycle means a path in Qσ which can be completed
into a big cycle by adding an internal arrow.
We define F as the subset of (Qσ)0 indexed by the n sides of the polygon, and the potential Wσ as∑
cyclic triangles−
∑
big cycles.
We name the vertices of P by P1, P2, . . . , Pn counterclockwise. We number (Qσ)0 from 1 to 2n− 3 in
such a way that (Pi, Pi+1) is numbered by i for 1 ≤ i ≤ n− 1 and (Pn, P1) is numbered by n. From now
on, for any triangulation σ of the polygon P , denote P(Qσ,Wσ, F ) by Γσ.
Example 2.4. We illustrate the construction of Qσ and Wσ if σ is the triangulation of the pentagon in
Figure 2. In this case Wσ = abc+ def + ghi− αbeh− βdc− γgf , F = {1, 2, 3, 4, 5} and
J (Wσ , F ) = 〈ca− ehα, ab− βd, ef − cβ, fd− hαb, de − γg, ig − αbe, hi− fγ〉.
Remark 2.5. Note that ∂aWσ is not in J (Wσ, F ) as both the source and the sink of a are in F . All
arrows that are not linking two vertices in F are shared by two cycles in Qσ, one of which is a cyclic
triangle and the other is a big cycle. Thus all relations in Γσ are commutativity relations.
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2.3. Frozen Jacobian algebras are R-orders. Let (Qσ,Wσ , F ) be an ice quiver with potential arising
from a triangulation σ as defined in Section 2.2 and ei be the trivial path of length 0 at vertex i. The
main result of this section is that Γσ is an R-order.
First, we introduce the definition of orders and Cohen-Macaulay modules over orders.
Definition 2.6. Let S be a commutative Noetherian ring of Krull dimension 1. An S-algebra A is called
an S-order if it is a finitely generated S-module and socS A = 0. For an S-order A, a left A-module M is
called a (maximal) Cohen-Macaulay A-module if it is finitely generated as an S-module and socSM = 0
(or equivalently socAM = 0). We denote by CM(A) the category of Cohen-Macaulay A-modules. It is a
full exact subcategory of modA.
Remark 2.7. If S is a principal ideal domain (e.g. S = R) and M ∈ modS, then socSM = 0 if and
only if M is free as S-module.
We refer to [4],[13],[40] and [41] for more details about orders and Cohen-Macaulay modules.
Definition 2.8. An R-order A is called a tiled R-order if A = ((xaij ))i,j∈{1,...,n} ⊂ Mn(R) for ai,j ∈ Z
satisfying aij + ajt ≥ ait for all i, j, t ∈ {1, 2, . . . , n} where (x
ai,j ) is the R-submodule of the fraction field
of R generated by xai,j .
Then the main theorem of this subsection is the following.
Theorem 2.9. The frozen Jacobian algebra Γσ has the structure of a tiled R-order.
We will give a proof of Theorem 2.9 in the rest of this subsection. The strategy is to construct a
central element C in Γσ such that for each pair of vertices (i, j) of Qσ, eiΓσej is a free module of rank 1
over K[C]. We start by defining the central element C.
Definition 2.10. We say that two paths w1 and w2 of Qσ are equivalent if w1 = w2 holds in Γσ. In this
case, we write w1 ∼ w2.
The basis of the path algebra KQσ consisting of all paths in Qσ is denoted by PQσ .
Lemma 2.11. The set PQσ/∼ is a basis of the frozen Jacobian algebra Γσ. Moreover, eiΓσej ∩ (PQσ/∼)
is a basis of eiΓσej.
Proof. Recall that all relations here are commutativity relations. 
Let i ∈ (Qσ)0. All minimal cycles of Qσ passing through i are equal in Γσ. We denote the common
element that they represent in Γσ by Ci. We now define C :=
∑
i∈(Qσ)0
Ci ∈ Γσ. We get the following
proposition.
Proposition 2.12. The element C is central in Γσ.
Proof. It suffices to show that for each arrow a ∈ (Qσ)1, the equation Ca = aC holds. Indeed, for each
arrow a : i→ j, Ci = ap and Cj = pa holds for some path p from j to i. Thus we have
Ca =
∑
k∈Q0
Cka =
∑
k∈Q0
Ckeia = Cia = apa = aCj = aej
∑
k∈Q0
Ck = aC.

Example 2.13. Let us calculate C for the triangulation σ of the pentagon in Figure 2. In Γσ, we have
C1 = bca = behα, C2 = abc = βdc, C3 = dcβ = def = γgf, C4 = ghi = gfγ, C5 = igh = αbeh, C6 =
cab = cβd = efd = ehαb and C7 = hig = fγg = fde = hαbe. So C = bca+abc+dcβ+ghi+igh+cab+hig.
Next, we define a grading on KQσ such that J (Wσ, F ) is a homogeneous ideal. Each angle of the
polygon is (n− 2)π/n. The angles of triangles of σ are multiples of π/n.
Definition 2.14. The θ-length of an internal arrow in Qσ from i to j is t (1 ≤ t ≤ n − 2) if the angle
between the two edges i and j of the triangle in σ is tπ/n. The θ-length of an external arrow in Qσ is 2.
This extends additively to a map ℓθ from paths in Qσ to integers, defining a grading on KQσ which
will also be denoted by ℓθ.
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Example 2.15. Consider the triangulation σ of the pentagon in Figure 2. By calculating the angles of
the triangulation, we can get the θ-length of each arrow in Qσ: ℓ
θ(a) = 3, ℓθ(b) = 1, ℓθ(c) = 1, ℓθ(d) =
2, ℓθ(e) = 1, ℓθ(f) = 2, ℓθ(g) = 1, ℓθ(h) = 1, ℓθ(i) = 3, ℓθ(α) = 2, ℓθ(β) = 2, ℓθ(γ) = 2. From this, the
minimal θ-length of paths between any two vertices can be calculated.
For all paths w1i from 1 to i (1 ≤ i ≤ 7) with minimal θ-length, we have: w11 ∼ e1, w12 ∼ bc,
w13 ∼ bcβ, w14 ∼ bcβγ, w15 ∼ beh, w16 ∼ b and w17 ∼ be. We will prove that the paths with minimal
θ-length are the generators of Γσ as R-order.
The following facts about ℓθ are readily derived from the definition:
Lemma 2.16. (1) The potential Wσ is homogeneous of θ-length n.
(2) If w1 ∼ w2, then ℓ
θ(w1) = ℓ
θ(w2) holds and ℓ
θ induces the structure of a graded algebra on Γσ.
(3) The element C ∈ Γσ is homogeneous of θ-length n.
(4) An internal arrow between frozen vertices always has θ-length n− 2.
In order to study the structure of Γσ, we prove the following lemma by induction.
Theorem 2.17. (1) Let i, j ∈ (Qσ)0. There exists a path w0(i, j) from i to j with minimal θ-length
such that for any path w from i to j, w ∼ w0(i, j)C
N holds for some non-negative integer N .
(2) Let ℓθi,j = ℓ
θ(w0(i, j)) for any i, j ∈ (Qσ)0. Then
ℓθi,j = max
k∈F
{ℓθk,i − ℓ
θ
k,j}. (2.1)
Before proving Theorem 2.17, let us introduce another description of the frozen Jacobian algebra
P(Qσ,Wσ, F ). For each internal arrow a ∈ (Qσ)1 between two frozen vertices l + 1 and l, we add an
external arrow a∗ : l → l+1 to obtain an extended version Q′σ of Qσ. In such a case, we call the triangle
PlPl+1Pl+2 a corner triangle.
We define the internal Jacobian algebra Pint(Q
′
σ,W
′
σ) by
Pint(Q
′
σ,W
′
σ) = KQ
′
σ/Jint(W
′
σ),
where W ′σ :=Wσ −
∑
a∗∈(Q′σ)1r(Qσ)1
aa∗ and Jint(W
′
σ) := 〈∂aW
′
σ | a ∈ (Q
′
σ)1 is internal〉.
It is easy to check that we have an isomorphism
Pint(Q
′
σ,W
′
σ)
∼= P(Qσ,Wσ, F )
(Qσ)1 ∋ a 7→ a
(Q′σ)1 r (Qσ)1 ∋ a∗ 7→ ∂aWσ.
Therefore, the two algebras have the same K-basis and the central element C of P(Qσ,Wσ, F ) can be
regarded as a central element C of Pint(Q
′
σ,W
′
σ). We will prove Theorem 2.17 for Pint(Q
′
σ,W
′
σ).
Proof of Theorem 2.17. We will prove (1) and (2) by induction over n. When n = 3, (1) and (2) are
obvious.
Suppose that n ≥ 4 and suppose that (1) and (2) are proved for n− 1. Let i, j ∈ (Q′σ)0. There exists
a corner triangle PlPl+1Pl+2 such that j /∈ {l, l + 1} since n ≥ 4 implies that σ has at least two corner
triangles. We denote by τ the restriction of σ to the polygon obtained by removing Pl+1, l and l+1. Let
Pint(Q
′
τ ,W
′
τ ) be the internal Jacobian algebra associated to τ and Cτ be its central element. See Figure
3.
Then there is a non-unital monomorphism
ξ : KQ′τ →֒ KQ
′
σ
α′ 7→ αb,
β′ 7→ cβ,
(Q′τ )1 r {α
′, β′} ∋ γ 7→ γ.
Let w be a path from i to j in Q′σ. Up to relations, we can suppose that:
• w does not contain a∗. As a∗ ∼ bc, we can replace a∗ by bc;
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Figure 3. Triangulations σ and τ
• w does not contain a. Indeed, since j 6= l holds, it follows that w contains a if and only if w
contains ab. Up to the relation ∂cW
′
σ, the path ab is equivalent to a path which does not contain
a.
First, suppose that i /∈ {l, l + 1}. By induction hypothesis, there exists a path v0(i, j) with minimal
θ-length in KQ′τ such that for any path v from i to j in Q
′
τ , v ∼ v0(i, j)C
N
τ holds for some non-negative
integer N . Let us show that w0(i, j) := ξ(v0(i, j)) satisfies the desired property. Let w be a path in Q
′
σ
from i to j. Using the previous observation, we can assume that w does not contain a or a∗ up to ∼.
Thus there is a path v of Q′τ from i to j such that w = ξ(v). Moreover, there is a non-negative integer N
such that v ∼ v0(i, j)C
N
τ . Since ξ sends relations to relations, it follows that w ∼ w0(i, j)ξ(Cτ )
N holds.
Moreover
ξ(Cτ ) = C − Cl − Cl+1 and w0(i, j)Cl = w0(i, j)Cl+1 = 0
hold. Hence w ∼ w0(i, j)C
N .
Next, suppose that i = l and put w0(l, j) := bw0(m, j). For any path w from l to j, w ∼ bp
for some path p from m to j. We saw that p ∼ w0(m, j)C
N for some non-negative integer N , so
w ∼ bw0(m, j)C
N ∼ w0(l, j)C
N .
Finally, suppose that i = l+1. Then one can show that w0(l+1, j) = βw0(l+2, j) satisfies the desired
property by a similar argument.
Clearly, the path w0(i, j) has minimal θ-length. Indeed, for any path w in KQ
′
σ from i to j, w ∼
w0(i, j)C
N holds for some non-negative integer N . It follows that
ℓθ(w) = ℓθ(w0(i, j)) + ℓ
θ(CN ) ≥ ℓθ(w0(i, j)).
It finishes the proof of (1) for n vertices.
Let us prove (2) for n vertices. Since ℓθk,i+ ℓ
θ
i,j ≥ ℓ
θ
k,j holds for any k ∈ F , it is sufficient to prove that
there exists a frozen vertex k such that w0(k, j) ∼ w0(k, i)w0(i, j).
If i ∈ F , then k = i works. Otherwise, i /∈ {l, l+1} and therefore by induction hypothesis, there exists
a frozen vertex k′ in the triangulation τ such that v0(k
′, j) ∼ v0(k
′, i)v0(i, j) holds.
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• If k 6= m, then put k = k′;
• If k = m, then put k = l.
In both cases, we have w0(k, j) ∼ w0(k, i)w0(i, j). 
Remark 2.18. The non-unital monomorphism ξ induces an isomorphism
(1− el+1)Pint(Q
′
σ,W
′
σ)(1 − el+1)
∼= Pint(Q
′
τ ,W
′
τ ).
According to the above discussion, we get the following corollary.
Corollary 2.19. For any two vertices i, j ∈ (Qσ)0, the map
N≥0 → eiΓσej ∩ (PQσ/∼)
l 7→ w0(i, j)C
l
is a bijection, where w0(i, j) is the path from i to j constructed in Theorem 2.17.
Proof. It is surjective by Theorem 2.17 (1). It is injective since we have the grading ℓθ such that ℓθ(C) =
n. 
We have the following immediate consequences.
Remark 2.20. Let i, j ∈ (Qσ)0 and w be a path from i to j.
• The path w has minimal θ-length if and only if there is no other path w′ from i to j such that
w ∼ w′C holds.
• If ℓθ(w) < n, then w is a path with minimal θ-length.
We consider the K-linear map
φ : R →֒ Γσ (2.2)
xi 7→ Ci (i ≥ 0).
Then φ is a ring homomorphism and Γσ is an R-algebra. Now, we are ready to prove Theorem 2.9.
Proof of Theorem 2.9. According to Lemma 2.11 and Corollary 2.19, the frozen Jacobian algebra Γσ has
a K-basis PQσ/∼ which consists of C
kw0(i, j) for k ∈ N≥0 and i, j ∈ (Qσ)0. Thus, for i, j ∈ (Qσ)0, there
is an isomorphism of R-modules:
R→ eiΓσej
r 7→ φ(r)w0(i, j).
It follows that Γσ =
⊕
i,j∈(Qσ)0
eiΓσej is a finitely generated free R-module. Consequently, the frozen
Jacobian algebra Γσ is an R-order. 
2.4. Combinatorial structures of frozen Jacobian algebras. In this section, we give an explicit
description of Γσ as a tiled order. Moreover, we prove that the frozen part eFΓσeF of Γσ is isomorphic
to Λ given in (1.1) for any triangulation σ, where eF is the sum of the idempotents at all frozen vertices
of Qσ.
We show that the minimal θ-length between two vertices does not depend on the triangulation by the
following proposition.
Proposition 2.21. Let σ and σ′ be two different triangulations of the polygon P . For any two edges
(Pi, Pi′ ), (Pj , Pj′ ) common to σ and σ
′, the minimal θ-length of paths from (Pi, Pi′) to (Pj , Pj′ ) in Qσ is
the same as the one in Qσ′ .
Proof. Consider the modified versions (Q′σ,W
′
σ, F ) and (Q
′
σ′ ,W
′
σ′ , F ). The two triangulations are related
by a sequence of flips which do not modify (Pi, Pi′) and (Pj , Pj′), so, without losing generality, we can
assume that the only difference between σ and σ′ is shown in Figure 4 and the other parts of σ and σ′ are
equal. Hence it is sufficient to prove that the minimal θ-lengths of paths between two different external
vertices in the diagrams of Figure 4 are the same.
ICE QUIVERS WITH POTENTIAL ASSOCIATED WITH TRIANGULATIONS OF POLYGONS 9
(Pk, Pl)(Pi, Pj)
(Pl, Pi)
(Pj , Pk)
α
β
γ
α′
β′
γ′
(Pi, Pj) (Pk, Pl)
(Pl, Pi)
(Pj , Pk)
α˜
β˜
γ˜′ α˜′
β˜′
γ˜
Figure 4. Triangulations σ and σ′
The reasoning can then be done case by case. By symmetry, we can consider minimal θ-length of paths
starting from (Pi, Pj):
• From (Pi, Pj) to (Pj , Pk), as ℓ
θ(βγ) < n, βγ is of minimal θ-length. Using the relation ∂αW
′
σ,
it is equivalent to a path w which still exists in σ′ and therefore the minimal θ-length of paths
from (Pi, Pj) to (Pj , Pk) is the same in σ
′;
• From (Pi, Pj) to (Pl, Pi), as ℓ
θ(βγ′) < n, βγ′ is of minimal θ-length. Moreover, ℓθ(α˜) = ℓθ(βγ′);
• From (Pi, Pj) to (Pk, Pl), by Corollary 2.19, βγ
′α′ ∼ w0((Pi, Pj), (Pk, Pl))C
l for some l ∈ N and
β′γα ∼ w0((Pk, Pl), (Pi, Pj))C
l′ , so
e(Pi,Pj)C
2 ∼ w0((Pi, Pj), (Pk, Pl))w0((Pk, Pl), (Pi, Pj))C
l+l′ .
Moreover, (Pi, Pj) and (Pk, Pl) are not in the same minimal cycle (as they are not incident to the
same vertex of P ), so l + l′ = 0 and βγ′α′ is of minimal θ-length. Finally, ℓθ(βγ′α′) = ℓθ(α˜γ˜β˜′).

Roughly speaking, the minimal θ-length of paths between two vertices of the quiver Qσ corresponding
to two edges of the triangulation reflects the angle we need to rotate one of the edges to make it coincide
with the other one. However, this is true only modulo n. Unfortunately, this description is not in general
enough to compute the minimal θ-length which can actually be bigger than n. Its explicit value is given
in the following proposition.
Proposition 2.22. Let (Pi, Pj) and (Pk, Pl) be two vertices in Qσ. The minimal θ-length of paths from
(Pi, Pj) to (Pk, Pl) is
k + l − i− j + nmin{δj>k + δi>l, δi>k + δj>l},
where δi>j =
{
1, if i > j,
0, if i ≤ j.
Proof. If {i, j} = {k, l} holds, then (Pi, Pj) and (Pk, Pl) are the same vertex. The minimal θ-length is 0.
Otherwise, if {i, j} ∩ {k, l} 6= ∅ holds, assume that i = k holds. It is easy to check that the minimal
θ-length from (Pi, Pj) to (Pi, Pl) is l − j + nδj>l. Indeed, thanks to Proposition 2.21, we can choose the
triangulation in which we do the computation. Thus, choose the one with edges (Pi, Pi′) for all i
′ not
equal or adjacent to i.
If i, j, k, l are distinct, let us prove that there exists a path from (Pi, Pj) to (Pk, Pl) with θ-length
k + l − i− j + nmin{δj>k + δi>l, δi>k + δj>l}.
By Proposition 2.21, the minimal θ-length of paths from (Pi, Pj) to (Pk, Pl) does not depend on the
triangulation. We can assume the triangulation contains the edges (Pi, Pj), (Pk, Pl), (Pi, Pk) and (Pi, Pl).
Consider the paths
w0((Pi, Pj), (Pi, Pl))w0((Pi, Pl), (Pk, Pl))
and
w0((Pi, Pj), (Pi, Pk))w0((Pi, Pk), (Pk, Pl))
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from (Pi, Pj) to (Pk, Pl). Since
ℓθ(w0((Pi, Pj), (Pi, Pl))) = l− j + nδj>l,
ℓθ(w0((Pi, Pl), (Pk, Pl))) = k − i+ nδi>k,
ℓθ(w0((Pi, Pj), (Pi, Pk))) = k − j + nδj>k
and
ℓθ(w0((Pi, Pk), (Pk, Pl))) = l − i+ nδi>l,
it follows that there exists a path of θ-length
k + l − i− j + nmin{δj>k + δi>l, δi>k + δj>l}
from (Pi, Pj) to (Pk, Pl).
Let us now prove by induction on the θ-length of a path w from (Pi, Pj) to (Pk, Pl) that this θ-length
is at least
k + l − i− j + nmin{δj>k + δi>l, δi>k + δj>l}.
When {i, j} = {k, l}, this is clear. When {i, j} 6= {k, l}, w is the composition of a path w′ from (Pi, Pj)
to (Pi, Pj′) and a path w
′′ from (Pi, Pj′) to (Pk, Pl) for some j
′ 6= j (or similarly, it can be realized as
the composition of a path w′ from (Pi, Pj) to (Pi′ , Pj) and a path w
′′ from (Pi′ , Pj) to (Pk, Pl) for some
i′ 6= i). By the induction hypothesis, we have
ℓθ(w) = ℓθ(w′) + ℓθ(w′′)
≥ j′ − j + nδj>j′ + k + l − i− j
′ + nmin{δj′>k + δi>l, δi>k + δj′>l}
= k + l − i− j + nmin{δj′>k + δi>l + δj>j′ , δi>k + δj′>l + δj>j′}
≥ k + l − i− j + nmin{δj>k + δi>l, δi>k + δj>l}.

In the rest of this section, we will give an explicit description of the frozen Jacobian algebra Γσ as a
tiled R-order given by θ-length.
For i, j, k ∈ (Qσ)0, there exists a non-negative integer d
j
i,k such that w0(i, j)w0(j, k) ∼ C
dji,kw0(i, k).
Then we have
ℓθi,j/n+ ℓ
θ
j,k/n− ℓ
θ
i,k/n = d
j
i,k∈ N. (2.3)
Using the ring homomorphism
R = K[x]→ K[t]
x 7→ tn,
we regard R as a subring of K[t]. We identify (Qσ)0 with {1, 2, . . . , 2n − 3} and F with {1, 2, . . . , n}.
Consider the R-module defined by
Γ′σ := (t
ℓθi,jR)i,j∈(Qσ)0 ⊂M2n−3(K[t]).
Since (2.3) implies that (tℓ
θ
i,jR)· (tℓ
θ
j,kR) ⊂ tℓ
θ
i,kR, Γ′σ is a R-subalgebra of M2n−3(K[t]). Moreover, we
get the following proposition.
Proposition 2.23. The frozen Jacobian algebra Γσ is isomorphic to Γ
′
σ as an R-algebra.
Proof. We consider the R-linear map
Ψ : Γ′σ → Γσ
rtℓ
θ
i,jEi,j 7→ φ(r)w0(i, j),
for any r ∈ R and i, j ∈ (Qσ)0, where φ is the homomorphism defined in (2.2) and Ei,j is the matrix
which has 1 in the (i, j)-entry and 0 elsewhere.
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The map Ψ sends the R-basis {tℓ
θ
i,jEi,j | i, j ∈ (Qσ)0} of Γ
′
σ to the R-basis {w0(i, j) | i, j ∈ (Qσ)0} of
Γσ and it is therefore an isomorphism of R-modules. Moreover, for i, j, i
′, j′ ∈ (Qσ)0, we have
Ψ(tℓ
θ
i,jEi,jt
ℓθ
i′,j′Ei′,j′) = Ψ(δj,i′t
ℓθi,j+ℓ
θ
i′,j′Ei,j′ ) = δj,i′C
ℓθi,j/n+ℓ
θ
i′,j′
/n−ℓθ
i,j′
/nw0(i, j
′)
= w0(i, j)w0(i
′, j′) = Ψ(tℓ
θ
i,jEi,j)Ψ(t
ℓθ
i′,j′Ei′,j′).
So Ψ is an isomorphism of R-algebras. 
By applying elementary matrix transformations to Γ′σ, we get the following corollary.
Theorem 2.24. Let k ∈ (Qσ)0. The frozen Jacobian algebra Γσ is isomorphic to the tiled R-order
(Definition 2.8) (
(xd
i
k,j )
)
i,j∈{1,...,2n−3}
.
Proof. Consider the diagonal matrix
Xk = diag
(
tℓ
θ
k,i
)
1≤i≤2n−3.
Then we have
XkΓ
′
σX
−1
k =
(
tℓ
θ
k,i(tℓ
θ
i,jR)t−ℓ
θ
k,j
)
i,j∈{1,...,2n−3}
=
(
tℓ
θ
k,i+ℓ
θ
i,j−ℓ
θ
k,jR
)
i,j∈{1,...,2n−3}
=
(
(xd
i
k,j )
)
i,j∈{1,...,2n−3}
.
Since Γσ is isomorphic to Γ
′
σ as an R-order by Proposition 2.23, it follows that Γσ is a tiled R-order
which is isomorphic to XkΓ
′
σX
−1
k . 
Let eF be the sum of the idempotents at all frozen vertices in Qσ. Consider the suborder
Λσ := eFΓσeF .
We get the following theorem.
Theorem 2.25. The two R-orders Λσ and Λ are isomorphic.
Proof. Consider the matrix
X ′ = diag
(
xδi,n
)
1≤i≤2n−3
X1
where X1 is defined in the proof of Theorem 2.24. We get
X ′Γ′σX
′−1 =
(
(xd
i
1,j+δi,n−δj,n)
)
i,j∈{1,...,2n−3}
.
Under the isomorphism Ψ : Γ′σ → Γσ, the idempotent eF ∈ Γσ corresponds to
EF :=
[
Idn 0
0 0n−3
]
(2n−3)×(2n−3)
∈ Γ′σ.
Thus we have
Λσ ∼= EFΓ
′
σEF
∼= X ′EFΓ
′
σEFX
′−1 ∼= EFX
′Γ′σX
′−1EF ∼=
(
(xd
i
1,j+δi,n−δj,n)
)
i,j∈{1,...,n}
.
We only have to show that (xd
i
1,j+δi,n−δj,n) coincides with the (i, j)-entry of Λ.
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According to our notation, if 1 ≤ i ≤ n − 1, the vertex i of Qσ corresponds to the side (Pi, Pi+1) of
the polygon and the vertex n corresponds to (P1, Pn). Using Proposition 2.22, if we denote p
+ = p + 1
if p < n and n+ = 1, we get
di1,j =
ℓθ1,i + ℓ
θ
i,j − ℓ
θ
1,j
n
= min(δ2>i + δ1>i+ , δ1>i + δ2>i+) + min(δi+>j + δi>j+ , δi>j + δi+>j+)
−min(δ2>j + δ1>j+ , δ1>j + δ2>j+)
= 0 +min(δi+>j + δi>j+ , δi>j + δi+>j+)− 0
=


1− δj,n−1 − δj,n, if i = n,
1− δi,1 − δi,n, if j = n,
δi>j + δi>j+1, if n /∈ {i, j}
= δi>j + δi>j+1 + δj,nδi>1 − δi,n.
Thus, di1,j + δi,n − δj,n = δi>j + δi>j+1 − δj,nδi,1 and Λ = ((x
di1,j+δi,n−δj,n))i,j∈{1,...,n} holds. 
3. Cohen-Macaulay Modules over Λ
Let Λ be the R-order defined in (1.1). The aim of this section is to study the representation theory of Λ
and its connection to triangulations of P and the cluster category of type An−3. In particular, we classify
all Cohen-Macaulay Λ-modules and construct a bijection between the set of the isomorphism classes of all
indecomposable Cohen-Macaulay Λ-modules and the set of all sides and diagonals of the polygon P . We
then show that the stable category CM(Λ) of Cohen-Macaulay Λ-modules is 2-Calabi-Yau and CM(Λ) is
triangle-equivalent with the cluster category of type An−3.
Throughout, we denote DK := HomK(−,K), DR := HomR(−, R) and (−)
∗ := HomΛ(−,Λ).
3.1. Classification of Cohen-Macaulay Λ-modules. It is easy to check that the quiver of Λ is given
as follows:
3
21
n
n− 1
xE3,2
xE2,1
x−1E1,n
xEn,n−1
En−1,n
x2En,1
E1,2
E2,3
This helps to prove the following theorem.
Theorem 3.1. (1) A Cohen-Macaulay Λ-module is indecomposable if and only if it is isomorphic to
(i, j) = [
i︷ ︸︸ ︷
R · · ·R
j−i︷ ︸︸ ︷
(x) · · · (x)
n−j︷ ︸︸ ︷
(x2) · · · (x2)]t
for some 1 ≤ i < j ≤ n.
(2) Any Cohen-Macaulay Λ-module is isomorphic to
⊕
i,j(i, j)
li,j for some non-negative integers li,j.
Moreover, li,j are uniquely determined.
Remark 3.2. Theorem 3.1 shows that Krull-Schmidt-Azumaya property is valid in this case. This is
interesting by itself since our base ring R = K[x] is not even local, and in such a case, Krull-Schmidt-
Azumaya property usually fails.
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(2, n) (1, 3) (2, 4) (n
2
− 1, n
2
+ 1) (n
2
,
n
2
+ 2)
(3, n) (1, 4) (n
2
− 1, n
2
+ 2)
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2
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2
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(4, n − 1) (5, n) (n
2
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2
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2
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2
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Figure 5. CM(Λ) for even n
(1, 2) (2, 3) (3, 4) (n+1
2
,
n+3
2
)
(1, 3) (2, 4) (n−1
2
,
n+3
2
) (n+1
2
,
n+5
2
)
(3, n) (1, 4) (2, 5) (n−1
2
,
n+5
2
)
(4, n) (1, 5) (n−3
2
,
n+5
2
) (n−1
2
,
n+7
2
)
(n+1
2
,
n+7
2
) (n+3
2
,
n+9
2
) (2, n − 1) (3, n)
(n+1
2
,
n+5
2
) (n+3
2
,
n+7
2
) (n+5
2
,
n+9
2
) (2, n) .
(n+3
2
,
n+5
2
) (n+5
2
,
n+7
2
) (1, n) (1, 2)
Figure 6. CM(Λ) for odd n
Remark 3.3. (1) When n is an even number, the category CM(Λ) is presented by the quiver of Figure
5. This quiver has the shape of a Mo¨bius strip. Its first and last rows consist of n/2 projective-injective
Cohen-Macaulay Λ-modules respectively, with ⌈(n− 3)/2⌉ τ -orbits between them.
(2) When n is an odd number, the category CM(Λ) is presented by the quiver of Figure 6. After
completion, this is the Auslander-Reiten quiver of CM(Λ⊗RKJxK), c.f. proof of Theorem 4.3.
In order to prove Theorem 3.1, we need the following lemmas.
Lemma 3.4. For any matrix M ∈Mk(R), there exists an invertible matrix G ∈ GLk(R) such that MG
is upper triangular.
Proof. Take two elements A,B ∈ R such that B 6= 0. Write A = BQ+ S the usual Euclidean division of
A by B. We have [
A B
] [ 1 0
−Q 1
]
=
[
S B
]
,
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so by using the usual Euclidean algorithm, there is an invertible 2× 2 matrix G0 such that[
A B
]
G0 =
[
0 gcd(A,B)
]
.
This observation permits to apply an analogous to the Gaussian elimination method to the matrix M by
right multiplication to obtain an upper triangular matrix. 
Definition 3.5. An element v ∈ Rk is called basis-adapted if it is part of an R-basis of Rk. It is equivalent
to say that the standard coordinates of v generate R as an ideal.
Let M ∈Mk(R). An element v ∈ R
k is called critical of degree d for M if v is basis-adapted and Mv
is of the form xdw where w is basis-adapted.
Lemma 3.6. If M and N are two upper triangular matrices in Mk(R) satisfying that MN = x
2 Id, then
there exists two invertible upper triangular matrices G and H such that GMH is a diagonal matrix with
diagonal entries in {1, x} or M admits a critical vector of degree 2.
Proof. Up to scalar multiplications, we can suppose that the diagonal entries of M and N are powers of
x.
If one of the diagonal entries of M is x2, then the corresponding entry of N is 1. Thus, N admits a
critical vector v of degree 0. As MN = x2 Id, Nv is a critical vector of degree 2 of M .
Suppose now that all the diagonal entries of M are x. Up to right multiplication by an invertible
upper triangular matrix, we can suppose that all elements outside of the diagonal are scalars. It is then
the same for N . Therefore, if N 6= x Id, N admits a critical vector v of degree 0 (take the basis vector ei
for a column of N containing a nonzero scalar). Thus M admits the critical vector Nv of degree 2.
Suppose finally that the diagonal entries of M are x and 1. Up to right and left multiplications by
invertible upper triangular matrices, we can suppose thatM contains only scalars outside of the diagonal,
and moreover that nonzero scalars Mij appear only if Mii = Mjj = x. Thus, we can apply the previous
case to the submatrix consisting of rows and columns whose diagonal entries are x. 
Lemma 3.7. Consider M1,M2, . . . ,Ml, N1, N2, . . . , Nl ∈Mk(R) satisfying M1M2 . . .Ml = x
2 Id and for
each i ∈ {1, 2, . . . , l}, MiNi = x Id. There exist G0 = Gl, G1, G2, . . . , Gl−1 ∈ GLk(R) such that for each
i ∈ {1, 2, . . . , l}, G−1i MiGi−1 and G
−1
i−1NiGi are diagonal matrices with diagonal entries in {1, x}.
Proof. As each Mi is invertible if we pass to the fraction field of R, it is easy to see that the relation
MiMi+1 · · ·MlM1 · · ·Mi−1 = x
2 Id
is satisfied for every i ∈ {1, 2, . . . , l}.
Thus we can suppose that there is an m ∈ N∗ such that M1M2 · · ·Mm has a critical vector v of degree
2 while M1M2 · · ·Mm−1 and M2M3 · · ·Mm have no critical vector of degree 2.
Up to replacing M1 by some GM1, Ml by MlG
−1, Mm by MmH and Mm+1 by H
−1Mm+1 (and the
N ’s similarly) for G,H ∈ GLk(R), we can then suppose that
M1M2 · · ·Mm =
[
x2 L
0 M ′
]
for some matrices M ′ and L (and v is the first basis vector). Moreover, applying Lemma 3.4, we can
suppose that M ′ is upper triangular.
Using again Lemma 3.4, for some G ∈ GLk(R), replacing M1 by M1G, N1 by G
−1N1, M2 by G
−1M2
and N2 by N2G, we can suppose that M1 and N1 are upper triangular. Then, in the same way, without
modifyingM1 and N1, we can suppose thatM2 and N2 are upper triangular and so on untilMm−1. Thus,
as M1 · · ·Mm is upper triangular, Mm and Nm are also upper triangular. Note that we did not change
M1M2 · · ·Mm. We can do the same for Mm+1, . . . , Ml−1 without changing the product Mm+1 · · ·Ml
and get for free that Ml is upper triangular.
As a consequence, for i ∈ J1, lK we can write
Mi =
[
ti Li
0 M ′i
]
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where the ti’s are 1 or x. More precisely, t1 = tm = x and tj = 1 for j /∈ {1,m}. Indeed, the first basis
vector is critical of degree 2 for M1 · · ·Mm but M1 · · ·Mm−1 and M2 · · ·Mm have no critical vectors of
degree 2. Thanks to Lemma 3.6, there are two upper triangular invertible matrices G and H such that
GM2 . . .MmH is diagonal with 1 and x on the diagonal. So we suppose that M2 . . .Mm is diagonal with
1 and x on the diagonal.
As M2 · · ·Mm and M2 · · ·MlM1 are diagonal, Mm+1 · · ·MlM1 is also diagonal.
As upper triangular matrices M2, M3, . . . , Mm−1, Mm+1, . . . , Ml have 1 in the upper left corner, we
can, up to multiplication on the right by invertible upper triangular matrices suppose that they are of
the form
Mi =
[
1 0
0 M ′i
]
without changing the products M2 · · ·Mm and Mm+1 · · ·MℓM1
As M2M3 · · ·Mm is diagonal, we automatically get that Mm is of the form
Mm =
[
x 0
0 M ′m
]
and in the same way
M1 =
[
x 0
0 M ′1
]
.
Applying inductively the same method on the M ′i ’s, we prove the existence of the expected Gi’s. 
Proof of Theorem 3.1. The quiver of Λ is the double quiver of a cycle of length n. Call the arrows in one
direction αi and the other βi. A quick analysis shows that αiβi = x, βiαi = x and αnαn−1 . . . α1 = x
2
so using Lemma 3.7 we get that any Cohen-Macaulay Λ-module is “diagonalizable”. In particular, any
indecomposable has rank 1 over R at each vertex. Looking carefully at the proof of Lemma 3.7, we get for
free that there are 1 or 2 changes of degree when we multiply by α (they are determined by the positions
of 1 and m in the previous proof, up to the cyclic rotation that has been done at the beginning).
For the uniqueness of the decomposition, just notice that the endomorphism algebra of each indecom-
posable object is R. Moreover, any endomorphism factorizing through another indecomposable is in the
ideal (x). Thus, if we denote Λˆ = KJxK⊗R Λ, and consider the functor KJxK⊗R− : modΛ → mod Λˆ,
non-isomorphic indecomposable objects are mapped to non-isomorphic objects, which are also indecom-
posable using explicitly the classification we did. Moreover, the endomorphism rings of the objects
KJxK⊗R(i, j) are local so we get the uniqueness of the decomposition of objects in the essential image
of the functor KJxK⊗R−. Therefore, we proved the uniqueness of the decomposition in CM(Λ). 
In the following, let S be the set of all sides and diagonals of the polygon P and E be the set of the
isomorphism classes of all indecomposable Cohen-Macaulay Λ-modules. According to Theorem 3.1, each
indecomposable Cohen-Macaulay Λ-module is of the form (s, t) for 1 ≤ s < t ≤ n. On the other hand,
each side or diagonal of the polygon P can also be denoted as a pair (Ps, Pt) for (1 ≤ s < t ≤ n). In
particular, they correspond bijectively. This bijection ǫ : S → E can be given in terms of the frozen
Jacobian algebras.
Theorem 3.8. For any triangulation σ and (Ps, Pt) ∈ σ (1 ≤ s < t ≤ n), the vertex j = (Ps, Pt) satisfies
that
eFΓσej ∼= (s, t) = [
s︷ ︸︸ ︷
R · · ·R
t−s︷ ︸︸ ︷
(x) · · · (x)
n−t︷ ︸︸ ︷
(x2) · · · (x2)]t
as Λ-modules. Hence, ǫ σ can be rewritten as
ǫ σ : σ → E
j 7→ eFΓσej.
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Proof. Let σ be a triangulation with (Ps, Pt) ∈ σ and the vertex j ∈ (Qσ)0 corresponding to (Ps, Pt). By
taking X ′ as in Theorem 2.25, we have
eFΓσej ∼= EFX
′Γ′σX
′−1Ej,j
∼=
[
(xd
1
1,j+δ1,n−δj,n) (xd
2
1,j+δ2,n−δj,n) · · · (xd
n
1,j+δn,n−δj,n)
]t
.
In the rest, we calculate di1,j + δi,n − δj,n for 1 ≤ i ≤ n. If j ∈ F , the computation has been done in
the proof of Theorem 2.25.
Assume that j ∈ (Qσ)0 r F . First, suppose that 1 ≤ i ≤ n − 1. By (2.3), we have d
i
1,j = ℓ
θ
1,i/n +
ℓθi,j/n− ℓ
θ
1,j/n. Recall that 1 = (P1, P2), i = (Pi, Pi+1) and j = (Ps, Pt). By Proposition 2.22, we get
ℓθ1,i = i+ (i+ 1)− 1− 2 + nmin{δ1>i + δ2>i+1, δ1>i+1 + δ2>i} = 2i− 2,
ℓθi,j = s+ t− i− (i+ 1) + nmin{δi>s + δi+1>t, δi>t + δi+1>s},
ℓθ1,j = s+ t− 1− 2 + nmin{δ1>s + δ2>t, δ1>t + δ2>s} = s+ t− 3.
Since t ≥ s+ 2, we have
di1,j + δi,n − δj,n = d
i
1,j = min{δi>s + δi+1>t, δi>t + δi+1>s}
=


0, if 1 ≤ i ≤ s,
1, if s < i ≤ min{t, n− 1},
2, if t < i ≤ n− 1.
Secondly, when i = n, one can calculate
di1,j + δi,n − δj,n = d
i
1,j + 1 = min{δ1>s + δn>t, δ1>t + δn>s}+ 1
=
{
2, if t < n,
1, if t = n.
Therefore, eFΓσej ∼= [
s︷ ︸︸ ︷
R · · ·R
t−s︷ ︸︸ ︷
(x) · · · (x)
n−t︷ ︸︸ ︷
(x2) · · · (x2)]t holds. 
Theorem 3.9. For a triangulation σ, consider the Cohen-Macaulay Λ-module Tσ defined by
Tσ := eFΓσ ∼=
⊕
(Ps,Pt)∈σ
ǫ(Ps, Pt)
where the sum runs over the sides and diagonals appearing in σ. Through right multiplication, there is a
canonical isomorphism
EndΛ(Tσ) ∼= Γ
op
σ .
Proof. As Λ-modules,
Tσ ∼= Λ⊕ eFΓσ(1 − eF ).
Then we have
EndΛ(Tσ) ∼=
[
HomΛ(Λ, eFΓσ) HomΛ(eFΓσ(1− eF ), eFΓσ)
]
∼=
[
eFΓ
op
σ HomΛ(eFΓσ(1− eF ), eFΓσ)
]
.
By Proposition 2.23, as an R-order, Γσ is isomorphic to Γ
′
σ = (t
ℓθi,jR)i,j∈(Qσ)0 . So
HomΛ(eFΓσeh, eFΓσek) ∼= HomΛ(EFΓ
′
σEh,h, EFΓ
′
σEk,k)
holds for h, k ∈ (Qσ)0.
By right multiplication, there is a canonical embedding
Eh,hΓ
′ op
σ Ek,k →֒ HomΛ(EFΓ
′
σEh,h, EFΓ
′
σEk,k).
Since
ℓθh,k = max
i∈F
{ℓθi,k − ℓ
θ
i,h}
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holds by Theorem 2.17(2), this embedding is in fact surjective. Thus we have
HomΛ(eFΓσeh, eFΓσek) ∼= ehΓ
op
σ ek. (3.1)
Therefore, the right multiplication induces an isomorphism EndΛ(Tσ) ∼= Γ
op
σ . 
Next, we study the non-split short exact sequences of indecomposable Cohen-Macaulay Λ-modules and
the relation with diagonals of triangulations.
Lemma 3.10. The non-split extensions of indecomposable Cohen-Macaulay Λ-modules are of the form
0 −→ (s, t) −→ (s, t′)⊕ (s′, t) −→ (s′, t′) −→ 0
with s < s′ < t < t′, or
0 −→ (s, t) −→ (s′, s)⊕ (t′, t) −→ (s′, t′) −→ 0
with s′ < s < t′ < t.
Proof. By using the classification of indecomposable Cohen-Macaulay Λ-modules in Theorem 3.8, since
the rank over R of any indecomposable object of CM(Λ) is n, any extension of indecomposable Cohen-
Macaulay Λ-modules can be written as
0 −→ (u, v) −→ (u′, v′)⊕ (u′′, v′′) −→ (u′′′, v′′′) −→ 0.
Multiplying powers of x, it can be written in the following form:
0 −→


(xa1 )
(xa2 )
...
(xan)



P1
P2


−−−−→


(xb1 )
(xb2 )
...
(xbn)

⊕


(xc1)
(xc2)
...
(xcn)


[
Q1 −Q2
]
−−−−−−−−−→


(xd1)
(xd2)
...
(xdn)

 −→ 0,
where P1, P2, Q1 and Q2 are polynomials with a nonzero constant term such that P1Q1 = P2Q2 and
ai+1 − ai, bi+1 − bi, ci+1 − ci, di+1 − di ∈ {0, 1} for all 1 ≤ i ≤ n.
As the morphisms are well-defined, we have ai ≥ bi, ai ≥ ci, bi ≥ di and ci ≥ di. Since
[
Q1 −Q2
]
is surjective, it follows that di = bi or di = ci for any i = 1, . . . , n. Thus di = min{bi, ci}. Moreover
gcd(Q1, Q2) = 1.
It is clear that
ker
[
Q1 −Q2
]
=


(xmax{b1,c1})
(xmax{b2,c2})
...
(xmax{bn,cn})

 [Q2 Q1].
Since the sequence is exact, it follows that there is a polynomial Wi satisfying x
aiWiP1 = x
max{bi,ci}Q2
and xaiWiP2 = x
max{bi,ci}Q1 for 1 ≤ i ≤ n. As the smallest degree of terms of Wi is non-negative, we
have ai ≤ max{bi, ci}. Thus, we get ai = max{bi, ci}. As gcd(Q1, Q2) = 1, we also get, up to scalar
renormalization, that Wi = 1, P1 = Q2 and P2 = Q1.
When the middle term of an exact sequence is of the form (i, j) ⊕ (i′, j′) with i < j and i′ < j′,
according to the above observation, the exact sequence can only be
0 −→ (min{i, i′},min{j, j′}) −→ (i, j)⊕ (i′, j′) −→ (max{i, i′},max{j, j′}) −→ 0.
When the middle term of an exact sequence is of the form (i, j) ⊕ x(i′, j′) with i < j and i′ < j′,
according to the above observation, the exact sequence can only be
0 −→ x(min{i′, j}, j′) −→ (i, j)⊕ x(i′, j′) −→ (i,max{i′, j}) −→ 0.
When the middle term of an exact sequence is of the form (i, j) ⊕ xd(i′, j′) with i < j, i′ < j′ and
d ≥ 2, according to the above observation, the exact sequence can only be
0 −→ xd(i′, j′) −→ (i, j)⊕ xd(i′, j′) −→ (i, j) −→ 0.
Observe finally, thanks to the previous analysis, that if the middle term of the short exact sequence
was isomorphic to the direct sum of the two external terms, the short exact sequence would split. 
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According to Lemma 3.10, we can get the following proposition.
Proposition 3.11. For any two indecomposable Cohen-Macaulay Λ-modules (s, t) and (s′, t′), the fol-
lowing statements are equivalent:
(1) Ext1Λ((s, t), (s
′, t′)) 6= 0;
(2) Ext1Λ((s
′, t′), (s, t)) 6= 0;
(3) the two diagonals (Ps, Pt) and (Ps′ , Pt′) are crossing.
Proof. By Lemma 3.10, (2) is equivalent to s < s′ < t < t′ or s′ < s < t′ < t holds. This is clearly
equivalent to (3). 
We now need to recall the definition of cluster tilting objects.
Definition 3.12. Let C be a triangulated or exact category. An object T in C is said to be cluster tilting
if
addT = {Z ∈ C | Ext1C(T, Z) = 0} = {Z ∈ C | Ext
1
C(Z, T ) = 0},
where addT is the set of finite direct sums of direct summands of T .
Theorem 3.13. The map σ → Tσ gives a one-to-one correspondence between the set of triangulations
of the polygon and the set of isomorphism classes of basic cluster tilting objects in CM(Λ).
Proof. Let σ be a set of diagonals and Tσ the corresponding object in CM(Λ). By Proposition 3.11, any
two diagonals in σ are non-crossing if and only if Ext1Λ(Tσ, Tσ) = 0. Thus, σ is a triangulation if and only
if any diagonal which is non-crossing to all diagonals of σ belongs to σ if and only if any indecomposable
X ∈ CM(Λ) satisfying Ext1Λ(Tσ, X) = 0 belongs to addTσ if and only if Tσ is cluster tilting. 
Theorem 3.8 and 3.13 show that the category CM(Λ) is very similar to the cluster category of type
An−3. In the rest to this section, we give an explicit connection. First, we recall some usual facts about
cluster categories. The cluster category is defined in [9] as follows.
Definition 3.14. For an acyclic quiver Q, the cluster category C(KQ) is the orbit category Db(KQ)/F
of the bounded derived category Db(KQ) by the functor F = τ−1[1], where τ denotes the Auslander-
Reiten translation and [1] denotes the shift functor. The objects in C(KQ) are the same as in Db(KQ),
and the morphisms are given by
HomC(KQ)(X,Y ) =
⊕
i∈Z
HomDb(KQ)(F
iX,Y ),
where X and Y are objects in Db(KQ). For f ∈ HomC(KQ)(X,Y ) and g ∈ HomC(KQ)(Y, Z), the
composition is defined by
(g ◦ f)i =
∑
i1+i2=i
gi1 ◦ F
i1(fi2)
for all i ∈ Z.
In [22], Happel proves that Db(KQ) has Auslander-Reiten triangles. For a Dynkin quiver Q, he shows
in [21] that the Auslander-Reiten quiver of Db(KQ) is Z∆ where ∆ is the underlying Dynkin diagram of
Q. Then the Auslander-Reiten quiver of C(KQ) is Z∆/ϕ, where ϕ is the graph automorphism induced by
τ−1[1]. In type An−3, the Auslander-Reiten quiver of C has the shape of a Mo¨bius strip with ⌈(n− 3)/2⌉
τ -orbits. As a quiver, it is the same as the quiver of CM(Λ) (see Theorem 3.1).
Recall that a triangulated category is said to be algebraic if it is the stable category of a Frobenius
category. Let us state the following result by Keller and Reiten.
Theorem 3.15 ([31, Introduction and Appendix]). If K is a perfect field and C an algebraic 2-Calabi-
Yau triangulated category containing a cluster tilting object T with EndC(T ) ∼= KQ hereditary, then there
is a triangle-equivalence C(KQ)→ C.
By using the above statements, we can show the following triangle-equivalences between cluster cate-
gories of type A and stable categories of Cohen-Macaulay modules.
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Theorem 3.16. Let Λ be the R-order given in (1.1).
(1) The stable category CM(Λ) is 2-Calabi-Yau.
(2) If K is perfect, then there is a triangle-equivalence C(KQ) ∼= CM(Λ) for a quiver Q of type An−3.
Proof. We will prove (1) in the next subsection independently.
Take the triangulation σ whose set of diagonals is {(P1, P3), (P1, P4), · · · , (P1, Pn−1)}. The full sub-
quiver Q of Qσ with the set of vertices Qσ,0 r F is a quiver of type An−3. Thus, we have
Γopσ /(eF )
∼= (KQ)op.
By Theorem 3.9, for the cluster tilting object Tσ, we have the following isomorphism
EndΛ(Tσ)
∼= Γopσ /(eF ).
Then, by Theorem 3.15, we have C ((KQ)op) ∼= CM(Λ). 
3.2. Proof of Theorem 3.16 (1). In this subsection, we prove the 2-Calabi-Yau property of the stable
category CM(Λ). Before, we recall some general definitions and facts about Cohen-Macaulay modules as
follows. Let R = K[x] be a polynomial ring over a field K and A an R-order.
Definition 3.17. We call X an injective Cohen-Macaulay A-module if Ext1A(Y,X) = 0 for any Y ∈
CM(A), or equivalently, X ∈ add(HomR(A
op, R)). Denote by injA the category of injective Cohen-
Macaulay A-modules.
An R-order A is Gorenstein if HomR(AA, R) is a projective as a left A-module, or equivalently, if
HomR(AA,R) is projective as a right A-module.
We have an exact duality DR : CM(A
op)→ CM(A). The Nakayama functor is defined here by
ν : projA
(−)∗
−−−→ projAop
DR−→ injA,
which is isomorphic to (DRA)⊗A−. For any Cohen-Macaulay A-module X , consider a projective pre-
sentation
P1
f
−→ P0 → X → 0.
We apply (−)∗ : modA→ modAop to the projective presentation to get the following exact sequence:
0 −→ X∗ −→ P ∗0
f∗
−→ P ∗1 −→ coker(f
∗) −→ 0.
We denote coker(f∗) by TrX and we get Im(f∗) = ΩTrX , where Ω is the syzygy functor: modAop →
modAop. Then we apply DR : CM(A
op)→ CM(A) to
0 −→ X∗ −→ P ∗0
f∗
−→ ΩTrX −→ 0
and denote τX := DR ΩTrX . Thus, we get the exact sequence
0 −→ τX −→ νP0 −→ νX −→ 0. (3.2)
For an R-order A, if K(x)⊗RA is a semisimple K(x)-algebra, then we call A an isolated singularity.
By using the notions above, we have the following well-known results in Auslander-Reiten theory.
Theorem 3.18 ([4, 38, 39]). Let A be an R-order. If A is an isolated singularity, then
(1) [4, Chapter I, Proposition 8.3] The construction τ gives an equivalence CM(A)→ CM(A), where
CM(A) is the quotient of CM(A) by the ideal of maps which factor through injective objects.
(2) [4, Chapter I, Proposition 8.7] For X,Y ∈ CM(A), there is a functorial isomorphism
HomA(X,Y )
∼= DK Ext
1
A(Y, τX).
For Gorenstein orders, we have the following nice properties.
Proposition 3.19. Assume that A is a Gorenstein isolated singularity, then we have
(1) CM(A) is a Frobenius category;
(2) CM(A) is a K-linear Hom-finite triangulated category;
(3) τ = Ων = [−1] ◦ ν.
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Proof. (1) The projective objects in CM(A) are just projective A-modules. They are also injective objects.
Since each finitely generated A-module is a quotient of a projective Λ-module, it follows that CM(A) is
a Frobenius category; (2) is due to [21] and [41, Lemma 3.3]; (3) is a direct consequence of (3.2). 
The order Λ is Gorenstein. Indeed, as (graded) left Λ-modules,
DR(ΛΛ) = HomR




R R R · · · R R (x−1)
(x) R R · · · R R R
(x2) (x) R · · · R R R
...
...
...
. . .
...
...
...
(x2) (x2) (x2) · · · R R R
(x2) (x2) (x2) · · · (x) R R
(x2) (x2) (x2) · · · (x2) (x) R


, R


can be identified with

R (x−1) (x−2) · · · (x−2) (x−2) (x−2)
R R (x−1) · · · (x−2) (x−2) (x−2)
R R R · · · (x−2) (x−2) (x−2)
...
...
...
. . .
...
...
...
R R R · · · R (x−1) (x−2)
R R R · · · R R (x−1)
(x) R R · · · R R R


= ΛG−1,
where
G =


0 0 . . . 0 1 0
0 0 . . . 0 0 1
x2 0 . . . 0 0 0
0 x2 . . . 0 0 0
...
...
. . .
...
...
...
0 0 . . . x2 0 0


.
Therefore DR(ΛΛ) is a projective (left) Λ-module.
According to Theorem 3.18 and Proposition 3.19, we have
HomΛ(X,Y )
∼= DK HomΛ(Y, νX)
for X,Y ∈ CM(Λ). Thus ν = (DR Λ)⊗Λ− is a Serre functor. We want to prove that
(DR Λ)⊗
Λ
− ∼= Ω−2(−).
Thanks to the previous discussion, there is an isomorphism of Λ-modules:
f : Λ→ DR(ΛΛ), µ 7→ µG
−1.
We define the automorphism α of Λ by α(λ) = G−1λG for λ ∈ Λ. The automorphism α corresponds
to a 4π/n counterclockwise rotation of the quiver of Λ shown in Remark 3.3. In fact, if
λ =


λ11 λ12 . . . λ1n−2 λ1n−1 x
−1λ1n
xλ21 λ22 . . . λ2n−2 λ2n−1 λ2n
x2λ31 xλ32 . . . λ3n−2 λ3n−1 λ3n
...
...
. . .
...
...
...
x2λn−21 x
2λ12 . . . λn−2n−2 λn−2n−1 λn−2n
x2λn−11 x
2λn−12 . . . xλn−1n−2 λn−1n−1 λn−1n
x2λn1 x
2λn2 . . . x
2λnn−2 xλnn−1 λnn


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be an element in Λ, where λij ∈ R for i, j ∈ {1, 2, . . . , n}, then
α(λ) =


λ33 λ34 . . . λ3n λ31 x
−1λ32
xλ43 λ44 . . . λ4n λ41 λ42
x2λ53 xλ54 . . . λ5n λ51 λ52
...
...
. . .
...
...
...
x2λn3 x
2λn4 . . . λnn λn1 λn2
x2λ13 x
2λ14 . . . xλ1n λ11 λ12
x2λ23 x
2λ24 . . . x
2λ2n xλ21 λ22


.
Let A and B be two R-orders. We define ϑMς for an (A,B)-bimodule M , ϑ ∈ Aut(A) and ς ∈ Aut(B)
as follows: ϑMς :=M as a vector space and the (A,B)-bimodule structure is given by
a×m× b = ϑ(a)mς(b)
for m ∈ ϑMς and a ∈ A, b ∈ B. Since ϑ ∈ Aut(A), ϑ(−) is an automorphism of modA.
Considering the bimodule structures of 1Λα and 1(DR Λ)α−1 , we get the following proposition.
Proposition 3.20. The above f : Λ→ DR Λ gives an isomorphism of Λ-bimodules
1Λα ∼= DR Λ.
Proof. Clearly, f preserves the left action of Λ. Moreover, it preserves the right action since for λ, µ ∈ Λ,
we have
f(µα(λ)) = f(µ(P−1λP )) = µ(P−1λP )P−1 = µP−1λ = f(µ)λ.

By using the isomorphism of Proposition 3.20, we find the following description of the Nakayama
functor ν.
Lemma 3.21. We have an isomorphism ν ∼= α−1(−) of functors CM(Λ)→ CM(Λ).
Proof. Since DR Λ ∼= 1Λα, it follows that ν ∼= 1Λα⊗Λ−. On the other hand, we have an isomorphism
H : 1Λα⊗Λ− ∼= α−1(−) given by λ⊗m 7→ α
−1(λ)(m). Thus the assertion follows. 
Let T = K[X,Y ] be a polynomial ring of two variables over the field K and S = T/(p) be the quotient
ring with respect to a polynomial p.
We define a Z/nZ-grading on T by setting deg(X) = 1 (mod n) and deg(Y ) = −1 (mod n). This
makes T a Z/nZ-graded algebra
T =
⊕
i∈Z/nZ
Ti = T0 ⊕ T1 ⊕ . . .⊕ Tn−1.
Suppose that p is homogeneous of degree d with respect to this grading. Then the quotient ring
S := T/(p) = S0 ⊕ S1 ⊕ . . .⊕ Sn−1
has a natural structure of a Z/nZ-graded algebra. The following result can be easily established from
classical results about matrix factorization. For the convenience of the reader, we include a short argu-
ment.
Theorem 3.22 ([41]). In CMZ/nZ(S), there is an isomorphism of autoequivalences [2] ∼= (−d).
Proof. For M ∈ CMZ/nZ(S), using a similar argument than in [41, Proposition 7.2], the Auslander-
Buchsbaum formula
proj. dimT (M) = depth(T )− depthT (M) = 1
induces the existence of graded T -modules
U =
k⊕
i=1
T (ji) and V =
k⊕
i=1
T (j′i),
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B ∈ Hommod Z/nZT (U(d), V ), C ∈ Hommod Z/nZT (V, U) and π ∈ Hommod Z/nZT (U,M) such that
0→ V
C
−→ U
π
−→M → 0
is a short exact sequence of graded T -modules, CB = p IdU : U(d)→ U , BC(d) = p IdV : V (d)→ V and
· · ·
C(2d)⊗S
−−−−−−→U(2d)⊗
T
S
B(d)⊗S
−−−−−→ V (d)⊗
T
S
C(d)⊗S
−−−−−→ U(d)⊗
T
S
B⊗S
−−−−→ V ⊗
T
S
C⊗S
−−−−→ U¯ ⊗S
π
−→M → 0
is an exact sequence in CMZ/nZ(S) (the d-shifts come from the fact that CB and BC are homogeneous
of degree d). Then, we conclude that Ω2(M) is functorially isomorphic to coker(C(d)⊗S) ∼= M(d) in
CMZ/nZ(S). 
Setting p := Xn−2−Y 2, we have S = T/(Xn−2−Y 2). Identifying R = K[x] to the subalgebra K[XY ]
of S via x 7→ XY , we regard S as an R-algebra and we get the following lemma.
Lemma 3.23. We have
Si =
{
RX
i
, if i ∈ {0, 1, . . . , n− 2},
RY , if i = n− 1.
Proof. Any element in S can be written as
∑
c,d λc,dX
cY d, where c, d run over the set of non-negative inte-
gers and λc,d ∈ K. Let i ∈ {0, 1, . . . , n−2}. For an element
∑
c,d λc,dX
cY d in Si, we have deg(X
cY d) = i
(mod n), which means c− d = i (mod n). So c = d+ i+ tn holds for some integer t. If t ≥ 0, then
XcY d = Xd+i+tnY d = (XY )d+2tX i.
If t < 0, then
XcY d = XcY c−i−tn = (XY )c−t(n−2)−iX i.
Therefore, Si = K[XY ]X
i
. In particular, the degree 0 part S0 = K[XY ] is isomorphic to R as a ring.
Similarly, we have Sn−1 = K[XY ]Y . Hence, we have Si
∼= R as R-module for each i ∈ Z/nZ. 
We define the R-order S[n] as a subalgebra of Mn(S) as follows:
S[n] =


S0 S1 S2 · · · Sn−2 Sn−1
Sn−1 S0 S1 · · · Sn−3 Sn−2
Sn−2 Sn−1 S0 · · · Sn−4 Sn−3
...
...
...
. . .
...
...
S2 S3 S4 · · · S0 S1
S1 S2 S3 · · · Sn−1 S0


.
Proposition 3.24. We have an isomorphism S[n] → Λ of R-algebras.
Proof. According to Lemma 3.23, we have
S[n] =


R RX RX
2
· · · RX
n−2
RY
RY R RX · · · RX
n−3
RX
n−2
RX
n−2
RY R · · · RX
n−4
RX
n−3
...
...
...
. . .
...
...
RX
2
RX
3
RX
4
· · · R RX
RX
1
RX
2
RX
3
· · · RY R


.
Taking the conjugation by
B = diag
(
X
i
)
1≤i≤n,
we get easily BS[n]B−1 = Λ via the above identification R ∼= K[XY ]. 
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From now on, we identity Λ and S[n]. Consider the matrix
G′ =


0 0 0 . . . 0 1 0
0 0 0 . . . 0 0 1
1 0 0 . . . 0 0 0
0 1 0 . . . 0 0 0
...
...
...
...
...
...
...
0 0 . . . 0 1 0 0


.
The automorphism β of S[n] given by β(s) = G′−1sG′ for s ∈ S[n] corresponds to the automorphism α
of Λ. Thus we have an isomorphism 1S
[n]
β−1 → 1Λα−1 of S
[n]-bimodules.
Using the same notation above, we have the following easy lemma (see [24, Theorem 3.1] for details
in a wider context).
Lemma 3.25. (1) The functor
F : mod Z/nZS → modS[n]
M0 ⊕M1 ⊕ . . .⊕Mn−1 7→
[
M0 M1 . . . Mn−1
]t
is an equivalence of categories.
(2) For i ∈ Z, we denote by (i) : mod Z/nZS → mod Z/nZS the grade shift functor defined by M(i)j :=
Mi+j for M ∈ mod
Z/nZS. The grade shift functor (i) induces an autofunctor (denoted by γi) in
modS[n] which makes the following diagram commute:
mod Z/nZS modS[n]
mod Z/nZS modS[n].
F
(i) γi
F
More precisely, for any left S[n]-module
[
M0 M1 . . . Mn−1
]t
, we have
γi
([
M0 M1 . . . Mn−1
]t)
=
[
Mi Mi+1 . . . Mi+n−1
]t
.
Now we can prove the 2-Calabi-Yau property of CM(Λ).
Proof of Theorem 3.16 (1). The equivalence mod Z/nZS ∼= modS[n] = modΛ induces an equivalence
CMZ/nZ S ∼= CMS[n] = CMΛ.
In the category CMZ/nZS, according to Theorem 3.22, we have an isomorphism of functors
[2] ∼= (−deg (xn−2 − y2)) = (2).
By Lemma 3.21, we have ν ∼= α−1(−). Therefore, it is enough to prove α−1(−) ∼= (2). This is equivalent
to prove that βM ∼= γ−2(M) holds for any M ∈ CMS
[n].
Let si be the row matrix which has 1 in the i-th column and 0 elsewhere. We have
βM ∼=
[
s0 × βM s1 × βM s2 × βM . . . sn−1 × βM
]t
=
[
β(s0)M β(s1)M β(s2)M . . . β(sn−1)M
]t
=
[
sn−2M sn−1M s0M . . . sn−3M
]t ∼= γ−2(M).
Therefore, the category CM(Λ) is 2-Calabi-Yau. 
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3.3. Application to cluster algebras. As an application of the previous results, we categorify the
cluster algebra structure (including coefficients) on homogeneous coordinate ring of the Grassmannian
of 2-dimensional planes in Ln for any field L. We suppose that K is algebraically closed (note that K
and L are not necessarily equal). As before, S is the set consisting of sides and diagonals of the polygon
P with n vertices. Recall that the homogeneous coordinate ring of the Grassmannian of 2-dimensional
planes in Ln can be presented in the following way:
L[Gr2(L
n)] =
L[∆(s,t)](s,t)∈S
I
where I is the ideal generated by the relations of the form ∆(p,s)∆(q,t) = ∆(p,q)∆(s,t) + ∆(p,t)∆(q,s)
with 1 ≤ p < q < s < t ≤ n. Notice that these relations relate the product of two crossing diagonals
with the products of opposite sides of the corresponding quadrilateral. Moreover, Fomin and Zelevinsky
[17] defined on L[Gr2(L
n)] a so-called cluster algebra structure, whose cluster variables are the Plu¨cker
coordinates ∆(s,t) for (s, t) ∈ S, and whose clusters consist of the sets of Plu¨cker coordinates corresponding
to triangulations of P . The mutations of clusters correspond naturally to the flips of triangulations and
the exchange relations to the former relations between Plu¨cker coordinates.
We will use results of Fu and Keller [19, section 3] to prove that CM(Λ) categorifies this cluster
algebra structure. We fix a triangulation σ of P . For M ∈ CM(Λ), following Fu and Keller and using
their notations, we consider the following Laurent polynomial over L in 2n− 3 variables (xi)i∈σ:
X ′M =
∏
i∈σ
x
〈HomΛ(Tσ,M),Si〉τ
i
∑
e∈Nσ
χ
(
Gre(Ext
1
Λ(Tσ,M))
)∏
i∈σ
x
−〈e,Si〉3
i ∈ L
[
x±1i
]
i∈σ
where HomΛ(Tσ,M) and Ext
1
Λ(Tσ,M) are seen as Γσ-modules using Theorem 3.9, Si is the simple top
of Γσei and we define for a finitely generated Γσ-module and i ∈ σ,
〈X,Si〉τ = dimHomΓσ (X,Si)− dimExt
1
Γσ(X,Si)
and 〈X,Si〉3 =
3∑
i=0
(−1)i dimExtiΓσ (X,Si).
As gl. dimΓσ ≤ 3, 〈X,Si〉3 depends only on dim(X) ∈ N
σ. Finally, χ(Gre(Ext
1
Λ(Tσ,M))) is the Euler
characteristic of the Grassmannian of Γσ-submodules of Ext
1
Λ(Tσ,M) of dimension vector e (the Euler
characteristic is the one of the l-adic cohomology). The following theorem is a slight generalization of
[19, Theorem 3.3] and can be proved in the same way.
Theorem 3.26 (after [19, Theorem 3.3]). (1) For i ∈ σ, X ′eFΓσei = xi.
(2) For any M,N ∈ CM(Λ), X ′M⊕N = X
′
MX
′
N .
(3) If M,N ∈ CM(Λ) satisfy Ext1Λ(M,N) = 1 and
0→M → E → N → 0 and 0→ N → E′ →M → 0
are non-split short exact sequences then X ′MX
′
N = X
′
E +X
′
E′ .
Therefore, the map X ′ is called a cluster character.
Remark 3.27. The only difference with the setting of [19] is that CM(Λ) does not have finite dimensional
morphism spaces over K. However, the considered morphism spaces are finitely generated as Γσ-modules
and CM(Λ) has finite dimensional morphism spaces over K. In particular, X ′ is well defined. Moreover,
under these conditions, it is easy to check that the proofs in [19] still apply.
Before stating the main result of this section, let us do an easy observation (σ is still a fixed triangu-
lation):
Lemma 3.28. The cluster algebra with initial seed ({X ′eFΓσei | i ∈ σ}, (Qσ, F )) coincides with the L-
vector space spanned by {X ′M |M ∈ CM(Λ)} in L
[
x±1i
]
i∈σ
.
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Proof. Thanks to Theorem 3.26, the cluster algebra is generated by X ′M for all M ∈ CM(Λ) rigid such
that M is a summand of a cluster tilting object reachable from Tσ by sequences of mutations. Here, all
indecomposable objects are summand of such cluster tilting objects (they correspond to the diagonals
of the polygon, which are all part of some triangulation reachable by sequences of flips). Thus, using
Theorem 3.26 (2), we get the result. 
We deduce from this theorem the following categorification:
Theorem 3.29. There is an isomorphism of cluster algebras ( i.e. an isomorphism of L-algebras mapping
clusters to clusters and compatible with the mutation)
κ : L[Gr2(L
n)]→
∑
M∈CM(Λ)
LX ′M ⊂ L[x
±1
i ]i∈σ
∆(s,t) 7→ X
′
(s,t) for (s, t) ∈ S
where the cluster algebra structure of the right member is the one categorified in [19] (see Lemma 3.28).
Proof. First of all, consider a relation ∆(p,s)∆(q,t) = ∆(p,q)∆(s,t)+∆(p,t)∆(q,s) with 1 ≤ p < q < s < t ≤ n.
Thanks to Lemma 3.10, we have the two following non-split short exact sequences in CM(Λ):
0 −→ (p, s) −→ (p, t)⊕ (q, s) −→ (q, t) −→ 0
and 0 −→ (q, t) −→ (p, q)⊕ (s, t) −→ (p, s) −→ 0. (3.3)
Moreover, using the explicit description of Ext1Λ or the description of the cluster category of type An−3
and Theorem 3.16, we know that dimK Ext
1
Λ((p, s), (q, t)) = 1. Therefore, thanks to Theorem 3.26 (3),
we get
X ′(p,s)X
′
(q,t) = X
′
(p,q)X
′
(s,t) +X
′
(p,t)X
′
(q,s)
and therefore the morphism is well defined. The surjectivity is immediate from Lemma 3.28. As the
fraction field of L[Gr2(L
n)] is the rational functions field L(∆i)i∈σ, κ is injective.
The compatibility with the cluster structure is immediate (by definition, the cluster structure on∑
M∈CM(Λ) LX
′
M is determined by the cluster tilting objects and the exchange relations come from
approximations sequences (3.3)). 
4. Graded Cohen-Macaulay Λ-modules
In this section, we study a graded version of Theorem 3.16 giving a relationship between the category
of Cohen-Macaulay Λ-modules and the cluster category of type An−3. We study the category CM
Z(Λ)
of graded Cohen-Macaulay Λ-modules and its relationship with the bounded derived category Db(KQ)
of type An−3.
Let Q be an acyclic quiver. We denote by Kb(projKQ) the bounded homotopy category of finitely
generated projective KQ-modules, and by Db(KQ) the bounded derived category of finitely generated
KQ-modules. These are triangulated categories and the canonical embedding Kb(projKQ)→ Db(KQ)
is a triangle functor.
We define a grading on Λ by Λi = Λ ∩ Mn(Kx
i) for i ∈ Z. This makes Λ =
⊕
i∈Z Λi a Z-graded
algebra. The category of graded Cohen-Macaulay Λ-modules, CMZ(Λ), is defined as follows. The objects
are graded Λ-modules which are Cohen-Macaulay, and the morphisms in CMZ(Λ) are Λ-morphisms
preserving the degree. The category CMZ(Λ) is a Frobenius category. Its stable category is denoted by
CMZ(Λ). For i ∈ Z, we denote by (i) : CMZ(Λ) → CMZ(Λ) the grade shift functor: Given a graded
Cohen-Macaulay Λ-module X , we define X(i) to be X as a Λ-module, with the grading X(i)j = Xi+j
for any j ∈ Z.
Remark 4.1. We show that this grading of Λ is analogous to the grading of Λσ given by the θ-length.
Let i, j ∈ F . By Theorem 2.25, eiΛσej ∼= eiΛej holds. Let λ ∈ eiΛσej ∼= eiΛej. According to Theorem
2.24, we have
ℓθ(λ) + ℓθ1,i − ℓ
θ
1,j + nδi,n − nδj,n
n
= deg(λ).
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Consider the two graded algebras
Λσ =
n⊕
i=1
Λσei and Λ
′ := End
(
n⊕
i=1
Λσei
(
ℓθ1,i + nδi,n
))
.
By graded Morita equivalence, we have CMZ(Λ′) ∼= CMZ(Λσ). Since Λ ∼= Λ
′ as R-orders and deg(x) = n
in Λ′, it follows that the Auslander-Reiten quiver of CMZ(Λ′) has n connected components each of which
is a degree shift of the Auslander-Reiten quiver of CMZ(Λ).
The exact duality DR : CM(Λ
op) → CM(Λ) induces naturally an exact duality DR : CM
Z(Λop) →
CMZ(Λ). In the same way, Ω and Tr can be enhanced as functors Ω : CMZ(Λop) → CMZ(Λop) and
Tr : CMZ(Λ)→ CMZ(Λop). Thus, as before we denote τ = DR ΩTr : CM
Z(Λ)→ CMZ(Λ). We introduce
the properties of CMZ(Λ) in the following theorems.
Theorem 4.2 ([5, Theorem 1.1]). Let A be a Z-graded R-order. Let the degree of x be d. If there is an
Auslander-Reiten sequence 0 −→ L −→M −→ N −→ 0 in CMZ(A), then L = τN(−d).
Theorem 4.3. (1) The set of isomorphism classes of indecomposable graded Cohen-Macaulay Λ-
modules is
{(i, j) | i, j ∈ Z, 0 < j − i < n},
where
(i, j) := [
i︷ ︸︸ ︷
R · · ·R
j−i︷ ︸︸ ︷
(x) · · · (x)
n−j︷ ︸︸ ︷
(x2) · · · (x2)]t for 1 ≤ i < j ≤ n,
(i+ kn, j + kn) := (i, j)(2k) and (j + kn, i+ (k + 1)n) := (i, j)(2k + 1)
for k ∈ Z. The projective-injective objects are of the form (i, i+ 1) and (i, i+ n− 1) for i ∈ Z.
(2) The non-split extensions of graded indecomposable Cohen-Macaulay Λ-modules are of the form
0 −→ (s, t) −→ (s, t′)⊕ (s′, t) −→ (s′, t′) −→ 0
with s < s′ < t < t′ < s+ n.
(3) For any non-projective indecomposable graded Cohen-Macaulay Λ-module (i, j), the Auslander-
Reiten sequence ending with (i, j) is of the following form:
0 −→ (i− 1, j − 1) −→ (i− 1, j)⊕ (i, j − 1) −→ (i, j) −→ 0.
(4) The Auslander-Reiten quiver of CMZ(Λ) is the following:
(0, 1) (1, 2)
(−1, 1) (0, 2) (1, 3)
(−1, 2) (0, 3)
(−2, 2) (−1, 3) (0, 4)
(−2, 3) (−1, 4)
Proof. (1) First of all, it is immediate that the graded modules (i, j) for 0 < j− i < n are not isomorphic.
Therefore, we need to prove that there are no other isomorphism classes. We consider the degree forgetful
functor F : CMZ(Λ) → CM(Λ). Let X ∈ CMZ(Λ) be indecomposable and (i, j) be an indecomposable
summand of FX in CM(Λ). There are two morphisms f : (i, j) → FX and g : FX → (i, j) such that
gf = Id(i,j). Let us write
f =
∑
m∈Z
fm and g =
∑
m∈Z
gm
where fm is a graded morphism from (i, j) to X(−m) and gm a graded morphism from X(m) to (i, j).
Thus, we have ∑
k∈Z
gkf−k = Id(i,j)
ICE QUIVERS WITH POTENTIAL ASSOCIATED WITH TRIANGULATIONS OF POLYGONS 27
and, as the graded endomorphism ring of (i, j) is K, there exists k ∈ Z such that gkf−k is a nonzero
multiple of Id(i,j). In other terms we found two graded morphisms f˜ : (i, j)→ X(k) and g˜ : X(k)→ (i, j)
such that g˜f˜ = Id(i,j). Thus, as idempotents split in CM
Z(Λ) and X is indecomposable, we get that
X ≃ (i, j)(−k). Therefore, the set of isomorphism classes of indecomposable graded Cohen-Macaulay
Λ-modules is {(i, j) | i, j ∈ Z, 0 < j − i < n}.
(2) We omit the proof since it is analogous to Lemma 3.10.
(3) Consider the non-projective indecomposable graded Cohen-Macaulay Λ-module (i, j). Thanks to
(2), there is a short exact sequence
0 −→ (i+ 1, j + 1)(−1) = (j + 1− n, i+ 1) −→ (j + 1− n, j)⊕ (i, i+ 1) −→ (i, j) −→ 0. (4.1)
in CMZ(Λ). Therefore, as (i, i+1)⊕(j+1−n, j) is projective and (i, j) is non-projective, (i+1, j+1)(−1)
is the syzygy of (i, j). Apply HomΛ(−,Λ) to (4.1), when i = 1 we get the following short exact sequence
in CMZ(Λop):
0→ [
j−2︷ ︸︸ ︷
(x) · · · (x)
n−j+1︷ ︸︸ ︷
R · · ·R(x−1)]→ [
n−1︷ ︸︸ ︷
R · · ·R(x−1)]⊕ [
j−2︷ ︸︸ ︷
(x) · · · (x)R
n−j+1︷ ︸︸ ︷
(x−1) · · · (x−1)]
→ [
j−1︷ ︸︸ ︷
R · · ·R
n−j+1︷ ︸︸ ︷
(x−1) · · · (x−1)]→ 0,
and when i > 1 we have the following short exact sequence in CMZ(Λop):
0→ [
i−2︷ ︸︸ ︷
(x2) · · · (x2)
j−i︷ ︸︸ ︷
(x) · · · (x)
n−j+2︷ ︸︸ ︷
R · · ·R]→ [
i−2︷ ︸︸ ︷
(x2) · · · (x2)(x)
n−i+1︷ ︸︸ ︷
R · · ·R]⊕ [
j−2︷ ︸︸ ︷
(x) · · · (x)R
n−j+1︷ ︸︸ ︷
(x−1) · · · (x−1)]
→ [
i−1︷ ︸︸ ︷
(x) · · · (x)
j−i︷ ︸︸ ︷
R · · ·R
n−j+1︷ ︸︸ ︷
(x−1) · · · (x−1)]→ 0.
Therefore, according to Theorem 4.2, when i = 1 we have
τ(1, j)(−1) = DR([
j−1︷ ︸︸ ︷
R · · ·R
n−j+1︷ ︸︸ ︷
(x−1) · · · (x−1)])(−1) = (j − 1, n)(−1) = (0, j − 1),
when i > 1 we have
τ(i, j)(−1) = DR([
i−1︷ ︸︸ ︷
(x) · · · (x)
j−i︷ ︸︸ ︷
R · · ·R
n−j+1︷ ︸︸ ︷
(x−1) · · · (x−1)])(−1) = (i− 1, j − 1).
By the previous point, the only non-split extension from (i, j) to (i− 1, j − 1) (up to isomorphism) is
0 −→ (i− 1, j − 1) −→ (i− 1, j)⊕ (i, j − 1) −→ (i, j) −→ 0,
so it is an Auslander-Reiten sequence.
(4) This is a direct consequence of (1) and (3). 
Definition 4.4. Let C be a triangulated category. An object T is said to be tilting if HomC(T, T [k]) = 0
for any k 6= 0 and thick(T ) = C, where thick(T ) is the smallest full triangulated subcategory of C
containing T and closed under isomorphisms and direct summands.
Theorem 4.5 ([30, Theorem 4.3], [25, Theorem 2.2], [7]). Let C be an algebraic triangulated Krull-
Schmidt category. If C has a tilting object T , then there exists a triangle-equivalence
C → Kb(proj EndC(T )).
Now we get the following theorem which is analogous to Theorem 3.13 and Theorem 2.
Theorem 4.6. Let Λ be the graded R-order defined as above and Q be a quiver of type An−3 with n ≥ 3.
Then
(1) for a triangulation σ of the polygon P , the Cohen-Macaulay Λ-module eFΓσ can be lifted to a
tilting object in CMZ(Λ);
28 L. DEMONET AND X. LUO
(2) then there exists a triangle-equivalence Db(KQ) ∼= CMZ(Λ).
Proof. (1) First, we have eFΓσ ∼=
⊕
(i,j)∈σ(i, j). So we need to choose some degree shift of each (i, j)
appearing in σ. There exists a vertex i0 of P such that i0 does not have any incident internal edge in σ.
For each (i, j) ∈ σ, denote
(i, j)′ =
{
(i, j), if j < i0,
(i, j)(−1) = (j − n, i), if j > i0.
and σ′ = {(i, j)′ | (i, j) ∈ σ}. Let us prove that the graded module T ′σ′ =
⊕
(i,j)∈σ′(i, j) is tilting (it is Tσ
if we forget the grading). Notice first that for any (i, j) ∈ σ′, we have i0 − n < i < j < i0. Let us check
that
HomCMZ(Λ)((s, t),Ω
k(i, j)) = 0
for any (i, j), (s, t) ∈ σ′ and k 6= 0. Thanks to (4.1) in the proof of Theorem 4.3, we know that
Ωk(i, j) = (i+ k, j + k)(−k)
and then, for ℓ ∈ Z,
Ω2ℓ(i, j) = (i + (2− n)ℓ, j + (2− n)ℓ)
and Ω2ℓ+1(i, j) = (j + (2− n)(ℓ + 1)− 1, i+ (2− n)ℓ+ 1).
Therefore, denoting (i′, j′) = Ωk(i, j), if k > 0, we get j′ ≤ j + 2 − n ≤ i0 + 1 − n ≤ s < t or
i′ ≤ j + 1− n ≤ i0 − n < s so
HomCMZ(Λ)((s, t),Ω
k(i, j)) = 0.
If k < −1, we get i′ ≥ i + n− 2 ≥ i0 − 1 ≥ t and j
′ ≥ j + n− 2 ≥ t+ 1, so any morphism from (s, t) to
(i′, j′) in CMZ(Λ) factors through (t− 1, t) which is projective.
For k = −1, by Theorem 3.13, we get
HomCMZ(Λ)(T
′
σ′ ,Ω
−1T ′σ′)⊂HomCM(Λ)(Tσ,Ω
−1Tσ) = 0.
Let us now prove that
thick(T ′σ′) = CM
Z(Λ).
Consider an object of the form (s, i0) ∈ CM
Z(Λ). Let (s′, t′) ∈ CM(Λ) be its image through the
forgetful functor. There exists a short exact sequence
0→ T ′1 → T
′
0 → (s
′, t′)→ 0
of Cohen-Macaulay Λ-modules such that T ′0, T
′
1 ∈ add(Tσ). Indeed, let f˜ : T˜
′
0 → (s
′, t′) be a right
add(Tσ)-approximation of (s
′, t′) (i.e. T˜ ′0 ∈ add(Tσ) and every morphism g : Tσ → (s
′, t′) factors through
f˜). As CM(Λ) is an exact category, and
0→ (s′ + 1, t′ + 1)→ (s′, s′ + 1)⊕ (t′, t′ + 1)
γ
−→ (s′, t′)→ 0
is a short exact sequence, it is classical that the map T ′0 = (s
′, s′+1)⊕(t′, t′+1)⊕ T˜ ′0 → (s
′, t′) constructed
from γ and f˜ admits a kernel. So there is a short exact sequence
0→ T ′1 → T
′
0
f
−→ (s′, t′)→ 0
where f is a right add(Tσ)-approximation. Then, applying the functor HomCM(Λ)(Tσ,−) to the short
exact sequence, and because Tσ is cluster tilting (Theorem 3.13), we obtain easily that T
′
1 ∈ add(Tσ).
Notice now that, for any (i, j) ∈ CMZ(Λ), if Ext1CMZ(Λ)((s, i0), (i, j)) 6= 0, then i0 − n < i < j < i0 by
Theorem 4.3 (2), so we can lift the short exact sequence
0→ T ′1 → T
′
0 → (s
′, t′)→ 0
to a short exact sequence
0→ T1 → T0 → (s, i0)→ 0
of graded Cohen-Macaulay Λ-modules where T0, T1 ∈ add(T
′
σ′). So (s, i0) ∈ thick(T
′
σ′).
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For any non-projective (s, t) ∈ CMZ(Λ) satisfying s < i0 < t < s+n−1, there is a short exact sequence
0→ (t+ 1− n, i0)→ (t+ 1− n, t)⊕ (s, i0)→ (s, t)→ 0
and (t + 1 − n, t) is projective, so, as (t + 1 − n, i0), (s, i0) ∈ thick(T
′
σ′), we get (s, t) ∈ thick(T
′
σ′). In
other terms, every (s, t) ∈ CMZ(Λ) such that s < i0 and t ≥ i0 is in thick(T
′
σ′). By applying Ω, we get
that also every (s, t) ∈ CMZ(Λ) such that i0 − n < s < t ≤ i0 is in thick(T
′
σ′). Putting both together,
every (s, t) such that i0 − n < s < i0 is in thick(T
′
σ′). As applying Ω
2 adds 2− n to s, we concludes that
thick(T ′σ′) = CM
Z(Λ).
Therefore, T ′σ′ is a tilting object in CM
Z(Λ).
(2) Take the triangulation σ whose set of diagonals is {(P1, P3), (P1, P4), · · · , (P1, Pn−1)}. The full
subquiver Q of Qσ with the set Qσ,0rF of vertices is an alternating quiver of type An−3. Thus, we have
Γopσ /(eF )
∼= (KQ)op.
For any i, j such that 1 < i, j < n and k ∈ Z, we have
(1, j)(2k) = (1 + kn, j + kn) and (1, j)(2k + 1) = (j + kn, 1 + (k + 1)n)
so EndCMZZ(Λ)((1, i), (1, j)(ℓ)) = 0 for ℓ 6= 0. Indeed, if ℓ < 0 this is immediate and if ℓ > 0, any
morphism factors through (1, n) which is projective. Thus EndCMZ(Λ)(eFΓσ)
∼= EndCM(Λ)(eFΓσ).
By Theorem 3.9, we have the following isomorphism
EndCMZ(Λ)(eFΓσ) ∼= EndCM(Λ)(eFΓσ)
∼= Γopσ /(eF ).
Because CMZ(Λ) is an algebraic triangulated Krull-Schmidt category, and eFΓσ is a tilting object in
CMZ(Λ), by Theorem 4.5, there exists a triangle-equivalence
CMZ(Λ) ∼= Kb(projEnd
op
CMZ(Λ)
(eFΓσ)).
Since gl. dimKQn−3 <∞, we have a triangle-equivalence
Kb(projEndop
CMZ(Λ)
(eFΓσ)) ∼= K
b(projKQ) ∼= Db(KQ).
Therefore there is a triangle-equivalence CMZ(Λ) ∼= Db(KQ).

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