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a b s t r a c t
In this paper we study task scheduling problems onm identical parallel processors, where
each task has unit execution time, and needs either a single processor, or q processors
concurrently, and it has a release date and a due date. Under the assumption that the
release dates andduedates of the q-processor tasks are agreeable,wedescribe a polynomial
time algorithm for minimising the number of tardy tasks. In addition, we apply this result
for minimising the maximum lateness, and the maximum tardiness. We also discuss the
combinatorial background of the polynomial time solvability of all these problems under
the ‘agreeable’ assumption.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In multiprocessor task scheduling problems a set of tasks has to be performed on a set of parallel processors and some
tasks need two or more processors concurrently during their execution [9]. We will study the following class of problems:
there arem identical parallel processors, and n tasks. Each task j has unit execution time, a release date rj ∈ Z+, a due date
dj ∈ Z+, and a processing requirement sizej ∈ {1, q} (either it requires a single processor or q processors simultaneously),
but the processor allocation is not fixed in advance. All this data is part of the input. Each processor can process at most one
task at a time and preemption is not allowed. A schedule is a vector S ∈ Zn+ which specifies a starting time Sj ∈ Z+ for each
task j. A schedule S is feasible if Sj ≥ rj and∑j:Sj=t sizej ≤ m for all t ∈ Z+. In the familiar notation of Graham et al. [8], this
class of problems is denoted as P|pj = 1, sizej ∈ {1, q}, rj|γ , where γ is an objective function to beminimised ormaximised.
In order to specify the objective function γ , let Cj denote the completion time of task j in schedule S, i.e., Cj = Sj + 1.
If Cj > dj, task j is tardy in S, otherwise it is early in S. The lateness and tardiness of task j are Lj = Cj − dj and Tj = max
{0, Cj−dj}, respectively.With this notation, typical objective functions are themakespan Cmax = maxj∈J Cj,maximum lateness
Lmax = maxj∈J Lj, maximum tardiness Tmax = maxj∈J Tj, and the number of tardy tasks∑j∈J Uj, where Uj = 1 if Cj > dj, and
0 otherwise, and J is the set of all tasks.
1.1. Related work
There is a rich literature on scheduling of multiprocessor task systems; see e.g., Drozdowski [5]. In the models studied,
there is a distinction between dedicated and non-dedicated problems: in the former one the allocation of processors to tasks
is fixed in advance,while in the latter case only the number of processors required concurrently by each task is given. Another
aspect is whether there are any precedence constraints between the tasks, which may be associated with communication
time delays. Third, tasks may have different release dates and due dates (the latter is usually used in the objective function).
Finally, the tasks may have arbitrary, equal, or unit execution times (UET tasks). Scheduling of multiprocessor UET task
systems has received considerable attention. There are several results on minimising the maximum task completion time
or makespan; see e.g. Lloyd [9], Błażewicz et al. [2]. Błażewicz et al. show that when the processors are not dedicated to
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the tasks, the makespan minimisation problem is polynomially solvable only if there is a constant bound on the number of
processors required by any task; otherwise the problem is NP-hard. A special case of this is when the number of processors
is bounded by a constant. In [3] the problem with two processors is studied with additional constraints such us release
dates or tree precedence constraints. Both of the problems P2|sizej, pj = 1, rj|Cmax and P2|sizej, pj = 1, tree|Cmax are shown
to be solvable in O(n) time. Turning to minimising the number of tardy tasks, the same paper shows that the problem
P2|sizej, pj = 1, prec|∑Uj is NP-hard. Brucker et al. [4] study several variants of the problem with two processors. One
of the main results is a polynomial time algorithm based on dynamic programming for P2|sizej, pj = 1|γ , where γ is
a separable criterion. Instead of a precise definition, we mention only that
∑
Uj and
∑
Tj (total tardiness) are separable
criteria. Notice that no release dates are allowed. Fishkin and Zhang [6] provide approximation algorithms for the throughput
maximisation problem P|sizej, pj = 1|∑ U¯j, where instead of minimising the number of tardy tasks, the number of early
tasks ismaximised (the two problems are equivalent from the optimisation point of view, but only themaximisation version
may have an approximation algorithm with finite relative error). Again, no release dates are allowed. When the number of
processors is a fixed constantm, Zinder et al. [12] show that the problemGm|sizej,M(j), rj, pj ≤ p|γ is polynomially solvable
under various conditions, where M(j) indicates that for each task j a set of processors is specified from which sizej have to
be selected, pj ≤ p limits the task execution times by a fixed constant, and γ is a separable objective function. When the
number of processorsm is part of the input, limiting the number of distinct task sizes, i.e., |{sizej}| is bounded by a constant,
may also lead to polynomially solvable special cases. Baptiste and Schieber [1] propose two polynomial time procedures for
problem P|sizej ∈ {1,m}, pj = 1, rj|Tmax. Notice that sizej ∈ {1,m}means that each task needs either a single processor, or
all them processors concurrently.
1.2. Our results
Let J1 and Jq denote the set of single-processor and the set of q-processor tasks, respectively, and J = J1 ∪ Jq. We
derive all our results under the following:
Assumption 1. The release dates and due dates of the q-processor tasks are agreeable, i.e., for any pair of tasks i, j ∈ Jq,
ri < rj implies di ≤ dj.
Firstly,weprove that the problemwith objective functionγ =∑j∈J Uj is polynomially solvable (Section 2). Our approach
is based on a suitable problem decomposition and the solution of an integer program IP which has special structure under
Assumption 1. We provide not only a fast algorithm for solving IP , but also a combinatorial explanation for the polynomial
solvability of IP . In Section 3 we show that our results can easily be applied for solving the problem with the Lmax and Tmax
objective. Notice that the latter results generalise those of Baptiste and Schieber [1] under Assumption 1. Finally,we conclude
in Section 4. We stress that our main purpose is to reveal the connections with well-known combinatorial structures, rather
than developing the fastest algorithms.
1.3. Preliminaries
LetH be a finite set and g : 2H → Z a set function. g is submodular onH if g(A)+g(B) ≥ g(A∪B)+g(A∩B) for allA, B ⊆ H .
LetN = (V , A, c) be a networkwith one source s ∈ V (no edge enters s) and one sink t ∈ V (no edge leaves t), and a capacity
function c : A→ Z+ on the arcs. For any subset of nodesW ⊆ V , letN[W ] = (W , A[W ]) denote the subgraph of N induced by
W , whereA[W ] consists of those edges fromA that connect twonodes inW . For any subset of edges B ⊆ A, c(B) =∑e∈B c(e).
For any subset of nodes W ⊂ V , let δout(W ) be the set of arcs leaving W , i.e., δout(W ) = {(i, j) ∈ A | i ∈ W , j ∈ V \ W }.
Symmetrically, the set of arcs entering W is δin(W ) = δout(V \W ). Each subset of nodesW with s ∈ W ⊆ V \ {t} induces
an s − t cut δout(W ). The capacity of an s − t cut δout(W ) is c(δout(W )) = ∑e∈δout(W ) c(e). Since the number of s − t cuts
is finite, there exists at least one s − t cut of minimum capacity. Let cmin(N) = min{c(δout(W )) | W is an s− t cut of N}
denote the minimum capacity of an s− t cut of network N . An s− t flow in a network N is a function f : A→ R+ such that
f (δin(v)) = f (δout(v)) for all v ∈ V \ {s, t}. An s− t flow f is admissible for a non-negative arc capacity function c if and only
if x(e) ≤ c(e) for each e ∈ A. The value of an s− t flow f is∑e∈δin(t) f (e). The following statement can be verified by applying
a counting argument of Lovász [10].
Proposition 1. For any network N = (V , A, c), the function g(W ) = c(δout(W )) is submodular on the subsets W ⊆ V .
Corollary 1 (Folklore). For any network N = (V , A, c), there exist sets Wmin,Wmax ⊆ V such that
• both Wmin and Wmax induce s− t cuts of N,
• c(δout(Wmin)) = c(δout(Wmax)) = cmin(N), and• for every s− t cut W of N with c(δout(W )) = cmin(N), Wmin ⊆ W ⊆ Wmax.
Theorem 1. The max-flow min-cut theorem (Ford and Fulkerson [7]). For any network N = (V , A, c), the maximum value of an
admissible s− t flow equals the minimum capacity of an s− t cut.
A (0,1)-matrix satisfies the consecutive one’s property if there exists a column permutation such that the one’s in each row
of the resulting matrix are consecutive. Basic results of integer programming imply the following (see e.g., Schrijver [11]):
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Lemma 1. Let A be an m× n (0,1)-matrix with the consecutive one’s property. For any vectors b ∈ Zm+ and c ∈ Rn, all the basis
solutions of the linear programmax{c ′x |Ax ≤ b, x ≥ 0} are integral. In particular, if the optimum is finite, there exists an integral
optimal solution.
2. Minimising the number of tardy tasks
Sinceminimising the number of tardy tasks is equivalent tomaximising the number of early tasks, in the sequel we solve
the latter, equivalent problem, and we do not care how the tardy tasks are scheduled after their due dates.
Firstly, we will show that the problem can be decomposed into two maximisation problems that have to be solved
sequentially. The former one will be that of finding a maximum s − t flow in an appropriately defined network, while
the second one boils down to finding a matching with side constraints.
2.1. Problem decomposition
We commence by defining a network N1 = (V , A, c1) for later use. Let T = {τ1, . . . , τh} be the set of distinct release
dates and due dates of all the tasks, and suppose τk < τk+1 for k ∈ K := {1, . . . , h− 1}. Since T contains all the distinct rj
and dj values, for each k either [τk, τk+1] ⊆ [rj, dj] or [τk, τk+1] ∩ [rj, dj] = ∅. For each task j, let Γ (j) consist of the indices
k ∈ K with [τk, τk+1] ⊆ [rj, dj]. Clearly, there exist indices r˜j, d˜j ∈ K such that Γ (j) = {r˜j, . . . , d˜j}. The number of time units
between τk and τk+1 will be denoted by nk = τk+1 − τk. The set of nodes V of network N1 comprises a source node s, a sink
node t , a distinct node vj for each task j ∈ J1, and a distinct nodewk for each interval [τk, τk+1], where k ∈ K . The set of arcs
A of network N1 comprises an arc (s, vj) for each task j ∈ J1, the arcs (vj, wk) for k ∈ Γ (j), and the arcs (wk, t) for every
k ∈ K . Notice that V does not contain any nodes corresponding to q-processor tasks. Finally, c1 : A → Z+ is defined as
follows: c1(s, vj) = 1 for every task j ∈ J1, c1(vj, wk) = ∞ for every task j ∈ J1 and index k ∈ Γ (j), and c1(wk, t) = nk×m.
Let O1 be the maximum number of single-processor tasks which may be scheduled early in a feasible schedule.
Lemma 2. O1 equals the value of the maximum s− t flow in network N1.
Proof. In a feasible schedule, each early single-processor task j is scheduled in exactly one interval [τk, τk+1]with k ∈ Γ (j).
However, in every interval [τk, τk+1], there can be at most nk×m tasks (as each task has unit processing time). Since the arc
capacities are integral, there exists a maximum integral flow x∗ of N1. For each arc e = (s, vj), x∗(e) = 0 or 1, as c1(s, j) = 1.
If it is 1, then task j is scheduled in one of the intervals [τk, τk+1]with k ∈ Γ (j). Therefore, the value of the maximum s− t
flow equals the maximum number of early single-processor tasks in a feasible schedule, as claimed. 
Lemma 3. There exists an optimal solution of the scheduling problem such that the number of single-processor tasks scheduled
early equals O1.
Proof. Let S∗ be an optimal schedule in which the number of single-processor tasks scheduled early is less than O1. We
will show that there exists a q-processor task j such that scheduling this task tardy, at least one more single-processor task
can be scheduled early. Iterating this exchange until the number of single processor tasks scheduled early becomes O1, we
obtain the desired optimal schedule.
For each k ∈ K , let bk be the number of q-processor tasks scheduled early in interval [τk, τk+1] by S∗. We define the
arc capacity function c2 as follows: c2(e) = c1(e) for all arcs e ∈ A, except on the arcs e = (wk, t) ∈ A for which
c2(e) = m × nk − q × bk. Clearly, the number of single-processor tasks scheduled early in S∗ equals the value of the
maximum s − t flow in network N2 = (V , A, c2). Since this value is smaller than O1 and the value of the maximum s − t
flow equals the minimum capacity of an s− t cut by Theorem 1, cmin(N2) < O1. Consider the setWmin defined with respect
to N2 (Corollary 1).
Claim 1: If cmin(N2) < O1, there existswk ∈ Wmin such that bk > 0.
Proof. Suppose bk = 0 for all wk ∈ Wmin. Scheduling all the q-processor tasks tardy, which is equivalent to setting all the
bk = 0, will not change the capacity of the s − t cut δout(Wmin). However, if all the bk = 0, then the arc capacity function
becomes c1. Since O1 > c2(δout(Wmin)) = c1(δout(Wmin)) = O1, this is a contradiction. Consequently, bk > 0 for some
wk ∈ Wmin. ♦
Scheduling one of the q-processor tasks tardy (after its due date) which is scheduled early in time interval [τk, τk+1]
by S∗ is equivalent to decreasing bk by one in the definition of c2. Let c ′2 be the resulting arc capacity function. Clearly,
c ′2(δout(Wmin)) > c2(δout(Wmin)). Let N
′
2 = (V , A, c ′2).
Claim 2: The minimum capacity of an s− t cut in N ′2 is greater than that in N2, i.e., cmin(N ′2) > cmin(N2).
Proof. Assuming the contrary, there is an s − t cut δout(W ) of N ′2 such that cmin(N2) = c ′2(δout(W )). Since c ′2(δout(W )) ≥
c2(δout(W )) ≥ cmin(N2), it follows that c ′2(δout(W )) = c2(δout(W )) = cmin(N2). Consequently,Wmin ⊆ W by Corollary 1.
Therefore, arc (wk, t) leavesW as well, and then c2(δout(W )) < c ′2(δout(W )), a contradiction. ♦
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Finally, since cmin(N ′2) > cmin(N2), by Theorem 1, the value of the maximum flow in N
′
2 is greater than that in N2, i.e.,
more single-processor tasks can be scheduled early, while precisely one more q-processor task is scheduled tardy. 
Consider a feasible schedule in which all q-processor tasks are scheduled tardy, and a maximum number of single-
processor tasks are scheduled early. Such a schedule can be represented by an integral maximum flow in network N1.
Suppose wemodify this schedule by scheduling some q-processor task early in time interval [τk, τk+1]. Equivalently, we can
decrease the capacity of the arc (wk, t) by q and recompute the maximum flow with respect to the modified arc capacity
function. Now, suppose a subsetJ′q of q-processor tasks are scheduled early, and for each k let bk be the number of those tasks
in the set J′q which are scheduled in interval [τk, τk+1]. Then themodified arc capacity function c2 is defined as c2(e) = c1(e)
for all arcs e ∈ A, except the arcs (wk, t) ∈ A for which c2(wk, t) = c1(wk, t) − bk × q. After these preliminaries, our
algorithm for solving the scheduling problem P|rj, pj = 1, qj ∈ {1, q}|∑Uj is as follows:
(1) Compute O1 by finding a maximum flow in network N1 = (V , A, c1).
(2) Determine amaximum cardinality subsetJ′q of q-processor tasks to be scheduled early alongwith the intervals inwhich
they are scheduled such that the minimum capacity of an s− t cut in network N2 = (V , A, c2) remains O1.
Let Oq denote the cardinality of J′q.
Theorem 2. The maximum number of tasks that can be scheduled early is O1 + Oq.
Proof. By Lemma 2, there is an optimal schedule S∗ in which the number of single-processor tasks scheduled early is O1.
Now let J′q be the subset of thosem-processor tasks scheduled early in S∗. Define c2 with respect to J′q as above. We claim
that the minimum capacity of an s− t cut in network N2 is O1. Assuming the contrary, by Theorem 1, the maximum value of
an s− t flow has to be smaller than O1. Therefore, the number of single-processor tasks scheduled early in S∗ is less than O1,
a contradiction. Consequently, J′q has to be a maximum cardinality subset of q-processor tasks scheduled early in S∗ such
that the minimum capacity of an s− t cut in N2 is O1. 
In the remainder of this section we show how to find the set J′q and the intervals in which these tasks are to be
scheduled.
2.2. Finding a maximum cardinality subset of q-processor tasks that can be scheduled early
Consider network N1. We have to identify those arcs (wk, t) ∈ A whose capacity may be decreased and also a bound on
the possible decrease such that the minimum capacity of an s− t cut remains O1.
In the sequel, let Wmax denote the unique subset of V such that δout(Wmax) is a minimum capacity s − t cut of N1 of
maximum size (cf. Corollary 1).
Let c ′ be any arc capacity function such that c ′(e) = c1(e) for all e ∈ A except the arcs (wk, t) ∈ A for which c ′(e) ≤ c1(e).
Define N ′ = (V , A, c ′).
Proposition 2. The minimum capacity of an s − t cut in N ′ is O1 only if c ′(e) = c1(e) for all arcs e = (wk, t) such that
wk ∈ Wmax.
Proof. Suppose there exists e = (wk, t) such that wk ∈ Wmax and c ′(e) < c1(e). Then c ′(δout(Wmax)) < c1(δout(Wmax)) =
O1, a contradiction. 
Now we analyse the structure of finite capacity s− t cuts of N ′. Notice that δout(vj) = {wk | k ∈ Γ (j)}.
Proposition 3. Let s ∈ W ⊂ V \ {t} induce a finite capacity s− t cut of N ′. Then vj ∈ W implies δout(vj) ⊂ W.
Proof. Since c ′(e) = c1(e) = ∞ for all arcs e = (vj, wk) (k ∈ Γ (j)), it follows that if vj ∈ W , then no arc (vj, wk) (k ∈ Γ (j))
may leaveW . 
The converse is also true for minimum capacity s− t cuts:
Proposition 4. Let W induce a minimum capacity s− t cut of N ′. If δout(vj) ⊂ W, then vj ∈ W.
Proof. LetW and vj be as above and suppose vj /∈ W . Then c ′(δout(W ∪ {vj})) < c ′(δout(W )), since the contribution of the
arc (s, vj) to c ′(δout(W )) is c ′(s, vj) = 1, while it is zero to c ′(δout(W ∪ {vj})). This contradicts to the minimum capacity
ofW . 
Since for each j ∈ J1, Γ (j) is an interval in K , we can characterise the structure of minimum capacity s − t cuts of N ′.
Each interval I = {`, . . . , r} ⊆ K induces a subgraph NI of N ′: the set of nodes of NI is VI = {vj | Γ (j) ⊆ I} ∪ {wk | k ∈ I},
and the set of arcs are those of N ′ with both endpoints in VI . In the sequel, we consider only those intervals such that NI is
connected. Clearly, every singleton I = {`} induces a connected subgraph of N ′.
Corollary 2. If W induces a minimum capacity s − t cut of N ′ then there exist disjoint intervals I1, . . . , Iu in K such that
VIj ∩ VIk = ∅ for j 6= k and W = {s} ∪
⋃u
j=1 VIj .
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Fig. 1. Network N1 along with setWmax . Only finite arc capacities are indicated.
Howmany q-processor tasks can be scheduled in a time interval [τ`, τr+1]?
To answer this question, we define a mathematical program. Let bk denote the number of q-processor tasks which are to
be scheduled in time interval [τk, τk+1]. The objective function is
max
r∑
k=`
bk. (1)
The constraints are the following:∑
k∈I−
bk ≤
⌊(∑
k∈I−
m× nk − α−I
)/
q
⌋
, ∀I interval of K (2)
0 ≤ bk ≤ bm/qc × nk, ∀k ∈ K (3)
bk = 0, ∀k ∈ K withwk ∈ Wmax (4)
where V−I = VI \Wmax, I− = I \ {k ∈ K |wk ∈ Wmax}, and α−I denotes the number of nodes vj ∈ V−I .
Example 1. Consider an instance of the problemwith two identical parallel processors, six single-processor tasks, and some
2-processor tasks. Suppose K = {1, 2, 3}, n1 = 2, n2 = n3 = 1, Γ (j) = {2, 3} for all but one single-processor tasks, say task
1, for which Γ (1) = {1, 2, 3}. The data of the 2-processor tasks is unimportant in this example. Network N1 is depicted in
Fig. 1.Wmax = {s} ∪ {v2, v3, v4, v5, v6} ∪ {w2, w3} is the unique minimum capacity s− t cut of N1. Since c1(δ(Wmax)) = 5,
five out of the six single-processor tasks can be scheduled early. On the other hand, at most one 2-processor task may be
scheduled early provided that five single-processor tasks are early. To see this, we solve the problem
max b1 + b2 + b3
s.t.
b1 ≤ b(2× 2− 1)/2c, (I1 = {1, 2, 3})
b1 ≤ b(2× 2)/2c, (I2 = {1, 2}, I3 = {1})
b1 ≤ 1× 2,
b2 = b3 = 0.
Notice that I−1 = {1} andα−I1 = 1, since VI1 = {v1, . . . , v6}∪{w1, w2, w3} and V−I1 = VI1 \Wmax = {v1, w1}; I−2 = {1} andα−I2
= 0, since VI2 = {w1, w2} and V−I2 = VI2 \Wmax = {w1}; while I−3 = I3 = {w1} and α−I3 = 0. Clearly, the optimal solution
of this linear program is b1 = 1, b2 = b3 = 0.
Proposition 5. Let b ∈ Z|K |+ be an integral vector such that cmin(N2) = O1, where c2(e) = c1(e) for all arcs e ∈ A, except the
arcs e = (wk, t) for which c2(e) = c1(e)− q× bk. Then b is a feasible solution of (2)–(4).
Proof. Since for k ∈ K , [τk, τk+1] consists of nk time units, and there are m parallel processors, the bk have to satisfy (3).
Moreover, by Proposition 2, the capacity of the arcs (wk, t) ∈ Awith wk ∈ Wmax cannot be decreased, implying that the bk
have to satisfy (4) as well. Concerning (2), suppose α−I >
∑
k∈I− m×nk−q×bk. But then cmin(N1) ≤ c1(δout(Wmax∪V−I )) =
c1(δout(Wmax))− α−I + (
∑
k∈I− m× nk − q× bk) < c1(δout(Wmax)) = cmin(N1), a contradiction. 
Since the right-hand side is non-negative, the linear program (1)–(4) always has a feasible solution. As thematrix satisfies
the consecutive one’s property, Lemma 1 implies that there exists an optimal integral solution.
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Lemma 4. For any integral solution b ∈ Z|K |+ of the linear system (2)–(4), the minimum capacity of an s− t cut of N2 = (V , A, c2)
is O1, where c2(e) = c1(e) for all arcs e ∈ A, except the arcs e = (wk, t) for which c2(e) = c1(e)− q× bk.
Proof. By contradiction. Suppose cmin(N2) < O1, and letW be an s− t cut such that c2(δout(W )) = cmin(N2). We distinguish
between two cases:
Case 1:Wmax ⊆ W . We claim that c2(δout(W )) ≥ c2(δout(Wmax)). Since c2(δout(Wmax)) = c1(δout(Wmax)) = O1, this is the
desired contradiction. To prove the claim, observe that c2 and c1 differ only in the capacities of the (wk, t) arcs, whenceW
meets the structural properties of Corollary 2. Take any subset VI of W defined in Corollary 2. First suppose VI is disjoint
fromWmax. We have
c2(δout(W )) ≤ c2(δout(W \ VI))
= c2(δout(W ))+ α−I −
∑
k∈I−
(m× nk − q× bk) ≤ c2(δout(W )),
where the first inequality follows from the choice ofW , the second equality from the definition of c2 and N2, and the third
inequality follows from α−I ≤
∑
k∈I−(m × nk − q × bk) since b satisfies (2) for interval I . Consequently, we can remove VI
fromW without affecting the capacity of the cut. On the other hand, if VI ∩Wmax 6= ∅, then we can similarly remove the
nodes VI \Wmax fromW such that the resulting s − t cut remains of minimum capacity with respect to c2. Taking each VI
in turn and applying the above transformation, we obtainWmax. Consequently, c2(δout(W )) ≥ c2(δout(Wmax)).
Case 2:Wmax 6⊆ W . We reduce this case to the previous one as follows. Let W˜max = Wmax \W . We claim that c2(δout(W ∪
W˜max)) = c2(δout(W )). To prove our claim, observe that α˜, the total capacity of the arcs (s, vj) with vj ∈ W˜max, is at least
the total capacity of the arcs (wk, t) leaving W˜max with respect to arc capacity functions c2, i.e., α˜ ≥ ∑wk∈W˜max c2(wk, t).
Suppose not. Then, since c1(e) = c2(e) for all e = (wk, t) with wk ∈ Wmax by constraint (4) and no (vj, wk) arcs leave
Wmax \ W˜max (sinceW is of finite capacity), cmin(N1) ≤ c1(δout(Wmax \ W˜max)) = c1(δout(Wmax))+ α˜−∑wk∈W˜max c2(wk, t)
< c1(δout(Wmax)) = cmin(N1), a contradiction. Consequently,
cmin(N2) ≤ c2(δout(W ∪ W˜max)) = c2(δout(W ))− α˜ +
∑
wk∈W˜max
c2(wk, t)
≤ c2(δout(W )) = cmin(N2).
Therefore, equality holds throughout and the claim is proved. SinceWmax ⊆ W ∪ W˜max, we have reduced this case to the
previous one. 
For any interval I = {`, . . . , r} ⊆ K , let b¯I denote the optimum value of the linear program (1)–(4).
Corollary 3. For any interval I = {`, . . . , r} ⊆ K , the maximum number of q-processor tasks that may be scheduled in time
interval [τ`, τr+1] equals b¯I .
Nowwe can state the mathematical program for scheduling the maximum number of q-processor tasks early such that the
number of single-processor tasks that can be scheduled early remains O1.
max
∑
j∈Jq
∑
k∈Γ (j)
xjk (5)
IP :
∑
k∈I
∑
j∈Jq:k∈Γ (j)
xjk ≤ b¯I , ∀ interval I ⊆ K (6)∑
k∈Γ (j)
xjk ≤ 1, ∀j ∈ Jq (7)
xjk ∈ {0, 1}, ∀j ∈ Jq, k ∈ Γ (j). (8)
In a feasible solution, variable xjk equals 1 if and only if task j ∈ Jq is scheduled in time interval [τk, τk+1]. By constraint (6),
the maximum number of q-processor tasks scheduled in the time interval corresponding to an interval I ⊆ K cannot be
more than b¯I . On the other hand, each q-processor task is scheduled in at most one time interval [τk, τk+1] by (7) and (8).
Proposition 6. Let x be any feasible solution of IP, bxk =
∑
j∈Jq:k∈Γ (j) xjk for all k ∈ K, and define the arc capacity function
c2 : A → R+ with respect to bx such that c2(e) = c1(e) for all arcs e ∈ A except on the arcs (wk, t) ∈ A for which
c2(wk, t) = c1(wk, t)− q× bxk. For N2 = (V , A, c2), cmin(N2) = O1.
Proof. By Lemma 4, it suffices to show that the bxk satisfy the linear system (2)–(4). However, for any interval I`r =
{`, . . . , r} ⊆ K the optimal solution b¯I`r of (1)–(4) satisfies b¯I`r ≤ b(
∑
k∈I−
`r
m × nk − αI−
`r
)/qc, since ∑k∈I−
`r
bk
≤ b(∑k∈I−
`r
m× nk − αI−
`r
)/qc is one of the inequalities (2) and bk = 0 for each k ∈ I`r \ I−`r . 
4870 T. Kis / Theoretical Computer Science 410 (2009) 4864–4873
It will be convenient to represent a feasible solution x by a vector κx ∈ Znq+ (nq = |Jq|), i.e., κxj = k if xjk = 1, and κxj = 0
if xjk = 0 for all k ∈ Γ (j). Conversely, any κ ∈ Znq+ with κj ∈ {0} ∪ Γ (j) uniquely determines a vector xκ by the rule xκjk = 1
if and only if k = κj and κj ∈ Γ (j), and 0 otherwise.
Unfortunately, the linear relaxation of IP may have fractional optimal solutions. However, we prove that under
Assumption 1, IP can be solved in polynomial time. But before, we derive some properties of optimal solutions. W.l.o.g. we
may assume that the tasks of Jq are indexed such that r1 ≤ r2 ≤ · · · ≤ rnq and d1 ≤ d2 ≤ · · · ≤ dnq .
Firstly, we simplify the problem data to avoid ugly cases. Clearly, if b¯I = 0, then xjk = 0 for each j ∈ Jq and k ∈ Γ (j) ∩ I .
Consequently, we may modify Γ (j) by updating its boundaries r˜j and d˜j as follows:
r˜j := min{k ∈ K | k ≥ r˜j,∀ interval I ⊆ K : k /∈ I or b¯I > 0}, (9)
d˜j := max{k ∈ K | k ≤ d˜j,∀ interval I ⊆ K : k /∈ I or b¯I > 0}. (10)
We let r˜j = ∞ (d˜j = −∞) if for all k ≥ r˜j (k ≤ d˜j), there exists an interval I ⊆ K with b¯I = 0 and k ∈ I . Clearly, we can
discard from Jq all the tasks jwith r˜j > d˜j. Finally, if ri ≤ rj, then r˜i ≤ r˜j even after the update, and similarly, if di ≤ dj, then
d˜i ≤ d˜j.
Proposition 7. If there is at least one task in Jq, then the optimum value of IP is at least 1. 
From now onwe assume thatJq is not empty.We say that the ordered pair (i, j) ∈ Jq×Jq is a bad pair in κ if i < j, κi ∈ Γ (i),
κj ∈ Γ (j), and κi > κj.
Lemma 5. There exists an optimal solution κ without any bad pairs.
Proof. Suppose κ represents an optimal solution with at least one bad pair. Choose a bad pair (i, j) with smallest i, and in
case of ties, with smallest κj. Since i < j, ri ≤ rj and di ≤ dj. Therefore κi, κj ∈ Γ (i)∩ Γ (j). Consequently, the vector κ ′ such
that κ ′i = κj, κ ′j = κi and κ ′s = κs for all s ∈ Jq \ {i, j}, represents an optimal solution of IP .
Claim 1: There is no bad pair in κ ′ containing i.
Proof. By contradiction, if (i, a) is a bad pair in κ ′ with i < a, then κ ′a < κ ′i = κj, which contradicts the choice of j. If (a, i) is
a bad pair in κ ′ with a < i, then (a, j)was a bad pair in κ , which contradicts the choice of i. This proves the claim. ♦
If there remains no bad pairs in κ ′, then we are done. Otherwise, we have the following:
Claim 2: Every bad pair (a, b) in κ ′ satisfies i < a, and κ ′b ≥ κ ′i .
Proof. By Claim 1, there is no bad pair in κ ′ containing i. First suppose there is a bad pair (a, b) in κ ′ with a < i. By the choice
of i, (a, b) was not a bad pair in κ . Therefore, κa ≤ κb, but κ ′a > κ ′b have to hold. Since κi > κ ′i , κj < κ ′j and i 6= a, b, this
is only possible if a = j, which contradicts the choice of (i, j). Now suppose a > i and κ ′b < κ ′i . Since κ ′i = κj, this implies
κb = κ ′b < κj < κi, and then (i, b) is a bad pair in κ , a contradiction with the choice of j. ♦
Consequently, if we perform the same exchange for a bad pair (a, b) in κ ′ as we did for (i, j) in κ , no bad pairs are created
containing i. Hence, in at most nq steps we obtain the desired optimal solution. 
From now on we consider only optimal solutions without bad pairs.
Proposition 8. There exists an optimal solution κ such that κ1 = r˜1, i.e., the first task of Jq is scheduled on its due date.
Proof. Consider an optimal solution κ . First suppose κ1 = 0. Let j ∈ Jq be minimal with κj 6= 0 (such a task has to exist by
Proposition 7). Let κ ′1 = r˜1, κ ′j = 0, and κ ′i = κi for i ∈ Jq \ {1, j}. We show that xκ ′ is an optimal solution of IP . Since κ and
κ ′ contain the same number of non-zero coordinates, it suffices to prove feasibility. We only have to verify the constraints
(6). Consider any interval I ⊆ K . If κ ′1, κj ∈ I , or κ ′1, κj /∈ I , the left-hand side of (6) is the same for xκ and xκ ′ . Moreover, if
κj ∈ I , but κ ′1 /∈ I , (6) cannot be violated by xκ ′ . Finally, if κ ′1 ∈ I , but κj /∈ I , then the only possibility is that κj > f , where f
is the largest index in I , since κ ′1 = r˜1 ≤ r˜j ≤ κj. However, b¯I > 0 by (9). Since no task is scheduled into I by the choice of j,
the corresponding constraint will not be violated by xκ
′
.
Now suppose r˜1 < κ1 ≤ d˜1. It is easy to verify that xκ ′ is an optimal solution of IP , where κ ′1 := r˜1, and κ ′j = κj for all
j ∈ Jq \ {1}. 
Since r˜1 ≤ r˜j for all j ∈ Jq, if we fix the schedule of the first task of Jq, the remaining tasks can be optimally scheduled
by the repeated application of Proposition 8; see Algorithm 1.
The running time of the algorithm is dominated by the update of the r˜j and d˜j values, which takesO(|K |2) time. Therefore,
the time complexity of Algorithm 1 is O(nq|K |2). Since |K | ≤ n1 + nq, it is dominated by O((n1 + nq)3)which is polynomial
in the input length of the scheduling problem.
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Algorithm 1 Early Scheduler for q-processor tasks.
1: Reindex the tasks of Jq such that r1 ≤ r2 ≤ · · · ≤ rnq and d1 ≤ d2 ≤ · · · ≤ dnq .
2: for j := 1 to nq do
3: update r˜j and d˜j by (9) and (10), respectively.
4: if r˜j ≤ d˜j then
5: κj := r˜j
6: for each interval I ⊆ K with r˜j ∈ I: update b¯I := b¯I − 1.
7: else
8: κj := 0
9: end if
10: end for
11: output xκ .
2.3. Combinatorial background
In this sectionwegive an alternative, combinatorial argumentwhy themathematical program IP is solvable in polynomial
time under Assumption 1. Take any ordering ≺ of the variables such that xjk ≺ xj′,k′ if k < k′. Then the matrix of the
constraints (6) has the consecutive one’s property provided the columns are ordered with respect to ≺. However, (7) does
not have this property with respect to ≺. Instead of using (7) to ensure that for each task in Jq, at most one early period is
selected, we modify (6) as follows:∑
k∈I
∑
j∈Jq:k∈Γ (j)
xjk ≤ min{b¯I , |Γ −1q (I)|}, ∀ interval I ⊂ K , (11)
where Γ −1q (I) consists of those tasks j ∈ Jq with Γ (j) ∩ I 6= ∅. Let LP∗ be the linear program with objective function (5),
and constraints (11) along with 0 ≤ xjk ≤ 1. Since the constraint-matrix of LP∗ has the consecutive one’s property (order
the columns with respect to≺), Lemma 1 implies:
Proposition 9. All the basis solutions of LP∗ are 0/1 vectors. 
However, it may happen that xjk = xjk′ = 1 for some j ∈ Jq and k 6= k′ in a feasible or even optimal solution. Nevertheless,
we have the following result:
Lemma 6. Let x be a feasible solution of LP∗. Then it can be converted into a feasible solution of IP with the same value.
Proof. Let K1(x) be the multiset of indices such that the multiplicity of k ∈ K in K1(x) ismk = |{j ∈ Jq | xjk = 1}|. We define
a bipartite graphG1with colour classes VK1(x) and VJq , where the nodes in VK1(x) are identifiedwith themembers of K1(x) and
the nodes in VJq are identified with the tasks in Jq. For v ∈ VK1(x), let k(v) denote the corresponding index in K . Notice that
for each k ∈ K , VK1(x) containsmk nodes each identified by k. Each task node j ∈ Jq is connected to every node v ∈ VK1(x)with
k(v) ∈ Γ (j). We claim that there is a matching in G1 covering all the nodes in VK1(x). Suppose not. For any subset U ⊆ VK1(x),
let KU = {k ∈ K | there exists a node in U identified by k}. The set of neighbours of U is N(U) = {j ∈ Jq | Γ (j) ∩ KU 6= ∅}.
Then, by Hall’s Theorem, there is a subset of nodes U ⊆ VK1(x) such that the set of neighbours N(U) satisfies |N(U)| < |U|.
In case of ties, choose one with smallest cardinality. Let IU be the smallest interval in K containing KU . We claim that the set
of tasks Γ −1q (IU) = {j ∈ Jq | Γ (j) ∩ IU 6= ∅} equals N(U). Clearly, N(U) ⊆ Γ −1(IU), since KU ⊆ IU . Suppose there exists
j ∈ Γ −1q (IU) \ N(U). Then Γ (j) ∩ KU = ∅. Since Γ (j) is an interval, there exists k1, k2 ∈ KU such that for all k ∈ Γ (j),
k /∈ KU , and k1 < k < k2. By Assumption 1, there exists no task j′ ∈ Jq such that k1, k2 ∈ Γ (j′). But then U ∪ N(U) spans
a disconnected subgraph of G1 and either U1 = {v ∈ U | k(v) ≤ k1} or U2 = {v ∈ U | k(v) ≥ k2} satisfies the properties
of U contradicting the minimal cardinality of U . Therefore, Γ −1q (IU) = N(U). Consequently, the solution x violates (11) for
interval IU . Finally, since we have shown that there is a matching in G1 covering all the nodes identified with K1(x), such a
matching defines a feasible solution x′ for IP with the same value as x. 
Example 2. Suppose K = {1, 2, 3}, there are two q-processor tasks, j1 and j2, and Γ (j1) = {1, 2, 3}, Γ (j2) = {2, 3}.
Moreover b{1,2} = b{2,3} = 1 and b{1} = b{2} = b{3} = b{1,2,3} = 2. Then one of the optimal solutions of LP∗ is x1,1 = x1,3 = 1,
x1,2 = x2,2 = x2,3 = 0, which can be converted into a feasible solution of IP: x1,1 = x2,3 = 1, x1,2 = x1,3 = x2,2 = 0.
Example 3. In this example we demonstrate that without Assumption 1, our approach does not work. Suppose K =
{1, 2, 3}, there are two q-processor tasks, j1 and j2, and Γ (j1) = {1, 2, 3}, Γ (j2) = {2}. Moreover b{1,2} = b{2,3} = 1
and b{1} = b{2} = b{3} = b{1,2,3} = 2. Then the optimal solution of IP is x1,1 = x1,3 = 1, x1,2 = x2,2 = 0, while in any optimal
solution of the scheduling problem, either j1 or j2 is scheduled early, but not both.
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Algorithm 2 UET Scheduler.
1: Determine a maximum s− t flow f ∗1 in N1 along with the setWmax of N1 (Corollary 2).
2: Compute the values b¯I for each interval I = {`, . . . , r} ⊆ K .
3: Apply Algorithm 1 to schedule early a maximum number of q-processor tasks, and let bk be the number of q-processor
tasks scheduled in time interval [τk, τk+1].
4: Determine a maximum s− t flow f ∗2 in N2 = (V , A, c2), where c2(e) = c1(e) on all arcs e ∈ A, except on the arcs (wk, t),
k ∈ K , for which c2(wk, t) = c1(wk, t)− bk.
5: The flow f ∗2 along with the output of Step 3 determine the schedule of early single-processor and q-processor tasks,
respectively.
2.4. The complete algorithm
By the previous results, we can apply Algorithm 2 for solving our scheduling problem under Assumption 1 in polynomial
time.
The first step requires the solution of a maximum-flow problem in network N1. On the one hand, the maximum flow f ∗1
gives a schedule in which the maximum number of single-processor tasks is early. On the other hand, we can determine
Wmax (the unique maximal set inducing a minimum capacity s− t cut of N1) by solving maximum-flow problems for each
k ∈ K : Nk1 = (V , A, ck1), where ck1(e) = c1(e) for all e ∈ A, except on the arc e = (wk, t) for which ck1(e) = c1(e) − 1.
Notice that ck1 ≥ 0, since c1(wk, t) = nk × m ≥ 1. Since c1 and ck1 differ exactly on one arc, and the difference is 1,
cmin(Nk1) ∈ {cmin(N1)− 1, cmin(N1)}.
Proposition 10. wk belongs to Wmax if and only if cmin(Nk1) = cmin(N1)− 1. 
Let K− = {k ∈ K | cmin(Nk1) = cmin(N1)−1}. Combining Proposition 10with Corollary 2 givesWmax = {s}∪{vj ∈ V | Γ (j) ⊆
K−} ∪ {wk ∈ V | k ∈ K−}. The computational burden of solving the maximum-flow problem in Nk1 can be greatly reduced
by starting an augmenting-path algorithm from the optimal flow f ∗1 after reducing the arc flows by 1 along the s − t path
through the arc (wk, t) with all-positive flow values (such a path necessarily exists). The values b¯I can be computed by
solving LP (1)–(4) for each interval {`, . . . , r} ⊆ K . Since the matrix of (2)–(4) satisfies the consecutive one’s property, this
can be done in polynomial time, cf. Schrijver [11]. Third, the input of Algorithm 1 can be constructed in polynomial time and
that algorithm also runs in polynomial time. Fourth, the schedule of the early single-processor tasks is determined. Finally,
the optimal flow f ∗2 along with the output of Step 3 determine a feasible schedule by construction. Since all steps run in
polynomial time of the input length, Algorithm 2 is of polynomial time complexity.
3. Minimising the maximum lateness and maximum tardiness
In this section we develop polynomial time algorithms for problems P|pj = 1, sizej ∈ {1, q}, rj|Tmax and P|pj = 1, sizej
∈ {1, q}, rj|Lmax under Assumption 1. The main idea is that we reduce both problems to problem P|pj = 1, sizej ∈
{1, q}, rj|∑Uj solved in the previous section under the same assumption.
Our transformation is quite similar to that of Baptiste and Schieber [1] for the P|pj = 1, sizej ∈ {1,m}, rj|Tmax problem.
Namely, Baptiste and Schieber observed that w.l.o.g. max{dj | j ∈ J} − min{rj | j ∈ J} is O(n), in fact not greater than 2n.
Since we may assume that the least release date is 0, and all due dates are non-negative, all the tasks can be scheduled
early with the modified due dates δj = dj + n (j ∈ J). Consequently, finding the optimal Tmax value consists of finding
the smallest value of Tmax between 0 and n such that all the tasks can be scheduled early for due dates δj = dj + Tmax.
For solving the latter decision problem, Baptiste and Schieber proposed two algorithms, one based on linear programming
and another purely combinatorial. However, they handled single-processor and m-processor tasks simultaneously in both
methods.
Now, under Assumption 1, we can apply our method proposed in the previous section to decide whether for a given set
of due dates δj = dj + T and release dates rj the more general problem with task sizes 1 or q admits a feasible solution.
Namely, if the minimum number of tardy tasks is 0 with respect to due dates δj, then T is an upper bound on the maximum
lateness Lmax, while max{0, T } is an upper bound on themaximum tardiness Tmax. In order to find the optimum value for the
maximum lateness problem, T should be varied between−2n and n, while for the maximum tardiness problem, between 0
and n. In either case we get a polynomial time algorithm.
4. Final remarks
In this paper we have proposed polynomial time algorithms for solving UET task scheduling problems such that each
task requires a single-processor or q-processors concurrently with various objective functions under the assumption that
the release dates and due dates of the q-processor tasks are agreeable. To drop this assumption, it would suffice to find
a polynomial time algorithm for solving the integer program IP without any restrictions on the intervals Γ (j). Since IP
generalises matching in bipartite graphs, the general solution constitutes an exciting theoretical problem as well.
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