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Abstract
Forward Stepwise Selection is a widely used model selection algorithm. It is, however, hard
to do inference for a model that is already cherry-picked. A post-selection inference method
called selective inference is investigated. Beginning with very simple examples and working
towards more complex ones, we evaluate the method’s performance in terms of its power and
coverage probability though a simulation study. The target of inference is investigated and
the impact of the amount of information used to construct conditional conference intervals is
investigated. To achieve the same level of coverage probability, the more conditions we use,
the wider the Confidence Interval is – the effect can be extreme. Moreover, we investigate
the impact of multiple conditioning, as well as the importance of the normality assumption
on which the underlying theory is based. For models with not very many parameters (p «
n), we find normality is not crucial in terms of the test coverage probability.
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We are in the era of data explosion, countless data are generated every second. A large
number of models are fitted by researchers in order to understand the patterns in these
enormous datasets. After fitting multiple models, researchers will pick the one that has the
most meaningful pattern. However, we have to judge the strength of the pattern which has
been found.
The model selection method described above is essentially a “cherry-picking” process [8],
i.e. we are picking the model that satisfies us the most. For example, suppose we want to test
the effectiveness of a new drug, multiple trials were done, but only the trial with significant
correlation is reported. Given only the reported correlation, one may believe that the new
drug is very effective. However, given the fact that we “cherry-picked” the results, i.e., only
reported the one with significant correlation, the result is not so convincing anymore, and
the strength of the relationship is greatly exaggerated.
Many works have been done to address this issue, i.e., try to do inference for the cherry-
picked models. Lockhart et al. [7] propose a covariance test that is specifically used for
LASSO, and can be used to assess the significance of the variables that enter the model
at a given stage of the LASSO path. Lee et al. [5] propose an approach for LASSO, that
uses a conditional distribution and its test statistic follows a truncated normal distribution.
Tibshirani et al. [10] propose a similar approach, to do inference for Sequential Regression
Procedures, including LASSO, Forward Stepwise Selection and LARS. There are also works
that use large sample theory to obtain p-values. Javanmard and Montanari [4], Zhang
and Zhang [12], and van de Geer et al. [11] proposed similar algorithms that can provide
Confidence Intervals for all β’s simultaneously using asymptotic normality.
In this paper, we will mainly be investigating the selective inference tests and confidence
intervals proposed by Tibshirani et al. [10]. The performance in terms of the power of tests
as well as the coverage probability of the related confidence intervals will be evaluated.
Moreover, Liu et al. [6] point out that the aforementioned procedures have a problem
of “over-conditioning” which will often lead to very wide confidence intervals; hence, the
1
impact of conditioning will also be investigated through a simulation study. In addition, the
importance of the normality assumptions underlying the test will also be evaluated.
Chapter 2 will provide a literature review on linear regression, model selection methods
including Forward Stepwise Selection, LASSO, and LARS, as well as the selective infer-
ence algorithm proposed by Tibshirani et al. [10]. Chapter 3 will provide details of several
simulation studies that will demonstrate the test performance and the “over-conditioning”
problem. Chapter 4 will investigate the importance of the normality assumption through





In this chapter, we will begin by providing a review of linear regression, then we will discuss
some common model selection methods, including LASSO, LARS, and Forward Stepwise Se-
lection. Finally, we will introduce a post-selection inference method, selectiveInference,
for obtaining p-values as well as confidence intervals.
2.1 Linear Regression
Linear models are simple and widely used, as they can often provide interpretable results
which are often competitive with those achieved by more complex models.
Suppose we have an input vector X> = (X1, X2, X3, . . . , Xp), and want to predict the
response variable Y . (Note that in this project, single observations will be denoted by small
letters as in xi, yi, while a matrix or vector will be denoted by capitalized letters Xi, Y . The
linear model will have the form
Y = β0 +
p∑
j=1
Xjβj + ε. (2.1)
The above model assumes that E[Y |X] is linear and the βj ’s are unknown parameters,
moreover, ε i.i.d.∼ N(0, σ2). The ‘feature’ or ‘predictor’ variables Xj can come from differ-
ent sources, for example, quantitative inputs, transformations of quantitative inputs, basis
expansions, numeric coding of qualitative inputs, and interactions between variables.
Normally we begin by fitting the model to training data of the form (X1, y1), . . . , (XN , yN ),
where each Xi = (xi1, xi2, . . . , xip)>, is a vector of feature measurements for the ith observa-
tion. The most popular method to estimate the coefficients βj ’s is least squares estimation,









In order to minimize (2.2), let us denote by X an N × (p + 1) matrix, where the
first column entries are all 1’s representing the intercept, and each row is an input vector.
Similarly, let Y = (y1, y2, . . . , yN )> be an N × 1 vector of response variable in the training
set. Thus we can rewrite (2.2) as:
RSS(β) = (Y −Xβ)>(Y −Xβ). (2.3)








Setting the first derivative to zero, we will get:
X>(y −Xβ) = 0. (2.5)
Therefore, if the matrix X>X is invertible, we will obtain the unique solution:
β̂ = (X>X)−1X>Y. (2.6)
The predicted values are:
Ŷ = Xβ̂ = X(X>X)−1X>Y. (2.7)
Note that the errors are uncorrelated and follow a normal distribution N(0, σ2), thus
from (2.1), we can see that Y also follows a normal distribution with variance σ2 times the
identity matrix. Therefore, the variance-covariance matrix of β̂ can be derived from (2.6):
Var(β̂) = (X>X)−1σ2. (2.8)
We can estimate σ2 by
σ̂2 = 1
N − p− 1
N∑
i=1
(yi − ŷi)2. (2.9)
Given the variance-covariance matrix of β̂ and the fact that errors are uncorrelated, we
can do inferences about the β’s and the model. It is easy to see that β̂ ∼ N(β, σ2(X>X)−1).
2.2 Model Selection methods
In practice, people are not always satisfied with the least square estimates. This is partly
because the least square estimates often have low bias yet large variance, which might lead
to severe over-fitting problem [3]; shrinking the coefficients or even setting some to zero will
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often improve prediction accuracy. Another reason for model selection is that, if we have a
large number of predictors, we would like to use only a small subset of the predictors —
ones that have the strongest effects — for interpretation purposes.
2.2.1 Forward Stepwise Selection
Forward Stepwise Selection is a greedy algorithm. It starts with including the intercept only,
and then sequentially adds the predictor that most improves the fit into the model. Forward
Stepwise Selection seems to be sub-optimal compared to best-subset selection, where models
using all predictor combinations are fitted, and the best one is chosen. But we might still
prefer to use Forward Stepwise as it is computationally easier. For example, when there
are many predictors (p >> N), it is not possible to use best-subset selection, but we can
always use Forward Stepwise Selection. Even when p < N but large the best subset method
requires fitting 2p models and this won’t be possible with more than about 20 predictors in
most cases.
Even though it is computationally easier compared to best-subset selection, Forward
Stepwise can still require a lot of computation. Hence we typically terminate the process
before the end using some stopping rules. When p < N , we do not do any model selection
unless we decide not to use all the variables. We can do this by using selection criterion like
AIC or BIC, or set a significance level α for the t-tests, and stop the process when there’s
no significant variable at level α at any step.
AIC (Akaike Information Criterion) is an estimator of prediction error proposed by
Akaike [1] in early 1970s. AIC is defined to be:
AIC = 2k − 2 log(L̂),
where k is the number of variables in the model, and L̂ is the maximized log likelihood of
the model. Note that the actual value of the AIC is meaningless, AIC only estimates the
quality of each model relative to other models. The model with the smallest AIC value is
considered to be the “best” model among all the models tested.
However, it is dangerous to terminate the process when no variable is significant at level
α, since the method does not take into account the fact that the process is cherry picking.
At each step, we are testing, for each coefficient, if that coefficient is 0, and will include
the one with the smallest p-value. In other words, we are doing many hypothesis tests and
only reporting the one that has p-value < 0.025 or > 0.975 and is most extreme. It is not
so surprising to find one coefficient is significant. In this case, we are essentially looking
at a conditional distribution given that a p-value is < 0.025 or > 0.975 instead of at a
t-distribution. Thus a very extreme unconditional p-value is not so surprising.
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2.2.2 LASSO
Least Absolute Shrinkage and Selection Operator[9] (LASSO) was first proposed by Tibshi-
rani in 1996. It minimizes the residual sum of squares (equation (2.2)) subject to the sum
of the absolute value of the coefficients being less than a constant. By doing so, LASSO sets
some of the β̂’s to 0 so it does model selection, it also shrinks non-zero β̂’s towards 0. The
model selection makes the results more interpretable.












|βj | ≤ t.
(2.10)














where λ is a tuning parameter that controls the magnitude of the constraint. Larger λ will
impose a stronger constraint, i.e. setting more coefficients to zero; smaller λ will have less
impact, the values of the coefficients will be closer to the regular least square estimates.
For each value of t smaller than the L1 norm of the least squares estimate there is a
corresponding value of λ which produces the same estimate. The converse also holds: for
each value of the penalty parameter λ there is a t which produces the same estimate. The
relationship between the two tuning parameters depends on the design in complex ways.
Note that the intercept is not penalized in Equation (2.10). It is necessary to center and
standardize the variables before doing LASSO. LASSO puts constraints on the size of the
coefficients of the variables, thus the constraint depends heavily on the magnitude of each
variable. By centering and standardizing the variables, we put the variables on the same
scale and also remove the intercept.
2.2.3 LARS
Least Angle Regression (LARS) [2] proposed by Efron et al. in 2004 is a model selection
algorithm that has close connection with both Forward Stepwise Selection and LASSO. It
also provides an extremely efficient algorithm for computing the LASSO path. The LARS
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algorithm is shown in Algorithm 1 [3] and the detailed proof and arithmetic can be found
in their paper.
Algorithm 1: Least Angle Regression
1. Standardize the predictors to have mean zero and unit norm. Start with the
residual r = y − ȳ, β1, β2, . . . , βp = 0;
2. Find the predictor xj that is most correlated with r;
3. Move βj from 0 towards least-squares coefficient < xj , r >, until some other xk
has as much correlation with the current residual as xj ;
4. Move βj and βk in the direction defined by their joint least squares coefficient of
the current residual on < xj , xk >, until some other competitor xl has as much
correlation with the current residual;
5. Continue until min{p,N − 1} predictors have been entered, or use cross
valildation to choose an earlier stopping point.
2.3 Selective Inference
Tibshirani et al [10] proposed a post-selection inference method, which they call selective
inference, that can be used to calculate exact p-values and confidence intervals for forward
stepwise selection, LARS, and LASSO.
All the above methods can be used to select a subset, A, of the original set of p predictors
whose regression coefficients are non-zero, and we call these predictors active. We will get
an estimate Â of the active set when we use one of the model selection methods mentioned
above, e.g. Forward Stepwise, LARS, or LASSO. Lee et al. [5] and Tibshirani et al.’s [10]
proposals use probability intergral transform of the estimators conditional on Â and other
information to derive Confidence Intervals and p-values for the regression coefficients. We
now describe this process.
Suppose we have observations y ∈ Rn drawn from a Gaussian model
y = θ + ε, ε ∼ N(0, σ2I) (2.12)
where we do not assume that the true model is linear, i.e. we do not assume that θ = Xβ∗,
thus y ∼ N(θ,Σ) where θ is unknown but Σ is known, and Σ = σ2I.
After a model selection procedure is used and an estimate Â of A is computed, we will be
interested in regressing Y on XA, where the columns of the XA correspond to the estimated
active variables. This estimated active set might well not contain all the active variables; in
particular variables with small non-zero values of β will often be missed.
The expected mean squared error given the active set is
E[(Y −XAβA)>(Y −XAβA)], (2.13)
7
which is minimized by
βA = (X>AXA)−1X>A θ. (2.14)
The coefficient of a variable i (belonging to A) in a regression of Y on XA has the form
ν>θ (2.15)
where ν> is the ith row of the p× n matrix
(X>AXA)−1X>A . (2.16)
In order to do inference for β̂s, we would like to compute the conditional cumulative
distribution function of ν>Y given Â = A. Unfortunately, this conditional cdf is not often
computable, but sometimes we can compute the conditional cdf given more information
such as the order in which variables were added to the model and the signs of the estimates
as they were added to the model.
In this project, we are interested in testing if the coefficients are 0, i.e.
H0 : ν>θ = 0 (2.17)
conditional on having observed Y ∈ P, where P is a given set, and ν is a given contrast
vector. We are conditioning on the event y ∈ P because the sequential regression methods
can be represented in this form. For example, consider Forward Stepwise after one step, with
p = 3 variables in total. Suppose variable 3 is selected and assigns it a positive coefficient.
This will happen if and only if
X>3 Y/||X3||2 ≥ ±X>1 Y/||X1||2
X>3 Y/||X3||2 ≥ ±X>2 Y/||X2||2.
These inequalities can be represented as ΓY ≥ 0, which is a polyhedron. Tibshirani et al.
[10] compute the conditional distribution of ν>Y given the information of both Γ> ≥ 0 and
the value of Y ⊥ ≡ Y − ν(ν>ν)−1ν>Y . It is worth noting that Y ⊥ is independent of ν>Y
because of the normality of Y .
Note that ν>Y has a Normal distribution. Let Φ(x) be the standard normal cdf, and




Φ((x− µ)/σ)− Φ((a− µ)/σ)
Φ((b− µ)/σ)− Φ((a− µ)/σ) . (2.18)
8
Then, in Lemma 1 in Tibshirani’s work [10], it is shown that the conditional distribution
ν>Y |ΓY ≥ u, Y ⊥ is of the form F [a,b]µ,σ2 , where
a = V lo(Y ) = max
j:ρj>0
uj − (ΓY )j + ρjν>Y
ρj
(2.19)
b = Vup(Y ) = min
j:ρj<0
uj − (ΓY )j + ρjν>Y
ρj
(2.20)
and ρ = Γν/ν>ν.
Even when P is not a polyhedron the conditional distribution has the form of a normal
truncated to a union of intervals; this idea is used in Liu et al [6]. In general however it can
be very hard to compute the union of intervals in question.
In general if W is a random variable with cdf FW then FW (W ) is uniformly distributed;
this transformation is called the probability integral transform (PIT). Similarly if Fθ(·|C) is
the condition cdf ofW given some collection C of variables for some parameter value θ then
Fθ(W |C) has a uniform distribution when θ is the true parameter. In selective inference we
use this conditional probability integral transform with W = ν>Y ; the result has a uniform
distribution when it is evaluated at the true parameter values. Therefore, we can use the
PIT as both the test statistic and a p-value. We will reject the test hypothesis if Equation
(2.18) is extreme.
If we want to do a one-sided test, i.e. to test
H0 : ν>θ = 0
HA : ν>θ > 0,
then the test statistic is defined as:




It may be verified that T is monotone decreasing in µ at any fixed point x, and thus rejecting
for small values of T will have useful power against the one-sided alternative: HA : ν>θ > 0.
For a two-sided hypothesis test with
H0 : ν>θ = 0
HA : ν>θ 6= 0
the test statistic is defined as:
T = 2 ·min{F [V
lo,Vup]
0,ν>Σν (ν





which is twice the minimum of the CDF and the survival function of ν>Y . This statistic
has useful power against the two-sided alternative HA : ν>θ 6= 0. The test statistic from
Equation (2.22) also follows a uniform distribution because of the fact that if U is a standard




We are interested the performance of the test, in terms of its power, and the coverage
probability of associated confidence intervals. Moreover, Selective Inference is based on
multiple conditioning, so we would like to investigate how the conditioning impacts the
length of the Confidence Interval as well as the actual limit bands of the Confidence Intervals.
In order to answer the questions concerning power and coverage probability, 4 cases
will be investigated. In Case 1, we will also investigate how the conditioning impacts the
Confidence Interval.
1. Generate data according to E(y) = µ, test the 2-sided hypothesis if µ = 0. Record the
Confidence Interval for µ when ȳ has a significant value.
2. Generate data according to E(y) = µ + β1x1, take one step into Forward Stepwise.
Test the 2-sided hypothesis β1 = 0 using the package selectiveInference, record
the Confidence Interval and the p-value for a test of β1 = 0. Also compute the
coverage probability of the selectiveInference Confidence Interval for β1 if the
selectiveInference p-value is significant.
3. Generate data according to E(y) = µ + β1x1 + β2x2, take one step into Forward
Stepwise. Test the 2-sided hypothesis β1 = 0 if and only if x1 is the first variable in
the model using selectiveInference, and record the Confidence Interval as well as
the p-value.
4. Generate data according to E(y) = µ+β1x1+β2x2+β3x3, take two steps into Forward
Stepwise. Test the 2-sided hypothesis β2 = 0 only if x2 is one of the first two variables
in the model using selectiveInference, and record the Confidence Interval as well
as the p-value.
A test at level α = 0.05 will be used for all these cases.
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3.1 Case 1
The simplest form of the idea behind selective inference arises in testing for a mean. The
model is simply
Y = µ1 + ε.
where again 1 denotes a column vector of 1s. We begin by testing the hypothesis µ = 0 in
the usual way. We will need to assume that the standard deviation of the errors, σ is known






We will reject the hypothesis if |Z| > z1−α/2 as usual. If we do not reject the null hypothesis
we will not compute a confidence interval for µ; if the null hypothesis is rejected we will
compute a confidence interval.
Thus in this simple case we generate data according to E(y) = µ with varying µ. Then
we choose between two models on the basis of a standard hypothesis test of
H0 : µ = 0
HA : µ 6= 0.
Finally we use a conditional Probability Integral Transform to form confidence intervals
for µ which are intended to cover the true value of µ in 95% of the cases where the null
hypothesis µ = 0 is rejected.
This can be thought of as the very first step in Forward Stepwise, i.e., to decide whether
to include an intercept or not. We will do three things:
• We will investigate the coverage probability of our interval conditional on deciding
to give a confidence interval, that is, conditional on rejecting our null hypothesis or
selecting the more complex model.
• We will examine two conditioning methods and investigate the impact of conditioning.
• And we will investigate the impact of a two stage process in which we use the proba-
bility integral transform to test, for a second time, the null hypothesis and only when
this rejection is confirmed compute a confidence interval.
3.1.1 Simulation Design
Of the 4 cases discussed above, this is the simplest test, where we are testing if the data has
a non-zero mean. However, there’s no package or function to do this simplest test. Hence
we will use our own code to compute the conditional PIT (Probability Integral Transform)
to obtain an Exact Confidence Interval.
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In Section 2.3 we discussed the idea of using the conditional distribution of some linear
combination ν>Y given an event of the form ΓY ≥ u). Here the vector ν is just 1/n and
we will condition on the event |ν>Y | = |Ȳ | > z0.975 σ√n . The set of vectors Y satisfying this
inequality is not a polyhedron but a union of two polyhedra:{











The inference method used in the package selectiveInference conditions on more:
the value of Y ⊥ = Y − ν(ν>ν)−1ν>Y and the sign of the coefficient of the variable being
added to the model. In this simple example conditioning on Y ⊥ does not affect the limits for
the conditional distribution of µ>Y but conditioning on the sign of ȳ would change things.
We would like to evaluate how the conditioning used is impacting the Confidence Interval
in this simple case. There are two ways of constructing the cdf of the truncated normal
distribution mentioned above, one is to not condition on the sign of ȳ, the other is to
condition on the sign of ȳ, i.e. use the conditional distribution ȳ|(|ȳ| > z0.975 σ√n) versus
using the conditional distribution ȳ|(|ȳ| > z0.975 σ√n , ȳ > 0) or the conditional distribution
ȳ|(|ȳ| > z0.975 σ√n , ȳ < 0).
Details of the simulation are shown in Algorithm 2, and the Probability Integral Trans-
forms of the two conditioning cases are discussed below in separate sub-sections.
Algorithm 2: Simulation Study: Case 1
1. Generate 200 equally spaced µ’s in the range (−5, 5);
2. For each µ, generate n = 100 y’s, where y ∼ N(µ, σ2);
3. Obtain ȳ, so that ȳ is an unbiased estimate of µ, and ȳ ∼ N(µ, σ2n );
4. Reject H0 if |ȳ| > z0.975 σ√n (z0.975 = 1.96), so that it is a two-sided level α = 0.05
test;
5. Compute the Exact Confidence Interval using the conditional PIT only if H0 is
rejected;
6. For each µ, repeat Step 2 - 5 for B times, where B = 500Pµ(|ȳ|>z0.975 σ√n ) , so that
roughly 500 Confidence Intervals are computed for each µ, and record the average
of the B Confidence Intervals.
Not conditioning on the sign
Suppose we observe X ∼ N(µ, σ2), and do not condition on the sign, i.e., we consider
the truncated normal distribution: X|(|X| > γ), where γ = σz0.975. The cumulative distri-
bution function of this truncated normal distribution, that is, the conditional cumulative
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distribution function of X given the conditioning event is:
P(X < x | |X| > γ) = P(X < x)
P(X < −γ) + P(X > γ) ifX < −γ
P(X < x | |X| > γ) = 1− P(X > x)
P(X < −γ) + P(X > γ) ifX > γ.



















)) X > γ
. (3.1)
Given the cdf above, an exact level 0.95 Confidence Interval (L,U) can be calculated by
solving :
F (X,U) = 0.025 (3.2)
F (X,L) = 0.975. (3.3)
Conditioning on the sign
Suppose we observe X ∼ N(µ, σ2), and also condition on the sign, i.e. the truncated normal
distribution X|(|X| > γ,X > 0) or X|(|X| > γ,X < 0), where γ = σz0.975 is considered. In
the former case the conditional cdf is:
P(X < x) =
1−
P(X>x)
P(X>γ) x > γ
0 x ≤ γ,
while in the latter case it is
P(X < x | X > γ) =

P(X<x)
P(X<−γ)) x < −γ
1 x > −γ.















) X > γ.
(3.4)
Again, a level 0.05 Exact Confidence Interval (L,U) can be calculated as F (X,L) = 0.975
and F (X,U) = 0.025.
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3.1.2 Discussion of Results
Two different σ’s were tried to investigate the impact: σ = 1, and σ = 10.
Fraction of time a CI is calculated
Figure 3.1: Fraction of time H0 is rejected, Case 1, σ = 1
Figures 3.1 and 3.2 depict the fraction of time H0 is rejected, is indeed the power of the
test. The two methods, i.e., conditioning on the sign of ȳ and not condition on the sign, use
the same rule to decide whether or not to reject H0, thus it is sufficient to use one line to
represent the power of the two methods in the plot. The blue line represents the theoretical
power of the test, and we can see that our simulation is a reasonable approximation of the
test in terms of the power.
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Figure 3.2: Fraction of time H0 is rejected, Case 1, σ = 10
When µ is far away from 0, the power of the test is approximately 1, indicating that our
test is very good at detecting a false null hypothesis. However, as µ moves towards 0, the
power of the test drops. If σ is small, for example, 1, the power will start to drop only when
µ is very close to 0, and the drop is dramatic. When σ becomes larger, the power will start
to drop when µ is still away from 0, and will drop more slowly. When the true µ is 0, that
is, the null hypothesis is true, the power of our test is 0.05 for both σ, in other words, when
the null hypothesis is correct, the probability of rejecting null is α = 0.05, or the Type I
error rate is 0.05. Thus, the test meets our expectation in terms of its power.
When the power of a test is close to one there should be little impact from conditioning
on rejection since that event is sure to happen. Thus for those µ where the power is close to
1 we should expect our confidence intervals to be very similar to the usual interval centered
around ȳ.
It is worth noting that the plots look similar for different σ’s, except that the plot is
wider when we have a larger σ. This is because, σ is assumed to be known in the theory,
thus different σ’s may not have a big impact on the plots because they are known, and we
can get the σ = 1 plots if we rescale the σ = 10 plots.
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Coverage Probability
Figure 3.3: Coverage Probability, Case 1, σ = 1
Figures 3.3 and 3.4 show the average coverage probability for B replicates. We expect the
coverage probability of the test to be 95% for all µ’s. The plots show that both conditioning
and not conditioning on the sign give the desired coverage probability. The coverage prob-
abilities are the same for the two methods when µ is away from 0; they start to differ when
µ approaches 0. Even though there’s a slight deviation, the overall coverage probability is
still about 95%.
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Figure 3.4: Coverage Probability, Case 1, σ = 10
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Length of CI
Figure 3.5: Case 1, Average Length of CI for 500 MC replicates at each µ, σ = 1
Figures 3.5 and 3.6 show the average length of the Confidence Interval for B replicates.
Even though the coverage probabilities are the same for both methods, the lengths of the
Confidence Interval are very different. If we do not condition on the sign, the length of CI
is the same across all µ’s. If we condition on the sign, the length of CI is roughly the same
when µ is far away from 0, but becomes much wider as µ approaches 0. In either case when
µ is far from 0 the average length depends little on µ.
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Figure 3.6: Case 1, Average Length of CI for 500 MC replicates at each µ, σ = 10
Algorithm 3: Simulation: noise in the CI length
1. Generate 100 y ∼ N(0.2, 1), thus ȳ ∼ N(0.2, 0.12);
2. Calculate the Confidence Interval if |ȳ| > 1.96 1√100 = 0.196 using the method
where we condition on the sign;
3. Record the length of the CI, as well as the lower and upper bounds if a CI is
calculated;
4. Repeat Step 1 - 3 10,000 times.
Note that there is a lot of noise in the plots when we condition on the sign. Another
simulation study was done to investigate the noise in the plots; details are shown in Algo-
rithm 3. Some of the widest Confidence intervals obtained from the simulation are shown
in Table 3.1.
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ȳ lower limit upper limit length of CI
0.1960009 -43254.01396 -296.5940 42957.41993
0.1960139 -2652.01395 -18.09402 2633.91993
0.1960175 -2109.01395 -14.09402 2094.91993
0.1960385 -959.01393 -6.386176 952.62775
0.1960466 -791.01392 -5.233690 785.78023
Table 3.1: Extreme Confidence Intervals; values of y very close to 0.196 generate extremely
long intervals.
We can see from the table that all the extreme values happen when ȳ is close to the
cutoff, 0.196 in this case. The closer ȳ is to 0.196, the wider the Confidence Interval is.
The widest Confidence Interval can be several magnitudes wider than the others, which will
affect the average a lot, since the sample mean is very sensitive to outliers. Therefore, we
can expect the plots to have a lot of noise.
Recall the cdf of ȳ when we condition on the sign from (3.4), and note that the distribu-
tion for ȳ > γ ranges from γ to ∞. If we observe a ȳ = 0.1960009, that means we have an
observation at the very end of the lower tail; this gives us a very wide Confidence Interval.
It is the observed ȳ that really affects the Confidence Interval instead of the true mean
that we used to generate the data. (The true mean affects which values of ȳ are likely,
of course.) Figure 3.7 shows the relationship between the observed ȳ and the Confidence
Interval. As we can see, the confidence limits change dramatically when we observe ȳ close
to ±0.196.
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Figure 3.7: Confidence Interval v.s. observed ȳ.
For a given ȳ, the interval for µ runs from the lower curve to the upper curve.
The CI’s are not computed when ȳ < |0.196|
In order to obtain a smoother plot for the lengths of our CIs, we can plot the median
length instead of the average. Figure 3.8 and 3.9 plot the median length of CI. It is shown
that the a narrower Confidence Interval is obtained if we do not condition on the sign.
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Figure 3.8: Case 1, Median Length of CI for 500 MC replicates at each µ, σ = 1
Figure 3.9: Case 1, Median Length of CI for 500 MC replicates at each µ, σ = 10
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Figure 3.10: Average Upper and Lower limits of the Two Methods for 500 MC replicates,
Case 1, σ = 1
Figures 3.10 and 3.11 show the average Confidence Upper limit and the average confi-
dence lower limit for B = 500 replicates. The blue curve is visible only near µ = 0, where it
differs noticeably from the black curve. When we do not condition on the sign, the lower and
upper bound both increases gradually and have a slope of roughly 1. When we condition
on the sign, both lower and upper bounds share the following characteristics:
• The two intervals have the same average limits when µ is away from 0;
• The interval which conditions on the sign becomes much wider when µ approaches 0.
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Figure 3.11: Average Upper and Lower limits of the Two Methods for 500 MC replicates,
Case 1, σ = 10
Another interesting thing to notice is that the lower bound and upper bound deviate
from those obtained by not conditioning on the sign in different places. The lower bound
deviates first when we move from larger µ to smaller µ, and the upper bound deviates
first when we move from smaller µ to larger µ. Moreover, the lower and upper bounds
have a symmetric behaviour. The previously mentioned noise happens again in the average
Confidence Interval, so the median CI is also plotted (Figure 3.12 and 3.13).
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Figure 3.12: Median Upper and Lower Limits of the Two Methods for 500 MC replicates,
Case 1, σ = 1
From this simple simulation example, we can see that even though the same level of
coverage probability and power are achieved, the more condition we are using, the wider
the Confidence Interval is. However, the paper [10] suggests we should condition on the
sign, which will result in a wider Confidence Interval. In more complex settings it can be
hard to compute the conditioning event if we do not condition on the signs.
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Figure 3.13: Median Upper and Lower Limits of the Two Methods for 500 MC replicates,
Case 1, σ = 10
3.2 Case 2
In this case, we generate data according to E(y) = µ+ β1x1, and take one step of Forward
Stepwise regression. The variable x1 is the only predictor in this case, hence it is the only
variable to be considered, and the following test is then conducted to decide whether β1 is
included:
H0 : β1 = 0
HA : β1 6= 0.
Moreover, we use this simple example to again illustrate the impact of cherry-picking:
one may decide to look at the Confidence Interval only when β1 is found to be significant.
By doing so, the theoretical coverage probability is no longer maintained.
3.2.1 Simulation Design
The function fsInf from the package selectiveInference implements the method in-
troduced in Section 2.3, that can be used to obtain exact p-values and exact confidence
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intervals for Forward Stepwise Selection. Thus, the package selectiveInference will be
used for Case 2 to Case 4. Details can be found in Algorithm 4.
Algorithm 4: Simulation Study: Case 2
1. Generate 200 equally spaced β1s in the range (-2, 2);
2. For a specific β1, generate 100 X ∼ N(0, 4) and 100 ε ∼ N(0, 1) values, and let
Y = β1X + ε;
3. Use the fs function from the selectiveInference package to take one step of
Forward Stepwise Regression;
4. Compute the 2-sided p-value for the aforementioned hypothesis and the
Confidence Interval for β1 using the fsInf function from the
selectiveInference package;
5. Repeat Step 2 - 4 until H0 is rejected B = 500 times for each value of β1.
The function fs does Forward Stepwise Regression, for use in selectiveInference.
The parameter maxstep is set to be 1, so that only 1 step is taken in Forward Stepwise.
The R function fsInf provides a p-value for testing β1 = 0 and a Confidence Interval for β1.
We used the default alpha = 0.05, so that a 95% level is achieved. The parameter sigma
which is the value of the error standard deviation to be used by the package was set to the
default value. That is, we used the usual estimate of the error standard deviation, namely,
the rooot mean squared residual of the full least squares fit. Note that there is only one
predictor and 100 observations, thus there are many degrees of freedom left to estimate the
error standard deviation, which is quite accurate. Parameters ensuring numerical accuracy
were set to default values, as was the parameter type; we will investigate the impact of
type in Case 4.
3.2.2 Discussion of Results
Figure 3.14 depicts the fraction of time we reject H0, i.e. a plot of the power function. It
is shown that the power is almost 1, when β1 is away from 0. When β1 = 0, i.e. the null
hypothesis is true, H0 is falsely rejected 5% of the time when H0 is true. Therefore the
power of the test meets our expectations.
In this case the function fsInf does one step of the forward selection algorithm and then
computes both a p-value for testing the hypothesis that β1 = 0 and a confidence interval for
β1. Although the package is designed to do conditional inference in this case the condition
is always satisfied. As a consequence, there should be no impact of conditioning and this
simulation shows this does hold.
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Figure 3.14: Fraction of time H0 is rejected, Case 2
Figure 3.15 shows the coverage probability of the Confidence Interval for β1. It is shown
that the coverage probability is at the expected 95% level for all β1.
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Figure 3.15: Coverage Probability, Case 2
When the null hypothesis is not rejected, one may not be interested in the Confidence
Interval. One might only report the Confidence Interval when β1 is significant. Figure 3.16
shows the coverage probability when H0 is rejected. The coverage probability is at 95% only
when β1 is away from 0, and drops dramatically when it approaches 0. The reason there’s a
dramatic drop is that, if we only report the Confidence Interval when the test is significant,
we are indeed adding another condition to the test, namely, that the p-value is significant.
Therefore, the coverage probability will be severely affected by this new condition.
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Figure 3.16: Coverage Probability if H0 is rejected, Case 2
3.3 Case 3
In this case, we generate our data using E(y) = µ + β1x1 + β2x2, with varying β1 and β2,
and µ = 2. We take one step of Forward Stepwise Regression and record the p-value as
well as the Confidence Interval only if x1 is the first variable that enters the model. Again,
selectiveInference package will be used to do the inference. In particular, we are testing
the following hypothesis, and only when x1 is the first variable selected:
H0 : β1 = 0
HA : β1 6= 0.
3.3.1 Simulation Design
The simulation detail can be found in Algorithm 5.
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Algorithm 5: Simulation Study: Case 3
1. Generate 100 equally space β1s and β2s in the range (-2, 2);
2. For a set of β1 and β2, generate 100 X1, X2 ∼ N(0, 4) and 100 ε ∼ N(0, 1) values
. Let Y = µ+ β1X1 + β2X2 + ε;
3. Use the fs function to take one step of Forward Stepwise (set k = 1);
4. If x1 is the selected variable, compute the 2-sided p-value for the aforementioned
hypothesis and Confidence Interval for β1 using the fsInf function, and set alpha
= 0.05 while other parameters remain as default, including type and sigma. That
is, we estimate the error standard deviation using the mean squared residual of
the full least squares fit;
5. Repeat Step 2 - 4 for B = 500 times for each value of β1.
3.3.2 Discussion of Results
The left and the right panels of the 3D plots in the rest of this project are the same plots
except that they are from different perspectives.
Figure 3.17: Fraction of time H0 is rejected, Case 3
Figure 3.17 is a 3D plot that shows the fraction of time when H0 : β1 = 0 is rejected
as a function of the values of both β1 and β2. As shown in the plot, we can see that, for
each fixed value of β2, the fraction of time we reject H0 has a similar trend as that seen
in Section 3.2. However, the width where the power starts to drop depends heavily on the
value of β2. Note that the test is only done when x1 is the first variable selected, and in
the area where x2 enters first in every Monte Carlo sample, the fraction is recorded as 0,
i.e., the blue regions in the plot. When β1 enters first, the fraction of time H0 is rejected
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is always 1 as shown in the red regions in the plot. The power changes rapidly when |β1|
is close to |β2|, i.e. neither β1 nor β2 is guaranteed to enter first in the simulation. When
β2 = 0, it is the exact same case as in Section 3.2, we observe the minimum fraction of time
a CI is calculated to be roughly 0.5, and rises quickly to 1 as β1 moves away from 0.
Figure 3.18: Coverage Probability, Case 3
Figure 3.18 shows the coverage probability of Case 3. In the image the shaded grey
surface is the expected 95% coverage probability. Surprisingly, the coverage probability of
β1 at the first step hardly reaches the expected 95% level, except when β2 = 0, i.e., the same
as Section 3.2. The coverage probability is 0 when β1 < β2, because β1 almost never enters
first when β1 < β2 in our simulation, hence in this region we never calculate the Confidence
Interval for β1. At the times when a Confidence Interval is actually calculated, i.e., when
β1 > β2, the coverage probability is severely affected by the value of β2. The coverage
probability drops as the absolute value of true β2 increases, and reaches the expected 95%
when β2 = 0. This is because, based on Section 2.3, if we center both predictors β1 and β2
so that there is no intercept, then selectiveInference does inference for
β∗1 = (X>1 X1)−1X>1 E(Y )
= (X>1 X1)−1X>1 (β1X1 + β2X2)
= β1 + β2(X>1 X1)−1X>1 X2
(3.5)
which is not the same as β1 unless β2 is very small.
Hence after 1 step of Forward Stepwise Selection when β2 6= 0, the resulting β̂1 is not an
unbiased estimate for β1. Instead, β̂1 is estimating the value of β1 adjusted for the fact that
β2 6= 0. Therefore the coverage probability shown in Figure 3.18 is the coverage probability
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for a biased estimate of β1, and is severely affected by the size of β2. A numerical example
is shown below.
Figure 3.19: Plot of the response v.s. the selected variable in a typical Case 3 dataset. The
black line ignores the effect of the other variable: it is the line y = 2 + 5xsel. The red line
comes from the regression of θ = 2 + 5x1 + 5x2 on xsel. The blue line is the ordinary
linear regression of y on xsel
.
In the example we generate a set of X1 and X2, and let y = θ+ε where θ = 2+5x1 +5x2,
and ε ∼ N(0, 1). The black line in Figure 3.19 has slope equal to the true coefficient of xsel,
i.e. 5, no matter which predictor enters first. The red line shows the slope obtained when
we regress the mean vector θ on xsel, while the blue line shows the coefficient when we fit
the observed y on xsel which is essentially the ordinary linear regression. It is the slope of
the red line that fsInf is trying to compute a confidence interval for. As we can see, there
is a slight difference in the resulting slope when including error or not, but they are very
different from the ‘true value’ β1 = 5.
Figure 3.20 shows the coverage probability of the conditional confidence intervals for β1
from Equation 3.5. As we can see, the coverage probability for the remains at 95% as long
as X1 is the first variable entering the model. Recall that both panels represent the same
3D plot but from difference perspectives, and the gray surface is at 95%, i.e., the theoretical
coverage probability.
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Figure 3.20: Coverage Probability for β∗1 , Case 3
3.4 Case 4
In this case, we generate data according to y = µ + β1x1 + β2x2 + β3x3 + ε, and take two
steps into Forward Stepwise. We will test the following hypothesis if x2 enters the model
within the first two steps:
H0 : β2 = 0
HA : β2 6= 0.
3.4.1 Simulation Design
Our simulation procedure can be found in Algorithm 6. The model we are generating is
y = µ + β1x1 + β2x2 + β3x3 + ε, and all of β1, β2 and β3 range from (−2, 2). The reason
that 3 explanatory variables are generated is that, we are taking two steps into Forward
Stepwise Selection, and if only 2 explanatory variables are considered, the model selection
will not have any impact on the resulting model.
Algorithm 6: Simulation Study: Case 4
1. Generate 50 equally space β1s β2s and β3s in the range (-2, 2);
2. For a set of values of β1, β2, and β3, generate vectors X1, X2, X3 ∼ N(0, 4), each
of them with 100 entries, and generate 100 ε ∼ N(0, 1). Let
Y = µ+ β1X1 + β2X2 + β3X3 + ε;
3. Use the fs function to take two step into Forward Stepwise (set k = 2);
4. Compute the 2-sided p-value for the aforementioned hypothesis and Confidence
Interval for β1 using the fsInf function, and set alpha = 0.05;
5. Repeat Step 2 - 4 for B = 500 times for each set of β1, β2, and β3.
After taking two steps of Forward Stepwise Selection, two cases are considered here:
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• Calculate a p-value for H0 : β2 = 0 and a Confidence Interval for β2 at the time β2
enters the model;
• Calculate the p-value and Confidence Interval for the model selected after two steps.
The first case can be done by setting type = "active" in the fsInf function, which
will allow us to calculate p-values and confidence intervals for each predictor as it is entered
into the active set, all the way through k steps. The second case can be done by setting type
= "all", and it will allow us to calculate p-values and confidence intervals for all variables
in the active model after k steps (k = 2).
3.4.2 Discussion of Results
Using type = "active"
Figure 3.21, 3.22 and 3.23 are the 3D plots that show the fractions of time when H0 is
rejected for different values of β3, when type = "active".
Figure 3.21: Fraction of time H0 is rejected, Case 4, β3 = −2, type = "active"
When β3 = −2 (Figure 3.21), the plot looks the same as from Section 3.3. This is because
the test is be able to reject H0 within the first two steps of Forward Stepwise Selection only
if |β2| > |β1|; if this condition does not hold then β2 almost always enters the model only
on the third step.
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Figure 3.22: Fraction of time H0 is rejected, Case 4, β3 = −1, type = "active"
When β3 = −1 (Figure 3.22) and |β2| > 1, it is guaranteed for β2 to enter the model
within the first two steps as its size is always greater than β3, thus we can see a flat region
where the fraction of time we reject H0 is always 1 when |β2| > 1. When |β2| < 1 and
β3 = −1, in order for β2 to enter within the first two steps, |β2| needs to be greater than
|β1|, therefore we can see the fraction is also always 1 when |β2| > |β1| and |β2| > 1.
Figure 3.23: Fraction of time H0 is rejected, Case 4, β3 = 0.04, type = "active"
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When β3 = 0.04 (Figure 3.23), i.e. when β3 has little impact on the selection, β2 will
always enter the model within the first two steps, regardless of the value of β1. The plot
looks the similar to the plot from Section 3.2. The fraction of rejecting H0 is always 1 when
β2 is away from 0, and the false rejecting rate is 0.05 when β2 = 0, i.e. when H0 is true.
Figure 3.24, 3.25 and 3.26 are the 3D plots that show the coverage probability for
different values of β3’s, when type = "active".
Figure 3.24: Coverage Probability, Case 4, β3 = −2, type = "active"
When β3 = −2 (Figure 3.24), we can see from the plot that the coverage probability is
roughly 95% when β1 = 0 (i.e., β1 never enters the model), however, the coverage probability
drops at |β2| = 2. This is because, when |β2| = 2, β2 and β3 have the same size, thus each
of the two variable will enter the model at the first step with 50% chance. Note that the
Confidence Interval is calculated at the point where β2 enters the model, hence if β2 enters
first, the resulting Confidence Interval is calculated with respect to the biased estimate for
β2 (same as in Section 3.3), which will lower the coverage probability for |β2| = 2. When
|β2| < 2, it is guaranteed that β2 will enter as the second variable given that β1 = 0, in
which case β̂2 is an unbiased estimate for β2, thus we can observe the coverage probability
to be at the expected 95% level. When β1 6= 0 and |β2| > |β1|, β2 will always enter the
model at the second step, given that β3 = −2. Even though β2 is the second variable in,
by the time we calculate β̂2 it is still a biased estimate for β2, as β̂2 will adjust for the
fact that β1 6= 0 in the underlying true model. Therefore, the coverage probability is never
95% when β1 6= 0 and will decrease as the size of β1 increases. The coverage probability
when |β2| < |β1| is always 0 as it never enters within the first two steps, hence there’s no
Confidence Interval calculated.
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Figure 3.25: Coverage Probability, Case 4, β3 = −1, type = "active"
When β3 = −1 (Figure 3.25), it has a similar behaviour as when β3 = −2. The only
times when β2 comes in second and β̂2 is an unbiased estimate is when β1 = 0, and |β2| < 1,
thus we can observe a 95% coverage probability in this region. The coverage probability of
β2 drops with the size of β1 because β̂2 is a biased estimate and is adjusted for β1 and β3
according their sizes.
Figure 3.26: Coverage Probability, Case 4, β3 = 0.04, type = "active"
When β3 = 0.04 (Figure 3.26), it has little impact on the model, hence β2 will always
enter the model within the first two steps. When |β2| < |β1|, β2 will enter as the second
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variable, so β̂2 is an unbiased estimate for β2, and hence the coverage probability is 0.95
in this region. When |β2| > |β1|, β2 will always be the first variable in, thus β̂2 is a biased
estimate for β2 just as before, so we observe a coverage probability that is lower than the
expected 95% level.
Using type = "all"
If we set type = "all", the p-value and Confidence Interval will be calculated at the time
when two variables are in the model.
Figure 3.27: Fraction of time H0 is rejected, Case 4, β3 = 2, type = "all"
Figure 3.27, 3.28 and 3.29 show the fraction of time H0 is rejected when type = "all".
The plots are the same as the plots where type = "active". Therefore, we can conclude
that p-value is not affected by the time it is calculated.
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Figure 3.28: Fraction of time H0 is rejected, Case 4, β3 = 1, type = "all"
Figure 3.29: Fraction of time H0 is rejected, Case 4, β3 = 0.04, type = "all"
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Figure 3.30: Coverage Probability, Case 4, β3 = 2, type = "all"
When β3 = 2 (Figure 3.30), the plot looks similar to the one from Section 3.3. The
coverage probability at β1 = 0 is always 95%, this is because, when β1 = 0, β2 is guaranteed
to enter the model within the first two steps, and since the CI is calculated after two steps,
β̂2 is an unbiased estimate of β2 at this point. When β1 6= 0, even though the Confidence
Interval is calculated after two steps, β̂2 is not an unbiased estimate, and is adjusted for the
nonzero β1. Therefore, the coverage probability decreases as the size of β1 increases when
β1 6= 0.
Figure 3.31: Coverage Probability, Case 4, β3 = 1, type = "all"
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When β3 = 1 (Figure 3.31), the plot is similar to Figure 3.30, except that the region
where the coverage probability is 0 is smaller. This is because the region, where β2 never
enters the model within the first two steps, changes from |β2| < |β1| to |β2| < |β1| and
|β2| < 1.
Figure 3.32: Coverage Probability, Case 4, β3 = 0.04, type = "all"
When β3 = 0.04 (Figure 3.32), i.e., β3 is very close to 0. β1 and β2 almost always enter
the model in the first two steps, and the resulting model at the second step is exactly the
true model, as β3 can be neglected. Therefore, both β̂1 and β̂2 are the unbiased estimates
for β1 and β2, hence we can observe a coverage probability of 95% for all β1 and β2.
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Chapter 4
Simulation Study 2: Non-normal
errors
The theory underlying Selective Inference requires the errors to be normally distributed,
however, this condition is not always met in practice. Thus we would like to investigate the
importance of this normality assumption, and see the performance of our tests and confi-
dence intervals when the normality assumption is not met. Two distributions are considered
here: one distribution with a heavy tail (we use the t distribution with 4 or 6 degrees of
freedom), and one skewed distribution (we use the Gamma distribution with shape 1 or 3,
but centred to have mean 0). Only the first two cases from the previous Chapter will be
investigated here.
4.1 Case 1
The simulation design is the same as in Section 3.1, except that we generate ε ∼ t(df = d),
or ε ∼ {Gamma(α = a, β = b) − a/b}. Here α is the shape parameter and β is the rate
parameter of the Gamma distribution. We have subtracted a/b from the Gamma variables
to ensure the mean of the errors is 0. Again we test the hypothesis that the true mean
is 0 using the sample mean as we would for normal errors. Then if the null hypothesis is
rejected we use our conditional confidence intervals derived using the normal distribution
in Chapter 3. Moreover, in Tibshirani et al.’s [10] work, σ2 is assumed to be known, thus
the true variance of the errors are used, i.e. df/(df − 2) for the t-distribution and α/β2 for
Gamma distribution.
4.1.1 Errors from the t distribution
Figures 4.1, and 4.2 depict the test performance when the true distribution has a heavy tail.
In Figure 4.1 we use Student t distributed errors with 4 degrees of freedom while the errors
in Figure 4.2 have t distributions with 6 degrees of freedom. We investigate only cases when
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the degrees of freedom are small, because the t distribution approaches a standard normal
distribution as the degrees of freedom increases.
Figure 4.1a and 4.2a show the fraction of time H0 is rejected, compared with the same
fraction when the errors have a standard normal distribution. We can see that, when the
true error follows a t distribution, we start to reject H0 slightly earlier (for µ further from
0) than when the true error follows a standard normal distribution. In other words, there
will be a slight loss in power when µ is close to 0, and the loss will becomes smaller and
smaller as the degrees of freedom increases. Another thing to notice is that, when the null
hypothesis is true, the fraction of time we reject H0 remains 0.05.
(a) Fraction of time H0 is rejected, df = 4 (b) Coverage probability, df = 4
(c) Length of CI, df = 4 (d) Average limits of the CI, df = 4
Figure 4.1: t distribution, df = 4
Figures 4.1b and 4.2b show the coverage probability of the test when the true error
follows a t distribution. As shown in the plot, even though the normality assumption is not
met, the coverage probability is still 95%, which is our target confidence level.
Figures 4.1c and 4.2c show the average length of the 500 Confidence Intervals, while
4.1d and 4.2d depict the average upper and lower limits of the 500 Confidence Intervals.
Both the length and the Confidence Interval itself have the same behaviour as in Section
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3.1, i.e. the CI has the same value as not conditioning on sign when µ is away from 0, and
it starts to deviate when µ is close to 0.
(a) Fraction of time H0 is rejected, df = 6 (b) Coverage probability, df = 6
(c) Length of CI, df = 6 (d) Average limits of the CI, df = 6
Figure 4.2: t distribution, df = 6
4.1.2 Gamma distribution
Figures 4.3 and 4.4 show the performance when the true error follows an asymmetric dis-
tribution, in this case a Gamma distribution with different values of shape and rate. Two
sets of shape and rate values are investigated: shape = 1, rate = 1, and shape = 3, rate =
1.
The model we are generating is y = µ + ε − αβ , where ε ∼ Gamma(α = a, β = b). The
reason we subtract αβ is that the Gamma distribution is a skewed distribution with mean
α
β ,
but our null hypothesis is H0 : µ = 0 instead of H0 : µ = αβ . Therefore we need to subtract
the mean so that E(Y ) = µ, and the same test can be used.
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(a) Fraction of time H0 is rejected, shape = 1,
rate = 1 (b) Coverage probability, shape = 1, rate = 1
(c) Length of CI, shape = 1, rate = 1
(d) Average limits of the CI, shape = 1, rate =
1
Figure 4.3: Gamma distribution, shape = 1, rate = 1
When shape = 1, and rate = 1, the standard deviation of a Gamma distribution is 1,
which is the same as a standard normal. Panel (a) in Figure 4.3 shows the power of the
test when the true underlying distribution is a Gamma(1, 1). Surprisingly, even though the
error follows a skewed distribution, the coverage probability remains at the 95% level. Panel
(b) shows the coverage probability of the Confidence Interval, and it is always at the 95 %
level even though the underlying distribution is skewed. Panel (c) shows the average length
of the Confidence Interval while panel (d) shows the average upper limit and lower limit of
the Confidence Intervals. The behaviour of the Confidence Intervals is also the same as in
Section 3.1, i.e., the Confidence Interval using conditioning and not usiing conditioning on
the sign are almost the same when µ is away from 0, but they start to deviate from each
other when µ approaches 0.
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(a) Fraction of time H0 is rejected, shape = 3,
rate = 1 (b) Coverage probability, shape = 3, rate = 1
(c) Length of CI, shape = 3, rate = 1
(d) Average limits of the CI, shape = 3, rate =
1
Figure 4.4: Gamma distribution, shape = 3, rate = 1
When shape = 3 and rate = 1, the standard deviation of the Gamma distribution is
√
3.
We can see that the region where the power starts to drop is wider than when the error
follows a standard normal, this is because the Gamma distribution has a larger standard
deviation. The coverage still remains to be 95%, and the pattern of CI is also the same as
before.
4.2 Case 2
The simulation design is the same as in Section 3.2, except that we generate ε ∼ t(df = d),
or ε ∼ {Gamma(α = a, β = b)− a/b}.
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4.2.1 t distribution
Figure 4.5: t distribution, Case 2, df = 4
Figures 4.5 and 4.6 show the power as well as the coverage probability if the error follows
a t distribution and use the selectiveInference for testing. As in Figure 4.1, the power
drops earlier when the standard deviation is small, i.e. the degree of freedom is small, and
the power will be closer to standard normal as degrees of freedom increase. The coverage
remains close to 95% for both cases, but it seems to have a wider range of variation compared
to Figure 3.15 in Section 3.2.
Figure 4.6: t distribution, Case 2, df = 6
4.2.2 Gamma distribution
The model we are generating is y = µ+ β1x1 + ε, where ε ∼ {Gamma(α, β)− α/β}, where
α is the shape parameter and β is the rate parameter. The functions fs and fsInf from
selectiveInference package are used as in Section 3.2.
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Figure 4.7: Gamma distribution, Case 2, shape = 1, rate = 1
Figures 4.7 and 4.8 show the power as well as the coverage probability of the test when
the error follows a Gamma distribution. As we can see the power of the test has the same
pattern as when the error follows a normal distribution, and it is exactly the same when the
standard deviation of the underlying Gamma distribution is the same as standard normal,
i.e., shape = 1, and rate = 1. When the underlying Gamma distribution has a larger standard
deviation than standard normal, the area where the power is below 1 is wider than standard
normal. The coverage probabilities are at the expected 95% for both cases.




In this paper, we evaluate the performance of some conditional confidence intervals and
related tests which are used after model selection. We evaluate the power of tests, the
fraction of times confidence intervals are computed, their coverage probabilities, and their
lengths. We investigate the impact of the conditioning, as well as the importance of the
normality assumption.
Our simulations in Case 1 show that conditioning on the sign will result in a much
wider Confidence Interval compared to not conditioning on the sign, which is not desired; a
narrower Confidence Interval is better in most cases if the same level of confidence can be
achieved. This is important because the package selectiveInference forces us to not only
condition on the model we selected, but also the value of Y ⊥, the order of the predictors
that entered, and the sign of the coefficients as they enter, in order to be able to compute
the limits of the conditional normal law.
In case 2, we examine the effect of computing a Confidence Interval only if the null
hypothesis is rejected. We can see that the process of cherry-picking severely affects the
coverage of the interval. We will obtain a very poor coverage probability if we only look at
the Confidence Interval when the predictor is significant.
Case 3 suggests that the coverage probability for the coefficient of the selected vari-
able is very poor when the coefficient of the other variable is not zero. This is because
selectiveInference is not trying to do inference for the value of β in the full model, but
for the quantity β∗ in (3.5). Note that the coverage probability for β∗ is at the expected
level.
Our simulations in Case 4 show that in settings where the variable is very likely to
enter in the first two stages, the power of the selective inference test is near 1. The intervals
produced by selective inference often have low coverage probability for the β’s in the full
model. Again, this is because selectiveInference is trying to cover a different parameter,
whose value depends on other β’s. The coverage probability for the parameter is also severely
impacted by the stage at which the Confidence Interval is calculated. When we set type =
"active" in the function fsInf, it is at the expected level of test only if the variable of
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our interest enters last, and the sizes of the remaining coefficients are small. When we set
type = "all", the coverage probability can reach the expected level as long as the variable
of interest enter before the model selection process stop, and the sizes of the remaining
coefficients are small.
Therefore, we can see that the coverage probability of the Confidence Interval produced
by selective inference can be achieved only when it is used as intended:
1. no cherry-picking in the process, as in Case 2: the Confidence Interval is examined
only when the coefficient is significant and the coverage probability is poor;
2. it is understood that the Confidence Interval covers β∗ instead of the true β.
Surprisingly, non-normality of the error does not seem to affect the performance of
either the tests or the confidence intervals as much. Both distributions with heavy tails (t
distribution), and skewness (Gamma distribution) were examined, and it was shown that
only the power is affected by the standard deviation of the error, and coverage probability
always remains near the 95% level for all the distributions examined.
5.1 Future work
There were topics that we considered but were unable to investigate further. We did not
incorporate the fact that the standard deviation of the error is often unknown in practice.
Therefore, some future work can be done to investigate the impact of estimating standard
error on the test performance. Moreover, we only did simulation in low dimensions; future
work can be done to evaluate performance in high dimensions. Liu et al. [6] proposed a new
test that does not require multiple conditioning, which will result in a shorter Confidence
Interval; we should also compare the test performance of these two algorithms in terms of
their power, coverage probability, and more importantly, length of the Confidence Interval.
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The code for the simulations of the 4 cases can be found in this Github page.
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