Often landscape metrics are not thoroughly evaluated with respect to remote sensing data characteristics, such as their behavior in relation to variation in spatial and temporal resolution, number of land cover classes or dominant land cover categories. In such circumstances, it may be difficult to ascertain whether a change in a metric is due to landscape pattern change or due to the inherent variability in multi-temporal data. This study builds on this important consideration and proposes a rank-based metric selection process through computation of four difference-based indices (β, γ, ξ and θ) using a Max-Min/Max normalization approach. Land cover classification was carried out for two contrasting provinces, the Liverpool Range (LR) and Liverpool Plains (LP), of the Brigalow Belt South Bioregion (BBSB) of NSW, Australia. Landsat images, Multi Spectral Scanner (MSS) of 1972 -1973 and TM of 1987 -1988 , 1993 -1994 , 1999 and 2009 -2010 were classified using object-based image analysis methods. A total of 30 landscape metrics were computed and their sensitivities towards variation in spatial and temporal resolutions, number of land cover classes and dominant land cover categories were evaluated by computing a score based on Max-Min/Max normalization. The landscape metrics selected on the basis of the proposed methods (Diversity index (MSIDI), Area weighted mean patch fractal dimension (SHAPE_AM), Mean core area (CORE_MN), Total edge (TE), No. of patches (NP), Contagion index (CONTAG), Mean nearest neighbor index (ENN_MN) and Mean patch fractal dimension (FRAC_MN)) were successful and effective in identifying changes over five different change periods. Major changes in land cover pattern after 1993 were observed, and though the trends were similar in both cases, the LP region became more fragmented than the LR. The proposed method was straightforward to apply, and can deal with multiple metrics when selection of an appropriate set can become difficult.
Introduction
Numerous landscape metrics have been developed from cover class maps generated from remote sensing data to better understand the spatial arrangements between different cover classes, particularly forest fragments [1] . These spatial arrangements are expressed numerically in the form of landscape indices or pattern metrics offering great potential for understanding the links among ecological pattern, function, and processes, and monitoring of landscape pattern, transition, and change [2] [3] [4] or as variables for models supporting environmental assessment and planning efforts (e.g., [5] [6] [7] [8] [9] ). However, improper landscape metric selection and conceptual flaws in landscape pattern analysis have sometimes been problematic [10] . For example, the statistical properties, limitations and behavior of metrics across a range of values and landscapes, and the sensitivity of metrics to changing landscape patterns are still not fully understood [11, 12] .
Pattern metrics can be computed using freeware such as FRAGSTAT [13] , Patch Metrics [14] and others [15] [16] [17] . However, many metrics are highly correlated [18, 19] . Efforts have been undertaken to identify a minimum set of pattern metrics that describe landscape pattern adequately. Multivariate data analysis using principal component analysis (PCA) and factor analysis (FA) are the most commonly used methods to simplify pattern metric data [5, 17, 20, 21] . These methods identify a small number of components, which are interpreted in terms of their dominant characteristics and underlying causes [5] . Multivariate data analysis requires large data-sets and several landscape units to be statistically consistent (e.g., [16, 22] ). A few empirical landscape studies apply pattern analysis to only one landscape (e.g., [5] ), but the validity of making statistical inferences from such an approach is seriously compromised [10] ). Gustafson [23] overcame this by generating artificial landscapes (called neutral models), but the technique was difficult to relate to pattern metrics in real landscapes [10] . Therefore, the behavior of pattern metrics in real landscapes that change over time needs further investigation [24] ). Irrespective of the landscape unit used, pattern metrics require rigorous validation in order to be interpreted and applied with confidence [20] .
Selection of Pattern Metrics for Land Cover Change Identification
Although many pattern metrics have been used for various applications, there exists neither a standard definition of pattern metric nor a standardized process for their selection, which is suitable for particular applications [25] . In many cases, landscape metrics are not thoroughly evaluated with respect to remote sensing data characteristics, such as their behavior in relation to variation in spatial and temporal resolution, number of land cover classes, dominant land cover categories, measurement techniques and their inter-correlations, or spatial scale, and hence more research is required on these topics [26] [27] [28] . For instance, it is often uncertain whether the changes in the value of a metric are due to actual changes in landscape pattern or due to temporal variation in remote sensing data characteristics. Effective pattern metrics should only be sensitive to real spatial patterns and not to random sampling variation [27] .
A review of the literature on the use of pattern metrics in various applications raised two unanswered questions. Firstly, are metrics independent of each other? Different pattern metrics should reveal different pattern information, so useful indices that are relatively independent of each other should be selected [29] . Secondly, should selection of metrics be based on statistical computations or their relevance to change? Statistical analysis alone cannot determine the relevance of a metric for landscape analysis. As similar metrics can differ in relative sensitivity to real land cover changes in space and time, those that are sensitive to the pattern of concern should be preferred [10, 18, 29, 30] .
Since the advent of remote sensing, satellites have been an important source of land cover data at various scales. To the extent that advancements in sensor viewing capability do not modify the spatial patterns evident in a landscape, pattern metrics should not be greatly affected by spatial resolution change, nor should they be sensitive to varying numbers of classes [5, 29] . The only variation between land cover layers generated from sensors with different spatial resolution is the level of detail in the categorical data (i.e., the number of land cover types recognized). Numerous studies have examined how metric values change with data spatial resolution and aggregation (e.g., [31] [32] [33] or spatial extent of the study area [34, 35] . More recently, Wu et al. [36, 37] and Shen et al. [38] investigated scaling relations for metrics measured over a range of pixel sizes and extents, finding that some exhibited simple scaling functions whilst others had unpredictable behavior. In general, pattern metrics should fulfill the following criteria [27] : they should not be correlated with other pattern metrics, they should be capable of capturing changes in landscape pattern over space and time, be insensitive towards the spatial resolution of remote sensing data, and be insensitive towards the number of land cover classes used.
Despite general guidelines for the selection of pattern metrics for change analysis, the metrics that fulfill these criteria in a given situation are not clear. Nor is there a standardized test that can be used to assess the quality of a particular metric. Accordingly, this study ranked several commonly used pattern metrics with respect to their sensitivity to changes in spatial data characteristics, such as their behavior towards variation in spatial and temporal resolutions, number of land cover classes or dominant land cover categories. This study proposes a ranking-based procedure through computation of difference-based indices called Max-Min/Max normalization of metric data-sets. This procedure allows comparison of values measured in landscapes with different levels of land cover detail. The current study also seeks to determine the best set of landscape metrics for spatial land cover pattern monitoring.
Study Area
Two provinces, the Liverpool Range (LR) and Liverpool Plains (LP), of the Brigalow Belt South Bioregion (BBSB) of NSW, Australia, were used for this study (Figure 1 ). The climate varies from subhumid with no dry season and a hot summer in the south-east of the bioregion to dry subtropical in the north-west. The Liverpool Plains lies in the central east of the bioregion and is dominated by extensive black soil plains. The grasslands and open woodlands on the alluvial plains and foot-slopes have mainly been cleared for cropping [39] . The Liverpool Range province in the south-east of the bioregion encompasses the basalt plateau and slopes of the Liverpool Ranges. The higher rainfall of the plateau supports tall eucalypt forests that have been partly cleared and logged. The southern slopes have been extensively cleared and developed for pasture, but the northern slopes are mostly still forested [39] . The two provinces represent two landscapes with distinct spatial patterning: agriculture rich (LP) and poor (LR) and forest rich (LR) and poor (LP). The two contrasting landscapes were used to evaluate the sensitivity of landscape metrics towards remote sensing based land cover data characteristics (scale, spatial and temporal resolution, number of classes, extent, etc.) and to identify the gradient of change both spatially (by comparing them) and temporally (by mapping land cover in different years).
Remote Sens. 2016, 8, 107 3/19 used to assess the quality of a particular metric. Accordingly, this study ranked several commonly used pattern metrics with respect to their sensitivity to changes in spatial data characteristics, such as their behavior towards variation in spatial and temporal resolutions, number of land cover classes or dominant land cover categories. This study proposes a ranking-based procedure through computation of difference-based indices called Max-Min/Max normalization of metric data-sets. This procedure allows comparison of values measured in landscapes with different levels of land cover detail. The current study also seeks to determine the best set of landscape metrics for spatial land cover pattern monitoring.
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Methods

Land Cover Classification
A Landsat Multi Spectral Scanner (MSS) scene of 1972-1973 and Thematic Mapper 5 (TM) scenes of 1987-1988, 1993-1994, 1999-2000 and 2009-2010 (mostly summer, December-February period) were selected. The images were referenced to Lambert's Conformal Conic Projection. MSS 57-m pixels were resampled to 30-m pixel size in order to make them similar to TM pixels. TM bands 2, 3 and 4 were similar to corresponding MSS bands 4, 5 and 7 and hence the entire image processing was carried out on these selected bands. The images were segmented using eCognition software where pixels were merged into objects based on pixel spectral properties and defined scale parameters, set through a number of trials. Seven broad land cover classes, viz. Bare Black Soil (BBS), Bare Grey Soil (BGS), Cropland (CL), Native Pasture (NP), Improved Pasture (IP), Evergreen Forest and Woodland (EFWL) and Waterbody (WB), were identified. Fieldwork for training and validation sampling was conducted in November-December 2010 and in January 2011 using the Landsat image data, Google Earth high spatial resolution image prints and topographic maps as guides. Some 56-134 reference points were randomly selected for each class in the bioregion depending upon their extent and homogeneity. These points were confirmed during the GPS-based field survey conducted during the above-mentioned periods. Some 774 reference points were assessed and information regarding each point was noted throughout the study area in an effort to represent all identified land cover types and their variation across the region. Care was taken to note possible dynamic land cover types, such as agricultural classes that could have changed between image and field data acquisition dates. Sample point information collected in 2010-11 was used as the dependent sample for classification and accuracy evaluation for other change periods [40, 41] . As no reference data were available for other change periods, the interpretation directly from the Landsat image was deemed to be too susceptible to error and user influence [40] . To use field reference data from 2010 to 2011 for accuracy evaluation in other change periods, additional processing was undertaken to include sites that had not changed during these periods. An image differencing technique was used to generate difference images for the above change periods with respect to the 2009 image using˘1 standard deviation (SD) as a threshold [42, 43] . Unchanged pixels were usually clustered about the mean of the difference histogram distribution, while changed pixels were found in the tails. All 2010-2011 validation sites were assessed in comparison to the change images and sites that fell on areas greater than˘1 SD from the mean were discarded. The remaining sites were assumed to have not changed over time and were used as validation data for classifications.
After refinement, 707, 669, 596 and 530 sample points were left for the 1999, 1993, 1987 and 1972 images, respectively, for classification and accuracy evaluation. The nearest-neighbor method was applied with segmented object classification using refined sample sites randomly split into one third for training and two thirds for validation in each change period. Accuracy assessment, which is an integral part of any image classification process, was performed to estimate the accuracy of the land cover classifications using a method described by Congalton and co-authors [44] [45] [46] . Land cover classification accuracy from the 1972 MSS image was lower (overall accuracy, 76%; Kappa, 0.73) than that of the TM images in other years, for which a high overall accuracy (>86%) and Kappa (>0.85) were achieved. The classification outputs were used to generate land cover maps for both the LP and LR provinces. Figure 2 shows the LP and LR land cover maps in different years.
The landscape metrics were computed by means of a FRAGSTATS [13] (http://www.umass.edu/ landeco/research/fragstats/documents/fragstats.help.4.2.pdf) interface with ARC/INFO (www.esri.com) software. Both landscape and class-level metrics were computed using land cover grids based on the eight-cell rule for patch neighbors, which takes into account both orthogonal and diagonal cells as neighbors [47] for the generation of patches. Thirty metrics were computed as discussed in Table 1 . Table 1 . List of landscape metrics used in this study [13] The suitability of pattern metrics for land cover monitoring was evaluated by computing a score for each of the criteria in Section 1.1, based on a method called Max-Min/Max normalization. This provided a way to compare values that are measured using different scales for one or two landscapes. The methods for computing these scores are described in the following section.
Capability of Metrics to Capture Change in Landscape Pattern
For patch rich and poor landscapes, it has been hypothesized that effective metrics should distinguish between various land cover patterns by providing different values for the two landscapes. For example, the LP province is forest poor and the LR is forest rich, so the metrics should give different values for both landscapes. Similarly, different values can be expected from agriculture rich (LP) and poor (LR) areas. A β-score was calculated for each metric based on the formula given in Equation (1) [27, 48] .
where PR LP , PR LR are values of the pattern metrics in LP and LR, respectively, depending upon the class used. Similarly, it has also been assumed that, in case of land cover change over a given period, effective metrics should reflect change by returning a different value in different years. Based on this, a γ-score was computed for each metric for LP and LR to assess the ability of the metric to recognize temporal change, using Equation (2), related to the β-score [27, 48] .
where
is the maximum value of a given metric for the n years. Metrics were computed in this study for the five change years (1972-1973, 1987-1988, 1993-1994, 1999-2000, and 2009-2010) for both LP and LR. Assuming that higher β and γ scores were more favorable in change identification, the metrics were ranked in descending order of both scores.
Sensitivity of Metrics to Spatial Resolution of Remote Sensing Data
Previous studies have shown that changing grain size has significant effects on the value of landscape metrics and that the magnitude and pattern of these responses varies among metrics and landscapes (e.g., [36] [37] [38] ). In this study, the spatial resolution varied between 30 m and 60 m depending on whether images were TM or MSS. Resampling was carried out to make MSS pixels similar to TM pixels. In addition, raster data in GIS can be represented by an almost unlimited number of spatial resolutions. When using metrics that are sensitive to changes in measurement resolution, integrated investigations of landscape patterns that use multiple sensor data products may prove invalid [26] . The sensitivity of each metric to spatial resolution was assessed through the ξ-score, given in Equation (3) [48] . The original classification raster data were re-sampled to grids with 20, 30, 60 and 100-m pixel sizes.
where R 1 , R 2 , . . . R n are values of metrics with different pixel spatial resolutions (i.e., 20, 30, 60 and 100 m). The ξ-score was computed for each metric in each province and year.
Sensitivity of Metrics to Number of Classes
Several studies have indicated that the thematic resolution or the number of classes in a land cover map can affect different measures of landscape attribute and mapping accuracy (e.g., [49, 50] ). In the case of monitoring long-term land cover change in vegetated landscapes, the type and extent of different land cover types vary as classes change from one to another, mainly due to human-related activities. In such situations, it is necessary to assess the sensitivity of pattern metrics, used for change evaluation, to changing numbers of classes. The effect of these possible ontological changes was estimated by the θ-score [48] :
where CL 1 , CL 2 , . . . CL n are the values of a given metric based on n land classes. In this study, metrics were computed for four different sets of land cover classes for both LP and LR in all years. The first set consisted of the original seven land cover classes (BBS, BGS, CL, IP, NP, EFWL and WB) as mentioned in Section 3.1. In the second set, land cover classes such as BBS, BGS, CL and IP were merged as agriculture land (AL) to make four land cover classes (AL, NP, EFWL and WB). The third set contained three land cover classes (AL, NV, WB) by merging NP and EFWL as natural vegetation (NV). The fourth and final set consisted of only two classes by merging all vegetation categories (CL, IP, NP, EFWL) into Vegetation (V) and BBS, BGS and WB into non-vegetation (NV) categories. Considering low ξ and θ-scores to be favorable for assessing change, the metrics were ranked in ascending order on these scores.
Statistical Analysis
A data matrix consisting of four scores, β and γ (ranked in descending order), and ξ and θ (ranked in ascending order) for each pattern metric and change period was analyzed using hierarchical cluster analysis (HCA) revealing natural groupings (or clusters) in the data. A correlation analysis was performed to exclude redundant metrics from further analysis as the number of available metrics was large (40) and many were presumed to be correlated [5, 16] . Since the main issue here was not the redundancy of a metric itself but the duplication of change detected by these metrics, the absolute change in each metric value in different change periods (1972-1987, 1987-1993, 1993-1999 and 1999-2009 ) was analyzed using non-parametric Spearman correlations (ρ) at a 5% level of significance. In cases where two metrics were significantly correlated, one was discarded.
The selection of a subset of pattern metrics for change was undertaken based on criteria described in Section 1. Initially, each metric was ranked separately based on descending β and γ-scores and by ascending ξ and θ-scores, on the basis of their suitability for pattern change identification. In the next step, these ranks were summed for each metric and the sums were again ranked in ascending order. Metrics with a lower rank were assumed to be best in fulfilling the four criteria described in Section 1 and were kept for change analysis, while the metrics with a higher rank were discarded. Correlation analysis was carried out in the case of metrics with similar ranks and only one was retained for change analysis.
Results
In this section, results for landscape pattern metrics are presented for multiple time periods for the two distinct provinces, LR and LP, in the Brigalow Belt South Bioregion of NSW. Results for native vegetation are emphasized, as remnant vegetation plays an important role in defining landscape structure and fragmentation in the study region.
Cluster Analysis
The result of the cluster analysis is shown in Figure 3 . Five groups of metrics were resolved at a distance of five units between clusters. The first group contained mainly area, interior and isolation metrics while the second and third clusters consisted mainly of interior and edge metrics. The fourth cluster contained mainly shape metrics, while the fifth group consisted of spatial heterogeneity metrics. Figure 4a shows the ranked β-scores for each pattern metric based on comparison of values for the forest rich (LR) and poor (LP) provinces. A larger β-score implies greater capacity to identify a change in pattern. The rank order of β-scores was similar and the decrease in scores was more or less gradual for each year of imagery. Fourteen metrics (LPI, TA, SHAPE_AM, TE, AREA_MN, CORE_MN, DCORE_MN, NP, PROX_MN, AREA-CV, DCORE_CV, PR, SHEI, ENN_MN, MSIDI) showed consistently large differences between the two provinces in each change period. The remaining metrics had similarly low scores at each time, indicating a low capacity to discriminate different cover patterns.
Analysis of β and γ-Scores of Metrics to Capture Landscape Pattern Change
(a) showed consistently large differences between the two provinces in each change period. The remaining metrics had similarly low scores at each time, indicating a low capacity to discriminate different cover patterns. Table 1 for details of each metric).
Most of the metrics that discriminated well between the two provinces belonged to clusters 2, 3 and 5, while the metrics in cluster 4 were characterized by low β-scores. However, the behavior of the metrics was not uniform in all change periods. That is, if a metric highlighted difference in values in the 1972-1987 period, the same metric did not necessarily highlight a difference in other change periods. A subset of selected metrics showed uniform differences in all change periods between the two landscapes (e.g., LPI, SHAPE_AM, AREA_MN, DCORE-SD, PR and SHEI) while the remaining metrics highlighted differences in only selected periods. For example, PROX-MIN showed a difference in 1972-1987 but not other periods. Similarly, TE did not highlight a difference in 1972-1987 and 1993-2000 but did so in other periods. The reason for such behavior can be attributed to the amount of change that occurred during different change periods, the amount of change being selectively captured by these metrics depending upon the quantity. A subset of selected metrics showing uniform differences in all change periods was selected based on β-scores. Figure 4b shows the descending γ-scores computed for each pattern metric using values computed in each change year for both LP and LR. The γ-scores were ranked in descending order as larger values imply a higher capacity for change identification. Higher scores (γ ≥ 0.4) in LR were found for PROX_MN, MESH, SPLIT, LPI, AREA_CV, DCORE_CV and SHAPE_AM metrics. For LP, however, most of these metrics had lower scores, except for PROX_MN and SHAPE_AM, which were higher (γ ≥ 0.75) than their LR counterparts. For LP, these metrics were from all cluster groups except cluster 4, the metrics for which mostly fell in the right-hand part of the graph with much lower values. The remaining metrics showed a uniform decline in γ-value in the two landscapes. The metrics on the extreme right (mostly from cluster 4, except TA and TCA) showed no change in the two provinces over the entire change period (1972-2010).
Sensitivity of Metrics to Spatial Resolution of Remote Sensing Data
Pattern metric sensitivity towards change in spatial resolution varying from 20 to 100 m was assessed by ξ-scores for LR and LP provinces, respectively (Figure 5a,b) . The values were ranked in ascending order and metrics with lower values were preferred considering their insensitivity to varying spatial resolution. In both cases, the metrics mostly from clusters 4 Table 1 for details of each metric).
Most of the metrics that discriminated well between the two provinces belonged to clusters 2, 3 and 5, while the metrics in cluster 4 were characterized by low β-scores. However, the behavior of the metrics was not uniform in all change periods. That is, if a metric highlighted difference in values in the 1972-1987 period, the same metric did not necessarily highlight a difference in other change periods. A subset of selected metrics showed uniform differences in all change periods between the two landscapes (e.g., LPI, SHAPE_AM, AREA_MN, DCORE-SD, PR and SHEI) while the remaining metrics highlighted differences in only selected periods. For example, PROX-MIN showed a difference in 1972-1987 but not other periods. Similarly, TE did not highlight a difference in 1972-1987 and 1993-2000 but did so in other periods. The reason for such behavior can be attributed to the amount of change that occurred during different change periods, the amount of change being selectively captured by these metrics depending upon the quantity. A subset of selected metrics showing uniform differences in all change periods was selected based on β-scores. Figure 4b shows the descending γ-scores computed for each pattern metric using values computed in each change year for both LP and LR. The γ-scores were ranked in descending order as larger values imply a higher capacity for change identification. Higher scores (γ ě 0.4) in LR were found for PROX_MN, MESH, SPLIT, LPI, AREA_CV, DCORE_CV and SHAPE_AM metrics. For LP, however, most of these metrics had lower scores, except for PROX_MN and SHAPE_AM, which were higher (γ ě 0.75) than their LR counterparts. For LP, these metrics were from all cluster groups except cluster 4, the metrics for which mostly fell in the right-hand part of the graph with much lower values. The remaining metrics showed a uniform decline in γ-value in the two landscapes. The metrics on the extreme right (mostly from cluster 4, except TA and TCA) showed no change in the two provinces over the entire change period (1972-2010).
Pattern metric sensitivity towards change in spatial resolution varying from 20 to 100 m was assessed by ξ-scores for LR and LP provinces, respectively (Figure 5a,b) . The values were ranked in ascending order and metrics with lower values were preferred considering their insensitivity to varying spatial resolution. In both cases, the metrics mostly from clusters 4 and 5, such as PR, TA, TCA, COHESION, SHDI, MSIDI, FRAC_MN, SHAPE_MN and FRAC_AM, were insensitive to pixel size. For metrics from clusters 2 and 3, intermediate values were found. Metrics such as AI, IJI, SHEI, CONTAG, PAFRAC, and SHAPE_AM varied by at least 20% in all years. Core area metrics, such as DCORE_SD, DCORE_CV, CORE_MN, and DCORE_MN were sensitive to spatial resolution, as were isolation measures, PROX_MN (cluster 1) and ENN_MN (cluster 4). The reasons for their sensitivity could be due to aggregation of smaller elongated patches lying between two or more larger patches as pixel size increases. In the case of LR, ξ-scores for metrics such as LPI, SPLIT, MESH, AREA_CV and DCORE_CV increased from 1972 to 2010, meaning that the sensitivity of these metrics to spatial resolution increased with time. Thus the low MSS spatial resolution data formed larger patch sizes by incorporating small size classes into one, compared to the TM data that formed a greater number of class patches. Thus as spatial resolution decreased from 20 to 100 m, class aggregation was more pronounced in the case of the TM data, leading to higher values. In other words, metrics from MSS classification were less spatially sensitive compared to those from TM data in the relatively homogeneous LR province. However, for the LP province (Figure 5b ), these metrics showed the reverse trend, with sensitivities decreasing from 1972 to 2010. This was probably due to the heterogeneous nature of the LP province, where the MSS data formed smaller patch sizes (of fewer pixels) compared to TM images. Thus, with degrading pixel spatial resolution, the clumping of MSS pixels into neighboring classes became more pronounced (even with nearest neighborhood resampling techniques), making MSS data classifications spatially sensitive compared to those based on TM data.
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Sensitivity of Metrics to Thematic Changes
Thematic maps derived from remote sensing data have routinely been used to compute landscape metrics to quantify spatial pattern and temporal change in landscapes. It is imperative to understand what these metrics measure before appropriate interpretation of the results is possible. Although numerous studies in last two decades have reported the "behavior" of landscape metrics, very few studies have focused on the response of metrics to the changing thematic resolution of the mapped data (e.g., [10, 51, 52] ). Changing the number of classes in categorical maps alters the spatial patterns, potentially resulting in different values for a given landscape metric. Li and Wu [10] illustrated how the level of classification detail could affect several landscape indices. Wu et al. [36] , Wu [37] and Shen et al. [38] showed that the number of classes influenced scaling relations in landscape metrics. Li and Reynolds [51] found a relationship between number of patch types and contagion. Buyantuyev and Wu [50] showed that varying thematic resolution significantly affected landscape metric values and, in turn, the ability of these metrics to detect landscape change. The present study assumes that the sensitivity of a landscape metric to thematic resolution is proportional to the θ-score, computed as the difference between the maximum and minimum values generated with differing numbers of cover classes, relative to the maximum value (Equation (4)).
The sensitivity of pattern metrics to thematic resolution, computed as θ-scores in different years for LR and LP, are shown in Figure 6a ,b, respectively. The values were ranked in ascending order and the lower values were considered insensitive to the number of classes. The hypothesis was based on the observations that decreasing the thematic resolution leads to a consistent decrease in the number of classes. For both LR and LP, metrics with lower θ-scores (<0.5) were in clusters 4 and 5, mainly consisted of shape (FRACT_MN, SHAPE_MN, PAFRAC, FRAC_AM, and PARA_MN) and heterogeneity metrics, such as AI and MSIDI, and registered least impact of thematic resolution. Buyantuyev and Wu [50] also found PAFD, MPSI, and MPFD to be insensitive towards thematic resolution. In general, the response patterns of most landscape metrics to changing thematic resolution seemed similar among different years.
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Higher values (i.e., higher sensitivity) observed in cluster 2 and 3 metrics, mostly related to area and interior categories, except for TA and TCA. Higher θ-scores were also found for ENN_MN, PROX_MN and IJI, indices describing the degree of isolation and interspersion of class patches. This can be explained by the fact that, when a larger number of patch types is chosen, the probability that two neighboring patches are of the same type decreases [27] . Patches of the same type are thus further apart, causing higher isolation. The sensitivity of metrics to thematic resolution increased from 1972 to 2010 in both LR and LP provinces in most cases. Table 1 shows the ranks for the different metrics. The low-ranked metrics were best in fulfilling the four criteria described in Section 1.2 and were kept for change analysis, while the metrics with higher ranks were discarded. Some 15 metrics were selected from different groups after this process, including the area distribution metrics, NP and AREA_MN, and the edge group metrics, TE and PAR_MN. In the group of shape indices, several metrics were acceptable, such as SHAPE_AW, FRACT_AW, FRACT_AW and LSI, while from the interior-edge metric group, CORE_MN and CORE_CV were suitable. Isolation was best expressed by ENN_MN. Finally, for studying heterogeneity, PR, SHDI, SHEI and MSIDI were selected. Since NP and MPS were correlated with each other, they contained redundant information. NP was preferred since this metric was only correlated with four other metrics, while AREA_MN was correlated with five. The shape indices were mutually correlated, as well. LSI was correlated with seven other metrics, PAR_MN with five and both SHAPE_MN and FRACT_AW with three. Since SHAPE_MN had the highest ranking, this was considered the best choice to describe shape complexity. Similarly among the heterogeneity measures, PR was correlated with six other metrics, SHEI with five and both SHDI and MSIDI with four. MSIDI, being the least correlated with others, was preferred to characterize landscape heterogeneity. The final group of eight metrics with least redundancy consisted of MSIDI, SHAPE_AM, CORE_MN, TE, NP, CONTAG, ENN_MN and FRAC_MN.
Selection of Landscape Metrics
Change Analysis Using the Two Study Sites
To compare change over time in each province, eight metrics were calculated for each change period, from 1972 to 2009 (Figure 7) . In both provinces, NP decreased from 1972 to 1993, then increased between 1993 and 1999 and again decreased between 1999 and 2009. The increase in NP Table 1 for details of each metric).
Higher values (i.e., higher sensitivity) observed in cluster 2 and 3 metrics, mostly related to area and interior categories, except for TA and TCA. Higher θ-scores were also found for ENN_MN, PROX_MN and IJI, indices describing the degree of isolation and interspersion of class patches. This can be explained by the fact that, when a larger number of patch types is chosen, the probability that two neighboring patches are of the same type decreases [27] . Patches of the same type are thus further apart, causing higher isolation. The sensitivity of metrics to thematic resolution increased from 1972 to 2010 in both LR and LP provinces in most cases. Table 1 shows the ranks for the different metrics. The low-ranked metrics were best in fulfilling the four criteria described in Section 1 and were kept for change analysis, while the metrics with higher ranks were discarded. Some 15 metrics were selected from different groups after this process, including the area distribution metrics, NP and AREA_MN, and the edge group metrics, TE and PAR_MN. In the group of shape indices, several metrics were acceptable, such as SHAPE_AW, FRACT_AW, FRACT_AW and LSI, while from the interior-edge metric group, CORE_MN and CORE_CV were suitable. Isolation was best expressed by ENN_MN. Finally, for studying heterogeneity, PR, SHDI, SHEI and MSIDI were selected. Since NP and MPS were correlated with each other, they contained redundant information. NP was preferred since this metric was only correlated with four other metrics, while AREA_MN was correlated with five. The shape indices were mutually correlated, as well. LSI was correlated with seven other metrics, PAR_MN with five and both SHAPE_MN and FRACT_AW with three. Since SHAPE_MN had the highest ranking, this was considered the best choice to describe shape complexity. Similarly among the heterogeneity measures, PR was correlated with six other metrics, SHEI with five and both SHDI and MSIDI with four. MSIDI, being the least correlated with others, was preferred to characterize landscape heterogeneity. The final group of eight metrics with least redundancy consisted of MSIDI, SHAPE_AM, CORE_MN, TE, NP, CONTAG, ENN_MN and FRAC_MN.
Selection of Landscape Metrics
Change Analysis Using the Two Study Sites
To compare change over time in each province, eight metrics were calculated for each change period, from 1972 to 2009 (Figure 7) . In both provinces, NP decreased from 1972 to 1993, then increased between 1993 and 1999 and again decreased between 1999 and 2009. The increase in NP was more pronounced in LP. A similar pattern of change in TE was observed in the two landscapes. Landscape patches became more intact with less patch edge due to thickening of woodlands and maturation of planted trees over time. However, a rapid increase in NP and TE indicated greater fragmentation in both LP and LR during 1993-1999. The reasons for these increases were mostly due to clearing of native vegetation (woodlands and native pasture) in the two provinces. This fact is supported by Pressey et al. [53] and the 2000 New South Wales State of the Environment Report [54] : although much of the native vegetation in the bioregion had been cleared earlier in European settlement, 2.2% of the bioregion was cleared between 1997 and 2000 after the introduction of the Native Vegetation Conservation (NVC) Act 1997 (NSW), which provided an assessment and development consent process in relation to the clearing of native vegetation. Landscape patches became more intact with less patch edge due to thickening of woodlands and maturation of planted trees over time. However, a rapid increase in NP and TE indicated greater fragmentation in both LP and LR during 1993-1999. The reasons for these increases were mostly due to clearing of native vegetation (woodlands and native pasture) in the two provinces. This fact is supported by Pressey et al. [53] and the 2000 New South Wales State of the Environment Report [54] : although much of the native vegetation in the bioregion had been cleared earlier in European settlement, 2.2% of the bioregion was cleared between 1997 and 2000 after the introduction of the Native Vegetation Conservation (NVC) Act 1997 (NSW), which provided an assessment and development consent process in relation to the clearing of native vegetation. Table 1 for details of each metric). Table 1 for details of each metric).
The largest amount of change was clearing (with retention of individual trees or clumps of trees), for the purposes of cropping and grazing in the period 1995-2000 [39] . Some 8.7% and 15.6% of the area of native vegetation was cleared in LP and LR, respectively, during this period. The land cover area statistics generated for the two provinces in different years are shown in Figure 8 . Natural vegetation (NP and EFWL) cover declined in the two provinces over the study period, with the most marked decline after 1993. At the same time the area of agriculture-related activities increased. Although the number of patches and edges decreased between 1999 and 2009 (decreasing NP and TE values), the two landscapes appeared to be irregularly shaped as indicated by increasing SHAPE_AW values during this period. Increasing mean patch core area from 1973 to 1993 indicated only smaller patches were subject to fragmentation, but, after 1993, larger patches were also fragmented as shown by decreasing core area values. The CONTAG values showed a zig-zig increasing and decreasing trend from 1972 to 2010 and provided an effective summary of overall aggregation of the different land cover categories. Again, the highest values for the two landscapes were observed between 1993 and 1999 showing fragmentation of larger patches into smaller patches due to clearing of native vegetation as explained above. Between 1972 and 1993, a gradual increase in ENN_MN indicated that smaller patches were continuously cleared and became isolated in the two landscapes. The decline in ENN_MN in LR after 1993 indicated that smaller patches remained intact but were cleared after 1999, as the metric increased. However, in LP, the values increased after 1993, with a slight improvement only after 1999. Different class types did not intermix much over the entire period in either province as MSIDI was almost invariant. Overall, the comparison of metrics in the two provinces indicated major changes in land cover pattern after 1993, and though the trends were similar in both cases, remnant native vegetation in the LP province was more fragmented than in the LR province.
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Discussion
Understanding and evaluation of trends in land cover change, such as landscape fragmentation, can be best represented by spatial pattern metrics. However, the choice and interpretation of the most appropriate metrics to effectively represent landscape change is often challenging as all landscape metrics suffer from limitations that restrict their use and interpretation in different contexts [13] . Metrics can be selected based on multivariate data analysis techniques, but they are not useful in practical applications. There is a need for a simple straightforward approach to evaluate landscape metrics with respect to spatial data characteristics, such as metric behavior in relation to variation in spatial and temporal resolution, number of land cover classes or dominant land cover categories, measurement techniques and their inter-correlations, spatial scale, and so on, and for effective metric selection without needing to consider theoretical or advanced modeling issues. . Previous studies have considered some of these issues (e.g., [26] [27] [28] ), but detailed analyses are required to fully explain 
Understanding and evaluation of trends in land cover change, such as landscape fragmentation, can be best represented by spatial pattern metrics. However, the choice and interpretation of the most appropriate metrics to effectively represent landscape change is often challenging as all landscape metrics suffer from limitations that restrict their use and interpretation in different contexts [13] . Metrics can be selected based on multivariate data analysis techniques, but they are not useful in practical applications. There is a need for a simple straightforward approach to evaluate landscape metrics with respect to spatial data characteristics, such as metric behavior in relation to variation in spatial and temporal resolution, number of land cover classes or dominant land cover categories, measurement techniques and their inter-correlations, spatial scale, and so on, and for effective metric selection without needing to consider theoretical or advanced modeling issues. . Previous studies have considered some of these issues (e.g., [26] [27] [28] ), but detailed analyses are required to fully explain the strengths and weaknesses of the multitude of different metrics in relation to data characteristics. Effective pattern metrics should only be sensitive to real spatial patterns and insensitive to random sampling variation [27] .
Keeping the above facts in mind, this study applied a relatively simple and effective approach to select pattern metrics for land cover change detection. The selection process was carried out according to four criteria-each metric should be: (a) capable of capturing changes in landscape pattern in space and time; (b) insensitive to the spatial resolution of the remote sensing data; (c) insensitive to the number of land cover classes; and (d) minimally correlated with other metrics. This study hypothesized that an effective metric selection process based on the above criteria should distinguish between land cover patterns by providing different values for divergent spatial characteristics (e.g., differing spatial and temporal patterns, thematic resolutions, dominant land cover categories and extent) in two distinct landscapes. The hypothesis was tested through computation of four (β, γ, ξ and θ) relative difference-based indices using a Max-Min/Max normalization approach. This facilitated comparison of metrics measured on different scales in relation to one or two landscapes. Additionally, we wanted to know which metrics best answer the demands of spatial pattern monitoring. The choice of metric should be based on the particular questions being asked as a metric cannot satisfy all conditions simultaneously. The selected metrics fulfilled the criteria described in Section 3.1, particularly the capability of capturing changes in landscape pattern over space and time. For example, number of patches (NP) and Total Edge (TE) decreased over the change periods (except between 1993 and 1999), indicating a general trend towards consolidation of patches in the landscape due to thickening of woodlands and maturation of planted trees over time. However, a rapid increase in NP and TE values between 1993 and 1999 indicated greater loss of native vegetation or more fragmentation in both the LP and LR provinces. Even though NP and TE values decreased over 1999-2009 period, increasing SHAPE_AW values indicated the two landscapes became more irregularly shaped. Similarly, increasing mean patch core area from 1973 to 1993 indicated fragmentation of smaller patches, but after 1993, larger patches were also fragmented as shown by decreasing core area values. The CONTAG values showed a zig-zig increasing and decreasing trend describing overall aggregation of the different land cover categories. Increase in ENN_MN between 1972 and 1993 indicated continuous clearing of smaller patches, while decline in ENN_MN in LR after 1993 indicated that smaller patches remained intact but were cleared after 1999, as the metric increased. However, in LP, the values increased after 1993, with a slight improvement only after 1999. Intermixing between different class types did not occur much over the entire period in either province as MSIDI was almost invariant. Comparison of the metrics in the two provinces in the NSW case study indicated major changes in land cover pattern after 1993 in relation to clearance of remnant native vegetation and transformation for agriculture. Although the trend was similar in both cases, the Liverpool Plains province was more fragmented than the Liverpool Ranges.
The accuracy of the land cover data used in change detection analysis can have a large impact on the change outcome. Estimates of future land cover change may be biased and inaccurate if ether are errors in land cover classification. Therefore, understanding and quantifying uncertainties in observed land cover change and the possible impact of such errors over time are important in land cover change studies. Fang et al. [55] found that classification errors were a major source of uncertainty in model predictions. Assuming the errors in "before" and "after" maps are independent, the overall accuracy of a change map can be approximated by multiplying the individual overall accuracy of each map [46] . Thus, in the present case study, if the overall accuracy of the 1972 and 1987 map was 76% and 86%, respectively, the 1972-1987 change map is 62% accurate and the change maps for other periods are 74% accurate. It can therefore be assumed that misclassification errors in the resulting land cover change maps based on MSS (76%) and TM (86%) imagery and from the other TM images (with an overall accuracy >86%) would affect the change results. Therefore, to increase the reliability of change maps, misclassification errors in land use maps should be minimized. Carmel and Dean [56] developed an error model to calculate uncertainly propagation within classified spatio-temporal datasets. Congalton and Green [46] proposed a two-step change detection accuracy assessment process to assess the accuracy with which the change area between two time periods is mapped and the change captured. The task of quantifying these errors and developing an understanding of how they propagate over time is challenging; however, this information is important for change prediction modeling and merits further study. The change results here can be interpreted based on the respective accuracies of each change period, and the results improved with more accurate maps following the method suggested by Congalton and Green [46] in future studies.
Conclusions
The study evaluated landscape metrics with respect to remote sensing data characteristics, such as their behavior in relation to variation in spatial and temporal resolution, number of land cover classes or dominant land cover categories. The proposed rank-based metric selection process through computation of four difference-based indices (β, γ, ξ and θ) using a Max-Min/Max normalization ascertained that change in a metric was due to real landscape pattern change. The selected landscape metrics were successful and effective in detecting land cover pattern change in two contrasting landscapes.
The pattern of change agreed with results reported previously in the region based on other methods [39] . The metrics identified were capable of identifying changes over five different change periods in provinces with contrasting topography, woodland and forests, and agricultural land uses. The approach is straightforward, simple and effective for identifying the most suitable landscape metrics for pattern change analysis in landscape ecology. The methods can be used in any landscape under any conditions, and can potentially deal with hundreds of metrics when selection of an appropriate set of metrics by other means would be logistically difficult.
