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1. Introduction and preliminaries
Unimodal maps with the property that the function restricted to the ω-limit set of the critical point is topologically
conjugate to an adding machine have been the subject of much study [4,6]. For many years, the only known examples of
unimodal maps with this property were inﬁnitely renormalizable. In 2005, Block, Keesling and Misiurewicz discovered the
existence of adding machine maps in the non-renormalizable tent family [3], which they named strange adding machines.
Their surprising discovery has given rise to new results in the area [5].
An example of an inﬁnitely renormalizable map is the familiar Feigenbaum map, and its restriction to the ω-limit set of
the critical point is topologically conjugate to the dyadic adding machine. The kneading sequence of the Feigenbaum map
can be written as a concatenation of a ﬁnite collection of words of length 2 j for all j ∈ N. In fact, for each j ∈ N, there
are exactly two words of length 2 j which comprise the kneading sequence, W and Wˆ , where Wˆ agrees with W in every
position but the last. For n  0, one of these words appears in position 2 jn of the kneading sequence. There is a speciﬁc
pattern to the concatenation which is created by the cyclic nature of the adding machine.
For the family of strange adding machines, it is natural to expect a similar kneading sequence structure. However, because
strange adding machines are not renormalizable, the kneading sequence cannot admit a breakdown as above. We still have
sets consisting of a ﬁnite collection of words whose concatenation comprise K , but our collections are more interesting
in that each one must contain two words that disagree in a position other than their last. The difference in the inﬁnitely
renormalizable maps with embedded adding machines and strange adding machines can be seen not only in the kneading
sequence structure, but in the dynamics of the map restricted to the ω-limit set of the critical point. We consider both in
the exploration that follows.
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to be that of a strange adding machine. From this characterization, one can both construct kneading sequences of strange
adding machines and analyze existing sequences to determine if they are in fact strange adding machines. This construction
should facilitate the study of the existence of properties in the strange adding machine family.
We use symbolic dynamics in our paper and begin with some basic deﬁnitions, see [1,4,7–9]. We use I to represent the
unit interval.
Deﬁnition 1. A continuous map f : I → I is unimodal if there exists c ∈ (0,1) such that f is strictly increasing on [0, c] and
strictly decreasing on [c,1].
Deﬁnition 2. Let a ∈ [1,2]. The map Ta : I → I such that Ta(x) = ax for x ∈ [0, 12 ] and Ta(x) = a(1 − x) for x ∈ [ 12 ,1] is the
symmetric tent map with slope a.
Deﬁnition 3. Let f : I → I be unimodal with critical point c. The itinerary of a point x ∈ I under f , which we label x˜, is a
sequence b0b1b2 . . . where bi = 0 if f i(x) < c, bi = 1 if f i(x) > c, and bi = ∗ if f i(x) = c.
Deﬁnition 4. Let f : I → I be a unimodal map with critical point c. The kneading sequence of f is the itinerary of f (c).
Deﬁnition 5. A sequence S is renormalizable if S = Wb0Wb1Wb2 . . . or Wb0Wb1 . . .W ∗ for some word W and sequence
B = b0b1b2 . . . or B = b0b1 . . .bn−1, such that W and B are non-empty strings of 0’s and 1’s.
Deﬁnition 6. Let x˜ = s0s1s2 . . . . Deﬁne σ(x˜) = s1s2 . . . , and call σ the shift map.
Deﬁnition 7. Let f : I → I be a unimodal map with critical point c. Let v and w be two elements of I , with itineraries
v˜ and w˜ , such that v = w . Let p be the ﬁrst position where v˜ and w˜ disagree, with symbols vp and wp in position p
of v˜ and w˜ respectively. Deﬁne the parity-lexicographical ordering as 0 < ∗ < 1 if the number of 1’s preceding vp is even
and 1 < ∗ < 0 if the number of 1’s preceding vp is odd. If under the parity-lexicographical ordering, vp < wp , then v˜ is
below w˜ , and we write v˜ ≺ w˜ .
Deﬁnition 8. We say that a sequence K is shift-maximal if σ n(K ) K for all n ∈N.
If K is an inﬁnite sequence such that K is shift-maximal, 101∞  K , and K is not renormalizable, then K is the kneading
sequence of a tent map [7, Lemma 3.1.6].
Deﬁnition 9. Given a word W = w1w2 . . .wn such that wn = ∗, let W − 1 = w1w2 . . .wn−1, let Wˆ = w1w2 . . . (1 − wn),
and let |W | be n.
Lemma 1. Let f : I → I be a tent map. Let x ∈ I such that f n(x) = c for all n  0, and let  > 0. Then there exists an initial segment
of x˜, W , such that if y ∈ I and y˜ begins with W , then y ∈ B(x).
Lemma 2. Let f : I → I be a tent map. Let x ∈ I such that f n(x) = c for some n 0, and let  > 0. Then there exists an initial segment
of x˜, W ∗ V , such that if y ∈ I and y˜ begins with W 0V or W 1V , then y ∈ B(x).
The following deﬁnition is well known and can be found in [3].
Deﬁnition 10. Let α = (p1, p2, . . .), where each pi is an integer greater than or equal to 2. Let α denote the set of all
sequences (x1, x2, . . .) where xi ∈ {0,1, . . . , pi − 1} for each i, with the product topology. Deﬁne addition on α as follows:
(x1, x2, . . .) + (y1, y2, . . .) = (z1, z2, . . .)
where z1 = x1 + y1 mod p1, z2 = x2 + y2 + t1 mod p2, . . . , zi = xi + yi + ti−1 mod pi, . . . . We set t1 = 0 if x1 + y1 < p1 and
t1 = 1 if x1 + y1  p1, and ti = 0 if xi + yi + ti−1 < pi and ti = 1 if xi + yi + ti−1  pi . This is addition with carry.
We deﬁne fα :α → α by
fα(x1, x2, . . .) = (x1, x2, . . .) + (1,0,0, . . .)
with the addition operation above, and refer to the map fα as an adding machine map.
Theorem 1. ([3, Theorem 1.1]) Let α = (p1, p2, . . .) be a sequence of integers with pi  2 for each i. Let ji = p1 · p2 · · · pi for each i.
Let f : X → X be a continuous map of a compact metric space X. Then f is topologically conjugate to the adding machine fα if and
only if the following conditions hold.
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(2) For each positive i, Pi+1 reﬁnes Pi .
(3) If mesh(Pi ) denotes the maximum diameter of an element of the cover Pi , then mesh(Pi) → 0 as i → ∞.
Deﬁnition 11. The point x ∈ X is said to be regularly recurrent if for every neighborhood V of x, there is a positive integer n
such that for every non-negative integer k, f kn(x) ∈ V .
Lemma 3. Let f : I → I be a tent map, and let x ∈ I such that f n(x) = c for all n 0. If for every initial word of x˜, there exists a positive
integer n such that for every non-negative integer k, σ kn(x˜) begins with W , then x is regularly recurrent.
Lemma 4. Let f : I → I be a tent map, and let x ∈ I such that f n(x) = c for some n 0. Let W ∗ V be an initial segment of x˜. If there
exists a positive integer n such that for every non-negative integer k, σ kn(x˜) begins with W 0V or W 1V , then x is regularly recurrent.
Theorem 2. ([2, Corollary 2.5]) Let f : X → X be a continuous map of a compact Hausdorff space to itself. There is a sequence α of
prime numbers such that f is topologically conjugate to the adding machine map fα if and only if X is an inﬁnite minimal set for f
and each point of X is regularly recurrent.
Deﬁnition 12. Let K be an inﬁnite sequence of 0’s and 1’s. Suppose K admits the following decomposition into ﬁnite words:
(1) There exists a set of words {V 11 , . . . , V 1t1 } such that
K = W 11,1W 11,2W 11,3 . . .W 11,t1W 12,1W 12,2W 12,3 . . .W 12,t1 . . .W 1i,1W 1i,2W 1i,3 . . .W 1i,t1 . . .
where W 11, j = V 1j , for j ∈ {1, . . . , t1}, and W 1k, j ∈ {V 1j , Vˆ 1j } for j ∈ {1, . . . , t1}, and k > 1.
(2) Let m ∈ N. Suppose we have a collection of words {Vm−11 , . . . , Vm−1tm−1 } and {Wm−1i,1 ,Wm−1i,2 , . . . ,Wm−1i,tm−1}∞i=1 such that
Wm−11, j = Vm−1j , for j ∈ {1, . . . , tm−1}, and Wm−1k, j ∈ {Vm−1j , Vˆ m−1j } for j ∈ {1, . . . , tm−1} and k > 1.
There exists a set of words {Vm1 , . . . , Vmtm }, such that
Vm1 = Wm−11,1 . . .Wm−11,tm−1
Vm2 = Wm−12,1 . . .Wm−12,tm−1
...
Vmtm = Wm−1tm,1 . . .Wm−1tm,tm−1
and
K = Wm1,1Wm1,2Wm1,3 . . .Wm1,tmWm2,1Wm2,2Wm2,3 . . .Wm2,tm . . .Wmi,1Wmi,2Wmi,3 . . .Wmi,tm . . .
where Wm1, j = Vmj , for j ∈ {1, . . . , tm}, and Wmk, j ∈ {Vmj , Vˆ mj } for j ∈ {1, . . . , tm}, and k > 1.
We call such a collection of words a building block scheme and refer to the ﬁnite collection of words, {Vm1 , . . . , Vmtm } as
the level m building blocks.
Notice that if K has a building block scheme as above then in position 1+ (n − 1)|V r1V r2 . . . V rtr | we will have V r1 or Vˆ r1,
for all n ∈ N, which we label Wrn,1. In position 1 + |V r1| + (n − 1)|V r1V r2 . . . V rtr | we will have V r2 or Vˆ r2, for all n ∈ N, which
we label Wrn,2. In position 1+ |V r1V r2 . . . V ri−1| + (n − 1)|V r1V r2 . . . V rtr | we will have V ri or Vˆ ri , for i  tr , and all n ∈N, which
we label Wrn,i .
An example of a kneading sequence with a building block scheme is the Feigenbaum map. An initial segment of this
sequence is 1011 1010 1011 1011 1011 1010 1011 1010 1011 1010 1011 1011 1011 1010 1011 1011. There are an
inﬁnite number of ways to deﬁne a building block scheme for this sequence. One such scheme is to let the word 1011 1010
be the only building block on each level. Another scheme which will be useful in Section 4 of this paper is as follows:
For level one, we set
V 11 = W 11,1 = 1
V 12 = W 11,2 = 0
For level two, we set
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V 22 = W 21,2 = W 11,1Wˆ 11,2 = 11
For level three, we set
V 31 = W 31,1 = W 21,1W 21,2 = 1011
V 32 = W 31,2 = W 21,1Wˆ 21,2 = 1010
And for level i, we set
V i1 = W i1,1 = W i−11,1 W i−11,2
V i2 = W i1,2 = W i−11,1 Wˆ i−11,2
The Feigenbaum map is an inﬁnitely renormalizable unimodal map, and its restriction to the ω-limit set of the critical
point is topologically conjugate to the dyadic adding machine. The focus of our paper is on adding machines embedded
in tent maps that have slope greater that
√
2, which were discovered by Block, Keesling, and Misiurewicz [3]. For a tent
map Ta such that a ∈ (
√
2,2], Ta is not renormalizable [4, Proposition 3.4.26]. Therefore our maps will not have a scheme
as simple as the one in the above example. Throughout the paper we assume that each tent map will have slope greater
than
√
2.
2. Main theorems
Deﬁnition 13. Let A ⊆ [0,1]. The convex hull of A, conv(A), is given by conv(A) = [inf(A), sup(A)].
Lemma 5. Let α = (p1, p2, . . .) be a sequence of integers with pi  2 for each i. Let ji = p1 · p2 · · · pi for each i. Let f : I → I , be a
tent map with critical point c, such that f |ω(c) is topologically conjugate to the adding machine fα . Let {Pi}i∈N be the covers of ω(c)
described below.
(1) For each positive integer i, there exists a cover Pi of ω(c) consisting of ji pairwise disjoint, non-empty, clopen sets which are
cyclically permuted by f .
(2) For each positive i, Pi+1 reﬁnes Pi .
(3) mesh(Pi) → 0 as i → ∞.
Then for every j ∈N, P j has more than one element that contains c in its convex hull.
Proof. Choose j ∈ N. Suppose that P j has only one element containing c in its convex hull, and call this element P jc .
By [3, Proposition 1.3], c ∈ ω(c), and therefore c ∈ P jc . By (1), P jc has a ﬁnite orbit, say {P jc , f (P jc ), . . . , f t(P jc )}, where t =
|P j| − 1. This means that f t+1(P jc ) = P jc , and none of the elements of the set { f (P jc ), . . . , f t(P jc )} contains c in its convex
hull. It is also true that f (c) = 1 ∈ f (P jc ). So the ﬁrst word of K of length t , which we will call W , is determined by the
position of the elements of { f (P jc ), . . . , f t(P jc )} relative to c, as all of the points for a particular element of the set will lie
on the same side of c. The symbol of K in position t+1 will be determined by f t(1). All of the elements of P jc are cyclically
permuted and follow the same path as before. So K will have the structure, Wb0Wb1Wb2 . . . , where bi is determined by
the position of f t+(t+1)i(1), i  0. This means that we have a kneading sequence which is renormalizable contradicting the
deﬁnition of f . 
Theorem 3. If f : I → I is a tent map, with critical point c, and there exists a sequence α of prime numbers such that f |ω(c) is
topologically conjugate to the adding machine fα , then the kneading sequence of K will have the following properties:
(1) K has a building block scheme.
(2) For each level, the set of building blocks contains at least two elements which differ in a position other than the last.
Proof. We begin with the proof of (1).
Every cover in {Pi}i∈N has a ﬁnite number of elements and therefore a ﬁnite number of elements that contain c in their
convex hulls. We will label the unique element of P j that contains c, P jc1 . We choose P jc2 to be the ﬁrst element in the
orbit of P jc1 not equal to P
j
c1 that contains c in its convex hull. We choose P
j
c3 to be the ﬁrst element in the orbit of P
j
c2
not equal to P jc2 that contains c in its convex hull. We continue this process, obtaining the set of elements {P jc1 , . . . , P jct j }.
Note that the ﬁrst element in the orbit of P jct j not equal to P
j
ct j
that contains c in its convex hull is P jc1 . We also choose
integers mj,i such that f m j,i (P
j
c ) = P jc for i ∈ {1, . . . , t j − 1}, and f m j,t j (P jct ) = P jc1 .i i+1 j
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ments {P jc1 , f (P jc1 ), . . . , f m j,1−1(P jc1 )} of the orbit of P jc1 . Note that f m j,1(P jc1 ) = P jc2 , none of the elements of { f (P jc1 ), . . . ,
f m j,1−1(P jc1 )} contains c in its convex hull, and 1 ∈ f (P jc1 ). So the ﬁrst word of K of length mj,1 − 1, is determined by the
position of the elements of { f (P jc1 ), . . . , f m j,1−1(P jc1 )} relative to c, as all of the points for a particular element of the set
will lie on the same side of c. The symbol of K in position mj,1 will be determined by f m j,1−1(1). We will call this initial
word of K of length mj,1, V 11 .
We now follow the orbit of P jc2 , as it contains f
m j,1−1(1). Note that f m j,2 (P jc2 ) = P jc3 , and none of the elements of
{ f (P jc2 ), . . . , f m j,2−1(P jc2 )} contains c in its convex hull. We are therefore able to determine the mj,2 − 1 symbols of K that
follow V 11 , by the position of the elements of { f (P jc2 ), . . . , f m j,2−1(P jc2 )}. The symbol of K in position mj,1 +mj,2 will be
determined by f m j,2 ( f m j,1−1(1)). We will call this word of K of length mj,2, V 12 . We have now established that the ﬁrst
segment of K is V 11 V
1
2 .
We continue this process for {P jc3 , . . . , P jct j }, naming the words determined by the paths of these elements, {V 13 , . . . , V 1t j }
respectively. The initial segment of K is V 11 V
1
2 . . . V
1
t j . Recall that by our choice of j, each of the words in this set has a
length of at least three symbols. We will also refer to this initial segment of K using the notation W 11,1W
1
1,2 . . .W
1
1,t j
.
f
m j,1+mj,2+···+mj,t j (P jc1 ) = P jc1 . Thus the word following V 11 V 12 . . . V 1t j as it appears as the initial segment of K will be
either V 11 or Vˆ
1
1 , since the ﬁrst mj,1 − 1 symbols will be V 11 − 1 as when we followed P jc1 before, and the last symbol is
determined by the position of f m j,1( f
m j,1+mj,2+···+mj,t j−1(1)). We will call this element W 12,1. Continuing this process, we
see that
K = W 11,1W 11,2W 11,3 . . .W 11,t j W 12,1W 12,2W 12,3 . . .W 12,t j . . .W 1i,1W 1i,2W 1i,3 . . .W 1i,t j . . .
where W 11,n = V 1n , for n ∈ {1, . . . , t j}, and W 1k,n ∈ {V 1n , Vˆ 1n } for n ∈ {1, . . . , t j}, and k > 1.
For the mth step in our process we assume that the covers {P ji } for i <m have been chosen. We choose jm , minimal,
so that each element of P jm containing c in its convex hull will be contained in P jm−1c1 . We will label the elements of P jm
that lie in P jm−1c1 , {P jmd1 , . . . , P
jm
ds jm
}, ordered as before.
The elements of the set {P jmd1 , . . . , P
jm
ds jm
} establish the level m building blocks of K .
K = Wm1,1Wm1,2Wm1,3 . . .Wm1,s jm W
m
2,1W
m
2,2W
m
2,3 . . .W
m
2,s jm
. . .Wmi,1W
m
i,2W
m
i,3 . . .W
m
i,s jm
. . .
where Wm1,n = Vmn , for n ∈ {1, . . . , s jm }, and Wmk,n ∈ {Vmn , Vˆ mn } for n ∈ {1, . . . , s jm }, and k > 1.
We see that the pattern of K satisﬁes the deﬁnition of a building block scheme.
To prove item (2), we revisit the logic of Lemma 5. If for some level, K has only one building block, W , or only the
building blocks, W , Wˆ , then K = (W − 1)b0(W − 1)b1(W − 1)b2 . . . which contradicts the assumptions that f is not
renormalizable and c is not periodic. 
We now establish another description of K which will be useful in the proofs that follow in addition to the building
block structure. We consider the level m building blocks of K , where m > 1. All of the building blocks of level m are
the same length, say α. Recall that the elements of P jm that lie in P jm−1c1 are {P jmd1 , . . . , P
jm
ds jm
}. The subset of this set for
which c is contained in the convex hull of each element we will label {P jmc1 , . . . , P jmct jm }, where c ∈ P
jm
c1 = P jmd1 . If there exists
k ∈ {2, . . . , s jm } such that P jmdk = P
jm
c j for any j ∈ {2, . . . , t jm }, then P jmdk does not contain c in its convex hull. Therefore, all of
its elements lie below or all lie above c. This means that Wmi,dk−1 = Vmdk−1 for every i ∈N.
On the other hand, the word established by the orbit of P jmc1 as it travels to P
jm
c2 will be V
m
1 V
m
2 . . . V
m
n1 for some 1 n1 <
s jm , and W
m
i,n1
may be Vmn1 or Vˆ
m
n1 .
The strict inequality follows from Lemma 5. The length of Vm1 V
m
2 . . . V
m
n1 is αn1. We call these blocks established by
{P jmc1 , . . . , P jmct jm } level m change blocks, and we label them Q
m
i . All of the blocks on level one are change blocks. There are t jm
change blocks for level m. If the length of Q mi is αni , then αs jm = α(n1 + · · · + nt jm ).
Q m1 Q
m
2 . . . Q
m
t jm
= Vm1 Vm2 . . . Vms jm , t jm  s jm
We may alternately express K in terms of the level m change blocks.
K = Q m1 Q m2 . . . Q mt jm Q m2,1Q m2,2 . . . Q m2,t jm . . . Q
m
i,1Q
m
i,2 . . . Q
m
i,t jm
. . .
where Q mk,n ∈ {Q mn , Qˆ mn } for n ∈ {1, . . . , t jm }, and k > 1. We will see in Lemma 7 that for all i ∈ {1, . . . , t jm }, Qˆ mi will appear
in position 1+ α(n1 + · · · + ni−1) + tαs jm for some t ∈N, and therefore it will appear inﬁnitely often.
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K = Wm1,1Wm1,2Wm1,3 . . .Wm1,s jm W
m
2,1W
m
2,2W
m
2,3 . . .W
m
2,s jm
. . .Wmi,1W
m
i,2W
m
i,3 . . .W
m
i,s jm
. . .
where Wm1,n = Vmn , for n ∈ {1, . . . , s jm }. If P jmdn = P
jm
cq for some n ∈ {2, . . . , s jm }, q ∈ {2, . . . , t jm }, then Wmk,n−1 ∈ {Vmn−1, Vˆ mn−1};
otherwise, Wmk,n−1 = Vmn−1, k 1. Recall that P jmd1 = P
jm
c1 . By Lemma 6 which follows, W
m
k,s jm
∈ {Vms jm , Vˆ ms jm }.
Deﬁnition 14. If Q mi is a level m change block of K , K has t jm change blocks on level m, and the last symbol of Q
m
i sits in
position β with α = |Q m1 . . . Q mt jm |, then we call β + nα a change position of K on level m for n 0.
The structure of K described in Theorem 3 tells us that if we choose a building block level, say p, then every building
block of level p + 2 will begin with V p+11 or Vˆ p+11 . Since there are at least two distinct building blocks on each level,
both V p+11 and Vˆ
p+1
1 will begin with V
p
1 . This means that every building block of level p + 2 will begin with V p1 . The same
is true for level p + 2 change blocks and the word Q p1 .
Lemma 6. Let f : I → I be a tent map with critical point c such that there exists a sequence α of prime numbers with f |ω(c) topologi-
cally conjugate to the adding machine fα . Let {P ji }i∈N be the covers of ω(c) chosen from {Pi}i∈N that satisfy the following:
(1) j1 is minimal such that P j1 contains at least three elements.
(2) For m > 1, jm is minimal such that each element of P jm containing c in its convex hull will be contained in P jm−1c1 , the unique
element of P jm−1 which contains c.
Then for every i ∈N, P jic1 will contain elements on both sides of c.
Proof. Suppose there exists an m ∈N such that P jmc1 , the unique element of P jm that contains c, does not contain elements
on both sides of c. Then all elements of P jmc1 other than c are either below c or above c, and for all k ∈ N, Wmk,s jm = V
m
s jm
,
the last building block on level jm . So for level m + 1 all of the building blocks {Vm+11 , . . . , Vm+1s jm+1 } will end in V
m
s jm
,
and therefore Wm+1k,t = Vm+1t , for t ∈ {1, . . . , s jm+1 } and all k ∈ N. This forces level m + 2 to have only one building block
contradicting Theorem 3(2). 
Lemma 7. Let f : I → I be a tent map with critical point c such that there exists a sequence α of prime numbers with f |ω(c) topologi-
cally conjugate to the adding machine fα . Let K be the kneading sequence of f . If Q mk is a change block of K , then Qˆ
m
k will appear in
position 1+ |Q m1 Q m2 . . . Q mk−1| + t|Q m1 Q m2 . . . Q mt jm | for some t ∈N, where t jm is the total number of change blocks on level m.
Proof. Let jm ∈N such that P jm ∈ {Pi}i∈N , and jm is chosen as in Lemma 6. Let the elements of P jm that contain points on
both sides of c be {P jmc1 , . . . , P jmct jm }, where c ∈ P
jm
c1 . The change words associated with these elements are {Q m1 , . . . , Q mt jm }.
Let n ∈ {2, . . . , t jm }. Consider P jmcn . Let el be the inﬁmum of P jmcn , and er the supremum.
Let α = |Q m1 . . . Q mt jm | and β = |Q m1 . . . Q mn−1|.
Since the elements of the cover P jm are cyclically permuted, f β+kα(P jmc1 ) = P jmcn for all k 0.
There exists a reﬁnement of P jm , P js , where js is chosen as in Lemma 6 and el , er are in different elements of P js . Such
a reﬁnement exists by (3) of Theorem 1. Let P jsel and P
js
er be those elements respectively, and let c ∈ P jsc1 . Then f vl (P jsc1 ) = P jsel
and f vr (P jsc1 ) = P jser where vl = β +k1α, vr = β +k2α for some k1,k2  0 such that k1 = k2. This means that Q mn−1 and Qˆ mn−1
will appear in K .
For the case that n = 1, we let β = 0, and n − 1 be t jm . That Q mc1 has elements el and er such that el = er = c is shown
in Lemma 6. 
It is an immediate consequence of Lemma 7, that the initial change blocks of K , {Q i1}i∈N , will have odd parity.
We now wish to prove the converse of Theorem 3. We begin with a fact about ﬁnite words.
Proposition 1. If we have a word, W , such that W = V k, the k-fold concatenation of V , k > 1, and V is the shortest such word, then
V only begins in positions 1+ t|V |, t ∈N, with 1 being the ﬁrst position of W .
Proof. Suppose V begins in a position other than 1 + t|V | in V k . We will call this position s, where s is minimal. There
exists a word, V ′ , that appears in positions 1 through s − 1, |V ′| < |V |. Since V begins in positions 1 and s, there is a
copy of V ′ in positions s through 2(s − 1). If |V | > 2|V ′|, then V begins with V ′V ′ . We may continue this process until
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s− 1 symbols of this second occurrence of V in W will overlap the ﬁrst s− 1 symbols of the occurrence of V beginning in
position |V | + 1. This means that the last word of V is the ﬁrst s − 1 symbols of V , which is V ′ . In other words, the copy
of V beginning in position s is shifted forward in the string V k by s− 1 symbols and V therefore begins and ends with the
word V ′ . Using the technique above, we see that if |V | > 2|V ′|, V will end in two copies of V ′ . Continuing this process we
have V = AV ′a where |A| = |B|. So V = AV ′a = V ′aB . Since |A| < |V ′|, V ′ = AD where D is not the empty word. Consider
the ﬁrst V in W . V = V ′aB = V ′V ′ (a−1)B . (If a = 1, then V ′ (a−1) is the empty word.) Beginning in position s = |V ′| + 1
we have a copy of V = V ′aB which has V ′ (a−1)B in positions s through |V |. So V = V ′aB = V ′ (a−1)BV ′ since a new copy
of V begins in position |V | + 1 with initial word V ′ . Since |B| < |V ′|, V ′ = BE for some word E . Further, V ′ = AD = BE
with |A| = |B| giving us A = B . Now since V = AV ′a , the word in position |A| + 1 through |V | is V ′a . The word in position
|V |+1 through |V |+ |A| is A since it is the beginning word of V . So starting in position |A|+1 we have V ′a A = V ′aB = V .
Recall that |A| < |V ′| = s − 1, making |A| + 1  s − 1 which contradicts our choice of s as the minimal position where V
begins prior to |V | + 1 in W . 
Lemma 8. Let f : I → I be a tent map with critical point c, and kneading sequence K . Suppose K has the following properties:
(1) K has a building block scheme.
(2) For each level, the set of building blocks contains at least two elements that differ in a position other than the last.
Then ω(c) is inﬁnite.
Proof. Since by construction, every initial segment of K repeats, K is not pre-periodic. We assume that K is periodic for the
purpose of contradiction. Then there exists W , minimal, such that K = W∞ . Let B be a building block of K on some level
greater than 1, say z, such that B is an initial subword of K , and |B| > |W |. This implies that B and W will agree on |W |
symbols. For all n ∈ N, σ n|B||W |(K ) will begin with B and W . For a ﬁxed number, say k, the initial string of K of length
k|B||W | will be Wk|B| . This same string may be written as B1B2 . . . Bk|W | , where for each i ∈ {1, . . . ,k|W |}, Bi is either a
building block of level z or a building block with the last symbol changed. All level z + 2 building blocks begin with B , and
have the same length. Suppose that in K , B only begins in positions 1 + n|W | for n  0. Then each level z + 2 building
block must begin in position 1+ n|W | for some n 0. All level z + 2 building blocks are the same length. Therefore, every
building block of level z + 2 may be written as W j for some j ∈ N. This contradicts (2). So B begins in a position other
than 1+ n|W |, n ∈ N. As W is a subword of B , it must also begin in a position of K other than 1+ n|W |. This contradicts
the minimality of W by Proposition 1. 
Lemma 9. Let f : I → I be a tent map with critical point c, and kneading sequence K . Suppose K has the following properties:
(1) K has a building block scheme.
(2) For each level, the set of building blocks contains at least two elements that differ in a position other than the last.
Then ω(c) is minimal.
Proof. Let x ∈ ω(c). Then ω(x) ⊆ ω(c). Now let y ∈ ω(c). Every initial segment of y˜ appears in K inﬁnitely often. Let W be
an initial segment of y˜. Let p ∈N be minimal such that σ p(K ) begins with W . Then there exists an N such that σ kN+p(K )
begins with W for every k  0. Such an N exists since this occurrence of W must occur as a subword of V i1 for some i as
V i1 appears as an initial segment of K . V
i
1 is the initial subword of all building blocks on level i+2. So σ k|V
i+2
1 |+p(K ) begins
with W , although |V i+21 | may not be minimal.
Since x ∈ ω(c), there exists t1 > p such that σ t1 (K ) and x˜ agree on 3N initial symbols. This implies that W is a subword
of x˜. To see that W appears inﬁnitely often in x˜, we assume that there exists a position of x˜, say n, after which W no longer
appears. But there exists a t2 > p, such that σ t2 (K ) and x˜ agree on n + 3N initial symbols. This is a contradiction. As our
choice of W was arbitrary, we have shown that every initial segment of y˜ appears in x˜ inﬁnitely often. Hence y ∈ ω(x), and
ω(c) ⊆ ω(x). 
Deﬁnition 15. Let R be a word of a kneading sequence K . Let p1 ∈ N be minimal such that σ p1 (K ) has initial segment R .
We deﬁne a regular return time of R in K associated with p1 to be q, provided σ p1+kq(K ) begins with R for all k ∈ N. Let
CR,p1 be the least q for which this holds and call the ordered pair (p1,CR,p1 ) a cycle of R . Let pi ∈N be minimal such that
σ pi (K ) has initial segment R , pi = pl +kCR,pl for any k ∈N, l < i. The cycle (pi,CR,pi ) of R is such that σ pi+kCR,pi (K ) begins
with R for all k ∈N, and CR,pi is minimal.
Deﬁnition 16. Let R = W ′ ∗ V be a word such that either R0 = W ′0V or R1 = W ′1V occur inﬁnitely often in K . Let p1 ∈N
be minimal such that σ p1 (K ) has either R0 or R1 as its initial segment. We deﬁne a regular return time of R in K associated
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call the ordered pair (p1,CR,p1 ) a cycle of R . Let pi ∈ N be minimal such that σ pi (K ) has either R0 or R1 as its initial
segment, pi = pl + kCR,pl for any k ∈N, l < i. The cycle (pi,CR,pi ) of R is such that σ pi+kCR,pi (K ) has initial segment R0 or
R1 for all k ∈N, and CR,pi is minimal.
Lemma 10. Let K be the kneading sequence of a tent map such that K has a building block scheme. If W is a subword of K , and m is
a building block level of K for which there does not exist a change position, q, of level m, and a v ∈N, such that σ v(K ) begins with W
and v < q v + |W |, then W will have a ﬁnite number of cycles.
Nb: If a word, W , satisﬁes the hypothesis, we say that W does not sit across a change position on level m.
Proof. We ﬁrst write K in terms of its level m change blocks.
K = Q m1 Q m2 . . . Q mt jm Q m2,1Q m2,2 . . . Q m2,t jm . . . Q
m
i,1Q
m
i,2 . . . Q
m
i,t jm
. . .
where Q mk,n ∈ {Q mn , Qˆ mn } for n ∈ {1, . . . , t jm }, and k > 1.
Since W does not sit across a change position on level m, W is a subword of one of the elements of {Q mi − 1}i∈{1,...,t jm } .
Each of these elements occurs with regularity |Q m1 Q m2 . . . Q mt jm | in K , which we will call α. This means that α is an upper
bound on elements in the set {CW ,pi }. Since there are a ﬁnite number of words in {Q mi − 1}i∈{1,...,t jm } , W will have a ﬁnite
number of cycles. 
Proposition 2. Let f : I → I be a tent map with critical point c and kneading sequence K . Let x ∈ ω(c), and let W be an initial word
of x˜. If W = W ′ ∗ V , then let W0 = W ′0V and W1 = W ′1V . If W contains no ∗, then W0 = W = W1 . If {CW ,pi }, the set of regular
return times of W in K , is ﬁnite, then there exists an M such that σ kM(x˜) begins with W0 or W1 for all non-negative integers k.
Proof. Let x ∈ ω(c) and let W be an initial word of x˜. There exists a sequence {yk} such that yk → x and yk = f nk (c) for
some nk ∈ N. Then there exists an N such that for j > N , W0 or W1 is an initial word of y˜ j . By the hypothesis, {CW ,pi } is
ﬁnite and therefore has a least common multiple which we will call r. Then for j > N , σ tr( y˜ j) begins with W0 or W1 for
all t ∈N. By the continuity of σ , σ tr( y˜k) → σ tr(x˜), implying that σ tr(x˜) begins with W0 or W1 for all k ∈N. It follows that
x is regularly recurrent. 
Proposition 3. Let f : I → I be a tent map with critical point c, and kneading sequence K . Suppose K has the following properties:
(1) K has a building block scheme.
(2) For each level, the set of building blocks contains at least two elements that differ in a position other than the last.
Then for all x ∈ ω(c), x is regularly recurrent.
Proof. We will consider three cases:
(1) x = f n(c) for some n ∈N.
(2) x = f n(c), f k(x) = c for any n,k 0.
(3) f n(x) = c for some n 0.
Case 1: Suppose there exists an n ∈N such that x = f n(c). Since every initial segment of K appears in K inﬁnitely often,
f (c) ∈ ω(c). It follows that f k(c) ∈ ω(c) for all k ∈N. Let T be an initial word of x˜ = σ n−1(K ). As in the proof of Lemma 9,
by the construction of K , there exists an M such that σ kM+(n−1)(K ) = σ kM(x˜) begins with T for all k 0 as desired.
Case 2: Suppose x ∈ ω(c) such that x = f n(c) and f k(x) = c for any n,k 0.
Let T be an initial word of x˜. As in the previous case, we wish to establish an M such that σ kM(x˜) begins with T for
every k ∈N.
Let 1 > 0. Let W1 be an initial word of x˜ such that if y˜ ∈ I and y˜ begins with W1, then y ∈ B1 (x). We continue
this process and establish a set {Wi}i∈N of initial words of x˜ such that for the jth step we assume that 1, . . . ,  j−1 and
W1, . . . ,W j−1 have been chosen. Choose 0 <  j <
 j−1
2 and let W j be an initial word of x˜ such that if y˜ ∈ I and y˜ begins
with W j , then y ∈ B j (x).
If all of the initial segments of x˜ are initial segments of K , then we are in Case 1. So there exists an L such that for all
j > L, W j is not an initial segment of K . We consider {Wi}i>L in the following argument.
Let T be a1 . . .an . If for all i, Wi is equal to a1 followed by an initial segment of K , then x˜ = ∗K which contradicts
the hypothesis. So there exists an N1 > L such that WN1 = a1R where R is not an initial segment of K . Suppose that
a1R = a1a2R ′ and R ′ is an initial segment of K . If for all i > N1, Wi is equal to a1a2 followed by an initial segment of K , then
x˜ = a1 ∗ K which is again a contradiction. We continue this process for a3, . . . ,an , and obtain a word WNn = a1a2 . . .anRn
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the words {M1, . . . ,Mn} are not initial segments of K , where Mn = Rn .
Let z be a building block level of K , with V z1 the ﬁrst building block on level z, making it an initial segment of K , such
that |V z1| > |WNn |. None of the words {WNn ,M1, . . . ,Mn} are initial segments of V z1.
Suppose T sits across a change position on level z + 2. Then T sits across inﬁnitely many change positions of K on
level z + 2. Let {qi}i∈N be these change positions with q1 the ﬁrst, q2 the next, and so forth. Let {Si}i∈N be the collection
of words that begin with T such that T sits across position qi as an initial segment of Si , and |Si | = |WNn |. In other words,
for all i, there exists a ti ∈N such that σ ti (K ) begins with Si and ti < qi  ti + |T |.
By previous remarks, every change position on level z + 2 will be followed by V z1, an initial segment of K which has
length strictly greater than WNn and therefore greater than the words M1, . . . ,Mn . It follows that Si = WNn for all i ∈N.
Consider the sequence of shifts of K limiting to x˜, {σ ki (K )}i∈N , such that all terms in the sequence begin with T . Each
of these shifts is regularly recurrent by Case 1. For a particular term of the sequence, say σ k j (K ), let pk j = k j + 1, which is
the position in K where the itinerary of f k j (1) begins. Then T has a cycle which may be represented by (pk j ,CT ,pk j ) where
σ
mCT ,pk j (σ k j (K )) begins with T for all m 0.
There exists a D such that i > D implies that WNn is an initial segment of σ
ki (K ). Divide the elements of {σ ki (K )}i>D
into equivalence classes where an element σ ka (K ) with starting position pka in K , is related to an element σ
kb (K ) with
starting position pkb , if CT ,pka = CT ,pkb . If we have a ﬁnite number of equivalence classes, then the collection {CT ,pki }i∈N has
a least common multiple and we are done as in the proof of Proposition 2. So we assume that we have an inﬁnite number
of equivalence classes and therefore an inﬁnite collection of regular return times to T for the set {σ ki (K )}i>D . An inﬁnite
collection of regular return times implies that we have an inﬁnite number of cycles for T as T appears as the initial word
of each element in the set {σ ki (K )}i>D . Hence, by Lemma 10, there exist t, s ∈ N such that T , as an initial word of σ ks (K )
sits across the change position qt on level z + 2. In other words, ks < qt  ks + |T |. This means that St is an initial word
of σ ks (K ) such that |St | = |WNn |, contradicting the fact that St = WNn .
Case 3: Let x ∈ ω(c), such that f n(x) = c for some n  0. Then x˜ = Z ∗ K for some word Z . Recall that ∗ is our symbol
for c. Let T be an initial word of x˜. We may choose T such that |T | > |Z ∗ |. Let T0 = Z0V or T1 = Z1V .
Let {nk}k∈N be a sequence such that σ nk (K ) → x˜ and all elements in {σ nk (K )}k∈N begin with T0 or T1.
By Proposition 2, if the set of all regular return times of T in K , {CT ,pi }i∈N , is ﬁnite, then x is regularly recurrent. By
Lemma 10, if there exists a building block level such that T0 and T1 do not sit across a change position of K on that level,
then T has a ﬁnite number of cycles and we satisfy the hypothesis of Proposition 2. In fact, if σ nk (K ) → x˜, such that the set
of regular return times of T for these shifts of K is ﬁnite, then x is regularly recurrent.
Let the regular return time to T associated with an element, σ n j (K ), of the set {σ nk (K )}k∈N be CT ,pn j . Assume that the
set {CT ,pni }i∈N is inﬁnite.
Without loss of generality, assume {nk}k∈N are chosen such that no more than one element of {σ nk (K )}k∈N agrees with x˜
for exactly n positions. Therefore, if σ nk (K ) → x˜, and there exists a subsequence σ nki (K ) → x˜, such that for some M ∈ N,
σMt(σ nki (K )) begins with T0 or T1 for all i ∈ N, t  0, then σMt(x˜) begins with T0 or T1 for all t  0 by the continuity
of σ .
We further assume that for all building block levels of K , all but ﬁnitely many elements in the set {σ nk (K )}k∈N have
their initial segment of length |T |, which will be T0 or T1, sitting across a change position. This implies that at least one
of T0 or T1 will sit across inﬁnitely many change positions on each level of K as an initial segment of a subsequence of
{σ nk (K )}k∈N . Without loss of generality, we consider T0. Let T0 = a1a2 . . .an . For some j ∈ {1, . . . ,n}, a j sits in an inﬁnite
number of change positions on every building block level as the jth letter of T0 and of each element in {σ nki (K )}i∈N , the
subsequence of {σ nk (K )}k∈N mentioned above. Since change positions are followed by increasingly longer initial segments
of K as the building block levels increase, σ nki (K ) → a1a2 . . .a j−1 ∗ K . Recall that σ nki (K ) → x˜ = Z ∗ K , where Z is an
initial word of T . This implies that Z ∗ K = a1a2 . . .a j−1 ∗ K and Z = a1a2 . . .a j−1, for otherwise σ l(K ) = K for some l ∈ N,
contradicting Lemma 8.
Let q be minimal such that |T | < |V q1 | where V q1 is the ﬁrst building block on level q. Then V q1 is the initial word of
every building block on level q + 2 and is preceded by V qsq or Vˆ qsq , where V qsq is the last building block on level q.
Let α = |V q+21 | and β = |Z ∗ |. Let
H1 = σα−β(K ), H2 = σ 2α−β(K ), . . . , Hi = σ iα−β(K ), . . .
Since a j sits in an inﬁnite number of change positions on every building block level as the jth letter of T0, and |T0| <
|V q1 |, the ﬁrst j − 1 symbols of Hi for every i ∈N will be a1 . . .a j−1 and the jth symbol, which sits in the change positions
on level q + 2 may be a 0 or a 1. Thus the elements of {Hi}i∈N begin with T0 or T1. Further, there exists a subsequence of
{σ nki (K )}i∈N which we will call {σ nki j (K )} j∈N that is a subset of {Hi}i∈N . So σ sα(σ nki j (K )) begins with T0, σ sα(σ nki j (K )) →
σ sα(x˜), and σ sα(x˜) begins with T0 or T1 for all j ∈N, s 0. 
Theorem 4. Let f : I → I be a tent map with critical point c, and kneading sequence K . Suppose K has the following properties:
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(2) For each level, the set of building blocks contains at least two elements that differ in a position other than the last.
Then there exists a sequence α of prime numbers such that f |ω(c) is topologically conjugate to the adding machine fα .
Proof. The proof follows from Theorem 2, Lemmas 8, 9, and Proposition 3. 
3. Example
The following is an example of a sequence, K , that satisﬁes the assumptions of Theorem 4. We show that this sequence
is above 101∞ , non-renormalizable, and shift-maximal, making K the kneading sequence of a tent map with slope greater
than
√
2 on the interval [0,1], which we will call f . It then follows that f |ω(c) is topologically conjugate to an adding
machine map. We will see that in particular, f |ω(c) is topologically conjugate to the adding machine map fα where α =
(24,3,3,3, . . .). Let
V 11 = 10110110
V 12 = 11010111
V 13 = 10101111
and
V i1 = V i−11 V i−12 V i−13
V i2 = Vˆ i−11 Vˆ i−12 Vˆ i−13
V i3 = V i−11 Vˆ i−12 V i−13
where the initial segments of K are V i1V
i
2V
i
3, i ∈N.
Consider the initial segment of K for i = 3, which we will call Z :
V 11 V
1
2 V
1
3 Vˆ
1
1 Vˆ
1
2 Vˆ
1
3 V
1
1 Vˆ
1
2 V
1
3 V
1
1 V
1
2 Vˆ
1
3 Vˆ
1
1 Vˆ
1
2 V
1
3 V
1
1 Vˆ
1
2 Vˆ
1
3 V
1
1 V
1
2 V
1
3 Vˆ
1
1 Vˆ
1
2 V
1
3 V
1
1 Vˆ
1
2 V
1
3
which is
10110110 11010111 10101111 10110111 11010110 10101110 10110110 11010110 10101111
10110110 11010111 10101110 10110111 11010110 10101111 10110110 11010110 10101110
10110110 11010111 10101111 10110111 11010110 10101111 10110110 11010110 10101111
Lemma 11. Every word of K of length 24 or less will be below or will agree with the initial segment of K of length 24, V 11 V
1
2 V
1
3 , with
respect to the parity-lexicographical ordering.
Proof. By the structure of K , every word of K of length 24 or less appears in Z . It can be easily veriﬁed that every word of
length 24 or less in Z satisﬁes the lemma. 
Lemma 12. Let m  0. If an initial segment of K and a shift of K agree for (3m · 24) positions, then they agree for (2 · 3m · 24 − 1)
positions.
Proof. Observe that V i1V
i
2V
i
3 will only begin in positions (1+3k|V i1V i2V i3|) for k 0, and will always be followed by Vˆ i1 Vˆ i2 Vˆ i3
or Vˆ i1 Vˆ
i
2V
i
3, which only differ in the last symbol. 
Lemma 13. Let m 0. If an initial segment of K and a shift of K agree for (2 · 3m · 24) positions, then they agree for (3m+1 · 24− 1)
positions.
Proof. Observe that V i1V
i
2V
i
3 Vˆ
i
1 Vˆ
i
2 Vˆ
i
3 will only begin in positions (1 + 3k|V i1V i2V i3|) for k  0, and will always be followed
by V i1 Vˆ
i
2V
i
3 or V
i
1 Vˆ
i
2 Vˆ
i
3, which only differ in the last symbol. 
Lemma 14. Let m 0. All initial segments of K of length (3m · 24), (2 · 3m · 24), and (3m+1 · 24) have odd parity.
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i
2, V
i
3 is odd, even, even respectively for all i ∈N. Let i = 1. The parity of V 11 , V 12 , V 13
is odd, even, even respectively. Assume that for i = n, V n1 , V n2 , V n3 have parity odd, even, even respectively. Then V n+11 =
V n1 V
n
2 V
n
3 has odd parity. V
n+1
2 has even parity since V
n+1
2 and V
n+1
1 disagree in exactly three positions. V
n+1
3 has even
parity since V n+13 and V
n+1
1 disagree in exactly one position. It follows that V
i
1, V
i
1V
i
2, and V
i
1V
i
2V
i
3 have odd parity for all
i ∈N. 
Lemma 15. Let L be a sequence of 0’s and 1’s. Let W be an initial segment of L with odd parity. If there exists an n ∈N such that σ n(L)
begins with Wˆ , then σ n(L) ≺ L.
Proof. If W ends in a 0, then the parity of the word W − 1 is odd. By the deﬁnition of the parity-lexicographical ordering,
an odd word followed by 0 is above the same odd word followed by a 1. If W ends in a 1, then the parity of the word
W − 1 is even. An even word followed by 1 is above the same even word followed by a 0. Therefore, σ n(L) ≺ L. 
Proposition 4. K is shift-maximal.
Proof. The proof follows from Lemmas 11, 12, 13, 14, and 15. 
Proposition 5. K is the kneading sequence of a tent map with slope greater than
√
2.
Proof. K is above 101∞ . K is not renormalizable because it will have two building blocks on each level that disagree in a
position other than the last. K is shift-maximal by Proposition 4. 
Proposition 6. f |ω(c) is a homeomorphism that is topologically conjugate to an adding machine fα .
Proof. K satisﬁes the conditions of Theorem 4. 
We wish to show that α = (24,3,3, . . .). We accomplish this by constructing a sequence of covers as described in
Theorem 1.
P1 will have 24 elements deﬁned below.
Let P11 = {x ∈ ω(c) | x˜ has either 101101101101 or 101101111101 as its initial segment}. Note that 101101101101 is an
initial word of K . This set contains all points whose itineraries are σ 24n(K ) for n 0 and all limit points of these elements.
Recursively deﬁne P1i = f (P1i−1), for 1< i  24, which contains the points whose itineraries are σ (24n+(i−1))(K ) for n 0
and all limit points of these elements.
If we write K in terms of the words V 11 , V
1
2 , V
1
3 , Vˆ
1
1 , Vˆ
1
2 , Vˆ
1
3 , the change positions in K are 8+24n,16+24n, and 24(n+1)
for n  0 (see Deﬁnition 14). This is the level one description of K . By observation of Z above, we see that the initial
segments of length twelve for σ n(K ), 0 n  23, are distinct. Further no two initial segments of length twelve for σ n(K ),
0  n  23 agree in every position other than change positions. For example: if n1,n2 ∈ {0, . . . ,23},n1 = n2, and σ n1 (K )
begins with A = a1a2 . . .a12, with a2 and a10 sitting in change positions of K , and σ n2 (K ) begins with B = b1b2 . . .b12
with b5 sitting in a change position of K , then the words A and B will disagree in a position other than 2,5, or 10.
Let m ∈ {0, . . . ,23}. Then σm(K ) and σm+24k(K ),k ∈ N, are related as follows. Let the initial word of σm(K ) be
A = a1a2 . . .a12. Since the change positions on this level occur every eight symbols, A will contain either one or two
symbols that sit in a change position. Without loss of generality, we may assume that a2 and a10 sit in change po-
sitions of K on this level. Let k ∈ N. Then the initial word of σm+24k(K ) of length twelve will be an element of
{a1a2 . . .a10a11a12, a1aˆ2 . . .a10a11a12, a1a2 . . . aˆ10a11a12, a1aˆ2 . . . aˆ10a11a12}, where aˆi = (1− ai).
By comments regarding the uniqueness of the initial words of σ n(K ) for n ∈ {0, . . . ,23}, we have that for n1 = n2,
P1n1 = P1n2 . Let P1 = {P1i }24i=1.
By construction of our sets, for all n ∈ N there exists a j ∈ {1, . . . ,24} such that f n(c) ∈ P1j , and for each j ∈ {1, . . . ,24},
P1j is closed. Therefore, P1 is a cover of ω(c).
Assume for 0<m j we have constructed covers, Pm , of ω(c) such that:
(1) Each Pm has 3m−1 · 24 many disjoint elements.
(2) x ∈ Pm1 if and only if x˜ has Vm−11 Vm−12 Vm−13 or Vm−11 Vm−12 Vˆ m−13 as its initial segment.
(3) f (Pmi−1) = Pmi for 2 i  3m−1 · 24.
(4) Pm reﬁnes Pm−1.
Deﬁne P j+11 to be the elements whose itineraries are in the set {σ 3
j ·24k(K )}∞k=0, and the limit points of this set. These are
the elements of ω(c) whose itineraries begin with V j+11 = V j1V j2V j3 or Vˆ j+11 = V j1V j2 Vˆ j3. Recursively deﬁne P j+1i = f (P j+1i−1 ),
2 i  3 j · 24.
2746 L.B. Jones / Topology and its Applications 156 (2009) 2735–2746It can be shown that for each i ∈ N, the elements of Pi are disjoint and cyclically permuted, and mesh (Pi) → 0
as i → ∞. It follows from Theorem 1 that f |ω(c) is topologically conjugate to the adding machine map fα , where α =
(24,3,3, . . .).
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