Abstract-We present five performance measures to evaluate grouping modules in the context of constrained search and indexing based object recognition. Using these measures, we demonstrate a sound experimental framework, based on statistical ANOVA tests, to compare and contrast three edge based organization modules, namely, those of Etemadi et al., Jacobs, and Sarkar-Boyer in the domain of aerial objects using 50 images. With adapted parameters, the Jacobs module performs overall the best for constraint based recognition. For fixed parameters, the Sarkar-Boyer module is the best in terms of recognition accuracy and indexing speedup. Etemadi et al.'s module performs equally well with fixed and adapted parameters while the Jacobs module is most sensitive to fixed and adapted parameter choices. The overall performance ranking of the modules is Jacobs, Sarkar-Boyer, and Etemadi et al.
INTRODUCTION
PERCEPTUAL organization or feature grouping is primarily a bottom-up process which clusters image features that are most likely to come from a single object. Grimson [4] has shown that the combinatorics of the recognition process in cluttered environments using constrained search reduces from an exponential to a low order polynomial if we use an intermediate grouping process which need not be perfect. The importance of grouping is also true for indexing based recognition strategies. Clemens and Jacobs [5] have shown that recognition by "indexing is of very limited benefit unless accompanied by a grouping process."
In response to the importance of low-level feature grouping, various types of perceptual organization modules have been proposed [3] , [6] , [2] , [1] . These modules not only use different underlying computational techniques but also compute different types of organizations such as parallels, rectangles, ellipses, convex groups, and ribbons. However, we are not aware of any general methodology to evaluate such a variety of intermediate level grouping modules. Although there is a continuing debate on the performance characterization of vision algorithms [7] at all levels, most of the demonstrations of the methodologies have been for low level vision modules [8] , [9] , [10] , [11] . Evaluation of complete vision systems has been few [12] .
One obvious way to compare organization modules would be to treat grouping as an end in itself and measure its true detection and false alarm rates. However, these measures require the enunciation of ground truth in terms of "true" groups "seen" in the image. For example, one would have to enumerate all possible parallel lines found in an image, preferably, with significance measures. Not only is this task tedious but it is also ill defined.
Consider a set of multiple parallel lines. Does one enumerate all possible pairs of parallels or just the set of "nearest" parallel lines? Clearly, the choice depends on what we are going to use the parallel lines for. Thus, drawing from recent work [7] , [8] , we believe that performance characterization needs to be done: 1) in the context of a visual task (e.g., object recognition), 2) in a specified domain (e.g., aerial), and 3) it should be done with respect to some ground truth data.
Ideally, one would like to evaluate a grouping module by building a complete object recognition system. However, an artificial recognition system for real domains is still elusive. So, to facilitate the evaluation of grouping modules without building a full recognition system we present five performance measures. These measures can be used to directly predict performance of constrained search based or indexing based recognition. The performance measures are also independent of the organization types and can be used to compare modules producing dissimilar groupings.
Using the performance measures, we evaluate three recent feature grouping modules, namely, the Etemadi et al. [1] , Jacobs [2] , and Sarkar-Boyer [3] organization modules 1 on 50 aerial images. We use Analysis of Variance (ANOVA) to guide the experimental design and to statistically analyze the data. ANOVA has been well studied in statistics [13] and used in other experimental fields but its use in computer vision has been limited.
PERFORMANCE MEASURES
In constructing the performance measures, we consider two object recognition strategies: constrained search and indexing. In constrained search we match image features with (2D or 3D) model features under geometric consistency constraints. One way of conducting a constrained search is using a search tree of interpretations. At each level of the tree, we add one new match which is consistent with the matches postulated so far. We conduct a backtracking depth-first search until we completely or at least partially explain the image data. In indexing, a look-up table of model features sets is created off line. At run-time, we simply index into this look-up table using groups of image features, thus, trading space for time.
First Measure, F s c
We motivate the first measure from a constrained search recognition point of view. Grimson [4] has derived expressions for the complexity of object recognition using imperfect groups in the presence of clutter. As per Grimson's notation [4] , s denotes the number of features in a group, m denotes the number of model features, and c denotes the number of group features which lie on the object or model. The expected search is essentially polynomial if we terminate when the number of matched features equal some predetermined threshold, t. The exact expression is given by [4] : The constant N is small and is typically equal to 0 2 . 
This measure ranges from zero to one and should be as large as possible to minimize the amount of search.
Second Measure, F m c
The quality of the terminated constrained search will be proportional to the threshold, t, which is the number of model features explained by the group. Thus, the model to group match quality can be captured by t m . Using this expression coupled with the fact that the termination threshold t is less the number of common features, c, between the model and the group, we suggest the second performance measure as,
This measure ranges from zero to one and should be large to ensure high confidence recognition. Large values of this measure will help us discriminate between models and thus boost the accuracy of recognition.
Third Measure, F m s
Grimson [4] has also shown that the complexity of a constrained search recognition system is polynomial for a complete interpretation if we can assure that all the group features arise from a single object, i.e., there are no spurious features in the group. The third measure is designed to capture this scenario and is of the same form as the second measure but computed for groups which are completely contained in the model. 
This measure is also important for indexing. Performance of an indexing system is dependent on the ability of a grouping system to generate "pure" groups with no false data. The sizes of these groups are directly related to indexing speedup (S) which is defined "to be the ratio of the total number of model groups to the number of models found in the index space for each image group" [5] . It can be shown that a s3 S b
s3
, where a and b are constants and s is the group size [5] . Thus, the larger the group, the better the speedup. The measure F m s captures this group size relative to the model size.
Fourth Measure, F d
This performance measure captures the total number of "pure" groups produced, normalized by the number of objects in the scene. A pure group is defined as a group with only object features and no false data.
where N true g is the number of groups which lie completely on an object and N m is the number of objects in the scene. Each pure group is a direct source of partial evidence for a model, be it in a constrained search or indexing framework. With added evidence for a model we expect the confidence in recognition to increase along with the ability to discriminate between models. Thus, ideally, we would like F d to be large for good recognition accuracy.
Fifth Measure, F true
The last measure is the fraction of groups with complete overlap with the object model and is defined as,
where N true g denotes the number of groups with complete overlap with a model and N g is the total number of groups. The inverse of the measure, 1 F true , is the expected number of groups an algorithm needs to generate to find a group which is completely contained in a model. This condition is particularly important for indexing strategies. for every group which overlap with an object. The third measure, F m s , is computed for groups which are completely contained in an object. Each of these three measures are then averaged over the number of groups (which overlap with an object) to arrive at three values for the whole image. The last two measures are not computed on a per-group basis but are defined over the whole image. Note that the five performance measures can be used to compare algorithms producing different grouping types. The measures provides an indication of how much a grouping module facilitates recognition. Ideally, we would like to maximize the five measures. However, we have to be careful in our interpretation of a head to head comparison of grouping modules. The measures provide judgment on both the choice of the grouping type of an algorithm and the particular computational strategy used.
CREATION OF GROUND TRUTH
As we saw in the previous section, the performance measures need the availability of object models, or at least, estimates of the numbers of features (m) in each model. Manual construction of 3D models is cumbersome and renders the performance analysis almost intractable for real domains. We circumvent the problem of actually constructing 3D or 2D models by constructing feature count estimates directly from the images. We manually classify each feature computed from an image into different objects of interest. This classification forms our ground truth. It represents the perfect grouping of features in an image (with no false features in any groups). For 2D model based recognition scenarios such as those that are view based, the number of image features will provide a good estimate of the number of model features. For 3D model based recognition scenarios, we expect the estimates from an image to be proportional to the actual number of 3D model features (on average). The evaluated modules group edge segments, hence, our feature type is edge pixel. Thus, s is defined to be the number of edge pixels in a group and m is the number of edge pixels in the manual classification of the image edges. Straight lines or arcs are also possible feature types, however, this would introduce another source of performance variation in the evaluation process, namely, the edge contour segmentation algorithm.
We considered 50 aerial images of airbases, cities, and small forests containing objects such as buildings, hangars, cars, oil tanks, and aircrafts. Fig. 1 shows some examples from the database. On average, each image contains eight objects. We considered three edge detectors to construct the input edge images: Canny [14] , Nalwa-Binford [15] , and Sarkar-Boyer [16] . All these edge detection algorithms produce single-pixel edges and their implementations are readily available. For each image, we applied all the three edge detectors. The scales for all the three detectors were chosen to be 1.2, and the low-and high-hysteresis thresholds were set at 0.4 and 0.85, respectively.
For each image, we computed three different types of edges and constructed ground truth classification for each by identifying the pixels belonging to the objects of interest. Figs. 2b-2d show the ground truth groupings of Canny edges for the gray level image in Fig. 2a . In selecting the edge pixels belonging to an object, we chose edges caused by shadows, depth discontinuity, and significant texture. By significant texture, we mean regular patterns which clearly help in recognizing the object. For example, the stripes of a zebra. Of course, there is always the ambiguity of delineating buildings which are large and complex. Do we have different models for different wings of a building or do we treat the whole building as one? In the present study, we treat such a building as one object. Except for few of these ambiguities, we found it is easy to demarcate the objects of interest.
MODULES COMPARED
The input to Etemadi et al.'s grouping algorithm [1] is a single pixel edge image. This algorithm first extracts straight lines and then groups them into collinear lines, overlapping parallel lines, non-overlapping parallel lines, T-junctions, V-junctions, Ljunctions, O-junctions, triplets of connected segments, Y and TLambda Corners, N-Sided Closed Polygons. Each grouping is associated with a quality factor which captures its significance. This algorithm has four parameters that need to be chosen: the minimum quality tolerance, and the three search pruning parameters, viz., maximum width over height, minimum line length, and minimum GT.
Jacobs [2] proposed an algorithm that locates salient convex collections of line segments in an image. The algorithm finds all convex sets of straight line segments such that the length of the gaps between the consecutive segments is smaller than some fixed proportion of the perimeter. The salient convex groups are found using a constrained backtracking search. The constraint used is a global convexity metric which makes the output of the algorithm reliable and stable. The parameter of choice is one: the saliency threshold k.
The Sarkar-Boyer organization module [3] takes edge images as input, computes constant curvature edge segments, and produces groupings which exhibit parallelogram, ribbon, quadrilateral, triangle, circle, and ellipse relationships among them. The Sarkar-Boyer algorithm has seven parameters that need to be chosen. They are the center distance, line distance, closure, proximity, orientation and curvature tolerances, and the acceptance distance. These parameters represent the various tolerances that are used to group edge features.
PARAMETER SELECTION
Each organization module has a set of parameters that need to be chosen. The Etemadi et al. module has four parameters of choice. The Jacobs convex grouper has one parameter. And the SarkarBoyer organization modules has seven parameters that can be tuned. We selected a set of 15 parameter combinations for each module in the following manner. For the Etemadi et al. and the Sarkar-Boyer modules we first selected 50 parameter combinations distributed over a reasonable range of parameter values as suggested in the implementation and based on our own experimentation. We applied the modules on five out of the 50 images and noted the subjective performance on a scale of 1 to 1 (definitely not acceptable, acceptable, and surely acceptable). We selected a subset of 15 parameters from this 50 parameter combination set so as to maximize the set of highly acceptable ratings under the constraint that the chosen subset has at least one highly acceptable rating for each of the five images. For the Jacobs module, we selected 15 values of the only parameter over the range experimented with in the paper [2] . For computational reasons we also restricted the maximum number of Jacobs convex groups considered to be 500 per image, a liberal choice given that on average we have eight objects per image.
THE VALIDITY OF THE EXPERIMENTAL SETUP
We first ask if the experimental design is valid? Do the parameter choices adequately sample the parameter space? Are the images in the data set sufficiently different from each other. To answer these, we computed the five performance measures for every combination of images (50), parameter choices (15), edge detectors (3), and organization modules (3) . In all, we had 2,250 runs of each algorithm. We then conducted a statistical ANOVA analysis of the results to interpret the effect of different factors. Table 1 shows a subset of the ANOVA results 2 for the three individual organization modules. The first column in each table lists the factors which are potential sources of variations in the measures; they are: edge detectors (E), module parameters (P), image (I), and the pairwise interactions of E, P, and I. For this table, we consider the full parameter set of 15 combinations, three edge detectors, and 50 images. ANOVA divides the total variances in the response amongst various factors. Thus, one might observe that the choice of the edge detector (E), organization parameters (P) and images (I), all contribute to the variance of any organization module output. ANOVA isolates the effect of these individual factors on the response and calculates the significance of the dependence of the response on these factors. These significances are listed second column onwards. The significances measure the probability that the variation due to a particular factor could have arisen due to pure chance. Ideally, this should be less than 0.05 signifying a 95 percent confidence level that the variation is not due to chance. A factor with a significance greater than 0.05 can be considered to have no effect on the variance of the response. Such entries are enclosed in boxes. Based on the ANOVA results in Table 1 , we see that the parameter set for each module (row P) is a source of significant variation in the performance. This validates our sampling of the parameter space for each module. The image set also induces a 2. The full ANOVA tables are available at http://marathon.csee.usf.edu/~sarkar/PO_comparison.html. significant variance in the performance of each of the three modules (see row I of the tables). From an experimental design point of view, this is important. A result to the contrary would suggest a biased image set because it is highly likely that an algorithm would produce different results for different images. Another interesting observation is that the choice of the edge detector has strong influence on the output of the organization modules (see row E). What is more interesting is that the choice of the edge detector and the images interact (see row E I). Thus, the choice of the "best" edge detector, as defined by the performance of the grouping modules, vary with image. This effect needs to be investigated in future.
The P I rows denote the interaction of the parameter choice and the images. As we see, effect of this factor is significant on all the performance measures except for the first and third measures for the Etemadi et al.'s module and the third measure for the Sarkar-Boyer module. This dependence suggests that the choice of the optimal parameter depend on the image; a fixed parameter choice might not perform equally well on all the images.
ADAPTED AND FIXED PARAMETERS
Since the parameters and the choice of the edge detector induce significant performance variation, we need to select the "best" edge detector and parameter sets for each module before we can compare any two modules. We selected the best edge detector for each organization module as follows. For every image and parameter combination, we ranked the three edge detectors according to each of the performance measures (separately). For each detector, we then summed the ranks over all the image and parameter combinations to arrive at five summed ranks corresponding to the five measures. The edge detector with the smallest sum of these five ranks was chosen as the "best" detector for the organization module. Best results for the Sarkar-Boyer and the Etemadi et al. modules were with the Sarkar-Boyer edge detector. And the Jacobs module performed the best with the Canny detector.
With the chosen edge detector, we then decided on a parameter set for each organization module. There are two possible ways of choosing the optimal parameter set for a module. We can either adapt the parameters on a per image basis (adapted parameter) or choose the parameter combination which results in the best performance over all the images (fixed parameters). We considered both of these. The fixed parameter set for each module was chosen as follows. For each image we ranked the parameter combinations according to each of the five measures (separately). We then summed the ranks over all the images to arrive at five summed ranks for the five measures. The parameter combination with smallest sum of these five ranks is the fixed parameter of choice. The adapted parameter set (one for each image) maximizes the performance on each individual image. For each image, we ranked the 15 parameter values based on each of the five measures. We then summed the five ranks and considered the parameter combination with the best summed rank as the adapted parameter set of choice for that image. Table 2 shows the distributions of the five performance measures for fixed and adapted parameter sets (with "best" edge detector choices). The columns list the mean values, the 95 percent confidence interval of the means, and the standard deviation of the performance measures. We can use this table of results to compare two modules and also to study the performance of each module with fixed and adapted parameters. However, we have to first establish the statistical significance of the differences.
PERFORMANCE COMPARISON
We conducted ANOVA on each module separately to study the difference between adapted and fixed parameter choices. Partial results are shown in Table 3 . Since we fixed the choice of the edge detector for each module, there are just two sources of variation in this study: the image (I) and the parameter choices (P), adapted or fixed. Only the significances for the parameter variable is shown. Images remained to be a significant source of variation for all measures for all modules. As we see in Table 3 , the difference in performance between adapted and fixed parameter choices is not significant for only the Etemadi et al. module.
To establish the significance of the observed differences between modules we conducted pairwise ANOVA between all pairs of organization modules. Table 4 lists the significance of the variation due to the modules (row M). (The other factor is image (I) which is omitted for lack of space.) The columns represent the module pairs. Note that the significances are computed by ANOVA after accounting for variation due to images. However, we must be cautious when interpreting the significance values since we are performing multiple comparisons. We have to choose the proper significance thresholds. We use the modified form of the Bonferroni test [13] . The threshold significance values for pairwise test, D p , is related to overall significance, D, by Table 2 , we can make the observations below.
Observation 1
The Etemadi et al. module does not have significant performance difference between adapted and fixed parameters (Table 3 ). This reliability is particularly important in practice. It is certainly easier to work with a fixed parameter set than to adapt the parameters of an algorithm on a per-image basis.
The greatest variation between adapted and fixed parameters is for the Jacobs module. This is surprising, especially since the Jacobs module has just one parameter to choose when compared to seven for Sarkar-Boyer and four for Etemadi et al. Although we are not sure exactly why this happens, we feel that it might be because of the nature of the groups generated. For small values of the parameter k, Jacobs includes groups with large gaps on the boundary, however, a number of these groups have a large number of common edge segments between them. The essential difference between two groups being sometimes a small segment with size less than the gap being bridged. If this small segment is a part of an object, then its omission from the group will result in lower performance. We need to augment the Jacobs grouper with a post processing step to generate convex groups with the least amount of overlap among them.
Observation 2
The Jacobs module with adapted parameters is the best choice for search based recognition in terms of speed fixed parameters is not significant. Thus the confidence in the recognition output with Sarkar-Boyer groups will be the better than Jacobs for fixed parameters.
Observation 3
For fixed-parameter choices, the Sarkar-Boyer module shows the most promise as a good front end for indexing algorithms since it has the best potential speedup F m s 4 9 . However, on adapting the parameters the performance between the Jacobs and Sarkar-Boyer module is indistinguishable. From the measure F true , we can infer that on average the Jacobs module is more likely to generate groups which lie completely on the object than the Sarkar-Boyer module, both for fixed and adapted parameters. 
Observation 4
The overall performance ranking of the modules is Jacobs, SarkarBoyer, and Etemadi et al. This was obtained by ranking the modules with respect to each measure. For non-significant differences between two modules, both the modules were assigned average of two consecutive ranks. We then summed the ranks of each module over the five measures. For fixed parameters, the total ranks for Jacobs, Sarkar-Boyer, and Etemadi et al. were 8.5, 10, and 11.5, respectively. For adapted parameters, the total ranks for Jacobs, Sarkar-Boyer, and Etemadi et al. were 8, 10, and 12, respectively.
CONCLUSIONS
In this paper, we proposed five measures and a general experimental framework to characterize perceptual organization or feature grouping modules in the context of object recognition. Although we used these measures to compare three edge based organization modules in the domain of aerial objects, we believe that the methodology is generalizable to groupings of other types of features in different domains. We would also like to draw attention to ANOVA which, as we showed, can provide interesting insights into the performance of a module. From a grouping module design point of view, in future we need to consider the following. First, is the incorporation of more global cues in the grouping process like that done in the Jacobs convex grouper. This is evidenced by the fact that Etemadi et al. performs worse than Jacobs with respect to F s c , even though the former includes groupings of small sizes such parallels and junctions. One might expect that larger fraction of a small group will overlap with an object. However, that is clearly not the case. The Sarkar-Boyer grouper which also has a low performance with respect to F s c is essentially dependent on local search to build the geometric forms. Second, we need to look at more general complex grouping types, e.g., symmetric arrangement of lines, instead of just simple parallel and junction based groupings. The second measure, F m c show that all the three algorithms produce groups which cover about 10 percent to 20 percent of the object; there is much room for improvement. 
