A general constraint aggregation technique is proposed for convex optimization problems. At each iteration a set of convex inequalities and linear equations is replaced by a single surrogate inequality formed as a linear combination of the original constraints. After solving the simplified subproblem, new aggregation coefficients are calculated and the iteration continues. This general aggregation principle is incorporated into a number of specific algorithms. Convergence of the new methods is proved and speed of convergence analyzed. Next, dual interpretation of the method is provided and application to decomposable problems is discussed. Finally, a numerical illustration is given.
Introduction
In this article we consider the problem of minimizing a convex non-differentiable function subject to a large number of linear and nonlinear (convex) constraints. The study of such problems is motivated by new challenges arising in the analysis of large scale systems with the lack of smooth behavioral properties. Our objective is to develop a general constraint aggregation principle which can be used in a variety of methods for solving convex optimization problems of the form
x~X.
We assume throughout this paper that the functions f: ~ ~ and hi ~" ~-~ R, j = 1 ..... m, are convex and X c [~" is convex and compact. We also assume that the feasible set defined by (2)-(3) is non-empty which guarantees that the problem has an optimal solution.
We are especially interested in the case when the number of constraints m is very large, and the number of variables n is large, too. Problems with very many constraints arise in a natural way in various application areas, like stochastic programming problems with constraints that have to hold with probability one, in optimal control problems with state constraints, etc. (see, e.g., [5] ).
For very large problems the dffect application of such procedures as bundle methods (see, e.g., [7,6] ) may become difficult. An alternative approach is provided by nonmonotone subgradient methods dating back to [ 1, 14, 18] , which found numerous applications and extensions to various classes of problems, such as discrete optimization, design of robust decomposition procedures, general problems of stochastic optimization, rainmax and more general game-theoretical problems (see [2, 12, 13, 19] ). However, treating general convex constraints within subgradient methods may also be difficult. This requires either projection (impractical for large m and n) or additional penalty/multiplier iterations, which for general f and hj have (so far) only theoretical importance in this ffanlework.
We are going to follow a different path. We shall assume that the structure of X is simple and the main difficulty comes from the large number of constraints (2). To overcome this, we shall replace the original problem by a sequence of problems in which the complicating constraints (2) are represented by one surrogate inequality Z; s hj(x) 0, (4) j=l where s ~/> 0 are iteratively modified aggregation coefficients. In this way a substantial simplification of (1)-(3) is achieved, because (4) inherits linearity or differentiability properties of (2). We shall show how to update the aggregation coefficients and how to use the solution of the simplified problems to arrive at the solution of (1)-(3). It is worth noting here that our approach is fundamentally different from the aggregation provided by Lagrange multipliers and also works for problems for which duality does not hold. It is also different from the mostly heuristic aggregation methods discussed in [16] .
In Section 2 we shall consider the simplified version of the problem having only linear constraints and we shall develop a continuous time feedback rule using constraint aggregation. In Section 3 a reformulation of this procedure is presented, which allows for various extensions and generalizations. We shall prove a simple lemma which is an analog of the Lyapunov function approach in the study of convergence of non-monotone dynamic (iterative) processes. Using this result, the convergence of the aggregation procedure in the simplified case is proved, under the assumption that the problem of minimizing f subject to the surrogate constraint can be solved easily. In Section 4 this assumption is relaxed: it is shown that it is sufficient to make a step in the direction of the subgradient and project the result on the non-stationary surrogate constraint. Section
