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Abstract Prediction of the likely evolution of traﬃc
scenes is a challenging task because of high uncertainties
from sensing technology and the dynamic environment.
It leads to failure of motion planning for intelligent
agents like autonomous vehicles. In this paper, we
propose a ﬂuid-inspired model to estimate collision
risk in road scenes. Multi-object states are detected
and tracked, and then a stable ﬂuid model is adopted
to construct the risk ﬁeld. Objects’ state spaces are
used as the boundary conditions in the simulation of
advection and diﬀusion processes. We have evaluated
our approach on the public KITTI dataset; our model
can provide predictions in the cases of misdetection and
tracking error caused by occlusion. It proves a promising
approach for collision risk assessment in road scenes.
Keywords fluid-inspired risk field; multi-object tracking;
road scenes
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Introduction

Collision risk assessment is an essential task for
vehicles driving on the road. It requires predicting
the likely evolution of the current traﬃc situation,
and assessing how dangerous the future situation
might be. Risk can be intuitively understood as the
likelihood and severity of the damage that a vehicle of
interest may suﬀer in the future. Some quantitative
risk indicators like time-to-collision, time-to-brake,
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and time-to-steer are widely used in advanced driver
assistance systems like automatic emergency braking.
But they are of limited use in complex traﬃc scenes:
for example, they under-estimate collision risk at
intersections with stopped cars, and over-estimate
collision risk on a curved road [1].
Recently, risk assessment has mainly been based on
prediction of future motion and estimation of collision
occurrence from various sensors like cameras, LiDAR,
and radar. The collision risk can be computed
by integrating over all possible future trajectories
and estimating collisions between each possible pair
[2, 3]. Trajectory prediction plays an important
role in risk assessment; approaches to modeling can
be categorized into three types with an increasing
degree of abstraction: physics-based, maneuverbased, and interaction-aware. Compared to the
others, interaction-aware motion models can provide
a reliable estimate of long-term motion and risk,
but their computational requirements limit their
applicability in real-time risk assessment.
Another way to present the surrounding environment is to use occupancy-based methods [4–6].
Spatial information concerning vehicles, cyclists,
pedestrians, and other obstacles is quantiﬁed into
a probabilistic distribution of occupancy of a grid.
Dynamic grid occupancy is computed by recognizing
surrounding objects using sensors mounted on the
vehicle. However, interaction between multiple
objects causes diﬃculties: occlusion can lead to
failure of object detection, motion prediction, and
occupancy grid generation. Risk assessment involving
occluded objects is diﬃcult to tackle because their
state information cannot be acquired.
Humans use internal physics to predict how
dynamical systems evolve [7]: capturing and utilizing
the physics of a system is critical to improving the
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performance of motion prediction and risk assessment.
Accurate physical models are also essential for
controlling intelligent vehicles which can interact
with the traﬃc environment. For instance, ﬁeld
theory is widely adopted in modeling traﬃc behaviors.
Yang et al. [8] employed an artiﬁcial potential ﬁeld
for modeling car following, where the host vehicle
works as an individual charge in a potential ﬁeld.
Wang et al. [9] proposed to model driver–vehicle–road
interactions in a uniﬁed way including a potential
ﬁeld, a kinetic ﬁeld, and a behavior ﬁeld. Their
goal is to improve risk assessment under complex
traﬃc environments. A recent line of work focuses on
how to use physics to make inferences in a complex
multi-agent environment. For example, robots can
quickly learn manipulation skills when predicting
the consequences of physical interactions [10]. Li et
al. [11] proposed modeling interacting vehicle motions
as an entire physical system instead of predicting a
single motion.
However, for risk assessment for intelligent vehicles,
practical applications of these models are limited due
to the uncertainty of motion prediction and the high
computational requirements. Hence, in this paper,
we aim to integrate a ﬂuid-inspired ﬁeld model into
approaches to collision risk assessment for real road
scenes. The goal is to reveal evolving spatiotemporal
information about object motions by considering
multi-object interaction, and to improve the eﬃciency
of path prediction and risk assessment, using a modest
amount of computation.
Fluid dynamics is a common tool for simulating
a variety of natural phenomena, e.g., water vapor
forming into clouds and smoke curling from a glowing
cigarette. We assume that ﬂuid dynamics can be
adapted to compute a risk map. If we imagine
that each nearby vehicle is emitting virtual smoke
which is animated by the motion of the vehicles, we
presume that a vehicle of interest may sense the risk
by observing the smoke. Using the above assumption,
we design a method to construct a risk map inspired
by ﬂuid dynamics.
Classic ﬂuid simulation involves an iterative process
of advection and diﬀusion [12]. Advection is the
process by which a ﬂuid’s velocity transports itself
and other quantities in the ﬂuid, while diﬀusion is
derived from the physics that viscous ﬂuids have
a certain resistance to ﬂow. The inﬂuence of an
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object’s motion on the surrounding environment can
be modeled inspired by this ﬂuid model. If an object
moves comparatively quickly, the velocity of advection
is high, and its threat to other objects increases, and
vice versa. By means of diﬀusion, the ﬂuid model
also helps to reveal hidden spatial information in
the presence of missing data. In order to analyze
interactive motion and estimate collision risk, we
extract 3D object state information and modify the
advection and diﬀusion processes based on the fusion
of state space sequences. This new ﬂuid-inspired
approach to risk assessment provides an alternative
risk representation for intelligent vehicles.
The remainder of this paper is organized as follows:
in Section 2, related work on 3D object detection,
object tracking, and risk assessment is presented. In
Section 3, LiDAR-based 3D object detection is brieﬂy
introduced, and then a 3D Kalman ﬁlter is used to
predict object motions and generate a continuous
state space for multiple objects. The formulation of
the ﬂuid model and its application are covered as the
key points of this work. In Section 4, the method is
evaluated using the real-world public KITTI dataset.
Its applications to several typical traﬃc scenarios are
also considered. Section 5 provides a discussion and
concludes this paper.

2

Related work

In this section, we brieﬂy review recent studies on 3D
object detection, object tracking, and risk assessment
on road scenes. In recent years, with the development
of deep neural networks, research into computer vision
tasks, such as image classiﬁcation, object detection,
and semantic segmentation, has made signiﬁcant
progress. In the ﬁeld of object detection, two kinds
of network are used: two-stage networks, e.g., RCNN, Faster R-CNN, and Mask RCNN, and onestage networks, e.g., YOLO and SSD. These methods
show great improvements over traditional methods
like SVM and AdaBoost. Some ideas are employed in
3D object detection using point clouds from LiDAR,
RGB-D, and stereo cameras. Three categories of
approach exist: (i) projection from 3D point clouds
to 2D images, e.g., Complex-YOLO [13] and BirdNet
[14], (ii) voxel feature based detection, e.g., 3DFCN
[15], Vote3Deep [16], and VoxelNet [17], and (iii)
multi-modal fusion approaches, e.g., x MV3D [18]
and AVOD [19].
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Research into multi-object tracking (MOT) has
focused on the data association issue based on
tracking-by-detection and learning-to-track methods.
Both batch methods [20, 21] and online methods
[22, 23] explore how to learn a similarity function for
data association. More recent studies on MOT have
integrated hierarchical features from deep convolution
networks [24, 25] and correlation ﬁlters [26]. In
addition, use of a reinforcement learning algorithm
has been proposed to link data in online MOT:
e.g., Markov decision processes (MDP) have proved
suitable for dynamic environments [27]. Multiple
objects can be modeled using multi-agents which
have their own lifetime to perform certain tasks and
maintain certain states.
Using history trajectory analysis based on multiobject tracking, object motion can be predicted in
a reasonable way over a limited time interval. For
example, Dueholem et al. [28] extracted trajectories of
surrounding vehicles from panoramic camera arrays
and then classiﬁed vehicle motions by a hidden
Markov model into certain states like overtaking and
lane change. According to a survey about trajectory
prediction [2], physics-based models and maneuverbased models are widely studied and used [29, 30],
while interaction-aware models form the focus of
state-of-the-art research since they can provide longerterm predictions than the other models [31, 32].
Schulz et al. [31] proposed a dynamic Bayesian
network to model the states of multi-agents for
intelligent vehicles in urban scenarios. Generative
adversarial networks have also been employed for
the real-world task of vehicle behavior prediction,
considering interactions between multiple entities as
a whole system [32].
In risk assessment, ﬁeld-based approaches have
been proposed for automatic vehicle guidance over

Fig. 1
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a long history. Electric ﬁeld models are used to
interpret the vehicle’s motion as an electron within
an electric ﬁeld, and the system is transformed into
a risk ﬁeld reﬂecting the risk at a certain position in
the dynamic environment [33]. Wolf and Burdick [34]
introduced a vehicle collision avoidance system in a
full two-dimensional ﬁeld with lane, road, car, and
velocity potential function components. Recent work
[35] assessed collision risks by risk potential modeling
of predicted motion of the surrounding vehicles under
various driving conditions. Wang et al. [36] proposed
a hybrid ﬁeld model to assess driving safety in a
pre-collision warning system. We proposed a ﬂuidinspired risk map representation for surrounding
vehicles from a forward-moving monocular camera
[37], but it does not take the scale, orientation, or
velocities of vehicles into account. In this work, we
focus on collision risk assessment by building a ﬂuidinspired ﬁeld from the state spaces of observed objects,
giving an alternative method of risk representation
in the traﬃc context. Moreover, it is a real-time risk
assessment method, compatible with various model
inputs.

3

Approach

In this paper, the key question is how to model
interactions between multiple objects based on ﬂuid
dynamics. The system pipeline has two parts:
(i) 3D object detection and tracking, and (ii) ﬂuidinspired risk assessment, as shown in Fig. 1. Since
the risk assessment is independent from the 3D
object detection and tracking part, this framework is
compatible with various kinds of sensor input, such as
LiDAR, radar and cameras. Here, we use point cloud
data from LiDAR as input, as LiDAR is typically
available on intelligent vehicles.

Our system has two main parts: 3D object detection, and tracking and ﬂuid-inspired risk assessment.

404

X. Li, L. Zhu, Q. Xue, et al.

3.1

3D object detection and tracking

In our work, a state-of-the-art 3D detector,
PointRCNN [38], is employed to provide detection
results using the KITTI pre-trained model. The
whole PointRCNN network involves two stages: (i)
bottom–up 3D proposal generation, and (ii) canonical
3D box reﬁnement. The ﬁrst stage directly generates
3D proposals while the second stage reﬁnes the
proposals in canonical coordinates by fusion of
semantic features and local spatial features. This
3D object detection module provides n 3D bounding
boxes Dt = {Dt1 , . . . , Dtn } at time step t, in
terms of the 3D coordinates of each object’s center
xi , y i , z i , size li , wi , hi , and heading angle θi : Dti =
(xi , y i , z i , θi , li , wi , hi )T
t .
We then employ the Kalman ﬁlter to iteratively
predict the entire state spaces of n object trajectories
Tt = {Tt1 , . . . , Ttn } with a constant velocity
model. The state space of each object trajectory
is formulated as a 10-dimensional vector Tti =
(xi , y i , z i , θi , li , wi , hi , vxi , vyi , vzi )T
t . The motion model
of object i at time step t is formulated as
i
Tti = F Tt−1
+ wt−1

where
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and
wt−1 ∼ N (0, Qt−1 )
Using the motion model, the trajectories of all
observed objects can be predicted as follows: the
trajectory at the prediction step is
i
(2)
Ťti = F Tt−1
and the covariance matrix at the prediction step is
i
F T + Qt−1
(3)
P̌ti = F P̂t−1
Note that the initial covariance matrix P̂ and the
noise matrix Q are given at the ﬁrst step of the
iteration.
Then, the data association module is employed
by matching the current detection results Dti with

predicted trajectories Ťti by using the metric of
3D IoU and the Hungarian algorithm [39]. The
data association module generates matched pairs
of detected and predicted trajectories (Dti , Ťti )match .
Then, using the matched pairs in the correction step
of the Kalman ﬁlter, the measurement model of the
Kalman ﬁlter is involved, deﬁned as
(4)
Dti = HTti + vt
with
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vt ∼ N (0, Rt )
During the correction step, the Kalman gain
matrix is
(5)
Kt = P̌ti H T (H P̌ti H T + Rt )−1
the corrected trajectory is
T̂ti = Ťti + Kt (Dti − H Ťti )

(6)

and the correction covariance matrix is
P̂ti = (I − Kt H)P̌ti

(7)

The ﬁnal output of the Kalman ﬁlter comprises
the corrected trajectories of objects based on the
matched pairs, denoted T̂t = {T̂t1 , . . . , T̂tn } where
T̂ti = (x̂i , ŷ i , ẑ i , θ̂i , ˆli , ŵi , ĥi , v̂xi , v̂yi , v̂zi )T
t , reﬂecting
the motions of surrounding objects relative to the egovehicle (the agent which perceives the surrounding
environment by mounted sensors).
In order to manage the birth and death of
trajectories, unmatched detections are considered
as potential objects entering the perspective ﬁeld
and corresponding new trajectories are created.
Conversely, unmatched trajectories are regarded as
potential objects leaving the perspective ﬁeld. After
an unmatched trajectory has been present for several
consecutive frames, it is removed from the state space
T̂t , terminating the corresponding object’s trajectory.
Next, we employ the fluid model to perform collision
risk assessment using the trajectories T̂t .
3.2

Fluid-inspired ﬁeld representation

In our work, instead of employing long-term
trajectory prediction, risk assessment in the traﬃc
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environment is based on the ﬂuid motion. Using
the trajectories of tracked objects, we are able to
compute the dynamic 2D risk ﬁeld in a bird’s-eye
view based on a ﬂuid-inspired ﬁeld representation.
Our key assumption is that the ﬂuid-like animation
of a density ﬁeld provides the risk map. Our model
is that each vehicle on the road emits some invisible
smoke, whose animation is driven by the motion of
the vehicle. Our intuition is that high density of
the virtual smoke indicates a closer distance to the
nearby vehicle. In addition to the static distance, the
density of the smoke also responds to vehicle motion,
providing dynamic update of the risk. Therefore, by
sensing the density of the smoke, the ego-vehicle may
obtain a risk map for the driving environment.
We now describe how we compute the ﬂuid-like
risk ﬁeld. Because risk is a virtual concept which
cannot be perfectly modeled as a ﬂuid, we do
not need to strictly adhere to incompressible ﬂow.
Instead of implementing an accurate ﬂuid simulation,
we propose a computational pipeline inspired by
the Navier–Stokes equations. In the ﬁeld of ﬂuid
dynamics, a ﬂuid whose density and temperature
are nearly constant can be described by a velocity
ﬁeld u and a pressure ﬁeld p [40]. Given the initial
velocity and pressure at t = 0, the evolution of these
quantities over time is given by the Navier–Stokes
equations for incompressible ﬂow [12]:
∇·u=0
∂u
1
(8)
= −(u · ∇)u − ∇p + ν∇2 u + f
∂t
ρ
where ν is the kinematic viscosity of the ﬂuid, ρ is the
(constant) ﬂuid density, and f represents an external
force that acts on the ﬂuid.
Instead of solving the Navier–Stokes equation (8)
with an accurate numerical solver, we only need
an approximate solution that produces a ﬂuid-like
density ﬁeld. We therefore solve the equations based
on the stable ﬂuids technique proposed in Ref. [40].
Following the standard Euler solver, the Navier–
Stokes equations are split into three simpler equations:
driving force ∂u/∂t = f , advection ∂u/∂t = −u·∇u,
diﬀusion ∂u/∂t = ν∇2 u and projection ∂u/∂t =
−(1/ρ)∇p, such that ∇ · u = 0. We solve them
separately for the velocity ﬁeld, followed by an
advection step for the density ﬁeld R:
∂R
= −(u · ∇)R + ν∇2 R
(9)
∂t
where the velocity ﬁeld u is found from Eq. (8) and
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ν controls the diﬀusion rate of the density ﬁeld. See
Ref. [40] for implementation details.
In our model, f encapsulates acceleration due to
external forces applied to the ﬂuid. We assume that
external forces come from the motions of objects in
the ﬂuid. This leads to the velocity of the ﬂuid ﬁeld
changing. We set the external force to the relative
velocities of the surrounding vehicles with respect
to the ego-vehicle. It captures the relative motion
between the vehicles and drives the risk map for
the ego-vehicle. We have also tested our approach
with only advection, only diﬀusion and with both
advection and diﬀusion, as shown in Fig. 2. We do
not recommend omitting the advection or diﬀusion
steps, in order to produce the desired animation of
the virtual smoke.
Unlike simulating an incompressible ﬂuid, we
model the ﬂuid-like risk map by assuming that each
surrounding vehicle emits virtual smoke. In other
words, we need to add sources to the ﬁeld, causing
the velocity ﬁeld to not be divergence-free. Therefore,
before we animate the virtual smoke using the ﬂuidlike model, we need to add sources at the locations of
the surrounding vehicles. Speciﬁcally, each tracked
vehicle is “injected” into the ﬂuid as a source, which
is formulated as
∂R
= S(x, l, w)
(10)
∂t
with the boundary conditions R(x, 0) = w0 (x) and
w1 (x) = R(x, Δt). The source S is added at the
beginning of each iteration, and is set to be linearly
correlated with the positions and sizes of objects.
An approximation method can be used here to solve
Eq. (10) since the “injected” vehicles have continuous
trajectories, and do not vary considerably. This linear
method may be written:
R(x) = R0 (x) + ΔtS(x, l, w)

(11)

where R0 is the density ﬁeld in the previous frame.
If we only add sources to the density ﬁeld, after a

Fig. 2 Advection and diﬀusion: (a) only advection; (b) only diﬀusion;
(c) advection and diﬀusion.
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short period of computation, the entire map will be
blurred, with a high density. Therefore, we model
dissipation of the virtual smoke to keep the density
ﬁeld visually clear. The dissipation term can be
solved implicitly, as done for the diﬀusion term, and
is formulated as
(I + Δtα)R (x) = R(x)
(12)
where I is the identify operator, Δt is the time step,
the coeﬃcient α controls the dissipation rate, and R
is the dissipated density ﬁeld.
The original diﬀusion problem is solved by applying
an isotropic Gaussian ﬁlter as shown in Fig. 4(a); thus,
the distribution of the risk ﬁeld around each object
is isotropic. To better present the possible risk, we
introduce anisotropy along the velocity of the tracked
objects in the diﬀusion step, as illustrated in Fig. 4(b).
The diﬀusion stencil for isotropic diﬀusion is uniform
around each grid cell, i.e., γ(i ± 1, j ± 1) = λ. The
stencil at neighboring grid cells is updated as
γ(i + sgn(vx ), j) = λ + βvx
(13)
γ(i, j + sgn(vy )) = λ + βvy
wheres β is the parameter controlling anisotropy and
the sgn function is formulated
as

d
dx |x|, if x = 0
sgn(x) =
(14)
0,
otherwise
Note that more complex anisotropy could be modeled
by using the Laplace operator ∇2 , but we adopt
the above updating scheme because it is a simple
and eﬃcient encoding method for the short-term
prediction of surrounding objects.

4
4.1

Fig. 3 Case study in which the 11th vehicle disappears (b) and
reappears (c). Above: distance ﬁeld representation. Below: ﬂuid ﬁeld
representation.

Results and discussion
Introduction

In the experiments, we first evaluate the risk assessment
module on synthetic data. Then, the proposed method
is tested on the KITTI dataset, which contains LiDAR
data clips, calibration ﬁles, and image sequences (with
10 Hz sampling frequency).
We highlight the behavior of this method using a
case of tracking failure, as shown in Fig. 3, where the
11th vehicle is lost in (b) compared with (a). Because
it takes time to advect and diﬀuse the smoke, even
if a vehicle disappears due to tracking failure, its
evolving smoke from the previous frames persists
and still leaves useful hints to the driving system.
Due to time-coherence, the missing vehicle has high
probability of reappearing and it makes sense to keep

Fig. 4

Diﬀusion: (a) isotropic, (b) anisotropic.

the information from it. In comparison, as shown in
the upper row of Fig. 3, when a vehicle disappears and
reappears, the distance ﬁeld drastically changes and
may misguide the decision-making. In comparison,
the ﬂuid ﬁeld continues to predict the evolving system
while considering uncertainty.
Next, we evaluated the whole pipeline of the
ﬂuid-based risk assessment method on the KITTI
tracking test set, including several typical traﬃc
scenarios, such as an expressway, an intersection,
and a roundabout. We focus on vehicles as a unique
category and ignore other objects like pedestrians
and cyclists. The PointRCNN with model on the pretrained KITTI object detection dataset was employed

Fluid-inspired ﬁeld representation for risk assessment in road scenes

to detect 3D objects in the LiDAR point cloud data.
Then, the Kalman ﬁlter was adopted to track multiple
objects and corrected trajectories were used to assess
collision risk based on the ﬂuid model. The process of
ﬂuid modeling is computed on a single 2.5 GHz CPU
thread, taking about 25 ms for each iteration. The
ﬁeld was updated frame by frame at a resolution of
512 × 512, corresponding to an area of 80 m×80 m, as
illustrated in Fig. 5. The risk map covered an area of
−40 m to +40 m in the lateral direction and −20 m
to +60 m in the longitudinal direction. By default,
we set the parameters α = 0.96, β = 5.0, and μ = 1.0.
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The region is selected arbitrarily in this experiment,
and one could set diﬀerent scales according to the
requirements of risk assessment. Note that a higher
resolution involves more computational cost. Our
aim was to verify the eﬀectiveness of the model,
without considering various weather and illumination
conditions such as a rainy day or night.
4.2

Expressway

The ﬁrst case is on an expressway as illustrated in
Fig. 6. Two vehicles are driving near the ego-vehicle:
the green one is in front of it, and the red one is

Fig. 5 Risk representation. Left: raw LiDAR point cloud corresponding to the ﬁeld of view of the frontal camera, annotated with 3D object
bounding boxes. Right: risk map; the ego-vehicle (magenta) is located at the coordinate origin, with two observed vehicles (black). Red regions
have high collision risk; blue have no collision risk.

Fig. 6 Risk assessment on the expressway from KITTI tracking test set 0006 : (a) LiDAR point cloud annotated with 3D bounding boxes; (b)
3D object tracking results projected onto the synchronized image sequence; (c) risk representation based on the ﬂuid ﬁeld.
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overtaking it. Figure 6(b) makes it easy to see that
these two vehicles are moving faster than the egovehicle. At the beginning of this sequence, the green
vehicle with a faster speed has been tracked for a
while, its distance from the ego-vehicle increasing
continuously. Thus, the risk ﬁeld of the green vehicle
is an arrow-like shape, with almost no probability
of collision between the green this vehicle and the
ego-vehicle. In frame 70 (the next sample), the red
vehicle appears in the lane to the left of the egovehicle. Since the ego-vehicle has just recognized the
red one, it does not update the risk ﬁeld. Then, the
interaction between the red one and the ego-vehicle
continuously changes risk ﬁeld, and the red one shows
a similar risk representation as the green one. This
case qualitatively shows that the ﬂuid-inspired risk
representation matches a human assessment.
4.3

Intersection

The second case is at an intersection, and is much
more complex than the expressway. There are two
states for the ego-vehicle: waiting at a crossroads,
and crossing the intersection. The former is shown

in Fig. 7. In this case, several vehicles are driving
in front of the ego-vehicle. Since the ego-vehicle
is stopped, the inﬂuence of target vehicles on the
risk ﬁeld depends solely on their own motions. For
example, when target vehicles turn left and approach
the ego-vehicle (in a stopped state), the high risk
area is located at the front-left side of these vehicles.
It is consistent with the intuition that if an object
approaches with a certain velocity, the collision risk
increases as the relative distance decreases. Moreover,
as certain vehicles are static in this sequence, their
inﬂuence on risk is small since there is almost no
relative movement between the ego-vehicle and these
vehicles.
As the ego-vehicle turns and crosses the intersection
(see Fig. 8), the surrounding objects make a
reasonable risk ﬁeld representation. Especially, at the
beginning of the sequence, there is no risk because all
vehicles are static including the ego-vehicle. Once the
vehicle moves, the risk ﬁeld changes. The last frame
shows when the ego-vehicle moves, the stationary
vehicles still contribute to a high risk region. This is
because the target vehicles are dense in a small area.

Fig. 7 Risk assessment when the ego-vehicle is stopped at an intersection, from KITTI tracking test set 0010 : (a) LiDAR point cloud
annotated with 3D bounding boxes; (b) 3D object tracking results projected onto the synchronized image sequence; (c) risk representation
based on the ﬂuid ﬁeld.
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Fig. 8 Risk assessment when the ego-vehicle turns at the intersection from KITTI tracking test set 0014 : (a) LiDAR point cloud annotated
with 3D bounding boxes; (b) the 3D object tracking results projected on the synchronized image sequence; (c) risk representation based on the
ﬂuid ﬁeld.

The relative motion changes the pressure in the ﬂuid
where substances tend to squish and slosh.
4.4

Roundabout

The third case is at a roundabout as shown in
Fig. 9. This is a typical traﬃc scenario in which
traﬃc is allowed to ﬂow in one direction around
a central island, with priority typically given to
traﬃc already in the junction. It is still diﬃcult for
intelligent vehicles because the roundabout conditions
are complex and in most cases no traﬃc light controls
the traﬃc ﬂow and provides traﬃc guidance.
The samples are selected from the KITTI tracking
test set 0008, where the ego-vehicle follows another
vehicles driving into a roundabout. Around the
roundabout, each vehicle follows its lane until it drives
out of the roundabout. Qualitative results are shown
in Fig. 9(c). The headings of target vehicles obviously
diﬀer from the directions of their trajectories. The
eﬀects of their motion on the risk representation are
calculated based on their historic trajectories. The
areas of high risk are in the direction of target vehicles’
trajectories in the view of the ego-vehicle due to their
motions. We ﬁnd that when objects leave the egovehicle’s perceptive ﬁeld, the substance of the risk

ﬁeld dissipates immediately: there is no risk from
these vehicles.
When the ego-vehicle approaches another vehicle,
the risk is computed by using their relative movement
as shown in Fig. 10. In this case, 6 samples from frame
70 to frame 120 are used to illustrate the process of
approach. Since the relative velocity decreases, the
risk correspondingly declines to a low level. Since the
ego-vehicle does not completely stop, there is a low
level risk ﬁeld around the vehicles.
As shown in the cases above, the ﬂuid-inspired
risk assessment method not only works for the egovehicle, but also provides a risk estimation for the
local traﬃc situation. It could also be used for traﬃc
situation analysis for road-side surveillance systems.
As mentioned above, failure of detection and tracking
due to various issues like occlusion is a potential
threat to intelligent vehicles. Next, we consider risk
assessment in the case of the detection and tracking
failure.
4.5

Detection and tracking failure

In Fig. 11, consider the area marked by red circles
in the risk map. They indicate changing risk when
a vehicle becomes lost due to occlusion. In frames 122
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Fig. 9 Risk assessment at a roundabout from KITTI tracking test set 0008 : (a) LiDAR point cloud annotated with 3D bounding boxes; (b)
3D object tracking results projected on the synchronized image sequence; (c) risk representation based on the ﬂuid ﬁeld.

Fig. 10 Risk assessment when the ego-vehicle approaches other vehicles from KITTI tracking test set 0013 : (a) LiDAR point cloud annotated
with 3D bounding boxes; (b) the 3D object tracking results projected on the synchronized image sequence; (c) risk representation based on the
ﬂuid ﬁeld.
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Fig. 11 The ﬂuid model provides a ﬁeld-based representation of an object for which tracking fails. Red circles indicate risk map changes when
the vehicle becomes lost due to occlusion.

to 124, it is successfully detected and tracked (blue
3D bounding box), but then it is fully occluded by
another vehicle and no longer tracked in frames 125
to 127. In the last two frames 128, 129, this vehicle
is detected and tracked as a new object. In this
sequence, the risk ﬁeld still reﬂects the inﬂuence of the
occluded vehicle through the processes of advection
and diﬀusion, even though it is not detected and
tracked.
4.6

Comparison

Lastly, we compare our model with the state-of-theart predictive occupancy map (POM) [3], which

Fig. 12

represents risk as a reciprocal of time taken for
surrounding vehicles to occupy a region, as shown in
Fig. 13. The risk is computed based on the advanced
time-to-occupancy (ATTO), an indicator similar to
TTC.
We take the KITTI tracking test set 0006 as an
example to show the diﬀerence between our model and
POM; results are illustrated in Fig. 12. Compared to
the POM, the ﬂuid-inspired risk is calculated based on
both the current motion of surrounding vehicles and
their historical inﬂuence on the road. It highlights
the eﬀect of each object’s previous motion on the

Comparison of the ﬂuid-inspired and POM risk maps.
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Fig. 13 Predictive occupancy map represents the risk of moving
vehicles around the ego-vehicle by calculation of the ATTO.

traﬃc scene. In addition, the ﬂuid-inspired risk map
further considers uncertainty of relative motion and
observation between surrounding vehicles and the
ego-vehicle, while the POM uses a simple and direct
method, just taking the observations to calculate the
risk. Once an object is no longer detected due to
occlusion, it is diﬃcult for the POM to handle the
risk representation.
One should note that in real urban scenarios, there
are not only vehicles but also other vulnerable road
users, such as pedestrians, cyclists, and motorcyclists,
with diﬀerent attributes to vehicles. Especially, in
complex road scenes like busy intersections, such
objects should be carefully considered. Moreover,
road geometric attributes are another important
factor which should be studied in collision risk
estimation. Geometric attributes like drivable road
space and curvature can be acquired by stateof-the-art technologies like CNN-based semantic
segmentation and lane marking detection, but are
outside the scope of this paper. We hope to study
the impact of road geometry and other road users in
following work.

This method targets advanced driver assistance
systems and autonomous driving systems. For
planning and control of autonomous vehicles, our
proposed risk estimation method provides constraints
for behavioral decisions and local path planning.
Once decisions and local paths have been determined,
control of the vehicle would be executed based on
methods like PID and model predictive control. Note
that both driving assistance and autonomous driving
are high-level tasks which require understanding of
traﬃc scenarios. Our method can capture dynamic
information about multi-object interactions at the
conceptual level by solely using possibly uncertain
estimated trajectories. In future we will explore how
to combine other road elements like lane markings,
geometric information, and static obstacles for further
planning and decision-making. While in this work,
although we do not focus on tracking occluded
objects, we do believe stable tracking is beneﬁcial
for risk assessment. Therefore, a systematic ﬁeldbased method to deal with the challenges of tracking
surrounding vehicles is also part of our future work.
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[4] Coué, C.; Pradalier, C.; Laugier, C.; Fraichard, T.;
Bessière, P. Bayesian occupancy ﬁltering for multitarget
tracking: An automotive application. The International
Journal of Robotics Research Vol. 25, No. 1, 19–30, 2006.

Fluid-inspired ﬁeld representation for risk assessment in road scenes

[5] Nguyen, T. N.; Michaelis, B.; Al-Hamadi, A.; Tornow,
M.; Meinecke, M. M. Stereo-camera-based urban
environment perception using occupancy grid and
object tracking. IEEE Transactions on Intelligent
Transportation Systems Vol. 13, No. 1, 154–165, 2012.
[6] Lee, K.; Kum, D. Collision avoidance/mitigation
system: Motion planning of autonomous vehicle via
predictive occupancy map. IEEE Access Vol. 7, 52846–
52857, 2019.
[7] Hamrick, J.; Battaglia, P.; Tenenbaum, J. B. Internal
physics models guide probabilistic judgments about
object dynamics. In: Proceedings of the 33rd Annual
Conference of the Cognitive Science Society, Vol. 2,
2011.
[8] Yang, Z. S.; Yu, Y.; Yu, D. X.; Zhou, H. X.; Mo, X. L.
APF-based car following behavior considering lateral
distance. Advances in Mechanical Engineering Vol. 5,
207104, 2013.
[9] Wang, J. Q.; Wu, J.; Li, Y. The driving safety
ﬁeld based on driver–vehicle–road interactions. IEEE
Transactions on Intelligent Transportation Systems Vol.
16, No. 4, 2203–2214, 2015.
[10] Villegas, R.; Yang, J.; Zou, Y.; Sohn, S.; Lin, X.; Lee, H.
Learning to generate long-term future via hierarchical
prediction. In: Proceedings of the IEEE International
Conference on Machine Learning, 3560–3569, 2017.
[11] Li, J.; Ma, H.; Zhan, W.; Tomizuka, M. Generic
probabilistic interactive situation recognition and
prediction: From virtual to real. In: Proceedings
of the IEEE International Conference on Intelligent
Transportation Systems, 3218–3224, 2018.
[12] Chorin, A. J.; Marsden, J. E. A Mathematical Introduction
to Fluid Mechanics. New York: Springer, 1990.
[13] Simon, M.; Milz, S.; Amende, K.; Gross, H. M.
Complex-YOLO: An Euler-region-proposal for realtime 3D object detection on point clouds. In: Computer
Vision – ECCV 2018 Workshops. Lecture Notes in
Computer Science, Vol. 11129. Leal-Taixé, L.; Roth, S.
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