Abstract: The stability of consensus algorithms in networks of mobile multi-agents with transmission delays is investigated. The movements of agents are modeled by the random waypoint (RWP) model. Thus, the communication topology is modeled as induced by a homogeneous Markov chain. It is found that, under several conditions, the stability dynamics are dramatically influenced by the delay patterns. In the case where self-links exist and are instantaneous, consensus is reached if the expectation of the graph topology has a spanning tree; in the other case where the self-links have delays and only integer delays with certain patterns are possible, the algorithm does not reach consensus but instead synchronizes at a periodic trajectory, whose period depends on the delay patterns. The dynamics in the absence of self-links exhibit similar phenomena. The theoretical results are verified in a network of RWP mobile agents.
INTRODUCTION
Consensus algorithm have been widely studied in the last decades, because of their importance in distribution coordination of dynamic agent systems and widely applied in many fields such as distributed computing, management science, flocking/swarming theory, distributed control, and sensor networks. See Lynch (1996) ; DeGroot (1974) ; Vicsek et.al. (1995) ; Fax & Murray (2004) ; Olfati-Saber & Shamma (2005) . A basic discrete-time consensus algorithm can be described as an average from the neighborhood and formulated as follows:
for all i = 1, . . . , m, where x t i ∈ R denotes the state variable of the agent i, N i stands for the neighborhood of agent i in the communication graph, and # denotes the size of a finite set. In this paper, we assume that the node can be its own neighbor if there exists a self-link. To avoid that N i to be an empty set, we give the following set-up:
If the node i does not contain any neighbors in the communication graph, we define N i = {i}, i.e., node i has itself as tie neighborhood, which implies x which is clearly a stochastic matrix. Thus, if G ij > 0, then we can conclude that there exists one link from node j to node i (including the case that we "add" i as its own neighbor). So, (1) can be rewritten as
where
For an arbitrary stochastic matrix G, (2) is a general model of the synchronous consensus algorithm on a network with fixed topology and discrete time updates.
In a network of mobile agents, the network topology cannot be static. The efficient transmission range is limited and thus the movements of agents cause the communication neighborhood of an agent to vary in time: when an agent enters the transmission range of another agent, a link emerges between them; in contrast, when an agent leaves the transmission range of another one, a link is broken. Thus, the topology of the network is dynamic. In addition, when the movements of agents are stochastic, the dynamic network topology becomes random.
Due to finite transmission speed and buffering storage space, delays are inevitable, which causes that the states of one agent's neighborhood, which are used for averaging, are not instantaneous. Let N t i be the neighborhood of the agent i counted for the consensus algorithm at time t and τ t ij be the transmission delay from agent j to i at time t. The consensus algorithm in a mobile network of agents with delays becomes:
A self-link delay may occur, i.e., τ t ii > 0, when it costs time to treat one's own information because of limited buffering space. Let
be the stochastic matrix corresponding to the consensus averaging at time t,
otherwise Also, in this paper, the temporal variation of the network is stochastic. We therefore model this by a stochastic process {σ t }. Thus, we can write the coupling matrices and delays as G(
and τ ij (σ t ). Then, the consensus algorithm (3) takes the form
Here, {σ t } is a homogeneous Markov process. This model is suitable for describing, e.g., the communications between randomly moving agents. In such a situation, the current location of each agent is assumed to depend on its previous position, but not on its prior history. Therefore, a Markov chain is suitable for modeling the variations of the agents' locations, and consequently, the links between the agents. Furthermore, the delays also depend on the Markov chain since they arise due to the distances between agents. In this paper, we also consider the situation that each agent conducts averaging over its neighborhood, but excludes its own state from the average. The consensus in stochastically switching topologies and delays is defined below. Definition 1. We say the network synchronizes via the algorithm (4) if for almost every sequence {σ t }, lim t→∞ |x t i − x t j | = 0 for all i, j = 1, . . . , m. In particular, we say the network synchronizes at a periodic orbit, if the synchronized orbit is periodic. We say the network reaches consensus via the algorithm (4) if for almost every sequence {σ t }, there exists a constant α such that lim t→∞ x ; Michiels et.al. (2009) ). However, to the best of our knowledge, no one has considered the situation described above, i.e., a stochastically switching topology together with random transmission delays. In our recent work (Lu et al., 2011) , we have investigated consensus in dynamic networks and delays under a general stochastic framework, which provides a theoretical method to analyze the stability of the algorithm (3) in a mobile agent network model. Based on this, we can prove that in the presence of self-links, the network reaches consensus if the graph topology is expected to have a spanning tree and the self-links are instantaneous, i.e., τ whereas if the self-links are not instantaneous, the network may only synchronize to a periodic orbit under several additional conditions. We also briefly discuss the case of absence of self-links and derive similar results under some conditions. Using these results, we are in the position to analyze the stability of the consensus algorithm (3) in a network of RWP agents. Numerical examples illustrate the scope of the theoretical results. Lu et al. (2011) proved a series of sufficient conditions for the stability of consensus in networks of multi-agents with stochastically switching topologies and multiple delays. These conditions were stated in terms of graph theory and stochastic analysis.
STABILITY ANALYSIS
m,m defines a graph G = {V, E}, where V = {1, . . . , m} denotes the vertex set with m vertices and E denotes the link set where there exists a directed link from vertex j to i, i.e., e(i, j) exists, if and only if G ij > 0. We denote this graph corresponding to the stochastic matrix A by G(A). The vertex i is said to be self-linked if e(i, i) exists. The graph G has a spanning tree if there exists a vertex i which can access all other vertices, and the set of vertices that can access all other vertices is named the root set. The graph G is said to be strongly connected if each vertex is a root. We refer to Godsil & Royle (2001) for more details.
For a nonnegative matrix A and a given δ > 0, the δ-matrix of A, denoted by A δ , is defined as
The δ-graph of A is the directed graph corresponding to the δ-matrix of A.
Suppose the delays are bounded, namely, τ ij (σ k ) ≤ τ M for all i, j = 1, . . . , m and σ k ∈ Ω. By partitioning the interlinks according to delays, we can rewrite the algorithm (4) as
or in matrix form,
It holds that
, we can write (6) as
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Thus, it is sufficient to study the consensus of (7) instead of that of (5).
Based on Corollaries 4.3 and 4.4 in Lu et al. (2011) , we can obtain the following results with the Markov chain {σ t } with the following hypothesis.
is measurable with respect to the σ-algebra of {σ t }.
In the following, we provide several results on the consensus and synchronization in the delayed system (4). For this purpose, let us consider a Markov chain induced by
Suppose that H 1 holds and {σ t } is an irreducible and aperiodic Markov chain, defined on the state space Ω, with a unique invariant measure π 1 . Suppose that τ ii (σ) = 0 for all σ ∈ Ω and i = 1, . . . , m, and
0 > µ for all σ ∈ Ω and some µ > 0. If the graph of E π {G(σ 1 )} has a spanning tree, then the delayed multiagent system via algorithm (4) reaches consensus.
Proof. It can be seen that the induced Markov chain {G t · } has only a finite volunm of states. From the condition, we can find some δ ∈ (0, µ) such that the δ-graph of E π (G(σ 1 )) has a spanning tree. So, using Corollary 4.3 in Lu et al. (2011) , we can conclude that consensus is reached. This completes the proof.
In some cases, delays occur at self-links, for example, when it takes time for each agent to process its own information. Suppose that τ ii = τ 0 > 0. In what follows, N = {1, . . . , N } denotes the integers from 1 to N We classify each integer t in the discrete-time set N or Z via mod (t+1, τ 0 +1) as the quotient group of (Z+1)/(τ 0 +1). For two integers i and j, we denote by i j the quotient integer set {kj + i : k ∈ Z}. As a default set-up, we denote i τ0+1 by i . LetĜ
For a simplified statement of the result, we provide the following conditions:
(1) τ ii (σ) = τ 0 for all σ and i = 1, . . . , m; (2) There exist τ 1 , · · · , τ K excluding 0 with gcd(τ 0 + 1, τ 1 + 1, · · · , τ K + 1) = P > 1 such thatĜ j (σ 1 ) = 0 for all j / ∈ {τ 1 , · · · , τ K } and all σ 1 ∈ Ω and the δ-matrix of E{Ĝ τ k (σ n+1 )|F n } is nonzero for all n ∈ N for almost every sequence {σ n }. Theorem 2. Suppose that H 1 and H 2 hold and σ t is a homogeneous irreducible Markov chain with a unique invariant distribution π. Suppose that G ii (σ) τ0 > µ for all σ ∈ Ω and some µ > 0. If E π {Ĝ 0 (σ 1 )} is strongly connected, then the system (5) synchronizes to a Pperiodic trajectory. In particular, if P = 1, then (4) reaches consensus.
Proof. There exists δ ∈ (0, µ) such that the δ-graph of E π {Ĝ 0 (σ 1 )} is strongly connected. Since the induced Markov chain {G t τ } only has a finite volume of states, the 1 We denote by Eπ the expectation with respect to the invariant distribution π.
theorem then follows directly from Corollary 4.4 in Lu et al. (2011).
We also consider the stability of the consensus algorithm (4) of a multi-agent network in the absence of self-links. Proposition 1. Suppose that H 1 holds and σ t is a homogeneous irreducible Markov chain with a unique in-
· } has a spanning tree and a self-link at one root vertex for all G 1 · , then the algorithm (4) reaches consensus.
In the case of self-link delays, the following is similar to Theorem 2. Proposition 2. Suppose that H 1 and H 2 hold and σ t is a homogeneous irreducible Markov chain with a unique invariant distribution π. If there is L ∈ N such that the graph of E{
· } is strongly connected and has at least one self-link for all p ∈ P and G 1 · , then the algorithm (4) synchronizes to a P -periodic trajectory. In particular if P = 1, then the algorithm (4) reaches consensus.
The two propositions can be proved via Propositions 3.6 and 3.7 in Lu et al. (2011) , by noting that the state space for G t · is finite.
DYNAMICAL NETWORKS FOR THE RANDOM WAYPOINT MODEL
The "random waypoint" (RWP) model is the most widely used model in the performance evaluation of protocols of ad hoc networks. It was introduced by Johnson & Maltz (1996) and contains (among some other technical assumptions) the following conditions: realistic movements of agents, a sensible transmission range, and limited buffering storage spaces. In this model, the random movement of each agent is stochastically independent of the other ones. As a typical model of the movements of agents, in a given area, the agent moves towards a randomly selected target with a random velocity. After approaching the target, the agent waits for a time interval of random length and then continues the process. Moreover, each process of each agent is stochastically independent of the others and of time.
Thus, in a fixed region, there is a certain number of agents, which move and stay following the above rule. Then, a graph can be structured by the following linking rule: There is a link between agents if the distance between them is less than a given threshold value, which describes the efficient region of each agent. Since agents are moving, this leads to a dynamical network. We model the switching graph topology of the network by a homogeneous Markov chain.
Two states are possible for the agents: One is the moving state in which the agent is moving towards a preselected target and the other is the waiting state in which the agent is waiting for the next movement. Thus, letting V be the set of agents, we can describe the location and state of the agents in the area by a stochastic process σ t = [(α The node distribution of the RWP model was studied by Bettstetter et.al. (2003) . Their result implies that the node distribution of RWP is ergodic and its stationary pdf is always positive everywhere in the permitted region. As an illustration, Fig. 1 provides the plots of the stationary node distribution of a two-dimensional RWP model projecting on the x and y coordinates respectively in a [0, 10] × [0, 10] square region. One can see that the stationary distribution can have positive probability everywhere in this region. This can imply that the conditions of Theorems 1 and 2, as well as Propositions 1 and 2, can be satisfied, which will be explained later in detail.
NUMERICAL EXAMPLES
We realize the random waypoint model in a 1000 × 1000 (m 2 ) square area, where the agent i moves towards a randomly selected target in the area [0, 1000] × [0, 1000] following the uniform distribution. The velocity of movement is also random, with a uniform distribution in [10, 20] (m/sec). After approaching the target, the agent waits for a random time period following the uniform distribution in [1, 5] (sec). Moreover, each process of each agent is stochastically independent of the others. The links between agents are generated such that each agent is linked to the agents within its R-disc, i.e., to those whose distance is not more than R. We take R = 120 (m). There are 50 independent mobile agents in the network.
We set up the consensus algorithm for the RWP network as described above. Here, we consider discrete time with a 0.01 (sec) time interval. Each agent operates according to the algorithm (4). Transmission delays exist due to finite information transmission speed and storage buffer. Since the speed of information transmission is typically much higher than the movement of agents, we omit the displacement of the information transmission caused by the movement of agents and define the delays (0.01 sec) as:
where d(·, ·) (m) denotes the metric in the two-dimensional space, v s denotes the transmission speed of information, · denotes the floor function, i.e., the largest integer less than or equal to its argument, λ is a scaling parameter representing the ratio of the time scale of movement of the agents and that of the information transmission and processing among agents, and τ 0 (0.01 sec) denotes the identical self-linking delay.
It can be seen that σ t defined above is irreducible and the stationary distribution of node locations has positive probability for each region. Since all nodes are independent, we can conclude that for a disc subregion O in [0, 1000] × [0, 1000] with radius less than R, all agents are in this disc with a positive probability with respect to the stationary distribution, despite of not entering O at the same time. Therefore, the network has a positive probability to be a complete network, with respect to the stationary probability distribution. This implies that the expectation, with respect to the stationary probability distribution, of the graph topology is a complete graph. Hence, for the case of existence of self-links, the conditions of Theorems 1 and 2 are satisfied. In the absence of self-links, for any initial network graph, there are a path of finite length and a positive probability such that all agents enter the disc O. So, the conditional product of the matrices has a positive probability to be complete. This implies that the conditional expectation is complete. So, the conditions of Proposition 1 and 2 are satisfied.
Here, we fix v s = 3000 (m/sec) and pick different values of τ 0 and λ to illustrate the synchronous or consensus dynamics as mentioned in Theorems 1 and 2 and Proposition 1 and 2.
First, we choose λ = 1 and τ 0 = 0. Theorem 1 indicates that the multi-agent system reaches consensus. Figure 2 (a) depicts the consensus dynamics of (4) with the delays (8). From Proposition 1, we can conclude the consensus of (4) without self-links, which is shown in Figure 2 (b).
We next choose λ = 2 and τ 0 = 1. Thus, the delays can be picked only in the set {1, 3, 5, 7, 9} and each value in this set can be a possible delay in (8). One can see that gcd(
. Theorem 2 and Proposition 2 yield that (4) cannot reach consensus but must instead synchronize to a 2-periodic trajectory respectively with/without self-links. Figure 2 (c) and 2(d) show the synchronous dynamics of (4) with/without selflinks via the delays (8), λ = 2, and τ 0 = 1, respectively.
Finally, we choose λ = 2 and τ 0 = 2. Thus, the delays can be picked only in the set {2, 4, 6, 8, 10} and each value in this set can be picked as a delay in the system. We have gcd(τ 0 + 1, τ ij (σ t ) : t ∈ N, d((α 
CONCLUSIONS
We have studied the convergence of the consensus algorithm in multi-agent systems with Markovian jump topologies and time delays and shown that consensus can be obtained if the event that the graph corresponding to the product of coupling matrices in consecutive times has spanning trees and self-links are possible and repeatable. With multiple delays, if self-links always exist and are simultaneous, then consensus can be guaranteed for arbitrary bounded delays. Moreover, we have shown the phenomenon that, when the self-links are also delayed, the algorithm may not reach consensus but instead synchronize to a periodic trajectory according to the delay patterns. Moreover, we have briefly studied consensus algorithms without self-links. We have presented several updating algorithms in networks of multi-agents of a mobile-agent model under transmission delays to illustrate the theoretical results.
