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ABSTRACT
In recent years, severe pollution events occurred frequently in India, which are of significant
concern of the public. However, limited studies have been conducted to understand the
formation, sources and health effects of high pollution levels and the information for design of
effective control strategies is urgently needed. First, criteria air pollutants data at 10 sites for
2017 in Delhi were analyzed to understand the current pollution status. The results show that
annual fine particulate matter (PM2.5) concentrations exceeded the National Ambient Air
Quality Standards (NAAQS), India of 60 µg/m3 at all sites. Source-oriented versions of the
Community Multi-scale Air Quality (CMAQ) model will be applied to quantify the contributions
of eight source types (energy, industry, residential, on-road, off-road, agriculture, open burning
and dust) to PM2.5 and its major components including primary PM (PPM) and secondary
inorganic aerosol (SIA) in India in 2015. Anthropogenic emissions are from Emissions Database
for Global Atmospheric Research (EDGAR), biogenic emissions are from the Model for
Emissions of Gases and Aerosols from Nature (MEGAN) v2.1, and meteorology factors are from
the simulation of Weather Research and Forecasting (WRF) model. Concentrations of PM2.5 are
highest in the Indo-Gangetic region, including northern and eastern India. In Delhi, industry and
residential activities contribute to 80% of total PM2.5. Then, the health risks were estimated
based on the predicted PM2.5 concentrations and the air quality benefits from potential policy
interventions in future were analyzed. Premature mortality due to cerebrovascular disease (CEV)
was the highest in India (0.44 million), followed by ischaemic heart disease (IHD, 0.40 million),
chronic obstructive pulmonary disease (COPD, 0.18 million) and lung cancer (LC, 0.01 million),
with a total of 1.04 million deaths. A total of up to 0.68 million premature mortality and 43%
years of life lost (YLL) would be avoided by applying all controlling strategies.

xiv

CHAPTER 1. INTRODUCTION
Increased population coupled with rapid growth of industries and urbanization has led to
significant air pollution in the world. The situation is more alarming in developing Asian
countries like India and China, which together house 36.5% of the world’s population 1. In
comparison to China, while studies are limited, air quality is worse in India. For example,
according to World Health Organization (WHO)’s reports, 15, 21 and 18 Indian cities featured in
top 50 worst polluted cities with PM10 in 2011, 2014 and 2016, while China had 5, 1 and 5,
respectively 2-4. Such high concentrations of air pollutants led to enormous pre-mature mortality
in India 5-8. Outdoor PM ranked the seventh in causes of death in India during 1990-2010 9. In
2010, out of 3.3 million global deaths due to outdoor PM2.5, around 0.65 million deaths were in
India of which 50% were due to residential sector 10. The situation in the Indian capital has been
alarming with extremely high PM2.5 concentrations. Annual PM2.5 concentrations in New Delhi
was 153 µg/m3 in 2014, more than 10 times higher than in Washington DC 2. Controlling PM2.5
concentrations can reduce the deaths significantly.
Contributions of different sources are important information for policy makers to
formulate effective emission control strategies. Saxena, et al. 11 used Principal component
analysis (PCA) and concluded that secondary aerosols, soil dust and biomass burning are the
major sources of water soluble inorganic ions in PM2.5 of New Delhi, and their fractional
contributions are strongly dependent on seasons. Mandal, et al. 12 indicated that major parts of
carbonaceous aerosols in PM2.5 in Delhi are from vehicles, coal smoke and biomass burning
based on measurement of EC to OC ratios. Sharma, et al. 13 applied positive matrix factorization
(PMF) model to resolve major sources of PM2.5 as secondary aerosols, soil dust, vehicle
emissions, biomass burning and fossil fuel combustion in New Delhi. These statistical methods
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are useful to understand the sources of PM2.5 at receptor locations, but the results are strongly
dependent on availability of PM2.5 and its components data, and sometimes challenging to
resolve sources to secondary components.
Chemical transport models (CTMs) are widely used to analyze the source origins of
different air pollutants. Comprehensive air quality model with extensions (CAMx), coupled with
plume rise functions and hourly meteorology, has been used by Guttikunda and Jawahar 14 to
study PM2.5 related to coal-fired thermal power plants nationwide in India and it was suggested
that aggressive pollution control regulations were needed. Gupta and Mohan 15 predicted PM
concentrations in New Delhi using Weather Research and Forecasting Model (WRF-Chem), and
observed that emissions from North India was needed to improve the performance of the model.
Efforts have been made to estimate the premature deaths associated with PM2.5 in India.
For example, Sahu and Kota 16 estimated that 41 out of 100 thousand lives in Delhi could be
saved by meeting the World Health Organization (WHO) suggested annual PM2.5 guideline
based on time series analysis. Such studies require extensive data, which is not available in all
Indian cities. Several studies have estimated the health effects using regional and global models,
and satellite data. Lelieveld, Evans, Fnais, Giannadaki and Pozzer 10 estimated the global
premature mortality of chronic obstructive pulmonary disease (COPD), cerebrovascular disease
(CEV), ischaemic heart disease (IHD) and lung cancer (LC) using predicted PM2.5
concentrations from a global atmospheric model and exposure-response equations from Burnett,
et al. 17. The impacts of different sources on ambient PM2.5 concentrations and the associated
disease burden in global scale were also studied in Silva, et al. 18 and Lelieveld 19. Giannadaki, et
al. 20 and Conibear, et al. 21 studied the health impacts from applying different air quality
standards and explored the non-linear response of health impacts to PM2.5 in India. The GBD
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MAPS Working Group 22 and Venkataraman, et al. 23 focused on source contributions and
potential reductions of PM2.5 in India in the present day and the future using the brute force
method by removing certain sources. In addition to premature mortality, years of life lost (YLL),
which accounts for the ages of those who die and age distribution of population, is also
informative and meaningful for estimation of the burden of air pollution on health and
environmental policy decision. Ghude, et al. 24 predicted 0.57 million premature deaths and 3.4
±1.1 years of YLL associated with PM2.5 in India for 2011.
Chemical transport models (CTMs) were often used to evaluate effects of emission
controlling policies on air quality. For example, Hu, et al. 25 used the Community Multi-scale Air
Quality (CMAQ) to estimate the future scenarios of power development in China and found the
power development plans would decrease PM2.5 and PM10 in Beijing but increase O3. The
scenarios included low cost renewable energy and aggressive wind and solar energy for low
emissions, 80% emission reduction in power sector to cap CO2 emissions and relocation of
power plants to western areas. Xu, et al. 26 found emissions in China would decrease due to
improvement in emission control technologies and combustion efficiencies and induce a
significant reduction of PM2.5 by ~43%. These studies provided some information on the
effectiveness and benefits of different strategies aiming certain region or sector. A few studies
had evaluated the benefits of different emission control strategies of specific source sectors in
India. Aggarwal and Jain 27 used ISC-AERMOD v.5.2 model and found carbon monoxide (CO),
nitrogen dioxide (NO2) and particulate matter (PM) would be reduced by ~24%, 42%, and ~58%
respectively by simulating future scenarios of urban air quality in Delhi based on three
alternative policies on emission from passenger transport. Guttikunda and Jawahar 14 indicated
that installation of flue gas desulfurization system for operational thermal plants would reduce
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PM2.5 concentration by 30-40% by using ENVIRON-Comprehensive Air Quality Model with
Extensions (CAMx). However, most modeling studies were carried out in northern India, very
few studies concentrated on central region and no studies had comprehensively investigated the
benefits of possible controlling strategies of all sectors in national scale in India 28.
The first objective of this study is to characterize the criteria air pollutants in India. The
pollutants level of current days (2017) will be discovered and correlations between different
pollutants and same pollutants at different sites will be investigated in Delhi. In addition, three
extreme PM2.5 event (hourly average concentration exceeding 300 μg/m3 for ~40 hours) will be
examined with the consideration of meteorological conditions. This objective can greatly support
the research on formation, transport and human health effects of air pollutants with detailed
observation data.
The second objective of this study is to use 3D chemical transport models (CMAQ) to
prediction air pollutants concentrations in 2015. Spatial and temporal variation of pollutants
concentration was examined to show the current situation of India air pollution problems. The
prediction results were validated and could be the fundamental of following objectives.
The third objective of this study is to utilize source-resolved 3D chemical transport
models (CMAQ) for the source apportionment of PM species. Tagged reactive tracer techniques
was used to trace the contributions of targeted pollutants from different emissions sources. The
models were applied for the whole year of 2015 in India to estimate the contribution of each
source type and region to PM2.5. This would provide information for policy makers to design
more effective emission control strategies.
The fourth objective of this study is to estimate the health risks based on the predicted
PM2.5 concentrations in 2015. The premature mortality and year of life lost will be estimated for
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all states and major cities in India. The potential health benefits of reducing PM2.5 concentrations
in different Indian states was explored. This study is of tremendous value for the government to
channel their resources in reducing pollution in India.
The last objective of this study is to simulate the potential impacts of future controlling
strategies on air quality in India with unchanged meteorology. A total of fourteen scenarios
towards energy, residential, agriculture, industrial and open burning activities were simulated for
different seasons and the changes in concentrations of ozone (O3) and PM2.5 as well health
outcomes of PM2.5 exposure changes were evaluated. With all five objectives, this study builds
a comprehensive understanding of formation, sources and health effects of high pollution and the
information for design of effective control strategies in future.
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CHAPTER 2. CHARACTERIZATION OF CRITERIA AIR POLLUTANTS
IN DELHI
2.1 Introduction
Significant air pollution occurs at developing countries like India because of rapid
increase in emissions coupled with increase in population, industries, urbanization and energy
consumption. Air pollution has significant effects on visibility, ecosystem, and human health 2931

. Pervious study showed that India accounted for 0.6 to 1 million deaths as a result of air

pollution caused by particulate matter with aerodynamic diameter no larger than 2.5 µm (PM2.5)
in 2015 31, 32. North India is the region with the most severe air pollution 33. Delhi, the capital of
India located in north India, has an annual average PM2.5 concentration of 153 µg/m3 in 2013 34,
more than 15 times higher than World Health Organization (WHO) guideline value of 10 µg/m3
and Delhi suffers the high level of air pollution in past decades continually 35. Except for PM2.5,
Delhi also has 26.3% days above the “harmful” O3 threshold of 70 ppb annually 34. To moderate
this severe air pollution in Delhi, it is important to understand current characteristics and health
risks of air pollutants.
Several studies have been done to investigate the air pollution in Delhi with limited
observational data since India just begin to post real-time hourly observation of criteria air
pollutants to public. For example, Ravindra, et al. 36 observed a decrease in CO and SO2 but an
increase in PM10 and NOx concentrations in Delhi from 2000 to 2003 after the implement of
natural gas as fuel in public transport in Delhi. Ambient PM2.5 samples were collected at a hightraffic location (summer and winter 2013) by Pant, et al. 37 and they found winter concentrations
of several individual tracer species were several times higher than summer, especially for some
PAHs and trace metals. Goel, et al. 38 observed that morning rush-hour PM2.5 concentration was
40% higher than an entire-day dose in other cities like Tokyo, London, and New York based on
6

measurements along an 8.3-km route at Delhi in 2011 to 2014. Sahu and Kota 39 studied PM2.5
data offered by the Central Pollution Control Board (CPCB) at a site commercial down town of
the city during 2011 to 2014. They found PM2.5 exceeded the National Ambient Air Quality
Standards (NAAQS) during 85% of the days and excessive health risk associated with PM2.5 was
0.57. Although these studies offer precious information on air pollution status in Delhi during
past years, they only analyzed data from one site or parts of Delhi and are limited on time span
and spatial distribution. Modeling studies were also conducted to study air pollution in Delhi or
north India and helps to understand the sources of criteria pollutants 13, 23, 40, 41, but the
predictions had certain uncertainties due the coarse resolution and emission inventories they
used.
Since 2017, the CPCB executed National Air Quality Monitoring Programme (NAMP)
and start to post real-time hourly observations of criteria pollutants concentrations to public at
multiple sites in each city and the air quality index (AQI) based on these species
(http://cpcb.nic.in/about-namp/). These datasets provide possibility for studies in Delhi and other
cities in India. Usually, AQI serves as an important factor for government to inform the public to
take proper outdoor activities. However, estimation of AQI neglects the coupled health effects of
exposure to multiple criteria air pollutants. Health-risk based air quality index (HAQI), which is
based on the health risk associated with exposure to multiple air pollutants 42, considers the
established exposure (or concentration)-response relationships between multiple air pollutants.
Hu, et al. 43 compared the AQI and HAQI in six megacities at China, and showed that AQI
underestimated the health risks associated with exposure to multiple pollutants, especially when
extreme event occurred. HAQI has shown improvement over the existing AQIs in various
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countries and regions in previous studies 44-48, but no health risks studies has been done in Delhi
based on HAQI analysis.
The objective of this study is to examine the temporal and spatial variations of PM2.5
concentrations based on observation data at 10 sites in Delhi, 2017. The correlations between
different pollutants in available sites were investigated. Two extreme events for PM2.5 were
selected to understand the effects of meteorological conditions and source of pollutants. The
health risks associated with six criteria pollutants were evaluated based on HAQI. This study
provides valuable information for developing strategies in reducing air pollution in Delhi.
2.2 Method
2.2.1 Monitoring sites and data sources
Measurements of air pollutants in 2017 at 7 urban sites and 3 sub-urban sites in Delhi
were analyzed in this study. All the sites are listed in Table 1 and the locations are shown in
Figure 1. Hourly concentration of PM2.5 at all 10 sites and hourly concentrations of PM10, O3,
NO2, SO2 and CO at available sites were obtained from the official website of CPCB
(http://cpcb.nic.in/real-time-air-quality-data/). All sites are divided into two catalogs. The
division of urban and sub-urban sites is based on the distance to city center except for site 10,
which is identified as a sub-urban site since it is located at a forest park in city center. CO was
measured using non-dispersive infrared spectroscopy, O3 and NO2 using Chemiluminescence,
SO2 using ultra violet fluorescence, PM2.5 and PM10 using tapered element oscillating
microbalance (http://cpcb.nic.in/air-quality-standard/). Credibility check was conducted on the
dataset to exclude invalid data before average calculation. The daily average concentrations were
calculated only for days with more than 20-hour valid data. Pearson's correlation coefficients
were calculated to understand the relationships between pollutants at ITO site since it is the only
8

site had all pollutants monitored. Meteorological factors (wind speed, wind direction,
temperature, and relative humidity) used to analyze the extreme events of PM2.5 were obtained
from National Climate Data Center (NCDC) of National Oceanic and Atmospheric
Administration (NOAA).
Table 1. Information of the observation sites.
Site number
Site Name
Site type
1
Anand Vihar
Urban
2
ITO
Urban
3
Punjabi Bagh
Urban
4
Rk Puram
Urban
5
Shadipur
Urban
6
Sirifort
Urban
Delhi Technological
7
University (DTU)
Urban
8
Dwarka
Sub-urban
Institute of Human
Behaviour and Allied
9
Sciences (IHBAS)
Sub-urban
10
Mandir Marg
Sub-urban

Figure 1. Location of the observation sites in Delhi.
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Longitude (N)
28.65
28.63
28.66
28.56
28.65
28.55

Latitude(E)
77.30
77.24
77.12
77.17
77.16
77.22

28.75
28.57

77.12
77.01

28.68
28.63

77.30
77.19

2.2.2 Back trajectory and cluster analysis
Back trajectory and cluster analysis was conducted to estimate sources of air masses that
led to high PM2.5 concentrations during Diwali holiday (Nov.6th to Nov.14th) and Christmas
(Dec.18th to Dec.26th) in 2017. The online Hybrid Single Particle Lagrangian Integrated
Trajectory Model (HYSPLIT) 49 was used to calculate the trajectories. In order to identify the
regions contributing to high PM2.5 concentration in Delhi, the trajectories were grouped into
clusters using open air package in R 50. K-mediods clustering algorithm was used to group
trajectories into clusters based on the Euclidean distance between the trajectories. The optimum
no of clusters was evaluated such that each cluster represent unique group of trajectories and
represent distinct transport patterns and originate from different potential source regions, which
was evaluated using non-parametric tests as described by Ghosh, et al. 51.
2.2.3 Health risks analysis
Cairncross, John and Zunckel 44 implied total excess risk (ER) to establish an exposureresponse relationship of criteria pollutants. Excess risk (ERi) for pollutant i can be calculated
using Eq. 1:
𝐸𝑅𝑖 = exp[𝛽𝑖 (𝐶𝑖 − 𝐶𝑖,0 )] − 1, 𝑤ℎ𝑒𝑛 𝐶𝑖 > 𝐶𝑖,0

(1)

where βi is the exposure-response coefficient, representing the additional health risk of
pollutant i. The β values for PM2.5, PM10, SO2, NO2, O3 and CO are 0.069%, 0.015%, 0.081%,
0.088%, 0.048%, and 0.00377% for every 1 μg/m3 increase 39, 52.Ci is the concentration of
pollutant i, and Ci,0 is threshold concentration of pollutant i. In this study, Ci,0 values were
classified based on the India NAAQS (http://cpcb.nic.in/air-quality-standard/). Eq.1 shows that
there is no additional health risk when the concentration of pollutant i is less than Ci,0.
The total excess risk can be calculated as Eq.2:
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𝐸𝑅𝑡𝑜𝑡𝑎𝑙 = ∑𝑛𝑖=1 𝐸𝑅𝑖

(2)

The equivalent relative risk (RRi*) can be defined as Eq.3 43 based on assumption of the
ER of a pollutant i is equal to ERtotal:
𝑅𝑅𝑖∗ = 𝐸𝑅𝑡𝑜𝑡𝑎𝑙 + 1 = exp[𝛽𝑖 (𝐶𝑖∗ − 𝐶𝑖,0 )]

(3)

The equivalent concentration of i (Ci*) can then be estimated using Eq.4:
𝐶𝑖∗ =

ln(𝑅𝑅𝑖∗ )
𝛽𝑖

+ 𝐶𝑖,0

(4)

The equivalent concentration of i (Ci*) incorporated the health effects from all six criteria
pollutants is used to calculate HAQI based on Eq.5-6:
𝐻𝐴𝑄𝐼𝑖 =

(𝐼ℎ𝑖𝑔ℎ −𝐼𝑙𝑜𝑤 )
(𝐶ℎ𝑖𝑔ℎ −𝐶𝑙𝑜𝑤 )

(𝐶𝑖∗ − 𝐶𝑙𝑜𝑤 )+𝐼𝑙𝑜𝑤

(5)

𝐻𝐴𝑄𝐼 = max(𝐻𝐴𝑄𝐼𝑖 ) , 𝑖 = 1 𝑡𝑜 6

(6)

Where Ihigh is the index breakpoint corresponding to Chigh. Ilow is the index breakpoint
corresponding to Clow. Chigh is the concentration breakpoint that is larger than Ci*. Clow is the
concentration breakpoint that is smaller than Ci*. The reference concentrations for the pollutants
in different health categories are provided by CPCB 53.
2.3 Results and discussions
2.3.1 Annual and seasonal concentrations of pollutants
Table 2 summarizes the annual and seasonal average concentrations of PM2.5 in the 10
monitoring sites in Delhi. Annual PM2.5 concentrations exceed the NAAQS (60 µg/m3) at all the
sites and has a range from 105.51 (site 10) to 143.23 µg/m3 (site 7). Some sub-urban sites (site 9
and 10) have lower PM2.5 values than urban sites. The NAAQS limits in Delhi was observed to
be exceeded on 299 days out of 365 days in 2017. Site 2 recorded the maximum no of days (337
days) which exceeded NAAQS limits while site 3 recorded the minimum no. of days (262 days).
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PM2.5 concentrations have a significant trend with highest in winter, followed by post-monsoon,
pre-monsoon and lowest in monsoon. The highest concentration occurs at site 6 with 241.48
µg/m3 in winter and lowest concentration also occurred at site 6 with 42.48 µg/m3 in monsoon.
Generally, the overview of PM2.5 concentrations among all sites shows severe air pollution in
Delhi with the annual averaged concentration (129.01 µg/m3) being twice higher than the
NAAQS limits and there are almost 300 days with PM2.5 issues in Delhi, 2017.
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Table 2. Annual and seasonal PM2.5 concentrations at all observation sites during 2017 and the number of days exceeding the NAAQS.

Sites

Annual
concentration
(µg/m3)

Number of
days
exceeding
NAAQS

Pre-monsoon

Monsoon

Post-monsoon

Winter

Anand Vihar

143.11

310

132.13

56.29

182.97

212.60

ITO

124.65

337

88.71

74.68

156.06

182.63

Punjabi Bagh

123.73

262

94.24

44.78

163.08

186.67

Rk Puram

125.38

280

114.50

56.59

167.17

183.94

Shadipur

129.03

279

128.74

60.59

172.23

164.25

Sirifort

137.38

334

93.89

42.48

166.54

241.48

Delhi Technological
University (DTU)

143.23

289

109.22

48.43

195.51

221.20

Dwarka

134.61

303

143.15

102.58

156.64

136.12

Institute of Human
Behaviour and Allied
Sciences (IHBAS)

123.45

312

117.14

72.90

141.96

149.12

Mandir Marg

105.51

285

78.97

45.85

146.11

157.21

Average

129.01

299

110.07

60.52

164.83

183.52
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The annual and seasonal average concentrations of other criteria pollutants are listed in Table 3. Since not all the sites reported
six criteria pollutants, Table 3 only lists the average concentration in sites with available data. PM10 is the major pollutants in AQI
except for PM2.5, which has an annual concentration of 399.56 µg/m3 and served as major pollutants in AQI for 25.20% days. Peak
PM10 concentration occurs at winter with 477.85 µg/m3. O3 is also an important pollutant with ~ 90 days exceeding NAAQS and
peaks in pre-monsoon with 85.67 ppb. NO2, SO2 and CO have annual average concentrations of 31.94 ppb, 12.57 ppb and 1.12 ppm,
respectively.
Table 3. Annual and seasonal pollutants concentrations during 2017 and the number of days exceeding the NAAQS.
Species

Concentration

Number of days
exceeding NAAQS

Pre-monsoon

Monsoon

Postmonsoon

Winter

Ratio as major
pollutant in AQI

PM2.5
(µg/m3)

129.01

299

110.07

60.52

164.83

183.52

50.50%

PM10
(µg/m3)

399.56

312

474.58

262.39

390.57

477.85

25.20%

O3-1h
(ppb)

75.69

85

85.67

83.45

75.56

64.45

19.50%

NO2 (ppb)

31.94

70

15.06

28.94

51.34

32.87

3.20%

SO2 (ppb)

12.57

36

13.4

8.75

12.8

15.39

1.52%

CO (ppm)

1.12

23

0.83

1.1

1.24

1.33

0.08%
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Figure 2 shows fractions of major pollutants served as AQI for Delhi in four seasons. In
winter and post-monsoon, PM2.5 is the major pollutants in AQI for 64% and 62% days,
respectively. O3 serves as the major pollutants in AQI in summer for 46.9% days. PM10 do not
have a significant seasonal trend and serves as major pollutants in AQI for ~ 20% days in all
seasons. Other criteria pollutants take less than 10% days in all seasons as major pollutants in
AQI. The results show that high PM2.5 concentration is the major problem in winter while O3
problem is more severe in summer.

Figure 2. Fractions of major pollutants for Delhi in four seasons, 2017.
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2.3.2 Daily, diurnal and weekly variations of pollutants in urban and sub-urban sites
Figure 3 shows daily averaged PM2.5 concentrations at all observation sites. The similar
seasonal trends can be observed with two extreme peaks highlighted by black boxes. From
January to March, daily PM2.5 concentration drops gradually from about 300 µg/m3 to 200 µg/m3
at most sites except for an increase occurs at Dwarka (site 7). PM2.5 remains relatively low level
during May to October with a daily concentration lower than 200 µg/m3, then it is increasing
from October to November and has a peak (higher than 500 µg/m3) from Nov.6th to Nov.14th at
all sites. The celebration of Diwali days could be a main reason for this peak event with huge
emissions of primary PM2.5 54. Although PM2.5 concentration decreases slightly from late
November to early December, another peak occurs from Dec.18th to Dec.26th with a
concentration higher than 400 µg/m3. Also, daily concentrations at sub-urban sites like Dwarka
(site 8), IHBAS (site 9) and Mandir Marg (site 10) are lower than urban sites. Similar conclusion
also can be found in Figure 4. The frequencies plot of PM2.5 concentrations between urban and
sub-urban sites clearly shows the ratio of PM2.5 lower than 60 µg/m3 at urban sites is 29.6% days
while it is 40.5% at sub-urban sites. Higher frequency in low concentration range indicates that
sub-urban areas of Delhi suffer less PM2.5 pollution than urban district. It is important to note
that urban and sub-urban sites have 3.3% and 1.7% days suffering PM2.5 concentrations higher
than 450 µg/m3, which indicates the extreme pollution caused high PM2.5 concentrations.
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Figure 3. Daily averaged PM2.5 concentrations at all observation sites (Two extreme events were
highlighted by black boxes. Units are µg/m3).

Figure 4. Frequencies of PM2.5 concentrations between urban and rural sites (Dash line indicates
IAAQS criteria).
Diurnal variations of PM2.5 between urban and sub-urban sites on episode and nonepisode days are shown in first row of Figure 5. Average diurnal PM2.5 concentration in urban
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sites drops gradually at midnight from midnight to 7 in the morning, then it increases from 7 to 9
a.m. due to emissions of morning rush hour and reaches ~ 170 µg/m3. The concentration
decreases again from 10 a.m. to 4 p.m. to ~ 100 µg/m3, and then PM2.5 keeps increasing from 5
p.m. until midnight reaches ~ 190 µg/m3. On episode days, diurnal variations of PM2.5 shows
similar trend with averaged PM2.5 and dramatically higher concentrations and stronger diurnal
variations in the episode days than in the non-episode days. Although sub-urban sites follow
same diurnal variations with urban sites, the concentration is significantly lower with a peak of ~
110 µg/m3 at noon. Compared with PM2.5, PM10 shows a more significant peak at noon time with
~ 580 µg/m3 at episode days, but the pattern of variations is similar. O3 shows a different diurnal
variation compared with PM2.5 and PM10, while it remains a low level during night and increases
after sunrise with a peak of ~ 100 ppb at noon on episode days. The periodical variations show
that O3 concentration increases with the existence of sunshine in the morning and decreases with
sunset at night because sunshine is the required photochemical condition in O3 formation.
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Figure 5. Diurnal variation of PM2.5, PM10 and gas species concentrations between all
observation sites in the episode and non-episode days (Black line shows episode day, green dash
line shows non-episode days and red line shows average. Units are µg/m3 and ppb for gas
species).
Weekday-weekend differences in ambient air pollutant concentrations have been
discovered in many previous studies because the weekly activities circle of human greatly effect
emissions of primary PM 55-57. Figure 6 shows the weekday/weekend ratios of PM2.5 at all sites
in Delhi and averaged ratios of PM10, O3-1h, NO2, SO2 and CO. PM2.5 concentrations on
weekdays are slightly higher than concentrations on weekends at majority of sites, with the
weekday/weekend ratios of PM2.5 in the range of 1.0–1.2 except site ITO (site 2) and Rk Puram
(site 4) have ratios about 1.4. The heavy traffic on weekdays and reduced traffic on weekends
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may be the reason for the significant weekly differences at these two sites as they are located
near main road of Delhi. Also, the weekday/weekend ratios of PM10 is about 1.5. The reduced
industry and construction activities during weekends could be the main reason. Small weekdayweekend variations are found for the gas pollutants, with ratios mostly within the range of 0.9–
1.1, and only NO2 exceeded 1.2. The ratios are smaller than previous studies listed above,
indicating that the weekday-weekend differences were not typical in Delhi, 2017.

Figure 6. Weekday/weekend ratios of PM2.5 and other pollutants in Delhi.

2.3.3 Relationships between criteria pollutants
Figure 7 shows the annual averaged PM2.5 to PM10 ratios (PM2.5/PM10) at all available
sites on episode days and non-episode days in Delhi. The most significant ratio increases from
0.42 on non-episode days to 0.61 on episode days at site ITO (site 2), while the least increases
from 0.31 on non-episode days to 0.35 on episode days at site Anand Vihar (site 1). The
increasing in PM2.5/PM10 ratios suggests more secondary PM2.5 are generated during high PM2.5
pollution episodes 57, 58, Although the differences in ratios on episode and non-episode days are
not statistically significant based on the standard deviation shown as error bars in Figure 7,
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control strategies that include secondary PM2.5 should be more effective to reduce PM2.5
concentrations in episode days.

Figure 7. PM2.5/PM10 ratios in the PM2.5 episode days and non-episode days at all sites in Delhi.

Pearson correlation coefficients are also estimated to understand the interconnection
between pollutants, and it is used widely in examine correlation between criteria pollutants 59, 60.
R ≥0.5, 0.25≤R<0.5, and 0<R≤0.25 indicate strong, moderate, and weak positive correlations,
respectively. Relatively, species are weakly, moderately, to strongly negatively correlated with 0.25<R<0, -0.5<R≤-0.25, and R≤-0.5 61, 62. Table 4 shows the Pearson correlation coefficients
between different pollutants. PM2.5 is highly correlated (R>0.5) with PM10, and SO2. The highly
correlated relationship reveals that these species have similar atmospheric accumulation process
during certain meteorological conditions. Previous studies shows power plants, vehicles, and
residential activities are the major sources of these species 63-65. O3 have slightly negative
correlations with PM2.5, PM10, NO2, SO2, and CO since O3 is formed secondarily and the
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meteorological conditions that favor meteorological conditions for O3 formation may cause
dispersion of these products.
Table 4. Pearson correlation coefficient analysis between. Different colors show the coefficients
are in different ranges: Red (R≥0.5), Yellow (0.25≤R<0.5), White (0<R≤0.25), and Blue
(−0.25<R<0).
PM2.5
PM2.5
PM10

PM10

O3

NO2

SO2

CO

0.90

-0.05

0.15

0.34

0.23

-0.11

-0.03

0.34

0.24

-0.06

-0.09

-0.25

0.08

0.10

O3
NO2
SO2

0.27

CO

2.3.4 Extreme episode analysis
Two extreme episodes with top two highest PM2.5 concentrations are identified to Diwali
holiday (Nov.6th to Nov.14th) and Christmas (Dec.18th to Dec.26th) in Delhi, 2017. Table 5
shows episode averaged PM2.5 concentrations in all sites of Delhi. The episode averaged
concentration are 429.41 µg/m3 and 224.20 µg/m3 in Nov.6th to Nov.14th and Dec.18th to
Dec.26th, respectively.
Table 5. Averaged PM2.5 concentrations during selected episodes in all sites of Delhi (Units are
µg/m3).
11/06-11/14

12/18-12/26

Anand Vihar

491.61

289.66

ITO

389.81

242.22

Punjabi Bagh

488.62

255.51

Rk Puram

403.28

200.79

Shadipur

410.98

176.02

Sirifort

452.55

237.81

DTU

560.51

298.05

Dwarka

364.48

170.78

IHBAS

284.72

158.18

Mandir Marg

447.60

213.03

Average

429.41

224.20
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Figure 8 shows the hourly variations of PM2.5 and hourly O3 concentrations together with
meteorology observations during the two episodes. PM2.5 concentration shows a clear week-long
periodic change in Nov.6th to Nov.14th in the left panel of Figure 8. It increases from about 100
µg/m3 to over 900 µg/m3 in the morning of Nov.6th and maintains the high concentrations for 45 days before dropping rapidly to 200 µg/m3 in several hours at Nov.14th. O3 concentration
changes diurnally with the surface temperature because high temperature and intense sunshine is
easier to drive the photochemical reaction of O3 formation, and O3 decreases together with PM2.5
at the end of this cycle. Wind variations are consistent with PM2.5 variations. When PM2.5
concentration increases and stays at high level, wind speed is less than 0.5 m/s. The stagnated
meteorological conditions with low wind speed and warm temperature keeps PM2.5 concentration
at a high level during this event, and massive fireworks emission from Diwali holiday may be
another reason for this extreme event. During the second extreme event from Dec.18th to
Dec.26th, PM2.5 concentration shows a different variation compared with previous event. PM2.5
concentration stays at a low level except a peak with about 900 µg/m3 occurred at Dec.24th and
O3 remains low concentration during the event. Although different variations are observed, the
relationships between meteorological conditions and pollutants are the same. With wind speed
increase to over 1 m/s, PM2.5 concentration significantly drops at noon of Dec.22nd and
Dec.23rd.
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Figure 8. Time series of averaged PM2.5 and O3 concentrations at all sites and meteorological
parameters during an extreme episode of 11/06-11/14/2017 (left) and 12/18-11/26/2017 (right).

The backward trajectory and cluster analysis of air parcels arriving Delhi during two
extreme episodes are also calculated further reveals the sources of pollutants. Figure 9 shows
optimum numbers of clustered trajectories and their contributions to air mass in Delhi for two
extreme events based on starting height at 500m and 72-h back trajectory results. During event
from Nov.6th to Nov.14th, 54.2% of air mass is transported from adjacent northwest states of
Punjab and Haryana and 11.9%, 11.2% of air mass comes from the northeast, east states
respectively. Long range transport from outside countries only takes 6.8% of total air mass,
which indicates emissions from local source and adjacent states should be the main reason for
this severe pollution event. In second episode, 80.6% of air mass is transported from northeast
Pakistan which traverses through north-western states of Punjab and Haryana to Delhi and only
19.6% of air mass is long-ranged transported from Mideast during the second extreme event
from Dec.18th to Dec.26th. The backward trajectory and cluster analysis shows the wind coming
from northwest of Delhi, where massive anthropogenic emissions are generated, brings the high
concentrations of air pollutants to Delhi.
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Figure 9. Optimum numbers of clustered trajectories and their contributions to air mass in Delhi
for two extreme events.

2.3.5 Health risks analysis
Excess risk (ER) shows an exposure-response relationships of criteria pollutants and can
reveal the additional health risks due to the six criteria pollutants when their concentrations are
higher than NAAQS 44. The average ER values for all criteria pollutants and their fraction in
total ER are shown in Figure 10. The ER values fluctuate greatly among different pollutants,
ranging from 0.01% (SO2) to 5.89% (PM2.5) with a total ER of 9.57%. Among the six pollutants,
PM2.5 and PM10 are the two major species that contributed the majority of total ER (72.21%, as
shown in the pie chart in Figure 10); CO typically ranks the third with 10.68% of total ER. NO2
and SO2 only contributes 6.15% and 0.01% to total ER, although its pollution can be serious. The
results reveal that PM2.5 and PM10 are top two threatens to public health among the six criteria
pollutants.
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Figure 10. Averaged excess risk (ER) of criteria pollutants (left) and their fractions in total
excess risk (right).

The number of days in different health risk categories based on AQI values are shown in
Figure 11, and each category is further classified by the different levels of HAQI values. It is
easy to find that distribution of data is different based on different types of classifications. There
is no misclassification when AQI is less than 100 (AQI-based health days), as HAQI is equal to
AQI. For AQI-based light pollution days (100<AQI<200), 33%, 29% and 12% of days would be
moderate, serious and even severe pollutions based on HAQI values. For AQI-based moderate
pollution days (200<AQI<300), HAQI groups 36% and 32% of them into days of serious and
severe pollutions. For AQI-based serious pollution days (300<AQI<400), 81% of days would be
with severe pollution if based on HAQI. In general, the results reveal that the health risks are
underestimated based on the current simple AQI system in many days. Stricter air pollution
controlling strategy need to be take and health risks of air pollution should be evaluated based on
multiple indices like HAQI not only AQI.
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Figure 11. Comparisons of HAQI-classified health risk categories with the AQI-classified
categories.
2.4 Conclusion
In this study, criteria air pollutants data collected at 10 sites in Delhi, 2017 were
analyzed. None of the 10 sites met the NAAQS standard for PM2.5. The peak PM2.5
concentrations occurred at the Diwali in early November and Christmas. Delhi suffers high
annual averaged concentration (129.01 µg/m3) higher than 2 times the NAAQS and Delhi has
almost 300 days with PM2.5 issues in 2017. O3 is also an important pollutant with ~ 90 days
exceed NAAQS and peaks in pre-monsoon with 85.67 ppb. Sub-urban areas of Delhi suffer less
PM2.5 pollution than urban district. Only PM10 was higher in weekdays than weekend with a ratio
of ~ 1.5, other pollutants did not show significant differences. PM2.5/PM10 ratio in episode higher
than non-episode time. Pearson correlation coefficients showed O3 concentrations were
negatively related with CO, SO2, and NO2 slightly, while PM2.5 concentrations were positively
related to CO and SO2 as Pearson correlation coefficients were 0.23 and 0.34 respectively. Two
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extreme events from Diwali holiday (Nov.6th to Nov. 14th) and Christmas week (Dec. 18th to
Dec. 26th) were further discussed. The stagnated meteorological conditions with low wind speed
and warm temperature increased PM2.5 concentrations. Backward trajectory and cluster analysis
showed northwest wind to Delhi caused the high concentrations of air pollutants at Delhi since
massive anthropogenic emissions were emitted. In six criteria pollutants, PM2.5 and PM10 were
two major threatens to public health and health risks were underestimated based on the current
simple AQI system in many days. Future research can focus on the mechanism of local
pollutants at a larger scale and longer time span of north India.
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CHAPTER 3. YEAR-LONG SIMULATION OF GASEOUS AND
PARTICULATE AIR POLLUTANTS IN INDIA
3.1 Introduction
Ever increasing population coupled with rapid growth of industries and urbanization has
led to significant air pollution in the world. The situation is more alarming in developing Asian
countries like India and China, which together house 36.5% of the world’s population 1. In
comparison to China, while studies are limited, air quality is worse in India. For example,
according to World Health Organization (WHO)’s reports, 15, 21 and 18 Indian cities featured in
top 50 worst polluted cities with PM10 in 2011, 2014 and 2016, while China had 5, 1 and 5 for
the same years, respectively 2-4. Such high concentrations of PM led to enormous pre-mature
mortality in India 5-8. Although people spend most of their time in enclosed rooms 66, previous
studies 67-69 in India have shown that outdoor air pollution significantly affects indoor air quality.
Thus, understanding the ambient concentrations of air pollutants in different parts of the country
will aid in assessing overall mortality associated with pollution exposure in future.
Studies have been conducted to understand the severity of air pollution, the benefits of
regulations, and potential control methodologies in India by analyzing ground based
measurements 36, 70-74. For example, despite the implementation of compressed natural gas as
primary fuel for public transport in Delhi since April 2001, Ravindra, Wauters, Tyagi, Mor and
Van Grieken 36 observed a decrease in CO, SO2 and PAHs, but an increase in PM10 and NOx
concentrations, in Delhi from 2000 to 2003, due to increase in number of vehicles and ineffective
catalytic converters. Beig, et al. 75 showed that NOx, PM and ozone (O3) levels were higher than
the WHO approved levels, even though control measures were taken during the Common Wealth
¯¯¯¯¯¯¯¯¯¯¯
This chapter was previously published as: Kota, S.H., Guo, H., Myllyvirta, L., Hu, J., Sahu, S.K.,
Garaga, R., Ying, Q., Gao, A., Dahiya, S., Wang, Y., Zhang, H., 2018. Year-long simulation of
gaseous and particulate air pollutants in India. Atmospheric Environment 180, 244-255. © 2018
Elsevier Ltd. and is reproduced here by permission of my co-authors.
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Games (CWG) in 2010. Moreover, there were instances where these levels were higher than
before and after games period. Satellite retrieved data was also used to study the air quality in
India 76-79. Ghude, et al. 80 estimated NO2 hot spots in the country using European Remote
Sensing Satellite (ERS2) and Environmental Satellite (Envisat). Badarinath, et al. 81 used
National Aeronautics Space Administration (NASA)’s Moderate Resolution Imaging
Spectroradiometer (MODIS) Aerosol Optical Depth (AOD) data to study the impact of
agricultural burning in Indo-Gangetic plane on the Arabian Sea. Anu Rani, et al. 82 observed
higher MODIS AOD in Indo-Gangetic plane coinciding with crop residue burning season.
Even though these studies give insight into the status of air quality, the analysis is often
confined to the observation site and is costly. Regional chemical transport models (CTMs)
provide prediction of air pollutants with high resolution of temporal and spatial distributions.
Gupta and Mohan 15 predicted PM10 concentrations in New Delhi for a month using emissions
obtained by Emissions Database for Global Atmospheric Research (EDGAR) in Weather
Research and Forecasting Model with Chemistry (WRF-Chem) model. Marrapu, et al. 83 used
WRF-Chem model to predict speciated PM and gaseous pollutants during the CWG using the
emission inventories developed during System of Air Quality Forecast and Research (SAFAR) 84
project for Delhi and Intercontinental Chemical Transport Experiment-B (INTEX-B) 85 for other
regions. Roy, et al. 86 used a regional chemistry transport model (CTM) to study seasonal
variation of O3 and its precursors using emissions from Beig and Brasseur 87. Jena, et al. 88
studied the influence of biomass burning on springtime O3 using WRF-Chem and fire emissions
from national center for atmospheric research (NCAR). Sarkar, et al. 89 predicted gaseous
pollutants for three months using WRF-CAMx and emissions estimated from Pandey, et al. 90.
Gupta and Mohan 91 studied the sensitivity of different chemical mechanisms used in WRF-
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Chem in predicting O3 in New Delhi. Ghude, et al. 92 predicted PM2.5 and O3 in the country using
a year-long 36 km horizontal resolution WRF-Chem model simulation with EDGAR emissions
recently. However, as the goal of that study was to estimate premature mortality due to
pollutants, the seasonal variation of those pollutants in different regions of the country wasn’t
discussed.
The goal of this study is to carry out a one-year long simulation to predict concentrations
of gaseous pollutants as well as PM2.5 and its components, whose observations are rarely
available in India. This is of the first study that helps to understand the seasonal variation of
criteria air pollutants in all regions of India. This would aid in validating the available emission
inventories and to better design control strategies in future. The government of India came up
with an official air quality index in 2014 to inform the public about the status of air quality in the
country. To support this, the concentrations of regulated air pollutants are regularly monitored
and reported at different locations in the country by the central pollution control board (CPCB).
This study validates the model at different regions of the country with the available observation
data. This helps in identifying problems existing in simulating air pollutants in India, which helps
future studies to explore right places for improvements. The predicted concentrations in this
study would be used subsequently in other studies to understand the dominant sources sectors
and regions in the country and assess the potential health risk 93.
3.2 Method
The Community Multi-scale Air Quality Model (CMAQ) 94 version 5.0.2 was used in this
study with SAPRC-11 photochemical mechanism 95 and AERO6 aerosol chemistry module 96.
Changes made to better predict the secondary organic and inorganic components of PM2.5 were
discussed in detail in Hu et al. (2017) and are only briefly summarized here: (i) heterogeneous
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chemistry pathways to estimate the formation of sulphate and nitrate from SO2 and NO2 in the
gas phase 97, (ii) more detailed treatment of isoprene oxidation chemistry 98, (iii) SOA yields
were corrected for vapor wall-loss 99, and (iv) improvement in predicting secondary organic
aerosol (SOA) by adding surface controlled reactive uptake of dicarbonyls, isoprene epoxydiol
and methacrylic acid epoxide 98, 100. All the hours in 2015 were simulated using the CMAQ
model with a horizontal grid resolution of 36 km (117 X 117 grids) covering India and parts of
the surrounding countries in Asia as shown in Figure 12. The resolution was determined by
considering computing capacity, resolution of available inputs, and the scientific problems.
There were 18 layers in the model with surface layer thickness of 35 m and the overall model
height of 20 km.

Figure 12. India map with the locations of nine cities selected for analysis. The color of each dot
on the city shows the averaged predicted PM2.5 concentrations in that city.
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Annual anthropogenic emissions of CO, NOx, SO2, ammonia, non-methane volatile
organic compounds (VOCs), PM2.5, PM10, element carbon (EC) and organic carbon (OC) were
generated from EDGAR, version 4.3 (http://edgar.jrc.ec.europa.eu/terms_of_use.php). Yearly
and seasonal averaged emissions of PM2.5, its primary components i.e. OC and EC, and gaseous
pollutants CO, NOx, SO2, and VOCs are shown in Figure 13. All the pollutants had maximum
emissions in Indo-Gangetic plain. The emissions of all the pollutants were more in winter
compared to other seasons. Winter PM2.5 emissions were 400, 500, 150 and 100 g/s in north,
east, west and south Indian cities, respectively. EC and OC emissions had similar spatial
distribution as PM2.5. NOx emissions were high in north India (6-8 moles/s) and south India
along the coast (2-4 moles/s), with central and east India being low. VOC emissions were
maximum in the Indo-Gangetic plain (20 moles/s) and minimum in south India (5 moles/s). SO2
emissions in north India were much higher than other regions and were mainly from point
sources. CO emissions were 10-20 moles/s in north and south India, and comparatively low in
other parts of the country.
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Figure 13. Yearly and seasonal average emissions of PM2.5 (g/s), EC (g/s), OC (g/s), NOx
(mole/s), VOCs (mole/s), SO2 (mole/s) and CO (mole/s) in India in 2015.
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The US EPA’s SPECIATE 4.3 source profiles were used to estimate emissions for
different VOCs and PM components 101. The re-gridded emissions of individual species were
mapped to model species needed by the SAPRC photochemical mechanism and the AERO6
aerosol module. An in-house preprocessor was used to generate hourly emissions based on
monthly, weekly and diurnal temporal allocation profiles as mentioned in Wang et al. 101 and
references within. The base year of EDGAR v4.3 is 2010, and source specific scaling factors
listed in Tables 6-8 were used to adjust the emissions to 2015. All the species of emissions were
cataloged into PM, VOCs, SO2 and NOX. Energy emissions of all states in 2010 were multiplied
by the factors listed in Table 6, which were based on statewide power plant reports of coal
consumption increase and emission controls from 2010 to 2015. On-road and off-road factors
listed in Table 7 were based on statewide transportation report of petroleum products
consumption increase and emission control in 2010 and 2015
(http://www.petroleum.nic.in/docs/pngstat.pdf). Agriculture, industry and residential emissions
were adjusted based on the nationwide scaling factors of emissions increase from 2010 to 2015
(http://www.indiaenvironmentportal.org.in/files/file/pngstat.pdf) in Table 8.
Table 6. Scaling factors of energy sector for different states to convert emissions in 2010 to
2015.
State
PM VOCs NOx SO2
Andhra Pradesh
Arunachal Pradesh
Assam
Bihar
Chhattisgarh
Capital Region
Goa
Gujarat
Haryana
Himachal Pradesh
Jammu&kashmir

1.011
1.011
1.099
1.694
1.643
0.374
1.425
1.425
1.148
1.000
1.000

(Table cont'd)
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1.030
1.160
1.040
1.730
1.800
1.190
0.740
1.600
1.300
1.000
1.000

1.034
1.160
1.298
1.734
1.813
0.374
0.740
1.631
1.445
1.000
1.000

1.029
1.140
1.045
1.734
1.799
0.374
0.740
1.595
1.299
1.000
1.000

State

PM VOCs NOx
SO2
Jharkhand
2.166 2.220 2.219 2.217
Karnataka
1.407 1.430 1.460 1.439
Kerala
1.000 1.000 1.000 1.000
Madhya Pradesh 1.432 1.620 1.639 1.624
Maharashtra
1.268 1.460 1.479 1.455
Manipur
1.432 1.500 1.500 1.500
Meghalaya
1.022 1.030 1.066 1.031
Mizoram
1.022 1.100 1.100 1.100
Nagaland
1.022 1.230 1.230 1.230
Odisha
1.048 1.130 1.145 1.135
Punjab
0.665 0.850 0.850 0.850
Rajasthan
1.129 1.330 1.388 1.328
Sikkim
1.129 0.950 0.950 0.950
Tamil Nadu
1.858 1.960 2.002 1.959
Telangana
3.324 3.360 3.370 3.356
Tripura
1.228 1.010 1.010 1.010
Uttar Pradesh
1.228 1.340 1.358 1.343
Uttarakhand
1.341 2.020 2.024 2.024
West Bengal
1.144 1.260 1.262 1.261

Table 7. Scaling factors of on-road and off-road sectors for different states to convert emissions
in 2010 to 2015.
State
PM
VOCs
NOx
SO2
Andhra Pradesh
Arunachal Pradesh
Assam
Bihar
Chhattisgarh
Capital Region
Goa
Gujarat
Haryana
Himachal Pradesh
Jammu & Kashmir
Jharkhand
Karnataka
Kerala
Madhya Pradesh
Maharashtra
Manipur

0.840
1.004
0.857
0.828
0.981
0.922
0.661
0.952
0.807
0.875
0.871
0.915
1.010
0.958
0.898
0.825
1.327

(Table cont'd)
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0.997
1.197
1.017
0.982
1.167
1.114
0.777
1.136
0.962
1.042
1.036
1.090
1.203
1.142
1.067
0.981
1.577

0.956
1.181
0.969
0.932
1.136
1.310
0.674
1.128
0.957
1.025
1.003
1.073
1.187
1.133
1.027
0.953
1.508

1.139
1.379
1.159
1.118
1.339
1.337
0.864
1.311
1.111
1.199
1.187
1.255
1.385
1.318
1.220
1.125
1.802

State
Meghalaya
Mizoram
Nagaland
Odisha
Punjab
Rajasthan
Sikkim
Tamil Nadu
Telangana
Tripura
Uttar Pradesh
Uttarakhand
West Bengal

PM
0.763
0.981
0.824
0.840
0.798
0.974
0.720
0.834
0.840
0.805
0.820
0.901
0.814

VOCs
0.908
1.168
0.985
0.997
0.951
1.159
0.852
0.989
0.997
0.956
0.974
1.072
0.967

NOx
0.886
1.144
1.003
0.953
0.948
1.137
0.800
0.947
0.956
0.916
0.933
1.041
0.932

SO2
1.042
1.343
1.144
1.138
1.099
1.333
0.968
1.130
1.139
1.093
1.112
1.229
1.106

Table 8. Scaling factors of nationwide emissions of agriculture, industry and residential sectors
from 2010 to 2015.
Agriculture
Industry
Residential

PM
0.900
1.470
1.033

VOCs
1.120
1.418
1.034

NOx
0.891
1.407
1.028

SO2
0.769
1.363
1.003

Model for Emissions of Gases and Aerosols from Nature (MEGAN) version 2.1 102 was
used to generate biogenic emissions., with the plant function types based on the Global
Community Land Model (CLM 3.0) files and 8 day MODIS leaf area index (LAI) data.
Additionally, the fire inventory from National Center for Atmospheric Research (NCAR) 103
was used for open biomass burning emissions. Dust and sea salt emissions were generated in line
during the CMAQ simulations as in Hu, Wu, Zheng, Zhang, He, Chang, Li, Yang, Ying and
Zhang 64. Initial and boundary conditions used for the simulation were based on default data
provided by the CMAQ model for clean continental conditions. The results of first five days
were excluded in the analysis to minimize the impact of initial conditions 104.
Meteorological inputs were generated using WRF version 3.6.1 105 with initial and
boundary conditions from FNL (Final) Operational Global Analysis data on 1.0×1.0 degree grids
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from National Center for Atmospheric Research for every six hours
(http://dss.ucar.edu/datasets/ds083.2/). The WRF model has identical horizontal resolution as
CMAQ model, but has 29 vertical layers. The first eight layers from the surface were the same in
both CMAQ and WRF models. Similar approach has been used in Zhang, Li, Ying, Yu, Wu,
Cheng, He and Jiang 104 and Hu, et al. 106.
3.3 Results and discussions
3.3.1 Model performance of meteorological parameters
Meteorology plays an important role in transformation, emission, deposition and
transport of air pollutants. In this study, wind speed (WS), wind direction (WD), temperature (T)
and relative humidity (RH) predicted by the WRF model was validated using data from the
National Climate Data Center (NCDC) in the simulation domain. Table 1 shows the model
performance using mean bias (MB), gross error (GE) and root mean squared error (RMSE),
along with mean observation and prediction of the meteorological parameters for all the months
in 2015. Table 9 shows the formulae used to estimate the statistical metrics used in this study.
The performance of the model for different parameters were compared with the criteria
suggested by Emery, et al. 107 for a model with grid sizes of 4 to 12 km and shown in Table 10.
Mean bias and gross error of the predicted temperature, at two m, except one month, do not fall
under benchmark. The model does a good job in predicting WS, which is evident from 8, 11 and
11 months falling under suggested criteria for MB, GE and RMSE, respectively. Except two
months for MB and one month for RMSE, all the months do not fall under benchmark for WD.
In addition to uncertainties of the model itself, resolution of 36 km and the topography of India
could be a reason for this as the benchmark suggested by Emery, Tai and Yarwood 107 was based
on finer simulations ( 4 or 12 km resolution) in U.S. Additionally, it also could be due to WRF
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model not considering the feedbacks of aerosols, which could be significant in India. RH is
generally under-predicted except in January.
Table 9: Formulae used to estimate mean bias (MB), gross error (GE), mean fractional bias
(MFB), mean fractional error (MFE), normalized mean bias (NMB) and normalized mean error
(NME).
𝑵

𝑴𝑩 = ∑(𝑷𝒊 − 𝑶𝒊 )
𝒊=𝟏
𝑵

𝑮𝑬 = ∑|𝑷𝒊 − 𝑶𝒊 |
𝒊=𝟏

𝑵

𝟐
𝑷𝒊 − 𝑶𝒊
𝑴𝑭𝑩 = ∑
𝑵
𝑷𝒊 + 𝑶𝒊
𝒊=𝟏

𝑵

|𝑷𝒊 − 𝑶𝒊 |
𝟐
𝑴𝑭𝑬 = ∑
𝑵
𝑷𝒊 + 𝑶𝒊
𝒊=𝟏

∑𝑵
𝒊=𝟏 𝑷𝒊 − 𝑶𝒊
𝑵𝑴𝑩 =
∑𝑵
𝒊=𝟏 𝑶𝒊
𝑵
∑𝒊=𝟏|𝑷𝒊 − 𝑶𝒊 |
𝑵𝑴𝑬 =
∑𝑵
𝒊=𝟏 𝑶𝒊
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Table 10. Monthly model performance of meteorological parameters temperature (T), wind speed (WS), wind direction (WD) and
relative humidity (RH) in 2015 (PRE is mean prediction; OBS is mean observation; MB is mean bias; GE is gross error; and RMSE is
root mean square error).

T (C)

WS (m/s)

WD (◦)

RH (%)

PRE
OBS
MB
GE
RMSE
PRE
OBS
MB
GE
RMSE
PRE
OBS
MB
GE
RMSE
PRE
OBS
MB
GE
RMSE

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

13.7
11.1
2.7
4
4.1
2.4
3.1
-0.7
0.9
1.1
263.4
273.2
-9.8
18
32.3
80.1
78.5
1.6
11.1
20.8

19.2
21.2
-2
2.3
5.2
2.6
2.9
-0.3
1.2
1.5
193.7
176.5
17.1
24.6
44
44.3
47.3
-3
12
26.5

22.9
25.2
-2.2
2.7
5.2
2.7
3.5
-0.8
1.1
1.5
146.1
129.4
16.6
23.1
46.1
54.1
55.1
-1
12.7
22.9

30.2
31.8
-1.7
2.9
4.9
2.8
3.6
-0.8
1.2
1.6
127.7
115.7
12
25.4
52.8
35.3
38.7
-3.4
15.9
21.5

36.7
37.2
-0.5
3.8
5.3
3.6
4
-0.4
2.2
3.3
204.6
193.3
11.2
21.9
48.7
14.6
18.1
-3.5
19.8
25

37.5
38.6
-1.1
4.4
7.3
2.7
3.1
-0.4
1.3
1.6
201.3
189.2
12
29.4
48.2
46.4
49.7
-3.2
23.5
27.3

33.7
31.5
2.2
2.6
3.3
3.3
3
0.2
1.3
1.6
180.2
165.4
14.8
22.3
43.3
70.2
74.9
-4.6
24.7
29.3

33.4
31.7
1.6
2
3.9
2.5
2.4
0.1
1.1
1.3
186.6
201.2
-14.6
21.8
49.4
73.6
76.3
-2.7
26.8
30.2

31.9
30
1.8
2.3
4
2.5
2.7
-0.3
1
1.3
195.1
209
-14
25.7
48.1
55.2
58.9
-3.7
21.9
23.5

28.7
27
1.8
2.2
3.8
2.2
1.9
0.3
1.1
1.4
169.1
187.9
-18.8
28.2
49.9
31.1
36.2
-5.1
21.2
23.7

23.8
20.9
3
3.4
4.7
2.1
1.5
0.6
1.2
1.4
183.8
203.3
-19.5
30.7
41.3
52.2
59.1
-6.9
20.2
23.1

17.6
14.5
3.1
3.3
4.1
2.3
1.8
0.5
1.2
1.4
229.9
234.4
-4.4
19.5
24.5
58.7
66.8
-8.1
18
20.5

Benchmark*

≤ ±0.5
≤ 2.0

≤ ±0.5
≤ 2.0
≤ 2.0

≤ ±10
≤ 30
≤ 30

Note: * are benchmarks limits suggested by Emery, Tai and Yarwood 107, data which do not fall under the limits are shown as bold.
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Similar model performance was also observed in other Asian studies 64, 106, 108. Figures
14-17 show daily variation of observed and predicted meteorological parameters at the nine
major cities shown in Figure 12. Under-estimations of temperature were observed during
monsoon at Mumbai, Hyderabad and Chennai. Few observed wind speed peaks from April to
June at Kolkata were not fully captured. Bengaluru experiences constant southwest winds from
May to October, but the model predicts large variations during this period, although it predicts
generally constant values from southwest to northwest. It is very likely due to the synoptic
influence that the WRF model misses. At Chennai, relative humidity was under-predicted.
Despite these miss-predictions, overall WRF captured majority of trends and peaks in
observations. Generally, WRF model performance is reliable based the comparison with
previous studies mentioned above.
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Figure 14. Daily variation of temperature predicted by WRF with observation data in 9 cities.
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Figure 15. Daily variation of wind speed predicted by WRF with observation data in 9 cities.
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Figure 16. Daily variation of wind direction predicted by WRF with observation data in 9 cities.
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Figure 17. Daily variation of relative humidity predicted by WRF with observation data in 9
cities.
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3.3.2 Model performance of gaseous species and PM2.5
The nine cities with observations include Delhi and Lucknow in northern-India, Patna
and Kolkata in Eastern-India, Hyderabad, Chennai and Bengaluru in southern-India, and
Mumbai and Ahmedabad in western-India. Except Kolkata, whose data was downloaded from
the monitoring station operated by the U.S. consulate data from monitoring stations operated by
CPCB (http://cpcb.nic.in/RealTimeAirQualityData.php) was used for analysis. If a city had data
in multiple locations, the averaged data from all the locations was used for analysis. Table 11
shows the model performance metrics for criteria pollutants O3, CO, SO2 and NO2, and PM2.5 at
nine different cities in India. Mean observation, mean prediction, mean fractional bias (MFB),
mean fractional error (MFE), normalized mean bias (NMB) and normalized mean error (NME)
were used as performance metrics. Unlike Ahmadabad where the model slightly under-predicted
O3, over-prediction was observed in other three cities Patna, Delhi and Mumbai. Model did not
satisfy the NMB and NME criteria levels set by the EPA 109. This bias in the model performance
could be due to uncertainties associated with emission inventory 110, unknown atmospheric
processes 111, and meteorological conditions.
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Table 11. Model performance of O3, PM2.5, CO, SO2 and NO2 at Delhi (DEL), Lucknow (LUC),
Patna (PAT), Kolkata (KOL), Ahmadabad (AHM), Mumbai (MUM), Hyderabad (HYD),
Bengaluru (BAN) and Chennai (CHE) in India during 2015. Note: OBS, PRE, MFB, MFE,
NMB, NME and No denote mean observation, mean prediction, mean fractional bias, mean
fractional error, normalized mean bias, normalized mean error, and number of points. NA
indicates observations not available.
O3

PM2.5

CO

SO2

NO2

OBS
PRE
MFB
MFE
NMB
NME
No
OBS
PRE
MFB
MFE
NMB
NME
No
OBS
PRE
MFB
MFE
NMB
NME
No
OBS
PRE
MFB
MFE
NMB
NME
No
OBS
PRE
MFB
MFE
NMB
NME
No

DEL
47.8
73.4
0.41
0.44
0.53
0.56
2027
126.6
87
-0.31
0.5
-0.31
0.45
6587
1.12
0.58
-0.63
0.7
-0.54
0.61
8640
3.4
24
1.16
1.18
4.43
4.46
3388
26.9
17.9
-0.5
0.7
-0.33
0.52
8138

LUC
NA
NA
NA
NA
NA
NA
NA
139.4
64.5
-0.45
0.61
-0.53
0.6
3626
1.4
0.4
-0.97
1.02
-1.03
1.06
8418
3.54
9
0.68
0.79
1.54
1.72
4711
8.8
7.3
-0.07
0.56
-0.17
0.59
4607

PAT
48.1
71.7
0.4
0.49
0.49
0.64
271
201.7
121.3
-0.42
0.54
-0.39
0.46
1544
1.73
0.54
-0.82
0.88
-1.1
1.23
4274
8.1
14.9
0.53
0.81
0.83
1.57
2546
24.1
11.8
-0.69
0.76
-0.51
0.54
3192

KOL
NA
NA
NA
NA
NA
NA
NA
101.8
123.7
0.2
0.54
0.21
0.64
3488
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA

AHM
73.8
52.9
-0.23
0.38
-0.28
0.39
1854
94.3
56.9
-0.38
0.51
-0.39
0.49
1147
1.27
0.31
-0.84
0.94
-0.96
1
5324
35.9
13.2
-0.51
0.86
-0.63
0.76
5755
21.4
11.3
-0.67
0.75
-0.51
0.57
6357

MUM
43.5
59.7
0.29
0.37
0.37
0.47
623
51.4
99.3
0.49
0.57
0.92
1.02
5254
1.21
0.54
-0.78
0.84
-0.66
0.73
8632
6.9
35.7
1.09
1.16
4.1
4.1
8144
8.1
25.9
1.01
1.04
2.39
2.48
7677

HYD
NA
NA
NA
NA
NA
NA
NA
58.3
61.8
0.03
0.28
0.06
0.3
1315
0.92
0.38
-0.75
0.81
-0.54
0.56
2012
4.1
10.5
0.69
0.85
1.16
1.85
1819
14.6
9.5
-0.32
0.82
-0.34
0.62
358

BAN
NA
NA
NA
NA
NA
NA
NA
60.3
41
-0.29
0.39
-0.31
0.39
582
0.72
0.21
-0.88
0.93
-0.51
0.52
7720
11.3
4.1
-1.41
1.53
-0.95
0.96
207
8.4
6.1
-0.27
0.55
-0.27
0.53
4157

CHE
NA
NA
NA
NA
NA
NA
NA
75
39.1
-0.42
0.49
-0.47
0.52
619
1.19
0.19
-1.33
1.33
-1
1
7946
4.9
6.8
0.39
0.57
0.37
0.87
4480
8.2
6
-0.23
0.57
-0.27
0.57
7293

For example, Sharma and Khare 112 suggested that errors in emissions of volatile organic
compounds and NOx and meteorology can have significant effect in predicted O3 at Delhi. This
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could also be the reason for the slight over-prediction of O3 in this study. Except in Kolkata,
Mumbai and Hyderabad, the model slightly under-predicted the concentrations of PM2.5. The
MFB and MFE values in all cities lie in the criteria level of ±0.6 and 0.75 suggested by the EPA
109

. This indicates that the model performance is acceptable and the base case model can be used

for regulatory applications for PM2.5. Similar model performance i.e. lower biases in predicted
PM2.5, but higher O3 biases was observed in Ghude, Chate, Jena, Beig, Kumar, Barth, Pfister,
Fadnavis and Pithani 92. The model under-predicted CO in all cities. This is evident from MFB
ranging from -0.63 in Delhi to -1.33 in Chennai. CO emissions seem to be better in northern
cities (MFB=-0.8) than southern cities (MFB=-0.99). Yarragunta, et al. 113 suggested that CO is
mainly due to vehicles in southern India and coal fired power plants and biomass burning in
northern India. Unlike vehicular traffic which is concentrated in a city, residential and biomass
burning are distributed. Thus, coarser grid used in this study could be the main reason for this
under-prediction, especially in regions with higher vehicular traffic. Neither the predictions nor
the observations exceeded the daily Indian national air quality standard of 80 µg/m3 for SO2.
However, except Ahmadabad and Bengaluru, model over-predicted SO2 in all cities. The model
significantly over-predicts SO2 in northern India. One reason could be due to slight underprediction of temperature in most of the months, which effects the conversion of SO2 to SO4 104.
Another reason could be over estimation of SO2 by the emission inventory used in this region,
which might not have considered the recent shifting of coal to gas based power plants 112. Further
studies are required in future to address this issue. Except in Mumbai, model predicted NO2
reasonably well in all cities. The average MFE is 0.63, 0.76, 0.64 and 0.89 in northern, eastern,
southern and western cities, respectively. Hu, Chen, Ying and Zhang 106 carried out similar
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analysis in the north-western Chinese cities which fall in this domain. The performance of this
model, for all pollutants but O3 and SO2, is better than the north western Chinese cities.
Figure 18 shows the monthly changes in MFB, MFE, NMB and NME of PM2.5 and O3 in
India.

Figure 18. Monthly model performance statistics, normalized mean error (NME), normalized
mean bias (NMB), mean fractional error (MFE), and mean fraction bias (MFB), on O3 and
PM2.5. Different shapes show the performance when different cutoff values are used. Red lines
for O3 are suggested criteria by US EPA 109.
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Data from all the cities were used for analysis. Previous studies used different cutoff for
O3 to analyze the performance of the models. While, the US EPA suggests O3 cutoff of 40 to 60
ppb 114, some studies opt for lower cutoff based on the study domain 106. In this study, four
different cut offs 30, 40, 50 and 60 ppb were used for O3. Overall, the results indicate that model
performance got better with higher cutoff, indicating that the model performs well in predicting
higher concentration events. Model performance was better during monsoon and pre-monsoon
compared to post-monsoon and winter. In seven months, model prediction met NMB and NME
criteria standards for the highest cutoff range of 60 ppb. To study the performance of the model
in predicting higher concentrations, four different cut-off ranges, 30, 60, 90 and 120 µg/m3 were
used for PM2.5. Similar to O3, the performance of the model indicates that the model performed
well in predicting higher concentration events. MFB and MFE of PM2.5 met the criteria limits for
all the months, for all the cutoffs. Overall, as observed from Table 11, model predicted PM2.5
better than O3.
Figures 19 and 20 show monthly variations of observed and predicted concentrations of
1-hour peak O3 and daily PM2.5 at different cities in India, where observations were available. O3
concentrations peaked during October and November in all the four cities. The peak
concentrations could be due to burning of agricultural residues, which release high amounts of
O3 precursors 115. High concentrations during May-June in Delhi and Patna could also be due to
increase in O3 production associated with warmer temperatures 91. Mostly, the predicted O3
concentrations were in range of observed concentrations. Over-prediction is observed in Delhi,
Patna, and Mumbai, while under-prediction is observed in Ahmedabad. It is interesting that the
model predicted much less variations than observations. Mumbai had extremely low
concentrations (maybe due to high NOx emissions from urban vehicles), while Ahmedabad had
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extremely high concentrations. Future studies on emissions, mechanism, and meteorology are
needed to investigate this. Predicted PM2.5 concentrations follow trend similar to observations in
all the stations, i.e. higher concentrations in colder months due to lower solar radiation and wind
speed resulting in lesser vertical transport. Moreover, in most of the months, barring Chennai and
Lucknow, the predicted concentrations were within 1 σ of observed concentrations. Again, more
studies are needed to investigate the different performances among different cities.

Figure 19. Predicted and observed monthly variations of 1-hour peak O3 in different cities in
India. Note: Only data with observed concentrations are shown.
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Figure 20. Predicted and observed variations of daily PM2.5 in each month in different cities in
India. Note: Only data with observed concentrations are shown.
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Figure 21 shows the diurnal change in model’s performance of O3, PM2.5, CO, SO2, and
NO2. Except for SO2, the model performs slightly better in night compared to day time hours.
NME for O3, PM2.5, CO and NO2 and SO2 during night was 1, 15, 5, 12 and -23% less than day,
respectively. Figure 20 shows the comparison between modelled compositions of PM2.5 in this
study with observed compositions from limited studies in literature. It should be noted that the
studies do not have same study episodes. Generally, predicted and observed PM2.5 compositions
agree with each other. For example, fraction of SO4 was more in southern cities compared to
other cities in India. OC in PM2.5 was highest in all cities in observations, and all but southern
cities in predictions.
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Figure 21. Diurnal variations in model performance of ozone, PM2.5, CO, SO2 and NO2. Data
from all the cities, in which observations were available, were used for the analysis.
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This study generally reproduces the observed monthly variations of pollutants and shows
similar composition of PM2.5 although uncertainties exist. The model results are good to analyze
the characteristics as well as spatial and temporal variations in India and the overall evaluation of
model performance indicates that more studies in several directions.
3.3.3 Seasonal variation of pollutants
Figure 22 shows the seasonal changes in gaseous criteria pollutants, O3, CO, SO2 and
NO2. The year was divided into four seasons, winter (December to February), pre-monsoon
(March to May), monsoon (June to August) and post-monsoon (September to November). NO2
concentrations in winter and post-monsoon were higher than pre-monsoon and monsoon.
Moreover, NO2, SO2 and CO reached as high as 65 ppb, 70 and 1.6 ppm at Indo-Gangetic plain,
which includes Punjab, Delhi, Uttar Pradesh, Bihar and West Bengal, and houses many
industries and coal-fired power plants.
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Figure 22. Seasonal changes in predicted concentrations of O3, NO2, SO2 and CO in India.

Figure 23 and Figure 24 shows the seasonal change in concentrations of total PM2.5 and
its components, respectively. Higher PM2.5 concentrations were observed in the Indo-Gangetic
plain and peaked in winter and post-monsoon. Greater emissions aided by topography results in
56

high PM2.5 concentrations in this region. Primary components of PM2.5, elemental carbon and
primary organic aerosol (POA) were higher in winter due to increase in emissions from house
hold wood burning and agricultural activities 116. Maximum SOA concentrations predicted in
post monsoon, winter, pre-monsoon and monsoon in the country were 12.8, 10, 7.5 and 2.8
µg/m3, respectively. This could be due to greater anthropogenic emissions of SOA precursors
and acidity of aerosols in colder months 117, 118. SO4, NO3 and NH4 peaked in winter and postmonsoon and were least during monsoon.

Figure 23. Seasonal variation of predicted PM2.5 in India during 2015.
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Figure 24. Seasonal variation in predicted of PM2.5 components (sulfate (SO4), nitrate (NO3),
ammonium (NH4), elemental carbon (EC), primary organic aerosol (POA), secondary organic
aerosol (SOA), and “Other” components) in India in 2015.
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Figure 25 shows the relative difference between concentrations of POA, EC, SO4 and
NO3 in winter and yearly average. The observed increase of these secondary inorganic
components could be associated with higher emissions of SO2 and NO2 coupled with greater
PM2.5 which provides more surface area for heterogeneous transformation of SO2 and NO2 to
form SO4 and NO3 in winter 119. Increase of NO3 in winter is likely due to the fact that gas-toparticle partition is shifted to the particle phase even though HNO3 formation is reduced in
winter. For sulfate, there is no such competition and a reduction in photochemical formation of
SO4 in winter due to lower solar radiation and temperature in winter is expected 106. This could
be the reason for relatively greater NO3 increase than SO4, despite higher increase in SO2 (3080%) than NO2 (10-45%).
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Figure 25. Relative difference ((winter-yearly avg.) ×100/yearly avg.) of POA, EC, SO4, NO3,
SO2 and NO2 between winter and yearly averaged concentrations.

Figure 26 shows the monthly changes in the fraction of primary, organic and inorganic
components of PM2.5 at different cities in India. PM2.5 concentrations exceeded the annual Indian
national air quality standard (INAAQS) of 40 µg/m3 in northern and eastern cities, Delhi,
Lucknow, Patna, Kolkata and western city, Mumbai during the post-monsoon and winter
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seasons. The average PM2.5 concentrations in other cities rarely exceed INAAQS in any month.
However, their concentrations peaked in winter. Primary organic aerosol (POA) followed by SO4
fraction in total PM2.5 were maximum in north and eastern cities in India. POA was maximum in
October and minimum in June or July. For example, in Delhi, POA in PM2.5 was 31% in October
and 23% in July. SO4 fraction was maximum in monsoon and minimum in winter. The ratios of
fractions of SO4 in monsoon to winter were 1.6, 1.8, 2.1 and 1.9 in Delhi, Lucknow, Patna and
Kolkata, respectively. Unlike SO4, NO3 was maximum in winter and minimum in monsoon. The
ratios of winter to monsoon fractions of NO3 in northern and eastern cities were 16.1 and 9.7,
respectively. Similar conclusions were achieved in previous studies in north-India 11, 120. In
western cities, POA dominated in all seasons except monsoon. In southern cities, unlike other
parts of the country, SO4 dominated in all seasons except monsoon. Average fraction of SO4 in
southern cities was 1.6 times of other cities. However, similar to northern cities, fraction of NO3
was highest in winter in these cities. Overall, the fraction of NH4 was highest in southern cities
(7.5%) compared to other cities (4.8%). NH4 peaked during winter in all cities, contributing to
10, 5 and 4.6% of total PM2.5 in southern, northern and eastern cities, and western cities,
respectively. This indicates that more efforts have to be put in southern cities to reduce
concentrations of precursors to secondary inorganic components.
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Figure 26. Monthly changes in fractions (%) of PM2.5 components at different cities. The cross
(x) shows the total PM2.5 concentrations (µg/m3) following secondary y-axis.
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3.3.4 Comparison of PM2.5 components in good and bad days
To design an effective PM2.5 control strategy, it is imperative to determine whether the
increase in concentrations was only due to unfavorable weather conditions. Figure 27 shows the
changes in fractional contribution of different primary and secondary components of PM2.5 on
good days, i.e. concentrations less than the 24-hour INAAQS standard of 60 µg/m3, and poor
days, i.e. concentrations exceeding INAAQS. As southern cities and Ahmadabad rarely exceed
INAAQS, they were not shown. The ratio of averaged PM2.5 concentrations on poor and good
days in different seasons varied from 1.6 to 1.9, 1.7 to 2.6, 1.6 to 1.7, 2 to 3.8 and 1.9 to 2.5 in
Delhi, Patna, Lucknow, Kolkata and Mumbai, respectively. Overall, the maximum difference
between averaged PM2.5 concentrations in good and bad days occurred in post-monsoon and
winter, compared to pre-monsoon and monsoon. During winter in all cities, except Kolkata, the
fraction of primary component of PM2.5 was higher on good compared to poor days. For
example, in Delhi during winter, differences in fraction of primary and secondary components of
PM2.5 in good and bad days was 3.9% and -5.2%, respectively. In Mumbai, the fraction of
secondary PM components was higher in bad days than in good days in all seasons. Kolkata and
Lucknow had the maximum increases in secondary PM2.5 on poor days compared to bad days by
9 and 5%, respectively. Among all the secondary components, SO4 dominated in all the cities on
both good and bad days. Thus, even though the higher concentrations predicted during winter
and post-monsoon are due to increase in emissions of primary components and unfavorable
weather conditions, the importance of secondary PM cannot be neglected. Special attention
needs to be taken to control the precursors of secondary PM components in the country to reduce
PM2.5 concentrations.
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Figure 27. Comparison of PM2.5 components between poor days, i.e. with concentrations
exceeding INAAQS limit of 60 g/m3, and good days in different seasons. Averaged PM2.5
concentrations (µg/m3) on those days are shown using secondary y-axis. Southern cities and
Ahmadabad are not included as PM2.5 in those cities did not exceed INAAQS.
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3.4 Conclusion
Gaseous pollutants and particulate matter were simulated in the whole year 2015 in India
using CMAQ model with WRF generated meteorology and EDGAR based emission inventories.
Model performance in predicting PM2.5, O3, SO2, CO and NO2 at nine different cities falling in
different regions of the country was studied. Model performance of PM2.5 and NO2 is reliable,
although the model slightly over-predicts O3 and SO2 and under-predicts CO in most of the
cities. Further analysis revealed that model does a decent job on hours with high O3 and PM2.5
concentrations. In addition to errors in predicted meteorological fields, the chief reasons for
biases observed in the model performance could be the uncertainties in the top-down estimations
in EDGAR emission inventory and the scaling factors used. Thus, future studies should
concentrate on carrying out finer resolution modeling using emission inventories developed
using bottom-up approaches at least in mega cities in India. Also, source-oriented air quality
modeling studies are to be carried out to estimate possible uncertainties in the emissions and
model processes.
NO2, SO2 and CO peaked during winter and were least during monsoon. Moreover, these
pollutants had maximum concentrations at Indo-Gangetic plain. Similarly, PM2.5 and its
components peaked in winter, with average ratios of winter to monsoon concentrations of SO4,
NO3 and NH4 were 1.6, 8 and 2.6, respectively. Fraction of NH4 in PM2.5 in southern cities was
higher than other parts of the country. Fraction of NO3 in PM2.5 was higher in winter and lower
in monsoon. Fraction of SO4 in PM2.5 was higher in monsoon and lower in winter. In southern
cities, SO4 dominated all other components of PM2.5, unlike other parts of the country where
POA fractions were highest. Comparisons of PM2.5 components on good and poor days indicate
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that it is necessary to control precursors of secondary inorganic PM in the country for effective
control strategies.
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CHAPTER 4. SOURCE APPORTIONMENT OF PM2.5 IN NORTH INDIA
4.1 Introduction
Particulate matter (PM) can lead to reduced visibility 121, adversely affect human health
122

and ecosystems 123 and change the earth’s climate by perturbing the radiation balance 124. PM

with aerodynamic diameter of 2.5 μm or less (PM2.5) is harmful as it can penetrate into lungs and
be transported by bloodstream 125-127. PM2.5 consists of primary PM (PPM), which is directly
emitted into atmosphere, and secondary PM, which is formed through chemical and physical
processes in atmosphere. The chemical composition of PM2.5 is complex and typically includes
elemental carbon (EC), primary organic carbon (POC), metals, sulfate (SO42-), nitrate (NO3-),
ammonium (NH4+), and secondary organic aerosols (SOA). Sources, chemical composition,
formation, transformation and fate of PM2.5 are quite different in different regions due to the
variations in emissions and meteorological conditions 128-130.
In India, the second most populous country in the world, rapid growth of industrialization
and urbanization resulted in enormous increase of anthropogenic emissions. Outdoor PM ranked
the seventh in causes of death in India during 1990-2010 9. In 2010, out of 3.3 million global
deaths due to outdoor PM2.5, around 0.65 million deaths were in India of which 50% were due to
residential sector 10. The situation in the Indian capital has been alarming with extremely high
PM2.5 concentrations. For example, annual PM2.5 concentrations in New Delhi was 153 µg/m3 in
2014, more than 10 times higher than in Washington DC 2. Controlling PM2.5 concentrations can
reduce the deaths significantly. Sahu and Kota 16 estimated that 41 out of 100 thousand lives in

¯¯¯¯¯¯¯¯¯¯¯
This chapter was previously published as: Guo, H., Kota, S. H., Sahu, S. K., Hu, J., Ying, Q.,
Gao, A., and Zhang, H.: Source apportionment of PM2.5 in North India using source-oriented air
quality models, Environmental Pollution, 231, 426-436, 2017. © 2017 Elsevier Ltd. and is
reproduced here by permission of my co-authors.
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Delhi could be saved by meeting the World Health Organization (WHO) suggested PM2.5 annual
average standard of 10 µg/m3.
Contributions of different sources are important information for policy makers to
formulate effective emission control strategies. Several source apportionment studies have been
conducted in India using different methods. For example, Srivastava, et al. 131 used principal
component analysis (PCA) and found that crustal re-suspension is the major proportion of heavy
metals in New Delhi. Saxena, Sharma, Sen, Saxena, Saraswati, Mandal, Sharma and Sharma 11
used PCA and concluded that secondary aerosols, soil dust and biomass burning are the major
sources of water soluble inorganic ions in PM2.5 of New Delhi, and their fractional contributions
are strongly dependent on seasons. Mandal, Sarkar, Mandal and Saud 12 indicated that major
parts of carbonaceous aerosols in PM2.5 in Delhi are from vehicles, coal smoke and biomass
burning based on measurement of EC to OC ratios. Sharma, Mandal, Jain, Saraswati, Sharma
and Saxena 13 applied positive matrix factorization (PMF) model to resolve major sources of
PM2.5 as secondary aerosols, soil dust, vehicle emissions, biomass burning and fossil fuel
combustion in New Delhi. These statistical methods are useful to understand the sources of
PM2.5 at receptor locations, but the results are strongly dependent on availability of PM2.5 and its
components data, and sometimes challenging to resolve sources to secondary components.
Chemical transport models (CTMs) are widely used to analyze the source origins of
different air pollutants. Comprehensive air quality model with extensions (CAMx), coupled with
plume rise functions and hourly meteorology, has been used by Guttikunda and Jawahar 14 to
study PM2.5 related to coal-fired thermal power plants nationwide in India and it was suggested
that aggressive pollution control regulations were needed. Gupta and Mohan 15 predicted PM
concentrations in New Delhi using Weather Research and Forecasting Model (WRF-Chem), and
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observed that emissions from North India was needed to improve the performance of the model.
Marrapu, Cheng, Beig, Sahu, Srinivas and Carmichael 83 used WRF-Chem model to study air
quality during the Commonwealth Games in October, 2010 and concluded that residential
emissions were the dominant source of PM2.5 in New Delhi and emissions outside New Delhi
contributed to 20 to 50% of PM2.5 components. Source-oriented CTMs based on tagged tracer
technique have been developed and used for direct source apportionment of gas 132, 133 and
particulate pollutants 134-136. For example, using the source oriented UCD/CIT model, Zhang and
Ying 137 found that road dust, diesel engines, internal combustion engines and coal burning are
the major sources for PPM, EC, primary organic carbon (POC) and SO4 in Southeast Texas. Shi
et al. 138 used source-oriented CMAQ system to quantify the contributions of different sources to
PM2.5 in different provinces in China. Zhang, Li, Ying, Yu, Wu, Cheng, He and Jiang 104 used
the source-oriented Community Multiscale Air Quality model (CMAQ) and observed that power
generation is the important source for SO4 and NO3 in China. Similar analysis by Hu, Wu,
Zheng, Zhang, He, Chang, Li, Yang, Ying and Zhang 64 discovered that residential/industrial
emissions from local and Hebei accounted for more than 90% of PPM in winter at Beijing.
Although many regional air quality studies were carried out in Delhi and North India, a study
using source-oriented CTMs can be a strong supplement to them.
In this paper, a source-oriented CMAQ model was applied to quantify the contributions
of different source sectors to PM2.5 and its major components (PPM and SIA) in North India
during 2015, covering New Delhi, Chandigarh, Lucknow and Jaipur. The seasonal variations of
contributions of different source sectors to total PM2.5 and its components were also analyzed.
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4.2 Method
4.2.1 Model description
The models used in this study were based on CMAQ 5.0.1 with the SAPRC11
photochemical mechanism and aerosol module version 6 (AERO6). The CMAQ model was
modified to include heterogeneous formation of SO4, NO3, and SOA formation from surface
uptake 98, 139. Source contributions of PPM and its chemical components were estimated using
tagged non-reactive PPM tracers. The tracers are set to 0.001% of primary emissions from each
source sector and go through all atmospheric processes same as other species. This small ratio
does not significantly change particle size and mass. Then the PPM concentrations from a given
source is calculated by scaling the simulated tracer concentrations from that source by 105, and
source profiles are used to estimate PPM components concentrations using Eq.7:
Ci,j = PPMi × Ai

(7)

Where Ci,j is component j concentration from source i, PPMj is the concentration of total
PPM from source i, and Ai,j is the ratio of j component in PPM mass from source i. Details can
be found in Hu et al. 64 and the references therein.
The source contributions to SIA were determined by tracking SO2, NOx, and NH3
through atmospheric processing using tagged reactive tracers. Both the photochemical
mechanism and aerosol module were expanded so that SO4, NO3, and NH4 and their precursors
from different sources are tracked separately throughout the model calculations. Reactions R1,
R2, and R3 show how the nitrate formation is tracked from NO2 reaction with hydroxyl radical
(OH) in original CMAQ (R1) to source-oriented version (R2 and R3).
NO2 + OH  HNO3(g)↔ NO3-

(R1)

In original CMAQ, HNO3(g) and NO3- are nitric acid gas and nitrate in PM.
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NO2_X1 + OH  HNO3_X1(g) ↔ NO3-_X1

(R2)

NO2_X2 + OH  HNO3_X2(g) ↔ NO3-_X2

(R3)

In the source-oriented CMAQ, NO2 is expanded to two species NO2_X1 and NO2_X2,
representing the emissions from two sources. R1 is then expanded to R2 and R3. NO3-_X1 and
NO3-_X2 represent the contributions of NO2 from sources 1 and 2 to nitrate. Similar treatment is
applied for all SIA precursors and related gas and aerosol processes. The readers are referred to
previous studies for details 104, 134, 140.
SOA prediction has large uncertainties from the emissions of its precursors, unknown
formation pathways, and limited observation 98, 141, 142. In this study, the predicted SOA
contributes <7% to total PM2.5, thus, it is treated as a separate “source type” while further studies
are needed. Its source apportionment using the tagged reactive tracers is still undergoing and will
be provided in future manuscripts.
4.2.2 Model application
Figure 28 shows the 36-km and 12-km domains selected for the simulation in 2015 at
India. The outer 36-km domain covered the whole India and several adjacent countries and the
inner 12-km domain covered areas around Delhi.
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Figure 28. The 36-km domain (left) and 12-km resolution domain (right) with the location of
Chandigarh, Delhi, Jaipur and Lucknow. Color bar shows PM2.5 concentrations in μg/m3.

Generation of the meteorology and emission inputs has been described in pervious
chapters, and only a brief summary is described here. The Weather Research & Forecasting
model (WRF) v3.7.1 was utilized to generate meteorology inputs, and the monthly emissions
from Emissions Database for Global Atmospheric Research (EDGAR) version 4.3
(http://edgar.jrc.ec.europa.eu/overview.php?v=431) were used for anthropogenic emissions. The
sectorial EDGAR inventories were then grouped into six broad source categories: energy,
industries, residential activities, on-road transportation, off-road transportation, and agriculture
(Table 12). The monthly emissions were processed to hourly level based on weekly and diurnal
emission profiles specific to sources from previous studies 143-145.
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Table 12. EDGARv4.3 emission sectors and their grouping into the model source categories.
Modeling source categories EDGARv4.3 source sectors
Power industry
Energy
Oil refineries
Industry
Transformation industry
Combustion for manufacturing
Fuel exploitation
Process emissions during production and application
Fossil Fuel Fires
Energy for buildings
Residential
Waste solid and wastewater
Road transportation
On-road
Aviation climbing & descent
Off-road
Aviation cruise
Aviation landing & take-off
Aviation supersonic
Railways, pipelines, off-road transport
Agriculture

Shipping
Agriculture

Table 13 lists the total daily emission rates in 12-km domain of PM2.5, EC, OC, and
gaseous species. Energy and industry are the two largest anthropogenic sources of EC, while
residential is the major source of OC. The top four source sectors of PM2.5 emissions are energy
(~ 5%), industry (~ 20%), residential (~ 55%) and agriculture (~ 15%), which explain 95% of
total emissions. The Model for Emissions of Gases and Aerosols from Nature (MEGAN) v2.1 102
was used for biogenic emissions and open biomass burning emissions were generated from the
Fire Inventory from NCAR (FINN), which is based on satellite observations 103. Dust and sea
salt emissions were generated in line during simulations.
The default vertical distributions of concentrations that represent clean continental
conditions provided by the CMAQ model were used for 36-km domain initial and boundary
conditions, and predictions in the 36-km domain provides the boundary conditions for the 12-km
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domain 146. The impact of initial conditions was minimal as the results of the first five days were
excluded.
Table 13. Total emission rates of major pollutants in 12-km domain from each source on a
typical workday of each season in 2015. (Units are ktons/day for EC, OC and PM2.5, Mmols/day
for NOx, VOCs, and SO2).
Energy

Industry

Residential

On-road

Off-road

Agriculture

Pre-monsoon
Monsoon
Post-monsoon
Winter
Pre-monsoon
Monsoon
Post-monsoon
Winter
Pre-monsoon
Monsoon
Post-monsoon
Winter
Pre-monsoon
Monsoon
Post-monsoon
Winter
Pre-monsoon
Monsoon
Post-monsoon
Winter
Pre-monsoon
Monsoon
Post-monsoon
Winter

NOx

VOCs

SO2

NH3

EC

OC

PM2.5

569.38
536.05
551.01
562.24
445.04
423.75
430.69
455.64
295.00
234.52
288.67
326.90
589.53
567.27
573.75
644.17
71.10
69.83
70.01
77.15
361.09
310.48
301.31
378.54

3.67
3.37
3.55
3.69
254.79
243.72
246.57
258.97
657.86
505.19
644.85
743.44
171.80
165.49
167.01
188.37
1.44
1.40
1.40
1.59
123.59
109.41
107.01
121.89

654.00
600.19
632.91
657.44
554.25
531.75
536.37
559.67
383.08
345.47
372.30
391.24
10.39
10.00
10.10
10.67
6.42
6.28
6.28
6.48
17.42
15.52
15.20
17.48

1.93
1.67
1.87
2.01
153.99
146.89
149.02
155.55
1300.08
977.13
1275.70
1486.46
6.98
6.69
6.82
7.30
0.09
0.09
0.09
0.10
8436.67
7292.10
7086.82
8609.54

1.28
1.27
1.27
1.27
2.93
2.81
2.84
3.06
7.78
5.90
7.64
8.86
0.92
0.89
0.90
0.95
0.16
0.15
0.15
0.16
0.40
0.35
0.34
0.42

1.35
1.34
1.34
1.34
3.90
3.74
3.77
4.49
31.07
23.96
30.45
35.04
0.52
0.50
0.50
0.57
0.08
0.08
0.08
0.08
5.97
5.28
5.17
5.92

5.39
5.21
5.21
5.65
22.10
17.45
17.54
25.60
49.78
44.09
49.32
53.01
2.30
2.25
2.27
2.39
0.54
0.52
0.52
0.60
13.92
12.23
11.94
15.10

4.3 Results and discussions
4.3.1 Source apportionment of PPM
Figure 29 shows regional variation of annual average source contributions to PPM from
eight different sources, energy, industry, residential, on-road, off-road, agriculture, open burning
and dust in 2015. Energy, industry and residential sources contribute to 80% of total PPM in this
domain. Dominance of energy and industrial sources is more obvious near New Delhi, Lucknow,
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Chandigarh, Jaipur and Lahore in Pakistan. South of Delhi is the most severely polluted among
all the regions. In south Delhi, energy sector, industry and residential sources contributed to
annual averaged concentrations of 25, 53 and 40 µg/m3, respectively. Unlike energy and industry
sectors, residential PPM is more spatially distributed and is high in Punjab, Haryana and parts of
north Uttar Pradesh and East Pakistan, which have high population density. The agriculture PPM
is distributed evenly in Punjab, Haryana, Delhi and parts of north Uttar Pradesh. Figures 30 and
31 show the contributions of different sources to EC and POC. While industry (~ 7 µg/m3) is the
largest source to EC, residential sector (~ 20 µg/m3) is the main source for POC followed by
industrial sector (~ 8 µg/m3).

Figure 29. Source apportionment of PPM in 12-km domain from sources types (a) energy, (b)
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industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, (h) dust and
(i) total. Units are in μg/m3.

Figure 30. Source apportionment of EC in 12-km domain (sources type are: (a) energy, (b)
industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, (h) dust and
(i) total. Units are in μg/m3).
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Figure 31. Source apportionment of POC in 12-km domain (sources type are: (a) energy, (b)
industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, (h) dust and
(i) total. Units are in μg/m3).

Figure 32 shows the seasonal variations in contributions to total PPM from four source
sectors of energy, industry, residential and agriculture, as the four source sectors contribute to
90% total PPM. PPM concentrations are higher at winter (December to February) followed by
post-monsoon (September to November), and are lowest in monsoon (June to August) and premonsoon (March to May).
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Figure 32. Seasonal variations of contributions of energy, industry, residential and agriculture to
PPM concentrations. Units are μg/m3.

Low emissions and enhanced wet deposition are the main reasons for the lowest PPM
concentrations in monsoon, as shown in Figure 33. The high residential PPM concentrations in
winter may be due to the domestic heating in high population density areas at Punjab, Haryana,
Delhi and parts of north Uttar Pradesh. Unlike the significant seasonal variation of the
contributions from residential sector, contributions from energy and industry sector are relatively
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steady among different seasons. Agricultural PPM emissions are the highest during pre-monsoon
due to the residual burning 90, 147. However, the agricultural PPM concentrations are highest in
winter indicating the importance of meteorology in this region. The seasonal variations in source
contribution of EC and POC (shown in Figures 34 and 35) have very similar trend to total PPM.

Figure 33. Seasonal variation of PPM emissions from 4 major source sectors (Units are g/s).
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Figure 34. Seasonal variation of EC concentrations from 4 major source sectors (Units are in
μg/m3).
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Figure 35. Seasonal variation of POC concentrations from 4 major source sectors (Units are in
μg/m3).

Source apportionment of PPM in Delhi and three surrounding cities, Chandigarh,
Lucknow and Jaipur are shown in Figure 36 and Figure 37. Higher PPM concentrations are
found in Delhi compared to other three cities. Residential sources are the dominant contributor to
PPM in all cities. In Lucknow, Jaipur, Chandigarh and Delhi, residential sources contribute to
67, 57, 57 and 44%, respectively, to average PPM in 2015. Industries contribute to 47, 18, 31 and
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20%, respectively, in Delhi, Chandigarh, Jaipur and Lucknow. While energy is the third most
important source in Delhi, agriculture is more important in the other three cities. The greatest
contribution of agriculture to PPM is in Chandigarh (17%). On-road PPM is at least twice offroad PPM on all seasons in Delhi, and the two sources are similar in the other cities. Although
similar seasonal trends are found in all these four cities, the contributions of sources to PPM are
different. The energy, industry and residential sectors at all cities are maximum during postmonsoon and winter and least during monsoon. Highest daily PPM concentrations in Delhi,
Lucknow, Chandigarh and Jaipur are 220, 92, 62 and 46 µg/m3, respectively. Contributions of
industrial and residential sectors on days with highest PPM concentrations in Delhi, Lucknow,
Chandigarh and Jaipur are 88, 90, 70 and 84 %, respectively. Agricultural residue burning in
India happens during October-November and April-May 90, 147. Unlike energy, residential and
industrial PPM, which has higher concentrations in December than October-November, higher
agriculture PPM is observed in North India in winter. Large agriculture contribution is observed
across the year in Chandigarh in Figure 36 and Figure 37. The contribution of dust emissions is
the highest in monsoon and the least in winter at all the cities. In Delhi, Lucknow, Jaipur and
Chandigarh, dust emissions contributed much higher to PPM in monsoon than in winter. The
maximum contribution of dust emissions to PPM (84%) is observed at Jaipur, which is in close
proximity to Thar Desert. This region experiences dust-storms, thunderstorms and dust raising
winds during the hot wet season, which brings high dust contributions. It could also due to
uncertainties in WRF predicted soil moisture used for dust emissions estimation in East Asia as
reported in a previous study 148.

82

Figure 36. Daily contributions of PPM at New Delhi, Chandigarh, Jaipur and Lucknow cities
from (a) energy, (b) industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open
burning and (h) dust. Units are μg/m3.
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Figure 37. Daily contributions of PPM in percentage at New Delhi, Chandigarh, Jaipur and
Lucknow cities from (a) energy, (b) industry, (c) residential, (d) on-road, (e) off-road, (f)
agriculture, (g) open burning and (h) dust..
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4.3.2 Source apportionment of SIA
Previous studies indicate that SIA account for a significant fraction of total PM2.5 104, 149.
Figure 38 shows the annual averaged regional contribution of each source to SIA in the 12-km
domain. Similar to PPM, energy, industry, residential and agriculture are the major source
sectors for SIA. However, unlike PPM, SIA concentrations from different sources are more
distributed due to their secondary nature. High SIA concentrations (~30 µg/m3) are observed at
south of Delhi and central Uttar Pradesh in sectors of energy, industry and residential, while
Punjab, Haryana, and parts of north Uttar Pradesh have a relatively lower SIA concentration
(~10 µg/m3) in these three categories. Agriculture SIA is distributed evenly along Punjab,
Haryana, Delhi and north Uttar Pradesh. Overall, from Figure 29 and Figure 38, relative
contributions of agriculture emissions to SIA is higher than their contributions to PPM as the
major of agriculture emission are NH3 and NO2,which are precursors to NH4+ and NO3- in SIA
150

.
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Figure 38. Source apportionment of annual SIA in 12-km domain from source types (a) energy,
(b) industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, (h) dust
and (i) total. Units are μg/m3.

As Figure 39 shows, energy is the dominant source of nitrate. Nitrate concentrations from
energy production (~ 2 µg/m3) are concentrated at south of Delhi as several coal-based power
plants located there 14, 151. Moreover, the contribution of on-road sources to nitrate is also
significant.
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Figure 39. Source apportionment of NO3 in 12-km domain (sources type are: (a) energy, (b)
industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, (h) dust and
(i) total. Units are in μg/m3).

Also, energy is the major source of sulfate as shown in Figure 40, and agriculture is the
major source of ammonium ion as shown in Figure 41. As the dust sector has no gaseous
precursor emissions, it does not contribute to sulfate and ammonium ion and thus is not shown in
Figures 40 and 41. Overall, it can be concluded that control of energy and agriculture sources is
expected to be effective for reducing SIA and its components in this region.
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Figure 40. Source apportionment of SO4 in 12-km domain (sources type are: (a) energy, (b)
industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, and (h) total.
Units are in μg/m3. As dust does not contribute to sulfate, it is not included).
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Figure 41. Source apportionment of NH4 in 12-km domain (sources type are: (a) energy, (b)
industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, and (h) total.
Units are in μg/m3. As dust does not contribute to ammonia, it is not included).

Figure 41 presents seasonal variation of SIA concentrations based on the top four source
sectors: energy, industry, residential and agriculture. Similar to PPM, SIA concentrations are
higher in winter than in other seasons because of higher emission resulting from residential
heating in winter and unfavorable meteorological conditions for dispersion of pollutants as
reported by previous studies 152, 153. Industrial and residential sectors have the peak concentration
(~ 5 µg/m3) at south of Delhi in winter while high concentration occurs along Punjab to North
Uttar Pradesh in winter for energy and agriculture sector (~ 6 µg/m3).
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Figure 42. Seasonal variation of contributions of energy, industry, residential and agriculture to
SIA concentrations (Units are μg/m3).

Figure 43 shows seasonal variation of nitrate concentrations from these sectors.
Compared to total SIA, nitrate has more significant seasonal variation as the extreme low
concentrations are observed in monsoon season from all these sectors. However, the peak values
still occur in winter along Punjab to north Uttar Pradesh. Energy and industry sectors have higher
sulfate concentrations in pre-monsoon and monsoon at central Uttar Pradesh as observed in
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Figure 44. Residential and agriculture sectors do not have observable seasonal variations. The
seasonal variation of ammonium ion is quite similar to that of nitrate and sulfate, even though
there are significant point sources in energy and industry sectors and the major source of
ammonium (agriculture) is more distributed as shown in Figure 45.

Figure 43. Seasonal variation of NO3 concentrations contributed by 4 major source sectors (Units
are in μg/m3).
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Figure 44. Seasonal variation of SO4 concentrations contributed by 4 major source sectors (Units
are in μg/m3).
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Figure 45. Seasonal variation of NH4 concentrations contributed by 4 major source sectors (Units
are in μg/m3).

Figure 46 and Figure 47 shows source apportionment of SIA in Delhi, Chandigarh,
Lucknow and Jaipur. Higher SIA is found in Delhi, followed by Lucknow, Chandigarh and
Jaipur. While energy sector is the main contributor to SIA in Delhi and Jaipur, agriculture is the
main source of SIA in Chandigarh and Lucknow. Energy and residential sources together
contribute to 45, 65, 61 and 55% of SIA in Delhi, Chandigarh, Jaipur and Lucknow, respectively.
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Unlike other cities, in Delhi, industry and residential sources are more important than agriculture.
The relative contribution of on-road and open burning sources is more significant for SIA than
PPM. Chandigarh had highest contributions from open burning, i.e. 1.97%. Contribution of SIA
from agriculture is higher during biomass burning seasons, i.e. April-May and OctoberNovember, in all cities. Among industrial, residential and energy sources, while energy sources
dominate during pre-monsoon and monsoon, contribution of residential sources to total SIA is
maximum in winter and post-monsoon. On-road SIA reaches the highest concentrations in
winter, with maximum contributions being 20, 32, 29 and 53%, respectively.
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Figure 46. Daily contributions of different sectors to SIA at specific cities from source types (a)
energy, (b) industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture (g) open burning and
(h) dust. Units are μg/m3.
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Figure 47. Daily contributions of different sectors to SIA in percentage at specific cities (source
types are: (a) energy, (b) industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture (g)
open burning and (h) dust.
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4.3.3 Source apportionment of Total PM2.5
PPM and SIA are the two major components of total PM2.5 in India 154. Figure 48 shows
the annual contributions of different sources and SOA to total PM2.5. Residential sector
contributes highest to total PM2.5 about ~80 µg/m3, followed by industry sector (~70 µg/m3).
Energy sectors and agriculture sector contribute to ~25 µg/m3 and ~16 µg/m3. Energy and
industry concentrations have a significant high concentration point at south of Delhi and its
surroundings. On the contrary, SOA, residential and agriculture sector distributed evenly at IndoGangetic plain. Additionally, residential sources also peaked in north-Pakistan.

Figure 48. Total PM2.5 source apportionment in 12-km domain from source types (a) energy, (b)
industry, (c) residential, (d) on-road, (e) off-road, (f) agriculture, (g) open burning, (h) dust and
(i) SOA concentrations. Units are μg/m3.
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Figure 49 shows the contributions of different sources to PM2.5 total mass at selected four
cities. Generally, residential sector contributes the most to total PM2.5 followed by industry,
energy and agriculture sectors. Energy, residential and industry sources contribute to at least
75% of total PM2.5 in all the cities. Contribution of SOA is maximum in Jaipur, 7%, and least in
Delhi, 3%. Figure 50 shows the comparison of the relative source contributions to PM2.5 at Delhi
using PMF model for 2013-2014 13 and the source-oriented CMAQ model in the present study
for 2015. The source contributions estimated by these two methods are generally consistent at
Delhi expect for traffic and biomass burning categories. The difference may be due to coarse grid
(12-km) of emission used in our study and uncertainties contained in PMF model used in
Sharma, Mandal, Jain, Saraswati, Sharma and Saxena 13. According to another study 155, fossil
fuel combustion is responsible for about 25–33% of PM2.5 mass in Delhi, and 28% in
Chandigarh, which is consistent with our results: 20.7% in Delhi and 23.2% in Chandigarh. The
agreement with other studies at different cities shows the reliability of the source apportionment
results of this study.
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Relative source contribution

Figure 49. Contributions of different source sectors to total PM2.5 at selected cities.
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Figure 50. Comparison of source sectors contributions to PM2.5 from this study with another
study at Delhi 156.

4.4 Conclusion
A source-oriented CMAQ modeling system driven by the off-line meteorological inputs
from the WRF model was used to quantify the major source contributions to primary, secondary
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inorganic and total PM2.5 in Delhi and surrounding cities in North India in 2015. This study finds
that industrial and residential activities are the dominating sources (60 to 70%) for EC and POC,
while energy and agriculture are also important sources to SIA and its components i.e. nitrate
and sulfate. The spatial distribution of energy and industry sectors shows significant point
sources at south of Delhi in both PPM and SIA source apportionment analysis while residential
and agriculture sectors are distributed evenly in the Indo-Gangetic plain. A strong seasonal
variation in the sectors’ contribution to PPM and SIA is also predicted. In most areas, the peak
concentration is observed at winter followed by post-monsoon and pre-monsoon seasons and
lowest at monsoon in all sources. All the selected cities are all facing severe PM2.5 pollution
during winter. PPM concentration can reach ~ 200 µg/m3 at Delhi. Contributions of agriculture
to PPM and SIA were higher during October-November coinciding with the residual burning.
Industry, residential and energy are the three major sources to PM2.5 in all the cities. The
variation in the seasonal, spatial and source sector contributions emphasizes the importance of a
better understanding the sources of PPM, SIA and its components when designing efficient
regional emission control strategies towards reducing severe air pollution issues occurs at Delhi.
Future studies should be carried out to better interpolate the results of this study, including
obtaining source apportionment of SOA in this region, conducting correction for the bias error
157

, and considering feedbacks of aerosols on meteorology using online coupled source-oriented

models in future 158.
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CHAPTER 5. POTENTIAL REDUCTIONS TO HEALTH EFFECTS OF
PARTICULATE MATTER IN INDIA
5.1 Introduction
Due to insufficient control of emissions from a rapid increase in population, industries,
urbanization and energy consumption, health effects associated with air pollution in developing
countries in Asia are severe 159. India, the second most populous country in the world, has been
experiencing extremely high concentrations of fine particulate matter (PM2.5) in recent decades.
In 2015, PM2.5 concentrations in south, east, north and west Indian cities were 6.4, 14.8, 13.2 and
9.2 times of the World Health Organization (WHO) annual guideline value of 10 µg/m3 160. In
the Global Burden of Disease Study 2016 161, India accounted for 1.034 million of 4.093 million
global premature mortalities from ambient PM2.5 exposure, and ambient PM2.5 exposure was the
second largest risk for health in India. It is estimated that India accounted for 0.65 million out of
the 3.3 million deaths resulted from air pollution caused by PM2.5 globally in 2010 10.
Efforts have been made to estimate the premature deaths associated with PM2.5 in India.
For example, Sahu and Kota 16 estimated that 41 out of 100 thousand lives in Delhi could be
saved by meeting the World Health Organization (WHO) suggested annual PM2.5 guideline
based on time series analysis. Such studies require extensive data, which is not available in all
Indian cities. Several studies have estimated the health effects using regional and global models,
and satellite data. Lelieveld, Evans, Fnais, Giannadaki and Pozzer 10 estimated the global
premature mortality of chronic obstructive pulmonary disease (COPD), cerebrovascular disease
(CEV), ischaemic heart disease (IHD) and lung cancer (LC) using predicted PM2.5
concentrations from a global atmospheric model and exposure-response equations from Burnett,
¯¯¯¯¯¯¯¯¯¯¯
This chapter was previously published as: Guo, H., Kota, S. H., Chen, K., Sahu, S. K., Hu, J.,
Ying, Q., Wang, Y., and Zhang, H.: Source contributions and potential reductions to health
effects of particulate matter in India, Atmos. Chem. Phys., 18, 15219-15229, 2018. © Author(s).
and is reproduced here by permission of my co-authors.
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Pope III, Ezzati, Olives, Lim, Mehta, Shin, Singh, Hubbell and Brauer 17. The impacts of
different sources on ambient PM2.5 concentrations and the associated disease burden in global
scale were also studied in Silva, Adelman, Fry and West 18 and Lelieveld 19. Giannadaki,
Lelieveld and Pozzer 20 and Conibear, Butt, Knote, Arnold and Spracklen 21 studied the health
impacts from applying different air quality standards and explored the non-linear response of
health impacts to PM2.5 in India. The GBD MAPS Working Group 22 and Venkataraman, Brauer,
Tibrewal, Sadavarte, Ma, Cohen, Chaliyakunnel, Frostad, Klimont and Martin 23 focused on
source contributions and potential reductions of PM2.5 in India in the present day and the future
using the brute force method by removing certain sources. In addition to premature mortality,
years of life lost (YLL), which accounts for the ages of those who die and age distribution of
population, is also informative and meaningful for estimation of the burden of air pollution on
health and environmental policy decision. Ghude, Chate, Jena, Beig, Kumar, Barth, Pfister,
Fadnavis and Pithani 24 predicted 0.57 million premature deaths and 3.4 ±1.1 years of YLL
associated with PM2.5 in India for 2011.
To effectively design pollution control strategies, the contributions of different emission
sources to PM2.5 concentrations are crucial. Source-oriented chemical transport models (CTM)
based on tagged tracer technique have been developed and used for source apportionment of
gases 162 and PM 98, 137, 163 in the past. Guo, et al. 164, which was the first study to use the sourceoriented Community Multi-scale Air Quality (CMAQ) model in India, showed residential sector
contributed the most (~ 80 µg/m3) to total PM2.5, followed by industry sector (~ 70 µg/m3) in
2015. Recently, Hu, et al. 165 estimated the premature mortality caused by different sources of
PM2.5 in China and showed that industrial and residential sources contributed to 0.40 (30.5%)
and 0.28 (21.7%) million premature deaths, respectively. Although previous studies have
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addressed different aspects of health impact of PM2.5 in India, a comprehensive understanding on
source contributions and potential reductions to both premature mortality and YLL using a
tagged tracer method with updates to better predict PM2.5 in India is missing.
The objective of this study is to estimate contributions of each emission sectors to PM2.5
related mortality and YLL in India using a tagged tracer method after improving the model
performance on PM2.5 in companion papers. The potential health benefits of reducing PM2.5
concentrations in different Indian states are also explored. Such study would be of tremendous
value for the government to channel their resources in reducing pollution in India.
5.2 Method
5.2.1 Model application for PM2.5 prediction and source apportionment
The models used in this study were based on CMAQ 5.0.1 with a modified SAPRC11
photochemical mechanism and aerosol module version 6 (AERO6). Heterogeneous formation of
SO4, NO3, and SOA formation from surface uptakes was incorporated to improve model
performance 98, 139. Source contributions of primary PM (PPM) and its chemical components were
estimated using tagged non-reactive tracers. The tracers from each source sector go through all
atmospheric processes similar to other species. Detailed information on this source apportionment
method has been introduction in previous chapters.
5.2.2 Estimation of premature mortality
The relative risk (RR) due to COPD, CEV, IHD and LC related mortality associated with
long-term exposure of PM2.5 concentrations is calculated using integrated exposure-response
function estimated by Burnett, Pope III, Ezzati, Olives, Lim, Mehta, Shin, Singh, Hubbell and
Brauer 17 as described in Eq. 8 and Eq. 9.
𝑅𝑅 = 1, 𝑓𝑜𝑟 𝑐 < 𝑐𝑐𝑓

(8)
103

𝛿

𝑅𝑅 = 1 + 𝛼 {1 − exp [−𝛾(𝑐 − 𝑐𝑐𝑓 ) ]} ,

𝑓𝑜𝑟 𝑐 ≥ 𝑐𝑐𝑓

(9)

Where Ccf is the threshold concentration below which there is no additional risk. A total
of 1000 sets of α, γ, δ and Ccf values generated using Monte Carlo simulations for each disease
were obtained. C is the predicted PM2.5 concentration. RR values are calculated for each set of α,
γ, δ and Ccf for all people above the age of 25 and for each grid cell in the domain. Then, the
premature mortality is calculated as Eq. 10.
∆𝑀𝑜𝑟𝑡 = 𝑦𝑜 [(𝑅𝑅 − 1)/𝑅𝑅]𝑃𝑜𝑝……………………………………………………… (10)
Where yo refers to baseline mortality rate for a particular disease in India as listed in
Table 14, obtained from based on the WHO Mortality Database and Pop is the population in a
certain grid cell as listed in Table 15. The mean, lower (2.5%) and upper (97.5%) limits of
premature mortality associated with each disease in a grid are estimated using the 1000 RR
values. Total premature mortality is calculated by adding premature mortality for each disease in
a grid. Total average premature mortality in a state is obtained by adding all average premature
mortalities of all grids in the state multiplied by the fraction of the grid inside the state. A similar
approach is used for calculating the upper and lower limits of premature mortality.
Table 14. Baseline mortality (y0, ×105) for chronic obstructive pulmonary disease (COPD), lung
cancer (LC), ischemic heart disease (IHD) and cerebrovascular disease (CEV) for different age
groups in India based on the WHO Mortality Database (for year 2010).
COPD

LC

IHD

CEV

Age

Male

Female

Male

Female

Male

Female

Male

Female

15-24

2.41

1.58

0.68

0.49

2.58

0.84

3.11

1.29

25-34

5.30

3.71

2.57

1.45

7.88

2.55

6.51

2.92

35-44

10.11

3.99

8.03

3.68

17.02

5.95

12.32

5.62

45-54

20.08

9.49

16.39

4.45

25.44

11.66

18.96

9.49

55-64

118.30

62.59

78.96

21.49

131.31

78.77

87.80

54.38

65-69

397.55

259.99

124.53

44.74

373.88

326.72

231.75

170.67

70+

397.55

259.99

124.53

44.74

373.88

326.72

231.75

170.67
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Table 15. Population age distribution for India, 2015.
Age group Male
Female
15-24
20.60% 20.60%
25-34
17.50% 17.70%
35-44
13.00% 13.10%
45-54
9.60% 9.50%
55-64
6.41% 6.90%
65-69
2.10% 2.20%
70+
3.00% 3.50%
Data source: United Nations, Department of Economic and Social Affairs, Population Division 58
(2015). World Population Prospects: The 2015 Revision, custom data acquired via website.

5.2.3 Estimation of years of life lost
Years of life lost (YLL) is another important index to reflect the health impact of PM2.5
concentrations 166-169. It is a measure of the average years a person would have lived if he or she
had not died prematurely due to some specific reason. YLL is usually calculated as a summation
of the number of deaths at each age group multiplied by the number of years remaining as shown
in Eq. 11.
𝑛−1
𝑌𝐿𝐿 = ∑𝑛−1
𝑖=1 𝑎𝑖 𝑑𝑖 = ∑𝑖=1 (𝑛 − y(𝑖) − 0.5) ∆𝑀𝑜𝑟𝑡𝑖 ……………………………………... (11)

Where ∆𝑀𝑜𝑟𝑡i is the number of deaths in age group i (i = 1, 7) as shown in Table 15. ai is
the remaining years of life left when death occurs in age group i. n is the life expectancy of India
(male= 66.2 and female= 69.1 in 2013) and y(i) is the mean age of age group i. In this study, the
overall YLL was divided by population in a certain grid cell to get life expectancy loss per
person.
5.3 Results and discussions
5.3.1 Predicted premature mortality and YLL
Figure 51 shows the predicted annual PM2.5 concentrations in India for 2015, with the
highest concentration of ~120 µg/m3 in Delhi and some states in east India. The spatial
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distribution of PM2.5 concentration shows that the Indo-Gangetic plains have a higher
concentration than other regions. East and parts of central India also have high PM2.5, while west
and south India are less polluted.

Figure 51. Predicted annual PM2.5 concentrations (μg/m3), total premature mortality (death per
grid of 36 × 36 km2) and premature mortality due to COPD, LC, IHD and CEV in India for
2015.
The population-weighted concentration (PWC) throughout the country is 32.8 µg/m3
(Table 16). This value is lower compared to 57.2 µg/m3 in Conibear, Butt, Knote, Arnold and
Spracklen 21 and 74.3 µg/m3 in GBD MAPS Working Group 22 due to differences in model and
configurations (Table 17). East India is the most polluted with 47.8 µg/m3, closely followed by
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north India 43.1 µg/m3. PWC values are 31.2 µg/m3 in south, 25.4 µg/m3 in the northeast, 23.9
µg/m3 in the west and 23.5 µg/m3 in central India. Delhi is the state with the highest PWC of
66.3 µg/m3. The states apart from Delhi, where PWC is higher than the national average, are
Sikkim 54.7 µg/m3, West Bengal 54.1 µg/m3, Bihar 53.1 µg/m3, Haryana 47.3 µg/m3, Uttar
Pradesh 47.3 µg/m3, Jharkhand 39.2 µg/m3 and Punjab 35.5 µg/m3.
The total premature mortality for adults (≥ 25 years old) and those due to COPD, LC,
IHD, and CEV are also shown in Figure 51. The total premature mortality peaks at populous
megacities at coastal area, Indo-Gangetic plains, and west India. For example, in Indo-Gangetic
plains, where the population density is more than 1 million per gird (i.e., 36 km×36 km),
premature mortality can be as high as 3000 deaths per 100,000 persons. Premature mortalities of
COPD, LC, IHD, and CEV show a similar spatial distribution with the total. CEV is the largest
contributor and has peak values at Indo-Gangetic plains. COPD and IHD are also important with
a peak of ~ 1400 deaths per 100,000 persons at Indo-Gangetic plains. LC contributes the least to
total premature mortality.
Table 16 also shows that the total premature mortality for adults in India for 2015 is
approximately 1.04 million with CI95 of 0.53-1.54 million. High premature mortality is in the
populous states such as Uttar Pradesh (0.23 million), Bihar (0.12 million) and West Bengal (0.10
million). In addition, states such as Maharashtra (0.09 million) and Andhra Pradesh (0.06
million) also have high premature mortality. Generally, the states in Indo-Gangetic plains and
east India have a higher premature mortality than other states. South states have lower premature
mortality. Premature mortality due to CEV is highest in India (0.44 million), followed by IHD
(0.43 million), COPD (0.18 million) and LC (0.01 million) (Table 16). States with high PWC
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have slightly higher CEV premature mortality compared to IHD. IHD and CEV constitute about
81 % of the total premature mortality over the country in 2015.
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Table 16. Population (×106), population-weighted concentration (PWC, μg/m3) and premature mortality (×104 deaths) due to COPD,
LC, IHD, and CEV in each state or union territory in India.
State

Population

PWC

COPD

LC

IHD

CEV

Total

Andhra Pradesh

85.3

22.45

0.96 (0.37, 1.63)

0.07 (0.01, 0.11)

2.48 (1.73, 3.54)

2.18 (0.83, 3.42)

5.69 (2.94, 8.70)

Arunachal Pradesh

2.2

10.08

0.01 (0.00, 0.02)

0.00 (0.00, 0.00)

0.03 (0.02, 0.05)

0.01 (0.01, 0.03)

0.05 (0.03, 0.09)

Assam

28.5

23.86

0.34(0.13, 0.57)

0.02 (0.01, 0.04)

0.86 (0.61, 1.23)

0.80 (0.30, 1.25)

2.03 (1.04, 3.09)

Bihar

103.2

53.06

2.25 (1.08, 3.33)

0.17 (0.05, 0.24)

4.10 (3.14, 7.05)

5.63 (1.79, 6.90)

12.15 (6.07, 17.52)

Chandigarh

0.2

30.51

0.00 (0.00, 0.01)

0.00 (0.00, 0.00)

0.01 (0.00, 0.01)

0.01 (0.00, 0.01)

0.02 (0.01, 0.03)

Chhattisgarh
Dadra & Nagar
Haveli
Daman & Diu

25.8

25.75

0.33 (0.13, 0.55)

0.02 (0.01, 0.04)

0.81 (0.58, 1.17)

0.80 (0.29, 1.26)

1.97 (1.01, 3.01)

0.5

20.91

0.00 (0.00, 0.01)

0.00 (0.00, 0.00)

0.01 (0.01, 0.02)

0.01 (0.00, 0.02)

0.03 (0.02, 0.04)

0.1

19.6

0.00 (0.00, 0.00)

0.00 (0.00, 0.00)

0.00 (0.00, 0.01)

0.00 (0.00, 0.01)

0.01 (0.00, 0.01)

Goa

1.9

18.11

0.02 (0.01, 0.03)

0.00 (0.00, 0.00)

0.05 (0.04, 0.07)

0.04 (0.02, 0.06)

0.11 (0.06, 0.16)

Gujrat

62.4

18.53

0.57 (0.21, 1.01)

0.04 (0.01, 0.07)

1.61 (1.07, 2.27)

1.19 (0.48, 1.95)

3.42 (1.77, 5.30)

Haryana

37.4

47.32

0.75 (0.35, 1.13)

0.06 (0.02, 0.08)

1.43 (1.08, 2.39)

1.88 (0.61, 2.38)

4.12 (2.06, 5.98)

Himachal Pradesh

8.8

15.08

0.06 (0.02, 0.11)

0.00 (0.00, 0.01)

0.18 (0.12, 0.26)

0.12 (0.05, 0.20)

0.37 (0.19, 0.58)

Jammu & Kashmir

12.4

9.80

0.04 (0.01, 0.09)

0.00 (0.00, 0.01)

0.16 (0.08, 0.26)

0.06 (0.02, 0.14)

0.27 (0.11, 0.50)

Jharkhand

36.4

39.25

0.65 (0.29, 1.00)

0.05 (0.01, 0.07)

1.33 (0.99, 2.14)

1.66 (0.54, 2.20)

3.68 (1.82, 5.41)

Karnataka

63.0

16.23

0.51 (0.18, 0.94)

0.04 (0.01, 0.06)

1.56 (1.04, 2.12)

0.97 (0.45, 1.55)

3.08 (1.67, 4.67)

Kerala

35.3

19.44

0.34 (0.12, 0.59)

0.02 (0.00, 0.04)

0.93 (0.63, 1.33)

0.73 (0.29, 1.18)

2.03 (1.05, 3.14)

Madhya Pradesh

77.9

22.62

0.89 (0.34, 1.51)

0.06 (0.01, 0.11)

2.32 (1.65, 3.22)

2.06 (0.82, 3.26)

5.35 (2.81, 8.10)

Maharashtra

117.1

28.61

1.58 (0.65, 2.57)

0.11 (0.03, 0.18)

3.72 (2.68, 5.44)

3.73 (1.38, 5.52)

9.14 (4.74, 13.70)

Manipur

2.7

21.13

0.03 (0.01, 0.05)

0.00 (0.00, 0.00)

0.08 (0.05, 0.11)

0.06 (0.03, 0.10)

0.17 (0.09, 0.26)

Meghalaya

4.3

22.07

0.05 (0.02, 0.08)

0.00 (0.00, 0.01)

0.13 (0.09, 0.17)

0.11 (0.04, 0.17)

0.29 (0.15, 0.43)

Mizoram

1.5

19.72

0.02 (0.01, 0.03)

0.00 (0.00, 0.00)

0.04 (0.03, 0.06)

0.03 (0.01, 0.05)

0.09 (0.05, 0.14)

Nagaland

3.2

19.51

0.03 (0.01, 0.06)

0.00 (0.00, 0.00)

0.09 (0.06, 0.12)

0.07 (0.03, 0.11)

0.19 (0.10, 0.29)

Delhi

8.1

66.28

0.21 (0.10, 0.29)

0.02 (0.01, 0.02)

0.34 (0.27, 0.61)

0.49 (0.16, 0.57)

1.06 (0.54, 1.50)

Odisha

43.4

29.59

0.63 (0.26, 1.01)

0.05 (0.01, 0.07)

1.44 (1.05, 2.17)

1.57 (0.54, 2.32)

3.69 (1.86, 5.57)

Puducherry

1.2

15.40

0.01 (0.00, 0.02)

0.00 (0.00, 0.00)

0.03 (0.02, 0.04)

0.02 (0.01, 0.03)

0.05 (0.03, 0.08)

Punjab

28.9

35.46

0.48 (0.21, 0.75)

0.04 (0.01, 0.05)

1.02 (0.75, 1.61)

1.22 (0.40, 1.66)

2.75 (1.37, 4.07)

(Table cont'd)
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State

Population

PWC

COPD

LC

IHD

CEV

Total

Rajasthan

71.4

20.86

0.74 (0.28, 1.28)

0.05 (0.01, 0.09)

2.00 (1.39, 2.80)

1.64 (0.67, 2.54)

4.44 (2.35, 6.71)

Sikkim

4.5

54.72

0.09 (0.05, 0.13)

0.01 (0.00, 0.01)

0.16 (0.12, 0.29)

0.22 (0.07, 0.26)

0.48 (0.24, 0.69)

Tamil Nadu

70.2

13.82

0.45 (0.15, 0.87)

0.03 (0.00, 0.06)

1.47 (0.88, 2.13)

0.77 (0.33, 1.38)

2.72 (1.36, 4.44)

Tripura

3.7

26.04

0.05 (0.02, 0.08)

0.00 (0.00, 0.01)

0.12 (0.08, 0.17)

0.12 (0.04, 0.19)

0.29 (0.15, 0.44)

Uttar Pradesh

211.2

47.19

4.26 (1.98, 6.41)

0.32 (0.09, 0.45)

8.10 (6.14, 13.63)

10.80 (3.45, 13.59)

23.48 (11.66, 34.09)

Uttarakhand

11.9

15.04

0.08 (0.03, 0.14)

0.01 (0.00, 0.01)

0.23 (0.14, 0.33)

0.16 (0.06, 0.26)

0.47 (0.24, 0.74)

West Bengal

88.9

54.13

1.93 (0.94, 2.86)

0.14 (0.04, 0.20)

3.51 (2.68, 6.00)

4.75 (1.53, 5.81)

10.34 (5.20, 14.87)

1254.0

32.78

18.36 (7.94, 29.14)

1.34 (0.35, 2.05)

40.36 (29.22, 62.78)

43.94 (15.27, 60.36)

103.99 (52.78, 154.34)

India
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Table 17 shows the comparison of the results with other studies. This study predicted
higher total premature mortality (1.04 million) compared to Lelieveld et al. (0.65 million),
Ghude et al. (0.57 million) and Giannadaki et al. (0.58 million), and comparable results
compared to and GBD MAPS Working Group (1.09 million) and Conibear et al. (0.99 million).
Considering the uncertainty range (0.53 - 1.54 million), this study is consistent with these
studies. The difference may be caused by different models (updated CMAQ in this study vs.
EMAC, GEOS-Chem and WRF-Chem), different resolutions, and different simulation episodes.
The ratios of COPD and CEV are close for all studies except GBD MAPS Working Group and
Conibear et al. predicted higher ratios for COPD but lower ratios for CEV. Giannadaki et al.
(2016) predicts higher LC ratio (5.1%) than other studies (0.5-2.1%), while IHD ratios are
similar for all studies.
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Table 17. Comparison of methods and excess mortality by diseases and sources from this study with other studies in India.
This study

Lelieveld (2017) and Lelieveld et
al. (2015)

GBD MAPS Working Group
(2018)

Conibear et al.
(2018)

Ghude et al.
(2016)

Giannadaki et al.
(2016)

Source-oriented
CMAQ

EMAC

GEOS-Chem

WRF-Chem

WRF-Chem

EMAC

Tagged tracer

Zero-out

Zero-out

Zero-out

EDGAR

EDGAR

Own inventories

EDGAR

EDGAR

EDGAR

36km

~110km

56×74 km

30km

36km

~110km

57.2

IER

IER

74.3
IER

IER

IER

IER

1.04 (0.53,1.54)

0.65

1.09

0.99

0.57

0.58

17.7

17.3

~30

31.2

20.5

11.9

LC (%)

1.3

2.1

~2

2.6

0.5

5.1

IHD (%)

38.8

45.7

~40

34.8

43.9

34.3

CEV (%)
Source contributions
(%)
Energy

42.4

34.9

~18

11.6

35.1

41.6

6.8

14

7.6

21

Industry

19.7

7

7.5

16

Residential

55.5

50

24.6

52

Agriculture

11.9

6

Traffic

1.9

5

2.1

10

Dust

4

11

28.7

0

Models application
Source
apportionment
Emission inventory
Resolution
PWC

(μg/m3)

Mortality estimation
Excess mortality
(million)
COPD (%)

32.8

0
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Figure 52 shows the total YLL and to the contributions of COPD, LC, IHD, and CEV.
The YLL for entire India is the highest for CEV (0.8 years) and closely followed by IHD (0.7
years). LC has the least YLL (0.03 years), while COPD has the YLL of 0.45 years. YLL for
states in north, east, south and west India are 1.2, 1.0, 0.2 and 0.4 years, respectively. The highest
total YLL is ~ 2 years in Delhi, indicating PM2.5 concentrations strongly threaten the health of
people living in the capital of India. Indo-Gangetic plains and east India have higher YLL (~ 1
years) compared to other regions. Another study conducted in India for 2011 showed that PM2.5
concentration associated lost life expectancy is 3.4 ± 1.1 years 24. The difference is due to the
different episodes and methods in calculating YLL. In Ghude et al, YLL was calculated based on
the linear relationship assumption that an increase of 1 µg/m3 in PM2.5 exposure decreases mean
life expectancy by about 0.061 ± 0.02 years 168.The linearity assumption between YLL and PM2.5
concentration may introduce additional uncertainties to their result.

Figure 52. Year of life lost (YLL) based on population (years) due to COPD, LC, IHD, and CEV.
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5.3.2 Source apportionment of premature mortality and YLL
Figure 53 shows the annual contributions of different sources to total PM2.5
concentration. Residential sector contributes highest to total PM2.5 with ~ 40 µg/m3 maximum,
followed by industry sector (~20 µg/m3). Energy sectors and agriculture sector contribute to ~5
µg/m3 and ~8 µg/m3 maximum. In north India, residential sector (~ 40 µg/m3) have the
maximum contributions to total PM2.5. Open burning has significant high contributions (~ 1
µg/m3) in northeast India. Energy PM2.5 concentrations have significant high concentration point
at north (~ 30 µg/m3) and east (~ 15 µg/m3) India compared to other parts of the country as
several coal-based power plants are located there 14. On the contrary, industry, residential and
agriculture sector distribute evenly at Indo-Gangetic plain. Residential source peaks in north
Pakistan and dust source peaks in desert areas in other countries. In most states, residential is the
largest contributor because residential heating during October to December are the main sources
of PM2.5 170. As shown in Figure 54, biogenic related species such as isoprene (ISOP) and
monoterpenes (TERP) are the major components of SOA.
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Figure 53. Source contributions to total PM2.5 concentration (Units are in μg/m3).
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Figure 54. Predict spatial distribution of different SOA products in summer episode: Isoprene
(ISOP), monoterpenes (TERP), sesquiterpenes (SESQ), aromatics, oligomers (OLGM), isoprene
epoxydiol (IEPOX), isoprene methacrylic acid epoxide (IMAE), glyoxal (GLY) and
methylglyoxal (MGLY). Units are all in μg/m3.

The total premature mortality due the eight source sectors and SOA is shown in Figure 55
and portions of the contribution of each source type of each state in India is listed in Table 18.
Residential (55.45%), Industry (19.66%), Agriculture (11.90%), and Energy (6.80%) are the
major sources contributing to premature mortality due to PM2.5 concentrations. Contributions of
residential, industry, agriculture and energy sectors are maximum in Bihar (62.01%), Delhi
(40%), Assam (24.37%) and Chhattisgarh (22.63%), respectively. Overall premature mortality in
more than 90% of the states is dominated by residential source. The uses of primitive methods of
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cooking instead of cooking gas and electric heaters could be a top factor. Burning of solid fuels
for cooking and other purposes could be another important factor. Highest contributions to
premature mortality from residential sources are in states at Indo-Gangetic plains and east India.
Premature mortality of residential sector in south Indian states is lower compared with other
parts of India, while premature mortality of industry sector is more important in western states.
Delhi is affected the most among all states by industrial source, and premature mortality due to
the energy sector is higher in mineral-rich states such as Chhattisgarh. Agriculture PM2.5
contributes highest to premature mortality in Assam. Premature mortality in other northeast
states such as Meghalaya, Mizoram, Tripura, Manipur, Nagaland, and Sikkim are also
contributed significantly by agriculture PM2.5. Table 17 shows the comparison of this study with
previous studies. In comparison with Lelieveld et al, this study predicts higher contributions
from industry and agriculture sectors but lower from traffic and dust sectors due to the
differences in emissions. The GBD MAPS Working Group shows similar results in energy and
traffic sectors but predicts lower in residential sector. Conibear, Butt, Knote, Arnold and
Spracklen 21 is consistent with this study in residential sector but predicts higher contribution in
energy and traffic sectors.
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Table 18. Source contributions of each source types to premature mortality due to COPD, LC, IHD
and CEV due to long term exposure of ambient PM2.5 based on predicted 2015 annual average
concentrations.
State

Energy

Industry

Residential

On-road

Off-road

Agriculture

Openburning

Dust

Andhra Pradesh

13.50%

18.75%

48.50%

1.25%

1.25%

9.75%

0.25%

6.75%

Arunachal Pradesh

0%

0%

50%

0%

0%

50%

0%

0%

Assam

1.88%

6.88%

61.25%

0.63%

1.25%

24.37%

2.50%

1.25%

Bihar

2.32%

18.70%

62.01%

0.66%

0.66%

13.96%

0.08%

1.24%

Chandigarh

0%

0%

100%

0%

0%

0%

0%

0%

Chhattisgarh
Dadra & Nagar
Haveli

22.625

13.13%

40.87%

0.73%

0.73%

0.73%

16.78%

5.10%

0%

0%

100%

0%

0%

0%

0%

0%

Daman & Diu

0%

0%

100%

0%

0%

0%

0%

0%

Goa

14.28%

14.28%

57.14%

0%

0%

14.28%

0%

0%

Gujrat

10.23%

17.40%

53.24%

1.70%

1.02%

5.11%

0%

11.26%

Haryana

6.42%

25.71%

52.14%

1.42%

0.71%

9.28%

0.24%

4.28%

Himachal Pradesh

9.67%

12.90%

54.83%

3.22%

0%

12.90%

0%

6.45%

Jammu & Kashmir

0%

9.09%

68.18%

0%

0%

13.63%

0%

9.09%

Jharkhand

10.06%

26.29%

48.05%

0.65%

0.97%

12.01%

0.32%

2.27%

Karnataka

9.40%

14.35%

54.95%

3.46%

1.48%

8.91%

0.49%

6.93%

Kerala

3.41%

26.13%

62.50%

1.70%

1.13%

3.40%

0%

0.56%

Lakshadweep

0%

0%

0%

0%

0%

0%

0%

0%

Madhya Pradesh

10.85%

10.59%

55.29%

1.03%

1.03%

12.14%

0.26%

9.04%

Maharashtra

11.44%

23.87%

49.01%

1.13%

0.98%

7.76%

0.14%

5.64%

Manipur

0%

12.50%

50%

0%

0%

12.50%

12.50%

0%

Meghalaya

5.55%

11.11%

55.55%

0%

0%

22.22%

0%

0%

Mizoram

0%

0%

50%

0%

0%

25%

0%

0%

Nagaland

0%

12.50%

62.50%

0%

0%

12.50%

12.50%

0%

Delhi

5.83%

40%

45.83%

0.83%

0.83%

4.16%

0%

2.50%

Odisha

17.39%

14.62%

45.45%

0.79%

0.79%

17%

0.39%

3.95%

Puducherry

12.50%

25%

50%

0%

0%

12.50%

0%

0%

Punjab

3.75%

14.28%

57.51%

1.50%

0.75%

17.67%

0.38%

4.51%

Rajasthan

4.88%

9.19%

57.47%

2.01%

1.14%

7.75%

0.28%

17.24%

Sikkim

7.40%

38.88%

46.29%

1.85%

0%

3.70%

0%

1.85%

Tamil Nadu

15.11%

19.55%

52.88%

1.77%

0.88%

7.55%

0%

1.77%

Tripura

5.26%

5.26%

63.15%

0%

0%

21.05%

0%

0%

Uttar Pradesh

4.03%

18.75%

61%

0.83%

0.83%

12%

0.08%

2.45%

Uttarakhand

2.63%

10.52%

65.78%

2.63%

2.63%

13.15%

0%

5.26%

West Bengal

5.21%

26.68%

49.54%

0.60%

0.70%

15.84%

0.10%

1.30%

India

6.80%

19.66%

55.45%

1.05%

0.85%

11.90%

0.23%

4.02%
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Figure 55. Source contributions to total premature mortality (deaths per grid 36 × 36 km) due to
COPD, LC, IHD, and CEV.

Figure 56 showed YLL attributed to different source types and SOA. Similar to the
pattern of premature mortality in Figure 4, residential is the top factor, which reduces ~ 0.6 years
in severe polluted and populous area like Delhi, followed by industry, energy, and SOA. A
significant peak of industry YLL is at west India and high YLL occurs at Indo-Gangetic plains.
Unlike the spatial distribution of industry contributions to YLL, YLL for energy sector shows
some point sources of energy emission in central India. For SOA, YLL is ~ 0.1 years for
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majority parts of India with a high YLL (~ 0.35 year) in southeast India. YLL for agriculture
sector distributes evenly at Indo-Gangetic plains and peaks at west India (~ 0.12 year).

Figure 56. Contributions of different sources to years of life lost (YLL) based on population
(years).

5.3.3 Potential reduction of premature mortality with reduced PM2.5
The reduction of PM2.5 was calculated by multiplying the original PM2.5 concentration
with reduction fraction. The mortality was then calculated using the reduced PM2.5 concentration.
Figure 57 shows the normalized premature mortality with a fractional reduction in PM2.5
concentrations (relative to 2015 concentrations) for the whole of India and top PM2.5 polluted
states, Bihar, Maharashtra, Uttar Pradesh (including Delhi), West Bengal. It shows that the
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decrease of premature mortality is slower in the beginning when PM2.5 concentrations are higher,
and the marginal benefit of PM2.5 reduction to premature mortality increases as PM
concentrations decrease. A 30% of reduction in PM2.5 in whole India only lead to a 25%
reduction in mortality from the 2015 level without considering population increases, but 90%
reduction in mortality could be achieved with an 80% decreasing in PM2.5. PM2.5 concentrations
need to be reduced by 65%, 50%, 60% and 65%, respectively, for Bihar, Maharashtra, Uttar
Pradesh (including Delhi) and West Bengal to achieve a 50% reduction in PM2.5-related
premature mortality.

Normalized Premature Mrtality (%)

100

80

60
Bihar
40

Maharashtra
Uttar Pradesh
West Bengal

20

India

0
0

20

40

60

80

Fraction in PM2.5 concentration reduction (%)
Figure 57. Premature mortality (normalized to 2015 deaths) as a function of the fractional
reduction in PM2.5 concentrations (relative to 2015 concentrations) for the whole of India and top
PM2.5 polluted states, Bihar, Maharashtra, Uttar Pradesh (including Delhi), West Bengal.
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Figure 58 evaluates the premature mortality and YLL benefit when PM2.5 concentrations
in the whole of India and top PM2.5 polluted states, Bihar, Maharashtra, Uttar Pradesh (including
Delhi) and West Bengal are reduced to four different standards, i.e., Indian National Ambient Air
Quality Standard (INAAQS) of 40 µg/m3, WHO interim target 3 (WHO IT3) of 15 µg/m3, the
United States (U.S.) Ambient Air Quality Standards (NAAQS) annual standard of 12 µg/m3, and
the WHO guideline level of 10 µg/m3. The reductions of the premature mortality when PM2.5
concentrations in the highly polluted regions (annual average concentration ≥ 40µg/m3) are
shown in Table S4. For example, the premature mortality in Uttar Pradesh (including Delhi) due
to PM2.5 exposure will be reduced by 79% from 0.25 million to approximately 0.06 million and
the YLL will be reduced by 83% from 1.27 year to 0.22 year when PM2.5 concentrations drop to
10 µg/m3. The reductions of premature mortality are also more significant in most populous
states such as Uttar Pradesh (79%) and West Bengal (80%). However, the decrease is not
significant when PM2.5 concentrations drop to current INAAQS standards of 40 µg/m3 as it only
reduces premature mortality by 13.10% and YLL by 9.85% for the whole India. When PM2.5
concentrations drop to 15 µg/m3, premature morality for India will reduce to 0.37 million and
YLL will decrease to 0.56 year. In 12 µg/m3 case, premature mortality and YLL will be reduced
to 0.17 million and 0.39 year respectively. This indicates that the current INAAQS standards are
not sufficient to reduce health impacts of air pollution in India.
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Figure 58. Number of premature deaths (a) and YLL (b) in the whole of India and top PM2.5
polluted states, Bihar, Maharashtra, Uttar Pradesh (including Delhi) and West Bengal
corresponding to the cases when PM2.5 reduced to 40μg/m3, 15 μg/m3, 12μg/m3 and 10/μg m3
(WHO guideline level). “Base” refers to PM2.5 in 2015.
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5.4 Conclusion
A source-oriented CMAQ modeling system with meteorological inputs from the WRF
model was used to quantify source contributions to concentrations and health effects of PM2.5 in
India for 2015. The predicted annual PM2.5 concentrations in India for 2015 could reach 120
µg/m3 in Delhi and some states in east India has a total mortality greater than 3000 deaths per
100,000 persons. The total premature mortality in India for adult ≥ 25 years old in 2015 was
approximately 1.04 million. Uttar Pradesh (0.23 million), Bihar (0.12 million) and West Bengal
(0.10 million) had higher premature mortality compared to other states. YLL peaks at Delhi with
~ 2 years and Indo-Gangetic plains and east India have high YLL (~ 1 years) compared to other
regions in India. The residential sector is the top contributor (55.45%) to total premature
mortality and contributes to ~ 0.2 years to YLL with source contribution of ~ 40 µg/m3
maximum to total PM2.5. Reducing the PM2.5 concentrations to the WHO guideline value of 10
µg/m3 would result in a 79% reduction of premature mortality and 83% reduction of YLL in
Uttar Pradesh (including Delhi) due to PM2.5 exposures. The total mortality and YLL of whole
India would also be significantly reduced by decreasing current PM2.5 level to 10 µg/m3.
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CHAPTER 6. PROJECTED AIR QUALITY AND HEALTH BENEFITS
FROM FUTURE POLICY INTERVENTIONS IN INDIA
6.1 Introduction
India suffers serious air pollution in recent years due to the fast growth of population and
fossil fuel consumption 171. The major pollutants include ozone (O3) and fine particulate matter
(PM2.5), which have significant adverse impacts on human health, ecosystems, and climate 172.
In 2014, India had 37 cities among the 100 most polluted cities worldwide 173, and the annual
averaged PM2.5 concentration in north India was > 100 µg/m3, which greatly exceeded the World
Health Organization (WHO) guideline of 10 μg/m3
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and the India National Ambient Air

Quality Standards (NAAQS) of 40 μg/m3 39, 175.
Efforts had been made to understand the sources of air pollution in India and its health
impacts. Sharma, Mandal, Jain, Saraswati, Sharma and Saxena 13 revealed that high PM2.5
concentrations were mainly from secondary inorganic components (21.3%) including sulfate,
nitrate, and ammonia, followed by soil dust (20.5%), vehicle emissions (19.7%) and biomass
burning (14.3%) in Delhi, India. Guo, Kota, Sahu, Hu, Ying, Gao and Zhang 40 revealed that
residential sources, such as emissions from domestic heating and cooking, contributed highest to
total PM2.5 (∼80μg/m3), followed by industry (∼70μg/m3), energy (∼25μg/m3) and agriculture
(∼16μg/m3) in north India while industry and residential activities contributed to 80% of total
PM2.5 in Delhi.
PM2.5 and O3 exposures were also associated with premature mortality and the years of
life lost (YLL) in recent studies. Lelieveld, et al. 176 estimated premature mortality rate
associated with PM2.5 and O3 and found a total estimated cardiovascular mortality, lung cancer
¯¯¯¯¯¯¯¯¯¯¯
This chapter was previously published as: Chen, K.; Guo, H.; Hu, J.; Kota, S.; Deng, W.; Ying,
Q.; Myllyvirta, L.; Dahiya, S.; Zhang, H., Projected air quality and health benefits from future
policy interventions in India. Resources, Conservation and Recycling 2019, 142, 232-244. ©
2018 Elsevier B.V. and is reproduced here by permission of my co-authors.
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and respiratory mortality of ~421, ~14, and ~170 thousand per year, separately, in India.
Lelieveld, Barlas, Giannadaki and Pozzer 176, Lim, et al. 177 revealed that approximately 670,000
deaths in India were due to outdoor air pollution in 2010. Ghude, Chate, Jena, Beig, Kumar,
Barth, Pfister, Fadnavis and Pithani 24 estimated that about 570,000 premature mortality and
3.4 ± 1.1 YLL for all India was due to PM2.5 and O3 exposure in 2011. Guo, et al. 178 found total
YLL in India due to PM2.5 was highest in Delhi (~2 years), followed by Indo-Gangetic plains and
east India (~1 years). A total of ~1.04 million premature mortalities were calculated in India with
the highest value in Uttar Pradesh (0.23 million), followed by Bihar (0.12 million) and West
Bengal (0.10 million). Another important finding was that residential emissions contributed the
most to PM2.5 associated premature mortality (~0.58 million) and YLL (~0.2 years) in India.
Chemical transport models (CTMs) were often used to evaluate effects of emission
controlling policies on air quality. For example, Hu, Huang, Chen, He and Zhang 25 used the
Community Multi-scale Air Quality (CMAQ) to estimate the future scenarios of power
development in China and found the power development plans would decrease PM2.5 and PM10
in Beijing but increase O3. The scenarios included low cost renewable energy and aggressive
wind and solar energy for low emissions, 80% emission reduction in power sector to cap CO2
emissions and relocation of power plants to western areas. Xu, Hu, Ying, Hao, Wang and Zhang
26

found emissions in China would decrease due to improvement in emission control

technologies and combustion efficiencies and induce a significant reduction of PM2.5 by ~43%.
These studies provided some information on the effectiveness and benefits of different strategies
aiming certain region or sector. A few studies had evaluated the benefits of different emission
control strategies of specific source sectors in India. Aggarwal and Jain 27 used ISC-AERMOD
v.5.2 model and found carbon monoxide (CO), nitrogen dioxide (NO2) and particulate matter
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(PM) would be reduced by ~24%, 42%, and ~58% respectively by simulating future scenarios of
urban air quality in Delhi based on three alternative policies on emission from passenger
transport. Guttikunda and Jawahar 14 indicated that installation of flue gas desulfurization system
for operational thermal plants would reduce PM2.5 concentration by 30-40% by using
ENVIRON-Comprehensive Air Quality Model with Extensions (CAMx). However, most
modeling studies were carried out in northern India, very few studies concentrated on central
region and no studies had comprehensively investigated the benefits of possible controlling
strategies of all sectors in national scale in India 28.
In this study, the Weather Research & Forecasting (WRF) and Community Multi-scale
Air Quality (CMAQ) model system were applied to investigate the impacts of emission
controlling strategies from multiple sources in India. Potential reductions of air pollutants
concentrations and related health benefits were evaluated. This assessment provided valuable
information for emission management and air pollution control in future India.
6.2 Method
6.2.1 Model description
The CMAQ v5.0.2 developed by the U.S. EPA 94 was used in this study. SAPRC-11 179,
180

was used as the photochemical mechanism with aerosol chemistry mechanism AERO6 181.

The model had been modified to improve the prediction of sulfate and nitrate 182 as well as
secondary organic aerosols (SOA) 98, 99. Meteorological inputs were generated from the WRF
v3.7.1 for 2015 with initial and boundary conditions from National Centers for Environmental
Prediction (NCEP) FNL (Final) Operational Global Analysis data from National Center for
Atmospheric Research (NCAR) (http://dss.ucar.edu/datasets/ds083.2/). Meteorology-Chemistry
Interface Processor (MCIP) v4.2 was applied to generate CMAQ ready meteorological input
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from WRF outputs. Annual anthropogenic emission data were obtained from Emission Database
for Global Atmospheric Research (EDGAR) 183 at the resolution of 0.1° × 0.1°. Emissions of
EDGAR v4.3 for 2010 were scaled to 2015 as the base scenario with scaling factors used in
pervious chapter. Future scenarios were calculated based year of 2030. The Spatial Allocator
(SA) was used to re-grid emission to designed domain 184. Non-methane volatile organic
compounds (NMVOC) and PM emission were mapped to model species based on the
SPECIATE 4.3 185 database developed. Then, the annual emissions were gridded to the CMAQ
domain. The fire inventory from National Center for Atmospheric Research (NCAR) 186 was
used to generate open biomass burning emissions. Biogenic emissions were generated from
Model for Emissions of Gases and Aerosols from Nature (MEGAN) version 2.1 187. The first
three days in each scenario were treated as spin-up period. The model domain covering India and
surrounding countries as previous chapter shows. Details and performance of model application
in 2015 against observation data at multiple cities had been discussed in previous chapters.

6.2.2 Scenario description
In this study, a total of fifteen scenarios, including one base scenario for current emission
and fourteen future emission scenarios, were simulated. Meteorological conditions and
population data were assumed to be same as 2015 so that the impacts were only due to changes
of emissions in future emission scenarios. Under-construction power plants were not included in
the base case. The detailed emissions reductions in each future scenario were listed in Table 19
and briefly discussed below. It should be noted that the scenarios were based on possible
reductions of emissions from different sectors by applying new controlling strategies in future.
These scenarios had not been applied and might not reflect practical emission changes in India.
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Table 19. Description of fourteen future emission scenarios in India and the national factors used for adjusting emissions.
Scenario Sector
Measure
SO2
NOx
PM2.5 CO
VOCs
S1
Energy1*
Implement emission standards on current operating coal-based power plants
S2
Energy2*
Implement emission standards on under-construction coal-based power plants
S3
Energy3*
Avoided emissions from cancellation of new coal-fired power plants
S4
Residential
Reduce solid fuels
-97% NA
-99% -99%
-92%
S5
Agriculture
Reduce crop burning
-100% -100% -100% -100% -100%
OpenS6
burning
Reduce municipal solid waste
-80% -80%
-80% -80%
-80%
S7
On-road
Apply Bharat standards
NA
-24%
-27% -46%
-83%
S8
On-road
Slower oil consumption growth
-6%
-38%
-27% NA
-15%
S9
Industry
Shift to Zig-zag kilns
-4%
-9%
-13% -14%
NA
S10
Industry
Stronger oil sulfur limits
-11% NA
NA
NA
NA
Introduce
new
emission
S11
Industry
standards
-55% -34%
-79% NA
NA
S12
Construction Dust control measures
NA
NA
-50% NA
NA
S13
Residential
Reduce diesel generating sets use NA
-54%
-1%
-1%
-1%
Combine
S14
all4*
Including all measures above except S2 and S3
1*, 2*, 3*. Calculated as Equations 11, 12 and 13
4*. Emission reductions were calculated by combining all reduction in each sectors
NA means not applicable.
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Three different scenarios were applied separately for the energy sector. In scenario 1
(S1), emissions were calculated based on average stack emission rates of pollutants and emission
volumes in each state as discussed in Guttikunda and Jawahar 14, assuming they meet operating
implement emission standards. SO2 stack concentration was obtained from the World Electric
Power Plants database (https://www.platts.com/products/world-electric-power-plants-database),
and new capacity added was taken from the Global Coal Plant Tracker 188. The new emissions
standards for PM, SO2 and NOx emissions in power plants approved by the Ministry of
Environment, Forest and Climate Change of India prescribed different maximum stack emissions
for plants of different ages and sizes. Thus, average values were calculated for each state using
Eq.11 based on the composition of the fleet.
[Current annual emissions] / [Current average stack emission concentration] × [Maximum stack
emission concentration allowed by new regulation]

(11)

The emission reductions through implementation of the new emission standards for coalfired power plants currently under construction were estimated in scenario 2 (S2), which were
calculated based on capacity under construction in each state from the Global Coal Plant
Tracker, and averaged stack emission concentrations in each state for under construction plants.
For both under construction and planned power plants, an averaged plant load factor of 70% was
assumed. Thermal efficiencies of 38%, 42% and 45% were assumed for subcritical, supercritical
and ultra-supercritical plants, respectively. Specific flue gas volume was calculated from CO2
emissions factors used in Indian Central Electricity Authority guidelines 189. After this step,
emission reductions were projected in the same way as for operating plants using Eq.12:
[Current annual emission] - [Electric capacity] / [Thermal efficiency] × [Plant load factor] ×
[Specific flue gas volume] × [Average stack emission allowed by standard]
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(12)

In scenario 3 (S3), emission reductions from cancellation of planned coal-fired power
plants were calculated based on capacity in the “permitted” and “pre-permitting” stages
according to the Global Coal Plant Tracker. These plants were assumed to meet the new
emission standards for new plants. Emission were calculated using Eq.13:
[Current annual emission] - [Electric capacity] / [Thermal efficiency] × [Plant load factor] ×
[Specific flue gas volume] × [Average stack emission allowed by standard]

(13)

It should be noted that emissions in S2 and S3 were higher than in the base case as
additional power plants will be implemented.
Emission reductions in the residential sector including reductions in solid fuel and diesel
generating sets were represented in scenario 4 (S4) and 13 (S13), separately. In S4, emissions
from residential fuel using the EDGAR emission inventory were revised based on household fuel
use data in India’s 2011 census. Emissions reductions switching from solid fuels to kerosene
were calculated based on emission factors 90. The projection was based on the Global Disease
Burden (GDB) assumption that household solid fuel use can be essentially eliminated by 2050
and taking a linear projection out of that. Since household solid fuel use primarily happened in
rural areas, slower population growth and urbanization would mean that the number of rural
population and households would begin to shrink during the projection period and, furthermore,
improved income levels and energy access mean that the proportion of households using solid
fuels for cooking and heating would begin to fall even without policy measures. As result, most
residential pollutants, especially particulate pollutants (PM2.5 and PM10), were significantly
reduced (>90%) in S4.
Emissions from diesel generating sets were estimated from applicable emission standards
in India and breakdown among generating set sizes and performance data for each size. Ninety
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percent of generating set uses could be eliminated by 2030, which were applied in each grid in
scenario 13. Resulting absolute reductions in emissions were subtracted from residential sector
emissions. In S13, half NOx from residential sector were reduced while emissions of other
species were barely changed.
Reducing crop burning and municipal solid waste burning were included in the open
burning sector. Crop burning emissions were based on EDGAR gridded data. Pollutants
including SO2, NOx, PM and volatile organic compounds (VOCs) were assumed to totally
eliminated (100%) in scenario 5 (S5). In scenario 6 (S6), municipal solid waste burning
emissions for each state and major cities were obtained from Kumari, et al. 190, and gridded to
population within each state and city. When emissions estimated for one or more cities within a
state was available, the city emissions were subtracted from the state total and the residual was
allocated to the rest of the state. By reducing municipal solid waste, 80% of emissions were
reduced in S6.
In scenario 7 (S7), the Bharat vehicle emission standards, which reduced emissions from
in-use vehicles, institute recall policies for noncompliant vehicles and fuels, and moved away
from conventional gasoline and diesel to cleaner alternative fuel, were applied to the original
EDGAR emission. Projected emission reductions from the accelerated application of the Bharat
vehicle emission standards were obtained from Bansal and Bandivadekar 191, reduced emission
from base inventory in EDGAR spatial emission data as a future scenario. The absolute emission
differences between the “Continued Dual Standards” scenario, which represented an extension of
current approach, and “World Class” standards in 2030 were calculated and subtracted from the
baseline inventory to quantify the effects of the regulation. Thus, emissions of NOx, PM10 and
PM2.5 were slightly reduced (24%-27%), while around half of CO (46%) and most of VOCs
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(83%) were reduced. In scenario 8 (S8), a 4% to 2% per year increases to EDGAR emissions
was assumed and then the standards applied. Therefore, PM10 and PM2.5 had same reduction as in
S7, NOx reduction was slightly higher (38%), while only 15% VOCs was reduced.
Emission reductions focused on industrial sector were tested in scenarios 9 to 11 (S9, S10
and S11). S9 indicated the emission reductions shifting from current emissions from brick kilns
to zig-zag kilns as described in Rajarathnam, et al. 192 and the absolute reductions in emission
were subtracted as in Table 1. Zig-zag technology would reduce emissions of CO, NOx and PM
from brick producing by 60%-70%. Overall, both PM2.5 and NOx emission from industry sector
were reduced slightly (13% and 9%) after shifting to zig-zag kilns. Sulfur dioxide emissions
from industrial oil consumption were calculated based on India Fuel Quality Standards for fuel
oil and heavy diesel oil, and International Energy Agency (IEA) data on industrial consumption
of these fuels in 2014. Absolute emissions reductions were projected by reducing sulfur content
to 500 ppm, in S10. S11 used averaged stack emissions in different industrial sectors calculated
based on the Regional Emissions in Asia (REAS) database, which provided a more detailed
sectoral disaggregation than the EDGAR database. Same emission limits in S1 for energy sector
were used for industry sector for S11 too. The resulting emission reductions were projected
analogously to the estimates for existing coal-based thermal power plants shown in S11.
Therefore, 79% PM, 55% SO2, and 34% NOx were eliminated in this scenario.
Scenario 12 (S12) focused on construction dust control measures. The reduction rate of
50% of EDGAR emission was based on the emission data for five cities in the Central Pollution
Control Board (CPCB) 193, and applied the median construction dust emissions per person in
these large cities to the rest of the urban population. As result, PM emissions were reduced by
50% in S12.
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By combining all emission reductions from above independent sectors, scenario 14 (S14)
was simulated to show the largest possible reduction when all measures were taken. Controlling
strategies can only be applied simultaneously across different sectors. For example, there were 3
scenarios in industry sector but each was in a different industry. Therefore, these emissions can
be combined. In the energy sector, the different strategies in S1, S2, and S3 were applied on the
same sources and cannot be combined. Thus, S1 was used to represent energy sector in S14.
6.2.3 Health risk analysis
Population weighted concentration (PWC) was used to indicate population exposure to
air pollution than averaged data in each grids in health analysis studies 194. PWC of PM2.5 was
calculated as following:
PWC =

∑(𝐶𝑖 ×𝑃𝑖 )

(14)

Pop

Where Ci was the PM2.5 concentration in grid i, Pi was the population in grid i, and Pop
was total population in India. Population data for 2015 was used in this studied, which was from
Population Division in Department of Economic and Social Affairs in the United Nations.
Human health impact functions in Lelieveld, Evans, Fnais, Giannadaki and Pozzer 31,
Apte, et al. 195 and Burnett, et al. 196 were widely applied to estimate the premature mortality
associated with PM2.5. In this study, premature mortality and YLL calculations are same with
previous chapter.
6.3 Results and discussions
6.3.1 Changes in gas species
O3 concentrations in the base case and changes in future scenarios were shown in Figure
59. In the base case, O3 concentration was higher in spring while lowest in summer. High
concentration (~80 ppb) was observed in northern regions while south India had lower
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concentration (~60 ppb) in April. High concentration also occurred on ocean surface both west
and east to India in October and December. O3 concentration was ~50 ppb in north India and
decreases to ~30 ppb in the south in July. O3 concentration was higher (~50 ppb) in central India
in October and December than in July (~30 ppb). The low O3 concentration in July was caused
by large precipitation in the monsoon season 197, while all other months had relatively higher
temperature 91 and large emissions of precursors 198.

Figure 59. Changes of monthly averaged 8-hour ozone in different emission scenarios (Units are
in ppb). Note: the scales are different.
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Spatially, O3 were barely changed (~±0.5 ppb) in most scenarios in April in S6, S8, S9,
S10, S11 and S12, which were mainly due to limited emission reductions of NOx and VOCs in
these scenarios (S9, S10 and S11) and low contribution in total emission of NOx and VOCs (S6
and S8). In April, high reduction (>6 ppb) occurred in eastern India in S1, but increases occurred
in S2 and S3 in northern and eastern regions with maximum ~1 and ~4 ppb separately. In S4,
reductions (~5 ppb) in northern regions were higher than other regions. There was no obvious
reduction in July except in S4 (~5 ppb), S5 (~1 ppb) S7 (~1 ppb) and S13 (~1 ppb). In the same
period, concentration increased obviously in S1 with ~1.5 ppb in northern regions. Variation in
October indicated that O3 concentration in eastern India greatly decreased (~6 ppb) in S1 but
opposite situation occurred in S3 in similar regions that concentration increased by ~4 ppb.
Reduction (~10 ppb) in the north region was higher than central and south regions in S4.
Reductions also occurred in some regions of north and coastal regions in S7 by ~1.5 ppb. O3
concentration was decreased almost in all scenarios in December except some regions in S1, S2,
S3, and S13. Reduction in S4 was most significant that >20 ppb decreased in north regions,
followed by S7 (~4 ppb), S13 (~3 ppb), and S5 (~2 ppb). In most scenarios, reduction pattern
showed that high reduction occurred in north India in December but increased in April and July.
Strategies in S14 were less effective (<10 ppb) in reducing O3 in high concentration
periods (April) and July, and it even increased O3 in October in western region by ~5 ppb due to
the change of photochemical reactions. Significant reduction occurred in December by >20 ppb
in north regions with ~10 ppb in the rest regions. Reducing solid fuels caused greatest O3
reduction compared to other strategies. Significant reductions also occurred in S1, S5, S7 and
S13. NOx and VOCs emissions were greatly reduced (as indicated in Table 19) in the residential
sector (S4 and S13), crop burning (S5) and applying Bharat standards (S7), which induced fewer
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precursors for O3 productions especially in December. Other scenarios contributed less
reductions of NOx and VOCs so that O3 reductions were not significant.
6.3.2 Changes in particulate matter
The primary PM (PPM) was directly emitted from emission sources, including major
components such as elemental carbon (EC), primary organic aerosols (POA), and other
components (OTHER). Figure 60 indicated that PPM concentrations in the northern regions were
higher in December, followed by October, April and July in the base case. Maximum PPM
concentrations in each month were located in north India and decrease from north to south. High
concentration was observed in October and December with ~60 µg/m3 in north India while it was
~25 µg/m3 in April and July. High PPM concentrations in winter were believed due to increasing
emissions from household wood burning and agriculture activities 116.
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Figure 60. Changes of monthly averaged primary PM (PPM) in different emission scenarios
(Units are in µg/m3). Note: the scales are different.

PPM concentration decreased significantly in residential sector with maximum over 40
and 20 µg/ m3 in December and October in north India as S4 and S13 indicated, respectively.
Another high reduction occurred in S5, S9 and S11 with maximum valued of ~5, ~10 and ~5 µg/
m3 in December separately. In these scenarios, reductions were also significant in October in
northern regions but less than in December. PPM reductions in other scenarios were insignificant
with changes less than ~1 µg/ m3. PPM concentrations were increased (S1, S2, and S3) in central
India by ~1 µg/ m3, which indicated thermal power plants emission control methods would be
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less helpful in reducing PPM. Overall, benefits of controlling strategies would be more
significant in December where the pollution concentration was relative higher. In addition, PPM
were directly from emissions especially major sources such as solid fuels, so reducing solid fuels
combustion (90%) would lead to a great decrease in PPM as shown in S4.
Figure 61-63 showed the changes of EC, POA, and OTHER in each scenario. PPM
reductions in S4 and S13 were mainly due to a significant reduction of EC and POA. Reduction
in S5 was mainly due to changes of POA (80%). OTHER contributes ~50% reductions in S9 and
S11 while EC and POA contribute slightly (~10%). Generally, all the PM2.5 components showed
a similar pattern as PPM as they were reduced with same ratios. Overall, reducing uses of solid
fuels (S4) in residential sector caused greatest reduction of PPM followed by reducing uses of
diesel generating sets in residential (S13), shifting to Zigzag kilns technique in brick industry
(S9) and reducing crop burning (S5).
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Figure 61. Changes of monthly average elemental carbon (EC) in different emission scenarios
(Units are in µg/m3).
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Figure 62. Changes of monthly average primary organic aerosols (POA) in different emission
scenarios (Units are in µg/m3).
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Figure 63. Changes of monthly average other components (OTHER) in different emission
scenarios (Units are in µg/m3).

Figure 64 showed the changes of secondary inorganic aerosol (SIA), which was the sum
of sulfate (SO4), nitrate (NO3) and ammonium (NH4). High SIA concentrations occurred in north
and eastern India as base-case indicated. Maximum concentration occurred in December was ~30
µg/m3, lowest SIA in this period was ~10 µg/m3. In April and July SIA were high in the north
with ~10 µg/m3 and decreases to ~3 µg/m3 in the south. High SIA concentration occured in
eastern India with maximum ~25 µg/m3, other regions were ~10 µg/m3 in October. Higher
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emissions of SO2, NO2, and PM2.5 provided more precursors and surface area for more formation
of SIA in winter 199.

Figure 64. Changes of monthly averaged secondary inorganic aerosols (SIA) in different
emission scenarios (Units are in µg/m3). Note: the scales are different.

The scenarios showed different patterns in SIA changes. In energy sector, SIA decreased
with maximum reductions in north and eastern regions in October and December by ~8 µg/m3 in
S1 except in July which SIA increased by ~2 µg/m3. SIA increased in most India in S2 and S3
with maximum in December by ~6 and ~10 µg/m3, separately, in central and eastern regions.
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Obvious increase occurred in north region in S4 by ~2.5 µg/m3 in north India (December). Slight
(~1 µg/m3) increases also occurred in north India in S13 (December) and S7 (December).
Increases were also observed in other scenarios but with very low value (<0.5 µg/m3).
Reductions in industrial sector showed similar pattern in S9 and S10 in which SIA reduced
slightly (<1 µg/m3) in four seasons. Reductions in S11 were ~3 µg/m3 in eastern regions in
October and December. In other scenarios, significant reductions (~3 µg/m3) also occurred in S4.
SIA concentrations barely changed in other scenarios with changes of <±0.5 µg/m3. SIA
concentrations were greatly affected by emissions from energy sector. SIA varied significantly
along with emission changes in thermal power plants. Also, emission reductions from industrial
by applying new emission standards affected SIA concentrations greatly, in which SO2, and NO2
emissions were greatly reduced.
Figure 65–67 showed the changes of SO4, NO3, and NH4 in each scenario. Significant
SIA reductions in S11 (October and December) were mainly due to decreases of SO4, which
contribute ~70% reduction. However, SO4, NO3, and NH4 contributed equally (~3-4 µg/m3) in
reductions in S1. Increases of SIA in the energy sector (S2 and S3) were also due to changes of
SO4 while NH4 also contributed ~30%. On the other hand, increases in S4 were mainly due to
changes in NO3, which contribute ~80%. Overall, patterns of changes in SO4, NO3, and NH4
were mostly consistent with changes in SIA. Greatest reduction of SIA were observed in S1 due
to applying emission standards in power plants, significant reductions also occurred in S4 and
S11. However, SIA increased most in S3 followed by S2, more power plants in future would
induced more SIA even using new emission standards.
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Figure 65. Changes of monthly average sulfate (SO4) in different emission scenarios (Units are
in ug/m3).
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Figure 66. Changes of monthly average nitrate (NO3) in different emission scenarios (Units are
in ug/m3).
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Figure 67. Changes of monthly average ammonium (NH4) in different emission scenarios (Units
are in ug/m3).

Base case of PM2.5 concentrations in Figure 68 indicated that high concentrations mostly
occurred in north India for four seasons. Concentrations in northern regions were highest in
December (>100 µg/m3) followed by October (~100 µg/m3), April (~35 µg/m3) and July (~30
µg/m3). PM2.5 concentrations in central and south India were low in April and July (<20 µg/m3)
but higher (~35 µg/m3) in October and December. Due to high concentrations of PPM and SIA,
PM2.5 concentrations were significant higher in fall and winter consistently.
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Figure 68. Changes of monthly averaged PM2.5 in different emission scenarios. (Units are in
µg/m3). Note: the scales are different.

PM2.5 changes in future scenarios showed that greatest reductions occurred in S4 (>50
µg/m3) and S13 (>30 µg/m3) in north India in December. Reductions in April and July in this
sector were also significant, reductions of ~25 µg/m3 (S4) and ~10 µg/m3 (S13) were observed in
north regions. There were also some significant reductions in December of S5 (~6 µg/m3),
October and December of S11 (>8 µg/m3), December of S13 (~30 µg/m3) and December of S9
(~10 µg/m3). Reducing emission of PM2.5 caused significant effects in these scenarios. Strategies
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applied in thermal power plants reduce PM2.5 (>8 µg/m3) in north region in December while
increased by ~2 µg/m3 in northeastern India in July in S1. Maximum increase occurred in central
India with ~6 and ~10µg/m3 separately in S2 and S3 in December. Another increase occurred in
October of S7 in part of northern regions and in south India with ~2 µg/m3. PWCs of PM2.5 for
each scenario were listed in Table 20. PWC increased only in S2 and S3 which means even
strategies applied in S2 and S3, India would still experience national wide PM2.5 increasing.
Applying new standards in industrial sector induced PM2.5 decrease in simulating periods with
maximum reduction in December by >8 µg/m3, >5 µg/m3 and >15 µg/m3 in S9, S10 and S11
separately. PM2.5 also decreased significantly in S9 and S11 with ~5 µg/m3 in April and July.
Changes in S6 and S12 were <1 µg/m3. PWC changes for these scenarios were also very low,
which indicated that applying these standards would barely change PM2.5 in India. Greatest PWC
reductions in residential sectors (-17.05 µg/m3 for S4 and -7.78 µg/m3 for S13) were due to
eliminated PM emissions directly as well as emissions of SIA and PPM based on new standards.
New strategies from different sectors resulted in PM2.5 reductions in most cases except in S2 and
S3. PWC of PM2.5 increased in S2 and S3 as the two scenarios considered the increase of power
generations even stricter emission standards were applied. Applying new emission strategies on
residential sector (S4 and S13), PWC of PM2.5 would be reduced the most of 15.18 µg/m3 and
7.78 µg/m3 in S4 and S13 respectively. Medium reductions occurred in S1, S5, S9 and S11 by
2.28 µg/m3, 1.58 µg/m3, 3.39 µg/m3 and 2.59 µg/m3 respectively when emissions from energy
(S1) and agriculture (S5) were controlled and brick industrial strategies (S9) and emission
standards (S11) were applied in industry sector. PWC reductions in the rest scenarios were less
than 1 µg/m3, reducing emissions from these fields had low contribution to reduce PWC.
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Table 20. Changes of population weight concentration (PWC) of PM2.5, premature mortality and YLL in each scenario.
∆PWC Premature mortality ∆Premature mortality
∆YLL
PWC
YLL
3
3
Scenario
Sector
(µg/m ) ( µg/m )
(millions)
(millions)
(year/person) (year/person)
Basecase
\
32.23
\
1.54
\
0.91
\
S1
Energy
29.96
-2.28
1.46
-0.09
0.86
-0.05
S2
Energy
33.21
0.98
1.58
0.04
0.94
0.03
S3
Energy
34.89
2.66
1.65
0.10
0.98
0.06
S4
Residential
17.05
-15.18
0.96
-0.58
0.57
-0.35
S5
Agriculture
30.65
-1.58
1.49
-0.06
0.88
-0.03
S6
Open-burning 31.87
-0.36
1.52
-0.02
0.90
-0.01
S7
On-road
31.28
-0.95
1.51
-0.04
0.89
-0.02
S8
On-road
31.58
-0.66
1.51
-0.03
0.90
-0.02
S9
Industry
28.84
-3.39
1.43
-0.12
0.85
-0.07
S10
Industry
31.61
-0.62
1.52
-0.03
0.90
-0.02
S11
Industry
29.65
-2.59
1.45
-0.09
0.86
-0.05
S12
Construction
31.97
-0.27
1.53
-0.02
0.90
-0.01
S13
Residential
24.46
-7.78
1.29
-0.25
0.77
-0.15
S14
Combine all
15.41
-16.82
0.86
-0.68
0.51
-0.40
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6.3.3 The combined scenario
With combined control strategies (S14), O3 decreased in April (~7 ppb in north), July (~5
ppb in north) and December (~20 ppb in north and ~10 ppb in other regions) in Figure 69. O3
also decreased in north and south India (~5 ppb) but increased in western regions by ~5 ppb in
October. O3 concentration reduced significantly in December while highest concentration
occurred in April in base case. Since O3 concentrations were greatly affected by VOCs and NOx
which were reduced in new emission strategies by reducing uses of solid fuel and applying
Bharat standard, O3 precursors’ concentrations were decreased so that O3 concentration
decreased significantly.
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Figure 69. Changes of monthly averaged PPM, SIA, PM2.5 and O3 by combining all scenarios
(S14). (Units are in µg/m for PPM, SIA and PM2.5 and ppb for O3). Note: the scales are different.

PPM would be significantly decreased in future in December with maximum of ~50 µg/
as shown in Figure 69. Lowest reductions occurred in July with maximum of ~10 µg/m3 in north
region with barely changes occurred in south and west India, moderate reductions (~15 µg/m3)
also occurred in April and October national wide. Generally, reductions of PPM in north regions

152

would be higher than south. Since PPM were mostly due to human activities rather than nature
processes, applying new strategies decreased PPM concentrations by reducing emissions from
combustions from industrials, transportation and thermal power plants. Also, PPM concentration
reduction was significant in high population cities in north India. SIA concentrations reduced in
April (~2 µg/m3 national wide), July (maximum of ~4 µg/m3 in northeastern India) and
December (maximum of ~3 µg/m3). On the other hand, specific increases in central and east
India in July (~1 µg/m3) as well as in northeast and south in October (~2 µg/m3) were observed,
respectively. New strategies reduced high SIA concentration in the north and northeast India in
December but induced higher SIA in part of northeast India. By combining all emission
controlling methods, PM2.5 would be significantly reduced by ~40, ~20, ~50 and >60 µg/m3 in
April, July, October, and December, respectively. PWC change for this scenario was –16.82
µg/m3 (Table 20), which was ~50% reduction compared with the base case.
6.3.4 Predicted health benefits
Spatial distribution of premature mortality for base case and the scenarios were shown in
Figure 70. Total premature mortality for each scenario was listed in Table 20. A total of ~1.54
million premature mortality occurred in India with a high risk of ~3000 deaths per grid (36
km×36 km) were estimated in north India, where PM2.5 concentrations and population were
higher than other regions, followed by central and south India (to ~500 deaths per grid) in the
base case. By applying emission controlling strategies, PM2.5 concentrations changed so as
premature mortality. Greatest reduction occurred in S4, by reducing uses of solid fuels, ~38%
PM2.5-related premature mortality (~0.58 million) could be avoided in north India. Reductions
were also significant in S9 and S13 in north India that ~7% (~0.12 million) and ~16% (~0.25
million) premature mortality could be avoided. Moderate decreases (~0.03 to ~0.09 million) also
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occurred in the rest scenarios in whole India except in S2 and S3. Premature mortality in S2 and
S3 increased of ~0.04 million and ~0.1 million separately. Substantial premature mortality
reductions occurred in metropolitan areas in north India, where PM2.5 concentrations decreased
significantly due to emission controlling strategies in the residential sector such as reducing uses
of solid fuels. Significant premature mortality reductions were also due to high population
density in northern regions, which brings more anthropogenic activities 24. In general, applying
all controlling strategies induced a total of 44 % premature mortality reduction (Table 20) in
which over 33% premature mortality reduction occurred in north India, reduction in the central
and south region were relatively lower than in north but also significant (~10%).
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Figure 70. Changes of premature mortality in different emission scenarios (Units are
mortality/per year/grid cell). Note: the scales are different.
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Figure 71 showed YLL due to annually averaged PM2.5 exposures. Northeast India
suffered the greatest YLL of ~1 years followed by the north regions of ~0.6 years. Average YLL
of 0.91 years (Table 20) was observed in the base case because of long-term PM2.5 exposures. By
applying emission controlling strategies, YLL reduced in all sectors except in S2 and S3.
Greatest reduction occurred in S4 with average >0.2 years in north and part of central and south
India with moderate decreased (~0.1 years) in the rest regions, and a total of ~0.35 years would
be saved in this scenario (Table 20). Significant reductions were also observed in S13 with
reduction of ~0.15 years. Greatest reduction in S1 and S11 occurred in northwest and east India
and east and northeast India separately with both of 0.05 years. Reductions in other sectors
showed that east India would have high YLL reduction than other regions. YLL increased 0.1
years in S2 and S3 of central and south India, while YLL in north India in these scenario
remained unchanged. Slight YLL (~0.03 years) reductions occurred in northwest India. In
conclusion, a total of ~0.03 and ~0.06 years increased in S2 and S3 (Table 20). Emission
reductions in residential sector showed greatest benefits on YLL reductions in north India where
many mega-cities with high population density were located in. Emission controlling strategies
in other sectors had higher impacts in southeast India than in north, but YLL were barely reduced
since PM2.5 concentrations were not decreased significantly. About 44% YLL could be avoided
national wide by applying all new emission controlling strategies in S14 with maximum ~0.3
years would be saved in north India. Generally, reducing emission from residential and applying
new emission standards in industry could reduce health risk in north and south India.
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Figure 71. Changes of year of life lost (YLL) for age older than 25 in different emission
scenarios (Units are in YLL/per person). Note: the scales are different.
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6.4 Conclusion
The WRF/CMAQ modeling system was used to quantify the potential future changes of
major pollutants concentrations in India. Reductions of air pollutants and potential health
benefits of 14 scenarios were evaluated. Results showed that reducing residential emissions from
solid fuels combustion (S4) and diesel generating sets use (S13) reduced pollutant concentrations
significantly especially in December with maximum decreases of 20 ppb and 3 ppb in O3 and 50
µg/m3 and 30 µg/m3 in PM2.5, respectively. Applying Zigzag kilns standards in industrial sector
(S9) also resulted in ~10 µg/m3 reduction of PM2.5. Pollutant concentrations increased by
applying new standards in thermal power plants such as summer of S1 and all year of S2 and S3.
Reducing emissions from residential and industrial sectors should be mainly considered in
making further strategies since their significant benefits on reducing air pollution. On the other
hand, more advanced techniques should be introduced to other sectors. Overall, new controlling
emission strategies significantly decreased O3 and PM2.5 concentrations in north India. Health
risk analysis indicated that high premature mortalities and YLL in north India were greatly
reduced after applying new controlling emission strategies with 0.68 million reductions in
premature mortalities and 44% reductions in YLL. Effects of emission control strategies had
been estimated in this study, impacts of meteorological changes and social-economic
developments in future should be considered in further studies.
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CHAPTER 7. CONCLUSION
The overall objective of this study is to build a comprehensive understanding of
formation, sources and health effects of high pollution regions in India and provide valuable
information for designing effective control strategies in future. From chapters 2 to 6, the major
findings and applications based on WRF/CMAQ model system are presented.
In chapter 2, criteria air pollutants data at 10 sites for 2017 in Delhi were analyzed. The
results show annual fine particulate matter (PM2.5) concentrations exceeded the National
Ambient Air Quality Standards (NAAQS) of 60 µg/m3 at all sites from 105.51 (site 10) to 143.23
µg/m3 (site 7). Sub-urban sites (site 8, 9 and 10) had lower PM2.5 concentrations than urban sites.
Coarse PM (PM10) and ozone (O3) were also important with annual averages of 399.56 µg/m3
and 75.69 ppb, respectively. Peak PM2.5 occurred at the Diwali in early November and
Christmas. Only PM10 showed a significant weekly difference with a weekdays/weekends ratio
of ~ 1.5. PM2.5/PM10 ratio in episode days with PM2.5 of > 60 µg/m3 was higher than non-episode
days. Pearson correlation coefficients show O3 was negatively related with CO, SO2, and NO2,
while PM2.5 was positively related to these pollutants. Analysis of two extreme events from Nov.
6th to Nov. 14th and Dec. 18th to Dec. 26th shows that meteorological conditions with low wind
speed and warm temperature kept PM2.5 concentrations at a high level during these events.
Backward trajectory and cluster analysis show the wind coming from northwest of Delhi, where
massive anthropogenic emissions were generated, led to high concentrations of air pollutants to
Delhi. Health risk analysis reveals that PM2.5 and PM10 were the two major pollutants threatening
public health among the six criteria pollutants.
In chapter 3, a year-long simulation was carried out in India to provide detailed
information of spatial and temporal distribution of gas species and particulate matter (PM). The
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concentrations of O3, NO2, SO2, CO, as well as PM2.5 and its components in 2015 were predicted
using Weather Research Forecasting (WRF) and the Community Multiscale Air Quality
(CMAQ) models. Model performance was validated against available observations from ground
based national ambient air quality monitoring stations in major cities. Model performance of O3
does not always meet the criteria suggested by the US Environmental Protection Agency (EPA)
but that of PM2.5 meets suggested criteria by previous studies. The performance of model was
better on days with high O3 and PM2.5 levels. Concentrations of PM2.5, NO2, CO and SO2 were
highest in the Indo-Gangetic region, including northern and eastern India. PM2.5 concentrations
were higher during winter and lower during monsoon season. Winter nitrate concentrations were
160-230% higher than yearly average. In contrast, the fraction of sulfate in total PM2.5 was
maximum in monsoon and least in winter, due to decrease in temperature and solar radiation
intensity in winter. Except in southern India, where sulfate was the major component of PM2.5,
primary organic aerosol (POA) fraction in PM2.5 was highest in all regions of the country.
Fractions of secondary components were higher on bad days than on good days in these cities,
indicating the importance of control of precursors for secondary pollutants in India.
In chapter 4, source-oriented versions of the Community Multi-scale Air Quality
(CMAQ) model with Emissions Database for Global Atmospheric Research (EDGAR) were
applied to quantify the contributions of eight source types (energy, industry, residential, on-road,
off-road, agriculture, open burning and dust) to fine particulate matter (PM2.5) and its
components including primary PM (PPM) and secondary inorganic aerosol (SIA) i.e. sulfate,
nitrate and ammonium ions, in Delhi and three surrounding cities, Chandigarh, Lucknow and
Jaipur in 2015. PPM mass is dominated by industry and residential activities (> 60%). Energy (~
39%) and industry (~ 45%) sectors contribute significantly to PPM at south of Delhi, which
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reach a maximum of 200 µg/m3 during winter. Unlike PPM, SIA concentrations from different
sources are more heterogeneous. High SIA concentrations (~ 25 µg/m3) at south Delhi and
central Uttar Pradesh were mainly attributed to energy, industry and residential sectors.
Agriculture is more important for SIA than PPM and contributions of on-road and open burning
to SIA are also higher than to PPM. Residential sector contributes highest to total PM2.5 (~ 80
µg/m3), followed by industry (~ 70 µg/m3) in North India. Energy and agriculture contribute ~ 25
µg/m3 and ~ 16 µg/m3 to total PM2.5, while SOA contributes < 5 µg/m3. In Delhi, industry and
residential activities contribute to 80% of total PM2.5.
In chapter 5, health effects of exposure to fine particulate matter (PM2.5) in India were
estimated based on a source-oriented version of the Community Multi-scale Air Quality
(CMAQ) model. Contributions of different sources to premature mortality and years of life lost
(YLL) were quantified in 2015. Premature mortality due to cerebrovascular disease (CEV) was
the highest in India (0.44 million), followed by ischaemic heart disease (IHD, 0.40 million),
chronic obstructive pulmonary disease (COPD, 0.18 million) and lung cancer (LC, 0.01 million),
with a total of 1.04 million deaths. The states with highest premature mortality were Uttar
Pradesh (0.23 million), Bihar (0.12 million) and West Bengal (0.10 million). The highest total
YLL was two years in Delhi, and the Indo-Gangetic plains and east India had higher YLL (~ 1
years) than other regions. The residential sector was the largest contributor to PM2.5
concentrations (~ 40 µg/m3), total premature mortality (0.58 million), and YLL (~ 0.2 years).
Other important sources included industry (~ 20 µg/m3), agriculture (~ 10 µg/m3), and energy (~
5 µg/m3) with their national averaged contributions of 0.21, 0.12, and 0.07 million to premature
mortality, and 0.12, 0.1, and 0.05 years to YLL. Reducing PM2.5 concentrations would lead to a
significant reduction of premature mortality and YLL. For example, premature mortality in Uttar
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Pradesh (including Delhi) due to PM2.5 exposures would be reduced by 79% and YLL would be
reduced by 83% when reducing PM2.5 concentrations to 10 µg/m3.
In chapter 6, the Community Multi-scale Air Quality (CMAQ) model was applied to
simulate potential benefits from future emission control with unchanged meteorology. Fourteen
scenarios towards energy, residential, agriculture, industry, and open burning were simulated and
the changes in ozone (O3) and PM2.5 as well as health outcomes were evaluated. PM2.5
concentrations decreased significantly by reducing uses of solid fuels (S4), uses of diesel
generating sets (S13) and applying new standards to industry facilities (S11) with maximum
reductions of ~50 µg/m3, ~30 µg/m3 and ~15 µg/m3 in north India, separately. Reducing uses of
solid fuels caused significant O3 reduction by maximum >8ppb (S4, December), significant
effects also occurred when applying new standards to current power plants (S1) (~4 ppb,
October.) and in S13 (~3 ppb, December). Combination of all possible strategies would reduce
O3, primary PM components (PPM) and total PM2.5 in December by >20 ppb, >40 µg/m3 and >60
µg/m3 in north India, while O3 and secondary inorganic aerosol (SIA) would increase by 5 ppb
and 2 µg/m3 in October in western and southern India. SIA also increased in part of northern
regions in December by ~2 µg/m3. A total of up to 0.68 million premature mortality and 43%
years of life lost (YLL) would be avoided by applying all controlling strategies.
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