Using the quantum fast Fourier transform in linear optics the input mode annihilation operators ͕â 0 , â 1 , . . . ,â s−1 ͖ are transformed into output mode annihilation operators ͕b 0 , b 1 , . . . ,b s−1 ͖. We show how to implement experimentally such transformations based on the Cooley-Tukey algorithm, by the use of beam splitters and phase shifters in a linear optical system. Optical systems implementing 1,2, and 3 qubits discrete Fourier transform (DFT) are described, and a general method for implementing the n-qubit DFT is analyzed. These transformations are used on various input radiation states by which phase estimation and order finding can be computed.
INTRODUCTION
Optics interferometry has been used in various works to simulate quantum computations. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] In the present work we discuss the use of the fast Fourier transform [15] [16] [17] [18] [19] [20] [21] (FFT) in linear optics for quantum computation. While most of the literature exploiting the use of FFT is for classical states, quantum FFT has been shown to be effective for computing phase estimation and prime factorization [22] [23] [24] [25] among other quantum computation algorithms. 26 The realizations of linear optics transformations by beam splitters (BSs) have been analyzed in previous works.
19 -21 It has been shown 2, 20 that by using a multiport BS configurations one can realize any unitary operator in Hilbert spaces of arbitrary finite dimension. Various Einstein-Podolsky-Rosen correlations have been analyzed for these systems by Zukowski et al. 20 A generalization of the standard four-port BS to a 2N multiport (N input ports and N output ports) has been described, and novel quantum mechanical interference phenomena of two-photon states has been analyzed. 21 A realization for totally symmetric mode couplers, for which the discrete Fourier transform (DFT) is a special case, has been described by Törmä et al., 19 where the number of BSs needed for its implementation has been estimated. The main issue of the present paper, which is different from those cited above, is to describe a general algorithm for the implementation of the DFT using the Cooley-Tukey algorithm with single-photon states and to discuss some of its applications.
Classically, an s-dimensional vector ͕a j ͖ of complex numbers can be transformed by the unitary DFT into The inverse DFT is, of course, the same with â and b replaced and with a negative exponent. In Section 2 we show how to implement experimentally, using linear optics, a DFT where the set of output annihilation operators ͕b 0 , b 1 , . . . ,b s−1 ͖ is a DFT of the input annihilation operators ͕â 0 , â 1 , . . . ,â s−1 ͖. Such a transformation can be accomplished by using only BSs and phase shifters (PSs) without the use of nonlinear optics. Any pure input electromagnetic (EM) state which is represented by series expansion of the input creation operators operating on the vacuum state ͉0͘ leads by this transformation to an output EM state described by the output creation operators, operating on the vacuum, which are the DFT of the input ones. 27 We show in Section 2 how to implement experimentally the DFT using linear optics operators. Only then we apply in Section 3 the general transform to specific input states that can be used in quantum computation. The possibilities of using measurements in the quantum DFT with nonclassical input states are enormous relative to the classical description, and some of such transforms are useful for quantum computation. One should notice that the unitary matrix for DFT of the set of commuting operators ͕â 0 , â 1 , . . . ,â s−1 ͖ is also used for the DFT of the orthogonal computational basis of quantum states.
In Section 3 we use Eq. (2) for analyzing the transformations of certain nonclassical input states that might be used for phase estimation. In Section 4 we describe certain phase estimation procedures that can be used for order finding, which is an essential component in prime factorization. Our results are summarized in Section 5.
EXPERIMENTAL REALIZATION OF FAST FOURIER TRANSFORM OF LINEAR OPTICS OPERATORS
A unitary transformation, represented by the U͑2͒ group operating on a 2D vector (such as a single qubit) can be given by the matrix
where ␣ , ␤ , ␥ , ␦ are four independent parameters. 28 By multiplying the vector of input parameters â 1 , â 2 from the left by the unitary matrix U͑␣ , ␤ , ␥ , ␦͒ they are transformed into the two output operators b 1 , b 2 :
͑4͒
In this paper we shall use a quantum optical implementation for the qubits using the dual-rail construction, and the unitary transformations using BSs and PSs. 25 The two orthogonal states of the qubit, ͉0͘ L and ͉1͘ L , are represented by the two input or output ports of each BS in an optical circuit, and the unitary transformation the qubits go through is represented by an optical circuit containing a BS and PS alone. A photon in input port â 1 of the BS represents the state ͉0͘ L , and a photon in input port â 2 represents the state ͉1͘ L . Any superposition of the two is also possible. The balanced BS and / 2 PS in Fig. 1 represent the Hadamard gate.
A transformation U͑␣ , ␤ , ␥ , ␦͒ could thus be implemented using one BS, which has three independent variables, and one PS, which has one independent variable. 2 A BS can be described as a four-port device (with two input ports and two output ports), where any incident beam goes through a phase shift ␥, then the amplitudes are rotated by ␤, and finally the phases are shifted again by an angle ␦. 28 A unitary matrix describing the action of a BS would therefore be U͑0,␤ , ␥ , ␦͒. The transformation of Eq.
(4) can therefore be implemented by using one BS and one PS. 2 One should notice that the transformation matrix U͑␣ , ␤ , ␥ , ␦͒ used here for the qubit operators â 1 ,â 2 can be used for qubit states as well (2D orthogonal quantum states). The DFT is widely used in quantum computation algorithms, and so a fast algorithm for implementing it has great significance. A FFT algorithm for a DFT was suggested approximately four decades ago and is known as the Cooley-Tukey algorithm. 15 It has also been shown that any unitary matrix of dimension d can be simply decomposed to a multiplication of at most d͑d −1͒ / 2 unitary matrices that act nontrivially on only two or fewer vector components. 26 These matrices, representing single qubit and CNOT gates, can be implemented using at most one BS and one PS acting on two qubit components, not necessarily from the same qubit. Thus it is shown that any n qubit unitary transformation can be implemented by at most 2 n−1 ͑2 n −1͒ BS and PS combinations. The CooleyTukey algorithm improves such a relation as it breaks down the 2 n ϫ 2 n unitary matrix into n2 n−1 -qubit transformations that can be realized by using linear optics by the use of BS and PS. The Cooley-Tukey algorithm for the 2 n ϫ 2 n unitary matrix is the decomposition of this matrix using n stages of 2 n−1 transformations, where in each stage the input is given by the output of the previous stage. The mixing of the mode operators (or the computational basis of states) is arranged such that the final transformation will give the DFT.
A DFT implemented by using quantum states is called a quantum Fourier transform (QFT). For 2 n commuting operators or 2 n computational quantum states that represent n qubits, the 2 n -dimensional DFT matrix is represented by the unitary matrix
where u = exp͑2i/2 n ͒. We demonstrate the following algorithm, which includes an implementation of the Cooley-Tukey algorithm, 15, 29 for the design of optical circuits performing the DFT:
1. The matrix representation of the n-qubit- where n is the number of qubits in the DFT and k ͑k =1, . . . ,n͒ is associated with the stage of the CooleyTukey algorithm. Each matrix represents 2 n−1 BS-PS components.
3. Using the Cooley-Tukey algorithm the graphical representation of the optical circuit can be found.
4. Using the matrices S k ͑n͒ and the graphical representation of the optical circuit the properties of each BS-PS component is calculated. 
A. Two-Dimensional Discrete Fourier Transform
A single-qubit-2D DFT is simply represented by the Hadamard gate. 
where the upper index represent the 1-qubit-2D DFT, and the lower index represents the only BS-PS component in the system.
B. Four-Dimensional Discrete Fourier Transform
1. By using the matrix in Eq. (5) it is easily shown that the matrix representation of a 2-qubit-4D DFT is simply
2. Using the Cooley-Tukey algorithm (represented in 
Each line intersection represents a BS-PS component (actually all represent the balanced BS-PS component BS 1
͑1͒ from Subsection 2.A except for one intersection in which an extra phase ±i, is introduced). Thus the optical DFT circuit is composed of twice the previous 2D DFT circuits (a BS-PS component), where the output of each is connected to the output of the other through a BS-PS component (one of which is the same as a 2D DFT and one new BS-PS component). This optical circuit is depicted in Fig. 3 . 30 4. Three of the four BS-PS components are exactly the same as those of the 2D DFT ͑BS 1 ͑1͒ =BS 1 ͑2͒ ͒, but the fourth BS-PS component is different in the sense that a different PS has been introduced (the BS is still balanced) with half the phase shift compared to the others:
ͪ .
͑10͒
In this notation BS 1
where the upper index represents the number of qubits in the DFT, and the lower index represents the different BS-PS components.
Using this method we have implemented the 2-qubit-4D DFT using only four BS-PS components, as opposed to the method devised by Reck et al. 2 for the lin- ear optical implementation of any unitary operation, in which six BS-PS components are necessary. 
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͑16͒
Once again, in the notation where the upper index describes the number of qubits and the lower index representing the different BS-PS components, BS BS-PS components instead of the 2 2n components required for any unitary matrix.
Stage k ͑1 Յ k Յ n͒ can be divided into 2 k−1 groups of 2 n−k+1 inputs, where for group m the input j is combined (using a balanced BS) with input j +2 n−k of the same group, which is multiplied by a phase factor = e ͑i/2 k ͒f͑k,m͒ (using a PS). For the group m of stage k the function f͑k , m͒ is defined as the number m represented in k bits (base 2) where its digits are reversed, so that, for example, for group m = 100 (4 in base 2) in stage k = 3 the reversed order is 001 (1 in base 2) and thus the function f͑3,4͒ = 1. Another way of defining f͑k , m͒ recursively would be f͑1,1͒ = 0.
͑17͒
Another stage should be added at the end to rearrange the order of the outputs. For example, in the third stage ͑k =3͒ of a 4-qubit-16D DFT ͑n =4͒ the 16 inputs are divided into four groups of four inputs where the combinations are between inputs 0 and 2, 1 and 3; 4 and 6, 5 and 7; 8 and 10, 9 and 11; 12 and 14, 13 and 15. Inputs 6 and 7 are multiplied by the phase e ͑i/8͒4 , inputs 10 and 11 are multiplied by the phase e ͑i/8͒2 , and inputs 14 and 15 are multiplied by the phase e ͑i/8͒6 .
From the graphical representation we can easily find the matrices S k ͑n͒ . The combination of any two inputs p and q (e.g., 12 and 14 from the above example) where q Ͼ p contributes four elements to the matrices. The value of the matrix elements ͑p +1,p +1͒ and ͑q +1,p +1͒ are 1/ ͱ 2 [e.g., (13, 13) and (15,13) for the above example], while the value of elements ͑p +1,q +1͒ and ͑q +1,q +1͒ are / ͱ 2 and − / ͱ 2, respectively [e.g., (13, 15) and (15, 15) are e ͑3i/4͒ and −e ͑3i/4͒ for the above example]. All other elements are 0. Thus one finds
where R ͑n͒ is the matrix rearranging the order of outputs from ͕b i j ͖ to ͕b j ͖ with j =0, . . . ,2 n−1 − 1 and i j ͕0, . . . ,2 n−1 −1͖ (notice that Eqs. (9) and (12) include R ͑2͒ and R ͑3͒ already multiplied into S 2 ͑2͒ and S 3 ͑3͒ , respectively).
In the example where n = 4 we find n -dimensional DFT composed recursively using two 2 n−1 -dimensional DFTs. Each of the outputs of one of these circuits is combined with the outputs of the other using BS-PS components such that they consist of a series of 2 n−2 components similar to those used in the 2 n−1 -dimensional DFT and 2 n−2 components that differ by a phase factor of /2 n . 
S

͑21͒
3. An n-qubit-2 n dimensional DFT optical circuit can easily be recursively assembled out of two ͑n −1͒-qubit-2 n−1 -dimensional DFT optical circuits where each of the outputs of one of these circuits is combined with the outputs of the other using one BS-PS component as depicted in Fig. 6 . The combining BS-PS components consist of a series of 2 n−2 components similar to those used in the ͑n −1͒-qubit-2 n−1 -dimensional DFT, and the 2 n−2 components that differ by a phase factor of /2 n . 4. All of the BS-PS components required consist of a balanced BS ͑␤ = /4͒, but different PS that must reach the resolution of at least /2 n . Thus
where j =0,1, . . . ,2 n −1. Reck et al. 2 showed that any unitary transformation of 2 n optical modes could be implemented with a 2 n port interferometer. Their method gave a general description for a transformation using 2 n ͑2 n −1͒ / 2 BS-PS elements. The method explained above, though relevant to the special case of the QFT uses only n2 n BS-PS elements. Thus for large numbers of qubits we find a large saving by a factor of 2 n / n of the number of BS-PS elements. The lower number of BS-PS components is the same as the one calculated by Törmä et al. 19 for the general case of an N-dimensional DFT (where N does not necessarily equal 2 n ).
PHOTON STATES AND PHASE ESTIMATION MEASUREMENTS
The objective of phase estimation is to find an n-qubit estimation of the phase of the eigenvalue e i of a unitary operator U with an m-qubit representation of the eigenvector ͉u͘. We assume that we can prepare the state ͉u͘ and the operator-controlled U 2 j ͑c − U 2 j ͒ where j is a nonnegative integer. The well-known quantum circuit solving this problem is given in Fig. 7 , with an output given by
As shown in Fig. 7 the input to the system is
This circuit can be divided into several steps. The first is performing a Hadamard transformation on ͉0͘ n :
The second step includes the correlation between the register with ͉0͘ n and the one with ͉u͘ that is achieved by using a c − U 2 j gate. Owing to Eq. (23) the register containing ͉u͘ could be considered unchanged and even though the phase is determined by it, it could be perceived that the transformation is performed on the first register alone. Thus we find that 
where
The final step of the algorithm includes an inverse FT on the first register alone:
The output of the whole algorithm is given by
͑29͒
Notice that even though it seems ͉u͘ does not explicitly contribute to the algorithm, the phase is determined by it. Thus for the case where n , m =1: 
͑30͒
In the following examples we show measurements of the phase shift introduced by a linear optical system. Although other methods for measuring phase shifts will be more effective and simpler, the present method of measuring phase shifts is introduced as a simple example for phase estimation by photons that can lead to order finding as will be analyzed in the next section. This method should therefore be important as it is an essential component in prime factorization.
Let us assume that we have a linear optical system that leads to a phase shift that can be expressed as can be produced. This state can be introduced by inserting the one-photon state ͑â † ͉ 0͒͘ in an optical system composed of BS-PS components. In states given by Eq. (32) the rail associated with the photon (the j port) is correlated to its phase exp͑ij͒.
32 Figure 8 describes the experimental setup for producing the state given by Eq. (32) for s =4 ͑n =2͒.
Using the methods described in Section 2 we can find the phase of the state given by Eq. (32) (31)] so that the one photon will be measured only in one output port, and there will be a one-to-one correspondence between the set of numbers i ͕0,1͖ describing and the corresponding output port. We give, however, a more general procedure for obtaining the output for the input state described by Eq. (32) by the use of the DFT. This procedure is not limited to the special form of described above.
To find the output of this scheme using the DFT we express the operatoric vector a ជ using the operatoric vector b ជ multiplied on the left by the inverse of Eq. (5):
Using Eq. (33) the operators â j of Eq. (32) can be expressed as linear combinations of the operators b ជ k ͑k =1,2, . . . ,2 n −1͒. For the special cases where the input states are given by Eqs. (31) and (32) the photon has the probability to be measured in only one output port j where there will be a one-to-one correspondence between the set of numbers i ͕0,1͖ describing and the corresponding output port. We demonstrate this effect for n =2: 
͑44͒
An example that is expressed in a way similar to Eq. (44) has been described and analyzed by Berman et al. 33 We follow their example described for entangled atomic states but adapt the formalism to the present photon states. Assuming in this example [Ref. 33, Eq. 45 ] that the function f j has the period T = 2, i.e., f 0 = f 2 = f 4 = f 6 , and f 1 = f 3 = f 5 = f 7 , then the function ͉Ј͘ can be written as Using the above analysis we find that owing to the periodicity of the function the photon will be measured only in the output ports 0 and 4. The probabilities for the one photon to be measured in the output ports 0 and 4 are easily seen from Eq. (46) to be
According to Shor's algorithm the photon will be measured in the output ports given by k = m͑D / T͒ with m =0,1,. . ., T − 1 where D is the number of output ports, and T is the periodicity of the function e if j . In the present simple example D = 8 and T = 2 so that k =0,4. Vice versa, from the knowledge of k =0,4 and D = 8, one finds the periodicity T =2.
Our aim in analyzing the above specific example and in the above general analysis is to show a general method by which period finding can be realized in experimental linear optics. One should take into account that we have not changed the principles on which Shor's algorithm is based so that when we try to apply this specific experimental method to more general cases of order finding we should use general methods that have been developed in Shor's algorithm, 22, 23, 26 and we refer to the literature for this purpose. One should also take into account that order finding is only one component in Shor's prime factorization algorithm.
SUMMARY AND DISCUSSION
We have shown that the DFT of any n qubits can be realized in a linear optics system with a lower amount of BS-PS components than needed in the general case. The lower number of BS-PS components is the same as the one calculated by Törmä et al. 19 The difference between our work and theirs is that we give a specific algorithm to find the linear optical circuit by following the CooleyTukey algorithm and by using BS-PS optical components. An explicit evaluation of this general method for 1, 2, and 3 optical qubits has been described and analyzed in Section 2.
To implement quantum computation one needs to use interference and entanglement processes. While it is relatively easy to obtain the interference effects, the entanglement processes needed in quantum computation are difficult to achieve. The present work is based on the idea that by using BS-PS components in an optical system photon states can be produced in which the photons' associated rails (e.g., the input or output port) are correlated with their phase. We use such states for obtaining phase estimation and order finding.
In Section 3 it is shown how these states can be related to the phases of any linear optical system. Period finding is shown in Section 4 and is related to the measurement of these photon states. We believe that there is an advantage in the present approach since BS-PS optical components have been used extensively in quantum optics, and we do not need to use nonlinear media based quantum gates.
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