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ด้วยวธีิ Map/Reduce   บนกรอบการทาํงานของ Hadoop 
 




เน่ืองดว้ยพระราชบญัญติัวา่ดว้ยการกระทาํความผิดเก่ียวกบัคอมพิวเตอร์ พ.ศ. 2550   มาตรา 26 ผูใ้ห้บริการเครือข่าย
คอมพิวเตอร์ตอ้งเก็บรักษาขอ้มูลจราจรทางคอมพิวเตอร์ไวไ้ม่น้อยกว่า 90 วนันับแต่วนัท่ีขอ้มูลนั้นเขา้สู่ระบบคอมพิวเตอร์             
ซ่ึงผูใ้ห้บริการจะตอ้งเก็บรักษาขอ้มูลของผูใ้ชบ้ริการเท่าท่ีจาํเป็นเพ่ือให้สามารถระบุตวัผูใ้ชบ้ริการ ทาํให้ผูใ้ห้บริการเครือข่าย
คอมพิวเตอร์จาํเป็นตอ้งเก็บขอ้มูลเป็นจาํนวนมากและตอ้งใชเ้วลานานในการคน้หา  ดงันั้นบทความวิจยัน้ีน้ีนาํเสนอการออกแบบ
และพฒันาระบบคน้หาขอ้มูลจราจรทางคอมพิวเตอร์โดยการนาํ  Hadoop  Distributed File System (HDFS) มาประยกุตใ์ชใ้นการ
เก็บขอ้มูลจราจรทางคอมพิวเตอร์ และใชว้ิธี Map/Reduce ในการคน้หาขอ้มูลจราจรทางคอมพิวเตอร์ โดยระบบมีส่วนติดต่อกบั
ผูใ้ชง้านผ่านทางโปรแกรมท่ีพฒันาดว้ยภาษาจาวา จากการทดลองระบบคน้หาขอ้มูลจราจรทางคอมพิวเตอร์ดว้ยวิธี Map/Reduce 
บนกรอบการทาํงาน Hadoop บนเคร่ืองคอมพิวเตอร์จาํนวน 10 เคร่ือง พบวา่ในการคน้หาขอ้มูลจราจรทางคอมพิวเตอร์ท่ีมีขนาด    
50 กิกะไบต ์จะมีความเร็วเพ่ิมข้ึนประมาณ 10 เท่า เม่ือเทียบกบัการใชเ้คร่ืองคอมพิวเตอร์เพียงเคร่ืองเดียวในการคน้หา 
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The Design and Implementation of Computer Traffic Log Searcher System  
using Hadoop Map/Reduce Framework 
 




Computer Crime Act B.E. 2550's section 26 requires Internet Service Provider (ISP) to keep users' traffic log for at 
least 90 days since the first log-on. ISP operator must keep essential information that can identify users and time of usage. For 
this reason each ISP has to store a vast amount of data log which takes quite long to search for needed log data. This paper 
proposes the design and implementation of computer traffic log searcher system by applying Hadoop Distributed File System 
(HDFS)       to help in storing users’ log and using Map/Reduce paradigm for searching users'  log. The user interface is written in 
Java.    Upon testing the system with 10 PCs by searching a log size of 50 Gigabytes, it is found that the search result is about 10 
times faster than using a single PC. 
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เก่ียวกบัคอมพิวเตอร์ พ.ศ.2550  มาตรา 26 ผูใ้ห้บริการ
เค รือข่ายคอมพิว เตอร์ต้องเก็บ รักษาข้อมูลจราจรทาง
คอมพิวเตอร์ไวไ้ม่นอ้ยกวา่เกา้สิบวนันบัแต่วนัท่ีขอ้มูลนั้นเขา้
สู่ระบบคอมพิวเตอร์ และในกรณีท่ีจาํเป็นพนกังานเจา้หนา้ท่ี




เล็กและขนาดกลาง   เน่ืองดว้ยการเก็บขอ้มูลท่ีมีขนาดใหญ่
จาํเป็นตอ้งใชอุ้ปกรณ์ประเภท Network-attached storage 






งานวิจยั เน่ืองจากขอ้มูลต่างๆ ท่ีจดัเก็บมีความสาํคญั เพ่ือใช้
ในการสืบคน้ วเิคราะห์ รวมทั้งประมวลผลขอ้มูล อีกทั้งขอ้มูล
ท่ีจดัเก็บยงัมีขนาดใหญ่ข้ึนเร่ือยๆ ทาํให้การจดัการกบัขอ้มูล
เหล่านั้นมีความลาํบากและยุง่ยากมากข้ึน  ดงันั้นปัญหาท่ี
สาํคญัในการจดัการกบัขอ้มูลขนาดใหญ่ คือ 1) การเกบ็ขอ้มูล 
และ 2) การคน้หาขอ้มูล  เพ่ือแกปั้ญหาในการจดัเก็บขอ้มูล
ขนาดใหญ่      จึงไดมี้การนาํเทคโนโลยีท่ีเรียกว่า Hadoop[1] 
โดยเฉพาะส่วน  ท่ีช่ือว่า Hadoop Distributed File System 
(HDFS) [2]  มาประยกุตใ์ชง้านในการเก็บขอ้มูลขนาดใหญ่  
ซ่ึง HDFS นั้นเป็นซอฟตแ์วร์ท่ีสามารถนาํมาใชง้านไดโ้ดยไม่
เสียค่าใชจ่้ายใดๆ หลกัการทาํงานของ HDFS คือแบ่งขอ้มูล
ขนาดใหญ่ท่ีตอ้งการจะเก็บออกเป็นส่วนย่อยๆ แลว้กระจาย
ข้อมูลส่วนย่อยๆนั้ นไปยงัเคร่ืองคอมพิวเตอร์ต่างๆท่ีเช่ือมต่อ  
สาํหรับการแกปั้ญหาในส่วนของการคน้หาขอ้มูลภายในเทคโนโลย ี













พระราชบัญญั ติ ว่ า ด้ว ยการกระทําคว ามผิ ด เ ก่ี ย วกับ
คอมพิวเตอร์ พ.ศ.2550  มาตรา 26  ซ่ึงในปัจจุบนัสําหรับ
องคก์รขนาดเล็กและขนาดกลาง จะใชเ้คร่ืองคอมพิวเตอร์แม่
ข่ายท่ีให้บริการเป็นตวัจดัเก็บขอ้มูลลงในอุปกรณ์เก็บขอ้มูล
ของเคร่ืองแม่ข่ายตวันั้นเองผ่านโปรแกรม เช่น โปรแกรม 






เก็บขอ้มูลแบบรวมศูนยท่ี์เรียกว่า Centralized Log Server 
ขอ้ดีของการจัดเก็บข้อมูลประเภทน้ีคือ ง่ายต่อการบริหาร




รวมศูนยห์ลกัมีปัญหา   ปัญหาเก่ียวกบัเน้ือท่ีในการเก็บขอ้มูล
ไม่เพียงพอสามารถแก้ไขได้ด้วยการติดตั้ งอุปกรณ์เสริม
ประเภท NAS และ SAN แต่อุปกรณ์เสริมเหล่าน้ีมีราคาสูง 
 ผูใ้ห้บริการเว็บไซต์ใหญ่ๆ หลายเจ้า ก็มีปัญหาในการ
จดัเก็บและคน้หาขอ้มูลขนาดใหญ่ เช่น Google ท่ีให้บริการ
สืบคน้เวบ็ไซต ์เพ่ือแกไ้ขปัญหาในการจดัเก็บขอ้มูล Google 
ไดว้ิจยัและนาํเสนอ GoogleFS [4] ท่ีเป็นระบบแฟ้มขอ้มูล
แบบกระจายท่ี Google ในพฒันาข้ึนเอง เพ่ือใชใ้นการจดัเก็บ
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 หลงัจากท่ี Google พฒันาและใชง้าน GoogleFS แต่ไม่มี
การเผยแพร่โปรแกรมตน้ฉบบั ทาํให้มีกลุ่มโปรแกรมเมอร์
พฒันาโปรแกรมท่ีเรียกว่า Hadoop โดยไดแ้รงบนัดาลใจมา
จาก GoogleFS  และ Googles’ Map/Reduce โดย Hadoop 
แจกจ่ายในลกัษณะของฟรีแวร์ และเป็นโอเพนซอร์ส ซ่ึงใน 
Hadoop ประกอบไปดว้ยส่วนการทาํงานหลายส่วน แต่ส่วนท่ี
สาํคญัคือ HDFS ท่ีเป็นระบบแฟ้มขอ้มูลแบบกระจายเพื่อเก็บ
ข้อมู ลขนาดใหญ่  และรอง รับการจัดการข้อมู ลแบบ 
Map/Reduce  เวบ็ไซตท่ี์จดัการกบัขอ้มูลขนาดใหญ่ไดน้าํ 
Hadoop ไปประยุกต์ใชง้าน เช่น Facebook และ Twitter  
นอกจากน้ี Hadoop ยงัถกูนาํไปประยกุตใ์ชใ้นหลายๆดา้น เช่น 
การเรียนรู้ของเคร่ืองจกัร (Machine Learning) [5] และ การ
คาํนวณทางสถิติ [6] 
 ดังนั้ นจากงานวิจัยท่ีผ่านมา ทาํให้เกิดแนวคิดของการ
พัฒนาระบบ ท่ี ใช้ ในการ เก็บข้อมู ลจร าจร เ ค รือข่ า ย








และพฒันาข้ึน ไดน้าํ HDFS มาประยุกตใ์ชใ้นการเก็บขอ้มูล
จราจรทางคอมพิวเตอร์ และไดใ้ชว้ิธี Map/Reduce ในการ
คน้หาขอ้มูลท่ีตอ้งการ การทาํงานโดยรวมของระบบแสดงดงั
รูปท่ี 1 ผูใ้ชจ้ะทาํการคน้หาขอ้มูลผ่านทางส่วนติดต่อกบัผูใ้ช ้
(GUI) ท่ีพฒันาข้ึนดว้ยภาษาจาวา ซ่ึงมีการเรียกใชง้านไลบรารี
ของ Hadoop Map/Reduce ท่ีจะไปเช่ือมต่อกบั HDFS ท่ีไดท้าํ
การติดตั้งบนระบบปฎิบติัการลีนุกซ์ 
 
3.1  รูปแบบของแฟ้มข้อมูลจราจรทางคอมพวิเตอร์ 







คอมพิวเตอร์ประกอบดว้ยขอ้มูลต่างๆ ดงัรูปท่ี 2  
  
 
                           รูปที ่1 การออกแบบระบบคน้หาขอ้มูลจราจรทางคอมพิวเตอร์
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        รูปที ่2 รูปแบบแฟ้มขอ้มูลจราจรทางคอมพิวเตอร์ 
 
โดยมีรายละเอียดต่างๆดงัน้ี 
(1) ปี -เดือน-วนั ท่ีบนัทึกขอ้มูลจราจร 
(2) เวลา ท่ีบนัทึกขอ้มูลจราจร 
(3) ช่ือของบริการ Log ท่ีส่งขอ้มูลเขา้มาบนัทึก  
(4) หมายเลข IP ของเคร่ืองท่ีเกบ็แฟ้มขอ้มูล Log 
(5) จาํนวนคร้ังของการเกบ็ Log 
  (6) เดือนของเคร่ืองเราทเ์ตอร์ 
 (7) วนัท่ีของเคร่ืองเราทเ์ตอร์ 
 (8) แสดง เวลาของเคร่ืองเราทเ์ตอร์ 
  (9) ส่วนของการทาํ NAT IP และแสดงค่าสถานะของพอร์ต 
 (10) สถานะของ NAT IP  
 (11) โปรโตคอลท่ีใชง้าน (TCP และ UDP) 
 (12) หมายเลข IP และพอร์ต ของเคร่ืองคอมพิวเตอร์ท่ีใช ้
              งานระบบเครือข่าย 
 (13) หมายเลข IP และพอร์ตท่ีใชอ้อกสู่ระบบเครือข่าย 
        ภายนอก ซ่ึงถกูแปลงดว้ยเราทเ์ตอร์ท่ีทาํหนา้ท่ีเป็น  
        NAT 
 (14) และ (15) หมายเลข IP และพอร์ตของเคร่ือง 
        คอมพิวเตอร์ปลายทางท่ีเช่ือมต่อดว้ย 
 
3.2  ส่วนตดิต่อกบัผู้ใช้งาน 
 ในส่วนติดต่อกบัผูใ้ชง้าน (GUI) สําหรับงานวิจยัน้ีได้
พฒันา ข้ึนเพ่ือใชใ้นการคน้หาขอ้มูลจราจรทางคอมพิวเตอร์ 
โดยมีลักษณะดัง รูป ท่ี  3  ซ่ึ งผู ้ใช้งานสามารถเ ลือกใส่
รายละเอียดของขอ้มูลท่ีตอ้งการคน้หาไดเ้อง โดยผูใ้ชส้ามารถ
ใส่ขอ้มูลท่ีตอ้งการคน้หาหลกัๆ คือ  






ข้อมูลทั้ ง  วัน-เวลาเ ร่ิมต้นและวัน-เวลาส้ินสุด 
โปรแกรมจะคน้หาขอ้มูล ตั้งแต่วนั-เวลาเร่ิมตั้นท่ี
กาํหนดจนถึงวนั-เวลาส้ินสุดท่ีกาํหนด 
 NAT IP  จะเป็นการกรองเฉพาะขอ้มูลท่ีถูกบนัทึกท่ี
มี ส่วนของ NAT IP (ส่วนท่ี (13) ของรูปท่ี 5) ตรง
กบัขอ้มูลท่ีผูใ้ชก้าํหนด  
 URL IP จะเป็นการกรองเฉพาะขอ้มูลท่ีถูกบนัทึกท่ี
มีส่วนของหมายเลขไอพีปลายทาง (ส่วนท่ี (14)  
ของรูปท่ี 5) ตรงกบัขอ้มูลท่ีผูใ้ชก้าํหนด 
 Save filename เป็นส่วนท่ีใหผู้ใ้ชร้ะบุช่ือแฟ้มขอ้มูล
ผลลพัธ์  
 
 ทั้ งน้ีทําให้ผูใ้ช้สามารถนําคาํค้นหามาผสมกันได้ เช่น 
คน้หาขอ้มูล ตั้งแต่วนัท่ี 1 มกราคม 2554 ถึงวนัท่ี 1 มีนาคม 
2554 เฉพาะขอ้มูลท่ีได ้NAT IP หมายเลข 202.44.36.246 และ
เช่ือมต่อไปยงัเคร่ืองปลายทางท่ีมีหมายเลขไอพี 69.63.181.66 
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รูปที่ 3  ส่วนติดต่อกบัผูใ้ชง้านของระบบท่ีพฒันา 
 
3.3  การนําข้อมูลเข้าสู่ระบบแฟ้มข้อมูลแบบกระจาย HDFS 
 ขั้นตอนแรกของการใชง้านระบบคือ ผูใ้ชง้านจาํเป็นตอ้ง
นาํแฟ้มขอ้มูลจราจรทางเครือข่ายไปเก็บในระบบแฟ้มขอ้มูล
HDFS โดยการใชค้าํสั่งในรูปแบบของ Command Line ท่ีมา




ป้อนเขา้มา ออกเป็นช้ินส่วนยอ่ยๆเรียกว่า Block (ซ่ึงขนาด
ของ Block ผูติ้ดตั้งระบบสามารถกาํหนดเองได ้โดยปกติแลว้
ขนาดของ Block จะเท่ากบั 64 MB) แลว้ส่งช้ินส่วนยอ่ยๆนั้น
กระจายไปเกบ็ยงัเคร่ืองคอมพิวเตอร์ต่างๆ ท่ีเช่ือมต่ออยูใ่นระบบ  
 โครงสร้างภายในของระบบ HDFS ประกอบดว้ยเคร่ือง
คอมพิวเตอร์ท่ีทาํหน้าท่ีต่างกัน 2 ประเภท คือ NameNode 
และ DataNode โดยปกติแลว้ใน HDFS จะมีเคร่ืองท่ีทาํหนา้ท่ี
เป็น NameNode อยู ่1 เคร่ือง ซ่ึงจะทาํงานร่วมกบัเคร่ืองท่ีทาํ






ด้วย  โดยจํานวนการทําสํา เนานั้ นผู ้ติดตั้ งระบบ  HDFS 
สามารถกาํหนดไดเ้อง ว่าตอ้งการจะทาํสําเนาช้ินส่วนขอ้มูล
ยอ่ยเป็นจาํนวนก่ีชุดในระบบ ซ่ึงปกติค่าโดยปริยายจะอยูท่ี่ 3 
สาํเนา (ผูใ้ชส้ามารถปรับแต่งจาํนวนสาํเนาไดต้ามตอ้งการ) 
  Namenode เป็นเคร่ืองคอมพิวเตอร์ท่ีทาํหนา้ท่ีเป็นเคร่ือง
มาสเตอร์ (master) ซ่ึงจะจดัการเก่ียวกบั Namespace ของ
ระบบแฟ้มข้อมู ล ใน  HDFS เ ช่น  เ ปิ ด  ปิ ด  เป ล่ี ยน ช่ือ 
แฟ้มขอ้มูลและ ไดเร็กทอรี และยงัทาํหนา้ท่ีในการจดจาํบลอ็ก
ท่ีเกบ็ขอ้มูลวา่ไดก้ระจายไปเกบ็ไวย้งั Datanode ตวัไหน 
 Datanode เป็นเคร่ืองคอมพิวเตอร์ท่ีทาํหนา้ท่ีเป็นเคร่ือง




สร้าง ลบ และทาํสาํเนาบลอ็กตามคาํสั่งของ Namenode 
 รูปท่ี  4 แสดงโครงสร้างและตัวอย่างการทํางานของ 
HDFS ซ่ึงประกอบไปดว้ยเคร่ืองคอมพิวเตอร์ท่ีอยูต่่างท่ีกนั 
(Rack1 และ Rack 2) โดยแต่ละ Rack มีเคร่ืองคอมพิวเตอร์ท่ี
ทาํหนา้ท่ีเป็น Datanode อยู ่และมี Namenode ตวัเดียวท่ีใช้
จดัการการทาํงานทั้งหมด  ซ่ึง Namenode จะทาํการเกบ็ขอ้มูล 
Metadata ท่ีเก่ียวกบัช่ือของแฟ้มขอ้มูลใน HDFS และจาํนวน
สําเนาของแฟ้มขอ้มูลนั้น เช่น /home/foo/data คือช่ือของ
แฟ้มขอ้มูลใน HDFS และหมายเลข 3 คือจาํนวนสาํเนาของ
แฟ้มขอ้มูลนั้นใน HDFS เม่ือผูใ้ช้ตอ้งการอ่านขอ้มูลจาก 
HDFS  โปรแกรมท่ีผูใ้ชพ้ฒันาผา่นไลบรารีของ HDFS จะทาํการ
ติดต่อกบั Namenode โดยอตัโนมติั (Metadata Ops) เพ่ือหา
ตาํแหน่งท่ีอยู่ของบล็อกท่ีเก็บแฟ้มขอ้มูลนั้นว่าไดถู้กเก็บไวท่ี้ 
Datanode เคร่ืองใดบา้ง จากนั้นไลบรารี HDFS จะติดต่อไปยงั 
Datanode เหล่านั้นเพ่ืออ่านขอ้มูลของแฟ้มขอ้มูลเหมือนกบัการ
อ่านแฟ้มขอ้มูลแบบปกติสําหรับการเขียนขอ้มูลก็เช่นเดียวกนั
ไลบรารีของ HDFS จะทาํการส่งขอ้ความไปยงั Namenode เพ่ือ
ขอให้ Namenode ติดต่อกบั Datanode เพ่ือสร้างบลอ็กจากเน้ือท่ี
วา่งของ Datanode นั้น  ๆจากนั้นผูใ้ชส้ามารถเขียนขอ้มูลลง HDFS 
ผ่านทาง Datanode ไดโ้ดยตรง ส่วนการทาํงานต่างๆท่ีซับซ้อน
เหล่าน้ีจะถูกซ่อนในมุมมองของผูใ้ชง้าน จึงทาํให้ผูใ้ชง้านเขียน
โปรแกรมเหมือนกบัการอ่านและเขียนแฟ้มขอ้มูลแบบปกติ 
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เก็บไวย้งัเคร่ือง Datanode ต่างๆ ในระบบแลว้ ผูใ้ชง้านจึง
สามารถดาํเนินการคน้หาผา่นทางส่วนติดต่อกบัผูใ้ชไ้ด ้  โดย
งานวิจยัน้ีไดป้ระยกุตใ์ชเ้ทคนิค Map/Reduce ซ่ึงเป็นรูปแบบ
การเขียนโปรแกรมและการดาํเนินงานท่ีเก่ียวข้องกับการ




ขอ้มูลลงในระบบแฟ้มขอ้มูล HDFS ทาํใหข้อ้มูลต่างๆ อยูใ่น
รูปแบบท่ีพร้อมใชง้านสาํหรับวิธี Map/Reduce  จากนั้นการ




มาก การทาํงานของวิธี Map/Reduce จะแบ่งออกเป็น 2 
ขั้นตอนคือ ขั้นตอนการ Map และขั้นตอนการ Reduce  
 ขั้นตอนการ Map คือ การสั่งคาํสั่งไปยงัเคร่ือง
คอมพิวเตอร์ต่างๆ ท่ีเก็บส่วนของข้อมูลท่ีต้องการจัดการ 
(Datanode)  เ พ่ือให้ เค ร่ืองคอมพิวเตอร์ เหล่านั้ นทําการ
ดาํเนินการกบัขอ้มูลท่ีเคร่ืองคอมพิวเตอร์นั้นๆ เกบ็อยู ่สาํหรับ
ขั้นตอนการ Reduce คือ การนาํขอ้มูลท่ีเคร่ืองคอมพิวเตอร์
ต่างๆ ไดด้าํเนินการเสร็จแลว้มารวมกนัเพ่ือดาํเนินการขอ้มูล
โดยรวม ซ่ึงผูพ้ฒันาโปรแกรมสามารถกาํหนดจาํนวนเคร่ืองท่ี
ตอ้งการทาํ Reduce เองได ้
 รูปท่ี 5 แสดงตวัอย่างการทาํงานของวิธีการ Map/Reduce 
ร่วมกบั HDFS โดยกาํหนดแฟ้มขอ้มูลขนาดใหญ่ท่ีตอ้งการ
จดัการ ไดถู้กแบ่งออกเป็นส่วนยอ่ยๆ คือ split 0, split 1 และ 
split 2 ในระบบแฟ้มขอ้มูลแบบกระจาย HDFS จากนั้น
ขั้นตอนการ Map จะทาํการดาํเนินงานกบัขอ้มูลของแต่ละ
เคร่ืองแบบอิสระ ผลลพัธ์ท่ีไดจ้ากการ Map จะถูกเรียงขอ้มูล 
(sort) ก่อนจะนาํมารวมกนั (merge) ท่ีตวั Reducer เพ่ือทาํการ 
Reduce เป็นผลลพัธ์สุดทา้ย 
 สําหรับการค้นหาข้อมูลจราจรทางคอมพิวเตอร์ ท่ี
พฒันาข้ึนโดยใชว้ิธีแบบ Map/Reduce นั้น เน่ืองจากลกัษณะ
การคน้หาขอ้มูลจราจรทางคอมพิวเตอร์ เป็นการนาํเฉพาะ
ขอ้มูลท่ีตรงกบัรายละเอียดท่ีผูใ้ชก้าํหนดออกมาเป็นผลลพัธ์
เท่านั้น ไม่ไดมี้การนาํขอ้มูลท่ีไดไ้ปทาํการประมวลผลต่อ เช่น 
นับว่ามีการเข้าไปเว็บไซต์ไหนเป็นจํานวนก่ีคร้ัง เป็นต้น  
ดงันั้นระบบท่ีพฒันาข้ึนจึงไม่มีขั้นตอนของการ Reduce แต่
อยา่งไร 
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รูปที่ 5 หลกัการทาํงานของวธีิ Map/Reduce 
 




อ่านข้ึนมานั้นมาแตกออกเป็นขอ้มูลยอ่ย 15 ส่วน (ตามรูปท่ี 2) 
และเปรียบเทียบขอ้มูลในส่วนต่างๆ ว่าตรงกบัท่ีผูใ้ชก้าํหนด
หรือไม่ ถา้ตรงโปรแกรมก็จะ บนัทึกขอ้มูลนั้นเป็นผลลพัธ์
จากการดาํเนินงานของเคร่ือง     เม่ือการประมวลผล
แฟ้มขอ้มูลของเคร่ืองนั้นๆ เสร็จส้ิน ขอ้มูลผลลพัธ์ของเคร่ือง
นั้ นๆ จะถูกส่งกลับมารวมกันท่ีเคร่ืองผูใ้ช้ เพ่ือบันทึกเป็น
แฟ้มขอ้มูลผลลพัธ์รวมของการคน้หา 
 
4.  ผลการทดลอง 
ในการทดลองผูว้ิจยัไดติ้ดตั้ง HDFS บนเคร่ืองทั้งหมด
จาํนวน 11 เคร่ือง โดยแบ่งออกเป็น Namenode จาํนวนหน่ึง
เคร่ือง และ Datanode จาํนวนสิบเคร่ือง โดยเคร่ืองทั้ง 11 




 หน่วยประมวลผลกลาง Core 2 Quad  Q9500 
 หน่วยความจาํหลกั 4096 MB ประเภท DDR3 
 ฮาร์ดดิสกข์นาด 1 TB   
 การทดลองระบบไดแ้บ่งออกเป็น 3 ส่วน ส่วนแรกคือการ
วดัประสิทธิภาพทางดา้นความเร็วในการนาํแฟ้มขอ้มูลเขา้สู่
ระบบ HDFS  ส่วนท่ีสองคือการวดัประสิทธิภาพทางดา้น
ความเร็วในการคน้หาขอ้มูลดว้ยวิธีการ Map/Reduce จาก
ขอ้มูลท่ีเก็บไวใ้นระบบ HDFS โดยการทดลองทั้ง 2 ส่วน ทาํ
การวัดเวลาท่ีใช้ในการดําเนินงานกับขนาดของข้อมูลท่ี
แตกต่างกนัคือ 5 GB, 10 GB, 20 GB, 30 GB,   40 GB และ 50 
GB และมีการปรับเปล่ียนจาํนวนเคร่ืองท่ีทาํหนา้ท่ีเป็น Datanode 




4.1 การทดลองความเร็วในการนําแฟ้มข้อมูลเข้าสู่ระบบ HDFS 
 การทดลองน้ีทาํข้ึนเพ่ือศึกษาผลกระทบของจาํนวนเคร่ือง
ท่ีทําหน้าท่ีเป็น Datanode ว่าส่งผลกระทบต่อการนํา
แฟ้มขอ้มูลเขา้สู่ระบบ HDFS หรือไม่ และความเร็วในการนาํ
แฟ้มขอ้มูลเขา้สู่ระบบ HDFS มีความเร็วแค่ไหน  
 ผลการทดลองดังรูปท่ี 6 แสดงเวลาท่ีใช้ในการนําแฟ้ม 
ขอ้มูลขนาดต่างๆ เขา้สู่ระบบ HDFS   ท่ีมีจาํนวน Datanode 
ต่างกัน จากผลการทดลองจะเห็นได้ว่าจาํนวนเคร่ือง 
Datanode นั้นไม่มีผลกระทบต่อความเร็วในการนาํแฟ้มขอ้มูล
เขา้สู่ระบบ โดยการนาํแฟ้ม ขอ้มูลขนาด 5 GB, 10 GB, 20 
GB, 30 GB, 40 GB และ 50 GB  เขา้สู่ระบบ HDFS จะใชเ้วลา
ประมาณ 30,  84, 200, 313, 417 และ 507 วนิาทีตามลาํดบั 
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รูปที่ 6 เวลาท่ีใชใ้นการนาํแฟ้มขอ้มูลเขา้สู่ระบบ HDFS 
 
 ความเร็วของการนาํแฟ้มขอ้มูลขนาด 5 GB เขา้สู่ระบบอยู่
ท่ี 167 MB/s ในขณะท่ีความเร็ว ในการนาํแฟ้มขอ้มูลขนาด 50 
GB เขา้สู่ระบบอยูท่ี่ 98 MB/s ความเร็วในการนาํแฟ้มขอ้มูล
ตกลงเน่ืองมาจากจาํนวนของบล็อกท่ี Namenode ตอ้งติดต่อ




ดว้ยวิธี Map/Reduce ท่ีพฒันาข้ึนบนระบบ HDFS เพ่ือศึกษา
ผลกระทบของจาํนวนเคร่ืองท่ีทาํหน้าท่ีเป็น Datanode ต่อ
ความเร็วในการคน้หาขอ้มูล  
 รูปท่ี 7 แสดงเวลาท่ีใชใ้นการคน้หาขอ้มูลต่อจาํนวนเคร่ือง 
Datanode ท่ีใช้งาน ซ่ึงจะเห็นไดว้่าเม่ือมีการเพ่ิมจาํนวน 
Datanode ในระบบ เวลาท่ีใชใ้นการคน้หาขอ้มูลจะนอ้ยลง   
สาํหรับขอ้มูลขนาด 50 GB เวลาท่ีใชใ้นการคน้หาขอ้มูลดว้ย
เคร่ือง Datanode จาํนวน 1, 2, 4, 6, 8, และ 10 เคร่ือง คือประมาณ  
66 นาที, 32 นาที, 16 นาที, 11 นาที, 8 นาที และ 6 นาที ตามลาํดบั   
 รูปท่ี 8 แสดงความเร็วเป็นจาํนวนเท่าในการคน้หาขอ้มูล
เ ม่ือ เ ทียบกับ เวลา ท่ี ใช้ในการค้นหาข้อมูลด้วย เค ร่ือง
คอมพิวเตอร์เพียงเคร่ืองเดียว จะเห็นไดว้่าความเร็วท่ีเพ่ิมข้ึน 
(Speed up)  เป็นสัดส่วนแปรผนัตรงกบัจาํนวนเคร่ืองท่ีทาํ
หนา้ท่ีเป็น Datanode สําหรับขอ้มูลขนาด 50 GB ความเร็ว
เป็นจาํนวนเท่าท่ีเพ่ิมข้ึนในการคน้หาขอ้มูลเม่ือเปรียบเทียบ
กบัการคน้หาขอ้มูลดว้ยเคร่ืองคอมพิวเตอร์เพียงเคร่ืองเดียว 
โดยการใชเ้คร่ือง Datanode จาํนวน 2, 4, 6, 8, และ 10 เคร่ือง คือ
ประมาณ  2 เท่า , 4 เท่า, 6 เท่า, 8 เท่า และ 10 เท่า ตามลาํดบั   
 จากการทดลองท่ีได้จะเห็นได้ว่าประสิทธิภาพในการ
คน้หาขอ้มูลดว้ยวิธี Map/Reduce ในการคน้หาขอ้มูลเร็วข้ึน
เป็นสัดส่วนตามจาํนวนเคร่ือง Datanode ทั้งน้ีเน่ืองจากเคร่ือง 
Datanode ท่ีใช้ในการเก็บข้อมูลแต่ละเคร่ือง สามารถ
ดาํเนินการกบัขอ้มูลท่ีเก็บในเคร่ืองของตวัเองอย่างอิสระต่อ
กนั และเคร่ือง Datanode แต่ละเคร่ืองดาํเนินการกบัขอ้มูลใน
ลกัษณะการทาํงานแบบขนาน (คน้หาขอ้มูลพร้อมๆ กนั)  
 แต่อย่างไรก็ตามเม่ือดูความเร็วท่ีใช้ในการคน้หาขอ้มูล
ขนาด 5 GB จะเห็นไดว้า่ เม่ือใชจ้าํนวนเคร่ือง Datanode เป็น
จาํนวน 2, 4, 6, 8, และ 10 เคร่ือง ความเร็วจาํนวนเท่าท่ีเพ่ิมข้ึน
จากการคน้หาขอ้มูลดว้ยเคร่ืองคอมพิวเตอร์เคร่ืองเดียว คือ
ประมาณ  2 เท่า , 4 เท่า, 5 เท่า, 5.75 เท่า และ 6.2 เท่า 
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รูปที่ 8 ความเร็วในการคน้หาขอ้มูลท่ีเพ่ิมข้ึนเป็นจาํนวนเท่า 
 
4.3  การศึกษาหาผลกระทบของจํานวนเคร่ือง Datanode  
 การศึกษาหาผลกระทบของจาํนวน Datanode ท่ีเพ่ิมข้ึนต่อ
การคน้หาขอ้มูลทาํเพ่ือตรวจสอบค่าใชจ่้ายในการดาํเนินการ
คน้หาขอ้มูล ( Overhead ) ต่อจาํนวน Datanode ท่ีเพ่ิมข้ึนใน
ระบบ โดยกาํหนดให ้Datanode แต่ละเคร่ืองเกบ็ขอ้มูลขนาด 
5 GB เท่ากนั จากการทดลองพบว่าเวลาท่ีใชใ้นการคน้หา
ขอ้มูลของเคร่ือง Datanode จาํนวน 1, 2, 4, 8 และ 10 เคร่ือง 
คือ 6.56 นาที, 6.57 นาที, 6.51 นาที, 6.55 นาที, 6.57 นาที และ 
6.55 นาที  ตามลําดับ  ซ่ึงจะเห็นได้ว่าจํานวนของเคร่ือง 
Datanode ท่ีเพ่ิมข้ึนถึง 10 เคร่ืองในทดลอง ไม่ไดเ้ป็นการเพ่ิม
ค่าใชจ่้ายในการดาํเนินการคน้หาขอ้มูลแต่อยา่งไร 
 
5.  บทสรุป  
 บทความวิจัยน้ีนําเสนอการออกแบบและพฒันาระบบ 








ใน HDFS มีความเร็วในการคน้หามากข้ึน 
 ผลการทดลองช้ีให้เห็นว่าเม่ือติดตั้ งระบบลงบนเคร่ือง
คอมพิวเตอร์จาํนวน 10 เคร่ือง และทาํการคน้หาขอ้มูลจราจร
ทางคอมพิวเตอร์ท่ีมีขนาด 50 กิกะไบต ์พบวา่เวลาท่ีใชใ้นการ
คน้หาขอ้มูลจะมีความเร็วเพ่ิมข้ึนประมาณ 10 เท่า เม่ือเทียบ
กบัการใชเ้คร่ืองคอมพิวเตอร์เพียงเคร่ืองเดียว  
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