In this paper, we consider the joint optimization of transmit waveform and receive filter in colocated multiple-input multiple-output (MIMO) radar to enhance target detection performance in the presence of signal-dependent interference. It is noticed that in the detection stage, the output energy is mainly concentrated in the mainlobe region. Therefore, we decompose the receive filter as the cascade of a receive beamformer and a temporal filter. Then, under the peak-to-average ratio (PAR) constraint, a problem is formulated to realize a trade-off between the signal-to-interference-plus-noise ratio (SINR) and the integrated sidelobe level (ISL) at the pulse compression output of mainlobe synthesized signal. A non-decreasing algorithm, which is the combination of sequential optimization algorithm and minorization-maximization (MM) method, is developed to solve this problem. Besides, in order to reduce computation burden, a special case is proposed, where we fix the temporal filter as the mainlobe synthesized signal. Then, another non-decreasing algorithm based on the MM method is proposed to solve the special case. Numerical experiments show that the proposed algorithms can obtain high output SINR and low output ISL efficiently.
I. INTRODUCTION
Each transmitter of multiple-input multiple-output (MIMO) radar can transmit different waveforms. Because of the capability called ''waveform diversity'', MIMO radar shows the huge potential in transmit beampattern design, detection and spatial resolution [1] - [3] . Therefore, the waveform design for MIMO radar draws lots of attention recently.
Generally, the colocated MIMO radar waveform design problem can be classified into two categories. One is to control the spatial distribution of transmit power i.e., the transmit beampattern design [4] - [8] . Another is aimed to maximize the output signal-to-interference-plus-noise ratio (SINR) by jointly optimizing the transmit waveform and receive filter [9] - [17] .
For the first category, it can be classified into two subclasses according to the design steps. The first one is the two-step design scheme. The transmit beampattern is decided by the waveform covariance matrix, so the two-step scheme is that the covariance matrix is optimized firstly The associate editor coordinating the review of this manuscript and approving it for publication was Pia Addabbo . and then the waveform is synthesized to approximate the covariance matrix. For example, in [4] , a semi-definite programming (SDP) problem was formulated to optimize the covariance matrix. Whereafter, in order to synthesize the constant modulus (CM) waveform so that the radio frequency amplifier can operate at maximum efficiency, a sequential iterative algorithm was proposed. The second subclass is the one-step design scheme i.e., the transmit waveform is optimized directly. In [5] , the alternating direction method of multipliers algorithm was applied to obtaining the CM waveform directly. In [6] , a quasi Newton algorithm was used to optimize CM waveform and the autocorrelation of mainlobe synthesized signal was also considered. In [7] , the semidefinite relaxation (SDR) and randomization technique were used to generate CM waveform. In [8] , the minorizationmaximization (MM) algorithm was used to design waveform under peak-to-average ratio (PAR) and similarity constraints, where the similarity constraint can improve the ambiguity of the designed waveform.
The first category works mainly focus on the transmit beampattern design and the pulse compression performance under the matched filter i.e. the autocorrelation or ambiguity. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ It can be noticed that the detection probability of a target is usually a monotonically increasing function of the SINR for the case of Gaussian interference. Therefore, for the second category, in order to realize the output SINR maximization, it not only utilizes the degrees of freedom (DOF) of the transmitter but also the DOF of the receiver. In [9] , Imani et al. proposed a method for the joint design of transmit waveform and receiver filter in order to maximize the SINR without consideration of practical constraints. Cui et al. [10] proposed two sequential optimization algorithms to maximize the output SINR under CM constraint and similarity constraint. In [11] , the author considered the robust design under the unknown angle of the target. In [12] , under the PAR constraint, two algorithms based on the MM were proposed to optimize the worst-case output SINR. In [13] , both PAR and similarity constraints were considered in the SINR maximization problem. In [14] , based on the MM framework, the author considered the joint design of transmit waveform and receive filter under different practical constraints.
In [15] , the SINR maximization problem was investigated considering the multiple targets and spectrally compatibility scenarios. In [16] , the transmit and receive beamformers were designed to maximize SINR. In [17] , the SINR maximization problem was considered for the airborne MIMO radar system. However, none of these works [9] - [17] considered the pulse compression performance after the designed filter. It should be noticed that the similarity constraint in [10] and [13] only influences the ambiguity under the matched filter.
It is explicit that a lower integrated sidelobe level (ISL) at the pulse compression output decreases the destructive effect of clutter, which is helpful to reduce the false alarm rate. Therefore, it makes sense to joint design the waveform and receiver to be with low ISL. For the orthogonal waveform, there are many works [18] - [21] have discussed the design of waveform and temporal filter to achieve the low ISL. However, it is well known that the orthogonal MIMO radar is not optimal for SINR maximization due to uniform transmit power [22] . For the correlated waveform design, in [23] , the author proposed a spatial-temporal hierarchical optimization strategy to realize the low ISL. However, the output SINR maximization was not considered directly in [23] . In [24] , the output SINR was maximized under the ISL constraint. However, in [24] , the space-time filter in [9] - [16] was adopted, which couples the temporal part and spatial part of the input signal. In practice, in the detection phase, the output energy is mainly concentrated in the mainlobe region and in [23] , it has shown that the sidelobe output has little effect on the total ISL. Therefore, for ISL, we can only focus on the pulse compression output of the mainlobe synthesized signal. Besides, in [24] , the SDR technique was utilized and the waveform was obtained by an indirect manner i.e. randomization technique, which may lead to a significant loss of SINR when considering some practical constraints and sometimes enjoys high computational complexity for a large number of trails.
From the above mentioned, to the best of our knowledge, it can be noticed that rare works consider the pulse compression performance i.e. the output ISL of the designed filter in SINR maximization design for MIMO radar. Therefore, motivated by the issues above, we investigate the joint optimization of transmit waveform and receive filter for high output SINR and low output ISL. The main contributions of this paper can be summarized as follows:
1) In the detection stage, we mainly focus on the mainlobe output, so the space-time filter adopted in [9] - [16] is decomposed into a receive beamformer and a temporal filter. We show that the space-time filter is equivalent to the cascade of a receive beamformer and a temporal filter. Based on this, a new MIMO radar signal processing architecture is proposed. Numerical experiments show that the low output ISL can be obtained when only the mainlobe synthesized signal is considered.
2) Under the proposed signal processing architecture, a novel cost function is established to realize a trade-off between the output SINR and ISL by adjusting the weight coefficient. Besides, in order to meet the practical requirement, the PAR constraint is also included in the proposed cost function.
3) In order to solve the proposed problem, two non-decreasing algorithms are proposed to obtain the waveform and receive filter directly. The first algorithm is aimed to solve the original problem and based on the sequential optimization algorithm framework. In the first algorithm, in order to achieve the non-decreasing performance, the MM algorithm is utilized to obtain transmit waveform. The second algorithm is used to solve a special case. In the special case, in order to reduce the computational burden, the temporal filter is fixed as the mainlobe synthesized signal. The second algorithm is based on the MM framework and the lower computational complexity can be achieved.
The rest of the paper is organized as follows. We present the signal model in Section II. The optimization problem is established in section III. In Section IV, two non-decreasing algorithms are proposed to solve the proposed problem. In Section V, numerical results are presented. Conclusions are drawn in Section VI.
Notation: C n×n denotes the n × n complex matrix space. Boldface upper case letters stand for matrices. Boldface lower case letters stand for column vectors. Standard lower case letters stand for scalars. Re (x) and angle (x) denotes the element-wise real part and the phase of a complex vector x, respectively. x T , x H , x * , tr (x) and vec (x) denote the transpose, conjugate transpose, complex conjugate, trace and vectorization of x, respectively. I n denotes the n × n identity matrix. |·| denotes the modulus of a complex scalar. · 2 denotes the l 2 -norm of a vector. ⊗ denotes the Kronecker product.
II. SIGNAL MODEL
We consider a colocated narrow band MIMO radar system with N T transmitting antennas and N R receiving antennas. Each transmitting antenna emits a different waveform s m (n), m = 1, · · · , N T , n = 1, · · · , N with N being the number of samples of each transmitted pulse. Let s (n) be an N T × 1 vector collecting the n-th sample of the waveforms, so the transmit waveform can be represented by S = s (1) s (2) · · · s (N ) ∈ C N T ×N . Then, the received signal at the location with angle θ is given by
where a t (θ ) denotes the transmit steering vector. For a uniform linear array (ULA) with half wavelength separation between two adjacent array elements, the steering vector is given by
Considering a particular range cell of interest, the adjacent range cell signal from angle θ can be given by
. r is the range cell index of the reflection source relative to the range cell of interest. Suppose there is a target located at (θ 0 , r 0 ) along with K signal-dependent interference sources located at (θ k , r k ), θ k = θ 0 , k = 1, · · · , K . Without loss of generality, we always assume that r 0 = 0. Finally, the baseband equivalent of the signals at the receive array are given by
where α 0 and α k denote respectively the complex amplitudes of the target and the interference source and a r (θ ) is the propagation vector due to the propagation delays from a source to the receive elements. Similarly, for a ULA with half wavelength spaced element,
Besides, N is spatially and temporally white circularly symmetric complex Gaussian noise with mean zero and variance σ 2 .
III. PROBLEM FORMULATION
In this section, we propose a novel MIMO radar signal processing architecture. Unlike the existing architecture, we decouple the temporal part and spatial part of the receiver filter. In the detection stage, radar only focuses on the signal from the interesting direction. Under the proposed architecture, after receive beamforming, mainlobe synthesized signal dominates the total receive beamformer output. Therefore, only the temporal property of mainlobe synthesized signal is considered. Compared with the existing methods, this relaxation neglects these faint sidelobe output. Numerical experiments show that the mainlobe ISL dominates the total ISL and low output ISL can be obtained when only the mainlobe synthesized signal is considered. Under the proposed signal processing architecture, we formalize the problem of the joint design of the transmit waveform and receiver filter in order to improve the output SINR and reduce the output ISL under specific practical constraints.
A. MIMO RADAR SIGNAL PROCESSING ARCHITECTURE
Let y = vec (Y),s = vec (S) and n = vec (N). Then, (4) can be recast as
. In order to improve the output SINR, the observations y is filtered through a space-time filter w ∈ C N R N ×1 and the output of this filter is given by [9] - [16] 
This space-time filter couples the temporal part and spatial part of the receive filter. In order to decouple the temporal and spatial part, we decompose the space-time filter as
where w t ∈ C N ×1 denotes the temporal filter and w s ∈ C N R ×1 denotes the receive beamformer. It can be noticed that A (θ 0 ) and B (θ k , r k ) can be rewritten as
Therefore, according to (8), (9) and (10), we have
Then, the output (7) can be rewritten as
where From (13), it can be found that the output of space-time filter w is equivalent to the output of the cascade of w t and w s . Therefore, we propose the following MIMO radar signal processing architecture as shown in Fig. 1 .
B. OUTPUT SINR
The detection probability of a target is usually a monotonically increasing function of the SINR for the case of Gaussian interference. As a consequence, we jointly design the transmit waveform and receive filter to improve the output SINR under the proposed signal processing architecture. (15) where E [·] denotes the statistical expectation, ξ = E |α 0 | 2 σ 2 denotes the signal-to-noise ratio (SNR) and
Inspection of (15), we notice that the knowledge of the angle and the INR of the interferences is required. These information can be obtained according to a cognitive paradigm [25] - [27] by using a site specific (possible dynamic) environment database, which contains a geographical information system (GIS), digital terrain maps, previous scans, tracking files, clutter models (in terms of electromagnetic reflectivity and spectral density), and meteorological information.
It is noticed that the output SINR ρ is a function of w t , w s ands. In order to reduce the number of variables, we also consider a special case i.e. w t = K (θ 0 , 0)s. In this way, we can reduce the computational complexity at the price of slight performance loss. When w t = K (θ 0 , 0)s, the output SINRρ can be expressed as
It can be found that the output SINRρ is a function of w s ands.
C. ISL AND PAR CONSTRAINT
As we know, in order to improve the range discrimination, the waveform and receiver filter should be optimized to minimize the impact of scatters in nearby range cells on the received signals from the range cell of interest. It means the pulse compression output should be with the low sidelobe level. In the proposed signal processing architecture, after receive beamformer w s , the total sidelobe level at range r can be defined as
where denotes the spatial range of radar observation. Then, the output ISL can be defined as
It can be noticed that after receive beamformer, the energy is mainly concentrated on mainlobe region. The detailed proof can be referred to [23] . Therefore, only the mainlobe synthesized signal is considered. The sidelobe level of mainlobe synthesized signal at range r can be represented as
and the ISL of it can be represented as
When w t = K (θ 0 , 0)s, the sidelobe level of mainlobe synthesized signal at range r can be represented as
and
We adopt numerical integration to calculate (19) . The later numerical experiments show that the low ISL can be obtained when only the mainlobe synthesized signal is considered.
Besides the temporal property, the practical requirement also needs to be considered in the waveform design. In order to maximize the power efficiency of radio frequency amplifier and avoid nonlinear distortion of the waveform, the CM property is widely required in radar systems. However, CM waveforms may lead to waveform performance degradation. To address this problem, a more general PAR constraint is used instead of the CM constraint to improve the waveform performance further. The PAR constraint controls the excursions of the squared code elements around their mean value [28] . It can be noticed that the CM constraint and energy constraint are extreme cases of PAR constraint. Therefore, the PAR constraint can realize a compromise between the waveform performance improvement and the amplifier power efficiency loss. In effect, with the development of hardware, the low PAR waveforms are also acceptable in the modern radar system. Consequently, it makes sense to consider the design of low PAR transmit waveform to improve the detection performance in MIMO radar. With the above facts in mind, we enforce the waveform to satisfy the following constraints:
Formulation (25) denotes the energy constraint and γ is the parameter controlling the acceptable level of PAR with 1 ≤ γ ≤ N T N . In particular, when γ = 1, the above constraints degenerates into the CM constraint. When γ = N T N , constraint (26) is redundant and only the energy constraint works. Summarizing, the joint design of transmit waveform and receive filter can be formulated as the following constrained optimization problem:
where κ denotes the weight coefficient, which achieves a compromise between the output SINR and ISL. After some derivations, the problem (27) can be rewritten as
where
Similarly, for the special case (w t = K (θ 0 , 0)s), the problem is formulated as
IV. PROPOSED ALGORITHM
Generally speaking, there is no closed-form solution to the problem (28) and (30) . To find a satisfactory solution, two non-decreasing algorithms are proposed to solve (28) and (30) respectively. For (28), a sequential optimization algorithm similar to that of [29] is employed, namely, we optimize each variable sequentially for fixed other variables and the MM method is used to obtain waveforms. For (30) , the proposed algorithm is based on the MM framework. Because both the proposed algorithms involve the MM method, we first introduce the MM framework briefly. More details about MM can be referred to [30] .
A. MM FRAMEWORK
The MM method, which refers to the majorizationminimization method for minimization problems or the minorization-maximization method for maximization problems, is a kind of problem-driven method with the low computational cost. It can take advantage of the problem structure and is often used to solve optimization problems that are too difficult to solve directly. The key idea of MM is to transform the original difficult problem into a sequence of simpler problems. Consider the following optimization problem
Assume that the above problem is difficult to solve directly. Following the idea of MM, instead of solving (32) directly, the following simpler minorized problems are considered
where x (t) is the point generated by the MM algorithm at the t-th iteration and g x, x (t) is the surrogate function of h (x) at point x (t) , which should satisfy the following two requirements:
It can be noticed that surrogate function g x, x (t) is a lower bound of h (x). Starting from a feasible point x (0) ∈ X , the MM algorithm produces a sequence x (t) according to the following update rule:
It is easy to see that the objective value sequence h x (t) in MM is monotonically increasing:
where the first inequality and the third equality follow from (34) and (35) respectively and the second inequality follows from (36) .
B. PROPOSED ALGORITHM FOR PROBLEM (28) In this section, we propose a algorithm to design the waveforms, the temporal filter w t and the receive beamformer w s for problem (28) . For fixed w t and w s , the objective function of (28) can be rewritten ass H ss s H sds (38) where 
Ignoring the constraints in (41), the optimal solution is equal to the maximum eigenvector of the matrix −1 sd s i.e., to a generalized eigenvector of the matrices s and sd corresponding to the maximum generalized eigenvalue. Let v denote the maximum eigenvector of the matrix −1 sd s . When γ = N T N , the constraints in (41) degenerates into the energy constraint and the optimal solution to (41) is given bȳ
Algorithm 1 Proposed Algorithm for Waveform Optimization (PAWO) Input: Initial waveforms (0) Output: A solutions to (41) 1: According to (39) and (40), calculate s and sd and set t = 0 2: repeat 3:
4:
Find the solutions (t+1) by solving problem (43) (see details in Algorithm 2) 5 :
When γ = N T N , we can not obtain the optimal solution directly. Therefore, we adopt the iterative algorithm to solve (41). Problem (41) is solvable since the objective function is continuous withs H sds > 0 and the constraint is a compact set. Thus, we consider the following parametric problem [31] ,
According to [31] , the optimization problems (41) and (43) are related to each other. In particular, a solution to problem (41) can be achieved by finding a solution of the equation ψ (ε) = 0 in terms ofs. Based on this observation, the Dinkelbach-type procedure [31] , [32] reported in Algorithm 1 is proposed to solve problem (41).
In the PAWO, the key step is finding the solution to problem (43). Because the matrix s −ε sd may be indefinite and the constraints are nonconvex, it is hard to obtain the solution to (43) directly. Here, we adopt the MM framework to solve problem (43). The objective function of (43) can be rewritten as
In order to find the lower bound surrogate function of (44), we construct the following convex function
where λ u ( ) denotes the upper bound of eigenvalue of s − ε sd and we set
According to the first order Taylor expansion, we have
Considering the constraint in (43), we have
Therefore, the lower bound of (44) is
Ignoring the constant terms on the right side of the inequality (49), the minorized problem of (43) is max s Re z Hs
When γ = 1, the above constraints degenerates into the CM constraint and the optimal solution to (50) is
When 1 < γ < N T N ,s follows the closed-form solution in [33] . The phases ofs are aligned with those of z. Denote the number of nonzero elements of z as M (≤ N T N ), and the set containing all the corresponding indexes as M. The optimal solution of |s| is as follows: is strictly increasing on
there is a unique µ satisfying g (µ) = 1. We summarize the proposed algorithm for solving problem (43) in Algorithm 2.
Next, for fixeds and w s , the temporal filter w t is optimized. The objective function of (28) can be rewritten as Construct z according to (51) 4: If γ = 1, obtains (t+1) according to (52); if 1 < γ < N T N , the phases ofs are aligned with those of z, obtain |s| according to (53) and (54) 5: until convergence Now, we consider the problem
It is easy to see that the problem (57) is equivalent to the well-known minimum variance distortionless response (MVDR) problem
and the solution is given by
For fixeds and w t , the objective function of (28) can be rewritten as
and we handle the problem max w s
Similar to (57), we have the solution of (62) under MVDR
Finally, we summarize the proposed algorithm for joint design of w t , w s ands in Algorithm 3. Interestingly, Algorithm 3 ensures that the objective value of (28) monotonically improves. The similar convergence analysis can be obtained in [26] . Output: Designed waveforms, designed receive beamformer w s and designed temporal filter w t 1: Calculate K (θ k , r k ) and K (θ 0 , r s ) according to (14) and set t = 0 2: repeat t ← t + 1 10: until convergence C. SPECIAL CASE: PROPOSED ALGORITHM FOR PROBLEM (30) In this subsection, we propose an algorithm based on MM framework to solve problem (30) i.e., the special case w t = K (θ 0 , 0)s.
Inspecting (30), for given waveforms, the solution of the optimization problem (30) with respect to w s can be easily found and it obeys the following MVDR expression
Inserting (64) into (30) , the original problem (30) can be reduced to
For simplicity, P (θ 0 , 0) is denoted by P in the following. The objective in (66) is a composite function of P and˜ ci and it proves to be jointly convex in P,˜ ci , as can be seen from [34] . To find a lower bound surrogate function, the Taylor theorem is used and the first order expansion of the objective function in (66) is derived. Letf P,˜ ci denote the objective function in (66), we havẽ
wheref P (t) ,˜ (t) ci denotes the objective value at the t-th iteration and
Noticing that P and˜ ci are all functions ofs, we insert (17) and (65) into (67) and obtaiñ
wheres (t) denotes the waveform produced at the t-th iteration and j =η j a r θ j a H r θ j (71)
Ignoring the constant terms on the right side of the inequality (70), the minorized problem of (66) at the points (t) is given by (72). Now the objective function of problem (72) is quartic in s and it is still hard to solve directly. Thus we propose to minorize the objective function of problem (72) ats (t) again to further simplify the problem we need to solve at every iteration. Before we find the lower bound surrogate function of (72), let us prove two useful properties.
j is non-negative. Proof: According to (68), we can find that T (t) is a Hermitian positive semidefinite matrix with rank 1. Thus, we have
According to property 1 and 2, in order to minorize the objective function of problem (72) ats (t) , we need to find the lower bound surrogate function of (74) and the upper bound surrogate function of (75). f 1 (s) is a convex function. According to the first order Taylor expansion, we havẽ
can be rewritten as
where =ss H (78)
In order to find the upper bound surrogate function off 2 (s), we construct the following concave functioñ
where λ u (B) denotes the upper bound of eigenvalue of B. Then, using the first order Taylor expansion, we havẽ
Considering the energy constraint (25), we havẽ
Inserting (82) into (81), we havẽ
Inserting (78) and (79) into the first term on the right side of (83), we have (84), as shown at the bottom of the next page. In (84),
Inserting the result of (84) into (83), we havẽ
Now we find the upper bound surrogate function off 2 (s), but it is still hard to solve directly because the matrix P may be indefinite. Thus we majorizef 2 (s) further. Similarly, we construct the following concave functioñ
Using the first order Taylor expansion and considering the energy constraint (25), we havẽ
Then, we havē
Considering the inequality (87) and (90), we havẽ
Finally, inserting the inequality (76) and (91) into inequality (70), we have inequality (92), as shown at the bottom of the next page. In (92),
Ignoring the constant terms on the right side of the inequality (92), the minorized problem of (72) is When γ = N T N , the constraints in (96) degenerates into the energy constraint the optimal solution to (96) is given bȳ
When γ = N T N , we can obtain the optimal solution of (96) by the mapping operation given by (52), (53) and (54).
It is noticed that we should estimate λ u (B) and λ u (P) before solving (96). Considering B is a N T N 2 ×N T N 2 matrix and P is a N T N × N T N matrix, the eigenvalue decomposition will lead heavy computational burden when N is large. Therefore, we derive the following upper bound of eigenvalue, which can be obtained by some simple calculations
It can be noticed thatK θ j , r j can be calculated in advance and tr T (t) j and tr (t)K θ j , r j are used when calculating matrix P. Therefore, we can obtained λ u (B) and λ u (P) while calculating P, which reduces the computational cost. The detailed derivation of (99) and (100) are shown in Appendix B. Finally, we summarize the proposed algorithm in Algorithm 4.
Re vec
Algorithm 4 Joint Optimization Algorithm for Special Case (JOASC) Input: Initial waveforms (0) Output: Designed waveforms and designed receive beamformer w s 1: CalculateK θ j , r j according to (18) and set t = 0 2: repeat 3: Calculate P (t) according to (17) 
4:
Calculate β (t) according to (69) 5: Calculate P according to (85) 6: Calculate λ u (B) according to (99) 7: Calculate λ u (P) according to (100) 8: Constructz according to (97) 9: If γ = N T N , obtains (t+1) according to (98); if γ = N T N , obtains (t+1) by the mapping operation given by (52), (53) and (54) 10: t ← t + 1 11: until convergence 12: Obtain w s according to (64). 
D. COMPLEXITY ANALYSIS
We now analyze the computational complexity of the proposed algorithms. The overall complexity of each algorithm method is linear with respect to the number of iterations. For the convenience of analysis, we focus on the deterministic cost on a per-iteration basis. For JOA, the 
V. NUMERICAL RESULTS
In this section, we conduct numerical simulations to evaluate the proposed algorithms for the joint design problem. Assume that both the transmitter and receiver are ULAs with half-wavelength separation, N T = 6, N R = 6, and N = 16.
In the following experiment, we also accelerate JOASC and the MM part of JOA by SQUAREM [35] , which is an off-theshelf acceleration scheme. The accelerated version is denoted by A-JOA and A-JOASC respectively. The stop condition of JOA (A-JOA) and JOASC (A-JOASC) is that the improvement of the objective function value of (28) or (30) is less than 10 −8 . For PAWO, the stop condition is ψ (ε) ≤ 10 −3 and for MAPP, the stop condition is that the improvement of the objective function value of (43) is less than 10 −6 . JOA and JOASC share the same initial waveforms (0) and for JOA, the initial filter is set as w We consider the scenario that the target and interferences in the same range cell, which represents the worst case for detection performance as the target delay cannot help in detection by range gating. It is assumed that a target is located at the angle-range position (0 • , 0) with ξ = 20 dB, and two fixed interferences are located at the angle-range positions (19 • , 0), (25 • , 0) with η k = 30 dB, k = 1, 2. The noise variance is σ 2 = 0 dB. Fig. 2 shows the angle-range cut of the normalized MIMO ambiguity function [36] , [37] , where rectangle and ellipse represent the locations of interference and target, respectively. Fig. 2 also provides the angle cut at the range r = 0 and the range cut at the angle θ = 0 • . Fig. 2(a) and Fig. 2(b) is the result of JOA and JOASC respectively, where the PAR parameter is γ = 1 (CM constraint) and the weight for ISL κ = 10. For the angle cut, there is a peak located at the target angle of 0 • and there are two notches located at the interference angle respectively. For the range cut, we can see that the peak sidelobe level is less than -20 dB and the sidelobe level of JOA is lower than that of JOASC because the special case has less optimized DOF.
To further clarify the performance of the proposed algorithm, we focus on the computational performance of algorithms under the different PAR parameters γ and the properties of range sidelobe level under the different weight coefficients κ. First, we evaluate the convergence of the proposed algorithm and the influence of the PAR parameters γ . Fig. 3 (a) reveals the objective function value of (28) versus the iteration number and Fig. 3(b) shows the objective function value of (28) versus the CPU time. It is noticed there is no accelerated version when γ = N T N because the MM algorithm is not involved under energy constraint. From Fig. 3 , we can see that the proposed algorithm guarantees monotonicity and the accelerated version improves the computational efficiency. Besides, it can be found that the objective function value increases with the increase of γ .
For the special case, Fig. 4(a) reveals the objective function value of (30) versus the iteration number and Fig. 4(b) shows the objective function value of (30) versus the CPU time. It can be found that JOASC also has monotonic convergence and the objective function value increases with the increase of γ . Notice that JOASC achieves low computational complexity of per-iteration at the cost of a slow convergence rate. However, because JOASC is based entirely on the MM framework, as shown in Fig.4 , this problem can be solved well by acceleration technique.
As a special case of problem (28) , problem (30) has fewer variables at the cost of slight performance loss. In order to compare the performance and the computational efficiency of JOA and JOASC, Fig. 5 shows the convergence plot of A-JOA and A-JOASC under different PAR parameters γ . From Fig. 5 , we can see that A-JOASC is much faster than A-JOA in terms of the CPU time. Besides, it is noticed that the difference between the convergence values of A-JOASC and A-JOA decreases with the increase of γ . That's because, for the problem (30), w t = K (θ 0 , 0)s, the increase in γ means an increase in the DOF of w t .
Then, in Fig. 6 , we show the influence of weight coefficient κ on range sidelobe level of mainlobe synthesized signal. From Fig. 6 , we can see that the range sidelobe level decreases with the increase of κ and because of the limitation of w t in the special case, the result of A-JOA has lower sidelobe level than that of A-JOASC. Fig. 7 shows the total range sidelobe level after receiver beamforming, where the spatial range is = [−60 • , 60 • ] and numerical integration is adopted to calculate (19) . Compare Figs. 6 and 7, we can find that the mainlobe range sidelobe level dominates the total range sidelobe level.
In order to further illustrate the performance of the proposed algorithm, we compare the proposed A-JOA and A-JOASC with SOA2 in [10] and MIA in [14] . Note that MIA is also based on the MM method, and here we use its accelerated version denoted by A-MIA. SOA2 employs the SDR and randomization to solve the rank-one constrained SDP problems iteratively. Both SOA2 and A-MIA are utilized to solve the problem (28) , however, it should be noted that they can only obtain the space-time filter w because the decomposition of w is not considered in [10] and [14] . The stop condition and initial waveform of SOA2 and A-MIA are the same as that of A-JOA and A-JOASC. Fig. 8(a) reveals the objective function value of (28) versus the CPU time of each method and Fig. 8(b) shows the SINR versus the CPU time of each method, where the PAR parameter is γ = 1.4 and the weight for ISL κ = 10. As we can see, A-MIA is faster than other methods in terms of CPU time, however, its objective value and SINR performance are worse than other methods, even worse than A-JOASC. For SOA2, because of the high computational complexity of the SDP and randomization technique, it takes the longest CPU time. Besides, because of the randomization procedure, SOA2 may lead to a significant loss of SINR when considering some practical constraints. Therefore, taken together, the proposed algorithms are efficient. Fig. 9(a) shows the total range sidelobe level after receiver beamforming of each method and Fig. 9(b) shows the angle cut at the range r = 0. It can be seen that for ISL, A-JOA has the best performance and for angle cut, all methods have a peak located at the target angle and two notches located at the interference angle respectively. It can be noticed that the range and azimuth sidelobe of A-MIA is slightly higher than other methods, which may cause its low objective value and SINR. Fig. 10 depicts the magnitude of the waveform vector obtained by each method with γ = 1.4 and κ = 10. The result in Fig. 10 displays that the waveform obtained by each method meets the PAR constraint. In practice, the exact knowledge of the angles of interferences may be unavailable, and therefore, in the following simulation, we evaluate the influence of inaccurate interference angle on proposed algorithm performance. It is assumed that θ k is uniformly distributed random variables with known meansθ k , i.e.,
where δ k denotes the uncertainty bounds of θ k . Fig. 11 (a) reveals the objective function value of (28) versus δ k and Fig. 11(b) shows the SINR versus δ k , where the PAR parameter is γ = 1.4 and the weight for ISL κ = 10. In Fig. 11 , we still consider the scenario in Fig. 2 , however, for interference location, we only knowθ 1 = 19 • andθ 2 = 25 • . From Fig. 11 , we can see that the influence of interference location error on each method is similar.
VI. CONCLUSION
In this paper, the transmit waveform and receive filter are jointly designed to improve the output SINR and ISL under the PAR constraint. Notice that radar is working at detection mode, so we only focus on the mainlobe output and propose a new signal processing architecture. Then, under the proposed signal processing architecture, we derive two efficient and non-decreasing algorithms based on MM and sequential optimization algorithm framework to improve the output SINR and ISL. Numerical experiments show the efficiency of the proposed algorithms and demonstrate their advantages in terms of both the CPU time and SINR compared with the existing methods. Considering the complexity of the problem, the peak sidelobe level (PSL) at the pulse compression output is not included. In order to further reduce the false alarm rate, future work will concentrate on the joint design with respect to the low ISL and PSL.
APPENDIXES APPENDIX A
According to (17) , we have P (t) = s (t) HK (θ 0 , 0)s (t)
and according to (18) , we know thatK (θ 0 , 0) 0. Therefore, P (t) ≥ 0. Recalling (69), in order to prove β (t) is non-negative, we also need to prove
Before proving (106), we first introduce a useful theorem regarding the positive definiteness of the product of two Hermitian positive semidefinite matrices. Lemma 1 [38] : Let A and B be Hermitian positive semidefinite matrices. Then AB is a Hermitian positive semidefinite matrix if and only if AB = BA.
According to (105) and (65), we can found that˜ In addition, we have
Finally, according to Lemma 1, we have the inequality (106). In summary, we can prove that β (t) is always nonnegative.
APPENDIX B
The derivation of λ u (B):
Because tr T (t) j ≥ 0, we have
where λ max (B) denotes the maximum eigenvalue of B.
Because vec K θ j , r j vec K θ j , r j H is a positive semidefinite matrix with rank 1, we have λ max vec K θ j , r j vec K θ j , r j H = tr vec K θ j , r j vec K θ j , r j
whereK (i, j) denotes the (i, j) element ofK θ j , r j .
According to (18) , we know that there are only N 2 T N − r j non-zero elements inK θ j , r j and the modulus of all these elements is 1 √ N T . Thus, we have 
