Abstract-This paper presents a new greedy algorithm for joint sparse recovery, called adaptive threshold simultaneous orthogonal matching pursuit (AT-SOMP). In this algorithm, an adaptive threshold is designed based on subspace decomposition to stop the iterative process, during which the support of target signal is identified iteratively just like the simultaneous orthogonal matching pursuit (S-OMP) algorithm. As the adaptive threshold can change with the noise power adaptively, the proposed algorithm is applied to the situation that both the sparsity and SNR of the target signal are unknown. Experiments validate that in this situation the proposed algorithm has a better recovery performance than those methods with a fixed threshold.
INTRODUCTION
Compressed sensing (CS) [1] has received increasing interests over the past few years. According to CS theory, a sparse signal x can be reconstructed approximately from the measurement vector  y Ax obtained through the sensing matrix A . A natural extension of this recover problem is the joint sparse recovery problem, also known as the multiple measurement vector (MMV) problem where a single matrix A is utilized to obtain measurements of multiple signals: Algorithms have been developed for the joint sparse recovery problem. Convex optimization formulations with mixed norm [2] [3] [4] extend the corresponding single measurement vector (SMV) solution, such as basis pursuit (BP) [5] and LASSO [6] to the MMV case. They work correctly and provide theoretical performance guarantees. However, they often suffer from heavy computational complexity when solving massive recovery problems. On the other hand, greedy algorithms such as orthogonal matching pursuit (OMP) [7] and compressive sampling matching pursuit (CoSaMP) [8] were extended to the MMV case [9] [10] [11] . Greedy algorithms iteratively identify the support of the target signal until a halting condition is met. They can solve large-scale reconstruction problems more efficiently, but there is no optimal way to stop the algorithms when the sparsity is unknown. One common approach is to halt when a relative residue improvement between two consecutive iterations is smaller than a certain threshold. However, the certain threshold is hard to design in the situation that the signal to noise ratio (SNR) is unknown, and an inappropriate threshold may cause poor reconstruction performance of the recovery algorithm.
In this paper, a new greedy algorithm, called adaptive threshold simultaneous orthogonal matching pursuit (AT-SOMP), is proposed for joint sparse recovery. The AT-SOMP algorithm combines simultaneous orthogonal matching pursuit (S-OMP) algorithm with an adaptive threshold designed based on subspace decomposition. It iteratively identifies the support of the target signal just like S-OMP and halts when a residue improvement between two consecutive iterations is smaller than the adaptive threshold. As the adaptive threshold changes with the noise power adaptively, the AT-SOMP algorithm can works well with unknown sparsity in the situation that SNR is unknown. Experiments validate that the AT-SOMP algorithm outperforms those methods with a fixed threshold in the case that the sparsity and SNR of the target signal are unknown. The rest of this paper is organized as follows. Section 2 provides an introduction to the signal model and the S-OMP algorithm for the MMV case. In Section 3, we present the design of the adaptive threshold. Finally, the simulation results are shown in Section 4, and the conclusion is provided in Section 5.
II. REVIEW

A. Signal Model
Symbol denotes a scalar field, which is either the real field or the complex field . Let   1
s-sparse (i.e., the union of the supports of
x has no more than s nonzero rows. The support of X denotes the union of the supports of the columns of X , or equivalently, the set of indices of the nonzero rows. 
where U is an sN  random matrix with independent standard Gaussian entries and Σ is an ss  diagonal matrix whose diagonal entries 2 i  are positive real numbers.
B. S-OMP Algorithm
S-OMP algorithm, an extension of OMP algorithm, is an iterative algorithm for the MMV case. In this setting, one should combine the correlation of the atom These steps are repeated until the halting criterion is triggered. In the experiments in Section 4, the S-OMP algorithm adopts the existing common halting condition:
where  is a certain threshold.
III. ADAPTIVE THRESHOLD
In this section, an adaptive threshold is designed based on subspace decomposition to create a halting criterion for our AT-OMP algorithm. We assume that the columns of the noise matrix W are i.i.d. random vectors with white spectrum (i.e., From the above mentioned, we propose a new halting condition: the iteration stops when
where  is a rational number greater than 1. Empirical results suggest that the choice 2.5  is often reasonable. As the adaptive threshold
can change with the noise power adaptively, the proposed halting condition is better than the previous halting criterions with fixed thresholds especially in the situation that SNR is unknown.
IV. EXPERIMENTS
In this section, we compare the performance of the proposed AT-SOMP algorithm with S-OMP and sparsity adaptive matching pursuit (SAMP) [12] experimentally. The sensing matrix is generated as randomly selected m rows of the nn  DFT matrix. The observation matrix  Y AX W follows the model in eqn. (3) In the second experiment, we compare the performance of AT-SOMP with S-OMP and SAMP under different SNR levels. The threshold  of S-OMP and SAMP is set to two levels: 0.02 and 0.002. The other parameters are set to 6 s  and 64 N  . For each SNR, the success rate is calculated by attempting recovery of 10000 random row s-sparse matrix X . As shown in fig. 2 , a fixed threshold of S-OMP and SAMP just works for several SNR levels and our AT-OMP algorithm works well for all the SNR levels. A new greedy algorithm called AT-SOMP for joint sparse recovery is proposed in this paper. It iteratively identify the support of the target signal just like S-OMP and halts when a residue improvement between two consecutive iterations is smaller than the adaptive threshold designed based on subspace decomposition. Experiment results demonstrate the AT-SOMP algorithm is a powerful algorithm compared to those methods with a fixed threshold in the case that the sparsity and SNR of the target signal are unknown.
