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Abstract
This thesis describes an efficient numerical simulation technique of magnetoquasistatic
electromagnetic fields for planar induction heating applications. The technique is
based on a volume-element discretization, integral formulation of Maxwell’s equa-
tions, and uses the multilayer Green’s function to avoid volumetric meshing of the
heated material. The technique demonstrates two orders of magnitude of computa-
tional advantage compared to existing FEM techniques. Single-objective and multi-
objective optimization of a domestic induction heating coil are performed using the
new technique, using more advanced algorithms than those previously used due to the
increase in speed. Both optimization algorithms produced novel, three-dimensional
induction coil designs.
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Chapter 1
Introduction
In domestic applications, induction heating is most commonly found as the induction
cooktop (see Figure 1-1). Unlike traditional flame- or element-based appliances, the
induction cooktop heats its vessel directly by the use of a varying magnetic field.
This magnetic field is generated within the cooktop by a flat spiral work coil, in turn
driven by a high frequency power inverter connected to an ac supply. A tempered
glass spacer is used to physically separate the work coil and associated electronics
from the corrosive kitchen environment above, and also to protect the work coil from
the heat of the cooking vessel. Electromagnetic shielding is usually placed below
the work coil (not shown) to reduce the radiated magnetic flux, and to enhance the
magnetic coupling between the coil and the vessel [1].
Induction cooktops offer several distinct advantages for the culinary end users
when compared to traditional cooking appliances. By avoiding the use of hot heating
elements, inflammable gases and open flames, induction cooktops are safer and easier
to clean. Thermal inertia is reduced, and this allows their power outputs to be
adjusted and controlled with great precision. Moreover, their high energy efficiency
lowers energy costs and can considerably abate ambient heating to the rest of the
kitchen.
1.1 Motivation
The design of the induction coil at the heart of the cooktop is a crucial but com-
plicated process, because it lies at the crossroads of circuit theory, electromagnetism
and thermal physics. A great coil design must balance several competing design con-
siderations, including its cost of manufacture, its compatibility with the associated
power electronics, its efficiency and the temperature profile of its associated load:
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Figure 1-1: Illustration of an induction cooktop [2]
Material and manufacturing costs. An induction heating coil is typically
made up of several specialized parts. The induction coil itself is usually wound copper
litz wire, and the cost of the coil is sensitive to the length and gauge of the wire used.
The ferrite shielding that is placed underneath the coil to shield the underside of the
heater is also made from an expensive material, and is another significant contributor
to costs.
Electrical Impedance (Zeq). The impedance of the coil is the ratio and phase
difference between the terminal voltage and current of the work coil. The impedance
is intimately tied to the costs of the power electronic converter used to drive the coil.
As the coil impedances increases, components with lower current ratings can be used
in the converter, bringing both cost savings and increases in efficiency to the overall
system.
Transfer Efficiency (ηind). The transfer efficiency is defined as the ratio between
the power transferred to the load PD and the total power supplied PT . The power
not transferred to the load is dissipated as loss within the coil itself. Let PC be the
power dissipated in the work coil; the transfer efficiency can be expressed as:
ηind =
PD
PT
=
PD
PD + PC
(1.1)
Inefficiencies in the transfer of power is undesirable because it causes the induction
coil to heat up, reducing its lifetime and increasing its failure rate. Excessive losses
also drives the cost and weight of the cooling system, which must be sized to dissipate
the undesirable heat. Moreover, a range of efficiency standards are imposed on electric
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appliances in some parts of the world, and the transfer efficiency of the induction
cooktop must be specially designed for these markets.
Heating and Temperature Profile. The heating profile describes the distri-
bution of power output over the bottom of the heated pan, and the temperature
profile describes the distribution of steady-state temperature over the pan. These are
the criteria that determine the quality of the cooking experience, and therefore are
important proxies for consumer satisfaction.
Achieving a balance between all of these considerations is an exercise in multi-
objective optimization. With the development of advanced computing technologies,
computational design techniques have been applied to a wide range of multi-objective
engineering optimizations problems. Regardless of the details, the core idea is to
replace the laborious and time intensive task of design by educated guesses and careful
experimentation with a systematic process automated by a computer. In particular,
two vital tasks are performed on the computer, at speeds many orders of magnitude
faster than those previously obtainable:
1. The intermediate experimental verification step, where successive iterations of
design are analyzed and assessed, is replaced by a software numerical optimiza-
tion model.
2. Educated trial-and-error is replaced by numerical optimization algorithms that
systematically explore the design space for better designs.
Compared to conventional design by experimental verification, computational tech-
niques can analyze and assess many more designs in a span of time, without incurring
extensive costs in prototyping. For these reasons, the computational design approach
is found in a wide range of engineering applications, from the design of structures to
communications and electronic devices [3, 4].
However, the computational design approach has mostly elluded domestic induc-
tion heaters [5], due to the absence of the most vital ingredient – a fast and accurate
computational technique. While fast analytical models of planar induction heating
physics have existed since 1968 [6, 7, 8, 9, 10, 11, 12], a large collection of assumptions
are necessary for these analytical solutions to exist, such as rotational symmetry, lin-
earity, isotropy, homogeneity. These assumptions limit the predictive power of the
models and the degree of freedom available to the designer. For these reasons, the
usefulness of the analytical models is restricted to a limited set of conventional designs.
In more recent years, the finite element method (FEM) has become a favored
analysis tool for the design of domestic induction heating coils [13, 14]. In comparison
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to the analytical methods above, FEM is numerically stable without being tied to any
underlying assumptions. Today, many commercial software exist that can evaluate
the physics of induction heating to an arbitrary level of precision [15]. Unfortunately,
FEM is also a very computationally expensive approach, because it relies on the
meshing of a volume of space into fine elements. Each individual FEM evaluation
can take from a few minutes to a few hours to complete. For this reason, the value
of FEM is mostly in design verification, rather than in the design process itself.
1.2 Proposed Method
The following thesis applies the computational approach to the design of an induc-
tion cooktop. The novelty is in the computational method used, based on a volume-
element discretization, integral formulation of the magnetoquasistatic Maxwell’s equa-
tions known as the Partial Element Equivalent Circuit (PEEC) method [16]. The
method is used to evaluate the electromagnetic fields of three-dimensional coils placed
above or sandwiched between layered conductive magnetic materials. Unlike existing
analytical, FEM and integral-formulation methods, our PEEC method is optimized
for speed and accuracy by exploiting the rotational and translational symmetries
inherent in the planar induction heating problem. The dyadic multilayer Green’s
function is used to capture the effects of eddy currents, without explicitly modeling
the eddy currents flowing in the conductor. By avoiding volume-discretization in the
heated load, the evaluation speed is greatly increased.
The foundational knowledge required to understand the work contained within
this thesis is presented in Chapter 2. In Chapter 3, the numerical formulation of this
PEEC model is presented, and the implementation techniques are discussed. Results
on the accuracy and speed of the method are shown.
In Chapter 4, the PEEC model is used to perform the computational design and
optimization of an induction cooktop. The high speed and generality of the model
allows advanced optimization algorithms to be used to explore many degrees of free-
dom in the design of the coil. In particular, simulated annealing–a mathematically
sufficient algorithm for finding the global optimum [17]–is used to generate a spi-
ral coil optimized for the uniformity of the load temperature profile. Furthermore,
multi-objective genetic algorithms are used to study the multi-objective optimization
problem.
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Chapter 2
The Induction Heating Process
Induction heating traces its origins to the very early days of electromagnetism. Heat-
ing by eddy currents was first discovered in 1865 by Leon Foucault, while experiment-
ing with a rotating copper disc placed inside a permanent magnetic field. The first
practical attempts at induction heating dates back to 1891, and the theoretical basis
was established by the luminaries of electrical engineering, including Hertz, Heaviside,
Thomson, Ewing and others [18].
2.1 Equivalent Circuit Model
While its physics are strictly governed by Maxwell’s equations, the electrical proper-
ties of induction heating are more easily understood in the context of an equivalent
circuit model. One common approach is to model the magnetic interaction between
the excited induction coil and the load as that of a standard transformer [8]. The
equivalent circuit for such a model is shown in Figure 2-1.
The lumped circuit elements included here are the primary coil resistance RC ,
Figure 2-1: Lumped parameter transformer model for an induction heating system
[8]
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Figure 2-2: Four-element model for an induction heating system.
leakage inductance Ll, magnetizing inductance Lm, turns ratio N and the load resis-
tance RD. When a voltage Vp is applied to the terminals of the induction coil, primary
current Ip flows into the coil, inducing a voltage across Ll and Lm, but also causing
some losses to occur due to the presence of RC . The voltage induced across Lm is
transformed N:1 steps down, where it appears as a voltage across the load resistance
RD. With some minor algebra, the transfer efficiency ηind can be expressed in terms
of the lumped parameter component values:
ηind =
RR
RR +RC (1 +R2R/X
2
m)
(2.1)
Here, RR = N2RD is the resistance of the load reflected to the primary. It can be
seen that the transfer efficiency is solely determined by the load resistance, winding
resistance, and the magnetizing impedance.
A simpler but less physically intuitive approach used by domestic induction heat-
ing researchers is to model the induction heating system as the series connection of
two resistors and two inductors [1, 19, 20] (shown in Figure 2-2). Here, the values R0
and L0 are the resistance and inductance of the primary coil in free-space, and the
values ∆R and ∆L are the changes in terminal resistance and inductance due to the
presence of the load. It is readily shown that this model is related to the previous
model by the following equations:
R0 = RC (2.2)
∆R =
N2RD
1 + (RR/ωLm)2
(2.3)
L0 + ∆L = Ll +
Lm
1 + (ωLm/RR)2
(2.4)
With the four-element model, the transfer efficiency is reduced to a simple relation
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between the two resistances:
ηind =
∆R
R0 + ∆R
(2.5)
It is clear from this relation that improvements in efficiency will come from an increase
in ∆R or a reduction in R0.
Delving deeper into the circuit elements will require an understanding of the elec-
tromagnetic field interactions that allow induction heating to occur. In particular,
the parameters L0, ∆L and ∆R are the resultant of the magnetic coupling that exist
between the coil and the load. The foundational formulation of Maxwell’s Equations
are derived in Section 2.2, and a brief introduction to the modeling of magnetic cou-
pling via mutual impedances is given in Section 2.2.1. The value of R0 also becomes
strongly affected by electromagnetic fields at higher frequencies, due to the skin and
proximity effect; these effects are discussed in Section 2.2.2.
2.2 The MQS Electromagnetic Formulation
Maxwell’s equations solely govern the physics of practical induction heating, but the
magnetoquasistatic (MQS) approximation is often used to reduce their complexity.
In the conditions where frequencies rarely exceed a few hundred kilohertz, the MQS
form of Maxwell’s equations is able to predict electromagnetic fields to high precision
[21].
Maxwell’s equations have the following form for linear, homogenous and isotropic
media under MQS conditions:
∇×B = µJ (2.6)
∇× E = − δ
δt
B (2.7)
The simplification made by the MQS assumption is to set both displacement
current δD/δt and volumetric free charge ρf to zero. The physical interpretation
of this is that all parasitic capacitances are neglected. The assumption allows the
magnetic potential vector A to be defined with the Coulomb gauge as:
∇×A = B (2.8)
∇ ·A = 0 (2.9)
Combining (2.6)-(2.9) yields the well-known diffusion Helmholtz equation for time-
19
harmonic MQS systems:
∇2A = jωµσA− µJsrc (2.10)
The right hand side of the equation describes the currents that flow within the system,
and the left hand side describes the magnetic fields that are generated by these
currents. The first term on the right accounts for the induced eddy currents; the
presence of A in this term highlights its causal relationship with the system magnetic
fields. Clearly eddy currents will not flow if a material is non-conductive (σ = 0) or
completely diamagnetic (µ = 0), and under these conditions this particular term is
reduced to zero. The second term on the right accounts for the source currents that
are impressed upon the system, i.e. the currents in the coil.
For a system excited with a current Jsrc, equation (2.10) can be solved with a wide
range of numerical and analytical tools to give A fields at all points in the system.
The magnetic field H and the magnetic flux density B can be solved by applying the
definition equation of the magnetic vector potential (2.8), and the electric field E can
be obtained by applying Faraday’s law (2.7):
E = −jωA (2.11)
H =
1
µ
∇×A (2.12)
Thus, for a given geometry of filaments and materials, the electromagnetic fields
of the system are fully characterized once the A fields are characterized. Numerical
techniques for calculating the A fields are discussed further in Section 2.4.
2.2.1 Mutual Impedance
In circuit theory, the mutual impedance concept quantifies the coupling between the
otherwise isolated elements in a circuit. In MQS systems where capacitances are
zero, mutual impedance exists between different current-conducting elements due to
the magnetic coupling between them. When current flows through a conductor, a
magnetic field is created according to Ampere’s law (2.6), and this magnetic field in
turn induces an electric field according to Faraday’s law (2.7). If a second conductor
is placed within this electric field, then a voltage is induced across this conductor
according to:
V =
ˆ
contour
E · ds (2.13)
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Here, the line integration takes place along the contour of the second conductor.
Themutual impedance Zm (with units of Ohms or Ω) is defined to be the ratio between
the voltage induced across the second conductor and the current that flows through
the first conductor, i.e. for conductors 1 and 2:
Zm =
1
I1
ˆ
cond2
E1 · ds (2.14)
I1 is the current through conductor 1, E1 is the electric field induced by conductor 1,
and the integration is performed along the contour of conductor 2. Due to the reci-
procity of electromagnetism, the mutual impedance of the two conductors is always
equal, regardless of the order of excitation and integration. It is interesting to note
that each of the conductors also exhibits mutual impedance with itself. This effect is
named the self-impedance, but is more commonly known simply as the impedance of
the conductor.
The self- and mutual-impedance concepts are used in induction heating to calcu-
late the terminal impedance of the induction coil. In the four-element model of Figure
2-2, the total terminal impedance of the coil is equivalent to the self-impedance of
coil, in the presence of the load. To calculate this value, the coil is excited with a
known current to produce a magnetic field that induces eddy currents in the load
according to the diffusion Helmholtz equation (2.10). This changing magnetic field
induces an electric field according to Faraday’s law (2.7). The voltage induced across
the coil can then be measured by a line integral along the contour of the coil according
to (2.13). Here, the integrand contains contributions to the electric field generated
by both the coil as well as the induced eddy currents in the load.
However in most realistic cases, the line integral along the contour of the coil can
be difficult to solve, and the geometry of the coil may not have an associated closed-
form expression. In these cases, the calculation can be simplified by subdividing the
coil into a collection of linear filaments. The self- and mutual- impedance of and
between each of these filaments can be separately evaluated, by exciting one piece
of the coil at a time and performing the integration independently for each filament.
Since the filaments are connected in series, these self- and mutual- impedances of each
component filament can be summed together to result in the self-impedance of the
combined coil.
It is important to note that each linear piecewise filament by itself does not form a
complete loop, and the resultant field that it produces does not satisfy all of Maxwell’s
equations. Therefore, the impedances associated with the piecewise filaments can-
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not be considered in the same sense as closed-loop impedances. In literature, these
impedances are often referred to as partial impedances, to distinguish them from loop
impedances.
The calculation process for the transformer model shown earlier in Figure 2-1 is
related but not identical to the procedure described above. An extensive discussion on
how the magnetizing inductance Lm, leakage inductance Ll, and the load impedance
RD of Figure 2-1 are related to the mutual impedances of the filaments can be found
in [8].
2.2.2 Skin and Proximity Effect Losses
The skin and proximity effects are names for the tendency of high frequency electric
currents to distribute themselves at the outer surfaces of conductors. Because of these
effects, the effective resistance of the conductors tend to increase dramatically at high
frequencies and also become frequency dependent. The effects stem from opposing
eddy currents induced by magnetic fields, in turn a resultant of the currents that
flow within the wires. When the magnetic field is self-induced by the same conductor
experiencing the eddy currents, the increase in effective resistance is known as the
skin effect. When the source of the magnetic field are external elements in proximity
to the conductor, the effect is known as the proximity effect.
The skin and proximity effects can adversely affect the transfer efficiency of the
induction system according to (2.5). For the loss of efficiency to be controlled and
contained, one common technique is to use wires with strands that are individually
insulated from each other. The term litz wire is used to describe a special kind of
stranded wire, carefully woven in a pattern that minimizes the skin and proximity ef-
fects. Due to their high frequency and high efficiency requirements, the vast majority
of domestic induction coils are wound with stranded or litz wire [1]. Thorough math-
ematical models have been developed in literature to study the frequency-dependent
resistances of plain and litz wires [20, 22, 23].
2.3 Analytical Methods
Many of the first investigators of induced eddy currents came from the related fields
of non-destructive eddy current testing and from microelectronics, and analytical
solutions had been derived for convenient symmetries. The first analytical solution
of the planar eddy current problem is often credited to Dodd and Deeds [6]. In
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Figure 2-3: Illustration of the Dodd and Deeds two-conductor plane system [6]
their seminal 1968 paper, they discussed the system where a single circular coil of
infinitesimal thickness is suspended above a two-conductor infinite plane, as shown in
Figure 2-3. By using the general solution to the Bessel equation to solve the diffusion
Helmholtz equation in cylindrical coordinates, they were able to express the magnetic
potential vector as an analytical solution in the form of the Sommerfeld integral:
A
(j)
φ (r, z) =
µjIφr0
2
ˆ ∞
0
Gj(k, z)J1(kr0)J1(kr) dk (2.15)
where for the j-th region, µj is its magnetic permeability and Gj(k, z) is some ex-
pression that characterizes the behavior of that region. J1 is the first order Bessel
function of the first kind. Defining the first-order Hankel transform to be
f(r) = H−11 [F (k)] =
ˆ ∞
0
F (k)J1(kr)k dk (2.16)
and following that:
H−11 [Iφr0J1(kr0)] = Iφδ(r − r0)
(2.15) can be recognized as the convolution integral between the Green’s function and
a ring of current with radius of r0, under the first-order Hankel transform:
A
(j)
φ (r, z) =
µjIφ
2
H−11 [Gj(k, z)] ∗ δ(r − r0)
23
It is important to note that the Dodds and Deeds result is a rotationally symmetric
solution for the circular closed loop. While not strictly rotationally symmetric, flat
spirals can be modeled to good accuracy as the series connection of concentric circular
turns [11, 24, 25] (see Figure 2-4). With this approximation, the fields generated by
each turn is superimposed together to obtain the total field of the entire spiral. In
more recent years, the Dodds and Deeds solution has been extended to microelectronic
inductors [24, 25] and induction cooktops [19, 11].
Figure 2-4: The circular filament approximation of the circular spiral
While fast and elegant, these analytic solutions do pose several concerns. Firstly,
due to the use of the Green’s function, superposition is implied at the formulation
stage. For these solutions to be valid, all materials must be linear, isotropic and
homogenous. These constraints preclude hysteresis from being modeled. Secondly,
the analytical formulations impose rotational symmetry upon the shape of the coil.
Noting the fact that the bulk of cookware are also circular, this is not a significant
issue for the design of a basic induction cooktop. However, it does pose a problem
when more creative designs are considered. For example, a three-layer array of hexag-
onal coils has been proposed in the related field of induction power transfer. This
novel arrangement has been shown to generate a perfectly uniform magnetic field
[26]. As they currently stand, none of these existing analytical formulations can be
directly applied because the system analyzed cannot be approximated as rotationally
symmetric.
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2.4 Numerical Methods
Numerical methods have been developed as the response to practical engineering
problems with complicated boundary conditions and irregular geometries, where ana-
lytical solutions often do not exist. Combined with advances in computing hardware,
numerical methods have become an indispensable tool in the analysis of induction
heating systems.
2.4.1 Domain methods
The most well-known numerical methods are domain methods, such as the finite
difference method (FDM) and the finite element method (FEM). Here, the domain
of the problem is discretized into some subdomains, and the problem is evaluated at
special points such as the intersection of subdomains or Gaussian quadrature points.
Maxwell’s equations are reduced into a finite set of linear algebraic equations at
these evaluation points, and the equations are solved as a matrix inversion problem
using LU decomposition or an iterative technique such as GMRES or the Biconjugate
Gradient method. [27]
The domain methods differ in how these subdomains are formulated and how the
linear equations are derived. In the FDM, the subdomains are constructed using a
grid formation, and the derivative operator is approximated with differences between
adjacent subdomains. In the FEM, the subdomains are constructed with elements,
each defined by a set of basis functions. The governing differential equations are
solved by a set of trial functions, and integration is performed analytically or by
Gaussian quadrature.
2.4.2 Integral methods
Integral methods, such as the boundary element method (BEM), boundary integral
method (BIM) and the method of moments (MoM), constitute an alternative set
of numerical methods. These methods reformulate Maxwell’s equations as a set of
boundary integral equations by a combination of mathematical techniques such as the
weighted residual method, integration by parts, Green’s identities, Green’s theorem,
the Divergence theorem and Stoke’s theorem. The boundary integral equation is then
discretized and transformed into a set of linear equations by analytical integration
or by Gaussian quadrature, and the equations are again solved as a matrix inversion
problem.
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Unlike domain methods, integral methods require only the discretization of the
boundary of the domain, one dimension less than the domain itself. As a result,
mesh generation is greatly simplified, and the total degrees of freedom is significantly
reduced. The application of the Green’s function also allows boundary conditions to
be implicitly specified at infinity. [27]
One major downside to the integral methods is the fact that they usually result
with densely packed linear equations, that can be evaluated and solved only with
O[N2] speed even with iterative methods. Fortunately in many cases, compression
techniques such as multipole expansion and adaptive grids can increase solve speeds
to O[N ] or O[N logN ]. These techniques are not general, and must be applied on a
case by case basis.
2.5 The Partial Element Equivalent Circuit (PEEC)
Method and FastHenry
The Partial Element Equivalent Circuit Method (PEEC) first described by Ruehli [16]
is a volume-element discretization, integral formulation technique for the analysis of
complex 3D circuit elements. According to the PEEC method, complicated conductor
geometries are discretized as volume elements of straight filaments, interconnected in
series and parallel. Each of these filaments is electromagnetically coupled with other
filaments according to self- and mutual- impedance terms. Once these impedance
terms are found, the filaments are connected together into an equivalent circuit. The
equivalent circuit is then quickly solved as a SPICE simulation.
The mathematical formulation of the PEEC as an electric field equation is the
following:
J(r)
σ
+
jωµ
4pi
ˆ
V ′
J(r′)
‖r− r′‖ dv
′ = −∇Φ(r) (2.17)
where J is the current density and Φ is the scalar potential. The first term on the left
is the resistive contribution at the field point r, and the second term is the inductive
contribution by all source points r′ within the domain of interest V ′.
The PEEC is most famously implemented in FastHenry [28], a magnetoquasistatic
(MQS) inductance extraction tool for complex 3D circuits in free-space–like condi-
tions (µ = µ0,  = 0, σ = 0), ubiquitously used in the field of microelectronics and
integrated circuits. As an MQS tool, FastHenry ignores all capacitances inherent
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between filaments, so that only the partial self- and mutual- inductances of the fila-
ments are evaluated. Current flow within a long thin conductor is assumed to flow
parallel to its surface, so that there is no charge accumulation on the surface. When
a geometry is inputed, FastHenry breaks all conductors down into smaller filaments
along their lengths, widths and heights. Each filament is designated as a branch of a
large mesh, and the Z matrix is formed that will relate each branch voltage to each
branch current:
Vb = ZIb = (R + jωL)Ib (2.18)
Once the Z matrix is created, the equivalent circuit system is solved via mesh
analysis. Here, Kirchoff’s voltage law for the conservation of voltage can be written
as:
MVb = Vs (2.19)
where Vs is the mostly zero vector of source branch voltages, and the matrixM defines
the set of meshes within the system. The same mesh matrix must also satisfy:
MT Im = Ib (2.20)
where Im is the vector of mesh currents. Combining (2.18), (2.19) and (2.20) yields:
MZMT Im = Vs (2.21)
This equation is then inverted with an iterative algorithm to result in a mesh
current solution.
One of the most computationally expensive parts of FastHenry is the formation
of the dense Z matrix, where self- and mutual- partial inductances are evaluated.
Solving the partial inductance for two filaments k and m requires the evaluation of
the integral: [16]
Lp.km =
µ0
4pi
1
akam
ˆ
ak
ˆ
am
ˆ ck
bk
ˆ cm
bm
|dlk · dlm|
rkm
dakdam (2.22)
for every filament pair within the system. The terms ak and am are the cross-sectional
areas of the two filaments, the limits of integration bk, bm and ck, cm represent the
start and end points of the two filaments respectively, and rkm is the Euclidean
distance between the points of integration. The challenge that the Z matrix presents
is that its number of elements grows according to O[N2], and that the terms cannot
be arbitrarily truncated for it to remain numerically stable [29]. In FastHenry’s
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implementation, these challenges are overcome in two ways:
• For close-by interactions, FastHenry is programmed with a plethora of closed-
form analytical solutions to (2.22) from [30], [31], [32] and [16]. These solutions
avoid the need for numerical integration to be used.
• For far-away interactions, FastHenry uses the Fast Multipole Method (FMM)
to compress many far-away filaments and to solve them together directly as
point sources. The FMM reduces the order of the problem to O[N ].
These efficient techniques for obtaining the L matrix, along with clever precondition-
ing of the iterative solver, are the secrets to FastHenry’s speed. Note that both of
these techniques inherently require the Green’s function for magnetic interactions to
be that of the free-space solution to Laplace’s equation. This hard requirement on
the form of the Green’s function limits FastHenry’s usefulness in applications where
conductive, magnetic materials are used.
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Chapter 3
The PEEC Planar Induction Heating
Field Model
The accurate prediction of electromagnetic fields is crucial for the eddy current anal-
ysis of induction heating. Over the past thirty years, a wealth of literature has been
built around modeling the electromagnetic fields of eddy current processes using nu-
merical simulation techniques. Today, there are several commercial software packages
that can accurately treat complex eddy current physics coupled with non-linear ma-
terial properties, thermal processes and mechanical deformations [15]. However, for
the purposes of computational design and optimization, the speed of the field solver
is also important. In literature, order reduction and computational acceleration is
typically achieved either through enforcing rotational symmetry [14, 33], or through
enforcing the so called “Manhattan symmetry”, where all heights, widths and lengths
are either parallel or perpendicular to each other [34, 35, 36].
In this chapter, we present a fast, fully three-dimensional electromagnetic field
solver based on the Partial Element Equivalent Circuit method (PEEC) that analyzes
non-symmetrical conductor structures placed on top, or sandwiched within infinite-
extent, multilayered media. This model encapsulates a large collection of problems
including induction cooking [1], planar monolithic inductors and transformers [24, 34,
37], microelectronic power and ground planes [35] and non-destructive eddy testing
systems [38].
The computational advantage gained by our method comes from its minimization
of volumetric meshing. As an integral formulation of Maxwell’s equations, PEEC
requires only the meshing of conductive domains where current flow is expected [16],
rather than over the entire system domain as in the case for domain formulation
techniques such as the finite element method (FEM) and the finite difference method
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(FDM). However in traditional PEEC method solvers like FastHenry [28], much of
this advantage is eroded away in the presence of a large conductive domain, such as
a ground plane or conductive substrate in the case of microelectronics, or a heated
load in the case of induction heating. The traditional PEEC formulation requires the
entire conductive volume to be meshed in order to account for the internally varying
current flows [28]. This process dramatically increases the size of the problem and
reduces the computational speed of the PEEC method.
Other integral formulations such as the boundary element method (BEM), bound-
ary integral method (BIM) and the boundary integral equation method (BEIM) have
been successfully used to replace the volumetric mesh over the conductive domain
with a surface mesh over its boundary [39, 40, 41, 42]. This is particularly efficient
when the skin depth is negligible relative to the dimensions of the conductive domain,
and the induced current is zero throughout most of the volume [27]. However on a
per element basis, the formation of boundary mesh elements is more computationally
expensive, because each element tends to be tightly coupled with all other elements
in the system.
In the method presented in this chapter, the PEEC method is modified to avoid
the explicit treatment of the conductive domains. With the assumption that the
conductive domain can be approximated as an infinite-extent and uniform thickness
plane, the multilayer Green’s function can be derived to implicitly capture the effects
of the eddy currents induced within it. The multilayered Green’s function is then
embedded into the PEEC framework, and the volumetric meshing of the conduc-
tive domain is avoided altogether. In previous multilayer Green’s function / PEEC
approaches [37, 35], the convolution integral is resolved using the two-dimensional
FFT, restricting the conductors to cartesian Manhattan symmetry. In the following
work, singularity-subtraction quadrature rules are used to expand the method to all
three-dimensional conductor arrangements.
3.1 The Multilayer Green’s Function Approach to
Eddy Currents
Magnetoquasistatic (MQS) systems with eddy currents are governed by the diffusion
Helmholtz equation:
(∇2 − jωµσ)A = −µJsrc (3.1)
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Here, A is the magnetic potential vector and Jsrc is the current density of the exci-
tation currents. If linearity and isotropism are assumed, (3.1) can be rewritten as a
convolution integral equation:
A(r) =
ˆ
V ′
G(r, r′) · J(r′) dv′ (3.2)
where r = (x, y, z) is the point of field evaluation, r′ = (x′, y′, z′) is one point source
of magnetic fields, and the region of integration V ′ is the excitation currents within
the system. Each component of the kernel of integration G{x,y,z}(r, r′) is the solution
to the magnetic diffusion Helmholtz equation for a point current source xˆ, yˆ, or zˆ
direction:
(∇2 − jωµσ)G{x,y,z}(r, r′) = −δ(x− x′)δ(y − y′)δ(z − z′) {xˆ, yˆ, zˆ} (3.3)
If (3.3) is solved respecting all boundary conditions between different domains in
the zˆ direction, the resultant solution–commonly known as the multilayer Green’s
function–would implicitly capture the contributions of the induced eddy currents to
the magnetic fields within the system.
The multilayered Green’s function can be embedded into the PEEC formulation
[16] as an electric field integral equation:
J(r)
σ
+ jω
ˆ
V ′
G(r, r′) · J(r′) dv′ = −∇Φ(r) (3.4)
where V ′ excludes the conductive layers above and below the excitation conductors.
Using (3.4) with the MQS current conservation law:
∇ · J = 0 (3.5)
the excitation current density J and scalar potential Φ can be computed. With the
excitation current density J known, all fields within the system can be reconstructed
using the superposition integral (3.2).
Unfortunately, it can often be difficult to efficiently evaluate the integral in (3.4).
The integration must be performed over at least three dimensions–a particularly dif-
ficult task for most numerical integration techniques. Moreover, the Green’s function
contains a singularity at r = r′, and this singularity causes the function to be numer-
ically ill-conditioned when r− r′ is small.
In this chapter, both of these issues are tackled through the use of the singularity
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subtraction technique. As discussed above, G(r, r′) is the solution to the diffusion
Helmholtz equation (3.1) for the magnetic potential vector A at the field point r for
a point current source at r′. Due to the superposition of fields, G(r, r′) contains both
a free-space contribution from the current source itself at r′, as well as the response
of the eddy currents and magnetic domains spread throughout the entire system. For
this reason, we can write:
G(r, r′) = Gfree(r, r′) +Gsys(r, r′)
=
µ0(xˆxˆ+ yˆyˆ + zˆzˆ)
4pi‖r− r′‖ +Gsys(r, r
′) (3.6)
It is clear from (3.6) that the singularity within G originates through Gfree. Once
the singularity is removed, the remainder Gsys is smoother and easier to integrate.
Within this thesis, Gsys is denoted as the modified Green’s function.
Rewriting (3.4) with the modified Green’s function explicitly isolated:
J(r)
σ
+
jωµ
4pi
ˆ
V ′
J(r′)
‖r− r′‖ dv
′ + jω
ˆ
V ′
Gsys(r, r
′) · J(r′) dv′ = −∇Φ(r) (3.7)
The first two terms of the left hand side and the right hand side correspond exactly
with the traditional PEEC formulation as described by Ruehli [16], and they can be
efficiently and accurately computed with existing closed-form expressions [30, 31, 32]
as implemented in solvers like FastHenry [28]. The modified Green’s function term
corresponds to the eddy and magnetic domain responses of the system, and must be
numerically integrated using quadrature rules. This is a considerably easier task than
before with the singularity removed.
The full method within this chapter can be described as a series of steps within
the PEEC framework. One significant difference is the introduction of an initial char-
acterization stage, where the modified Green’s function is computed and tabulated.
This step only needs to be performed once for each layered design:
1. Derivation of the modified Green’s function. The analytical solutions for
the dyadic multilayered Green’s function are derived by hand for a specified
number of layers above and below the coil. The free-space Green’s function
is isolated and removed during the derivation stage, leaving an analytical ex-
pression for the modified Green’s function. The mathematics of this step is
described in detail in Section 3.2. Here, all of the Green’s function are ex-
pressed as Hankel transform integrals, and Section 3.2.3 discusses how they can
32
be quickly evaluated with numerical Hankel transform techniques.
2. Tabulation. The modified Green’s function is evaluated and tabulated so
that fast look-up table techniques can be used. Due to the inherent rotational
symmetry, the system Green’s function is only dependent upon a fixed collection
of variables, serving as the axes of this table. These variables are the radial
distance of the source and field points r−r′ = √(x− x′)2 + (y − y′)2, the sums
and differences of their heights (z + z′), (z − z′) and the frequency f .
Once the layers are characterized, each subsequent induction coil design can be eval-
uated with the following steps :
1. Input. A list of N filaments is inputed and numbered from 1 to N .
2. Formulation of the free-space Z matrix. For each filament pair, the mutual
impedance between them in free-space conditions is calculated using closed-form
solutions and stored as a cell within an N ×N matrix denoted as the Z matrix.
3. Calculation of the system contribution. For each cell in the Z matrix, the
mutual impedance contribution of the system is calculated by convolving the
modified Green’s function via multidimensional sparse grid quadrature. The
quadrature equations are (3.68)-(3.70), and (3.73)-(3.75); details on their im-
plementation can be found in Section 3.3. This is the most computationally
expensive step of the algorithm.
4. Solve for system currents. A known voltage excitation is applied to the
terminals of the induction coil. The Z matrix, corrected with the system con-
tribution, is used with the FastHenry implementation of the PEEC method.
Mesh analysis is performed, and the linear equations are solved with GMRES
to result in a current value for each filament. For details on how the Z matrix
is used to solve for system currents, see the original FastHenry implementation
[28]. The impedance of the coil is taken to be the ratio between the applied
voltage and the terminal current solved through this step.
5. Solve for fields. With all the currents known, the fields are solved at areas of
interest. Firstly, the free-space contribution is solved at each field point using
closed-form solutions. Then, quadrature rules are used to solve for the system
contributions, by numerically convolving the modified Green’s function with
the known current densities. The fields are used to calculate the induction heat
profile according to Section 3.4.
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Note that step 4 can be avoided if the conductors are only discretized along their
lengths, and not over their cross-sectional areas. As all the filaments are connected
in series, the current flowing through all the filaments must be identical. The partial
impedances (i.e. each entry of the Z matrix) can be fused together into a single
equivalent circuit element by simple summation, and this value is indeed the terminal
impedance of the coil.
3.2 Derivation of the Multilayer Green’s functions
The multilayer Green’s functions for two geometries are presented in this section.
The first is the semi-infinite half-space, which has been extensively studied both
theoretically and experimentally from the early days of eddy current analysis. The
semi-infinite geometry is known to be an accurate model of eddy currents when the
penetration depth of the electromagnetic fields is small relative to the depth of the
surface. These are sufficient approximations for a wide range of applications in do-
mestic induction heating [1].
The second geometry considered is the general multilayered problem, where N+1
distinct layers of homogenous magnetic permeability and conductivity are stacked
on top of one another in the zˆ direction. The excitation currents can either be
placed above the entire stack or sandwiched in between specific layers. This general
arrangement embodies the cases where the depth of penetration through at least one
of the layers is comparable to the thickness of that layer, and that the heated surface
can no longer be considered to be semi-infinite in its depth. For domestic induction
heating, the multilayered problem is applicable when a non-ferromagnetic material
(e.g. aluminum or copper) is heated.
In both cases, it is important to note that the multilayered Green’s function is
dyadic, and that it is expressed as a tensor field rather than a vector or a scalar field.
This reflects the fact that for each component of the current density vector J, cross-
coupling can occur, causing the resultant A field to have components in all three
dimensions. The dyadic Green’s function is often written using the tensor notation:
G =
[
Gx Gy Gz
]
=
 Gxx Gxy GxzGyx Gyy Gyz
Gzx Gzy Gzz
 (3.8)
such that Gjk is the Green’s function contribution of a current in the k direction to
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the magnetic potential vector in the j direction. The Green’s function convolution
integral is then rewritten as a dot product equation in the following form:
A(x, y, z) =
ˆ
C
I(x, y, z)G(x, y, z) · ds (3.9)
where ds is the line integral vector, C is the contour of the conductor and I(x, y, z)
is the magnitude of the current at that point.
3.2.1 The Dyadic Green’s Function for the Semi-Infinite Half-
Space
The arrangement of a transverse point current source above a single semi-infinite sur-
face is shown in Figure 3-1. The Green’s function for this system has been extensively
studied since the earliest days of induction heating, and for this reason its derivation
will not be repeated here. For a current source located at (0, 0, z′), the xˆ component
of the magnetic potential vector A in free-space is the following [43]:
Gxx(r, z) =
µ0I
4pi
(
1√
r2 + (z − z′)2 +
1√
r2 + (z + z′)2
+
ˆ ∞
0
−2η
µrγ + η
e−γ(z+z
′) J0(γr) dγ
)
(3.10)
with η2 = γ2 + jωµrµ0σ. Note that the first term in this expression is the 1/r free-
space Green’s function of the original current source at z = d, and the second term is
the free-space Green’s function of the reflected current source at z = −d. The second
and third terms characterize the response of the conductive half-space upon the point
current source. Noting the rotational symmetry of the system and assuming isotropy
in the material, Gyy(r, z) = Gxx(r, z), and no cross-coupling occurs when current is
excited in the transverse direction.
The derivation for the perpendicular point current source is more complicated.
An analysis of Transverse-Electric and Transverse-Magnetic propagation modes by
Bowler [44] using the second-order magnetic potentials showed that the interface
between free-space and the conductor perfectly reflects the perpendicular magnetic
vector potential Az, as if it were a perfect conductor. This means that for a perpen-
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Jx=δ(x)δ(y)δ(z-z')
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(b)
Figure 3-1: Geometries of the point current source above a semi-infinite surface: (a)
Transverse system; (b) Perpendicular system.
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dicular source at (0, 0, z′):
Gzz(r, z) =
µ0I
4pi
[
1√
r2 + (z − z′)2 +
1√
r2 + (z + z′)2
]
(3.11)
However, in the perpendicular mode of excitation, some energy is cross-coupled
to the radial direction. Juillard et al. derived this Green’s function to be [43]:
Grz(r, z) =
µrµ0I
2pi
ˆ ∞
0
γ
µrγ + η
e−γ(z+z
′) J1(γr) dγ (3.12)
The Cartesian Green’s functions Gxz(r, z) and Gyz(r, z) can be retrieved by the
substitution rˆ = (x − x′)/‖r − r′‖xˆ + (y − y′)/‖r − r′‖yˆ. Thus the overall Green’s
function tensor can be written as:
G(r, r′) =

Gxx(r, r
′) 0 0
0 Gxx(r, r
′) 0
|x−x′|√
(x−x′)2+(y−y′)2Grz(r, r
′) |y−y
′|√
(x−x′)2+(y−y′)2Grz(r, r
′) Gzz(r, r′)

(3.13)
It is important to note that for each Green’s function, the quasistatic condition
∇·E = −jω∇·A = 0 does not hold, because the current filament does not constitute
a closed loop. Thus for these equations to have any physical significance, ∇ ·A = 0
must be explicitly enforced once the loop is closed. First, consider a closed loop
convolution integral along some contour with the dyadic Green’s function.
A(r) =
˛
G(r, r′) · ds =
˛
G(r, r′) · tˆ dl (3.14)
A(r) denotes the magnetic vector potential of the final closed loop measured at the
field point r. The integration is performed with ds along the along the r′ = (x′, y′, z′)
source point coordinates. The tensor dot product can be broken up into its three
components:
A =
˛
Gxxxˆ(xˆ · tˆ) dl +
˛
Gxxyˆ(yˆ · tˆ) dl +
˛
Gz(zˆ · tˆ) dl (3.15)
Note that only Gxx and Gyy of the vectors Gx and Gy are non-zero, because cross-
coupling does not occur in the transverse direction. The divergence of this expression
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is:
∇ ·A =
˛
δ
δx
Gxx(xˆ · tˆ) dl +
˛
δ
δy
Gxxyˆ(yˆ · tˆ) dl
+
˛
(∇ ·Gz)(zˆ · tˆ) dl (3.16)
To ensure that the closed loop divergence is zero, the line integral on the right
hand side of (3.16) must evaluate to zero. By the fundamental theorem of calculus,
this is guaranteed if the integrand of (3.16) can be expressed as a gradient vector field
with respect to the variables of integration, that is the source variables x′, y′, z′. As
it currently stands, (3.16) can be written as the line integral around the vector field
F:
∇ ·A =
˛
F · ds (3.17)
where
F =

δ
δx
Gxx
δ
δy
Gxx
∇ ·Gz
 (3.18)
To show that F is a gradient field with respect to the source variables, note that
in the transverse directions, Gxx has a dependence on (r − r′). Because of this,
δ
δx
Gxx = − δ
δx′
Gxx,
δ
δy
Gxx = − δ
δy′
Gxx (3.19)
and
F =
 −
δ
δx′Gxx
− δ
δy′Gxx
∇ ·Gz
 (3.20)
If the following gauge condition is imposed:
∇ ·Gz = − δ
δz′
Gxx (3.21)
then
F = −∇′Gxx (3.22)
where ∇′ is the del operator with respect to the source variables x′, y′, z′. Since
Gxx is smooth and continuous due to the boundary conditions imposed on it, F is a
conservative gradient field, and the closed loop line integral around F by ds traversing
as the vector r′ must sum to zero. Thus as it is shown, ∇ ·A = 0 is guaranteed if the
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gauge condition in (3.21) is satisfied. One can verify that this is indeed the case for
(3.11) and (3.12).
3.2.2 The Dyadic Green’s function Multiple-Layered Config-
uration
Preliminary work on multiple-layered conductors were first conducted in the earliest
days of eddy current analysis by Dodds and Deeds in 1968, with their derivation of
the equations for the two-layered conductor [6]. A particularly interesting geometry
for the purpose of induction heating is known as the “sandwich” configuration, where
the coil is placed between two conductive materials. Derivations for a circular coil
placed within specific sandwich arrangements were presented by Hurley et al. [25].
These expressions were adapted by Acero et al. for the induction heating application
[45], and developed into generalized expressions for all multilayered configurations
[12].
Transverse Component
Consider the multilayered system in Figure 3-2. The system is arranged with each of
the multiple layers stretched infinitely along the xˆ and yˆ axes, with depth in the zˆ
direction. For mathematical convenience, the boundary for the first, top layer starts
at z = 0, and each subsequent layer boundary is located at z = di where di relates
to the deepest edge of layer i. Noting the rotational symmetry, the Hankel transform
can be taken along the radial dimension:
Ai(r, z) =
ˆ ∞
0
A∗i (k, z)kJ0(kr) dk (3.23)
The transformed variables A∗i can be placed into the diffusion equation to result
in a general expression for A∗i :
A∗i =

Bi sinh(ηi(z − di)) + Ci cosh(ηi(z +−di)) i ∈ 1 . . . N − 1
C0e
−η0z i = 0
CNe
ηN (z+dN ) i = N
(3.24)
where η2i = k2 + jωµiσi. The magnetic field in the yˆ direction Hy has the following
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Figure 3-2: Geometry of the point current source within the multilayered configura-
tion
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values:
H∗i =

Biλi cosh(ηi(z − di)) + Ciλi sinh(ηi(z − di)) i ∈ 1 . . . N − 1
−C0λ0e−η0z i = 0
CNλNe
ηN (z+dN ) i = N
(3.25)
where λi = ηi/µi. The middle layers will require boundary matching. At the bottom
of each middle layer (i ∈ 1 . . . N − 1) where z = di:
A∗i = Ci, H
∗
i = Biλi (3.26)
At the top of each middle layer where z = di−1:
A∗i = Bi sinh(ηiti) + Ci cosh(ηiti) (3.27)
H∗i = Biλi cosh(ηiti) + Ciλi sinh(ηiti) (3.28)
where ti is the depth of layer i: ti = di − di−1. Let both A∗i and H∗i be continuous
along each middle boundary:[
λi+1
λi
cosh(ηi+1ti+1)
λi+1
λi
sinh(ηi+1ti+1)
sinh(ηi+1ti+1) cosh(ηi+1ti+1)
](
Bi+1
Ci+1
)
=
(
Bi
Ci
)
(3.29)
Let us denote this matrix as M i+1. Note that the matrix is easily inverted:
[
λi
λi+1
cosh(ηi+1ti+1) − sinh(ηi+1ti+1)
− λi
λi+1
sinh(ηi+1ti+1) cosh(ηi+1ti+1)
](
Bi
Ci
)
=
(
Bi+1
Ci+1
)
(3.30)
Now, consider a transverse current filament of current I in layer c, at the depth of
z = z′. Furthermore, let this layer be free-space. This filament changes the boundary
conditions at the top and bottom of layer c to be respectively:
A∗c(z = dc−1) = Bc sinh(ktc) + Cc cosh(ktc) +
µ0I
4pik
e−k(dc−1−z
′) (3.31)
H∗c (z = dc−1) = Bc
k
µ0
cosh(ktc) + Cc
k
µ0
sinh(ktc)− I
4pi
e−k(dc−1−z
′) (3.32)
A∗c(z = dc) = Cc +
µ0I
4pik
e−k(dc+z
′) (3.33)
H∗c (z = dc) = Bc
k
µ0
+
I
4pi
e−k(dc+z
′) (3.34)
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The boundary conditions for the layers above and below the coil layer can be
written as two matrix equations:
M c+1
(
Bc+1
Cc+1
)
=
(
Bc
Cc
)
+
(
1
1
)
µ0I
4pik
e−k(dc+z
′) (3.35)
M c
(
Bc
Cc
)
+
(
− k
µ0λc−1
1
)
µ0I
4pik
e−k(dc−1−z
′) =
(
Bc−1
Cc−1
)
(3.36)
At the boundary of the uppermost layer, where z = 0:
M1
(
B1
C1
)
=
[
λ1
λ0
cosh(η1t1)
λ1
λ0
sinh(η1t1)
sinh(η1t1) cosh(η1t1)
](
B1
C1
)
=
(
−1
1
)
C0 (3.37)
Let Φ = λ1−λ0
λ1+λ0
, eliminating this into one row and simplifying the hyperbolic
trigonometry:
[
1 2Φ
e2η1t1+Φ
]( B1
C1
)
= 0 (3.38)
At the boundary of the lowermost layer, where z = dN−1:
[
λN−1
λN
−1
]( BN−1
CN−1
)
= 0 (3.39)
Thus, the five matrix equations of (3.35), (3.36), (3.38) and (3.39) can be written
to match all the boundary conditions. Simultaneously solving the matrices as one
linear equation system:

C 0 0 0 0 0
−I2 M2 0 0 0
0 0
. . . 0
−I2 M c
−I2 M c+1
0
. . . 0 0
0 0 0 −I2 MN−2
0 0 0 0 0 D


Γ1
Γ2
...
Γc−1
Γc
Γc+1
...
ΓN−2
ΓN−1

=

0
0
...
0
Fc
Fc+1
...
0
0

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with M i defined according to (3.29), and:
Γi =
(
Bi
Ci
)
(3.40)
C =
[
1 2Φ
e2η1t1+Φ
]
(3.41)
D =
[
λN−1
λN
−1
]
(3.42)
Fc =
(
k
µ0λc−1
−1
)
µ0I
4pik
e−k(dc−1−z
′) (3.43)
Fc+1 =
(
1
1
)
µ0I
4pik
e−k(dc+z
′) (3.44)
A number of matrix inversion technique can then be applied to solve for all un-
known coefficients in the system. Once Bc and Cc are calculated from the matrix
equation system, the Green’s function in the coil layer c can be written as:
Gxx.c(r, z) = Ac(r, z) =
µ0I
4pi
1√
r2 + (z − z′)2 +
ˆ ∞
0
[Bc sinh(k(z − dc))
+Cc cosh(k(z − dc))] kJ0(kr) dk (3.45)
In practice, both Bc and Cc are dependent upon k, and the matrix equation can
only be numerically solved for a single k value. In the interest of computational
speed, it is necessary to tabulate the Green’s function with respect to r, z and z′,
rather than to calculate it on-the-fly. Note that while (3.45) is similar in appearance
to previous works [12], its advantage is that the 1/r free-space Green’s function is
explicitly isolated during the formulation stage.
Perpendicular Component
The derivation for the perpendicular component of the multilayer Green’s function
extends the half-space derivation in Section 3.2.1. Here, the H field generated by
a perpendicular current filament in the multilayered configuration exists only in the
φˆ direction, due to the cylindrical symmetry of the system and the orthogonality
imposed by the definition of the magnetic potential vector and the diffusion equation.
Because of this, A exists only in the rˆ and zˆ directions, and does not have any value
or any dependence along φ.
First, as shown in the case for the semi-infinite half-plane by Bowler [44], Az = 0
is enforced within all the regions except the source region. This means for a coil
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placed in layer c at a depth of z′:
A∗z.i =

µ0I
4pik
e−k|z−z
′| +Dc sinh(k(z − dc)) + Fc cosh(k(z − dc)) i = c
0 i 6= c
(3.46)
The radial component is treated in a similar way to how it was treated in the
transverse case, but is now transformed with the first-order Hankel transform:
A∗ri =

Bi sinh(ηi(z − di)) + Ci cosh(ηi(z − di)) i ∈ 1 . . . N − 1
C0e
−η0z i = 0
CNe
ηN (z+dN ) i = N
(3.47)
The radial magnetic field Hr = 1µ(
δ
δr
Az− δδzAr). Noting that δδrJ0(kr) = −kJ1(kr)
and keeping the same definition of λi from before:
H∗ri =

−Biλi cosh(ηi(z − di))− Ciλi sinh(ηi(z − di)) i ∈ 1 . . . N − 1, i 6= c
C0λ0e
−η0z i = 0
−CNλNeηN (z+dN ) i = N
(3.48)
It is clear from these sets of equations that the boundary matching matrix M i+1
would be the same as in the transverse current case. This makes sense physically
because only the transverse A and H fields are matched in either cases. However, Hr
is more complicated than the transverse case at the layer containing the coil:
H∗rc = −λc
[
µ0I
4pik
e−k|z−z
′| +Dc cosh(k(z − dc)) + Fc sinh(k(z − dc))
+Bc cosh(ηc(z − dc)) + Cc sinh(ηc(z − dc))] (3.49)
The following conditions result from (3.46) and (3.49) at the coil layer boundaries:
M c+1
(
Bc+1
Cc+1
)
=
(
Bc
Cc
)
+
(
1
0
)[
Dc +
µ0I
4pik
e−k(dc+z
′)
]
(3.50)
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M c
(
Bc
Cc
)
+
(
k
µ0λc−1
0
)
[Dc cosh(ktc))
+Fc sinh(ktc)) +
µ0I
4pik
e−k(dc−1−z
′)
]
=
(
Bc−1
Cc−1
)
(3.51)
The gauge condition of (3.21) is enforced as the final boundary condition. This is
most easily done with one of the layers without the coil, for example layers 0 and N:
C0 = −1
k
δ
δz′
Cxx.0 (3.52)
CN = −1
k
δ
δz′
Cxx.N (3.53)
where Cxx.0 is the coefficient for the Green’s function of layer 0 in the transverse
case, also named C0 in (3.24). These equations combine to form a second set of matrix
equations:

C 0 0 0 0 0
−I2 M2 0 0 0
0 0
. . . 0
−I2 M c
−I2 M c+1
0
. . . 0 0
0 0 0 −I2 MN−2
0 0 0 0 0 D


Γ1
Γ2
...
Γc−1
Γc
Γc+1
...
ΓN−2
ΓN−1

=

0
0
...
0
Fc
Fc+1
...
0
0

with M i defined according to (3.29), and Γi, C and D as before in (3.40)-(3.42). The
new right hand side is:
Fc =
(
−k
µ0λc−1
0
)[
Dc cosh(ktc)) + Fc sinh(ktc)) +
µ0I
4pik
e−k(dc−1−z
′)
]
(3.54)
Fc+1 =
(
1
0
)[
µ0I
4pik
e−k(dc+z
′) +Dc
]
(3.55)
and Dc, Fc are solved by the substitutions in (3.52) and (3.53). The final Green’s
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functions are:
Gzz.c(r, z) =
µ0I
4pi
1√
r2 + (z − z′)2 +
ˆ ∞
0
[Dc sinh(k(z − dc))
+Fc cosh(k(z − dc))] kJ0(kr) dk (3.56)
and
Grz.c(r, z) =
ˆ ∞
0
[Bc sinh(k(z − dc)) + Cc cosh(k(z − dc))] kJ1(kr) dk (3.57)
3.2.3 Application of Numerical Hankel Transforms
Due to the inherent radial symmetry for the planar-symmetric geometry, all of the
Green’s functions above can be expressed as Hankel transform integrals, where the
Hankel transform is defined to be
F (k) = Hν [f(r)] =
ˆ ∞
0
f(r) Jν(kr)r dr (3.58)
f(r) = H−1ν [F (k)] =
ˆ ∞
0
F (k) Jν(kr)k dk (3.59)
Here, Jν is the order ν Bessel function of the first kind. This integral is challenging for
most numerical quadrature algorithms, due to the oscillating kernel of the integral
and the unbounded integration domain. Fortunately, there exist a variety of algo-
rithms designed to numerically evaluate the Hankel transform integral with a single
transformation operation for a set of r values. The use of these specialized algorithms
greatly accelerates the computation of the Green’s functions.
Two important algorithms considered here are the Quasi-Fast Hankel Transform
(QFHT) by Siegman [46] and the Quasi-Discrete Hankel Transform (QDHT) by
Guizar-Sicairos and Gutierrez-Vega [47]. While other algorithms exist, such as the
High-accuracy Fast Hankel Transform (HAFHT) [48] and various back projection and
slice projection methods [49], these two algorithms stand out as the benchmark used
in literature due to their high performance and ease of implementation. Both were
included as components of the model, although empirically the QDHT was found to
be better performing.
Quasi-Fast Hankel Transform
The Quasi-Fast Hankel transform (QFHT) [46] characterizes an entire family of im-
portant algorithms where the variables r and k from (3.58),(3.59) are discretely sam-
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pled according to an exponential pattern:
rm = roe
αm, kn = koe
αn (3.60)
Here, α is a common scaling factor shared between the two variables. By substi-
tuting the exponentially sampled discrete rm and kn into the Hankel transform and
discretizing, the Hankel transform is simplified to a discrete cross-correlation relation.
The cross-correlation can then be rapidly evaluated using the fast Fourier transform
algorithm.
The QFHT and other exponentially sampled algorithms are widely praised for
their O[N logN ] speed and their efficient use of memory [49]. Unfortunately, the use
of exponential sampling is often inconvenient, and the interpolation, quadrature or
resampling scheme required to rectify this adds an additional layer of computation
time and loss of accuracy. Moreover, it is often difficult to control the error size of
the algorithm, because it is influenced by the arbitrary parameters ro, ko and α in
addition to the number of terms used to evaluate the transform.
Quasi-Discrete Hankel Transform
The Quasi-Discrete Hankel Transform (QDHT) is an algorithm first developed for
the zeroth order Hankel transform by Yu et al. [50], and later on extended to integer
order Hankel transforms by Guizar-Sicairos and Gutierrez-Vega [47]. The algorithm
is based on using a closed-form approximation of the transform equations (3.58),
(3.59) at the roots of the Bessel functions of the first kind. Addressing many issues
of the QFHT, the QDHT algorithm produces a uniformly sample output, and with
its accuracy controlled only by the number of samples used. However, it is also
considerably slower and more storage intensive, because the actual transformation is
performed with an O[N2] matrix multiplication.
3.3 Evaluation of the Modified Green’s Function via
Quadrature
As explained in Section 3.1, the dyadic Green’s function of a point current source
within a multilayered system can be decomposed into two components: the free-
space Green’s function due to the point current source itself, and the modified Green’s
function due to the eddy currents and magnetic domains of the rest of the system.
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While several closed form solutions to the free-space Green’s function have been
derived, the modified Green’s function must be numerically integrated to obtain the
response of the conductive magnetic surface.
The challenge of the task lies in the need to integrate over several dimensions:
the interaction between two finite-volume conductors will require integration over
six dimensions (twice for each cartesian dimension) [16]. Conventional numerical
integration algorithms are bound by the “curse of dimensionality”, because the cost
of such an operation grows at an exponential rate, to the point of being impractical
once more than two or three dimensions are considered. This issue of dimensionality
was identified as an overwhelming challenge by previous authors [37].
Fortunately, over the past two decade, several numerical integration schemes have
been developed that can overcome the curse of dimensionality:
• Smolyak’s construction, also known in literature as the blending method, the
boolean method, or the sparse grid method. In this approach, multidimensional
quadrature formulas are constructed from the tensor products of a suitable one-
dimensional quadrature formula. [51]
• Lattice Methods, a simple and mathematically elegant technique, based on the
generalizations of the rectangle rule, for integrating smooth, periodic functions
over many dimensions. Non-periodic functions can too be integrated by lattice
methods when a nonlinear transformation is used before the quadrature [52].
• Monte Carlo and deterministic Monte Carlo techniques, based on probabilistic
techniques [53].
• Adaptive subdivision rules, that intelligently allocates quadrature points to each
dimension according to its importance [54, 55].
Each one of these schemes is developed to be efficient for a specific set of problem,
for which it can then evaluate with logarithmic growth of costs with increasing di-
mensionality.
The quadrature scheme used within this thesis is a sparse grid formulation by
Heiss and Winschel [56]. Compared to the other options, the sparse grid formulation
is the fastest performing quadrature scheme of the options available, being a single
process involving only function evaluations and multiplication. However, the ability
to estimate and control the quadrature within a certain error tolerance is lost. Given
the smoothness of the modified Green’s function with the singularity removed, this
was deemed to be an acceptable price to pay.
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In the version of the quadrature used, the standard Gauss-Legendre quadrature
is used for the base one-dimensional quadrature scheme, and it is extended to higher
dimensions using Smolyak’s combination of tensor products. The integration over
a hypercube of many dimensions is then approximated as a series of weights and
function evaluations at specific points. For example, a six-dimensional integration
over the hypercube Ω = [0, 1]6 is approximated with a six-dimensional quadrature
scheme: ˆ
Ω
f(x, y, z, x′, y′, z′) d {x, y, z, x′, y′, z′} ≈
N∑
j=0
wjf(pj) (3.61)
where wj is a series of weights and pj is a series of evaluation points. The supplemental
code library supplied by Heiss and Winschel was used to generate the weights and
evaluation points.
Filament to filament interaction
The partial mutual inductance contribution can be calculated by integrating the elec-
tric field generated by one filament with the remainder of the Green’s function along
the contour of another. Using the modified multilayered dyadic Green’s function G,
the field generated by filament 1 in the xˆ direction can be expressed in tensor dot
product form as:
Ek(r) = jωI
ˆ ck
bk
G(r, r′) · dl1
Integrating the electric field along the contour of filament 1, and dividing by the
current flowing through conductor 1 and jω yields the mutual inductance M :
M =
ˆ ck
bk
ˆ cm
bm
G(r, r′) · dl1 · dl2 (3.62)
M =
ˆ ck
bk
ˆ cm
bm
G(r, r′) · tˆ1 · tˆ2 dl1 dl1 (3.63)
The paths of integration are:
r′ = s1 + l1tˆ1 (3.64)
r = s2 + l2tˆ2 (3.65)
where s1 and s2 are the starting points and tˆ1 and tˆ2 are the unit vectors pointing
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tangentially along the lengths of each filament. To resolve the anisotropy of the dyadic
Green’s function, let us define a new unit vector, Tˆ as the normalized projection of
tˆ1 to the transverse plane:
Tˆ =
(tˆ1 · xˆ)xˆ+ (tˆ1 · yˆ)yˆ√
(tˆ1 · xˆ)2 + (tˆ1 · yˆ)2
(3.66)
With this, tˆ1 can be broken down into its transverse and perpendicular compo-
nents:
tˆ1 = (ˆt1 · Tˆ )Tˆ + (ˆt1 · zˆ)zˆ (3.67)
The Tˆ component of tˆ1 generates a field purely in the Tˆ direction. The portion of
this field that is coupled to the second conductor is equal to (tˆ2 · Tˆ ). Thus:
MT = (tˆ1 · Tˆ )(tˆ2 · Tˆ )
ˆ L1
0
ˆ L2
0
Gxx(r, r
′) dl1 dl2 (3.68)
The zˆ component of tˆ1 generates two orthogonal fields, one in the zˆ direction
and one in the transverse radial direction rˆ from the source point to the field point.
Describing the components as interactions in three dimensions:
Mzz = (tˆ1 · zˆ)(tˆ2 · zˆ)
ˆ L1
0
ˆ L2
0
Gzz(r, r
′) dl1 dl2 (3.69)
Mrz =
ˆ L1
0
ˆ L2
0
(tˆ2 · xˆ) |x− x′|+ (tˆ2 · yˆ) |y − y′|√
(x− x′)2 + (y − y′)2 Grz(r, r
′) dl1 dl2 (3.70)
The total mutual inductance is the sum of these orthogonal components, M =
MT +Mzz +Mrz.
Conductor to conductor interaction
The filament approximation used to derive these analytical solutions also introduces
errors, because real conductors have finite cross-sections that also contribute fields
towards the fields of the system. This effect is well understood if the current density
is assumed to be constant throughout the conductor. The Geometric Mean Distance
(GMD) method can be used to calculate correction factors to compensate for the
errors introduced by the filament approximation [31, 57]. With circular cross sections,
the filament approximation is said to be accurate to about 15 parts in 1000 without
the need for a correction factor [31]. The constant current density assumption is
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generally valid for a wide range of frequencies if the coil is wound with litz wires.
As the volume of the filaments increases in proportion to their relative distances,
the cross-sectional areas can no longer be ignored. In this case, the average mutual
impedance over the cross-sectional areas of the conductors can be taken to extend
the zero-volume results to the finite-volume conductor. For this to be applicable, two
assumptions must hold: (1) current flows only in the direction along the length of the
conductor; (2) current density is uniform within the conductor.
To perform this averaging over the cross-sectional areas of both conductors, con-
sider extending the definition of r and r′ from (3.64) and (3.65) with two additional
components in orthogonal directions:
r′ = s1 + l1tˆ1 + w1wˆ1 + h1hˆ1 (3.71)
r = s2 + l2tˆ2 + w2wˆ2 + h2hˆ2 (3.72)
where wˆj and hˆj are the unit vectors pointing along the widths and heights of each
filament. Extending (3.68), the transverse component can now be written as:
MT =
(tˆ1 · Tˆ )(tˆ2 · Tˆ )
W1W2H1H2
ˆ L1
0
ˆ L2
0
ˆ W1
0
ˆ W2
0
ˆ H1
0
ˆ H2
0
Gxx(r, r
′) d {l1, l2, w1, w2, h1, h2}
(3.73)
Similarly averaging over the cross-sectional areas in (3.69) and (3.70):
Mzz =
(tˆ1 · zˆ)(tˆ2 · zˆ)
W1W2H1H2
ˆ L1
0
ˆ L2
0
ˆ W1
0
ˆ W2
0
ˆ H1
0
ˆ H2
0
Gzz(r, r
′)
d {l1, l2, w1, w2, h1, h2} (3.74)
Mrz =
1
W1W2H1H2
ˆ L1
0
ˆ L2
0
ˆ W1
0
ˆ W2
0
ˆ H1
0
ˆ H2
0
(tˆ2 · xˆ) |x− x′|+ (tˆ2 · yˆ) |y − y′|√
(x− x′)2 + (y − y′)2
·Grz(r, r′) d {l1, l2, w1, w2, h1, h2} (3.75)
As before, the total mutual inductance is the sum of these orthogonal components,
M = MT +Mzz +Mrz.
3.4 Eddy Current Loss Profile
In order to determine the heating profile and temperature profile of the heated load,
the field model must also evaluate the eddy current loss profile within the conductive,
magnetic media. As an integral formulation method, the PEEC model only solves for
the currents flowing through the filaments. In order to obtain the field strength within
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the domain, the Green’s function must be convolved with the evaluated boundary
values at specific observation points.
3.4.1 Theoretical Basis
By the Poynting theorem, the complex power crossing the z = 0 interface from the
z > 0 region can be described by the time-averaged Poynting’s vector in the zˆ direction
along this plane:
S =
ˆ
surface
1
2
(E×H∗) · (−zˆ) da (3.76)
where the asterisk here denotes the complex conjugate. If the bounds of the integra-
tion are extended to infinity then the fields on the side of the box are reduced to zero.
The only non-zero integration surface is z = 0. Applying the divergence theorem, the
identity ∇ · (E ×H∗) = (∇× E) ·H∗ − (∇×H∗) · E and the standard constitutive
relations:
S =
jω
2µ
ˆ
V
‖B‖2 dV + σ
2
ˆ
V
‖E‖2 dV (3.77)
where the volume V corresponds to the conductive z < 0 region. The first term here
corresponds to the magnetic storage of energy, and the second term corresponds to
eddy losses in the load. Due to the MQS approximation in place, the electric field
stores no energy.
Most induction heating loads have magnetic permeabilities of µr  1. Because
of this, their refractive indices are very high and the internal electromagnetic waves
within them are approximately plane waves propagating in the −zˆ direction. Under
these conditions, transverse power flow is negligible to perpendicular power flow, and:
1
2
(E×H∗) · (−zˆ) = jω
2µ
ˆ −∞
0
‖B‖2 dz + σ
2
ˆ −∞
0
‖E‖2 dz (3.78)
The absence of tangential power flow beneath the interaction surface is an impor-
tant assumption for our formulation to hold. Consider the scalar field P , defined as
the real component of the Poynting vector:
P = Re
{
1
2
(E×H∗) · (−zˆ)
}
(3.79)
such that
˜
P da = Re {S}. If tangential power flow is negligible, then P can be
used directly as the heating profile over the surface of the load.
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The use of the Poynting vector is well-established in induction heating for the
semi-infinite half-plane configuration discussed previously in Section 3.2.1. With a
homogenous and isotropic eddy current media, it can be shown that all fields decay
at a rate of the skin depth δ =
√
2/(ωµσ). With this, P becomes the classic surface
resistance relation:
P =
1
2σδ
(‖Hx(z = 0)‖2 + ‖Hy(z = 0)‖2)
For generality however, it is necessary to obtain a relation for P that will work
on heated loads conductors of all thickness and layer compositions. Noting that Az
is approximately zero for a mostly planar coil system, (3.79) simplifies to:
P = − ω
2µ
Im
{
Ax
(
δA∗x
δz
)
+ Ay
(
δA∗y
δz
)}
(3.80)
The values of A, and δA/δz can be calculated by convolving the Green’s function
along the source currents, as discussed in Section 3.4.2.
An aside observation is that if conductive materials are only placed in the region
of x < 0, then heat flow is only in the direction of −zˆ. The total integral of P over
the entire interface plane z = 0 should give the total eddy current power loss within
the material. This is one method to obtain the reflected resistance of the load to the
terminals of the coil, i.e.
∆R =
2
I2
¨ +∞
−∞
P (x, y) dx dy (3.81)
where I is the current driven into the coil, and ∆R is the terminal reflected resistance
of the load, from the four-element model of Figure 2-2.
3.4.2 Implementation Details
To calculate the heating profile of an induction coil, the result shown in (3.80) can
be applied by evaluating the A field along the interface surface. First, to obtain
the A field at relevant points, N observational points are placed in a grid formation
along the z = 0 plane, and N points at a small distance above, z = δ = 10−5m.
This results in 2N observation points: Oj = (Ox.j, Oy.j, Oz.j), j ∈ 1 · · · 2N . The goal
here is to convolve the dyadic Green’s function over every filament, with each of the
observational points fixed as the field points.
First, for a system ofM filaments, we define the vector function φj(r), k ∈ 1 · · ·M
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with
φj(r) =
tˆj within the filament j0 outside the filament j
where tˆj is the unit vector tangential along the length of the filament. With this, the
matrix L can be formed with each element at the j-th row and k-th column as
Ljk =
ˆ
S′
G(Oj, r’) · φk(r′) dS ′ (3.82)
Effectively, each entry of L is the Green’s function, convolved over the support of
the filament basis function φk(r) for observational point Oj. If the current of each
filament Ij is combined into a column vector I, then the matrix equation can be
written:
LI = A (3.83)
Each row of A is the A field measured at each of the 2N observational points. To
obtain a difference estimation of the gradient δA/δz, take the difference between the
first N field points measured at z = 0 and the second N points measured at z = δ,
and divide the result by δ. Substituting the evaluated Ax, Ay, δAx/δz and δAy/δz
values for each observational point Oj into (3.80), the value of the eddy current loss
power flux is obtained at each observation point.
3.5 Comparison to Previous Analytical Models
Early seminal work in MQS partial differential equations have yielded a number of
analytical solutions of the induction heating problem for the circular coil. In this
section, we will compare the simulated predictions based on our method with existing
analytical solutions.
The mutual impedance between two zero-volume circular filaments suspended
above a semi-infinite half-plane can be written in the form of a Sommerfeld integral
[58, 24, 19]:
Zm = jωµ0pir1r2
ˆ ∞
0
(e−k|d1−d2| +
kµr − η
kµr + η
e−k(d1+d2)) J1(kr1) J1(kr2) dk (3.84)
with η2 = k2 + jωµrµ0σ. The same solution can also be obtained by some minor
algebra on the Dodds and Deeds solution [6], or by taking the associated Green’s
function from Section 3.2.1 and convolving it along the two circular contours in the
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Hankel domain.
When solved for a circular coil, (3.84) gives the ∆R and L0 +∆L parts of the four-
element model of Figure 2-2. The series resistance of the coil R0 must be separately
evaluated.
3.5.1 Acero et al.
Equation (3.84) was experimentally verified by Acero et al. for a 23-turn induction
heating coil placed below a ferromagnetic plate [19]. We can recover the measurements
made by Acero by evaluating (3.84) under the same conditions described. The heated
ferromagnetic plate has the following properties: µr = 130, σ = 8 × 106 S/m. The
plate is placed a distance of 4 mm above the coils. The coils are arranged as a
series of flat concentric circular filaments, with 23 turns evenly spread from 2.5 cm
to 10.5 cm. Evaluating the free-space mutual impedance Sommerfeld integral gives a
frequency-independent free-space inductance of L0 = 61.914µH.
The Acero coil is then modeled using the three-dimensional filament method pre-
sented within this chapter as 23 concentric circles, with each circle discretized as 30
straight zero-volume filaments. The full Z matrix of these filaments are calculated
with our technique, according to the steps described in Section 3.1. In Figure 3-3, the
predictions of our model are compared to the experimental results from Acero et al.
that were analytically recovered with (3.84), showing excellent agreement. Figure 3-4
shows the relative errors, defined here as the difference between our numerical results
and the results measured by Acero, expressed as a fraction of Acero’s results.
3.5.2 The effect of discretization
In order to study the effect of discretization, a single circular filament is discretized
as 10, 15, 25, 63, 100 and 251 straight filaments respectively. For each discretization
level, the ∆R and ∆L components of the terminal impedance are calculated and
compared with that of the ideal solution from (3.84), shown in Figure 3-5. The
relative errors of each discretization is evaluated and plotted in Figure 3-6. From
these results it is clear that a discretization of around 25 filaments gives less than
2% relatively error, which is more than adequate for induction heating analysis when
component tolerances and temperature variations are considered.
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(a)
(b)
Figure 3-3: Comparison between the terminal impedance predicted by our three-
dimensional filament model of a 23 turn coil system and those measured
by Acero et al. [19] (a) Resistance; (b) Inductance.
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Figure 3-4: The relative errors of the terminal impedance predictions made by our
three-dimensional filament model.
3.6 Experimental Validation
An additional experimental validation of the model was performed with a 31-turn flat
spiral, wound with rectangular litz wires 1cm in cross-sectional height and approxi-
mately 2 mm in cross-sectional width. This coil is designed to heat a 9- or 10-inch
pan, but the turns are distributed throughout the bottom of the pan to improve heat
uniformity, according to the following pattern (see Figure 3-7):
• 8 turns between r=3.7 cm and r = 4.8 cm
• 10 turns between r = 6.65 cm and r = 7.9 cm
• 13 turns between r = 9.55 cm and r = 11.2 cm
The heated load used was a standard 9-inch cast iron skillet. The thickness of the
pan was approximately 5 mm, greatly larger than the skin depth of cast iron even at
1 kHz of around 1 mm. For this reason, the pan can be accurately approximated as a
semi-infinite surface in the model. The pan was spaced 2 mm above the top surface
of the coil with cardboard, so that the center of the litz wire coil is approximately 7-8
mm below the heated surface.
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(a)
(b)
Figure 3-5: Comparison between the circular filament exact solution and results gen-
erated by piecewise linear discretization. (a) Terminal resistance ∆R; (b)
Terminal inductance ∆L.
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(a)
(b)
Figure 3-6: Relative errors of the piecewise linear approximation of the circular fila-
ment. (a) Terminal resistance ∆R; (b) Terminal inductance ∆L.
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The frequency-dependent impedance of this experimental coil was measured with
an LCR impedance analyzer and is shown in Figure 3-8. The results are parameterized
using the four-element model of Figure 2-2. Here, the parameters ∆R and ∆Lmeasure
the contribution of the eddy currents in the pan to the electromagnetic fields generated
by the coil.
To simulate the system described above, the contour of the spiral coil was modeled
with 600 straight zero-volume filaments. The pan was modeled as a conductive,
magnetic semi-infinite half-space, placed 10mm above the coil. The conductivity of
the entire half-space was set to the bulk conductivity of cast iron, approximately
σ = 1 × 107 S/m. However, it was considerably more difficult to select a single
magnetic permeability value µr, because it has a non-linear dependency with the
strength of the magnetic field. Eventually, the value of µr = 400 was chosen by
curve-fitting the simulated results to the measured values. This µr lies within the
reasonable range of values for cast iron exposed to very low magnetic field strengths
(as is the case for the LCR impedance analyzer) and with some remanence left in
the material. As shown in Figure 3-9, there is very good agreement between the
measurements and the simulated results tuned with these parameters.
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Figure 3-7: Dimensions of the measured litz wire coil
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(a)
(b)
Figure 3-8: Measurements of the coil terminal impedance with and without the load:
(a) resistances; (b) inductances.
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(a)
(b)
Figure 3-9: Comparison of experimentally measured coil impedances with simulated
results: (a) Resistances; (b) Inductances.
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3.7 Performance
In this section, the computational speed of our technique is compared to that of
existing tools widely used to design magnetic systems. The following benchmark
tests were performed on a PC with an Intel Core 2 Duo 2.53 GHz Dual-Core CPU, 4
GB of RAM, running the 64-bit version of Windows 7.
Our PEECmodel was implemented and executed in Matlab version 7.9.0 (R2009b),
and utilized a three-dimensional interpolation algorithm for its look-up tables that
was separately implemented in C++ and compiled into a Matlab executable or MEX
file. We measured the evaluation speed for the mutual impedance between linear
filaments at 7.915374 s for 1,000,000 filament pairs.
Compared to FEM
The prevalent method for the analysis of induction heating system is by FEM. Here,
we compared our method with the commercial FEM package COMSOL. In both cases,
the 23 turn coil used by Acero et al. was modeled as a series of concentric coils, as
previously described in Section 3.5.1.
In the first set of tests, the models were made with axial-symmetry explicitly
enforced. In doing so, the order of both models is reduced from three dimensions
(x, y, z) to two (r, z), dramatically reducing the size of the problem. Separate trials
were conducted with the coil modeled both as zero-volume filaments and as finite-
volume conductors. In the case of the FEM, the calculation domain was meshed to
allow around 2% relative error in the calculated result. The average computation
times over 10 trials are shown in Table 3.1. As shown here, our method is around 100
times faster the commercial FEM solver package for similar levels of accuracy.
Model Conductor model Time
FEM (COMSOL) Filament 4.23 sConductor 6.66 s
This work Filament 0.039 sConductor 0.060 s
Table 3.1: Speed benchmark of the axial-symmetric formulation.
In the second set of tests, the models were constructed as full three-dimensional
models. It was no longer feasible to simulate the coil as finite-volume conductors
within the FEM on our computer, due to the excessive memory requirements of the
volumetric mesh. Instead, all trials were performed with zero-volume filaments. Two
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FEM techniques were attempted here. In the first case, the full conductive domain
representing the heated load was volumetrically meshed and the fields were solved
for all domains. In the second case, the impedance boundary condition (IBC) [59]
was used to avoid the meshing of the conductive domain, and the fields were solved
only within the free-space. For all three methods, discretization and meshing were
performed to control the relative error to around 2%. The average computation times
over 3 trials are shown in Table 3.2. Once again, our method is around 100-200 times
faster than the commercial FEM solver package for similar levels of accuracy.
Model Conductor model Time
FEM (COMSOL) Filament 534 s
FEM with IBC (COMSOL) Filament 252 s
This work Filament 2.6 s
Table 3.2: Speed benchmark of the 3D Formulation
Compared to other PEECs
It is helpful to get a sense of the speed achievable by comparing our method with the
PEEC algorithm implemented by FastHenry. The two methods are very different in
practice, as FastHenry cannot be used when magnetic materials are considered (i.e.
when µr 6= 1). However in theory, the two methods differ only in how the Z matrix
is calculated.
In the case of FastHenry, two calculation modes are available: a direct solve mode
and a multipole expansion mode. In the direct solve mode, each element of the Z
matrix is explicitly evaluated using closed-form solutions, such that the computational
load of Z matrix is approximately O[N2], where N is the number of filaments in the
system. In the multipole mode, the filaments further away are fused together with
the multipole expansion technique and solved together. After some initial overhead
in preparation of the multipole matrices, the computational load is approximately
O[N ].
In comparison, our technique is strictly a direct solve approach. Due to the
complex nature of the multilayered Green’s function, each element of the Z matrix
must be explicitly calculated. For this reason, the computational load of our technique
is also O[N2]. The multipole expansion cannot be used for order reduction because
it is based on the 1/r free-space Green’s function.
Table 3.3 shows the difference in speed between FastHenry and our technique for
the formation of a 1000 × 1000 Z matrix. As seen here, the direct solve speeds are
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comparable between the two methods. However, the multipole expansion is able to
reduce computation time by around 500, making FastHenry significantly faster than
our technique. This computational advantage is a strong incentive for compression
techniques (similar to the multipole expansion) to be adopted. The possible can-
didates include pre-corrected FFT [60], singular value decomposition [29] and and
partial reluctances [61].
Model Time to evaluate 1,000,000 filament pairs
FastHenry (Direct Solve) 2.486 s
FastHenry (Multipole) 0.005 s
This work 7.9 s
Table 3.3: Comparison of mutual impedance computation speeds with established
PEEC tools
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Chapter 4
Optimal Design of an Induction
Cooktop
The following chapter presents a design procedure for an induction cooking coil based
upon mathematical single- and multiple-objective optimization algorithms. Similar
approaches with optimization algorithms had been applied to the Transverse-Flux
Heating (TFH) of metal strips [62, 36], the rapid heating of an injection mold plate
[63], the design of a passive and active induction heating shield [33], and the design of
an induction cooker [14]. In formulating their optimization strategies, these previous
authors have placed heavy emphasis upon obtaining a uniform temperature profile
in the heated load. For this reason, finite element method (FEM) models were used
in many of these studies to capture the non-linear temperature- and field-dependent
material effects. While highly accurate, FEM is unfortunately a very computationally
expensive approach: each individual FEM evaluation can take from a few minutes to
a few hours to complete. As a result, only relatively basic optimization techniques
have been applied with relatively few degrees of freedom explored [4].
In the following chapter, the Partial Element Equivalent Circuit (PEEC) method
developed in Chapter 3 is used in lieu of the FEM to evaluate and assess the perfor-
mance of proposed coil designs. By reducing the run time from several minutes to less
than 5 seconds for each coil evaluated, our PEEC method allows optimization to be
performed with more advanced algorithms than those previously used for induction
heating in the literature, and also over many more degrees of freedom than tradition-
ally afforded. In particular, the simulated annealing algorithm [64] is used to find the
global optimum for the single-objective problem, and the NSGA-II multi-objective
genetic algorithm [65] is used to study the multiple-objective problem.
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4.1 The Fitness Function
In computational design and optimization, the analyzed problem is typically posed
as three distinct components:
1. An encoding / decoding algorithm that translates the vector of numbers rep-
resenting points in the design space into physical designs understood by the
software model.
2. A software model that simulates the physics of each design.
3. A scoring algorithm that analyzes the results of the software model and assigns
fitness scores for the optimization algorithm to optimize.
Combined in series, these three components form what is known as the fitness func-
tion: a function that takes in a vector of numbers and outputs a set of fitness scores.
The optimization algorithm is then tasked with the sole job of finding the vector of
numbers that will minimize the fitness function.
4.1.1 Encoding Algorithm
Beyond simply summarizing the physical system into design degrees of freedom that
can be vectorized and processed by a numerical optimization algorithm, the design
of the encoding algorithm also shapes the fitness function within the design space.
If the fitness function is shaped with fewer peaks and smoother, gentler gradients,
then optimization algorithms will have an easier time traversing the design space and
converging to the global optimum.
The approached used in this chapter is to constrain the coil to a spiral-path design,
one that can be mathematically defined with the radius and height of the path as
functions of the angle of rotation θ. For a spiral of N turns, the encoding method
defines the input vector x as
x =

N
r0
z0
r1
z1
...
rm
zm

(4.1)
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where r0 · · · rm, z0 · · · zm are the radial and height functions r(θ) and z(θ), sampled
uniformly with respect to θ. The starting points r0 and z0 are matched with r(θ = 0)
and z(θ = 0) and the ending points rm and zm are matched with r(θ = 2piN) and
z(θ = 2piN). Additional turns can be added by incrementing the N parameter of the
x vector. Defining the subscript k ∈ N : 0 ≤ k ≤ m, one can write
rk = r(k · 2piN
m
), zk = z(k · 2piN
m
) (4.2)
The encoding algorithm then generates P linear piece-wise filaments to approx-
imate the spiral, by uniformly resampling both r(θ) and z(θ) to P + 1 points with
cubic spline interpolation, and by generating linear filaments to connect these points
together sequentially. This way, areas closer to the center of the spiral are modeled
with shorter filaments than those further away, to ensure that parts of the coil with
greater curvature gradients are more finely meshed.
Some additional modifications to this encoding scheme were added to improve
the shape of the fitness function. Firstly, the sampled rk values (but not zk) values
are sorted to make the resultant radius function r(θ) monotonically increasing with
respect to θ. Secondly, all values of x are normalized to lie within the range of 0 and
1 so that the bounded constraint can be readily applied to fix each coil parameter
within sensible values.
4.1.2 The Electromagnetic Model
Given a set of conductive filaments, the PEEC model developed in Chapter 3 can be
used to efficiently solve for the electromagnetic fields and heating fluxes within the
system. Within the framework of the PEEC model, the coil system is modeled as the
following:
• The z axis points in the upwards direction.
• Two semi-infinite half-spaces are defined with
– free-space and the induction coil in the z > 0 region,
– the pan modeled as a custom-defined conductive magnetic material in the
z < 0 region and
– the plane z = 0 defined as the interface surface of interaction.
• The x and y axes are defined orthogonal to the z axis, on the surface of inter-
action.
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• Linear filaments of arbitrary lengths and angles of rotation and inclination are
generated, contained within the 4 < z < 20 mm and −20 < x, y < +20 cm box
region.
While fast and efficient, the PEEC model does makes several approximations in pur-
suit of computational speed. The model requires everything to be linear by its inher-
ent formulation, and so cannot accommodate properties that are field or temperature
dependent. This effectively eliminates hysteresis as a loss mechanism. This is accept-
able in the great majority of induction heating applications, because the heat effect
due to hysteresis does not typically exceed 7% compared to the heat effect due to
eddy current losses [66].
Another approximation made to enhance speed is to model the finite-volume con-
ductors as zero-volume, point to point filaments. It was the empirical experience of
the author and other works in literature such as [37] that optimization objectives
within this thesis are not strongly affected by the cross-sectional area of the conduc-
tor itself. If necessary, the PEEC tool can also be used to simulate finite-volume
conductors, although the computational cost of this is high and so was not pursued
further.
4.1.3 Scoring Algorithm
The three major conflicting objectives for the design of the induction cooker coil are
the cost of the coil, its efficiency and the resultant heat profile that it produces. After
evaluating the fields for each coil design, the scoring algorithm should assign it three
scores, one based on each of these three criteria. All the optimization algorithms used
are minimizing algorithms (i.e. lower is better); where it is desired for a particular
score to be maximized instead, the score can be inverted by multiplying with −1.
Cost
In a mass-production environment, the largest variable cost is the coil material itself.
Holding the cross-sectional area of the wire used constant, a longer coil requires more
copper to construct, and therefore will always cost more to manufacture. Here, the
length of the coil is used as a proxy to rank the designs by their production costs.
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Figure 4-1: Series resistance for a loop of wire of different constructions: a 31-strand
litz wire, AWG=24; a 20-strand litz wire, AWG=26; and a solid wire,
AWG=11. [20]
Efficiency
Referring to the equivalent circuit model of induction heating, the efficiency of the
induction heating system can be written as
ηind =
RD
RC +RD
(4.3)
where RC is the resistance of the coil itself and RD is the resistance of the plate. Here,
RC is relatively constant at low frequencies, driven by fixed geometrical parameters
such as the conductor surface area and the length of the coil. However at higher
frequencies, its value becomes frequency dependent due to the skin and proximity
effects. The point where the dominance shifts and the resistance begins to increase
is known as the knee frequency, and is an effect well-studied in literature. Figure 4-1
shows the knee frequency for some typical induction cooker coil materials (a solid
wire and two versions of litz wires) to be between 20 kHz and 50 kHz.
Assuming that the frequency is sufficiently low, and that the coil material is suit-
ably chosen to minimize the onset of the skin and proximity effects, (4.3) suggests
that efforts to improve efficiency should be placed on maximizing the reflected resis-
tance RD. As explained in Chapter 1, this effect is strongly affected by the physical
geometry of the coil relative to the conductive magnetic substrate. Assuming that
the coil material is unchanged and that RC per length of coil is fixed, the value of
RD per unit length becomes a good proxy metric to rank different designs on their
efficiency.
An additional consideration is the fact that given two coils of equal efficiency, the
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one with higher terminal resistance is more preferable, because it will require less
current to power and thus less expensive IGBTs to drive in the power electronics
stage. For the same RD per unit length, a longer wire will cost more to manufacture,
but will also reduce the costs of the power electronics. For this reason, the efficiency
score was chosen to be the total value of RD over the entire length of the coil.
Temperature Profile
The steady-state heat equation has the form
k∇2T + q = 0 (4.4)
where T is the temperature, k is the thermal conductivity of the material and q is the
heat source power density in W/m2, which can be calculated at specified field points
by the PEEC solver as explained in Chapter 3.
Assuming that the pan approximates a two-dimensional structure, a simple Fi-
nite Difference Method (FDM) model of the thermal system can be constructed by
expanding the Laplacian in two dimensions. First, the bottom of the pan is overlaid
with a uniform two-dimensional square grid, with the side of each cell having a length
of ∆x. Let the pan have a thickness of ∆t, the thermal resistance between adjacent
cells is:
Rcond =
1
k∆t
(4.5)
The heat transfer coefficient h can be used to model the loss of heat due to
convection and conduction to the ambient surroundings:
h =
Q
(T − Tamb)(∆x)2 (4.6)
However, this equation is highly non-linear with temperature, and must be trans-
formed or iteratively solved to obtain an accurate result. For optimization purposes
however, speed is paramount, and instead the equation can be linearized around
a specific temperature T0 = 200◦C. The power loss to ambience is now Qamb =
Q0 +Ramb∆T , where:
Ramb =
[
dQ
dT
∣∣∣∣
T0
]−1
=
1
(∆x)2
[
h+ dh
dT
]
T0
(4.7)
Qamb = (∆x)
2(T − Tamb)h(T0) (4.8)
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Rcond
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Ramb
[j,k]
[j,k+1]
[j,k-1]
[j+1,k][j-1,k]
x
y
Qin-Qamb
Figure 4-2: Finite difference method stencil of the thermal system, for the cell located
at [j,k].
h is normally expressed as a function of the geometry of the system and the Rayleigh
number of the convective fluid. Closed form solutions can be found in the literature,
but the figures used here have been evaluated by using a commercial FEM solver.
Finally, the power input into each cell is set to be the power density at the center
of the cell, multiplied by the area of the cell:
Qin = (∆x)
2q (4.9)
The combined stencil of the thermal FDM model is shown in Figure 4-2. This system
can then be solved to obtain a temperature profile over the surface of interaction at
the bottom of the pan. The validity of these results are dependent on the assumptions:
(1) the grid is sufficiently fine for the derivatives to be adequately approximated as
differences; (2) the pan is thin enough to be approximated as a two-dimensional struc-
ture. With the temperature profile characterized, the score is taken to be the spread
between the maximum and the minimum normalized temperature in the heated plate.
4.2 Single-Objective Optimization of Temperature Pro-
file
It is clear that the single-objective optimization for cost and efficiency result in trivial
solutions. In the case of cost, the solution is obvious: the lowest cost coil is to use
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no coil at all; for high efficiency, the best coil is the one with as many large turns as
possible, as close as possible to the heated surface.
By contrast, it is non-trivial to design an induction heating coil to achieve a
uniform temperature profile. The single-objective optimization of the temperature
profile is inherently non-linear, because it cannot be posed in a way for the objective
function to be formulated as a linear combination of input variables, subject to linear
constraints. In the following section, a two-part simulated annealing / hybrid pattern
search algorithm is used to perform the single-objective optimization of the load
temperature profile.
The optimization strategy used combines the ability of statistical methods to break
away from local stationary points and converge towards global minimums, with the
fast convergence speed of traditional algorithmic search techniques. In the first stage
of the optimization, simulated annealing is chosen over genetic algorithms and other
statistical methods for its mathematically sufficient ability to converge towards the
global minimum given enough iterations1. The search is initiated with a 23-turn flat
coil design from [19, 20, 11], shown in Figure 4-3. The radius of this initial coil is from
2.5 to 10.5 cm, and it is placed at a distance of 4mm from the load. The scheme uses
Boltzmann Annealing to guarantee convergence towards the global optimum, and has
13 degrees of freedom: one that allows the number of turns to vary from 0 to 23, and
the other twelve to define the radius function r(θ) and the height function z(θ). The
encoder generates 600 linear filaments, and the heat profile is evaluated for a 30× 30
square grid in the z = 0 plane, spanning x, y = ±0.15 m. Bicubically interpolating
between these values, the temperature profile is calculated using the FDM scheme
described above.
After 2500 iterations of simulated annealing, the normalized temperature spread
drops from 11% in the initial design to 4%, which is an improvement of almost three.
The resultant coil is shown in Figure 4-4. In the second stage of the optimization, a
mixed general pattern search / Nelder-Mead simplex-method search is performed to
converge upon the optimum point found by the simulated annealing algorithm. The
search begins with the design found at the end of the simulated annealing algorithm.
It then polls the design points around it according to pattern search rules and also
according to the Nelder-Mead simplex-method rules [67]. If any of these polled points
perform better than the original point, it is chosen as the newest best design, and the
same process is repeated. Given that the step sizes are sufficiently small, the local
1An extensive discussion of the algorithm, the relevant terminology and its history can be found
in [17].
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Figure 4-3: Original coil used as the starting point of the optimization analysis. Note
that the pan is located below the coil at z = 0.
Figure 4-4: Improved coil after 2500 simulated annealing optimization iterations.
Temperature spread score improves from 11% to 4%.
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Figure 4-5: Improved coil at the end of the hybrid pattern search. Temperature
spread is improved from 4% to 3.4%.
(a) (b)
Figure 4-6: Comparison of the (a) heat and (b) temperature profiles of the three
designs.
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(a)
(b)
(c)
Figure 4-7: Heat and Temperature profiles of the three designs in 3D. (a) Original
coil; (b) Coil optimized by simulated annealing; (c) Coil optimized by
Hybrid pattern search.
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region around the starting point is expected to be convex. If this is indeed the case,
then the hybrid method is sufficient for convergence to the true optimum. After 65
iterations, the hybrid method improves the temperature spread further from 4% to
3.4%. The improved design is shown in Figure 4-5.
Figure 4-6 shows the heat and temperature profiles of the three designs as cross-
sectional slices in the z-r plane, starting from the center. Figure 4-7 shows these
same results as three-dimensional surfaces. Seen here, a significant impediment to a
uniform temperature profile is the coil’s inability to heat the center of the load, an
observation that agrees with other authors [14, 63]. The radius and height functions
and their sampled values are plotted in Figure 4-8. As expected, the optimization
algorithm has placed more turns of the coil towards the center and closer to the
load in order to address the weaker heating ability there. However, an unexpected
innovation found by the optimization algorithm is to placed the outer turns further
away from the load in the z direction.
4.3 Multi-Objective Optimization of Temperature,
Efficiency and Cost
An optimization problem is said to be multi-objective when more than one cost or
score function is considered. In this case, there is rarely an absolutely optimal so-
lution, one that simultaneously out-performs all other solutions in all criteria. For
example, there is no unique coil design that could simultaneously minimize cost, and
maximize efficiency and temperature uniformity, due to the conflicting nature of these
objectives. Instead, the goal is to discover a set of solutions at the trade-off bound-
aries between the different objectives, and to select one of these optimized solutions
according to designer preferences. [68]
The solutions of multi-objective optimization are formally known as Pareto op-
timal solutions. A solution is considered to be Pareto optimal when it cannot be
modified to improve its performance in one design objective without adversely af-
fecting its performance in other objectives. By contrast, a non-Pareto optimal or a
dominated solution is one that can be non-subjectively improved. For example a coil
design that can be modified to be more efficient while still costing the same amount
to manufacture is said to be dominated by the modified design, and is non-Pareto
optimal.
A wide range of methods have been developed to solve the multi-objective opti-
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(a)
(b)
Figure 4-8: Comparison of single-objective optimized coil designs. (a) Radiuses; (b)
Heights.
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mization problem, and review papers of the state-of-the art are available by Zitzler
and Thiele [69], and by Marler and Arora [68]. Marler and Arora categorizes these
methods into two distinct families:
• Traditional algorithms are based on collapsing the multi-objective cost functions
down into a single cost function, and solving this new problem using an already
established single-objective optimization algorithm. These techniques can be
computationally efficient and easier to program, however their deterministic
nature may prevent them from finding novel, globally optimal solutions.
• Genetic algorithms are stochastic methods based on the theory of natural selec-
tion. They act on populations of design, and solve for the multiple objectives
directly. They are often complex to program, and may involve nuanced heuris-
tics, but can produce more creative designs compared to traditional algorithms.
Multi-objective Genetic algorithms were used in this section to discover creative,
unconventional coil designs that out-performs the traditional flat spiral coil. The
algorithm used is the NSGA-II, developed by Deb et al. [65]. The algorithm uses
elitism and a crowded operator that ranks the population based on both Pareto
dominance and region density, with the aim of producing a set of Pareto optimal
solutions spread apart over the Pareto frontier. The full NSGA-II approach was
previously considered impractical for induction heating applications, due to the higher
required population size and the high computation costs of FEM function evaluations
[4]. It is made possible here by the high computational speed of the PEEC method.
The NSGA-II routine was executed for 117 generations of evolution, over 7081
function evaluations, lasting exactly 8 hours. The results are plotted as a three-
dimensional Pareto frontier in Figure 4-9. Had the optimization been done using FEM
at 1 minute per trial, we would expect at least 118 hours of computation to conduct
7081 function evaluations, which is approximately five continuous days. Three designs
are selected from the multi-objective optimization (labeled 1-3 in Figure 4-9). Design
1 trades off about half of the ∆R of the original design, but improves the heat profile
by a factor of two, while also slightly reducing the cost of the coil. Design 2 matches
the heat uniformity of the original coil, and decreases the length by a factor of two
by reducing the ∆R of the coil by around 75%. Design 3 performs approximately
similar to the original coil, with a slightly worse heat profile and ∆R but also slightly
shorter length. The radius and height functions of the three new designs are plotted
alongside the original prototype in Figure 4-10.
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Figure 4-9: Results from multi-objective optimization with the NSGA-II Genetic Al-
gorithm. The original prototype is shown as the dark green circle. The
optimization algorithm is score-minimizing, and so lower scores (those
closer to −∞) are better.
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(a)
(b)
Figure 4-10: Comparison of multi-objective optimized coil designs. (a) Radiuses; (b)
Heights.
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Chapter 5
Conclusions and Future Work
In this thesis, it is shown that the multilayer Green’s function derived from the planar
geometry of domestic induction heating can be used to substantially accelerate the
computation of magnetoquasistatic electromagnetic fields. Controlling for similar
levels of relative error, our PEEC solver was able to perform at speeds of 100+ times
faster than the tested commercial FEM package, an improvement of two orders of
magnitude.
Our PEEC solver was used to perform the single-objective optimization of the
load temperature profile, as well as the multi-objective optimization of the tempera-
ture, efficiency and cost. In both cases, the optimization algorithms used–Simulated
Annealing and NSGA-II–were previously deemed impractical due to the high compu-
tational costs of fitness function evaluations. Both optimization algorithms produced
novel, three-dimensional induction coil designs.
Further improvements to the results of this thesis can be made in the following
two areas:
Compression techniques. The bottleneck of the PEEC method proposed
within this thesis is the formation of the dense Z matrix, currently formed at com-
plexity order O[N2]. Significant speed advantages can be gained by compression /
sparsification techniques, such as pre-corrected Fourier transform [60, 70], singular
value decomposition [29] and partial reluctances [61]. It was shown in Section 3.7
that the use of the Fast Multipole Method compression technique reduced the com-
plexity of FastHenry to approximately O[N ], and increased its speed by two to three
orders of magnitude.
More comprehensive optimization routines. The optimization routine within
this thesis retained the spiral property of the induction coil, and applied “vanilla”
versions of two popular optimization algorithms. The “no free lunch” theorem of op-
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timization asserts that no universal optimization algorithm exists that is efficient for
all classes of problems [71], and this suggests that further gains can be obtained if
the algorithms are adapted for their specific applications. Indeed, customized ver-
sions of both algorithms are widespread for the induction heating application [4].
Improvements on the optimization algorithms could allow more degrees of freedom
to be explored in the design of the coil with fewer function evaluations.
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