We develop a fast algorithm to calculate the entanglement of formation of a mixed state, which is defined as the minimum average entanglement of the pure states that form the mixed state. The algorithm combines conjugate gradient and steepest descent algorithms and outperforms both.
I. INTRODUCTION
Quantum computation and information (QCI) is a new and rapidly growing field at the interface between quantum mechanics and information theory. [1] A major thrust in current QCI research is to build scalable quantum computers that will be able to perform more complex operations and eventually outperform its classical counterparts in certain applications. [2] A quantum computer can outperform a classical computer only through its utilization of quantum entanglement. It has been proved that if the quantum state of a quantum computer has no entanglement, it can do no better than a classical computer.
Entanglement is a fundamental property rooted in quantum mechanics [3] and has been studied extensively in connection with Bell's inequality. [4] A pure state of two quantum subsystems is called entangled if the wave function of the entire system is unfactorizable, i.e.
it cannot be written as a product of the wave functions of the two sub-systems. Consider a quantum system with two sub-systems, A and B, in a pure state that is described by wavefunction |ψ . The entanglement of state |ψ is defined by the von Neuman entropy of the reduced states,
where ρ A (ρ B ) is the partial trace of the density matrix ρ = |ψ ψ| over the subsystem B (A). The simplest example for sub-systems A and B are two "qubits", where a qubit is a particle of two linearly independent quantum states (such as the "up" and "down" states of a spin- 1 2 particle). In this case, the dimension of the Hilbert space of the entire system is N = 2 × 2 = 4; ρ, ρ A and ρ B are 4 × 4, 2 × 2 and 2 × 2 matrices, respectively. The sub-systems A and B are called qudits if they are particles with more than two linearly independent quantum states. Hence N ≥ 6 if at least one of the two subsystems is a qudit.
A mixed state cannot be described by a single wavefunction |ψ but can still be described by a density matrix ρ. It is always possible to decompose the density matrix ρ into a classical mixture of the density matrices of a set of pure states |ψ i :
It is natural to define the entanglement of the mixed state to be the average of the entanglement of pure states |ψ i , weighted by the probabilities p i . However, since the decomposition of a mixed state into a sum of pure states is not unique, the above scheme does not give a unique definition for the entanglement of mixed states. Several entanglement measures of a mixed state have been proposed, among which the entanglement of formation is especially important. [5] It is the minimum entanglement we can get from all possible decompositions,
The entanglement of formation has a simple physical interpretation: it is the minimal amount of entanglement required to create a mixed state with density matrix ρ. [6] In the following, we will refer to the entanglement of formation of a mixed state simply as its entanglement.
Because there are infinite number of ways to decompose a density matrix ρ into a sum of density matrices of pure states, the computation of the entanglement of a mixed state is a non-trivial optimization problem. While the analytic solution has been derived for arbitrary state of two qubits [6] (N = 4), no analytical solution is available to date for two qudits (N ≥ 6). Various algorithms, including Monte Carlo [7] , genetic algorithm [8] , have been proposed to approach the higher-dimensional problem numerically. Unfortunately, existing numerical methods suffer from slow convergence due to the random nature of their search for the optimal solution, without the aid of local gradient information.
The contributions of this work are twofold. First, a fast, gradient-based algorithm is developed that can be applied to compute the entanglement of qudit systems at higher dimensions than possible before. Second, this new algorithm enables us to gather important information about the "landscape" of the entanglement function and the statistics of the entanglement in the ensemble of random density matrices [7, 9, 10] . Special focus is given to the volume of separable states in the ensemble, i.e. the portion of mixed states which can be decomposed into factorizable pure states (i.e., with zero entanglement). It has been
shown that for N = 4 and N = 6 a density matrix is separable if and only if its partial transpose is positive [11] , and these states are called positive partial transposition (PPT)
states. For N > 6, there exist PPT states that have non-zero entanglement, and they are called bound entangled states. This suggests that the fraction of separable states among PPT states should be less than 100%. Indeed, for N = 8, a previous report estimated the fraction of separable states among PPT states to be 78.7% [7] . Using the more efficient algorithm, we found that the fraction of separable states among PPT states is much larger, actually close to 100% (see Section III C). We believe the difference is due to the better numerical convergence in this work. We also present entanglement statistics for Hilbert space dimensions up to N = 16.
The paper is organized as follows. In Section II, we first set up a standard scheme to decompose an arbitrary density matrix ρ through the use of a unitary matrixŨ , following [6] .
Using the expression of derivative of E with respect to U , which is given in Appendix A, we then present three gradient search algorithms: steepest descent, conjugate gradient, and a hybrid method. Some benchmark data illustrating the convergence and efficiency of the three methods and the nature of the "landscape" of the entanglement function are also presented in Section II. Using the hybrid method, Section III presents the entanglement statistics in ensembles of random density matrices at higher dimensions than what is numerically achievable before. A summary and a outlook for future work are presented in the last section. The appendices provide more details on the derivation of the gradient direction, and the method of imposing constraints during the optimization.
II. GRADIENT SEARCH ALGORITHMS
A. Mixed state decomposition using unitary matrix
Consider an N × N density matrix ρ. Because it is a positive semi-definite Hermitian matrix, it can always be diagonalized by a unitary transformation,
where V is a unitary matrix, and D is a diagonal matrix with 
It has been shown that an arbitrary decomposition can be described by the above scheme with a suitable choice of unitary matrixŨ . The entanglement given by this decomposition is a function of both ρ and U (the first N columns ofŨ ). Computing the entanglement of formation of matrix ρ is then an optimization problem,
where
The freedom of choosing the matrix U means that there are infinitely many ways to decompose a mixed state density matrix. The dimension M of the unitary matrixŨ dictates the number of pure states that ρ will be decomposed into and M can be arbitrarily large.
Fortunately, it has been shown that there is no need for M to exceed N 2 [14] (in the sense that it will not give rise to decompositions with different values of entanglement).
Furthermore, the decomposition given by all unitary matrices of dimension M 1 × M 1 is a subset of decompositions given by all unitary matrices of dimension
Therefore, the search for the optimal matrix U is limited to the dimension of N × M where
. In practice, we find that the minimized value for E converges quickly as a function of M so that there is no need to go to the upper bound of M = N 2 .
The information above is sufficient to construct a Monte Carlo algorithm to minimize E with respect to all admissible matrices U . [7] The algorithm consists of a trial step in which various components of matrix U is perturbed randomly and the trial is accepted or rejected based on the resulting change in E. However, this algorithm is very slow because of its random nature of the search for a better candidate matrix U . It is well known that an optimization algorithm becomes much faster if it can take advantage of the local gradient information. For this purpose, we have obtained the explicit expressions for the partial derivatives of E with respect to every component of matrix U ,
The results and derivations are given in Appendix A.
B. Minimization with constraint
The information about the local gradient G ij can be used to construct more efficient search algorithms for the optimal decomposition matrix U . Care must be taken to account for the constraint that U is the first N columns of a unitary matrix. In other words, the columns of matrix U are normalized vectors that are orthogonal to each other. This situation is very similar to quantum ab initio calculations [12] for which both steepest descent and conjugate gradient algorithms have been successfully developed to solve the ground state electron wave functions. In the following, we describe the steepest descent and conjugate gradient algorithms to compute the quantum entanglement, which are motivated by this analogy.
Because the dimension of our system is much smaller than that in ab initio simulations [12] (a few versus a few thousand), we use a different way to impose the ortho-normal constraints during the optimization. Instead of explicitly normalizing and orthogonalizing the column vectors, we rewrite the unitary matrix as an exponential of a Hermitian matrix,
where the constraint H = H † is much easier to impose. At each iteration, when the new Hermitian matrix in the next step becomes,
the resulting new matrixŨ
is guaranteed to be a unitary matrix. [18] C. Steepest descent algorithm
If there were no constraints on matrix U , a steepest descent (SD) algorithm would update
where λ is a small step size parameter.
To impose the unitary constraint, we employ the transformation in Eqs. (11)- (13) and let
whereG is a M × M matrix whose first N columns comes from N columns of G and other components are filled with zeros. The fact that matrix g is the steepest descent direction for matrix H is shown in Appendix B.
In our steepest descent algorithm, the value of λ is allowed to adjust automatically during the iterations. At each SD step, the value of λ is initialized to be the value from the previous step. Given this step size, if
we then try to double λ and the trial is accepted if this gives rise to an even lower value for E(ρ, U new
).
Fig 1(a) illustrates the trajectory of a typical SD minimization for a test case of a two-
qubit system. The trajectory exhibit a highly zig-zag shape as it approaches the minimum, which significantly slows down the convergence speed of the SD algorithm near narrow landscape of the objective function. [13] . This is a well known problem and is precisely the motivation for the development of a conjugate gradient algorithm in ab initio calculations. [12] D. Conjugate gradient algorithm
The conjugate gradient (CG) algorithm finds the minimum of a function through a series of searches. In each search the algorithm determines the minimum of the function along a search direction. The search direction is computed based on the local steepest descent direction but also has to be "conjugate" to all previous search directions. The CG algorithm works especially well when the local landscape is quadratic. CG generally outperforms SD in complex nonlinear landscapes as well. [13] At the beginning of the n-th iteration, given the local steepest descent direction g (n)
(for matrix H defined in Eq. (11)), the new search projected into the two-dimensional space spanned by the real part of the first two diagonal elements
is computed as follows,
Since both d and g are matrices with complex elements, the inner product in Eq. (16) , but to all the previous search directions, if the landscape of the objective function is quadratic. The CG algorithm requires us to find the minimum of the function along each search direction before beginning the next search direction. This is a one-
We minimize f (λ) by evaluating it at three points, λ = 0 (at no additional cost), λ = 0.1 and λ = 0.2, and fit the function to a parabola. In the rare case of E(ρ, U
) (usually less than 5% of the time), the one-dimensional minimization obviously fails. In this case, we simply replace this CG step by a steepest descent step and restart the CG relaxation (resetting n = 1). Fig 1(b) illustrates the trajectory of a typical CG minimization for the same density matrix ρ and initial unitary matrixŨ as that in Fig. 1(a) . As expected, the CG trajectory does not show the zig-zag behavior as in the SD trajectory. As a result, the CG algorithm usually takes less iterations than SD to converge. Unfortunately, the CG trajectory develops chaotic spirals as the minimum is approached, slowing down the convergence. Since each CG iteration requires more than one evaluation of the entanglement function, the overall convergence speed for the CG algorithm is similar compared to that of SD (see Section II F).
E. Hybrid Method
Given the limitations of both SD and CG algorithms, we find that a much more efficient algorithm can be constructed for entanglement minimization when we combine the two together. In particular, it has been suggested that for highly non-quadratic landscape, a good strategy is to reset the CG search direction to the steepest descent direction from time to time. [13] Therefore, in the hybrid method, we separately perform both a steepest descent step and a conjugate gradient step at each iteration. The actual step we take is the one that gives us the lower entanglement value, i.e. by comparing E(ρ, U new SD ) and E(ρ, U new CG ). Even though one iteration in the hybrid method is more expensive than both SD and CG, the algorithm is much more efficient because it takes much fewer iterations to converge. As shown in Fig. 1(c) , the trajectory from hybrid method does not display either zig-zag or spiral characteristics. We suggest in passing that it would be worthwhile to test the hybrid method to other optimization problems, such as protein folding or ab initio calculations, whose objective function has a complex landscape.
F. Comparison of convergence speed
The entanglement of formation between two qubits (N = 4) has been derived analytically [6] , which can be used as a benchmark for the numerical algorithms. We found that all three gradient search algorithms reach the (global) minimum given by the analytic solution with M = N = 4 starting from an aribitrary initial unitary matrix. This indicates that there is only a single minimum for the entanglement as a function of U . While all three methods converge to the correct results in this case, their computation time is different.
The algorithms are tested on 1, 000 randomly generated density matrices and initial unitary matrices (the random measure µ is defined in Section III A). The search iterations continues until the absolute error of the entanglement measured from the analytic result is less than 10
. The tests are performed using a Matlab program running on a Pentinum II PC. The benchmark results are shown in Table I , which clearly demonstrates the superiority of the hybrid method over the other two. The average computation time for the hybrid method (HM) is 4 to 5 times shorter than that for SD and CG, while the number of iterations is 6 to 8 times smaller. It is also worth noting that SD sometimes requires an exceptionally large number of steps to converge. We therefore limit the total number of iterations for all three algorithms to 10, 000, at which point the algorithm will abort and declare failure if convergence is still not reached. 97 of the 1, 000 test cases failed when SD is used, while none of the cases failed if either CG or HM is used. Thus the average time statistics for SD would become even less favorable compared with the other two had we used an even larger number for the maximum allowed steps. In the following, we will only use HM to collect the statistics of entanglement. The HM program is re-implemented into C++, which is faster than the Matlab version by 2 orders of magnitude.
G. Local and global minima
Because the definition of the entanglement of formation requires the solution of a global minimization problem, it is of interest to find out whether the landscape of the entanglement function have multiple local minima. In the case of two qubits (N = 4), we find that the minimization algorithm (hybrid method) always converge to the analytic solution given arbitrary initial unitary matrix U . This indicates that for N = 4 there is only a single minimum which is the global minimum. However, for N > 4, we find multiple minima whose number increases with increasing N . Fig. 2 shows the histograms of the local minima found for two density matrices starting from 1, 000 randomly chosen initial unitary matrices Theoretically speaking, the dimension of the unitary matrix has to be larger than that of the density matrix with M = N 2 . In the case of two qubits (N = 4), however, we have found that the gradient search algorithm is always able to find the global minimum even with M = N . Unfortunately, we found this is no longer the case for N > 4. Since the decompositions described by all unitary matrices of a lower dimension is a subset of those described by unitary matrices of a higher dimension, we expect the lowest minimum found among all unitary matrices of dimension M × M should decrease with increasing M . Therefore, it is of interest to investigate how the lowest minimum value converges with increasing M . Due to the limited computational resource, it is often impossible to try all elements and matrix U would have 4096 elements. This is beyond the range of our current computational power, especially because we still need to try many (e.g. 100) different initial unitary matrices for each chosen M to ensure a fair chance of finding the global minimum.
We have tested the convergence of the lowest minimum as M increases from N to 2N .
When one of the two particles is a qubit (having only two independent states), changing M from N to 2N does not change the lowest minimum value by more than 1%. In all other cases, the lowest minimum seems to decay exponentially with increasing M and seem to have converged well before M reaches 2N . This is a good sign because it suggests that numerically it may not be necessary to ever go to the limit of M = N matrices, which leads to the curve in Fig. 3 . The normalized and averaged entanglement value is seen to converge exponentially,
where the rate of convergence λ can be obtained empirically by numerical fitting. To see whether the rate of convergence is large enough to justify stopping M at 2N , we can use δE = ∆E exp(−λN ) as an error estimator. The fitted values for λ and the error estimates δE for various choices of N = n A ×n B are shown in Table II . Notice that the smallness of δE only indicates the selfconsistency for stopping M at 2N . It does not preclude the possibility that a substantially lower minimum can be found for some M > 2N . As a compromise between numerical accuracy and computational cost, we use M = 2N for all the calculations in Section III. In this section, we apply the gradient search algorithm developed in the previous section to an ensemble of random density matrices and explore the correlation between entanglement and other easier-to-compute quantities such as participation ratio and negativity.
A. Random density matrix ensemble
Before we can discuss the statistical distribution of the entanglement of randomly distributed density matrices, we first need to define a measure in the space of density matrices, i.e. to specify the precise meaning of "randomly distributed". Because there is no standard definition for the measure in the space of density matrices, we follow the definition proposed byŹyczkowski [7] . Recall that a density matrix is a positive semi-definite Hermitian matrix with trace equal to one. A density matrix can always be diagonalized by a unitary trans-
. Hence a measure µ of density matrix ρ can be constructed from the measure ∆ 1 of the diagonal matrix D and the measure ν H of the unitary matrix V , i.e.,
The measure ∆ 1 is a uniform distribution on the (N −1)-dimensional simplex determined by the trace condition
ν H is the Haar measure for random unitary matrices. [9] To generate a random density matrix, we first generate a random unitary matrix V according to the Haar measure using the algorithm given in [9] . Another auxiliary random unitary matrix U is generated by the same algorithm and the squared moduli of its first column is used to generate the diagonal elements of matrix D,
The random density matrix is obtained by ρ = V DV † .
Using this procedure, we generate 10, 000 density matrices of dimension N × N for every N = 4, 6, 8, 9, 10, 12, 15, 16, as listed in Table III . For each density matrix, minimization is performed from 10 randomly chosen initial unitary matrices and the lowest minimum value obtained among these 10 runs is used as the (upper-bound) estimate of the global minimum. The entanglement results thus obtained are correlated with other quantities that are believed to be related to entanglement, such as participation ratio and negativity [7, 10, 15] .
B. Participation ratio
The participation ratio R of a density matrix ρ is defined as,
Because R = 1 for certain pure states and R = N for totally mixed states (ρ = I/N ), R can be interpreted as an effective number of pure states in the mixture. Therefore we would expect a decreasing entanglement E for an increasing R. Fig. 4 demonstrates the anticorrelation between entanglement E and participation ratio R. As the participation ratio R grows, especially when R exceeds a certain threshold value, the fraction of states with zero entanglement (i.e. separable states) increases. In other words, purer quantum states (with smaller R) tend to have a smaller probability to be decomposable into factorizable states.
C. Negativity and PPT states
The elements of a density matrix can be specified by ρ jl,j l where indices j and j corresponds to sub-system A and indices l and l corresponds to sub-system B. A partial transpose of ρ is defined as
in which only the indices for sub-system B are transposed. All of the eigenvalues of the original density matrix ρ are non-negative. However, this is not the case for ρ T 2 . The negativity parameter t is defined as a way to quantify the violation of this condition, . This confirms the correctness of the theoretical result as well as the robustness of our numerical algorithm. [15] Some statistics of our numerical results are summarized in Table III . The correlation function S(E, t) is found to be close to 1 for all the cases, supporting a strong correlation between entanglement and negativity. While it has been shown that for N = 4 and N = 6, a density matrix is separable (E = 0) if and only if it is a PPT state (t = 0), for N > 6 there exist PPT states with non-zero entanglement. For N = 8,Źyczkowski [7] estimated the 
fraction of separable states among PPT states to be only 78.7% [7] . Our numerical results can also be used to estimate the fraction of separable states among PPT states.
Due to limited numerical resolution, we classify all density matrices with E < 10 −9 as separable states, i.e. E = 0. Consistent with the previous report [10] , all PPT states are separable for N ≤ 6. Strikingly, we also found that all PPT states among the 10, 000 randomly generated density matrices (including N = 8) have zero entanglement regardless of dimension. This contradicts previous report [7] and suggests that the fraction of separable states among PPT states is close to 100% for the case of N = 2 × 4. The disagreement is mostly due to the faster convergence of our gradient search algorithm, which allows us to use many initial unitary matrices to obtain a better estimate of the global minimum.
Nonetheless, our results should not be over-interpreted as: all PPT states are separable states. In fact, Horodecki [14] has provided an example of non-separable PPT states for It is likely that states in this family of density matrices occupies a negligible volume in the ensemble of random density matrices, which is why we did not observe any non-separable PPT states in all of our 10, 000 density matrices (23.6% are PPT states). We would like to make the following conjectures based on the above results. First, a small volume of bound entangled states exists at the vicinity of Horodecki matrix, and they are very difficult to find. For example, in the second approach described above, we only found 26 of such states out of 40, 000 random matrices. Second, large perturbations to the Horodecki matrix lead to an ensemble of density matrices with similar statistical behavior as the ensemble generated earlier in Section.III.A, i.e., all these PPT states have zero entanglement. Given that we are able to generate a few bound entangled states by randomly perturbing the Horodecki matrix (with ∆ ≤ 0.1b), the fraction of bound entangled states among PPT states can be a finite but very small number.
IV. SUMMARY
We develop a fast gradient search algorithm for the computation of the entanglement of formation for a mixed state, which is defined as the smallest average entanglement among all possible ways to decompose the mixed state into a classical mixture of pure states. This is enabled by the analytic derivatives of entanglement with respect to the unitary decomposition matrix, which are given in Appendix A. A hybrid method, combining steepest descent and conjugate gradient methods, is found to outperform both of them. The fast convergence of the hybrid method allows us to compute entanglement of formation in higher dimensions than what was possible before. Nonetheless, the hybrid method still searches for the local minimum only. In order to estimate the global minimum, we repeat the gradient search several times starting from different random initial conditions and select the lowest local minimum obtained from all the searches. In principle, the gradient search algorithm presented here can be combined with other techniques, such as the simulated annealing [16] or genetic algorithm [8] to expedite the search for the global minimum.
Using the hybrid gradient search algorithm, we obtained entanglement statistics of 10, 000 density matrices with N ranging from 2 × 3 to 4 × 4. Anti-correlation is observed between entanglement E and participation ratio R, whereas a strong correlation is observed between E and negativity t. In particular, all the PPT states (density matrices with t = 0) in our study are found to be separable (E = 0). This suggests a much higher ratio of separable states among PPT states than reported earlier, most likely due to the better convergence of our numerical results.
Consider the entanglement E as a function of both the density matrix ρ and the decom-
where ρ
AB(i)
= |w i w i | is the density matrix of the pure state |w i . The entanglement of a pure state is defined through the von Neuman entropy of the partial trace,
In this appendix, we derive the derivative of E with respect to every component of U . It is important to note that the components U ij are complex numbers. We will treat U ij and U * ij (the complex conjugate) as independent variables. In other words, the change δE with caused by a small change of matrix U can be written as,
Computing the derivative of E with respect to U requires the derivatives of both p i and
S(ρ (i)
A ) with respect to U , i.e.,
The derivative of p i is easier to obtain,
where λ l is the eigenvalue of ρ.
To obtain the derivative of S(ρ (i)
A ), we need to follow the chain rule,
S(ρ
where Λ
A(i) p
is the p-th eigenvalue of matrix ρ
A(i)
, based on which S(ρ
) can be written as,
S(ρ
Therefore, 
∂S(ρ (h)

A ) ∂Λ
First, recall that we treat U ij and its complex conjugate U * ij as independent variables. This means that a differential change of E can be written as
is the derivative we obtained in Appendix A. It can be verified that, if matrix U were not subject to any constraints, the steepest descent direction for U ij should be −G * ij , instead of −G ij itself.
To impose the unitary constraint, we let to the first order of δH. For convenience, we define a square matrixG whose first N columns are identical to G, while other columns are filled with zeros. The ensuing change of E is, 
