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We discuss the potential of advanced ground-based gravitational wave detectors such
as LIGO, Virgo, and KAGRA to detect generic deviations of gravitational waveforms
from the predictions of general relativity. We use the parameterized post-Einsteinian
formalism to characterize the deviations, and assess what magnitude of deviations are
detectable by using an approximate decision scheme based on Bayesian statistics. We
find that there exist detectable regions of the parameterized post-Einsteinian parameters
for different binary masses from the observation of a single gravitational wave event.
The regions are not excluded by currently existing binary pulsar observations for the
parameterized post-Einsteinian parameters at higher post-Newtonian order. We also find
that neglect of orbital eccentricity or tidal deformation effects do not cause a significant
bias on the detectable region of generic deviations from general relativity.
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1. Introduction To date, general relativity (GR) has passed all experimental and obser-
vational tests in the weak-field and non-relativistic regimes. Nonetheless, the following issues
motivate us to study modified gravity (MG) theories: The first one is the fundamental the-
oretical one that quantizes gravity and unifies it with other interactions; see [1] for related
work in the context of gravitational waves (GW). The second one is the black hole singu-
larity, which appears unavoidably in GR. Thus, GR is expected to be broken down at the
singularity (see, e.g., [2] for related work in the context of GW). The third one is the cur-
rent cosmic acceleration discovered with the observation of type Ia supernovae, which may
suggest the existence of dark energy [3, 4]. This is supported by the cosmic microwave back-
ground temperature anisotropies [5] and the large-scale structure of galaxies [6]. However,
the nature of dark energy is still unknown, and it may also suggest a sign of breakdown of
GR on a cosmologically large scale (see the reviews in [7–9] for details). It is thus important
to experimentally test GR more precisely.
Advanced LIGO has detected two gravitational wave events from binary black hole mergers
during its first observation run [10–12]. This observation suggests that advanced LIGO [13]
and the coming advanced Virgo [14] and KAGRA [15, 16] will observe a lot of similar
GW events when these detectors are in full operation. These observations will give us a
great opportunity to test GR through comparison of observed gravitational waveforms with
the predictions [17]. We might encounter breakdown of GR in strong-field and dynamical
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regimes in the coming GW observations. They would provide us with lots of important
clues to construct a correct theory of gravity that overcomes the above problems. It is
thus important to quantify what deviations from GR can be detected by the coming GW
observations.
The second-generation ground-based laser interferometer is sensitive to gravitational waves
in the frequency band between 10 and a few 1000 Hz. The GWs emitted during the inspiral
phase of coalescing compact binary (CCB) systems are one of the most promising sources
for these detectors, which will be able to detect the GWs from CCB systems, composed of
neutron stars (NSs) and/or black holes (BHs), within a few 100 Mpc or a few Gpc.
The inspiral phase of CCB systems is well understood thanks to the post-Newtonian (PN)
formalism [18, 19]. Therefore, GW observations of the inspiral signals emitted from CCB
systems can be a powerful probe of the strong-field, dynamical aspect of gravity theories [20].
It is extremely instructive to contrast predictions of parameterized deviations from GR.
For example, the parameterized post-Newtonian (ppN) formalism has been used for weak-
field tests of gravity [21]. Many previous works take a model-independent approach to the
strong-field test of gravity for the coming GW observations (see the reviews in [20, 22–24]
of GW tests of gravity). In the PN formalism, the amplitude and the orbital phase of the
inspiral signal are expanded in powers of v/c, with v a characteristic velocity [18, 19]. A test
of GR could take the form of modifying the PN phasing coefficients, called parameterized
tests of post-Newtonian theory (PTPN) [25–27]. A general algorithm for testing GR, called
TIGER (Test Infrastructure for GEneral Relativity), was developed, based on Bayesian
model selection [24, 28–30]. Given the data containing the inspiral signal, one compares the
Bayesian evidence for the GR hypothesis against the MG hypothesis in which one or more
phasing coefficients in the PN formula are modified.
Yunes and Pretorius have developed the parameterized post-Einsteinian (ppE) formalism,
which is a similar but more general approach than the PTPN, covering a large class of
parameterized deviations [31]. In [32], the authors have shown that lower-PN corrections in
the phase have been strongly constrained with the observation of the orbital period decay
of the binary pulsar PSR J0737 − 3039. In [33], the authors have evaluated the parame-
ter estimation accuracy of the ppE phasing parameters for observations with Advanced
LIGO/Advanced Virgo and LISA detections by using the Markov chain Monte Carlo method.
Their results have shown that GW constraints are stronger than those of binary pulsar
observations at higher PN order. There have been many other works which used the ppE
formalism [32, 34–40].
To evaluate the parameter estimation accuracy, Fisher information matrix analysis has
often been used (see, e.g., [41, 42]). Bayesian hypothesis testing is also useful for model
selection in the GW data analysis (e.g., [43]). Recently, Vallisneri has proposed a simple
approximate decision scheme for testing MG within the framework of Bayesian hypothesis
testing [44]. In this approach, one can easily evaluate the signal-to-noise ratio (SNR) required
for detection of a given deviation from GR waveforms. In this method, one only needs
to compute the SNR and a fitting factor (FF), which are computationally cheaper than
computing the full evidence1. Vallisneri’s method is indeed useful to assess the detectability of
1Note that this approximate scheme is valid only in the limit of large SNR and small deviations
from GR waveforms. See Sect. 3 for the detail of this scheme.
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MG signals. We have already demonstrated by using this method that there exist detectable
regions of the bigravity parameters (the graviton mass and the ratio between gravitational
constants for two kinds of graviton), which characterize graviton oscillations, for a single
observation of GW from CCB with an advanced ground-based GW detector [45].
For detection purposes, one usually uses a GR waveform as a template for the matched
filtering analysis. However, if GR happened to be broken in the strong-field regime, GR tem-
plates could still extract signals, but with the wrong values of the parameters. This is called
fundamental bias [31]2. If the deviations from GR are not large enough to be detectable and
yet this systematic error is larger than the statistical uncertainties in parameter estimation,
fundamental bias can be hidden, and becomes stealth bias. In [35], Vallisneri and Yunes have
investigated the stealth bias by using the Vallisneri’s method and have indicated that stealth
bias could be a generic feature of GW observation, if GR is not correct in the strong-field
regime.
In this paper, looking toward the full operation of advanced ground-based GW detec-
tors, we explore the detectability of generic deviations of gravitational waveforms from
CCBs by using the ppE formalism based on Vallisneri’s method. We consider non-spinning
binary systems consisting of binary neutron stars (BNS) , neutron star−black hole (NSBH)
binaries, and binary black holes (BBHs). We explore what deviations from GR waveforms
are detectable. We also focus on what the effect of systematic bias is on the detectable
region. We investigate the systematic bias [46] due to the neglect of spin [47], orbital eccen-
tricity [46, 48], and tidal deformation [49–52] on constraining generic deviations from GR
waveforms. Bayesian analysis has been performed [30, 36] on testing GR with GWs including
spins and the NS finitesize effect. The authors of [30] have studied the robustness of TIGER
against unknown fundamental, astrophysical, and instrumental effects. They concluded that
the 400 Hz cutoff renders tidal effects up to 6PN order in phase invisible without affecting
TIGER’s ability to look for GR violations. The authors of [36] have studied the effect of
aligned spins in the templates on the Bayes factors between a 1PN ppE model and GR in
the case when the signal is a ppE model without spin. They have shown that the degeneracy
between the 1.5PN spin term and the 1PN ppE parameter significantly weakens the bounds.
In this paper, we include higher PN order terms of spins, tidal deformations, and orbital
eccentricity, and study the case when both signals and templates include these additional
parameters.
The remainder of this paper is organized as follows. In Sect. 2, we briefly review the ppE
formalism and PN phase including corrections by spin, orbital eccentricity, and tidal defor-
mation. In Sect. 3, we briefly review GW data analysis for CCBs and Vallisneri’s method.
In Sect. 4, we show the detectable region of the ppE parameters. Section 5 is devoted to
summary and discussion.
2. The ppE formalism as generic deviations from general relativity In this section, we
briefly review the parameterized post-Einsteinian (ppE) waveform, which has been proposed
by Arun et al. [25] and Yunes and Pretorius [31].
2 Fundamental bias is systematic error due to the use of waveforms derived in the incorrect theory.
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We consider the quasi-circular inspiral phase of GWs from CCB systems. In this paper,
we consider non-spinning binaries for simplicity. The gravitational waveforms received by
the laser interferometer are described by using two polarizations of GWs 3 and the detectors
antenna pattern function, which depends on the location of the source on the sky and the
detector’s location. Since we consider detection with a single detector, we only need simplified
forms of the waveform in which the detector’s antenna pattern function and the inclination
angle of the orbital plane are contained in the constant amplitude and phase. The inspiral
waveform in GR is described in the frequency domain as
h˜GR(f) = AGR(f)e
iΨGR(f) , (1)
where the amplitude AGR(f) (up to Newtonian order) and the phase function ΨGR(f) are
given as a series in the inspiral reduced frequency u ≡ (πMf)1/3 as,
AGR(f) = AM
2
DL
u−7/2, (2)
and
ΨGR(f) = 2πftc +Φ0 − π
4
+
3
128u5
7∑
k=0
(
cPNk + l
PN
k lnu
)
uk, (3)
where A is a constant determined by the sky location and the inclination angle, DL is the
luminosity distance to the source, tc is the coalescence time, and Φ0 is a constant phase term.
M is the chirp mass defined by the component masses, m1 and m2, as (m1m2)3/5/(m1 +
m2)
1/5. The coefficients cPNk and l
PN
k depend on the component masses m1, m2.
The ppE formalism has been formed by adding amplitude and phase corrections to the
GR response function. The ppE inspiral waveform has the form [31]
h˜MG(f) = AMG(f)e
iΨMG(f) , (4)
where
AMG(f) = (1 + αu
a)AGR(f), (5)
ΨMG(f) = ΨGR(f) + βu
b. (6)
The ppE formalism is corrected by ppE amplitude and phase functions with free magnitude
parameter α and powers of the frequency a in the amplitude, and free magnitude parameter
β and powers of the frequency b in the phase. The αua term in the amplitude corresponds to
relative a/2 PN order with respect to the leading GR terms, and the βub term corresponds to
relative (b+ 5)/2 PN order, respectively. GR is recovered when (α, β) = (0, 0). We restrict
a and b to integer values since we consider circular orbits. 4 In this paper, we consider the
following two cases:
A. Amplitude corrections with a ∈ [−2, 6] corresponding to −1 to 3 PN order.
B. Phase corrections with b ∈ [−7, 2] corresponding to −1 to 3.5 PN order.
3 For simplicity, we do not consider additional polarizations, which are discussed in the context of
the extended ppE formalism in [34].
4However, non-integer powers of the frequency in the phase of the GWs arise for the non-circular
orbit [34].
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Notice that for amplitude corrections, 0 PN order corresponds to quadrupole radiation, which
is the dominant mode for GR, −1 PN order is a typical signature of dipole radiation, and
higher PN order terms correspond to higher harmonics. We take the following parameters
as independent parameters for GR: θGR = {Mt, q, tc, Φ0}, where Mt is the total mass
and q is the mass ratio. 5 On the other hand, we take θMG = {a, log α, θGR} and θMG =
{b, log β, θGR} as independent parameters for cases A and B, respectively.6.
Systematic biases caused by approximating waveforms can affect detectable regions of the
ppE deviations from GR. To study how significant these physical effects in CCB systems
are, we use a modified gravity signal with, e.g., nonvanishing spins and recover this with the
GR nonspinning templates. We sum the several contributions to the phase as
ΨGR(f)→ ΨGR(f) + ∆Ψspin3PN +∆Ψecc.2PN +∆Ψtidal7.5PN (7)
for GR. On the other hand, we take
ΨMG(f)→ ΨMG(f) + ∆Ψspin3PN +∆Ψecc.2PN +∆Ψtidal7.5PN (8)
for ppE phase. Here, ∆Ψspin3PN is the non-precessing spin effect up to the 3PN order relative to
the Newtonian 0PN term in the phase [46]. ∆Ψecc.2PN is the orbital eccentricity corrections to
the 2PN order relative to the leading term [46], with the orbital eccentricity e0 at a reference
frequency f0 = 10 Hz. The leading order of the tidal correction is relative 5PN order to the
Newtonian 0PN term in the phase [49], but the prefactors, the tidal deformability parameter
λ is not small; λˆ ≡ λ/M5t ∼ 5− 44 for BNS with (1.4 M⊙, 1.4 M⊙) [51].7 The effects of
tidal deformation have been derived up to the relative 2.5PN order to the leading term (or
7.5PN in the phase) ∆Ψtidal7.5PN [52]. (Here we assume that λ is same value for both binary
components.) In this work we study the effect of each physical correction in phases (7) and
(8).
3. Decision scheme to assess detectability of modified gravity In this section, we
briefly review the GW data analysis and an approximate decision scheme to assess the
detectability of the MG effects on waveforms.
First, we define the noise-weighted inner product ( · | · ) for signals hA and hB as
(hA|hB) ≡ 4Re
∫ fmax
fmin
h˜A(f)h˜B(f)
Sn(f)
df, (9)
where Sn(f) is the one-sided noise power spectrum density of a detector. In this paper,
we use the noise power spectrum density of the advanced LIGO that is called Zero Det,
High Power [53]. The interval of integration fmin and fmax is taken to be fmin = flow and
fmax = fISCO ≈ (63/2πMt)−1, where flow is the lower cutoff frequency that is defined for each
detector and we take it to be flow = 20 Hz, while fISCO is the frequency at the innermost
stable circular orbit of the binary.
5We fix the distance to the source DL and we assume a signal from a face-on binary system at the
zenith, for simplicity.
6We are using the ppE formalism with a single nonGR parameter in the amplitude and phase.
Such a simple ppE template is sufficient in terms of detecting deviations from GR and higher order
corrections are irrelevant, as was found in Ref. [36]
7 λ depends on the NS masses and equation of state.
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The signal-to-noise ratio (SNR) for a given signal h is its norm defined as
SNR ≡ |h| =
√
(h|h). (10)
We also define the fitting factor (FF) [54] that is used to characterize the deviations of MG
waveforms from the GR waveforms. The FF between the GR and MG waveforms is defined
as
FF(θMG) ≡ max
θGR
(hGR(θGR)|hMG(θMG))
|hGR(θGR)||hMG(θMG)| , (11)
where hGR(θGR) and hMG(θMG) are the GR and MG waveforms. By definition, the maximum
of FF is 1, which is realized when the MG waveform coincides with the GR waveform. Thus,
1− FF measures the strength of the MG corrections that cannot be absorbed in the GR
waveform even if the source parameters of the GR waveform are changed.
Next, let us briefly review Bayesian hypothesis testing. Bayes’ theorem states that the the
posterior probability distribution of the hypothesis H given the data s, p(~θ|s,H), is given as
p(~θ|s,H) = p(
~θ|H)p(s|~θ,H)
p(s|H) , (12)
where p(s|~θ,H) is the likelihood function for the observation s, assuming the hypothesis
H and given values of the parameters ~θ. p(~θ|H) is the prior probability distribution of
the unknown parameter vector ~θ within the hypothesis H. p(s|H) is the fully marginalized
likelihood or evidence for H defined as
p(s|H) ≡
∫
d~θp(s|~θ,H)p(~θ|H), (13)
which is the integral of the likelihood p(s|~θ,H) multiplied by the prior over all parameters
within the hypothesis H. This is the normalization constant in the denominator of Eq. (12)
for the hypothesis H. Here the data s obtained from the detector is assumed to be the sum
of the detector noise n and the inspiral signal h,
s(t) = n(t) + h(~θ; t). (14)
We assume that the noise is stationary and Gaussian. The probability distribution of the
noise is given as
p[n] = N e−(n|n)/2, (15)
where N is a normalization factor. Then, the likelihood function is simply the Gaussian
distribution
p(s|~θ,H) = N e−(s−h(~θ)|s−h(~θ))/2. (16)
Bayesian model selection is performed by comparing the posterior probabilities for different
hypotheses. The Bayesian odds ratio for MG over GR is defined as
O ≡ P (MG|s)
P (GR|s) =
P (MG)
P (GR)
P (s|MG)
P (s|GR) , (17)
where P (MG|s) and P (GR|s) are the posterior probabilities of the MG and the GR hypothe-
ses for given data s, P (MG) and P (GR) are the prior probabilities of the MG and the GR
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hypotheses, and P (s|MG) and P (s|GR) are the evidence of the MG and GR hypotheses.
Here, the ratio between different evidences BF = P (s|MG)/P (s|GR) is the Bayes factor
between two competing hypotheses, MG and GR, which can assess how much more likely
the data s is under MG rather than under GR.
Following [35, 44], we explain Vallisneri’s method based on Bayesian hypothesis testing. In
Bayesian statistics, one declares the detection of MG corrections to GR when the odds ratio
exceeds a chosen threshold Othr. We define OMG as the odds ratio when the data contain an
MG signal, with OGR as the one when the data contain a GR signal. The distribution of OGR
determines the background of false MG detections for a chosen threshold Othr. We set the
thresholdOthr by requiring a sufficiently small false alarm probability, PF = P (OGR > Othr),
which is the fraction of observations in which the odds ratio OGR happens to exceed Othr
for the GR signal. On the other hand, the true detection probability (also known as the
efficiency of the detection) PE = P (OMG > Othr) is the fraction of observations in which the
odds ratio OMG exceeds Othr for the MG signal.
We use a simple approximation for the Bayesian odds ratio. The logarithm of the Bayesian
odds ratio scales as SNR2(1− FF) in the limit of large SNR and small MG deviations from
GR waveforms. 8 When the data contain a GR signal, we have
OGR = N ex2/2, (18)
and when the data contain an MG signal, we have
OMG = N ex2/2+
√
2xSNRres+SNR2res , (19)
where the residual signal-to-noise ratio, SNRres, is defined as
SNRres ≡ SNR
√
1− FF, (20)
with the FF between the GR and MG waveforms defined as Eq. (11). x is a normal random
variable with zero mean and unit variance, which encodes the dependence on the noise
realization. The normalization constant N is the same in OGR and OMG. This constant is
a function of priors P (MG) and P (GR), the estimation errors, and the prior density widths
for the MG parameters. They cancel out when one computes PE as a function of PF .
Combining Eqs. (18) and (19) with the definitions of PF and PE , one obtains
PE = 1− 1
2
(erf(−SNRres + erfc−1(PF ))− erf(−SNRres − erfc−1(PF ))). (21)
The solution of (21), with given PE and PF , is denoted as SNRres = SNR
∗
res. A residual
with SNRres ≥ SNR∗res is detectable, and the SNR required for confident detection of MG
corrections to GR is then simply given as a function of FF as SNRreq = SNR
∗
res/
√
1− FF.
SNRreq is the SNR required for discrimination of modified gravity models as a function of
FF. MG detectability is improved for larger SNR or for larger MG corrections, corresponding
to smaller FF. In this work, we adopt PE = 1/2 and PF = 10
−4, which is an appropriate
8This approximation was first pointed out by Cornish et al. [33]. Vallisneri derived a similar
approximation from the Fisher information matrix. More recently, Del Pozzo et al. [55] compared the
prediction from this approximation for the Bayesian odds ratio against numerical simulation. They
found that this approximation recovers the numerical result with good accuracy when the FF value
is close to unity.
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value for the tens of detections expected from advanced ground-based GW detectors. For
PE = 1/2 and PF = 10
−4, SNRreq = 2.75/
√
1− FF.
This analysis is valid for large SNR signals, small deviations from GR, and Gaussian
detector noise.
4. Results: detectable regions in ppE parameters In this section, we show what mag-
nitude of deviations from GR waveforms are detectable by a single detection scenario using
an advanced ground-based GW detector. We evaluate the detectable region of the ppE mag-
nitude parameter α (β) as a function of PN order rather than powers of the frequency a
(b). Here, we assume the detection threshold SNR = 8. We consider three cases of CCBs as
GW sources: BNS with (1.4 M⊙, 1.4 M⊙) [fISCO = 1570 Hz], NSBH with (1.4 M⊙, 15 M⊙)
[fISCO = 268 Hz], low-mass BBH with (8 M⊙, 15 M⊙) [fISCO = 191 Hz], and high-mass
BBH with (30 M⊙, 30 M⊙) [fISCO =73.28 Hz].9
We obtain SNRreq from Eq. (21) by setting PE = 1/2 and PF = 10
−4. The detectable
region of the ppE corrections is the region where SNR > 8 and SNR > SNRreq is satisfied.
4.1. Amplitude corrections
First, we consider the ppE corrections only in the amplitude as expressed in Eq. (5). We
treat the ppE parameters α and a as independent parameters. We assess what magnitude of
the ppE amplitude corrections α is detectable as a function of PN order by using Vallisneri’s
method.
Figure 1 shows the detectable regions of the ppE amplitude corrections |α| to the
waveforms, as a function of PN order. The upper-left panel of Fig. 1 is for BNS with
(1.4 M⊙, 1.4 M⊙). The marks/curves correspond to the source at horizon distance
DL = 218 Mpc [circle/dotted (red)], the source at an intermediate distance, DL = 50 Mpc
[triangle/dashed (green)], and an extremely loud event with DL = 10 Mpc [square/dot-
dashed (blue)]. Each distance corresponds to SNR = 8 (DL = 218 Mpc), SNR = 34.9 (DL =
50 Mpc), and SNR = 174.6 (DL = 10 Mpc), in the case of GR respectively. The region above
each mark/curve is the region in which the ppE corrections are detectable. The shaded
regions are the detectable regions for an extremely loud event at DL = 10 Mpc. The solid
line (black) is the current bound from binary pulsar observations of orbital period decay due
to GW emission for the binary pulsar PSR J0737− 3039 [32].10 The region above this solid
line is already excluded. Thus, the region below the solid line is the region where there is a
possibility of detecting the ppE correction. We find that there is a possibility of detecting the
amplitude correction at 1PN and higher order, which is not excluded by the binary pulsar
observations. This is true even for the horizon distance events with SNR = 8.
The detectability of the ppE corrections becomes weaker as PN order (or powers of fre-
quency a) becomes higher. At 0PN order, a GW observation cannot distinguish deviations
from GR waveforms because the correction term, 1 + α, is degenerate with the distance DL.
9According to [56, 57], typical masses for Pop III BBHs are (m1, m2) = (30 M⊙, 30 M⊙).
10 One needs to be careful in comparing bounds on ppE parameters from binary pulsar and GW
observations. This is because typically ppE α and β depend not only on theoretical coupling constants
(like the BransDicke parameter) but also on system parameters like masses and spins of a binary.
Thus, binary pulsar bounds on α and β do not directly apply to those from GW observations.
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The detectable region becomes larger as the distance DL becomes smaller. Notice that
SNR depends on (a, α) and DL for fixed component masses. On the other hand, SNRreq
does not depend on DL but depends on (a, α). Thus, the dependence on the distance comes
from the difference in SNR.
We also examine the dependence of our results on masses: NSBH with (1.4 M⊙, 15 M⊙)
[upper-right panel of Fig. 1], low-mass BBH with (8 M⊙, 15 M⊙) [lower-left panel
of Fig. 1], and high-mass BBH with (30 M⊙, 30 M⊙) [lower-right panel of Fig. 1].
The features of the detectable region for these cases are similar to the BNS case;
that is, the ppE correction is detectable at 1PN and higher PN orders. The cir-
cle/dotted curves of each figure (red online) represent the case for SNR = 8 in GR.
The detectable regions for fixed SNR become slightly smaller as the total mass
increases, but this dependence is not very large. The constraint on 1PN order for
SNR = 8 case is log10 |α| >∼ 1.75 (1.4 M⊙, 1.4 M⊙), log10 |α| >∼ 1.7 (1.4 M⊙, 15 M⊙),
log10 |α| >∼ 1.5 (8 M⊙, 15 M⊙), and log10 |α| >∼ 1.6 (30 M⊙, 30 M⊙), respectively.
4.2. Phase corrections
Next, we consider the ppE corrections in the phase as expressed in Eq. (6). We treat the
ppE parameters β and b as independent parameters. We assess what magnitude of the ppE
phase corrections β is detectable as a function of PN order.
Figure 2 shows the detectable regions of the ppE phase corrections β to GR waveforms as
a function of PN order for non-spinning and point-particle binaries with a circular orbit. The
upper-left panel of Fig. 2 is for BNS with (1.4 M⊙, 1.4M⊙).The meaning of this figure is the
same as that of Fig. 1. We find that there is the possibility of detecting the phase correction
at 0.5PN and higher orders, which is not excluded by binary pulsar observations. The orange
stars represent the bounds from GW150914 [17, 58], which was produced by a binary black
hole of masses around (35 M⊙, 30 M⊙) at the source frame and DL ≃ 400 Mpc [59, 60]. The
detectability of the ppE corrections in the phase becomes weaker as the PN order increases.
At 0PN order, β is partially degenerate with the other parameters, and the constraint on β
becomes weaker. At 2.5 PN order, corresponding to b = 0, since the correction β is completely
degenerate with the phase Φ0, it is not possible to distinguish deviations from GR waveforms
from Φ0. Thus, there is no constraint at this order.
We also examine the dependence of our results on component masses for NSBH with
(1.4 M⊙, 15 M⊙) [upper-right panel of Fig. 2], low-mass BBH with (8 M⊙, 15 M⊙) [lower-
left panel of Fig. 2], and high-mass BBH with (30 M⊙, 30 M⊙) [lower-right panel of Fig. 2].
We find that, for all of these cases, there is a detectable region at 0.5PN and higher order,
which is not excluded by binary pulsar observations. There is a tendency that the detectable
region becomes smaller for larger mass cases. This is because, for fixed SNR, the number of
cycles Ncyc spent in the interferometers’ band decreases as the chirp mass increases. Thus it
becomes more difficult to detect the small changes of the coefficients of PN terms for larger
total mass cases. However, the mass dependence of the detectable region is not very large.
The constraint on 1PN order for SNR = 8 case is log10 |β| >∼ − 1.84 (1.4 M⊙, 1.4 M⊙),
log10 |β| >∼ − 1.34 (1.4 M⊙, 15 M⊙), log10 |β| >∼ − 0.98 (8 M⊙, 15 M⊙), and log10 |β| >∼ −
0.017 (30 M⊙, 30 M⊙), respectively.
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We also investigate whether the spin effects on our results are consistent with those in
some previous works [17, 30, 36, 58]. What is new in this paper compared to the relevant
previous works is the study of the effects due to orbital eccentricity or tidal deformation on
detectable regions of generic deviations from GR waveforms.
The left panel of Fig. 3 shows the effect of orbital eccentricity on the detectable region of
the ppE phase parameter β as a function of PN order. We find that the systematic bias on
the detectable region of β due to orbital eccentricity is not significant even for e0 = 0.1. The
eccentricity has a larger effect on relatively lower PN order modifications, as the eccentricity
first enters at negative PN order.
The right panel of Fig. 3 shows the effect of tidal deformation on the detectable region of
the ppE phase parameter β as a function of PN order. We consider the GNH3 equation of
state [61] for NSs listed in Table I of [51], which yields a configuration with small compactness
and would have given a relatively large value of λˆ. The GNH3 equation of state was derived
by using the mean field approximation for the Lagrangian of interacting nucleons, hyperons,
and mesons. In this analysis, each integral (9) is taken from fmax = fcontact, where fcontact
is the gravitational wave frequency at contact and is 1284 Hz for GNH3. We find that the
systematic bias on the detectable region of β due to tidal deformation is not significant
even for the GNH3 equation of state with λˆ = 27. The tidal effects have a larger effect on
relatively higher PN modifications, as they first enter at 5PN order. However, since the
effects are small even for relatively higher PN orders, it is difficult to see such features in
the right panel of Fig. 3.
5. Summary and discussion We examined the detectable region of generic devia-
tions from GR for four representative coalescing compact binaries: BNS, NSBH, low-mass
BBH, and high-mass BBH. Our results show that advanced ground-based gravitational
wave detectors have the potential to detect or constrain generic deviations from GR
waveforms in the interesting parameter regions which are not excluded by binary pulsar
observations. The constraints on the amplitude coefficient, α, at 1PN order for SNR = 8
case are log10 |α| >∼ 1.75 (1.4 M⊙, 1.4 M⊙) and log10 |α| >∼ 1.5 (8 M⊙, 15 M⊙), respec-
tively. The constraints on the phase coefficient, β, at 1PN order for SNR = 8 case are
log10 |β| >∼ − 1.84 (1.4 M⊙, 1.4 M⊙) and log10 |β| >∼ − 0.98 (8 M⊙, 15 M⊙), respectively.
The detectable region evaluated here reflects the effects of both statistical and systematic
biases on model selection based on Bayesian statistics.
We also show that the systematic bias on the detectable region of the ppE phase parameter
β due to orbital eccentricity or tidal deformation is not significant even for e0 = 0.1 or
λˆ = 27, respectively. We assume that phase corrections for spin, orbital eccentricity, and
tidal deformation to the ppE waveform are the same expression (8) as those of GR (7).
However, for consistency, we have to use waveforms derived from the energy balance equation
of modified gravity corrected by systematic effects. We plan to investigate the systematic
effects for modified gravity by using such waveforms in the future.
In this work, we assumed that the distance to the source is known. In real data analysis, it
is possible to determine the distance as well as the direction to the source and the inclination
angle by using a network of GW detectors. Electromagnetic follow-up observations could also
be helpful. We will investigate the detectability of MG effects with networks of detectors in
the future.
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We have not included the spin angular momenta of the compact stars. If the spin preces-
sion effect exists, there will be an amplitude modulation. Such modulation may affect the
modification caused by MG effects. In this work, we consider the case of a single detection.
However, if several GW events are detected, more stringent constraints can be obtained. We
leave these issues as topics to be investigated in the future.
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Fig. 1: The detectable regions of the ppE amplitude parameter α as a function of PN order where
SNR > SNRreq is satisfied. The upper-left panel is for BNS with (1.4 M⊙, 1.4 M⊙). Each region above each
mark/curve is the detectable region for different distance to the source. Shaded regions are the detectable
region for an extremely loud event at DL = 10 Mpc. Here, the detection efficiency is set to PE = 1/2, and
the false alarm probability is set to PF = 10
−4. Each distance corresponds to SNR = 8 (DL = 218 Mpc),
SNR = 34.9 (DL = 50 Mpc), and SNR = 174.6 (DL = 10 Mpc), in the case of GR respectively. The solid line is
the bound from binary pulsar observations of orbital period decay due to GW emission for PSR J0737 − 3039.
The regions below this bounds have been not yet excluded. The upper-right panel is a plot similar to the
upper-left but for NSBH with (1.4 M⊙, 15 M⊙). The marks/curves correspond to the distance to the
source DL = 515 Mpc [circle/dotted (red)], 200 Mpc [triangle/dashed (green)], and 30 Mpc [square/dot-
dashed (blue)]. Each distance corresponds to SNR = 8 (DL = 515 Mpc), SNR = 20.6 (DL = 200 Mpc), and
SNR = 137.2 (DL = 30 Mpc), in the case of GR respectively. The lower-left panel is a plot similar to the
upper-left but for low-mass BBH with (8 M⊙, 15 M⊙). The marks/curves correspond to the distance to the
source DL = 1131 Mpc [circle/dotted (red)], 500 Mpc [triangle/dashed (green)], and 50 Mpc [square/dot-
dashed (blue)]. Each distance corresponds to SNR = 8 (DL = 1131 Mpc), SNR = 18.1 (DL = 500 Mpc), and
SNR = 181.0 (DL = 50 Mpc), in the case of GR respectively. The lower-right panel is a plot similar to the
upper-left but for high-mass BBH with (30M⊙, 30M⊙). The marks/curves correspond to the distance to the
source DL = 2127 Mpc [circle/dotted (red)], 1000 Mpc [triangle/dashed (green)], and 100 Mpc [square/dot-
dashed (blue)]. Each distance corresponds to SNR = 8 (DL = 2127 Mpc), SNR = 17.0 (DL = 1000 Mpc),
and SNR = 170.1 (DL = 100 Mpc), in the case of GR respectively.
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Fig. 2: The detectable regions of the ppE phase parameter β as a function of PN order where SNR > SNRreq
is satisfied. The upper-left panel is for BNS with (1.4 M⊙, 1.4 M⊙). The definitions of the marks/curves
are the same as those of Fig. 1. Each distance corresponds to SNR = 8 (DL = 218 Mpc), SNR = 34.9
(DL = 50 Mpc), and SNR = 174.6 (DL = 10 Mpc), respectively. The orange stars represent the bounds
from GW150914 [17, 58]. The upper-right panel is a plot similar to upper-left panel but for NSBH with
(1.4M⊙, 15M⊙). The definitions of the marks/curves are the same as those of the upper-right panel of Fig. 1.
Each distance corresponds to SNR = 8 (DL = 515 Mpc), SNR = 20.6 (DL = 200 Mpc), and SNR = 137.2
(DL = 30 Mpc), respectively. The lower-left panel is a plot similar to upper-left panel but for low-mass
BBH with (8 M⊙, 15 M⊙). The definitions of the marks/curves are the same as those of the lower-left
panel of Fig. 1. Each distance corresponds to SNR = 8 (DL = 1131 Mpc), SNR = 18.1 (DL = 500 Mpc), and
SNR = 181.0 (DL = 50 Mpc), respectively. The lower-right panel is a plot similar to the upper-left panel
but for high-mass BBH with (30 M⊙, 30 M⊙). The definitions of the marks/curves are the same as those
of the lower-right panel of Fig. 1. Each distance corresponds to SNR = 8 (DL = 2127 Mpc), SNR = 17.0
(DL = 1000 Mpc), and SNR = 170.1 (DL = 100 Mpc), respectively.
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Fig. 3: The left panel shows the effects of orbital eccentricity on the detectable regions of the
ppE phase parameter β as a function of PN order for BNS with (1.4 M⊙, 1.4 M⊙), where
SNR > SNRreq is satisfied. The region above the [triangle/dod-dashed (blue)] mark/curve
is the detectable region for orbital eccentricity e0 = 0.1 at a reference frequency f0 = 10 Hz.
For comparison, the detectable region for the point-particle case [circle/dotted (red)] and
bounds from GW150914 [stars (orange)] are shown. The right panel shows the effects of tidal
deformability on the detectable regions of the ppE phase parameter β as a function of PN
order for BNS with (1.4 M⊙, 1.4 M⊙), where SNR > SNRreq is satisfied. The region above
the [triangle/dashed (blue)] mark/curve is the detectable region for the GNH3 equation of
state with tidal deformability λˆ = 27.
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