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Table 1 The correction factor and its standard deviation 
for all the geometric mean beam lengths. The ratio of the 
radii is constant X. = rjr2 = 0.5 in all cases, "a" is the 
absorption coefficient of the gas between the spheres 
a-r2 Cgl — C12 — C21 C22 Cg2 
0.1 0.99940/0.00029 0.99270/0.00062 0.990964/0.000055 
0.5 0.99716/0.00015 0.96261/0.00017 0.955081/0.000084 
1.0 0.99499/0.00037 0.92225/0.00037 0.91213/0.00030 
5.0 0.976200/0.000098 0.62813/0.00013 0.66960/0.00044 
10.0 0.95816/0.00070 0.43388/0.00036 0.50729/0.00033 
the source could be a spherical surface gas burners. Further-
more, the mean beam lengths can also be applied in simpler 
models for spherical celestrial gas bodies. 
2 Analysis 
The values connected to the inner and outer spheres are in-
dexed " 1 " and "2" , respectively, and the gas is indexed g. 
Five geometric mean beam lengths have to be considered for 
the case with two concentrical spheres, namely: L,2, Z î, L22, 
Lgi and Lg2. Fortunately, three of these are identical: LgX = L12 
= L21. In the following, the three unknown geometric mean 
beam lengths LgX = Ll2 = L21, L22 and Lg2 are to be found. 
2.1 Case: Lgl = Ln = Ln. Of the three geometric mean 
beam lengths only Lu is considered. Integration of Eq. (1) gives 
the dimensionless geometric mean beam length 
^ = - ^ [ l - \ 3 - ( l - X 2 ) 3 ' 2 ] (3) 
V2 5\ 
where r{ and r2 are the radii of the inner and outer spheres 
respectively and X = rilr2. 
2.2 Case L22. Equation (1) gives 
2.3 Case Lg2. Equation (2) is expressed as the sum of 
two integrals over two solid angles where one covers the solid 
angle in which the outer sphere is visible, and the other covers 
the solid angle in which the inner sphere is visible. These inte-
grals are expressed by the already calculated geometric mean 
beam lengths giving the result 
^ = -•[1 - \ 3 + (l - \ 2 ) 3 ' 2 ] . (5) 
r2 3 
2.4 Correction Factors. The classic Monte Carlo method, 
as described in Siegel and Howell (1992), is used to obtain 
numerical solutions of the radiative transfer between the two 
concentrical spheres and from the gas to the spheres. Three 
Monte Carlo computer programs were made: one where the 
energy bundles are emitted from the inner sphere, one where 
the energy bundles are emitted from the outer sphere, and one 
where the energy bundles are emitted from the gas volume 
between the spheres. In all three cases the bundles were tracked 
until they hit a surface. The correction factors were calculated 
from the number of hits on the two spheres, the total number 
of emitted energy bundles, the product of the absorption coeffi-
cient and the radius of the outer sphere a • r2, and the equation 
for the geometric mean beam lengths. Ten Monte Carlo calcula-
tions of each case were then made and the mean value of the 
correction factor and its standard deviation was calculated. If 
the standard deviation is too high, the number of emitted bun-
dles should be increased. Further details for calculating the 
correction factors using the Monte Carlo method are given in 
Andersen and Denev (1996) for another geometry. The correc-
tion factors and their standard deviations are shown in Table 1. 
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Shape Optimization of Cooling 
Channels Using Genetic Algorithms 
Jens von Wolfersdorf,l E. Achermann,2 and 
B. Weigand3 
A shape optimization method for convective cooling channels 
within a two-dimensional heat conduction region is presented. 
This method combines genetic algorithms with a point heat sink 
approach that is used to model the heat removal of the cooling 
channels during the optimization process. The method can be 
easily combined with the Finite Element Method (FEM) for the 
calculation of the optimized temperature field distribution. 
Bo = gas Biot number, (aeftfA) 
Be = coolant Biot number, (acRo/\) 
G = domain 
m = number of point heat sinks 
n = population size 
n = normal vector at a surface 
q = point heat sink strength in (W/m) 
r, (j) = polar coordinates 
R = radius 
Ro = disk radius 
S = surface 
T = temperature 
x, y = Cartesian coordinates 
a = heat transfer coefficient 
V = Nabla operator 
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6 = Dirac distribution 
X. = thermal conductivity 
pc = probability with which an individual undergoes 
crossover 
pm = probability with which a single point undergoes 
mutation 
9 = temperature difference at cooling channel, T - Tc 
® = nondimensional temperature, (T/Tw) 
Subscripts 
G = gas 
C = coolant 
max = maximum 
min = minimum 
W = wall 
Introduction 
Shape optimization problems arise in many areas of engi-
neering and have received increasing attention in the recent 
literature. In many heat transfer problems, the temperature or 
the heat flux distribution on the outer boundary of the structure 
under consideration is of interest. The objective of the optimiza-
tion is to locate and shape cooling channels with related cooling 
conditions within the structure to balance the imposed heat 
load while maintaining a desired outer temperature distribution. 
Several approaches using the Boundary Element Method (BEM) 
have been developed for this purpose. 
Barone and Caulk (1982) developed a special boundary inte-
gral method for optimal positioning of isothermal circular holes 
in a two-dimensional heat conduction region. In this method the 
integrals around the circular interior boundaries were calculated 
analytically using a finite sum of circular harmonics with un-
known coefficients. This method was extended by Parang et al. 
(1987) to include various heat flux distributions at the cooling 
holes and to increase accuracy. A general approach to the prob-
lem using the BEM was given by Kennon and Dulikravich 
(1985) that determined the shape of the inner boundary. This 
method has been applied to minimize the number of cooling 
holes (Dulikravich and Kosovic, 1991) and to regions with 
multiple materials (Dulikravich and Martin, 1994; Shau et al , 
1990). 
More recently genetic algorithms have been applied to the 
optimization of heat transfer problems. An approach to optimize 
cooling of electronic components using genetic algorithms has 
been given by Queipo et al. (1994). 
The presented method uses genetic algorithms in connection 
with a point heat sink method that allows one to optimize cool-
ing channel locations and shapes having convective boundary 
conditions. Additionally, the present method does not prescribe 
a priori the shape of the cooling channel. The shapes are calcu-
lated during the solution process and are part of the solution 
algorithm. This method can be easily combined with the Finite 
Element Method (FEM) for the temperature field computation. 
Point Heat Sink Method 
Consider a two-dimensional region G as shown in Fig. la. 
The temperature field within this region is described by the 
heat conduction equation. Under the assumption of steady state 
conditions, this equation can be written in the following form: 
±L°I) + ±L°L) = Q. (i) 
dx \ ox) ay \ dy ) 
The convective boundary conditions at the outer boundary S\ 
and at the inner boundary S2 are given by 
a) b) 
Fig. 1 Point heat sink approach 
-\— = aG(TG-T) on 5, (2) 
- * T 7 = ac(T-Tc) on S2. (3) 
During a geometry optimization process the shape of the cooling 
channels, and thereby the geometry of the boundary S2, will 
change. This makes the application of numerical methods— 
especially the Finite Element Method (FEM)—difficult, since 
for every iteration step a new FEM-model has to be generated. 
To avoid these difficulties, a different method—the point heat 
sink method—is applied. Its purpose is to model the heat re-
moving channels by point heat sinks rather than by actual cool-
ing channels (see Fig. lb) . The number, locations, and strengths 
of the point heat sinks are free parameters which can obtain 
a prescribed temperature distribution along the outer surface. 
Having found a proposal for the temperature field by a genetic 
algorithm, the related cooling channel geometries for given in-
ner convective boundary conditions have to be determined after-
wards. The problem to be solved is then given by 
with the boundary condition from Eq. (2) . 
When combining this concept with the FEM, the modification 
of the structure, and therefore the need to generate a new mesh at 
each optimization step, is eliminated. The full structure (without 
cooling channels or even with some fixed cooling channels, 
which are not subject to the optimization) is discretized only 
once, and the resulting nodes within the structure provide possi-
ble heat sink locations. In a similar fashion regions with various 
material properties can be included. 
Determination of Cooling Channel Geometries 
Within the optimization procedure, temperature fields in-
duced by different point heat sink distributions are calculated 
and assessed. Cooling channel geometries have to be found for 
these temperature fields in such a way that these cooling chan-
nels with given cooling conditions will produce the same tem-
perature field. Around each point heat sink, a cooling channel 
has to be determined to fulfill the Laplace equation in the re-
maining outer structure. It is possible that one cooling channel 
includes more than one point heat sink. 
For the determination of the cooling channel geometry an 
arbitrary curve in a local polar coordinate system (see Fig. 2) 
is investigated. This coordinate system has its origin in the point 
sink location. The boundary condition, to be fulfilled on the 
channel boundary, is given by Eq. (3). 
Defining the curve of the cooling channel by 
C = r - R{<f>) = 0, (5 ) 
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Fig. 2 Local coordinate system for cooling channel geometry determi-
nation 








where R' = {dRld<j>). Therefore, the normal temperature gradi-
ent on the curve R(<j>) can be rewritten using Eq. (3) as 
vr-n 
1 
1 + • 
Tr-^T4)=/3(T- Tc) = pB (7) 
where (3 - (otc/\). Equation (7) is an ordinary differential 
equation in cylindrical coordinates with the periodic boundary 
condition /?(0) = R(2ir). Problems in solving Eq. (7) arise 
for two reasons. First, the periodic boundary condition does not 
allow a simple stepwise integration, and an iterative procedure 
to fulfill the boundary condition is required. Second, if Eq. (7) 
is written in explicit form for R' one obtains 
R' = rXn 
r2p262 
r206 
r2p262 - T\ 
4r2T2 + J% - r2/3282, (8) 
which indicates that at every point of the solution two possible 
tangential directions R' exist. A unique integration over the full 
period 0 ss 4> =s 2TT is therefore difficult. 
Nevertheless, it is possible to derive an approximation to the 
solution of Eq. (8) in the following way: the differential equa-
tion in general implicit form is 
F(4>,r,R') = Tr-
R' 
T*- 1 + ^ / 3 0 = 0. (9) 
If the partial derivative with respect to R' is taken to be zero 
dF 
\ dR 
7 = 0, (10) 
a possible singular solution in form of an envelope to all solution 
curves can be obtained. For more detailed information on this 
subject the reader is referred to special textbooks about solution 
of implicit differential equations (e.g., Collatz, 1981; Kamke, 
1956). Eliminating R' by combining Eqs. (9) and (10) results 
in the following approximation for the radius of the cooling 
channel: 
r(V/3202 - T2) = T^ , (11) 
This is the condition for the discriminant in Eq. (8) being zero 
and therefore gives the real limit. Hence, the nonlinear Eq. (11) 
has to be solved in a pointwise manner (for every <f>). The 
curve obtained can be a partial or even a full solution of the 
original differential equation. For instance, in a pure radial (one-
dimensional) case (7^ = 0, R' = 0) Eq. (11) gives 
09 = T, (12) 
from which the radius has to be determined. This is the boundary 
condition to be fulfilled in the pure radial case. In every case, 
Eq. (11) will give a cooling channel which produces at least 
the desired local temperature distribution since Eq. (11) de-
scribes the envelope of all possible real solutions, as was men-
tioned above. Thus, the generated cooling channel might locally 
be bigger than necessary, leading to a lower temperature there. 
It should be noted that for the computation of the partial 
derivatives with respect to T, the relationship between the local 
r, <j) coordinate system, and the global r, $ system (see Fig. 
2) has to be taken into account, where 
r = v(f; cos </>,• + r cos c/>)2 + {r, sin ^ + r sin 4>)2 (13) 
$> = arctan 
rf sin 4>j + r sin <j> 
rt cos cf>i + r cos (/> 
(14) 
Since the solution for the temperature field will generally be 
given in Cartesian coordinates, Eq. (11) is translated into x, y 
coordinates. Using x = r cos <j> and y = r sin cj> one obtains the 
following: 
€\ a + T) = pe (15) 
Equation (15) provides a simple method for the numerical 
determination of the cooling channel geometry after a numerical 
temperature field computation. The zero isoline of the two-
dimensional function / = 4T\ + T2 - (36 provides the approxi-
mate channel contour. In Appendix A an example is given 
which shows how accurately the cooling channel geometry can 
be calculated using the envelope solution discussed above. 
Genetic Algorithm 
Genetic algorithms are a class of very powerful nondetermin-
istic search methods. Their concept is inspired by nature, and 
they work according to Darwin's theory on evolution which is 
premised on the notion that the most fit or adaptable members 
of a population have higher chances of successful reproduction 
and, therefore, of perpetuation (Davis, 1991). 
Consider a fitness function/: X >-+ IR. One wants to find an 
x & X such that / ( x ) is minimized. By coding each x into a 
string, the search space X is transformed into a search space over 
chromosomes, each consisting of genes. The genetic algorithm 
works on these genes like nature does its evolutionary work on 
the genes of each species. 
The structure of a genetic algorithm can be outlined as fol-
lows: 
1 Initialization: initialize the population as a subset of all pos-
sible genes. 
2 Evaluation: each individual of this population is evaluated 
by the fitness function/(x), where x is an individual repre-
sented by its genes. 
3 Selection: individuals with high fitness (i.e., low values) 
are selected more often into the new population, the average 
may remain and the worst die off. 
4 Crossover: each individual (in the new population) under-
goes with probability/^ the crossover operation; the selected 
individuals are randomly mated. 
5 Mutation: each of the smallest information units has an 
equal chance to undergo mutation, so it is altered with prob-
ability pm, which is normally very small. 
6 Iteration: proceed at Step 2. 
After a number of such iterations it is expected that the popula-
tion contains better individuals with respect to the fitness func-
tion. 
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To understand why this simple algorithm works, suppose that 
a good property is coded somewhere in the right section of the 
first gene, and another good property is coded somewhere in 
the left section of the second gene. The crossover operation 
then combines these good properties to a single new gene. Such 
subsections of a gene are called building blocks (BB). Building 
blocks refer to partial solutions of the initial optimization prob-
lem. The mutation provides the possibility of altering the build-
ing blocks to restore lost information or gain new information. 
Theoretical investigations on genetic algorithm have shown 
that a genetic algorithm seeks (near) optimal solutions through 
the juxtaposition of small, compact building blocks, which are 
used for information exchange during crossover. 
The coding function which transforms individuals (solutions 
of the initial optimization problem) into a genetic algorithm's 
internal representation has to be designed very carefully. The 
coding is critical for the genetic algorithms performance. The 
following conditions must be fulfilled: 
• partial solutions in terms of building blocks 
• allow for combining building blocks 
• possibility of altering building blocks 
Coding. Different research on GAs has shown (Goldberg, 
1989; Davis, 1991; Holland, 1992; Michalewicz, 1992) that the 
coding of individuals can be done in different ways. Although 
the theoretical foundation relies on binary string codings, it is 
not necessary to represent individuals as binary strings. One can 
instead use floating point representations or even more complex 
codings. A systematic comparison is done in Michalewicz 
(1992) between a GA relying on a binary representation and one 
relying on a floating point representation. Michalewicz (1992) 
concludes that "floating point representation is faster, more 
consistent from run to run, and provides a higher precision. 
Especially on large domains, which would require prohibitively 
long binary representations, the accuracy as well as the perfor-
mance can be enhanced by special operators. The floating point 
representation is intuitively closer to the problem space, which 
makes it easier to design other operators incorporating problem 
specific knowledge. This is essential in handling nontrivial, 
problem specific constraints." In high level representations, 
such constraints can be applied already during crossover and 
mutation. In our case for example the sum of cooling strengths 
over all points must equal the total amount of heat to be removed 
Qtot. So prior to each evaluation, the coded cooling strengths s, 
have to be scaled in the following way: 
This made us code the heat sinks as what they are: simple points 
in a plane represented by a triplet of floating point numbers, 
two for the position and one for its relative strength S,. 
Fitness Function. To verify the combination of the dis-
cussed point heat-sink method with a GA, a simple circular 
disk with radius R0 is chosen. The disk is heated by an outer 
temperature distribution TG(<[>), and a constant heat transfer 
coefficient aG is assumed. The goal of the optimization is to 
minimize the variation of the temperature at the border Tw(s) 
= T(R0, cj>) around a given value Tw by positioning point heat 
sinks within the disk with a GA. A good measure of this varia-
tion is 
fitness = j (Tw(s) - Tw)
2ds. (17) 
Equation (17) provides a fitness function for each individual. 
The total amount of heat removed by the point heat sinks is 
constant and given by 
G« •= I Q, = aGRa{Tc{4>) - Tw)d$. (18) 
Hence, the average wall temperature Tw is determined by Qlol 
and is, therefore, constant as well. Another measure for the 
temperature variation at the boundary is 
fitness = max (Tw(4>)) - Tw. (19) 
This fitness function is much faster to approximate than Eq. 
(17). Both fitness functions rate the temperature distribution by 
means of a flat distribution at the boundary. Since preliminary 
experiments with different fitness functions produced similar 
solutions (Achermann, 1995) and Eq. (19) is fast to calculate, 
we exclusively used Eq. (19). 
To find the temperature distribution T{r, 4>), the problem as 
described by Eq. (4) has to be solved. This is given in cylindri-
cal coordinates by 
r dr\ dr) + r2 d<t> \ d<f>) 
i III 
= -'Lq,6(.r-rl)8(4>-4>t) (20) 
r , = i 
with the boundary condition 
-\^f = a c (T G (0 ) - T) atr = R0. (21) 
or 
The outer temperature TG(cj)) is prescribed by a Fourier series 
expansion 
TG(<t>) = ^ + X (a„ cos {n<f>) + b„ sin («<£)). (22) 
The analytical solution to this problem can be obtained using 
the Green's Function approach (Beck et al., 1992) and is given 
by 
V! ~ 2TT\ \BG 
(Rl + ( — ) - 2r,rcos (</> - <£,)\ 
2 \ r2 + rf - 2r,r cos (</> -</>,) / 
+ 2 £ — | — feT cos (n (0 - </>,))} + V 
„=l SG + n\Rl) J 2 
+ £ ("f ) D ° («„ cos (n<t>) + b„ sin («</.)). (23) 
„=1 \RoJ BG + n 
Equation (23) involves some numerical problems by evaluat-
ing the second sum because the oscillating cosine term may 
lead to numerical cancellation. The accuracy of the temperature 
field T(r, 4>) determines the accuracy of the fitness function, 
which is crucial for the genetic algorithm in the selection phase. 
It was found that using another representation of the second 
sum leads to the needed accuracy for the fitness function. The 
reader is referred to Appendix B for details. 
Selection. The standard roulette wheel selection (see Gold-
berg, 1989) is used in the present application. Additionally, an 
elitist strategy was applied which ensures that the best individual 
is always selected. 
Crossover. Because a high level representation is used, the 
crossover operation can be formulated very problem specifi-
cally. It has to be ensured that the sum of cooling strengths 
stays constant. The crossover operation is designed to make 
sure that good regions are possibly combined in one new indi-
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Fig. 3 Crossover on a circle shaped area 
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Fig. 4 Different convergences by varying the crossover rate 
vidual. This is done by exchanging randomly selected regions 
(see Fig. 3), i.e., the crossing areas. 
Let QA denote the strength of an area A, i.e., the sum of 
cooling strengths in that area (QA = 2 f e A qs, where />, are the 
heat sink points in the crossing area A). Since this strength is 
usually different for different crossing areas, simply swapping 
the crossing areas would result in an implicit scaling of the 
unchanged area. Thus, every time two crossing areas are 
swapped, their sink strengths must be rescaled. As a conse-
quence, heat sinks with small cooling strengths may evolve that 
do not contribute significantly to the final solution. The high 
level coding allows us to delete all these useless sinks before 
the evaluation, thus saving considerable calculation time. 
Mutation. The classical mutation changes only one bit, the 
smallest information unit. An analogous mutation of one sink 
in the two-dimensional plane is to split it into several sinks 
with the same cooling strength within a small circle around the 
original sink, merge several sinks within a small circle into one 
new sink, move it by a small amount in a random direction, or 
change its cooling strength by a small amount; a small amount 
is in the order of one per cent of the original value. Good results 
were obtained with a mixture of these four mutations, i.e., when-
800 1000 
evaluations 
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Fig. 5 Effect of different crossover rates on the fitness after 1000 gener- Fig. 8 Effect of varying the population size on the fitness after 1000 
ations generations 
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Fig. 11 Wall temperature distributions 
ever a sink undergoes a mutation, one of these four operations 
is with equal probability applied. 
Tuning the GA Parameters 
GA research has stressed the importance of finding effective 
combinations of crossover rate, mutation rate, and population 
size. Some have even implemented a meta GA to look for the 
best parameters (Grefenstette, 1986). The essential conclusions 
from these works are (a) good GA parameters affect the conver-
gence of a GA very strongly, and (b) good GA parameters are 
problem specific. 
Each genetic algorithm depends on the choice of parameters 
leading to quick and stable convergence. In the present case, 
the GA's properties were analyzed by varying a single parame-
ter. After a number of iterations the performances of the GA's 
were compared. Figure 4 shows that small crossover rates (in 
this example pc = 0.2) lead to fast convergence, but the GA is 
trapped in a local optimum; whereas larger crossover rates lead 
to more continuous convergence. Crossover rates between 0.4 
s pc. < 0.8 show similar convergence behavior (Fig. 5) with 
respect to best fitness. A value of pc = 0.6 was used for subse-
quent computations. Varying the mutation rate has a strong 
influence on the GA's performance. If the mutation rate is too 
high, the GA approximates a random search with typically poor 
performance (Fig. 6) . If the mutation rate is too low (below 
p„, = 0.001), the GA will get trapped in a local optimum. 
In Fig. 7 it is obvious that a small population size often leads 
to premature convergence: with a population size of 10, after 
450 generations the GA stops improving the best individuals. 
The solution found is not as good as the other GA's solutions. 
Figure 8 shows that there exists an optimal population size, but 
there is also a wide range of reasonably good population sizes 
between 20 < n < 100. In summary, a GA parameter set of pc 
R* 0.6, p,„ as 0.002, and n « 50 gives good results for the 
present application. 
Example 
A disk with radius ^ 0 is heated by the gas temperature distri-
bution shown in Fig. 9, the Biot number is assumed to be BG 
= 2 for the following example. The goal of the optimization is 
to achieve a uniform wall temperature by distributing the point 
heat sinks with given total sink strength Qm. For this example 
we used the fitness function from Eq. (19) and used Eq. (23) 
to compute the temperature field. 
It is clear that the genetic algorithm cannot find a unique 
solution for the problem given by Eqs. (20 ) - (22 ) because 
this problem is not fully specified. The idea behind the genetic 
optimization process for the present application is basically that 
a class of solutions will be found which might be further con-
strained by several additional relations and rules. The "set of 
optimal solutions" can be taken as a starting point for further 
optimization, perhaps another GA. 
A very good solution which was found has four point heat 
sinks with different sink strengths that produce the temperature 
field shown in Fig. 10, and the wall temperature distribution 
shown in Fig. 11 (note the scale of the figure). The difference 
between the determined wall temperature and the goal value is 
1 - G = 0.992 
2 - 6 = 0.917 
3 - 9 = 0.833 
4 - © = 0.750 
5 - 0 = 0.667 
6 - 0 = 0.583 
7 - 0 = 0.500 
Fig. 10 Temperature field from analytical solution 
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Fig. 12 Cooling channel geometries 
less than two per cent. In comparison to the above analytical 
results, the numerical solution for the given point heat sinks 
using a two-dimensional finite element solver is shown in Fig. 
11. Having found this solution for the optimization goal, cooling 
channels (cooling conditions Bc = 2.5, &c = 0.4167) are deter-
mined using Eq. (15) (Fig. 12). Modeling these cooling chan-
nels with the finite element solver gives the temperature distri-
bution shown in Fig. 11, which is close to the analytical solution. 
The differences in the wall temperature distributions are small, 
and the cooling channel solution gives always lower tempera-
tures as expected from the previous discussion on determination 
of cooling channel geometry. These optimization were done on 
a Sparc 20. A typical run lasted about 18 hours. 
Conclusions 
Combining the point heat sink approach with genetic algo-
rithm optimization is shown to be a promising method to solve 
the complex problem of convective cooling channel shape opti-
mization. Since this combination is rather new, there remain 
several open questions (e.g., irregular geometries) which might 
be subject of future work. The given method does not determine 
a unique optimum but gives a class of useful solutions to the 
problem. Additional constraints will further limit the number 
of possible solutions. Such constraints may include a minimum 
wall thickness and minimum mass flow requirements (using 
correlations for the pressure drop and the heat transfer). Also, 
further fitness requirements (mean temperature of the structure, 
thermal gradients, etc.) may be set to narrow possible solutions. 
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Appendix A: Example 
As an example for the accuracy of Eq. (15) a unit circle with 
a constant wall temperature Tw is chosen. Two point sinks are 
located at (r,/%) = 0, <£, = 0° with g: = qJ(MTw - Tc)) = 
- 1 and at (r2/R0) = 0.5, <p2 = 45 deg with Q2 = q2/(\(Tw -
Tc)) = -1-5. Equation (23) with Ba -* oo is used for computa-
tion of the temperature field. The resulting temperature field is 
given in Fig. A.l. The cooling geometry is determined for the 
cooling conditions Bc = 1.4, @c = 0. The resulting channel 
shape is shown in Fig. A.2. Calculating the temperature field 
with the modeled cooling channel using the Finite Element 
mesh shown in Fig. A.2, the temperature distribution in Fig. 
A.3 is obtained. The accuracy of the determined cooling channel 
geometry can be estimated by comparing the temperature distri-
butions along the contour of the channel (Fig. A.4). It can be 
seen that the agreement between both distributions is good in 
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Fig. A.1 Temperature field from point heat sink solution 
general, thus showing the accuracy of the approximative enve-
lope solution Eq. (15). Differences are observed at the points 
where the cooling channel is tied up. At these locations the 
numerical solution gives somewhat lower temperatures. 
Appendix B: Numerical Problems 
During the optimization with the genetic algorithm we ob-
served that the second sum of Eq. (23) 
1 
rise to numerical inaccuracy of the solution because of poor 
convergence. In order to avoid this problem a closed form solu-
tion to this expression was obtained in the following way. Equa-
tion (B.l) can be rewritten using complex variables as 
s(f, </») = ii( X I 
S{r,4>):= I 
Bo + n \Rl 
BG + n 
1 
x") = * ( / (* ) ) 
cos (n(cb - </>,)) (B.l) „=i Bo + n 
f" cos (n(f>) (B.2) 
where r, and <£, indicate the locations of the point sinks, gave 
where '/?(•) indicates the real operator. The variable x is defined 
by 
Y-Y 
x := f exp (i(j>) with f = - ^ and <j> = (f> - <£,. (B.3) 
If Bc is an integer (BG = m), the series 
1 
S(P, 4>) = X 
Ba + n 
f" COS («</)) (B.4) 
can be rewritten (see Prudnikov et al., p. 737, note a typographi-
cal error there) 
S(f, 4>) = I 
-1 cos (keb) 
cos (m</>) 
2P7" 
In (1 - If cos (# ) + f2) 
sin (md>) I f sin ((b) 
+ ^ - ^ arctan ' ^ 1 - r cos (<j)) 
(B.5) 
Fig. A.2 Determined cooling channel with finite element mesh where k = n — 1. 
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Fig. A.3 Temperature field from finite element computation 
temperature distribution along cooling channel from analytical solution 
temperature distribution along cooling channel from numerical solution 
For general BG > 0 an improvement of convergence of the 
series equation (B.2) can be obtained in the following way: 
„=, BG + n .,_, n „=i « „=, \Ba + n n 
- l n ( l -x)-BaJi 
1 
„=1 n(n + BG) 
x" (B.6) 
Fig. A.4 Temperature distributions along the cooling criannei where the last series converges uniformly in | x \ < 1. 
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