In an attempt to shed light on the environmental effects on the deactivation channels of the PYP chromophore, radiative and non-radiative deactivation mechanisms of the anionic p-coumaric acid methyl ester (pCE À ) in the gas phase and water solution are compared at the CASPT2//CASSCF/cc-pVDZ level and, when necessary, at the CASPT2//CASPT2/cc-pVDZ level. We find that the solvent produces dramatic modifications on the free energy profile of the S1 state. Two twisted structures that are minima in the gas phase could not be localized in aqueous solution. Furthermore, the relative stability of minima and conical intersections (CIs) is reverted with respect to the gas phase values, affecting the prevalent de-excitation paths. As a consequence of these changes, three competitive de-excitation channels are open in aqueous solution: the fluorescence emission from a planar minimum on S1, the trans-cis photoisomerization through a CI that involves the rotation of the vinyl double bond and the non-radiative, non-reactive, de-excitation through the CI associated with the rotation of the single bond adjacent to the phenyl group.
Solvent effects on de-excitation channels in the p-coumaric acid methyl ester anion, an analogue of the photoactive yellow protein (PYP) chromophore † In an attempt to shed light on the environmental effects on the deactivation channels of the PYP chromophore, radiative and non-radiative deactivation mechanisms of the anionic p-coumaric acid methyl ester (pCE À ) in the gas phase and water solution are compared at the CASPT2//CASSCF/cc-pVDZ level and, when necessary, at the CASPT2//CASPT2/cc-pVDZ level. We find that the solvent produces dramatic modifications on the free energy profile of the S1 state. Two twisted structures that are minima in the gas phase could not be localized in aqueous solution. Furthermore, the relative stability of minima and conical intersections (CIs) is reverted with respect to the gas phase values, affecting the prevalent de-excitation paths. As a consequence of these changes, three competitive de-excitation channels are open in aqueous solution: the fluorescence emission from a planar minimum on S1, the trans-cis photoisomerization through a CI that involves the rotation of the vinyl double bond and the non-radiative, non-reactive, de-excitation through the CI associated with the rotation of the single bond adjacent to the phenyl group.
In the gas phase, the minima are the structures with lower energy, while in solution the CI b structure, characterized by a large charge separation, is strongly stabilized by interactions with water molecules and becomes the structure with the lowest energy on S1. These facts explain the low fluorescence signal of pCE À in aqueous solution and the presence of partial trans-cis photoisomerization in this system.
I. Introduction
Because of the small size and structural simplicity of both the chromophore and the protein, the Photoactive Yellow Protein (PYP) [1] [2] [3] [4] [5] [6] [7] is an attractive model system for exploring the relationship between the absorption of light and the biological response. [8] [9] [10] [11] PYP is a light sensor found in Halorhodospira halophila. 1 Its chromophore, an analogue of p-coumaric acid, in the presence of blue light, undergoes a trans-cis photoisomerization, [12] [13] [14] which initiates the negative phototaxis of the bacterium. 15 It is commonly accepted that the transcis photoisomerization of the chromophore occurs through a conical intersection between the first excited state S1 and the ground state S0 that involves the rotation of the vinyl double bond. [16] [17] [18] [19] [20] This path competes with a non-radiative, non-reactive, de-excitation through an internal conversion that involves the rotation around the single bond adjacent to the phenol group. Several theoretical and experimental studies have evidenced that the de-excitation path is affected by the chemical nature [21] [22] [23] (ester or thio-ester) and the protonation state of the chromophore. [24] [25] [26] The nature of the solvent [27] [28] [29] [30] [31] [32] [33] [34] or the environmental characteristics provided by the protein [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] also play an important role. Even though a de-excitation process is intrinsically a dynamic event and hence it calls for the use of excited state dynamic simulation methods, 11, 54 the description of the S1 exited state topology in terms of free energy differences between the critical points (Franck-Condon geometries, minima, conical intersections, etc.) can shed light on the factors that control the competition between different de-excitation channels. This task, however, is not easy, as the critical point geometries can be strongly dependent on the calculation level or the presence of a surrounding medium. [55] [56] [57] An adequate description of the free energy surface needs to account for both the multiconfigurational character of the excited states and the dynamic correlation contribution, with the consequent computational cost. This cost increases in solution as the calculations need to consider thermal effects and include both specific and bulk solvent interactions. It is known that the surroundings play an important role in this system. [27] [28] [29] [30] [31] [32] [33] [34] Firstly, because chromophore-protein or chromophore-solvent interactions permit the stabilization of the negative charge hosted by the phenolic end of the chromophore and prevent autoionization [58] [59] [60] [61] as it occurs in the gas phase.
Secondly, because the surroundings modify the topology of ground and excited state surfaces. [55] [56] [57] In previous papers [62] [63] [64] we have analyzed the role played by the solvent, the protonation state and the nature of the substituent on the UV-vis absorption spectrum. It was found that the electronic spectrum substantially changes when the chromophore passes from the gas phase to aqueous solution. Furthermore, the nature of the heteroatom in the ester group modulates the solvent effects: the first two excited states become practically degenerated for oxo compounds but well separated for thio-derivatives.
In the present article, we try to extend the previous studies by describing the complete S1 free energy surface of the p-coumaric acid methyl ester, pCE À (see Fig. 1 33 It is interesting to know that pCE À shares many features with 11-cis-retinal, the rhodopsin chromophore. They show a similar photoisomerization process, including the decrease of the photoisomerization quantum yield caused by solvation with respect to the process in the protein. Regarding the first two excited states, they are well separated in the gas phase and inside the protein whereas they become almost degenerated in water solution. Finally, as in retinal, it will be shown that for this PYP chromophore model, the number of minima on the excited state surface reduces when passing from the gas phase to aqueous solution. The rest of the paper is organized as follows: Section II describes the methods and approximations used in the location of different structures (minima, CIs, etc.) both in the gas phase and in solution. Section III describes the topology of the S1 excited state surface in both media. Finally, Section IV displays the main conclusions.
II. Methods and computational details
Optimized geometries of pCE À were obtained using the complete active self-consistent field (CASSCF) 65 method. Based on our previous experience in studying the p-coumaric acid system, the selected basis set was cc-pVDZ. 66 The Solvent effects were introduced using the averaged solvent electrostatic potential from the molecular dynamics data (ASEP/MD) method [69] [70] [71] [72] [73] [74] developed in our laboratory. The method permits combining the quantum-mechanical description of the solute with the microscopic description of the environment. ASEP/MD is a sequential quantum mechanics/molecular mechanics (QM/MM) method implementing the mean field approximation. In this approximation, the average value of any solute property is replaced by the value calculated in the presence of an average solvent perturbation or configuration. Details of the method can be found elsewhere. [69] [70] [71] [72] [73] [74] Briefly, the solvent perturbation is calculated from classical molecular dynamics (MD) simulations, using a rigid body approximation for the solute geometry and a non-polarizable force field. From the resulting simulation data, the average electrostatic potential generated by the solvent on the solute (ASEP) is obtained. This potential is introduced as a perturbation into the solute's quantum mechanical Hamiltonian, and by solving the associated Schrödinger equation, a new charge distribution and geometry for the solute are obtained, which are used in the next MD simulation. This iterative process is repeated until the electron distribution of the solute, its geometry, and the solvent structure around it become mutually equilibrated.
As for the molecular dynamics simulations, they included 1532 water molecules and one molecule of solute in a rhombic dodecahedral box. No counterion was included. Previous studies 57 in related systems have shown that because of the large dielectric screening effect of polar solvents, the effect of the counterion on the structure and the spectrum of the chromophore is minimal. All molecules had fixed intramolecular geometry. For the solute, the Lennard-Jones parameters were taken from the optimized potentials for liquid simulations all-atom (OPLS-AA) force field. [75] [76] [77] [78] Solute atomic charges were computed from the quantum calculations through a least-squares fit to the electrostatic potential at the points where the solvent charges are located. For water molecules, the TIP4P 79 model was employed. Periodic boundary conditions were applied in all directions. Short-range electrostatic interactions were cut off at 1.3 nm and long-range interactions were calculated using the Particle-Mesh Ewald (PME) method. 80 The PME parameters are shown in Table S1 in the ESI. † Note that we are applying the PME method to a charged system. As highlighted by Hub et al. 94 this could yield to artifacts in heterogeneous systems. However, because of the quite homogeneous character of our system and the high value of the dielectric constant good performance of the PME method is expected. In fact, in a previous study 57 of a charged solute using the same force field no appreciable differences were found between the neutral (solute + counterion) and the charged (solute) description of the system. The temperature was fixed at 298 K using the Nosé-Hoover thermostat. 81, 82 Each simulation was run in the NVT ensemble for 500 ps, with a time step of 1 fs, where the first 200 ps were used for equilibration and the last 300 ps for production. In solution the final results were obtained by averaging the last five ASEP/MD cycles and therefore they represent a 1.5 ns average. As mentioned before, the geometries were optimized in the presence of the solvent perturbation. The technique followed is based on the joint use of the free-energy gradient method [83] [84] [85] (FEG) and the mean field approximation, 86 and it has been described in a previous paper. 74 This procedure has been successfully applied to the geometry optimization of ground and excited states of small and medium sized molecules in solution. All the minima were confirmed by vibrational analysis. Minimum energy conical intersection (MECI) geometries were located using a modification of Martínez's algorithm 87 implemented in ASEP/MD. The differential characteristic of Martínez's algorithm is that it does not require the calculation of the derivative coupling. In this point, it is worth introducing some considerations about the solvent regime used during the MECI optimization. Firstly, when the system is in solution, energies and gradients used in the MECI search are replaced by free energies and derivatives of the free energy, respectively. Secondly, when the system approaches the CI and in order to avoid instabilities the solvent is always equilibrated with the same electronic state independently of the CASSCF root order. Finally, solvent dynamic effects are neglected, i.e., it is assumed that the solvent is always in equilibrium with the charge distribution of the excited state, that is the CI is optimized in a subset of all the possible solvent configurations (equilibrium + non-equilibrium configurations); from this point of view, the MECI thus obtained is an upper limit to the actual value. However, as we show below, in the PYP chromophore, the two CIs involved in the non-radiative deactivation are the lowest energy points on S1; in fact, they can be located by directly minimizing the free energy of the S1 state. Consequently, in pCE À , the optimization procedure permits obtaining the real MECIs of this system. This equilibrium approximation has been successfully applied to the study of de-excitation paths in acrolein 55, 56 and retinal. 57 Ab initio simulations of the PYP chromophore performed by Boggio-Pasqua et al. 11 and
Martínez and co-workers 17 suggest that excited state deactivation does not necessarily take place at the MECI, i.e., the chromophore can return to the ground state through any point close to the CI seam and with a solvent structure that probably is ''delayed'' with respect to the equilibrium situation. The nonradiative deactivation mechanisms of the PYP chromophore imply a large amplitude rotation of part of the molecule that could produce the overlap between the solvent molecules and part of the chromophore. Because of this steric hindrance, a certain degree of solvent reorganization is compulsory. The static description followed in our study implies that it is not possible to obtain dynamic information such as photoisomerization yields or fluorescence decay curves. In spite of this, it has been argued 93 that the MECI general features are representative of the intersection space and, consequently, can be used for the mechanistic rationalization of different deactivation paths.
Once the critical points on the free energy surface have been located, (MECIs, Franck-Condon points, minima, etc.), free energy differences between them were estimated making use of a dual method, where the solute contributions are quantummechanically calculated but the solute-solvent interaction contributions are classically calculated. The free energy difference between two species or states, I and J, in solution, DG IJ , reads:
where DE is the internal quantum energy difference in the solute between the two species or states I and J and DG int is the solute-solvent interaction free energy difference, which is calculated classically using the free energy perturbation (FEP) method. 89 The solute geometry was assumed to be rigid and a function of the perturbation parameter l. When l = 0, the solute geometry and charges correspond to the initial state (the chromophore ground state, for instance). When l = 1, the charges and geometry correspond to the final state (the critical points on the chromophore excited state surface). Charges and geometries of the initial and final states are those obtained using ASEP/MD. A linear interpolation is applied for intermediate values. A value of Dl = 0.005 was used. That means a total of 200 separate molecular dynamics simulations were carried out to determine the free-energy difference. The final value is obtained as the arithmetic mean of the backward and forward free energy values. DV is a term that includes the zero point energy difference and entropic contributions between the two states. This term, DV, can be evaluated by applying the harmonic oscillator and rigid rotor approximations to the vibrational and rotational modes of the solute in solution, and it needs the information provided by the Hessian matrix, something that makes its calculation difficult in solution systems. In a previous study 72 it was found that the contribution of this term to the conformational equilibrium of a small dipeptide was lower than 0.1 eV. In pCE À we find a similar value. Thus, in the gas phase, the contribution of this term to the free energy difference between two local minima on S1 (S1 p and S1
a , see below) is DV = À0.07 eV. Because of its low value and large computational cost, this component has been neglected and its value is not included in the final results. It must be noted that this DV term refers only to the internal nuclear degrees of freedom of the solute; free energy contributions from the solvent around the solute are appropriately accounted for in the DG int term.
During the ASEP/MD cycles, Molcas-7.4 65 and Gromacs-4.5 90, 91 programs were used for quantum calculations and molecular dynamics simulations, respectively.
III. Results and discussion
(a) Excited state potential energy surface in the gas phase
The topology of the first excited state surface of pCE À and related molecules in the gas phase or micro-solvated has been described in detail by other authors; 11, [18] [19] [20] consequently, here, we will highlight only some of its main characteristics. In the gas phase, the excited states of the anionic derivatives of p-coumaric acid are not stable and undergo auto-ionization. In spite of this, their study in vacuum remains interesting as it can help clarify the role played by the solvent in the de-excitation processes. The S1 excited state surface of the bare pCE À displays three minima and one CI. These three minima are one planar (S1 p ) and two twisted structures, which are the result of the rotation of the vinyl double bond (S1 b ) and the torsion of the single bond adjacent to the phenyl group (S1 a ). Gromov et al. [18] [19] [20] have shown that the latter structure is connected with the FC point by a non-activated path; consequently, the chromophore is unstable with respect to the a-twist. Finally, the CI is related to S1
b and it corresponds to the rotation around the same vinyl double bond, the structure denoted as CI b
. No CI associated with the rotation around the single bond a was found in this compound.
The electronic structure of the pCE À ground state is the result of the equilibrium between two resonance forms, with the negative charge localized at the phenolate oxygen or carboxyl oxygen and, consequently, it displays some quinolic character. In Table 1 the most characteristic geometrical parameters for these structures are collected. The S1 p minimum exhibits dihedral and bond angles similar to the ground state minimum and hence to the FC point. However, it displays a somewhat lower quinolic character than the S0 minimum. Thus, C7-C12 and C12-C14 bond lengths increase by about 0.03 Å with respect to the FC point and, at the same time, the bond length of C14-C16 decreases.
Regarding the twisted structures, S1 a shows an a-twist of around 1181 without rotation around b and S1 b is characterized by a b-twist of 931 and almost no rotation around a (see Fig. 2 ). For the S1 a structure, the C7-C12 bond length (formally a single bond) is 1.48 Å, a value slightly larger than a typical C-C single bond. The C12-C14 bond length (formally a double bond) takes a value close to 1.42 Å. In S1 b the opposite trend is observed, the C12-C14 bond length is larger than the C7-C12 value its quinolic character being stronger than that of S1 p . Finally, the CI b structure displays values of about 731 and 1651 for the b-and a-torsion angles respectively. Note that to reach this structure, a and b rotate following a concerted mechanism. In addition, it can be said that the rotation around a helps the corresponding b twist as b does not needs to arrive to 901 in order to reach the CI. Fig. 3 and Table 2 display relative stabilities for all the structures located on the S1 surface, including the FC point. For the sake of simplicity, just CASPT2 energies are shown in Fig. 3 , and the CASSCF values are omitted. As expected, the inclusion of the dynamic correlation decreases the transition than S1 a and 12.2 kcal mol À1 than the FC point. In turn, CI b is 5.5 kcal mol À1 above the FC point and it seems to be not accessible by direct excitation to S1. Thus, after excitation to the FC point the system could easily reach the planar minimum, as their geometries are quite similar. Once there, emission could be a possible de-excitation route. The oscillator strength calculated for S1 p is close to 1, see Table 3 . In contrast, the emissions from the deepest minimum, S1
b , and from S1 a , are unlikely as they present oscillator strength close to zero. The energy gap between S1 p and the ground state is about 2.69 eV; 1.70 eV at the S1 a geometry and notably smaller for S1 b due to the proximity of CI b . As mentioned before, the dynamic correlation contribution to energy was calculated by using the CASSCF optimized geometries. The same procedure was followed regarding the location of the CI b MECI. Even though this protocol is usually useful, some inconsistencies can be found in some occasions. Thus, when the energy was recalculated at the CASPT2 level for the CASSCF CI b MECI, the energy gap between the S1 and S0 states was 9.7 kcal mol
À1
. This means that the CI structure located at the CASSCF level is no longer a CI at the CASPT2 level. Because of this the MECI geometry was re-optimized at the CASPT2 level. CI b geometries calculated at SA2-CASSCF(12,11) and CASPT2 (12, 11) levels are shown in the last two columns of Table 1 . Similarly to those found in previous studies, 63 the inclusion of the dynamic correlation reduces the difference between single and double bonds. It is also noticeable that a lower rotation around a is necessary to reach the CASPT2 MECI compared to the CASSCF geometry. What is more important is the effect of the inclusion of the dynamic correlation to the absolute energies. As it can be seen in Table 4 , the main effect is to increase the ground state energy at the MECI geometry by about 9.5 kcal mol
, whereas the energy of the excited state is very similar in both CASSCF and CASPT2 geometries. Consequently, the relative stability of the CI b structure with respect to the FC point is not affected.
Finally the charge distribution for different critical points found in the gas phase is analyzed as it will be crucial to settle their relative stability in water solution. These charge distributions are collected in Table 5 . For the sake of simplicity, the system has been divided into three parts: the phenolic group, the vinyl double bond and the ester part. The chromophore ground state features a large negative charge on the phenolic group; during the transition (to the FC point), part of this charge is transferred toward the rest of the molecule. Similarly, in the planar S1
p structure, most of the charge is located on the vinyl double bond. This trend increases in S1 a , where the double bond carries a charge of À0.72 e À . Finally, the charge distributions in S1 b and CI b are similar to that shown by the ground state.
(b) Excited state free energy surface in aqueous solution
Inside the protein, the photoisomerization mechanism involves the flipping of the chromophore thioester tail, while the phenolate group of the chromophore remains unaffected, leading to the formation of the cis isomer. 14, 37, 92 The photoisomerization is also active in solution for some PYP chromophore derivatives, with pCE À among them. 33 Transient spectroscopy studies in water solution have attributed the excited state deactivation to the rotation of the vinyl bond. [32] [33] [34] 47, 51 In polar solvents (and inside the protein) the negative charge of pCE À is stabilized by solute-medium interactions and, as a consequence, the first excited states now become stable [58] [59] [60] [61] with respect to auto-ionization. This makes the experimental study of the competition between radiative and non-radiative de-excitation paths possible. We found that the solvent causes important modifications on the free energy profile of the S1 state, compare Fig. 3 and 4 . In aqueous solution the S1 excited state surface displays only one minimum: a planar structure, S1 p , with geometry similar to that obtained in the gas phase.
Furthermore, there appears a new de-excitation channel through a CI that involves the rotation around the single bond adjacent to the phenyl group. We denote the corresponding MECI as CI a . The opening of the single bond isomerization channel by the solvent in pCE À is similar to what was found in pCK À , a molecule that has also been used as a model for the PYP chromophore and whose dynamics has been described in detail by Boggio-Pasqua et al. 11 and Martínez and co-workers. 17 Finally, the relative stability of the minima and CIs is reversed with respect to the gas phase situation: the CI a and CI b structures now become more stable than the S1 p minimum and the FC point. In sum, in aqueous solution, we can distinguish three competitive de-excitation channels: fluorescence emission from S1 p , trans-cis photoisomerization through CI b and non-radiative, non-reactive, de-excitation through CI a . View Article Online general small in the excited state structures. In S1 p the largest variations appear in the C16-O18 and O18-C19 bond lengths, the former decreasing by 0.025 Å and the latter increasing by about 0.022 Å. Surprisingly, an almost negligible effect is registered for O1-C2 and C16-O17 bonds, probably due to the scarce effect of the solvent on the charge distribution with respect to the gas phase. In CI b , the largest variations are found in the C7-C12 and C14-C16 bonds, with a decrease of 0.043 Å and 0.056 Å, respectively, in solution. The solvent also induces some changes in the dihedral angles. In particular, for CI b , the b-and a-angles show an increase from 72.8 until 86.51 and from À165.31 to À171.71, respectively, when passing from the gas phase to solution. These values permit us to conclude that in aqueous solution the twist around a-and b-angles is less concerted than in the gas phase. The situation is different for the CASPT2 MECI. In this case even though b shows similar values in the gas phase and solution, a larger rotation of a is necessary in order to reach the MECI. As for the bond lengths, the solvent effect on the CASPT2 geometry is similar to that found for the CASSCF. The most evident difference is the increase of the C7-C12 bond length compared to the decrease found in CASSCF geometry. This fact is related to the bigger rotation of the a-angle found in solution CASPT2 geometry.
As for CI a , the main geometrical differences with respect to CI b are located in the middle part of the chromophore (from C7 to O18) and obviously in the value of their a-and b-twist angles. The a-twist needed to reach CI b is similar (around 101) to the b twist in CI a .
Regarding the polarization of the solute charge distribution during the solvation, it can be concluded that it strongly depends on the considered structure. Thus, while in S1 p the charge distribution is very similar in the gas phase and solution, (see Tables 5 and 7) , CI b displays a very large polarization, and most of the negative charge is localized on the phenolic oxygen atom. In the same way, CI a concentrates almost all the charges in the vinyl double bond. It is well known that polar solvents favor structures with localized charge, hence it is expected that particularly these two structures become stable in aqueous solution. Table 8 and Fig. 4 display free-energy differences between all the structures located on the S1 surface, including the FC point. The results point out the existence of two different non-radiative de-excitation pathways in solution, which must be added to the radiative de-excitation through fluorescence emission. The S1 p minimum is 14. 30 Despite the large solvent effects on the free energy profile, the solvent shift on the emission band is very low. This fact is confirmed by experiments, which found that the position of the fluorescence band does not depend on the solvent nature. 32 It is well known that the solvent shift on absorption or emission bands is produced by the differential solvation of the ground and excited states. Therefore it depends on both the flux of charge during the excitation Fig. 4 Relative energies (in eV) with respect to the equilibrium ground state at the CASPT2//CASSCF/cc-pVDZ level of theory in aqueous solution. (or de-excitation) and the reaction field generated by the solvent. The low solvent shift in the emission spectrum is a consequence of the small flux of charge distribution during the transition (0.21 e À , about half of the flux produced during the absorption process) and the characteristics of the solvent structure around the chromophore. In S1, the solvent molecules concentrate around both moieties (phenolate and ester) of the molecule. During the emission part of the charge is translated from the ester to the phenolate moiety and the decrease of the interaction energy of the ester part (0.3 kcal mol
À1
) is compensated by the increase in the interaction energy of the phenolate group (1.2 kcal mol
). 63 This is in contrast to the absorption results, where a large blue solvent shift was found. In S0, solvent molecules concentrate around the phenolic oxygen, and the concentration around the ester moiety is negligible. Consequently, when the charge moves from the phenolate to the ester moiety during the excitation there is a decrease of the interaction energy in the phenolate (44.6 kcal mol
) that is not compensated by an increase of the interaction energy of the ester moiety (21.3 kcal mol
). 63 Thus, the large Stokes's shift of almost 1 eV found in this system is mainly a consequence of the differences in the solvent structure around the S0 and S1 states.
Opposite to what was found in the gas phase, the CI structures located in water solution at the CASSCF level are also CIs when the energies are recalculated at the CASPT2 level. In this case, the S0/S1 energy gaps were calculated to be 0.02 eV for CI a and 0.06 eV for CI b , and, consequently, it was not needed to re-optimize the MECI geometries at the CASPT2 level. In aqueous solution, the CI b structure is 24.4 kcal mol À1 lower in energy than CI a , and contrary to what happens in the gas phase, they are clearly below the FC point and S1
p minimum.
From this, it follows that both structures could be accessible from the FC point. Our results agree with the experiment. In fact, the UV-visible absorption spectrum of pCE À , in a basic solution of methanol under steady-state irradiation, displays an isosbestic point that has been attributed to the partial formation of the cis isomer. 33 Studies 11 of the dynamics of the chromophore de-excitation paths have found that the route that connects the FC point with CI a is a non-activated path, while it is necessary to surmount a small barrier to reach CI b . This is, probably, the reason that explains the low photoisomerization quantum yield in this system. Unfortunately, we did not succeed in the location of the corresponding TS and we cannot, for the moment, confirm this hypothesis. The calculation of TSs on excited free energy surfaces in solution by using the ASEP/MD methodology involves challenges that will be tackled in future developments.
The stability of different structures in solution, Table 8 , is the result of the interplay between two components (see eqn (1)): the internal energy component (DG solute ) and the solvation energy (DG int ). Both the solvation and the internal energies favor the CI b structure with respect to CI a and S1 p . This is in contrast to what was found in the gas phase where the most stable structures were S1 a and S1 b , the CI b MECI being higher in energy than the minima and even than the FC point. This happens as in solution the MECIs display a very much localized charge distribution, and as a consequence, they are strongly stabilized by the solvent becoming the most stable structures in water. This large stabilization probably now prevents the formation of S1 a and S1 b . The S1 p minimum is the only minimum that remains in solution. However, its charge is more delocalized than in the two MECIs and hence it is worse solvated. As a consequence the planar minimum is found at higher energies than the MECIs and a low quantum yield during the fluorescence emission is expected.
As it has been indicated, the charge distribution is significantly different depending on the analyzed structure (minima or MECIs). These differences result in different solvent structures around the phenolic and carbonyl groups. In Fig. 5 we gather the radial distribution functions (RDFs) of water hydrogens around While in the ground state the height of the first peak is large in the O1-Hw RDF, low in the O17-Hw RDF and negligible in the O18-Hw RDF, in the S1 p excited state it turns out that there is a higher height for O17-Hw and O18-Hw RDFs and a less structured solvent around the phenolic oxygen, although the height of the first peak around O1 is still larger than that around O17 and O18. In sum, as a consequence of the flux of charge accompanying the excitation, the phenolic oxygen atom is worse solvated in the S1 p structure than in the ground state, while the opposite is found for the oxygen atoms of the ester group. The analysis of the solvent structure around CI a and CI b is also interesting. The CI b charge distribution is very similar to that displayed by S0-in the two structures the charge is localized on the phenolic oxygen-and accordingly, they display very similar RDFs. In contrast, in CI a the RDFS are very similar to that found in S1
p . Finally, Fig. 6 displays atom density maps around the S0, S1 p , CI a and CI b critical points. This figure permits us to easily appreciate the change in the solvent structure. When the molecule relaxes from S0 to S1 p some water molecules move from the phenyl group to the vinyl bond. CI a concentrates most of the charge in the vinyl group and it is around this region the density of water molecules is larger. Additionally, the solvent structure around the phenolic group disappears and increases around the carbonyl group. Finally, the solvent structure around CI b is similar to that found around S0. These facts suggest that very important solvent reorganization is necessary before the molecule reaches the CI.
IV. Conclusions
The comparison of the excited state energy surfaces in the gas phase and solution enables one to shed light on the effect exerted by the solvent on the de-excitation channels of pCE À . In the gas phase the excited state of pCE À is not stable as it undergoes auto-ionization; consequently, the available experimental information about the shape of the S1 excited state potential energy surface is scarce and only theoretical calculations can provide a detailed description of the energy surface.
In agreement with previous studies, our calculations point to the presence of the following structures: (a) three local minima, one flat and two twisted, and (b) a CI associated with the rotation of the vinyl double bond and placed at a higher energy than the FC structure. We find that a polar solvent like water produces important modifications on the free energy profile of the S1 state. In fact, a new de-excitation channel through a CI a that involves the rotation around the single bond adjacent to the phenyl group is opened. Furthermore, solute-water interactions stabilize the two MECI structures, which are characterized by a large charge separation. CI b now becomes the structure with the lowest energy on S1, followed by CI a . The presence of these CI structures destabilizes the twisted minima that are no longer stable in water solution. Only the planar minimum remains stable, but at higher energies than the CIs. Consequently, in agreement with experiment, only weak fluorescence is expected.
