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ABSTRACT

This research seeks an answer to the following question: what is the relationship between
the structure of researchers’ communication network and the structure of their collaborative
output networks (e.g. co-authored publications, joint grant proposals, and joint patent
applications), and the impact of these structures on their citation performance and the volume of
collaborative research outputs? Three complementary studies are performed to answer this main
question as discussed below.
1. Study I: A frequently used output to measure scientific (or research) collaboration is coauthorship in scholarly publications. Less frequently used are joint grant proposals and
patents. Many scholars believe that co-authorship as the sole measure of research
collaboration is insufficient because collaboration between researchers might not result in coauthorship. Collaborations involve informal communication (i.e., conversational exchange)
between researchers. Using self-reports from 100 tenured/tenure-track faculty in the College
of Engineering at the University of South Florida, researchers’ networks are constructed from
their communication relations and collaborations in three areas: joint publications, joint grant
proposals, and joint patents. The data collection: 1) provides a rich data set of both
researchers’ in-progress and completed collaborative outputs, 2) yields a rating from the
researchers on the importance of a tie to them 3) obtains multiple types of ties between
researchers allowing for the comparison of their multiple networks. Exponential Random
Graph Model (ERGM) results show that the more communication researchers have the more
vi

likely they produce collaborative outputs. Furthermore, the impact of four demographic
attributes: gender, race, department affiliation, and spatial proximity on collaborative output
relations is tested. The results indicate that grant proposals are submitted with mixed gender
teams in the college of engineering. Besides, the same race researchers are more likely to
publish together. The demographics do not have an additional leverage on joint patents.
2. Study II: Previous research shows that researchers’ social network metrics obtained from a
collaborative output network (e.g., joint publications or co-authorship network) impact their
performance determined by g-index. This study uses a richer dataset to show that a scholar’s
performance should be considered with respect to position in multiple networks. Previous
research using only the network of researchers’ joint publications shows that a researcher’s
distinct connections to other researchers (i.e., degree centrality), a researcher’s number of
repeated collaborative outputs (i.e., average tie strength), and a researchers’ redundant
connections to a group of researchers who are themselves well-connected (i.e., efficiency
coefficient) has a positive impact on the researchers’ performance, while a researcher’s
tendency to connect with other researchers who are themselves well-connected (i.e.,
eigenvector centrality) had a negative impact on the researchers’ performance. The findings
of this study are similar except that eigenvector centrality has a positive impact on the
performance of scholars. Moreover, the results demonstrate that a researcher’s tendency
towards dense local neighborhoods (as measured by the local clustering coefficient) and the
researchers’ demographic attributes such as gender should also be considered when
investigating the impact of the social network metrics on the performance of researchers.
3. Study III: This study investigates to what extent researchers’ interactions in the early stage of
their collaborative network activities impact the number of collaborative outputs produced
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(e.g., joint publications, joint grant proposals, and joint patents). Path models using the
Partial Least Squares (PLS) method are run to test the extent to which researchers’ individual
innovativeness, as determined by the specific indicators obtained from their interactions in
the early stage of their collaborative network activities, impacts the number of collaborative
outputs they produced taking into account the tie strength of a researcher to other
conversational partners (TS). Within a college of engineering, it is found that researchers’
individual innovativeness positively impacts the volume of their collaborative outputs. It is
observed that TS positively impacts researchers’ individual innovativeness, whereas TS
negatively impacts researchers’ volume of collaborative outputs. Furthermore, TS negatively
impacts the relationship between researchers’ individual innovativeness and the volume of
their collaborative outputs, which is consistent with ‘Strength of Weak Ties’ Theory. The
results of this study contribute to the literature regarding the transformation of tacit
knowledge into explicit knowledge in a university context.
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CHAPTER 1: INTRODUCTION

1.1. Statement of the Research Problem
A Science and Technology (S&T) system comprises a wide range of activities such as
fundamental science or scholarly activity, and applied research and developmental activities
mainly concentrating on creating new products and processes [1]. S&T system has become a
driving force over the last 20 years for major economic growth and development, and it is,
therefore, an inseparable part of several national and regional innovation systems [1, 2].
Innovation is one of the principal drivers of today’s competitiveness [3]. As mentioned in a
strategy report prepared by the White House, “America’s economic growth and competitiveness
depends on its people’s capacity to innovate” [4]. However, competitive disadvantages can be
turned into advantages through collaboration [5]. Therefore, it is important to establish a balance
between conflicting goals such as competition and collaboration [3]. Furthermore, innovation has
three dimensions that need to be taken into account: human dimension such as talent for
knowledge creation, financial dimension such as governmental funding, and infrastructural
dimension such as policy generation for building networks between different entities [3].
One of the important attributes contributing to the S&T system performance is scientific
collaboration [1, 6]. Sonnenwald (2007) defined scientific collaboration as the interaction within
a social context among two or more scientists in order to facilitate the completion of tasks with
regard to a commonly shared goal. Thus, participants in the collaboration event integrate
valuable knowledge from their respective domains to create new knowledge. Scientific
1

collaboration provides several salient advantages, for example; 1) access to expertise for
complex problems, new resources and, funding [6-13], 2) increase in the participants’ visibility
and recognition [8, 10], 3) rapid solutions for more encompassing problems by creating a
synergetic effect among participants [10, 14], 4) decrease in the risks and possible errors made,
thereby increasing accuracy of research and quality of results due to multiple viewpoints [10,
11], 5) growth in advancement of scientific disciplines and cross-fertilization across scientific
disciplines [10, 15], 6) development of the scientific knowledge and technical human capital,
e.g., participants’ formal education and training, and their social relations and network ties with
other scientists [16], 7) increase in the scientific productivity of individuals and their career
growth [8, 16-18], and 8) help in extending the scope of a research project and fostering
innovation since additional expertise is needed [7]. One of the important factors leading to
advantages of scientific collaboration is the social dimension of scientific work such as informal
conversational exchanges between colleagues [8, 16], co-authorship relations [8, 19], jointly
submitted grant proposals [8, 20], co-patent applications [21-24]. To be able to develop a greater
collaboration among individual researchers, which leads to these salient advantages, and to
formulate policies that aim at improving the relationships between researchers, it is necessary to
investigate the relationship between the structure of their communication network and the
structure of researchers’ collaborative output networks (e.g. co-authored or joint publications,
joint grant proposals, and joint patents), and the impact of these structures on their citation
performance and the volume of collaborative research outputs. In addition, analyzing these
networks and their relationship with researchers’ performance and the volume of collaborative
research outputs contributes to our understanding regarding the infrastructural dimension of
innovation.

2

Co-authorship in scholarly publications is the most tangible and well-documented forms
of scientific collaboration, and it is also a good indicator of the S&T system performance.
Therefore, it is used widely in scientific collaboration studies [1, 8, 14, 19]. For example, using
social network analysis (SNA), Newman [25-27] and Barabási et al. (2002)

analyzed the

structural properties of scientific collaboration patterns in large scale by depicting the network of
researchers when two authors were considered linked if their names appeared in the same
scientific journal. They found that co-authorship networks were small world networks in which
most nodes (i.e., authors) could be reached from other nodes by a small number of steps. With a
similar approach used in co-authorship network studies, some studies also analyzed the structure
of co-inventor maps in the case that two patent applicants (i.e. co-authors) were linked if there
was a patent application together by these two applicants; thus, a network of co-invention was
constructed. However, analyzing co-inventor maps was not used as widely as analyzing coauthorship maps [22].

In addition, for the networks constructed from researchers’ jointly

submitted grant proposals, there was not to my knowledge any study in the literature analyzing
the properties of these networks, their relations with other concepts, and concomitant
implications.
Many scholars argue that co-authorship alone is insufficient as a measure of research
collaboration. For example, Katz and Martin (1997) pointed out that many cases of collaboration
did not result in co-authored publications; for example when researchers worked closely together
but decided to publish their results separately due to the fact that they came from different fields
and desired to produce single-author papers in their own discipline. Their study concluded that
measuring co-authorship was a partial indicator of research collaboration. Melin and Persson
(1996) also asserted that co-authorship was only a rough indicator of collaboration, even though
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significant scientific collaboration leads to coauthored publications in most cases. The qualitative
study of Laudel (2002)

determined different types of collaborations that were classified

according to the content of contribution made by collaborators. Then, a collaborator was
rewarded with a co-authorship depending on the level of his/her contribution. The assumption
that co-authorship and research collaboration are synonymous was criticized by several other
scholars for the following reasons: listing co-authors for purely social reasons [8, 16, 30], listing
co-authors simply by the virtue of providing material or performing a routine task [8, 16, 31],
making the colleagues 'honorary co-authors' [8, 16, 32], and listing co-authors who did not even
communicate with each other during research collaboration (e.g., many publications in physics
and astrophysics include hundreds of authors) [33].
Fox (1983) stated that communication and exchange of research findings and results were
the most fundamental social process of science, and the principal means of this communication
was the publication process. Communication between researchers not only stimulates them to
think regarding the unsolved problems in their fields and possible research projects, thereby
developing new ideas and solutions, but it also transmits ‘know-how’ or the procedural
knowledge to efficiently solve the problems to other researchers [29]. Collaborations mostly
begin informally and arise from informal communication between researchers, i.e., through close
personal contacts and professional networks [8, 16, 30, 34-36]. Kraut and Edigo (1988) found
that researchers in a close physical proximity tended to collaborate more due to the changes in
three properties of informal communication: increasing the frequency of communication,
increasing the quality of communication, and reducing the cost of communication. Olson and
Olson (2000) also reported that face-to-face communication facilitates the flow of situated
cognitive and social activities due to some of its key characteristics such as rapid feedback and
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multiple channels (e.g, voice, facial expression, gesture, body posture). However, the use of
information and communication technologies (ICT) such as audio and video conferences, mobile
phones, e-mail, social networking sites especially designed to support collaborative environment,
and the World Wide Web facilitate informal communication between researchers and help them
collaborate with other distant researchers in a timely manner [7, 39, 40]. Using both types of
communication, face-to-face and ICT, have their own advantages and disadvantages [38]. In
sum, communication is an important source and influential factor for scientific collaboration [6,
8, 11, 41] and a fundamental component to sustain collaboration [7].
Many scholars make a clear distinction between researchers’ communication and
collaboration. For example, Melin and Persson (1996) reported that “collaboration was an
intense form of interaction that allowed for effective communication”. Melin (2000) discussed
that collaboration could be measured in a number of ways such as exchange of phone calls and emails, but a more concrete form to measure the collaboration was through co-authorship
information. Laudel (2002) accepted publications as a way of formal communication, and found
out that a considerable proportion of collaborations were not rewarded as a co-authorship.
Borgman and Furner (2002) discussed that collaboration was one of the communication
behaviors exhibited by authors in their various capacities. Similarly, from a network viewpoint,
Newman, 2001b reported that there was an assumption that most people who wrote a paper
together might not be genuinely acquainted with one another. Consequently, even though there is
a clear distinction between researchers’ communication and collaboration, considering the
researchers’ communication and collaborative output networks separate from each other is not
fully addressed in the literature. Taking the assumption reported by Newman (2001b), one
notable study made by Pepe (2011) compared the structure of researchers’ communication
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network with the structure of their collaborative output network (e.g., co-authorship network) by
utilizing techniques used in SNA. The study found out the extent to which the structure of
researchers’ communication network overlaps the structure of their collaborative output network.
That is, the more these network structures overlap the more likely collaborative output relations
between researchers can be seen as a surrogate or proxy for communication relations between
researchers.
Analyzing scientific collaboration through co-authorship indicator is performed at micro
(individual) level, meso (institutional) level, and macro (national, international, and
multinational) [19, 41]. The knowledge at meso and macro level did not yet adequately reflect
the trends in cooperation between researchers; therefore, there should be more efforts to
investigate collaboration at micro level which is the lowest level of aggregation [41-43]. Hence,
SNA is the promising method to investigate the trends in cooperation and reveal the structure of
collaboration between individuals [42, 43]. In addition, collaboration is related to many types of
shared attributes [16, 30]; therefore, these four networks should be analyzed by taking some
demographic attributes of individuals such as gender, race, departmental affiliation, and spatial
proximity into consideration. In the light of the above discussion, this study mainly addresses
four issues in the literature:
1. The case that co-authorship is seen as the partial or rough indicator of scientific
collaboration.
2. The degree to which researchers’ collaboration network can be regarded as a proxy for their
communication network.
3. The extent to which researchers’ communication network impacts their collaboration
networks.
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4. The comparative analysis of the researchers’ multiple networks which are constructed by the
researchers’ communication ties (i.e. conversational exchange ties) and their collaborative
output ties (e.g., co-authored or joint publications, joint grant proposals, and joint patents)
with other researchers.
The first issue can be addressed by extending an existing data collection method, which is
already used for collecting the number of researchers’ collaborative output with other researchers
via self-report, into the social network context. Even though the second issue has already been
addressed by Pepe (2011), I extend this into researchers’ multiple networks which are
constructed from a dataset obtained through via researchers’ self-report. As previously discussed,
communication among researchers initiates their collaborative activities. However, to what
extent that the structural aspect of researchers’ communication relations impacts the structural
aspect of researchers’ collaboration relations is not fully addressed in the literature. Thus, by
addressing the third issue, this study’s findings also have the ability to measure the extent to
which collaboration among researchers is nurtured by means of their conversational exchange in
the network context. The fourth issue is because there is a major limitation in gathering data with
regard to a researcher’s communication as well as collaborative output information with other
researchers (see next section for further discussion). To overcome this major limitation, the
relational data for researchers’ multiple networks (e.g., researchers’ communication and
collaborative output networks) can be simultaneously collected at either the individual college
level or at the university as a whole.
1.2. Proposed Solution
Considering the discussion in the literature that relying solely on co-authorship relations
is not a sufficient indicator of scientific collaboration, Bozeman and Corley (2004) and Lee and
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Bozeman (2005) employed participants' self-report of collaboration information, which
permitted the participants to indicate which relationships are worthy of being considered as
collaborations. Using a questionnaire, they asked participants to make a self-report of the number
of people with whom they had engaged in research collaborations within the past 12 months.
Referring to the past literature, they discussed that the self-reported way of collecting the
collaboration data avoided some of the problems seen in the publication-based measure of
collaboration, for instance, listing the authors purely for social reasons [8, 30], listing the authors
for simply providing material or performing a routine task [8, 31], and making colleagues
honorary co-authors [8, 32]. Even though Lee and Bozeman (2005) and Vasileiadou (2009)
highlighted the disadvantages of the self-reported way of collecting data such as accuracy of the
collected data, there are many recent studies using the method of collecting collaboration
information via self-report [45-48].
Their method can be extended to collecting researchers’ communication and
collaboration information in a social network context by employing a questionnaire where
researchers identify their contacts and provide the amount of communication and collaboration
with those contacts via self-reports. For example, while collecting the collaboration information,
a participant can be asked to report the names of the researchers with whom he/she has engaged
in both communication and research collaborations together with the frequency of that
communication and the number of collaborative outputs (both in-progress and completed) with
those reported names via a name generator. By reporting both of their in-progress and completed
collaborative output ties (e.g., co-authorship ties), they can decide on which ties are important to
them and whether or not reported contact is actually involved in research. This helps overcome
the challenge that many collaborations do not result in tangible outcome such as co-authorship
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by capturing in-progress collaborative output ties as well as other challenges, such as co-authors
who are listed for only social reasons and co-authors that are not even communicated. It will be
more successful if this method can be executed within the college of a university or even within
a university because close proximity of the researchers will facilitate data collection in a way that
the relational data for mapping the researchers’ multiple networks (e.g., network of
communications, network of joint publications, grant proposals, and patents) can be
simultaneously collected at either the individual college level or at the university as a whole.
Moreover, the name generator can contain prepopulated names of the researchers within the
college of a university in order to help the participant for ease of remembering the names.
In addition to abovementioned advantages, administering a self-reported questionnaire
can overcome the major limitation in gathering data with regard to a researcher’s communication
as well as collaborative output information with other researchers. The limitation is mainly due
to these challenges: the unavailability of data for multiple networks, the inability to access the
multiple data repositories, and the difficulty of scanning multiple databases. For example, for the
same researchers, data might be available and easily accessible in order to construct the network
of co-authorships or joint publications, but either unavailable or difficult to access in order to
construct the network of communications, joint grant proposals, and patents. Moreover, scanning
the different databases to collect the same researchers’ both communication and collaborative
output information might also be tedious job.
In sum, the self-reported way of collecting data provides the following benefits:


Researchers can be asked to report both communication and collaborative output (in-progress
and completed) information with other researchers.
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Researchers assess which ties are important to them according to their own perceptions and
whether or not reported contact is actually involved in research.



Relational data for multiple networks (e.g., researchers’ network of communications and
collaborative outputs) is simultaneously collected.

1.3. Statement of Research Objectives
This study focuses on the population of research faculty within the University of South
Florida’s College of Engineering. Data was collected by employing a questionnaire by which
researchers report their contacts, the number of collaborative outputs, and the frequency of
communication with them in a self-reported manner. The relational data obtained through the
questionnaire was put into the form of a two-way matrix where rows and columns referred to
researchers making up the pairs [49]. Furthermore, each cell in the matrix indicated the
collaborative output or communication ties between the researchers. Thus, four 100x100
matrixes were constructed from the relational data provided by the researchers: a matrix of
communication relations and a matrix of joint publications (or co-authorship), grant proposals,
and patents. Using the relational data, the first objective of this study is:
1. To investigate how similar are researchers’ communication network and collaborative output
networks (i.e. joint publications, grant proposals, and patents) and what is the impact of the
communication network structure on the structure of collaborative output networks in the
presence of demographic attributes.
To be able to accomplish the first objective, several sub-objectives which require
visualization of the networks and further statistical analyses are fulfilled. These sub-objectives
are follows:
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a. To examine the statistical and descriptive properties of these four networks (i.e. network
of communications, co-authored publications, joint grant proposals, and joint patent
applications).
b. To investigate the correlation between the ties that are present in one network and the ties
that are present in others.
c. To explore how the presence of a tie in the communication network from one researcher
to another would increase the likelihood of the presence of a tie in each collaborative
output network.
d. To investigate whether or not the structural location of an individual or a similar group of
individuals is advantageous across the four networks.
e. To investigate if the sharing of some attribute by two researchers facilitates tie formation
between them across the four networks (i.e., homophily hypothesis).
f. To investigate whether or not researchers who have a similar spatial proximity tend to
produce collaborative outputs together.
The quality of research outputs is as important as the quantity of the research outputs.
Hirsch (2005) proposed an index called the h-index in order to attempt to measure both the
number of publications a researcher produced (i.e., quantity) and their impact on other
publications (i.e., quality). Using the researchers’ publications data in the information schools of
five universities, Abbasi et al. (2011)

investigated the impact of social network metrics

(including different centrality metrics, average tie strength, and efficiency coefficient proposed
by Burt (1992)) obtained from a researchers’ co-authorship network on the their g-index (another
form of h-index). Their study can be extended by considering the network metrics obtained from
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researchers’ multiple networks. Using the data gathered by the questionnaire, the second
objective is the following:
2. To test the impact of social network metrics extracted from both researchers’ communication
and collaborative output networks (e.g., degree, closeness, betweenness, and eigenvector
centralities, average tie strength, and efficiency coefficient proposed by Burt (1992), local
clustering coefficient) on the researchers’ citation-based performance index (h-index).
Bjork and Magnusson (2009) asserted that “innovation can be seen as ideas that have
been developed and implemented”. Working as a group and attending to the ideas of the others
could both spark a good idea and lead to a novel combination of ideas. Then, collaboration is
necessary for creativity, innovation, and problem solving [54, 55]. From the network perspective,
Lovejoy and Sinha (2010) found that individual innovativeness during the ideation phase was
accelerated by two properties: 1) an individual’s participation in a ‘maximal complete sub-graph’
or clique (called just ‘complete graphs’ in their study), which maximizes the number of parallel
conversations, and 2) the knowledge gain of individuals via their conversational churn which
means that an individual constantly changes his/her conversational partners through a large set of
conversational partners. In addition to these two properties, perceived self-innovativeness should
also be considered as an accelerator of the individual innovativeness [57-62]. In the literature,
investigating the relationship between researchers’ individual innovativeness during ideation
phase and their collaborative outputs is not addressed. This is because the studies in the literature
mostly focus on the final outputs such as publications and citations due to the major limitation of
collecting information with regard to researchers’ interaction in early stages of their collaborative
activities. It is also important to consider the tie strength of a researcher to other conversational
partners while investigating the relationship between researchers’ individual innovativeness and
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their collaborative outputs because knowledge creation is an important step which supports idea
generation [63] and the strength of an interpersonal connection impacts how easily the created
knowledge can be transferred to other individuals [64-67].
To investigate the relationship between researchers’ individual innovativeness and their
collaborative outputs taking into account the tie strength of a researcher to other conversational
partners, the path model with three latent variables-LVs, shown in Figure 1.1, is proposed to test
the four hypotheses. A path model consists of different latent variables-LVs (also called
unobservable variables, constructs, and factors) and their related indicators or observable
variables [68]. The LV, researchers’ individual innovativeness, has three indicators: researchers’
rate of participation in ‘complete graph(s)’ [56], researchers’ knowledge gain via their
conversational churn [56, 69], and the perceived self-innovativeness score of researchers [57,
59]. The LV, collaborative outputs, has three indicators: the number of researchers’ collaborative
outputs such as joint publications, grant proposals, and patents. The LV, tie strength of an
individual to others, has three indicators: frequency of interaction called ‘frequency’, ‘closeness’,
and ‘intimacy’ (or mutual confiding) with conversational partners [70, 71]. Therefore, third
objective is the following:
3. To test the impact of researchers’ individual innovativeness (as determined by the specific
indicators obtained from their communication network) on the volume of their collaborative
outputs taking into account the tie strength of a researcher to other conversational partners.
To be able to accomplish this objective, below sub-objectives need to be fulfilled:
a. To test the impact of researchers’ individual innovativeness on the volume of their
collaborative outputs.
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b. To test the impact of tie strength of an individual to others on both researchers’ individual
innovativeness and the volume of their collaborative outputs.
c. To test the moderating effect of tie strength of an individual to others on the impact of
researchers’ individual innovativeness on the volume of their collaborative outputs.

The number of joint
publications
The number of joint
grant proposals

Collaborative
Outputs
H2

Frequency
Closeness
Intimacy

Tie Strength of an
Individual to Others

The number of joint
patents
H4

H1

Researchers’ rate of
participation in
‘complete graph(s)’

H3

Researchers’
knowledge gain via
their conversational
churn

Individual
Innovativeness

The perceived selfinnovativeness score
of researchers

Figure 1.1. Path Model for the Third Research Objective
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CHAPTER 2: AN EVALUATION OF COLLABORATIVE RESEARCH IN A COLLEGE
OF ENGINEERING: A SOCIAL NETWORK APPROACH
2.1. Introduction
The most frequently used output to measure research collaboration is co-authorship in
scholarly publications. However, many scholars discussed that co-authorship is an insufficient
singular measure of research collaboration. The reason for this is threefold: 1) not all
collaborations resulted in co-authored publications, 2) authors might be listed in publications for
purely social reasons such as ‘honorary coauthors’, and 3) authors appearing in the same
publication sometimes do not communicate with each other [8, 14, 29, 33]. With a similar
approach used in co-authorship network studies, some studies also analyzed the structure of coinventor maps in the case that two patent applicants (i.e. co-authors) were linked if there was a
patent application together by these two applicants; thus, a network of co-invention was
constructed. However, analyzing co-inventor maps is not used as widely as analyzing coauthorship maps [22]. In addition, for the networks constructed from researchers’ jointly
submitted grant proposals, there was not to my knowledge any study in the literature analyzing
the properties of these networks, their relations with other concepts, and related implications.
Collaborations mostly arise from informal communication between researchers [8, 16,
30, 34-36]. Therefore, many scholars make a clear distinction between researchers’
communication and collaboration [9, 14, 39]. Despite these aforementioned facts, the
relationship between researchers’ communication network and collaborative output networks
(e.g., network of co-authored or joint publications, grant proposals, and patents) in which a tie
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between any two authors indicates collaboration on the making of a collaborative output, and the
impact of the former on the latter in the presence of some demographic attributes (e.g., gender,
race, department affiliation, and spatial proximity) are not fully addressed in the literature. Then,
to be able to develop a greater collaboration among individual researchers, and to formulate
policies that aim at improving the relationships between researchers, it is necessary to investigate
this literature gap. Considering abovementioned multiple networks constructed by self-reports
from 100 tenured and tenured-track faculty in the College of Engineering at the University of
South Florida, this chapter seeks an answer for the following question: How similar or dissimilar
are researchers’ communication network and collaborative output networks (i.e. joint
publications, grant proposals, and patents) and what is the impact of the communication network
structure on the structure of collaborative output networks in the presence of demographic
attributes?
2.2. Literature Review and Hypotheses
2.2.1. The Field of Informetrics
The field of informetrics or only ‘informetrics’ studies the quantitative aspects of
information in any form, not only just records or bibliographies but also informal or spoken
communication, and in any social group, not just scientists, and already started in the first half of
the twentieth century [72, 73]. Informetrics now is a broader and general term which is
comprised of studies related to information science such as bibliometrics, scientometrics,
webometrics, and cybermetric [73-75]. Bibliometrics studies the quantitative aspects of the
production, dissemination, and use of recorded information such as scientific papers, articles, and
books [72-74]. Scientometrics studies the quantitative aspects of science as a discipline or
economic activity and mostly deals with science policy, citation analysis, and research evaluation
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[72, 73]. Webometrics studies the quantitative aspects of the construction and use of information
resources, structures and technologies on the Web in four main areas: web page content analysis,
web link structure analysis, web usage analysis (including log files of users’ searching and
browsing behavior), and web technology analysis (including search engine performance) [76].
Since many scholar activities are becoming web-based, webometrics are covered by
bibliometrics and scientometrics to some extent [76]. Cybermetrics studies the quantitative
aspects of the construction and use of information resources, structures, and technologies on the
whole Internet, e.g., including statistical studies of discussion groups, mailing lists, and other
computer mediated communication on the web [76]. Scientific collaboration measured by coauthorship relations is a classical subfield of informetrics and mostly connected to bibliometric
and scientometrics studies [73, 75]. Therefore, in the field of informetrics, there are many studies
devoted into collaboration patterns and relationships between researchers by constructing
collaboration networks at author level [75].
2.2.2. Scientific Collaboration
A science and technology (S&T) system comprises a wide range of activities such as
fundamental science or scholarly activity, and applied research and developmental activities
mainly concentrating on creating new products and processes [1]. It has become a driving force
over the last 20 years for major economic growth and development and it is, therefore, an
inseparable part of several national and regional innovation systems [1, 2]. One of the important
attributes contributing to the S&T system performance is scientific collaboration [1, 6]. Scientific
collaboration provides several salient advantages as shown in Table 2.1. One of the important
factors leading to advantages of scientific collaboration is the social dimension of scientific work
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such as informal conversational exchanges between colleagues [8, 16], co-authorship relations
[8, 19], jointly submitted grant proposals [8, 20], and co-patent applications [21-24].
Collaboration among scientists dates back to the 17th century [77], and it has become
increasingly prevalent over the last two decades [7, 78]. Sonnenwald (2007) defined scientific
collaboration as the interaction within a social context among two or more scientists in order to
facilitate the completion of tasks with regard to a commonly shared goal. Thus, participants in
the collaboration event integrate valuable knowledge from their respective domains to create new
knowledge. According to the definition, collaborations must be perpetuated through social
networks [51]. Therefore, social network analysis (SNA) is the method which is commonly used
to reveal the structure of collaboration between researchers [6, 7, 27, 42, 43, 79, 80].
2.2.3. Relationship between Researchers’ Communication and Their Collaborative
Outputs
Co-authorship in scholarly publications is the most tangible and well-documented forms
of scientific collaboration, and it is also a good indicator of the S&T system performance.
Therefore, it is used widely in scientific collaboration studies [1, 8, 14, 19, 80, 81]. For example,
using SNA, Newman (2001, 2001a, 2001b) and Barabási et al. (2002) analyzed the structural
properties of scientific collaboration patterns in large scale by depicting the network of
researchers when two authors were considered linked if their names appeared in the same
scientific journal. They found that co-authorship networks were small world networks in which
most nodes (i.e., authors) could be reached from other nodes by a small number of steps. With a
similar approach used in co-authorship network studies, some studies also analyzed the structure
of co-inventor maps in the case that two patent applicants (i.e. co-authors) were linked if there
was a patent application together by these two applicants; thus, a network of co-invention was

18

constructed. However, analyzing co-inventor maps was not used as widely as analyzing coauthorship maps [22].

In addition, for the networks constructed from researchers’ jointly

submitted grant proposals, there was not to my knowledge any study in the literature analyzing
the properties of these networks, their relations with other concepts, and related implications.
Many scholars argue that co-authorship alone is insufficient as a measure of research
collaboration. For example, Katz and Martin (1997) pointed out that many cases of collaboration
did not result in co-authored publications; for example, when researchers worked closely
together but decided to publish their results separately due to the fact that they came from
different fields and desired to produce single-author papers in their own discipline. Their study
concluded that measuring co-authorship was a partial indicator of research collaboration. Melin
and Persson (1996) also asserted that co-authorship was only a rough indicator of collaboration,
even though significant scientific collaboration leads to coauthored publications in most cases.
The qualitative study of Laudel (2002) determined different types of collaborations that were
classified according to the content of contribution made by collaborators. Then, a collaborator
was rewarded with a co-authorship depending on the level of his/her contribution. The
assumption that co-authorship and research collaboration are synonymous was criticized by
several other scholars for the following reasons: listing co-authors for purely social reasons [8,
16, 30], listing co-authors simply by the virtue of providing material or performing a routine task
[8, 16, 31], making the colleagues 'honorary co-authors' [8, 16, 32], and listing co-authors who
did not even communicate with each other during research collaboration (e.g., many publications
in physics and astrophysics include hundreds of authors) [33].
Researchers should communicate to formulate research questions that address either
experimental or theoretical problems and to disseminate their results in order to obtain feedback.
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Fox (1983) stated that communication and exchange of research findings and results were the
most fundamental social process of science, and the principal means of this communication was
the publication process. Communication between researchers not only stimulates them to think
regarding the unsolved problems in their fields and possible research projects, thereby
developing new ideas and solutions, but it also transmits ‘know-how’ or the procedural
knowledge to efficiently solve the problems to other researchers [29]. Then, communication is an
important source and influential factor for scientific collaboration [6, 8, 11, 41] and a
fundamental component to sustain collaboration [7, 82]. Collaborations mostly begin informally
and arise from informal communication between researchers, i.e., through close personal
contacts and professional network [8, 16, 30, 34-36]. Since solving a scientific problem requires
different complex tasks varying in uncertainty, much collaboration either do not occur or break
up before becoming successful without informal communication [83]. Many scholars make a
clear distinction between researchers’ communication and collaboration. For example, Melin
and Persson (1996) reported that “collaboration was an intense form of interaction that allowed
for effective communication”. Melin (2000) discussed that collaboration could be measured in a
number of ways such as exchange of phone calls and e-mails, but a more concrete form to
measure the collaboration was through co-authorship information. Laudel (2002) accepted
publications as a way of formal communication, and found out that a considerable proportion of
collaborations were not rewarded as a co-authorship. Borgman and Furner (2002) discussed that
collaboration was one of the communication behaviors exhibited by authors in their various
capacities. Similarly, from a network viewpoint, Newman (2001b) reported that there was an
assumption that most people who wrote a paper together might not be genuinely acquainted with
one another. Taking the assumption reported by Newman (2001b), one notable study made by
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Pepe (2011) compared the structure of researchers’ communication network with the structure of
their collaborative output network (e.g., co-authorship network) by utilizing techniques used in
SNA. The study found out the extent to which the structure of researchers’ communication
network overlaps the structure of their collaborative output network. That is, the more these
network structures overlap the more likely collaborative output relations between researchers can
be seen as a surrogate or proxy for communication relations between researchers. The study of
Pepe (2011) can be extended into multiple networks constructed using the data collected via
researchers’ self-reports. In addition, Lee and Bozeman (2005) also reported the need of
investigating whether collaboration structures of researchers really mimic communication
structures of researchers. Based on the discussion so far, the following two hypotheses are
proposed:
Hypothesis 1: Researchers’ communication networks should highly overlap with their
collaborative output networks.
Hypothesis 2: Researchers’ communication networks positively impact their collaborative output
networks.
2.2.4. Relationship between Researchers’ Demographic Attributes and Their
Collaborative Outputs
“Birds of a feather flock together” is the proverbial expression of homophily, which is
often used in the social network literature. Macpherson et al. (2001) defined homophily as “the
principle that a contact between similar people occurs at a higher rate than among dissimilar
people”. That is, it is more likely that individuals who share the same demographic attributes
such as gender and race tend to interact with each other and to form social ties [84-86]. For
example, Marsden (1988) found that individuals who shared the same race are more likely to
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discuss important matters. Similarly, Bozeman and Corley (2004) found that female researchers
were more likely to collaborate with female researchers. Spatial proximity impacts the
interaction between researchers and might increase or decrease the likelihood to collaborate. For
example, the Kraut and Edigo (1988) found out that researchers in a close physical proximity
tended to collaborate more due to the changes in three properties of informal communication:
increasing the frequency of communication, increasing the quality of communication, and
reducing the cost of communication. Olson and Olson (2000) also reported that face-to-face
communication facilitates the flow of situated cognitive and social activities due to some of its
key characteristics such as rapid feedback and multiple channels (e.g., voice, facial expression,
gesture, body posture). However, the use of information and communication technologies (ICT)
such as audio and video conferences, mobile phones, e-mail, social networking sites especially
designed to support collaborative environment, and the World Wide Web facilitate informal
communication between researchers and help them collaborate with other distant researchers in a
timely manner [7, 39, 40]. Using both types of communication, face-to-face and ICT, have their
own advantages and disadvantages [38]. Furthermore, given the possibility of disciplinary
boundaries, the impact of a researcher’s departmental affiliation should also be tested for each
collaborative output network. To sum up, since collaboration is related to many types of shared
attributes [16, 30], the aforementioned four networks should be analyzed by taking some
demographic attributes of individuals such as gender, race, departmental affiliation, and spatial
proximity into consideration. Then, the following hypothesis was tested:
Hypothesis 3: Researchers who share the same attributes are more likely to form a collaborative
output tie than researchers who do not.
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2.3. Method
2.3.1. Sample and Questionnaire
The University of South Florida’s College of Engineering has researchers who hold both
tenured and tenure-track faculty positions, research associates, visiting professors, and graduate
students to run the research. This study surveyed the entire population, which was comprised of
107 researchers who hold both tenured and tenure-track faculty positions. Research associates,
visiting professors, and graduate students were not considered in this study. The dean of the
College of Engineering, 1 researcher who was on leave of absence during the data collection
period, and 5 researchers who were recently hired, totaling 7 researchers, were excluded.
Therefore, the sample size was reduced to 100 researchers. Table 2.2 shows the breakdown of
the sample size in terms of demographic attributes. There are 6 departments in the College of
Engineering: Chemical and Biomedical Engineering (CBE), Civil and Environmental
Engineering (CEE), Computer Science and Engineering (CSE), Electrical Engineering (EE),
Industrial and Management Systems Engineering (IMSE), and Mechanical Engineering (ME).
The questionnaire was in the paper-and-pencil format. It was first designed in a web
format (http://orisurvey.eng.usf.edu/). However, several researchers during the pilot test or others
later commented that filling out the questionnaire in a paper-and-pencil format was easier and
more comfortable. Before distributing the questionnaire to all researchers, a researcher from each
department was randomly chosen and contacted to conduct a pilot test for the questionnaire.
Based on the comments and feedback from the researchers, the content and layout of the
questionnaire were updated to facilitate gathering the responses. The questionnaire was 3 pages
long and contained a total of 26 questions (see the Appendix A). The first page included 2
questions and respondents were asked to make a self-report of the number of both in-progress
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and completed collaborative outputs with other researchers with whom they engaged in coauthored or joint publications (in-preparation, [re]submitted or rejected, and published), joint
grant proposals (in-preparation, declined, and funded), and joint patents (rejected, submitted, and
issued) as well as researchers’ names (see the Appendix A). The names of the researchers from 6
different departments within the college were already populated in 6 different tables in order to
facilitate the thought process of the respondents. Each table had a different number of rows due
to the different number of researchers in each department and 5 columns. The first 2 columns
contained the last name and first name information of the researchers populated for each
department. The third, fourth and fifth columns were the columns into which the respondent put
the number of total in-progress and completed joint publications, grant proposals, and patents
with other researchers. Since it might be hard for the respondents to remember the exact number
of their total in-progress and completed collaborative outputs with other researchers, an ordinal
scale was used to facilitate the thought process of the respondents. In the scale, the scores 1, 2, 3,
and 4 were assigned to the number of collaborative outputs of 1 to 2, 3 to 5, 6 to 9, and 10-above,
respectively. For example, if a respondent has either 1 or 2 joint publications with another
researcher the respondent scans the names in the tables and puts the score 1 into the related cell
next to the researcher’s name under the publication column. If a respondent has 3, 4, or 5 joint
grant proposals with another researcher the respondent finds the his/her collaborator’s name in
the tables and put the score 2 into the related cell next to the researcher’s name under the grant
proposal column. The respondents were also asked to provide their collaborators’ names outside
of the college and to put the number of in-progress and completed collaborative outputs with
those collaborators at the bottom of the page. The second page included 4 questions and
respondents were first asked to report the names of researchers with whom they exchanged
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conversations or ideas as well as the frequency of the exchange (see the Appendix A). A
researcher’s frequency of communication with other researchers and strength of closeness and
intimacy in their communication ties with other researchers were assessed by a second, third and
fourth question, and were rated based on a 6-point Likert-type scale, 6-point Likert-type scale,
and 5-point Likert-type scale, respectively. These questions, denoted by Q2, Q3, and Q4,
referring to three dimensions of tie strength in the social network literature. Tie strength can be
assessed by three indicators: the frequency of conversational exchange (Q2), the intensity of the
conversational exchange (Q3), mutual confiding or level of intimacy between conversational
partners (Q4) [70, 71]. The second page was the same as the first page except that columns next
to the columns across which the researchers’ names were populated were kept for reporting the
answers for the Q2, Q3, and Q4. Moreover, the respondent follows the same procedure which
was followed to fill out the questionnaire on the first page. For example, a researcher scanned the
names in the table, found his/her conversational partner’s name, and put a score for the
frequency of communication and the strength of closeness and intimacy into the cell next to the
researcher’s name in a given scale. The third page included the assessment of perceived
innovativeness [57, 59, 87]. There were 20 questions each of which was marked in 5-point Likert
scale (see Appendix A).
Information for the relations of both the communication (i.e., conversational exchange)
and collaborative outputs between researchers was asked for the last 6 years up to current study
date (between 2006 and 2012). This length of time might be reasonable for reporting the
relations of the collaborative outputs, but not of communication because two researchers, for
example, talk to each other frequently while they write a journal or proposal, but when they
finish writing the journal or proposal they do not talk as frequently as they talked in the past.

25

However, the main point was to investigate to what extent the researchers were genuinely
acquainted with one another on average from the self-perception perspective. In addition, the
time frame, 6 years, must be the same to maintain a balanced comparison between networks
constructed from the relations of both the communication and collaborative outputs.
2.3.2. Data Collection
The researchers were asked to complete a three-page questionnaire in three steps. First, a
mass e-mail from the dean’s office was sent out to the researchers in the sample, indicating that
each of the researchers would be contacted through either their affiliated department or e-mail.
Second, a graduate student from the college of engineering contacted the researchers by either
joining their departmental meetings or e-mailing each researcher. The student handed out the
paper-and-pencil questionnaire to each researcher in the meeting and made a short presentation
about the details of the questionnaire. Additionally, the questionnaire was e-mailed to the
researchers who were not present in the meetings as an attachment. Last, the graduate student
followed up with each researcher in the sample in 2-3 weeks for completed questionnaires via email. Completed questionnaires collected from the participants by visiting them directly to
protect the confidentiality of their responses. If the questionnaire was not completed yet, an
additional one week was given to the participants for completion before collecting the
questionnaires directly from the participants.
Response rates were very low at the end because the number of both fully and partially
completed questionnaires received was about 10. Therefore, to increase response rates, each
researcher was also contacted personally both to make an in-person delivery of the questionnaire
and to explain the purpose of the study and the details. The researchers were requested to fill out
the questionnaire without using any forceful action which was against the protocol guidelines in
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the informed consent. Dillman (2007) discussed the factors improving response rate which can
be achieved by in-person delivery. Two of those were observed in this study. First, a deliberate
effort was made to increase the salience of the experience of receiving the questionnaire; thus,
the interaction time required for presenting the questionnaire to the researcher was lengthened.
Second, responsibility was assigned to a researcher rather than addressing the request in a
general way.
Contacting the researchers personally was performed in two steps. First, the graduate
student contacted the researchers personally to deliver the questionnaire in person, explained the
details of the paper-and-pencil questionnaire face-to-face, and asked for whether they were
willing to participate in the questionnaire or not. Later, the researchers who were willing to
participate either filled out the questionnaire at the time they were contacted personally or made
an appointment with the graduate student to fill later or filled on their own. The presence of
graduate student was helpful because the researchers asked if they had any questions. The
questionnaire was completed in 15-20 minutes on average; however, a few took more time to
complete the questionnaire. A total of 76 out of 100 tenured/tenure-track faculty members
participated in the questionnaire. Table 2.2 shows the breakdown of the participants in terms of
demographic attributes. It took almost one semester to reach out to the target faculty members
and to finalize all responses from the participants. Table 2.3 shows the timeline of the steps
taken. One potential risk in this study was the low participation rate while collecting the social
network data of researchers. If the participation rate is low, it is difficult to entirely depict
connections between researchers, opening up the possibility that the results found in the analyses
of the networks will be misleading. However, even if a particular faculty member did not fill out
the questionnaire, the connections to non-participants are reported by the participants. Thus,
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connections of non-participants can be obtained from the perspective of participants. At the end,
collaboration information for the full list of researchers is obtained. In this study, information
about the connections of 24 non-participants was obtained by utilizing the best possible scenario
explained in the next section. Another risk in this study was that the respondents might rate the
Q2, Q3, and Q4 on the second page for all researchers because the respondents might think that
they at least held a minimum relationship with any other researcher even if they did not
communicate with them. For example, there were only two respondents who rated the Q2, Q3,
and Q4 with all minimum scores for all other researchers within the sample. Therefore, for only
these two respondents, the respondents’ ratings for the Q2, Q3, and Q4 all of which received
minimum scores for all other researchers were dropped while constructing the data matrixes.
2.3.3. Constructing Social Network Data Matrixes
This study focuses on the population of research faculty within the University of South
Florida’s College of Engineering. Data were collected by employing a questionnaire by which
researchers report their contacts, the number of collaborative outputs, and the frequency of
communication with them in a self-reported manner. The relational data obtained through the
questionnaire was put into the form of a two-way matrix where rows and columns referred to
researchers making up the pairs [49]. Furthermore, each cell in the matrix indicated the
collaborative output or communication ties between the researchers. Thus, four 100x100
matrixes were constructed from the relational data provided by the researchers: a matrix of
communication relations and a matrix of joint publications (or co-authorship), grant proposals,
and patents. A total of 125 extra names were reported outside of the college through the name
generator located at the bottom of the page in the questionnaire. However, these names were not
included while constructing the matrixes in order to maintain the balanced comparisons between
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researchers’ social network metrics (e.g., degree centrality) for further analyses and kept for a
future study.
Five possible cases of reciprocity happened between two researchers when they rated
each other regarding their connections:
1. Both researchers rated each other with an equal score for the frequency of communication
and the number of collaborative outputs. In other words, the case was that the values of the
upper and lower triangle cells were equal to each other in the 100x100 matrixes.
2. Both researchers rated each other with a different score for the frequency of communication
and the number of collaborative outputs. In this situation, two cases might happen.
a. One case was that the value of the upper triangle cells was higher than the value of the
lower triangle cells in the 100x100 matrixes.
b. The other was that the value of the lower triangle cells was also higher than the value of
the upper triangle cells in the 100x100 matrixes.
3. Only one of the researchers rated the other. In this situation, two cases might also happen.
a.

One case was that the upper triangle cell contained a value, but lower triangle cell did
not in the 100x100 matrixes.

b. The other was that the lower triangle cell contained a value, but the upper triangle cell did
not in the 100x100 matrixes.
Table 2.4 summarizes the five possible cases of reciprocity seen in the 100x100 matrixes
when at least one researcher in a pair gives a non-zero rating to the other. ‘X’ and ‘0’ indicate the
ratings happening on only one side and non-ratings, respectively. Table 2.5 illustrates the number
of occurrences of these cases in each network. The inter-rater agreement (IRA) percentage in a
network was calculated by dividing the total number of occurrences in ‘Equal-Equal’ cases by
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the total number of occurrences of all cases (e.g., 120 was divided by 1234 which is the sum of
120, 141, 144, 377, and 452 for the network of communication). In IRA percentage calculation,
the cases where both sides did not report a tie to the other (i.e., the cases where both sides score
0) were neglected. For the purpose of this study, directionality of the networks is not of
fundamental importance [33]. This is because the collaborative output networks such as coauthorship networks are analyzed as undirected in the literature. Therefore, reported reciprocity
in the number of collaborative outputs was converted to undirected edges. In order to make an
equivalent comparison between the networks, the reported reciprocity in the frequency of
communication was also converted to undirected edges. The researchers’ social network data
matrixes were symmetrized by converting the reported reciprocities to the undirected edges
according to the most idealistic scenario shown in Table 2.6. In social network analysis, this
symmetrization principle is known as the “maximum” method [89].
2.4. Results
Hypotheses in this chapter and next chapters were tested using SNA metrics and
techniques. In order to both compute SNA metrics and perform SNA techniques, a computer
package for SNA(UCINET version 6.308), a statistical computing software (the R project, called
shortly ‘R’), and a free and open network overview, discovery and exploration add-in for Excel
2007/2010 (the NodeXL) are used [89-92].
2.4.1. Visual Inspection of Networks
The NodeXL was used to visualize the networks. A graph is the mathematical structure
that models a network with an undirected dichotomous (or binary) relations i.e., ties that are
either present or absent between each pair of actors [49]. Graphs for four networks were depicted
in Figure 2.1 using the ‘Hare-Koren Fast Multiscale’ layout option in which the isolated nodes
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are not shown. In each graph, a vertex (or node) refers to a researcher, and an edge refers to the
relations of either communication or collaborative outputs between researchers. The network
densities can be easily noticed from high to low as follows: network of communication, joint
grant proposals, joint publications, and joint patents.
Network of Communication

Network of Joint Grant Proposals

Network of Joint Publications

Network of Joint Patents

Figure 2.1 Visualization of Researchers’ Communication and Collaborative Output Networks

2.4.2. Statistical and Descriptive Properties of Networks
Table 2.7 illustrates the different statistical and descriptive properties of four networks. A
connected component of a graph is a maximal connected subgraph in which any two nodes are
connected to each other by paths, and also there is no path between a node in the component and
any node that is not in the component [49]. Single-vertex connected component in a graph is the
isolated nodes, i.e., nodes which do not have any connections with other nodes. The network of
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communication, joint publications, and joint grant proposals had one connected component,
while the network of joint patents had 7 connected components, meaning that there were 7
maximally connected subgraphs. The network of communication had no isolated nodes, whereas
the network of joint publications, joint grant proposals, and especially joint patents had several
isolated nodes.
Density of a graph, denoted by D, is the ratio of the number of edges present, L, to the
maximum possible edges, n(n-1)/2, in a undirected graph, where n refers to the number of nodes
[49]. That is, it is calculated as:
D 

L



n(n- 1 )/ 2

2L

.

(2.1)

n(n- 1 )

Density of a valued graph, denoted by Dv, is the sum of all valued edges, Lvalued =∑L1 VL ,
where L is the number of edges present and VL is the value attached to an edge, divided by the
maximum possible edges [89]. That is, it is calculated as:
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L
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n(n- 1 )/ 2

V
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.
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n(n- 1 )/ 2

The result for network density for both binary and valued relations range from highest to
lowest in the following order: communication, joint grant proposals, joint publications, and joint
patents. Since the type of the rating scale used to construct the network of communication is
different from other collaborative output networks, the valued density computed for the network
of communication is much higher than the valued density computed for other collaborative
output networks. The results indicate that the researchers’ network relations generating the
collaborative outputs are sparser than their network of communication relations.
A shortest path between two nodes is referred to geodesic. Geodesic distance or distance
between two nodes is defined as the length of any shortest path between them, i.e., the number of
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edges connecting two vertices in a shortest path [49]. Maximum geodesic distance or diameter of
a graph is the length of the largest geodesic distance any pair of nodes. The diameter of a graph
quantifies how far apart two nodes are located in the graph [49]. If a graph is not connected, both
distance and diameter are infinite or undefined because distance between some pairs of nodes is
infinite in a disconnected graph [49, 93]. The NodeXL computes the diameter of the connected
component and does not consider the isolated and disconnected subgraphs in the computation.
Diameter of the connected component for the network of communication, joint publications,
joint grant proposals, and joint patents is 3, 7, 7, and 9, respectively. This can be interpreted as
that an idea can travel from any researcher to any other researcher over no greater than 3, 7, 7,
and 9 steps. Average geodesic distance (AGD) is the sum of shortest paths between each vertex
pairs divided by the number of possible vertex pairs, i.e., the average number of steps to connect
any two nodes in a network [27, 33]. The number of possible vertex pairs is computed by n(n1)/2 in a undirected graph, where n refers to the number of nodes. The AGD value, 1.792, is
lower in the researchers’ communication network than other networks: co-authored or joint
publications, 3.468, joint grant proposals, 2.699, and joint patents, 3.452. This can be interpreted
as that an idea can travel from any researcher to any other researcher over an average of 1.792,
3.468, 2.699, and 3.452 steps.
Clustering coefficient (CC) is defined as a measure of the extent to which nodes tend to
cluster together in the network [93]. It can also be defined as “the average fraction of pairs of a
person’s collaborators who have also collaborated with one another” [27]. Clustering coefficient
for whole network, CC, is found by averaging the local clustering coefficients of all vertices n
[94]. Local clustering coefficient, LCC of vertex i from vertices n, is computed by dividing the
number of edges among the neighbors of vertex i by maximum possible edges of the neighbors
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of vertex i [94]. Clustering coefficient for whole network, CC, is found by averaging the local
clustering coefficients of all vertices n [94]. Both of them are calculated as:
LCC

i



Number

of edges

among

Maximum

possible

edges

CC 

1
n

n

neighbors
of neighbors

 i  1 LCC i .

of vertex
of vertex

i

(2.3)
i
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As seen from the formula, the LLC calculates the density of an ego’s neighbors, but by
leaving out the ego [93]. In other words, it computes the density of connections among nodes
that are already connected through two-path. The CC value, 0.534, is higher in the researchers’
communication network than other networks: joint publications, 0.158, joint grant proposal,
0.285, and joint patent, 0.051. Then, the results indicate that two researchers have a 53.4%
chance of communicating and a 15.8%, 28.5%, and 5.1% chance of collaborating in publications,
grant proposals, and patents, respectively if they have both communicated and collaborated with
another third researcher. In other words, for researchers’ communication relations, two
individual researchers have 53.4% chance of being acquainted with one another through a
common researcher who puts them in contact in the College of Engineering. For researchers’
joint publication, joint grant proposal, and joint patent relations, two individual researchers have
15.8%, 28.5%, and 5.1% chance of being acquainted with one another through a common
researcher who puts them in contact in the College of Engineering, respectively. This means that
collaborations in a group of three or more researchers for grant proposals are more common than
collaborations in a group of three or more researchers for publications and patents. A smallworld network is a network in which most nodes can be reached by any other in a small number
of steps [95]. Two properties are observed in the small-world networks: 1) higher clustering that
it would be expected by chance 2) AGD on average are as short as it would be expected by
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chance. Many real networks have the property of being a small-world in which AGD is low,
while CC is high [94]. Then, network small-worldliness can be decided by comparing CC and
AGD of a given network to a distribution of CC and AGD that were obtained from randomly
generated graphs with an equivalent density and the same degree distribution. Since CC is
another density measure, but for pairs that are already connected indirectly, the density of an
original graph can be used as a rough sort of gauge for what you expect CC to be by chance. The
binary graph densities in the networks of communication, joint publications, joint grant
proposals, and joint patents are almost half, one-fourth, one-fourth, and one-fifth the value of
their CCs, respectively. Therefore, there is a sense in which there is actually much more
clustering than you do expect by chance in the collaborative output networks than there is in the
communication network. One reason for this can be that specialization of the researchers in
different areas of focus not only helps the formation of dense clusters of researchers but also
encourages them to form short connections to other researchers. That is, specialization of the
researchers helps them detect a common point of view for their research in conversations and
brings them together for further collaboration. Still, the other property that is getting AGD as
short as it would be gotten in a random graph must be tested to be able to fully decide on whether
or not the networks shows a small-world property.
Assortativity (degree) is a measure of extent to which nodes with similar degree
centralities tend to attach to one another, i.e., it is the measure of correlation in the degrees of
connected nodes [96, 97]. There is a hypothesis that positive assortativity is a property of many
socially generated networks, while negative assortativity is more prevalent in technological and
biological networks [95]. Assortativity that is greater than 0 indicates that prolific authors tend to
be connected with only prolific researchers. Assortativity that is less than 0 indicates that prolific
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authors tend to be connected with both prolific and non-prolific researchers [33]. The value of
assortativity, -0.146, is less than 0 in the researchers’ communication network, while it is higher
than 0 for the other networks: joint publications, 0.044, joint grant proposal, 0.072, and joint
patent, 0.217. The fact that the researchers’ communication network has a negative assortativity
means that when a newcomer is introduced into the network; the newcomer will not feel
himself/herself a stranger to others and will begin to collaborate in an inclusive environment. On
the contrary, a newcomer will tend to produce collaborative outputs with only prolific
researchers in other networks: joint publications, grant proposal, and patents.
Distance-based cohesion, i.e., compactness, is calculated by harmonic mean of entries in
the distance matrix and measures the degree of cohesiveness in the network from the distance
perspective [89, 98]. The value ranges from 0 (nodes are completely isolated) to 1 (each node is
adjacent, making up of a clique of all nodes). Distance-weighted fragmentation is 1 minus
distance-based cohesion. The highest cohesive network with value of 0.618 is the researchers’
network of communication, which is expected because every researcher is expected to
communicate each other within the college. The second highest cohesive network with value of
0.401 is the researchers’ network of grant proposals. Third and the last one is the researchers’
network of joint publications and joint patents with the value of 0.277 and 0.021, respectively.
Number of conversational partners or collaborators per researcher is the ratio of the
number of researchers’ total conversational partners or collaborators to the total number of
researchers. The number of researchers’ total conversational partners or collaborators is
computed by summing the upper or lower triangle rows in the data matrixes constructed
according to Table 2.6 and the total number of researchers is 100. Then, for the network of
communication, joint publications, joint grant proposals, and joint patents, the ratio is calculated
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as 12.34 (highest), 1.96, 3.67, and 0.35 (lowest), respectively. As seen from the results, the ratio
for joint grant proposals is twice as much as the ratio for joint publications.
Table 2.8 illustrates the comparison of the density of four networks. In other words, it
shows the degree to which the density of one type of relation among researchers is different from
the density of another type of relation among the same researchers [93]. The conventional
approach of calculating the standard errors assumes independent observations. However, using
the conventional approach in the network data can be misleading because the conventional
approach underestimates the true sampling variability due to dependency of the observations.
Therefore, it gives too optimistic results due to underestimated sampling variability and leads to
reject the null hypothesis that two densities are the same [93]. Using ‘bootstrapping’, a nonparametric sampling technique, a sampling distribution of densities of two networks is
constructed. Standard deviations (called standard error) of these two the sampling distributions is
used to calculate t-statistic when comparing the densities of two networks [99]. Thus,
independence of observations is considered by accounting for the variation from sample to
sample just by random chance [93]. When the ties are binary in the compared networks, the test
is for a difference in the probability of a tie of one type and the probability of a tie of another
type [93]. When the ties are valued in the compared networks, the test is for a difference in the
mean tie strengths of the two relations [93]. The standard deviation and mean differences are
illustrated in Table 2.8, which are obtained by both the classical method and the bootstrap
sampling method, for both binary and valued relations. Comparison of the valued relations of the
network of communication to other networks was discarded to maintain the balanced comparison
because the type of the rating scale used to construct the network of communication was
different from the type of the rating scale used to construct the collaborative output networks. It
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is noted that the mean difference by the classical method is almost the same as the mean
difference by the bootstrap sampling method, while the standard deviation difference by the
classical method is always smaller (i.e, underestimated) than the standard deviation difference
by the bootstrap sampling method. The difference between densities for all network pairs is
statistically significant. In other words, the observed difference would rarely be seen by chance
in random samples drawn from these networks.
2.4.3. Network Comparisons
Correlation between two networks is computed by using the quadratic assignment
procedure (QAP) technique. Since observations in dyadic data is interdependent, the traditional
OLS technique to test the significance of the correlation between two networks cannot be used
[100]. Therefore, an alternative technique, QAP, was first suggested by the statistician Mantel
(1967), and it was later used by Hubert (1987) in a vast array of applications [103]. The
procedure works in two steps. First, it computes the correlation coefficient between
corresponding cells of the two data matrixes. Later, it randomly and synchronously permutes the
rows and columns of one matrix and recomputes the correlation [89]. The second step is
performed thousands of times in order to calculate the proportion of times that a random measure
is higher than or equal to the observed measure calculated in the first step. A low proportion
when compared to the desired significance level suggests that there is a strong relationship,
which is unlikely to be occurred by a chance, between the matrixes, i.e., the correlation between
two networks are statistically significant [89]. The Jaccard coefficient and Pearson correlation
can be used to evaluate binary and valued relations, respectively [93]. Table 2.9 illustrates the
QAP correlation results for both binary and valued relations. By QAP correlation results,
hypothesis 1 tests the extent to which researchers’ communication network overlap with multiple
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collaborative output networks. All pairs of correlations are positive and statistically significant in
both binary and valued relations, but the overlap of the researchers’ communication ties with
their collaborative output ties is not high. This shows that the acquaintanceship between
researchers is not sufficiently reflected on joint collaborative output relations. The networks of
joint publications and grant proposals are highly correlated, which is expected because grant
proposals are generally written with the intention of publishing the results. In binary relations,
the correlation between the network of communication and joint publications is lower than the
correlation between the network of communication and joint grant proposals. At binary level,
this implies that the idea exchanges between researchers that result in joint publications is not as
common as the idea exchanges between researchers that resulted in joint grant proposals.
Similarly, in valued relations, the correlation between the network of communication and joint
publications is also lower than the correlation between the network of communication and joint
grant proposals. At valued level, this implies that the correlation between the frequency of
communication and the number of joint publications is lower than the correlation between the
frequency of communication and the number of joint grant proposals. Among the correlations of
the network of joint patents to other networks, the highest correlation is the one with the network
of joint publications at both binary and valued level. This implies that there is a tendency among
researchers that their joint publications were turned into joint patents in a collaborative manner.
QAP technique was also run to test whether or not researchers who have a similar spatial
proximity tend to communicate more and produce more collaborative outputs together. For this,
a spatial proximity 100x100 matrix, W, in which rows and columns refer to researchers making
up the pairs, was constructed. The (i,j) element of W matrix, denoted wij, quantifies whether or
not two researchers are in the same neighborhood; in other words, the wij defines neighborhood
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structure over an area [104]. In this study, the case of whether or not two researchers are in the
same neighborhood was measured on a scale: (1) different buildings, (2) the same building, (3)
the same hallway, (4) next to each other. First, an upper triangular spatial proximity matrix was
constructed. Later, it was symmetrized in order to obtain the 100x100 matrix. Table 2.10
illustrates the QAP correlation results between spatial proximity matrix and each collaborative
output matrix (i.e., each collaborative output network) for valued relations. All pairs of
correlations were positive and statistically significant.
2.4.4. Network Prediction
QAP technique can be used for regressing one network (dependent variable) on other
networks (independent variables). Krackhardt (1988) first showed that beta parameters in an
ordinary least squares-OLS model of network data could be tested using a multiple regression
extension of QAP technique, MRQAP [103]. QAP first performs an OLS regression in order to
estimate the regression coefficients (i.e., original regression coefficients) on the original
dependent variable matrix. Second, the rows and columns of dependent variable matrix are
randomly and synchronously permuted to obtain a mixed-up matrix, and another OLS regression
is run for obtaining the new regression coefficients using this newly permuted dependent
variable matrix. This procedure is done several times (in this study, 10000) to find the large set
of OLS regression coefficients using a new randomly permuted dependent variable matrix at
each time. The regression coefficients and R2 are stored away after running each regression.
Finally, the original regression coefficients are compared against the distribution of the stored
regression coefficients and R2's, which are obtained under the set of permuted regressions, for
each of the independent variables. If fewer than 5% of the regression coefficients (i.e., betas) are
larger than the observed regression coefficient, then the coefficient is considered significant at
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the 0.05 level, and the same is valid for the 0.01 level of significance [103, 106]. In this study,
the Double Dekker Semi-Partialling MRQAP procedure was used since it gives more robust
results. Unlike Y-permutation procedure, this procedure takes the correlation between
independent variables into account by putting the resulting residuals, which are obtained from
the regression of independent variables on each other, into the original regression equation [103].
Table 2.11 and 2.12 illustrates the regression with QAP technique for both binary and
valued relations, respectively. For binary relations, researchers’ communication relations had a
positive and statistically significant impact on researchers’ collaborative output relations. This
impact was very minimal on researchers’ joint patent relations. This implied that the
communication between researchers had a positive impact on their collaborative outputs. While
the impact of researchers’ joint publication relations was high on their joint patents relations, the
impact of researchers’ joint grant proposal relations was low on their joint patents relations. This
implied that joint publications between researchers were more likely to result in joint patents
than joint grant proposals between researchers were. Additionally, the impact of researchers’
joint grant proposal and publication relations on each other was high and statistically significant.
This indicated that grant proposals was written by researchers in order to be able to get them
published at the end. For valued relations, the network of researchers’ communication relations
had a positive and statistically significant impact on joint grant proposal relations. However, this
impact became low and statistically significant on joint publication relations, and even negative
and statistically significant on joint patent relations. This implied that the intensity in the
frequency of communication between researchers resulted in only generating a greater number of
joint grant proposals between them. The rest of the impacts were the same as discussed for
binary relations.
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Exponential Random Graph Models (ERGMs) (also called p* models) can also be used to
model the probability of observing a graph y from a random set of relations (edges and nonedges) Y using the various local (or subgraph) configurations, such as edges, triangles,
reciprocated ties, k-stars, and etc., as independent variables expressed by the model [107-112]. In
other words, the probability of observing a graph y depends on the presence of various
configurations used as independent variables in ERGM model [108]. The distribution of Y can
be parameterized in the following form:
P (Y  y | X ) 

exp



T

g ( y, X )



(2.5)

 ( , Y )

and, the above equation is the general form of the class of ERGM, where Y is the (random) set of
relations (edges and non-edges) in a network, y is a particular given set of relations, X is a
covariate (or a matrix of attributes) for the vertices and edges, 𝜃 is the vector of coefficients
corresponding to a set of various type of configurations,

g ( y, X )

is a vector of network statistics

corresponding to the related configuration included in the model if the configuration is observed
in the network y,

g ( y)  1;

otherwise it is 0, and

probabilities sum to 1, and it is calculated as 
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 [107-111].

The above log-linear model can be turned into a logit model in the following form:
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the vector of change statistics and

graphs where a tie from node i to node j is forced to be present (with

y ij



y ij

and



y ij

are the

=1) and absent (with

=0), respectively, while all the rest of the network is exactly kept as in y itself [110, 113].
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y ij

C

Y ij

represents the rest of the network other than the single variable
network statistics

g ( y, X )

Y ij

[110]. Then, change in the

occurs when the tie from node i to node j changes from being present

to absent [113]. Then, each coefficient 𝜃 can be interpreted as the increase in the conditional logodds of network per unit increase in the network statistics

g ( y , X ) due

to switch a particular

Y ij

from 0 to 1 holding the rest of the network fixed at Y ijC [110].
The ties in the network of communication can be modeled as an edge covariate (i.e.,
independent variable) that affects the probability of the tie in the network of joint publications,
grant proposals, and patents. Five separate models from the simplest to more complex were run
taking the binary networks of the network of joint publications, joint grant proposals, and joint
patents as dependent networks. Table 2.13 illustrates the results for all models. The package
“ergm” in the R project for statistical computing was used to run the models [111]. Model 1 is
the simplest model that counts the equal probability for all edges in the network, and it is
naturally null model from which to proceed and known as the Bernoulli model or the Erdős–
Rényi model [109]. Then, Model 1 can be shown as:
P (Y  y ) 

where  is the edge parameter and

L (y)

exp



L ( y )
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,

refers to the number of edges in the graph y [107, 108].

The following models build up on Model 1. Model 2 is to investigate whether or not the impact
of the ties in the network of communication can influence the probability of ties in the network
joint publications, grant proposals, and patents. Then, Model 2 can be shown as:
P (Y  y ) 

exp



L ( y )   C ( z )

 ( , Y )
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,

(2.8)

where  and

C ( z ) refer

to the edge parameter for the network of communication and the strength

of edges associated with the network of communication which is a graph z, respectively.
Attribute information can be incorporated into an ERGM [110]. Model 3 only considers the
researchers’ demographic attributes such as gender (0=“female”, 1=“male”), race (1=“Asian”,
2=“Black”, 3=“Hispanic”, 4=“White”), department affiliation (1=“CBE”, 2=“CEE”, 3=“CSE”,
4=“EE”, 5=“IMSE”, 6=“ME”), and spatial proximity. Four 100X100 spatial proximity matrixes
in which rows and columns refer to researchers making up the pairs, was constructed. The (i,j)
element of each matrixes are dummy coded (as 1 and 0 otherwise) whether or not two
researchers’ offices are next to each other, and located in the same hallway, in the same building,
and in different buildings. A dummy coded matrix indicating that researchers are located in the
separate buildings was chosen as base proximity matrix. Then, the effect of the first three
proximity matrixes is evaluated relative to the effect of the base proximity matrix. Then, Model
3 can be shown as:
P (Y  y ) 
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r
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is the vector of parameters for attributes (or covariates). While

A( y)

is the vector of

edge level covariates which refer to uniform homophily effect (i.e., individuals who share the
same attribute are more likely to form social ties than two actors who do not share) for each
attribute: gender, race, department affiliation, and spatial proximity. Unlike Model 3, Model 4
includes  and

C (z) .

Then, Model 4 can be shown as:
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A( y)

,

(2.10)

Model 5 includes o k and O ( t k ) which are the edge parameter for two collaborative output
networks other than the collaborative output network modeled as dependent variable and the
strength of edges associated with these networks, respectively. Then, Model 5 can be shown as:
P (Y  y ) 



exp  L ( y )   C ( z )  r
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A ( y )  o k O (t k )
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,
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where k=1 and 2 referring to a couple of collaborative output networks other than the
collaborative output network modeled as dependent variable. The results of these models are
discussed below.
Model 1 is the ‘edges’ term that acts as the 'intercept' for the model. It is based on the
number of edges (or density) of the observed network (compare the density of the networks in
Table 2.7 for binary relations with ERGM results). ERGM fits a type of logistic model, so to
interpret the parameter estimate; one must use the logistic transform because the coefficients are
expressed as conditional log-odds. The value of -2.525 (log odds) means that the addition of any
edges to the network of joint grant proposals changes the total number of edges by the
probability of 0.074 (calculated by e-2.525/(1+e-2.525)). In other words, the probability that a tie
that is completely heterogeneous will form in the network of joint grant proposals is 0.074. The
probabilities that a tie that is completely heterogeneous will form in the network of joint
publications and joint patents are 0.040 and 0.007, respectively.
Model 2 tests the impact of researchers’ communication network ties on their
collaborative output ties without considering any other demographic attributes. The probability
of a tie in the network of joint grant proposals is increased by a log-odds factor of 3.753+0.730*(n) for every unit increase in the frequency score n in the network of
communication. If the communication network score is the minimum ‘once every three months

45

(1)’, this means that the addition of any edges with the value of strength ‘1’ to the
communication network changes the total number of edges in the network of joint grant
proposals by the probability of 0.046 (calculated by e-3.753+0.730(1)/(1+ e-3.753+0.730(1))), and if
communication network score is the maximum ‘once a day (6)’, the probability of a tie in the
network of joint grant proposals is 0.652 (calculated by e-3.753+0.730(6)/(1+ e-3.753+0.730(6))).
Similarly, for the minimum and maximum communication network scores, the probability of a
tie in the network of joint publications was 0.019 and 0.465, respectively, and the probability of a
tie in the network of joint patents was 0.003 and 0.101, respectively. The results indicated that
the probability of a tie that would form in the network of joint grant proposals was greater than
the probability of a tie that would form in the network of joint publications and joint patents for
the minimum and maximum communication network scores. These findings are similar to the
findings was found by QAP regression that was run for valued relations.
Model 3 considers demographic attributes in addition to the ‘edge’ parameter. For joint
grant proposals as the dependent network, the log-odds of a tie that is homogenous by either race
only, department only, and closer than being in different buildings only are -2.860 (=3.212+0.352), -1.888 (=-3.212+1.324), -2.404 (=-3.212+0.808) – being next to each other, 2.517 (=-3.212+0.695) – being on the same hall, respectively. The attribute ‘gender’ is excluded
because it is not statistically significant, and the attribute ‘being in the same building’ is also
excluded for the same reason. Then, the corresponding probabilities that a tie which is
homogenous by either race only, department only, and closer than being in different buildings
only will form in the network of joint grant proposals are 0.054 (calculated by e-2.860/(1+e-2.860)),
0.131 (calculated by e-1.888 /(1+e-1.888)), 0.083 (calculated by e-2.404 /(1+e-2.404)), and 0.075
(calculated by e-2.517 /(1+e-2.517)), respectively. The log-odds of a tie that is homogenous by race,
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department, and being next to each other is -0.728 (=-3.212+0.352+1.324+0.808) and the logodds odds of a tie that is homogenous by race, department, and on the same hall is -0.841 (=3.212+0.352+1.324+0.695). The corresponding probabilities are 0.326 (calculated by e-0.728/(1+e0.728

)) and 0.301 (calculated by e-0.841/(1+e-0.841)).
For joint publications as the dependent network, the log-odds of a tie that is homogenous

by either gender only, race only, department only, and closer than being in different buildings
only are -4.106 (=-4.487 +0.381), -4.010(=-4.487+0.477), -2.768(=-4.487+1.719), and -2.454(=4.487+0.758) – being on the same hall, respectively. Attributes ‘being next to each other’ and
‘being in the same building’ are excluded because they are not statistically significant. Then, the
corresponding probabilities that a tie which is homogenous by either gender only, race only,
department only, and closer than being in different buildings only will form in the network of
joint publications are 0.016, 0.018, 0.059, and 0.023, respectively. The log-odds of a tie that is
homogenous by gender, race, department, and on the same hall is -1.152 (=4.487+0.381+0.477+1.719+0.758) which generates the corresponding probability as 0.240.
For joint patents as the dependent network, the log-odds of a tie that is homogenous by
department only and closer to each other than being in different buildings are -4.991 (=-6.610
+1.619), -5.284(=-6.610 +1.326) – being next to each other, -5.948(=-6.610 +0.662) – being on
the same hall, and -5.699 (=-6.610 +0.911) – being in the same building, respectively. Attributes
‘gender’ and ‘race’ are excluded because they are not statistically significant. Then, the
corresponding probabilities that a tie which is homogenous by either department only and closer
than being in different buildings only will form in the network of joint patents are 0.007, 0.005,
0.003, and 0.003, respectively. The log-odds of a tie that is homogenous by department and
being next to each other is -3.665(=-6.610+1.619+1.326), the log-odds of a tie that is
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homogenous by department and on the same hall is -4.329(=-6. 610+1.619+0.662), and the logodds of a tie that is homogenous by department and being in the same building is -4.080(=6.610+1.619+0.911). The corresponding probabilities are 0.025, 0.013, and 0.017, respectively.
The results indicated that the likelihood of the presence of a tie which is homogenous in all
significant attributes was close to each other in the network of joint grant proposals and joint
publications and it was the lowest in the network of joint patents.
Model 4 tests the impact of researchers’ communication network ties on their
collaborative output ties in the presence of all other demographic attribute effects. For the
minimum and maximum communication network scores, the probability of a tie in the network
of joint grant proposals was 0.060 and 0.811, respectively, while the other variables are held
constant in the model. The effect of attribute ‘being on the same hall’ is not statistically
significant, so it is excluded. Then, the probabilities of a tie that is homogenous by gender, race,
department, being next to each other, and being in the same building are 0.014 for the minimum
communication network score and 0.490 for the maximum communication network score.
For the minimum and maximum communication network scores, the probability of a tie
in the network of joint publications was 0.015 and 0.428, respectively, while the other variables
are held constant in the model. The effect of attributes ‘gender’, ‘department’, and ‘being on the
same hall’, and ‘being in the same building’ is not statistically significant, so they are not
considered. Then, the probabilities of a tie that is homogenous by race and being next to each
other are 0.008 for the minimum communication network score and 0.275 for the maximum
communication network score.
For the minimum and maximum communication network scores, the probability of a tie
in the network of joint patents was 0.002 and 0.063, respectively, while the other variables are
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held constant in the model. The only statistically significant attribute is ‘being in the same
building’. Then, the probabilities of a tie that is homogenous by being in the same building are
0.003 for the minimum communication network score and 0.120 for the maximum
communication network score. When the results are compared with the probabilities obtained in
Model 2, the likelihood of the presence of a tie which is homogenous in all significant attributes
was decreased in the network of joint grant proposals and joint publications, whereas it was
increased in the network of joint patents for the minimum and maximum communication
network scores. In other words, when communication between researchers who shared the same
attribute at both the minimum and maximum level was considered the effect that the ties in the
network of communication would increase the likelihood of the presence of ties in the network
of joint grant proposals and joint publications was diminished, whereas that effect was increased
in the network of joint patents.
Unlike Model 4, Model 5 considers other collaborative output network effects other than
the network used as the dependent variable. There is positive and statistically significant logodds effect of the network of joint publications on the network of joint grant proposals, whereas
the log-odds effect of the network of joint patents on the network of joint grant proposals is not
statistically significant. For the minimum and maximum communication network scores, the
probability of a tie in the network of joint grant proposals was 0.056 and 0.720, respectively,
while the other variables are held constant in the model. The effect of attribute ‘race’, ‘being next
to each other’ and ‘being on the same hall’ is not statistically significant, therefore they are
excluded. Then, the probabilities of a tie that is homogenous by gender, department, and being in
the same building are 0.016 for the minimum communication network score and 0.412 for the
maximum communication network score. The log-odds of a tie that is homogenous by gender,
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department, and being in the same building is -2.452(=-3.573+0.753*(1)-0.381-0.644+1.670*(1))
for the minimum communication network and collaborative output network scores and 6.323(=3.573+0.753*(6)-0.381-0.644+1.670*(4)) for the maximum communication network and
collaborative output network scores. The corresponding probabilities are 0.079 and 0.998,
respectively.
There is positive and statistically significant log-odds effect of the network of both joint
grant proposals and joint patents on the network of joint publications. For the minimum and
maximum communication network scores, the probability of a tie in the network of joint
publications was 0.007 and 0.074, respectively, while the other variables are held constant in the
model. The effect of attribute ‘gender’, ‘department’, ‘being on the same hall’, and ‘being in the
same building’ is not statistically significant, therefore they are not considered. Then, the
probabilities of a tie that is homogenous by race and being next to each other are 0.005 for the
minimum communication network score and 0.051 for the maximum communication network
score. The log-odds of a tie that is homogenous by race and being next to each other is -0.357(=5.376+0.474*(1)+0.519-0.920+1.549*(1)+3.397*(1)) for the minimum communication network
and

collaborative

output

network

scores

and

16.851(=-5.376+0.474*(6)+0.519-

0.920+1.549*(4)+3.397*(4)) for the maximum communication network and collaborative output
network scores. The corresponding probabilities are 0.412 and 1, respectively.
There is positive and statistically significant log-odds effect of the network of both joint
grant proposals and joint publications on the network of joint patents. For the minimum and
maximum communication network scores, the probability of a tie in the network of joint patents
was 0.001 and 0.003, respectively, while the other variables are held constant in the model. None
of attributes are statistically significant except ‘being in the same building’. Then, the
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probabilities of a tie that is homogenous by being in the same building are 0.003 for the
minimum communication network score and 0.009 for the maximum communication network
score. The log-odds of a tie that is homogenous by being in the same building is -4.114(=7.142+0.224*(1)+1.112+0.569*(1)+1.123*(1)) for the minimum communication network and
collaborative output network scores and 2.082(=-7.142+0.224*(6)+1.112+0.569*(4)+1.123*(4))
for the maximum communication network and collaborative output network scores. The
corresponding probabilities are 0.016 and 0.889, respectively. Then, when the results are
compared with the probabilities obtained in Model 2, unlike Model 4 results, the likelihood of the
presence of a tie which is homogenous in all significant attributes was decreased in each
collaborative output network. Furthermore, it was observed that the likelihood of the presence of
a tie in researchers’ collaborative output networks is increased after including the effect of other
collaborative output ties. Especially, this increase is drastic when the strength of other
collaborative output ties are the maximum.
Hypothesis 2 tests whether or not the ties in the network of communication would
increase the likelihood of the presence of ties in each collaborative output network. The
following results were observed from Models 2, 4, and 5, when keeping other variables constant
in Models 4 and 5. The ties in the network of communication significantly and positively
impacted the likelihood of the presence of ties in each collaborative output network. The
probability of a tie in the network of joint grant proposals was always higher than the probability
of a tie in the network of joint publications and joint patents. For the minimum communication
network score, the probability of a tie in all collaborative output networks almost remained at the
same level. However, for the maximum communication network score, the probability of a tie in
the network of joint grant proposals was increased, while the probability of a tie in the network
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of joint publications and joint patents was decreased as progressed from Model 2 to Model 5.
Hypothesis 3 tests mainly the homophily hypothesis in which researchers who share the same
attribute tend to form social ties more than researchers who do not. When Model 5s with the
lowest AIC scores are the models chosen as the base models, the following are observed. Being
of the same gender had a statistically significant negative effect on the network of joint grant
proposals, whereas the effect of gender on the network of publications was not statistically
significant. The results indicate that grant proposals are submitted with mixed gender teams in
the college of engineering. That is, researchers perceive that their projects have a better chance to
be funded if they have a gender diverse team. Sharing the same race attribute had a statistically
significant positive effect on the network of both joint publications, whereas the effect of sharing
the same race on the network of joint grant proposals was not statistically significant. This shows
that the same race researchers are more likely to publish together. In other words, sharing the
same race increases the chance of joint publications [114], whereas sharing the same race does
not impact the chance of joint grant proposals. Being in the same department had a statistically
significant negative effect on the network of joint grant proposals, but had no effect on the
network of joint publications, indicating that there is a tendency of interdepartmental
collaboration among researchers in joint grant proposals; however, whether or not researchers
are affiliated with the same department makes no difference in their joint publications. Then, it
can be said that grant proposal writing bridges departments to a much greater degree than
publication does. Additionally, there was no effect of the demographic attributes ‘gender’, ‘race’
and ‘department’ on the network of joint patents.
The effect of being in the same level of spatial proximity varies for each collaborative
output network. Being in the same building had a statistically significant negative effect on the
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network of joint grant proposals, meaning that researchers who are in the same building are less
likely to collaborate for grant proposals compared with researchers who are in different
buildings. Being next to each other had a statistically significant negative effect on the network
of joint publications, indicating that the likelihood of researchers who are next to each other to
collaborate for publications is less than the researchers who are in different buildings. Being in
the same building had a statistically positive effect on the network of joint patents. This shows
that being in the same building increases the likelihood of collaboration for patents compared
with being in different buildings. To summarize, being closer to each other decreases the
likelihood of collaboration for publications and grant proposals, but it increases the likelihood of
collaboration for patents compared with being in different buildings. The more researchers are
distant to each other the more likely they collaborate for publications and grant proposals [7, 39,
40]. For example, if this study was conducted to map interdisciplinary relations on a campus, the
results would be highly expected that researchers from different colleges were more likely to
form collaborative ties. Then, investment for an online collaborative website for researchers will
be helpful to connect distant researchers to generate more collaborative outputs between them.
Furthermore, research centers in which researchers are more spatially collocated will help
increase the likelihood of formation of co-inventor relations.
The effect of the network of joint publications and grant proposals on each other was
positive and statistically significant. Similarly, the effect of the network of joint patents and
publications on each other was positive and statistically significant. These results match up with
the QAP results. However, the effect of the network of joint patents on the network of joint grant
proposals was not statistically significant, whereas the effect of the network of joint grant
proposals on the network of joint patents was positive and statistically significant. This might be
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due to a temporal order of collaborative outputs. For example, researchers first start writing grant
proposals to both obtain a publishable output and issue patent at the end. Also, joint publications
and joint patents mostly occur simultaneously. Then, the case that the network of joint patents
impacts the network of joint grant proposals becomes against the natural progression of
collaborative outputs.
2.4.5. Centrality Comparisons
For all networks using, four types of normalized centrality metrics for each researcher,
network centralization, and group degree centralities were computed, and hypothesis tests about
mean centrality of groups were also performed. All centrality metrics were calculated using
binary relations. These centrality metrics are as follows:
Degree Centrality of a node ni, denoted by

C

D

(ni ) ,

is the number of nodes that adjacent

to node ni or the number of unique edges, eij, that are connected to node ni [49]. Normalized
degree centrality, C

'
D

( n i ) , is found by dividing the degree centrality of node ni by the number

of total nodes, n, excluding ni such as (n-1).Then, Normalized degree centrality can be used to
'

compare the degree centrality of nodes across networks of different size. Thus, C D ( n i ) which
ranges from 0 to 1 is given by:

C

where
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e ij
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,

(2.12)

for undirected networks.

Closeness Centrality of a node ni, denoted by

C

C

(ni ) ,

is the sum of geodesic distances

(i.e., geodesics) to all other nodes in a network [49]. Geodesic distance is a shortest path (i.e.,
lowest total number of edges) linking node, ni and nj, which is denoted by d(ni, nj). Then, the sum
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of geodesic distances is shown by  nj d ( n i , n j ) . A lower closeness centrality score indicates a
more central position for a node in a network [90]. Sabidussi’s (1966) index of actor closeness
offers the sum of reciprocal geodesic distances [49]. Thus, the higher values indicate more
central position. The normalized closeness centrality, C
by multiplying C C ( n i ) by n-1. Then,

C

'
C

(n

i

)

'
C

(n

i

)

which ranges from 0 to 1, is found

is given by:
n 1

'

C C (ni ) 

.

n

j

(2.13)

d (ni , n j )

Betweenness Centrality of a node ni, denoted by

C

B

(ni ) ,

is the sum of the ratio of the

number of geodesics, gjk(ni), linking the nodes nj and nk that contain node ni to the number of
geodesics, gjk, linking the nodes nj and nk [49]. In other words, it counts “the number of geodesic
paths (i.e., shortest paths) that pass through a node ni [116]. The normalized betweenness
'
centrality, C B ( n i ) which ranges from 0 to 1, is found by dividing the betweenness centrality by (n-

1)(n-2)/2 which indicates the number of pairs of nodes not including ni. Then,
'

C B ( ni ) 

n

C B ( ni )
( n  1 )( n  2 ) / 2

Eigenvector Centrality a node ni, denoted by
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j

C

E
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(ni ) ,
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( ni )

g

jk

.

'

C B (ni )

is given by:

(2.14)

is a variant of degree centrality in

which a node is more central if it is connected to nodes that are themselves well-connected [51,
117]. It is computed by solving:
A*c   *c,

(2.15)

where A is the adjacency matrix for a graph in which aij = 1 if vertex i is connected to vertex j,
and aij = 0 otherwise, c is a vector of the degree centralities for each vertex as indicated by
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c  ( C D ( n 1 ), C D ( n 2 ),..., C D ( n n ) )  , and λ is a scalar. The above equation is the characteristic

equation to find the eigensystem of a matrix A [49]. Then, the elements of eigenvector are the
eigenvector centralities,

C

E

(ni )

, for each vertex of the graph. By convention, eigenvector

centrality is given by the eigenvector with the largest eigenvalue λ [89]. The normalized
eigenvector centrality, C E ( n i ) can be found by “the square root of one half, which is the maximum
'

'
score attainable in any graph” [51, 118]. Then, C E ( n i ) is given by:

'

C E (ni )  C E (ni )

2.

(2.16)

Table 2.14 illustrates the descriptive statistics for all type of centrality metrics across four
networks. The network of communication had the highest mean value for all type of centrality
metrics, except for betweenness centrality which had the second lowest mean value. This
indicated that there were not, on average, lots of researchers who played a brokerage or
gatekeeper role in the network of communication. The network of joint grant proposals had
higher mean value for all type of centrality metrics than the network of joint publications, except
for eigenvector centrality that was lower in the network of joint grant proposals. This implied
that the researchers’ tendencies to publish results with other researchers that were well-connected
were, on average, more than their tendencies to write grant and submit proposals with other
researchers that were well-connected.
It is also important to analyze the degree to which a whole network has a centralized
structure. Table 2.15 illustrates the network centralization which measures the degree of
inequality or variance in a network as a percentage of a perfect star network of the same size [49,
93, 119]. In other words, the graph centralization measures how tightly a network is organized
around its most central node [120]. In the network of communication, there was a significant
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amount of degree centralization in the whole network when compared to the collaborative output
networks. This implied that the degree centrality of individual nodes significantly varied and the
advantages arising from degree centralities were distributed unequally in the network of
communication [93]. The value of closeness centralization for the network of communication
and joint publications were very close to each other and higher than the other networks. Overall,
the values for closeness centralization indicated that closeness centrality of the individual nodes
varied in all network, especially in the network of communication and joint publications.
Betweenness centralization for all networks was low, indicating that the values for betweenness
centrality of the individual nodes were evenly distributed in all networks. The network of joint
publications had the highest value for eigenvector centralization, meaning that eigenvector
centrality of the individual nodes varied in the network of joint publications compared to other
networks.
The degree centrality of researchers who share the same attributes was also analyzed.
Table 2.16 illustrates the normalized group degree centralities. While calculating the group
centralities, the groups such as such as gender, race, and department affiliation are treated as one
node, and its ties to other nodes are computed. The multiple ties from other nodes to this node
are counted only once [121]. Males were more central than Females in all networks. The
centrality of different races was ranged from high to low in all networks as follows: White,
Asian, Hispanic, and Black, except that Blacks were more central than Hispanics in the network
of joint patents. In the network of communication, the most central department was CBE,
whereas the least one was CEE. In the network of joint publications, the most and least central
departments were EE and IMSE, respectively. In the network of joint grant proposals, the highest
centrality was scored by EE, while the lowest centrality was scored by IMSE. In the network of
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joint patents, CBE had the highest group centrality, whereas CSE had the lowest group
centrality.
The difference in the means of group centralities was tested as well. Table 2.17a
illustrates the results for the comparison of the means of group centralities in each network.
While a t-test was run for comparing two groups in ‘gender’ attribute, one-way analysis of
variance (ANOVA) was run for comparing multiple groups in ‘race’ and ‘department affiliation’
attribute. For both methods, since the observations were not independents a method called
random sampling of permutations were used to calculate an approximate p-value. To create the
permutation based sampling distribution of the difference between both the means of two groups
and multiple groups, large number of trials were run (in this study, 10000 for two groups and
5000 for multiple groups) [93]. In each trial, centrality scores for each individual were randomly
assigned to another individual; that is, they were randomly permuted. Standard deviation of the
distribution created by random trials became estimated standard error for t-test and ANOVA
[93]. If the difference in the means of group centralities was statistically significant it was bolded
in red in Table 2.17a. Moreover, R-square values ranged from 0.001 to 0.210 were given in
Table 2.17b for multiple group comparisons. For two groups, the only statistically significant
difference was in the mean of both male and female eigenvector centralities in the network of
joint grant proposals. This implied that the connections of males and females to other wellconnected researchers were different in the network of joint grant proposals. For multiple groups,
there was significant difference in the means of betweenness and degree centralities of races in
the network of joint publications. This implied that both the number of researchers’ direct
connections to other researchers and the number of researchers who locate themselves in shortest
paths showed difference among the races in the network of joint publications. Moreover, there
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were significant differences in the mean of eigenvector centralities of department affiliations in
all networks. This implied that the researchers in some departments tended to be connected to
other well-connected researchers much more in all networks.
2.5. Discussion
This study demonstrates how comparative analysis of researchers’ communication and
collaborative output networks (e.g., network of joint publications, grant proposals, and patents) is
performed in the presence of self-reported data collected in a college of engineering. It presents a
data collection method that enables us not only to collect the frequency of communication
between researchers but also to collect the self-report of the number of in-progress and
completed collaborative outputs between researchers.
The method facilitates the comparative analysis of researchers’ communication and
collaborative output networks by using a richer dataset taking into account both in-progress and
collaborative efforts. Collecting researchers’ collaborative output data in a self-reported way
provides some indication of whether or not a tie is important in terms of their collaborative
research efforts. In other words, the self-reported way of collecting the relations in collaborative
outputs permits the researchers to assess both which connection or tie is important to them
according to their own perceptions and whether or not reported contact is actually involved in
research. Furthermore, collecting relational data simultaneously for multiple networks helps us to
understand the extent to which the structure of these networks overlaps and the extent to which
researchers’ communication relations impact their collaboration relations from the network
perspective. That is, gathering data for researchers’ informal conversational exchange ties and
collaborative output ties with other researchers simultaneously helps to test not only the extent to
which researchers’ collaborative output ties can be really used as a proxy for their
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communication ties but also the extent to which scientific collaboration is nurtured by means of
informal conversational exchange [18, 33].

Table 2.1. Advantages of Scientific Collaboration
Access to expertise for complex problems, new
resources and, funding
Increase in the participants’ visibility and recognition
Rapid solutions for more encompassing problems by
creating a synergetic effect among participants
Decrease in the risks and possible errors made, thereby
increasing accuracy of research and quality of results
due to multiple viewpoints
Growth in advancement of scientific disciplines and
cross-fertilization across scientific disciplines
Development of the scientific knowledge and
technical human capital, e.g., participants’ formal
education and training, and their social relations and
network ties with other scientists
Increase in the scientific productivity of individuals
and their career growth

[6-13]
[8, 10]
[10, 14]
[10, 11]
[10, 15]

[16]

[8, 16-18]
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Table 2.2. Number of Researchers in Each Demographic Attribute
Gender

Total

Male
86
68

sample
participants

Female
14
8

100
76

Race
sample
participants

sample
participants

Asian
35
28

CBE
16
14

Black
4
3

CEE
19
13

Hispanic
9
5

Department
CSE
EE
17
24
10
17

White
52
40

IMSE
10
10

ME
14
12

100
76

100
76

Table 2.3. Timeline of the Steps Performed During the Data Collection
Timeline
During the first week of October, 2012
In the middle of October, 2012
During the last two weeks of October, 2012

During the first week of November, 2012

During the second week of November,
2012
During the last week of November and
December, 2012
In the first week of March, 2013

Steps
A pilot test conducted for the questionnaire.
A mass e-mail from the dean’s office was sent out to inform the
researchers.
Questionnaires began to be distributed either in the departmental
meetings or through in-person delivery and e-mail.
A follow-up e-mail was sent to collect the completed
questionnaires. The response rate was very low. Therefore,
questionnaires were delivered to the researchers in person
intensively. An extra one week was given to the participants for
uncompleted questionnaires
Completed questionnaires continued to be collected, and also the
questionnaires continued to be delivered in person.
Due to the holiday season, there was minimum response received
from the researchers.
All responses from the participants were finalized.
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Table 2.4. Five Possible Cases of Reciprocity
Cases
1
2a
2b
3a
3b

Upper Triangle Cells
Equal
High
Low
X
0

Lower Triangle Cells
Equal
Low
High
0
X

Table 2.5. The Number of Occurrences of Five Possible Cases in Each Network and Inter-rater
Agreement Percentage

120
141
144
377
452

Network
of
Joint
Publications
38
14
16
68
60

Network
of
Joint
Grant Proposals
81
20
21
113
132

9.72%

19.39%

22.07%

Network
of
Communication

Cases
1
2a
2b
3a
3b
Inter-rater agreement
percentage

Network
of
Joint Patents
9
2
2
11
11
25.71%

‘1’ The value of the upper and the lower triangle cells were equal.
‘2a’ The value of the upper triangle cells was higher than the value of the lower triangle cells.
‘2b’ The value of the lower triangle cells was higher than the value of the upper triangle cells.
‘3a’ The upper triangle cells contained a value, but lower triangle cells did not.
‘3b’ The lower triangle cells contained a value, but the upper triangle cells did not.

Table 2.6. The Most Idealistic Scenario of the Conversion to Undirected Edges
Cases
1
2a*
2b*
3a*
3b*

Upper Triangle Cells
Equal
High
High
X
X
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Lower Triangle Cells
Equal
High
High
X
X

Table 2.7. Statistical and Descriptive Properties of Four Networks
Network
of
Communication

Network
of
Joint
Publications

100
1234

90
196

Network
of
Joint
Grant
Proposals
97
367

1
0
100
1234
0.249
0.741
3
1.792
0.534
-0.146
0.618
0.382

1
10
90
196
0.040
0.068
7
3.468
0.158
0.044
0.277
0.723

1
3
97
367
0.074
0.107
7
2.699
0.285
0.072
0.401
0.599

Vertices (active)
Total Edges
Connected Components (or CCs)
Single-Vertex CCs
Maximum Vertices in a CC
Maximum Edges in a CC
Graph Density (Binary)
Graph Density (Valued)
Maximum Geodesic Distance (or Diameter) in a CC
Average Geodesic Distance
Clustering coefficient
Assortativity(Degree)
Distance-based cohesion ("Compactness")
Distance-weighted fragmentation ("Breadth")
Number of collaborators per researcher

Network
of
Joint
Patents
35
35
7
65
23
29
0.007
0.010
9
3.452
0.051
0.217
0.021
0.979

12.34
1.96
3.67
0.35
Note: This table was constructed by means of three computer packages: NodeXL version 1.01.229, UCINET 6.308, and The
R project for statistical computing.

Table 2.8. Comparison of Network Densities
St. Dev.
Diff. by
Classical
Method
Communication

Joint Publications
Joint Grant Proposals
Joint Publications
Joint Grant Proposals

Joint Publications
Joint Grant Proposals
Joint Patents
Joint Grant Proposals
Joint Patents
Joint Patents

0.005
0.005
0.004
0.003
0.002
0.003

Joint Grant Proposals
Joint Patents
Joint Patents

0.006
0.004
0.005

*<0.01 Note: 10000 Bootstrap samples
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Mean Diff.
by Classical
Method
Binary relations
0.209
0.175
0.242
0.034
0.033
0.067
Valued relations
0.039
0.058
0.097

St. Dev.
Diff. by
Bootstrap
Sampling

Mean Diff.
by Bootstrap
Sampling

0.014
0.012
0.015
0.006
0.004
0.007

0.207*
0.176*
0.239*
0.034*
0.032*
0.066*

0.010
0.007
0.011

0.039*
0.057*
0.096*

Table 2.9. QAP Correlation between Networks

Communication
Joint Publications
Joint Grant Proposals
Joint Patents

Communication
Joint Publications
Joint Grant Proposals
Joint Patents

Jaccard coefficient for binary relations
Joint
Joint Grant
Communication
Publications
Proposals
1.000
0.154*
0.283*
1.000
0.328*
1.000
Pearson’s correlation for valued relations
Joint
Joint Grant
Communication
Publications
Proposals
1.000
0.366*
0.484*
1.000
0.600*
1.000

Joint Patents
0.028*
0.155*
0.072*
1.000
Joint Patents
0.154*
0.447*
0.317*
1.000

*<0.01, Note: 5000 permutations were run for QAP.

Table 2.10. QAP Correlation (Pearson’s Correlation for Valued Relations) between Researchers’
Spatial Proximity and Their Multiple Networks
Networks
Communication
Joint Publications
Joint Grant Proposals
Joint Patents

Spatial Proximity
0.384*
0.118*
0.140*
0.047*

*<0.01, Note: 5000 permutations were run for QAP.
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Table 2.11. QAP Regression of Researchers’ Communication on Their Collaborative Output
Networks (Binary Relations)
Standardized beta
QAP
coefficients
significance
Joint Publications (dependent network)
Communication
0.128
<.001
Joint Grant Proposals
0.373
<.001
Joint Patents
0.264
<.001
Joint Grant Proposals (dependent network)
Communication
0.337
<.001
Joint Publications
0.362
0.002
Joint Patents
0.043
<.001
Joint Patents (dependent network)
Communication
0.006
0.345
Joint Publications
0.337
<.001
Joint Grant Proposals
0.056
0.003
Note: 10000 permutations were run for QAP.
Networks

R-square

p-value

0.324

<.001

0.345

<.001

0.137

<.001

Table 2.12. QAP Regression of Researchers’ Communication on Their Collaborative Output
Networks (Valued Relations)
Networks
Communication
Joint Grant Proposals
Joint Patents
Communication
Joint Publications
Joint Patents
Communication
Joint Publications
Joint Grant Proposals

Standardized beta
QAP
coefficients
significance
Joint Publications (dependent network)
0.099
<.001
0.462
<.001
0.285
<.001
Joint Grant Proposals (dependent network)
0.305
<.001
0.459
<.001
0.065
<.001
Joint Patents (dependent network)
-0.040
<.001
0.405
<.001
0.093
<.001

Note: 10000 permutations were run for QAP.
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R-square

p-value

0.440

<.001

0.444

<.001

0.204

<.001

Table 2.13. Exponential Random Graph Models (ERGMs) to Predict the Properties of Networks
Joint Publications (as dependent network)
Model 1
Estimates Std.
Edges
-3.188*** 0.052
Communication
Gender (Common)
Race(Common)
Department (Common)
Next to each other
The same hallway
The same building
Different buildings
Joint Grant Proposals
Joint Patents
AIC
3302
Joint Grant Proposals (as dependent network)
Model 1
Estimates Std.
Edges
-2.525*** 0.038
Communication
Gender (Common)
Race (Common)
Department (Common)
Next to each other
The same hallway
The same building
Different buildings
Joint Publications
Joint Patents
AIC
5234
Joint Patents (as dependent network)
Model 1
Estimates Std.
Edges
-4.945*** 0.120
Communication
Gender (Common)
Race (Common)
Department (Common)
Next to each other
The same hallway
The same building
Different buildings
Joint Grant Proposals
Joint Publications
AIC
834

Model 2
Estimates Std.
-4.678*** 0.106
0.756*** 0.027

Model 3
Estimates Std.
-4.487*** 0.150
0.381**
0.477***
1.719***
0.268
0.758***
0.112
NA

0.138
0.107
0.120
0.355
0.135
0.149
0.000

Model 4
Estimates Std.
-4.936*** 0.167
0.774*** 0.034
0.145
0.147
0.387*** 0.115
-0.035
0.144
-1.064**
0.376
-0.024
0.145
-0.167
0.160
NA
0.000

2360

2911

2348

Model 2
Estimates Std.
-3.753*** 0.069
0.730*** 0.020

Model 3
Estimates Std.
-3.212*** 0.097

Model 4
Estimates Std.
-3.586*** 0.109
0.840*** 0.028
-0.276**
0.104
0.255**
0.090
-0.590*** 0.122
-0.640*
0.293
-0.187
0.121
-0.243*
0.122
NA
0.000

-0.001
0.352***
1.324***
0.808**
0.695***
0.071
NA

0.093
0.080
0.091
0.253
0.105
0.108
0.000

3777

4809

3740

Model 2
Estimates Std.
-6.463*** 0.253
0.713*** 0.059

Model 3
Estimates Std.
-6.610*** 0.382

Model 4
Estimates Std.
-7.096*** 0.415
0.733*** 0.074
0.415
0.350
0.282
0.246
-0.126
0.301
0.179
0.588
-0.094
0.334
0.701*
0.306
NA
0.000

0.623
0.404
1.619***
1.326*
0.662*
0.911**
NA

667

770

66

0.346
0.243
0.273
0.578
0.336
0.301
0.000
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***<0.001, **<0.01, *< 0.05
Model 5
Estimates Std.
-5.376*** 0.196
0.474*** 0.044
0.227
0.170
0.519*** 0.136
0.231
0.169
-0.920*
0.453
0.320
0.173
-0.111
0.190
NA
0.000
1.549*** 0.092
3.397*** 0.404
1827
Model 5
Estimates Std.
-3.573*** 0.113
0.753*** 0.031
-0.381*** 0.110
0.177
0.097
-0.644*** 0.132
-0.540
0.315
-0.194
0.132
-0.277*
0.133
NA
0.000
1.670*** 0.112
-0.136
0.339
3349
Model 5
Estimates Std.
-7.142*** 0.458
0.224*
0.102
0.032
0.384
0.425
0.297
0.253
0.367
1.042
0.700
0.306
0.399
1.112**
0.355
NA
0.000
0.569**
0.175
1.123*** 0.135
485

Table 2.14. Mean and Standard Deviation of Four Centrality Types (Normalized)
Networks
Communication
Joint Publications
Joint Grant Proposals
Joint Patents

Degree
Mean
St. Dev.
0.249
0.116
0.040
0.031
0.074
0.056
0.007
0.013

Closeness
Mean
St. Dev.
0.618
0.065
0.277
0.106
0.401
0.099
0.021
0.037

Betweenness
Mean
St. Dev.
0.008
0.011
0.020
0.035
0.097
0.103
0.001
0.004

Eigenvector
Mean
St. Dev.
0.130
0.057
0.094
0.106
0.016
0.022
0.048
0.133

Table 2.15. Network Centralization
Networks
Communication
Joint Publications
Joint Grant Proposals
Joint Patents

Degree
40.53%
13.48%
16.14%
7.52%

Closeness
41.70%
37.37%
31.64%
23.66%

Betweenness
6.79%
17.66%
9.21%
3.05%

Eigenvector
19.91%
56.68%
10.85%
5.43%

Table 2.16. Normalized Group Degree Centralities
Gender
Networks
Communication
Joint Publications
Joint Grant Proposals

Male
1.000
0.857
0.929

Joint Patents

0.214

Female
0.953
0.279
0.500
0.058
Race

Communication
Joint Publications
Joint Grant Proposals
Joint Patents

Asian
1.000
0.646
0.723
0.138

Black
0.646
0.125
0.271
0.052

Communication
Joint Publications
Joint Grant Proposals

CBE
0.857
0.250
0.476

CEE
0.691
0.185
0.346

Department
CSE
0.747
0.229
0.313

Joint Patents

0.095

0.012

0.000
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Hispanic
0.868
0.275
0.352
0.033

White
1.000
0.688
0.833
0.167

EE
0.789
0.329
0.566

IMSE
0.833
0.167
0.300

ME
0.744
0.314
0.547

0.079

0.011

0.081

Table 2.17a. Hypothesis Test about Mean Centrality of Groups in Each Network
Centrality

Two groups1 (Gender)

Multiple groups2 (Race)
Communication

Betweenness
Closeness
Degree
Eigenvector

Male
0.009
0.622
0.255
0.130

Female
0.008
0.617
0.248
0.130

p-value3
0.713
0.806
0.857
0.983

Asian
0.008
0.621
0.254
0.131

Black
0.007
0.625
0.250
0.132

Hispanic
0.008
0.638
0.280
0.151

Betweenness
Closeness
Degree
Eigenvector

Male
0.018
0.254
0.035
0.081

Female
0.021
0.281
0.040
0.096

p-value
0.827
0.390
0.595
0.621

Asian
0.033
0.311
0.050
0.121

Black
0.013
0.236
0.035
0.101

Hispanic
0.040
0.286
0.043
0.082

Betweenness
Closeness
Degree
Eigenvector

Male
0.017
0.409
0.091
0.159

Female
0.016
0.400
0.071
0.086

p-value
0.838
0.752
0.236
0.015*

Asian
0.021
0.414
0.081
0.100

Black
0.012
0.433
0.091
0.164

Hispanic
0.012
0.415
0.065
0.084

Male
0.002
0.017
0.005
0.015

Female
0.001
0.022
0.007
0.054

p-value
0.480
0.687
0.611
0.332

Asian
0.001
0.018
0.005
0.041

Black
0.005
0.040
0.013
0.042

Hispanic
0.001
0.010
0.003
0.004

White
0.008
0.611
0.241
0.125

Multiple groups2 (Department)
F-value
0.021
0.473
0.308
0.555

CBE
0.012
0.645
0.299
0.159

CEE
0.006
0.593
0.210
0.103

CSE
0.007
0.600
0.218
0.111

EE
0.007
0.620
0.253
0.133

IMSE
0.010
0.638
0.281
0.147

ME
0.008
0.623
0.258
0.138

F-value
0.860
1.645
1.456
2.548*

CBE
0.013
0.238
0.041
0.142

CEE
0.012
0.268
0.034
0.052

CSE
0.023
0.284
0.038
0.063

EE
0.020
0.302
0.044
0.126

IMSE
0.045
0.308
0.041
0.061

ME
0.021
0.263
0.040
0.101

F-value
1.390
0.952
0.250
2.312*

F-value
0.696
0.708
0.451
0.645

CBE
0.022
0.393
0.095
0.168

CEE
0.011
0.406
0.071
0.117

CSE
0.013
0.363
0.057
0.031

EE
0.017
0.415
0.075
0.092

IMSE
0.072
0.399
0.062
0.049

ME
0.017
0.429
0.083
0.107

F-value
0.559
0.846
0.952
3.990*

F-value

CBE

CEE

CSE

EE

IMSE

ME

F-value

Joint Publications
White
0.009
0.256
0.032
0.077

F-value
5.090*
2.100
2.522**
1.229

Joint Grant Proposals
White
0.014
0.388
0.070
0.092

Joint Patents
White

0.001
0.822
0.002
0.000
0.000
0.004
0.000
0.001
2.207*
Betweenness
0.024
0.795
0.038
0.004
0.004
0.043
0.008
0.017
5.011*
Closeness
0.008
0.772
0.011
0.002
0.004
0.014
0.001
0.007
3.027*
Degree
0.061
0.517
0.056
0.002
0.000
0.128
0.013
0.050
3.074*
Eigenvector
*<0.05, **<0.10 Note: significant values are in red . 1Hypotheses were tested by t-test (permutation by 10000 trials). 2Hypotheses were tested by ANOVA (permutation
by 5000 trials). 3UCINET version 6.308 does not provide t-test statistics results.

Table 2.17b. R-square Values of ANOVAs for Multiple Groups

Communication
Betweenness
Closeness
Degree
Eigenvector

0.001
0.015
0.010
0.017

Race
Joint
Joint
Publications
Grant Proposals
0.137
0.021
0.062
0.022
0.073
0.014
0.037
0.020

Joint
Patents
0.025
0.024
0.024
0.016
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Communication
0.044
0.080
0.072
0.119

Department
Joint
Joint
Publications
Grant Proposals
0.069
0.029
0.048
0.043
0.013
0.048
0.110
0.175

Joint
Patents
0.105
0.210
0.139
0.141

CHAPTER 3: A REGRESSION ANALYSIS OF RESEARCHERS’ SOCIAL NETWORK
METRICS ON THEIR CITATION PERFORMANCE IN A COLLEGE OF
ENGINEERING

3.1. Introduction
It is important to determine who are the most influential researchers and invest in those
researchers to both maximize the research outputs and to allocate funding effectively [51, 122].
Influential researchers can be determined by using social network metrics such as centrality
metrics after mapping their collaborative output networks (e.g., joint publications, grant
proposals, and patents) in which a tie between any two authors indicates collaboration on the
making of a collaborative output. Hou et al. (2008) found that there was a positive correlation
between being an influential researcher, (i.e., having a high degree centrality in the collaborative
output network) and output of a researcher (i.e., number of publications). Defazio et al. (2009)
also found that there was high impact of being an influential researcher in the collaborative
output network on output of a researcher. However, the quality of research outputs is as
important as the quantity of the research outputs.
Hirsch (2005) proposed an index called the h-index in order to attempt to measure both
the number of publications a researcher produced (i.e., quantity) and their impact on other
publications (i.e., quality). Using the researchers’ publications data in the information schools of
five universities, Abbasi et al. (2011) investigated the impact of social network metrics
(including different centrality metrics, average tie strength, and efficiency coefficient proposed
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by Burt (1992)) obtained from a researchers’ co-authorship network on the their g-index (another
form of h-index), and found out that degree centrality, average tie strength, and efficiency
coefficient had a positive impact on the researchers’ performance, while eigenvector centrality
had a negative impact on the researchers’ performance. Their study can be extended by
considering the network metrics obtained from researchers’ multiple networks. Thus, the purpose
of this study is to test the findings of Abbasi et al. (2011) with the social network metrics
obtained from researchers’ multiple collaborative networks defined by joint publications, joint
grant proposals, and joint patents as well as their communication network to understand the
relationship between these social network metrics and the performance of researchers. Collecting
researchers’ ties for their informal conversational exchange (or informal communication) and
collaborative outputs with other researchers within a college simultaneously makes this testing
possible. This study uses h-index instead of the g-index because the researchers within the same
field of study are compared [124]. In sum, this study seeks an answer to the following question:
what is the impact of social network metrics obtained from researchers’ communication and
collaborative output networks on their performance as measured by citations of their
publications?
3.2. Literature Review and Hypotheses
3.2.1. A Performance Measure of Researchers: h-index
A researcher’s performance is assessed by two factors: the number of publications he/she
produced and the impact of those publications in the scientific community [124-126]. Hirsch
(2005) proposed an index called h-index that combined both of these quantity and impact factors.
The h-index drew the attention of many researchers in the scientific community, and many
publications on this topic emerged [126]. Hirsch (2005) defined the h-index as follows: “A
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scientist has index h if h of his/her Np papers have at least h citations each and the other (Np-h)
papers have fewer than h citations each, where Np is the number of papers published over n
years” [127]. Even though the h-index was better than straight citation counts [127] and had
more predictive power to assess the future achievement of researchers [128], different
modifications of the h-index have been proposed in the literature to overcome its shortcomings
[126, 129]. Some shortcomings are as follows: favoring disciplines which do experimental
research study in larger groups such as physics, assigning an equal value to each author in
multiple-author papers, not accounting for author sequence and the total number of authors,
being inflated via self-citations, not considering books and other alternative forms of publication,
not considering the performance changes throughout a researcher’s career and lag time between
a paper being published and being discovered and cited [130]. In this study, the h-index, the most
widely used performance metric for researchers, was used because the researchers within the
same field of study are compared [124].
3.2.2. Social Network Metrics
Sonnenwald (2007) defined scientific collaboration as the interaction within a social
context among two or more scientists in order to facilitate the completion of tasks with regard to
a commonly shared goal. Thus, those collaborations are perpetuated through social networks
[51]. SNA is the method used to reveal the structure of collaboration between individuals [42,
43]. Hence, many social network metrics in SNA are used to analyze the structure of
collaboration between researchers [25-27, 79]. Using the data gathered by the questionnaire, the
goal of this study is to test the impact of the following social network metrics extracted from
both researchers’ communication and collaborative output networks on the researchers’ citationbased performance index (h-index).
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Degree Centrality (i.e., the researchers’ distinct connections to many different researchers)



Closeness Centrality (i.e., the shortness of a researcher’s total distance to all other
researchers)



Betweenness Centrality (i.e., the number of times the researchers holding the shortest path
between two other researchers)



Eigenvector Centrality (i.e., the researcher’s tendency to connect with other researchers who
are themselves well-connected)



Average Tie Strength (i.e., the researcher’s averaged number of repeated collaborative
outputs with other researchers)



Burt’s Efficiency Coefficient (i.e., the researchers’ redundant connections to a group of
researchers who are themselves well-connected)



Local Clustering Coefficient (i.e., an researcher’s tendency towards the dense local
neighborhoods)
The discussion for degree centrality, closeness centrality, betweenness centrality,

eigenvector centrality, and local clustering coefficient was already made in section 2.4.5.
Therefore, this chapter only discusses the following two social network metrics: average tie
strength and efficiency coefficient. Unlike the study of Abbasi et al. (2011), this study also
considers the local clustering coefficient which is an individual’s tendency towards the dense
local neighborhoods. The local clustering coefficient is also defined as a measure of degree to
which an individual is embedded in a tightly knit groups, i.e., positioned in a dense-connected
cluster [93, 131]. It is necessary to consider the local clustering coefficient of a researcher
because it is more likely that working in a team (or being in dense-connected cluster) leads to
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higher number of citations [78, 132]. Therefore, the impact of the researchers’ tendency towards
the dense local neighborhoods on their citation performance (h-index) is tested.
Average Tie Strength of a node ni, denoted by ATS, is the proportion of the sum of unique
weighted edges (the strength of a tie or an edge as the weight of the edge) that are connected to
node ni to the number of unique edges connected to node ni (i.e., degree centrality of the node,
C

D

) Then, similar to the calculation in Abbasi et al. (2011), for the network of collaborative

(ni ) .

outputs, ATS is calculated; by dividing a researcher’s total number of collaborative outputs,
NCO, with other researchers by the number of his/her reported collaborators. For the network of
communication, it is calculated by dividing a researcher’s total conversational exchange
frequencies with other researchers, TF, by the number of his/her reported conversational
partners. Then, the average tie strength is given by:
n

n

ATS ( n i ) 

 k NCO
C

D

(ni )

ik

or

 k TF ik
C

D

(3.1)

(ni )

Efficiency coefficient proposed by Burt (1992) considers the redundancy of an
individual’s contacts [133]. The theory of structural holes claims that the case that an individual
(or ego) is connected to an individual who is in a close-knit group is more advantageous than the
case that an individual is connected to several individuals who are in the same close-knit group
[52, 133]. The main reason for this is that the connections to several individuals in the close-knit
group creates redundancy to the ego since information benefits provided by an individual in the
close-knit group are redundant with benefits provided by other individual in the close-knit group
[52]. Burt’s efficiency coefficient for non-valued and undirected relations is given by:
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where

p iq

is the proportion of node i’s network time and energy invested in the relationship

with node q ( node i’s contact) and calculated by:
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(3.2b)

z ij

j

where

z iq

is the strength of the relationship between node i and q (in binary case, 1), and



z ij is

j

the total strength of the relationship with j contacts [52, 133].

m

jq

is the marginal strength of

contact j’s relation with contact q and calculated by:
m

jq
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,

is the largest of j’s relations with anyone, and

from j to q [52, 133]. Since

z

,

jk

(3.2c)

jk

z

jq

is the strength of the relations

is 1 in non-valued and undirected graph, it becomes

m

jq

=

[52, 133].
The impact of social network metrics on the performance of individuals can be found in

many studies using different types of communication and collaborative networks, e.g., the
positive impact of closeness centrality in the communication network of M.B.A. students on their
grade performances [134], the positive impact of betweenness centrality in both friendship
network and workflow network of employees in a small high-technology company on their
workplace performance [135], the positive impact of degree centrality and network density in the
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advice network of employees in 5 different organizations on individual job performance and
group performance [136], and the positive impact of eigenvector centrality of group leaders in
their friendship networks in the sales division of a financial services firm on the performance of
their groups [137]. Then, based on the definition of social network metrics discussed so far, the
following 7 hypotheses about the impact of a researcher’s position on his/her performance are
tested for each network, namely the communication network, the network of joint publications,
grant proposals, and patents.
Hypotheses 1 to 7: The network metrics in terms of researchers’ degree centrality (1), closeness
centrality (2), betweenness centrality (3), eigenvector centrality (4), average tie strength (5),
efficiency measure (6), and local clustering coefficient (7) positively impact their citation
performance (e.g., h-index).
3.3. Method
3.3.1. Constructing Data Sets for Statistical Model
Four datasets from four social network data matrixes corresponding to researchers’ each
network (e.g., communication, joint publications, joint grant proposals, and joint patents) were
constructed. Each of four datasets included 11 variables for 100 researchers. In other words, four
data matrixes in 100x11 dimensions were compiled. The variables included in the datasets are
the researchers’ citation-based performance index (h-index), 7 social network metrics obtained
from each network (i.e., degree centrality, closeness centrality, betweenness centrality,
eigenvector centrality, average tie strength, Burt’s efficiency coefficient, and local clustering
coefficient), and 3 demographic attributes (i.e., gender, race, and department affiliation). The
researchers’ citation-based performance index (h-index) can be easily obtained through the
Thomson ISI Web of Science database without the need for further calculation [125]. The
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database was accessed via the library of the University of South Florida. Each researcher’s hindex was obtained by plugging the researcher’s name, an organization name (e.g., the
University of South Florida), and the years between 2006 and 2012 into the search boxes. The
social network metrics for each network were computed using UCINET 6.308 [89]. While
centrality metrics, Burt’s efficiency coefficient, and local clustering coefficient were computed
using dichotomized data matrixes, average tie strength were computed using valued data
matrixes.
3.3.2. Poisson Regression Model
Poisson regression is one of the standard (or base) count response regression models
[138]. It can be used in many different fields such as health services (e.g., doctor visits), finance
and economics (e.g. recreational demands, takeover biddings, bank failures, accidental
insurances, and credit ratings), political science (e.g., presidential appointments), informetrics
(patents, doctoral publications) and so forth [139]. The Poisson regression models were run in
this study because h-index is count data, and the mean and variance of the variable h-index was
reasonably close to each other (Mean=3.47 and Variance=2.78). The general form of a Poisson
regression model is given by:
E ( Y  y x ) or   exp( x  )  exp( x 1  1 ) exp( x 2  2 )  exp( x n  n )

(3.3)

or
log(  )  x 

where y is the dependent variable, μ is the mean, and x′ and β are the linearly independent
repressors and regression coefficients. In the abovementioned model, the multiplicative effect of
predictor, xj on the mean is represented by the exponentiated regression coefficient,
One unit increase in xj multiplies the mean by a factor of

exp(



j

)

exp(



j

)

.

[140]. The main reason for

log transformation is to keep the left hand side of the equation that indicates an expected count
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non-negative [139]. The multicollinearity problem occurs when there is a high correlation among
two or more of the independent variables in a multiple regression, meaning that one independent
variable or predictor can be predicted from others [141]. This problem can be even more explicit
when social network metrics are used as predictors. The Spearman’s rank correlations in Table
3.1 indicate that many of social network metrics, especially centrality metrics, are extremely
correlated. Running a multiple regression with these highly correlated social network metrics as
predictors gives unreliable estimates about an individual predictor. To overcome the challenge
of potential multicollinearity between predictors, this study run a separate Poisson regression
bivariate model for each of seven SNA metric obtained from each network. Then, the models
that were run for different SNA metrics in each network can be shown by:
log( h  index )   0   1 ( a SNA metric

)   2 Gender

  3 Race   4 Department

(3.4)

Analysis for the models was performed using IBM SPSS Statistics for Windows, Version 21.0.
(Armonk, NY: IBM Corporation).
3.4. Results
Table 3.2 illustrates the bivariate model results for each network. Maximum likelihood
estimation was used to estimate the regression coefficients of predictors (or parameters) in the
model. Likelihood Ratio Chi-Square test (also called omnibus test or test against the interceptonly model) evaluates whether or not all of the estimated coefficients are equal to zero; in other
words, it is the test of the model as whole [142]. From the p-values, all models were statistically
significant at the significance level of 0.05.
The estimated regression coefficients for each network parameter indicated the following
results. Degree centrality (CD) was statistically significant and had a positive impact in all
networks except the communication network. Unlike the results of Abbasi et al. (2011),
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closeness centrality (CC) and eigenvector centrality (CE) were statistically significant, and had a
positive impact on the citation performance for all networks. Betweenness centrality (CB) had a
positive significant impact for only the network of joint publications. Average tie strength (ATS)
was statistically significant, and had a positive impact for only the network of joint publications
and patents. Efficiency coefficient (Ef) had a positive significant impact for only the network of
patents. The local clustering coefficient (LCC) was statistically significant and had a positive
impact for only the network of joint publications and grant proposals.
The Poisson regression coefficients are interpreted as follows: “for a one unit change in
the predictor variable, the difference in the logs of expected counts is expected to change by the
respective regression coefficient, given the other predictor variables in the model are held
constant.” [142]. For example, if a researcher in the College of Engineering increases his/her
eigenvector centrality score (i.e., increase his her/her connections with the researchers who are
well connected) by one point in the network of communication, joint publications, joint grant
proposals, and joint patents, the difference in the logs of expected h-index is expected to increase
by a factor of 3.345, 3.212, 2.956, and 1.306, respectively, while the other variables are held
constant in the model. The coefficients can also be exponentiated to assess the relationship
between the response and predictors as incidence rate ratios (IRR) [138]. For one unit increase in
eigenvector centrality scores in the network of communication, joint publications, joint grant
proposals, and joint patents, the expected h-index increases by a factor of 27.37, 23.83, 18.21,
and 2.69, respectively (calculated as e

(3.345)

-1, e

(3.212)

-1, e

(2.956)

-1, and e

(1.306)

-1), with the

remaining predictor values held constant. That is, it would be expected that a researcher with
higher eigenvector centrality score in all networks has a higher h-index score than the other
researchers in the College of Engineering. This result was different from the results of Abbasi et
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al. (2011) which found out that eigenvector centrality had a negative impact on the researcher’s
citation performance. One reason for this was that the researcher was connected to other
researchers who were directly connected to many individual students who already had low
collaboration records. However, the results showed that a researcher can be more impactful when
the researcher communicates and collaborates with other researchers who are themselves well
connected. Abbasi et al. (2011) reported that including demographic information could be useful
as moderating variables in the model. Since the log of expected value is modeled as dependent
variable in the Poisson regression, coefficients represent the difference in the log of expected
value on one level compared with another level for binary or categorical predictors (e.g.,
demographic attributes) [138]. In almost all models, the difference in the log of the expected hindex were 0.35-0.59 units lower for females than for males, with the rest of the predictor values
held constant. That is, females are expected to have 29.6% -55.4% lower h-index than males are
in engineering field (calculated as 1-e (-0.35) and 1- e (-0.59)). For other demographic variables such
as race and department, there were not any overall significant effects on the researchers’ citation
performance.
Based on the results, hypothesis 1 is only valid when the social network metrics are
obtained from the researchers’ collaborative output networks, meaning that the citation
performance of a researcher improves to the extent to which the researchers have more distinct
connections to other researchers in collaborative output networks than in their communication
network. Hypotheses 2 and 4 can be accepted for all networks. Then, it can be stated that an
increase in occupying a central position in both communication and collaborative output
networks in terms of the shortness of a researcher’s total distance to all other researchers and a
researcher’s tendency to connect with other researchers who are themselves well-connected will
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be more advantageous to improve a researcher’s citation performance. Hypothesis 3 only holds
for the network of joint publications. This indicates that the citation performance of a researcher
improves when the researcher is in the position to broker information and ideas in joint
publication relations. Hypothesis 5 can only be accepted for the networks of joint publications
and patents. This means that the citation performance of a researcher improves if there is an
increase in the researcher’s average number of repeated publications and patents in collaboration
with other researchers. Hypothesis 6 only holds for the network of joint patents. This means that
an increasing redundancy of a researcher’s joint patent connections to a group of researchers
(i.e., inventors in this case) who already generate joint patents together will improve the citation
performance of the researcher. Hypothesis 7 is only valid for the network of joint publications
and grant proposals, indicating that a researcher’s increasing tendency towards the tight-knit
collaborating teams when making publications and submitting grant proposals will improve the
researcher’s citation performance.
3.5. Discussion
This study is an extension of the study of Abbasi et al. (2011), and it is performed using a
richer dataset. Unlike the previous study, this study considers researchers’ social network metrics
obtained from researchers’ multiple collaborative output networks constructed by self-reported
data as well as social network metrics obtained from researchers’ communication network in a
small-scale such as within a college. Additionally, collecting researchers’ collaborative output
data in a self-reported way provides some indication of whether or not a tie is important in terms
of their collaborative research efforts. In other words, the self-reported way of collecting the
relations in collaborative outputs permits the researchers to assess both which connection or tie is
important to them according to their own perceptions and whether or not reported contact is
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actually involved in research. Then, the dataset used to construct researchers’ collaborative
output networks contains richer data since it consists of both in-progress and completed
collaborative efforts. This study also considers the local clustering coefficient, i.e., an
individual’s tendency towards the dense local neighborhoods. It is necessary to consider the local
clustering coefficient of a researcher because it is more likely that working in a team, i.e., being
in dense-connected cluster leads to higher number of citations [78, 132]. In addition, this study
uses h-index instead of g-index because h-index is better to use when researchers within the
same field of study are compared [124]. The Poisson regression model was used because hindex is the count data, and the mean and variance of the variable h-index was reasonably close
to each other. However, the variance of dependent variable was slightly lower than the mean
value of the dependent variable. When this exists, an underdispersion problem occurs. To
overcome this problem, and therefore to improve the models, a generalized Poisson regression
can be run for all models [143]. Furthermore, Poisson regression is the method of choice for
count data, but the h-index is not a pure count variable, but instead a composite index calculated
from the rank-frequency distribution. Therefore, there are considerations about how to statistical
analyze the h-index, which should be taken into account [144]. The result of Poisson regression
bivariate models indicated that unlike the study of the study of Abbasi et al. (2011), eigenvector
centrality (i.e., being connected to well-connected researchers) positively impacted the citation
performance of the researchers. One reason for this might be that the researchers’ connections
with students and district connections to other researchers from different colleges are excluded.
Furthermore, the previous study found out that closeness and betweenness centralities in the
network of joint publications did not significantly impact the citation performance of the

81

researchers, whereas this study detected that their impact was statistically significant and
positive.

Table 3.1. Spearman’s Rank Correlations
Communication
h-index
CD
CC
CB
CE
ATS
Ef
CC

h-index

CD

CC

CB

CE

ATS

Ef

LCC

1.000

0.175
1.000

0.182
0.994**
1.000

0.127
0.968**
0.956**
1.000

0.023*
0.975**
0.985**
0.912**
1.000

-0.055
0.033
0.036
-0.019
0.057
1.000

0.033
0.855**
0.840**
0.925**
0.776**
-0.075
1.000

-0.042
-0.884**
-0.870**
-0.945**
-0.809**
0.065
-0.997**
1.000

h-index

CD
0.422**

CC

CB

CE

ATS

Ef

LCC

0.428**
0.912**
1.000

0.241*
0.835**
0.806**
1.000

0.490**
0.866**
0.937**
0.648**
1.000

0.456**
0.393**
0.402**
0.275**
0.422**
1.000

-0.141
-0.124
-0.092
0.110
-0.185
0.096
1.000

0.504**
0.616**
0.584**
0.281**
0.685**
0.363**
-0.663**
1.000

Joint Publications
h-index
CD
CC
CB
CE
ATS
Ef
CC

1.000

1.000

Joint Grant Proposals
h-index
h-index
CD
CC
CB
CE
ATS
Ef
CC

CC

CB

CE

ATS

Ef

LCC

1.000

0.316**
0.968**
1.000

0.216*
0.847**
0.822**
1.000

0.336**
0.875**
0.933**
0.664**
1.000

0.281**
0.266**
0.267**
0.185
0.244*
1.000

-0.281**
-0.249*
-0.237*
0.086
-0.334**
-0.173
1.000

0.309**
0.323**
0.319**
-0.021
0.431**
0.317
-0.840**
1.000

h-index

CD

CC

CB

CE

ATS

Ef

LCC

1.000

0.288**
1.000

0.281**
0.994**
1.000

0.077
0.641**
0.635**
1.000

-0.033
0.622**
0.658**
0.586**
1.000

0.302**
0.973**
0.965**
0.483**
0.541**
1.000

0.304**
0.932**
0.930**
0.474**
0.462**
0.941**
1.000

0.159
0.532**
0.523**
0.335**
0.511**
0.517**
0.230*
1.000

1.000

CD
0.309**

Joint Patents
h-index
CD
CC
CB
CE
ATS
Ef
CC

**<0.01, *<0.05
CD – Degree Centrality, CC – Closeness Centrality, CB – Betweenness Centrality, CE – Eigenvector Centrality
ATS – Average Tie Strength, Ef – Burt’s Efficiency Coefficient, LCC –Local Clustering Coefficient
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Table 3.2. Poisson Regression Results (The h-index as Dependent Variable) for Bivariate Models
Communication
Parameter
Intercept
CD
CC
CB
CE
ATS
Ef
LCC
Gender [0]
Gender [1]
Race [1]
Race [2]
Race [3]
Race [4]
Department [1]
Department [2]
Department [3]
Department [4]
Department [5]
Department [6]
(Scale)
Likelihood
Ratio ChiSquare
df
Sig.

Joint Publications

Coefficient
1.051*
1.077

-0.051

1.316*

0.864*

Coefficient
1.632*

0.884*

1.769*

0.885*
10.232*

2.215*

0.063

1.210*

0.930*

0.734*

1.154*

1.204*

4.554*
1.391

5.765*
3.345*

3.212*
-0.097

0.336*
0.881

0.218

-0.441*
0a
0.187
-0.531
-0.285
0a
0.001
-0.126
-0.039
0.020
-0.624
0a
1b

-0.444*
0a
0.180
-0.550
-0.301
0a
-0.004
-0.107
-0.030
0.022
-0.626
0a

-0.440*
0a
0.206
-0.509
-0.256
0a
0.051
-0.181
-0.080
0.011
-0.613
0a

-0.431*
0a
0.170
-0.559
-0.332
0a
-0.031
-0.049
0.018
0.037
-0.620*
0a

-0.430*
0a
0.197
-0.539
-0.281
0a
0.048
-0.238
-0.081
-0.001
-0.588
0a
1b

-0.465*
0a
0.177
-0.592
-0.301
0a
0.071
-0.144
-0.078
0.046
-0.602
0a

-0.838
-0.462*
0a
0.171
-0.604
-0.311
0a
0.067
-0.139
-0.072
0.047
-0.602
0a

33.803

35.203

28.510

39.965

29.491

32.503

33.404

68.194

75.043

44.367

75.879

54.493

29.621

60.344

10
0.000

10
0.000

10
0.001

10
0.000

10
0.001

10
0.000

10
0.000

10
0.000

10
0.000

10
0.000

10
0.000

10
0.000

10
0.001

10
0.000

*<0.05
a
Set to zero because this parameter is the base value.
b
Fixed at the displayed value.
Note: 0= ‘female’, 1= ‘male’ for Gender
1= ‘Asian’ 2= ‘Black’ 3= ‘Hispanic’ 4= ‘White’ for Race
1= ‘CBE’ 2 = ‘CEE’ 3= ‘CSE’ 4= ‘EE’ 5= ‘IMSE’ 6= ‘ME’ for Department
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-0.330
0a
-0.071
-0.619
-0.425*
0a
0.115
0.026
0.048
0.027
-0.446
0a

-0.293
0a
-0.036
-0.471
-0.411*
0a
0.092
-0.077
-0.078
-0.098
-0.643
0a
1b

-0.385*
0a
0.021
-0.539
-0.433
0a
0.157
-0.044
-0.042
0.055
-0.644
0a

-0.329
0a
-0.104
-0.776*
-0.383*
0a
0.027
0.184
0.229
0.033
-0.242
0a

-0.352*
0a
0.108
-0.335
-0.138
0a
0.175
-0.110
-0.022
-0.003
-0.495
0a
1b

-0.416*
0a
0.194
-0.457
-0.254
0a
0.100
-0.190
-0.090
0.007
-0.651
0a

1.200*
-0.590*
0a
0.167
-0.390
-0.168
0a
0.039
-0.300
-0.176
-0.212
-0.511
0a

Table 3.2. (Continued)
Joint Grant Proposals
Parameter
Intercept
CD
CC
CB
CE
ATS
Ef
LCC
Gender [0]
Gender [1]
Race [1]
Race [2]
Race [3]
Race [4]
Department [1]
Department [2]
Department [3]
Department [4]
Department [5]
Department [6]
(Scale)
Likelihood
Ratio ChiSquare
df
Sig.

Joint Patents

Coefficient
1.038*
3.613*

0.160

1.283*

1.020*

Coefficient
0.847*

1.814*

1.159*

1.167*
15.583*

2.759*

1.181*

1.305*

1.230*

1.215*

1.076*

1.315*

6.273*
3.077

15.993
2.956*

1.306*
0.339

0.223*
-0.652

0.565*
-0.367
0a
0.215
-0.645
-0.224
0a
0.022
-0.066
0.015
-0.104
-0.485
0a

-0.367
0a
0.186
-0.700
-0.229
0a
-0.067
-0.057
0.054
-0.158
-0.535*
0a
1b

-0.442*
0a
0.199
-0.579
-0.268
0a
0.055
-0.156
-0.054
-0.024
-0.579
0a

-0.371
0a
0.195
-0.533
-0.213
0a
0.057
-0.098
0.018
-0.109
-0.546
0a

-0.351*
0a
0.276
-0.522
-0.333
0a
-0.106
-0.153
-0.187
-0.037
-0.565
0a
1b

-0.330
0a
0.243
-0.662
-0.238
0a
-0.012
-0.071
-0.085
-0.008
-0.483
0a

0.368
-0.416
0a
0.215
-0.505
-0.240
0a
-0.021
-0.182
-0.076
-0.017
-0.610
0a

-0.500*
0a
0.141
-0.600
-.0234
0a
-0.030
-0.103
0.019
0.040
-0.511
0a
1b

-0.446*
0a
0.123
-0.633
-0.311
0a
0.079
-0.081
0.075
0.045
-0.484
0a

-0.445*
0a
0.184
-0.503
-0.247
0a
0.032
-0.163
-0.074
0.005
-0.622
0a

-0.627*
0a
0.124
-0.747
-0.235
0a
-0.197
-0.0156
0.179
0.079
-0.378
0a

-0.351
0a
0.191
-0.576
-0.282
0a
0.067
-0.204
-0.052
0.001
-0.639
0a
1b

-0.480*
0a
0.251
-0.590
-0.175
0a
-0.063
-0.197
-0.133
-0.002
-0.526
0a

0.591*
-0.397*
0a
0.217
-0.689
-0.205
0a
-0.008
-0.200
-0.114
-0.029
-0.506
0a

42.813

46.668

30.224

55.364

35.763

33.979

35.747

47.404

45.676

30.267

42.088

41.195

50.803

30.738

0.000

0.000

0.001

0.000

0.000

0.000

0.000

0.000

0.000

0.001

0.000

0.000

0.000

0.001

*<0.05
a
Set to zero because this parameter is the base value.
b
Fixed at the displayed value.
Note: 0= ‘female’, 1= ‘male’ for Gender
1= ‘Asian’ 2= ‘Black’ 3= ‘Hispanic’ 4= ‘White’ for Race
1= ‘CBE’ 2 = ‘CEE’ 3= ‘CSE’ 4= ‘EE’ 5= ‘IMSE’ 6= ‘ME’ for Department
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CHAPTER 4: A STRUCTURAL EQUATION MODEL TO TEST THE IMPACT OF
RESEARCHERS’ INDIVIDUAL INNOVATIVENESS ON THEIR COLLABORATIVE
OUTPUTS

4.1. Introduction
Björk and Magnusson (2009) asserted that “innovation can be seen as ideas that have
been developed and implemented”. When people interact more, the quality of ideas will increase
[53]. In addition, working as a group or team stimulates idea generation or ideation [145].
Ideation is a creative process which requires the retrieval of existing knowledge from memory as
well as the combination of various aspects of existing knowledge into novel ideas, where an idea
is the basic element of thought that can be either concrete or abstract [54]. Due to the associative
nature of memory, working in a group and attending to the ideas of others could both spark a
good idea from an individual’s less accessible area of knowledge and could lead to a novel
combination of ideas [54]. Thus, collaboration is necessary for creativity, innovation, and
problem solving [54, 55].
From the network perspective, Lovejoy and Sinha (2010) find that individual
innovativeness during the ideation phase is accelerated by two properties: 1) an individual’s
participation in a ‘maximal complete sub-graph’ or clique, which maximizes the number of
parallel conversations, and 2) the knowledge gain of individuals via their conversational churn
which means that an individual constantly changes his/her conversational partners through a
large set of conversational partners. In addition to these two properties, perceived self85

innovativeness should also be considered as an accelerator of the individual innovativeness [5762]. In the literature, investigating the relationship between researchers’ individual
innovativeness during ideation phase and their collaborative output is not addressed. This is
because the studies in the literature mostly focus on final outputs such as publications and
citations due to the major limitation of collecting information with regard to researchers’
interaction in the early stage of their collaborative activities. The findings of Lovejoy and Sinha
(2010) can be used to test to what extent researchers’ individual innovativeness impacts the
number of their collaborative outputs (joint publications, grant proposals, and patents). Since
knowledge creation is an important step which supports idea generation [63] and the strength of
an interpersonal connection impacts how easily the created knowledge can be transferred to other
individuals [64-67], it is also important to consider the tie strength of a researcher to other
conversational partners while investigating the relationship between researchers’ individual
innovativeness and their collaborative outputs. Thus, this chapter seeks an answer for the
following question: what is the impact of researchers’ individual innovativeness (as determined
by the specific indicators obtained from their communication network) on the volume of their
collaborative outputs taking into account the tie strength of a researcher to other conversational
partners?
4.2. Literature Review and Hypotheses
4.2.1. The Effect of Individual Innovativeness (Iinnov) on Researchers’
Collaborative Outputs (CO)
Communication between individuals enhances innovation because they acquire
knowledge due to exposure to different and diverse ideas from others [146-149]. Similarly,
Rogers (1995)

purported that “we must understand the nature of networks if we are to
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comprehend the diffusion of innovations fully” because communication involves information
exchange in interpersonal networks whereby individuals accumulates knowledge. Using the
network of interpersonal interactions, increasing current knowledge level by incorporating new
inputs from others and implementing new ideas from these inputs is an important source of
individual innovativeness for researchers [53, 151]. Thus, acquiring ideas from the repositories
of different knowledge sets, selecting and adopting the most useful ones, and recombining and
transforming these acquired ideas in a novel way are the key steps to be able to innovate.
Coleman (1988) viewed the social cohesion engendered by a closed network structure as the
source of willingness to transfer knowledge between individuals because this type of network
structure reduced the risk of knowledge exchanges due to the fact that group norms and rules
facilitated cooperation between individuals by constraining exploitive behavior [56, 67, 153].
Additionally, individuals should constantly change their interaction partners to be exposed to
different ideas, thereby increasing their current knowledge levels and they should utilize their
innate innovativeness. This study proposes that individual innovativeness during the ideation
phase is accelerated by three properties each of which is discussed below in detail.
1. Researcher’s rate of participation in ‘complete graph(s)’: Network structure facilitates the
creation of innovation [154]. To understand this network structure effect, two competing
network views in social capital theory, the network closure effect and structural holes effect,
can be visited [155-157]. First, Coleman (1988) highlighted that networks with closure in
which every individual is connected, i.e. dense sub-groups is the primary source of the
creation of innovation due to the fact that individuals are more likely to share tacit
knowledge1 [157]. Second, Burt (1992) purposed that networks with weak network

1

Knowledge is divided into two types: explicit and tacit [190]. Explicit or codified knowledge is easily transmittable
to another person by either writing it down or articulating it, e.g., user manuals, documents, whereas tacit or
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architecture or containing ‘structural holes’ are also the source of the creation of innovation
because individuals who locate themselves to close these structural holes can function as a
bridging or bonding actor and combine both novel ideas and non-redundant information
which flow through different clusters [153, 156, 158-160]. In Coleman’s view, the presence
of cohesive ties (i.e., network closure) promotes a normative environment which helps create
trust and cooperation and strengthen the solidarity between individuals [153, 154]. A
maximal complete sub-graph, or a clique (see Figure 4.1), is the maximum number of actors
who have all possible ties present among themselves [56]. Referring to Coleman’s network
closure definition, a clique-type of network structures can be used to measure the degree of
cohesiveness between individuals. Several studies highlighted that there was a positive
impact of the clique-type of network structures on individuals’ innovativeness [146, 148,
161, 162]. One recent study by Lovejoy and Sinha (2010) found that individual
innovativeness during the ideation phase was accelerated by the clique-type of network
structures (called just ‘complete graphs’ in their study).

Figure 4.1. ‘A Maximal Complete Sub-graph’ Consisting of 5 Actors
2. Researchers’ knowledge gain (KG) via conversational churn: Innovation depends on the
availability of knowledge [163]. Knowledge is defined as “the state of knowing and
understanding” and knowledge management involves building and managing knowledge

noncodified knowledge is difficult to transfer by either writing it down or articulating it, and it requires direct
experience, e.g., using an complex equipment and ability to speak languages [190].
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stocks [164]. Bozeman and Rogers (2002) proposed a churn model that is a process during
which individual researchers accumulate or gain knowledge, thus enhance their capabilities,
as a result of interactions within networks (also called knowledge value collective) that is a
set of individuals connected by their uses of a body of scientific and technical knowledge.
Lovejoy and Sinha (2010) evaluated the churn model effect by performing a network
simulation in which the knowledge of each individual is represented by binary strings
consisting of 1s and 0s and altered through an individual’s interaction (or conversational
exchanges) with others. Thus, the individual reaches to the “great idea” or “aha moment”
when 0s in his/her knowledge string are converted to all 1s. They found that individual
innovativeness during the ideation phase was accelerated by two properties. The first one is
an individuals’ participation in a ‘maximal complete sub-graph’ type network structure (a
cohesive subunit) which maximizes the number of parallel conversations. The second one is
the KG of individuals via their conversational churn which is defined as an individual’s
constantly changing of his/her conversational partners through a large set of conversational
partners. This study proposes a formula which calculates an individual’s KG via
conversational churn using empirical data. The formula is shown in Eq. (4.1):
6

6

KG   n i   f ( t i ) C i n i
i 1

f (t ) 

(4.1)

i 1

2

t

max( 2

1
t

 1)

(4.2)

where i refers to the levels (or periods) in the Likert scale (see Q2 in the Appendix A). Since 6
Likert scale [once a day(6), once a week(5), once every two week(4), once a month(3), once
every two months(2), once every three months(1)] is used in the study, the total number of
periods is 6. ni indicates the total number of conversational partners at each specific level. Ci is
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the number of conversations a researcher has during a period. For example, in a year, a
researcher can have 260 daily conversations (considering business days only), 52 weekly
conversations, 26 biweekly conversations, 12 conversations once a month, 6 conversations once
every two months, and 4 conversations once every three months. f(t) refers to the knowledge
growth function by which a researcher accumulates knowledge on a daily basis. As shown in Eq.
(4.2), in this study, 2 was chosen as the base in the function of f(t) and α determines the shape of
the parabola capturing the growth rate of knowledge. This study used 0.05 for α. By
incorporating the denominator into f(t), the maximum value of f(t) a researcher’s knowledge can
grow is 1, which is during the period of three months (see Figure 4.2). Eq. (4.1) has two parts.
The first part, ∑6𝑖=1 𝑛𝑖 , computes the total knowledge value a researcher extracts from all of
his/her reported conversational partners. For example, when a researcher meets with his/her
conversational partner to exchange information on day 0 (a sort of an initial state) assuming that
they have not done so for a while (this study assumed for three months) the researcher can obtain
the maximum value of knowledge from the conversation, which is 1. Thus, the researcher can
obtain the value of 1 from each of his/her conversational partners. The second part, ∑6𝑖 𝑓(𝑡𝑖 )𝐶𝑖 𝑛𝑖 ,
computes how much total knowledge gain a researcher can obtain from the conversations with
his/her partner if he/she meets with the same researcher the next day, a week later, two week
later, a month later, two months later, or three months later. This part takes into account the fact
that if the researcher meets with the same partner next day it is less likely that they exchange new
information, but if they wait more it is more likely that they exchange new information.
Therefore, KG of the researcher if he/she waits for one day is less than KG of researcher if
he/she waits for a week, and KG of the researcher if he/she waits for a week is less than KG of
the researcher if he/she waits for two weeks, and so on. Using the values of 0.05 for α and 2 for
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the base in f(t) ensures that the value of knowledge growth for a researcher are moderately kept
low for the interactions: once a day, once a week, and once every two week, but maximally high
for the interactions: once a month, once every two months, and once every three months.
1
0.8
0.6

f(t) 0.4
0.2
0
1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85
t (days)

Figure 4.2. Knowledge Growth Function
3. The perceived self-innovativeness of researchers: An individual’s personality or innate
characteristics contribute to his/her innovativeness [57-62]. Rogers (1995) proposed that
individuals were characterized as innovative as long as they early adopt an innovation.
However, Midgley and Dowling (1978) criticized this notion in a way that innovativeness
could not be dependent on observable phenomena such as the time of adoption, rather it
existed only “in the mind of the investigator and at a higher level of abstraction”. Flynn and
Goldsmith (1993) also defended that individual innovativeness should be measureable from a
global perspective called global innovativeness that is “a personality dimension that cut
across the span of human behavior”. By using a 20-item questionnaire (see the Appendix A),
Hurt et al. (1977) first attempted to assess an individual's innovativeness as his/her
personality trait which was defined as “perceived willingness to change”. This study used the
questionnaire developed by Hurt et al. (1977) to measure the extent to which a researcher’s
innate characteristics contributes to his/her innovativeness.
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This study investigates the impact of researchers’ individual innovativeness, as
determined by the specific indicators obtained from their interactions in the early stage of their
collaborative network activities, on the number of collaborative outputs that can be considered as
a measure of innovative output produced. Then, the following hypothesis is purposed:
Hypothesis 1: There is a positive impact of researchers’ individual innovativeness on the volume
of researchers’ collaborative outputs.
4.2.2. Tie Strength of an Individual to Other Conversational Partners (TS)
Knowledge creation is an important step which supports idea generation [63]. Informal
interpersonal connections between individuals play a critical role in knowledge creation and
transfer [67]. Additionally, the strength of an interpersonal connection impacts the ease with
which created knowledge is transferred to other individuals [64-67]. In the literature, both strong
ties and weak ties, two views of tie strength, have been purported to enhance an individual’s
knowledge [166]. Strong ties between individuals promote information flow about activities
within an organizational subsystem, while weak ties between individuals promote information
flow about activities outside an organizational subsystem [167, 168]. Hansen (1999) made a
similar point which was that the transfer of tacit knowledge is easier between individuals who
have strong ties, whereas the transfer of explicit knowledge is easier between individuals who
have weak ties. Krackhardt (1992) showed that strong ties are important since they generate
trust. Therefore, strong ties lead to greater knowledge exchange between individuals by ensuring
that knowledge seekers sufficiently understand each other [64, 65, 166, 169]. Strong ties tend to
bond similar individuals to each other and cluster them together; hence, individuals are all
connected to each other. Therefore, information obtained via strong ties is more likely to be
redundant and this hinders a network from becoming a channel for innovation [65, 169]. In
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contrast, weak ties behave like local bridges and reach out to nonredundant information from the
disparate parts of the system [70, 166, 169]. Then, weak ties combine the ideas from different
sources with fewer concerns regarding social conformity, which positively influences individuals
toward their innovative propensities [150, 170]. From another viewpoint, Rost (2011)
demonstrated that individuals with strong ties, but embedded in weak network structures
(structural holes or a peripheral network position) came up with the most innovative solutions.
Granovetter (1973) proposed that tie strength was “a (probably linear) combination of the
amount of time, the emotional intensity, the intimacy (mutual confiding) and the reciprocal
services which characterize the tie” [71]. This study uses the first three of these four indicators
(or dimensions). The amount of time spent was measured by asking the question (Q1) “how
frequently do you exchange conversations or ideas?” and was called ‘frequency’ [66, 71].
‘Closeness’ is used as a measure of the emotional intensity of a relationship, and the question
(Q2) “how close is your relationship between you and your conversational partner?” was asked
to assess this dimension [66, 71]. Respondents were asked the question (Q3) “how often do you
discuss your work or home personal problems with your conversational partner?” which
measures the extent of mutual confiding (intimacy) between individuals [71, 171, 172]. Based on
the discussion made so far, it is also important to consider TS and to test the impact of TS on
their individual innovativeness, the volume of their collaborative outputs, and the relationship
between researchers’ individual innovativeness and the volume of their collaborative outputs.
Therefore, this study asserts the following three hypotheses:
Hypothesis 2 & Hypothesis 3: There is a non-zero impact of TS on both researchers’ individual
innovativeness and the volume of researchers’ collaborative output.
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Hypothesis 4: There is a non-zero impact of TS on the relationship between researchers’
individual innovativeness and the volume of researchers’ collaborative outputs.
4.3. Method
4.3.1. Constructing Dataset for Statistical Model
For 100 tenured/tenured-track faculty members, 9 variables are available. That is, a
100x9 data matrix was compiled. The variables included in the dataset are researchers’ rate of
participation in ‘complete graph(s)’; researchers’ knowledge gain via their conversational churn;
the perceived self-innovativeness score of researchers; the number of joint publications, grant
proposals, and patents; and researchers’ total scores for the frequency of communication with
other researchers and the strength of closeness and intimacy in their communication ties with
other researchers. Researchers’ rate of participation in ‘complete graph(s)’ was computed from
an actor-by-actor clique co-membership matrix using UCINET version 6.308. The perceived
self-innovativeness score of researchers was measured by employing a 20-item questionnaire and
the score received for each researcher was computed [87]. The number of joint publications,
grant proposals, and patents was calculated by averaging the rows or columns of data matrixes
constructed from collaborative output tie information provided by participants (see section
2.3.3). For a researcher, three dimensions of tie strength (i.e., ‘frequency’, ‘closeness’, and
‘intimacy’) were recorded in three 100x100 data matrixes constructed via three questions
answered by the researchers in the survey. Table 4.2 shows three cases that were encountered in
the data matrixes.
Total scores for three dimensions of tie strength should be calculated for each researcher.
The calculation was done in two steps. First, three data matrixes constructed for each TS
indicator were converted into new data matrixes by a method used in the study of Mathews et al.
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(1998). The method was revised and applied to three cases in a way as shown in Table 4.3.
Second, either each column or each row of these converted data matrixes was summed in order
to obtain the total score for each TS indicator for a researcher.
4.3.2. Statistical Model
The observable variables are assigned to 3 latent variables-LVs (or constructs) as shown
in Table 4.1. The partial least squares (PLS) path modeling is used to run 3 different path models
using these 3 LVs. The three path models each of which test the above-mentioned three proposed
hypotheses were run by the SmartPLS computer package using the bootstrap resampling
procedure, a non-parametric method, to test the significance of LV loadings and paths between
LVs.
Table 4.1. Assignment of Observable Variables to Latent Variables
Latent Variables
Tie strength
of an individual to
others (TS)

Observable Variables
Frequency

Closeness

Intimacy

Collaborative
Outputs (CO)

The number of
joint publications

The number of
joint grant
proposals

The number of
joint patents

Individual
Innovativeness
(Iinnov)

Researchers’ rate
of participation in
‘complete
graph(s)’

Researchers’
knowledge gain via
their conversational
churn

The perceived
selfinnovativeness
score of
researchers

4.4. Results
4.4.1. Partial Least Squares (PLS) Path Models
Structural Equation Modeling (SEM) is a statistical technique that enables the researchers
to construct unobservable variables measured by indicators, and to test and estimate the casual
relationships between those LVs [174]. There are two approaches to estimate those relationships:
the covariance-based approach and the variance-based (or PLS) approach. The former uses
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maximum likelihood estimation (MLE) to minimize the difference between the sample
covariance matrix and the covariance matrix predicted by the proposed theoretical model and
MLE assumes that the joint distribution of variables in the model follows a multivariate normal
distribution, whereas the later maximizes the explanation of variance by estimating the partial
model relationships in an iterative sequence of ordinary least squares (OLS) regressions [175,
176]. The PLS approach originally developed by Wold (1985) offers several minimal
requirements of restrictive assumptions compared to the covariance-based approach that can
primarily be attributed to Karl Jöreskog [178] who introduced the particular formulation which is
the LISREL model [176].
The PLS path modeling is a “soft” structural equation modeling (SEM) technique
because it has very few distribution assumptions and few cases can suffice, unlike the “hard”
SEM technique, which requires heavy distribution assumptions and several hundreds of cases
[179]. The PLS path modeling is more suitable for a theoretical framework that is not fully
crystallized, a complex model that has a large number of indicators and LVs, a model that has
LVs constructed in a formative way (i.e., arrows from indicators are directed to LVs), and data
that does not satisfy the assumptions of multivariate normality, independence and large sample
size [180-182]. This study uses social network metrics such as researchers’ rate of participation
in ‘complete graph(s)’ as variables in the model, meaning that the assumption of independence
of observations of each other is violated for those variables. Therefore, running the PLS path
modeling over the dataset used in this study is more suitable. The model validation in PLS path
models is an attempt to assess whether two stages of a model (the measurement model and the
structural model) fulfill the quality criteria for empirical work [175]. Therefore, the path models
must be analyzed and interpreted for those two stages [175, 176, 182, 183].
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The measurement (or outer) model is defined as the relations between indicators and
LVs, and it is evaluated in the first stage. It can be constructed as either reflective way (outwards
directed) or formative way (inwards directed) based on the unidimensionality or homogeneity of
the block of indicators. All blocks are considered homogenous, if Cronbach’s alpha is higher
than 0.7 [179, 184]. In this study, Cronbach’s alphas in all models were very close to this
threshold value, indicating that selecting the reflective way was appropriate. In a reflective
model, the relationship between each indicator, p, and its LV,  q , is shown by a simple linear
regression in Eq. (4.3a):
x pq  w

p0

 w

pq

q  

(4.3a)

pq

E ( x pq |  q )  w p 0  w pq  q

(4.3b)

where wpq is the loading (or weight) associated to the p-th indicator for q-th LV and ɛpq is the
related error term [184]. The assumption for this model is that the error term ɛpq has a zero mean
and is uncorrelated with LV,  q . Then, the Eq. (4.3a) is reduced to the Eq. (4.3b).
The Structural (or inner) model is defined as the relations between LVs and is evaluated
in the second stage. Each LV,  q ' , is regressed on other

Q

LVs,  q , shown as.
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are regression coefficients (or inner weights) between LVs and

related to  q ' [179, 184]. Since the assumption is the error term 

q



q

is the error term

which has zero mean and no

correlations with LVs  q in the model, the Eq. (4.4a) is reduced to the Eq. (4.4b) [182]. PLS
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algorithm first assigns arbitrary initial outer weights and estimates LVs using these initial
weights. After the estimation, ordinary least squares (OLS) regression is run between estimated
LVs to find the inner weights, and the previously estimated LVs are updated based on these inner
weights. In other words, the inner weights are estimated using the calculated LV scores in
accordance with the specified network of structural relations. The estimation of the outer weights
is iterated until the convergence is observed by means of the alternation of the outer and the
inner estimation steps [184]. The estimation of outer weights from the updated LV estimates is
done using either individual OLS regression per indicator if outer model is a reflective construct
or a multiple regression if outer model is a formative construct. The estimation procedure is
called partial because it solves block one at a time via alternating the single and multiple linear
regressions [184]. During the step where OLS regression is performed between LVs, PLS
regression can be used if LVs are highly correlated [184]. The PLS path modeling was
performed using the SmartPLS package version 2.0.M3, and the results for Model 1, 2, and 3 are
shown in Figure 4.3, 4.4, and 4.5 and Table 4.4a&b, 4.5a&b, and 4.6a&b. The next section
discusses each stage in detail.
4.4.2. Analysis of Partial Lease Squares (PLS) Models
4.4.2.1. Assessment of Measurement Models
A measurement model is assessed with regard to the reliability and validity of the LVs in
the model. Once the outer model shows the evidence of sufficient reliability and validity, it will
be more meaningful to evaluate the inner path model estimates [182]. The measurement models
were assessed by the following criteria summed up by Urbach and Ahleman (2010).
1. Internal consistency reliability (ICR): There are two criteria to assess ICR: a Cronbach’s
alpha (α) measure and a composite reliability measure. Cronbach's α is a measure of internal
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consistency, and it is used to measure how closely related a set of items are as a group [185].
The composite reliability (CR) measure relaxes the Cronbach's α assumption that all scale
items are equally related to the attendant LV [175]. Otherwise, Cronbach's α will tend to
underestimate the ICR of LVs. Both of these measures were close and above the threshold
value of 0.70, which indicated the adequate internal consistency [175].
2. Indicator reliability (IR): A LV should explain a substantial part of each indicator’s variance,
which is usually at least 50% [182]. Then, a variable and set of variables will be consistent
about what it really intends to measure. To assess IR, indicator loadings should be both
statistically significant at the 0.05 significance level and higher than 0.7 (square root of 50%)
[175, 186]. The significance of both LV loadings and the associations between LVs is
determined via the bootstrap procedure that is a resampling method [187]. In this procedure,
the proposed model is run several times (this study ran 1000 times) using repeated random
samples of each items in order to construct a distribution for each association. Thus, where
the original value falls in this distribution is investigated by calculating a t-value statistics (or
related p-value). While running bootstrap resampling procedure in the SmartPLS, the option
of ‘individual changes’ for sign changes was selected [182]. All LV loadings in three models
were significant at the 0.05 level and they were close to or mostly higher than the threshold
value of 0.70.
3. Convergent validity (CV): A set of indicators representing the same underlying construct
should converge or demonstrate a unidimensionality compared to the indicators representing
other constructs. To assess CV, average variance extracted (AVE) is commonly used,
measuring the amount of variance that LV captures from its indicators relative to the amount
due to the measurement error [188]. AVEs for all LVs across all models were all above 0.50
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(threshold value), which indicated sufficient CV. This should be interpreted that all LVs were
able to explain more than half of the variance of its indicators on average [182].
4. Discriminant validity (DV): Any single construct (or LV) should be different from the other
constructs in a proposed model. In other words, two conceptually different constructs should
exhibit sufficient difference [182]. There are two commonly applied criteria to assess DV:
the cross-loadings and The Fornell–Larcker criterion. In the cross-loading criterion, the
loadings of each LV are expected to be higher than all of its cross-loadings with other LVs in
the proposed model [182, 186]. Then, it can be inferred that there is a sufficient difference
between constructs. The Fornell–Larcker criterion requires that a LV has to share more
variance with its assigned indicators than with any indicators of other LVs [182, 186]. Then,
according to the Fornell–Larcker criterion, DV is assessed by that the AVE of each LV
should be greater than squared correlations with other LVs [182]. With cross-loadings
criteria, the LVs in all models indicated a moderate DV. With Fornell–Larcker criterion, a
square root of AVE for an LV was compared to the LV’s squared correlation with any other
LV and it was again observed that the LVs in all models indicated a moderate DV.
4.4.2.2. Assessment of Structural Models
Exogenous LVs are the constructs that do not have any predecessors or only have arrows
originating from them in the structural model, whereas endogenous LVs are the constructs which
has one or more arrows leading into it [176]. A structural model is assessed to determine the
significance of the inner paths or hypothesized paths and its explanatory power using the amount
of variance accounted for by the endogenous constructs [189]. The structural models were
assessed by the following criteria:
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1. Coefficient of determination: R-square (also called coefficient of determination) measures the
amount of variance in the construct that is explained by the model [183]. In other words, it
measures the relationship of a construct’s explained variance to its total variance. Chin
(1998) considers R-square values of 0.67, 0.33, and 0.19 in PLS path model as substantial,
moderate, weak. As seen from all three models, R-square values were either moderate or
substantial. For example, R-square value in Model 1 was 0.415, meaning that approximately
42% of variance in construct CO was explained by the exogenous construct Iinnov.
2. Evaluation of path coefficients: The individual path coefficient of the PLS structural model is
interpreted as standardized beta coefficients of ordinary least squares regressions [182, 189].
The path coefficients are tested by assessing the direction, strength, and the level of
significance (the bootstrap resampling method with 1000 resamples was used to test the
significance). Testing the path coefficients provides a partial empirical validation of
theoretically assumed relationships (i.e., hypotheses) between constructs [182]. Path
coefficients showing insignificance and signs contrary to hypothesized direction do not
support a prior hypothesis, whereas paths showing significance and a sign fitting empirically
support the casual relationship [189]. The values for the path coefficients in PLS models are
given in the standardized form (i.e. between 0 and 1). The path coefficients corresponding to
4 hypotheses are statistically significant in all models. The model 1 corresponding to
Hypothesis 1 presents high and positive value of the path coefficient, indicating that for one
unit change in researchers’ individual innovativeness, collaborative outputs increases by
0.644. Then, this indicates that the conversion rate of researchers’ ideas into the number of
their collaborative outputs is high in the college of engineering. Based on the definition of
tacit and explicit knowledge [190], the constructs Iinnov and CO can be considered as tacit
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and explicit knowledge, respectively. Then, testing hypothesis 1 attempts to fill the gap in
knowledge creation literature which is the process of the conversion of tacit knowledge into
explicit knowledge (also called ‘externalization’) [191-193]. The model 2 corresponding to
hypothesis 2 and 3 tests this conversion in the presence of researchers’ strength of
interpersonal connections. It can be seen that there is a higher and positive increase in the
conversion rate when the construct TS directly impacts the two constructs Iinnov and CO.
Therefore, hypothesis 2 confirms previous literature that the transfer of tacit knowledge is
easier between individuals who have strong ties [66]. The result of hypothesis 3 presents a
moderately low and negative direct impact of tie strength of an individual to others and fits
the theory of ‘strength of weak ties’ proposed by Granovetter (1973).This indicates that the
weaker ties researchers have with others in the early stages of their collaborative activities
the more they have the final collaborative outputs. The result also matches up with the
finding of Hansen (1999) which was that the transfer of explicit knowledge was easier
between individuals who have weak ties. The model 3 corresponding to hypothesis 4 tests the
moderating effect of researchers’ strength of interpersonal connections in the impact of
researchers’ individual innovativeness on their collaborative outputs. In PLS, the moderating
effect is the interaction term which is built by the products of each indicator of the
independent latent variable Iinnov with each indicator of the moderator variable TS [194].
From model 3, it can be seen that there is a low and negative moderating effect of TS,
indicating that the theory of ‘strength of weak ties’ rules the process of the conversion of tacit
knowledge into explicit knowledge.
3. Redundancy index (RI) or Redundancy: RI is a measure of the quality of the structural model
for each endogenous block by taking the measurement model into account [179]. In other

102

words, RI measures the portion of variability of the manifest variables connected to the
endogenous LV explained by the LVs directly predicting the same endogenous LV [184]. It
is the measure of the quality of structural model for each endogenous construct and
calculated by multiplying the average communality of a construct (i.e., AVE) by R-square of
the same construct [179]. The following redundancy assessment scale was derived by
substituting the minimum average of AVE of 0.50 as suggested by Fornell and Larcker 1981
and the Chin (1998)’s proposed scale for R-squares values at substantial, moderate, and weak
level

in

the

equation

defining

redundancy

(redundancy=communality*R-square);

Redundacysubstantial= 0.34, Redundacymoderate=0.17, and Redundacyweak=0.10. Redundancy in
all of the three models ranged from moderate to substantial.
4. Cross-Validated (Communality and Redundancy) index: Besides checking the magnitude of
R-squares to assess the predictive relevance, the predictive sample reuse technique, called the
Stone-Geisser test criterion (or Q2), can also be used [183]. The Q2 test statistics is a
jackknife version of the R-square statistics [179]. Chin (1998) stated that Q2 statistics is a
measure of how well observed values are reconstructed by the model and its parameter
estimates. Calculation of Q2 involves 1) omitting (or blindfolding) one case at a time, 2) reestimating the model parameters by using the remaining cases, and 3) predicting the omitted
case values based on the remaining parameters [179]. Q2 statistics can be obtained through
two ways: cross-validated communality Q2, also called H2, in which prediction of the data
points is made by the underlying LV score, cross-validated redundancy Q2, also called F2 in
which prediction is made by those LVs that predict the block in question [179]. Q2>0 implies
the model has predictive relevance whereas Q2<0 represents a lack of predictive relevance.
For three models, blindfolding procedure has been performed using G=7 (G is the omission
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distance. For further discussion of G, please see Tenenhaus et al. (2005) p.175). The value of
Q2 was greater than 0 in all of the three models, indicating that all models has predictive
relevance.
5. Goodness of fit Index (GoF): GoF index evaluates the model performance by taking both
measurement and structural model into consideration and thus offer a single measure for the
overall prediction performance of the model [184]. GoF index is calculated by the following
formula: GoF=√̅̅̅̅̅̅
𝐴𝑉𝐸 × ̅𝑅̅̅2̅ . Threshold values were calculated by plugging a cut-off value
of 0.5 for communality and the cut-off values for R-square proposed by Chin (1998) into the
formula. The baseline values for GoFsubstantial, GoFmoderate, and GoFweak were obtained 0.58,
0.41, and 0.31. Only GoF index for peers has a fit for the weak level. All of the three models
indicated the moderate and weak GoF values, concluding that the models had an adequate
explaining power in comparison with baseline values.
4.5. Discussion
This study seeks to contribute to the informetrics literature by proposing a model that
investigates the relationship between researchers’ individual innovativeness and their
collaborative output. PLS path modeling does not require the assumptions of multivariate
normality, independence of observations, and large sample size. This study used social network
metrics such as researchers’ rate of participation in ‘complete graph(s)’ as variables in the model,
meaning that the assumption of independence of observations is violated, then running the PLS
path modeling over the dataset used in this study is more suitable. A formula, which measures an
individual’s KG via conversational churn using empirical data, was proposed. Two properties
accelerating individual innovativeness which was found in the study of Lovejoy and Sinha
(2010), 1) participation in a ‘maximal complete sub-graph’ or clique and 2) KG via
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conversational churn, was empirically tested and found that both of these properties were
statistically significant.
Table 4.2. The Cases Observed in Matrixes
Case 1 (Both scored each other)
Researcher
Researcher
Researcher’s partner

Researcher’s partner
X

X

Case 2 (Only a researcher scored his/her partner)
Researcher
Researcher
Researcher’s partner

Researcher’s partner
X

Case 3 (Only a researcher’s partner scored the researcher)
Researcher
Researcher
Researcher’s partner

Researcher’s partner

X

Table 4.3. A Method to Convert the Data Matrixes for TS Indicators
Case 1 (Both scored each other)
Both a researcher and his/her partner get scored 3 in case

Both the researcher’s score for his/her partner is greater than the researcher’s mean score for all of his/her
communication partners

and his/her partner’s score for the researcher is greater than the partner’s mean score for all of his/her communication
partners
Both a researcher and his/her partner get scored 2 in case

Both the researcher’s score for his/her partner is greater than the researcher’s mean score for all of his/her
communication partners

and his/her partner’s for the researcher is lower than mean score for the partner’s mean score for all of his/her
communication partners
Or

Both the researcher’s score for his/her partner is lower than the researcher’s mean score for all of his/her
communication partners

and his/her partner’s score for the researcher is greater than the partner’s mean score for all of his/her communication
partners
Both a researcher and his/her partner get scored 1 in case

Both the researcher’s score for his/her partner is lower than the researcher’s mean score for all of his/her
communication partners

and his/her partner’s score for the researcher is lower than the partner’s mean score for all of his/her communication
partners

Case 2 (Only a researcher scored his/her partner)
Both a researcher and his/her partner gets scored 2 in case

The researcher’s score for his/her partner is greater than the researcher’s mean score for all of his/her communication
partners
Both a researcher and his/her partner gets scored 1 in case

The researcher’s score for his/her partner is lower than the researcher’s mean score for all of his/her communication
partners

Case 3 (Only a researcher’s partner scored the researcher)
Both a researcher and his/her partner gets scored 2 in case

His/her partner’s score for the researcher is greater than the partner’s mean score for all of his/her communication
partners
Both a researcher and his/her partner gets scored 1 in case

His/her partner’s score for the researcher is lower than the partner’s mean score for all of his/her communication
partners
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R2 =0.415
0.644**

Iinnov

CO

Figure 4.3. Illustration of Model 1
0.05<**, 0.1<*

Table 4.4a. LV Loadings and Assessment of Measurement Model for Model 1

Cpart
Kgain
Sinnov
Publication
Grant
Patent

Individual
Innovativeness (Iinnov)
0.837
0.863
0.583
0.510
0.659
0.314

Collaborative
Outputs (CO)
0.458
0.630
0.348
0.870
0.863
0.696

Cronbach’s α
0.656
CR
0.811
AVE
0.595
Sqrt(AVE)
0.771
LV correlations
0.644 (Iinnov-CO)
Cpart – Researchers’ rate of participation in ‘complete graph(s)’
Kgain – Researchers' knowledge gain via their conversational churn
Sinnov – The perceived self-innovativeness score of researchers
Publication – The number of joint publications
Grant – The number of joint grant proposals
Patent – The number of joint patents

0.756
0.853
0.662
0.814

Table 4.4b. Assessment of Structural Model for Model 1
Redundancy
Iinnov
0.000
CO
0.275
H2 – cross-validated communality
F2 – cross-validated redundancy
GoF – goodness of fit index

H2
0.238
0.335
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F2
0.238
0.244

GoF
0.361

R2 =0.745

R2 =0.395
0.850**

Iinnov

0.863**

CO

-0.274**

TS

Figure 4.4. Illustration of Model 2
0.05<**, 0.1<*

Table 4.5a. LV Loadings and Assessment of Measurement Model for Model 2

Cpart
Kgain
Sinnov
Publication
Grant
Patent
Frequency
Closeness
Intimacy
Cronbach’s α
CR
AVE
Sqrt(AVE)

Individual
Innovativeness (Iinnov)
0.885
0.802
0.606
0.477
0.656
0.277
0.849
0.864
0.838

Collaborative
Outputs (CO)
0.448
0.627
0.348
0.877
0.851
0.709
0.435
0.454
0.469

Tie Strength (TS)
0.904
0.541
0.494
0.287
0.605
0.104
0.986
0.987
0.982

0.660
0.813
0.600
0.775

0.760
0.856
0.670
0.819
0.613 (Iinnov-CO)
LV correlations
0.863 (Iinnov-TS)
0.459 (CO-TS)
Frequency – Frequency of communication between researchers
Closeness – The strength of emotional intensity
Intimacy – The strength of mutual confiding

0.990
0.990
0.970
0.985

Table 4.5b. Assessment of Structural Model for Model 2
Iinnov
CO
TS

Redundancy
0.447
0.265
0.000

H2
0.241
0.331
0.867
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F2
0.427
0.240
0.867

GoF
0.533

R2 =0.422
0.692**

Iinnov

CO

-0.111*

TS

Figure 4.5. Illustration of Model 3
0.05<**, 0.1<*

Table 4.6a. LV Loadings and Assessment of Measurement Model for Model 3

Cpart
Kgain
Sinnov
Publication
Grant
Patent

Individual
Innovativeness (Iinnov)
0.835
0.863
0.584
0.510
0.658
0.315

Collaborative
Outputs (CO)
0.453
0.629
0.348
0.874
0.857
0.701

0.656
0.811
0.595
0.771

0.756
0.854
0.664
0.815

Cronbach’s α
CR
AVE
Sqrt(AVE)
LV correlations

0.642 (Iinnov-CO)

Table 4.6b. Assessment of Structural Model for Model 3
Iinnov
CO

Redundancy
0.000
0.280

H2
0.231
0.337
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F2
0.231
0.263

GoF
0.287

CHAPTER 5: CONCLUSION

The findings of these three studies offer several implications for college and university
administrations as well as for policy makers in their attempt to prosper the collaborative
relationships between researchers. With the results of this study, the college administration is
informed regarding the extent that the social cohesion formed by interpersonal ties impacts on or
drives the collaboration activity that resulted in collaborative outputs. In addition, the results help
the college administration to find out the collaborative tendency of each researcher in different
networks, and prolific researchers and departments determined by social network metrics (e.g.,
centrality metrics for individuals and groups) can be rewarded. Using the results, the college
administration also finds out to what degree a department is more inclined to form external ties
in its collaboration activity. Collaboration is related to many types of shared attributes [16, 30].
Then, the results of this study also have the potential to identify connections of members from
underrepresented groups (e.g., female researchers and black/African American researchers) in
their networks in order to establish research collaborations between them and other members, in
case connections to members of underrepresented groups are insufficient (or non-existent).
This study has the potential to be generalized and applied other colleges and disciplines,
and even the university as a whole. Within a university, structural properties of these four
networks across different colleges can be compared in order to help university administration to
understand the nature of collaboration of each college and interdisciplinary relations.
Furthermore, tracking the connections in each network between different colleges or even
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departments within a university can also help to examine the nature of interdisciplinary relations
[195]. Thus, policy makers and administrators can be informed about the potentialities of the
results found in this study, and they can interpret the results to formulate policies which will help
to spur collaborative research across departmental and disciplinary boundaries. In the case of
extending the study to the entire university, research performance can be determined based on
collaboration relationships (e.g., density of networks or other structural properties of networks)
between different sizes of universities (e.g., size can be specified according to the number of
students, employees, departments, active facilities used in research, and etc.) to allocate research
money to strengthen smaller universities that aspire to engage in collaborative research. If smallsized universities have just about the same relative amount of collaboration as large-sized
universities (after capturing the in-progress collaborative relations via self-reported way), there
will be no economies of scale in this matter [14].
Since this study aims at evaluating the extent to which social network metrics obtained
from the researchers’ multiple collaborative output networks as well as their communication
networks predict the performance of researchers, the information obtained from this study can be
used to formulate policies that improve both the collaborative and communication relationships
that impact the performance of researchers. For example, when the level of prediction of
eigenvector centrality on the performance of researchers is low, meaning that the researchers
tend to both collaborate and communicate with other researchers that are not well connected (i.e.,
other researchers that are not well-performing in their collaborative activities and
communications), policies could be generated, which primarily attempt to encourage the
researchers to interact with other researchers who are active in their both collaborative and
communication relationships.
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By investigating the degree of the impact of researchers’ individual innovativeness on
their collaborative output, university administration will know the capability (i.e. the degree) of
the different colleges, or even the university as a whole in case the study is extended to the entire
university, in transforming the ideas embedded in researchers’ networks into a productive work
in a collaborative manner.

Then, information concerning the extent to which researchers’

individual innovativeness impacts their collaborative output can be used for the evaluation of
different colleges in a university. In the case of low impact, university administration should
initiate to devise policies, e.g., polices encouraging informal institutional arrangements, or
programs in which informal group meetings occur to mediate the exchange of knowledge or
ideas informally.
This study has three major limitations. First, the study intended to capture the in-progress
collaborative relations in a self-reported way as well as the completed collaborative relations;
however, there is an issue of accuracy when collecting self-reported data due to biased responses
and poor memory [18, 44]. For example, respondents do not want to report collaborative output
ties, especially joint patents, for confidentiality reasons. Moreover, it is highly possible that
respondents might not remember all of their collaborative output ties, therefore they enter
incomplete information. A future study can be made to compare the overlaps of the networks
constructed by self-reported data with the networks constructed by database information. Despite
these concerns, there are many recent studies using the self-report method [45-48]. Second, when
this study is applied to other colleges and disciplines, some of these four networks disappear. For
example, writing joint grant proposals in a college of business is not as common as in a college
of engineering. Moreover, some colleges and disciplines such as college of education and
business have a decreased tendency to issue patents, and in some disciplines such as humanities
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and history, single-authored papers are more valuable than co-authored papers. Furthermore, this
study can be run for other colleges of engineering in different universities (e.g., small-sized or
large-sized, research-oriented) to understand whether the findings of this study are more or less
specific for the chosen sample. Third, selecting the values of base and α differently in the
knowledge growth function, f(t), affects the output obtained from the function itself and the
shape of the parabola capturing the growth rate of knowledge. Therefore, a sensitivity analysis
can be run for the different values of KG which is obtained by using different f(t)s in order to
understand how the results differ in the same model. Moreover, other types of f(t)s such as Sshaped functions can also be considered for knowledge growth.
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Appendix A1: A Questionnaire to Collect the Researchers’ Collaborative Output Ties (First Page)
FIRST NAME:

LAST NAME:

COUNTRY of ORIGIN:

STEP 1 (COLLABORATION INFORMATION)
Q1) With whom do you collaborate for your research matters? And
Q2) How many completed and uncompleted collaborative work do you have with other researchers including
· in-preparation, (re)submitted or rejected, and published joint publications (column 1)? (1) for 1-2, (2) for 3-5, (3) for 6-9, (4) for 10-above
· in-preparation, declined, and funded grant proposals (column 2)? (1) for 1-2, (2) for 3-5, (3) for 6-9, (4) for 10-above
· including rejected, submitted, and issued patent applications (column 3)? (1) for 1-2, (2) for 3-5, (3) for 6-9, (4) for 10-above
Chemical & Biomedical Engineering
Last Name

Name

Civil & Environmental Engineering

Public. Grant Patent Last Name

Name

Computer Science & Engineering

Public. Grant Patent Last Name

Name

Public. Grant Patent Last Name

Electrical Engineering
Name

Industrial & Management Systems
Engineering

Public. Grant Patent Last Name

Name

Public. Grant Patent

Mechanical Engineering
Last Name

College of Engineering Dean
Last Name

Name

Public. Grant Patent

Please also write a name from other USF colleges or institutions below:
Last Name

Name

Public. Grant Patent

Department
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Name

Public. Grant Patent

Appendix A2: A Questionnaire to Collect the Researchers’ Communication Ties (Second Page)

STEP 2 (COMMUNICATION INFORMATION)
Q1) With whom do you exchange conversations or ideas via below mentioned ways?
Face-to-Face Conversations:
1) formal or informal group meetings and events in DEPARTMENT, COLLEGE, and even CAMPUS level
2) hallway conversations in DEPARTMENT and COLLEGE level
3) serving in a student’s doctoral committee
4) telephone conversations, and etc.

Conversations in Virtual Environment:
1) e-mail exchange
2) exchanging ideas in online social network
(academia.edu), and etc.

Q2) How frequently do you exchange conversations or ideas?
once a day(6), once a week(5), once every two week(4), once a month(3), once every two months(2), once every three months(1)
Q3) How close is your relationship between you and your conversational partner?
Very Close(6), Close(5), Somewhat close(4), Somewhat Distant(3), Distant(2), Very Distant(1)
Q4) How often do you discuss your work or home personal problems with your conversational partner?
Very Often (5), Often (4), Occasionally (3), Seldom (2), Never (1)
Chemical & Biomedical Engineering
Last Name

Name

Q2 Q3 Q4

Civil & Environmental Engineering
Last Name

Name

Q2 Q3 Q4

Computer Science & Engineering
Last Name

Name

Q2 Q3 Q4

Electrical Engineering
Last Name Name

Q2 Q3 Q4

Industrial & Management Systems
Engineering
Last Name

Name

Q2 Q3 Q4

Mechanical Engineering
Last Name

College of Engineering Dean
Name
Q2 Q3 Q4

Last Name

Please also write a name from other USF colleges or institutions below:
Last Name

Name

Department

Q2 Q3 Q4
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Name

Q2 Q3 Q4

Appendix A3: A Questionnaire to Measure Researchers’ Self-Perceived Innovativeness
(Third Page)
Please indicate the degree to which each statement applies to you by marking whether you:
Strongly Disagree (1); Disagree (2); Neutral (3); Agree (4); Strongly Agree (5).
1.

____ My peers often ask me for advice or information

2.

____ I enjoy trying new ideas.

3.

____ I seek out new ways to do things.

4.

____ I am generally cautious about accepting new ideas.

5.

____ I frequently improvise methods for solving a problem when an answer is not apparent.

6.

____ I am suspicious of new inventions and new ways of thinking.

7.

____ I rarely trust new ideas until I can see whether the vast majority of people around me accept them.

8.

____ I feel that I am an influential member of my peer group.

9.

____ I consider myself to be creative and original in my thinking and behavior.

10. ____ I am aware that I am usually one of the last people in my group to accept something new.
11. ____ I am an inventive kind of person.
12. ____ I enjoy taking part in the leadership responsibilities of the group I belong to.
13. ____ I am reluctant about adopting new ways of doing things until I see them working for people around me.
14. ____ I find it stimulating to be original in my thinking and behavior.
15. ____ I tend to feel that the old way of living and doing things is the best way.
16. ____ I am challenged by ambiguities and unsolved problems.
17. ____ I must see other people using new innovations before I will consider them.
18. ____ I am receptive to new ideas.
19. ____ I am challenged by unanswered questions.
20. ____ I often find myself skeptical of new ideas.
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Appendix B: Image of the Copyright Permission for the Third Page of Appendix A
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Appendix C: Image of the Written Permission for Published Portion of Chapter 3
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