Cross-modal semantic priming and phoneme monitoring experiments investigated processing of wordfinal nonreleased stop consonants (e.g., kit may be pronounced /kit/ or /ki/), which are common phonological variants in American English. Both voiced /d/ and voiceless IM segments were presented in release and no-release versions. A cross-modal semantic priming task (Experiment 1) showed comparable priming for /d/ and /t/ versions. A second set of stimuli ending in /s/ were presented as intact, missing /s/, or with a mismatching final segment and showed significant but reduced priming for the latter two conditions. Experiment 2 showed that phoneme monitoring reaction time for release and no-release words and onset mismatching stimuli (derived pseudowords) increased as acoustic-phonetic similarity to the intended word decreased. The results suggest that spoken word recognition does not require special mechanisms for processing no-release variants. Rather, the results can be accounted for by means of existing assumptions concerning probabilistic activation that is based on partial activation.
In conversational speech, segments may be mispronounced or changed by means of phonological processes (resulting in mismatching information) or may lose information (resulting in missing information). Both mismatching and missing information constitute variations from a formal, fully articulated lexical form. Most research in the domain of spoken word recognition has focused on processing of fully articulated forms. The present research departs from this tradition in that we investigate the consequences of missing information and focus on a naturally occurring form of variation found in stop consonants. Specifically, the experiments examine processing of final stop consonants in words such as closet that can be articulated with or without a release burst.
Early work on acoustic-phonetic properties of speech noted the variation in the occurrence (or nonoccurrence) of a release in both connected speech and isolated utterances (Rositzke, 1938 , 1943 , cited in Malecot, 1958 . The most extensive analysis of release/ no-release patterning was conducted by Crystal and House (1988) on the basis of a large corpus of read speech (approximately 600 words). In the Crystal and House corpus, only 59% of the stops were complete (an identifiable hold followed by a release). A second important finding was that the occurrence of the release Thomas Deelman and Cynthia M. Connine, Department of Psychology, State University of New York at Binghamton.
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The corpus analysis is interesting for a number of reasons. It reinforces the point that connected speech is often missing acoustic events that have been the focus of extensive research in basic speech perception. Listeners encounter a signal that can lack the acoustic-phonetic detail assumed to be essential for successful word recognition. On the other hand, the corpus analysis suggests systematicity in the occurrence of a release in that the occurrence is correlated with other aspects of speech (voicing status). These considerations suggest a possible perceptual consequence of corpus frequency of occurrence, specifically, that the likelihood of a speech event is directly related to its importance for successful word recognition. One possible implication of this for speech perception is that the release portion is less crucial for voiced compared with voiceless segments. The available perceptual evidence shows some support for this suggestion. Early work by Malecot (1958) demonstrated that final voiced consonants in nonreleased vowel-consonant (VC) sequences were identified more accurately than voiceless nonreleased VC sequences (see also Halle, Hughes, & Radley, 1957) . Other researchers have found that vowels preceding voiced segments are longer relative to voiceless segments (Raphael, 1972; House, 1961; Denes, 1955) and that this difference has perceptual consequences. Raphael (1972) showed that segments preceded by long vowels were identified as voiced in a forced-choice identification task (even in the presence of spectral cues signaling a voiceless segment). Warren and MarslenWilson (1988) showed a similar use of vowel duration in a gating task in which voiceless responses dominated for shorter stimulus durations.
More recent research investigating subphonetic coarticulatory influences also suggests possible asymmetries for voiced and voiceless segments. The relevant experiments used stimuli in which the consonant-vowel onset of one word was cross-spliced with the final consonant of a second stimulus. The resulting stimulus was perceived as intact, yet performance on reaction time tasks was slowed relative to stimuli with no mismatching information (Whalen, 1984 (Whalen, , 1991 ; see also Streeter & Nigro, 1979) . Marslen-Wilson and Warren (1994) replicated the subphonetic mismatch effect in an auditory lexical-decision task (longer latencies when the initial consonant-vowel in jog was spliced onto the final consonant in job) and analyzed voiced and voiceless stimuli separately. The mismatch effect for the voiceless stimuli was much weaker (and not significant) compared with the effect for the voiced stimuli. We should note that the reduced mismatch effects for voiceless stimuli are controversial because earlier work by Whalen (1984) found strong mismatch effects for voiceless stimuli.'
These findings highlight the important contribution of the release to speech processing. Identification performance is reduced in the absence of the release, and a stimulus in which release and prerelease information mismatches shows increased reaction times. The results further suggest a possible asymmetry in the release's contribution to identifying voiced and voiceless segments. Voiced segments can be identified more accurately than voiceless segments in the absence of a release and can show more consistent mismatch effects. The evidence for an asymmetric contribution of the release in perception is mirrored in corpus analyses showing a higher percentage of voiceless productions that include the release.
The challenge for theories of spoken word recognition is to account for word recognition given ambiguous or missing cues. One way in which theories have responded to this challenge is to model spoken word recognition probabilistically so that partial information reduces lexical activation levels. Both the TRACE model (McClelland & Elman, 1986) and SHORTLIST/Merge (Norris, 1994; see also, Norris, McQueen, & Cutler, 2000) assume that partial featural overlap can provide sufficient input for lexical activation. Currently, all models assume that lexical activation (a) occurs in the absence of complete overlap between the speech signal and a target representation and (b) is continuously modulated by the degree of fit between them.
One goal of the experiments was to investigate processing of spoken words given a speech event (consonantal release) that varies in its occurrence. At issue in the present research is whether no-release words result in reduced activation relative to releasebearing counterparts. Words ending in voiced /d/ and voiceless Ixl segments were presented with (release) or without the release (no release) in a cross-modal priming paradigm (Experiment 1) and in a phoneme monitoring task (Experiment 2). As previously described, there is some evidence that /d/ no-release stimuli will be less disruptive than Ixl no-release stimuli. The /d/-/t/ contrast provides the necessary voicing difference and also shows asymmetric presence of the release in the Crystal and House (1988) corpus. All quantitative aspects of the corpus confirm this observation. The relevant statistics across all occurrences of a release for the two segments show 34% and 61%, voiced and voiceless, respectively; in word-final position, 18% and 36%; and in wordfinal position followed by a pause, 31% and 49%. A second, pragmatic reason for selecting the /d/-/t/ contrast (as opposed to the /b/-/p/ or /g/-/k/ voicing contrasts) is that an on-line dictionary search yielded a sufficiently large set of words ending in these segments, making the psycholinguistic experiments feasible.
If lexical activation involves a continuous mapping of the microstructure of speech onto a lexical representation, then missingrelease words should reduce lexical activation. If the differences suggested by perceptual studies are borne out, then the Ixl norelease versions should be less effective in activating a lexical representation than the release counterparts, and /d/ no-release and release variants should show comparable priming. An alternative prediction is possible given that the missing release is not a random event but a phonological variant. Because of its phonological status and the statistical patterning of its occurrence, processing of nonrandom missing information during spoken word recognition may function according to a different set of principles. Neither TRACE nor Merge incorporate any specific mechanisms to accommodate phonological variation, but other models have been proposed in which lexical representations are constructed so as to explicitly or implicitly incorporate phonological variation. The Lexical Access From Spectra (LAFS) model (Klatt, 1980 ) has a specific mechanism for associating alternative productions (specifically those coarticulatory processes that occur at word boundaries). In this model, words are initially represented in a network as spectral templates. Correspondence of two production tokens to a single type is accomplished by means of a combination of similarity mapping and language-specific mapping rules. In another approach (Marslen-Wilson, Nix, & Gaskell, 1995) , phonological variants are recognized by means of highly abstract lexical representations that assume an underspecified representation (cf. Archangeli, 1988) . Canonical forms and their variants are recognized by means of the same abstract representation. In support of this approach, Gaskell and Marslen-Wilson (1996) showed comparable activation for lean and its possible variant learn (by means of assimilation of a following bilabial). In context, phonological inference rules assess the contextual viability of a variant. Extended to no-release variants, dedicated processing mechanisms may act to infer segmental identity in the absence of a release, or the details of lexical representations may render recognition of phonological variants as equivalent to their canonical counterparts. Either mechanism would render release and no-release versions equivalent or having equivalent effects on lexical activation. Experiment 1 included a third set of words ending in the voiceless fricative hi. Fricatives differ from stop consonants in two ways that are important for the experiments in this article. First, words with final fricatives do not have a naturally occurring variant production with the fricative deleted, and therefore, these words are not a systematic occurrence in fluent speech. Second, the frication associated with voiceless fricatives operates as the dominant information in establishing segmental identity. Gating studies indicate that little constraint on segmental identity is provided in the speech signal leading to the frication-listeners require fricative noise for identification (Warren & Marslen-Wilson, 1987) . Similar to voiceless plosives, however, mixed evidence exists for strong effects given mismatching vocalic and frication cues. Whalen (1984) found robust subphonetic mismatch effects for /s/ and ///, whereas Marlsen-Wilson and Warren (1994) found no mismatch effects.
Word-final hi stimuli were presented with (intact version) or without (missing version) the final /s/. A comparison of priming effects for hi intact and missing conditions with the pattern found for release and no-release conditions will examine the extent to which missing information from a legal variant has a special status. If voiceless no-release variants are comparable to missing /s/ words (both classes are simply instances of missing or partial information), then both stimulus types should show reduced priming relative to their intact counterparts. If missing information is treated equivalently regardless of variant status, then priming effects should pattern similarly across the three stimulus sets.
A final goal of the experiments was to investigate the consequence of mismatching versus missing information. Obviously, a missing phoneme differs from a mismatching phoneme in that a mismatch is negative evidence-information that is evidence against a component segment of a word. In contrast, a missing phoneme neither supports nor contradicts a particular lexical hypothesis. Given the noncontradictory status of missing information, a missing phoneme may be treated quite differently during word recognition. Derived pseudowords were created from the l\l and /d/ stimuli by replacing the final phoneme (mismatching pseudowords). The mismatching pseudoword condition permits a direct comparison between the conditions missing information (the phonological variants and missing hi conditions). Table 1 summarizes the conditions in Experiment 1.
Experiment 1

Method
Participants. A total of 97 undergraduate students received credit toward a psychology course for participating in the experiment. All participants were native speakers of English and had normal hearing and vision.
Materials and design. Three groups of 60 words were selected: 60 final-/d/ endings, 60 final-/t/ endings, and 60 finaWs/ endings. All stimuli were two syllables in length with an initial strong syllable. To select semantically related visual targets, we presented the list of words to a group of participants (n = 15) who were instructed to write down a word most closely related in meaning for each stimulus. The most frequently reported semantic associates were chosen. All auditory stimuli were recorded by a male speaker in a sound-damped room. Auditory stimuli were low-pass filtered at 4.8 kHz and digitized at 10 kHz (12-bit resolution). An inaudible timing mark was set at stimulus offset that signaled the presentation of the Three versions of each word were created, corresponding to three experimental conditions. In the first condition, the stimuli retained the full articulation of final segments (fully articulated productions; released Idl and IM and intact Is/)-Items in the second experimental condition did not include final release bursts (no-release W and /d/) or final frication (missing hi). To ensure that the stimuli were comparable across conditions, we constructed the variant words by splicing out the release bursts (M & /d/) and final Is/ frication from the canonical words. A waveform editor was used to create no-release Ixl and Idl by replacing the release from vowel offset (including closure plus any aspiration and release) with an equal duration of silence. Similarly, missing hi items were created by replacing the frication with an equal duration of silence.
Measurements of the Ixl and Idl stimulus sets confirmed that IdJ stimuli had the characteristically longer average vowel duration compared with the Ixl stimuli (129 ms and 102 ms, respectively), f(H8) = -4.5, p < .01. As expected, the average closure duration was shorter for the Idl than for the Ixl stimuli (12 ms and 49 ms, respectively), r(l 18) = 8.6, SD = 12.2, p < .01. In the third experimental condition, the stimuli were recorded with a final phoneme that differed by 1-3 linguistic features (final mismatching pseudowords). The average feature difference was 1.5 (SD = 0.55). See Table 1 for examples of stimulus conditions.
A set of word and nonword auditory control conditions was created. Word controls were selected that were unrelated in meaning to their experimental counterparts and matched on final phoneme, frequency of occurrence, number of syllables, and approximate number of phonemes. We constructed pseudoword controls from word controls by replacing the final segment with one that differed by 1-3 linguistic features (M = 1.5, SD = 0.52) and created a nonword (see Table 1 ).
Five lists of 180 items were constructed with equal numbers of items from each condition. Experimental items were arranged in a Latin square design across lists. A group of 180 auditory filler items with pseudoword visual targets was added to each list to counterbalance word responses for the experimental targets. Pseudoword visual targets were constructed by changing one or two letters from a set of 180 words.
A subset of the auditory fillers was changed to pseudowords using the same method described above, balancing the total number of auditory words and pseudowords per list. To decrease the salience of the Ixl, Idl, and Is/ stimuli, we included an additional 90 word and pseudoword filler items with a variety of final consonants.
To ensure that mismatching experimental pseudowords were perceived as intended, we conducted a lexical-decision pretest. A single list was created using Ixl, Idl, and /s/ pseudowords and their corresponding control words. Participants (n = 24) were instructed to listen carefully to each item and were given several examples of the stimuli as well as a short practice session. Participants listened to the stimuli over headphones in a quiet room and indicated their responses by pressing appropriately labeled response buttons. Feedback was displayed on a monitor after each response, indicating the lexical status of the item on that trial. Items identified as a pseudoword by fewer than 80% of the participants were re-recorded. Re-recorded pseudowords were balanced with an equal number of word items and presented to 10 additional listeners. The listeners subsequently identified all items as pseudowords.
Procedure. Participants completed the task individually or in groups of two in a sound-attenuated room. Auditory stimuli were presented binaurally over closed-ear headphones at a comfortable listening level. Visual stimuli were displayed for 250 ms at the offset of each auditory item. Presentation of stimuli and recording of response latencies were controlled by a microcomputer. Participants were instructed to make a lexical decision for each visually presented item. Visual targets were displayed and timing began at the offset of the auditory prime. Examples of the stimuli were given, and participants completed a 16-trial practice session. Practice sessions were repeated for participants with less than 85% correct. Exper-imental lists included six 10-s rest breaks. Each trial was separated by 1,500 ms of silence. An experimental session lasted approximately 55 min.
Results and Discussion
Response latencies faster than 250 ms or slower than 1,500 ms were excluded from all analyses (less than 5% of responses were excluded on the basis of this criterion). Twelve participants were excluded from the analyses. Six participants did not meet the criterion of scoring at least 75% correct in every condition, and 6 participants were randomly excluded to counterbalance the number of participants in each condition. Table 2 shows lexical-decision reaction times and percentage correct for final Ixl, /d/, and hi stimuli. A separate one-way analysis of variance (ANOVA) was conducted across subjects (Fj) and items (F 2 ) for each word type (/t/, /d/, and /s/ final stimuli). The ANOVA (with release, no-release, mismatching pseudowords, control words, and control pseudowords as factors) for final /t/ stimuli showed a robust main effect of stimulus condition, A series of paired comparisons on response times between related conditions and unrelated control conditions were conducted for the release and no-release conditions. Consider first the Ixl stimuli. Final Ixl released words showed a 21-ms priming effect (610 ms vs. 631 ms), ^(84) = -3.2, SD = 58, p < .01; f 2 (59) = 3.0, SD = 62, p < .01, whereas Ixl no-release words showed an 18-ms effect (613 ms vs. 631 ms), ^(84) = -2.6, SD = 62, p < .01; t 2 (59) = -20.4, SD = 60, p < .01. A Mest comparison of these priming effects (difference scores) showed that effects of released and no-release words did not differ, t y = 0.5, p = .65; t 2 = 0.5, p = .60. A similar pattern emerged for the /d/ words. Final IA1 released words showed a 24-ms priming effect (604 ms vs. 628 ms), /,(84) = -3.6, SD = 63, p < .01; f 2 (59) = 3.3, SD = 61, p < .01, whereas no-release words showed a 30-ms effect (598 ms vs. 628 ms), f,(84) = -4.0, SD = 63, p < .01; ? 2 (59) = 4.3, SD = 57, p < .01. These priming effects were not significantly different from one another, f t (84) = 0.8, p = .45; t 2 (59) = 1.0, p = .31. These data indicate that the priming effects for released and no-release words were comparable across both Ixl and /d/ stimulus sets.
A one-way ANOVA for the Is/ stimuli showed a main effect of stimulus type, F,(4, 336) = 4.6, MSE = 1,907, p < .01; F 2 (4, 236) = 3.6, MSE = 2,065, p < .01. A comparable analysis of percentage correct showed a marginal main effect, F,(4, 336) = 2.3, MSE = 21, p = .06; F 2 (4, 236) = 1.9, MSE = 16, p = .10. There was no evidence of a speed-accuracy trade-off. Subsequent paired comparisons on response times showed a 15-ms priming effect for intact words (622 ms vs. 637 ms), f,(84) = 1.9, SD = 68, p < .05; t 2 (59) = 1.8, SD = 63, p = .07, and a 21-ms priming effect for missing /s/ versions (627 ms vs. 648), ^(84) = 3.4, SD = 57, p < .01; t 2 (59) = 3.2, SD = 60, p < .01. The priming effects for intact and missing versions did not differ from one another, fi(84) = 0.6, p = .53; ? 2 (59) = l,p = .32.
Consider next the mismatching pseudowords. The /d/ mismatching pseudowords showed a 16-ms priming effect (618 ms vs. 634 ms), r,(84) = 2.6, SD = 60,p < .01; t 2 (59) = -2.4, SD = 54, p < .01. This replicates priming effects found by Connine, Blasko, and Titone (1993) using minimal mismatching stimuli in initial and medial positions. Mismatching Is/ pseudowords showed a small, 12-ms priming effect that was marginally significant across subjects (636 ms vs. 648 ms), r,(84) = 1.8, SD = 63, p = .08; f 2 (59) = 1.5, SD = 61, p = .15. The Ixl pseudowords did not show priming (631 ms vs. 629 ms), ^(84) = 0.1; ? 2 (59) = .09.
Priming effects obtained using /d/ pseudoword stimuli suggest that final mismatching acoustic-phonetic information did not preclude activation of the intended lexical item. The weak priming found for Is/ pseudowords provides some additional support for this claim. No priming effects were found for Ixl pseudowords, but strong priming effects were found for all three stimulus types given missing information. These results suggest that mismatching segments are more disruptive in activating lexical representations than are missing or incomplete information.
The release and no-release versions of both voiced and voiceless stimuli showed comparable priming. A mechanism that would predict this pattern of data is one in which special inference mechanisms operate on no-release variants and render the representation comparable to that with the release. The underlying form of the variant production is recovered from the speech signal and serves to augment the representation used for lexical activation. An alternative possibility for the lack of a release/no-release effect is that form-based differences in activation are neutralized at a meaning-based level of representation (tapped by semantic priming). Connine et al. (1993) found that maximal pseudowords (derived pseudowords with very dissimilar initial phonemes) show no evidence of activation in semantic priming, but these stimuli showed facilitation (relative to control pseudowords with no resemblance to a lexical item) in a phoneme monitoring task (Connine, Titone, Deelman, & Blasko, 1997; Connine, 1994) . This raises the possibility that activation differences at a form level for release and no-release stimuli exist that would not be evident in semantic priming. Experiment 2 was designed to investigate these alternatives.
Experiment 2 permits an examination of another aspect of the interplay between lexical activation and release/no-release variants. A much-debated aspect of the TRACE model is that lexical representations send feedback to component segments. This architecture may render subtle effects of release/no-release segments (and an asymmetry based on voicing status) difficult to detect in word contexts. However, reduced activation of a lexical representation results in correspondingly reduced feedback to component phonemes. If so, then release/no-release effects, along with the predicted asymmetry as a function of voicing, may emerge only when there is reduced activation of a lexical representation. Accordingly, derived pseudowords were combined with release and no-release final segments to investigate the interplay between reduced lexical activation and release. Experiment 2 used release and no-release versions of words, derived pseudowords, and pseudoword controls. Derived pseudowords differed from words by one feature of the onset segment. The pseudoword controls were created to sound unlike any potential lexical item and to serve as a baseline to assess facilitation for the derived pseudowords. Table 3 shows examples of each condition.
The stimulus conditions outlined in Table 3 permit the following predictions to be tested. First, the phoneme monitoring task queries a segmental rather than a semantic level of representation. If the comparable priming effects for the release and no-release versions found in Experiment 1 are attributable to neutralized activation for variants at a semantic level, the phoneme monitoring task should reveal differences between release and no-release versions of the stimuli. Second, the task may also reveal the dynamic relationship between relative activation level and the degree to which lexical representations serve to reinforce segmental hypotheses. Activation level was manipulated by included conditions with mismatching segments along with the release/no-release manipulation. If reduced activation results in a corresponding decrease in activation at the segmental level, then any release/no-release effect found for words should be reduced in the mismatch conditions. The interaction of mismatch and degree of lexical match should be further modulated by the target segment. If the no-release Ixl segment provides less effective acoustic-phonetic information than the no-release Idl segment, then the corresponding effects for word and mismatching carriers should be larger. Finally, the consequence of the release manipulation should be maximized in the absence of lexical influence (control pseudowords). In our view, the presence of a complex interplay between segmental and lexical 
Experiment 2
Method
Participants. A total of 96 undergraduate students received credit toward a psychology course for participating in the study. All participants were native speakers of English and had normal hearing.
Design and materials. A group of 30 Ixl and 30 IdJ words from Experiment 1 were presented in released and no-release word and pseudoword conditions (see Table 3 ). For each released and no-release word, derived release/no-release pseudoword controls were created by altering all but the final VC. Six lists were created for each phoneme target type, and items were counterbalanced across lists (such that no participant heard more than a single version of an item and were exposed to all six conditions). A total of 90 filler items were added to Itl and /d/ target lists that included 30 initial target stimuli (half words and half pseudowords) and 60 no-target stimuli (half words and half pseudowords). Thus, in each target list, 50% of the stimuli occurred with targets (30 initial position and 30 final position), and 50% occurred without targets (60 total). Phoneme monitoring reaction times were timed from the onset of closure. Phoneme target lists were presented to listeners in two separate blocks (/t/ and IdJ). Presentation order of the two blocks was counterbalanced across participants.
Procedure. Participants were instructed to make target phoneme/notarget phoneme button-press responses. Examples of the stimuli were given, and participants completed a 24-trial practice session prior to each phoneme target-type block. If a participant averaged less than 85% correct on the practice session, then the practice session was repeated. Rest breaks were provided after every 30 trials. Each trial was separated by 1,500 ms of silence. An experimental session lasted approximately 45 min.
Results and Discussion
Response latencies faster than 200 ms or slower than 1,200 ms were excluded from all analyses. A total of 18 participants failed to meet the criterion of scoring 60% correct across all conditions and were removed from subsequent analyses. An additional 6 participants were randomly excluded in order to counterbalance the number of participants per condition. One Ixl item and two Idl items failed to meet the criterion of 60% correct across all conditions and were not included in subsequent analyses. Average phoneme monitoring response times and percentage correct for I\J and /d/ phonemes are shown in Table 4 .
The results for the Ixl stimuli indicate three major findings. First, both released and no-release versions showed increased latencies as similarity to a lexical item changed from word to minimal pseudoword to control pseudoword. This replicates earlier findings for the effects of lexical similarity (Connine, 1994; Connine et al., 1997) . Second, at each level of similarity, a release-bearing target was detected faster than a no-release target. Third, the advantage for the release-bearing target increased as similarity to a lexical item decreased. This qualitative description of the results was supported by statistical analyses. A 3 (lexical similarity) X 2 (release) ANOVA showed a main effect of lexical similarity, F r (2, 142) = 40.0, MSE = 12,497, p < .01; F 2 (2, 58) = 29.8, MSE = Note. Average times and percentages correct are for Ixl and /d/ targets as a function of release (release vs. no release) and stimulus type (word, mismatch pseudoword, and control pseudoword). +R = released; -R = not released.
6,876, p < .01, as well as a main effect of release, F t (2, 142) = 22.8, MSE = 13,654, p < .01; F 2 (2, 29) = 25.2, MSE = 4,137, p < .01. The Lexical Similarity X Release interaction was also significant, F,(2, 142) = 4.5, MSE = 11,589, p < .01; F 2 (2, 29) = 5.2, MSE = 3,713, p < .01. A series of planned comparisons was conducted to investigate the interaction of release and lexical similarity. A comparison between release and no-release variants showed that the 13-ms advantage for /t/-released base words over no-release base words was not significant, r x (71) = 0.9, p = .39; * 2 (28) = 0.9, p = .39. However, as lexical similarity decreased, differences in phoneme monitoring emerged: Released minimal pseudowords showed a 61-ms advantage over no-release minimal pseudowords, ?j(71) = 2.8, SD = 184, p < .01; r 2 (28) = 3.3, SD = 82, p < .01. When no lexical contribution was available, released pseudoword controls showed an 88-ms advantage over no-release pseudoword controls, f,(71) = 4.7, SD = 88, p < .01; f 2 (28) = 4.3, SD = 104, p < .01. Inspection of the percentages correct revealed a pattern that was consistent with reaction time. Accuracy decreased as lexical similarity decreased, accuracy was higher for release stimuli, and the release advantage increased as lexical similarity decreased. A 2 (release) X 3 (lexical similarity) ANOVA showed significant main effects of lexical similarity, F Y {2, 142) = 49.0, MSE = 250, p < .01; F 2 (2, 56) = 30.0, MSE = 204, p < .01, and release, F,(l, 71) = 70.0, MSE = 409, p < .01; F 2 (l, 28) = 51.0, MSE = 244, p < .01, and their interaction, F,(2, 142) = 11.0, MSE = 289, p < .01; F 2 (2, 56) = 10.0, MSE = 154, p < .01. Planned comparisons for release versus no-release stimuli across the three levels of lexical similarity showed significant differences for words, f,(71) = 4.0, SD = 16, p < .01; t 2 (29) = 3.6, SD = 11.5, p < .01, and for minimal, ^(71) = 5.0, SD = 28, p < .01; t 2 (29) = 3.6, SD = 23, p < .01, and control pseudowords, f,(71) = 8.0, SD = 29, p < .01; f 2 (29) = 7.3, SD = 21, p < .01. The accuracy effect is particularly interesting for the word condition because it supports the predicted advantage for release variants.
Phoneme monitoring detection times for /d/ stimuli are shown in Table 4 . The overall pattern is similar to that found for the /t/ stimuli in that latencies increased as lexical similarity increased and release variants tended to be faster than no-release counterparts. However, the release advantage was drastically attenuated for words and derived pseudowords. A 3 (lexical similarity) X 2 (release) ANOVA showed a main effect of lexical similarity, F[(2, 142) = 23.5, MSE = 9,006, p < .01; F 2 (2, 54) = 12.5, MSE = 8,502, p < .01, as well as a main effect of release, F,(2, 71) = 5.7, MSE = 4,142, p < .05; F 2 (2, 27) = 6.7, MSE = 3,820, p < .01. The lexical similarity by release interaction was not significant, F, = 1.4, p = .26; F 2 < 1, p = .60, but the data indicate a large release advantage for control pseudowords (33 ms) relative to the word (3 ms) and derived pseudoword (7 ms) conditions. A series of planned comparisons confirmed that the release advantage was significant for control pseudowords, ^(71) = 2.5, SD = 115, p < .01; f 2 (27) = 2.1, SD = 96, p < .05, but not significant for words, f,(84) = 0.3, p = .78; t 2 (59) = 0.5, p = .62, or for derived pseudowords, ^(84) = 0.6, p = .57; f 2 (59) = 1.6, p = .12.
The dependence of the release advantage on the degree of lexical activation is also seen in accuracy rates. Accuracy was higher for release variants, and the release accuracy advantage increased as lexical similarity decreased. Accuracy also decreased as lexical similarity decreased. A 2 (release) X 3 (lexical similarity) ANOVA showed significant main effects of lexical similarity, Fj(2, 142) = 11.0, MSE = 250, p < .01; F 2 (2, 54) = 10.0, MSE = 115, p< .01, and release, FjCl, 71) = 16.0, MSE = 155, p< .01; F 2 (l, 27) = 10.0, MSE = 103, p < .01, and their interaction, F x (2, 142) = 3.2, MSE = 201, p < .05; F 2 (2, 54) = 4.6, MSE = 78, /> < .05. Planned comparisons for release versus no-release stimuli across the three levels of lexical similarity showed significant differences for control pseudowords, r x (71) = -3.7, SD = 22,p< .01; f 2 (28) = -2.1, SD = 96,p< .05, but not for words, f,(84) = 1.2, p = .24; t 2 (59) = -0.5, or minimal pseudowords, ^(84) = 1.2, p = .24; r 2 (59) = -1.6, p = .12.
In order to directly compare the interaction of variant and voicing status and their interaction with lexical activation, two subANOVAs were conducted. The analyses focused first on assessing the relative size of the release advantage for minimal pseudowords and second on words as a function of voicing. For minimal pseudowords, the release advantage for /d/ targets was small (8 ms), while Ixl targets showed a 61-ms release advantage. A subANOVA confirmed the observed interaction of release with voicing class, F(l, 71) = 3.9, MSE = 13,164, p = .053. Word carriers showed a small release advantage for both /t/ (13 ms) and /d/ (3 ms) targets and no interaction of release with phoneme target, F < 1.
Finally, the pattern of data supports the perceptual research, demonstrating an asymmetry in the contribution of the release as a function of voicing. This can be seen most clearly under conditions in which lexical influences are minimized (control pseudowords). A 33-ms release advantage was found for voiced targets, whereas an 88-ms release advantage was found for voiceless targets. A subANOVA confirmed the observed interaction, F(l, 71) = 5.8, MSE = 9,046, p < .01.
The data support two interrelated claims. First, the microstructure of speech, in this case, the complex of vowel, closure, and release information, is mapped onto lexical representations. However, the microstructure's relative contribution depends upon the degree of lexical activation. As activation of a lexical representation increases, the disadvantage for no-release variants decreases (Ixl stimuli) or is neutralized (/d/ stimuli). The observed, graded lexical effect is also consistent with previous results indicating that an initial phoneme mismatch of one or two features reduces but does not preclude lexical activation (Connine et al., 1993; Connine, 1994; Connine et al., 1997) . Second, the asymmetry found for voiced and voiceless segments in the utilization of the release was confirmed-processing of voiced segments depended less on the release compared with voiceless segments. The contribution of lexical knowledge decreased the observed asymmetry, and more precisely, the asymmetry was modulated by the degree of lexical activation. The /d/-release advantage was dramatically reduced when lexical information was available as a weak (minimal pseudoword) or highly constraining (word) source of information. In contrast, the /tArelease advantage remained quite large for minimal pseudowords and was evident in the accuracy data for the word carriers.
Finally, the results were not consistent with an inference-based mechanism in processing no-release variants. Rather, the results showed a complex interplay between lexical activation and reliance on the release that differed in detail for voiced and voiceless segments.
General Discussion
Experiment 1 demonstrated that missing acoustic-phonetic information in words resulted in comparable activation of a semantic representation as intact words. No-release variants, irrespective of voicing status, showed levels of lexical activation similar to fully articulated productions. This is consistent with a view of processing lexical variants in which inferential processing serves to augment and render comparable a variant and its canonical form. The results of Experiment 2 show a complex interplay between lexical activation, voicing, and variant status not easily accounted for by an inference view (see further discussion below). The pattern of results for the /s/ stimuli was similar in that missing and intact stimuli showed comparable priming. This finding is of particular interest because it shows that bottom-up evidence (in the form of noise or ambiguous information) is not the sole determinant of lexical activation (cf. Zwitserlood & Schriefers, 1995) . Focusing on missing information decouples effects of lexical knowledge initiated by means of acoustic-phonetic processing from those initiated on the basis of lexical knowledge alone. Lexical knowledge does not simply guide interpretation of speech but rather initiates segmental activation in the absence of acoustic-phonetic evidence specific to that segment (Wurm & Samuel, 1997; Connine & LoCasto, 2000) . As such, the results compliment research showing the compelling nature of lexical influences in processing ambiguous (Connine & Clifton, 1987) or noise-replaced speech (Samuel, 1981) .
The results of Experiment 2 provide further support for a dynamic interplay between acoustic-phonetic information and lexical activation. The effect of the release was modulated by the degree of partial information (determined by voicing class) and lexical activation (modulated by means of mismatch). The graded lexical effects combined with the modulation of the effectiveness of the release, the degree of partial information as a function of voicing class, and the variant version. The complex interaction of these factors argues against a simple inference account for the apparent ease of processing no-release words. Finally, the contribution of the release across the two voicing classes in the absence of lexical activation is confirmed most clearly for the control nonwords. This confirms other research indicating that segmental identity utilizes a complex set of distributed cues that differ for the two voicing classes.
Across the two experiments, the lack of a release effect in Experiment 1 combined with its clear influence in Experiment 2. This suggests that microstructure speech events (such as a release) influence form activation but that the variations in form activation are neutralized at the semantic level. This finding is consistent with other work showing similar asymmetries (Connine, Blasko, & Wang, 1994; Connine et al., 1997 ) and points to a functional dissociation between activation of form and meaning. The source of the form activation may be lexical constraint alone (where lexical activation initiates segmental activation in the absence of speech evidence) or lexically guided interpretation of speech (given partial information or ambiguity).
The strikingly robust effects caused by partial information in the no-release versions contrast with the weakened priming effects caused by mismatching information. We do not claim that the data presented here enable a clear distinction between models that place the interaction of segmental and lexical processing by means of direct feedback from lexical to segmental nodes (TRACE) or by means of an indirect segmental decision route (Merge). The data are certainly consistent with and fit naturally within an interactive framework. As such, the results are consistent with the way in which TRACE models the consequence of mismatching information and are likely due to two complementary processes. A major design feature of the TRACE model is inhibition within a given level, and its consequences given mismatching information are twofold. First, processing of the mismatching phoneme will serve to inhibit any activation of the lexically consistent phoneme and subsequently reduce lexical activation. Here, the source of reduced activation is active inhibition. Second, processing of the mismatching segment will provide partial feature overlap with the lexically consistent segment, but the absence of complete overlap will reduce that segment's contribution to the overall activation level. Reduced activation is simply due to the partial overlap between the lexical representation and the speech. The interactive decision nodes in Merge would appear to operate in a similar fashion and make similar predictions. The convergence of the models on the necessity for interaction between compatible representations suggests that the models are in some respects notational variants. In either Merge or TRACE, phonological variation is accommodated without any special inference mechanisms that track the occurrence and acceptability of a variant.
The results also suggest that the binding of variant frequency of production to behavioral data is a fruitful approach for investigating recognition of spoken-word variants. The statistical facts concerning the completeness of the release are clearly related to processing spoken words. What remains for further research is a delineation of the consequence of statistical likelihood of a given variant for lexical representation and process. Progress on defining their consequence is likely to be furthered by means of examination of different classes of variants and their relative likelihoods. As noted in the introduction, release/no-release variants pattern on the basis of voicing status as well as on the properties of the following word, and thus are conditioned by the surrounding context. However, not all variants pattern in a weakly probabilistic fashion, nor are all variants contextually conditioned by the following context. For example, the voiced flap variant in American English (/priDI/ vs. /pritl/) is conditioned not by sentence context properties but by lexical properties such as the relative position of the underlying voiceless plosive and stress pattern. Flapped vari-ants contrast with no-release variants in being not simply preferred but the largely exclusive production. In a recent computational study of a large conversational, spontaneous speech database, we examined the frequency of occurrence of American English medial flaps (Patterson & Connine, in press) . Across a wide range of lexical frequencies, flapped productions (/priDI/) dominated (greater than 90%) over the canonical form with glottal stops as the next most frequent production. The cognitive solution that has evolved for recognition of variants with these properties may not be by means of similarity and lexical constraints, as is claimed here. Under these circumstances, lexical representations may evolve to directly reflect the surface rather than the putative underlying representation.
