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DIMENSION ESTIMATES FOR HILBERT SCHEMES AND
EFFECTIVE BASE POINT FREENESS ON MODULI SPACES OF
VECTOR BUNDLES ON CURVES
MIHNEA POPA
Introduction
It is a well established fact that the solutions of many problems involving families
of vector bundles should essentially depend on good estimates for the dimension of the
Hilbert schemes of coherent quotients of a given bundle. Deformation theory provides
basic cohomological dimension bounds, but most of the time the cohomology groups
involved are hard to estimate accurately and moreover do not provide bounds that work
uniformly. On smooth algebraic curves, an optimal answer to this problem has been
previously given only in the case of quotients of minimal degree by Mukai and Sakai. If
E is a vector bundle of rank r and
fk = fk(E) := min
rkQ=k
{degQ| E → Q→ 0},
is the minimal degree of a quotient of E of rank k, they show in [14] that dim Quotk,fk(E) ≤
k(r−k), where in general Quotk,d(E) stands for Grothendieck’s Hilbert (or Quot) scheme
of coherent quotients of E of rank k and degree d.
In the first part of this paper we give an upper bound for the dimension of Quotk,d(E)
for any degree d. The bound involves in an essential (and somewhat unexpected) way
the invariant fk. Examples provided in 2.13 show that it is optimal at least in the case
corresponding to line subbundles.
Theorem. Let E be an arbitrary vector bundle of rank r on a smooth projective curve X
over an algebraically closed field. Then:
dim Quotk,d(E) ≤ k(r − k) + (d− fk)(k + 1)(r − k).
This generalizes (and uses) the result from [14] mentioned above, which is exactly the
case d = fk. The proof is based on induction on the difference d−fk and the key ingredient
is a technique that allows one to “eliminate” all the minimal quotient bundles of E while
preserving a fixed nonminimal one. This is achieved via elementary transformations along
zero-dimensional subschemes of arbitrary length. The problem has also been previously
given some precise answers in the particular case of generic stable bundles in [21] and [4].
In this case the dimension (and fk) can be computed exactly (cf. Example 2.13 below).
In the second part of the paper, we apply the estimate above to the basic problem
of giving effective bounds for the global generation of multiples of generalized theta line
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bundles on moduli spaces of vector bundles on curves. On a smooth projective complex
curve X of genus g ≥ 2, denote by UX(r, e) the moduli space of equivalence classes of
semistable vector bundles on X of rank r and degree e and by SUX(r, L) the moduli
space of semistable rank r vector bundles of fixed determinant L ∈ Pice(X). When the
choice of L is of no special importance we will use the notation SUX(r, e) and furthermore
SUX(r) will denote the moduli space of vector bundles with trivial determinant. It is well
known (see [5], Theorem B) that Pic(SUX(r, e)) ∼= Z · L, where the ample generator L
is called the determinant line bundle. Since the linear system |L| is known to have base
points in general, the main problem is to give effective bounds for the base point freeness
of linear series of the form |Lp| for some integer p. The particular shape of the Picard
group implies that this is in fact a Fujita type problem for adjoint linear series. Previous
work in this direction appears in papers of Le Potier [12] and Hein [8], where the authors
obtain bounds with order of magnitude in the range suggested by Fujita’s conjecture
(p > r
2
4
(g − 1) and p > (r − 1)2(g − 1) respectively). If h denotes the greatest common
divisor of r and e, our main result is then formulated as follows:
Theorem. |Lp| is base point free on SUX(r, e) for p ≥ max{
(r+1)2
4r
h, r
2
4s
h}.
The number s is an invariant associated to the space SUX(r, e), which will be defined
precisely in Section 4. We will restrict here to saying that always s ≥ h, so the bound
in the theorem is at most quadratic in the rank r, no worse than (r+1)
2
4
. The theorem
substantially improves the existing bounds mentioned above. Most importantly, beyond
the concrete numerology, the main improvement is that the present bound is independent
of the genus of the curve, as it is natural to expect. The idea is again to make effective the
method of Faltings [6], but the technique involved is substantially different from those used
in [12] or [8], the key ingredient being precisely the result on Hilbert schemes described
above.
Two cases that have traditionally been under intensive study are that of degree 0
bundles and that of bundles of degree ±1 (or more generally e ≡ 0(mod r) and e ≡
±1(mod r)). In the first case the bound that we obtain is quadratic in r, but somewhat
surprisingly in the second case it is linear.
Corollary. (i) |Lp| is base point free on SUX(r) for p ≥
(r+1)2
4
.
(ii) |Lp| is base point free on SUX(r, 1) and SUX(r,−1) for p ≥ r − 1.
In fact in the first case one can do slightly better for r even (see §4).
Furthermore, making use of the notion of Verlinde bundle introduced in [18], we
find similar effective bounds for the base point freeness of linear series on UX(r, e) (see
also [18] §5 and §6). The result (Theorem 5.3) can be formulated as follows:
Theorem. Let F be a vector bundle of rank r
h
and degree r
h
(g − 1)− e
h
on X and let ΘF
be the corresponding generalized theta divisor on UX(r, e). Then |pΘF | is base point free
for
p ≥ max{
(r + 1)2
4r
h,
r2
4s
h}.
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In fact this statement is a special case of a result about linear series of a more general
type (cf. Theorem 5.9).
In a different direction, we follow Le Potier’s idea [12] §3 to observe that the bound
given in the main theorem improves substantially the analogous bound for the global
generation of multiples of the Donaldson determinant line bundle on moduli spaces of
semistable sheaves on surfaces, the independence on the genus being again the crucial
fact. In particular this bounds the dimension of a projective space which is an ambient
space for an embedding of the moduli space of µ-semistable sheaves. In the case of rank 2
(and degree 0) sheaves this space in turn is known to be homeomorphic to the Donaldson-
Uhlenbeck compactification of the moduli space of ASD-connections in gauge theory.
Theorem. Let (X,OX(1)) be a polarized smooth projective surface and L a line bundle
on X. Let M = MX(r, L, c2) be the moduli space of semistable sheaves of rank r, fixed
determinant L and second Chern class c2 on X and denote n = deg(X) = OX(1)
2 and
d = n[ r
2
2
]. If D is the Donaldson determinant line bundle on M , then D⊗p is globally
generated for p ≥ d · (r+1)
2
4
divisible by d.
The paper is organized as follows: in the first section we review a few basic facts
about generalized theta divisors on moduli spaces of vector bundles in the context of our
problem. In Section 2 we turn our attention to the dimension bounds for Hilbert schemes
of coherent quotients of a given vector bundle. This paragraph is of a somewhat different
flavor from the rest of the paper and can be read independently. Section 3 treats the
special case of rank 2 vector bundles. We prove a well-known result of Raynaud [20] by a
method intended to be a toy version of the proof of the general theorem in the subsequent
section. The fourth section contains the proof of the main base point freeness result
on SUX(r, e), while the fifth treats the case of linear series on UX(r, e). There we also
formulate some questions about optimal bounds in arbitrary rank, which for example in
degree 0 follow from our results in the case of rank 2 and rank 3 vector bundles. The
last section is devoted to a brief treatment of the above mentioned application to moduli
spaces of sheaves on surfaces.
Acknowledgements. I would especially like to thank my advisor, R. Lazarsfeld,
whose support and suggestions have been decisive to this work. I am also indebted to
I. Coanda˘, I. Dolgachev, W. Fulton, M. Roth and M. Teixidor I Bigas for very valuable
discussions. In particular numerous conversations with M. Roth had a significant influence
on §2 below.
1. Background
The underlying idea for studying linear series on the moduli space SUX(r, e) has
its roots in the paper of Faltings [6], where a construction of the moduli space based on
theta divisors is given. A very nice introduction to the subject is provided in [2].
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Fix r and e and denote h = gcd(r, e), r1 =
r
h
and e1 =
e
h
. Consider a vector bundle
F of rank pr1 and degree p(r1(g − 1)− e1). Generically such a choice determines (cf. [5]
0.2) a theta divisor ΘF on SUX(r, e), supported on the set
ΘF = {E| h
0(E ⊗ F ) 6= 0}.
All the divisors ΘF for F ∈ UX(pr1, p(r1(g − 1) − e1)) belong to the linear system
|Lp|, where L is the determinant line bundle L. We have the following well-known:
Lemma 1.1. E ∈ SUX(r, e) is not a base point for |L
p| if there exists a vector bundle F
of rank pr1 and degree p(r1(g − 1)− e1) such that h
0(E ⊗ F ) = 0.
It is easy to see that such an F must necessarily be semistable (cf. [12] (2.5)). It
is also a simple consequence of the existence of Jordan-Ho¨lder filtrations that one has
to check the condition in the above lemma only for E stable. We sketch the proof for
convenience:
Lemma 1.2. If for any stable bundle V of rank r′ ≤ r and slope e/r there exists F ∈
UX(pr1, p(r1(g − 1) − e1)) such that h
0(V ⊗ F ) = 0, then the same is true for every
E ∈ SUX(r, e).
Proof. Assume that E is strictly semistable. Then it has a Jordan-Ho¨lder filtration:
0 = E0 ⊂ E1 ⊂ . . . ⊂ En = E
such that Ei/Ei−1 are stable for i ∈ {1, . . . , n} and µ(Ei/Ei−1) =
e
r
. By assumption there
exist Fi ∈ UX(pr1, p(r1(g − 1)− e1)) such that h
0(Ei/Ei−1 ⊗ Fi) = 0 and so if we denote
ΘEi/Ei−1 := {F |h
0(Ei/Ei−1 ⊗ F ) 6= 0} ⊂ UX(pr1, p(r1(g − 1)− e1)),
this is a proper subset for every i. It is clear that any
F ∈ UX(pr1, p(r1(g − 1)− e1))−
n⋃
i=1
ΘEi/Ei−1
satisfies h0(E ⊗ F ) = 0. 
We also record a simple lemma which will be useful in §4. It is most certainly well
known, but we sketch the proof for convenience (cf. also [21] 1.1).
Lemma 1.3. Consider a sheaf extension:
0 −→ F −→ E −→ G −→ 0.
If E is stable, then h0(G∗ ⊗ F ) = 0.
Proof. Assuming the contrary, there is a nonzero morphism G→ F . Composing this with
the maps E → G to the left and F → E to the right, we obtain a nontrivial endomorphism
of E, which contradicts the stability assumption. 
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As a final remark, note that we are always slightly abusing the notation by using
vector bundles instead of S-equivalence classes. This is harmless, since it is easily seen
that it is enough to check the assertions for any representative of the equivalence class.
2. An upper bound on the dimension of Hilbert schemes
The goal of this paragraph is to prove a result (see Theorem 2.2 below) giving an
upper bound on the dimension of the Hilbert schemes of coherent quotients of fixed rank
and degree of a given vector bundle, optimal at least in the case corresponding to line
subbundles. For the general theory of Hilbert schemes the reader can consult for example
[12] §4.
Concretely, fix a vector bundle E of rank r and degree e on X and denote by
Quotr−k,e−d(E) the Hilbert scheme of coherent quotients of E of rank r − k and degree
e− d. We can (and will) identify Quotr−k,e−d(E) to the set of subsheaves of E of rank k
and degree d. Consider also:
dk := max{deg(F )| F ⊂ E, rk(F ) = k}
and
Mk(E) = {F | F ⊂ E, rk(F ) = k, deg(F ) = dk}
the set of maximal subbundles of rank k. Clearly any F ∈ Mk(E) has to be a vector
subbundle of E. Note that the number e− dk is exactly the minimal degree of a quotient
bundle of E of rank r − k. By [14] §2 we have the following basic result:
Proposition 2.1. The following hold and are equivalent:
(i) dim Mk(E) ≤ k(r − k)
(ii) for any x ∈ X and any W ⊂ E(x) k-dimensional subspace of the fiber of E at x,
there are at most finitely many F ∈Mk(E) such that F (x) = W .
Part (i) above thus gives an upper bound for the dimension of the Hilbert scheme
in the case d = dk. The next result is a generalization in the case of arbitrary degree d,
which turns out to give an optimal result (see Example 2.13 below).
Theorem 2.2. With the notation above, we have:
dim Quotr−k,e−d(E) ≤ k(r − k) + (dk − d)k(r − k + 1).
Remark 2.3. To avoid any confusion, we emphasize here that the notation is slightly
different from that used in the introduction, in the sense that we are replacing k by r−k,
d by e− d and fk by e− dk. This is done for consistency in rewriting everything in terms
of subbundles, but note that the statement is exactly the same.
The proof will proceed by induction on the difference dk − d. In order to perform
this induction we have to use a special case of the notion of elementary transformation
along a zero-dimensional subscheme of arbitrary length. We call this construction simply
elementary transformation since there is no danger of confusion.
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Definition 2.4. Let τ be a zero-dimensional subscheme of X supported on the points
P1, . . . , Ps. An elementary transformation of E along τ is a vector bundle E
′ defined by
a sequence of the form:
0 −→ E ′ −→ E
φ
−→ τ −→ 0.
where the morphism φ is determined by giving surjective maps EPi
φi
→ CaiPi induced by
specifying ai distinct hyperplanes in E(Pi) (whose intersection is the kernel of φi) , ∀i ∈
{1, . . . , s}. We call m = a1 + . . .+ as the length of τ and ai the weight of Pi.
Let us briefly remark that this is not the most general definition, since we are
imposing a condition on the choice of hyperplanes. We prefer to work with this notion
because it is sufficient for our purposes and allows us to avoid some technicalities. Note
though that the space parametrizing these transformations is not compact. One could
equally well work with the general definition, when the hyperplanes could come together,
and obtain a compact parameter space, which can be shown to be irreducible (it is basically
a Hilbert scheme of rank zero quotients of fixed length).
In fact it is an immediate observation that the elementary transformations of E of
length m, in the sense of the definition above, are parametrized by Y := (PE)m − ∆,
where (PE)m is the m-th symmetric product of the projective bundle PE and ∆ is the
union of all its diagonals. There is an obvious forgetful map
pi : Y −→ Xm,
where Xm is the m-th symmetric product of the curve X . We will denote by Ym ⊂
(PE)m − ∆ the open subset (PE)m − pi
−1(δ), where δ is the union of the diagonals in
Xm. Its points correspond to the elementary transformations of length m supported at
m distinct points of X .
Definition 2.5. Let V be a subbundle of E. An elementary transformation
0 −→ E ′ −→ E
φ
−→ τ −→ 0
is said to preserve V if the inclusion V ⊂ E factors through the inclusion E ′ ⊂ E.
Lemma 2.6. If E ′ is determined by the hyperplanes H1i , . . . , H
ai
i ⊂ E(Pi) for i ∈
{1, . . . , s} and Vi :=
ai⋂
j=1
Hji , then V is preserved by E
′ if and only if V (P ) ⊂ Vi, ∀i ∈
{1, . . . , s}.
Proof. We have an induced diagram
V  _

α

??
??
??
??
0 // E ′ // E
φ
// τ // 0
where α is the composition of φ with the inclusion of V in E. It is clear that E ′ preserves V
if and only if α is identically zero. The lemma follows then easily from the definitions. 
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In general it is important to know the dimension of the set of elementary transfor-
mations of a certain type preserving a given subbundle. This is given by the following
simple lemma:
Lemma 2.7. Let V ⊂ E be a subbundle of rank k. Consider the set of elementary
transformations of E along a zero dimensional subscheme of length m belonging to an
irreducible subvariety W of Xm − δ that preserve V :
ZV := {E
′| V ⊂ E ′} ⊂ pi−1(W ),
where pi : Ym → Xm is the natural projection. Then ZV is irreducible of dimension
m(r − k − 1) + dim W .
Proof. An elementary transformation at m points x1, . . . , xm is given by a choice of hy-
perplanes Hi ⊂ E(xi) for each i. By the previous lemma, such a transformation preserves
V if and only if V (xi) ⊂ Hi for all i. We have a natural diagram
ZV
p
$$I
II
II
II
II
I
  i // pi−1(W )
pi

W
where pi is the restriction to pi−1(W ) and p is the composition with the inclusion of ZV
in pi−1(W ). For D = x1 + . . .+ xm ∈ W , we have:
p−1(D) ∼= {(H1, . . . , Hm)| V (xi) ⊂ Hi ⊂ E(xi), ∀i = 1, . . . , m}
∼= Pr−k−1 × . . .×Pr−k−1
where the product is taken m times. So p−1(D) is irreducible of dimension m(r − k − 1)
and this gives that ZV is irreducible of dimension m(r − k − 1) + dim W . 
The following proposition will be the key step in running the inductive argument. It
computes “how fast” we can eliminate all the maximal subbundles of E while preserving
a fixed nonmaximal subbundle.
Proposition 2.8. Let V ⊂ E be a subbundle of rank k and degree d, not maximal. Then
if m ≥ r − k + 1, there exists an elementary transformation of length m
0 −→ E ′ −→ E −→ τ −→ 0
such that V ⊂ E ′, but F 6⊂ E ′ for any F ∈ Mk(E). In other words E
′ preserves V , but
does not preserve any maximal F . If we fix a point P ∈ X, then τ can be chosen to have
weight m− 1 at P and weight 1 at a generic point Q ∈ X.
Proof. Fix a point P ∈ X . We can consider an elementary transformation of E of length
r − k, supported only at P :
0 −→ E ′ −→ E −→ τ −→ 0,
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such that Im(E ′(P ) → E(P )) = V (P ). Then as in 2.6, the only maximal subbundles F
that are preserved by this transformation are exactly those such that F (P ) = V (P ). By
Proposition 2.1 this implies that only at most a finite number of F ’s can be preserved.
If none of the maximal subbundles actually survive in E ′, then any further trans-
formation at one point would do. Otherwise clearly for a generic Q ∈ X we have
F (Q) 6= V (Q) for all the F ’s that are preserved and so we can choose a hyperplane
V (Q) ⊂ H ⊂ E(Q) such that F (Q) 6⊂ H for any such F . The elementary transformation
of E ′ at Q corresponding to this hyperplane satisfies then the required property. 
Remark 2.9. (1) It can definitely happen that all the maximal subbundles are killed by
elementary transformations of length less than r − k + 1 which preserve V . In any case,
as it was already suggested in the proof above, by further elementary transforming we
obviously don’t change the property that we are interested in, so r − k + 1 is a bound
that works in all situations.
(2) By Lemma 2.7, the set ZV of all elementary transformations of length m preserving
V is irreducible of dimension m(r− k). On the other hand the condition of preserving at
least one maximal subbundle is closed, so once the lemma above is true for one elementary
transformation, it applies for an open subset of ZV .
Finally we have all the ingredients necessary to prove the theorem. To simplify the
formulations, it is convenient to introduce the following ad-hoc definition:
Definition 2.10. An irreducible component Q ⊂ Quotr−k,e−d(E) is called non-special if
its generic point corresponds to a locally free quotient of E and special if all its points
correspond to non-locally free quotients. For any Q, denote by Q0 the open subset
parametrizing locally free quotients and consider Quot0r−k,e−d(E) :=
⋃
Q
Q0.
Proof. (of 2.2) Denote by Q an irreducible component of Quotr−k,e−d(E) (recall that we
are thinking now of this Hilbert scheme as parametrizing subsheaves of rank k and degree
d). The first step is to observe that it is enough to prove the statement when Q is
non-special. To see this, note that every nonsaturated subsheaf F ⊂ E determines a
diagram:
0

0

0 // F //
∼=

F ′ //

τ //

0
0 // F // E //

G′ //

0
G

∼=
// G

0 0
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where F ′ is the saturation of F , G is a quotient vector bundle and τ , the torsion subsheaf
of G′, is a nontrivial zero-dimensional subscheme, say of length a. We can stratify the
set of all such F ’s according to the value of the parameter a, which obviously runs over a
finite set. If we denote by {F}a the subset corresponding to a fixed a, this gives then:
dim {F}a ≤ dim Quot
0
r−k,e−d−a(E) + ka.
The right hand side is clearly less than k(r− k) + (dk − d)k(r− k + 1) if we assume that
the statement of the theorem holds for Quot0r−k,e−d−a(E).
Let us then restrict to the case when Q is a non-special component. The proof goes
by induction on dk − d. If dk = d, the statement is exactly the content of 2.1. Assume
now that dk > d and that the statement holds for all the pairs where this difference is
smaller. Recall that Q0 ⊂ Q denotes the open subset corresponding to vector subbundles
and fix V ∈ Q0. Then by Proposition 2.8, there exists an elementary transformation
0 −→ E ′ −→ E −→ τ −→ 0
of length r − k + 1, such that V ⊂ E ′, but F 6⊂ E ′ for any F ∈Mk(E). Then necessarily
dk(E
′) < dk(E) = dk (consider the saturation in E of a maximal subbundle of E
′) and
so dk(E
′) − d < dk − d. This means that we can apply the inductive hypothesis for any
non-special component of the set of subsheaves of rank k and degree d of E ′. To this end,
consider the correspondence:
W
p1
~~}}
}}
}}
}} p2
##G
GG
GG
GG
GG
= {(V,E ′)| V ⊂ E ′, F 6⊂ E ′, ∀F ∈Mk(E)} ⊂ Q0 × Yr−k+1
Q0 Yr−k+1.
By Lemma 2.7 and Remark 2.9(b), for any V ∈ Q0, the fiber p
−1
1 (V ) is a (quasi-
projective irreducible) variety of dimension (r − k + 1)(r − k) and so:
(1) dim W = dim Q0 + (r − k + 1)(r − k).
On the other hand, for E ′ ∈ Im(p2), the inductive hypothesis implies that
dim p−12 (E
′) ≤ k(r − k) + (dk(E
′)− d)k(r − k + 1)
≤ k(r − k) + (dk − d− 1)k(r − k + 1)
and since dim Yr−k+1 = r(r − k + 1) we have:
(2) dim W ≤ r(r − k + 1) + k(r − k) + (dk − d− 1)k(r − k + 1).
Combining (1) and (2) we get:
dim Q0 ≤ k(r − k) + (dk − d)k(r − k + 1)
and of course the same holds for Q = Q0. This completes the proof. 
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The formulation and the proof of the theorem give rise to a few natural questions
and we address them in the following examples.
Example 2.11. It is easy to construct special components of Hilbert schemes. For ex-
ample consider for any X the Hilbert scheme of quotients of O⊕2X of rank 1 and degree 1.
There certainly exist such quotients which have torsion, like
O⊕2X −→ OX ⊕OP −→ 0,
where P is any point ofX , but for obvious cohomological reasons there can be no sequence
of the form
0 −→ L−1 −→ O⊕2X −→ L −→ 0
with deg(L) = 1. So in this case there are actually no non-special components.
Example 2.12. Going one step further, there may exist special components whose di-
mension is greater than that of any of the non-special ones. Note though that the proof
shows that in this case that the bound cannot be optimal. To see an example, consider
quotients of O⊕2X of rank 1 and degree 1 ≤ d ≤ g− 2 on a nonhyperelliptic curve X . Any
such locally free quotient L gives a sequence:
0 −→ L−1 −→ O⊕2X −→ L −→ 0
and so the dimension of any component of the Hilbert scheme containing it is bounded
above by h0(L⊗2). Now Clifford’s theorem says that h0(L⊗2) ≤ d + 1, but our choices
make the equality case impossible, so in fact h0(L⊗2) ≤ d.
On the other hand consider an effective divisor D of degree d. Then a point in the
same Hilbert scheme is determined by a natural sequence:
0 −→ OX(−D) −→ O
⊕2
X −→ OX ⊕OD −→ 0
and it is not hard to see that the dimension of the Hilbert scheme at this point is equal
to d+ 1 (essentially d parameters come from D and one from the sections of O⊕2X ). This
gives then a special component whose dimension is greater than that of any non-special
one.
Example 2.13. More significantly, the bound given in the theorem is optimal. Consider
for this a line bundle L of degree 4 on a curve X of genus 2 and a generic extension:
0 −→ OX −→ E −→ L −→ 0.
By standard arguments one can see that such an extension must be stable. Since µ(E) = 2,
by the classical theorem of Nagata [15] we get that d1(E) := max
M⊂E
deg(M) = 1 and so
for the sequence above d1 − d = 1. The theorem then tells us that the dimension of any
component of the Hilbert scheme containing the given quotient is bounded above by 3.
But on the other hand h1(L) = 0, so this gives a smooth point and the dimension of the
component is h0(L), which by Riemann-Roch is exactly 3.
This example turns out to be a special case of a general pattern, as suggested by
M. Teixidor. In fact in [21] it is shown that whenever E is a generic stable bundle, the
invariant dk is the largest integer d that makes the expression ke− rd − k(r − k)(g − 1)
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nonnegative (cf. also [4]). Also the dimension of the Hilbert scheme can be computed
exactly in this case (see [21] 0.2), and for example under the numerical assumptions above
it is precisely equal to 3. Thus in fact for every generic stable bundle of rank 2 and degree
4 on a curve of genus 2, we have equality in the theorem. Much more generally, it can be
seen analogously that for any r and g equality is satisfied for a generic stable bundle as
long as d1 satisfies a certain numerical condition.
The proof of the theorem given above can be slightly modified towards a more
natural and compact form. We chose to follow the longer approach because it emphasizes
very clearly what is the phenomenon involved, but below we would also like to briefly
sketch this parallel argument, which grew out of conversations with I. Coanda˘.
We will use the same notations as above. There exists a natural specialization map:
X ×Quot0r−k,e−d(E) −→ Gr−k(E),
where Gr−k(E) is the Grassmann bundle of r − k dimensional quotients of the fibers of
E. Of course in the case d = dk, Quot
0
r−k,e−d(E) is compact and the morphism above
is finite. Fix now P ∈ X and w ∈ Gr−k(E(P )) a point corresponding to a quotient
E(P )→W → 0. The choice of P determines a map:
φ : Quot0r−k,e−d(E) −→ Gr−k(E(P ))
and we would like to bound the dimension of φ−1(w). There is a natural induced sequence:
0 −→ F −→ E −→ W ⊗CP −→ 0
and it is not hard to see that φ−1(w) embeds as an open subset in Quot0r−k,e−d−k(F ).
Every locally free quotient of F has degree ≥ e − dk − k, and there are at most a finite
number of quotients having precisely this degree (they come exactly from the minimal
degree quotients of E having fixed fiber W at P ). Let G1, . . . , Gm be these quotients,
sitting in exact sequences:
0 −→ Fi −→ F −→ Gi −→ 0.
The variety Y := PF −
m⋃
i=1
PGi parametrizes then the one-point elementary transforma-
tions of F that do not preserve any of the Fi’s. Consider the natural incidence
Z ⊂ Quot0r−k,e−d−k(F )× Y
parametrizing the pairs (F → Q → 0, F ′), where F ′ is an elementary transformation in
Y and Q is not preserved as a quotient of F ′ (in other words the corresponding kernel is
preserved). The fiber of Z over F → Q→ 0 is isomorphic to PQ ∩ Y and so
dim Z = dim Quot0r−k,e−d−k(F ) + r − k.
On the other hand the fiber of Z over F ′ ∈ Y is Quot0r−k,e−d−k−1(F
′) Now for F ′ the
minimal degree of a quotient of rank r − k is smaller, hence inductively as before:
dim Quot0r−k,e−d−k−1(F
′) ≤ k(r − k) + (dk − d− 1)k(r − k + 1).
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This immediately implies that
dim Quot0r−k,e−d−k(F ) ≤ k(r − k) + (dk − d− 1)k(r − k + 1) + k.
As this consequently holds for every fiber of the map φ, we conclude that
dim Quot0r−k,e−d(E) ≤ k(r − k) + (dk − d)k(r − k + 1),
which finishes the proof.
3. Warm up for effective base point freeness: the case of SUX(2)
In this section we give a very simple proof of a theorem which first appeared in
[20] (see also [8]). It completely takes care of the case of SUX(2). Although the specific
technique (based on the Clifford theorem for line bundles) is different from the methods
that will be used in Section 4 to prove the main result, the general computational idea
already appears here, in a particularly transparent form. This is the reason for including
the proof.
Theorem 3.1. The linear system |L| on SUX(2) has no base points.
Proof. Recall from 1.1 and 1.2 that the statement of the theorem is equivalent to the
following fact: for any stable bundle E ∈ SUX(2), there exists a line bundle L ∈ Pic
g−1(X)
such that H0(E⊗L) = 0. This is certainly an open condition and it is sufficient to prove
that the algebraic set
{L ∈ Picg−1(X)| H0(E ⊗ L) 6= 0} ⊂ Picg−1(X)
has dimension strictly less than g.
A nonzero map E∗ → L comes together with a diagram of the form:
E∗ //
!!C
CC
CC
CC
C M
//
 _

0
L
where M is just the image in L. Then we have M = L(−D) for some effective divisor
D. Since E is stable, the degree of M can vary from 1 to g − 1 and we want to count all
these cases separately. So for m = 1, . . . , g − 1, consider the following algebraic subsets
of Picg−1(X):
Am := {L ∈ Pic
g−1(X)| ∃ 0 6= φ : E∗ → L with M = Im(φ), deg(M) = m}.
The claim is that dim Am ≤ g − 1 for all such m. Then of course
A1 ∪ . . . ∪Ag−1 ( Pic
g−1(X)
and any L outside this union satisfies our requirement. To prove the claim, denote by
Quot1,m(E) the Hilbert scheme of coherent quotients of E of rank 1 and degree m. The
set of line bundle quotients E∗ → M → 0 of degree m is a subset of Quot1,m(E). On the
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other hand every L ∈ Am can be written as L =M(D), with M as above and D effective
of degree g − 1−m. This gives the obvious bound:
dim Am ≤ dim Quot1,m(E) + g − 1−m.
To bound the dimension of the Hilbert scheme in question, fix anM as before and consider
the exact sequence that it determines:
0 −→M∗ −→ E −→M −→ 0.
Note that the kernel is isomorphic to M∗ since E has trivial determinant. Now we
use the well known fact from deformation theory that dim Quot1,m(E) ≤ h
0(M⊗2). To
estimate h0(M⊗2), one uses all the information provided by Clifford’s theorem. The
initial bound that it gives is h0(M⊗2) ≤ m + 1 (note that deg(M) ≤ g − 1). If actually
h0(M⊗2) ≤ m, then we immediately get dim Am ≤ g − 1 as required. On the other
hand if h0(M⊗2) = m + 1, by the equality case in Clifford’s theorem (see e.g. [1] III,
§1) one of the following must hold: M⊗2 ∼= OX or M
⊗2 ∼= ωX or X is hyperelliptic and
M⊗2 ∼= m · g12. The first case is impossible since deg(M) > 0. In the second case M is a
theta characteristic and we are done either by the fact that these are a finite number or
by other overlapping cases. The third case can also happen only for a finite number of
M ’s and if we’re not in any of the other cases then of course dim Am ≤ g−1−m < g−1.
This concludes the proof of the theorem. 
Remark 3.2. Note that the key point in the proof above is the ability to give a convenient
upper bound on the dimension of certain Hilbert schemes. This will essentially be the
main ingredient in the general result proved in Section 4, and the needed estimate was
provided in the previous section.
4. Base point freeness for pluritheta linear series on SUX(r, e)
Using the dimension bound given in Section 2, we are now able to prove the main
result of this paper, namely an effective base point freeness bound for pluritheta linear
series on SUX(r, e). The proof is computational in nature and the roots of the main
technique involved have already appeared in 3.1. Let r ≥ 2 and e be arbitrary integers
and let h = gcd(r, e), r = r1h and e = e1h. For the statement it is convenient to
introduce another invariant of the moduli space. If E ∈ SUX(r, e) and 1 ≤ k ≤ r − 1,
define sk(E) := ke − rdk, where dk is the maximum degree of a subbundle of E of
rank k (cf.[11]). Note that if E is stable one has sk(E) ≥ h and we can further define
sk = sk(r, e) := min
E stable
sk(E) and s = s(r, e) := min
1≤k≤r−1
sk. Clearly s ≥ h and it is also an
immediate observation that s(r, e) = s(r,−e).
Theorem 4.1. The linear series |Lp| on SUX(r, e) is base point free for
p ≥ max{
(r + 1)2
4r
h,
r2
4s
h}.
Remark 4.2. Note that the bound given in the theorem is always either a quadratic
or a linear function in the rank r. It should also be said right away that although this
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bound works uniformly, in almost any particular situation one can do a little better.
Unfortunately there doesn’t seem to be a better uniform way to express it, but we will
comment more on this at the end of the section (cf. Remark 4.5).
Proof. (of 4.1) Let us denote for simplicity M := max{ (r+1)
2
4r
h, r
2
4s
h}. Since the problem
depends only on the residues of e modulo r, there is no loss of generality in looking only at
SUX(r,−e) with 0 ≤ e ≤ r− 1. The statement of the theorem is implied by the following
assertion, as described in 1.1 and 1.2:
For any stable E ∈ SUX(r,−e) and any p ≥M, there is an
F ∈ UX(pr1, p(r1(g − 1) + e1)) such that h
0(E ⊗ F ) = 0.
Fix a stable bundle E ∈ SUX(r,−e). Note that only in this proof, as opposed to
the rest of the paper, e in fact denotes the degree of E∗, and not that of E. If for some
F ∈ UX(pr1, p(r1(g − 1) + e1)) there is a nonzero map E
∗ φ→ F , then this comes together
with a diagram of the form:
E∗ //
φ
  B
BB
BB
BB
B V
//
 _

0
F
where the vector bundle V is the image of φ. The idea is essentially to count all such
diagrams assuming that the rank and degree of V are fixed and see that the F ’s involved
in at least one of them cover only a proper subset of the whole moduli space. Denote as
before by Quotk,d(E
∗) the Hilbert scheme of quotients of E∗ of rank k and degree d and
for any 1 ≤ k ≤ r and any d in the suitable range (given by the stability of E and F )
consider its subset:
Ak,d := {V ∈ Quotk,d(E
∗)| ∃F ∈ UX(pr1, p(r1(g−1)+e1)), ∃0 6= φ : E
∗ → F with V = Im(φ)}.
The theorem on Hilbert schemes stated in the introduction then gives us the dimension
estimate:
(3) dim Ak,d ≤ k(r − k) + (d− fk)(k + 1)(r − k),
where fk = fk(E
∗) is the minimum possible degree of a quotient bundle of E∗ of rank k
(which is the same as −dk). Define now the following subsets of UX(pr1, p(r1(g−1)+e1)):
Uk,d := {F | ∃V ∈ Ak,d with V ⊂ F} ⊂ UX(pr1, p(r1(g − 1) + e1)).
The elements of Uk,d are all the F ’s that appear in diagrams as above for fixed k and d.
The claim is that
dim Uk,d < (pr1)
2(g − 1) + 1,
which would imply that Uk,d ( UX(pr1, p(r1(g−1)+ e1)). Assuming that this is true, and
since k and d run over a finite set, any F ∈ UX(pr1, p(r1(g − 1) + e1)) −
⋃
k,d
Uk,d satisfies
the desired property that h0(E ⊗ F ) = 0, which gives the statement of the theorem. It is
easy to see, and in fact a particular case of the computation below, that in the case k = r
(i.e. V = E∗) Uk,d has dimension exactly (pr1)
2(g − 1).
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Let us concentrate then on proving the claim above for 1 ≤ k ≤ r − 1. Note that
the inclusions V ⊂ F appearing in the definition of Uk,d are valid in general only at the
sheaf level. Any such inclusion determines an exact sequence:
(4) 0 −→ V −→ F −→ G′ −→ 0,
where G′ = G⊕ τa, with G locally free and τa a zero dimensional subscheme of length a.
We stratify Uk,d by the subsets
Uak,d := {F | F given by an extension of type (4)} ⊂ Uk,d,
where a runs over the obvious allowable finite set of integers. A simple computation shows
that G has rank pr1 − k and degree p(r1(g − 1) + e1)− d − a. Denote by T
a
k,d the set of
all vector bundles G that are quotients of some F ∈ UX(pr1, p(r1(g−1)+ e1)). These can
be parametrized by a relative Hilbert scheme (see e.g. [13] §8.6) over (an e´tale cover of)
UX(pr1, p(r1(g−1)+ e1)) and so they form a bounded family. We invoke a general result,
proved in [3] 4.1 and 4.2, saying that the dimension of such a family is always at most
what we get if we assume that the generic member is stable. Thus we get the bound:
dim T ak,d ≤ (pr1 − k)
2(g − 1) + 1.
Now we only have to compute the dimension of the family of all possible extensions
of the form (4) when V and G are allowed to vary over Ak,d and T
a
k,d respectively and τa
varies over the symmetric product Xa. Any such extension induces a diagram
0

0

0 // V //
∼=

V ′ //

τa //

0
0 // V // F //

G′ //

0
G

∼=
// G

0 0
If we denote by Aak,d the set of isomorphism classes of vector bundles V
′ that are (inverse)
elementary transformations of length a of vector bundles in Ak,d, then we have the obvious:
dim Aak,d ≤ dim Ak,d + ka.
On the other hand any F is obtained as an extension of a bundle in T ak,d by a bundle in
Aak,d. Denote by U ⊂ A
a
k,d × T
a
k,d the open subset consisting of pairs (V
′, G) such that
there exists an extension
0 −→ V ′ −→ F −→ G −→ 0
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with F stable. Note that by Lemma 1.3 for any such pair we have h0(G∗ ⊗ V ′) = 0 and
so by Riemann-Roch h1(G∗ ⊗ V ′) is constant, given by:
(5) h1(G∗ ⊗ V ′) = 2kpr1(g − 1)− k
2(g − 1) + kpe1 − pr1d− pr1a.
In this situation it is a well known result (see e.g. [19] (2.4) or [10] §4) that there exists
a universal space of extension classes P(U) → U whose dimension is computed by the
formula:
dim P(U) = dim Aak,d + dim T
a
k,d + h
1(G∗ ⊗ V ′)− 1.
There is an obvious forgetful map:
P(U) −→ UX(pr1, p(r1(g − 1) + e1))
whose image is exactly Uak,d. Thus by putting together all the inequalities above we obtain:
dim Uak,d ≤ dim A
a
k,d + dim T
a
k,d + h
1(G∗ ⊗ V ′)− 1
≤ k(r − k) + (d− fk)(k + 1)(r − k) + ka+ (pr1 − k)
2(g − 1) + 1
+2kpr1(g − 1)− k
2(g − 1) + kpe1 − pr1d− pr1a− 1
≤ k(r − k) + (d− fk)(k + 1)(r − k) + (pr1)
2(g − 1) + kpe1 − pr1d+ ka− pr1a
≤ k(r − k) + (d− fk)(k + 1)(r − k) + (pr1)
2(g − 1) + kpe1 − pr1d,
where the last inequality is due to the obvious fact that k ≤ r − 1 < pr1 if p ≥ M .
Since a runs over a finite set, to conclude the proof of the claim it is enough to see that
dim Uak,d ≤ (pr1)
2(g − 1). By the inequality above this is true if
p(r1d− ke1) ≥ k(r − k) + (d− fk)(k + 1)(r − k),
or equivalently if
p(rd− ke) ≥ k(r − k)h+ (d− fk)(k + 1)(r − k)h
for any k and d. This can be rewritten in the following more manageable form:
p(r(d− fk) + rfk − ke) ≥ k(r − k)h + (d− fk)(k + 1)(r − k)h.
The first case to look at is d = fk, when we should have p(rfk − ke) ≥ k(r− k)h and this
should hold for every k. But clearly rfk− ke = sr−k(E
∗) = sk(E), defined above in terms
of maximal subbundles, and h|sk(E). Since E is stable we then have sk(E) ≥ h for all k
and so s ≥ h as mentioned before. Note though that in general one cannot do better (cf.
Remark 4.6). In any case, this says that the inequality p ≥ r
2
4s
h must be satisfied (which
would certainly hold if p ≥ r
2
4
).
When d > fk, it is convenient to collect together all the terms containing d − fk.
The last inequality above then reads:
(d− fk)(pr − (k + 1)(r − k)h) + psk(E) ≥ k(r − k)h.
For p as before it is then sufficient to have pr ≥ (k + 1)(r − k)h, which again by simple
optimization is satisfied for p ≥ (r+1)
2
4r
h. Concluding, the desired inequality holds as long
as p ≥ M . 
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The most important instances of this theorem are the cases of vector bundles of de-
gree 0 (more generally d ≡ 0(mod r)) and degree 1 or −1 (more generally d ≡ ±1(modr)).
In the second situation the moduli space in question is smooth. It is somewhat surprising
that the results obtained in these cases have different orders of magnitude.
Corollary 4.3. |Lp| is base point free on SUX(r) for p ≥
(r+1)2
4
.
Proof. This is clear since h = r. 
Corollary 4.4. |Lp| is base point free on SUX(r, 1) and SUX(r,−1) for p ≥ r − 1.
Proof. Note that by duality it suffices to prove the claim for one of the moduli spaces, say
SUX(r,−1). In this case h = 1 and for any E ∈ SUX(r,−1), sr−k(E
∗) = rfk − k ≥ r− k.
Following the proof of the theorem we see thus that it suffices to have
p ≥ max{r − 1,
(r + 1)2
4r
},
which is equal to r − 1 for r ≥ 3. For r = 2 one can slightly improve the last inequality
in the proof of the theorem (actually this is true whenever r is even) to see that p = 1
already works. 
Remark 4.5. Corollary 4.4 can be seen as a generalization of the well-known fact that
|L| is base point free on SUX(2, 1). Also, as already noted in its proof, the general bound
obtained in the theorem can be slightly improved in each particular case, due to the fact
that the two optimization problems do not simultaneously have integral solutions. Thus
for example if r is even, the proof of the theorem actually gives that |Lp| is base point
free on SUX(r) for p ≥ r(r + 2)/4.
Remark 4.6. As already noted, in any given numerical situation the bound given by the
theorem is either linear or quadratic in the rank r. One may thus hope that at least in
the case h = 1 (i.e. r and e coprime), a closer study of the number s(r, e) might always
produce by this method a linear bound. Examples show though that this is not the case:
one can take r = 4l, e = 2l − 1, k = 2l + 1 and fk = l (this works for special vector
bundles) for a positive integer l, which implies s = sk = 1.
5. Effective base point freeness on UX(r, e) and some conjectures
The deformation theoretic methods used in [12] and [8] allow one to prove results
similar to Theorem 4.1 for pluritheta linear series on UX(r, e) (with some extra effort due
to the fact that in this case one has to control the determinant of the complementary vector
bundle). Since the method used in this paper is of a different nature, a generalization
along those lines is not immediately apparent. Instead we propose the formalism of
Verlinde bundles, which we developed in [18]. This comes with the advantage that it
applies automatically as soon as one has results on SUX(r, e) and also suggests what the
optimal bounds should be. Moreover, the method equally applies to other linear series on
UX(r, e), as we will see shortly.
18 MIHNEA POPA
Fix a generic vector bundle F ∈ UX(r1, r1(g− 1)− e1), where as usual r1 = r/h and
e1 = e/h. To it we can associate the theta divisor ΘF on UX(r, e) supported on the set
ΘF = {E ∈ UX(r, e)| h
0(E ⊗ F ) 6= 0}.
Fix also L ∈ Pice(X). The (r, e, k)-Verlinde bundle Er,e,k associated to these choices is
defined as (cf. [18] §6):
Er,e,k(= E
F,L
r,e,k) := piL∗OU(kΘF ),
where piL is the composition:
piL : UX(r, e)
det
−→ Pice(X)
⊗L−1
−→ J(X).
This is a vector bundle on J(X) of rank equal to the Verlinde number h0(SUX(r, e),L
k).
The following results are proved in [18]:
Theorem 5.1. ([18] 6.4 and 5.3) OU(kΘF ) is globally generated on UX(r, e) as long as
Lk is globally generated on SUX(r, e) and Er,e,k is globally generated. Moreover, OU (kΘF )
is not globally generated for k ≤ h.
Proposition 5.2. ([18] 5.2) Er,e,k is globally generated for k ≥ h + 1 and this bound is
optimal.
We immediately obtain by using 4.1 the following bound, where s is the invariant
defined in the previous section:
Theorem 5.3. OU(kΘF ) is globally generated on UX(r, e) for k ≥ max{
(r+1)2
4r
h, r
2
4s
h}.
In fact the theorem is a special case of the more general 5.9 that we will treat at the
end of the section. Right now it is interesting to see how these bounds relate to possible
optimal bounds and discuss some conjectures and questions in this direction. Given the
shape of the result, we will carry out this discussion in the case of SUX(r) and SUX(r,±1),
based on the results 4.3 and 4.4. A similar analysis can be applied to any other case, but
we will not give any details here.
We begin by looking at degree 0 vector bundles, where global generation is attained
for k ≥ (r+1)
2
4
, with the improvement 3.1 in the case of rank 2, when k ≥ 1 suffices. In
view of 5.1, the bound in 5.3 is optimal in the case of rank 2 and rank 3 vector bundles.
Corollary 5.4. Let N ∈ Picg−1(X). Then:
(i) OU (3ΘN) is globally generated on UX(2, 0).
(ii) OU (4ΘN) is globally generated on UX(3, 0).
This could be seen as a natural extension of the classical fact that OJ(2ΘN) is
globally generated on J(X) ∼= UX(1, 0). In presence of this evidence it is natural to
conjecture that this is indeed the case for any rank:
Conjecture 5.5. For any r ≥ 1, OU(kΘN) is globally generated on UX(r, 0) for k ≥ r+1.
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This is the best that one can hope for and there is a possibility that it might be a
little too optimistic, or in other words that Corollary 5.4 might be an accident of low values
of a quadratic function. On the other hand if that is the case, the theorem should be very
close to being optimal. Turning to SUX(r), in [17] §3 we showed that, granting the strange
duality conjecture, the optimal bound for the global generation of Lk should also go up as
we increase the rank r. The underlying reason (without specifying the actual numbers) is
the following: assume that we are given a vector bundle E such that h0(E⊗ ξ) 6= 0 for all
ξ ∈ Pic0(X) (for examples see [20], [17] or [18]). If we choose some complementary bundle
F (i.e. χ(E ⊗ F ) = 0), of rank t, then a theorem of Lange and Mukai-Sakai (see [10] and
[14]) asserts that F admits a line subbundle of degree ≥ µ(F )− g+ g/t = g/t−1−µ(E).
For small t (with respect to r), in most examples mentioned above it happens that this
number is positive, which automatically implies that h0(E ⊗ F ) 6= 0 for all such F . This
prevents the global generation of a certain multiple of L depending on the rank of F . The
case of rank 2 vector bundles 3.1 suggests though that we could ask for a slightly better
result than for UX(r, 0), but unfortunately further evidence is still missing:
Conjecture/Question 5.6. Is Lk globally generated on SUX(r) for k ≥ r − 1?
Note also that in view of 5.1 and 5.2 any positive answer in the range {r−1, r, r+1}
would imply the optimal conjecture 5.5.
In the case of SUX(r,±1) 4.4 and 5.1 give that OU (kΘF ) is globally generated for
k ≥ max{2, r − 1}, while OU(ΘF ) cannot be. We obtain thus again optimal bounds for
rank 2 and rank 3 vector bundles.
Corollary 5.7. OU (2ΘF ) is globally generated on UX(2, 1) and UX(3,±1).
Note also that for all the examples of special vector bundles constructed in [20], [17]
and [18] we have h 6= 1, therefore theoretically an optimal bound that does not depend
on the rank r is still possible. It is natural to ask if the best possible result always holds:
Question 5.8. Is OU(2ΘF ) on UX(r,±1), and so also L
2 on SUX(r,±1), globally gener-
ated? More generally, is this true whenever r and d are coprime?
We conclude the section with a generalization of Theorem 5.3. For simplicity we
present it only in the degree 0 case, but the extension to other degrees is immediate. Recall
from [5] Theorem C that for N ∈ Picg−1(X), Pic(UX(r, 0)) ∼= Z ·O(ΘN )⊕det
∗Pic(J(X)).
The method provided by the Verlinde bundles allows one to study effective global genera-
tion for “mixed” line bundles of the formO(kΘN)⊗det
∗L with L ∈ Pic(J(X)). Concretely
we have the following cohomological criterion (assume r ≥ 2):
Theorem 5.9. O(kΘN)⊗ det
∗L is globally generated if k ≥ (r+1)
2
4
and
hi(OJ((kr − r
2)ΘN)⊗ L
⊗r2 ⊗ α) = 0, ∀i > 0, ∀α ∈ Pic0(J(X)).
Proof. By the projection formula, for every i > 0 we have:
Ridet∗(OU(kΘN )⊗ det
∗L) ∼= Ridet∗OU (kΘN)⊗ L = 0.
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Also the restriction of OU (kΘN)⊗ det
∗L to any fiber SUX(r, ξ) of the determinant map
is isomorphic to Lk and so globally generated for k ≥ (r+1)
2
4
. It is a simple consequence
of general machinery, described in [18] (7.1), that in these conditions the statement holds
as soon as
det∗(OU(kΘN)⊗ det
∗L) ∼= Er,k ⊗ L
is globally generated on J(X), where Er,k is a simplified notation for Er,0,k. To study
this we make use, as in [18], of a cohomological criterion for global generation of vector
bundles on abelian varieties due to Pareschi [16] (2.1). In our particular setting it says
that Er,k⊗L is globally generated if there exists some ample line bundle A on J(X) such
that
hi(Er,k ⊗ L⊗A
−1 ⊗ α) = 0, ∀i > 0, ∀α ∈ Pic0(J(X)).
We chose A to be OJ(ΘN), where ΘN is the theta divisor on J(X) associated to N .
The cohomology vanishing that we need is true if it holds for the pullback of Er,k ⊗
L ⊗ OJ (−ΘN) ⊗ α by any finite cover of J(X). But recall from [18] (2.3) that r
∗
JEr,k
∼=⊕
OJ (krΘN), where rJ is the multiplication by r. Since r
∗
JL ≡ L
⊗r2 , via pulling back by
rJ the required vanishing certainly holds if
hi(OJ ((kr − r
2)ΘN)⊗ L
⊗r2 ⊗ α) = 0, ∀i > 0, ∀α ∈ Pic0(J(X)).

Corollary 5.10. If l ∈ Z, O(kΘN)⊗ det
∗OJ(lΘN) is globally generated for
k ≥ max{r + 1− lr,
(r + 1)2
4
}.
6. An application to surfaces a` la Le Potier
Another, in some sense algorithmic, application of the effective bound 4.1 can be
given following the paper of Le Potier [12]. By a simple use of a restriction theorem due
to Flenner [7] (cf. also [13] §11), Le Potier shows that effective results for the determinant
bundle L induce effective results for the Donaldson determinant line bundles on moduli
spaces of semistable sheaves on surfaces. For the appropriate definitions and basic results,
the reader can consult [9] §8. Using the uniform bound k ≥ (r + 1)2/4 that works on
every moduli space SUX(r, d), the result can be formulated as follows:
Theorem 6.1. Let (X,OX(1)) be a polarized smooth projective surface and L a line
bundle on X. Let M = MX(r, L, c2) be the moduli space of semistable sheaves of rank r,
fixed determinant L and second Chern class c2 on X and denote n = deg(X) = OX(1)
2
and d = n[ r
2
2
]. If D is the Donaldson determinant line bundle on M , then D⊗p is globally
generated for p ≥ d · (r+1)
2
4
divisible by d.
Note that it is not true that D is ample, which accounts for the formulation of the
theorem. The significance of the map to projective space given by some multiple of D
is well known. Its image is the moduli space of µ-semistable sheaves and in the rank 2
and degree 0 case this is homeomorphic to the Donaldson-Uhlenbeck compactification of
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the moduli space of ASD-connections in gauge theory, the map realizing the transition
between the Gieseker and Uhlenbeck points of view (see e.g. [9] §8.2 for a survey). Better
bounds for the global generation of the Donaldson line bundle thus limit the dimension
of an ambient projective space for this moduli space. The main improvement brought by
the results in the present paper comes from the fact that our result is not influenced by
the genus of the curve given by Flenner’s theorem. Effectively that reduces the bound
given in [12] §3.2 by an order of four, namely from a polynomial of degree 8 in the rank
r to a polynomial of degree 4.
Sketch of proof of 6.1.(cf. [12] 3.6) In analogy with the curve situation, given E ∈M , the
problem is to find a complementary 1-dimensional sheaf F on X such that h1(E ⊗ F ) =
0. Flenner’s theorem says that there exists a smooth curve C belonging to the linear
series |OX(d)| such that E|C is semistable. By theorem 4.1, on C one can find for any
k ≥ (r + 1)2/4 a vector bundle V of rank kr1 such that h
1(E ⊗ V ) = 0. The F that we
are looking for is obtained by considering V as a 1-dimensional sheaf on X and a simple
computation shows that if p = dk, this gives the global generation of D⊗p.
Remark 6.2. Depending on the values of the invariants involved, this bound may some-
times be improved to a polynomial of degree 3 in r, according to the precise statement of
Theorem 4.1.
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