Over the past 25 years, there has been a massive growth in the volume of management research, with the results being spread over many journals. Despite the large number of empirical studies, or perhaps because of it, insights from management research have not always been cumulative. Conflicting findings are more numerous today than before, which impedes scientific progress. In response, meta-analysis-the quantitative synthesis of research findings across a large number of studies-enjoys a growing interest in the management area. Metaanalysis has, for example, been used to establish empirical generalizations in the contexts of franchising (Combs & Ketchen, 2003) , employee turnover (Griffeth, Hom, & Gaertner, 2000) , first-mover advantages (VanderWerf & Mahon, 1997) , the concentration-performance relationship (Datta & Narayanan, 1989) , and transaction cost theory (Geyskens, Steenkamp, & Kumar, 2006) . Meta-analysis is important because some primary studies lack sufficient power (i.e., sample size) to achieve statistically significant results and nearly all studies lack the power for a precise estimate of effect size (Lipsey & Wilson, 2001) . By combining into a single estimate the findings of multiple independent studies that bear on the same relationship, while correcting for the distorting effects of artifacts that may produce the illusion of conflicting findings, meta-analysis arrives at more accurate conclusions than those presented in any one primary study (Hunter & Schmidt, 2004) . In case variation in results remains among studies after artifact correction, meta-analysis helps researchers identify moderator variables and areas in which future research is needed.
Although management researchers have recognized the importance of meta-analysis, considerable variation exists regarding the procedures used. This variation may have important consequences-namely, yielding different meta-analytic conclusions. In an effort to help shape future applications of meta-analysis in management research, the goals of this article are to (a) reveal the state of meta-analytic research in the field and (b) demonstrate how the decisions made by researchers may affect the conclusions they reach through meta-analysis.
To meet these goals, we chronicle and evaluate what decisions researchers made in 69 meta-analyses published between 1984 and 2007 in 14 management journals. We discuss the implications of our findings, with a focus on the changes that seem appropriate. Then, we perform four meta-analyses, to provide empirical evidence that meta-analytical decisions influence results. Before beginning our analyses, we develop a brief checklist of critical decisions that the meta-analyst makes. This checklist serves as our organizing framework for the remainder of the article.
Critical Decisions in the Application of Meta-Analysis
Users of meta-analysis are confronted with many critical decisions. We focus on the sequential set of decisions outlined in Table 1. 1 For each decision, we discuss options available, list the advantages and disadvantages, and recommend high-quality meta-analytic practices. It is important to note up front that for a number of these decisions, there is no "right" answer. In these instances, we draw attention to existing controversies. Although Table 1 does not present anything new or unavailable in other sources, it does present all the information in one place and, as such, may serve a useful function. (James, Demaree, & Mulaik, 1986; Law, 1995; Schulze, 2004; Shadish & Haddock, 1994) a r
Fisher's z -Easy to interpret.
-Downward bias produced by r is less than rounding error (.005).
-Nearly normally distributed.
-Variance of z does not depend on population correlation value.
-As population value of r gets further from zero, distribution of r's sampled from that population becomes more skewed.
-Variance of r depends on population correlation value.
-Less easy to interpret.
-Upward bias that is larger than downward bias produced by using r.
No preferred procedure.
Corrections for systematic attenuating artifacts (Bass & Ager, 1991; Hunter & Schmidt, 1990 Kemery, Dunlap, & Griffeth, 1988; Muchinsky, 1996; Paese & Switzer, 1988; Rosenthal, 1994; Sackett, 2003; Schmidt & Hunter, 1999; Williams, 1990) None At the individual level Using artifact distributions -Information required to apply corrections is often missing.
-Unadjusted effect sizes are more comparable than when some effect sizes are adjusted while others are not.
-More accurate estimate of 'true' population effect size.
-Applicable when artifact information is only sporadically available. -Downward bias in mean effect size.
-Corrections may lead to correlations larger than 1.
-Artifact information required to apply corrections at the individual level is often missing.
-Artifact distribution may not always represent studies for which artifact information is not available. Correction for interdependent effect sizes (Cheung & Chan, 2004; Hunter & Schmidt, 2004; Martinussen & Bjornstad, 1999) Selection of one effect size Averaging Creation of a single composite variable -Simplest approach.
-Choice can be theory-based or random.
-More precise measure than any single effect size.
-Theoretically most correct measure.
-Judgmental biases may arise (ignoring potentially meaningful information).
-Unclear what to use as sample size.
-Underestimates degree of heterogeneity of effect sizes. Identification of outliers (Beal, Corey, & Dunlap, 2002; Huffcutt & Arthur, 1995) Traditional outlier detection techniques (e.g., schematic plot analysis) Sample-adjusted meta-analytic deviancy (SAMD) -Simple.
-Takes sample size into account.
-Do not take sample size into account.
-Developed for r as opposed to z.
-Overidentifies small relative to large correlations as outliers, especially for small (k < 20) meta-analyses.
Use SAMD on r.
Report results with and without outliers. Examples: -Williams & Livingstone (1994) for analyses with and without outlier elimination
Mean effect size (Schulze, 2004) Variance weighted Sample-size weighted -Optimal weights from a theoretical point of view.
-Easy to use. Homogeneity analysis (Cortina, 2003; Koslowsky & Sagie, 1993; Schulze, 2004; Shadish & Haddock, 1994) Chi-square test 75% rule Credibility interval Residual standard deviation -Used most frequently.
-Most powerful moderator detection technique, if population correlations differ by more than .2 and if number of studies meta-analyzed is large.
-Intuitively appealing.
-Low power unless number of effect sizes is large. When within-study sample sizes are very large, homogeneity may be rejected even when individual effect size estimates hardly vary.
-Indicates heterogeneity in homogeneous situation far too often.
-Small number of studies metaanalyzed, lack of between studyvariability on a moderator, and small differences between population effect sizes may also lead to a variance ratio larger than 75%.
-Credibility intervals may include zero if population mean is small, even in absence of a moderator.
-Arbitrary cutoff of what is a large credibility interval.
-No widespread agreement about cut-off. Moderator analysis (Raudenbush, 1994; Steel & Kammeyer-Mueller, 2002; Viswesvaran & Ones, 1998) Publication bias (Begg, 1994; Duval & Tweedie, 2000; Rosenthal, 1979) Compare published with unpublished studies Rosenthal's "file-drawer" method Trim and fill -Easy to calculate and interpret. -Easy to calculate and interpret.
-Accounts for sample sizes of the studies.
-Estimates number of unpublished studies and publication-bias-adjusted estimate of true mean effect size. -Requires that sufficient number of unpublished studies is available.
-Sample of unpublished studies may be unrepresentative of unpublished work in the area.
-Does not account for sample sizes of studies.
-Choice of zero for average effect of the unpublished study is arbitrary.
-More difficult to compute.
Use trim and fill. Example: -Geyskens, Steenkamp, & Kumar (2006) a The advantages and disadvantages listed are discussed more extensively in the references next to each meta-analytic decision.
Step 1: Data Preparation
Choice of effect size metric. The two most generally accepted effect size metrics are the correlation coefficient r and Cohen's d, 2 of which r is most commonly used by management researchers.
3 As shown in Table 1 , the literature is divided about whether one should use r or Fisher's variance-stabilizing z-transform. Although the use of z does not have an absolute advantage over r in terms of estimation accuracy (Shadish & Haddock, 1994) , z-transformed correlations have the desirable statistical properties of (a) being approximately normally distributed and (b) having the sample variance depend only on sample size and not on the population correlation itself; that is, from a theoretical point of view, one can weight the correlations with the optimal weight.
Correction for systematic artifacts.
4 Some imperfections or artifacts that systematically attenuate observed correlations and so inflate their variability can, relatively easily, be corrected for-namely, (a) measurement error, which occurs when there is unreliability in either variable upon which the correlation is based; (b) range restriction in either variable, which occurs if a variable upon which the correlation is based has a smaller standard deviation in the study sample than it does in the population; and (c) dichotomization of a truly continuous variable, which causes the (biserial) correlation for the dichotomized variable to have a maximum size of .7978 (MacCallum, Zhang, Preacher, & Rucker, 2002) .
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If systematic artifact information is individually available for (nearly) every primary study, each correlation (prior to the z transform) can be individually corrected for the attenuating effect of the systematic artifact, and the meta-analysis can be conducted on the individually corrected correlations. 6 The few missing artifact values can be replaced by the mean value of the artifact across the studies where information is given. If systematic artifact information is missing for many studies, the method of artifact distributions can be used to correct the weighted mean correlation and variance at a later point (Hunter & Schmidt, 2004) .
Because the goal of science is to establish relations among constructs-not relations among imperfect measures of constructs-there is relatively widespread agreement that one should correct for measurement error and dichotomization if this information is available for every study or nearly every study. Consensus is lacking regarding correcting for measurement error using the method of artifact distributions and correcting for range restriction. Given the lack of consensus in the latter cases (for opposing views, see Hunter & Schmidt, 2004; Rosenthal, 1991) , we recommend that when such corrections are made, the uncorrected results be presented as well.
Correction for interdependent effect sizes. Interdependent effect sizes occur when more than one effect size relevant to a given relationship comes from the same sample. If interdependent effect sizes were to be treated as if they were independent data points, the studies in question would be overrepresented; sample sizes would be artificially inflated beyond the number of actual participants; observed variability of the effect sizes would be reduced; and standard errors would be biased (Arthur, Bennett, & Huffcutt, 2001 ). To deal with interdependent effect sizes, the most accurate procedure is to combine them into a single correlation, using the formulas for the correlations of composites provided by Hunter and Schmidt (1990: 457-460 ).
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When this approach is not feasible because between-measure correlations are not available, the best alternative is to average the conceptually equivalent correlations. Alternatively, one could randomly select an effect size (Martinussen & Bjornstad, 1999) . We prefer averaging to random selection because the latter is usually done manually, which is likely to lead to judgmental biases (Lipsey & Wilson, 2001; Wanous, Sullivan, & Malinak, 1989) .
Identification of outliers.
Traditional outlier detection techniques, such as schematic plot analysis or number of standard deviations from the mean, are inappropriate in the context of a meta-analysis because they do not take sample size into account. A better method is to use Huffcutt and Arthur's (1995) sample-adjusted meta-analytic deviancy statistic (SAMD). This statistic computes the difference between each primary study's effect size and the mean sample-weighted effect size (with the latter value not including the former value); then, it adjusts that difference for the sample size of the study. It is by no means established that outliers, once identified, should be eliminated. A sensitivity analysis is advisable, comparing the results from a meta-analysis on the full data set with the results from a comparable metaanalysis on a reduced data set excluding the outliers.
Step 2: Substantive Questions Mean effect size. The random effect of sampling error can be corrected for by averaging effect sizes. When averaging effect sizes, each one should be weighted so that its contribution to the mean is proportionate to its precision. Two forms of weights can be used: the reciprocals of the estimated variances of the observed effect sizes and the individual study sample sizes, where the former is the better choice (see Table 1 ).
Homogeneity analysis. A subsequent step analyzes the adequacy of the mean effect size for representing the entire distribution of effect size values. Calculating a mean effect size without evidence of homogeneity is problematic. In that case, the calculated mean effect size is the mean of several population effect sizes rather than an estimate of one population effect size. Four alternative approaches have been used (see Table 1 for an overview).
Importantly, no single test is without drawbacks (Cortina, 2003) . We offer two best-practice recommendations. First and more preferable, researchers should develop hypotheses for moderators a priori, and they should test these, regardless of the outcome of the heterogeneity tests. Second and less preferable, the heterogeneity tests listed above should be used in combination, as opposed to isolation, to suggest the presence of moderators post hoc. As a simple rule of thumb, the researcher draws the conclusion that follows from the majority of tests.
Moderator analysis. The next phase of the analysis is to search for moderators, or boundary conditions of relationships between variables. From a statistical perspective, weighted regression analysis is recommended because it controls for correlations between moderators and does not require moderators to be nested. It can be performed using fixed-effects or random-effects models (Hedges, 1994; Raudenbush, 1994) . Neither model is without drawbacks. Although the fixed-effects model has more statistical power to detect moderator relationships, it has high Type I error rates when the underlying assumption is false that the population effect size is the same in all studies. Conversely, the random-effects model is the more realistic and therefore the better choice, but estimates of random effects can become unstable when the number of studies meta-analysed is small (Schulze, 2004) .
Step 3: Publication Bias Publication bias, often referred to as the "file drawer problem," is a serious problem for the meta-analyst. Publication bias is present when the probability that a study is published is contingent on the magnitude, direction, or significance of the study's results (Begg, 1994) . This may occur, for instance, when studies that fail to uncover statistically significant findings are less likely to be submitted to journals or accepted for publication but are consigned to the "file drawer" (Rosenthal, 1979) .
There are three major approaches to deal with publication bias (Table 1) , of which Duval and Tweedie's (2000) "trim and fill" method is clearly superior because it accounts for the sample sizes of the studies and estimates not only the number of unpublished studies but also the publication-bias-adjusted estimate of the true mean effect size. Now that we have described the sequential set of critical decisions that the meta-analyst makes, we continue by first evaluating the application of meta-analysis in management research. Do meta-analyses in management adhere to established methodological guidelines, or is there room for improvement? Second, we provide four meta-analytical examples to illustrate how the decisions that a researcher makes may affect the conclusions reached through meta-analysis.
Survey of Current Meta-Analytic Practices in Management Research

Sample and Coding
To investigate the application of meta-analysis in management research, we searched for meta-analytical studies published in management journals in the period dating 1980 to 2007. The management journals searched included MacMillan's forum for strategy research (1991, 1994) , supplemented with the journals included by Dalton and Dalton (2005) in their overview of meta-analysis in strategic management. This yielded a sample of 69 meta-analytical studies that statistically integrate the results of independent primary studies, of which 59 use Hunter and Schmidt's method (1990); 15, Hedges and Olkin's method (1985) ; 3, Rosenthal's method (1991); and 1, Glass's method (Glass, McGaw, & Smith, 1981) . The journals and the number of meta-analyses published in these journals are as follows: Academy of Management Journal (n = 19), Academy of Management Review (n = 3), Administrative Science Quarterly (n = 2), Entrepreneurship Theory and Practice (n = 2), Journal of Business Research (n = 7), Journal of International Business Studies (n = 3), Journal of Management (n = 12), Journal of Management Studies (n = 5), Journal of Managerial Issues (n = 1), Management Science (n = 3), Omega (n = 2), Organization Science (n = 1), Organization Studies (n = 5), and Strategic Management Journal (n = 4). Each study was coded on a number of variables, using the framework developed in the previous section. The last author coded all 69 studies. To check on the reliability of coding, the first author coded a random sample of 25 studies. Coding agreement was perfect.
Results Table 2 provides a summary of decisions made in the 69 meta-analyses on each issue identified in Table 1 . Some articles report more than one meta-analysis; that is, they metaanalyze more than one relationship. All our descriptive statistics pertain to the article level and not to the level of the individual meta-analysis.
Choice of effect size metric. Of the 69 studies reviewed, 47 studies use r, 9 use Fisher's z, 6 use d, and 7 use other metrics (e.g., omega squared). The literature is divided about whether one should use r or its Fisher's z-transformed value (see Table 1 ). This has also been reflected in meta-analyses in management research, with 47 meta-analyses using r and 9 meta-analyses using its Fisher-z transform. Although there is no universal agreement about the advantage of using z over r, 47 meta-analyses forsake the advantage of optimal weighting that Fisher's z transforming provides.
Correction for systematic artifacts. In total, 34 studies explicitly indicated that they corrected for measurement error; 15 studies noted that they corrected for range restriction; and 5 studies mentioned correcting for dichotomization. Furthermore, 10 out of 15 studies corrected for range restriction in continuous variables, whereas 5 studies corrected for range restriction in dichotomous variables caused by divergence from a 50-50 split.
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Of the 34 studies that indicated correcting for measurement error, 13 (38%) correct for measurement error at the individual level. For 7 out of these 13 studies, complete reliability information was available. Five studies imputed sample-size-weighted reliability estimates from other studies when reliability information was unavailable in the original studies, and one meta-analysis performed individual-level measurement error corrections only for studies where reliability information was available.
In sum, 19 out of 34 (56%) studies correcting for measurement error used the method of artifact distribution. Artifact distributions can be either empirical or assumed (Sackett, 2003) . Using an empirical artifact distribution involves collecting whatever artifact information is available in the studies included in the meta-analysis and assuming that this distribution represents the studies for which such artifact information was not available. In contrast, using an assumed artifact distribution, as 7 studies in our sample did, involves constructing a distribution that is assumed to represent the artifacts in the set of studies metaanalyzed. For example, a uniform reliability of .80 can be assumed. Assumed artifact distributions should be used with caution because the accuracy of the estimates of the mean and, especially, the variance of the population correlations is affected by how closely the assumed artifact distributions match the true distributions of the artifacts, the degree to which is unknown (Raju & Drasgow, 2003) .
Our findings indicate that 35 out of 69 (51%) meta-analyses do not report making corrections for any of these statistical artifacts. This does not imply that these meta-analyses are bad practice, given that some of these corrections may not have been required in a number of these meta-analyses in the first place. (The alternative-that corrections may have been implemented but not reported-is less likely, because it is common practice to report what one has corrected for.) Nevertheless, the number of studies that do not correct for any type of statistical artifact seems on the high side, especially when considering that it includes measurement error as well. Measurement error has a unique status among the systematic artifacts in that it is present in all data because there are no perfectly reliable measures (Hunter & Schmidt 2004, p. 462) . This practice may have resulted in biased findings and the conclusion that effect sizes were more variable across samples than they actually were. In contrast to measurement error, other systematic artifacts, such as range restriction and dichotomization of continuous variables, may be absent in a set of studies being subjected to meta-analysis. For example, there are research domains where the dependent variable has never been dichotomized; hence, there need be no correction for that artifact. Only two metaanalytical studies in our sample included a rationale for why dichotomization corrections (Griffeth et al., 2000) and range restriction corrections in dichotomous variables (Sturman, 2003) were not needed. For the remaining 67 meta-analyses, it was not clear whether these corrections were not needed or whether they were needed but overlooked. Thus, firm conclusions about the state of the field on these dimensions are not possible. In view of this, we recommend future publication practice to always offer the grounds for not making corrections. Correction for interdependent effect sizes. Thirty-seven meta-analyses did not indicate how they dealt with interdependent effect sizes. It is unclear, however, whether the issue was ignored or whether there were no interdependent effect sizes. In 3 studies, the authors decided to treat correlations as independent, despite recognizing that interdependence between effect sizes was present, thereby overrepresenting the studies in question. Of the 29 meta-analyses that dealt with nonindependence, 10 (34%) combined the interdependent correlations into a single correlation, using the formulas for the correlations of composites provided by Hunter and Schmidt (1990: 457-460) . Furthermore, 15 (52%) studies averaged the interdependent correlations, and the average was used as the one value representing the study. In 4 studies, the authors chose one estimate that they believed to be best, and they omitted the others.
Identification of outliers.
Identifying outliers in meta-analytic datasets is important because they can have a substantial impact on empirical findings and so alter the conclusions reached. In terms of outlier identification, the data paint a fairly bleak picture: 58 studies (84%) did not report whether they tested for outliers; futhermore, only 5 studies tested for sample size outliers whereas 6 studies tested for effect size outliers. We recommend against excluding studies with large sample sizes-namely, because the statistical theory underlying the meta-analysis procedures described below requires that in any statistical analysis, estimates based on large effect sizes should play a larger role than estimates based on smaller samples. Removing sample size outliers places a bonus on small and moderate sample-size studies, whereas an effect size based on a large (random) sample is a more precise estimate of the population value than an effect size based on a small (random) sample.
In addition, 5 out of 6 studies (83%) that tested for effect size outliers used traditional outlier detection techniques, such as schematic plot analysis and number of standard deviations from the mean, which are inappropriate in the context of a meta-analysis because they do not take sample size into account. Only one study in our review used the more appropriate SAMD.
Finally, 5 out of 11 studies (45%) testing for outliers followed recommended practice and compared the results from a meta-analysis on the full data set with the results from a comparable meta-analysis on a reduced data set excluding the identified outliers.
Mean effect size. We coded whether studies reported weighted or unweighted mean effect sizes. Given the importance of weighting so that effect sizes that embody less sampling error play a proportionally larger role than do those embodying more sampling error, it is encouraging that only 9 meta-analyses (13%) reported only an unweighted mean effect size and hence treated all effect sizes as if they were equal.
Homogeneity analysis.
Of the 69 meta-analyses that we reviewed, 13 (19%) did not test for heterogeneity in effect sizes; the other 56 approached the question of homogeneity of effect sizes in four ways: The chi-square test was used in 24 of these 56 meta-analyses (43%). This test examines whether the observed variation in effect size values is greater than that expected from sampling error alone. When this test is significant, it suggests the presence of possible moderator variables. Furthermore, 32 of 56 meta-analyses (57%) used the 75% rule of thumb, which states that looking for moderators is warranted if less than 75% of the observed variance in correlations is attributable to sampling error and artifacts. Fifteen meta-analyses (27%) calculated a credibility interval around the mean effect size. When a credibility interval is sufficiently wide (exceeding .11) or includes zero, moderators are probably in operation (Koslowsky & Sagie, 1993) . One meta-analysis considered the size of the residual standard deviation, which is the standard deviation in the observed correlations after removing sampling error and study-to-study artifact variations. Forty-one of 56 meta-analyses testing for heterogeneity (73%) concentrated on one test, whereas the other 15 meta-analyses (27%) used multiple approaches to test for heterogeneity. The latter approach is preferable because none of the heterogeneity tests are without drawbacks (see Table 1 ).
It is important to note that two meta-analyses have confused credibility intervals with confidence intervals, which can lead to substantive differences in conclusions. Whereas a credibility interval addresses the question of whether moderators are operating, a confidence interval provides information about the accuracy and the significance of the estimate of the population effect size or, in other terms, the extent to which sampling error remains in the mean effect size (Whitener, 1990) . The appropriate procedure for assessing whether moderators are operating is to use credibility intervals, not confidence intervals.
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Moderator analysis. The most common moderator analysis is subgroup analysis (42 meta-analyses; 61%), followed by multiple regression analysis (18 meta-analyses; 26%). Six meta-analyses (9%) report the correlation between the moderator and the effect size, and one (2%) uses cluster analysis. Six meta-analyses (9%) do not search for moderators.
Of 42 meta-analyses performing subgroup analyses, only 15 (36%) performed hierarchical subgroup analyses. It is disconcerting that of those studies that searched for moderators, 64% used simple, one-by-one moderator testing. Because moderators are seldom orthogonal, these studies are not able to separate effects of different moderators. Furthermore, of 18 meta-analyses performing multiple regression analysis, only 10 used weighted least squares.
The use of fixed-effects models is the rule rather than the exception. Only 3 out of 18 studies (17%) performing a multiple regression analysis used a random-effects model, with 15 studies (83%) using a fixed-effects model. These 15 studies may have understated the actual uncertainty in research findings.
Publication bias.
The results for publication bias testing are rather unsettling. The majority of 57 meta-analyses (83%) did not report a publication bias test.
10 Hence, caution is needed when drawing conclusions from the results obtained because undetected publication bias may lead to spurious conclusions. When a publication bias test is used, it is nearly always Rosenthal's "file drawer" method (1979) or at least a variant of. One meta-analysis used the "trim and fill" method. Another meta-analysis evaluated publication bias by comparing the effect size between articles where the relationship is focal and those where the relationship is nonfocal, with the idea being that effect sizes for nonfocal relationships are not critical determinants of publishability and are thus less likely to suffer from publication bias (Wagner, Stimpert, & Fubara, 1998) .
The paucity of meta-analytical studies testing for publication bias offers cause for concern because confidence in the validity of the findings of a meta-analysis depends on ruling out the presence of publication bias. In conducting a meta-analysis, researchers should always make efforts to assess to what extent publication bias may affect their findings, preferably using the "trim and fill" method.
Relationship of Meta-Analytic Decisions With Time
Since the pioneering work in the 1970s, the number of articles using and further developing meta-analytical methods has increased substantially. Considering the length of time that meta-analysis has been applied in management research, one would expect its more recent applications to be less likely to overlook the critical issues outlined in Table 1 . If this is true, our concern about the state of meta-analytic application in management research may be lessened. To assess whether the application of meta-analysis has improved over time, we grouped the 69 meta-analytical studies into two periods: early meta-analyses (1980 to 1994; n = 24) and recent meta-analyses (1995 to 2007; n = 45).
For six meta-analytic practices, we compared the percentage of studies following that practice between the two periods, using a z test to compare the proportions from two independent groups. The meta-analytic practices considered were as follows: correcting for measurement error, reporting weighted mean effect sizes, using multiple heterogeneity tests in combination, using moderator regression analysis (as opposed to subgroup analysis), using weighted versus unweighted regression analysis, and performing a publication bias test. These meta-analytic practices are incontestably best practices, and sufficient information is available in each of the 69 meta-analyses to make a meaningful comparison.
11 No significant differences were found, for any of the meta-analysis practices, between meta-analyses published recently versus those published earlier. Taken together, the lack of a significant trend toward more accurate meta-analytic methods and the low percentages overall suggest that there is no compelling evidence that meta-analytical applications in management research have yet caught up with statistical progress in meta-analytical methods.
Relationship of Meta-Analytic Decisions With Rigor of Review Process
Review processes are typically more rigorous in higher-quality journals. Hence, it is possible that meta-analyses published in top-tier journals have made relatively higher-quality decisions than have meta-analyses published in second-tier journals. We classified journals as top-tier when they had an impact factor larger than 2 and a cited half-life larger than 10 years. Again, we used a z test to compare the percentages of studies, between top-tier journals and other journals, following the same six meta-analytic practices discussed above. No significant differences were found in meta-analytic techniques adopted by studies published in top-tier journals versus other journals.
In addition, journals that publish a lot of meta-analyses are more likely to have more meta-analysis experts on their review boards and among their ad hoc reviewers. We distinguished between journals that published more than 10 meta-analyses-Academy of Management Journal (n = 19) and Journal of Management (n = 12)-versus those that published fewer than 10 meta-analyses (all other journals) in the 1980-2007 period. Again, no significant differences were found for any of the meta-analysis practices between studies printed in journals that publish meta-analyses frequently and those printed in journals that publish meta-analyses infrequently.
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Consequences of Critical Decisions in Meta-Analysis
Although the previous analyses suggest that meta-analytical practice in management research has not generally caught up with established methodological guidelines, these findings do not offer direct evidence regarding whether overlooking certain critical issues does in fact influence meta-analytical results. The purpose of this section is to examine the effect of overlooking the critical issues on empirical results by meta-analyzing four relationships that have been studied with varying degrees of frequency in the management literaturenamely, the relationship between transaction-specific assets and the choice between hierarchical and market governance (Meta-Analysis 1, k = 78 independent samples), the relationship between asymmetric ownership and alliance performance (Meta-Analysis 2, k = 21 independent samples), the relationship between alliance size and alliance performance (Meta-Analysis 3, k = 18 independent samples), and the relationship between international experience and alliance performance (Meta-Analysis 4, k = 10 independent samples). These values are similar to many published meta-analyses, as well as previously published Monte Carlo simulations of meta-analyses (e.g., Beal, Corey, & Dunlap, 2002; Harwell, 1997) .
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Full-Fledged Meta-Analyses
For each of the four relationships under study, we carried out a full-fledged statistical meta-analysis of effect sizes. First, we converted every outcome statistic (e.g., r, univariate F, t, χ 2 , β) to a correlation coefficient. Second, we individually corrected each retrieved correlation coefficient, r, for the biasing influence of four systematic artifacts (if applicable): dichotomization of a continuous dependent variable, dichotomization of a continuous independent variable, range restriction in a dependent dichotomous variable, and range restriction in an independent dichotomous variable.
Third, if a sample reported more than one correlation for a single relationship (e.g., because of multiple operationalizations of the same construct), these correlations were combined into a linear composite correlation using the formulas provided by Hunter and Schmidt (1990: 457-460) . Reliabilities of the newly formed combined measures were computed accordingly, using the Mosier formula (Hunter & Schmidt, 1990: 461) . In the few cases where this was not possible, the correlations were averaged, and only the average correlation was entered into the meta-analysis.
Fourth, we computed Huffcutt and Arthur's sample-adjusted meta-analytic deviancy statistic (1995) to detect outlying observations (i.e., correlations). These were subsequently dropped from the data set. Then, the partially corrected data points were meta-analyzed, yielding a sample-size-weighted mean correlation. The obtained mean was corrected for measurement error using the method of artifact distributions, because measurement error information was not available for all data points. These corrections yield the key summary statistic that describes the true relation between the study variables in the population: the average corrected correlation ρ -(see Table 3 ). Table 3 Consequences of Critical Decisions in Meta-Analysis 
Before and After Analyses
We then reran our meta-analyses five times, to demonstrate how the decisions that a researcher makes may affect the conclusions reached through meta-analysis. First, we calculated ρ -without correcting for systematic artifacts at the individual correlation level-that is, dichotomization and range restriction in a dichotomous variable. Second, we calculated ρ -without correcting for measurement error using artifact distributions. Third, we calculated ρ -without correcting for nonindependent observations. Fourth, we calculated ρ -without removing outliers. Fifth, we calculated an unweighted ρ -as opposed to a sample-sizeweighted ρ -.
Measurement error, dichotomization of continuous variables, and range restriction systematically attenuate the effect size. As shown in Table 3 , not correcting for systematic artifacts at the individual level (dichotomization of continuous variables, range restriction in dichotomous variables) downwardly affects ρ -by 13% (Meta-Analysis 1), 38% (MetaAnalysis 4), 57% (Meta-Analysis 3), and 78% (Meta-Analysis 2).
13 Not correcting for measurement error using artifact distributions results in a downward effect on ρ -, ranging from -7% to -25%. Thus, none of the systematic artifacts can be routinely ignored.
Although not correcting for interdependent effect sizes has no effect in Meta-Analysis 3, the other three ρ -values are reduced by 9%, 44%, and 50%.
14 On the basis of a sampleadjusted meta-analytic deviancy analysis, we identified three outliers for Meta-Analysis 1 and one outlier for Meta-Analysis 4. Not removing these outliers negatively affects these relationships, with 38% and 22%, respectively. Calculating an unweighted ρ -instead of a sample-size-weighted ρ -leads to an upward bias in all four meta-analyses, ranging from 7% to 67%.
It is important to note that whereas corrections for measurement error, dichotomization of continuous variables, and range restriction systematically increase ρ -, there is no reason to expect a consistent effect for the other corrections. Results depend on the specific correlations in the studies that were not combined, eliminated, or weighted. In our case, results across the four meta-analytical examples are consistent by chance, but this is not to be expected in all cases.
More than half the 69 meta-analyses that were included in our content analysis did not correct for systematic artifacts (dichotomization, range restriction, and measurement error), nor did they eliminate outliers. We therefore also calculated ρ -for the combination of not correcting for systematic artifacts (dichotomization, range restriction in a dichotomous variable) at the individual level, not correcting for measurement error using artifact distributions, and not eliminating outliers. Combined, failure to correct for these biasing factors leads to a downward effect on ρ -ranging from 60% to 82% (Table 3 , seventh data row).
We further examined whether the individual correlations on which the average correlations are based are drawn from the same population, using four tests: chi-square, Hunter and Schmidt's 75% rule-of-thumb, a credibility interval, and the residual standard deviation (see Table 4 ).
Some of the heterogeneity statistics in our four meta-analytic examples point in different directions, underscoring the importance of using a combination of heterogeneity tests. For example, although the significant chi-square statistic in the meta-analysis of the asymmetric ownership relationship suggests the presence of moderators, the small residual standard deviation suggests the absence of moderators. As another example, although the nonsignificant chi-square in Meta-Analysis 3 suggests the absence of moderators, the wide credibility interval including zero suggests the presence of moderators. Even when we focus solely on the two most uncontested heterogeneity tests (the credibility interval and the residual standard deviation), we find inconclusive results in two out of four cases. Whereas the credibility intervals of Meta-Analyses 2 and 3 suggest the existence of moderators, the residual standard deviations suggest the opposite, which further underlies the importance of specifying moderator hypotheses a priori and testing for them regardless of the outcome of the heterogeneity tests. We further illustrate the importance of not confusing confidence intervals and credibility intervals in Meta-Analysis 1. This meta-analysis results in a confidence interval of .09, .16 and a credibility interval of -.16, .49. The confidence interval does not include zero, indicating that the mean effect size is significantly different from zero. The credibility interval is wide and it includes zero, indicating that the mean effect size is the mean of several subpopulations and that moderators are in operation. If the meta-analyst had interpreted the confidence interval as if it were a credibility interval, it would have led to the faulty conclusion that a search for moderators is not warranted. Conversely, if the meta-analyst had interpreted the credibility interval as if it were a confidence interval, it would have led to the faulty conclusion that the mean effect size is not significantly different from zero.
Finally, we compare the use of regression analysis with the use of subgroup analysis for our largest meta-analysis (Meta-Analysis 1, k = 75 after removal of 3 outliers). We tested for the following two study characteristics as potential moderators: data source (primary data versus secondary data) and country (United States versus other country). If the meta-analyst had performed two subgroup analyses, she or he would have found a significant effect of country (ρ -= .12 for the United States versus .21 for other countries; Z = 2.97, p < .01) and data source (ρ -= .13 for primary data versus .19 for secondary data; Z = 1.99, p < .05). In contrast, a weighted least squares multiple regression of the artifact-adjusted correlation coefficient on data source (1 = primary data, 0 = secondary data) and country (1 = United States, 0 = other) simultaneously shows a significant effect of country (b = -.088, p = .05, for the fixed-effects model; b = -.085, p = .09, for the random-effects model) but a nonsignificant effect of data source (b = -.029, p = .50 for the fixed-effects model; b = -.030, p = .61, for the random-effects model).
Conclusion
For the further advancement of management science, meta-analyses are increasingly used to summarize knowledge and establish empirical generalizations. The soundness of such empirical generalizations depends on the accuracy with which meta-analysis methods are applied. Any critical issue that is overlooked can have fundamental implications for the quality of the resulting empirical generalizations. In view of this, we conducted a comprehensive review of meta-analytic practices. Our "meta-analysis of meta-analyses" shows that there is considerable room for improvement in the way that meta-analyses are conducted and reported in management research. Our concern about meta-analytic decisions is validated by four empirical examples that provide concrete evidence indicating that such decisions can make a considerable difference. It is therefore important that researchers give adequate thought to the various decisions required in meta-analysis and to be sensitive to the consequences of those decisions.
We highlight the following areas as being particularly important for improvement. We urge researchers to make greater use of composite correlations to correct for interdependent effect sizes. We further advise researchers to correct for measurement error and dichotomization of continuous variables, if this information is available for nearly every study. We recommend that outliers be identified using the sample-adjusted meta-analytic deviancy statistic. Heterogeneity tests should never be used in isolation. Moderator hypotheses should be offered a priori, and they should always be tested, regardless of the outcome of heterogeneity tests. Moderator tests should be performed using weighted least squares. Finally, researchers should always assess to what extent publication bias may affect their findings, preferably by using the "trim and fill" method.
Some other meta-analytic decisions are not uncontestable. Regarding systematic artifact correction, there is no best method for artifact correction using artifact distributions and for corrections for range restriction. Similarly, it is not established that outliers, once identified, should be eliminated. We therefore advise to report meta-analytic effects with and without systematic artifact correction and with and without outlier elimination.
We further urge researchers to be much more specific in their reporting. We found that substantial percentages of studies omitted important information about their meta-analyses. For example, we found that 54% of the time, meta-analyses did not specify whether interdependent effect sizes occurred and were corrected for. Similarly, 51% of the meta-analyses did not specify whether artifact correction was needed, and 84% provided no information about outlier identification. This may be due to a persistent belief that it does not matter very much which decisions are made, so there is no reason to report this information (cf. Conway & Huffcutt, 2003) ; alternatively, the issue in question did not occur in the meta-analysis, or the issue was simply overlooked. We have demonstrated that meta-analytic decisions can be quite consequential (see our four examples where simply ignoring a few outliers or a few correlations that need to be addressed for systematic artifacts or interdependencies can create fairly large differences in the outcome of the meta-analysis); as such, it is important for readers to be able to evaluate researchers' meta-analytic results. This requires that researchers report important decisions regarding their analyses, as summarized in Table 5 . Researchers should report every decision-and they should report on the reasoning behind every decision-so that others can reanalyze their meta-analyses with alternative decisions.
We hope that our guidelines will stimulate researchers to give adequate thought to their meta-analytic decisions and that they will help shape future applications of meta-analysis in management research. Meta-analysis is an important research tool. With the recognition of how it can be done better, it will continue to serve an important function in management research. 
