Abstract-The surge of search based software engineering research has been hampered by the need to develop customized search algorithms for different classes of the same problem. For instance, two decades of bespoke Combinatorial Interaction Testing (CIT) algorithm development, our exemplar problem, has left software engineers with a bewildering choice of CIT techniques, each specialized for a particular task. This paper proposes the use of a single hyperheuristic algorithm that learns search strategies across a broad range of problem instances, providing a single generalist approach. We have developed a Hyperheuristic algorithm for CIT, and report experiments that show that our algorithm competes with known best solutions across constrained and unconstrained problems: For all 26 real-world subjects, it equals or outperforms the best result previously reported in the literature. We also present evidence that our algorithm's strong generic performance results from its unsupervised learning. Hyperheuristic search is thus a promising way to relocate CIT design intelligence from human to machine.
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I. INTRODUCTION
Over the past decade, research in Search Based Software Engineering has been growing at a rapid pace [1] . One limitation of much of this work is that search algorithms must be customized for specific instances or equivalence classes of the problem. For example, the existence of constraints in the data set to be optimized often requires a different set of search operators [2] . Hyperheuristic search (HS) is a new class of optimisation algorithms that may provide a substantial improvement to this bespoke approach [1] . HS algorithms use dynamic adaptive optimisation to learn strategies without active supervision [3] , [4] . Hyperheuristics have been successfully applied to many operational research problems outside of software engineering [4] . However, though they have been advocated as a possible solution to dynamic adaptive optimisation for software engineering [3] , they have not, hitherto, been applied to any software engineering problem [5] - [7] .
In this paper, we examine the feasibility of using HS in search based software engineering. To achieve our goal we select a mature and well studied search problem as our exemplar, Combinatorial Interaction Testing (CIT). CIT aims to generate samples that cover all possible value combinations between any set of t parameters, where t is fixed (usually between 2 and 6). Software product lines [8] , operating systems, development environments and many other systems are typically governed by large configuration, parameter and feature spaces for which CIT has proved useful [9] .
Over two decades of research has gone into the development of CIT test generation techniques, each of which is tailored and tuned to a specific problem [10] - [16] . For example, some CIT algorithms have been tuned and evaluated only on unconstrained problems [10] , [15] , [17] , [18] , while others have been specifically tuned for constrained interaction testing [2] , [19] , which prohibits certain configurations. Still other CIT approaches target specific problem structures, such as parameter spaces with few available parameter value choices [13] , [20] , or are tuned to work on a particular set of real-world problems [21] . Colbourn maintains a website of results from many different sources and techniques [22] , both published and unpublished in the CIT literature, while the pairwise.org web portal contains almost 40 tools for pairwise instances of CIT alone. There is also a framework that collates the many different CIT algorithms [23] , but none of these frameworks or portals can help the tester to choose which algorithm to apply to each CIT problem instance.
Even when attention is restricted to a single kind of CIT algorithm, such as simulated annealing, there remain further choices to be made: For general unconstrained problems, the single-mutation-at-a-time variant yields a smallest test suites [10] , but for binary-valued problems a different simulated annealing variant would be recommended [24] , while still another variant would be preferred for highly constrained problems [2] , [25] . The tester is therefore presented a bewildering choice between different techniques and implementations from which to choose, each of which has its own special properties. It is unreasonable to expect practicing software testers to perform their own experiments to decide on the best CIT algorithm choice for each and every testing problem. CIT users in the research community also find the choices overwhelming. For example Lopez-Herrejon et al. ask "With all these pairwise testing approaches available the question now is: how do they compare?" [26] . We cannot expect each testing organisation to hire an algorithm designer to build bespoke CIT testing implementations for each testing scenario they face. We need a more general CIT approach.
To evaluate the feasibility of using HA as a generalist approach we introduce a simulated annealing hyperheuristic search based algorithm for CIT. Our hyperheuristic algorithm learns the best CIT strategy to apply dynamically, as it is executed and the chosen strategy may change over time. This single algorithm can be applied to a wide range of CIT problem instances, regardless of their structure and characteristics.
For our new algorithm to be acceptable as a generic solution to the CIT problem, we need to demonstrate that it is effective and efficient across a wide range of CIT problem instances, when compared to other possible algorithm choices. To assess the effectiveness of CIT solutions we use test suite size, which Garvin et al. [2] show to have the greatest impact on overall test efficacy. To assess efficiency we report computational time (as is standard in CIT experiments), but we also deploy the algorithms in the cloud to provide a supplementary assessment of monetary cost (as has been done in other studies [27] ).
We compare our hyperheuristic algorithm, not only against results from state-of-the-art search CIT techniques, but also against the best known results in the literature, garnered over 20 years of analysis of CIT. This is a particularly challenging 'quality comparison' for any algorithm, because some of these best known results are the product of many years of careful analysis by mathematicians, not machines.
We show that our hyperheuristic algorithm performs well on both constrained and unconstrained problems and across a wide range of parameter sizes and data sets. Like the best known results, some of these data sets have been designed using human ingenuity. Human design ensures that these benchmarks capture especially pathological 'corner cases' and problems with specific structures that are known to pose challenges to the CIT algorithms. Overall, our results provide evidence to support the claim that hyperheuristic search is a promising solution for CIT which suggests it may be useful on other search based problems.
The primary contributions of this paper are: 1. The formulation of CIT as a hyperheuristic search problem and the introduction of the first hyperheuristic algorithm (HHSA) for solving it. It is the first use of hyperheuristic learning in the software testing literature.
2. A comprehensive empirical study showing that HHSA is both effective and efficient. The study reports results across a wide range of 59 previously studied benchmarks. We also study 26 problem instances from two previous studies where each of the 26 CIT problems is drawn from a real-world configurable system testing problem.
3. A study using Amazon EC2 cloud to measure the real computational cost (in US dollars) of the algorithms studied. These results indicate that, with default settings, our hyperheuristic algorithm can produce competitive results to stateof-the-art tools at a reasonable cost; all pairwise interaction tests reported in the paper for all 26 real-world problems and the 44 pairwise benchmarks cost only $2.09.
4. A further empirical study is used to explore the nature of online learning employed by our algorithm. The results of this study show that the hyperheuristic search productively combines heuristic operators that would have proved to be unproductive in isolation and that our algorithm adapts its choice of operators based on the problem.
II. PRELIMINARIES
In this section we will give a quick overview of the notation used throughout the paper. CIT seeks to select a set of N test cases that cover all possible value combinations between any set of t parameters. It produces the selected test set in a Covering Array (CA) notation, which is typically represented as follows in the literature:
where N is the number of selected tests (array size), the sum of k 1 , ..., k m is the number of parameters (or factors) in each test case (denoted by k), each v i stands for the number of values for each of the k i parameters in turn and t is the strength of the array; a t-way interaction test suite aims to cover all possible t-way combinations of values between any t parameters.
Suppose we want to generate a pairwise (aka 2-way) interaction test suite for an instance with 3 parameters, where the first and second parameter can take 4 different values and the third one can only take 3 different values. Then the problem can be formulated as: CA(N ; 2, 4 2 3 1 ) and the model of the problem is 4 2 3 1 . In order to test all combinations one would need 4 * 4 * 3 = 48 test cases; pairwise coverage reduces this number to 16. We can also introduce the following constraint: the first value of the first and third parameters cannot be combined together. It turns out that adding multiple constraints can significantly reduce test suite size. These naturally occur in real-world problems, thus constrained CIT is well-fitted for industrial applications [28] .
Many different algorithms have been introduced to generate covering arrays. Each algorithm is customised for specific problem instances. For example, there are many greedy algorithms, such as AETG [15] , IPOG [16] and PICT [29] . These methods either generate a new test case on-the-fly, seeking to cover the largest number of uncovered t-way interactions, or start with a small number of parameters and iteratively add new columns and rows to fill in the missing coverage.
Other approaches include metaheuristic search algorithms, such as simulated annealing [2] , [10] , [20] or tabu search [13] . These metaheuristics are usually divided into two phases or stages. In the first stage, binary search, for instance, is used to generate a random test suite, r of fixed size n. In the second stage, metaheuristic search is used to search for a test suite of size n, starting with r, that covers as many interactions as possible. And there are other unique algorithms, such as those that use constraint solving or logic techniques as the core of their approach [17] , [23] .
III. HYPERHEURISTIC CIT ALGORITHM There are two subclasses of hyperheuristic algorithms: generative and selective. Generative hyperheuristics combine low level heuristics to generate new higher level heuristics. Selective hyperheuristics select from a set of low level heuristics. In this paper we use a selective hyperheuristic algorithm. Selective hyperheuristic algorithms can be further divided into two classes, depending upon whether they are online or offline. Online hyperheuristics are unsupervised, learning strategies while the algorithms are solving the problem. Offline ones require an additional training step prior to solving the problem. We use online selective hyperheuristics.
The hyperheuristic algorithm takes the set of navigation operators as input. A navigation operator is a lower level heuristic which transforms a given solution into a new solution in the search space. The algorithm layers the heuristic search into two levels that work together to produce the overall solution. The first (or outer) layer uses a normal metaheuristic search to find solutions directly from the solution space of the problem. The inner layer heuristic searches for the best candidate operators for the outer layer heuristics in the current problem state. As a result, the inner search adaptively identifies and exploits different strategies according to the characteristics of the problems it faces.
Our algorithm uses Simulated Annealing (SA) as the outer search. We choose SA because it has been successfully applied to CIT problems, yet, even within this class of algorithms, there is a wide choice of available approaches and implementations [2] , [10] , [20] , [25] , [30] . We use a reinforcement learning agent to perform the inner layer selection on heuristics. Our overall algorithm, Hyper Heuristic Simulated Annealing (HHSA), is depicted in Figure 1 and set out more formally as Algorithm 1.
Simulated Annealing

Outer layer search
Get next operator
Apply the operator to current solution A standard Simulated Annealing (SA) algorithm is used as the outer layer search. The SA algorithm starts with a randomly generated N × k array as an initial solution. The fitness value for each solution is the number of uncovered t-tuples present in the current array. The fitness value is also used to represent the current state of the problem (i.e. how many tuples remain to be covered). This 'problem state' is used to understand how our algorithm learns throughout different stages of the problem.
In each iteration, the SA algorithm asks the reinforcement learning agent to choose a best operator for the current problem state. It then applies the operator and passes the change in fitness value (delta fitness) back to the agent. The SA algorithm accepts the new solution if its fitness is the same as or better than the fitness of the previous solution. Otherwise it uses a probability, e ∆fitness/T , for accepting the current solution based on the current temperature T .
As the SA algorithm proceeds, the temperature, T , is progressively decreased according to a cooling schedule. Decreasing the temperature reduces the probability of SA accepting a move that reduces fitness. The temperature and cooling schedule settings used in the SA are reported in section IV-B. The SA algorithm stops when the current array covers all t-tuples or it reaches a preset maximum number of nonimproving moves.
Many real-world CIT models contain constraints (or dependencies) between parameters. To incorporate the constraints, the outer SA first preprocesses the constraints and identifies all invalid tuples which must not be covered. Since previous work [2] , [25] , [30] used a SAT-solver, MiniSAT, for constraint solving, we also use it in our implementation. Other constraint solvers could be used, but we wish to be able to compare effectiveness to these existing state-of-the-art CIT systems and the best results reported for them.
The outer SA checks constraint violations after applying each operator and proposes a repair if there are any violations. The constraint fixing algorithm is a simple greedy approach that checks each row of the covering array, one at a time. When the algorithm finds a term violation in a row, it attempts to fix the row by changing the value of the parameter which violates the term to a random valid value. The algorithm is set out formally as Algorithm 2.
If the outer SA fails to fix the array, it reapplies the current heuristic operator to generate a new solution.
HHSA We enclose the SA in a binary search procedure to determine the array size N . This outer binary search procedure is a commonly used solution to iteratively find covering arrays for different values of N [10] , [25] , [30] , until a smallest covering array of size N can be found. The outer binary search takes an upper and lower bound on the size of array as input, and returns the covering array with a smallest possible size.
The CASA tool for CIT [2] , [25] uses a more sophisticated version of the binary search. It first tries the same size multiple times and then does a greedy one sided narrowing to improve the final array size. Our implementation also performs this 'CASA-style' greedy approach to finding the array size, but the use of this approach is tunable. 
B. The Reinforcement Learning Agent
The goal of the inner layer is to select the best operator at the current problem state. This operator selection problem can be considered an n-Armed Bandit Problem, in which the n arms are the n available heuristics and the machine learner needs to determine which of these heuristics offers the best reward at each problem state. We designed a Reinforcement Learning (RL) agent for the the inner search, as RL agents are known to provide generally good solutions to this kind of so-called 'Bandit Problem' [31] .
As shown in Figure 1 , the RL agent takes a set of operators as input. In each annealing iteration, the RL agent repeatedly chooses the best fit operator, a, based on the expected reward of applying it at the current problem state. After applying the operator a, the RL agent receives a reward value from the outer layer SA algorithm, based on performance. At the end of the iteration, the RL agent updates the expected reward for the chosen operator with the reward value returned.
The goal of the RL agent is to maximise the expected total reward that accrues over the entire run of the algorithm. Because the reward returned by SA is the improvement of SA's fitness value, the RL agent will thus 'learn' to choose the operators that tend to maximise the SA's fitness improvement, adapting to changes in problem characteristics.
Our RL agent uses an action-value method [31] to estimate the expected rewards for each of the operators available to it at a given problem state. That is, given a set of operators A = {a 1 , a 2 , . . . , a i }, let R i = {r i1 , r i2 , . . . , r ik }, be the returned reward values of operator a i at the k th iteration at which a i is applied.
Let R ai be the estimated reward for a i , which is defined as the mean reward value, ri1+ri2+...+r ik k , received from SA. To balance the twin learning objectives of exploration and exploitation, the RL agent uses a SOFTMAX selection rule [31] .
The SOFTMAX selection rule is a greedy approach that gives the operator with the best estimated reward the highest selection probability. For each operator a i , the selection probability is defined based on the Gibbs distribution:
e Ra j /T , which is commonly used for the SOFTMAX selection [31] . A higher value of temperature T makes the selection of all operators more equal while a lower value makes a greater difference in selection probability.
C. Search Space Navigation Operators
We have selected a set of six operators to investigate the performance and feasibility of this approach to adaptive learning for CIT. Like any general process, we choose operators that can be widely applicable and which the learner might be able to combine in productive ways. Since we must be general, we cannot exploit specific problem characteristics, leaving it to the learner to find ways to do this through the smart combination of the low level heuristics we define.
We have based our operator selection on the previous algorithms for CIT. None of the operators consider constraints directly, but some have been used for constrained and some for unconstrained problems. Like other machine learning approaches we need a combination of 'smart' heuristics and 'standard' heuristics, since each can act as an enabler for the other. The first three operators are ones we deem to be entirely standard; they do not require book keeping or search for particular properties before application. The second set contains ones that we deem to be somewhat smart; these are designed with domain knowledge and use information that one might expect could potentially help guide the outer search. The operators are as follows:
1. Single Mutation (Std): Randomly select a row r and a column c, change the value at r, c to a random valid value. This operator matches the neighbourhood transformation in the unconstrained simulated annealing algorithm [10] .
2. Add/Del: (Std): Randomly delete a row r and add a new row r randomly generated. While CASA also includes a row replacement operator, it does not just randomly generate a row.
3. Multiple Mutation (Std): Randomly select two rows, r 1 and r 2 , and crossover each column of r 1 and r 2 with a probability of 0.2.
4. Single Mutation (Smart): Randomly select a missing tuple, m, which is the combination of columns c 1 , . . . , c n . Go through each row in the covering array, if there exists a duplicated tuple constructed by the same combination of columns c 1 , . . . , c n , find a row containing the duplication randomly and change the row to cover the missing tuple m. Otherwise randomly select a row r and change the row to cover the missing tuple m.
5. Add/Del: (Smart): Randomly delete a row r, and add a new row r to cover n missing tuples. We define n as the smaller value from k/2 (where k is the number of parameters) and the number of missing tuples. This is a simple form of constructing a new row used by AETG [15] . 6. Multiple Mutation (Smart): Randomly select two rows, r 1 and r 2 , and compare the frequency of each value at each column, f c1 and f c2 . With probability of 0.2, the column with higher frequency will be mutated to a random value.
IV. EXPERIMENTS
To assess the usefulness of using HHSA as a general approach to CIT, we built a version and posed the following research questions: RQ1 What is the quality of the test suites generated using the hyperheuristic approach? One of the primary goals of CIT is to find a smallest test suite (defined by the covering array) that achieves the desired strength coverage. It is trivial to generate an arbitrarily large covering test suite -simply include one test case for each interaction to be covered. However, such a naïve approach to test generation would yield exponentially many test cases. All CIT approaches therefore work around the problem of finding a minimal size covering array for testing. The goal of CIT is to try to find a smallest test suite that achieves 100% t-way interaction coverage for some chosen strength of interaction t. In our experiment, we compare the size of the test suites generated by the HSSA in three different ways. We compare against the: 1. Best known results reported in the literature, produced by any approach, including analysis and construction by mathematicians, as is reported in [2] . 2. Best known results produced by automated tools. 3. A state-of-the-art SA-based tool that was designed to run on unconstrained problems and a state-of-the-art SA-based tool that was designed to handle constrained problems well.
RQ2 How efficient is the hyperheuristic approach and
what is the trade-off between the quality of the results and the running time?
Another important issue in CIT is the time to find a test suite that is as close to the minimal one as possible given time budgeted for the search. Depending on the application, one might want to sacrifice minimality for efficiency (or viceversa). This question investigates whether HHSA can generate small test suites in reasonable time.
If the answers to the first two research questions are favourable to our hyperheuristic algorithm, then we will have evidence that it can be useful. However, usefulness on our set of problems, wide and varied though it is, may not be sufficient for our algorithm to be actually used. We seek to further explore whether its value is merely an artefact of the operators we chose for low level heuristics. We also want to check whether the algorithm is really 'learning'. If not, then it might prove to be insufficiently adaptive to changing problem characteristics. The next two research questions investigate learning.
RQ3 How efficient and effective is each search navigation operator in isolation?
In order to collect baseline results for each of the operators that HHSA can choose, we study the effects of each operator in isolation. That is, we ask how well each operator can perform on its own. We also study the effects of making a random choice from all operators at each stage.
Should it turn out that there is a single operator that performs very well across subjects, then there would be no need for further study; we could simply use the high performing operator in isolation. Similarly, should one operator prove to perform poorly and to be expensive then we might consider removing it from further study.
RQ4 Do we see evidence that the hyperheuristic approach is learning?
Should it turn out that HHSA performs well, finding competitively sized covering arrays in reasonable time, then we have evidence to suggest that the adaptive learning used by the hyperheuristic approach is able to learn which operator to deploy. However, is it really learning? This RQ investigates, in more detail, the learning strategies as the algorithm searches. We explore how the problem difficulty varies over time for each of the CIT problems we study, and then ask which operators are chosen at each stage of difficulty; is there evidence that the algorithm is selecting different operators for different types of problems?
A. Experimental Setup
In this section we present the experiments conducted 1 . Subjects Studied. There are five subject sets used in our experiments. The details are summarised below:
[Syn-2] contains 14 pairwise (2-way) synthetic models without constraints. These are shown in the leftmost column of Table I . These models are benchmarks that have been used both to compare mathematical constructions as well as search based techniques [2] , [10] , [11] , [18] , [32] . We take these from Table 7 from the paper by Garvin et al. [2] .
[Syn-3] contains 15 3-way synthetic models without constraints. These are shown in the second column of Table  I . These models are benchmarks that have been used for mathematical constructions and search [10] , [33] , [34] . We take these from Table 7 from the paper by Garvin et al. [2] .
[Syn-C2] contains 30 2-way synthetic models with constraints (see Table I , rightmost two columns). These models were designed to simulate configurations with constraints in real-world programs, generated by Cohen et al. [35] and adopted in follow-up research by Garvin et al. [2] , [25] . [2] , [10] , [11] , [18] , [32] . THE SECOND SUBJECT SET CONTAINS 3-WAY UNCONSTRAINED SYNTHETIC MODELS FROM [10] , [33] , [34] . THE LAST SET CONTAINS SYNTHETIC MODELS DESIGNED TO SIMULATE REAL-WORLD PROGRAMS [2] , [25] , [35] . [Real-1] contains real-world models from a recent benchmark created by Segall et al. [21] , shown in Table II . There are 20 CIT problems in this subject set, generated by or for IBM customers. The 20 problems cover a wide range of applications, including telecommunications, healthcare, storage and banking systems.
[Real-2] contains 6 real-world constrained subjects shown in Table II , which have been widely studied in the literature [2] , [25] , [30] , [35] , [36] . The TCAS model was first presented by Kuhn et al. [36] . TCAS is a traffic collision avoidance system from the 'Siemens' suite [37] . The rest of the models in this subject set were introduced by Cohen et al. [30] , [35] . SPIN-S and SPIN-V are two components for model simulation and model verification. GCC is a well known compiler system from the GNU Project. Apache is a web server application and Bugzilla is a web-based bug tracking system. Methodology: All experiments but one are carried out on a desktop computer with a 6 core 3.2GHz Intel CPU and 8GB memory. To understand the trade-off between the quality of the results and the cost of the hyperheuristics approach, we use the Amazon EC2 Cloud. All experiments are repeated five times. We report the best and the average results over five runs.
B. HHSA Configuration
There are four parameters that impact the computational resources used by our hyperheuristic algorithm, HHSA: the initial temperature, the cooling rate, the cooling step function, and maximum number of non-improvements allowed before termination is forced. A higher initial temperature allows HHSA to spend more effort in exploring the search space. The cooling rate and cooling step function work together to control the cooling schedule for HHSA.
To understand the trade-off between the quality of the results and the efficiency of HHSA, we use three different configurations: HHSA-L (LOW), HHSA-M (MEDIUM) and HHSA-H (HIGH). The HHSA-L and HHSA-M configurations only apply the outer binary search to guide HHSA to search for a smallest test suite while the HHSA-H configuration additionally applies the greedy search conducted after the binary search. The settings are shown in Table III . We chose these settings after some experimentation so that all can be executed in reasonable time for one or more usecases of CIT. In the low setting, the time taken is low, but the expected result quality is consequently equally low, whereas in the higher settings, we can explore if additional benefits are gained from the allocation of extra computational resources. 
V. RESULTS
In this section we provide results aimed at answering each of our research questions.
A. RQ1: Quality of Hyperheuristic Search
We begin by looking at the set of unconstrained synthetic problems (Table IV) for 2-(top) and 3-way (bottom) CIT. We see the best reported solutions from the literature followed by a smallest CIT sample and its running time for each of the three settings of the HHSA. The best column follows the format of Table 7 from Garvin et al. [2] and includes results obtained by mathematical or constructive methods as well as search. We also include the size reported in that paper both for the unconstrained SA and CASA tools, which is optimized for constrained problems. Running times for SA and CASA tools are not reported, since we did not re-run them.
The size and time columns give a smallest size of the CIT sample found by HHSA, and the average running time in seconds over five runs. The Diff-Best column reports the difference between the best known results (first column) and HHSA's best results. We have also reported HHSA vs. SA (Diff-SA) and HHSA vs. CASA (Diff-CASA). A negative value indicates that HHSA found a smaller sample.
The sizes of test suites found by HHSA are very close to the benchmarks for all but one of the 2-way unconstrained synthetic models. In fact, in benchmark S2-6, both the medium and high settings of HHSA find a lower bound.
The last subject, S2-14 is interesting because it is pathological and has been studied extensively by mathematicians. The model 10 20 , has 20 parameters, each with 10 values. The use of customizations for this particular problem, such as symmetry has led to both constructions and post optimizations. The discussion of this model consumes more than half a page in a recent dissertation which is credited with the bound 2 of 162 [38] . The best simulated annealing bound, of 183, is close to the high setting of HHSA (189).
There is a larger gap between the results generated by HHSA and best known results on 3-way synthetic models. On the smaller models, HHSA seems to generate sample sizes between the unconstrained SA technique and CASA. However, on the larger size models HHSA does not fare as well. We do see improvement as we increase from low to high, and these are all very large search spaces; we explore the costeffectiveness trade-off in RQ2.
We now turn to the constrained synthetic models seen in Table V . In this table the column labelled 'Best' represents the best known results for CASA (the only tool on which these synthetic benchmarks have been reported to date). For the constrained problems HHSA performs as well or better than the best known results (except in one case) despite the fact that CASA is optimized for these subjects. HHSA requires 39 fewer rows overall than the best reported results.
The last comparison we make is with the Real benchmarks. Table VI shows a comparison for all of our real subjects against a set of existing tools which were reported in the literature. Again we see that the HHSA performs as well or better than all of the other tools. For the Real-1 benchmarks, HHSA reduces the overall number of rows in our samples by 52, and for the open source applications HHSA reduces the 2-way by 3 rows, and the 3-way by 54 rows. Summary of RQ1. We conclude that the quality of results obtained by using HHSA is high. While we do not produce the best results on every model, we are quite competitive and for all of the real subjects we are as good as, or improve upon the best known results. Table VII summarizes the average execution time in seconds per subject within each group of benchmarks, using the three configurations of HHSA. The average execution time for the experiments with low configuration is about 17 minutes. Despite the overall average of 17 minutes, the majority of the executions require fewer than 5 minutes. The 3-way experiments running GCC and Apache in the Real-2 benchmarks take the longest (1.6 hours on average). The high setting for this subject set was not finished after 3 days so we terminated it (indicated by '-'). HHSA-M is about 12 times slower overall than HHSA-L. However, most of the subjects still run within 10 minutes. The runtime for HHSA-H is about 7 times slower than for HHSA-M and takes at most 1.5 hours for the majority of the subjects.
On the right side of this table we see the 'Time Ratio' between the HHSA-L vs. HHSA-M and HHSA-M vs. HHSA-H, as well as the 'Size Improvement' which indicates how much smaller the second variant is. As we can see, while it costs us 12 times more to run the HHSA-M variant, it reduces our sample sizes by almost 3%.
Moving from HHSA-M to HHSA-H improves our results by another 1%, while the cost is 7 times more in algorithm runtime. If we also consider the time to run test suites for this sample (see [2] ), then this may make a practical difference. Consider if it takes overnight to run a full test suite for each configuration in our sample. The extra computation time for construction may pay off.
We next examine the practical implications of running the different variants of our algorithm. For this experiment we run all of the 2-way subjects in the Amazon EC2 (Elastic Compute Cloud) with the High-CPU On-Demand Instance (c1.medium) [40] , and record not only the time, but the actual cost for obtaining our results.
We run the CASA tool as a baseline and the HHSA-L and HHSA-M settings. The results are shown in Table VIII . The times shown represent the average total time for all programs in the respective benchmarks. Note that the runtimes reported in Table VIII are much slower than the times reported in Table  IV -VI. This is due to the fact that the computational power of the Amazon EC2 instances used in these experiments are slower than the desktop machine used for prior experiments. The HHSA-L setting took about 8 tenths of an hour to run all of the benchmarks, but cost only 13 cents. CASA took more time than the HHSA-L variant (2.9 hours) and cost $0.49. The HHSA-M required the longest runtime (12.7 hours), but still only cost us $2.09. Summary of RQ2. We conclude that the HHSA algorithm is efficient when run at the lowest level (HHSA-low). When run at the higher levels we see a cost-quality trade-off. In practice, the monetary cost of running these algorithms is very small.
C. RQ3: Search Navigation Operator Comparison
We now examine how efficient and effective each of the search navigation operators are in isolation. We built seven versions of the simulated annealing algorithm, all using the HHSA-M settings. Each of the first six versions contains a single operator. For the seventh version, HH-Random, we include all operators, but the operator to use at each stage is chosen at random (with no intelligence). Time  Size  Time  Size  Time  Size  Time  Size  Time  Size  Time  CS1  38  39  16  37  563  36  3,093  -2  CS16  19  24  27  24  177  24  689  5  CS2  30  30  30  30  391  30  1,074  0  CS17  39  41  16  36  575  36  2,648  -3  CS3  18  18  2  18  24  18  130  0  CS18  43  44  31  41  397  39  5,779  -4  CS4  20  20  7  20  164  20  448  0  CS19  47  50  96  46  1,134  44  10,685  -3  CS5  47  49  59  45  894  44  8,731  -3  CS20  53  55  90  52  1,286  50  12,622  -3  CS6  24  24  16  24  149  24  1,248  0  CS21  36  36  23  36  411  36  2,513  0  CS7  9  9  3  9  74  9  364  0  CS22  36  36  12  36  345  36  2,234  0  CS8  39  41  22  38  875  37  5,362  -2  CS23  12  12  2  12  11  12  188  0  CS9  20  20  27  20  253  20  682  0  CS24  44  46  18  41  283  40  3,909  -4  CS10  43  46  53  43  611  40  8,902  -3  CS25  49  51  37  47  748 The results for operator comparison are shown in Table IX . Each operator is listed in a row (Op1-Op6). The numbers correspond to their earlier descriptions (Section III-C).
The next row is HH-Random, followed by the HHSA-M variant. The best operators on their own appear to be the "mutation" operators. Operator 4 (multiple mutation) seems to work relatively well on its own as does Operator 1 (single mutation). The HH-Rand variant performs second best indicating that the combination of operators is helping the search, and it runs relatively fast. However, without the guidance from learning it appears not do as well as the HHSA-M algorithm. Summary of RQ3. We conclude that there is a difference between effectiveness of each of the operators and that combining them contributes to a better quality solution. No single operator provides best results.
D. RQ4: Does the Hyperheuristic Algorithm Learn?
To determine if the operators that are selected by the hyperheuristic SA algorithm are learned, we examine Table   TABLE IX X and Figure 2 . We first look at the graphs. The x-axis represents the different problem states which correspond to the number of missing tuples that the problem has left to cover. On the left part of the graph, there are many tuples still uncovered, and towards the right, very few are uncovered. We plot the reward scores from our HHSA algorithm for each operator at each stage (a higher reward score means the operator is more likely to be selected). We show this data for one synthetic and one real subject (due to space limitations), S2-8 (top), and TCAS (bottom). As we can see, early on when the problem is easier, most of the operators are close to the same reward value with one or two standing out (Operator 4 in S2-8 and Operator 5 in TCAS). This changes as we have fewer tuples to cover; most of the operators move towards a negative reward with a few remaining the most useful. Not only do we see different "stages" of operator selection, but we also see two different patterns. We examine this further by breaking down data from each benchmark set into stages (see Table X ). We evenly split our data by iteration into an early (S1), middle (S2) and late (S3) stage of the search. For each, we select the pairs of operators that are selected most often across each benchmark set. For instance, Op1+Op4 is selected most often at stage S1 for 6 subjects in the set Syn-2. In stage 1 we see that Op4+Op5 is selected most often overall, while in stage 2 it is Op1+Op4 and in stage 3 it is Op1+Op6. Within each benchmark we see different patterns. For instance, in the first stage Op1+Op5 is selected most often by the Syn-C2 (constrained synthetic) which is different from the others. In stage 2 again we see that the Syn-C2 has a different pattern of operator selection with Op1+Op4 being selected 14 times. In other sets such as the Real 1 we see that the Op4+Op6 combination is chosen most often.
Summary of RQ4. We see evidence that the Hyperheuristic algorithm is learning both at different stages of search and across different types of subjects. VI. CONCLUSIONS In this paper we have presented a hyperheuristic algorithm (HHSA) for constructing CIT samples. We have shown that the algorithm is general and learns as the problem set changes through a large empirical study on a broad set of benchmarks. We have shown that the algorithm is effective when we compare it across the benchmarks and other algorithms and results from the literature.
We have also seen that the use of different tunings for the algorithm (low, medium and high) will provide a quality-cost trade-off with the higher setting producing better results, but taking longer to run. When we examine the practicality we see that the monetary cost for running the algorithm is quite small when using today's cloud ($2.09).
Finally, we have examined the various stages of learning of our algorithm and see that the different heuristic operators are more effective at different stages (early, middle, late) and that they vary across programs and benchmarks. It is this ability to learn and adapt that we believe is the most important aspect of this search.
As future work we will look at alternative tunings for the algorithm to scale to very large problems (a very low setting) and to find even smaller sample sizes (a very high setting). We will also incorporate new operators and alternative algorithms for the outer layer, such as genetic algorithms.
