Abstract. The protein structure alignment problem addresses the question of measuring the degree of similarity, in three-dimensional structure, of two proteins. The representation of each protein using a simple contact map allows the correspondence graph for the protein pair to be generated and the maximum clique within this graph provides a measure of the structural similarity between the two proteins. This study uses a recently developed maximum clique algorithm, Phased Local Search (PLS), to locate the maximum cliques within correspondence graphs.
Introduction
In bioinformatics, structural comparison of proteins is useful in several domains. For example, as protein function is intrinsically tied to a protein's structure [1] , identifying structural similarity between a protein and other proteins whose function is known can allow the prediction of that protein's function. Over the last decade, a number of techniques for structurally comparing proteins have been developed however, none have proved adequate across a range of applications. A relatively new technique, Contact Map Overlap (CMO), first proposed in [2] (and subsequently shown to be NPcomplete [3] ), is to identify alignments between protein contact maps with the goal of maximising the number of consistent alignments. A protein consists of a chain of residues (amino acids). When a protein folds into its tertiary (lowest energy) structure, residues that are not directly adjacent in the chain may be physically close in space. The contact map for a protein is a simple representation of this three-dimensional structure and is the matrix of all pairwise distances between the components of the protein. For this study, the components of the protein are identified as the alpha carbon atoms (C α ) of each amino acid. The contact map can be further simplified into a 0-1 contact map by encoding each pairwise distance as one if the pairwise distance is less than some distance threshold (typically in the range 4 -8Å and 5.5Å in this study) and zero otherwise. As shown in [4] , the CMO problem can be directly translated to a maximum clique (MC) problem which calls for finding the maximum sized sub-graph of pairwise adjacent vertices in a given graph. Formally, the MC problem can be stated as: Given an undirected graph G = (V, E), where V is the set of all vertices and E the set of all edges, find a maximum size clique in G, where a clique K in G is a subset of vertices, K ⊆ V , such that all pairs of vertices in K are connected by an edge, i.e., for all v, v ′ ∈ K, {v, v ′ } ∈ E, and the size of the clique K is the cardinality |K| of K. The maximum clique problem is to maximise |K|, the cardinality of K. MC is NP-hard and the associated decision problem is NP-complete [5] . Therefore, large and hard instances of MC are typically solved using heuristic approaches of which the most recent is Phased Local Search (PLS) [6] , a reactive algorithm that interleaves sub-algorithms which alternate between sequences of iterative improvement and plateau search. The differences between these sub-algorithms are primarily in the vertex selection method and the perturbation mechanisms used to overcome search stagnation. Extensive computational experiments [6] have shown that PLS has equivalent, or improved, performance compared to other state-of-the-art MC search algorithms, on a range of widely studied benchmark instances.
The PLS Algorithm
PLS [6] is now described using the following additional notation: N (i) = {j ∈ V : {i, j} ∈ E} -the vertices adjacent to i; K -current clique of G; and, C p (K) = {i ∈ V : |K \ N (i)| = p}, p = 0, 1 -the set of all vertices not adjacent to exactly p vertices in K.
Algorithm PLS (G, tcs, max-selections)
Input: graph G; integers tcs (target clique size), max-selections Output: K of size tcs or 'failed' 1. selections := 0, pu := 0, pd := 2;
2.
sa := Random, iterations := 50;
<Randomly select a vertex v ∈ V , K := {v} >;
4.
9.
K := K ∪ {v};
10.
selections := selections + 1;
11.
if |K| = tcs then return K;
12.
U := ∅;
13.
end while
14.
16.
17.
18.
end if;
19.
20.
iterations := iterations − 1;
21.

UpdatePenalties(sa);
22.
Perturb(sa);
23.
until selections ≥ max-selections 24.
return 'failed'; PLS uses three sub-algorithms within the Select function which are effective for three different instance types. The first sub-algorithm, Random, effectively solves instances where the maximal clique consists of vertices with a wide range of vertex degrees. The second sub-algorithm, Penalty, uses vertex penalties to bias the search towards cliques containing lower degree vertices. The vertex penalties are increased when the vertex is in the current clique when a perturbation occurs and are subject to occasional decrease, which effectively allows the sub-algorithm to 'forget' vertex penalties over time. PLS adaptively modifies the frequency of penalty decreases to obtain near optimal performance. The third PLS sub-algorithm, Degree, uses vertex degrees to bias the search towards cliques containing higher degree vertices.
Empirical Performance Results
For this study, two protein structure alignment benchmarks were utilised to evaluate the performance of PLS on this type of problem. Benchmark-1 was used in [4] (the correspondence graphs for this benchmark were obtained directly from the authors of this paper) and consists of 10 different protein structure alignment problems. The proteins in this benchmark all contain approximately 50 residues and the correspondence graphs have up to 3 000 vertices and 700 000 edges.
Benchmark-2 was constructed using proteins from the Protein Data Bank [7] . The Universality Similarity Measure (USM) software 1 [8] (with a 5.5Å threshold) was used to generate the contact maps for these proteins. From the contact maps for the proteins to be compared, the two-dimensional grid G was generated and the correspondence graph created by adding an edge when the two alignments represented by pairs of vertices are a feasible solution to the CMO problem. The proteins in this benchmark range in size from 60 to 100 residues and the correspondence graphs have up to approximately 8 000 vertices and 9 000 000 edges. All experiments for this study were performed on a dedicated computer that, for the DIMACS Machine Benchmark 2 , required 0.41 CPU seconds for r300.5, 2.52 CPU seconds for r400.5 and 9.71 CPU seconds for r500.5. In the following, unless explicitly stated otherwise, all CPU times refer to the reference machine.
The performance results for PLS on Benchmark-1 are shown in Table 1 . To generate these results, 100 independent trials were performed for each instance using target clique sizes corresponding to those obtained in [4] . As shown, PLS achieved a 100% success rate on all Benchmark-1 instances while using considerably less processor time than that required in [4] .
The performance of PLS for Benchmark-2 is shown in Table 2 . To generate these results, an extensive trial was first performed to identify the putative maximum clique size for each benchmark instance. Using the putative maximum clique size obtained for each instance, 100 independent trials of PLS were performed using a maxSelections of 100 000 000 to obtain the results shown in Table 2 . Figure 1 is an undirected graph showing the 0-1 contact maps for the 1KDI and 1PLA proteins and also the alignments (dotted lines) obtained by locating the max-imum clique within the 1KDI-1PLA correspondence graph. The consistency of the alignments can be verified by the observation that there are no intersections between any alignment lines. Table 1 . PLS performance results, averaged over 100 independent trials, for the benchmark instances from [4] . The maximum known clique size, for each instance, is shown in the 'Max. Clique' column; CPU(s) is the PLS run-time in CPU seconds, averaged over all successful trials, for each instance. 'SCPU(s)' is the CPU time reported in [4] , scaled by 0.08 to allow some basis for comparison with the reference computer used in this study.
1KDI
1PLA Fig. 1 . Undirected graph representation of the 0-1 contact maps and putative maximal alignments for the 1KDI and 1PLA proteins. The vertices (dots) represent the residues of each protein, the solid edges (arcs) the contacts within each protein and the dashed edges show alignments identified by finding the maximum clique in the correspondence graph.
Conclusions and Future Work
The overall performance of PLS on the CMO instances reported here suggests that the underlying dynamic local search method has substantial potential to provide the basis for high-performance algorithms for other optimisation problems. Table 2 . PLS performance results, averaged over 100 independent trials, for the PDB protein pairs in Benchmark-2. 'G' is the correspondence graph for each protein pair, the sizes found for each maximum clique are shown as maximum, average and minimum found over the 100 trials while 'Sels.' is the average number of vertices that were added to the clique over the 100 trials.
